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tionary assumption to be rigorously tested. Isotope-enabled simulations have been used to reproduce the present-day climate Noone and Simmonds, 2002; Lee et al., 2007; Werner et al., 2011) 60 as well as past climates, including warm interglacials (Schmidt et al., 2007; LeGrande and Schmidt, 2011; 61 Masson- Delmotte et al., 2011; Sime et al., 2009 Sime et al., , 2013 Tindall et al., 2010) , and cold glacial climates, 62 such as the Last Glacial Maximum (Lee et al., 2008; Roche et al., 2004; Caley et al., 2014) . Indeed, the 63 interpretation of surface temperature from ice core isotopic records has benefitted from isotope-enabled 64 atmospheric GCMs (e.g. Noone and Simmonds, 2002; Jouzel et al., 2003; Sime et al., 2008 Sime et al., , 2009 Sime et al., , 2013  ice sheet configuration based on the ICE-5G model (Peltier, 2004) used in the PMIP Phase 2 (PMIP2; https://pmip2.lsce.ipsl.fr/pmip2/, Braconnot et al., 2007) and a number of simulations included in PMIP3
149
(http://pmip3.lsce.ipsl.fr/).
150
Isotopes are added to simulations with climates that have already been spun up with the respective 151 boundary conditions. All of our simulations are initialised with an isotopic value of 0 o / oo for δ 18 O in the 152 atmosphere and ocean. Once isotopes had been initialised, the LH and LIG simulations were integrated for 153 a total of 600 years and the LGM for 800 years. By the end of all three simulations, surface and deep ocean 154 δ Ow changes by <0.01 o / oo /100 years.
155 Table 1 2.3. Reconstructing salinity from δ Ow residuals
156
To use δ 18 O as a proxy for spatial or temporal paleo-climate reconstruction, the relationship between 157 the proxy and the desired, but unobservable, variable is often defined by the gradient of a linear relationship 158 (e.g. Sime et al., 2008) . For example, in the case of salinity, where δ Ow is the proxy and salinity (S) is the 159 target variable, this would take the form δ Ow = αS + b, where the gradient α = ∆δ Ow /∆S. By definition of 160 the linear relationship, the intercept value, b, is an indicator of the freshwater end-member (δ F ), defined as 161 the value of δ Ow when S=0 (Delaygue et al., 2001; LeGrande and Schmidt, 2006; Munksgaard et al., 2012) .
162
The slope of the relationship, α, can be applied to spatial or temporal δ Ow and S observations to obtain 163 either a spatial or temporal gradient; i.e. by selecting either a stationary point in time and observing the co-164 variability of δ Ow and salinity across a defined spatial domain (the spatial gradient) or selecting a stationary 165 point in space and observing the co-variability of δ Ow and salinity at that location with time (the temporal 166 gradient). The gradient of the linear regression between spatial or temporal δ Ow and S is defined as α SPACE 167 and α T IME respectively. Changes to the temporal gradient are therefore; ∆α T IME = ∂ α/∂t at a single 168 point, where t is time, and changes in the spatial gradient are; ∆α SPACE = ∂ α/∂ x at a single time, where 169 x is a geographic location. The value of α SPACE can be measured in modern ocean water and is the value 170 that is traditionally applied when reconstructing past oceanographic changes, assuming that the spatial and 171 temporal relationships are the same, i.e. α SPACE = α T IME .
172
In order to define a measure of α T IME for each simulation, the methodology is applied to decadally aver-173 aged δ Ow and salinity output and defined as α DECADAL . To assess the temporal variability of the δ Ow -salinity 174 relationship on long timescales, i.e. between simulations, α SLICE is defined as; α SLICE
LGM−LH = ( The performance of the isotope-enabled HadCM3 is first evaluated against the patterns observed in 188 marine sediment core δ Oc records. We focus our benchmarking on the LH and LGM simulations as these 189 time periods have most data coverage, can be accurately dated using 14 C, and have sufficient confidence 190 levels on the data (Waelbroeck et al., 2005; MARGO Project Members, 2009; Waelbroeck et al., 2014; 191 Caley et al., 2014) .
192
To compare with marine sediment core foraminiferal calcite, modelled δ Ow is converted to δ Oc using the 
The factor -0.27 is the conversion between scales, from SMOW to PDB, according to Hut (1987) We compare modelled surface ocean δ Oc against planktonic foraminifer calcite δ Oc (Figure 1 ). The LH
204
simulation is compared against the Late Holocene data synthesis of Waelbroeck et al. (2005 LGM and the last 3 ka for the LH.
210 Figure 1 shows a strong latitudinal trend in both modelled and observed is in disagreement with some reconstructions (e.g. Lynch-Stieglitz et al., 1999) .
253
For the LH, a significant model-data disagreement exists in the GIN seas and the high latitude Arctic.
254
Foraminiferal blooms in these regions will be strongly seasonal due to light limitation. Schmidt The bias between the LGM modelled and observed δ Oc for the surface ocean can in part be explained
276
by the uncertainty in quantifying the glacial effect (∆δ g ). The precise value of the glacial effect is not well 277 constrained. Early work suggested an enrichment of ∆δ g = 0.012z sl ± 0.001 o / oo , where z sl is the sea level 278 drop in meters (Labeyrie et al., 1987; Shackleton, 1987; Fairbanks, 1989; Rohling, 2000) . The uncertainty 279 suggests a range for ∆δ g of 1.32 to 1.56 o / oo for a 120 m drop in sea level. However, Schrag et al. (1996) 280 argued that ∆δ g = 0.008z sl is more appropriate. More recently, a number of approaches have converged 281 towards the latter estimate, establishing a mean ocean δ Ow enrichment for the LGM of 1.0 ± 0.1 o / oo (Schrag 282 et al., 1996; Adkins et al., 2002; Duplessy et al., 2002; Schrag et al., 2002) . The full uncertainty in ∆δ g 283 is difficult to constrain, particularly because it is influenced by the size and isotopic composition of glacial 284 reservoirs (Sima et al., 2006) .
285
Because the model simulations were initialised with a δ Ow value of 0 o / oo , the discrepancy between mod-286 elled and observed δ Oc can be used to suggest a model 'best fit' value for the glacial effect (e.g. In this section, the methodology set out in section 2.3. is applied to model salinity and δ Ow output 298 to evaluate both spatial (α SPACE ) and temporal (α DECADAL and α SLICE ) relationships. We first assess the 299 regional patterns of α SPACE for the LH followed by the variability in the δ Ow -salinity relationship during the 300
LGM and LIG. Modelled LH α SPACE is compared to present-day observations from the Global Seawater Oxygen-18
303
Database (Schmidt, 1999b; Bigg and Rohling, 2000 , http://data.giss.nasa.gov/o18data/) ( Figure 2 ). En-
304
closed seas are masked for the comparison. Modelled regional δ Ow -salinity relationships for each simula-305 tion are presented in Table 2 , including the gradient (α SPACE ), the intercept (δ F ) and associated r 2 values 306 from the spatial least squares linear regression.
307
Figure 2 Variability in salinity and δ Ow is larger in the observations than the model ( Figure 2 ). This will in part 308 be due to model resolution smoothing out variability and, even though enclosed seas have been masked,
309
most of the observations lie in coastal regions affected by fresh and depleted continental and river runoff. Tindall and Haywood (submitted). 
347
The spatial pattern of α SLICE differs from α DECADAL for both the LGM and LIG ( Figure 5 ). where α SLICE LIG−LH is negative close to regions of small/negligible salinity change (masked areas in Figure 5 ),
350
and in the glacial western Arctic, where α SLICE LGM−LH is also negative, suggesting that the δ Ow -salinity signal is 351 too small compared to the noise component in the system. been found for simulations covering the mid-Holocene and pre-industrial periods (Schmidt et al., 2007) .
359

Figure 6
The simulated salinity anomalies for the LGM and LIG and the magnitude of error in the estimated 360 salinity using the δ Ow residual method (applying the LH spatial δ Ow -salinity gradients to simulated δ Ow 361 anomalies) are shown in Figure 7 . The δ Ow residual method captures the correct large-scale pattern in 362 salinity anomalies in the mid and low-latitudes for both climates (Figure 7a-d) . However, regional biases and temporal gradients may thus be improved if a Mediterranean specific gradient were applied. In the 367 glacial Arctic, the estimated salinity change is of opposing sign to the actual simulated salinity anomaly.
368
The difference between the estimated and actual salinity anomalies in the glacial northeast Atlantic and 369 south of Greenland suggests that the actual salinity change may be larger than that inferred using the LH 
Modelling insights for paleosalinity reconstruction
377
Our model simulations do not help characterise paleosalinity reconstruction uncertainties due to dia-378 genetic errors, age uncertainties, species offsets or errors in the isolation of δ Ow from δ Oc . However, the 379 large-scale model realisation of the δ Ow -salinity relationship in HadCM3 can provide insight into the con-380 siderations necessary to interpret unevenly distributed isotope data for paleosalinity reconstruction. 
Physical controls on the δ Ow -salinity relationship
393
These simulations can provide insight of the fundamental controls on δ Ow and salinity. Below we ad-394 dress why spatial and temporal δ Ow -salinity gradients might not agree and discuss the sources of uncertainty 395 in paleosalinity reconstruction, including how these may vary between glacial and interglacial climates. 
Hydrological cycle
397
The coupling between δ Ow and salinity generally observed in the global ocean suggests that the pro-398 cesses affecting both δ Ow and salinity, such as regional E-P balance, dominate over processes which pref- termine a region's freshwater end-member and any process that alters δ F will lead to a changes in the 408 δ Ow -salinity relationship. Studies in the mid-latitudes and tropics have interpreted values of δ F in terms of 409 river discharge (Munksgaard et al., 2012) , the isotopic composition of regional precipitation (δ Op ) (Benway 410 and Mix, 2004; LeGrande and Schmidt, 2006; Abe et al., 2009) , local evaporation regime (Conroy et al., 411 2014), and a mixture of evaporation, precipitation and runoff (Delaygue et al., 2001 ). 
Ice-sheets and freezing processes 424
During glacial periods, changes in boundary conditions are larger and include the growth of ice sheets.
425
Differences in δ Ow -salinity relationships are thus larger as additional feedbacks, such as meltwater pro-426 cesses, add to the orbitally driven biases. This is the case for our LGM simulation, when the large northern 427 hemisphere ice sheets cause large changes in the temporal δ Ow -salinity gradient around its peripheries. The 428 water stored in these ice sheets is highly depleted in δ Ow . When this water reaches the surface ocean it de-429 pletes δ F and significantly steepens the δ Ow -salinity gradient (LeGrande and Schmidt, 2006; Schmidt et al., 430 2007).
431
The highly depleted freshwater from high-latitude ice sheets has been linked to instability in the oceanic 432 thermohaline circulation and large changes in climate (Tindall and Valdes, 2011; LeGrande and Schmidt, 433 2008; Stouffer et al., 2007; Weaver et al., 2003) . Miller et al. (2012) 
439
Decoupling of the δ Ow -salinity relationship can also occur in the high latitude oceans due to changes 440 in sea ice regime. Freezing processes result in salinity increases that are accompanied by essentially no 441 observable change in seawater isotopic composition (Craig and Gordon, 1965; Lehmann and Siegenthaler, 442 1991; Pfirman et al., 2004) and therefore HadCM3 treats sea ice formation as non-fractionating. Conse-quently, melting and freezing have opposed (shallowing and steepening) effects on the δ Ow -salinity gradient 444 (Strain and Tan, 1993) . These largely seasonal changes are not necessary reversible (Rohling and Bigg, 445 1998). Higher surface salinities from sea ice formation can initiate convection and mix surface waters with 446 the ocean interior (e.g. Frew et al., 1995 Frew et al., , 2000 or sea ice can be exported and subsequently melted in a new 447 location. The δ Ow -salinity relationship can thus become nonlinear (Rohling and Bigg, 1998; Strain and Tan, 448 1993). The effects of changing sea ice regime on the δ Ow -salinity relationship can be seen around the coast 449 of Antarctica and, more clearly, Greenland for both the LGM and LIG climate (Figure 7) . subsurface waters behave conservatively (Paren and Potter, 1984; Frew et al., 1995) , a change in oceanic 456 source characteristics will not only affect the δ Ow -salinity relationship of local seawater, but also in waters 457 remote from the initial change (Rohling and Bigg, 1998) . Thus Rohling and Bigg (1998) argue that the 458 δ Ow -salinity relationship in many regions is determined by advection rather than the local water balance.
459
Our simulations show the largest reorganisation of surface ocean currents during the LGM, when 460 changes in orbit and ice volume increase the meridional temperature gradient. The North Atlantic in partic-461 ular is a key region of interest for salinity and wider paleoceanographic reconstruction over the last glacial 462 cycle due to its dynamic role in the global thermohaline circulation (CLIMAP Project Members, 1976; 463 Pflaumann et al., 2003; Sarnthein et al., 2003; Broecker, 1989; MARGO Project Members, 2009 ). However, 464 advective changes in the North Atlantic cause large uncertainties in the δ Ow -salinity relationship. Conse-465 quently, during periods of significant climate change such as glacial-interglacial transitions, these results
466
suggest that large salinity biases preclude traditional paleosalinity in locations of sharp gradients, unless it 467 is concerned with reconstructing the past migration of oceanic fronts themselves or assessing large-scale 468 patterns of change (Schmidt, 1999a; Caley and Roche, 2013) . 
Conclusion
470
We present isotope-enabled simulations using HadCM3 covering the Late Holocene, the Last Glacial in salinity. However, our simulations show that the interpretation of δ Ow as purely diagnosing changes in 477 surface hydrology can be over-simplistic, especially on glacial-interglacial timescales.
478
Our results suggest that the relationship between δ Ow and salinity can vary significantly over small spa-479 tial scales. This has implications when generalising a single value of α (the δ Ow -salinity gradient) across 480 large ocean regions, as is typically done for the δ Ow residual method. Our results also suggest that the 481 δ Ow -salinity relationship has varied significantly through the past, i.e. δ Ow -salinity spatial relationships 482 do not necessarily equal δ Ow -salinity temporal relationships. We show that spatial gradients are generally 483 shallower but within ∼50 % of the actual simulated LH to LGM and LH to LIG temporal gradients. Tem-484 poral gradients calculated from each simulations multi-decadal variability are generally shallower than both 485 spatial and actual simulated gradients.
486
Changes in sea ice regime, ocean circulation, and the isotopic terms in a regions freshwater budget 487 clearly influence δ Ow independent of salinity and can lead to uncertainties in salinity estimates exceeding 488 ±4 psu in regions that are sensitive to these processes. These results show that the relative importance of 489 each control varies between glacial and interglacial climates. During the LIG, the different orbital config-490 urations lead to changes in atmospheric moisture pathways and thus changes in regional δ Ow -salinity rela-491 tionships. During the LGM, larger changes in boundary conditions lead to significant sea ice and oceanic 492 reorganisation, which add to salinity biases driven by orbital forcing alone.
493
Our results identify regions where spatial and temporal δ Ow -salinity gradients overlap, providing confi- Our results question whether reliable paleosalinity estimates can be derived in the North Atlantic or 498 in high latitude regions due to glacial-interglacial variability in the δ Ow -salinity gradient. For regions with 499 large uncertainties, additional constraints on the past freshwater budget or circulation, as well as multi-proxy 500 approaches are recommended to achieve accurate records of past salinity (e.g. Rohling, 2007 Table 1 : List of isotope-enabled HadCM3 simulations and prescribed boundary conditions. We adopt the same boundary forcing as applied by Singarayer and Valdes (2010) : orbital parameters are taken from Berger and Loutre (1991) ; atmospheric CO 2 is derived from the Vostok ice core (Petit et al., 1999; Loulergue et al., 2008); and CH 4 and N 2 O from the EPICA Dome-C ice core (Spahni et al., 2005) . (Schmidt, 1999b; Bigg and Rohling, 2000, http://data.giss.nasa.gov/o18data/), coloured by degrees latitude. Subsequent panels show individual observations in black. All model grid points within each region are shown in orange, after being re-gridded to an equal area 100km grid. The modelled values taken from the closest ocean grid point to each observed value are shown in red. The least squares linear regression for observed data (Obs), all model grid points within each region on an equal area grid (All Mod) and the model grid points where observations are available (Mod) are also shown. Inferred salinity anomalies using the δ Ow residual method for c) the LGM and d) the LIG (calculated by applying the LH spatial slopes to the LGM-LH and LIG-LH δ Ow anomalies respectively). Bottom panels show the difference between the modelled salinity anomalies (top panels) and inferred salinity anomalies using the δ Ow residual method (middle panels) for e) the LGM-LH and f) the LIG-LH. For subplots c-f, spatial slopes are calculated regionally over the North Atlantic, South Atlantic, Tropical Atlantic, extratropical Pacific, Tropical Pacific, Indian, Southern and Arctic Ocean (see Supplementary Information). Estimated salinity anomalies for areas of the surface ocean outside these regional definitions and in marginal seas were calculated using the open ocean spatial slope.
