In this paper, an iterative algorithm is presented for solving Sylvester tensor equation A * M X +X * N C = D, where A , C and D are given tensors with appropriate sizes, and the symbol * N denotes the Einstein product. By this algorithm, the solvability of this tensor equation can be determined automatically, and the solution of which (when it is solvable) can be derived within finite iteration steps for any initial iteration tensors in the absence of roundoff errors. Particularly, the least F-norm solution of the aforementioned equation can be derived by choosing special initial iteration tensors. As application, we apply the proposed algorithm to the tensor nearness problem related to the Sylvester tensor equation mentioned above. It is proved that the solution to this problem can also be obtained within finite iteration steps by solving another Sylvester tensor equation. The performed numerical experiments show that the algorithm we propose here is promising.
Introduction
Tensors are multi-dimensional arrays [1] . An N th-order and I 1 × I 2 × · · · × I N -dimensional tensor over the real field R, consisting of I 1 I 2 · · · I N entries, can be represented as A = (A i 1 ...i N ) with A i 1 ...i N ∈ R, 1 ≤ i k ≤ I k , k = 1, 2, . . . , N.
The set of this kind of tensors is denoted by R I 1 ×I 2 ×···×I N . For A ∈ R I 1 ×···×I M ×J 1 ×···×J N and B ∈ R J 1 ×···×J N ×K 1 ×···×K L , the Einstein product Tensor models are employed in numerous disciplines addressing the problem of finding multilinear structure in multiway data-sets. In particular, tensor equations with Einstein product model many phenomena in engineering and science, including continuum physics and engineering, isotropic and anisotropic elasticity [3, 4, 5] . For example, by using the central difference approximation, the three-dimensional Poisson equations can be discretized as the following multilinear system [7] A * 3 X = B, X ∈ R N ×N ×N , where tensors A ∈ R N ×N ×N ×N ×N ×N , B ∈ R N ×N ×N . The general form of the above tensor equation is as follows:
where A ∈ R K 1 ×···×K P ×I 1 ×···×I M and B ∈ R K 1 ×···×K P ×J 1 ×···×J N are given tensors, and X ∈ R I 1 ×···×I M ×J 1 ×···×J N is unknown. Brazell et. al [7] researched the tensor equation (1) and the associated least-square problem by introducing the notion of inverse or pseudo-inverse of a tensor. Recently, Sun et. al. [9] extended the inverse in [7] and put forward the concept of Moore-Penrose inverses of tensors which provides the way to represent the general solution of the tensor equation (1) in the sense that it is consistent (namely, there exists a tensor X * satisfying (1)). Besides, the authors also considered the Sylvester tensor equation
in which A ∈ R I 1 ×···×I M ×I 1 ×···×I M , C ∈ R J 1 ×···×J N ×J 1 ×···×J N and D ∈ R I 1 ×···×I M ×J 1 ×···×J N are given tensors, and X ∈ R I 1 ×···×I M ×J 1 ×···×J N is the one to be determined. This equation is a generalization of the well-known Sylvester matrix equation, comes from the finite element, finite difference or spectral method [3, 4] , and plays an important role in discretization of linear partial differential equations in high dimension [5, 6, 7, 9] . Based on the operations of 'block tensors', it is proved [9] that (2) is equivalent to
where I i (i = 1, 2) are the identity tensors with appropriate size. Nevertheless, it is difficult to derive the explicit expression of the solution via the Moore-Penrose inverse for the last tensor equation, since it requires the 2 × 2 block structure. On the other hand, one could compute the exact solution of such an equation by converting it into the form of (1) via the Kronecker product, but the computational efforts rapidly increases with the dimensions of the tensors. The purpose of this paper is to solve the Sylvester tensor equation (2) by establishing the gradient-based iterative method twisted from the ones given in [7, 8, 10, 11, 12] , see Section 3 for details. It is theoretically shown that the proposed approach can be capable of finding the solution of (2) within finite iteration steps for any initial iteration tensors. Especially, the least Frobenius norm (F-norm for short) solution of which can also be derived by choosing appropriate initial iteration tensors.
Another problem we are interested in is the following constrained minimization problem related to the Sylvester tensor equation (2):
where X 0 ∈ R I 1 ×···×I M ×J 1 ×···×J N is a given tensor, the symbol · denotes the Frobenius norm of a tensor. This problem is a natural generalization of the matrix nearness problem [13, 14, 15, 16] , low rank approximation problem [17, 18, 19] and tensor completion problem [20, 21, 22] equipped with F-norm and multilinear constraints. We call (3) the tensor nearness problem. Under certain conditions, it will be proved that the solution to the tensor nearness problem (3) is unique, and can be gained by applying the proposed algorithm to another Sylvester tensor equation, see Section 4 for details. Particularly, when the tensor C in (3) vanishes, we have proved that the unique solution to the tensor nearness problem can be represented by means of the Moore-Penrose inverses of the known tensors. Nevertheless, it is well-known that it is not easy to find the Moore-Penrose inverse of a tensor. Therefore, the work of this paper avoids this curse and thus can be regarded as a continuation of [23] . The remainder of this paper is organized as follows. Section 2 reviews some notation and definitions related to tensors. Section 3 contains the gradient-based iterative algorithm for solving the tensor equation (2) as well as its convergence analysis. Section 4 is devoted to addressing the tensor nearness problem (3). Section 5 provides some numerical examples to illustrate the efficiency of the proposed iterative algorithms. Finally, a conclusion is appended to end this paper.
Preliminaries
Throughout this paper, tensors are denoted by calligraphic letters, e.g., A , B, C ; matrices are denoted by boldface capital letters, e.g., A, B, C; Vectors are denoted by boldface lowercase letters, e.g., a, b, c; Scalars are denoted by lowercase letters, e.g., a, b, c. For a higher-order tensor, subtensors are formed when a subset of the indices is fixed, and a colon is used to indicate all elements of a mode. For example, if a tensor A ∈ R I×J×K , its column, row, and tube fibers, which are denoted by A (:, j, k), A (i, :, k) and A (i, j, :), respectively. Moreover, the horizontal, lateral, and frontal slices are represented by A (i, :, :), A (:, j, :) and A (:, :, k), respectively.
The following definitions and conclusions will be used later.
By Definition 2.1, the inner product of two tensors A , B ∈ R I 1 ×···×I M ×J 1 ×···×J N is defined by < A , B >= tr(B T * N A ), which induces the Frobenius norm of a tensor, i.e., A = √ < A , A >. Especially, if < A , B >= 0, we say that the two tensors are orthogonal each other. Moreover, it is easy to verify that the following results hold true.
obtained by lining up all the subtensors, A (i 1 , . . . , i M , :, . . . , :) with 1 ≤ i j ≤ I j and j = 1, 2, . . . , M , in a column; e.g., the kth subblock of A is the subtensor A (i 1 , . . . , i M , :, . . . , :) satisfying k = ivec(i, I), where ivec(·) is the index mapping function [24] , i.e.,
We should mention that the definition of Vec is slightly different from that given in [9] .
The Kronecker product of tensors has the following basic properties:
Definition 2.4. ( [7] ) Define the transformation ψ from the tensor space
Obviously, the transformation ψ is a bijection, which provides a way to unfold one tensor. For example, if A ∈ R 3×3×3×3 , each frontal slice A (:, :, k, l) with k, l = 1, 2, 3 is a 3×3 matrix. If partition the modes of the tensor A from the middle, then the vector vec(A (:, :, k, l)) corresponds to the [k + 3(l − 1)]th column of the unfolding matrix A = ψ(A ), that is, 
From the definition of ψ, one can observe that the entry
Thus, the identity tensor of size
consists of the entries
In addition, for tensor A ∈ R I 1 ×···×I M ×J 1 ×···×J N , its range space is defined by
The iterative algorithm and its convergence analysis
In this section, we propose the gradient-based iterative algorithm for solving the Sylvester tensor equation (2), and then analyze its convergence. The iterative algorithm for solving (2) is described as below: Algorithm 3.1
Step 1:
and an initial iteration tensor
Step 3:
Step 4:
In what follows, we show that the sequence {X (k) } generated by Algorithm 3.1 converges to a solution of (2) within finite iteration steps in the absence of roundoff errors for any initial iteration tensor X (1) . For ease of expression, denote
Lemma 3.1. Let {R (i) } and {P (i) } (i = 1, 2, . . . ) be the sequences generated by Algorithm 3.1, then, for j ≥ 2, it holds that
Proof. By Algorithm 3.1, we have
which implies that the equality (4) holds true. The next lemma reveals the orthogonality of the sequences {R (i) } and {P (i) } generated by Algorithm 3.1, which is similar to the classical conjugate gradient method [26] . 
Proof. We prove (5) by induction. Since tr
, so we only consider the case: i ≥ j.
When t = 2, from Algorithm 3.1, we obtain
and
Suppose that (5) holds for t = s, that is,
In view of Lemma 3.1, when t = s + 1, we have
Now we consider the cases j = 1, 2, . . . , s − 1. In fact, when j = 1, similar to the proofs of (6) and (7), we have
When 2 ≤ j ≤ s − 1, similar to the proofs of (8) and (9), using Lemma 3.1 once again, we can respectively deduce that
which, together with (6)- (11), indicates that (5) holds. (2), then the sequences {R (k) } and {P (k) } satisfy
Lemma 3.3. Suppose that X is an arbitrary solution of the tensor equation
Proof. We prove (12) by induction as well. When k = 1, it follows from Algorithm 3.1 and Lemma 3.2 that
Assume that (12) holds for k = s, then
Furthermore, we have
The proof is complete.
Making use of Lemmas 3.2 and 3.3, we can prove the main result of this paper.
Theorem 3.1. If the tensor equation (2) is consistent, then for any initial iteration tensor X (1) , its solution can be derived by Algorithm 3.1 within finite iteration steps.
Proof. For simplicity, denote
If R (k) = 0, k = 1, 2, . . . , mn, it follows from Lemma 3.3 that P (k) = 0, then one can compute X (mn+1) and R (mn+1) by Algorithm 3.1. Furthermore, from Lemma 3.2 we know that
where k, l = 1, 2, . . . , mn, k = l. Since the sequence {R (k) } is an orthogonal basis of tensor space R I 1 ×···×I M ×J 1 ×···×J N , which implies that R (mn+1) = 0, i.e., X (mn+1) is a solution of (2).
Moreover, according the basic properties of Algorithm 3.1 mentioned above, we can show that the solvability of the tensor equation (2) can be determined automatically during the iteration process.
Theorem 3.2. The tensor equation (2) is inconsistent if and only if there exists a positive integer
Proof. If the tensor equation (2) is inconsistent, it follows that R (k) = 0 for any k. Provided that P (k) = 0 for all positive integer k, then, from the proof of Theorem 3.1 we know that there must exist X (k) satisfying (2), which contradicts to the inconsistency. Conversely, if there is a positive integer k 0 , such that R k 0 = 0 but P k 0 = 0, which contradicts to Lemma 3.3, so the tensor equation (2) is inconsistent. The proof is complete.
In addition, since the tensor equation is always over-determined, we are often interested in the least F-norm solution. Next we can show that the least F-norm solution of the tensor equation (2) can also be gained by means of Algorithm 3.1. We first prove the following lemma for this aim. Proof. For convenience of expression, we use the same symbol ψ to represent the unfoldings of different tensors, e.g., A = ψ(A ), B = ψ(B) and X = ψ(X ). We prove the conclusion by two steps:
Step 1) The tensor equation (1) is equivalent to the matrix equation
In fact, from the definition of Einstein product, we can respectively rewrite (1) and (15) in components as
Since ψ is a bijection, then there must exist, respectively, the unique index {k 1 , . . . ,
. . , K P }. Therefore, the above two systems are equivalent.
Step 2) As is well-known [21] , the least F-norm solution of matrix equation (15) is X = A † B ∈ R(A T ), where the superscript † denotes the Moore-Penrose inverse of a matrix. In view of the uniqueness of the least F-norm solution, and together with the fact that ψ is a bijection, we complete the proof.
Depending on the above lemma, we can prove the following theorem.
Theorem 3.3. Assume that the tensor equation (2) is consistent, and let the initial iteration tensor
X (1) = A T * M W + W * N C T with arbitrary W ∈ R I 1 ×···×I M ×J 1 ×···×J N , or especially, X (1) = O ∈ R I 1 ×···×I M ×J 1 ×···×J N ,
then the solution generated by Algorithm 3.1 is the unique least F-norm solution.
Proof. From Algorithm 3.1 and Theorem 3.1, it is known that if we choose the initial iteration tensor
Using the definition of Vec and Lemma 2.2, we deduce that
where I 1 and I 2 are the identity tensors of size
On the other hand, by using the properties of the Kronecker product, one can demonstrate that (2) is equivalent to the tensor equation
which, together with (16) and Lemma 3.4, implies that X (k) is the least F-norm solution of the Sylvester tensor equation (2) . The proof is complete.
Solving the tensor nearness problem
In this section, we apply Algorithm 3.1 to the solution of the tensor nearness problem (3) . Suppose that the tensor equation (2) is consistent, i.e., its solution set, denoted by Φ, is nonempty. It is easy to verify that the set Φ is a closed and convex set in the tensor space R I 1 ×···×I M ×J 1 ×···×J N , which reveals that the solution to the tensor nearness problem is unique, denoted by X for convenience. We should point out that the unique solution X can also be derived by using Algorithm 3.1. Actually, noting the fact that to solve the tensor nearness problem with the given tensor X 0 is equivalent to find the least F-norm solution (denoted by Y ) of the following Sylvester tensor equation
where
, it follows from Theorem 3.3 that X can be obtained by applying Algorithm 3.1 to (17) with the initial iteration tensor
In this case, the nearness solution of (3) can be obtained by X = Y + X 0 .
Numerical experiments
In this section, we perform some numerical examples to illustrate the feasibility and effectiveness of the proposed algorithm in present paper. All computations were written using MATLAB (version R2016a) on a personal computer with 2.50GHz central processing unit (Intel(R) Core(TM) i5-3210M) and 4GB memory. Specially, all the tensor calculations in our tests were carried out with the Tensor Toolbox Version 2.6. 1 The iterations will be terminated if the norm of the residual, i.e., RES= D − A * M X (k) − X (k) * N C < ε = 1.0e − 10, or the number of iteration steps exceeds the maximum k max = 1000. In this case, the tensor equation (2) is consistent and X * is an exact solution. Applying Algorithm 3.1 with initial iteration tensor X (1) = O to (2), we obtain the least F-norm solution, denoted by X , and the corresponding residual RES= 9.6392e − 11 after 86 iteration steps. Moreover, the convergence behavior of our algorithm is plotted in Figure 1 , which appears that this method is efficient. Many other tests not reported here also confirm this phenomenon. Next we consider the tensor nearness problem (3). Applying Algorithm 3.1 with X (1) = O to the tensor equation (17), we obtain the solution to the tensor nearness problem (3) after 79 iteration steps, i.e., X . At this time, X − X 0 = 640.2422.
Conclusions
In this paper, we present an iterative method for solving the Sylvester tensor equation (2), i.e., Algorithm 3.1. For any initial iteration tensor, it is shown that the solvability of this equation can be determined automatically (see, Theorem 3.2), and that the solution (if it exits) can be obtained within finite iteration steps in absence of roundoff errors (see, Theorem 3.1). Particularly, the least F-norm solution of (2) can also be derived by selecting appropriate initial iteration tensor (see, Theorem 3.3). Additionally, applying this iterative method to another Sylvester tensor equation, i.e., (17) , we can obtain the unique solution to the tensor nearness problem (3) . Many other examples we have tested in MATLAB confirm the theoretical results presented in this paper. Of course, for a problem with large and not sparse tensors A , C and D, Algorithm 3.1 may not terminate in a finite number of iteration steps because of roundoff errors. This is an important problem which we should study in a future work. Moreover, the approach we propose in this paper can not be directly used to solve the Sylvester tensor equation (2) when it is inconsistent, which will be considered in our future work as well.
