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1. Introductiono 
Let P be a set of distinct probability distributions on a 
measurable space (l, a). Let 8 = S(P) be a mapping of P onto 
a Hausdorff topological space ® which satisfies the first axiom 
of countabilityu Let x1 , x2 , be a sequence of independent, 
identically distributed (i.i.d.) random variables assuming values in 
~' each distributed according to P0 , and let e0 = 9(P0 ). The 
symbol P0 is also used to denote the product probability measure 
on the infinite product space of all sequences (x1 , x2 , ···), and 
*PO denotes the induced inner measure on this space. Let w(x, 9) 
be a real-valued function defined on ). X ® such that for each 
fixed 9, w(•, 8) is measurable, and for n = 1,2, ••• let 
w (e) = w (xl, 
n n 
... , X , 
n 
1 n 
e) =- ~w(xi, e). 
n i=l 
(For any other function y(x, e), yn(e) is defined in a similar 
manner.) In this paper we discuss the strong consistency of estimators 
which are based on maximizing w (e). 
n 
Let dl denote the class of all estimating sequences {T ) :c 
n 
{T (x1 , v••, x )) (T is a ® - valued function and is not necessarily n n n 
measurable) such that for all P0 £ P, 
(1.1) 
(all suprema in this paper are taken with respect to 8 over the 
indicated subset) where "fasln" abbreviates "for all sufficiently 
large n" and where, if 
is the set 
(A ) 
n 
lim inf A 
n 
is any sequence of sets, 
= 
(A fasln} 
n 
2 
If (Tn) is in rr1 , we call it a maximum-w estimator (MWE). For 
reasons stated later, we shall mainly consider the larger class rr2 , 
consisting of all estimating sequences such that for all P0 in P 
(1.2) *PO[H(sup9w (9), w (T )) -+ O] = 1, H n n n 
u=~ if a < co where H(a, b) = if a = 00 and b>O if a = 00 and b ~ o. 
If {Tn) is in rr2 , it is called an approximate maximum-w estimator 
(AMWE). 
Example 1. Suppose that 9(P) is 1 - 1 and that each P has a 
density f(x, e) with respect to some measure µ. If w{x, e) = 
log f(x, 0), then ~l contains all maxinrum likelihood estimators 
(MLE) and ~2 contains all approximate maximum likelihood estimators 
(AMLE) (in the sense of Wald [9], p. 600, Theorem 2). 
Example 2. Let P denote the set of all distributions on 
(-co, co) which possess ·a unique population median. Let (8) = (-co, co) 
and 9(P) = median of P. If w(x, e) = -Ix - el, then rrl contains 
all sample medians (recall that the sample median may not be uniquely 
determined). 
For each 00 in @ let (Vr} = (Vr(90 )} be a decreasing sequence 
of neighborhoods of e0 which form a base for the neighborhood system 
and let O = 0 ( 80 ) = @ - V ( 80 ). r r r 
I 
I 
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Then an estimating sequence (T ) 
n 
is strongly consistent if and only 
if for all PO in P and r ~ 1, 
(1.3) 
Note that if this is satisfied for one such sequence of neighborhoods 
(V ), it must be satisfied for any other such sequence. 
r 
It has been customary in previous papers on this subject (e.g. [5], [10], 
[ 6], [7], [ 9]) to present conditions which imply strong consistency 
for all (T ) in the larger class 3'2' since 3'1 may be empty (the n 
supremum in (1. 1) may not be attained) or since it may be more convenient 
in practice to use an AM-TE. A convenient starting point for this problem 
is the following easy lemma (the proof is omitted). 
Lemma 1.1. A necessary and suffi~ient condition for the strong consistency 
of every AMWE is that for every P0 in P and every r· ~ 1 
(1.4) 
*
P0 [1im sup n - 00 (sup0 wn(9) - supV wn(0)) < O] = 1. r r 
Clearly, (1.4) is unchanged if w(x, 0) and w (0) 
n 
u(x, e) = u(x, e; eo) = w(x, a) - w(x, 90) 
u ( e) 
n 
= w ( 9) 
n 
and (1.4) is implied by the stronger condition 
(1.5) 
(1.6) *P0 (1i~-~up sup0 un(S; 90 ) < O] = 1. 
r 
are replaced by 
Under some additional assumptions, (1.4) and (1.6) are in fact equivalent 
(see remarks after Lemma 2.9). 
4 
Previous papers treating strong consistency of M-IE's or AMWE's 
have, in essence, presented conditions which imply (1.6). Wald [9] 
presented essentially the following condition (here weakened so as 
not to require measurability of sup0 u1(e; 80 ): for all PO and r, r 
there exists a measurable real-valued function s(x) = s(x; P0 , r) 
defined on J: such that sup0 u1(8; e0 ) s s(x) for all x in a 
r 
set of probability 1 (depending on P0 and r) and E0s(x) < O 
(see Proposition 2.11). It is easy, however, to.find simple ex-
amples where this condition fails but all AMWE's are strongly con-
sistent ([6], p. 904). Therefore, several other authors have sug-
gested weaker conditions which imply (1.6). Before discussing these, 
we introduce several definitions. 
Let r be a subset of @ and let y(x, 8) be a real-valued 
function, defined on f X r, which is measurable in x for each 
fixed e. Let the sequence of ~- valued i.i.d. random variables 
xl' x2' 
in P). 
have probability distribution P (which need not be 
(Later we shall take 
P = Po). 
f=O, 
r 
y ( x, e) = u ( x, a; e0 ) , and 
Definition 1. y(x, 0) is dominated~ I (with respect to P) if 
there is a positive integer k and a real-valued function s(x1 , ... xk) 
on ). x···X 1, measurable with respect to the product cr - field 
u X• • • X u, such that 
(i) supryk(e) ~ s(xl, ... , xk) for all xl' .• •' xk in a set of 
probability one, and 
( ii ) E s ( X l , • • • , Xk) < cc. 
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Remark: Note that if supryk(e) is measurable, it can be used in 
place of s(x1 , ... , xk). In any case, note that s can be chosen 
to be a symmetric function of x1 , .•. , xk, for we may replace s by 
1 
= k!~s(~i(l)' ... , xi(k)) 
where the sum is taken over all permutations of (1, ..• , k). 
Also, s can be chosen such that Es(x1, ••• , Xit) > -= for, if not, 
replaces s by max(s, M) for any number M. 
Definition 2. y(x, e) is weakly dominated.£!!, r (with respect to 
P) if there exists a function b(S) defined on r, 0 < b(8) < m, 
such that y(x, 0) /b( 0) is dominated on r (P). 
Replacing b(9) by max(b(0), 1) if necessary, we can assume that 
Definition 3. y(x, 9) is dominated by O on f (P) if Definition 1 
holds with (ii) replaced by 
The remark following Definition 1 applies here as well (now M must 
be chosen so that E max(s, M) < 0). 
Definition 4. y(x, a) is weakly dominated by O on r (P) if there 
exists a function b(0) on r, O < b(e) < m, such that y(x, e)/b(e) 
is dominated by O on r (P) and 
(iii) infrb(0) > 0. 
6 
Note that if b'(e) (0 < b'(9) < =) is such that y(x, 8)/b'(S) is 
dominated by O on r, it does not ne~essarily follow that y(x, 9) 
is weakly dominated by O on r, since replacing b'(9) by b(0) = 
max(b'(e), a) (a> 0) will not necessarily preserve (ii)! 
Definition 5. Let B (r) denote the Banach space of all bounded real-
valued functions on r (with the usual supremum norm). y(x, 9) is 
Bochner-dominated on r (P) if there is a positive integer j and a 
function v(S) = v(x1 , ... , xj, 9) mapping J X ••• X J:. into B(f) 
such that 
(iv) v is a strongly measurable mapping (with respect to the pro-
duct a-field a X ••• X Q) 
(v) II V ll = supr\v(e) I is integrable 
(vi) for all xl, ••• , xj in a set of probability one, yj(a) ~ v(a) 
for all e in r simultaneously. 
(The reader is referred to [4] for definitions of these terms. See 
also [3] and [7].) 
Note that (iv) and (v) together are equivalent to Bochner integrability 
of v. Also, v can be chosen to be a symmetric function of x 1 , ... , X • • 
Definition 6. y(x, 0) is weakly Bochner-dominated~ r (P) if there 
is a function· b(0), 0 < b(0) < =, such that y(x, 0)/b(0) is 
Bochner-dominated on r (P). 
Again, b(0) can be chosen so that inffb(0) > 0. 
Definition 7. y(x, 8) is Bochner-dominated by O on r (P) if 
J 
I ! 
i-1 
Definition 5 holds and in addition 
(vii) suprEv(0) < O. 
Note that (v) of Definition 5 implies that -~ < suprEv(9). 
7 
Definition 8. y(x, 9) is weakly Bochner-dominated by O on r (P) 
if there exists a function b(e), 0 < b(e) .< ~, such that y(x, e)/b(9) 
is Bochner-dominated by O on r (P) and b(9) satisfies (iii). (The 
comment after Definition 4 also applies here). 
Clearly, the following implications hold among Definitions 1-8: 
3 ~ 4 ~ 2, 3 ~ 1 ~ 2, 7 ~ 8 ~ 6, 7 ~ 5 ~ 6. It will be shown later 
that 1 ~ 5, 2 ~ 6, 3 ~ 7, 4 ~ 8. 
We now present four conditions, weaker than Wald's condition, 
which imply (1.6) (as shown in section 2) and therefore imply the 
strongly consistency of all AMWE's. The first is based on an idea 
of Berk [2] (probably inspired by Kiefer and Wolfowitz [6]) which is 
weakened here to avoid topological and measurability restrictions; 
Condition B. For every PO in r and every integer r ~ 1, 
u(x, 0; 90 ) is dominated by O on Or (P0 ) • 
Huber's assumptions A2-5 [5] suggest the following condition, again 
stated in generalized form: 
Condition B (weak). For every P0 and r, u(x, 9; e0 ) is weakly 
dominated by O on Or(P0 ). 
(In Proposition 2.11 it is shown that Huber's assumptions A2-5 imply 
B(weak).) The following condition is an extension of a condition 
introduced by LeCam ([7], p. 303-4): 
8 
Condition L. For every p
0 
and r, u(x, e; 90 ) is Bochner-dominated · 
by O on Or (P0). 
This in turn can be extended as follows: 
Condition L (weak}. Fcir every p0 and r, u(x, e; 80 ) is weakly 
Bochner-dominated by O on Or (P0). 
Clearly, B ~ B(weak) and L ~L(weak). Examples are presented 
in section 2 which show that the reverse implications fail. Also, it 
is shown that B ~L and B(weak) ~ L(weak), and each of these implies 
: [ 
..I 
I 
~ 
(1.6) (for all p0 , r). Under additional restrictions it is shown (Theorem 2.8) 11111 
that B ~ (1.6) for all P0 , r; however these restrictions are 
rather strong, so in many applications B(weak) must be verified (see 
Examples 3 and 4). 
In applying B or B(weak), however, it is often difficult to 
find the function b(8) and/or integer k required in Definitions 1-4 
(see Examples 4, 5, and 6, and the connnents at the end of Section 2). 
We present a new condition in section 3 which (under mild restrictions) 
implies (1.6) for all P0 , r and which, since it does not entail 
the difficulties just mentioned, is often easier to verify. 
condition does not require dominance or weak dominance. 
This 
Returning to the class i 1 , it is clear that (1.4), and 
therefore (1.6), is stronger than needed to imply strong consistency 
of all MWE's. Weaker conditions will be considered in a later paper. 
The results of this paper remain true if inner probability is 
replaced by outer probability in (1.1), (1.2), and (1.3). 
I 
.... 
I 
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2. The dominated and weakly dominated cases. 
We first investigate the relations among Definitions 1-8 
and the condition (recall (1.6)) 
(2.1) 
*
P[lim sup supfy (9) < 0] = 1. 
n-tco n 
9. 
Theorem 2.1. The following equivalences hold among Definitions 1-8: 
1 *=> 5, 2 ~ 6, 3 ~ 7, 4 ~ 8. Each of 3, 4, 7, 8 implies (2.1). 
Therefore B ~L, B(weak)~L(weak), and each of these four conditions 
implies (1.6) for all P0 , r, so each implies strong consistency of 
all AMWE 's. 
Proof: We first show that 3 ~ 7 (the proofs of the other three 
equivalences are similar). If y is dominated by O on r, let 
j = k and v(x1 , ..• , x j, 9) = s (x1 , ••• , xk). Clearly v is a 
strongly measurable mapping into B(f). Since s may be chosen such 
that -co< Es< O, (v), (vi), and {vii) are satisfied, so 3 ~ 7. 
Next suppose that y is Bochner-dominated by O on r. Letting 
n-1 
V (0) = ! !-, v(x .. l' •••, X(. l)·' 9) 
n n i=O iJ+ i+ J 
it follows from the Strong Law of Large Numbers (SLLN) for Bochner 
integrable random variables taking values in a Banach space S that 
(See Beck [1) or Hans [3]. In stating the SLLN they assume that the 
Banach space S is separable. However, even if this is riot the case -
e.g. if S = B(f) - strong measurability implies that v is almost 
separably-valued ([4], p. 72) so the range of v lies in a separable 
\ 
10 
closed linear subspace of S.) Therefore 
(By Criterion 4 of Hans [3], strong measurability implies that V ( 9) 
n 
is Borel measurable so suprvn(e), being a continuous function of 
vn(e), is also Borel measurable, i.e., a random variable.) However, 
replaced by v (0), so 
n 
we may apply Lemma 2.7 (ii) with yn(0) 
there is an integer m ~ 1 such that E suprvm(9) < 0. Thus Definition 3 
is satisfied if we take k = mj and s(x1 , •.• , xk) = suprvm(e). 
We now show that 3 ~ (2.1) using an idea of Berk [2]. For 
n '?! k, let Ci = {etl' ••• ' Cik) denote a selection of k indices 
from {1, 2, ... , n) . Then 
Y (e) = 
n 
so that for all in a set of probability one 
SUpfyn( 0) ~ (kn)-l6 s(x , ... , X ) E S k 
Ol Cl'l ~ n, 
(we choose s to be a symmetric function of x 1, ... , xk). Berk 
([2], p. 55-56) shows that a:, {S ) forms a reverse martingale 
n,k n=l 
sequence and s 
n,p - Es< 0 almost surely as n - co, which 
implies (2 .1). 
any 
Finally we show that 4 ~ (2.1). If y is weakly dominated by 
0 on r, there is a function b(0) such that (applying the above 
argument) 
(2.2) 
*
P[lim sup supr(Y (0)/b(9)) < O] = 1. 
n--t00 n 
i I 
w 
i • .i 
--
11 
Since infrb(0) > O, this implies (2.1). D 
are i.i.d. random variables, each ~ith the 
normal distribution N(-1, 1). Take r = [1, =) and y(x, 0) = 0 x, 
so y (e) = 8 x. Since X ~ -1 a.s., supryn(e) ~ -1 a.s. so 
n n n 
(2.1) is satisfied. However, for all n 
P[supry (e) = m] = P[X > O] > 0 
n n 
so y is not dominated on r. Choosing b(0) = 9 we see that y 
is weakly dominated by O on r. Thus neither (2.1) nor Definition 4 
necessarily implies that Definition 3 is satisfied. 
A partial converse to Theorem 2.1 is presented in Lemma 2.7 (ii) 
and Theorem 2.8. Several preliminary results are needed, some of which 
are also applied in section 3. 
Lemma 2.2. If X and Y are independent real-valued random variables, 
then E(X + Y)+ <=~Ex+< = and E y+ < =· 
Proof. Since E(X + Y)+ = E(E[(X+Y)+jY]} it follows that E(X + y)+ < oo 
for a.e. y. But X+ ~ (X + y)+ + \y\ + so EX < =, and similarly 
+ ' E Y < =. 0 
Lemma 2.3. If y is dominated or weakly dominated on r then for 
every e' in r, E[yi( 9') ]+ < =. Thus for every 9' and n 
E yn{0') = E y1(9') is well-defined (possibly=-=) and 
supr E y1(e) < m. 
Proof. If y is dominated on r, Definition 1 implies that 
yk(e') s supryk(e) s s(xl, ... , xk) 
so E[yk(9')]+ s Es+<=· The result then follows from Lemma 2.2 
(the weakly dominated case is treated similarly).o 
Lemma 2.4. Suppose that for every 9' in r, E y1(9') is well-
defined (possibly ! m). Then 
*P[supr E y1(9) ~ lim inf supf y (9)] = 1. . n-100 n 
12 
Proof. For each 9' in r and all n, y (8') ~ supry (9). Letting 
n n 
n ~ = the result follows from the SLLN. 0 
Remark. Lemma 2.4 implies that 
(2.3) *P[supf E y1(9) ~ li~~!up supf yn(9)] = 1, 
and that 
(2.4) *P[ 3 !_!m supr yn(9) = supf E yl ( 9)] = 1 
if and only if equality holds in (2.3), in fact, if and only if 
(2.5) *P[supf y1(9) ~ liw-~up supr yn(S)] = 1. 
Lemma 2.5. (i) If E y1(9') > -m for some 0' in f, then 
E[supr yn(0)]- < m for all n such that supr yn(0) is measurable, 
so E supr yn(0) is well-defined (possibly=+ m). 
(ii) If y is dominated on r, then E[supr yn(0)]+ < m for 
all n ~ k such that supr yn(0) is measurable, so E supf yn(9) 
is well-defined (possibly= - =). 
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Proof. (i) is trivial; (ii) follows from 
(2 .6) supr y (9) ~ (kn)-l~ supr [k-l ~ y(x., 8)] = Y k(r) 
n ~ i£~ 1 n, 
(see the proof of Theorem 2.1). The result need not hold if y 
is weakly dominated on r, unless b(9) is bounded above. D 
Lemma 2.6. If E y1(e') is well-defined for all 9' in r and 
if supr yn(9) is measurable and E supr yn(9) is well-defined 
for all (sufficiently large) n, then 
(2.7) supr E yl(e) s: ... U~E supr yn(e). 
Proof. From (2.6) with n, k replaced by n + 1, n, 
13 
(2.8) supr E y1(0) = supf E yn+l(9) SE supr yn+l(9) ~ E supf yn(9), 
which implies (2.7). D 
Under the hypothesis of Lemma 2.6, (2.3) is valid if *p is 
replaced by P, and should be compared with (2.7). The relation-
ship between (2.3) and (2.7) is now clarified. 
Lemma 2.7 (i). If supr yn(9) is measurable and E supr yn(0) 
well-defined for all (sufficiently large) n then 
(2.9) P[lim sup supr y (0) ~ lim E supr y (0)] = 1. n-to:, n n~~ n 
(ii) If y is dominated on I' and supr yn(9) is measurable for 
all (sufficiently large) n then 
14 
(2.10) P[lim~sup supr y (8) = lim E supr y (8)] = 1. n~= n n-tco n 
Therefore under this measurability assumption, y is dominated by 0 
on r if and only if (2.1) is satisfied and y is dominated on r. 
Proof. (i) Assume that the right-hand side of the inequality is < = 
(in which case y is dominated on r; otherwise (2.9) is trivial). 
Referring to (2.6), for any q such that E supr y (8) < =, (Y ql q n, 
is a reverse martingale {n=l, 2, ••• ) and 
(2 .11) Y - E supr y (8) a.s. as n - =, n,q q 
so lim sup supf y (9) ~ E supr y (8) a.s. Letting q - m we obtain 
n-= n q 
(2.9). 
(ii) We use (2.6) and (2.11) to apply a well-known extension of the 
Fatou-Lebesgue Theorem ([8], p. 162), obtaining 
lim E supf y (8) ~ E[lim sup supf y (8)]. 
n-= n n-= n 
Combining this with (2.9) yields (2.10). 0 
Lenuna 2.7(ii) implies that lim sup supr yn(e) is a constant a.s. 
(this is proved under weaker restrictions in Lemma. 3.4) so (2.1) is 
equivalent to 
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15 
Returning to the problem of strong consistency of AM-TE's, con-
sider the following conditions: 
Condition D (D(~eak)). For every P0 in P and r ~ 1, u(x, 8; 00 ) 
is dominated (weakly dominated) on O/P0). 
Theorem 2.1, Lemma 2.7(ii), and the subsequent remark immediately yield 
Theorem 2.8. Suppose that for every 00 , r, and (sufficiently 
large) n, sup0 un(8; e0 ) is measurable. Then the following are 
r 
equivalent: 
{a) Condition D and P0 [Hw...e,up sup0 un(0; e0 ) < O] > O (for all P 0 , r) 
r 
(b) Condition D and (1.6) (for all P 0 , r) 
{c) Condition D and P0 [1i?:.£UP sup0 un(9; 80 ) = c] = 1 (for all P 0 , r) 
r-
where c is a constant (depending on P0 , r) such that -= < c < 0. 
(d) Condition B (equivalently, Condition L). 
Clearly B (weak) implies (1.6) ( for all P 0 , r) and D (weak). It 
is not known if, under suitable measurability assumptions, the converse 
is true. Note that (2.2) ~ (2.1) but not necessarily conversely. 
We now anticipate section 3 by presenting conditions under which 
equality holds :in (2.3)0 This lemma is a generalization of a result due in 
essence to Wald (9), which was first stated formally by LeCam ([71, p. 300; 
see also Theorem 1 of Huber [5]). An extension of this lemma is given in 
Lemma 3.2 (ii). 
16 
LellUll8 2.9. Let r · be a compact Hausdorff space such that y is dominated 
on r. For every 8' in r suppose that 
(i) there exists a decreasing sequence {G} ~ {G (8')} of subsets 
m m 
of r, each a neighborhood of 8', such that 
for all m supG yk(8) is measurable (k as in Definition 1), and 
m 
(ii) for all x1 ,•••, ~ in a set of probability 1 (which may depend 
on 8') 
supG yk( 8) J, yk(8') as m .... co. 
m 
Then equality holds in (2.3), implying (2.4). 
Proof. By (i), (ii), dominance, the Monotone Convergence Theorem, and 
Lemmas 2o3 and 2.5, for each 8' 
E supG yk(e) i Hyl (e') as m .... CDo 
m 
Thus, given 6 > 0 there is an integer ~ = µ(e•) such that 
(2.12) E sup G y k ( 8 ) ~ supr Ey l ( 8) + 6 • 
µ, 
There is a finite subset (8 1
1 
,•••, 8h) of I' such that F1 ,•••, Fh 
covers r, where Fi= Gµ,(S!). By (2.6), for n ~ k and each i = l,•••, h 
1 
supF y (0) ~ Y k(F.) -+ in n, i E supF yk(8) a.s. i 
as n - =, so by (2.12) 
(2.13) *P[li~up supF.Yn(8) < supfEyl(8)] = 1. 
1 
This, combined with the fact that 
lim sup supry (8) = lim sup max supF y (8), 
n~ n n-ioo 1 1 n 
implies (2.5), completing the proof. D 
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17 
Condition {ii) is satisfied if n G = c 0' J 
m 
and ·y{x, •) is upper 
semicontinuous at 0' except for x in a P-null set {possibly depending 
on 0'). The measurability assumption in (i) is satisfied {for example) 
if r is a separable space, each G is open in r, and y(x, •) is 
m 
lower semicontinuous on r for a.e. x.(For common spaces r other 
criteria for measurability may be more useful, such as right continuity 
if 0 is a real-valued parameter.) In particular if r is separable, 
n G = {0'), G open in r, and y(x, •) is continuous on r for 
m m 
a.e. x then {i) and {ii) are satisfied • 
Returning to the problem of consistency of AI-ME's, make the following 
additional assumptions:(~)®is locally compact, so we can choose 
{Vr(00 )) to be a sequence of compact neighborhoods of e0 ; (~) for every 
P0 and r, supv E0u1(e; 00 ) = O; (y) for every P0 and r the conditions 
r 
of Lemma 2.9 are satisfied for (y, r, P) = (u{x, 8; e0 ), Vr, P0 ). Then 
(1.4) ~ (1.6), so these are equivalent conditions. If in addition Condition D 
and the measurability assumption of Theorem 2.8 are satisfied then by 
Lemma 1.1, Theorem 2.8 and the equivalence of (1.4) and (1.6) it follows 
that Condition Bis necessary and sufficient for the strong consistency 
of all AMWE' s. 
In most cases of interest (~), (S), and (y) are satisfied but 
not necessarily Condition D. In Example 4 {see also Example 5) we present 
a case where (~), {~),(y) hold, where Condition B {weak) is satisfied 
so all AMWE's a~e strongly consistent, but where Condition D (hence B) 
fails. Thus the assumption of dominance (D) is too restrictive in general. 
Condition B {weak), requiring only weak dominance, has the disadvantage 
that we must look for suitable functions b(8) {see the discussion after 
18 
Example 4). Therefore another condition (U), requiring neither dominance 
nor weak dominance, is introduced in section 3. 
Before presenting Example 4 we show that Huber's assumptions 
A2-5 imply B (weak). Similarly it can be shown that the assumptions 
of [6], [9], and [10] (p. 320) imply B. A lemma is needed first. 
Lemma 2.10. {i) y dominated on f and f' Cr~ y dominated on f'. 
This remains true if "dominated" is replaced by "weakly dominated," 
"dominated by 0," or "weakly dominated by 0." {ii) y dominated on 
r 1 , i = ·1, ••• , h ~ y dominated on Uri. This remains true if "dominated" 
is changed as above. 
Proof. {i) is trivial. We prove {ii) for h = 2 with "dominated" 
I 
I.I 
I 
.... 
I I 
I 
.... 
I I 
l.., 
-- . 
... 
ta! 
.. 
-
.i 
-
.. 
.. 
-
--
-
la 
-
al 
... 
.... 
.. 
-
19 
replaced by "dominated by O," as this is the more difficult case. 
Using (i) if necessary we may assume that r1 and r2 are disjoint. 
Let r = r 1 u r 2 and let k. and si = si {xl, •••, xk.) be as in 1. 
1. 
Definitions 3 and 1, i = 1, 2. Let m = k1k2 , 
s{i) 
l k(i)-1 
= k{TJ j~O si(xjki+1•''', x(j+l)ki) 
where k(l) = k2 , k{2) = k1 , and 
* = rel) if e £ r 1 y (0) 
S(2) if 0 E r 2 
* * ES{i) =Es.< O, so ym{0) ,:5 y (0) and y ( e) < y ( e). Since 
mn - n 1. 
supryn*(e) = max{S
0
(1), sn(2)) a~s. max(Es 1 , Es2 ) < o. 
Applying Lemma 2.7 (ii) with y 
* E supryp (H) < 0 for some p. 
* supryp (8), we conclude that y 
* replaced by y, this implies that 
Setting k = mp and s(x1 , •••, xk) 
is dominated by O on r. Note 
= 
* that we cannot set k = m and s = supry (0) = max (S(l), S(2}), since 
E S{i) < 0 need not imply that E max(S(l), S(2)) < O. Also, the 
above proof is actually easier if one used the equivalence of Definitions 
3 and 7 .0 
Proposition 2.11. Assumptions A2-5 of Huber [5] imply condition B (weak). 
Proof. Huber's p(x, 8) corresponds to -u{x, 0) and his r{80 ) is 
zero in our case (see the remark following (5) of [5]) so infima rather 
than suprema appear in his paper. He takes V to be an open neighbor-
r 
hood U of 00 (see Theorem 1 of [5]) so ,r = U' r {prime denotes 
complement). In Lemma 1 of [5] {see (7)) it is shown that there exists 
20 
a compact set C such that u(x, 8) is weakly dominated by O_ on C'. 
In Theorem 1 of [5] (see (11)) it is shown that C - U can be covered 
by a.finite union of open sets Us, s = 1,•••, N, such that u{x, 8) 
is dominated by O on each u , 
s 
so u(x, 8) is dominated by 0 on 
C - U {Lemma 2.10). Since O = U' CC' U (C- U), 
r -
it follows from 
Lemma 2.10 that u(x, 8) is weakly dominated by O on O, implying 
r 
B (weak). This result remains true if in A-5, (i) is replaced by weak 
dominance and any "suitable compactification" ([10], p.320) is used. 0 
Example 4 .. (Consistent estimation of the population median; see [5], 
p.223). Using the notation of Example 2 and assuming without loss of 
generality that 80 = O, we have u(x, 8) = lxl - Ix - el. With 
( -1 -1 ) 0 = -=, -r ]·u [r , m 
r 
and b(8) = lel (Huber takes b(8) = 101 + 1 
but this is not necessary) it is easy to verify that Huber's Al-5 hold, 
implying B (weak), so (1.6) holds (for all P0 , r) and hence all AMWE's 
are strongly consistent. It would be qu~te difficult to verify B (weak) 
directly since the (smallest) integer k such that E sup0 [~(9)/b(8)] < 0 
r 
obviously depends on r (in fact k = k(r) increases to = as r ~ =) 
and is difficult to determine. Note also that in this example condition 
B fails: for all r and k 
all xi:;:: r-1  
otherwise J 
and Eh (X , • • •, X ) = = if X , X , • •• are i.i.d., each distributed on 
r 1 k 1 2 
(-=, =) symmetrically about O and each fxiJ having c.d.f. 
F(x) = log(l+x) l+log(l+x) (x ~ 0). 
Thus in general B (weak)~ B and y weakly dominated by O on 
r ~ y dominated on r. 
I I 
i.. 
i ! i 
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We conclude this section with several remarks concerning the function 
b(6) in Definition 4. If y(x, 6) is not itself dominated by O on r 
no general conditions guaranteeing the existence of such a function b(8) 
are known, and if such a function does exist no general formula for 
b(8) is known. Necessary conditions for the existence of b(8) are 
that suprEy1(9) < O and b(0) ::S 6(Ey1(e)I for some 6 > O (by (2.1) 
and Lemma 2.4). This suggests choosing b(0) = (Ey1(0)( (as in 
Example 3) or more generally choosing b(0) such that b(0)/(Ey1(e)j is 
bounded away from O and = (as in Example 4 - see also Example 5). 
This "rule of thumb" seems to be satisfactory in most statistical 
applications but, at the level of generality of this paper, is not 
universally valid. To see this we now present an example where y is 
not dominated by O but is weakly dominated by O, and where b(S') 
cannot be jEy1(e)I. Let r = (1, =) and let W be a random variable 
assuming the values 2 and -2 with probabilities 1/4 and 3/4, 
respectively. Let U be a stochastic process with parameter space r, 
u independent of w, such that for each e u(e) is uniformly 
distributed on the interval (-282 , -8) and {u(a): e er) is a set 
of mutually independent random variables, i.e., U is a "white noise" 
process. Let V(0) = 8W and let X = {X{8)} = {U(0) + V(e)}. Let 
x1, x2 ,••• be a sequence of i.i.d. stochastic processes, each having 
the same distribution as X. Let ~ be the set of all real valued 
functions on r, and for (x, 0)£ }xr set y(x, 8) = x(8). Then 
P[supryk(6) = =] > 0 for every k, 
b{6) = e, y{x, 8)/8 = w + u(a)/0 
so y is not dominated. Setting 
y is weakly dominated by 0. 
and 
However, 
supr[y1(8)/0] ::S w - 1, so 
2fEyl(e)I = 30 + 02- and for 
every k, supr(yk{S)/(38 + 02)] ~ O with probability 1. 
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This example shows that the choice of b{0), if it exists, is 
very delicate: if b(S) is too small, y(x, 8)/b{8) may not even be 
dominated, while if b(9) is too large y(x, 0)/b(0) may be dominated 
but not dominated by 0. Also, there are situations where no such 
b{8) exists: let r[l, m) and let X be a stochastic process with 
parameter space r such that {X(8): 8 Er} are mutually independent 
and each x(e) is uniformly distributed on (-1, -1/0). With y(x, 8) 
as defined in the preceding paragraph, y(x, 9) is dominated on r but 
i I 
. 1..1 
-' 
! I 
6-1 
\ ! 
..., 
not weakly dominated by O on r. Note that if b(0) = 1/9, y(x, 0)/b(S) \ ' 
... 
is dominated by 0, but inf b(0) = 0. If the example is changed 
slightly so that X(9) is uniformly distributed on (-1, 0), then there 
is no function b(8) > 0 such that y(x, 8)/b(S) is dominated by 0, 
even if we do not require that inf b(8) > 0. 
It should be clear by now that the conditions presented in this 
section, due to the attempt to achieve wide generality, do not eliminate 
the usefulness of conditions such as Huber's which may be easier to 
verify in applicat_ions. Perhaps the most important result of this 
section is L~mma 2.7 (ii) which presents, under the regularity assumptions 
of dominance and measurability, a necessary and sufficient condition for 
(2.l)(and (1.6)), namely 
(2.14) ~lim E supry (8) < O. 
Il""tm n 
It is not always easy to verify this condition if it is in fact satisfied 
(see Examples 4, 6), but if it is in fact false this is usually easy to 
recognize. In the next section we see that (3.1) and (3.6) are, under 
some regularity assumptions that do not seem very restrictive, 
neces~ary and sufficient for (2.1) and are often easier to verify 
(see Lemma 3.3 (ii) and the subsequent remark.) 
also 
: I 
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3. ! ~ condition for strong consistency. 
Throughout this section it is assumed that for every 8 in r 
(respectively @), Ey1(e) is well-defined (respectively Eu1(0)). We 
are seeking conditions which imply (2.1) (resp. (1.6)); one such condi-
tion is that y be (weakly) dominated by O on r. A different approach 
is suggested by Lemmas 2.4 and 2.9. A necessary condition for (2.1) to 
hold is that 
(3.1) 
and if equality holds in (2.3), as in Leanna 2.9, then (3.l) is necessary 
and sufficient for (2.1). Lemma 2.9 is too restrictive for our purposes, 
however, since it requires that r (and O) be compact which is not 
r 
the case in many statistical applications. We therefore present an 
extension (Lemma 3.2 {ii) and subsequent remark) which requires only that 
r be a-compact, i.e. 1 , a countable union of compact sets. 
Lemma 3.1. Let (S(n, h)) be a double sequence of extended real 
numbers (-00 ~ 13(n, h) < 00) such that for each n, 13(n, h) increases 
to a limit 13(n, 00). 
(i) Let 
(3.2) 13(h) = lim sup S(n, h) 
n-00 
so 13(h) increases to some limit 13(00) (-00 ,:S 13(00) < 00). Then 
(3.3) 13{n, 00) < 00 (fasln) and 
(3.4) 13{n, h) t S(n, 00) uniformly in n as h - 00 
together imply that lim sup 13(n, 00) = S( 00). 
n--too 
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(ii) Suppose that for each h, the limit S(h) = A.!i S(n, h) exists 
(possibly infinite), so S(h) increases to some limit S.(co){-00 ~ S(co) ~ co). 
Then (3.3) and (3.4) together imply that 
(3.5) lim S(n, co)= S(co). n~co 
If in addition -co< S(co) < co then the converse is also true, i.e., 
(3.5) implies (3.3) and (3.4). 
Proof. {i) Since S{n, ~) ~ S(n; h), lim sup S(n, co)~ S(h) for all h, 
so lim sup S(n, co) ~- S(co). To prove the opposite inequality let {n) 
denote those values of n such that -co< ~(nv, co) (if there are only 
finitely many such n, the result is trivally true) so lim sup S(n, 00 ) = 
I 
.... 
I : 
I 
... 
lim sup S(~v' co) and S(h) = li~ sup S(nv' h) By (3.3) and (3.4) ._ 
there exist N and H such that n > N and h > H imply that S(n, h) 
V- - V 
and S(nv' co) are finite. Then the desired inequality follows from 
(3.4) and the identity 
S(n, co)= [S(n, co) - S(n, h)] + S(n, h). 
V V V V 
(ii) First assume (3.3) and (3.4). Since S{n, co)~ S(n, h), 
lim inf S(n, co)~ S(h) for all h so lim inf S(n, co)~ S(co) = 
lim sup S(n, co) (by (i)), proving (3.5). Next assuming (3.5) and 
-co< S(co) < co, (3.3) is obviously satisfied. Given 6 > 0 choose 
H such that S(co) ~ S(H) + 6/3 and choose N such that for n ~ N, 
ls(n, H) - S(H)\ < 5/3 and ls(n, co) - S(co)I ~ 5/3. Then if h > H 
and n ~ N, 
S(n, co) - S(n, h) ~ S(n, co) - S(n, H) ,S: 6, 
which implies (3.4).0 
I 
.... 
I 
I.I 
-- ' 
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Lemma 3.2. Suppose that f = ui:lrh where rh C fh+l for all h. 
(i) The two conditions 
(3.6) 
(3.7) 
together imply that 
(3.8) 
*
P[lim sup supfy (9) = lim lim sup supf y (9)] = 1. 
n-00 n h-= n-ta, h n 
(ii) Suppose that for each h 
(3.9) 
Then (3.6) and (3.7) together imply that 
(3.10) 
i.e., equality holds in (2.3). If in addition - 00 < suprEy1(9) < 00, 
then (3.10) implies (3.6) and (3.7). 
Proof. If we set S(n, h) = supr y (9), (i) follows from Leanna 3.1 (i). 
h n 
In (ii), (3.9) implies that the limit S(h) = lim e(n, h) = supr Ey1(e) n-t00 h 
exists (recall (2.4)) so the result follows from Lemma 3.l(ii).O 
Often we can take each rh to be compact so r is a - compact. 
Then (3.9) will be satisfie~ for example, if for every h, (y, rh) 
satisfy the conditions of Lemma 2.9 (see Examples 5, 6). 
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(i) If (3.7) is satisfied then (2.1) ~ (3.6) and 
(3.11) *P[lim lim sup supf y (9) < O] = 1. 
h-tco n.-.co h n 
(ii) If (3.7) and (3.9) hold then (2.1) ~ (3.6) and (3.1). (Note 
that (2.1) ~ [(3.6) and (3.ll)] ~ [(3.6) and (3.1)] in generalo) 
Proof. Immediate, by Lemma 3.2.D 
If each rh is compact, condition (3.9) usually may be verified 
using Lemma 2.9 without much difficulty, so the critical regularity 
assumption needed to apply Lemma 3.3(ii) is (3.7). Once this can 
be verified it is relatively simple to evaluate the supremum in 
(3.1) (whereas it might be much more troublesome to evaluate the 
expression in (2.14) - compare Examples 4 and 5). 
Part (i) of Lemma 3.3 represents a more general method than 
part (ii) since (3.9) is not needed. However, the author knows of 
no statistical problems where (i) is applicable but (ii) is not. 
Before returning to the problem of consistency of estimates we 
present a result which was alluded to following Lemma 2o7• 
Lemma 3o4. Suppose that (3.6) is satisfied and that supr3n(9) 
is measurable for all (sufficiently large) no Then there exists a 
constant c, -=5 c 5 =, such that 
P[lim sup supry (9) = c] = 1. 
n-= n 
(By Lemma 2.4, c ~ suprEy1(9).) 
! ' 
. ~ 
I ! 
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Proof. Let A = (supfy (9) < =). For fixed N and all n > N 
-- n n 
Thus, on AN 
(3.12) Z Elim sup supfy (0) < lim sup supf (n-N)-l[y(XN+l, 9) 
n-= n - n-co 
Note that Z and YN are identically distributed and that YN 
depends only on ~+l' XN+2 , ••• • Thus for any real number c, 
lim sup(Yk ~ c} = (Yk ~ c occurs infinitely often} is a tail event 
and hence has probability either 0 or 1 by the Kolmogorov Zero-One 
Law. Now P[lim inf A]= 1 by (3.6) so 
n 
P[Z < c] = P[(Z < c} n {lim inf A)] 
- - n 
~ P[(lim sup{Yk ~ c}} n {lim inf An}] 
= P[lim_sup(Yk ~ c}] 
> lim P[Yk < c] 
- k-100 -
=P[Z~c], 
where the first inequality follows from (3.12). Thus P[Z ~ c] = 
P[lim sup{Yk ~ c)] = 0 or 1 for every c, so Z must be a degenerate 
random variableoO 
If supryn(8) is measurable (fasln) this result implies that 
(2.1) ~ [(3.6) and (3.13)] ~ (3.14), where 
/ 
(3.13) P[lim sup supfyn(0) < O] > 0 and 
n-tco 
(3.14) P[lim sup sup-vn(a) = c] = 1 for some c, -co< c < O. 
n-tco 1-
Furthermore, if in Leounas 3.2 and 3.3 supr y ( 0) is measurable hn. 
for all h and n, then *p may be replaced by p and "= 1" 
may be replaced by " > O" in (3.9) and (3.11). 
We now use these results to present a new condition for 
strong consistency of AM-IE's, not requir.ing {weak) dominance. 
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Condition U. For every P0 in P and every integer r ~ 1, the 
triple (y(x, 9), r, P) = (u(x, 9; 90 ), Or(90 ), P0 ) satisfies 
(3.7), (3.9), (3.6), and (301) (~or a suitable {rh)). 
We can now state the following theorem which is analogous to 
Theorems 2.1 and 2.8 in the dominated case. 
Theorem 3.50 Condition U implies (1.6) for all F0 , r and there-
fore implies the strong consistency of all AMWE's. If for all P0 , r, 
and (sµfficiently large) n, sup0 un(9; 00 ) is measurable and (3.7) 
r 
and (3.9) are satisfied with (y, r, P) = (u, Or' P0), then the 
following are equivalent: 
(a) (306) and (3.13) with (y, r, P) = (u, n, PO) (for all P0 , r) r 
·(b) ( 1.6) ( for all P0 , r) 
(c) (3.14) with (y, r, P) = (u, Or' P0 ) (for all P0 , r} 
(d) (3.6) and (3.1) with (y, r, P) = (u, Or, P0) (for all p O' r). 
Measurability is not required for the equivalence of (b), (c) and (d) 
..... 
i..i 
I I 
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if *p is used in (3.14) . 
Now, as in the second paragraph after Lemma 2.9 make the additional 
assumptions (~), (a), {y). If in addition we assume 
Condition R. For every PO and r 
(i) each nr<eo) is a-compact, 
(ii) with (y, r, P) = (u{x, 0; a0 ), Or(a0 ), P0 ), (3.9) is satisfied. 
{iii) with (y, r, P) as in (ii), (3.7) is satisfied. 
{rather than Condition 1 D as we did in section 2), then Condition U 
is necessary and sufficient for the strong consistency of all AmE's. 
Note that if (y) is s~tisfied, R{ii) usually will also be satisfied. 
The crucial condition is R(iii), just as dominance was crucial in 
section 2. However, it seems that R{iii) is less restrictive than 
dominance, as seen by the following Example 5. Even when both are 
satisfied, Condition U may be easier to verify than B; as illustrated 
in Example 6. 
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Example 5. {continuation of Example 4). We show that Condition U 
is satisfied. Fix P0 and r, and assume 90 = O. With f = Or 
4 -1 -1 as in Example , let rh = [-h, -r ] U [r , h], a compact set. 
Since u1(e) ~ h on rh and u1{e) is continuous, Lenuna 2.9 can 
be applied to verify (3.9), and (3.6) is obviously true. To verify 
(3 .. 7) note that u (e) is a unimodal function with mode at 
n 
X[(n+l)/2] (the (n+l)/2 - th order statistic from a sample of size 
n) if n is odd, and mode "plateau" on the interval (X[n/2], 
X[(n/2)+1]) if n is even. Thus, if we choose 6 such that 
PO [ - 6 ~ x1 ~ 6] > ½ 
it follows that 
P0 [-6 ~ mode (plateau) of un(0) ~ 6 fasln] = 1, 
which implies (3.7). Thus it remains .only to verify (3.1). If 
8 ~ 0 (e ~ 0 is similar) 
< o. 
The first inequality is strict if P0 [o < x1 < 0] > 0 and the 
1 1 
second is strict if P0 [x1 > O] < 2. Thus P0 [x1 > O] < 2 
implies sup0 E0 u1{e) < O. If P0 [x1 > O] = ½ then for all 
r 
: I 
-. 
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0 > 0, P0 [o < x1 < 0] > 0 since otherwise the population 
median would not be unique. This again implies sup0 E0 u1(e) < O 
r 
since this expectation decreases monotonically in le\, so (3.l) 
holds and hence Condition U is satisfied. 
In this example Huber's conditions perhaps are easier to verify, 
but Condition U did not require that we search for an unknown function 
b(9) which seems to be a great advantage in general. Incidentally, 
IE'\ (e) I~ lel since \ul(e)I ~ tel, which shows that if b(9) = te\, 
then b(0)/IEu1 (e) I is bounded away from O (and ~, as seen in 
section 2), thus verifying an earlier remark. 
Example 60 In the situation of Example 1 let @ = (0, ~), µ=Lebesgue 
measure, and 
f(x, 9) ae = 1 + l + S Sin ( X - 9) if 0 ~ x ~ 2TT, 
f(x, 0) = 0 otherwise, where 0 <a< 1 is a constant. We wish 
to show that all approximate maximum likelihood estimators are 
strongly consistent, although neither Wald's, Kiefer and Wolfowitz's, 
nor Huber's conditions are satisfied here. Fix e0 and r, and let 
n 
r 
Since u(x, 
satisfiedo 
difficult to 
r n (o, h], 
-1 -1 
= (0, e0 - r ] U (00 + r m). 
0) = log f(x, 9) - log f(x, eo) ~ log 2(1 + eo), 
In fact, u is dominated on n ' but it would r 
verify (2.14) directly. Setting r = n and r 
rh is compact, u is dominated on rh, and 
(3.6) is 
be very 
rh = 
u is 
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continuous so Lemma 2.9 implies (3.9). To verify (3.7) note that 
log t is uniformly continuous on [ 1 - a, 1 + a], that for any x. 
1. 
1(1 a0 (x. - 8)] - [ 1 (x. - 0) ]\ 1 + 1+0 sin + a sin <-1. 1. - 1+0 
and that both terms in square brackets lie in [1 - a, 1 + a]. There-
fore given any 6 > O there exists M > 0 such that 0 > M implies 
1 n 9 1 n 
I - log_TT [1 + l+ae sin (x. - 8)] - - log.TT [1 + a sin (xl.. - 0) JI < 6 n 1.=l l. n l.=l 
independently of n and x1 , x2 , •••• Thus for 8 sufficiently large, 
u (9) can be approximated arbitrarily closely by a periodic function, 
n 
uniformly in n and which implies (3.7). Finally 
(3.1) follows from the Information Inequality and an easy limiting 
argument, so Condition U is satisfied and all AMLE's are strongly 
consistent. Note that by Theorem 2.8 and dominance this implies 
Condition B, but as remarked above this would be difficult to de-
monstrate directly. 
In Example 6, conditions (al; (b), (c) of Bahadur ((10}, p.320) 
are satisfied, but this is not immediately evident. The difficulty 
arises when trying to find a "suitaple compactification,"for the 
obvious one-point compactification [O, oo] is not adequate. We DD.1st 
adjoin to @ = [O, oo) an entire interval of length 2n, say I= [-2n, 0). 
Any 9 in @ can be uniquely represented as 9 = 2TT m + r where m 
is an integer and -2TT < r < 0. Then the topology in ®=@UI nru.st 
be defined so that if {0 ) C ® and e e I, 0 .... e if and only if n n 
m .... 00 and r .... a. 
n n 
I 
,I.I 
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~ 
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However, it has been pointed out to the author by Professor 
Bahadur that if in this example {or more generally in Example 1) we 
redefine 0(P) = P and ® = P, and consider the topology of weak 
convergence in P, then there is a natural compactification of P, namely 
the closure of P in the set of all measures on ( ii-', a) with total 
mass < 1. This is in fact the natural parameterization and topology to 
consider in Example 1 since we are interested primarily in estimating 
the underlying probability distribution. Using this parameterization 
Bahadur's conditions (a), (b), (c) are easily verified in Example 6. 
A similar situation occurs in the well-known special case of 
Example 1 where 9 = (µ, <r) and f(x, 9) is the density of the normal 
distribution N{µ, a2) (see [6], p.904). Here again both Conditions B 
and U hold, implying strong consistency of all AMLE's, and it is again 
difficult to find a "suitable compactification." If, however, the natural 
parameterization 9(P) = P and the natural compactification described 
above are considered, Bahadur's conditions (a) and (c) are easily 
verified. Condition (b) fails, but as pointed out by Kiefer and Wolfowitz 
(whose remark provided much of the motivation for this paper) it can 
be replaced by the assumption of dominance with k = 2. 
We can also formulate Condition U(weak) by replacing the triple 
(u, Or' P0 ) in Condition U by (u/b(9), Or' P0 ) for a suitable function 
b{9) = b(0; e0 , r) with inf b(9) > O. At thi~ time, however, n·o 
examples are known where U fails but U(weak) is applicable. Also 
uncertain are some of the relations among B, B(weak), U, and U(weak). 
-Using "white noise" as in section 2, it is easy to find (y, r, P) where 
y is dominated by O on r but where there does not exist a function 
b(0) (with infrb(0) > o) such that (y/b(0), r, P) satisfies (3.9), 
which suggests that B ~ U or U(weak). Also, U need not imply B 
(Examples 4, 5). It is not known, though, if U or U{weak) imply 
B(weak). It would also be interesting to know if Huber's conditions 
Al-5 imply U or U(weak) (the converse was shown to be false), and 
if Bahadur's conditions (a), (b), (c) imply Condition U. If we consider 
the natural parameterization and compactification described above it is 
suspected that the answer to this last question is yes, and that in 
fact many of the questions posed in this paper can be answered definitely 
in this context. This is the subject of current investigations. 
The conditions introduced in this paper (B, B(weak), U, U{weak)) 
are all sufficient conditions for consistency of likelihood ratio 
tests. 
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