Let {X, X i ; i ≥ 1} be a sequence of independent and identically distributed positive random variables with a continuous distribution function F, and F has a medium tail. Denote S n n i 1 X i , S n a
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In particular, Rempała and Wesołowski 2 removed the condition that the distribution is exponential and showed the asymptotic behavior of products of partial sums holds for any sequence of i.i.d. positive random variables. Namely, they proved the following theorem. as n −→ ∞.
1.3
Recently, the above result was extended by Qi 3 , who showed that whenever {X n ; n ≥ 1} is in the domain of attraction of a stable law L with index α ∈ 1, 2 , there exists a numerical sequence A n for α 2, it can be taken as σ √ n such that In this paper, we aim to study the weak invariance principle for self-normalized products of trimmed sums of i.i.d. sequences. Before stating our main results, we need to introduce some necessary notions. Let {X, X n ; n ≥ 1} be a sequence of i.i.d. random variables with a continuous distribution function F. Assume that the right extremity of F satisfies γ F sup{x : F x < 1} ∞, 1.5 and the limiting tail quotient
exists, where F x 1 − F x . Then, the above limit is e −ca for some c ∈ 0, ∞ , and F or X is said to have a thick tail if c 0, a medium tail if 0 < c < ∞, and a thin tail if c ∞. Denote M n max 1≤j≤n X j . For a fixed constant a > 0, we say X j is a near-maximum if and only if X j ∈ M n − a, M n , and the number of near-maxima is
These concepts were first introduced by Pakes and Steutel 5 , and their limit properties have been widely studied by Pakes and Steutel 5 , Pakes and Li 6 , Li 7 , Pakes 8 , and Hu and Su 9 . Now, set S n a :
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T n a : S n − S n a ,
which are the sum of near-maxima and the trimmed sum, respectively. From Remark 1 of Hu and Su 9 , we have that if F has a medium tail and EX / 0, then T n a /n a.s.
→ EX, which implies that with probability one Card{k : T k a 0, k ≥ 1} is finite at most. Thus, we can redefine T k a 1 if T k a 0.
Main Result
Now we are ready to state our main results. 
where {W t ; t ≥ 0} is a standard Wiener process.
In particular, when we take t 1, it yields the following corollary. 
Proof of Theorem 2.1
In this section, we will give the proof of Theorem 2.1. In the sequel, let C denote a positive constant which may take different values in different appearances and x mean the largest integer ≤ x.
Note that via Remark 1 of Hu and Su 9 , we have C k : T k a /μk a.s. → 1. It follows that for any δ > 0, there exists a positive integer R such that
Consequently, there exist two sequences δ m ↓ 0 δ 1 1/2 and R * m ↑ ∞ such that
The strong law of large numbers also implies that there exists a sequence R m ↑ ∞ such that
Here and in the sequel, we take R m max{R * m , R m }, and it yields
3.4
Then, it leads to
Journal of Probability and Statistics 5 and A m,n < δ m . By using the expansion of the logarithm log 1 x x − x 2 /2 1 θx 2 , where θ ∈ 0, 1 depends on |x| < 1, we have that
where θ k k 1, . . . , nt are 0-1 -valued and E m,n < δ m . Also, we can rewrite D m,n as
3.7
Observe that, for any fixed m, it is easy to obtain
by noting that V 2 n p → ∞.
Journal of Probability and Statistics
And if R m ≥ nt − 1, then we have
and, by observing that x 2 / 1 θx 2 ≤ 4x 2 , then we can obtain
H m,n L m,n .
3.11
For any ε > 0, by the Markov's inequality, we have
−→ 0.
3.12
Then, H m,n p → 0. To obtain this result, we need the following fact:
−→ 1, as n −→ ∞.
3.13
Indeed,
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Now, we choose two constants N > 0 and 0 < δ < 1 such that P |X − μ| > N < δ. Hence, in view of the strong law of large numbers, we have for n large enough
3.15
which together with 3.14 implies that
as n → ∞. Furthermore, in view of the strong law of large numbers again, we obtain
as n → ∞, where σ → 0, as n → ∞ see Hu and Su 9 , thus we can easily get S n a n S n a S n · S n n a.s.
as n → ∞. Then, for any 0 < δ < 1, there exists a positive integer R such that
Consequently, coupled with 3.18 , we have
8 Journal of Probability and Statistics
Clearly, to show L m,n p → 0, as n → ∞, it is sufficient to prove
Indeed, combined with 3.17 , we only need to show
As a matter of fact, by the definitions of S n a and K n a , we have
In view of the fact M n ↑ ∞ a.s. , we can get from Hu and Su 9 that
and thus it suffices to prove
Actually, for all ε, δ > 0, and N 1 large enough, we can have that
3.26
Observe that if F has a medium tail, then we have M n / √ n M n / log n log n/ √ n a.s.
→ 0 by noting that M n / log n a.s. → 1/c 9 , where c is the limit defined in Section 1. Thus it follows
Journal of Probability and Statistics 9 as N 1 → ∞. Further, by the Markov's inequality and the bounded property of EK k a from Hu and Su 9 , we have
3.28
and, hence, the proof of 3.22 is terminated. Thus L m,n p → 0 follows. Finally, in order to complete the proof, it is sufficient to show that
and, coupled with 3.21 , we only need to prove
3.31
It is obvious that
Note that max 0≤t≤
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3.34
Furthermore, we can obtain
3.35
Therefore, uniformly for t ∈ , 1 , we have 
Application to U-Statistics
A useful notion of a U-statistic has been introduced by Hoeffding 
4.5
Theorem 2.1 now is extended to U-statistics as follows.
