In recent years we witnessed an impressive advance in the social networks field, which became a "hot" topic and a focus of considerable attention. Also, the development of methods that focus on the analysis and understanding of the evolution of data are gaining momentum. In this paper we present an approach to visualize the evolution of dynamic social networks by using Tucker decomposition and the concept of temporal trajectory. Our visualization strategy is based on the definition of trajectories, both at the node-level and at the community-level, in a bidimensional space that preserves its structural properties. Furthermore, this approach can be used to identify similar actors, or communities of actors, by comparing the shape and position of trajectories. To illustrate the proposed approach we conduct a case study using a set of temporal friendship networks.
Introduction
A social network is constructed from relational data and can be defined as a set of social entities, such as people, groups and organizations, with some pattern of relationships or interactions between them. These networks are usually modeled by mathematical graphs, where vertices (or nodes) represent the social entities and edges (or links) represent the ties established between them. The underlying structure of such networks is the object of study of social network analysis (SNA). Hence, the focus of SNA is on the relationships established between social entities rather in the social entities themselves. In fact, the main goal of this methodology is to examine both the contents and patterns of relationships in social networks in order to understand the relations among actors and the implications of these relationships.
In the past, this type of analysis was mainly a static investigation by considering independent graphs at different snapshots of time or one aggregated graph over the time period. Nonetheless, one of the key features of social networks is that their structure evolves over time, so approaches focusing on the analysis of a fixed snapshot of the network may fail to capture the dynamics of the evolving network. These dynamics are a reflection of frequent changes in the interactions among social entities, and translate into rich evolutionary patterns. By becoming more aware of this important feature of social networks, researchers have devoted themselves to the development of visualization methods and tools for the analysis of social networks, that take into account temporal information (Moody et al., 2005) . This trend arose mainly as a consequence of the growing interest in evolving social networks and the recognition that visualization of time-oriented data gleans insights into the dynamics of the underlying phenomena, allowing for a better understanding of temporal relations.
Following this trend, this paper attempts to study the structure of evolving social networks at two different levels of analysis: actor-level and community-level, using as a basis the concept of temporal trajectory. We propose the definition of trajectories of social entities in a low-dimensional space, which accounts for most variation in the original data, based on the output of a Tucker3 model with orthogonality constraints. These social entities can be actors or groups of similar actors (also known as communities). The main goal is to propose a natural, compact and simple visual representation of the evolution of multi-way relational data along a time horizon, in a subspace that captures the structural properties of data.
The remainder of this document is organized as follows. We begin by providing the necessary background of social network analysis. In Section 3 we address the problem of representing dynamic social networks and introduce our approach to visualize their evolution using temporal trajectories. In Section 4 we show and discuss a case study using temporal friendship networks and in Section 5 we briefly present some related work. Both summary and conclusions of the paper are presented in Section 6.
Analysis and Representation of Social Networks
This section attempts to provide the necessary background of social network analysis, so as to allow the further understanding of the proposed approach. For that purpose, we introduce the key concepts on this research field, with a special focus on the most popular approaches to represent social networks and on the best known statistical measures to characterize and analyze social actors.
Representation of Static Social Networks
Social networks are modeled using mathematical graphs. A graph is composed by two fundamental units: vertices (or nodes) and edges (or links). Every edge is defined by a pair of vertices. These vertices can represent a wide variety of social entities (e.g. people, organizations, countries, scientific papers, products, plants and animals) depending on the application field. In turn, an edge is the line that connects two vertices and, analogously, it can represent numerous kinds of relationships between social entities (e.g. communication, cooperation, friendship, kinship, acquaintances and trade). Edges may be directed or undirected, depending if the nature of the relation is asymmetric or symmetric.
Formally, a graph G consists of a non-empty set V (G) of vertices and a set E(G) of edges and can be defined as G = (V (G), E(G)). According to Diestel (2005) , the order of a graph G is given by the total number of vertices n or, mathematically, |V (G)| = n. Analogously, the size of a graph G is the total number of edges |E(G)| = m. The maximum number of edges in a graph is m max = n(n−1) 2
for undirected graphs and m max = n(n − 1) for directed ones.
Graphs can be classified according to the direction of their links. This leads us to the differentiation between undirected and directed graphs. Undirected graphs are graphs whose edges connect unordered pairs of vertices or, in other words, each edge of the graph connects concomitantly two vertices. A more strict type of graph is the so-called directed graph. Directed graphs, or in the abbreviation form digraphs, can be straightforward defined as graphs whose all edges have an orientation assigned (also called arcs), so the order of the vertices they link matters. Formally, a directed graph D is an ordered pair (V (D), A(D)) consisting of a non-empty set V (D) of vertices and a set A(D), disjoint from V (D), of arcs. If e 12 is an arc and v 1 and v 2 are vertices such that e 12 = (v 1 , v 2 ), then e 12 is said to join v 1 to v 2 , being the first vertex v 1 called initial vertex, or tail, and the second vertex v 2 called the terminal vertex, or simply head. Graphically, directed edges are depicted by arrows, indicating the direction of the linkage.
Regarding the values assigned to edges, we can make a distinction between unweighted and weighted graphs. Unweighted graphs are binary since edges are either present or absent. On the other hand, weighted graphs are richer graphs since each edge has associated a weight w ∈ R + 0 providing the user with more information about, for instance, the strength of the connection of the pair of vertices it joins.
There are two main types of graph-theoretic data structures to represent graphs (Diestel, 2005) : the first one are list structures and the second are matrix structures. These structures are appropriate to store graphs in computers in order to further analyze them using automatic tools. List structures, such as incidence lists and adjacency lists, are suitable for storing sparse graphs, since they reduce the required storage space. On the other hand, matrix structures such as incidence matrices (A n×m ), adjacency matrices or sociomatrices (A n×n ), Laplacian matrices (contains both adjacency and degree information) and distance matrices (identical to the adjacency matrices with the difference that the entries of the matrix are the lengths of the shortest paths between pairs of vertices) are appropriate to represent matrices.
For undirected and unweighted graphs, adjacency matrices are binary (as a consequence of being unweighted) and symmetric (as a consequence of being undirected, meaning that a ij = a ji ), with a ij = 1 representing the presence of an edge between vertices i and j, and a ij = 0 representing the absence of an edge between vertex pair (i, j). For directed and weighted graphs the entries of such matrices take values from interval [0, max(w)] and are non-symmetric. In both cases, we deal with non-negative matrices.
In Figure 1 we provide an example of how a graph can be represented by an edge list and by an adjacency matrix, which are the most used data structures to represent social networks.
Actor-level Statistical Measures
Centrality, or prestige, is a general measure of how the position of an actor is within the overall structure of the social network and can be computed resorting to several measures. The most widely used are degree, betweenness, closeness and eigenvector centrality. The first three were proposed by Freeman (1979) and were only designed for unweighted networks. Recently, Brin and Page (2010) came up with extensions to weighted networks. The fourth metric -eigenvector centrality -was later proposed by Bonacich (1987) and has its foundations on spectral graph theory.
These measures determine the relative importance of an actor within the network, showing how the relationships are concentrated in a few individuals and, therefore, giving an idea about their social power. Higher centrality measures are associated to powerful actors in the network, since their central position offers them several advantages, such as: easier and quicker access to other actors in the network (useful for accessing resources such as information) and ability of exerting control over the flow established between other actors (Freeman, 1979) . These central actors are also called "focal points". We will also introduce the concept of transitivity and explain how it can be computed using a clustering coefficient.
Degree or Valency
Degree or valency of a node v, usually denoted as k v , is a measure of the immediate adjacency and the involvement of the node in the network and is computed as the number of edges incident on a given node or, similarly, as the number of neighbors of node v. The neighborhood N v is thus defined by the set of nodes that are directly connected to v. Degree can be computed in, at least, two different ways: based on the adjacency matrix or based on the neighborhood of a node. In Equations 1 and 2 we present each one of the alternatives, for undirected networks. Despite its simplicity, degree is an effective measure to assess the importance and influence of an actor in a social network. Yet, it has some limitations. The main one is that it does not take into consideration the global structure of the network.
where a ij is the entry of the i-th row and j-th column of the adjacency matrix A
where N v is the neighborhood of node v For directed networks, there are two variants of degree centrality: in-degree, denoted by k + v , and out-degree, denoted by k − v . The former is given by the number of incoming nodes (i.e. number of edges beginning at vertex v) and the latter by the number of outgoing nodes (i.e. number of edges ending at vertex v), as defined in Equations 3 and 4. The measure of degree in directed networks is also referred to as prestige. This expression is especially used in the literature of social networks, since it was developed for measuring the prominence or importance of actors in the network. There are two types of prestige: support and influence. The first is related to the in-degree centrality, which is seen as a measure of support, and the second is related to the out-degree centrality, which is seen as a measure of influence.
On weighted networks, strength is the equivalent of degree, being computed as the sum of the weights of the edges adjacent to a given node, as expressed by Equation 5.
Betweenness
Node betweenness b v measures the extent to which a node lies between other nodes in the network and can be computed using the formula presented in Equation 6. Nodes with high betweenness occupy critical roles in the network structure, since they usually have a network position that allow them to work as an interface between tightly-knit groups, being "vital" elements in the connection between different regions of the network. In the social networks perspective "interactions between two nonadjacent actors might depend on other actors in the set of actors, especially the actors who lies on the paths between the two" (Wasserman and Faust, 1994) , which stresses out the importance of a good value of betweenness. These actors are also called gatekeepers since they tend to control the flow of information between communities.
where σ st denotes the number of shortest paths between vertices s and t (usually σ st = 1) and σ st (v) expresses the number of shortest paths passing through node v.
Closeness
Closeness is a rough measure of the overall position of an actor in the network, giving an idea about how long it will take to reach other nodes from a given starting node. Formally, it is the mean length of all shortest paths from one node to all other nodes in the network. Due to its definition usually this measure is only computed for nodes within the largest component of the network, using the formula presented in Equation 7. In the social networks context, closeness is a measure of reachability that measures how fast can a given actor reach everyone in the network.
where d(u, v) denotes the length of the shortest path between nodes u and v.
Eigenvector Centrality
This score is given by the first eigenvector of the adjacency matrix. The basic idea behind eigenvector centrality is that the power and status of an actor is recursively defined by the power and status of its alters 1 . In other words, we can say that the centrality of a given node i is proportional to the sum of the centralities of i's neighbors. This is the assumption behind the eigenvector centrality formula, which is as follows:
where x i /x j denotes the centrality of node i/j, a ij represents an entry of the adjacency matrix A (a ij = 1 if nodes i and j are connected by an edge, and a ij = 0 otherwise) and λ denotes the largest eigenvalue of A Eigenvector centrality is a more elaborated version of the degree, once it assumes that not all connections have the same importance by taking into account not only the quantity, but especially the quality of these connections.
Local Clustering Coefficient
Social networks are naturally transitive, which means that a given actor's friends are also likely to be friends. This property of transitivity is quantified by a clustering coefficient, that can be global, i.e. computed for the whole network, or local, i.e. computed for each node. Watts and Strogatz (1998) proposed a local version for the clustering coefficient, denoted c i (i = 1, ..., n). In this context, transitivity is a local property of a node's neighborhood that indicates the level of cohesion between the neighbors of a node. This coefficient is, therefore, given by the fraction of pairs of nodes, which are neighbors of a given node v that are connected to each other by edges (see Equation 9 ).
where N i is the neighborhood of node v i , e jk represents the edge that connects node v j to node v k , k i is the degree of node v i , and |e jk | indicates the proportion of links between the nodes within the neighborhood of node v i
Hubs and Authorities
Each actor can also be assigned a hub score and an authority score. Since the concept of hubs and authorities emerged in the Web context, for the sake of simplicity they will be explained in this context. In the Web context, a hub can be understood as a web page that points to many other web pages or, in other words, as a large collection of information that redirects the Internet user to other web pages (a.k.a. authorities). The quality of a hub is usually determined by the quality of the authorities it points to. On the other hand, authorities are web pages cited by many different hubs. This means that their relevance is measured by the number of inward links they receive. Typically, good authoritative pages are reliable sources of information about a given topic.
To compute the hub and the authority scores of each node in a network, we resort to the HITS 2 algorithm (Kleinberg, 1999) . HITS is a link analysis algorithm that explores both the voting by in-links and the list-finding methods for ranking nodes in a network (Easley and Kleinberg, 2010) . The scores returned by HITS provide information about the potential of each node to be an authoritative or a hub node, thus indicating how valuable is the information carried by it. These scores are proportional to each other, i.e. the authority score is proportional to the sum of the hub scores and the hub score is proportional to the authority score.
Evolution of Dynamic Social Networks
In this section we present two alternatives to represent evolving social networks and argue which one is the best for representing time-oriented sociometric data. We also introduce our visualization approach, which is based on the development of trajectories of social actors, or social communities, in low-dimensional subspaces. These trajectories are obtained by exploring the compressed information produced by an estimated Tucker3 model.
Representation of Dynamic Social Networks using Three-order Tensors
In this work, our endeavor is primarily directed towards the production of an accurate, yet compact, visualization approach to represent the evolution of actors, or communities of actors, engaged in a given type of social relation. By compact we mean that this representation is not only able to be grasped by human eye, through projections in low dimensional subspaces, but it is also focused in the structural and relevant information contained in raw sociometric data. This is an important aspect that guided our understanding of how a social network should be represented in order to meet requirements such as interpretability of results. In fact, if we choose to represent a social network, comprised of n nodes (or actors), by means of an adjacency matrix A n×n , and factorize it, we obtain new entities that are difficult to interpret, especially if we are dealing with directed networks, where the rows and the columns represent different concepts. In such cases, where the adjacency matrix is not symmetric, the rows are closely related to the out-neighborhood of social actors and the columns are related to their in-neighborhood. On the other hand, when working with symmetric adjacency matrices, the new entities returned by the decomposition are typically the same for both modes 3 A and B, thus creating redundant results and less valuable information than one would expect from rich network structures. To overcome the barriers posed by the adoption of a standard social network representation, we suggest to compute SNA-specific actor-level statistics (e.g. degree, closeness, betweenness, authority and hub scores), to embed richer structural knowledge into the snapshot matrices (these matrices represent snapshots of the state of the world for a specific point in time). In the context of social networks, these statistics are useful in the sense that they provide us higher-level information, regarding network's structure, thus giving us insight about the position and importance of each node in the network, without the need to look to the corresponding graph. Moreover, this strategy helps mitigate the differences between directed and undirected networks and it greatly improves the interpretability of the component matrices yielded by factorial methods. After using this strategy to build the snapshot matrices, the process of converting them into a tensor (also known as hypermatrices and multi-way arrays) becomes trivial. To do so, one just needs to introduce an additional mode C, by ordering them by time and putting them together into an unique structure, thus obtaining a three-order tensor X ∈ R I×J×K , where I (i = 1, ..., I) denotes the number of entities of the first mode A (the row-entities, which are defined along the horizontal axis), J (j = 1, ..., J) refers to the number of entities of the second mode B (the column-entities, which are defined along the vertical axis) and K (k = 1, ..., K) indicates the number of entities of the third mode C (the fiber-entities, which are defined along the depth axis). In the social networks context, the mode A is the dimension of social actors, or social communities, mode B is the dimension of actor-level network's metrics and mode C is the dimension of time. We adopt tensorial representations of dynamic social networks since they are able to explicitly model the time dimension without collapsing the data and, therefore, without losing the mutual dependencies between all data modes.
Temporal Trajectories of Dynamic Social Networks
A trajectory can be defined as a set of time-ordered states of an object in a dynamical system. Typically, these trajectories are defined in low-dimensional representative subspaces and are graphically represented by a line that connects the coordinates of an object for different time points. It is common to resort to 2D, instead of 3D subspaces, since they are simpler to analyze and, at the same time, allow for an effective data analysis. Thus, we use two-dimensional projections and encode the third dimension as a trajectory over the plane. In such way, we are able to map a given individual's, or community's, trajectory along time, by simply using two-dimensional projections, thus producing a compact, clear and informative representation of data evolution. The appealing feature of trajectories is that they render temporal visualization more appealing to human eye, promoting an efficient dissemination of temporal results. Besides, they help achieve a faster insight into the temporal behavior of an individual, or community of individuals, and allow for an intuitive detection of structural changes that may occur. When all the trajectories of a set of actors in a network are represented in the same plot, the trajectory is also able to show the relative position of each actor compared to all other actors.
Actor-Level Trajectories
In order to define the trajectories of each actor we decompose the original three-order tensor by estimating a Tucker3 model (Tucker, 1966; Kroonenberg, 1983; Smilde, 1992; Kolda and Bade, 2009 ). The Tucker3 model is a technique devised to decompose threeorder tensors into a set of matrices A ∈ R I×P , B ∈ R J×Q and C ∈ R K×R , known as component or coefficient matrices, and a small core tensor G ∈ R P ×Q×R (P , Q and R are parameters of the Tucker3 model and represent the number of components/factors in the first, the second and the third mode of the tensor). In Figure 2 we illustrate the idea behind Tucker3 decomposition. Tucker (1966) suggested interpreting the core tensor as describing the latent structure in data, since it has information about the level of interaction between the different components, and the component matrices as mixing this structure to give the observed data. The core tensor can also be interpreted as a generalization of the eigenvalues, or of the singular values, of the SVD, and it constitutes a further partitioning of the "explained" variation as is indicated by the eigenvalues of the standard PCA. The square of each entry of G is proportional to the amount of variance that the entry explains and its value indicates how the various components relate to each other. Matrices A, B and C have, in general, less dimensionality than the original corresponding modes, but are able to reconstruct the most important information contained in data, which is given by the sum of squares explained by the model. Also, they are assumed to be columnwise orthogonal. The orthogonality is desirable since it facilitates the analysis and hastens the computation of the decomposition. Usually, this model is estimated using an alternating least squares algorithm.
After decomposing the tensor, we consider the two-dimensional subspace spanned by the two most representative components of matrix B, and define the x and y coordinates for each time point k (k = 1, ..., K) of the trajectory. We obtain these coordinates for each actor i (i = 1, ..., I), by computing the dot product between x i,:,k (horizontal fibers of X ) and each column of component matrix B (the first and the second components are assigned to the x-axis and y-axis, respectively). This vector operation returns the coordinates, or the bidimensional position vector, of the time points, for each actor of the network. For illustration purposes, in Figure 3 we present an example of an actor's trajectory.
The last step of this analysis is to interpret the social micro-evolution 4 , through critical observation of its trajectory. The movement, or trajectory, of a given actor can be characterized by a direction (upwards, downwards, leftwards or rightwards), that can be more regular or more irregular; and by an amplitude, which can be higher, thus covering a larger space area, or lower, by keeping its position in the plane almost unchanged over time. Also, both the shape and the position of the trajectory can be used to identify actors with similar evolutions. We will take these features into consideration when analyzing the trajectories in the case study. In short, we can say that our visualization approach maps each snapshot of the social network of a given actor into a point in the Tucker decomposition subspace, and links these points in order to define a trajectory that represents the dynamic behavior of this individual. Using this strategy it is possible to naturally take temporal information into account by adopting tensorial representations of social networks.
Our approach also holds when dealing with large social networks. In such cases, one resorts to sparse representations of tensors and apply algebraic operations appropriate for sparse data structures. Regarding the computational complexity, using the Tucker-ALS algorithm, it has been shown by Oseledets et al. (2009) to be O(n 3 r +n 2 r 2 +nr 3 ), where n is the mode size 5 and r is the number of retained components (assuming r = P = Q = R).
Community-Level Trajectories
The previous analysis can also be extended to deal with communities of actors. The need for studying the evolution of communities, instead of actors, gains importance especially when dealing with large social networks. In such scenarios, studying the evolution of all nodes in a network can become a cumbersome task. So, unless one is interested in analyzing one specific actor, changing the level of analysis to communities, speeds up the process of generating the visualization and facilitates the interpretation of trajectories. Notwithstanding, both types of trajectories can used as complements in the analysis of evolving social networks, rather than substitutes. The use of communities in visualization approaches, instead of single actors, is justified by its importance in the SNA field. In fact, one of the unique features of real social networks is that they tend to show community structure (Newman, 2003) . This property usually arises as a consequence of both global and local heterogeneity of edges distribution in a graph. Thus, we often find high concentrations of edges within certain regions of the graph, that we call communities, and low concentration of edges between those regions. Communities, also known as modules or clusters, can be straightforward defined as similar groups of nodes. A more complete definition is built upon the concept of density: communities can be understood as densely connected groups of nodes in the network, with sparser connections between them (Newman and Girvan, 2004) . In real life we can find several examples of such tight groups. Society is a rich environment for finding communities, once people have the natural tendency to form groups. These groups can be families, circles of friends, working and/or religious groups, towns, nations, etc.
The importance of studying these communities is intuitive in domains such as SNA. To highlight this importance, Fortunato (2010) states that the analysis of the structural position of actors, in each community, can help identify central actors (those within central positions), often associated to group control and stability functions, as well as intermediate actors, who are those who lie at the boundaries of communities and play a key role in the spread and exchange of new ideas and information, creating bridges between communities. Other interesting possibility opened by the task of discovering communities is the one that focus on the analysis of coarse-grained descriptions of the original graph. An example is the study of graphs obtained by considering nodes as communities and links between them as an indicator of overlap between communities. This strategy is used by Oliveira and Gama (2010) for the detection of transitions in clusters.
Several methods and algorithms were proposed to find communities in networks (a good survey is provided by Fortunato (2010) ). In our approach we propose to detect communities in raw social networks using the so-called Louvain method (Blondel et al., 2008) . This is a greedy optimization method that performs a hierarchical modularity optimization. This method comprises two phases. The first phase optimizes modularity in a local way and encompasses the following steps: first, and similar to the procedure of a bottom-up hierarchical clustering, it considers each node as a distinct community; Figure 4 : Temporal trajectory of a community of actors, for a time horizon of 7 time points T = {t 0 , t 1 , t 2 , t 3 , t 4 , t 5 , t 6 } in the space spanned by the two most representative components of matrix B.
then, for each node, it looks for positive gains in modularity by moving the isolated node from its community to a neighboring community; this search for a local optima is sequentially and repeatedly applied until no further improvements are possible. At the end of this phase, one obtains a first level partition. The second phase is similar to the first one, with the difference that now we deal with a modified network, where each vertex is a supervertex, since it represents the previously found communities (each node is, therefore, an aggregation of the original nodes); two supervertices are connected by an edge if there is at least one edge linking two vertices inside the corresponding community. Considering this higher-level setting, the steps of the first phase are repeated iteratively until a maximum of modularity is attained and new hierarchical levels and supergraphs are yielded. The algorithm stops when modularity converges to a value where no more gains are possible. The main advantages of this method is being parameter-free (e.g. no need to specify a priori the number of communities) and very fast. In fact, the Louvain method is able to extract good quality communities from large networks in a fast way. By using this algorithm the community detection is only limited by storage capacity rather than limited computation time. One of its drawbacks is being an order-sensitive algorithm, returning different results according to the order of the vertices in the sequential analysis of modularity gains.
Due to its benefits, in this study we resort to Louvain method to identify communities of actors. In order to obtain the trajectories, we build a new three-order tensor, where each entity of mode A is now a community (instead of an actor) and I (i = 1, ..., I) is the maximum number of communities found in the considered time span. Mode B and Mode C refer to the actor-level metrics and to the time points, respectively. The only difference from the previous approach, is that now each entity of mode A, i.e. each community, is characterized by the average of the actor-level metrics of all actors that were assigned to it. After building this new data structure, we obtain the coordinates of each community by following the same process of actor-level trajectories. When using both analyses as complements, it is advisable to represent the trajectories of communities in the same Tucker space where the actor-level trajectories were represented. For this purpose one just needs to keep the same component matrix B and use this new threeorder tensor to compute the dot product. Then, the returned coordinates are projected in the bidimensional space spanned by the two most representative components of matrix B, in order to define the community-level trajectories. The interpretation of the social macroevolution is also identical to the one described for social micro-evolution. We provide an illustrative example of a trajectory of one community in Figure 4 . Based on this figure we can observe that the life cycle of the community is not stable, since the community experiences several splits and merges over the considered time span.
Social Networks Case Study: Actor-Level Trajectories
In this section we conduct a small case study using a set of friendship social networks collected at seven different moments in time, for the same individuals. The idea is to verify the suitability of the proposed visualization approach for representing the dynamics of social networks and, at the same time, to yield meaningful insights into social microevolution (at the actor-level). To do so, we perform the following sequential steps: first, we preprocess the original raw data and compute the actor-level statistics; then, we model the resulting matrices as a three-order tensor, where the third dimension is time; the third step consists in applying the Tucker3 decomposition to this tensor; finally, the trajectories are defined and interpreted based on the results of the decomposition. Note that this case study serves to demonstrate the applicability of the introduced approach, not to support specific theoretical claims.
Data Description
The data we use is comprised of several directed friendship networks, collected by Gerhard Van de Bunt et al. (1999) among a group of university freshmen, in order to provide an explanation of some of the important factors behind friendship formation. This information was gathered by questionnaires which were delivered to 49 students in seven different occasions asking them to rate their social relationships in a six point scale. The mentioned occasions are not equally spaced in time, once the first four time points are three weeks apart, and the last three time points are six weeks apart. There were also changes in the number of students, which drops from 49 to 32, due to university "dropouts" and non-response of questionnaires in at least four of the total seven occasions. It is also important to note that, with a few exceptions, the respondents were initially mutual strangers (freshmen), which reflects in a sparse adjacency matrix for the first measurement (time = t 0 ). Originally, the ties linking each pair of students were weighted according to a specific coding scale, representing the rating of the established relationships. For the sake of simplicity, and in order to improve the interpretability of the trajectories, we transform the initial network into an unweighted one, by replacing codes 6 = item non-response and 9 = actor non-response by 0 and codes 1 = best friend, 2 = friend, 3 = friendly relation, 4 = neutral and 5 = troubled relation by 1. Therefore, the absence of a tie, coded by 0, represents the absence of relationship between a given pair of students, and the existence of a tie, coded by 1, means that there is a relationship or, at least, acquaintance between the corresponding pair of students. Formally, each entry of the adjacency matrix X, generated in time point t k (t = 1, ..., K), can assume the following values: x ij ∈ {0, 1}. The established relationships can be positively or negatively connoted, since the original code did take into account not only friendly relationships but also troubled ones. Besides sociometric data, also additional information about students' gender, smoking behavior, residence and education program, is available. These variables can be useful to achieve a further macro understanding of the results.
The main reason behind the choice of this data is the fact that it includes a temporal dimension, which makes it possible to track changes over time in students's social behavior, namely, in their popularity and prestige.
Definition of Actor-Level Trajectories and Interpretation of the Axes
In order to obtain the trajectories for each freshman student, we first need to transform the initial adjacency matrices into snapshot matrices embedded with structural information about the individuals. To do so, one needs to define which network's metrics should be used to characterize these individuals. In this case study, we resort to the following actor-level metrics and, when needed, to the specific versions of the standard measures for directed networks. Here we provide a brief description of the metrics within the context of the students' friendship networks:
• In-degree: indicates the number of students who claim to know actor i (i = 1, ..., n), thus being a measure of support;
• Out-degree: indicates the number of students that actor i states he/she knows, thus being a measure of influence;
• Closeness: measure of reachability that measures how fast can a given actor reach everyone in the network;
• Betweenness: measures the extent to which student i lies between other students in the network. Students with high betweenness occupy critical roles in the network structure, since they usually have a network position that allow them to work as an interface between tightly-knit groups, being "vital" elements in the connection between different regions of the network;
• Authority score 6 : authority is a student that receives many inward links or, in other words, is a node with a high in-degree;
• Hub score: hub is a student that nominates many other students or, alternatively, a student with high out-degree;
• Clustering coefficient: the local version of this metric quantifies the transitivity in the neighborhood of actor i, by indicating the level of cohesion between their neighbors.
The resulting three-way array (or tensor) was centered and scaled over mode B, using the method proposed by Bro and Smilde (2003) , in order to nullify the effect of different magnitudes in the computation of tensor decomposition.
After selecting the metrics and organize the snapshot matrices into a tensorial representation, we need to decompose our three-order tensor X ∈ R 32×7×7 , where the first mode is constituted by the 32 students, the second mode refers to the 7 actor-level network's metrics and the third mode is related to the 7 different time moments when the questionnaires were applied, into a small core tensor G and a set of component matrices A, B and C. To obtain them, we estimate a Tucker3 model of order (4 × 2 × 3), which explains 63.2% of the total data variation. This order is a parameter of the model and refers to the number of components retained in each mode (P = 4, Q = 2 and R = 3). Its choice was guided by the analysis of a scree plot that indicates the potential ability of a Tucker3 model to explain the original data, for each possible combination of number of components. We have used the N -way toolbox (Andersson and Bro, 2000) of MATLAB in all the experiments reported here. Learning times are not relevant, given that all the experiments took only few seconds. The core tensor G contains the weights of all possible triads (combination of components, for the three modes) and these weights reflect the importance of the interaction between components, thus revealing the underlying variation pattern. The results tell us that the interaction of components that explains the higher portion of the sum of squares and, therefore, is the most important for understanding the data structure, is the interaction (1, 1, 1) (explains 61.75% of the initial 63.2% variation). In turn, the entries of the component matrices A, B and C, represent the weights (also referred to as scores or coefficients) of the corresponding entities (actors, metrics and time points, respectively) in a given level of a given mode. Note that these component matrices have as many columns, or levels, as the number of components defined in the order of the estimated Tucker3 model.
Before presenting the trajectories, we first need to interpret the meaning of each component of mode B that will define the plane where we represent the social micro-evolution. To help this interpretation, we project the coefficients of each actor-level metric in the space spanned by the two most representative components of the mentioned mode, as Figure 5 : Projection of the coefficients of matrix A in the bidimensional space defined by the two most representative components of mode A, which is associated to the row-entities (i.e. students) of the original tensor X . Figure 6 : Projection of the coefficients of matrix B in the bidimensional space defined by the two most representative components of mode B, which is associated to the column-entities (i.e. actor-level statistics) of the original tensor X . shown in Figure 6 , and we focus on metrics having extreme scores, since those are the ones with higher contribution to the formation of the axis. We perform the same analysis with component matrix A, in order to find the students associated to mode B's components.
Based on the analysis of the scores of the first component of matrix B, denoted by B :,1 , we deduce that this axis is associated with both the authority (score = −0.4410) and the in-degree statistics (score = −0.4407). Conceptually, these metrics are very similar, since they are given by the number of inward links of a given actor. Thus, we define this axis as being the popularity axis, with large negative values being associated to popular students and, analogously, large positive values being associated to unpopular ones. Examples of such students are student 7 (A 7,1 = −0.2792), on the popular side, and student 18 (A 18,1 = 0.4845), on the unpopular side. In Table 1 are given the values of the mean of these metrics, considering all time points, for the mentioned students and for all students, in order to provide a basis of comparison. These values corroborate the graphical findings.
Regarding the second component of the same matrix, denoted by B :,2 , the same kind of analysis led to the interpretation of this axis as being the prestige axis, since it opposes the out-degree and closeness statistics, strongly associated to influence and social power, to the in-degree and authority statistics, which can be understood as measures of social support. The first statistics are associated to the positive side of the axis and to student 27 (A 27,2 = 0.2288). The second pair of statistics are related to the negative side of the axis and to student 21 (A 21,2 = −0.4682). The mean values are summarized in Table 2 . From the analysis of the table we can verify that both students have higher in-degrees and authority scores than the corresponding overall mean. This is related to the fact that they are located in the negative side of the first component axis. Other aspect that can be drawn from the table is that both out-degree and closeness increase when one moves from the positive side of the second axis to its negative side. This means that an actor moving upwards loses influence and reachability in the network. Concerning the in-degree and the authority, since these metrics are the ones that define the first axis, their impact in the second axis is not meaningful.
In short, we can conclude that the best position in the component's space is the third quadrant, associated to powerful and prestigious actors (high values in all relevant metrics), and the worst position is the first quadrant, associated to less socially skilled actors (low values in all metrics). Therefore, students whose trajectories take the direction of the third quadrant are improving their social status. Otherwise, if moving in the direction of the first quadrant, they are losing their social power. Regarding the amplitude, if most of the time points of a given student's trajectory have the same coordinates, then one can assume that his/her social position is stable. An analogous reasoning holds for the opposite scenario. After decomposing the tensor and assign a meaning to the components, we define the trajectories of each student following the procedure described in Section 3.2.
Analysis of Trajectories
As already stated by Van de Bunt et al. (1999) , in these networks there is a clear transition between the moment where almost no student knows each other to the moment where there is a significant number of ties between groups of them. This fact is corroborated by the students' trajectories in the bidimensional projection of the scores of B, depicted in Figure 7 . By projecting all trajectories, we observe that the origin of most of them (indicated by t 0 ) lies close to the border between the first and the fourth quadrants of the plane, more specifically, in the coordinates marked by the black circles. Such coordinates are indicative of the initial weak social power of the students within the group under study. Nevertheless, there are a few exceptions related to old acquaintances of some students that attended the same former school.
Due to space constraints, in this paper we will only focus on the analysis of two trajectories, namely, the trajectories of freshman 18 and freshman 21. We choose these students because they represent the most extreme social positions that can be found in the analyzed networks. The associated trajectories represent extreme social positions, with student 18 having the worst social status (positive quadrants of the plane), and student 21 having the best social situation (negative quadrants of the plane). The trajectory of freshman 18, depicted in Figure 8 , is somewhat irregular, showing frequent changes in direction from time to time. However, if we consider an overall view of this trajectory we verify that the trend is to move upwards and slightly rightwards, with most of the time points being located in the first quadrant of the plane. With concern to amplitude, though the trajectory is not very close, it reveals some stability of the social position of student 18 over the analyzed period, once he tends to be positioned within the space of the first quadrant. Therefore, we can deduce that this student is a bit unsociable, at least within the social circle of the university freshmen, showing a low social status and weak closeness to the remaining members of the network. Other interesting fact is that, along time, the sociability of this student tends to deteriorate, since he moves to the northeast of the plane, contrary to what would be expected. To better understand this outlying behavior we analyzed additional information and we found out that student 18 is a non-smoker and was attending the 2-year program. Since only 6 of the 32 freshmen are enrolled in this program, we infer that he had fewer opportunities to interact than students from other programs and, due to his personality traits derived from the analysis, he may not used them as a way to create bonds and improve his social position.
At the opposite extreme, we have a female smoker student, the so-called freshman 21, that was attending the 3-year program. Her trajectory, though having a low amplitude, is quite irregular, oscillating from the second to the third quadrant of the plane, as can be ascertained from Figure 9 . The lack of trend in trajectory's direction, especially along the y-axis, can be indicative of some social instability with respect to the influence that exerts in the group and the easiness in reaching others in the network. In t 0 she occupies the best position in the plane, compared with the subsequent time points. This is explained by the fact that she had a few acquaintances from the former school, while most of her colleagues did not. However, three weeks after the first questionnaire, i.e. in t 1 , the situation changes since meanwhile people had time to know each other and establish ties. Consequently, the relative social status of student 21 decreases, mostly because of the increase of other students' social behavior. This reflects in a displacement of the student in the plane to a position closer to the origin. In short, and comparing the first time point with the last one (t 6 ), we observe that freshman 21 slightly decreased her popularity, by moving rightwards, and decreased her influence and reachability, by moving upwards. Nevertheless, she was able to maintain her social power during the time horizon of the study, being the most popular student of the network.
In this paper we also mentioned that the comparison of different trajectories can help us identify actors with similar evolution in dynamic networks. We show an example of such analysis by comparing the trajectories of student 27 and student 30, illustrated in Figure 10 . At a first glance, the shape of the trajectories does not look very much alike. Nevertheless, if we take into consideration the position of the time points, we observe that, in both cases, they are positioned in the same quadrants (e.g. t 4 /t 5 are located in the second quadrant, t 1 /t 2 in the third quadrant, and t 3 /t 6 are located in the fourth quadrant). Also, the movement of the time points in the plane is quite identical (e.g. in time point t 3 , when student 27 moves to the southeast direction of the space, student 30 also takes the same direction). Based on this kind of information we assume that students 27 and 30 show similar social behavior over time. Note that they also have identical scores in the two first components of matrix A, as can be seen from Figure 5 .
Related Work
Traditional approaches to represent high-dimensional data include projections of data entities in low-dimensions spaces, that preserve most of the original data variation. Examples of such representations are the ones yielded by PCA, where the entities are usually plotted in a bidimensional subspace spanned by the first and the second principal components. On the other hand, when dealing with tensorial representations of data, the analysis of their decompositions are commonly performed through the analysis of graphical representations of the component matrices of each mode, where the x-axis represent the entities of the corresponding mode and the y-axis represent the entries of the component matrix. However, both these approaches do not meet the requirements we would like to embed in a visualization scheme for evolving data, which are compactness, substance and simplicity.
A good survey on time-oriented visualization approaches appears in Aigner et al. (2007) . The work of Sun et al. (2009) also discusses a topic similar to the one addressed in this paper. In this work, they propose a hybrid approach that summarizes and extracts patterns from tensorial representations of large content-based social networks, by first performing a high-order dimensionality reduction using Tucker decomposition and, then, clustering the dimensions of each one of the decomposed modes (Sun et al., 2009 ). The extracted patterns are presented to the user by means of a hierarchical graph visualization, which is build upon the results of the cluster analysis. Nevertheless, they do not define temporal trajectories of entities, or focus on the study of their evolution.
To the best of our knowledge the most related work to ours is the STATIS method, proposed by Lavit et al. (1994) . One of the steps of this method consists in projecting the trajectories of individuals, over time, in the so-called "compromise space". The main difference between our trajectories and the STATIS trajectories lies in the space where we define them which, in our case, is based on the decomposition yielded by the Tucker3 model. Besides, in STATIS the interpretation of the trajectories is made in relation to the average trajectory of a fictitious individual, while in our approach the interpretation is based on the properties of the trajectories themselves (e.g. direction, shape, amplitude, etc.).
Summary and Conclusions
In this paper we discussed a new approach to visualize dynamic social networks, which is based on the extraction of temporal trajectories from tensorial representations of timeevolving structures. Our main contribution in this work is the definition of trajectories, at both the actor-level and the community-level, in a bidimensional space spanned by the components yielded by a Tucker3 model. A case study using a set of self-reported friendship networks among university freshmen revealed that the proposed approach has several desirable features, being concomitantly simple, informative and compact, thus allowing to intuitively understand patterns and structural changes in the evolution of dynamic social network. 
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