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Abstract
Let p be a prime number, let Fp be the algebraic closure of Fp = Z/pZ, let C be an
absolutely irreducible curve in Ar (Fp) and h = (h1, . . . , hs) a rational map deﬁned on the
curve C. We investigate the distribution in the s-dimensional unit cube (R/Z)s of the images
through h of the Fp-points of C, after a suitable embedding.
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1. Introduction
An arithmetic geometer lecturing on elliptic curves might draw an example like the
real locus of y2 = x3 − x:
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The real locus of y2 = x3 − x
To understand the elliptic curve (for instance in deﬁning its L-function) one often
must study it modulo p for all primes p; and our arithmetic geometer has been known
to discuss this “reduction” modulo p by using the same picture. Although this may be
illustrative of geometric concepts, it does not seem to reﬂect the true picture of the
curve modulo p. For example, taking p = 957 one has the following:
Points (x/p, y/p) where y2 ≡ x3 − x (mod p) with 0x, y < p
It does not seem as if the points on the curve modulo p conform to some geometric
curve, but rather they seem to be uniformly distributed across the square (and indeed
one gets a similar impression looking at the picture for other primes p). In other words,
if  is a subset of the unit square, it seems as if #{0x, yp−1: y2 ≡ x3−x (mod p)
and (x/p, y/p) ∈ } is roughly Vol()p. Our goal in this paper is to show that this
is so in some generality.
One objection to what we have just suggested is that we have chosen a particular
embedding of the points mod p onto the unit square, and it may be that a different
embedding will not show such an unclear picture (that is, that the points may then
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appear to lie along a geometric curve). Thus we will allow any embedding given
by a rational map, and determine whether the embedded points are then necessarily
uniformly distributed.
Sometimes one does get a clear picture: indeed, certain rational maps will embed the
points of our curve into a geometrically identiﬁable object in our range. For example
the map (x, y) → ((x + y2)/p, x3/p + 1/2) (mod 1) for integers (x, y) satisfying
y2 ≡ x3− x (mod p) maps the points on our curve into the line v = u+ 1/2 (mod 1)
in our range, and this is easily recognized in [0, 1)2 (or, more precisely, in the two
dimensional torus (R/Z)2). It is not hard to cook up further examples where points on
a curve are injected into a translate of a linear subspace of the range (that is, a surface),
so that the points could not be uniformly distributed in the unit cube, as we suggested
in the previous paragraph. However if one considers the curve to be embedded inside
the smallest such surface then one can ask whether the points are uniformly distributed
therein, and this is what we prove to be true, as the main result in this paper.
2. Uniform distribution in the whole space
Let p be a prime number, and let Fp be the algebraic closure of Fp. We identify
Fp with the set Z/pZ = {0, 1, . . . , p − 1} and so, given x ∈ Fp, we can consider the
rational number t (x) = x/p ∈ T := R/Z = [0, 1); thus we associate Fp with pT ∩ Z.
In this way Fsp injects into the s-dimensional unit cube Ts = [0, 1]s , with a point
x = (x1, . . . , xs) ∈ Fsp being sent to t (x) = (x1/p, . . . , xs/p) ∈ Ts .
We recall that a curve C, deﬁned over Fp, is called absolutely irreducible if it remains
irreducible over the algebraic closure Fp.
Let C be an absolutely irreducible curve of degree d, deﬁned over Fp, embedded
in afﬁne space Ar (Fp). We shall call h = (h1, . . . , hs) a suitable rational map C →
As(Fp), with hj = fj/gj , where fj , gj ∈ Fp[X1, . . . , Xr ] if C is not contained in
the hypersurface gj = 0, for 1js. Deﬁne the degree, D, of h to be the maximum
of max{deg fj , deg gj } for 1js. By the above identiﬁcation, the set C(Fp) of Fp-
points on C becomes a subset of Tr , while its image t (h(C(Fp))) will be a subset of
Ts .
Given a domain  ⊆ Ts let C,h() be the proportion of points x ∈ C(Fp) for which
t (h(x)) ∈ , that is,
C,h() =
#{x ∈ C(Fp) | t (h(x)) ∈ }
#C(Fp) . (1)
We shall say that 1, h1, . . . , hs are linearly independent along C, if C is not contained
in any hyper-surface of the form
c0 + c1h1(X)+ · · · + cshs(X) = 0 (2)
with c0, c1, . . . , cs ∈ Fp not all zero. In other words, c1 = · · · = cs = 0 whenever
c1h1(X)+ · · · + cshs(X) is constant along the curve C. We say that h is L-free along
A. Granville et al. / Journal of Number Theory 112 (2005) 216–237 219
C if C is not contained in any hyper-surface (2) with c1, . . . , cs ∈ [−L,L], and not
all zero. In particular 1, h1, . . . , hs are linearly independent along C exactly when h is
(p − 1)/2-free along C.
We begin by improving and generalizing results from [1,3,13,16,17] which focus on
the C,h() without consideration of relations like (2) (which we take into account in
the next section).
Theorem 1. Let r2 and s, d,D1 be integers. For any domain  ⊆ Ts with
piecewise smooth boundary, any absolutely irreducible curve C of degree d in Ar (Fp)
deﬁned over Fp and any suitable rational map h : C → As(Fp) of degree D which is
L-free along C, one has
C,h() = ()+Or,s,d,D,
(
L−1/s + p−1/2s logL
)
,
where  denotes the normalized Haar measure on Tr .
For Lp1/2 the error term is O(p−1/2s logp), which improves and extends the
result of [13] (obtained under the condition corresponding to L = (p − 1)/2).
In effect Theorem 1 says that if the image of C(Fp) through (h1, . . . , hs) is not
contained inside a surface of the form (2), then it is uniformly distributed (indeed,
the discrepancy of this set is very small). Evidently if the image is contained inside a
surface of the form (2), then it cannot be uniformly distributed. However in the next
section we will show that this image does satisfy a different, but just as natural (when
explained), distribution law.
3. Uniform distribution in a translate of a proper subspace
In this section we investigate the case when the curve C and the map h are such
that there exist integers c0, c1, . . . , cs ∈ {−(p − 1)/2, . . . , (p − 1)/2} not all zero for
which (2) holds. So in this case 1, h1, . . . , hs are no longer linearly independent along
the curve C. We ﬁrst discuss some terminology. We look at the components h1, . . . , hs
of h and select a maximal subset of them which, together with the constant function
h0(x) = 1, form a set which is linearly independent along the curve C. We may assume
without any loss of generality that {h1, . . . , hs0} is such a subset. Thus in what follows
we assume that 1, h1, . . . , hs0 are linearly independent along C, and for any s0 < is,
hi can be written as a linear combination of 1, h1, . . . , hs0 along the curve C. In
other words, there are (uniquely deﬁned) integers cij ∈ {−(p − 1)/2, . . . , (p − 1)/2},
s0 + 1 is, 0js0, such that C lies inside each of the hyper-surfaces deﬁned
modulo p by
hi(x) =
∑
0 j s0
cij hj (x).
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Then for x ∈ C(Fp) the vector h(x) = (h1(x), . . . , hs(x)) ∈ Fsp lies inside the subset
W of Fsp given by
W =

(y1, . . . , ys) ∈ Fsp : yi = ci0 +
∑
1 j s0
cij yj , s0 + 1 is

 .
Thus W is a translate of a proper vector subspace of Fsp, and it is the smallest translate
of a proper vector subspace of Fsp which contains h(C(Fp)).
One would naturally like to have a geometric image of this situation, so we are
interested to see how t (W), which contains the set t (h(C(Fp))) whose distribution we
are investigating, sits inside the torus (R/Z)s . Now (R/Z)s is not a vector space, but
it is a Z-module. So it makes sense to consider the subset, call it EC,h, of (R/Z)s ,
deﬁned by
EC,h =

(z1, . . . , zs) ∈ (R/Z)s : zi = ci0p +
∑
1 j s0
cij zj , s0 + 1 is

 .
Note that EC,h is nonempty, since from the deﬁnition of the map t it follows that for
any (y1, . . . , ys) ∈ W one has (t (y1), . . . , t (ys)) ∈ EC,h. Therefore
t (h(C(Fp))) ⊆ t (W) ⊆ EC,h. (3)
Sometimes, referring to (3), we say that t (h(C)) is embedded inside a translate of a
proper subspace of (R/Z)s , although, strictly speaking, EC,h is a translate of a Z-
submodule of (R/Z)s . More generally, by a translate of a proper subspace of (R/Z)s
we mean a set of the form
(z1, . . . , zs) ∈ (R/Z)s :
∑
1 j s
cij zj = i , 1 i l

 ,
where cij ∈ Z and i ∈ (R/Z) for 1 i l, 1js. We now ﬁx some notation and
proceed to describe our results. The set of hyper-surfaces of the form (2) which contain
C form a vector space over Fp, which we will denote V ⊥; that is
V ⊥ := {u ∈ Fsp : u · h(x) is constant for x ∈ C}.
For each u ∈ V ⊥ we deﬁne (u) := u · h(x), so that C lies inside the hypersurface
given by the equation
u1h1(x)+ · · · + ushs(x) = (u), (4)
for every u = (u1, . . . , uk) ∈ V ⊥.
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Let V be the vector space perpendicular to V ⊥ in Fsp, so that u · v = 0 for all
v ∈ V,u ∈ V ⊥. Let  be a vector for which u · = (u)/p for all u ∈ V ⊥, so that
{y ∈ Fsp : u · y = (u) for all u ∈ V ⊥} = p + V. (5)
Therefore h(C(Fp)) is embedded inside the translation p+V of the proper subspace
V of Fsp; and so t (h(C(Fp))) is embedded inside  + t (V ).
Note that no proper subspace of + t (V ) can contain t (h(C)), because such a sub-
space will then have an orthogonal space which is larger than V ⊥, and this contradicts
the deﬁnition of V ⊥. In other words, in the notation from the beginning of this section
we have
 + t (V ) = t (W) ⊆ EC,h.
Theorem 2. Let r2 and s, d,D1 be integers. Let E ⊆ Ts be a translate of a
subspace of dimension s0 of Ts , and let  be a domain in Ts whose intersection with
E has piecewise smooth boundary. For any absolutely irreducible curve C of degree d
in Ar (Fp) deﬁned over Fp and any suitable rational map h : C → As(Fp) of degree
D, for which EC,h = E,
C,h() = E( ∩ E)+Or,s,d,D,E,
(
p−1/2s0 logp
)
,
where E denotes the normalized Haar measure on E.
Thus we now have results which apply in all cases, and with better error terms than
in previous literature. Note that the error term here depends on E. In Section 11 we
obtain such a result in which the error term is independent of E, but which only holds
for boxes (with edges parallel to the co-ordinate axes).
4. Global geometry and distribution questions
In the previous section we assumed that prime p was ﬁxed. In this section we shall
assume that C is an absolutely irreducible curve of degree d, deﬁned over Z, embedded
in afﬁne space Ar (C) and that h = (h1, . . . , hs) is a suitable rational map C → As(C),
with hj = fj/gj , where fj , gj ∈ Z[X1, . . . , Xr ]. We now deﬁne
V ⊥ := {u ∈ Zs : u · h(x) is constant for x ∈ C}.
For each u ∈ V ⊥ we deﬁne (u) := u · h(x), so that C lies inside the hyper-surface
given by the equation
u1h1(x)+ · · · + ushs(x) = (u), (6)
for every u = (u1, . . . , uk) ∈ V ⊥.
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Let V be the vector space perpendicular to V ⊥ in Qs , so that u · v = 0 for all
v ∈ V,u ∈ V ⊥. Let  be a vector for which u · = (u) for all u ∈ V ⊥. Therefore
h(C(Q)) is embedded inside  + V .
In order to simplify the presentation, let us assume in what follows that h0 :=
1, h1, . . . , hs0 are linearly independent along C and that there are cij ∈ Z, s0+1 is,
0js0 such that C lies inside each of the hyper-surfaces given by
hi(X) =
∑
0 j s0
cij hj (X).
Then V ⊥ will be generated by the vectors (ci0, . . . , cis0 , 0, . . . , 0,−1, 0, . . . , 0) s0 +
1 is. We also consider the subspace EC,h of (R/Z)s given by
EC,h =

(z1, . . . , zs) ∈ (R/Z)s : zi =
∑
1 j s0
cij zj , s0 + 1 is

 .
Let us denote the reductions of C and h into Fp by Cp and hp, respectively. Let
V ⊥p := {u ∈ Fsp : u · hp(x) is constant for x ∈ Cp}.
Note that the reduction mod p of any vector from V ⊥ lies in V ⊥p . Note also that there
may be integer vectors u for which u ·h(x) is not constant along the curve C, while its
reduction is constant modulo p. We will show hovewer that such vectors u and such
primes p are rare enough so that on average over p, the measure Cp,hp looks like the
normalized Haar measure on EC,h. More precisely, we will prove the following result.
Theorem 3. Let r2 and s, d,D1 be integers. Let C be an absolutely irreducible
curve of degree d , deﬁned over Z, embedded in afﬁne space Ar (C) and let h =
(h1, . . . , hs) be a suitable rational map C → As(C), with hj = fj/gj , where fj , gj ∈
Z[X1, . . . , Xr ], of degree at most D. Let s0 denote the dimension of EC,h, and let 
be a domain in Ts whose intersection with EC,h has piecewise smooth boundary. Then
Cp,hp () = EC,h( ∩ EC,h)+Or,s,s0,d,D,C,h,
(
p−1/2s0s
)
,
for all but O(√P) primes p ∈ [P, 2P ], where EC,h denotes the normalized Haar
measure on EC,h.
5. Residue races
In a “residue race” we seek to determine the number RC,h of x ∈ C(Fp) for which
t (h1(x)) < · · · < t(hs(x)) (7)
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(we let t (hi(x)) = 1 if hi has a pole at x). Theorem 2 implies an estimate for any suit-
able h in terms of the measure of a certain domain. (This problem has previously been
studied for hi(x) = aix ∈ Fp[x] in [8], for hi(x) = 1/(x + ai) over arbitrary residue
rings in [4], and for hi(x, y) ∈ Fp(x, y) with s = 2 in [15].) If 1, h1, . . . , hs are linearly
independent along C, we can use Theorem 1 directly to show that all the s! possible or-
ders among the numbers t (h1(x)), . . . , t (hs(x)) in (7) are asymptotically equally likely.
Indeed, since the simplex s =
{
(1, . . . , s) ∈ Ts : 01 < · · · < s < 1
}
satisﬁes
the conditions of Theorem 1 and (s) = 1/s!, we derive the following result:
Corollary 1. Let r2 and s, d,D1 be integers. For any absolutely irreducible curve
C of degree d in Ar (Fp) deﬁned over Fp and any suitable rational map h : C → As(Fp)
of degree D which is L-free along C, one has
RC,h = p
s! +Or,s,d,D
(
pL−1/s + p1−1/2s logL
)
.
In particular if 1, h1, . . . , hs are linearly independent along C we may take L = √p
and obtain an error term Or,s,d,D(p1−1/2s logp).
When C = Fp one can imagine such a “residue race” taking place on a stadium of
unit length where the “competitors” h1, . . . , hs are at the points t (h1(x)), . . . , t (hs(x))
after x seconds, for x = 0, 1, . . . , p− 1. Corollary 1 may be interpreted as saying that
each of the s! possible orderings of the competitors occurs about 1/s! of the time.
Moreover the condition that 1, h1(x), . . . , hs(x) are linearly independent modulo p is
equivalent to the condition that the speeds h′1(x), . . . , h′s(x) of the competitors are
linearly independent modulo p.
The residue races discussed just above are “long races”; for example when C = Fp,
they are races over a complete set of representatives modulo p. However we might
also wish to consider shorter races where, instead in our example, the race is only
over a subinterval J of [0, 1]; that is, for what proportion of x ∈ t−1(J ) does (7)
hold? More generally, we might restrict our attention to when x ∈ t−1(1) for some
given region 1 ⊆ [0, 1]r . Thus we denote by C,h(1,2) the proportion of elements
x ∈ C(Fp) ∩ t−1(1) for which t (h(x)) ∈ 2, so that
C,h(1,2) =
#{x ∈ C(Fp) ∩ t−1(1) | t (h(x)) ∈ 2}
#{x ∈ C(Fp) ∩ t−1(1)}
= #{x ∈ C(Fp) | t (x) ∈ 1 and t (h(x)) ∈ 2}
#{x ∈ C(Fp) | t (x) ∈ 1}
= C,H()
C,Id(1)
,
where  = 1 × 2 ∈ Tr+s , and H is the rational map Id × h : C → Ar+s(Fp),
given by Hj = xj for 1jr, and Hj = hj−r for r + 1jr + s. If Theorem 1 is
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applicable then
C,H() = ()+Or,s,d,D,1,2
(
L−1/(r+s) + p−1/2(r+s) logp
)
and
C,Id(1) = (1)+Or,d,1
(
p−1/2r logp
)
;
and we have () = (1)(2) by deﬁnition, so that we obtain the following
result.
Corollary 2. Let r2 and s, d,D1 be integers. For any domains 1 ⊆ Tr , 2 ⊆ Ts
with piecewise smooth boundaries, any absolutely irreducible curve C of degree d in
Ar (Fp) deﬁned over Fp and any suitable rational map h : C → As(Fp) of degree D,
for which the map H := (x1, . . . , xr , h1, . . . , hs) is L-free along C, one has
C,h(1,2) = (2)+Or,s,d,D,1,2
(
L−1/(r+s) + p−1/2(r+s) logL
)
.
Given a domain  in Tr with a piecewise smooth boundary, deﬁne RC,h() to be
the number of points x from C(Fp) which lie inside the region  and for which (7)
holds. Then from Corollary 2 we derive:
Corollary 3. Let r2 and s, d,D1 be integers. For any domain  ⊆ Tr with
piecewise smooth boundary, any absolutely irreducible curve C of degree d in Ar (Fp)
deﬁned over Fp and any suitable rational map h : C → As(Fp) of degree D, for which
the map H := (x1, . . . , xr , h1, . . . , hs) is L-free along C, one has
RC,h() = p
s!
(
1+Or,s,d,D,
(
L−1/(r+s) + p−1/2(r+s) logL
))
.
6. The spectrum of , and lines
Let r2 and s, d,D1 be integers. For any given domain  ⊆ Ts with piecewise
smooth boundary let p() be the set of values C,h(), where C and h are as
in Theorem 2. Let the spectrum () := limp→∞ p() (where we deﬁne A∞ =
limn→∞ An for sets of points An, by z ∈ A∞ if and only if there exists zn ∈ An such
that limn→∞ zn = z). Let p() be the set of values L,Id() where L runs over
the set of lines, and Id is the identity; and () := limp→∞p(). We prove the
following result which implies, in essence, that all values of our measure on  are
obtained when we simply consider the set of lines:
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Theorem 4. With the deﬁnitions as above, for any given domain  ⊆ Ts with piecewise
smooth boundary, we have () = ().
Given nonzero a,b ∈ Zs and prime p, deﬁne the line Lp := {a + tb : t ∈ Fp}. As
in [8], one can easily show that
Lp,id() =
∫
0 t<1
a/p+tb∈
1 dt +O
(
1
p1/s
)
.
Therefore
() = () =
{∫
0 t<1
a+tb∈
1 dt : a ∈ Ts ,b ∈ Zs
}
.
It is an interesting, and perhaps tractable, problem to determine (). By varying a
continuously, one can easily show that () is a union of intervals. For example, in
the “Residue Race” problem of the previous section we have  = s , and it is easy to
see that (s) = [0, 1) simply by taking the lines {(0, 1, 2, . . . , s−1)+t (1, 1, . . . , 1) :
t ∈ [0, 1)} to get measure 0 if  = 0, and 1− (s − 1) for 0 <  < 1/(s − 1).
Ref. [8] considers the residue race problem for lines going through the origin with
 = s : Deﬁne (0)p () be the set of values C,h(), where C and h are as in
Theorem 2 and 0 ∈ h(C), and let (0)() := limp→∞ (0)p (). Similarly deﬁne
(0)(). We note in the proof of Theorem 4 that (0)() = (0)(). Thus, Granville
et al. [8] studied (0)(s) (= (0)(s)) and found that it is rather complicated (in
contrast to (s), determined above). We quote some of the results from there:
It is trivial to show that (0)(2) = {0, 1/2} since we get 0 taking the line t (1, 1),
and if b is not a scalar multiple of (1, 1), then tb ∈ 2 if and only if (1− t)b /∈ 2.
The spectrum (0)(3) is also discrete. It has smallest elements 0 and then 1/12,
and largest element 1/3. The set of accumulation points,
Acc((0)(3)) = {0, 1/6} ∪ {1/6+ 1/12d : d = 0,−1} ⊂ {0} ∪ [1/8, 1/4].
In fact {u ∈ (0)(3) : u1/4} = {1/4} ∪ {(1/4)(1 + 1/d) : odd d3}, and
{u ∈ (0)(3) : u1/8} = {1/8} ∪ {(1/8)(1− 1/d) : odd d1}.
The spectrum (0)(4) is also discrete. It has largest element 1/4 and smallest
elements
0, 1462 ,
1
420 ,
1
390 ,
1
336 ,
1
330 ,
1
312 ,
1
308 ,
1
288 ,
1
286 ,
1
273 ,
1
270 ,
1
266 ,
1
264 ,
1
260 ,
1
255 . . .
One can completely determine Acc((0)(4)), and show {u ∈ (0)(3) : u1/6} =
{1/6} ∪ {(1/6)(1+ 2/d) : d4 and d ≡ 1 (mod 3)}.
It is also shown that 1/s is the largest element of Acc((0)(s)) for s42 (and
this is probably true for all s), though little else is known about these spectra. One
interesting question is to determine the smallest element of the spectrum other than 0:
these are 1/2, 1/12, 1/462 for s = 2, 3, 4 and at most 1/47475 for s = 5.
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7. A discussion of discrepancies
For a ﬁnite set A ⊆ Tk and domain  ⊆ Tk , we deﬁne the discrepancy
(A,) :=
∣∣∣∣#{a ∈ A : a ∈ }#{a ∈ A} − ()
∣∣∣∣ ,
and the box discrepancy of A,
D(A) := sup
B⊆Tk
(A,B),
where the supremum is taken over all boxes B = [1,1] × · · · × [k,k].
We deﬁne the distance between a vector u ∈ Tk and a set  ⊆ Tk by
dist(u,) = inf
w∈
‖u− w‖
where ‖v‖ denotes the Euclidean norm of v. Given ε > 0 and a domain  ⊆ Tk we
deﬁne the sets
+ε =
{
u ∈ Tk\ | dist(u,) < ε
}
and
−ε =
{
u ∈  | dist(u,Tk\) < ε
}
.
Let b(ε) be any increasing function deﬁned for ε > 0 and such that limε→0 b(ε) = 0.
Following [10,11], we deﬁne the class Mb of domains  ⊆ Tk for which

(
+ε
)
b(ε) and 
(
−ε
)
b(ε).
A relation between D(A) and (A,) for  ∈ Mb is given by the following
inequality from [10] (see also [11]).
Lemma 1. For any domain  ∈Mb, we have
(A,) = Ok
(
b
(
k1/2D(A)1/k
))
.
The Koksma–Szüsz inequality [9,12] (see also Theorem 1.21 of [6]), which general-
izes the Erdo˝s–Turan inequality [7], provides an important link between box discrepancy
and exponential sums:
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Lemma 2. For integer L > 1, and a set A ⊆ Tk of N points, one has
D(A) = O

 1L + 1N
∑
c=(c1,...,ck)∈Zk\{0}|cj |L for each j
1∏k
i=1(1+ |ci |)
∣∣∣∣∣
∑
a∈A
e (c · a)
∣∣∣∣∣

 .
For brevity, we deﬁne ep(z) = e(z/p) in this section.
The following statement is a generalization of bound (17) of [13]:
Lemma 3. Let r2 and s, d,D1 be integers. For any absolutely irreducible curve C
of degree d in Ar (Fp) deﬁned over Fp and any suitable rational map h : C → As(Fp)
of degree D, deﬁne H = {t (h(x))| x ∈ C(Fp)}. If h is L-free then the box discrepancy
D(H) = Os,r,d,D
(
L−1 + p−1/2 logs L
)
.
Proof. As in [13] we remark that Theorem 6 of Bombieri [2] implies the bound
∑
x∈C(Fp)
ep

 s∑
j=1
cjhj (x)

 = Ok,r,d,D (p1/2) (8)
whenever the function c1h1 + · · · + cshs is non-constant along the curve C. Since h is
L-free along C, the sum in Lemma 2 only contains terms for which (8) applies, and
so we obtain the desired result. 
Proof of Theorem 1. We have C,h(B) = (B) + Or,s,d,D,B
(
L−1 + p−1/2 logs L)
whenever B is a box, by Lemma 3. Now, since  has a piecewise smooth boundary,
one has, for any small ε > 0, that 
(
±ε
)  ε, see [14] for a more precise state-
ment. Therefore |C,h() − ()|(H,) s, D(H)1/s  L−1/s + p−1/2s logL
by Lemma 1, which is Theorem 1. 
8. The non-free case: Proof of Theorem 2
Let r, s, s0, d,D,E,, C and h be as in the statement of Theorem 2.
We select a maximal subset of {h1, . . . , hs} which, together with the constant function
h0(x) = 1, form a set which is linearly independent along C. We assume in what follows
that {h1, . . . , hs0} is such a set. Thus 1, h1, . . . , hs0 are linearly independent along C,
and there are integers cij ∈ {−(p−1)/2, . . . , (p−1)/2}, s0+1 is, 0js0, such
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that C lies inside each of the hyper-surfaces given by
hi(x) =
∑
0 j s0
cij hj (x).
Let Proj : Ts → Ts0 denote the projection on the ﬁrst s0 coordinates, that is,
Proj((y1, . . . , ys)) = (y1, . . . , ys0) ∈ Ts0 , for any (y1, . . . , ys) ∈ Ts .
Consider also the linear map A : Ts0 → Ts given for any (z1, . . . , zs0) ∈ Ts0 by
A((z1, . . . , zs0)) = (z1, . . . , zs) ∈ Ts , where for any s0 + 1 is, zi is deﬁned by
zi =
∑
0 j s0
cij zj .
Note that for points y = (y1, . . . , ys) ∈ Ts of the form y = t (h(x)) with x on the
curve C, one has
A(Proj(y)) = y.
Also, if we denote
h˜ = (h1, . . . , hs0) = Proj ◦ h,
then for any point z = (z1, . . . , zs0) ∈ Ts0 of the form z = t (h˜(x)) with x on the curve
C, we have
Proj(A(z)) = z.
Since 1, h1, . . . , hs0 are linearly independent along C, the image t (h˜(C)) of h˜(C) in
Ts0 will not be contained in any translate of a proper subspace of Ts0 . Therefore
A(t(h˜(C))), which coincides with t (h(C)), will be contained in A(Ts0) but will not be
contained in any proper subspace of A(Ts0). This says that A(Ts0) = EC,h = E.
Next, by the deﬁnition of C,h and the fact that the Fp-points on C are sent through
the map h inside E, we see that for any domain  ∈ Ts ,
C,h() = C,h( ∩ E).
Also, if we denote
˜ := Proj( ∩ E) = A−1( ∩ E),
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then by the deﬁnition of C,h˜ we ﬁnd that
C,h˜(˜) = C,h( ∩ E).
Therefore
C,h() = C,h˜(˜). (9)
Now, when we send objects via the map A : Ts0 → E ⊆ Ts , the measure gets
multiplied by a constant factor (given by the Jacobian of the linear map A). However,
the normalized Haar measure on Ts0 corresponds via A to the normalized Haar measure
on E. Hence
Ts0 (˜) = E( ∩ E). (10)
At this point we apply Theorem 1 to C, h˜, ˜ and L = (p − 1)/2. It follows that
|C,h˜(˜)− Ts0 (˜)|Cp−1/2s0 logp, (11)
where the constant C depends on r, s, s0, d,D and the region ˜. The region ˜ depends
in turn on A,  and E. Here A is a linear map from Ts0 into Ts which sends Ts0 to
E, and so A depends on the given subspace E of Ts . Theorem 2 now follows from
(9)–(11). 
9. Averaging over p: Proof of Theorem 3
Let r, s, s0, d,D,, C and h be as in the statement of the theorem. We also put
E = EC,h. Take a large P, and for any prime p ∈ [P, 2P ], consider the reductions Cp
and hp of C and h into Fp. By Theorem 9.7.7 of SGA IV [5] it follows that Cp is
absolutely irreducible for p large enough.
We now claim that for any a ∈ Zs \ V ⊥ with each |aj |
√
P , there are at most
logN/ logP C,h 1 primes p ∈ (P, 2P ] for which a ∈ V ⊥p .
Indeed, a curve C in Ar (Q) that is deﬁned over Z, can be assumed to be written as
(the intersection of) r − 1 polynomials in x1, . . . , xr . By taking resultants to eliminate
variables, this can be rewritten as (the intersection of) r − 1 polynomials wj(xj , x1) ∈
Z[xj , x1] for 2jr .
For given a ∈ Zs \ V ⊥ let fa/ga = h · a with fa, ga ∈ Z[x1, . . . , xr ]. Taking the
resultant of fa − ga with each wj in turn, to eliminate x2, . . . , xr , we obtain a poly-
nomial F(, x1) ∈ Z[x1, ]. Note that deg fa and deg ga can be bounded independently
of a, and thus so can degF . Write F(, x1) =∑ ci()xi , and then let I be the ideal
generated by the ci() over Z[]. We claim that I contains a non-zero integer, for
230 A. Granville et al. / Journal of Number Theory 112 (2005) 216–237
if not then all the ci() are divisible by a common factor over Q[] and thus have
a common root, say 0, so that h · a = 0 on C and therefore a ∈ V ⊥. Let N be
the smallest positive integer in I, which evidently can be bounded in terms of the
degree and coefﬁcients of F(, x1), and thus by a power of maxj |aj | times a constant
depending only on C and h.
Suppose P is sufﬁciently large (depending only on C and h), so that Cp is absolutely
irreducible for all primes p ∈ (P, 2P ]. If, for a given integer , the polynomial F(, x1)
is not identically zero mod p, then there are at most degF values of x1 satisfying
F(, x1) ≡ 0 (mod p). For each such x1 there are at most degwj values of xj with
wj(xj , x1) ≡ 0 (mod p) (since p is larger than the coefﬁcients of any of the wj ),
and thus there are OC,h(1) points on the intersection of C and h · a − . Therefore
a ∈ V ⊥p else this intersection contains C(Fp), which has p +OC,h((p1/2))! p points
(by Weil’s Theorem), giving a contradiction as p > P is sufﬁciently large.
Therefore if a ∈ V ⊥p then the polynomial F(, x1) is identically zero mod p for some
integer . But then each ci() = 0 and so p divides N. Thus for a given a ∈ Zs \ V ⊥
with each |aj |
√
P , there are at most logN/ logP C,h 1 primes p ∈ (P, 2P ] for
which a ∈ V ⊥p . This proves the claim.
Let now L = P 1/2s . Then the number of vectors a ∈ Zs \ V ⊥ with each |aj |L
is Os(
√
P). For each of these vectors a we know that there are OC,h(1) primes p ∈
(P, 2P ] for which a ∈ V ⊥p . Therefore, for any prime number p ∈ [P, 2P ] outside an
exceptional set having OC,h(
√
P) elements, we may assume in what follows that for
any a ∈ V ⊥p with each |aj |L we have a ∈ V ⊥.
In order to ﬁnish the roof of the theorem, we proceed as in the proof of Theorem 2.
Thus we consider the projection Proj : Ts → Ts0 and the linear map A : Ts0 → E ⊆
Ts . Note that A is independent of p. At the same time we should remark that the maps
Proj and A do not have exactly the same meaning as in the proof of Theorem 2 for
any given p, since E and ECp,hp may be distinct. What we know however is that for
any p outside the above exceptional set of primes, if we denote h˜p := Proj ◦ h, then
the map h˜p is almost L-free. Actually, the linear map A may increase or decrease the
lengths of our vectors a ∈ V ⊥p . But, since A is kept ﬁxed, these lengths increase or
decrease by at most a factor which is independent of p. Therefore h˜p is cAL-free, for
some constant cA > 0 depending on A. We may then apply Theorem 1 for Cp, h˜p,
˜ := A−1( ∩ E) and cAL, for each p not in the exceptional set, in order to ﬁnish
the proof as in the proof of Theorem 2. 
10. Boxes and parallelepipeds
Here by a box we mean a rectangular parallelepiped. Thus a box in Rs or in Ts
will be a subset of the form B = [1, 1] × · · · × [s , s], while a parallelepiped is any
set that can be sent to a box by a linear map.
Note that the error term in Theorem 1 for a general region  with piecewise smooth
boundary is signiﬁcantly worse than the error term from Lemma 3, which corresponds
to the case when  is a box.
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One may then naturally expect that the error terms in Theorems 2 and 3 could also
be substantially improved in the particular case when the region  is a box.
One easy way to obtain such an improvement in Theorem 2 is to let  be any
parallelepiped in Ts whose image in Ts0 via our projection Proj, is a box. In this way
one obtains a result as accurate as the one from Lemma 3. This result, however, will
only concern a particular class of parallelepipeds in Ts , and, depending on the position
of the given subspace E inside Ts , this class of parallelepipeds may or may not contain
any boxes.
Below we describe a general method, which does apply to general boxes. The method
works in the context of Theorem 2, and then can also be used in combination with
averaging over p, in the context of Theorem 3. In the process we also investigate the
Fourier expansion of our measures, which can also be used as a tool to understand the
given measures.
For any integer vector a = (a1, . . . , as) let a denote the Borel complex measure on
the torus Ts with density function given by x "→ e(a · x) (where, here and henceforth,
e(z) = exp(2i	z)), that is, for any domain  ⊆ Ts
a() =
∫
x∈
e(a · x) dx. (12)
In particular 0 = , our normalized Haar measure. Then
t (V )(− ) ≈
∑
a∈V⊥
e
(
(a)/p
)
a() (13)
(see (10) and (12) below). We remark that if 1, h1, . . . , hs are linearly independent
along C then the sum on the right side of (13) consists of only the a = 0 term, so we
obtain our normalized Haar measure .
We now proceed to investigate the measure from Theorem 2 in the case when  is
a box.
As above we associate Fp with pT ∩ Z and we also use ep(z) = e(z/p). We may
suppose V ⊥ has basis u1, . . . ,us−. where all coordinates of these vectors are integers,
and we will think of V as a subspace of Ts . For any box B = [1, 1] × · · · × [s , s]
deﬁne V (B) = (B ∩ V ), an .-dimensional volume (which is t (V ), or E after a
translation, in the statement of Theorem 2). Then
#
(
pB ∩ pV ∩ Zs) = #{(a1, . . . , as) ∈ Zs : (a1/p, . . . , as/p) ∈ B ∩ V }
= p.(B ∩ V )+OV (p.−1) = p.V (B)+OV (p.−1), (14)
by a simple lattice point counting argument. Therefore, by (5),
#{x ∈ pB ∩ Zs : x · u = (u) for all u ∈ V ⊥} = p.V
(
B− 
)+OV (p.−1) . (15)
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The characteristic function to determine whether x ∈ Fsp belongs to pB is

pB(x) =
∑
p1u1p1
...
psusps
s∏
j=1

 1
p
p−1∑
aj=0
ep
(
aj (xj − uj )
)
= 1
ps
∑
|a1|,...,|as |p/2
ep (a · x)
s∏
j=1
∑
pj uj pj
ep
(−ajuj ) . (16)
Therefore
#{x ∈ pB ∩ Zs : x · u = (u) for all u ∈ V ⊥} =
∑
x∈(pT)s∩Zs
x·u=(u),u∈V⊥

pB(x)
= 1
ps
∑
|a1|,...,|as |p/2
∑
x∈Fsp
x·u=(u),u∈V⊥
ep(a · x)
s∏
j=1
∑
pj uj pj
ep(−ajuj ).
We now study the internal sum:
If a ∈ V ⊥ then a · x = (a) so the summand is always ep((a)). The number of
terms in this sum is #{x ∈ Fsp : x · u = (u) for all u ∈ V ⊥} = p.. If a /∈ V ⊥ then the
internal sum runs freely through at least one variable (perhaps after a suitable change
of basis) so that the sum is 0. Therefore
1
p.
#{x ∈ pB ∩ Zs : x · u = (u) for all u ∈ V ⊥}
= 1
ps
∑
a∈V⊥∩Fsp
ep
(
(a)
) s∏
j=1
∑
pj uj pj
ep
(−ajuj ) , (17)
which should be compared to (15).
Now, under the hypothesis we have, by (16),
#{y ∈ C(Fp) : h(y) ∈ pB ∩ Zs}
=
∑
y∈C(Fp)

pB(h(y))
= 1
ps
∑
|a1|,...,|as |p/2

 ∑
y∈C(Fp)
ep (a · h(y))

 s∏
j=1
∑
pj uj pj
ep
(−ajuj ) .
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If a ∈ V ⊥ then the internal summand is always (a) and so these terms contribute
#C(Fp)
ps
∑
a∈V⊥∩Fsp
ep
(
(a)
) s∏
j=1
∑
pj uj pj
ep
(−ajuj ) .
The contributions of those terms with a /∈ V ⊥ is, by Bombieri’s bound (8),
O

 1
ps
∑
|a1|,...,|as |<p/2
√
p
ps
(|a1| + 1) · · · (|as | + 1)

 = Os (√p logs p) ,
since
1
p
∑
pup
ep (−au) = O
(
1
p
)
+


e(−a)− e(−a)
−2	ia if a = 0,
−  if a = 0,
 1|a| + 1 if |a|p/2. (18)
Therefore
C,h(B) =
#{y ∈ C(Fp) : h(y) ∈ pB ∩ Zs}
#C(Fp)
= 1
ps
∑
a∈V⊥∩Fsp
ep
(
(a)
) s∏
j=1
∑
pj uj pj
ep(−ajuj )+O
(
logs p
p1/2
)
= V
(
B− 
)+O ( logs p
p1/2
)
, (19)
by (15) and (17). This gives the desired improvement of Theorem 2 in the case when
 is a box.
11. Truncating the “Fourier expansion”
By (12) and (18) we see that
1
ps
s∏
j=1
∑
pj uj pj
ep(−ajuj ) = a(B)+O(1/p),
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where a(B) satisﬁes
a(B)
s∏
j=1
1
1+ |aj | (20)
Therefore
C,h(B) =
∑
a∈V⊥∩Fsp
ep
(
(a)
)
a(B)+O
(
logs p
p1/2
)
(21)
by (19). In Theorem 1 we saw that it was advantageous to assume that a curve is
L-free, which means that there is no non-zero a ∈ V ⊥ with each |aj |L. Inspired by
this we now seek to estimate C,h(B) by truncating the sum in (21):
We may assume that the ith unit vector ei /∈ V ⊥ for all i, else vi = 0 for all v ∈ V
so we can pass to Ts−1 (moreover if ei ∈ V ⊥ then hi(x) is constant for x ∈ C). We
write a = (a1, . . . , as) with each |aj | < p/2. We shall consider the contribution to the
sum in (21) of those a ∈ V ⊥ with maxj |aj | ∈ (L, 2L], for which |ai | = maxj |aj |.
Note that any given values of {aj : j = i} give rise to at most one ai . Therefore,
by (20) these terms contribute at most
∑
|aj |2L for j =i
1∏
j =i (|aj | + 1)
· 1
L
 (log 2L)
s−1
L
.
Summing up over i = 1, 2, . . . , s and L, 2L, 4L, . . . , we deduce that
∣∣∣∣∣∣∣∣∣
∑
a∈V⊥∩Fsp
|ai |>L for some i
ep
(
(a)
)
a(B)
∣∣∣∣∣∣∣∣∣
 (log 2L)
s−1
L
;
which with (21) gives
C,h(B) =
∑
a∈V⊥∩Fsp
|aj |L for all j
ep
(
(a)
)
a(B)+O
(
(log 2L)s−1
L
)
(22)
for 1L√p/ logp.
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12. Averaging over p in the case of boxes
We work in the context of Theorem 3, in the case when the domain  is a box.
With notations as in Theorem 3, let us ﬁx a box B in Ts . By (19) we know that
Cp,hp (B) =
∑
a∈V⊥p
ep
(
(a)
)
a(B)+Or,s,d,D
(
p−1/2 logp
)
,
and we ask whether this is close to
C,h,p(B) :=
∑
a∈V⊥
e
(
(a)p
)
a(B), (23)
for most primes p (where integer (a)p ≡ (a) (mod p))? We proceed to prove that
Cp,hp (B) = C,h,p(B)+O(p−1/2(logp)s), (24)
for all but O(
√
P) primes pP .
We assume that P is large enough so that for any p > P , the reduction of C is
absolutely irreducible in Fp By the argument used at the end of the last section to
obtain (22) we get
C,h,p(B) =
∑
a∈V⊥|aj |L for all j
ep
(
(a)
)
a(B)+O
(
(log 2L)s−1
L
)
;
and combining this with (22) for L = √p/ logp implies that
Cp,hp (B)− C,h,p(B) =
∑
a∈(V⊥p \V⊥)∩Fsp
|aj |√p/2 for all j
ep
(
(a)
)
a(B)+O
(
(logp)s√
p
)
. (25)
Therefore, if P is the set of primes p ∈ [P, 2P ] for which Cp is absolutely irreducible
then
∑
p∈P
∣∣∣∣∣∣∣∣∣∣
∑
a∈(V⊥p \V⊥)∩Fsp
|aj |√p/2 for all j
ep
(
(a)
)
a(B)
∣∣∣∣∣∣∣∣∣∣
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
∑
a∈Zs\V⊥
|aj |
√
P for all j
a(B)#{p ∈ P : a ∈ V ⊥p }
 (logP)s max
a∈Zs\V⊥
|aj |
√
P for all j
#{p ∈ P : a ∈ V ⊥p }, (26)
by the bound (20).
Now recall from the proof of Theorem 3 that for a given a ∈ Zs \ V ⊥ with each
|aj |
√
P , there are at most logN/ logP C,h 1 primes p ∈ (P, 2P ] for which a ∈
V ⊥p . So (25) and (26) imply that (24) holds for all but O(
√
P) primes p ∈ (P, 2P ].
13. Lines instead of curves
In this section we prove Theorem 4. We start with a simple lemma:
Lemma 4. Let U be a subspace of Fsp of dimension .s−2. There exists a subspace
W of Fsp of dimension .+ 1, containing U , such that if w ∈ W \U then maxj |wj | >
L := p1/s/3.
Proof. There are (2L + 1)s vectors r ∈ Fsp such that maxj |rj |L. For each such r
there are p.+1−p. vectors u in 〈U, r〉\U , and thus there are < (2L+1)sp.+1(1−1/p)
vectors u such that 〈U, u〉 \ U contains a vector r with maxj |rj |L. For any vector
w that is not included in any of these 〈U, u〉 we may take W = 〈U,w〉, and such a w
exists since (2L+ 1)sp.+1(1− 1/p) < ps − p.. 
Proof of Theorem 4. Given p, C and h we obtain a vector space V ⊥ ⊂ Fsp, as at
the start of section 3. By lemma 4 there exists an (s − 1)-dimensional subspace W
of Fsp, containing V ⊥, such that if w ∈ W \ V ⊥ then maxj |wj | > L := p1/s/3. Let
u1, . . . , us−1 be a basis for W (extending the basis for V ⊥ given at the start of Section
8), and deﬁne (uj ) = 0 for s − .+ 1js − 1. Let L be the line {b ∈ Fsp : b ·w =
(w) for all w ∈ W }. Note that V ⊥L = W , and that the set of a ∈ V ⊥ for which
maxj |aj |L for all j, is the same as the set of a ∈ V ⊥L for which maxj |aj |L for
all j. Thus by (22) we have that C,h(B) = L,id(B) + O((logp)s−1/p1/s), and the
ﬁrst part of the result follows.
If there exists x ∈ C such that h(x) = 0, then (v) = 0 for all v ∈ V ⊥, so 0 ∈ L.
That is, our line goes through the origin. 
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