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Abstract 
Response surface method (RSM) is an important method to replace a complex model by a response surface (RS) 
based on results calculated at various response points in the design space. In order to use higher order polynomial to 
construct RS, in this paper, a method has been applied to construct RS using the combination of real-coded 
accelerating genetic algorithm and projection pursuit regression. According to the statistical values used for 
evaluating RS,  Precision of RS constructed by the proposed method is satisfying. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1.  Introduction 
RSM was originally applied by Box et al.[1] as a statistical optimum solution to analyse the operating 
conditions of a chemical process. RSM is important to replace a complex model by RS based on results 
calculated at various response points in the design space. Therefore, RSM can be used to diminish the 
cost of functions evaluation on the process of structural optimization. Then the optimization is performed 
at a lower cost over such response surfaces [2]. 
 RSM is well developed for physical processes by Myers et al. while the method was applied to 
simulation models in computational mechanics and formed a relatively young research field [3]. In recent 
years, there has been growing interest in the use of RSM for analytical design optimization. Nowadays, 
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RSM is widely used as an efficient optimization procedure for various engineering problems [4,5], and in 
many areas of physics, engineering and medical science. 
The selection of response functions is important to construct RS. RS constructed with low-order 
polynomial functions can efficiently model low-order problems, and the computation of RS is fast and 
cheap. Nevertheless, low-order polynomial RS are not good for high-dimensional problems. 
In this research, a method has been applied to construct RS using the combination of genetic algorithm 
(GA) and projection pursuit regression (PPR). It can use higher order polynomial to construct RS, and 
reduce the computational cost, particularly in the non-linear FE analysis, while reasonable results can still 
be obtained [6,7]. 
 
2.  The Minimum Pose Data Based Identification 
2.1 Description of problem 
There are a p -dimensional random vector X , and a response variable Y . Given the data sets 
),,,( 21 nXXXX  and ),,,( 21 nyyyY , where 
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ipiii XXXX ),,,( 21 for ni ,,2,1 .  PPR aims to 
approximate the regression function )(ˆ Xf  by a finite sum of ridge functions with suitable choices of 
projection direction ja  and ridge function jg : 
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2.2   Selection of regression function 
In order to avoid the use of large regression tables, Hwang et al. [8,9] proposed using a parametric 
smoother that would be the constructed from a superposition of Hermite functions, where the Hermite 
functions are defined as  
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where  )(zHk  are Hermite polynomials, expressed as 
)(2)(2)(,2)(,1)( 1110 zkHzzHzHzzHzH kkk  
 2.3   Calculation procedure  
The basic theory of PPR can be found in details in [10], so the calculation procedure of PPR algorithm 
based on Hermite functions can be simply represented as follows: 
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(1) Standardization. In order to eliminate the effect from dimension, the change range of each index 
would be unified, the index value set },,2,1;,,2,1|{ * pjnixij is to be standardized by the following formula: 
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where *max, jx  is the maximum and 
*
, jsx  is a suitable index value of the j th factor. 
(2) Projective direction. The aim of PPR is to turn the p -dimensions data },,2,1|{ pjxij  for 
ni ,,2,1  into one dimension data iz  named projection value with the projection direction 
),,,( 21 p
T aaaa , by the following formula: 
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Thus, an advantage of projection direction a  can be applied to fit fˆ  and use higher order polynomial to 
construct RS. 
In order to find an index which not only reflects the structure hidden in the high dimensional data but 
also gives some useful information about relationship between X and Y , a projective index function can 
be designed as follows: 
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where zS  is the standard variance of the projection values iz , zyR is the correlation coefficient of iz and 
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where, z  and y  is the mean of the series },,2,1|{ nizi  and },,2,1|{ niyi , respectively. 
Obviously, the problem (3) is a complex nonlinear optimal problem that is not easy to deal with by 
traditional methods, where the optimized variables are a . However, RAGA can be used to solve it both 
conveniently and effectively. 
(3)Regression function fitting. Using the data set ),( yz , the fitting of the regression function based on 
Hermite functions can be represented with 
r
k
kk zhcy
1
)(ˆ .The regression coefficient ),,,( 21 rcccc of 
Hermite functions can be estimated by solving the following optimal problem: 
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The problem (4) is also a complex nonlinear optimal problem, where the optimized variables are c . So, 
RAGA can also be used to solve it both conveniently and effectively. 
(4)Assuming a  and c  determined, compute the residuals yyR ˆ , if the residuals is small or 
satisfying, then output the value of  a  and  c . 
(5) R replaces Y , repeat (2)--(4) for the fitting of the next ridge function, until the residuals are small 
or satisfying, and output all ridge functions, a  and c . 
2.4 Selection of experimental design 
The purpose of experimental design is to select the proper response points to construct an accuracy RS 
model. There are several experimental designs available for RS. In [11], some modern experimental 
designs are introduced  to RS models. In order to reduce the number of experiments, in this paper, the 
orthogonal experimental design (OED) is applied to select the proper response points to construct an 
accuracy RS model. 
2.5   Fitness of RS model 
The major statistical values used for evaluating  RS model fitness are as follows: 
1. Relative Error (RE) and Empirical Integrated Relative Error (EIRE): 
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2. Root Mean Squared Error (RMSE): 
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3. The explained variance 2R , was used as the fitness function calculated below: 
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4. Empirical Integrated Squared Error (EISE): 
n
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The smaller we get the statistical values RE, EIRE, RMSE and EISE, the higher  we get  the precision 
of the RS model. The closer statistical value 2R  is to 1, the higher we get the precision of the RS model. 
3.   Application and results  
3.1 Example 1: a explicit function 
The purpose of the example is to construct a RS model of an explicit function )(Xf  based on RAGA 
and PPR and illuminate the feasibility of the application of RAGA and PPR to RS. The explicit function 
)(Xf  is as follows: 
1736   Qin Boying and Lin Xiankun /  Physics Procedia  33 ( 2012 )  1732 – 1740 
 
9,,2,1],5,2[  ,)10()11(7              
5)1(2)3()5(4              
)10(1614)(
2
9
2
8
2
7
2
6
2
5
2
4
2
32121
2
2
2
1
ixxx
xxxx
xxxxxxxXf
i
 
According to the number of the random variables (9 variables), the orthogonal table 964 8L is applied 
to prepare an experimental plan to sample the proper response points. Length limitations of this paper 
preclude a detailed list of the statistical values of  X  and  Y . 
RS of )(Xf  is constructed with the values of X and Y . In order to get the satisfying precision, the 
above calculation procedures (2)--(5) are repeated three times. The projection direction 
),,,( 921 mmm
T
m aaaa and coefficients ),,,( 821 mmmm cccc  are shown in Table I and II, respectively. where m  
is the number of the regression times. The values of the major statistical parameters used for evaluating 
RS model fitness are shown in Table III, where maxRE  is the maximum of RE. 
 
 
Table I  the projective directions of three times 
m  1ma  2ma  3ma  4ma  5ma  
1 -0.037 -0.061 -0.133 -0.116 0.000 
2 0.423 0. 286 0. 338 0.258 0. 269 
3 0.061 0.375 -0.153 0.122 0.633 
m  6ma  7ma 8ma 9ma  
1 0.069 0. 285 -0. 906 -0. 239  
2 0.357 0.503 0.016 0.325  
3 -0.046 -0.544 0.259 -0.231  
Table II   the regression coefficients of three times 
m  1mc  2mc  3mc  4mc  
1 926.004 1.009 -122.195 -115.811 
2 -436.094 35.052 86.069 -52.501 
3 -31.720 -14.338 7.499 -130.673 
m  5mc 6mc 7mc 8mc
1 327.824 -493.239 65.128 -448.490 
2 -213.165 -33.048 12.856 -130.820 
3 60.497 -88.129 27.954 3.810 
Table III   the value of the major statistical parameters 
m  maxRE  EIRE RMSE 
2R EISE 
1 12.83 1.16 9.57e-4 0.9938 70.888 
2 3.21 0.78 5.78e-4 0.9977 25.895 
3 2.63 0.66 4.83e-4 0.9984 18.006 
As random variables 1x  and 2x , 2x and 7x , 5x  and 8x , 6x and 9x change its values from 2 to 5, 
respectively, and the values of the other random variables are a constant 3.5, the graphics of the above 
four response surfaces and actual surfaces were drawn and shown in Fig.1 and Fig.2. 
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Fig. 1  1th and 2th RS and actual surface 
Fig. 2   3th and 4th RS and actual surface 
3.2  Example 2: the GARTEUR structure 
The example is to use RAGA and PPR to construct the RS models of the aircraft model of the Garteur 
benchmark problem shown in Fig.3, which is designed by the Garteur Action Group to evaluate ground 
vibration test techniques  [12], and has also been used extensively to test model updating procedures and 
model error localization procedures. 
In order to construct the RS models of Garteur for model updating, six uncertain parameters are 
considered and its initial values are given in Table IV, where i  is the number of the above uncertain 
parameters. 
Fig. 3  the Garteur benchmark model 
Table IV  Geometrical and material characteristics 
i Property initial value
1 Material density of the aerofoil 2.970e 3 
2 Torsional constant of the aerofoil 3.748e-8 
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3 Area moments of inertia of the tail 6.667e-9 
4 Area moments of inertia of the wings 1.125e-8 
5 Area moments of inertia of the fuselage 1.406e-5 
6 Area moments of inertia of the wings 7.917e-7 
According to the number of the random variables (6 variables) and the response levels (at 90%, 95%, 
100%, 105% and 110% of initial value of each variable), the orthogonal table 625 5L   is applied to 
prepare a experimental plan to sample the proper response points. 
The values of X  and nY  are applied to construct the n th RS model for 6,,2,1n , respectively, 
where nY is the n th modal frequency. The aim is to approximate the regression function by )(zhr  for 
8,,2,1r , with suitable choices na  and nc . According to the above calculation procedures, the 
projection direction ),,,( 621 nnn
T
n aaaa , are got in Table V, and the coefficients 
),,,( 821 nnnn cccc  for 6,,2,1n , are shown in Table VI, where n  is the number of the RS 
constructed. The values of the major statistical parameters used for evaluating RS model fitness are 
shown in Table VII. 
In order to evaluate the precision of RS model, five random response points shown in Table VIII are 
used to calculate its nRE  for 6,,2,1n  shown in Table IX, where k  is the number of the above 
random response points. 
Table V   the projective directions of six response surfaces 
n  1na  2na 3na 4na 5na 6na
1 -0.300 0.006 -0.000 0.954 -0.000 0.006
2 -0.151 -0.024 0.450 0.880 -0.017 0.010
3 -0.249 0.937 0.150 0.196 -0.005 0.002
4 0.000 1.000 0.000 -0.000 0.000 -0.006
5 0.624 -0.370 -0.422 -0.544 -0.021 0.000
6 -0.711 0.000 0.000 0.699 -0.024 0.071
*6  0.304 -0.029 -0.706 0.258 0.297 0.503
Table VI   the projective directions of six response surfaces 
n  1nc  2nc  3nc  4nc  
1 2.087 3.122 -5.684 -5.827 
2 128.798 -65.223 -139.964 25.690 
3 121.681 -88.932 150.662 -11.053 
4 -128.022 -8.315 187.653 -233.649 
5 53.250 -14.518 -61.059 -0.249 
6 34.299 221.192 -49.407 273.419 
*6  -127.985 -103.761 -330.141 33.192 
n  5nc  6nc  7nc  8nc  
1 -8.764 0.505 -5.510 2.580 
2 19.464 -71.048 -139.143 30.346 
3 -92.248 39.637 -52.127 -37.655 
4 -180.820 -227.045 -93.469 -240.334 
5 -61.762 33.994 -10.706 13.921 
6 -44.879 306.075 -19.070 142.546 
*6  -196.354 26.765   
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Table VII  the values of the major statistical parameters 
n  maxRE  EIRE RMSE 2R  EISE 
1 1.0458 0.3073 0.0008 0.9895 0.0006 
2 2.0694 0.3713 0.0012 0.9509 0.0101 
3 1.4115 0.4189 0.0010 0.9638 0.0321 
4 1.0717 0.5355 0.0013 0.9628 0.0524 
5 1.2708 0.3880 0.0010 0.9631 0.0341 
6 2.1124 0.7289 0.0018 0.9431 0.2047 
*6  1.1798 0.4711 0.0011 0.9802 0.0713 
Table VIII  the values of random variables 
n  1x  2x  3x  4x 5x  6x  
1 0.93 0.97 1.00 1.02 1.06 1.08
2 0.97 1.06 1.08 1.00 1.02 1.02
3 1.00   1.08 1.02 0.97 0.93 1.00
4 1.02 1.00 0.97 0.93 1.08 1.06
5 1.08 0.93 1.06 1.02 1.00 0.97
Table IX  the RE values at five response points 
n  1RE  2RE 3RE 4RE 5RE 6RE *6RE
1 0.32 0.02 0.22 0.40 0.32 1.28 0.86 
2 0.20 0.10 0.74 0.83 0.68 0.62 0.11 
3 0.01 0.38 0.56 0.25 0.39 0.14 0.59 
4 0.40 0.40 0.50 0.76 0.60 0.77 0.45 
5 0.14 0.21 0.16 0.35 0.22 0.42 0.14 
If R  replaces Y  of 6th RS, repeat the above calculation procedures (2)--(4) for the fitting of the  next 
ridge function,  the more satisfying statistical values of the 6th RS model are got. The relevant statistical 
values, the projection direction *6a  and the coefficient *6c  are  shown in Table V--IX. 
As 1x  and 2x  change its values from 0.9 to 1.1, and the other random variables are a constant 1, RS 
of 3th and 4th were shown in Fig. 8. The bar graph of RMSE, 2R ,RE were shown in Fig.6 and Fig.7. 
 
Fig. 6  RMSE and 2R  of all RS 
 
Fig.7  the RE of five random points 
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Fig.8  3th and 4th response surface 
4. Conclusions 
This paper focuses on the use of real-coded accelerating genetic algorithm (RAGA) and projection 
pursuit regression (PPR) for construction of RS. The aim of the method is to overcome the curse of 
dimensionality and use higher order polynomial to construct RS. According to the statistical values used 
for evaluating RS,  Precision of RS constructed by the proposed method is satisfying. 
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