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Abstract
We generalize [3, Lemma 2.2] and [4, Proposition 2.3] and deduce a pos-
itive result on Hilbert’s fourteenth problem. Further, we give a relatively
transparent and elementary proof of [3, Theorem 1.1].
1 Introduction
Let K be a field of characteristic zero. Let K[X] = K[X1, · · · , Xn] be the
polynomial ring in n variables over K and let K(X) = K(X1, · · · , Xn) be its
field of fractions. The fourteenth problem of Hilbert asks whether K-algebra
L ∩K[X] is finitely generated whenever L is a subfield of K(X) containing
K. Zariski [9] showed that L ∩ K(X) is a finitely generated K-algebra if
the transcendence degree of L over K is ≤ 2. Thus the problem has an
affirmative answer for n ≤ 2. However, a counter example was found by
Nagata [7] for n ≥ 32. Roberts [8] constructed a new counter example for
n = 7. Freudenburg [6] gave a counter example for n = 6, and Daigle and
Freudenburg [5] gave one for n = 5. Kuroda [3] and [4] has given counter
examples in case n = 4 and n = 3. Thus Hilbert’s fourteenth problem has
been solved for all n. For n = 4, let γ and δij be integers for 1 ≤ i ≤ 3 and
1
1 ≤ j ≤ 4 such that γ, δij ≥ 1 for 1 ≤ i, j ≤ 3 and δi4 ≥ 0. Assume
pi1 = X
γ
4 −X
−δ11
1 X
δ12
2 X
δ13
3 X
δ14
4 ,
pi2 = X
γ
4 −X
δ21
1 X
−δ22
2 X
δ23
3 X
δ24
4 ,
pi3 = X
γ
4 −X
δ31
1 X
δ32
2 X
−δ33
3 X
δ34
4 ,
and let K(pi) be the field of fractions of K[pi] = K[pi1, pi2, pi3]. Then Kuroda
[3, Theorem 1.1] proves: If
δ11
δ11 +min(δ21, δ31)
+
δ22
δ22 +min(δ32, δ12)
+
δ33
δ33 +min(δ13, δ23)
< 1 · · · (∗),
then K(pi) ∩K[X] is not a finitely generated K-algebra. Moreover, K(pi) ∩
K[X] is not contained in the kernelK[X]D for any locally nilpotent derivation
D of K[X]. Further, for n = 3, let γ and δij be positive integers for i, j = 1, 2
and let
pi1 = X
δ21
1 X
−δ22
2 −X
−δ11
1 X
δ12
2
pi2 = X
γ
3 −X
−δ11
1 X
δ12
2
pi3 = 2X
δ21−δ11
1 X
δ12−δ22
2 −X
−2δ11
1 X
2δ12
2 .
Then Kuroda [4, Theorem 1.1] states that: if
δ11
δ11 + δ21
+
δ22
δ22 + δ12
<
1
2
· · · · · · (∗∗),
then for K(pi) = K(pi1, pi2, pi3), K(pi) ∩K[X1, X2, X3] is not a finitely gener-
ated K-algebra.
In proving the above results, the first main step is to show thatK(pi)∩K[X] =
K[pi] ∩ k[X], and then show that this algebra is not finitely generated. In
this note we shall show that the statement K(pi) ∩K[X] = K[pi] ∩ k[X] has
common genus and deduce this fact, i.e., [3, Lemma 2.2] and [4, Proposition
2.3] are consequences of one algebraic result under a condition weaker than
(∗) and (∗∗). To be precise: From the proof in[3] it is clear that the condition
(∗) implies that the matrix
T3 =

 −δ11 δ12 δ13δ21 −δ22 δ23
δ31 δ32 −δ33


is invertible. We also note that the condition (∗∗) implies invertibility of the
matrix
T2 =
(
−δ11 δ12
δ21 −δ22
)
2
The converse is not true in both the cases. We prove [3, Lemma 2.2] and
[4, Proposition 2.3] under the assumption that the corresponding matrices
are invertible. We further show that the condition in [3, Theorem 1.1] is
essential by giving an example wherein K[pi] ∩K[X] is finitely generated if
the condition (∗) fails. We also deduce a positive result [Theorem 2.8] on
Hilbert’s fourteenth problem using our algebraic result and give a relatively
transparent and easy proof of [3, Theorem 1.1 ]. All rings are commutative
with identity ( 6= 0), and for any ring R, R∗ denotes its group of units.
2 Main Results
We first record the following result due to Bass.
Lemma 2.1. [1, Proposition D.1.7]: Let A ⊂ B be a ring extension, where A
and B are domains with quotient fields Q(A) and Q(B) respectively. Suppose
that A is a unique factorization domain and that B∗ ∩ A ⊂ A∗. If B is flat
over A, then Q(A) ∩ B = A.
Corollary 2.2. Let A and B be integral domains contained in a common
integral domain C. If A is unique factorization domain and C is flat over A
such that C∗ ∩ A ⊂ A∗, then Q(A) ∩ B = A ∩ B where Q(A) is the field of
fractions of A.
Proof. The proof is immediate from the Lemma 2.1.
Remark 2.3. In the Lemma 2.1, we can replace the condition B∗ ∩A ⊂ A∗
by the assumption that B is integral over A.
Lemma 2.4. Let A ⊂ B be integral domains, where A is a unique factoriza-
tion domain. If B is faithfully flat over A, then Q(A) ∩ B = A where Q(A)
is the field of fractions of A.
Proof. The proof will follow from Lemma 2.1, if B∗∩A ⊂ A∗. Let λ ∈ B∗∩A.
As A is an integral domain,
0 −→ A
mλ−→ A
η
−→ A/λA −→ 0 (1)
is an exact sequence of A-modules where mλ is multiplication by λ, and η is
the quotient map. Since B is faithfully flat, from the exact sequence 1, we
get the exact sequence
0 −→ B
mλ−→ B
η
−→ B/λB −→ 0
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As λ ∈ B∗, B/λB = 0. Thus A/λA⊗B ∼= B/λB = (0). Consequently, as B
is faithfully flat, A/λA = (0). Thus λ ∈ A∗, and the result follows.
Theorem 2.5. Let K be a field and Xi; i = 1, 2, · · · , n be algebraically
independent over K. Let pii = X
γi
n − X
αi1
1 X
αi2
2 · · ·X
αii−1
i−1 X
−αii
i · · ·X
αin
n for
i = 1, 2, · · · , n− 1 where γi ≥ 1, αij ≥ 1 for all 1 ≤ i, j ≤ n− 1 and αin ≥ 0.
If for the matrix
Tn−1 =


−α11 α12 · · · α1n−1
α21 −α22 · · · α2n−1
· · · · · · · · · · · ·
α(n−1)1 · · · · · · −α(n−1)(n−1)

 ,
det Tn−1 6= 0, then
(i) pi1, pi2, · · ·pin−1, Xn are algebraically independent over K.
(ii) The ring extension
K[pi] = K[pi1, · · · , pin−1] ⊂ K[X
±1
1 , · · · , X
±1
n ]
is flat.
Proof. (i) We have
K(pi1, · · · , pin−1) ⊂ K(Xn, pi1, · · · , pin−1) = K(Xn,M1, · · ·Mn−1) = L (say)
where Mi = X
αi1
1 · · ·X
αii−1
i−1 X
−αii
i · · ·X
αin−1
n−1 for i = 1, 2, · · · , n − 1. We shall
show that K(X1, · · · , Xn) |L is an algebraic field extension. Since det Tn−1 6=
0, for any i = 1, 2, · · · , n− 1 there exists a row vector fi ∈ lQ
n−1 such that
fiTn−1 = ei = (0, · · · , 0, 1
ith, 0, · · · , 0)
⇒ (mfi)Tn−1 = mei for all m ∈ ZZ.
Choose mi > 0 such that mifi ∈ ZZ
n−1. If mifi = (s1, · · · , sn−1) ∈ ZZ
n−1,
then
Ms11 · · ·M
sn−1
n−1 = X
mi
i .
Therefore Xmii ∈ L. Thus K(X1, · · · , Xn) is algebraic over L. This proves
(i).
(ii) From (i), Xn, pi1, · · · , pin−1 are algebraically independent over K.
Therefore K[pi] ⊂ K[pi,Xn, X
−1
n ] is flat. Also
K[pi,Xn, X
−1
n ] = K[Xn, X
−1
n ,M1, · · · ,Mn−1] ⊂ K[Xn, X
−1
n ,M
±1
1 , · · · ,M
±1
n ] = B
4
is flat. Now, note that the Laurent polynomial ring K[X±11 , · · · , X
±1
n ] = R
is a graded ring over the free abelian group (ZZn,+) where the homogeneous
component corresponding to (α1, · · · , αn) ∈ ZZ
n is KXα11 · · ·X
αn
n . Then the
ring B is a graded subring of R over the subgroup H of ZZn generated by the
set
{(−α11, α12, · · · , α1(n−1), 0), (α21,−α22, · · · , α2(n−1), 0), · · · ,
(α(n−1)1, · · · , α(n−1)(n−2),−α(n−1)(n−1), 0), (0, · · · , 0, 1)}
Therefore R is a free B-module. Hence (ii) follows.
Proposition 2.6. Let K be a field and Xi; i = 1, 2, · · · , n be algebraically
independent over K. Let
pii = X
γi
n −X
αi1
1 X
αi2
2 · · ·X
αi(i−1)
(i−1) X
−αii
i · · ·X
αin
n
for i = 1, 2, · · · , n − 1 where γi ≥ 1, αij ≥ 1 for all 1 ≤ i, j ≤ n − 1 and
αin ≥ 0. If for the matrix
Tn−1 =


−α11 α12 · · · α1(n−1)
α21 −α22 · · · α2(n−1)
· · · · · · · · · · · ·
α(n−1)1 · · · · · · −α(n−1)(n−1)


det Tn−1 6= 0, then for K[pi] = K[pi1, · · · , pin−1]
K(pi) ∩K[X±11 , · · · , X
±1
n ] = K[pi]
where K(pi) is the field of fractions of K[pi].
Proof. By Theorem 2.5, the ring extention K[pi] ⊂ K[X±11 , · · · , X
±1
n ] is flat,
and pi1, · · · , pin−1, Xn are algebraically independent over K. As pi1, · · · , pin−1
are algebraically independent over K, K[pi1, · · · , pin−1] is a unique factor-
ization domain. As in the proof of the Theorem 2.5(ii), it is clear that
R = K[X±11 , · · · , X
±1
n ] is free over its subring B = K[X
±1
n ,M
±1
1 , · · · ,M
±1
n−1].
Therefore R is faithfully flat over B. By Lemma 2.4, R∗ ∩ B ⊂ B∗. Hence
R∗ ∩ B ∩K[pi] ⊂ B∗ ∩K[pi]
=⇒ R∗ ∩K[pi] ⊂ B∗ ∩K[pi]
since K[pi] ⊂ B. Now the result will follow from Lemma 2.1 if we show that
B∗ ∩K[pi] ⊂ K[pi]∗ = K∗. Since Xn, pi1, · · · , pin−1 are algebraically indepen-
dent over K,
K[pi1, · · · , pin−1, X
±1
n ] = K[M1, · · · ,Mn−1, X
±1
n ]
5
is a unique factorization domain. We also note that M1, · · · ,Mn−1, Xn are
algebraically independent over K. Hence B = K[M1, · · · ,Mn−1, Xn, 1/f ],
where f = M1.M2. · · · .Mn−1.Xn, is a unique factorization domain. Let for
λ ∈ K[pi], λ is unit in B. Then there exists µ ∈ K[M1, · · · ,Mn−1, Xn] such
that λµ = fm for some m ≥ 0. Note that K[pi] ⊂ K[M1, · · · ,Mn−1, Xn].
Therefore λ divides fm in K[M1, · · · ,Mn−1, Xn]. Consequently
λ = aMα11 · · ·M
αn−1
n−1 X
αn
n (αi ≥ 0)
for some a( 6= 0) ∈ K. We have pii = X
γi
n − MiX
αin
n . Therefore λ =
aMα11 · · ·M
αn−1
n−1 X
αn
n ∈ K[pi] implies
αn = 0 = α1 = · · · = αn−1.
This can be seen by putting Mi = X
pi
n for a sufficiently large prime p in the
equation
λ = aMα11 · · ·M
αn−1
n−1 X
αn
n .
Hence λ ∈ K∗ and the result follows.
Remark 2.7. From the above result, [3, Lemma 2.2] is immediate.
We now prove a positive result on Hilbert’s fourteenth problem using our
results.
Theorem 2.8. Let K be a field and let X1, X2, · · · , Xn be algebraically in-
dependent over K. Let M1,M2, · · · ,Mt be monomials in X
±1
1 , · · · , X
±1
n al-
gebraically independent over K. Then
K(M1, · · · ,Mt) ∩K[X1, · · · , Xn]
is a finitely generated K-algebra.
Proof. Since M1,M2, · · · ,Mt are algebraically independent over K,
K[M±11 ,M
±1
2 , . . . ,M
±1
t ] = K[M1,M2, · · · ,Mt, 1/f ],
where f = M1M2 · · ·Mt, is a unique factorization domain. Further,
K[M±11 ,M
±1
2 , · · · ,M
±1
t ] ⊂ K[X
±1
1 , · · · , X
±1
n ]
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is a faithfully flat ring extension (in fact a free extension). Hence, by Lemma
2.4,
K(M1,M2, · · · ,Mt) ∩K[X
±1
1 , · · · , X
±1
n ] = K[M
±1
1 ,M
±1
2 , · · · ,M
±1
t ].
Therefore
K(M1,M2, · · · ,Mt)∩K[X1, · · · , Xn] = K[M
±1
1 ,M
±1
2 , · · · ,M
±1
t ]∩K[X1, · · · , Xn].
Now, as M1,M2, · · · ,Mt are algebraically independent over K, an element
f =
∑
λα1,··· ,αtM
α1
1 · · ·M
αt
t (λα1,··· ,αt ∈ K, αi ∈ ZZ) · · · (∗ ∗ ∗)
is in K[M±11 , · · · ,M
±1
t ] ∩K[X1, · · · , Xn] if and only if M
α1
1 M
α2
2 · · ·M
αt
t is a
monomial in X1, · · · , Xn. Let Mi = X
γi1
1 · · ·X
γin
n for i = 1, · · · , t and let
U =


γ11 · · · γ1n
γ21 · · · γ2n
· · · · · · · · ·
γn1 · · · γnn

 .
Thus in the equation (∗ ∗ ∗), all power-tuples (α1, · · · , αt) are in the semi-
group
S = {(β1, · · · , βt) ∈ ZZ
t (β1, · · · , βt)U = (a1, · · · , at) where ai ≥ 0}.
By Gordan’s Lemma [2], S is finitely generated. Hence the result follows.
We shall now deduce [4, Proposition 2.3]. Observe that the condition
(∗∗), i.e.,
δ11
δ11 + δ21
+
δ22
δ22 + δ12
<
1
2
implies the determinant of the matrix
T2 =
(
−δ11 δ12
δ21 −δ22
)
is non-zero. If not, then there exist (t, s) 6= (0, 0) ∈ ZZ2 such that (t, s)T2 = 0.
Hence −tδ11 + sδ21 = 0 and tδ12− sδ22 = 0. It is easy to see that t ≥ 0 if and
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only if s ≥ 0. Moreover, t = 0 if and only if s = 0. Let t ≥ s > 0. Then
s
t
≤ 1. Hence δ12 =
s
t
δ22 ≤ δ22. This gives
δ22
δ22 + δ12
≥
δ22
δ22 + δ22
=
1
2
.
Further, if s ≥ t > 0, then
δ11
δ11 + δ21
≥
δ11
δ11 + δ11
=
1
2
.
Thus in any case we arrive at a contradiction to our assumption. Hence
det T2 6= 0. The converse is not true follows by taking δ11 = 3, δ12 = δ22 =
δ21 = 1. Now assume det T2 6= 0. To prove [4, Proposition 2.3] under this
assumption we first note the following:
Lemma 2.9. Let R be a unique factorization domain and K its field of
fractions. Let L|K be an algebraic field extension. If x ∈ L is integral over
R, then R[x] is finitely generated free R-module.
Proof. Let f(Z) ∈ R[Z] be a monic polynomial of least degree such that
f(x) = 0. Then f(Z) is irreducible in R[Z] and has content 1. Therefore
f(Z) is irreducible in K[Z]. Since f(Z) is monic, it is easy to see that
f(Z)K[Z] ∩ R[Z] = f(Z)R[Z]. Therefore R[Z]/(f(Z)) ∼= R[x] is a finitely
generated free R-module.
Theorem 2.10. Let X1, X2, X3 be algebraically independent over a field K.
Let
pi1 = X
δ21
1 X
−δ22
2 −X
−δ11
1 X
δ12
2 ,
pi2 = X
γ
3 −X
−δ11
1 X
δ12
2 ,
pi3 = 2X
δ21−δ11
1 X
δ12−δ22
2 −X
−2δ11
1 X
2δ12
2 ,
where γ and δij are positive integers for i, j = 1, 2. Then if for
T2 =
(
−δ11 δ12
δ21 −δ22
)
det T2 6= 0, pi1, pi2, pi3 are algebraically independent over K. Moreover, K(pi1, pi2pi3)∩
K[X1, X2, X3] = K[pi1, pi2, pi3] ∩K[X1, X2, X3].
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Proof. Since det T2 6= 0, there exists a row vector (m,n) ∈ ZZ
2 such that
(m,n)
(
−δ11 δ12
δ21 −δ22
)
= (k, 0)
for some k > 0. Therefore
(X−δ111 X
δ12
2 )
m(Xδ211 X
−δ22
2 )
n = Xk1
Thus
Xk1 ∈ K[pi1, pi2, X3] = K[X
−δ11
1 X
δ12
2 , X
δ21
1 X
−δ22
2 , X3].
Similarly, there exists an integral l > 0 such that X l2 ∈ K[pi1, pi2, X3]. Conse-
quently K[X1, X2, X3] is integral over K[pi1, pi2, X3]. Thus
Tr.deg.KK(pi1, pi2, X3) = 3 · · · (i)
Hence
2 ≤ Tr.deg.KK(pi1, pi2, pi3) ≤ 3, · · · (ii)
since K[pi1, pi2, pi3] ⊂ K[pi1, pi2, X3]. Now, note that pi2−pi1+X
δ21
1 X
−δ22
2 = X
γ
3
and pi21 + pi3 = X
2δ21
1 X
−2δ22
2 . Therefore (X
γ
3 + (pi1 − pi2))
2 = pi21 + pi3. Hence,
X2γ3 + 2(pi1 − pi2)X
γ
3 + (pi1 − pi2)
2 − (pi21 + pi3) = 0, i.e., X
γ
3 is integral over
K[pi1, pi2, pi3]. Therefore, in view of (i) and (ii), Tr.deg.KK(pi1, pi2, pi3) = 3.
This proves that pi1, pi2, pi3 are algebraically independent over K. For the last
part of the statement, note thatK[pi1, pi2, pi3] is a unique factorization domain.
As X3 is integral over it, K[pi1, pi2, pi3, X3] is a free K[pi1, pi2, pi3]-module by
Lemma 2.9. We have
K[pi1, pi2, pi3, X3] = K[X
−δ11
1 X
δ12
2 , X
δ21
1 X
−δ22
2 , X3] ⊂ K[X
±
1 1, X
±
2 1, X
±
3 1].
Therefore, as in the proof of Theorem 2.5,K[X±11 , X
±1
2 , X
±1
3 ] isK[pi1, pi2, pi3, X3]-
free. Consequently K[X±11 , X
±1
2 , X
±1
3 ] is K[pi1, pi2, pi3]-free module. Thus by
Lemma 2.4,
K(pi1, pi2, pi3) ∩K[X1, X2, X3] = K[pi1, pi2, pi3] ∩K[X1, X2, X3]
At the end, we show that [3, Theorem 1.1] is not true if instead of (∗)
condition we assume that determinant of the matrix Tn−1 is non-zero. This
is consequence of the following Lemma.
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Lemma 2.11. Let K be a field of characteristic 6= 2. If Xi ; i = 1, 2, 3, 4 are
algebraically independent over K, then
K[X1, X2, X3, X4]∩K[X4−X
−1
1 X2X3, X4−X1X
−1
2 X3, X4−X1X2X
−1
3 ] = K.
Proof. Let a, b, c, x be algebraically independent overK. ReplacingX1, X2, X3, X4
by ab, bc, ca and x respectively, the statement of Lemma amounts to proving:
K[ab, bc, ca, x] ∩K[x− c2, x− a2, x− b2] = K.
We shall prove this result in steps.
Step 1. A monomial aibjck ∈ K[ab, bc, ca] if and only if i + j + k is an even
integer and i+ j ≥ k, j + k ≥ i, i+ k ≥ j.
Let us note that the monomials ab, bc, ca satisfy the conditions in the state-
ment. Therefore any monomial aibjck in K[ab, bc, ca] also satisfies the same
conditions. Now, let aibjck be a non-constant monomial such that i+ j + k
is even and i + j ≥ k, j + k ≥ i, i + k ≥ j. We shall show that aibjck ∈
K[ab, bc, ca] by induction on i+ j+ k. Clearly i+ j+ k ≥ 2. If i+ j+ k = 2,
then the monomial is either ab or bc or ca and hence is in K[ab, bc, ca]. As-
sume i + j + k > 2, and let i ≥ j ≥ k. If k = 0, then i = j and the
result follows . Thus assume k ≥ 1. As i + j + k is even we can not have
i = j = k = 1. Therefore i+ j ≥ k + 2. Then aibjck = (ai−1bj−1ck)(ab), and
ai−1bj−1ck satisfies the condition of the statement . Therefore, by induction,
ai−1bj−1ck ∈ K[ab, bc, ca]. Hence the statement is true.
Step 2. K[ab, bc, ca] ∩K[x− a2, x− b2, x− c2] = K.
We have K[x−a2, x−b2, x−c2] = K[b2−a2, c2−a2][x−a2]. Let f(ab, bc, ca) ∈
K[ab, bc, ca] be a non-constant polynomial in K[b2−a2, c2−a2][x−a2]. Then
it is immediate that
f(ab, bc, ca) = g(b2 − a2, c2 − a2) ∈ K[b2 − a2, c2 − a2]. · · · (i)
We can assume that f and g are homogeneous of same degree d. Let (b2 −
a2)i(c2−a2)j be the term in g(b2−a2, c2−a2) with largest i. We have i+j = d.
If i > d/2, then by Step 1, the monomial b2ic2j is not in K[ab, bc, ca], since
2j < 2i. Therefore (i) does not hold in this case. Similarly if (b2−a2)i(c2−a2)j
is the term in g(b2 − a62, c2 − a2) with largest j and j > d/2, (i) can not
hold. Thus assume i = j = d/2. Then (b2− a2)d/2(c2− a2)d/2 ∈ K[ab, bc, ca].
This gives that a2d ∈ K[ab, bc, ca], which is not true by Step 1. Thus (i) does
not hold in this case as well. Consequently Step 2 is proved.
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Step 3. If Char.K = 0, then the result of the Lemma holds.
We have K[ab, bc, ca, x] ∩K[x− a2, x− b2, x− c2] = K[ab, bc, ca][x] ∩K[b2 −
a2, c2 − a2][x− a2]. Let
f =
d∑
i=0
fix
i =
d∑
i=0
gi(x− a
2)i,
where fi ∈ K[ab, bc, ca] and gi ∈ K[b
2 − a2, c2 − a2] be a non-constant poly-
nomial of least degree d in x in the intersection. We shall first see that d = 0.
Note that the rings K[ab, bc, ca, x] and K[x − a2, b2 − a2, c2 − a2] are both
closed with respect to partial derivative δ/δx. Thus if d ≥ 1, then operat-
ing δ/δx on the both sides we arrive at a contradiction to minimality of d.
Therefore d = 0, and f0 = g0 ∈ K[ab, bc, ca] ∩K[b
2 − a2, c2 − a2]. Now, the
result follows from Step 2.
Step 4. If characteristic of K is p > 3, then K[ab, bc, ca][x] ∩K[b2 − a2, c2 −
a2][x− a2] = K.
As in step 3, let
f =
d∑
i=0
fix
i =
d∑
i=0
gi(x− a
2)i · · · (ii)
be a non-constant polynomial of least degree d in x in the intersection. If
d = 0, then the statement follows by Step 2. Next, if d = 1 then comparing
the coefficients of powers of x on both sides we get f1 = g1 and f0 = g0−g1a
2.
By Step 2, f1 = g1 = λ( 6= 0) ∈ K. Hence f0 = g0 − λa
2. This implies that
either a2 or b2 or c2 is in K[ab, bc, ca]. This however is not true by Step 1.
Now assume d > 1. Unless all non-zero terms other than that of degree 1
have exponent in x divisible by p, we can argue as in case of Char.K = 0
and conclude d = 0. In this case the assertion is already proved. Therefore
assume that all non-zero terms other than those of degree 1 have power of
x divisible by p. Now, let q = pe(e ≥ 1) be the highest power of p which
divides all exponents of x other than 1 in non-zero term. Let d = mq. Then
f = f0 + f1x+ fqx
q + · · ·+ fdx
mq
= g0 + g1(x− a
2) + · · ·+ gd(x− a
2)mq
⇒ f0 = g0 − g1a
2 + terms with higher power of a2, and f1 = g1.
If f1 6= 0, then by Step 2, f1 = g1 = λ( 6= 0) ∈ K. Therefore f0 = g0 − λa
2+
terms with higher power of a2. This, however, is not true as seen above.
11
Thus f1 = 0 = g1. Put Y = X
q. Then
f = f0 + fqY + · · ·+ fdY
m = g0 + gq(Y − a
2q) + · · ·+ gd(Y − a
2q)m · · · (iii)
Here f ∈ K[Y, ab, ac, bc]∩K[b2−a2, c2−a2][Y −a2q]. Differentiating both sides
of equation (iii) with respect to Y we get, as in Step 3, m = 0 since if m = 1,
then fq = gq, f0 = g0−gqa
2. As fq = gq ∈ K[ab, bc, ca]∩K[b
2−a2, c2−a2] =
K. By Step 2 fq = gq = λ( 6= 0) ∈ K. Then f0 = g0 − λa
2 ∈ K[ab, bc, ca].
Therefore, as seen above, a2 or b2 or c2 belong to K[ab, bc, ca], which is not
true in view of Step 1. Thus m = 0, and assertion holds by Step 2.
Remark 2.12. The result is not true if characteristic of K is 2. In this
case (b2 − a2)(c2 − a2) + (x − a2)2 = (bc)2 − (ac)2 − (ab)2 + x2 6= 0 is in
K[x− a2, x− b2, x− c2] ∩K[x, ab, bc, ca].
3 K[pi] ∩K[X] is not finitely generated
In the notations of introduction the main assertion of [ 3, Theorem 1.1 ] is
that K[pi1, pi2, pi3]∩K[X1, X2, X3, X4] is not a finitely generated K− algebra.
We shall give a relatively transparent and easy proof of this fact. Put
Y1 = X
−δ11
1 X
δ12
2 X
δ13
3 X
δ14
4 , Y2 = X
δ21
1 X
−δ22
2 X
δ23
3 X
δ24
4 , Y3 = X
δ31
1 X
δ32
2 X
−δ33
3 X
δ34
4
and Y4 = X
γ
4 .
Then K[pi] = K[pi1, pi2, pi3] = K[Y4 − Y1, Y4 − Y2, Y4 − Y3] and Y1, Y2, Y3, Y4
are algebraically independent by Theorem 2.5(i). As in [ 3 ], let E be the
K−derivation E = Σ4i=1δ/δYi on K[Y ] = K[Y1, Y2, Y3, Y4]. We shall use the
elementary facts that K[Y ]E = K[Y4−Y1, Y4−Y2, Y4−Y3] and K[Y2, Y3]
E =
K[Y2−Y3]. Instead of giving complete proofs again, we shall prove the main
assertions in which our proof differs to that in [ 3 ].
The assertion in [ 3, Lemma 2.4 ] is most important for the proof of [ 3,
Theorem 1.1 ]. Further [3, Lemma 3.1 ] is crucial for the proof of [ 3, Lemma
2.4 ]. We, instead, use the following simple result.
Lemma 3.1. There exist +ve integers pi; i = 1, 2, 3 such that for p = p1 +
p2 + p3, pi ≥ pξi . Moreover, f0 = (Y3 − Y2)
p1(Y3 − Y1)
p2(Y2 − Y1)
p3 ∈ K[X].
Proof. Since ξ1 + ξ2 + ξ3 < 1, there exists a +ve integer p such that p(1 −
ξ1 − ξ2 − ξ3) ≥ 3, i.e., p − pξi − pξ2 − pξ3 ≥ 3. Therefore there exist +ve
integers pi; i = 1, 2, 3 such that p = p1 + p2 + p3 where pi ≥ pξi. We have
f0 = (Y3 − Y2)
p1(Y3 − Y1)
p2(Y2 − Y1)
p3
12
= Y p2+p31 Y
p1
2 (Y
−1
2 Y3 − 1)
p1(Y −11 Y3 − 1)
p2(Y −11 Y2 − 1)
p3.
From this, one can easily see that the power of X1 in any term of f0 ∈
K[Y1, Y2, Y3] is larger than −(p2+ p3)δ11+ p1δ21+ (p1− i)δ31− (p1− i)δ21 for
some o ≤ i ≤ p1, since clearly the power of X1 in each term of (Y
−1
1 Y3− 1)
p2
and (Y −11 Y2 − 1)
p3 is positive. Now
−(p2 + p3)δ11 + p1δ21 + (p1 − i)δ31 − (p1 − i)δ21 = −(p2 + p3)δ11 + (p1 − i)δ31 + iδ21
≥ −(p2 + p3)δ11 + p1min(δ21, δ31)
= −pδ11 + p1(δ11 +min(δ21, δ31))
= (p1 − pξ1)(δ11 +min(δ21, δ31))
≥ 0
since p1 ≥ pξ1. Similarly we can see that powers of X2 and X3 in f0 are also
≥ 0. Thus the result follows.
Remark 3.2. It is easy to prove [3, Lemma 2.4(i)] from the above result ,
but that is not pertinent to the main result.
Before we proceed further, to make this proof self contained , we give an
alternative proof of [3, Lemma 2.3].
Lemma 3.3. Let f ∈ K[pi]∩K[X] . If (a1, a2, a3, a4) ∈ Supp.(f) and a4 > 0,
then a1 + a2 + a3 > 0.
Proof. We have
f =
∑
λa,b,c(Y4 − Y1)
a(Y4 − Y2)
b(Y4 − Y3)
c
where λa,b,c ∈ K and (a, b, c) ∈ ZZ
3
+. If a + b + c > 0, then in a term
of the type λ(Y4 − Y1)
a(Y4 − Y2)
b(Y4 − Y3)
c, when expanded, λY a+b+c4 =
λX
(a+b+c)γ
4 occurs, and also λX
(a+b+c−1)γ
4 (−Y1) occurs wherein power of X1 is
< 0. As f(X) ∈ K[X ], the term λX
(a+b+c−1)γ
4 (−Y1) has to cancel out. Thus
as Y1, Y2, Y3, Y4 are algebraically independent over K, −λX
(a+b+c−1)γ
4 (−Y1)
shall also appear in the expansion. Therefore f shall contain an expression of
the form−λ(Y4−Y1)
a1(Y4−Y2)
b1(Y4−Y3)
c1 where a+b+c = a1+b1+c1. In that
case we also get the term −λY a1+b1+c14 = −λX
(a1+b1+c1)γ
4 in the expansion of
f which cancels out λX
(a+b+c)γ
4 . All other expressions in the expansion of f
have the form λY a4 Y
b
1 Y
c
2 Y
d
3 where (b, c, d) 6= (0, 0, 0). This expression as a
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monomial inXi’s is of the form λX
a1
1 X
a2
2 X
a3
3 X
t
4 where (a1, a2, a3) = (b, c, d)T3
for
T3 =

 −δ11 δ12 δ13δ21 −δ22 δ23
δ31 δ32 −δ33


Further, t = aγ + bδ14 + cδ24 + dδ34. As determinant of T3 is not zero,
(a1, a2, a3) 6= (0, 0, 0) if and only if (b, c, d) 6= (0, 0, 0). Hence the result
follows.
We now proceed as in [3], but assume ℑ to be the set of all homogeneous
polynomials F of degree p + q in K[pi] = K[Y ]E such that F = f0Y
q
4 +
terms of lower degree in Y4, where powers of X2 and X3 are ≥ 0 for any
b ∈ Supp.F . To complete the proof of Lemma 2.4 (ii) we need to show the
existence of F ∈ ℑ such that power of X1 is ≥ 0 for all b ∈ Supp.F . If this
is not true then for any F ∈ ℑ there exists b = (b1, b2, b3, b4) ∈ Supp.F such
that −b1δ11 + b2δ21 + b3δ31 < 0. Then −b1δ11 + (b2 + b3)min(δ21, δ31) < 0.
Now, let for any F ∈ ℑ
e = max{b4|b = (b1, b2, b3, b4) ∈ Supp.F, and −b1δ11+(b2+b3)min(δ21, δ31) < 0}
and
d = max{b1|b = (b1, b2, b3, e) ∈ Supp.F}.
Define as in [3], O(F ) = (d, e) and consider the maximal element F ∈ ℑ
with respect to the lexicographic ordering in ZZ2. Let h ∈ K[Y2, Y3] be the
coefficient of Y d1 Y
e
4 in F . We, now, need to prove [3, Lemma 3.2 ]. As, in its
proof in [3], if λY c22 Y
c3
3 ∈ E(h) where λ( 6= 0) ∈ K, then as E(F ) = 0 , there
exists (d, c2, c3, e+ 1) ∈ Supp.F . By definition of e ,
−dδ11 + (c2 + c3)min(δ21, δ31) ≥ 0 · · · (i)
We claim that if (d, l2, l3, e) ∈ supp F, then −dδ11+(l2+ l3)min(δ21, δ31) < 0.
By definition of e, there exists (a1, a2, a3, e) in supp F such that
−a1δ11 + (a2 + a3)min(δ21, δ31) < 0
⇒ −dδ11 + (l2 + l3)min(δ21, δ31) < 0 · · · (ii)
since by choice of d, a1 ≤ d, and l2 + l3 ≤ a2 + a3. Hence the claim follows.
From this, as c2 + c3 + 1 = l2 + l3, we get
−dδ11 + (c2 + c3)min(δ21, δ31) < 0.
14
This contradicts (i). Hence the proof of [3 Lemma 3.2] follows.
For the final part of the proof, for s = p + q − d − e and d = p2 + p3,
consider
G = (Y3 − Y2)
s(Y3 − Y1)
p2(Y2 − Y1)
p3(Y4 − Y1)
e
Then G is homogeneous of degree p+ q and λ(Y3− Y2)
sY d1 Y
e
4 appears in the
expansion of G with λ( 6= 0) ∈ K. To complete the argument as in [3], we
need to show that powers of X2 and X3 are ≥ 0. in G. As powers of X2, X3
in Y4 and Y1 are ≥ 0, clearly the same holds for (Y4−Y1)
e . Thus to prove our
assertion it suffices to show that the same holds for (Y3−Y2)
s(Y3−Y1)
p2(Y2−
Y1)
p3 . Let
p = s+ p2 + p3 = p+ q − e = s+ d.
Then as e < q, p > p. Therefore
p(1− ξ1 − ξ2 − ξ3) > p(1− ξ1 − ξ2 − ξ3) ≥ 3. · · · (iii)
From the equation (ii), it is clear that
smin(δ21, δ31) < dδ11
⇒ s < (s+ d)ξ1 = pξ1 · · · (iv)
By the equation (iii),
p− pξ1 − p(ξ2 + ξ3) ≥ 3
⇒ s+ d− pξ1 − p(ξ2 + ξ3) ≥ 3
⇒ d− p(ξ2 + ξ3) ≥ 3 by (iv)
Therefore we can write d = p2 + p3 such that p2 > pξ2, p3 > pξ3. Then the
claim follows from the Lemma 3.1. The rest of the argument is same as in
[3]. This completes the proof of our claim. 
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