The nervous system equips us with capability to adapt to many conditions and circumstances. We rely on an armamentarium of intricately formed neural circuits for many of our adaptive strategies. However, this capability also depends on a well-conserved toolkit of different molecular mechanisms that offer not only compensatory responses to a changing world, but also provide plasticity to achieve changes in cellular state that underlie a broad range of processes from early developmental transitions to life-long memory. Among the molecular tools that mediate changes in cellular state, our understanding of posttranscriptional regulation of gene expression is expanding rapidly. Part of the ''epigenetic landscape'' that shapes the deployment and robust regulation of gene networks during the construction and the remodeling of the brain is the micro-RNA system controlling both levels and translation of messenger RNA. Here we consider recent advances in the study of microRNA-mediated regulation of synaptic form and function.
Introduction
The success of biological systems depends upon their capacity to adapt to the environment. Over half a century ago, Conrad Waddington proposed that organismal development and reaction to the environment are governed by an ''epigenetic system'' that sculpts the pathway of embryogenesis (Waddington, 1942 (Waddington, , 1959 ). Waddington's elegant metaphor of the ''epigenetic landscape'' illustrated the alternative pathways that a cell might traverse depending on extrinsic influences and adaptive responses, the topology of this landscape being defined by a web of underlying gene networks (Waddington, 1957) . Although modern usage of the term epigenetics invokes a rather specific set of chromosomal mechanisms that regulate gene expression, Waddington pondered the relationships between genotype and phenotype before the molecular machinery could be defined. In fact, Waddington described a genetically encoded adaptive mechanism as ''a gun which is not only set on a hair trigger but which is aimed to hit the target when it goes off'' (Waddington, 1959) , anticipating the structure of cellular signaling to regulate downstream target genes ( Figure 1A ). We now appreciate that cells possess an extensive arsenal of adaptive signaling mechanisms suitable for responses to a wide range of temporal domains and environmental conditions or cellular interactions ( Figure 1B ). While rapid and local state changes are effectively triggered by conformational, catalytic, and posttranslational modification of molecules already available in the cell, sustained adaptive state changes can persist beyond the lifetime of individual molecules, such as the memories stored in neural networks. Mechanisms that link adaptive responses to expression of the genome not only provide the renewable resource of RNA and protein, but also can alter the ''program'' of the cell via qualitative changes in expression (reviewed by Flavell and Greenberg, 2008) . Although transcriptional mechanisms can produce very long-lived state change, they offer limited spatial acuity and thus depend on posttranscriptional processes for regulated delivery of the expressed genome. Spatial constraint is particularly important in the nervous system, where extremely complex cell architecture is essential for circuit structure and function. Thus, the topic of translational regulation at the RNA level is an exciting frontier in the context of neurobiology.
Late in his career, Waddington made a somewhat neoLamarckian argument that a nervous system capable of learning and teaching was an innovation that freed humans from the arduous process of evolving new genetically encoded capabilities (Waddington, 1959) . While the evolution of ideas may be largely uncoupled from the genome, we have learned that memory is quite dependent on gene expression. This was first suggested in 1963 by the memory-blocking effects of the translational inhibitor Puromycin (Flexner et al., 1963 ). An impressive convergence between the fields of memory and signal transduction research eventually defined highly conserved pathways from cell surface receptors to second messengers to intracellular kinases to transcription factors that link synaptic activity to changes in gene expression (Kandel, 2001) . For memory, these pathways showed how short-lived signaling events linked to gene expression could trigger long-lived state changes in a postsynaptic cell, thus coupling adaptive mechanisms across multiple temporal domains. An additional convergence between studies of synaptic plasticity and neurotrophin signaling mechanisms made it clear that signal-dependent deployment of the genome through local protein synthesis was a key to understanding state change at mature synaptic sites (Kang and Schuman, 1996; Martin et al., 1997) . It was then discovered that local protein synthesis is also important for multiple stages in the assembly of neural circuits, from axon guidance decisions to synapse formation (reviewed by Jung et al., 2012; Kindler and Kreienkamp, 2012) .
The discovery of latent mRNAs that the cell reserves or ''masks'' for later translation dates back nearly half a century to studies of protein synthesis in sea urchin embryos (e.g., Monroy and Tyler, 1963; Piatigorsky et al., 1967) . However, the complexity of mRNA pools that reside in different compartments of developing and mature neurons has been defined only recently with modern genomic technologies, revealing hundreds of candidate transcripts localized in dendrites or axons or even growth cones (Poon et al., 2006; Zhong et al., 2006; Zivraj et al., 2010) , many of which may be changing in developmental time (Gumy et al., 2011) . Indeed, recent analysis of the hippocampal CA1 neuropil has identified over 2,500 mRNAs in the ''local transcriptome'' of axons and dendrites (Cajigas et al., 2012) . These observations suggest that the ''RNA space'' subject to posttranscriptional regulation in neurons is substantial. Given their exaggerated morphology, neurons require long-range transport mechanisms to deliver mRNAs along axons and dendrites. Studies of neuronal mRNA transport granules indicate that translation is suppressed en route (Krichevsky and Kosik, 2001) , raising intriguing questions regarding the mechanisms that control and activate local translation. While significant progress has been made in defining general components of mRNA transport and storage granules (reviewed by Donnelly et al., 2010) , and some exciting insights have been made into signal or state-dependent activation of such players (e.g., Banerjee et al., 2009 ), a key question is how are individual genes targeted for specific regulation? Although multiple classes of sequence-specific RNA regulatory mechanisms contribute to shaping the functional landscape, and there are significant interactions between these molecular regulators, we will focus on microRNA (miRNA)-mediated control over the maturation and plasticity of neurons and their synaptic connections, highlighting primarily observations made in the past few years.
The Neural miRNA Landscape miRNAs were first identified based on classical genetics as regulators of developmental timing in Caenorabditis elegans (Lee et al., 1993; Reinhart et al., 2000) . These short noncoding RNA were then found in other organisms by virtue of striking sequence conservation across species . miRNA genes are transcribed as RNA polymerase II or III transcripts (pri-miRNA) that are processed by specific nuclease cleavage (or RNA splicing for miRtrons) to produce short hairpin RNAs (pre-miRNA) that are transported out of the nucleus and then cleaved once more to generate mature miRNAs that can be loaded into protein complexes that allow binding to specific target mRNA ( Figure 1C ; reviewed by Bartel and Chen, 2004) . Mature miRNA-target mRNA pairs are formed by proteins in the Argonaute (Ago) family together with other components of the RNA-induced silencing complex (RISC; Du and Zamore, 2005) . Although there are exceptions, miRNAs inhibit expression for most target genes by reducing steady-state message levels , although this may occur after an initial blockade of translation (Bazzini et al., 2012; Djuranovic et al., 2012) .
Many rounds of transcriptome sequence and expression analysis have uncovered a large number of miRNA genes spanning all multicellular organisms (see http://www.mirbase.org; Griffiths- Jones et al., 2006) . Among animal species, the number of miRNA genes has expanded dramatically with increasing organismal complexity (i.e., numbers of differentiated cell types), contributing to speculation that despite high conservation in many miRNA families, diversification of other miRNA genes has contributed significantly to the evolution of different metazoan body plans (Sempere et al., 2006) . For example, Cnidarian genomes contain tens of miRNA genes (e.g., 17 in Hydra and 49 in Nematostella), whereas Ecdysozoa have roughly 5-to 10-fold more (e.g., 223 in C. elegans and 240 in D. melanogaster), and Humans have over 1,500 (http://www.mirbase.org). Interestingly, recent comparisons of mRNA and miRNA populations expressed in the brains of different primate species suggest that a subset of developmentally regulated miRNA in prefrontal cortex (PFC) appears to be evolving far more rapidly than other classes of genes including transcription factors (Somel et al., 2011) . For example, 19 such developmentally regulated miRNA in PFC were 24-fold more divergent in human than in chimpanzee. Thus, while gene regulatory pathways have long been proposed as a predominant driver of metazoan evolution (see Gerhart and Kirschner, 1997) , miRNA may account for a significant part of the expansion in cognitive and intellectual capacity in humans. (A) Waddington's adaptive ''gun'' response triggered by environmental stimuli or information from neighboring cells can utilize a broad range of molecular mechanisms to mediate changes in the expression of the genome to alter phenotypes or cellular behavior. (B) This diagram represents the relative effective spatial and temporal range of function and adaptive response for different mechanisms in the progression from primary nuclear production of mRNA (transcription, splicing, processing, and export; in yellow) to mRNA delivery (transport and localization; in orange), to posttranscriptional miRNA regulation of mRNA (mRNA stability and access to translational machinery; in red), to active translation (in purple), and to the final function of the encoded protein(s) (in blue). While transcriptional mechanisms can be sustained for prolonged periods of cellular and/or organismic lifetime, these processes are slow to respond and have very limited spatial acuity. Posttranscriptional regulation of gene expression offers faster and far more local responses, although conformational change of existing proteins provides the highest spatial and temporal resolution. (C) A simple flow diagram of microRNA biogenesis (from transcriptional production of pri-miRNA to nuclear microprocessor cleavage of pre-miRNA to cytoplasmic cleavage to mature miRNA) and subsequent matching with mRNA targets (in Argonaute [Ago] containing protein complexes), leading to translational silencing and mRNA decay.
Given the cellular and transcriptional complexity of the nervous system, it is not surprising that miRNAs are highly abundant in this tissue (reviewed by Kosik, 2006) . Although initial comprehensive profiling of miRNA expression was limited to broad areas of the brain, the advent of new profiling technology makes it clear that the spatial landscape of miRNA expression may be highly complex at the cellular level. For example, by combining immunoprecipitation of tagged, transgenic Ago2 with the cell-type-specific Cre/Lox system in mouse (a method called ''miRAP''; Figure 2A) , it has been possible to ascertain the miRNA ''finger prints'' of different GABAergic interneurons and excitatory pyramidal cells from neocortex or Purkinje cells from cerebellum . Nearly half of the over 500 miRNA assayed were relatively specific between overall neocortex and cerebellum, and roughly one-quarter of the miRNA showed specificity between pyramidal neurons and interneurons or between two subtypes of interneurons (parvalumin [PV] versus neuropeptide somatostatin expressing [SST]; Figure 2B ). For example, six of ten miRNA quantified in followup experiments were selectively enriched in PV interneurons, despite the fact that these neurons share many properties with SST interneurons ( Figure 2C ; He et al., 2012) . Thus, while profiling at this single cell-type resolution has just begun, it is clear that the miRNA landscape offers many opportunities to fine-tune the distinct developmental and functional properties of neuronal subpopulations.
Even within a single neuron, complex functional architecture offers many compartments that could be regulated by different sets of miRNA. An early comparison between miRNA in the cell bodies and neurites of rodent hippocampal neurons showed a graded distribution across a set of 99 candidates, the extremes of which defined miRNA that are selectively enriched in dendrites versus soma (Kye et al., 2007) . This study also examined miRNA copy number and estimated an average of 10,000 copies per cell, a number that is within an order of magnitude of average synapse number per neuron, thus raising the intriguing question of whether synaptic miRNA can be locally effective in very small numbers. Nonetheless, the synaptic compartment appears to contain a large fraction of the neuronal miRNA pool. Recent analysis of miRNA representation in synaptoneurosome fractions from five different rodent brain regions showed that roughly half of the miRNA genes tested were enriched in this synaptic material (Pichardo-Casas et al., 2012) . Of roughly 140 miRNA expressed in five regions of the rat brain (cortex, hippocampus, cerebellum, brainstem, and olfactory bulb), the majority (79%-97%) were also found in synaptosomes from each region ( Figure 2D ). While a significant number (up to $25%) of the miRNA detected in the study showed region specificity, the fact that about 100 of the detected miRNA were found in all regions suggests that most miRNA are part of core neural machinery. Interestingly, a small subset of miRNA was exclusively detected in synaptic material in each region (3%-9%), implying dedicated synaptic functions. When a subset of the synaptic miRNA was then quantified after kainic acid-induced seizure, the majority (five out of six) showed a significant activity-dependent change in the synaptic material even though changes in whole tissue were often not detected (PichardoCasas et al., 2012) . Of particular interest, several of these activity-dependent miRNA displayed strikingly different changes in different brain regions; for example, miR-150 is increased over 5-fold in cortical synaptosomes but is reduced about the same fold in hippocampus, whereas miR-125 displays the opposite Figure 2 . Cellular, Subcellular, and Temporal Specificity in Neural miRNA Profiles (A) Conditional Cre-dependent expression using one of multiple promotors for excitatory pyramidal neurons (Camk2a) or GABA-ergic interneurons (Gad2, PV, or SST) is used to express a GFP-myctagged Ago2 fusion (by removal of a stop flanked by loxP sites) to isolate Ago:miRNA:mRNA complexes for cell-type-specific immunoprecipitation (miRAP; He et al., 2012) . (B) Diagram of three neurons profiled with miRAP: pyramidal excitatory neurons (Camk2a positive), SST, or PV interneurons (both of which are Gad2 positive) (adapted from He et al., 2012) . (C) Diagram approximates the relative differences in expression for ten miRNA when PV and SST populations of Gad2+ GABA-ergic interneurons were compared by miRAP . (D) A summary of the overlapping sets of miRNA identified by profiling five distinct regions of rodent brain and neurosynaptosomal fractions isolated from these tissues (Pichardo-Casas et al., 2012) . Cortex (Ctx), hippocampus (Hp), brainstem (Bs), cerebellum (Cb), and olfactor buld (Ob) were compared, revealing 104 miRNA common to all five regions. The majority of the total miRNA identified in each tissue (in parentheses) were also found in synaptosomes from each brain region. (E) Using a fear-conditioning (FC) paradigm, RNA was extracted from dissected hippocampal (Hp) CA1 at three time points (1, 3, and 24 hr) after training (Tr). Subsequent profiling identified overlapping sets of miRNA in each time point, whose overall numbers are summarized in the Venn diagram to the right (adapted from Kye et al., 2011) . (F) Comparisons of miRNA identified in the in vivo fear-conditioning paradigm showed significant overlap with cultured hippocampal neurons subjected to pharmacological stimulation in vitro (Kye et al., 2011). trend. Although this comparative analysis has only been applied to a handful of synaptic miRNA, it suggests that future functional analysis may reveal many new synaptic functions for miRNA and that there may be dramatic specificity in these functions in different neural circuits.
If miRNA expression, localization, or function can be controlled by neural activity or other influences of neighboring cells and the environment, then miRNA can serve as agents of adaptive state change. Sensory input to the nervous system from the environment appears to trigger significant changes in miRNA stability in the visual system (e.g., Krol et al., 2010) . Moreover, from a developmental perspective, a substantial body of evidence shows that miRNA production and activity is controlled by several canonical cell-signaling pathways known to be important for many stages in the construction of neural circuits (reviewed by Saj and Lai, 2011) . In addition to hardwiring neural circuits, some of these pathways are also known to link synaptic form and function to neural activity (e.g., brain-derived neurotrophic factor [BDNF]; Schratt et al., 2006) . Multiple studies have surveyed miRNA levels in models of activity-dependent synapse plasticity (reviewed by Olde Loohuis et al., 2012) . For example, in hippocampal slices subjected to long-term potentiation (LTP) or depression of synaptic output, the majority of detected miRNA (55 of 62) showed more than 2-fold up-or downregulation (Park and Tang, 2009) .
The temporal dimension adds another layer of complexity in the adaptive response. For example, a recent profile of hippocampal miRNA levels after contextual conditioning in vivo showed significant changes in miRNA pattern between 1, 3, and 24 hr posttraining compared to animals that received NMDA-receptor antagonist prior to training (Kye et al., 2011) . Dozens of miRNA were significantly up-or downregulated at each time point; however, the overlap between the initial response at 1 hr and the long-term response at 24 hr was less than 25% ( Figure 2E ). When cultured hippocampal cells were profiled after pharmacological stimulation in vitro to compare to miRNA changes after fear conditioning, just over half of those with detectable changes were found in both the in vitro and in vivo models ( Figure 2F ). This suggests that while cell culture models for neuronal plasticity can serve as very convenient systems to manipulate miRNA that also provide impressive access to neuronal cell biology, analysis using in vivo models is essential. Interestingly, when downstream target gene mRNAs altered in both in vitro and in vivo were compared (Kye et al., 2011) , several components in the miRNA core biosynthetic pathway were found to be part of the adaptive response (including DGCR8, Drosha, and Dicer), consistent with other studies suggesting that miRNA processing is actively coupled to neuronal activity in order to propel synaptic plasticity (see below).
Synaptic Functions for the miRNA Pathway
The components of the miRNA biogenesis and processing machinery are well conserved across the animal kingdom. After transcription, pri-miRNA is processed by RNase III domaincontaining protein Drosha in association with the RNA binding protein encoded by DIGeorge syndrome critical region gene 8 (DGCR8)/Pasha (reviewed by Du and Zamore, 2005 ). This ''microprocessor'' complex binds to the lower stem region of the miRNA self-complementary region (Carthew and Sontheimer, 2009 ). The double-stranded stem and flanking regions are both important for DGCR8 binding and subsequent Drosha cleavage (Zeng and Cullen, 2006; Han et al., 2006 ; reviewed by Kim et al., 2009) . Processed miRNA precursors (pre-miRNA) are then exported from the nucleus and cleaved by the RNase III domain-containing protein Dicer. Finally, the remaining duplex is loaded on to the RISC, which is comprised of a set of proteins that mediate mRNA target recognition and suppression, including Ago1, Ago2, Pumilio2 (Pum2), and Moloney leukemia virus (MOV10) (Du and Zamore, 2005) .
Pioneering studies of nervous system development using maternal-zygotic mutants of zebrafish dicer revealed gross morphological defects specifically in early brain patterning and morphogenesis (Giraldez et al., 2005) . Surprisingly, these dramatic abnormalities are largely rescued by reintroduction of miR-430 family members, suggesting that the complexity of miRNA control over the early stages of neural development may be quite limited. However, detailed studies of later stages in neural development have begun to suggest a more extensive contribution of miRNAs in the formation of synaptic connections, circuit maturation, and the activity-driven plasticity of these connections. Part of this evidence came from knockout mutations of the miRNA processing genes. For example, a clonal genetic screen in Drosophila identified the miRNA processing proteins DGCR8/Pasha and Dicer1 as crucial components in the establishment of wiring specificity (Berdnik et al., 2008) . Alleles of fly drosha, its dsRBD partner pasha, and novel alleles of dicer-1 were recently identified in another genetic screen in Drosophila. Hypomorphic alleles that gave adult escapers with overtly normal development were identified and shown to exhibit reduced synaptic transmission in the mutant photoreceptor neurons with no accompanying defects in neuronal development or maintenance (Smibert et al., 2011) . This suggests that synaptic function is especially sensitive to optimal miRNA pathway function. DGCR8 mutant mice also exhibited abnormalities in synaptic connectivity due to a reduction in the number and size of dendritic spines, reduced synaptic complexity, impaired synaptic transmission, and altered short-term plasticity (Stark et al., 2008; Fé nelon et al., 2011) . Moreover, specific loss of Dgcr8 in pyramidal neurons of the cortex results in a noncell-autonomous reduction of parvalbumin interneurons in the prefrontal cortex, with a severe deficit in inhibitory synaptic transmission corresponding with a reduction in inhibitory synapses. This research directly implicates miRNAs as functioning in inhibitory synapses and illustrates the global effects cellspecific knockdown of miRNAs can impart (Hsu et al., 2012) .
Many studies have demonstrated that spatial and temporal specificity is vital to many miRNA roles during neural development. For example, loss of murine dicer in a tissue-specific manner revealed a multitude of neuronal abnormalities including impaired neuronal differentiation, reduced neuronal size, neuronal branching deficits, and disrupted axonal pathfinding (reviewed by Bian and Sun, 2011) . Beyond the morphological changes observed, analysis of downstream elements in the miRNA processing pathway has identified Ataxin-2 as being required for Drosophila long-term olfactory habituation (LTH).
Mechanistically, Ataxin-2 binds the DEAD box helicases of the Me31B family, proteins associated with Argonaute, in which it participates as part of the general machinery required for efficient miRNA-mediated translational repression (McCann et al., 2011) . However, the requirement for miRNAs in LTH appears to be a very complex one. miRNAs are necessary for the maintenance of neuronal connections as indicated with Ataxin-2 studies, but they are also involved in synaptic remodeling. For example, an inducible deletion of murine dicer 1 decreased expression of specific miRNAs but demonstrated enhanced memory strength in the CA3 to CA1 synapses (Konopka et al., 2010) . Morphologically, the dendritic spines in these dicer 1 mutants displayed an increase in immature filopodia-like dendritic spines. Molecularly the mutants displayed an increase in the translation of synaptic plasticity-related proteins BDNF and MMP-9.
Notably, studies of RISC complex components that mediate the final steps in the core miRNA pathway were some of the first to implicate miRNA in synapse formation. Pioneering studies in Drosophila established the importance of the RISC component Armitage in long-lasting memory within the adult olfactory system though analysis of CamKII expression (Ashraf et al., 2006) . These studies indicate that miRNAs may be acting in both neuronal remodeling and maintenance of neuronal connections in memory and their opposing roles may be due to the spatial temporal specificity of their expression. Zeroing in on the temporal contribution of miRNAs, their role in early hippocampal development was investigated by conditionally ablating dicer at varying embryonic time points. These studies revealed a timing requirement of miRNAs for the formation of specific hippocampal regions . As a whole, studies of the core miRNA processing pathway have focused attention on miRNA function in neural circuits, but mechanistic insights into such functions require analysis of individual miRNAs and the target genes they control.
Synaptic Regulatory Functions for Individual miRNA Much of our knowledge about individual miRNA functions at the synapse was initially informed by studies profiling miRNA expression in the nervous system. Candidate miRNA functions have been frequently explored by initial studies in primary dissociated cell culture models that provide a platform highly accessible to miRNA manipulation through the use of antagomers, ''locked nucleic acid'' (LNA) oligonucleotides, and overexpression constructs (e.g., Giraldez et al., 2005; Leaman et al., 2005; Krü tzfeldt et al., 2005; Lanford et al., 2010) . A drawback for use of LNAs to disrupt miRNA is their difficulty of use for in vivo systems. Overexpression models can be easier to execute than in vivo loss-of-function models but can be misleading due to the very tight expression range in which miRNAs function. As a whole, experiments using both loss and gain of function have been very informative in the role miRNAs are playing at the level of individual neurons and neuronal cell biology but due to the inherent tuning nature of miRNAs and the importance of spatial and temporal control, it is important to emphasize that analysis of miRNAs in an intact cellular context at endogenous levels is very important. As we examine recent work in the area of miRNAs at the synapse, two major themes arise (Figure 3 ).
The themes of both the negative and positive regulation of synaptic growth illustrate the balancing and tuning role miRNAs play to facilitate synaptic development and activity-driven plasticity.
Perhaps not surprisingly, negative regulation and suppression of synaptic connections appear to be a primary function of many miRNAs at the synapse (Figure 3 ). For example, miR-138 is found highly enriched in the brain and localized within dendrites. miR-138 targets acyl protein thioesterase 1 (APT1), an enzyme that defines the palmitoylation status of multiple proteins that are known to function at the synapse including the Ga 13 subunits of G proteins negatively regulating the size of dendritic spines in rat hippocampal neurons (Siegel et al., 2009) . miR-34a, another miRNA that imparts negative regulation, is controlled by TAp73 (Agostini et al., 2011a) . Ultimately, miR-34a negatively regulates both dendritic outgrowth and synaptic function, possibly via targeting the synaptic components synaptotagmin-1 and syntaxin-1 (Agostini et al., 2011a (Agostini et al., , 2011b , although the relevant target genes have not yet been confirmed. miR-375, on the other hand, antagonizes BDNF to inhibit dendritic growth (Abdelmohsen et al., 2010) . miR-375's actions are largely through its target HuD, an RNA binding factor known to control mRNA stability and translation in the nervous system (Deschê nes-Furry et al., 2006). As a whole, these observations imply that there are multiple layers of complexity in the regulatory logic of miRNAs in dendritic morphogenesis.
Some miRNAs play different roles at distinct developmental stages. For example, the brain-enriched miR-137 has an early role in neural differentiation: miR-137 regulates CDK6 in cultured mouse neural stem cells, resulting in an increased level of neuronal marker Tuj1 (Silber et al., 2008) . miR-137 also controls later steps in developmental plasticity, in which it is a key regulator in adult neurogenesis and neuronal maturation . However, gain-of-function studies conducted with miR-137 resulted in decreased dendritic spine growth, demonstrating that miR-137 was sufficient to negatively Late stages of neuronal differentiation from process formation (axon and dendrite extension during maturation) to the developmental and continued plasticity required to form higher-order circuits. Although comprehensive functional screens will be required to form a complete inventory of functions, several miRNA have been shown to regulate these steps of neuronal and circuit formation or function as either negative regulators (above the timeline) or positive regulators (below the timeline).
regulate synapse morphogenesis. In order to address synaptic function at a late stage of differentiation, miR-137 was suppressed by using an oligo-based technique in cultured primary neurons, and dendritic spine growth was significantly increased. Further study of the mechanism by which dendritic growth regulation occurs revealed that miR-137 elicits changes in synapse morphogenesis largely through regulation of the ubiquitin ligase Mind Bomb-1 . Interestingly, a recent genome-wide association study has implicated single-nucleotide polymorphisms in the miR-137 gene as being highly associated with schizophrenia (Ripke et al., 2011) , and multiple schizophrenia-associated genes including CSMD1, C10orf26, CACNAiC, and TCF4 have been confirmed in cell culture to be targets of miR-137 (Kwon et al., 2011) . In vivo analysis of miR-137 targets will be an important step in better understanding the role of this miRNA in schizophrenia, a disease in which other miRNA genes have been recently implicated.
miRNA regulation at the synapse is not only negative. An example of positive regulation of dendritic spine development is observed with miR-125b. miR-125b and miR-132 (as well as several other miRNA) are associated with fragile X mental retardation protein (FMRP) in mouse brain. miR-125b overexpression results in longer, thinner processes of hippocampal neurons. FMRP knockdown is shown to ameliorate the effect of overexpressed miR-125b and miR-132 on spine morphology. It has been proposed that miR-125b negatively regulates its target, NR2A, along with FMRP and AGO1 (Edbauer et al., 2010) . Recently a mechanism was proposed whereby FMRP phosphorylation provides a reversible switch in which AGO2 and miR-125a form an inhibitory complex on PSD-95 mRNA, thus turning off mGluR signaling. However, dephosphorylation of FMRP and subsequent release of Ago2 activates gp1 mGluR signaling (Muddashetty et al., 2011) . This switching mechanism could provide the means for temporal and spatial control of translation.
Because some miRNAs can both positively and negatively influence synaptic growth and connections depending on their levels, the concept of miRNAs as fine-tuners of synaptic effector gene networks has long been a popular model for regulation of activity-related plasticity. This topic has been extensively reviewed (Siegel et al., 2011; Bredy et al., 2011; Olde Loohuis et al., 2012) ; however, we will highlight a few recent advances that illustrate the functional role for miRNAs in this arena. miR-124 is one of the most highly conserved neuronal-specific miRNAs and yet gross morphological phenotypes have not been observed in the nervous system in null mutants from multiple species (Miska et al., 2007; Sun et al., 2012) . However, when examining the role of miR-124 in activity-driven plasticity, we begin to see its functional relevance in the nervous system. miR-124 responds to serotonin in cultured Aplysia motor neurons by derepressing CREB and enhancing serotonin-dependent long-term facilitation (Rajasethupathy et al., 2009) . Another miRNA that appears to tune levels of targets in response to activity-related plasticity is miR-188. miR-188 was found to be upregulated with the induction of LTP in which it regulated the semaphorin 3F receptor Nrp-2 acting as a negative regulator of spine development and synaptic structure in rat primary hippocampal neuron culture . These studies continue to illustrate how miRNAs can be playing a very active role in regulation of activity-regulated plasticity.
Pharmacological disruption of neurotransmitter signaling has helped to further elucidate the role of miRNAs in activity-driven plasticity. One study disrupted NMDA-mediated glutamate signaling recapitulating behavioral deficits displayed in psychiatric disorders. After blocking glutamate signaling, miR-219 expression was reduced in the prefrontal cortex of mice (Kocerha et al., 2009) . A known component of the NMDA receptor signaling cascade, CamKIIg, was confirmed in cell culture as a miR-219 target. In vivo inhibition of miR-219 was shown to recapitulate the behavioral deficits associated with disruption of the NMDA receptor transmission and treatment with antipsychotic drugs prevented drug-induced effects on miR-219 (Kocerha et al., 2009) .
Another neurotransmitter pathway examined was dopamine signaling, which is increased with cocaine and amphetamine use. Dopamine signaling was shown to increase the expression of miR-181a in primary neurons. Overexpression and knockdown of miR-181a in primary neurons demonstrated that miR181a was a negative posttranscriptional regulator of GluA2 surface expression, spine formation, and mEPSC frequency in hippocampal neuron cultures, establishing a key role for miR-181 in response to neurotransmitters at the synapse (Saba et al., 2012) . Furthermore, chronic treatment of cultured hippocampal neurons with nicotine, cocaine, or amphetimines also increased miR-29a/miR-29b expression, reducing dendritic spines and increased filopodial-like cytoskeleton remodeling. This morphological change was found to occur through miR29a/miR-29b targeting of Arpc3 acting to fine-tune structural plasticity through regulation of the actin network branching in mature and developing spines (Lippi et al., 2011) .
Neurotransmitters have long been studied as a mechanism of homeostatic neuronal plasticity (reviewed in Pozo and Goda, 2010) . Recently, miRNAs have been implicated in neurotransmitter receptor expression. Surface expression of GluR2 as well as PSD-95 clustering and dendritic spine density was negatively altered by miR-485. On a functional level, miR-485 was shown to reduce spontaneous synaptic activity in hippocampal neurons largely through its presynaptic target SV2A (Cohen et al., 2011) . This builds on previous studies in which miR-485 was found to be dysregulated in neurological disorders such as Huntington and Alzeheimer's disease (Packer et al., 2008; Cogswell et al., 2008) . These studies build a strong link between miRNAs and neurotransmitter signaling.
Through the study of both negative and positive regulation of synaptic development and remodeling, a reoccurring theme of miRNA dysregulation in neuronal disease has come to light. This gives us insight into miRNAs as a very applicable and exciting avenue to follow to better understand neurological diseases and their treatment (Ceman and Saugstad, 2011; Bian and Sun, 2011) . Given the importance that miRNAs might play in neuropathology, several strategies to manipulate miRNA activity and expression are being pursued as therapeutic models. Ruberti et al. (2012) further discuss these in a recent review. However, dissociated culture models described above lack the context of multicellular environment and global circuitry, thus having limitations as disease models. The field is now shifting to in vivo models and gaining the tools necessary to manipulate miRNAs in this context. For a small set of miRNAs, we have been able to see the progression of in vivo cell biological data confirmed and studied within the context of in vitro models.
Bridging from In Vitro to In Vivo Models of Investigation miR-132 and miR-134 are at the vanguard in the study of miRNA function at the synapse. These miRNAs demonstrate the power of studies with neuronal miRNAs in vitro (Vo et al., 2005; Schratt et al., 2006; Wayman et al., 2008) , as well as the transition to in vivo models in which they clearly demonstrate how miRNAs exert developmental and cellular context-dependent functions. miR-134 was identified in hippocampal neurons as a dendritically localized miRNA and functions to negatively regulate the size of dendritic spines through the inhibition of LimK1, a regulator of actin dynamics. This inhibition was relieved by exposure to stimuli such as BDNF (Schratt et al., 2006) . Another layer of complexity was identified for miR-134 as part of the miR-378-miR-410 cluster downstream of the transcription factor Mef2. Many members of this cluster were shown in primary culture to be required for activity-dependent dendritic outgrowth of hippocampal cultured neurons. miR-134 regulation of Pumilio2, an RBP involved in miRNA transport and translational inhibition, was shown to be key in this activity-dependent dendritic arbor plasticity, illustrating a regulatory pathway that couples activity-dependent transcription of miRNA with miRNA-dependent translational control of gene expression in neuronal development (Fiore et al., 2009), suggesting a possible cascade that might alter levels of multiple downstream effector genes.
Similar to work with other miRNAs, early studies of miR-134 were largely dependent on cultured neurons that lack specific spatial and temporal information that in vivo studies offer. More recent research in mouse models confirmed the negative regulatory role of miR-134 in dendritic arborization of cortical layer V pyramidal neurons (Christensen et al., 2010) . Additional in vivo analysis has identified sirtuin1 (SIRT1) as a regulator of miR-134 in synaptic plasticity and memory formation, in which it acts to limit the expression of miR-134 via a repressor complex containing the transcription factor YY1. In the absence of SIRT1, an increase of miR-134 downregulates CREB, resulting in impaired synaptic plasticity (Gao et al., 2010) . Additional in vivo studies have identified a functional role for miR-134 in specific periods of neuronal development, demonstrating that miR-134 can target Chordin-like 1 and Doublecortin, providing stagespecific modulation of cortical development (Gaughwin et al., 2011) . miR-134 has also been shown to play a role in neuroprotection and seizure suppression effects in an in vivo mouse model, strengthening the need for further study of the implications of miRNA dysfunction in neuronal disease (JimenezMateos et al., 2012) . As a whole, work with miR-134 reinforces the concept that miRNAs exert developmental and cellular context-dependent functions, thus highlighting the need for in vivo models with cell-type-specific control.
Studies of the miR-132/miR-212 gene cluster indicate that these miRNAs have many diverse functions and targets depending on their spatial and temporal expression (reviewed in Wanet et al., 2012) . In the nervous system, miR-132 is a CREBregulated miRNA that is induced by neuronal activity and neurotrophins and plays a role in regulating neuronal morphology and cellular excitability (Vo et al., 2005) . This links transcriptional regulation of miRNAs, furthering the flexibility of the genome in response to selective pressures. In culture, upregulation of miR-132 increases dendritic outgrowth in an activity-dependent fashion via suppression of a GTPase-activating protein p250GAP translation, resulting in activation of the Rac1-PAK actin-remodeling pathway (Vo et al., 2005; Wayman et al., 2008; Impey et al., 2010) . In agreement with these studies, overexpression of miR-132 in hippocampal neurons results in stubby and mushroom-shaped spines with an increase in average protrusion width strengthening synaptic transmission (Edbauer et al., 2010) . The in vitro work on miR-132 in cultured neurons was confirmed in an in vivo model in which the miR-132/miR-212 locus was targeted for deletion in the adult mouse hippocampus. Of these two miRNAs, miR-132 was determined to be the predominately active product in hippocampal neurons and deletion caused a dramatic decrease in dendrite length, arborization, and spine density (Magill et al., 2010) .
In vitro analysis of miR-132 function not only supports a role for miR-132 in developmental plasticity, but also illustrates a continued role for miR-132 in activity-induced plasticity. miR-132 has been shown to selectively influence short-term plasticity in hippocampal cultures without altering basal synaptic transmission . Additionally the induction of LTP in the dentate gyrus of adult rats was coincident with a strong upregulation of mature miR-212 and miR-132 transcripts. Blocking NMDA receptors enhanced the LTP-dependent induction of these miRNAs, whereas the blocking of mGlur1 inhibited the enhancement of mature miRNA expression in response to LTP-inducing stimuli (Wibrand et al., 2010) . In fact, it was shown that blocking glutamate receptors activates the decay of miR-132, whereas glutamate treatment did not have an effect (Krol et al., 2010) . These findings suggest specific and fine local regulation through synthesis and degradation in specific synaptic compartments where this cluster is involved in synaptic plasticity modulation.
Because synapse strength and number are scalable properties, the ability of miRNA to fine-tune synaptic effector genes is a powerful tool to regulate the functional output of neurons and circuits. The concept of tight regulation and tuning control of miRNAs is illustrated in the research on miR-132, in which expression was found to be upregulated in key layers of the mouse hippocampus after presentation of spatial learning tasks (Hansen et al., 2012) . Furthermore, in vivo induction of miR-132 restoring normal endogenous levels significantly enhanced cognitive capacity. In contrast, high levels of miR-132 inhibited learning, suggesting that miR-132 must be maintained in a limited range for learning and memory formation. Strict regulation of miR-132 expression is also implicated as the basis of a structural plasticity program in subventricular zone-olfactory bulb postnatal neurogenesis (Pathania et al., 2012) . Both of these pieces of data support the role of miRNAs in a tuning capacity to regulate other genes within a specified range of expression.
Beyond implications in morphological change and plasticity, miR-132 has been tied to the pathophysiology of depressive disorders in which increased glucocorticoid levels have been shown to downregulate BDNF, which is responsible for normal induction of miR-132 (Kawashima et al., 2010) . Recent studies, in which miR-132 was found downregulated in schizophrenic subjects, have also implicated miR-132 dysregulation in schizophrenia. Several key genes, including DNMT3A, GATA2, and DPYSL3 were regulated by miR-132 and exhibited altered expression either during normal neurodevelopment or in tissue from adult schizophrenic subjects (Miller et al., 2012) . miR-132 family member miR-212 has also been suggested to act in adaptive behaviors such as those observed with drug use. miR-212 is believed to act through MECP2 to control the effects of cocaine on striatal BDNF levels Hollander et al., 2010) . For in-depth coverage of miR-132 and miR-212 functions, please see recent reviews (Wanet et al., 2012; Tognini and Pizzorusso, 2012) .
Overall, work with both miR-134 and miR-132 has demonstrated how complementary work in vitro and in vivo provides a powerful approach to dissect the complex role miRNAs are playing at the synapse. These studies illustrate how miRNAs regulate multiple target genes in different regions and cell types at varied times in development to control both developmental and physiological plasticity.
In Vivo Analysis of Synapse Form and Function in Invertebrates
Much like the in vivo examination in mammalian systems, in vivo analysis in invertebrate systems has helped us understand the spatiotemporal context of miRNA function. The importance of cellular context is clearly demonstrated in the developmental assembly of presynaptic structures, which rely on communication between both neurons and their target cells. At Drosophila neuromuscular junctions, retrograde signals from target cells are known to sculpt development of the synapse (reviewed by Collins and DiAntonio, 2007) . miR-8, a member of the highly conserved miR-200 family, has been shown to regulate larval morphogenesis of the nerve terminals postsynaptically. This transsynaptic phenomenon appears to be mediated largely through repression of an actin-binding protein Enabled (Loya et al., 2009) . miR-124 provides us with another example of a miRNA requiring transsynaptic communication between neurons and their targeted tissue. In Drosophila, miR-124 is involved in diversity in dendrite morphology, larval locomotion, and synaptic release at the neuromuscular junction (NMJ) . Importantly, components in the retrograde BMP signaling pathway are implicated in the miR-124 presynaptic release phenotype at the NMJ. Interestingly, exosomes have recently emerged as a novel mechanism for the exchange of genetic material between cells. Known to carry small RNA molecules including miRNAs, exosomes have emerged as a likely form of ''genetic communication'' between the two sides of the synapse (Mittelbrunn and Sá nchez-Madrid, 2012) . Exosomes have been reported to mediate transsynaptic protein transfer in Drosophila NMJs (Korkut et al., 2009) , making the possibility that the same mechanism is deployed in the exchange of miRNAs very attractive.
Another group of miRNAs involved at the Drosophila larval neuromuscular junction are the miR-310 cluster, miR-310-miR-313, but they appear to be playing an independently presynaptic role not requiring transsynaptic communication. Loss of the cluster leads to a significant enhancement of neurotransmitter release, which can be rescued with temporally restricted expression of miR-310-miR-313 in larval presynaptic neurons (Tsurudome et al., 2010) . The Kinesin family member Khc-73 is a functional target for the cluster as its expression is increased in cluster mutants and reducing Khc-73 restores normal synaptic function. At later stages of the Drosophila life cycle during periods of tissue remodeling, there is coordinated pre-and postsynaptic expression of another conserved miRNA, let-7 (Caygill and Johnston, 2008; Sokol et al., 2008) . Loss of the fly let-7 complex (Let-7, miR-100, and miR-125) prevents the normal maturation of these NMJs as these animals metamorphose to adults, largely via regulation of the muscle transcription factor Abrupt.
Investigation of miRNA function in many contexts indicates that they often act in concert with transcription factors to augment robustness or mediate feedback in the regulation of effector gene networks (reviewed by Pelá ez and Carthew, 2012) . For example, in the C. elegans neuromuscular system, miR-1 controls both the expression of acetylcholine receptors and the muscle transcription factor MEF-2 (Simon et al., 2008) . Interestingly, in this model, MEF-2 is upstream of an unknown transsynaptic retrograde signal that appears to control presynaptic release properties. This miR-1/MEF-2 pathway highlights the intricate ongoing conversation between neurons and their synaptic partners as miR-1 regulates aspects of both pre-and postsynaptic functions at C. elegans neuromuscular junctions. Further exploration of miRNA-transcripton factor interactions in C. elegans has uncovered a role for miRNA in activity-dependent plasticity that is part of normal circuit remodeling during organismal development. In this work, the transcription factor hunchback-like 1 (HBL-1), orthologous to a gene that regulates the timing of neural progenitor fate determination in Drosophila, was found to be specifically expressed in a subset of motor neurons that actively remodel their synaptic connections during larval maturation (Thompson-Peer et al., 2012) . Interestingly, a change in neural activity induced a corresponding change in HBL-1 expression. In this system, miR-84 was shown to regulate motor neuron plasticity by controlling hbl-1, ultimately allowing for a mechanism of activity-regulated circuit refinement (Thompson-Peer et al., 2012) . Together, these studies have demonstrated the power of in vivo and in vitro models in discovering a functional role for miRNAs in the nervous system, providing us with a glimpse of cell contextual roles for miRNAs and a key cooperation with transcription factors.
In Vivo Studies of Learning and Memory Molecular models of learning and memory have relied heavily on the identification of activity-dependent transcription factors such as c-Fos and CREB (reviewed in Flavell and Greenberg, 2008; Miyamoto, 2006) . As mentioned above, extensive studies have identified miR-132 as being regulated by CREB in activity-regulated plasticity. Initial experiments within the context of learning and memory examined miR-132 expression in response to increased activity in vivo. In these studies, miR-132 was rapidly transcribed in the hippocampus after enhanced neuronal activity and contextual fear conditioning (Nudelman et al., 2010) . In addition, studies using transgenic mice overexpressing miR-132 in forebrain neurons showed a marked increase in dendritic spine density and impairments in a novel object recognition memory test (Hansen et al., 2010) . This functional role for miR-132 in memory formation may at least in part be attributed to the participation of miR-132 in the integration of newborn neurons into the adult dentate gyrus. Expression of miR-132 was increased during neuron differentiation and maturation and knockdown of miR-132 resulted in decreased synapse formation as well as impaired functional integration of newborn neurons (Luikart et al., 2011) .
Two recent studies highlight the importance of plasticity mechanisms in the developmental refinement of neural circuits, demonstrating a role for miR-132 in vivo as critical for the formation of ocular dominance (Mellios et al., 2011; Tognini et al., 2011) . In this model, one can study the ability to modulate ocular dominance through the reorganization of neuronal connections in response to visual experience. In both papers, visual experience was shown to regulate miR-132 levels in the visual cortex. Interestingly, light exposure increased the presence of multiple histone posttranslational modifications within the CRE locus that are important for miR-132/miR-212 cluster transcription (Tognini et al., 2011) . Both upregulation of miR-132 through miRNA mimic that caused an increase in the fraction of mature dendritic spines (Tognini et al., 2011) and downregulation through miRNA sponge technologies that resulted in more immature spines disrupted optical dominance plasticity (Mellios et al., 2011) . Taken together, these data indicate that a very tightly regulated balance of miR-132 expression is required in its functional role in plasticity.
In addition to the established roles for miR-132 in learning and memory, novel discoveries are rapidly increasing our understanding of additional miRNAs in these processes. miR-128b is an example of one of these miRNAs. Fear-extinction learning in mice led to increased expression of miR-128b, disrupting the stability of several plasticity-related target genes and regulated formation of fear-extinction memory . A study of EPAC À/À mice, which demonstrated severe deficits in synaptic transmission, LTP, spatial learning, and social interactions, identified a role for miR-124 in these processes. In this research, EPAC proteins, which act as the guanine nucleotide exchange factors and intracellular receptors for cyclic AMP, were found to activate Rap1, which directly interacts with the regulatory element upstream of miR-124 and restricts miR-124 expression. Further, miR-124 was found to directly bind and inhibit the translation of Zif268, an EGR-family transcription factor. Knockdown of miR-124 was found to restore normal levels of Zif268 expression and reverse all aspects of the EPACÀ/À phenotypes, confirming that EPAC proteins' control of miR-124 transcription in the brain is required for processing spatial learning and social interactions (Yang et al., 2012) . Large-scale parallel sequencing of mouse hippocampal small RNA libraries identified miR-34c as being highly expressed in the hippocampus relative to the rest of the brain, where it acts as a negative constraint during memory consolidation through Sirt1. In the same study, miR-34c was further linked to memory dysfunction because miR-34c levels were found to be elevated in the hippocampus of Alzheimer's patients and mouse models of Alzheimer's disease (Zovoilis et al., 2011) . Full characterization of miR-34c targets in the hippocampus and in learning and memory remains to be elucidated. Another study used olfaction discrimination training as a learning paradigm for adult mice. After this training, the hippocampus was profiled for miRNA expression. A significant upregulation of miRNAs was observed, indicating that global changes in miRNA expression accompany early stages of learning (Smalheiser et al., 2010) .
miRNA Regulation of Other Behaviors
Among the many changing conditions that stimulate behavioral adaptation on this planet, cycles of night and day have clearly shaped behaviors that are highly conserved across species. Circadian rhythm is one of these key adaptive mechanisms to manage life in a dynamic world. In mammals, the circadian oscillator is defined by a 25 hr clock controlled by the suprachiasmatic nucleus (SCN), a tiny region of the ventral hypothalamus that contains approximately 20,000 neurons. The timing capacity of the SCN is derived from autonomous neuronal oscillators, which form a pattern of rhythmic neuronal activity to serve as a phasing cue (reviewed in Hansen et al., 2011) . Recent work by a number of groups has revealed a role for miRNAs in clock physiology. Initial studies in Drosophila profiled miRNA expression and found oscillations in miR-263a and miR-263b that were observed in wild-type flies but absent in clock mutants (Yang et al., 2008) . In a later study, Kadener et al. (2009) found that abrogation of miRNA biogenesis led to both an increase in circadian-regulated gene expression and a disruption of circadian-regulated behavioral rhythms, revealing a role for miRNA in clock timing.
Recently, miR-279 was also identified in driving rest:activity rhythms in Drosophila through regulation of the JAK/STAT pathway. Overexpression or deletion of miR-279 attenuates rhythms, but oscillations in the clock protein PERIOD were normal, indicating miR-279 is downstream of the clock (Luo and Sehgal, 2012) . The JAK/Stat ligand unpaired (Upd) is a target of miR-279 and knockdown of Upd rescues the behavioral phenotype of miR-279. The central clock neurons were found to project in the vicinity of Upd-expressing neurons and proposed to be a physical connection by which the central clock could regulate Jak/Stat signaling to control rest:activity rhythms. Additionally, a series of in vivo studies has revealed the role of miR-132 in modulating the circadian clock (Cheng et al., 2007; Alvarez-Saavedra et al., 2011) . It was found that exposure to light induces transcription of miR-132 in the SCN in vivo, in which it plays a role in regulating entrainment of the circadian clock (Cheng et al., 2007) . Further research has indicated that miR-132 acts as a master factor for chromatin remodeling and protein translation in this model, enabling the fine-tuned expression of genes involved in the circadian clock regulation (AlvarezSaavedra et al., 2011) .
Sleep and circadian clocks are intimately intertwined, so it is not surprising that rhythmic miRNAs have recently been implicated as functioning in sleep behavior. miRNA levels in brain are altered by sleep deprivation, and overexpression of miR-132 in vivo decreases duration of nonrapid eye movement sleep while simultaneously increasing duration of rapid eye movement sleep during the light phase. Spontaneous cortical levels of miRNA-132 are also lower at the end of the sleep-dominant light period compared to the end of the dark period in rats (Davis et al., 2011) . This opens up new questions for the implications of miRNAs in sleep that need to be explored.
Social behaviors are some of the most complicated manifestations of neuronal connections. A recent study using the highly socially organized behavior of honey bees has identified miRNAs that are upregulated in bees that specialize in foraging relative to miRNA levels in bees that specialize in brood care. Evolutionary analysis found the same miRNAs conserved in other eusocial species such as wasps and ants. Interestingly, the upregulation of specific miRNAs is dependent on social context (Greenberg et al., 2012) . This study opens further avenues of study examining miRNAs as regulators of social behaviors and demonstrates the need for functional tools to study miRNAs outside of the traditional model organisms.
Manipulating the In Vivo miRNA Landscape As true for many developmental regulatory genes, the first in vivo miRNA functions emerged from classical genetic analysis using invertebrate model organisms (Lee et al., 1993; Reinhart et al., 2000; Brennecke et al., 2003) . The availability of many defined chromosomal deletions in C. elegans then made it possible to undertake selective screens to map out the miRNA functional landscape for a handful of different phenotypes (Miska et al., 2007; Alvarez-Saavedra and Horvitz, 2010) . In screens representing nearly half of the currently known C. elegans miRNAs, the surprising conclusion was drawn that relatively few miRNA are essential for organismal development or simple behaviors (e.g., locomotion, egg laying, and defecation) even when related miRNA families were disrupted. Interestingly, when combinations of miRNA were eliminated in a genetic background compromised for the argonaut-like 1 gene (alg-1), 80% of the mutants displayed defects in viability or development (Brenner et al., 2010) , raising the possibility that the sensitized screens feasible in model organisms might overcome functional redundancy built into miRNA target networks. Methods are now available for systematic generation of miRNA deletion mutants in the fly (Chen et al., 2011b) . Moreover, recent efforts provide effective means for rapid generation of conditional miRNA disruption in the mouse (Park et al., 2012) . However, comprehensive in vivo functional screens have not been applied to synaptic development or plasticity phenotypes in these or other species. Elevation of miRNA levels by expression of miRNA mimics (Figure 4) can be used as an assay for potential function (reviewed in The miRNA biosynthetic and processing pathway is diagrammed to illustrate the stages at which different genetic disruptions can be made. While genetic knockout (KO) by random or targeted disruption of miRNA eliminates expression completely, such mutations offer conditional loss of function only in conjunction with other systems (e.g., mosaic technologies such as Cre-loxP, Flip-FRT, etc.). Antisense oligonucleotides (e.g., LNA morpholino) can block miRNA processing at the pri-miRNA stage to prevent processing to the pre-miRNA form or later at the level of mature miRNA. Disruption of the Drosha/Pasha microprocessor also prevents formation of pre-miRNA, whereas disruption of Dicer blocks the subsequent formation of mature miRNA. Finally, several genetically encoded antagomer techniques can compete with miRNA or target gene mRNAs to reduce the level of mature miRNAs or the number of miRNA-mRNA complexes. The most widely tested techniques are miRNA sponges (SPs), tough decoys (TuDs), and target protectors (TPs). Bushati and Cohen, 2007; Dai et al., 2012) . For example, largescale screens have been performed in Drosophila using miRNA misexpression under specific promoters to elicit phenotypes or to probe for genetic interactions (Bejarano et al., 2012; Szuplewski et al., 2012) . However, loss of function is essential to confirm a functional requirement.
Among technologies designed to provide spatiotemporal control over miRNA functions in vivo, beyond well-established conditional miRNA gene knockout methods (e.g., Cre-Lox, Flip-FRT; reviewed by Gavé riaux-Ruff and Kieffer, 2007), genetically encoded antagomers (called miRNA ''sponges'' or ''decoys''; Figure 4 ) are promising for analysis of neural development and plasticity (reviewed by Ebert and Sharp, 2012; Ruberti et al., 2012) . The miRNA sponge (miR-SP) consists of a DNA construct producing RNAs that bear repeated sequences complementary to a specific miRNA or miRNA family (Ebert et al., 2007) . The effect of the sponge is to hybridize with endogenous miRNA and thus win a competition for association of miRNA with their target mRNAs. Sponge constructs were initially shown to be effective and specific in nonneuronal cell culture and xenograft experiments (see Ebert and Sharp, 2012) . Placed downstream of promotors to confer spatiotemporal control of miR-SP deployment, transgenic sponges were then tested in Drosophila to recapitulate classical loss-of-function mutations in several miRNA genes (Loya et al., 2009 ). This first transgenic application of miR-SP technology for analysis of synaptic development in the Drosophila neuromuscular system showed that the technique could distinguish pre-and postsynaptic contributions that matched regulatory effects on a functional target gene.
More recently, miR-SP transgenics have been tested in the mouse. The use of the sponge to inhibit the miR-183/miR-96/ miR-182 cluster in retina illustrated not only the effectiveness of this approach to reveal functions in light-dependent neuronal responses, but also the power of miR-SP to simultaneously inhibit miRNA family members with closely related sequences . Effective delivery of miR-SP to the CNS has been demonstrated for activity-dependent synaptic plasticity in the mouse visual cortex using a convenient lentiviral system (Mellios et al., 2011) . The miR-SP has also been delivered by electroporation to test miR regulation of both early and late stages of neuronal development (de Chevigny et al., 2012; Pathania et al., 2012) . Although the miR-SP technology is still being optimized (e.g., Kluiver et al., 2012; Otaegi et al., 2011) , current data indicate that it will be a powerful tool that can be generalized to study neural circuit formation and remodeling in many contexts. In addition, improved in vivo inhibition may be achieved by modifications of the approach, including the ''tough decoy'' (TuD) designed to carry a miRNA seed complement within an overall RNA structure that is resistant to degradation (Haraguchi et al., 2009 ). The efficacy of TuDs have recently been compared to miR-SP and one other antisense design (miRZips) using an RNA polymerase III promotor in cell culture (Xie et al., 2012) . The comparison suggests that under these conditions, TuDs are the most potent genetically encoded antagomer. More importantly, TuDs carried in a DNA parvovirus vector have been validated for in vivo efficacy in the liver by introduction into the bloodstream (Xie et al., 2012) ; however, they have not been tested in the CNS where access is more limited.
Once a function has been defined for any specific miRNA, understanding the underlying regulatory mechanism requires one to identify the target genes that are functionally relevant in a specific context. One clever variation of the antisense approach was designed to selectively disrupt the access of miRNAs for a specific target gene, thereby relieving that target from endogenous regulation: the ''target protector'' (TP; reviewed in . The TP consists of an oligonucleotide (morpholino) designed to be complimentary to sequences within the 3 0 UTR of a target mRNA that overlap the miRNA targeting site but extend far enough beyond the miRNA seed complement to ensure specificity to the target (Choi et al., 2007 ) (see Figure 4 ). Because the TP should not load into Ago complexes, it will not behave as a miRNA, yet it prevents miRNA access to the transcript by competition for the regulatory site. This technique works well in zebrafish embryos, in which oligonucleotides can be injected at early blastomere stages (Choi et al., 2007; , and has been introduced by transfection in cell culture (Long and Lahiri, 2011) but has yet to be tested in mammalian or invertebrate models in which an adaptation to a transgenic platform would be required for the most versatile applications.
Detecting the location and degree of miRNA regulation for targets in situ is also important because this activity cannot be predicted simply by overlap of miRNA and target gene expression (e.g., Loya et al., 2009) , partly due to regulatory interactions that control miRNA function (e.g., Banerjee et al., 2009; Bhattacharyya et al., 2006; Piskounova et al., 2011) . For this reason, sensors of miRNA activity have been indispensible for understanding their function in many contexts. However, the majority of miRNA reporters have relied on miRNA downregulation of ubiquitously expressed marker proteins (e.g., luciferase or green fluorescent protein), typically by placing endogenous 3 0 UTR or synthetic miRNA target sites downstream (e.g., De Pietri Tonelli et al., 2006; reviewed by Van Wynsberghe et al., 2011 ). Yet, for neurons or other cells deeply embedded in a complex tissue, loss of marker expression in a small subset of cells can be difficult to detect, necessitating future effort to create a robust positive sensor system for in vivo studies.
The Neural MicroRNA Target Landscape Although the majority of functional analysis for miRNA targets so far has been focused on single genes, many studies using computational sequence predictions and gene or protein profiling techniques show that collectively and individually, miRNAs regulate extensive gene networks (reviewed by Bartel, 2009; Pelá ez and Carthew, 2012) . Moreover, among related animal species, the target gene sets for miRNA are frequently well conserved (e.g., Grü n et al., 2005; Friedman et al., 2009 ). Consistent with a functional logic within miRNA target networks, genes regulated by miRNA in a given process such as neuronal development and synapse formation have been found to show strong correlation in gene ontogeny terms assigned based on categories of known function (Manakov et al., 2009; Chen et al., 2011a) . For these reasons, the relatively small number of miRNAs essential for viability and early development in C. elegans (Miska et al., 2007; Alvarez-Saavedra and Horvitz, 2010) or even gross neural patterning in zebrafish (Giraldez et al., 2005) were unexpected. One possible explanation for the discrepancy might be that miRNA functions contribute more frequently to adaptive response mechanisms that are not often challenged during embryogenesis in the laboratory setting. The number of miRNA that appears to be involved in the regulation of synaptic plasticity is significant even at an early stage of inquiry before comprehensive in vivo functional screening methods are available beyond C. elegans, suggesting that neural miRNA may play a disproportionate role in circuit formation, refinement, and function. Interestingly, recent studies have also implicated miRNA in neuroadaptive responses induced by exposure to substances of abuse (e.g., alcohol and cocaine; reviewed by Li and van der Vaart, 2011; Nunez and Mayfield, 2012) . While this may simply reflect a central role for miRNA in regulating synaptic biology, as synapse plasticity is thought to be pivotal in addictive behaviors, it reinforces the notion that miRNA contribute to a variety of context-dependent behaviors.
An alternative way of thinking about miRNA function is at the network level in which action on single genes may be less informative than the emergent impact of many miRNA on multiple target genes. Even for the most highly conserved miRNA expressed in the nervous system such as miR-9, only a subset of miRNA-target pairings are well conserved from invertebrates to mammals despite significant conservation in overall function (reviewed by Yuva-Aydemir et al., 2011) . Indeed, it has been suggested that the principal features of miRNA that are conserved across the longer evolutionary timeframe are network themes, as opposed to specific target gene relationships (Grü n et al., 2005) . Thinking globally, beyond first-order regulation of single target genes, it has been suggested that miRNA may collaborate by convergence onto key genes or hubs within networks that require buffering from stochastic noise or onto bottlenecks that link subnetwork modules (reviewed by Pelá ez and Carthew, 2012) . The observation that many nodes and bottlenecks are enriched for miRNA regulation is consistent with this idea (Martinez et al., 2008) . These miRNA properties can dampen fluctuation at key integrators of convergent information in a network to protect against inappropriate pathway activation or to set threshold rules for pathway activation. Such dampening will often have a major impact on how a network responds to a change in environmental conditions, making it more robust and reliable. miRNAs are well known to mediate feedback loops (e.g., Arvanitis et al., 2010) , but they also mediate feedforward systems or can be combined to create coincidence detectors (reviewed by Herranz and Cohen, 2010) . Interestingly, since transcription factors tend to concentrate at gene network hubs and are frequently key components to trigger adaptive responses, there is a special relationship between miRNA and transcription factors. Modeling synaptic effector gene networks is an exciting arena for systems biologists given the accumulated molecular and functional data in the field (reviewed by Kotaleski and Blackwell, 2010) . The further step of deconvolving the relationship between transcriptional control and posttranscriptional control upstream and downstream of effector gene networks can presumably help define themes and testable hypotheses in the realm of miRNA regulation of synapse development and plasticity. However, putting such hypotheses to the test in vivo will require new techniques and combinations of genetic tools.
Conclusions
Late in his career, Conrad Waddington made efforts to test the possible contribution of ''masked'' mRNA in the developing Drosophila retina in an attempt to define a latent reservoir of genetic information that might be expressed over the course of developmental events (Waddington and Robertson, 1969) . While recent advances in the fields of chromatin structure regulation (reviewed by Margueron and Reinberg, 2010) and posttranscriptional mechanisms such as miRNAs that mediate the complex relationship between genome and phenome would certainly be tremendously exciting to Waddington, one suspects that he would be equally fascinated by the many puzzles that remain. For example, it will be important to complete the process of surveying the ''map'' of all miRNA functions. For roles in synaptic development and plasticity, profiling data imply that only a small subset of landmarks have been charted so far. Defining the target gene network logic of all these miRNAs will be challenging and will require new technologies for conditional and combinatorial manipulation of miRNA/target gene function. But other fundamental questions remain. For example, it is not entirely clear how dynamic changes in cellular state are converted into long-lasting and even heritable states, although this process is likely to involve reciprocal interaction between the genome and the RNA space where miRNAs and other noncoding RNAs function. One thing is clear: miRNAs play diverse roles in shaping the neuronal landscape, and we have only begun to explore.
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