ABSTRACT It is critical to schedule online data-intensive jobs effectively for various applications, including cyber-physical-system and social network system. It is also useful to support timely decision making and better prediction. In this paper, we investigate the online job scheduling problem with data migration for global job execution time reduction. We first establish a time model based on the real experimental results, and propose an online job placement algorithm by taking into account the benefit of both instantaneity and locality for the jobs. We then introduce data migration to the job placement algorithm. The core idea is to make a tradeoff between the migration cost and remote access cost. The simulation results demonstrate that our algorithm has a significant improvement than FIFO, and data migration shows effectiveness on global job execution time reduction. Our algorithms also provide an acceptable fairness for jobs.
I. INTRODUCTION
Big data analysis is showing significant importance in many applications. The area of Cyber-Physical-Social Computing and Networking (CPSCN) produces big volume of data due to the rapid proliferation of intelligent devices and popularization of social system. It is also urgent to conduct analysis on the CPSCN data to support timely decisions and better predictions/recommandations [1] - [3] . The emergence of edge computing [4] and hot research on smart city [5] also confirm the demands for fast data analysis for CPSCN.
For the CPSCN data analysis, we focus on the online data processing job scheduling to improve the efficiency of data analysis. As data-intensive systems like MapReduce [6] and Dryad [7] have gained popularity, there is a strong need for sharing resources and data to run jobs in data centers. As a result, data placement becomes more and more important [8] , [9] for data analysis. It motivates us to take both the job scheduling and data assignment into consideration to improve the global data analysis.
The importance of data assignment lies in the significance of data locality for job execution, which has remarkable effects on the data analysis performance [10] - [12] . Many job scheduling approaches are proposed based on this consensus [11] , [13] - [15] to achieve a better data locality. However, few literature investigates the dynamic data placement for online job scheduling.
In this paper, we investigate the joint online job and data placement problem for global job execution time reduction in data centers. For the data-intensive jobs, we should be aware that data (block) is the necessary condition for job execution. Hence, there would be two cases for job execution: locality mode and remote mode. A job will be called data-locality job when the job and its input data are assigned to the same server. Otherwise, the job will be named as remote-access job. Obviously, the remote-access mode will consume more time and energy than the data-locality mode, since the remoteaccess job needs to read and load data from another server in the network. It is time consuming and energy consuming for data transferring. Furthermore, fairness is another core issue for online job scheduling [16] . Fairness should be guaranteed while scheduling jobs to achieve better data locality. Because of the feature of online arrival, there is always queue for the jobs. Therefore, the core of the problem is to select a proper job to execute when some resource slot (or server) is available.
First, we consider the online job scheduling under given data placement. It is impossible to achieve data locality for all online jobs with fairness guarantee. However, it is not the best method to schedule the jobs with FIFO manner. For the job selection procedure, we can select some job instantly to utilize the resource timely. In this case, the job may be executed in remote mode with the cost of data transferring.
On the other hand, some job can wait for a few time-slots to achieve locality mode [11] with the cost of waiting time. Hence, we make a tradeoff between instantaneity and locality for jobs to realize reduced job execution time. The basic idea is to make decision between the above two different cost.
Furthermore, we take the dynamical data placement into consideration. For the data locality mode, it contains two parts: job and data. For most of the literature, researchers propose the approaches to schedule the jobs. Here, we first introduce the data migration operation during job scheduling. This operation gives more opportunities to achieve data locality for jobs. However, data migration is time consuming, we also make a tradeoff for various costs. The simulation results show that the data migration provides nice performance improvement.
Generally, our contributions can be summarized as follows.
• We formalize a joint online job and data placement problem for global job execution time reduction in data centers. To the best of our knowledge, we first introduce data migration during job scheduling and analyze the cost quantitatively.
• We propose algorithms to measure the cost and benefit for two different job execution modes, and models to evaluate the merit and demerit for data migration.
• We conduct extensive simulations, and the simulation results demonstrate that data migration has significant performance improvements on global job execution time reduction. The rest of this paper is organized as follows. We review the related work in Section II. We give some preliminaries in Section III. Then, we first investigate the online job scheduling problem without data migration in Section IV. The data migration is introduced in Section V. We evaluate our algorithms in Section VI. Finally, we conclude our paper in Section VII.
II. RELATED WORK
As the traditional issue, scheduling problem has significant importance for various computing systems [17] . The job/task scheduling policy affects the performance of the MapReduce system [6] , one of the most popular data analysis paradigms. FIFO is the default scheduler in Hadoop, it strictly follows the priority of jobs and the order of arrival when performing a job. The FIFO algorithm is very simple and the overhead is small. However, the performance is unsatisfactory. FIFO will prolong the system response time, and is not conducive to the sharing of cluster resources. Hence, various scheduling policies are proposed to handle all kinds of applications [10] , [18] , [19] . In recent years, the research on task scheduling mainly includes four aspects.
(1) Data locality. The distribution and deployment of data will have a great impact on task scheduling. Data locality means that the data required by the task is stored on the same node that the task is executed on, so that the required data can be obtained directly from the node without being acquired from other nodes through the network. Therefore, the task can be quickly executed, which not only improves the execution efficiency of the system but also lightens the network load of the cluster. Data locality is one of the most important concerns that determine the task execution time [12] . To guarantee better data locality, delay scheduling [11] policy is proposed to make a tradeoff between locality and fairness. The basic idea is that, when the job should be scheduled, according to fairness, it cannot achieve data locality: it waits for a small amount of time, and lets the other jobs be scheduled first. This is the representative work to realize data locality by scheduling jobs/tasks unilaterally, similar work includes ShuffleWatcher [13] and Tetris [20] . The BAR algorithm [21] is based on the entire cluster load and conditions of network, and gradually find the least time-consuming scheduler to realize data locality. However, the schedulers do not jointly optimize over data and compute location [14] , since the dynamics for online jobs.
(2) Fault tolerance. In a heterogeneous environment, the exceptions of operating system, kernel, network and so on can lead to the failure of task execution. The default faulttolerant mechanism in Hadoop is that if an exception occurs, the failed task will be re-performed on another idle node. Some algorithms are proposed for estimating task exceptions such as LATE (Longest Approximate Time to End) algorithm [22] and SAMR (Self-Adaptive MapReduce) algorithm [23] . The main idea of LATE algorithm is to separately maintain the lists of abnormal nodes and abnormal tasks, estimate the abnormal tasks based on the information in the list, and re-execute them. In the adaptive scheduling algorithm SAMR, the progress of running tasks is evaluated according to the history of the tasks.
(3) Resource sharing. It means that multiple users share common resources in the cluster or run jobs at the same time, and each user can obtain appropriate service without conflict. Based on the multi-user environment, a fair scheduling algorithm (Fair Scheduler) is proposed [22] . The algorithm allocates a resource pool to each user to ensure that each user in the cluster has approximately same amount of resources, and satisfy the fairness among all users.
(4) Resource-Aware scheduling. Consider all kinds of resources in the cluster, such as memory, network, disk IO and other factors to determine the scheduling strategy. The Capacity Scheduler uses a resource-aware scheduling algorithm [24] . In addition to supporting multiple queues and following job priorities, the algorithm also satisfies the memory requirements of jobs by limiting the number of tasks in the queue.
The scheduling algorithms mentioned above take the scheduling problem of jobs/tasks into main consideration, but ignore the deployment of input data. The majority of existing research has focused on the management of computing tasks and resources because they are widely considered to be the most expensive. However, the management of storage resources and data movement between the storage and computing resources are becoming more and more important, as the scientific applications are becoming more and more data-intensive [25] . A scheduling strategy closely related to where the input data is deployed will greatly improve the data locality. Therefore, to improve the performance of tasks, data placement is also an important factor. Based on this consideration, CoHadoop [26] , PACMan [27] , and Scarlett [28] are the representative works to conduct data replication placement. Additionally, some parameters such as CPU performance, IO throughput of disk device and amount of data also affect the decisions on how to place the data blocks. Previous studies have considered these characteristics in combination as an example: nodes with high speed connectivity and high performance CPU cores can lead to transfer of data to these nodes without keeping data on them [29] . A greedy heuristic algorithm called NDAP is presented in [30] to optimize the application placement, which performs simultaneous deployment of VMs and data components and realizes the goal of minimizing the network cost. However, the method of data migration to optimize data locality is still not investigated. In this paper, other than the regular data and job assignment method, we introduce the data migration operation to achieve better data locality and less makespan.
III. PRELIMINARIES
For a given data center with homogeneous servers, the jobs/tasks share the data and resources. For each dataintensive job, its execution relies on two factors, resource and associated data. In this scenario, the server is split into multiple uniform resource slots, for example, it could be VMs (Virtual Machines). According to the locations of resource slot and data of the job execution, we can classify the job execution into two modes: locality mode and remote mode. In the locality case, the wanted data of the job is placed on the same server where the job is executed, it is also known as data locality. Conversely, it is regarded as remote case if the wanted data needs to be read from remote server during job execution. We should be aware that it is hard to guarantee full data locality for all jobs, since the storage capacity is limited for each server.
To minimize the job execution time, it is better to realize data locality for the jobs, since the job execution time in the locality mode is obviously less than the time in the remote mode. This is because the data transfer is time consuming in the data center. In this paper, we assume the jobs have the same execution time when the jobs are executed in locality mode. It is an acceptable assumption, since the map tasks or reduce tasks of one job in MapReduce have similar execution time in the practical Hadoop system [31] . We use the notation W 0 to represent the job execution time under the locality mode. For the remote mode, we use W r to represent the job execution time. Here, we have W r = W 0 (1 + α), where α is a factor determined by the network condition. We will demonstrate this later in our experiments. For the case with data migration, the migration time W = βW 0 is another critical factor for job scheduling. For most of the data processing jobs, it is easy to understand that the job execution time is proportional to the size of data. And data transferring or data migration time is also determined by the data size. Hence, we use W 0 to indicate the size of data, and this is the reason how we define W r and W .
For each job, represented by A i , we use f i to identify the wanted data for job A i . It should be noticed that the wanted data block f i should be some specified data, for example data D j , which means f i = D j . To describe the job execution mode clearly, we introduce the following indicator.
φ(A i ) = 1, Job A i is executed in locality mode; 0, Job A i is executed in remote mode.
where φ(A i ) equals to 1 and indicates that the job and its associated data are placed on the same server. Hence, the job execution time can be represented by the following equation,
For each server, we assume that there are M slots to store the data, and there are 3 replicas for each data [32] . If data migration is allowed, some data will be replaced by the new data in the host server due to the limited storage space. To distinguish the feature of different data, we introduce degree d i (1 ≤ j ≤ K ) to represent the number of jobs that want D i as their input data so far from the beginning.
To simplify the description, we split the time into timeslots, and we make placement or data migration decisions at the very beginning of each time-slot t i . For any placement decision, it could be represented by the following two indicators.
where
is the j th data, and S j (1 ≤ j ≤ N ) refers to the j th server. We aim to reduce the global job execution time for online jobs. Hence, we further introduce two notations to indicate the start time and finish time for each job. We use δ(A i ) and θ (A i ) to represent the start time and finish time for i th job respectively.
IV. ONLINE JOB PLACEMENT A. JOINT ASSIGNMENT PROBLEM
Given a data center consists of N servers with one resource slot and M storage slots. There are K different data (blocks) with 3 data replicas allocated in the servers with some default setting. The problem is to place n online jobs on the servers, such that the global job execution time is minimized. Hence, the problem can be formalized as follows:
The constraint here is that the number of data replicas placed on each server should not exceed the storage capacity M at any time-slot.
It is easy to understand that the problem is NP-hard. In fact, even if the offline version of this problem has been proved to be NP-hard [15] . Hence, to reduce the job execution time, it is obviously that we should realize data locality for jobs as many as possible, since data transfer is time consuming [21] . We can choose the jobs from the queue to realize data locality for jobs as many as possible. However, it is still hard to guarantee data locality for the online jobs, especially when we need to provide the fairness guarantee.
We analyze the problem again and find that we need to place the job on some server when the job arrivals. But there is always queue for jobs and the jobs need to wait for computing resources since the jobs are arriving online. Hence, we can regard the problem like this: we need to select some job from the queue when some server (or resource slot) is available. It will be better to select the job that can achieve data locality for the available hosting server. If none of the jobs in the queue can be executed in locality manner. We need to make a tradeoff between remote execution and waiting, and select the one that provides best benefit. Based on this problem transformation and the tradeoff, we propose our algorithm as shown in Alg. 1. 
Algorithm 1 Online Job Placement
if S i .slot > 0 then 6:
assign(J , S i ); 8: end if 9: end for 10: t ← t + 1;
11:
update(); 12: until | ∪ J | = n 13: return t When some job arrives the computing system, it will firstly enter the global queue. The jobs in the queue are sorted in ascending order by arrival time. In Alg. 1, we use t to indicates the time-slots, and ∪J to represent the set of completed jobs. At each time-slot, we check the state for the server. If the server has unoccupied resource slot, we choose one job from the queue by the function JobSelection(S i ), and place the job on the server by function assign(J , S i ). The details of JobSelection(S i ) is shown in Alg. 2. For assign(J , S i ), the selected job may not be the first job in the queue. This is because of the primary principle of job selection is to achieve data locality. After the placement of selected job, the job will be dequeued, and server state will be updated. After the job execution for one time-slot (t ← t + 1), we need to update the global information, which is conducted by the function update(). The updated information include the workload of server, the job execution time. In fact, the server workload is measured by the remaining execution time for the job that be hosted on the server.
The principles of job selection in Alg. 2 can be described as follows.
• Principle One. Select the job from the queue that can achieve data locality on the given server. If more than one jobs can realize data locality, then select the one with least arrival time, i.e. the one arrived the queue earliest. This principle is implemented from line 1 to line 5 in Alg. 2.
• Principle Two. If none of the jobs in the queue can achieve data locality, we make a tradeoff here. We check two time indicators for the jobs in the queue one by one (from line 6). The first indicator is the time consumed by the job executed in remote mode, represented by T 1 in the algorithm. For another indicator, we first locate the servers that contain the input data of job A j , and choose the one (S) with least workload W S by function ServerSelection(A j , S i ), as shown in Alg. 3. The second indicator, represented by T 2 , equals to the sum of W S and W 0 , where W 0 is the job execution time in locality mode.
• Principle Three. If none of job could be selected by the above two principles, then return an empty value, which means none of the job will be placed in this time-slot. The third principle works when the queue is empty, or all of the jobs prefer to wait for the server that can provide locality execution. It is easy to understand the first principle that realizes data locality. The basic idea of the seconde principle is to choose the mode that provides less job completion time. The indicator T 1 measures the time consumed in remote mode, VOLUME 6, 2018 while the indicator T 2 refers to delay scheduling, i.e. waiting for W S time-slots, and the job can be assigned to the server S contains its input data. Obviously, it is a greedy manner for each job. We will further explain that this principle is indeed greedy for each job. For example, if A 4 , A 5 , A 6 and A 7 are in the queue, there is an available resource slot on server S 1 that contains none of the input data for the above jobs. For job A 4 , let T 1 > T 2 and the wanted server for A 4 is S 4 , it means that A 4 will not be selected. We further assume that A 5 is selected to be placed on S 1 . Here, we need to know the reason why A 4 will be placed on server S 4 finally. 4 . This proofs that the job selection principles is indeed greedy or local optimal for the jobs.
According to the first principle, locality mode provides the first priority. However, the principles also ensure that the job with least arrival time will be selected when many jobs satisfy the same principle. This inherently gives the fairness guarantee for the jobs. In addition, we should be aware that there is only one resource slot for each server as discussed in this section. Actually, it is easy to extend our algorithm to the case that the server contains multiple resource slots. What we need to do is taking the real slot as one server in our work, and the slots in the same host server share the same data. To simplify the description, we still consume there is one slot for each server in the next section.
V. JOINT PLACEMENT WITH DATA MIGRATION
In this section, we will further investigate the case when we migrate the data dynamically during job scheduling. We will introduce the data migration operation to achieve data locality proactively. The problem statement and the optimization goal are the same as in Section IV. From the perspective of job scheduling algorithm, we introduce migration() to the new method, as shown in Alg. 4. 
Algorithm 4 Migration-Based Job Placement
assign(J , S i ); 8: end if 9: end for 10: migration(); 11: t ← t + 1;
12:
update(); 13: until | ∪ J | = n 14: return t The difference between Alg. 4 and Alg. 1 lies in two points. First, we need to decide if we should initiate a data migration at the current time-slot, which is conducted by the function migration(). Second, we should update more information by the function update() if data migration is carried out. The updated information includes server workloads, job states, and data states, especially the distribution of data replicas.
The migration method is shown in Alg. 5. The core of data migration is to decide the time when to start data migration, and which data replica should be replaced on the host server. Here, the data migration is conducted proactively. At each time-slot, if there is no more resource slot need jobs and the queue is not empty, we make a migration decision for the first job A j in the queue, i.e. j ← firstJob() where the function firstJob() return the ID of the first job. According to the job selection principles, A j will be placed on the server with minimized workload with high probability. The server S v is returned by the function minLoadServer(). Then, we further consider A j and S v . If S v contains the input data f j of job A j (π (f j , S v ) = 1 in the algorithm), A j could be
migrate(f j , S v ); 6: end if 7: else 8:
migrate(f j , S v ); 12: end if 13: end if executed in locality mode on S v without any data migration. This can be guaranteed by the first job selection principle. If not, we hope the data f j could be placed on the server S v before its resource slot is available, such that the job A j can be executed on S v locally in time. This is the considerations why we take the comparison between W S v and W . If we have sufficient time migrate data, i.e. W S v ≥ W , we conduct the migration operation migrate(f j , S v ).
For each data migration, one of the cost is the time consumed by migration, represented as W = βW 0 . The benefit is that some job could be executed in locality mode, and the job execution time could be reduced from W 0 (1 + α) to W 0 . If there is no sufficient time to migrate data (W S v < W ), the job A j needs to wait until the data is migrated completely. The total cost with data migration is
On the other hand, the total cost without data migration should be T 2 = W S v + W 0 · (1 + α). We make the migration decision based on the comparison of the two costs. If T 1 is less than T 2 , the data migration is still worthy.
For the implementation of migrate(f j , S v ), we should be aware that some data (say D m ) on S v may be replaced by f j . The reason to select D m but not other data is that the degree of data D m is minimum among the data on server S w , where the degree equals to the number of jobs taking the data as their input data so far. However, we have another principle that there should be at least one replica in the data center for each data. This principle works when the replica of D m on server S v is the only replica, and we will select another data with minimized degree except D m .
VI. PERFORMANCE EVALUATION
In this section, we focus on evaluating our algorithms. First, we conduct real experiments to validate the effectiveness of data locality, and establish the time model based on results. Then, we evaluate the proposed algorithms by comparing with typical FIFO scheduling approach.
A. DATA LOCALITY
To evaluate the necessity of data locality, we conducted many real experiments on virtual machines with 1 CPU, 128MB RAM, 20GB disk space. We ran a sorting program and another Word Count problem on one server, and measured the program execution time for both cases: its input data is located on a local server or another remote server. According to the plethora of experiments, we found that data locality has a significant effect on decreasing execution time. For the sorting problem, the experimental results are summarized in Table 1 . The time unit is in millisecond (ms). We conducted 5 groups of experiments with different input data sizes. For each group, the result is the average value of thousands of experiments. We compared the results, and found that the program execution time caused by remote data access is at least two times greater than the time given by data locality, which implies the importance of data locality. In fact, our work and the simulation settings are established on this observation. In the case of Word Count, we conducted experiments on two kinds of files, a large file and a small file. The large file is the long novel written by Mark Twain, The Adventures of Tom Sawyer. The small file is Youth, a short story by Isaac Asimov. Table 2 shows the results, the time unit is in second. 
B. SIMULATION ANALYSIS
To evaluate our algorithms, we conduct extensive simulations with various settings. We first set the time model as W (
, which is mentioned in our main work. Based on the analysis on data locality, we find that the value of α should be around 1. In fact, the value is also determined partly by the type of jobs. Nevertheless, it is acceptable to set the value of α as 1.2 in the simulations. With the similar idea, we let β = 0.8.
In the simulations, we set there are N = 100 servers, and M = 10 storage slots for each server. The jobs share K = 300 data with default 3 replicas. From the settings we know that the storage slots (N · M = 1000) is sufficient to store 3 K = 900 data replicas. The data replicas are placed randomly by the rule that the replicas of the same data will not placed on the same server. For the jobs, let n = 1000, and the input data for the job is randomly selected from the K data by average distribution. The job execution time in locality mode is set as W 0 = 20 time-slots. We test different job arrival rate in the simulations. For the first case, we let the jobs arrive in 100 time-slots. There maybe more than one job in one time-slot. This setting reflects the case that data center with heavy workload. The simulation results are shown in Fig. 1 . The x-coordinate represents the time-slots, and the y-coordinate is the CDF value which indicates the percentage of the completed jobs for given time-slots. From the results we know that our algorithm has significant improvement than the typical FIFO method. The migration-based job placement is better than the approach without data migration. However, the improvement is limited. This is because the storage slots are limited, and the cost to replace another data replica is non-negligible since the input data of jobs is generated with average distribution. The data migration may lead frequent migrations subsequently, and this also introduce the data transferring cost. The result gives us an interesting topic for the future work, especially with the real job trace. For another case, we let the jobs arrive in 1000 timeslots. This setting reflects the case that data center with light workload. In this case, nearly every job can be scheduled to some server as it arrives because there are sufficient resource slots for job execution. The simulation results are shown in Fig. 2 with the same coordinates settings. We can see that our algorithms are little better than FIFO, and the approaches with or without migration have nearly the same performance. This is because the jobs arrive the system sparsely. Most of the jobs can be placed on some server when it arrives. This is also the reason why this case can represent the data center with light workload. In this case, FIFO is also an acceptable method. Fairness Analysis: Fairness is one of the key factors for online job scheduling. We use the average waiting time to characterize the fairness. We conduct analysis on the average waiting time for the jobs under the above two cases. The results are shown in Table 3 . In this table, case I is the case that jobs arrive in 100 time-slots, and case II means the case that jobs arrive in 1000 time-slots. From the table, we know that our algorithms not only improve the performance but also provide better fairness for heavy workload. For the light workload, FIFO provides better fairness, but our algorithms still provide acceptable results.
VII. CONCLUSION
In this paper, we investigate the online job scheduling problem by taking data migration into account for job execution improvement. We formalize the problem and establish a time model based on experimental results. We proposed an online job scheduling algorithm for given data placement. The basic idea is to compare the benefit between instantaneity and locality for the jobs. This algorithm also give consideration to the fairness of jobs. Furthermore, we introduce the data migration operation during job scheduling by taking two costs into account. The simulation results show that our algorithm has a significant improvement than FIFO, and data migration is effective for global job execution time reduction. In addition, the algorithms give an acceptable fairness for jobs. XIAOLIN QIN is currently a Professor with the College of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics. His research interest includes data management and knowledge discovery. VOLUME 6, 2018 
