Streamflow time series often provide valuable insights into the underlying physical processes that govern responses of any watershed to storm events. Patterns derived from time series based on repeated structures within these series can be beneficial for developing new or improved data-driven forecasting models. Data-driven models, artificial neural networks (ANN), are developed in the current study for streamflow prediction using input structures that are classified by geometrically similar patterns. A new modular and integrated ANN architecture that combines multiple ANN models, referred to as pattern-classified neural network (PCNN), is proposed, developed and investigated in this study. The PCNN relies on the development of several independent local models instead of one global data-driven prediction model. The PCNN models are evaluated for one stepahead prediction of daily streamflows for Reed Creek and Little River, Virginia, and Elkhorn Creek, Kentucky in the United States. Results obtained from this study suggest that the use of these patterns has improved the performance of the neural networks in prediction. The improved performance of the PCNN models can be attributed to prior classification of data benefiting generalization abilities. PCNN model outputs can also provide an ensemble of forecasts that help quantify forecast uncertainty.
INTRODUCTION
Streamflow forecasting assumes the greatest importance from water resources management and hydrologic design perspectives. A number of tools ranging from time-tested statistical modeling techniques (Salas ) to the blackbox approach (e.g. neural network models; Govindaraju & Rao ) are now available for streamflow prediction. 
NEURAL NETWORK MODELS FOR HYDROLOGIC APPLICATIONS
A
GEOMETRIC PATTERNS IN STREAMFLOW TIME SERIES
The process of exploring patterns in data time series is similar to a pattern recognition task in which repeatable structures are searched in observed data. Data carry information either about the process generating them or the phenomenon they represent (Zimmermann ) . Structure is defined as the manner in which the information is organized so that relationships between the variables in the process can be identified (Bezdek ) . 
Network architecture
PCNN is an integrated architecture consisting of a set of neural network models that are trained independently using pre-identified and classified input patterns. The use of this structure allows for training of individual networks separately and also whenever new data becomes available.
The number of independent networks will depend on the number of lags and patterns used. For example, if two lagged streamflow values are used for prediction purposes, then a total of nine (three in each category) networks need to be trained. Similarly, if only one lagged streamflow value is used as input, then three networks need to be trained. The architecture of PCNN is shown in Figure 4 .
The architecture of the singular network is shown in Figure 5 . If only one hidden layer is used for the network, the network architecture of singular and PCCN can be explained by the following relationships (Equations (2)- (4)) that link outputs from hidden and output layer. The variables a i and w ij represent input (i.e. streamflow values) to the first layer node i and weight from input node i to hidden layer node j respectively in Equation (2). The number of input and hidden layer nodes are represented by p and j respectively:
The variable Φ j is the summation of products of inputs and weights from first layer to any hidden layer node j, φ is summation of products sigmoidal transformation of Φ j and w o j,1 (weight attached to any hidden layer node j and output layer node) and f is the output (i.e. the predicted value of streamflow) of the neural network:
Once the networks are trained independently, the output (the forecasted streamflow value) can be obtained by integrating all the outputs from independent networks.
The final output (f pcnn ) of the PCNN is given by Equation (5):
The variables f 1 , f 2 … and so on are the outputs of the 3 nvÀ1 neural networks for nv ¼ 2, and β 1 , β 2 …… β 3 nvÀ1 are the weights associated with each of the neural networks.
The values of weights (relative frequencies) are calculated using the historical (training) data. The frequency value for any pattern is given by Equation (6): The variables λ p and λ T refer to number of patterns of specific type (e.g. P1 or P2 or P3 in case of one-lag shown in Figure 2 ) and the total number of leading patterns respectively. For nv greater than 2, the final output of PCNN is obtained by first identifying the sub-class to which a specific test pattern belongs and then using an appropriate set of trained ANNs for the patterns in that sub-class and finally obtaining an output (i.e. forecast) that is derived using weights obtained from Equation (6). For example, nv ¼ 3 and there are three sub-classes with three patterns in each sub-class and they are: (1) P1, P2 and P3; (2) P4, P5 and P6 and (3) P7, P8 and P9. The output of PCNN is given by Equation (7):
In the second step, output(forecast) is obtained using Equation (7) 
Application of PCNN models
The PCNN models are applied to three rivers, Reed Creek (or test data) to obtain the forecasts using the appropriately trained networks. The performance of the PCNN network is compared with that of an SNN which is also trained using the backpercolation training algorithm.
RESULTS AND ANALYSIS
PCNN models are applied for one step-ahead prediction of streamflows at Little River, Reed Creek, Virginia, and Elk- Reed Creek 1-3-1 1-2-1 1-6-1
Little River 1-5-1 1-1-1 1-6-1
Elkhorn Creek 1-5-1 1-1-1 1-2-1 1-3-1 architecture indicates one input-layer neuron, three hidden-layers and one outputlayer neuron.
found to be equal to 0.76. This suggests that the flows in one Reed Creek 2-3-1 2-2-1 2-6-1 2-3-1 2-3-1 2-1-1 2-6-1 2-6-1 2-4-1
Little River 2-3-1 2-2-1 2-6-1 2-6-1 2-6-1 2-1-1 2-6-1 2-1-1 2-2-1 2-3-1 architecture indicates two input-layer neurons, three hidden-layers and one output-layer neuron. Different notation is used for weights (ω 1 , ω 2 . . . ω 3 nvÀ1 ) calculated using an optimization formulation and those weights calculated by Equation (6) to avoid any confusion. Also, it is important to note that a part of the testing data is used to obtain the weights as observed values along with estimated ones and are used in the formulation as opposed to the usage of training data in the original approach presented.
Minimize:
Subject to:
The variables θ k m is the observed streamflow value, θ k l is the estimated value from a singular network, l, within the PCNN, N is the number of patterns and n is the number of days. The objective function (Equation (8)) is used to minimize the difference between estimated and observed streamflow value over a period of n days. Constraint defined by Equation (10) will ensure that all the weights are positive and avoid negative forecast values. The formulation can be solved using any nonlinear optimization solver. In the current study, a genetic algorithm (Michalewicz ) as a solver is used to obtain optimal weights. One experiment is conducted to obtain weights using 10% of the testing data for the Little River. The weights obtained based on Equation (6) 
GENERAL REMARKS
Lumped or distributed physically-based hydrologic simulation models (e.g. Chen et al. ) can be better alternatives to purely data-driven univariate time series forecasting models when exhaustive information about the physical parameters that characterize the hydrological processes is available. Distributed hydrological models still remain conceptually superior to data-driven modeling approaches as evident from recent applications for flood forecasting (Chen et al. , ) . Improvements in these modeling approaches are achieved by using parameter optimization (Chen et al. ) for improved performances in streamflow simulation and prediction. However, in many instances, the prohibitive cost of obtaining field data to derive knowledge about parameters, the time consumed for calibration and validation, model structure and parameter uncertainty, limit the usage of these models for many practical applications. In many past studies, traditional autoregressive models and ANNs have proven to be viable alternatives to physically-based models. Development of improved data-driven models including ANNs to achieve superior forecasting approaches can be seen as a beneficial exercise. This study is an attempt towards achieving improvements in ANN models for streamflow forecasting. Results from this study suggest that classification of inputs with the help of simple geometrical patterns can help to develop modular neural networks that can improve forecast-
ing. An ensemble of forecasts that are possible using weights derived from information from the past data using PCNN can help quantify uncertainty in the forecast.
