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 Normality and homogeneity are two assumptions that need to be fulfilled when dealing with t-test. 
However, these ideal conditions are rarely achieved in real world. Thus, this study proposed a robust technique 
that can deal with the non-normal data and variance heterogeneity. The p-value of T1 statistic that is combined 
with one of the popular robust scale estimators, MADn, Tn and LMSn was investigated. A simulation study was 
conducted to compare the robustness (Type I error) of the method with respect to its counterpart from the 
perspective of parametric and non parametric, i.e, the t-test and Mann-Whitney respectively. The performances 
of the method are demonstrated on real data on education. The findings show the favor of T1 method, especially 
for skewed data.   
 




 t-test is known to be the most commonly used statistical methods in testing the equality among groups. 
However, to use t-test, assumptions of normality and variance homogeneity need to be fulfilled. In real life 
applications, however, these conditions are rarely achieved. Thus, using this method will lead to inaccuracy in 
decision.  
 Violating the assumptions associated with the t-test will cause the Type I error and power rates to be 
disrupted. The Type I error will be inflated from the nominal value and power rates can be substantially 
reduced. The liberal values of Type I error will result in spurious non rejections of the null hypotheses, and low 
power rates will leave the treatment effects undetected.  In effort to overcome the sensitivity of this method to 
the violations of the assumptions, researchers in this area are intrigued to find some alternative methods. The 
emergence of alternatives such as robust methods could help to reduce the error and improve the statistical 
testing regardless of the sample sizes.  
 Non-normality problem could be remedied by using transformation such as exponential, logarithm and 
others. However, even after the transformation, problems with non-normal data still occur.  According to 
Wilcox and Keselman (2003), a simple transformation can alter skewed distributions to make them more 
symmetrical. But they still do not overcome problem of outliers. Even if transformation can unravel the problem 
of non-normality, the researchers still have to deal with unequal variances (variance heterogeneity).  
 To overcome the problem of variance heterogeneity, many methods were developed and proved to be more 
robust than the classical tests. A few of such methods are the Welch test (Welch, 1961), the James test (James, 
1951) and the Alexander-Govern test (Alexander & Govern, 1994). These methods are among the best methods 
that provide good control of type I error rates and also produce high power (Alexander & Govern, 1994; 
Schneider & Penfield, 1997; Myers, 1998) when variance heterogeneity exists. Nonetheless, these methods can 
only handle the problem of variance heterogeneity, and are not free of the normality assumption. However, 
consequences of the effects of these violations for the test statistics are hard to gauge, and are thus important 
problems to be further investigated.  
 Robust statistical methods offer useful and viable alternatives to traditional analytic methods. It often yields 
greater statistical power and increases sensitivity. These methods also proven to be able to control the Type I 
error at the nominal level (Keselman, et al., 2000; 2002; Othman et al., 2004; Syed Yahaya, Othman & 
Keselman, 2004; Wilcox et al.2000). Among the latest procedures in detecting differences between location 
measures or assessing the effects of a treatment variable across groups is a statistic known as T1, proposed by 
Babu, Padmanabhan and Puri (1999). If the type of distribution is unknown and cannot be assumed as normally 
distributed, they suggested the use of their T1 statistic to compare the differences between distributions. They 
applied this statistic when the distributions are tested symmetric. This procedure used 15% symmetric trimming 
with trimmed mean as the central tendency measure.  
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 It is the primary goal of this paper to investigate the robustness of this statistic towards non-normality and 
heteroscedasticity by combining the statistic with some other alternatives scale estimators in controlling the 




 In this section, we discussed the modified T1 method, which combines T1 statistics with one of the scale 
estimators suggested by Rousseuw and Croux (1993). The approximation of the unknown sampling distribution 




 When the distributions are symmetric, Babu, Padmanabhan and Puri (1999) recommended the use of T1 
statistic to compare differences between distributions. They used a refined version of calculating trimmed means 
proposed by Rocke, Downs and Rocke (1982).  
 Let 1 2 j( ) j ( ) j ( n ) jX X ... X    represent the ordered observations associated with the jth group.  We 
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Note that we used trimmed means in the 2tj

formula instead of Winsorized means. 
 
Then the T1 statistic is given by 
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 T1 is the sum of all possible differences of sample trimmed means from J distributions divided by their 
respective sample Winsorized standard errors. Therefore, if there are J distributions, then the number of tjj’s is 
equal to J(J-1)/2. Note that we used trimmed means in the Winsorized standard errors formula instead of 




 The value of a breakdown point is a main factor to be considered when looking for a scale estimator 
(Wilcox, 2005). Rousseeuw and Croux (1993) have introduced several scale estimators with highest breakdown 
point, such as MADn, Tn and LMSn.  Due to their good performances in Huber (1981), Rousseeuw and Croux 
(1993) and Syed Yahaya, Othman and Keselman (2004), we select these scale estimators in this study. All these 
estimators have 0.5 breakdown value and also exhibit bounded influence functions. They are also selected for 
their simplicity and computational ease. 
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 MADn is the median absolute deviation about the median. It demonstrates the best possible breakdown 
value of 50%, twice as much as the interquartile range and its influence function is bounded with the sharpest 
possible bound among all scale estimators (Rousseeuw & Croux, 1993). This robust scale estimator is given by 
jjiin xmedxbMAD  med  , 






 Suitable for asymmetric distribution, Rousseeuw and Croux (1993) proposed Tn, a scale known for its 
highest breakdown point like MADn.  However, this estimator has more advantages compared to MADn. It has 
52% efficiency, making it more efficient than MADn. It also has a continuous and bounded influence function.  
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 LMSn  is also a scale estimator with a 50% breakdown point which is based on the length of the shortest half 
sample as shown below: 
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i
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h . The default value of 'c  is 0.7413 
which achieves consistency at Gaussian distributions. LMSn has an influence function similar to MAD 




 In this paper, four variables were manipulated in order to identify the robustness of each procedure.  These 
variables were manipulated to create conditions which are known to highlight the strengths and weaknesses of 
the procedure. 
(i) Number of Groups:  Investigations were done on two unbalanced completely randomized groups design.   
(ii) Shape of the distribution:  In investigating the effects of distributional shape on Type I error and power, two 
types of distribution representing different level of skewness were being considered. The distributions are the 
standard normal distribution, and the g-and-h distribution with g = 0.5 and h = 0.5, are zero and extreme 
skewness, respectively.  
(iii) Variance heterogeneity: This is one of the general problems in testing the equality of location measures. 
Therefore, in exploring at the effects of this condition to the test, the variances with ratio 1:36 were assigned to 
the groups. Although this ratio may seem extreme, ratios similar to this particular case, even larger, have been 
reported in the literature (Keselman et al., 2002). 
(iv) Pairings of unequal variances and group sizes:  Variances and group sizes were positively and negatively 
paired for comparison. For positive pairings, the group having the largest group observations was paired with 
the population having the largest group variance, while the group having the smallest number of observations 
was paired with the population having the smallest group variance. For negative pairings, the group with the 
largest number of observations was paired with the smallest group variance and the group with the smallest 
number of observations was paired with largest group variance. These conditions were selected since they 
typically produce conservative results for the positive pairings and liberal results for the negative pairings 
(Othman et al., 2003). 
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 The random samples were generated using SAS generator RANNOR (SAS, 1999). The variates were 
standardized and transformed to g-and-h variates having mean, j and variance, 
2
j .  The design specification 
for four groups is shown in Table 1. 
 
Table 1: Design specification for two groups. 
 Group sizes Population variances 
 1 2 1 2 
+ve 12 18 1 36 
-ve 12 18 36 1 
 
 To test for Type I error, the group means were set as (0, 0, 0, and 0) for the two groups and 5000 datasets 




 The robustness of the method is determined by its ability in controlling the Type I error.  By adopting 
Bradley’s liberal criterion of robustness (Bradley, 1978), a test can be considered robust if its empirical rate of 
Type I error, , is within the interval 5.0 and 5.1 .  If the nominal level,   is 0.05, the empirical Type I 
error rate should be between 0.025 and 0.075.  Correspondingly, a procedure is considered to be non-robust if, 
for any particular condition, its Type I error rate is not within this interval. We chose this criterion since it was 
widely used by many robust statistic researchers (e.g. [Keselman et al., 2000]; [Othman et al., 2004]; [Syed 
Yahaya, Othman and Keselman, 2004]; [Wilcox et al., 2000]) to judge robustness. Nevertheless, for Guo and 
Luh (2000), if the empirical Type I error rates do not exceed the 0.075 level, the procedure can be considered 
robust. The best procedure is the one that can produce Type I error rate closest to the nominal (significance) 
level. 
 
Table 2:  Type I error rates  
Distribution Pairing  Methods 
  T1 with 
MADn 
T1 with Tn T1 with 
LMSn 








        
Normal Positive 0.0246 0.0264 0.0226 0.0504 0.0250 0.0532 
Negative 0.0256 0.0220 0.0236 0.0462 0.1120 0.1202 
 Average 0.0251 0.0242 0.0231 0.0483 0.0685 0.0867 
g = 0.5 and 
h = 0.5 
Positive 0.0164 0.0158 0.3530 0.0510 0.0140 0.0458 
Negative 0.0168 0.0132 0.1996 0.0450 0.0930 0.0926 
 Average 0.0166 0.0145 0.2763 0.0480 0.0535 0.0692 
                                                                                                                   
 Results in Table 2 showed that T1 with 15% symmetric trimming was able to produce robust Type I error 
rates for both normal and extremely skewed distributions. For positive pairing, the T1 with Tn, T1 with 15% 
symmetric trimming, t-test and Kruskall Wallis showed robust Type I error rates. Among all procedures, Mann-
Whitney is the best procedure because the Type I error rate was nearest to nominal level. Under extremely 
skewed distribution, the average results for T1 with 15% symmetric trimming, t-test and Mann-Whitney showed 
robust Type I error rates. T1 with 15% symmetric trimming produced the nearest value to the nominal level. In 
contrast, all Type I error rates for other procedures, i.e., T1 with MADn, T1 with Tn and T1 with LMSn became 
more conservative and liberal under extremely skewed distribution as compared with normal distribution. 
 
Analysis on Real Data: 
 
 The performance of the modified T1 method was then demonstrated on real data. Four classes (groups) of 
Decision Analysis for Master of Business Administration were chosen. Scores for each group were then 
analyzed. Two of the classes (Groups W and X) represent normally distributed data, while another two classes 
(Groups Y and Z) represent non-normally distributed data. The scores and descriptive statistics of the data were 
displayed in Tables 3 and 4. 
 In order to determine the normality of the data, we employed the Shapiro-Wilk test. This test is suitable for 
small sample size (Shapiro & Wilk, 1965). In addition, this test has shown to be the most sensitive test 
compared with other normality test such as Kolmogorov-Smirnov etc (Ahad, Teh, Othman & Yaakob, 2011). 
Thus, the score for Groups W and X were found to be normally distributed with the p-values of 0.185 and 0.919, 
respectively. On the other hand, Groups Y and Z scores were found out to be non-normally distributed with the 
p-values of 0.000 and 0.023, respectively. 
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Table 3: Scores and descriptive statistic for group of normal data. 





81.60   81.60   81.40   87.00   81.00 
73.60   86.80   84.60   70.80   84.00 
74.60   69.60   78.60   74.00   84.60 
78.60   84.60   74.60   82.80   73.60 















93.22   88.76   84.86   80.97   80.54 
72.61   85.15   68.14   72.61   78.81 
72.75   77.22   75.21   83.56   73.47 














Table 4: Scores and descriptive statistic for group of non-normal data 






65.56   60.49   80.23   73.91   70.76 
89.50   90.46   78.47   7.14     68.97 
73.92   82.35   66.34   79.24   56.26 
68.67   80.62   72.91   73.50   76.22 
74.47   71.27   55.05   48.44   81.45 



















59.61   59.09   64.79   35.00   63.09 
62.08   76.50   77.51   72.82   84.53 
83.35   59.02   59.77   73.12   67.05 














 To evaluate the performance of the propose procedure, the p-values of the procedure was recorded. Tables 5 
and 6 showed the results for T1 with 15% symmetric trimming, T1 statistic with robust scale estimators, t-test 
and Mann-Whitney test for normal and non-normal data.  
 
Table 5: p-values of different test procedures for normal data. 
Test procedure p-value 
T1 with MADn 0.6511 
T1 with Tn 0.6411 
T1 with LMSn 0.7346 




 Under normal distribution, all procedures failed to reject the null-hypothesis. This indicated that there was 
no different in terms of score between Groups W and X. Mann-Whitney test showed the lowest value which is 
0.5170. This denoted that the procedure performed better than other procedures for normal data. 
 
Table 6: p-values of different test procedures for normal data. 
Test procedure p-value 
T1 with MADn 0.4725 
T1 with Tn 0.5292 
T1 with LMSn 0.7045 




 Table 6 showed the p-values for all the procedures used in this study. Even though all the procedures 
produced non-significant results, but the lower p-value in the procedure indicated that the procedure performed 





 This paper has shown some improvement in the statistical solution for detecting differences between 
location parameters. From simulation study, T1 with 15% symmetric trimming has been found to be the best 
method in detecting the differences between groups for both normal and non-normal data. Whereas, the findings 
on real data showed that the proposed procedure, T1 with MADn is the most suitable method in detecting the 
differences between groups for non-normal data. As for normal data, the proposed procedures, T1 with MADn 
and T1 with Tn able to produced the p-values that are comparable with original procedure (T1 with 15% 
symmetric trimming) and conventional methods (t-test and Mann-Whitney test).  
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