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• I.E.S.P.P.J: Instituto de Educación Superior Pedagógico Público Juliaca 
• SIGES: Sistema de Información Académica para Institutos de Educación Superior 
Pedagógica 
• ML: Machine Learning (Aprendizaje Automático) 
• CRISP-DM: Cross Industry Standard Process for Data Mining (Metodología más 
usada en la minería de datos) 
• MINEDU: Ministerio de Educación 
• IDE: Entorno de Desarrollo Integrado 
• Taget: Columna a predecir. 
• Accuracy: Puntuación de predicción. 





El presente estudio se llevó a cabo en el Instituto de Educación Superior Pedagógico 
Público Juliaca (IESPPJ), ubicado en el distrito de San Miguel de la Provincia de San 
Román, durante el año 2020, tuvo como objetivo general  implementar un modelo de 
aprendizaje automático supervisado para identificar patrones de bajo rendimiento 
académico en los ingresantes al Instituto de Educación Superior Pedagógico Público – 
Juliaca, para su desarrollo de empleó la metodología de minería de datos denominado: 
CRISP-DM (Cross Industry Standard Process for Data Mining), el algoritmo Random 
Forest Classifier, dicho algoritmo fue entrenado con datos socioeconómicos, datos de 
admisión y datos académicos logrando un accuracy del 86%, permitiendo identificar las 
variables que más influyen en el rendimiento académico tales como: El promedio final del 
examen de admisión, edad, número de horas diarias que actualmente dedica al estudio, 
distrito en donde está ubicado el centro de estudios secundarios de procedencia, programa 
de estudios al que está postulando, número de dormitorios de su vivienda, cantidad de años 
en la que cursó la educación secundaria, idioma nativo que habla, ¿Cada cuánto tiempo 
recibes ayuda económica?, sexo, ¿La persona que mantiene su hogar es?, tipo de 
preparación que recibiste para postular al IESP, número de veces que postulaste a otros 
Institutos / Universidades, tipo de material de la vivienda, las variables identificadas 
influyen en el orden mencionado. Como trabajos futuros en el área de educación se 
propone profundizar el estudio utilizando nuevas fuentes de información, tales como 
información psicológica y/o historial médico de los estudiantes, para mejorar la toma de 
decisión.  
Palabras Clave: Aprendizaje automático supervisado, Bajo rendimiento académico, 





The present study was carried out at the Instituto de Educacion Superior Pedagogico 
Publico Juliaca (IESPPJ), located in the San Miguel district of the San Roman Province, 
during 2020, its general objective was to implement a supervised machine learning model 
To identify patterns of low academic performance in those entering the Instituto de 
Educacion Superior Pedagogico Publico Juliaca, for its development the data mining 
methodology called: CRISP-DM (Cross Industry Standard Process for Data Mining), the 
Random Forest algorithm Classifier, said algorithm was trained with socioeconomic data, 
admission data and academic data achieving an accuracy of 86%, allowing to identify the 
variables that most influence academic performance such as: The final average of the 
entrance exam, age, number of hours per day currently devoted to study, district where the 
secondary school of origin is located, , program of studies to which you are applying, , 
number of bedrooms in your home, number of years of secondary education, native 
language you speak, How often do you receive financial aid?, sex, the person who 
maintains your home is?, type of preparation you received to apply to the IESP, number of 
times you applied to other Institutes / Universities, type of housing material, the variables 
identified influence the order mentioned. As future work in the area of education, it is 
proposed to deepen the study using new sources of information, such as psychological 
information and / or medical history of students, to improve decision-making. 
Keywords: Supervised machine learning, Low academic performance, CRISP-DM, Data 
Mining, Random Forest Classifier.
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CAPÍTULO I. El Problema 
1.1. Identificación del Problema 
Según Pérez & Aldás (2019),  España es uno de los países que se encuentran entre los 
países que menos aprovecha el esfuerzo en la educación superior, pues dicho país cuenta 
con una elevada tasa de abandono de estudios iniciados; De acuerdo a su informe indican 
que un 33% de los estudiantes españoles no terminan el nivel académico en el que se 
inscribieron, el 21% abandona  la universidad sin obtener un título profesional y el 12% 
restante cambia de carrera profesional; y uno de los tantos factores que hacen que los 
estudiantes abandonen sus estudios es el bajo rendimiento académico. Estas elevadas tasas 
de abandono reflejan un importante desaprovechamiento dedicados a la formación 
universitaria y estos fracasos son pérdidas anuales que se acercan a los mil millones de 
euros. 
Rico, Gaytán & Sánchez (2019), en su investigación identificaron como un problema el 
poco desarrollo de modelos predictivos con técnicas de minería de datos, para la 
prevención de reprobación y deserción escolar, dado que este tipo de aplicaciones brindan 
un potencial beneficio a una institución y/o organización en la mejora del rendimiento 
académico de los estudiantes. Por otro lado, Zainab, Noor, Wasan & Hazim (2020), 
identifican que la gestión de la de educación y el desempeño de los estudiantes tienen una 
estrecha relación. Esto se debe a que existen varios factores que afectan el rendimiento 
académico y luego la calidad de la educación. 
Según Jara y otros (2008), en su investigación mencionan que el problema del bajo 
rendimiento académico en los universitarios está influenciado por múltiples factores que se 
manifiestan en los primeros años de estudio. Por otro lado Yamao, Celi, Campos & 
Huancas (2018), mencionan que los ingresantes a las universidades son los mas 
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vulnerables a enfrentar problemas de rendimiento académico, resultando finalmente en una 
deserción académica. 
Laura, Paredes & Baluarte (2017),  el objetivo de la educación superior es garantizar e 
incrementar la calidad de la educación, por ende aumentar la tasa de egresados y disminuir 
la deserción, en la actualidad la deserción y el bajo rendimiento académico son los 
problemas que más abordan la mayoría de instituciones. 
Por su parte, el Instituto de Educación Superior Pedagógico Público – Juliaca brinda 
servicios de educación superior con las carreras profesionales como: Educación Inicial, 
Educación Primaria y Educación Secundaria en las siguientes menciones: Matemática, 
Comunicación, Ciencia Tecnología y Ambiente y Ciencias Sociales, dicha casa de estudios 
cuenta con estudiantes de diferentes lugares de procedencia y en cada proceso de admisión 
se tienen nuevos ingresantes; Según la entrevista con el Director del Instituto de Educación 
Superior Pedagógico Público – Juliaca (Mamani Vargas, 2020), menciona que el problema 
que se tiene es que estos nuevos ingresantes, no cuentan un mismo nivel académico ya sea 
porque provienen de diferentes lugares de la región o son provenientes de una Institución 
Educativa Secundaria Pública o Privada con un bajo nivel académico. 
Así mismo, el Instituto de Educación Superior Pedagógico Público – Juliaca cuenta con 
un sistema académico del Ministerio de Educación denominado; Sistema de Información 
Académica – SIGES (MINEDU, 2020), dicho sistema académico gestiona: datos 
personales del estudiante, proceso de matrícula, carga académica, gestión de notas, a su 
vez la oficina de admisión del Instituto de Educación Superior Pedagógico Público – 
Juliaca, cuenta con  registros de los datos de los ingresantes en cada admisión, datos como: 
Lugar de procedencia, Institución de procedencia, nota obtenida en el examen de admisión, 




Con lo expuesto, la presente investigación pretende analizar los datos de los estudiantes 
que cursaron entre el cuarto y sexto ciclo académico en el Instituto de Educación Superior 
Pedagógico Público – Juliaca, para analizar los factores que influyen en el bajo 
rendimiento académico en los ingresantes, aplicando modelos de aprendizaje supervisado. 
1.2. Objetivos de la investigación 
1.2.1. Objetivo general.  
Implementar un modelo de aprendizaje automático supervisado para identificar patrones 
de bajo rendimiento académico en los ingresantes al Instituto de Educación Superior 
Pedagógico Público – Juliaca. 
1.2.2. Objetivo específico. 
1. Obtener y preparar datos de los ingresantes al Instituto de Educación Superior 
Pedagógico Público – Juliaca. 
2. Desarrollar el modelo predictivo basado en aprendizaje automático supervisado. 
3. Identificar las variables que influyen en el bajo rendimiento académico de los 
estudiantes del nivel superior. 
4. Evaluar los resultados del modelo predictivo para identificar al postulante con 
bajo rendimiento académico.  
5. Desarrollo de una interfaz web para el uso del modelo predictivo para identificar 
al postulante con bajo rendimiento académico.  
1.3. Justificación 
El Modelo de Machine Learning para identificar al postulante con bajo rendimiento 
académico, aplicando la técnica de Aprendizaje Supervisado en el sector educación, será 
un gran aporte para poder realizar futuros proyectos investigación en esta rama. 
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Ayudará detectar a los ingresantes que podrían enfrentarse a problemas de bajo 
rendimiento académico y permitirá brindar un seguimiento personalizado a dichos 
estudiantes para que puedan mejorar su rendimiento académico. 
Facilitará el incremento de la confianza de la sociedad en conjunto, al saber de que los 
jóvenes del distrito de San Miguel, que estudian en el Instituto de Educación Superior 
Pedagógico Público – Juliaca, reciben una educación superior de calidad. 
Facilitará la toma de decisiones a los directores de las Unidades Académicas del 
Instituto de Educación Superior Pedagógico Público – Juliaca, para poder mejorar el 
rendimiento académico a través de un seguimiento personalizado de los estudiantes de las 
diferentes carreras profesionales que ofrece el Instituto, los resultados obtenidos no solo 
beneficiará al Instituto ya antes mencionado, sino también beneficiará a todas las 




1.4. Presunción filosófica 
En (Éxodo 35:30-32) “Y dijo Moisés a los hijos de Israel: Mirad, Jehová ha nombrado a 
Bezaleel hijo de Uri, hijo de Hur, de la tribu de Juda; Y lo ha henchido de espíritu de Dios, 
en sabiduría, en inteligencia, en ciencia y en todo artificio, para proyectar inventos, para 
trabajar en oro, en plata y en metal”. 
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CAPÍTULO II. Revisión de la Literatura 
2.1. Antecedentes de la Investigación 
Realizando la revisión de los antecedentes se pudo encontrar trabajos de investigación 
que hablan de Minería de Datos, Ciencia de Datos y Machine Learning; que son aplicadas 
en el área de educación, turismo y entre otros, dichos antecedentes ayudaran a 
complementar el presente trabajo de investigación: 
2.1.1. Internacional  
Rico, Gaytán & Sánchez (2019) en su investigación “Construcción e implementación de 
un modelo para predecir el rendimiento académico de estudiantes universitarios mediante 
el algoritmo Naïve Bayes”,  realizado en el Instituto Politécnico Nacional en la Ciudad de 
México, cuyo objetivo fue la construcción de un modelo predictivo para predecir el 
rendimiento académico de estudiantes universitarios, aplicando el algoritmo de minería de 
datos Naïve Bayes, las variables que fueron utilizadas son: Escolaridad del padre, 
escolaridad de la madre, ingresos familiares, promedio final obtenido en el bachillerato, 
cantidad de materias reprobadas actualmente, promedio actual, ¿cómo prefieres estudiar?, 
¿cómo prefieres realizar actividades en clase?, ¿qué tan frecuentemente estudias?, para 
poder relizar su investigación mediante la técnica de minería de datos utilizaron la 
metodología KDD; la investigación les permitió identificar los factores que más influyen 
en el rendimiento académico, en donde el modelo predictivo identificó que el factor más 
influye en que un estudiante apruebe el curso, es si el estudiante prefiere estudiar solo. 
La investigación realizada por Rico, Gaytán & Sánchez se encuentra enmarcada 
específicamente dentro de la mineria de datos, tema de interés en la presente investigación. 
Así mismo muestra la importancia que tiene este tipo de estudios para los proferores, ya 




García & Skarita (2018) en su investigación “Prediciendo el desempeño académico 
según el entorno familiar de los estudiantes: evidencia para Colombia usando árboles de 
clasificación”, fue realizado en el Instituto Colombiano de Evaluación Educativa (ICFES), 
en donde se tuvo como objetivo de determinar mediante los arboles de clasificación qué 
caracteristicas familiares son las mejores para predecir el rendimiento académico de los 
estudiantes que presentaron el examen de estado de 2016 para acceder a la educación 
superior, las variables que usaron son: Lugar de recidencia, número de habitaciones, 
material predominante del piso, estrato socioeconómico de la vivienda, bienes (teléfono 
fijo, lavadora, microondas, horno y auto), nivel de educación de la madre, ocupación de la 
madre, nivel de educación del padre, ocupación del padre, cantidad de libros, número de 
hermanos, servicio de internet, número de personas que residen en el hogar,etc. La 
investigación permitó determinar cuals son las variables familiares que mejor predicen los 
resultados académicos, se presentaron en el siguiente orden: el nivel educativo de la madre, 
el estrato socioeconómico de la vivienda, el número de libros, el nivel educativo del padre 
y el poseer computador en la vivienda.  
La investigación realizada por García Gonzales & Skarita, se encuentra dentro del tema 
de interés de la presente investigación. Así mismo, precisa la importancia de predecir el 
desempeño académico a partir de las observaciones y características familiares propias de 
los estudiantes.  
2.1.2. Nacional 
Bernuy (2018) en su tesis “Predicción del Rendimiento Académico Mediante Minería 
de Datos en Estudiantes del Primer Ciclo de la Escuela Profesional de Ingeniería de 
Computación y Sistemas, Universidad de San Martín de Porres, Lima - Perú” elaboado en 
la Universidad de San Martín de Porres, cuyo objetivo fue “Predecir el rendimiento 
académico mediante minería de datos en estudiantes del primer ciclo de la Escuela 
26 
 
Profesional de Ingeniería de Computación y Sistemas de la Universidad de San Martín de 
Porres”; para lo cual utilizó datos de la oficina de admisión: “Semestre de ingreso, fecha de 
nacimiento, sexo, modalidad de ingreso, nombre del colegio de procedencia, departamento, 
provincia, distrito del colegio, tipo de colegio, puntaje obtenido en el examen de admisión 
y de la Facultad de Ingeniería y Arquitectura: Estado de matrícula, Escala de pensión, 
Dirección de domicilio, Cursos llevados, Sección y Nota”. Para poder realizar su modelo 
de predicción de regresión lineal, árbol de decisiones y support vector utilizó la 
metodología CRISP-DM. La investigación permitió determinar los factores más 
influyentes en el rendimiento académico, las cuales son: nota de examen de admisión, 
género, edad, modalidad de ingreso y distancia desde su casa hasta el centro de estudios. 
El estudio realizado por Bernuy está enmarcado dentro de la minería de datos, tema de 
interés de esta investigación. Así mismo, abordó sobre los factores más influyentes en el 
rendimiento académico de los ingresantes. 
La tesis de Holgado (2018) titulado “Detección de patrones de bajo rendimiento 
académico mediante técnicas de minería de datos de los estudiantes de la Universidad 
Nacional Amazónica de Madre de Dios 2018”, cuyo objetivo fue “detectar los patrones de 
bajo rendimiento académico de los estudiantes de la Universidad Nacional Amazónica de 
Madre de Dios, mediante el uso de minería de datos”, para el desarrollo de su invetigación 
utilizó la metodología CRISP-DM, en donde llegó a la conclusión de que el algoritmo 
Random Forest permitió identificar que las variables: “cantidad de asignaturas cursadas, 
el servicio de comedor universitario, la carrera profesional, deuda con la universidad”, son 
las variables que más influyen en la prediccion del rendimiento académico. 
El estudio realizado por Holgado está enmarcado dentro de la minería de datos, tema de 
interés para la presente investigación. Así mismo, abordó sobre la comparación de 
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algoritmos de Random Forest, C5.0 y CART, en donde el algoritmo que mejor 
clasificación logró fue el algoritmo C5.0. 
2.1.3. Local 
Coyla (2016) en su tesis “Análisis de datos con BigData en proceso de admisión de la 
Universidad Nacional del Altiplano de Puno, 2016”, cuyo objetivo fue el de “identificar 
características y patrones de comportamiento con el desempeño académico de los 
ingresantes a la Escuela Profesional de Ingeniería de Sistemas de la Universidad Nacional 
del Altiplano utilizando Bigdata”, para realizar su la investigación  tomó a un total de 18 
estudiantes ingresantes a la carrera profesional de Ingeniería de Sistemas de la UNAP del 
proceso de admisión CEPREUNA Enero Marzo del año 2015, la investigación permitió 
determinar el nivel de conocimiento de Matemática I, dicha investigación fue elaborada 
con la metodología SEMMA. Aplicando el lenguaje de programación R con el paquete 
Rattle, llegando a la conclusión de que los ingresantes razonan y demuestran proposiciones 
matemáticas, representan, analizan e interpretan datos matemáticos contextualizados y 
resuelven problemas matemáticos contextualizados. 
El estudio realizado por Coyla, está enmarcado dentro del Big Data, tema de interés 
para la presente investigación. Así mismo, abordó temas de interés para mejorar el nivel de 
desempeño académico de los estudiantes de Ingeniería de Sistemas de la Universidad 
Nacional del Altiplano. 
Escarcena & Velasquez (2017) en su tesis “Análisis de datos con R para determinar el 
nivel de cumplimiento del perfil del ingresante a la Facultad de Ingeniería Mecánica 
Eléctrica, Electrónica y Sistemas de la UNA - Puno, 2017”, cuyo objetivo fue el de 
“realizar un análisis de datos con R para determinar el nivel del perfil del ingresante a la 
Facultad de Ingeniería Mecánica Eléctrica, Electrónica y Sistemas de la Universidad 
Nacional del Altiplano”, para la investigación se tomó a los ingresantes a la Facultad de 
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Ingeniería Mecánica Eléctrica, Electrónica y Sistemas de la Universidad Nacional del 
Altiplano en el examen de modalidad general del 21 de mayo del año 2017, para el 
desarrollo de la investigación utilizó la metodología CRISP-DM (Cross Industry Standard 
Process for Data Mining), en donde los resultados demuestran que, en la escuela 
profesional de Ingeniería Mecánica Eléctrica, tiene un mejor perfil del ingresante. 
El estudio realizado por Escarcena & Velasquez, está enmarcado dentro de la Minería 
de Datos, tema de interés para la presente investigación. Así mismo, abordó temas de 
interés para mejorar el nivel del perfil del ingresante a la Facultad de Ingeniería Mecánica 





2.2. Marco Teórico 
2.2.1. Teoría General de Sistemas 
La teoría general de sistemas describe un nivel de formación de modelos teóricos que se 
encuentra entre las construcciones extremadamente generalizadas de las matemáticas puras 
y las teorías específicas de las disciplinas especializadas, y que en estas últimas fuentes fue 
influenciado por el sentimiento de una situación cada vez más fuerte de un espesor 
sistémico de construcciones teóricas que pueda discutir, examinar y dilucidar el 
compromiso generales del mundo empírico (Johansen, 2004). 
El Biólogo Ludwig Von Bertalanffy (1901-1972) acuñó el nombre de "Teoría general 
de sistemas". La TGS debería ser un mecanismo de integración entre las ciencias naturales 
y sociales y al mismo tiempo una herramienta básica para la formación y preparación de 
científicos (Arnold Cathalifaud & Osorio, 1998). 
2.2.2. Machine Learning 
Según Joyanes (2019), el aprendizaje automático es una disciplina en informática y una 
rama de la inteligencia artificial, cuyo objetivo es desarrollar técnicas que las 
computadoras puedan usar para aprender. A su vez BSG INSTITUTE (2019), menciona 
que el Aprendizaje Automático es una disciplina de la Inteligencia Artificial (IA) que 
ofrece a los sistemas la oportunidad de aprender automáticamente a partir de la experiencia 
y mejorar. El Aprendizaje Automático utiliza algoritmos que son capaces de aprender 
cuando se exponen a nuevos datos, ofreciendo resultados más precisos para identificar 
comportamientos que permitan tomar las mejores decisiones. 
Por otro lado, Hurwitz & Kirsch (2018), en su libro menciona que el Machine Learning 
se ha convertido en una de las tecnologías más importantes en las organizaciones 
empresariales que buscan formas innovadoras de utilizar los datos existentes para alcanzar 
30 
 
un nuevo nivel de mercado. Las organizaciones empresariales están constantemente 
tratando de predecir cambios en la empresa para lograr sus objetivos comerciales. 
 
Figura 1: Categorías generales que incluye Machine Learning. 
Fuente: (Sanseviero, 2018) 
2.2.3. ¿Quiénes utilizan Machine Learning? 
En la actualidad la mayoría de las organizaciones que tienen a disposición una gran 
cantidad de datos almacenados, están trabajando con Machine Learning, dado que los datos 
históricos que son almacenados son de gran valor que aporta a su organización y de esa 
manera lograr competitividad y tener ventaja sobre sus competidores. 
2.2.3.1. Educación 
Tan, Shi & Tang (2018), mencionan que en el sector educativo las técnicas de 
aprendizaje automático son utilizadas para comprender y explorar patrones que 
caractericen el comportamiento de los estudiantes, mediante métodos y algoritmos, 
basados en sus datos, evaluaciones y dominio de sus conocimientos. A su vez Martínez, 
Santos-Martínez, & Puche, (2018), mencionan que las técnicas de aprendizaje automático 
son utilizadas en la educación para poder procesar la gran cantidad de información que 
pueden ser registradas en las diferentes plataformas de e-learning (Moodle, Canvas LMS, 
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Chamilo LMS, etc), gracias al análisis de esta información los docentes pueden descubrir 
los patrones de aprendizaje que llevan los estudiantes y de esa manera adaptar los cursos y 
lograr una educación personalizada. 
Por otro lado, Biffi (2018) Afirma que la Inteligencia Artificial es una de las principales 
tecnologías que está transformando la educación, esta tecnología puede contribuir de 
muchas maneras, como diagnosticar problemas de aprendizaje, dislexia y el autismo. 
2.2.3.2. Servicios financieros 
Las entidades que prestan servicios financieros, en la actualidad utilizan Machine 
Learning para diferentes fines; que pueden ser el identificar patrones importantes en los 
datos que han almacenado a lo lardo del tiempo. Los patrones que se pueden identificar 
para poder encontrar oportunidades de inversión o bien ayudar a las personas y/o empresas 
inversionistas a saber cuándo vender o comprar (SAS, 2019). 
Según Joyanes (2019), en la industria bancaria aplicada la inteligencia de negocios, 
Mineria de Datos y/o Machine Learning se pueden realizar las siguientes investigaciones: 
✓ Detección de patrones de uso fraudulento de tarjetas y transacciones de banca en 
línea (online). 
✓ Automatización de los procesos de concesión de préstamos para predecir, con la 
mayor precisión posible, los morosos más probables. 
✓ Estudio de concesión de tarjetas de crédito. 
✓ Determinación del gasto en tarjetas por segmentación de grupos. 
✓ Identificación de reglas de comportamiento del mercado de valores a partir de los 
registros históricos de dichos mercados. 




✓ Detección de segmentos de clientes predispuestos a la compra de determinados 
artículos, bien en el lanzamiento o cuando ya están en el mercado. 
✓ Identificación de clientes fieles y también de fuga de clientes. 
2.2.3.3. Medicina 
El Machine Learning es una tecnología que está en rápido crecimiento, la industria de la 
medicina no es ajena a este crecimiento (SAS, 2019). 
 “La Minería de Datos en medicina es una de las aplicaciones más prácticas, debido a que 
complementa la investigación médica en análisis clínicos y en el trascendental campo de 
los diagnósticos, entre otras especialidades” (Joyanes, 2019, pág. 228).   
Según Joyanes (2019), en la industria de la medicina se pueden realizar las siguientes 
investigaciones: 
✓ Identificación de patrones novedosos para mejorar la supervivencia de pacientes 
con cáncer. 
✓ Predicción de tasas de éxito en trasplantes de órganos a pacientes para desarrollar 
políticas de donantes/receptores en el tratamiento clínico. 
✓ Descubrimiento de las relaciones entre síntomas y enfermedades, así como entre 
enfermedades y tratamientos con éxito. 
✓ Estudio de factores de riesgo en diferentes patologías 
✓ Segmentación de pacientes por grupos afines. 
✓ Gestión hospitalaria y clínica para planificación temporal de habitaciones, 
quirófanos, salas de consulta, etc. 
2.2.3.4. Marketing y ventas 
Los sitios Web hoy en día que hacen constantemente recomendaciones de artículos que 
podrían gustarle, se basan en patrones de compras anteriores para poder realizar estas 
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recomendaciones se utilizan Machine Learning, Con los rastros que uno va dejando cuando 
navega por internet, estos rastros son tomados y almacenado para luego ser analizados y de 
ese modo van promocionando artículos similares o que guarde alguna relación con lo que 
han estado buscando y que podrían interesarle al usuario (SAS, 2019).  
2.2.3.5. Turismo 
“En la industria del turismo existe una gran variedad de aplicaciones para hoteles, líneas 
aéreas, resorts, viajes, alquiler de automóviles, trenes, etc.” (Joyanes, 2019, pág. 230) 
Según Joyanes (2019) en la industria del turismo se pueden realizar las siguientes 
investigaciones: 
✓ Predicciones de ventas de diferentes servicios (reserva de asientos en diferentes 
clases, reserva de habitaciones en hoteles/resorts, reserva de autos en compañías de 
alquiler, etc.). 
✓ Identificación de los clientes más rentables para proporcionarles mejores servicios 
(por ejemplo, las tarjetas de fidelización “millas” de los clientes “viajeros 
frecuentes”, a los que se ofrecen beneficios como “prioridad en salas VIP”, upgrade 
(subida) de categoría, ofertas especiales en función de la tarjeta de fidelización, 
etc.). 
✓ Predicción de ocupación en aviones, trenes, etcétera, dependiendo de rutas viajeras, 
épocas del año, entre otras. 
2.2.4. Tipos de Aprendizaje de Machine Learning 
En la actualidad existen varios tipos de aprendizaje de Machine Learning, pero los que 




El aprendizaje supervisado requiere una intervención humana, para poder indicar lo que 
está bien o lo que no está bien, muchas aplicaciones computacionales son intervenidas por 
los humanos y proporciona la semántica necesaria para que los algoritmos aprendan. 
(Joyanes, 2019) 
Asimismo, Molina & García (2012), menciona que, en el aprendizaje inductivo 
supervisado, hay un atributo especial en todos los ejemplos, comúnmente conocido como 
una clase, que indica si el ejemplo pertenece o no a un concepto particular que será el 
objetivo del aprendizaje (pág. 98). 
 
Figura 2: Diagrama de flujo del aprendizaje supervisado 
Fuente: (Luna, 2018) 
2.2.4.2. No Supervisado 
El aprendizaje no supervisado consiste en entrenar una red que la expone a una variedad 
de ejemplos sin "decir" qué buscar. Más bien, la red aprende a reconocer características y 
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agruparlas con ejemplos similares, lo que ayuda a identificar grupos, enlaces o patrones 
ocultos dentro de los datos (Joyanes, 2019). 
A su vez Molina & García (2012), menciona que el aprendizaje no supervisado aprende 
sin la ayuda del maestro; Es decir, el aprendizaje no supervisado trata de ordenar los 
ejemplos en una jerarquía de acuerdo con las regularidades en la distribución de los pares 
de atributo-valor sin la guía de la clase de atributo específica. Este es el proceso de 
sistemas que realizan agrupaciones conceptuales y que también se supone que adquieren 
nuevos conceptos. Otra posibilidad contemplada para estos sistemas es sintetizar 
conocimiento cualitativo o cuantitativo, el objetivo de los sistemas que realizan tareas de 
descubrimiento (pág. 97). 
 
Figura 3: Diagrama de flujo del aprendizaje no supervisado 
Fuente: (Luna, 2018) 
2.2.4.3. Reforzado 
El aprendizaje reforzado es una mezcla de aprendizaje supervisado y no supervisado. Se 
basa en la psicología del comportamiento e implica entrenar una red neuronal para 
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interactuar con su entorno, ocasionalmente informando con una recompensa. Su 
entrenamiento es ajustar los pesos de la red para encontrar la estrategia que genere más 
recompensas de una manera más consistente (Joyanes, 2019, pág. 389). 
 
Figura 4: Diagrama de flujo aprendizaje por refuerzo 
Fuente: (Luna, 2018) 
2.2.5. Algoritmos de Machine Learning 
2.2.5.1. Árboles de decisión 
Los árboles de decisión es uno de los tantos algoritmos de aprendizaje supervisado; es 
uno de los modelos más populares y utilizados para realizar clasificaciones. 
Barrientos y otros (2009), afirman que un árbol de decisión es un modelo predictivo, 
cuyo objetivo principal es el aprendizaje supervisado a partir de observaciones y 
construcciones lógicas, se utilizan para representar y clasificar una serie de condiciones 
que ocurren sucesivamente para resolver un problema. 
También indican que este tipo de modelo se basa en la descripción narrativa de un 
problema porque proporciona una visión gráfica de la toma de decisiones y las variables a 
evaluar, las acciones a tomar y el orden en que se toma la decisión. Cada vez que se ejecuta 
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este tipo de modelo, solo se sigue una ruta, según el valor actual de la variable evaluada. 
Los valores que las variables pueden tomar para este tipo de modelo pueden ser discretos o 
continuos (Barrientos, y otros, 2009)  
Por otro lado, Mendoza (2018) los árboles de decisión son algoritmos utilizado como 
modelo predictivo en diversas disciplinas. Estos son similares a los diagramas de flujo, en 
el que se llega a puntos en los que se toman decisiones según una regla 
 
Figura 5: Estructura de un árbol de decisión 
Fuente: (Barrientos, y otros, 2009) 
2.2.5.1.1. Términos comunes utilizados con árboles de decisión. 
Jain (2017), en su blog menciona que los términos más comunes que se utilizan para 
comprender los árboles de decisión son:  
1. Nodo raíz: representa a toda la población o muestra y se divide en dos o más 
conjuntos homogéneos. 
2. División: es un proceso de división de un nodo en dos o más sub nodos. 
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3. Nodo de decisión: cuando un sub nodo se divide en sub nodos adicionales, se 
llama nodo de decisión. 
4. Nodo hoja / terminal: los nodos sin hijos (sin división adicional) se llaman 
nodo hoja o terminal. 
5. Poda: cuando reducimos el tamaño de los árboles de decisión eliminando nodos 
(opuesto a la división), el proceso se llama poda. 
6. Rama / Subárbol: Una subsección del árbol de decisión se denomina rama o 
subárbol. 
7. Nodo primario y secundario: un nodo, que se divide en sub nodos, se 
denomina nodo primario de sub nodos, donde los sub nodos son secundarios del 
nodo primario. 
2.2.5.1.2. ID3. 
Jain (2017), el algoritmo ID3 es un algoritmo central que nos permite construir arboles 
de decisión, fue desarrollado por JR Quinlan, dicho algoritmo hace una búsqueda de arriba 
hacia abajo a través de sus posibles ramas sin retroceder. “El algoritmo ID3 usa entropía 
para calcular la homogeneidad de una muestra” (Sehra, 2018). 
Jain (2017) Menciona en su blog para poder construir un árbol de decisión, se necesita 
calcular dos tipos de entropía usando tablas de frecuencia de la siguiente manera: 
Entropía utilizando la tabla de frecuencias de un atributo: 




a. Entropía utilizando la tabla de frecuencias de dos atributos: 





2.2.5.2. Random Forest 
Según Villa, Carrión & Sozzi (2017), esta técnica pertenece a los algoritmos de 
aprendizaje supervisado, este algoritmo se basa en la construcción de árboles predictivos 
utilizando bootstrap y Bagging, la cual garantiza la estabilidad del proceso. Cada árbol se 
crea utilizando muestras de bootstrap con reemplazo para corregir el error de predicción 
generado como resultado de la selección específica de una muestra. Para cada división de 
un nodo, la mejor variable de todas no se selecciona como en CART, sino que se 
selecciona al azar un conjunto de variables de un tamaño predeterminado y la selección de 
la variable de división se limita a este conjunto. De esta forma, se incluye una mayor 
variabilidad de los árboles y se reduce la dependencia del resultado en las subdivisiones 
anteriores. 
El proceso OOB consiste en utilizar el conjunto datos de entrenamiento 𝑇 para crear 𝑘 
muestras bootstrap 𝑇𝑘, se construyen los arboles ℎ(𝑥, 𝑇𝑘), y el promedio de estos será el 
predictor bagget. En adelante para cada (y, x) de T se construyen los árboles en cada 𝑇𝑘 
que no contienen en a (y, x), estas son las muestras que quedaron fuera de las muestras de 
bootstrap. El OOB permite estimar el error de clasificación, también son usadas para 
calcular la fuerza de predicción de cada una de las variables. 
Villa, Carrión & Sozzi (2017), resumen el algoritmo de Random Forest en los siguientes 
pasos: 
• Se crea B muestras bootstrap de tamaño N del conjunto train. 
• Se crean 𝑇𝑏, (𝑏 = 1, … . . , 𝐵) arboles con las muestras hasta que se obtiene el 
tañamo minimo en el nodo terminal. Esto se alarga de forma recursiva mediante 
los siguientes pasos: 




2. Seleccionar la óptima variable de división entre las p variables. 
3. Dividir el nodo en dos nodos hijos. 
• El conjunto de salida es el ensamble (promedio) de los {𝑇𝑛}1
𝐵 árboles, es decir: 
𝑓𝑅𝐹







• La estimación de la tasa de error o erros de clasificación de obtiene mediante el 
conjunto OOB. 
 
Figura 6: Estructura de Random Forest 
Fuente: (Roman, 2019) 
2.2.5.3. Extra Trees Classifier 
Extra Trees Classifier es una variante del Random Forest, este algoritmo también es 
conocido como extremely randomized trees. Los Extra Trees difieren del Random Forest 
de la siguiente manera: (a) El procedimiento de ensacado no puede ser aplicado por extra 
trees para construir un conjunto de muestras de entrenamiento para cada árbol. El mismo 
conjunto de entrenamiento de entrada se usa para entrenar todos los árboles. (b) Los extra 
trees toman una división de nodo donde el índice de atributos y el valor de división del 
atributo se elige al azar. (c) Para un gran número de características ruidosas, los extra trees 
dan el peor rendimiento. (d) Para la selección óptima de funciones proporcionada, los extra 
trees se pueden calcular más rápido. Del análisis de sesgo / varianza, se puede concluir 
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que, con un aumento de la aleatorización a un nivel óptimo, y hay una ligera disminución 
en varianza con un aumento significativo en el sesgo (Chandra, Bhateja, Mohanty, & 
Udgata, 2020). 
2.2.5.4. Redes neuronales artificiales 
Las Redes Neuronales Artificiales intentan imitar el comportamiento del cerebro 
humano, que se caracteriza por el aprendizaje a través de la experiencia y la extracción de 
conocimientos generales de un conjunto de datos. Estos sistemas imitan esquemáticamente 
la estructura neuronal del cerebro, ya sea mediante un programa informático o mediante el 
modelado a través de estructuras de procesamiento con cierta capacidad de computación 
paralela (Flóres & Fernández, 2008, pág. 11). 
De acuerdo con Khepri (2018), las RNAs al margen de tener similitudes al cerebro 
humano, presentan una seria de características propias del cerebro. Por ejemplo, las RNAs 
aprenden de la experiencia, regionalizan de ejemplos previos a ejemplos nuevos y abstraen 
las características principales de una seria de datos. 
Por otro lado, Villada, Muñoz & García (2012) las RNA son muy eficientes al momento 
de resolver problemas computacionales de clasificación y reconocimiento de patrones. 
 
Figura 7: Red neuronal de propagación hacia adelante 




El algoritmo KNN (K-Nearest Neighbours) es uno de los algoritmos de clasificación 
más básicos pero esenciales en el ámbito de Machine Learning. Dicho algoritmo pertenece 
al aprendizaje supervisado y es aplicada para el reconocimiento de patrones (Sehra, K 
Nearest Neighbors Explained Easily, 2018), se podría decir que “el algoritmo hace 
predicciones calculando la similitud entre la muestra de entrada y cada instancia de 
entrenamiento” (Patil, 2018).  
Por otro lado, Molina & García (2012) mencionan que el algoritmo KNN suele 
denominarse método porque es el marco básico de un algoritmo que admite el intercambio 
de la función de aproximación, que crea varias variantes. La función de aproximación 
puede decidir la clasificación de un nuevo ejemplo en función de la clasificación del 
ejemplo o la mayoría de los k ejemplos siguientes. También se admiten funciones de 
proximidad, que tienen en cuenta el peso o el costo de los atributos involucrados y, entre 
otras cosas, pueden eliminar atributos irrelevantes 
Expresión matemática, basado en distancia bayesiana  





Figura 8: Ejemplo de Aprendizaje y Clasificación con KNN 
Fuente: (Molina & García, 2012) 
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2.2.5.6. Regresión lineal 
Es uno de los algoritmos de aprendizaje supervisado, “la regresión lineal permite 
identificar relaciones entre variables numéricas y crear modelos de regresión: 1 variable 
salida y varias entradas numéricas. Se consideran relaciones de una variable de salida 
(dependiente) con varias variables de entrada (independientes)” (Molina & García, 2012). 
Por otro lado, Astorga (2014) los modelos de regresión lineal se usan ampliamente en 
ingeniería porque se usan para analizar el comportamiento de las variables de entrada y de 
salida, para hacer predicciones y estimaciones. 
 
Figura 9: Ejemplo de línea con mejor ajuste de regresión lineal 
Fuente: (Tanner, 2018) 
2.2.5.7. K-Means 
En el aprendizaje no supervisado uno de los algoritmos más utilizados para realizar 
clustering es el algoritmo k-means (k-medias), para poder utilizar este algoritmo en 
primera instancia se debe de especificar por adelantado la cantidad de clústers que se van a 
crear, este es el parámetro k, por tal motivo se seleccionan k elementos aleatorios, que 
representarán el centro o media de cada clúster (Molina & García, 2012). 
Por otro lado, Singh (2018) menciona en su blog que “K-means intenta dividir x puntos 
de datos en el conjunto de k grupos donde cada punto de datos se asigna a su grupo más 
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cercano. Este método está definido por la función objetivo que intenta minimizar la suma 
de todas las distancias al cuadrado dentro de un grupo, para todos los grupos”. 
Por su parte Madushan (2017), afirma que “El algoritmo de agrupación de medios K se 
utiliza para buscar grupos que no se han etiquetado explícitamente en los datos y para 
encontrar patrones y tomar mejores decisiones”. 
 
Figura 10: Ejemplo de clustering con k-medias. 
Fuente: (Molina & García, 2012) 
2.2.6. Metodologías de Minería de Datos y Ciencia de Datos 
Las metodologías en la minería de datos y en la ciencia de datos son una serie de pasos 
para poder encontrar conocimientos. En la (figura 11) se observa una encuesta realizada en 
los años 2007 y 2014 en donde, se hace la comparación de los resultados obtenidos en los 
años ya antes mencionados. Donde en dichas encuestas podemos observar los resultados en 





Figura 11: Resultado de encuestas de las metodologías más usadas 
Fuente: (Piatetsky, 2014) 
2.2.6.1. Metodología KDD 
El descubrimiento de conocimiento en bases de datos (KDD) es el proceso de descubrir 
conocimiento útil de una colección de datos. Esta técnica de minería de datos ampliamente 
utilizada es un proceso que incluye preparación y selección de datos, limpieza de datos, 
incorporación de conocimientos previos sobre conjuntos de datos e interpretación de 
soluciones precisas a partir de los resultados observados. (Technopedia, 2019) 
El proceso KDD ha alcanzado su punto máximo en los últimos 10 años. Ahora alberga 
muchos enfoques diferentes para el descubrimiento, que incluyen aprendizaje inductivo, 
estadísticas bayesianas, optimización de consultas semánticas, adquisición de 
conocimiento para sistemas expertos y teoría de la información. El objetivo final es extraer 
conocimiento de alto nivel de datos de bajo nivel. (Technopedia, 2019) 
Según Madera (2014), el proceso KDD involucra las siguientes fases, que ayudan a 
descubrir conocimiento en bases de datos los cuales se definen a continuación: 
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• Limpieza e integración de los datos: En esta fase se procede a realizar la 
selección de fuentes de datos, como bases de datos y/o archivos de texto. A su 
vez se procede a eliminar los datos inconsistentes. 
• Selección y transformación de los datos: En esta fase se procede a seleccionar 
los atributos (features), que será utilizados para el análisis y entrenamiento del 
modelo seleccionado.  
• Minería de datos: La minería de datos es la parte medular del proceso KDD y su 
objetivo, como se mencionó anteriormente, es identificar y extraer patrones de 
comportamiento descriptivo y predictivos de grandes cantidades de datos.  
• Evaluación de patrones y presentación del nuevo conocimiento: Es en esta fase 
del proceso donde se aplican distintas medidas, principalmente estadísticas para 
identificar los patrones más interesantes. También, se utilizan técnicas para 





Figura 12: Fases de las etapas del proceso de descubrimiento del conocimiento en bases de 
datos. (KDD) 
Fuente: (Han, Kamber, & Pei, 2011) 
2.2.6.2. Metodología SEMMA 
La metodología SEMMA es una de las tantas metodologías que existen. “La 
metodología SEMMA, abreviatura de Sample (muestreo), Explore (exploración), Modifiy 
(modificación), Model (modelado) y Asses (valoración) es también muy conocida y 
utilizada. Se puede definir como “el proceso de selección, exploración y modelado de 
grandes volúmenes de datos para descubrir patrones de negocio desconocidos”. Fue 
desarrollada por el SAS Institute (2005)”. (Joyanes, 2019, pág. 245) 
En su libro Joyanes (2019), indica que el proceso de minería de datos aplicando la 
metodología SEMMA, se compone de las siguientes etapas: 
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• Muestreo. Genera una muestra representativa de datos. Se identifican los datos 
(Entrada de datos, ejemplos, partición de datos). 
• Exploración. Visualización y descripción básica de los datos. Se exploran los 
conjuntos de datos para observar relaciones y patrones, y se generan análisis 
diversos, identificación de variables importantes y análisis de asociación 
(Exploración distribuida, múltiples particiones, intuición, asociación, selección 
de variables). 
• Modificación. Selección de variables y transformación de la representación de 
variables. Se preparan los datos para el análisis (Transformación de variables, 
filtros a los datos fuera de rango, agrupamiento, ruido). 
• Modelado. Utiliza técnicas diversas de estadística y modelos de aprendizaje 
automático (Regresión, arboles, redes neuronales, etc.). 
• Evaluación (Valoración). Evalúa la precisión y utilidad de los modelos 
(Evaluación, medidas, reportes) 
 
Figura 13: Etapas del proceso de la metodología SEMMA 
Fuente: (Joyanes, 2019) 
2.2.6.3. Metodología CRISP-DM 
Este modelo es una secuencia idealizada de eventos. En la práctica, muchas de las tareas 
se pueden realizar en un orden diferente y, a menudo, será necesario retroceder a tareas 
anteriores y repetir ciertas acciones. El modelo no intenta capturar todas las rutas posibles 
a través del proceso de minería de datos (SMARTVISION, 2019); También podríamos 
decir que la metodología CRISP-DM, presta especial atención a la comprensión de las 
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condiciones comerciales de los datos, puestos que esta “metodología CRISP-DM 
proporciona un enfoque estructurado para planificar un proyecto de minería de datos. Es 
una metodología robusta y bien probada” (SMARTVISION, 2019).  
La metodología CrossIndustry Standard Processfor Data Mining (CRISP-DM) fue 
propuesto por un consorcio europeo en la segunda mitad de la década de 1990, sus 
fundadores fueron Daimler, Chrysler, SPSS y NCR, esta metodología se ha convertido en 
un método de minería de datos abierto y no patentado (Joyanes, 2019). 
Joyanes (2019) Menciona que una de las ventajas de esta metodología es que fue 
diseñada y construida sobre la base de la experiencia real y no teóricamente por empresas 
de tecnología a su vez indica que la CRISP-DM funciona como metodología y como 
proceso. La metodología contiene descripciones de las fases normales de un proyecto y las 
tareas requeridas. Dicha metodología ofrece el siguiente ciclo vital de la minería de datos y 
son: 
• Fase I. Comprensión del negocio: Esta primera fase se enfoca en comprender los 
objetivos del proyecto y definir las necesidades del cliente. Este conocimiento 
de los datos se convierte en la definición de un problema de minería de datos y 
en un plan preliminar para lograr los objetivos. (Joyanes, 2019). 
• Fase II. Comprensión de los datos: La fase de comprensión y estudio de los 
datos comienza con la recopilación y el aprendizaje de los datos, el 
reconocimiento preliminar de los datos y continúa con actividades que le 
permiten familiarizarse con los datos, identificar problemas de calidad y las 
primeras oportunidades para analizar y/o para descubrir subconjuntos, para 
formar hipótesis sobre información oculta  (Joyanes, 2019). 
• Fase III. Preparación de los datos: La fase de preparación de datos incluye todas 
las actividades que se requieren para crear el conjunto de datos final, a partir de 
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los datos sin procesar. Las tareas incluyen seleccionar tablas, registros y 
atributos, y transformar y limpiar datos para herramientas de modelado. En 
resumen, el análisis de datos y la selección de las características se llevan a cabo 
en esta fase. (Joyanes, 2019). 
• Fase IV. Modelado de datos: En esta fase se eligen las técnicas de modelado 
relevantes para el problema (cuanto más, mejor) se seleccionan y aplican, y sus 
parámetros se calibran para valores óptimos. Generalmente hay varias técnicas 
para el mismo tipo de problema de minería de datos. Algunas técnicas tienen 
requisitos especiales para la forma de los datos, por lo tanto, casi siempre 
regresa a la fase de preparación de datos en un proyecto. (Joyanes, 2019). 
• Fase V. Evaluación: En esta fase del proyecto, se construyeron uno o más 
modelos que parecen ser de calidad suficiente desde la perspectiva del análisis 
de datos. Antes de proceder con el despliegue final del modelo, es importante 
evaluarlo a fondo, revisar los pasos para crearlo y comparar el modelo obtenido 
con los objetivos del negocio. Un objetivo importante es determinar si hay un 
tema comercial importante que no se ha considerado lo suficiente. Al final de 
esta fase, se debe tomar una decisión sobre cómo aplicar los resultados del 
proceso de análisis de datos. El resultado final de esta fase es obtener resultados 
(Joyanes, 2019).  
• Fase VI. Despliegue/Distribución o desarrollo (Implantación): En general, 
construir el modelo no es el final del proyecto. Incluso si el objetivo del modelo 
es mejorar el conocimiento de los datos, el conocimiento adquirido debe 
organizarse y presentarse de tal manera que el cliente pueda usarlo. 
Dependiendo de los requisitos, la fase de desarrollo puede ser tan simple como 
la creación de un informe o tan compleja como la implementación regular y 
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posiblemente automatizada de un proceso de análisis de datos en la 
organización. El objetivo final de esta fase es la distribución o desarrollo 
(implementación) y la puesta en marcha (Joyanes, 2019). 
 
Figura 14: Fases del modelo de proceso de la metodología CRISP-DM 
Fuente: (Peralta, 2014) 
2.2.7. Machine Learning con Python 
2.2.7.1. Python 
Python es un lenguaje de programación interpretado que “fue creado por Guido van 
Rossum. Lo empezó a desarrollar a finales de1989 y se considera hoy en día como el tercer 
lenguaje más ocupado por los desarrolladores. Además, es de código abierto lo que lo hace 
accesible a un mayor número de estudiantes, investigadores y desarrolladores” (Cervantes, 
Báez, Arízaga, & Castillo, 2017, pág. 30). 
El lenguaje de programación Python aparte de ser de ser un lenguaje muy expresivo, 
cuenta con muchas librerías que facilitan el proceso de análisis de información, tanto como 
para obtener datos, limpieza de datos, refinamiento, generación de modelos (Machine 
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Learning) y visualización de datos, todo esto le hace una herramienta muy poderosa para 
poder realizar análisis de datos (Brey, 2018). 
2.2.7.2. Scikit-Learn 
Para poder relocalizar proyecto de aprendizaje automático hay una infinidad de 
bibliotecas, pero “podríamos decir que Scikit-Learn es la biblioteca de aprendizaje 
automático más popular para Python. Proporciona una gran cantidad de algoritmos de 
aprendizaje automático (clasificación, regresión y análisis de grupos) además de distintas 
técnicas de pre procesado y de evaluación de modelos” (Caballero, Martín, & Riesco, 
2019, pág. 136). 
2.2.7.3. Numpy  
Numpy es una librería del lenguaje de programación Python que cuenta con un gran 
soporte para vectores y matrices. 
Asimismo, Cuevas (2018) menciona en su libro que “NumPy, cuyo nombre proviene de 
“Numerical Python”, es una librería fundamental para el cálculo científico en Python, un 
ámbito en el que los tipos estándar de Python serán insuficientes. Nos va a permitir trabajar 
con arrays multidimensionales de forma muy rápida y eficiente” (pág. 234). 
Por otro lado, Caballero, Martín & Riesco (2019) mencionan que “NumPy permite 
realizar operaciones matemáticas del álgebra lineal o algoritmos más avanzados como la 
transformada de Fourier” (pág. 116). 
A su vez Cuevas (2018) indica que NumPy en sus inicios fue parte del paquete 
científico SciPy, y en la actualidad es un paquete individual, que forma parte importante en 




La biblioteca Pandas es muy utilizada en la actualidad junto al lenguaje de 
programación Python para poder realizar análisis de datos dicha biblioteca “Está 
construida sobre NumPy, y proporciona clases muy útiles para analizar datos como Series 
o DataFrame. Series permite representar una secuencia de valores utilizando un índice 
personalizado (enteros, cadenas de texto, etc.) para acceder a ellos. Por otro lado, 
DataFrame nos permite representar datos como si de una tabla o una hoja de cálculo se 
tratase” (Caballero, Martín, & Riesco, 2019). 
2.2.7.5. Matplotlib 
Con el lenguaje de programación Python tenemos distintas herramientas para poder 
crear gráficos pero “el estándar de facto para generar gráficos 2D (que también tiene una 
capacidad más que aceptable para representarlos en 3D) es Matplotlib, uno de los 
programas históricos dentro del ecosistema Python y usado ampliamente por su comunidad 
de usuarios, especialmente en el entorno científico debido a su capacidad para crear 
gráficos de gran calidad” (Cuevas, 2018, pág. 216). 
A su vez Shetty (2018), en su blog menciona que la biblioteca Matplotlib emula a 
Mathlab para poder realizar las visualizaciones de los gráficos; Mathlab no es una 
herramienta gratuita y por ende lo más recomendable es utilizar Matplotlib en Python, ya 
que es una biblioteca robusta, gratuita y fácil para la visualización de datos.  
2.2.8. Rendimiento Académico 
Según Reyes (2003), el rendimiento académico es un indicador del nivel de aprendizaje 
del estudiante, razón por la cual el sistema educativo otorga tanta importancia a este 
indicador. En este sentido, el rendimiento académico se convierte en una "tabla de 
medición imaginaria" para el aprendizaje en el aula, que es el objetivo central de la 
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educación. Sin embargo, muchas otras variables fuera de la materia intervienen en el 
rendimiento académico, tales como: La calidad del maestro, el ambiente de enseñanza, la 
familia, el programa educativo, etc. 
Por otro lado, Colonio (2017) menciona que “Es necesario tener en cuenta que el bajo 
rendimiento académico puede deberse a diferentes causas, como son la metodología de 
enseñanza empleada por el profesor, la falta de planificación y coordinación a la hora de 
encargar los trabajos de investigación, los problemas personales del estudiante y la 
situación del entorno familiar”. 
2.2.8.1. Rendimiento académico de la Educación Básica Regular en el Perú. 
El rendimiento constantemente se va midiendo mediante evaluaciones para poder ver 
cómo se van logrando el aprendizaje, y uno de las evaluaciones que se van realizando a 
nivel nacional es la Evaluación Censal Estudiantil (ECE), en donde se evalúa a todos los 
estudiantes del segundo grado de Educación Secundaría tanto de Instituciones Públicas y 
Privadas en las áreas de Matemática, Comunicación (Lectura) y Ciencia y Tecnología.  
Según MINEDU - OFICINA DE MEDICIÓN DE LA CALIDAD DE LOS 
APRENDIZAJES (2020), en la evaluación ECE realizada en el año 2019, se obtuvo los 
siguientes resultados  a nivel nacional, en matemáticas el 17,7% se encuentra en un nivel 
satisfactorio, el 17,4% se encuentra en proceso, el 32,1% se encuentra en inicio y el 33% se 
encuentra en previo al inicio, en lectura el 14,5% se encuentra en nivel satisfactorio, el 
25,8% se encuentra en proceso, el 42% se encuentra en inicio y el 17,7% se encuentra en 
previo al inicio, en Ciencia y tecnología el 9,7% se encuentra en un nivel satisfactorio, el 
36,3 % se encuentra en proceso, el 43,8% se encuentra en inicio y el 10,1 se encuentra en 
previo al inicio.  
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Estos resultados que nos muestra la Oficina de Medición de la Calidad de los 
Aprendizajes, muestran un claro bajo rendimiento de los estudiantes del segundo grado de 
educación secundaria. 
 
Figura 15: Interpretación de los resultados. 




CAPÍTULO III. Materiales y Métodos  
3.1. Lugar de Ejecución  
El Presente trabajo de investigación se realizó en el Instituto Superior de Educación 
Pedagógico Público - Juliaca, ubicada en la Urbanización Pueblo Joven la Revolución en la 
Av. Infancia N° 303 del Distrito de San Miguel de la Provincia de San Román.  
3.2. Población y tamaño de muestra 
3.2.1. Población  
La población para el presente estudio, estuvo constituida por los estudiantes matriculados 
desde el año 2013 - I hasta el año 2019 - II, del Instituto de Educación Superior Pedagógico 
Público Juliaca, que ascienden a 1242 registros. 
Tabla 1.  
Registros de proceso de admisión IESPPJ 2016 -2019 
N° Semestres Total de ingresantes 
1 2013-I 184 
2 2014-I 234 
3 2015-I 193 
4 2016-I 100 
5 2017-I 189 
6 2018-I 193 
7 2018-II 35 
8 2019-I 124 
Fuente: (Unidad Académica I.E.S.P.P.J., 2020) 
3.2.1. Muestra  
Dado que el presente estudio utilizará técnicas de Machine Learning para descubrir 





3.3. Materiales e Insumos 
Tabla 2. 
Materiales e insumos 
Herramientas 















Fuente: Elaboración Propia 
3.4. Metodología de la Investigación 
3.4.1. Tipo de Investigación 
El presente trabajo de investigación es de tipo tecnológico (Cegarra Sánchez, 2004) de 
propósito predictivo porque el modelo a desarrollar no solo explora, describe y explica, sino 
llega a predecir los comportamientos futuros de un objeto, fenómeno o hecho (Muñoz Rocha, 
2015). En esta investigación se desarrollará un aplicativo web para identificar los patrones de 
bajo rendimiento académico en los ingresantes al Instituto de Educación Superior Pedagógico 
Público – Juliaca. 
3.4.2. Arquitectura de Solución 
 
Figura 16: Arquitectura de solución. 




Es el proceso de identificación y recolección de datos de fuentes heterogenias y 
homogéneas. Las herramientas de extracción que pueden ser utilizadas en este proceso 
soportan múltiples formatos de almacenamiento (Joyanes, 2019) 
3.4.2.2. Almacenamiento 
Es un repositorio de datos masivos que proporciona una visión global de un fácil acceso 
para almacenar datos. Data Lake es un tipo de almacenamiento en donde la información 
almacenada tiene una estructura variable, almacena los datos en su formato más básico, y 
están disponibles en todo momento, casi en tiempo real, este tipo de almacenamiento permite 
los análisis complejos y modelos predictivos (Joyanes, 2019). 
3.4.2.3. Procesamiento 
Procesamiento de los datos en bruto que fueron almenados en el proceso de Data Lake 
mediante una herramienta básica de estadística o el uso de modelos predictivos que nos 
permiten identificar tendencias y comportamientos (Joyanes, 2019). 
3.4.2.4. Visualización 
La visualización es la presentación de los resultados de los análisis realizados, estos son 
representados mediante gráficos, diagramas, tableros de control, etc.  Para facilitar la 
interpretación de los resultados, esto nos permite representar la información de la manera más 
intuitiva para poder consignar una comunicación simple, clara y efectiva (Joyanes, 2019). 
3.5. Aplicación de la metodología CRISP-DM 
En el presente trabajo de investigación, se utilizó la metodología Cross Industry Standard 
Process for Data Mining (CRISP-DM). 
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3.5.1. Fase 1: Comprensión del negocio 
3.5.1.1. Contexto 
El presente estudio se realiza en la oficina de Unidad Académica del Instituto de 
Educación Superior Pedagógico Público Juliaca, todo la información recaudada y los 
resultados obtenidos son de carácter académico.  
3.5.1.2. Objetivos del negocio 
(I.E.S.P.P.J., 2020) “Al 2023 ser una Escuela de Educación Superior Pedagógica líder, con 
docentes competitivos y exitosos, que ejercen la docencia con idoneidad, que fortalecen su 
profesionalidad para la transformación de la realidad educativa de la región.” 
La Instituto de Educación Superior Pedagógico Publico Juliaca, busca transformar la 
realidad educativa de la región. Investigaciones que ayuden a lograr esta visión son de gran 
beneficio. 
3.5.1.3. Producción del plan de proyecto  
A continuación, se detalla las etapas del proyecto con el fin de una mejor organización y 
cumplimiento los objetivos del proyecto.  
Primera etapa: Se realiza la solicitud de la base de datos histórica de los procesos 
académicos a la oficina de admisión y a la oficina de unidad Académica.  
Segunda etapa: Análisis los datos recaudados. 
Tercera etapa: Preparado de los datos: limpieza y transformación de los datos 
recaudados. 
Cuarta etapa: Elección del modelo predictivo 
Quinta etapa: Evaluación de los resultados del modelo predictivo seleccionado. 
Sexta etapa: Implementación del modelo predictivo, mediante una interfaz web, 




3.5.1.4. Evaluación de herramientas 
Tabla 3.  
Herramientas empleadas para el Machine Learning 
Herramientas 













Interfaz web   
 
Fuente: Elaboración Propia 
3.5.2. Fase 2: Comprensión de los datos 
3.5.2.1 Recolección de data inicial 
La recolección de datos se realizó en la oficina de Admisión y la oficina de Secretaría 
Académica del Instituto de Educación Superior Pedagógico Publico – Juliaca.  
De la oficina de admisión se extrajeron los datos que constan en su formulario de Proceso 
de Admisión (Anexo C); A su vez de la oficina de admisión se extrajeron los datos socio 
económico del estudiante (Anexo D).  
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La oficina de Secretaría Académica es encarga de administrar el Sistema de Información 
Académica – SIGES, del dicho sistema se extrajeron las notas de todos los estudiantes. 
 
Figura 17: Reporte de notas del SIGES 
Fuente: (Unidad Académica I.E.S.P.P.J., 2020) 
3.5.2.2 Descripción de los datos 
 
Figura 18: Descripción de la data inicial 
Fuente: Elaboración Propia 
3.5.2.3 Agrupamiento y selección de columnas 
En esta etapa realizamos la selección de las columnas que servirán como variables 
predictivas del modelo, una vez realizado este proceso pasamos a realizar el consolidado de 
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todos los reportes (.xlsx), que la Unidad Académica del Instituto de Educación Superior 
Pedagógico Publico – Juliaca nos proporción para realizar el modelo predictivo. 
 
Figura 19: Consolidado de datos de estudiantes por carrera profesional 
Fuente: (Unidad Académica I.E.S.P.P.J., 2020) 
 
Figura 20: Importación de librerías. 
Fuente: Elaboración Propia 
Para poder iniciar con el presente proceso, primeramente creamos un archivo (.ipynb). En 
la Figura 20 se observa la importación de librerías. 
 
Figura 21: Leer un archivo (.xlsx), 
Fuente: Elaboración Propia 
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En la Figura 21, se observa la codificación en Python para poder leer un documento 
(.xlsx), se inicia con el archivo de la especialidad de matemática.  
 
Figura 22: Seleccionar columnas y variables. 
Fuente: Elaboración Propia 
En la Figura 23 se observa la codificación en Python para poder seleccionar columnas, 
dichas columnas nos servirán como variables predictivas del modelo.  
 
Figura 23: Modificar valores de la columna programa de estudios. 
Fuente: Elaboración Propia 
La columna “PROGRAMA DE ESTUDIOS / ESPECIALIDAD” tiene siguiente valor: 
“EDUCACIÓN SECUNDARIA, ESPECIALIDAD: MATEMÁTICA”, dicho valor es un 
texto demasiado extenso, por tal motivo modificaremos el valor a “MATEMÁTICA” y los 
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que no cuentan con ningún valor se puso el valor de “sin prog”. En la Figura 23 se observa la 
codificación para poder realizar las modificaciones de la columna programa de estudios.  
Los procesos vistos con anterioridad fueron aplicados a todos los reportes de la Figura 18, 
reportes que fueron proporcionados por la Unidad Académica del Instituto de Educación 
Superior Pedagógico Publico – Juliaca. 
Finalmente pasamos a consolidar toda la información en un solo archivo (.csv), con la 
función concat() de la librería Pandas.  
 
Figura 24: Consolidar la información. 
Fuente: Elaboración Propia 
En la figura 24, se observa la codificación para poder consolidar nuestra data. 
 
Figura 25: Exportar archivo .csv. 
Fuente: Elaboración Propia 
En la figura 25, se observa la codificación para exportar todo la data en un archivo (.csv). 
3.5.2.4 Análisis exploración de data inicial 
 
Figura 26: Cantidad de estudiantes según el género. 
Fuente: Elaboración Propia 
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En la Figura 25, se observa la cantidad de estudiantes por género del Instituto de 
Educación Superior Pedagógico Público – Juliaca, en donde muestran un resultado de 858 
estudiantes del género femenino y 364 estudiantes del género Masculino. 
 
Figura 27: Cantidad de estudiantes matriculados por especialidad 
Fuente: Elaboración Propia 
En la Figura 27, se observa la cantidad de estudiantes matriculados en cada programa de 
estudios, en donde los resultados nos muestran que en la especialidad de comunicación hay 
un total de 166 estudiantes matriculados, en la especialidad de Ciencia, Tecnología y 
Ambiente hay un total de 118 estudiantes matriculados, en la especialidad de Educación 
Inicial hay un total de 366 estudiantes matriculados, en la especialidad de Matemática hay un 
total de 114 estudiantes matriculados, en la especialidad de Educación Primaria hay un total 
de 210 estudiantes matriculados y en la especialidad de Ciencias Sociales hay un total de 248 
estudiantes matriculados. Según el grafico podemos observar que la especialidad con más 




Figura 28: Cantidad de estudiantes matriculados por género en cada especialidad 
Fuente: Elaboración Propia 
En la Figura 28, se observa la cantidad de estudiantes matriculados en cada programa de 
estudios por género, en este grafico comparativo observamos que el Instituto de Educación 
Superior Pedagógico Publico – Juliaca, alberga en mayoría a estudiantes del género 
femenino. 
 
Figura 29: Ingresantes de estudiantes según edad. 
Fuente: Elaboración Propia 
En la Figura 29, se observa la cantidad de estudiantes ingresantes según edad, en donde se 





Figura 30: Estudiantes prevenientes de las diferentes Provincias de la Región Puno. 
Fuente: Elaboración Propia 
En la Figura 30, se observa la cantidad de estudiantes ingresantes según las provincias de 
la Región Puno, en donde podemos observar que la gran mayoría de estudiantes son de la 
Provincia de San Román.   
 
Figura 31: Cantidad de estudiantes según el idioma nativo que hablan. 
Fuente: Elaboración Propia 
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En la Figura 31 se observa la cantidad de estudiantes ingresantes según el idioma nativo 
que hablan, en la imagen podemos observar que la gran mayoría de estudiantes no hablan 
ningún idioma nativo.  
3.5.3 Fase 3: Preparación de los datos 
3.5.3.1 Preparación de DataFrame 
Para poder iniciar el entrenamiento de nuestro modelo debemos de hacer la limpieza de 
datos que no son de gran ayuda para el entrenamiento del modelo predictivo. 
 
Figura 32: Leer un archivo (.csv). 
Fuente: Elaboración Propia 
 
Figura 33: Tipo de datos del DataFrame 
Fuente: Elaboración Propia 
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En la Figura 33, se observa 7 campos de tipo object, estos campos tienen que ser 
modificados por un tipo int64 o float64. 
 
Figura 34: Sustituir el valor texto por un valor numérico en la columna idioma nativo 
Fuente: Elaboración Propia 
En la Figura 34, se observa la codificación para sustituir los textos por un número, en 
donde al idioma nativo Quechua le damos el valor 1, al idioma nativo Aymara le damos el 
valor 2 y al resto que no habla ningún idioma nativo le damos el valor 3. 
Tabla 4.  
Cantidad de estudiantes que hablan cada idioma nativo 
Nº Idioma Nativo Cantidad 
1 Quechua 348 
2 Aymara 144 
3 Ninguno 730 
Fuente:   Elaboración Propia 
 
Figura 35: Seleccionar estudiantes del departamento de Puno 
Fuente: Elaboración Propia 
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En la Figura 35, se observa la codificación para seleccionar solo los estudiantes que 
pertenecen en al departamento de Puno. 
 
Figura 36: Sustituir valor texto por un valor numérico en la columna provincia 
Fuente: Elaboración Propia 
En la Figura 36, se observa la codificación para seleccionar las provincias que pertenecen 
al departamento de Puno, luego seleccionamos a las provincias que tienen una mayor 
cantidad de muestra, posteriormente modificamos el valor textual por un valor numérico. 





Tabla 5.  
Valor asignado a cada provincia 
Provincia Valor asignado 







Fuente: Elaboración Propia 
 
Figura 37: Sustituir valor texto por un valor numérico en la columna departamento 
Fuente: Elaboración Propia 
En la Figura 37, se observa la codificación para modificar el valor textual por un valor 
numérico de la columna departamento. Para el departamento de Puno se le asignó el valor 1. 
 
Figura 38: Sustituir valor texto por un valor numérico en la columna sexo 
Fuente: Elaboración Propia 
En la Figura 38, se observa la codificación para modificar el valor textual por un valor 
numérico de la columna sexo. Para el sexo Femenino (F) se asignó el valor 1 y para el sexo 




Figura 39: Sustituir valor texto por un valor numérico en la columna programa de estudios 
Fuente: Elaboración Propia 
En la Figura 39, se observa la codificación para modificar el valor textual por un valor 
numérico de la columna Programa de Estudios. Para cada especialidad se asignó un valor de 
acuerdo a la tabla Nº 07. 
Tabla 6.  
Valor asignado para cada programa de estudios 





Matemática  5 
CTA 6 





Figura 40: Codificación para sustituir texto por un número de la columna distrito 
Fuente: Elaboración Propia 
En la Figura 40, se observa la codificación para modificar el valor textual por un valor 
numérico de la columna distrito. La asignación de valores se realizó de acuerdo a la tabla Nº 
09. 
Tabla 7.  
Valor asignado para cada distrito 
Distrito Valor asignado 
Juliaca 1 







Fuente: Elaboración Propia 
 
Figura 41: Codificación para hallar la cantidad de años en la que curso la educación 
secundaria 
Fuente: Elaboración Propia 
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En la Figura 40, se observa la codificación para hallar la cantidad de años en la que un 
estudiante ha cursado la Educación Secundaria. 
 
Figura 42: Tipo de datos del DataFrame 
Fuente: Elaboración Propia 
En la Figura 42, se observa que los 7 campos de tipo object que se visualizaron en la 





Figura 43: Datos del DataFrame de cada columna 
Fuente: Elaboración Propia 
En la Figura 43, se observa que toda nuestra data es de tipo int64 y float64. 
3.5.3.2 Controlando valores nulos 
 
Figura 44: Valores nulos 
Fuente:   Elaboración Propia 
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En la Figura 44 se observa un gráfico en donde nos muestra todos los registros que 
cuentan con valores nulos o vacíos. 
 
Figura 45: Porcentaje de valores nulos por columna 
Fuente: Elaboración Propia 




Figura 46: Eliminar valores nulos  
Fuente: Elaboración Propia 
En la Figura 46, se observa la codificación para eliminar valores nulos y el grafico nos 




Figura 47: Porcentaje de valores nulos por columna 
Fuente: Elaboración Propia 
En la Figura 47, se observa los porcentajes de valores nulos por cada columna, a 
comparación de la Figura 44, nuestro porcentaje de datos nulos en la presente figura es del 
0%. 
3.5.3.3 Estructuración de los datos 
 
Figura 48: Creación de la columna TARGET 
Fuente:   Elaboración Propia 
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En la Figura 48, se observa la codificación para la creación de la columna TARGET que 
nos permitirá a realizar la predicción de nuestro modelo, dicha clasificación fue realizada 
según los indicadores de logros académicos del MINEDU. 
Tabla 8.  
Escala de evaluación de los aprendizajes 
Clase Valores Indicador Descripción 
1 0-10 Previo al inicio 
El estudiante no logró los aprendizajes 
necesarios para estar en el nivel En Inicio. 
2 11-13 En inicio 
El estudiante logró aprendizajes muy 
elementales respecto de lo que se espera 
para el VI ciclo. 
3 14-17 En Proceso 
El estudiante logró parcialmente los 
aprendizajes esperados. Se encuentra en 
camino de lograr, pero todavía tiene 
dificultades. 
4 18-20 Satisfactorio 
El estudiante logró los aprendizajes 
esperados y está preparado para afrontar los 
retos de aprendizaje del ciclo siguiente. 
Fuente: Adaptado de (MINEDU - OFICINA DE MEDICIÓN DE LA CALIDAD DE LOS 
APRENDIZAJES, 2020) 
 
Figura 49: Datos del DataFrame con la columna TARGET 
Fuente: Elaboración Propia 
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En la Figura 49 se observa la nueva columna TARGET de nuestro DataFrame. 
 
Figura 50: Correlación de las columnas con la columna TARGET 
Fuente: Elaboración Propia 
En la Figura 50, se observa la correlación de las columnas del DataFrame con la columna 
TARGET. 
3.5.3.4 Identificación de variables 
 
Figura 51: Features seleccionados 
Fuente: Elaboración Propia 
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En la Figura 50, se observa las variables (features) elegidas para el entrenamiento de 
nuestro modelo. 
 
Figura 52: Correlación de Pearson 
Fuente: Elaboración Propia 
En la Figura 52, se observa la correlación de PEARSON con todos los features 
seleccionados. 
3.5.3.5 Estructura del DataSet 
Tabla 9.  
Estructura del DataSet 
Atributo Descripción Valores 
sexo_i Género del postulante 
1: Femenino 
2: Masculino 
Edad Edad del postulante Valores numéricos 
distrito_i 
Ubicación del I.E.S. de 
procedencia. 
1: Juliaca 



















Programa de estudios del 
postulante. 
1: Inicial 




6: Ciencia Tecnología y 
Ambiente 
cant_anios_secund 
Cantidad de años en la que 
cursó la educación secundaria. 
Valores numéricos 
idioma_i 






¿La persona que mantiene su 
hogar es? 
1: Tú mismo(a) 
2: Mamá. 
3: Papá. 
4: Papá y Mamá. 
5: Otros. 
PREG. 3.2 
Número de veces que 




Tipo de preparación que 
recibiste para postular al IESP 
1: Centro Pre 




Número de horas diarias que 








3: Una vez al año 
4: Otros. 
PREG. 20 
Número de dormitorios de su 
vivienda 
Valores numéricos 
PREG. 22 Tipo de material de la vivienda 










Fuente:   Elaboración Propia 
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3.5.4 Fase 4: Modelamiento 
3.5.4.1 Comparación de modelos (algoritmos) 
 
Figura 53: Codificación para la comparación de modelos 
Fuente: Elaboración Propia 





Figura 54: Diagrama de caja y bigotes con los resultados de evaluación 
Fuente: Elaboración Propia 
En la figura 54, se crea el diagrama de caja y bigotes con los resultados de evaluación de 
los modelos para comparar la distribución y precisión media para cada modelo. En donde el 
algoritmo Random Forest Classifier (RFS) tuvo una mejor distribución y precisión.  
3.5.4.2 Construcción del modelo 
 
Figura 55: Selección del algoritmo más optimo 
Fuente:   Elaboración Propia 
En la figura 55, se observa la codificación para poder elegir el modelo que tuvo una mejor 
distribución y precisión. 
 
Figura 56: Entrenamiento del algoritmo Random Forest 




Figura 57: Predicción con dataset de prueba 
Fuente:   Elaboración Propia 
 
Figura 58: Accuracy obtenido por el algoritmo Random Forest 
Fuente: Elaboración Propia 
3.5.4.3 Variables más influyentes en el modelo de clasificación 
 
Figura 59: Variables más importantes para la predicción 
Fuente: Elaboración Propia 
En la figura 59, se observa el cuadro estadístico de cada factor, por lo tanto podemos decir 
que el factor que más influye en el rendimiento académico es la edad del estudiante, por otro 




Figura 60: Nivel de importancia de cada variable 
Fuente: Elaboración Propia 
En la figura 60, se observa el nivel de importancia de cada factor, con respecto a la 
predicción del bajo rendimiento académico de los estudiantes del Instituto de Educación 
Superior Pedagógico Público Juliaca. 
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3.5.4.4 Calibración del modelo 
 
Figura 61: Codificación de la calibración del modelo 
Fuente: Elaboración Propia 
En la Figura 61 se observa la codificación y los resultados de la calibración del modelo, en 
donde se obtuvo un accuracy de 0.71%, este valor es menor al que obtuvimos en el primer 
entrenamiento del modelo, por lo tanto, nos quedamos con el modelo del primer 
entrenamiento que obtuvo un 0.86% de accuracy. 
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3.5.4.5 Curva ROC 
 
Figura 62: Porcentaje del rendimiento de la clasificación AUC 
Fuente: Elaboración Propia 
 
Figura 63: Curva ROC 
Fuente: Elaboración Propia 
3.5.5. Fase 5: Evaluación 
3.5.5.1 Evaluación de los resultados 
 
Figura 64: Test del modelo entrenado 
Fuente: Elaboración Propia 
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En la figura 61, se observa datos ingresados de manera aleatoria para poder realizar el 
respectivo test, de esta manera se logró evaluar el modelo entrenado. 
3.5.6 Fase 6: Implementación 
En esta fase de la metodología CRISP-DM, para poder utilizar el modelo predictivo se 
realizará una interfaz web, que será entregada a la unidad académica del Instituto de 
Educación Superior Pedagógico Público Juliaca, para que puedan tomar acciones según los 
resultados de cada postulante. 
 
Figura 65: Exportar el modelo entrenado 
Fuente: Elaboración Propia 
La figura 62, nos muestra la codificación para poder exportar el modelo entrenado, para 
luego poderlo utilizar con en la interfaz web mediante el framework flask. 
 
Figura 66: Interfaz web 
Fuente: Elaboración Propia 
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CAPÍTULO IV. Resultados  
4.1 Resultado 1 
La obtención y preparación de los datos de los ingresantes al Instituto de Educación 
Superior Pedagógico Público Juliaca, se realizaron aplicando la metodología CRIPS-DM, la 
recolección de datos se realizó en la oficina de Unidad Académica del IESPPJ, en la fase 3 se 
procedió con la preparación de los datos. 
 
Figura 67: Dataframe para el entrenamiento del modelo 
Fuente: Elaboración Propia 
En la Figura 67 se observa el Dataframe preparado para el entrenamiento del modelo 
predictivo. 
4.1 Resultado 2 
Para el entrenamiento y elección del modelo predictivo se utilizaron datos del semestre 
académico 2013-I al 2019-I. para el presente trabajo se utilizaron 10 modelos predictivos, 
para poder realizar una comparación de dichos modelos y seleccionar el modelo predictivo 
que mejor logre clasificar (Figura 53). El modelo que mejor clasificación ha logrado fue el 




Figura 68: Diagrama de caja y bigotes con los resultados de evaluación 
Fuente: Elaboración Propia 
 
4.1 Resultado 3 
A continuación, se detalla las Features (variables) que influyen en el bajo rendimiento 
académico de los estudiantes del nivel superior. 
 
Figura 69: Factores con importancia para la predicción del bajo rendimiento académico. 
Fuente: Elaboración Propia 
En la Figura 69 se puede observar el porcentaje de importancia que tiene cada factor con 
respecto a la predicción del bajo rendimiento académico. Siendo así que el promedio final del 
examen de admisión tiene un 20% de importancia con respecto a la predicción, luego está la 
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variable edad con un 13% de importancia, luego está la variable número de horas diarias que 
actualmente dedica al estudio con un 9% de importancia, luego está la variable distrito en 
donde está ubicado el centro de estudios secundarios de procedencia con un 8% de 
importancia, luego está la variable programa de estudios al que está postulando con un 8% de 
importancia, luego está la variable número de dormitorios de su vivienda con un 7% de 
importancia, luego está la variable cantidad de años en la que cursó la educación secundaria 
con un 5% de importancia, luego está la variable idioma nativo que habla con un 5% de 
importancia, luego está la variable ¿Cada cuánto tiempo recibes ayuda económica?, Con un 
5% de importancia, luego está la variable sexo con un 4% de importancia, luego está la 
variable ¿La persona que mantiene su hogar es? Con un 4% de importancia, luego está la 
variable tipo de preparación que recibiste para postular al IESP con un 4% de importancia, 
luego está la variable número de veces que postulaste a otros Institutos / Universidades con 
un 3% de importancia, finalmente está la variable tipo de material de la vivienda con un 3% 
de importancia. 
En la siguiente figura se puede observar gráficamente el nivel de importancia de cada factor. 
 
Figura 70: Variables importantes para la predicción 
Fuente: Elaboración Propia 
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En la Figura 70 se observa el cuadro estadístico de cada factor, entonces se puede decir que la 
variable que más importancia tiene al momento de realizar la predicción con el modelo, es el 
promedio final del examen de admisión. Por otro lado, la variable que menos importancia 
tiene es: tipo de material de su vivienda. 
4.1 Resultados 4 
El modelo que se utilizó en el presente trabajo fue el de Random Forest Classifier, dicho 
modelo logró una mejor clasificación en comparación con otros modelos (figura 68).  El 
modelo Random Forest Classifier logró un Accuracy del 86% (figura 58). 
4.1 Resultado 5 
La interfaz web para facilitar el uso de la del modelo predictivo fue desarrollado con el 
framework Flask (Figura 66). 
 
 
Figura 71: Interfaz web 




CAPÍTULO V. Conclusiones y Recomendaciones 
5.1. Conclusiones 
1. Al aplicar la metodología CRISP-DM, en la Fase II en la etapa de comprensión de los 
datos se hizo la recolección, preparación y exploración de datos iniciales de los 
ingresantes al Instituto de Educación Superior Pedagógico Público Juliaca. 
2. Para el desarrollo del modelo predictivo, primero se hizo la evaluación de los 
diferentes modelos de Machine Learning, en donde el algoritmo Random Forest 
Classifier (RFS) tuvo una mejor distribución y precisión de clasificación (figura 68), 
logrando un accuracy de 0.86% (figura 58). 
3. Al aplicar Machine Learning mediante la Metodología CRISP-DM, con el uso del 
algoritmo Random Forest Clasifier, nos permitió identificar las variables más 
influyentes en el modelo de clasificación para el bajo rendimiento académico de los 
estudiantes del Instituto de Educación Superior Pedagógico Público Juliaca: Primero 
se puede considerar al promedio final del examen de admisión que tiene un 20% de 
importancia con respecto a la predicción, luego está la variable edad con un 13% de 
importancia (figura 70), son las dos variable que más importancia tienen al momento 
de realizar la predicción del bajo rendimiento académico de los estudiantes. 
4. La evaluación del modelo predictivo se realizó mediante la puntuación de la 
predicción (Accuracy) del modelo seleccionado (figura 58). 
5. Se construyó la interfaz web (Figura 66), el cual facilita el uso del modelo predictivo 







1. Se recomienda al Instituto de Educación Superior Pedagógico Público Juliaca, contar 
con sistemas de información propios y no depender del MINEDU, para tener una 
fuente de información y realizar nuevas investigaciones aplicando las técnicas de 
Machine Learning. 
2. Se recomienda a futuros investigadores utilizar como conocimiento el presente trabajo 
y profundizar el estudio de las áreas del rendimiento académico de los estudiantes, 
utilizando nuevas fuentes de información, tales como información psicológica y/o 
historial médico de los estudiantes. 
3. Se recomienda utilizar otras técnicas de Machine Learning, para identificar nuevas 
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Anexo A. Cronograma del proyecto  
Tabla 10.  
Cronograma de actividades del proyecto de investigación 
 
*Instituto de Educación Superior Pedagógico Público – Juliaca (I.E.S.P.P.-J.) 
Fuente: Elaboración Propia 
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3
1 Semblanza de caso de estudio X X
2 Elaboración de proyecto de investigación X X X X X X X X X X X X X X X X X X
3 Dictaminación de proyecto de investigación X X
4 Corrección de proyecto de investigación X
5 Aprobación de proyecto de investigación X
6 Comprensión de la problemática del I.E.S.P.P.-J. X
7 Recolección de los datos de los estudiantes del I.E.S.P.P.-J. X X
8 Preparación de los datos de los estudiantes del I.E.S.P.P.-J. X X
9 Desarrollo de los modelos predictivos X X
10 Evaluación de los modelos predictivos X X
11 Despliegue del modelo predictivo X
12 Elaboración del informe final X X
13 Revisión del informe final por el asesor X
14 Dictaminación del informe final X X
15 Corrección del informe final X
16 Presentación del informe final X
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Anexo B. Presupuesto  
Tabla 11.  
Presupuesto del proyecto de investigación 





Impresora  650.00 
Útiles de escritorio Papel Bond A4 500.00 
SERVICIOS 
Servicio de internet 800.00 
1 750.00 








Google Drive 0.00 
Google Docs 0.00 
RR.HH. 
Analista de datos 2500.00 2 500.00 
INSCRIPCIÓN DEL TEMA DE INVESTIGACIÓN 
Solicitud de asesor 300.00 
1 700.00 Inscripción de proyecto de investigación 600.00 
Sustentación 800.00 
PRESUPUESTO TOTAL 10 050.00 
 Fuente: Elaboración Propia 























Anexo F. Ficha Socio Económica del Estudiante 
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