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PARAMETRIZED RAMSEY THEORY OF INFINITE BLOCK
SEQUENCES OF VECTORS
JAMAL K. KAWACH
Abstract. We show that the infinite-dimensional versions of Gowers’ FINk
and FIN±k theorems can be parametrized by an infinite sequence of perfect
subsets of 2ω . To do so, we use ultra-Ramsey theory to obtain exact and
approximate versions of a result which combines elements from both Gow-
ers’ theorems and the Hales-Jewett theorem. As a consequence, we obtain a
parametrized version of Gowers’ c0 theorem.
1. Introduction
Recall that Hindman’s theorem [7] says that for any finite colouring of the set
FIN of finite subsets of ω, there is an infinite block sequence B such that the set of
all finite unions of elements of B is monochromatic. This was then generalized by
Gowers [5] in order to prove that every real-valued Lipschitz (or, more generally,
uniformly continuous) function f on the unit sphere of c0 is oscillation stable:
For every ε > 0 there is an infinite-dimensional subspace X of c0 such that the
oscillation of f is at most ε when restricted to the unit sphere of X . In fact,
the proof of Gowers’ c0 theorem is essentially combinatorial and makes use of an
approximate Ramsey theorem concerning FIN±k, the set of all finitely-supported
functions p : ω → {0,±1, . . . ,±k} such that p achieves at least one of the values
±k. In this setting, elements of FIN±k can be naturally identified with vectors in
c0. An exact version of such a result exists for FINk, the set of all finitely-supported
functions p : ω → {0, 1, . . . , k} such that k ∈ range(p); this can be used to prove
an oscillation stability result for Lipschitz functions on the positive part of the unit
sphere of c0.
Hindman’s theorem was extended in another direction by Milliken [14] who
proved an infinite-dimensional version of Hindman’s theorem: For every analytic
colouring of the set FIN[∞] of all infinite block sequences of finite subsets of ω, there
is an infinite block sequence B such that the set
{C ∈ FIN[∞] : every X ∈ C is a union of sets from B}
is monochromatic. Given such an infinite-dimensional result, one natural way to
strengthen it is to parametrize it by some space of interest. One line of research in
this direction is to parametrize such results by perfect subsets of the Cantor space
2ω with its standard metrizable topology, in the sense that we colour a product of
the form X × 2ω and look for monochromatic subsets of the form Y × P where Y
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is a “nice” subset of X and P is a perfect subset of 2ω. The first result of this kind
is due to Miller and Todorcevic [13, p. 183] and involves a parametrization of the
Galvin-Prikry theorem [4]; Pawlikowski [16] later showed that Ellentuck’s theorem
[3] can be parametrized by perfects subsets of 2ω. The result of Pawlikowski was
then generalized by Mijares and Nieto [11, 12] who eventually proved that the
abstract Ramsey theorem of Todorcevic [17] can be parametrized as above.
Instead of asking for a parametrization involving one perfect subset of 2ω, one can
look for a sequence of perfect subsets of 2ω. For instance, Milliken’s theorem was
parametrized by Todorcevic [17, Theorem 5.45] using sequences of perfect subsets
of 2ω in the following way; the proof makes use of an infinite-dimensional version
of the Hales-Jewett theorem [17, Corollary 5.42].
Theorem 1.1 (Parametrized Milliken Theorem). For every finite Souslin measur-
able colouring of FIN × (2ω)ω there are B ∈ FIN[∞] and a sequence (Pi)i<ω of
non-empty perfect subsets of 2ω such that [B][∞] ×
∏
i<ω Pi is monochromatic.
More generally, one can ask which spaces admit a parametrization using se-
quences of perfect subsets of 2ω. In her thesis, Zheng [19] isolated a necessary and
sufficient condition for the existence of such a parametrization within the context
of topological Ramsey space theory; we refer the reader there for more information
and for applications of parametrized Ramsey theory.
The main goal of this paper is to show that the Parametrized Milliken Theorem
holds when FIN is replaced with FINk. On the other hand, while an exact Ramsey
theorem is not possible in the setting of FIN±k, we will obtain an “approximate”
parametrized Ramsey theorem for FIN±k. The proofs make use of ultra-Ramsey
theory; this approach is advantageous since it allows for more flexibility when deal-
ing with “approximate” Ramsey-theoretic results.
The rest of this paper is organized as follows. In Section 2 we give a brief overview
of Gowers’ theorems as well as their infinite-dimensional counterparts. In Section
3 we use ultra-Ramsey theory to obtain an infinite-dimensional Ramsey theorem
which can be seen as a common generalization of Gowers’ FINk theorem and a
multi-variable version of the Hales-Jewett theorem. This Gowers-Hales-Jewett the-
orem is then used to parametrize the infinite-dimensional FINk theorem. Section 4
contains the “approximate” versions of the results from Section 3; in particular we
obtain an approximate Gowers-Hales-Jewett theorem relative to a metric defined
on multi-variable words and we use this to parametrize the infinite-dimensional
FIN±k theorem. We then conclude with an application to oscillation stability of
functions on the unit sphere of c0.
2. Preliminaries
Let ω denote the set of all non-negative integers and let N = ω \ {0}. We
follow standard set-theoretic conventions. In particular, each ordinal m < ω will
be identified with the set {0, . . . ,m− 1} of its predecessors.
2.1. Gowers’ theorems. Given k ∈ N, let FIN±k denote the set of all functions
p : ω → {0,±1, . . . ,±k} such that
supp p := {n < ω : p(n) 6= 0}
is finite and such that p achieves at least one of the values ±k. Given p, q ∈ FIN±k,
write p < q whenever max supp p < min supp q. In this case p + q will denote the
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element of FIN±k given by the coordinate-wise sum of p and q. This operation
gives FIN±k the structure of a partial semigroup.
We also have an operation between various FIN spaces: The tetris operation
T : FIN±k → FIN±(k−1) is defined by
T (p)(n) :=

p(n)− 1 if p(n) > 0,
0 if p(n) = 0,
p(n) + 1 if p(n) < 0.
It is easy to check that T is a surjective homomorphism of partial semigroups. For
α ≤ ω, a sequence (pn)n<α is a block sequence in FIN±k if pn ∈ FIN±k and pn < pm
for all n < m < α. Let FIN
[∞]
±k denote the space of all infinite block sequences in
FINk. Given a block sequence P = (pn)n<α, the partial subsemigroup of FIN±k
generated by P is defined as
[P ]±k :={ε0T
j0(pn0) + · · ·+ εmT
jm(pnm) : m < ω, n0 < · · · < nm < α,
ε0, . . . , εm ∈ {±1}, j0, . . . , jm < k and min ji = 0}.
If Q = (qn)n<β , β ≤ α is another block sequence, write Q ≤ P and say Q is a block
subsequence of P whenever qn ∈ [P ]±k for all n < β. We write [P ]
[∞]
±k for the set of
all infinite block subsequences of P .
For a subset A ⊆ FIN±k and ε > 0, define
(A)ε := {p ∈ FIN±k : (∃q ∈ A) ||p− q||∞ ≤ ε}
where || · ||∞ denotes the ℓ∞ norm. We can now state the following theorem of
Gowers, originally proved in [5] using the theory of idempotent ultrafilters in order
to show that every real-valued uniformly continuous function on the unit sphere of
c0 is oscillation stable.
Theorem 2.1 (Gowers). For every k, r ∈ N and every c : FIN±k → r there are
i < r and P ∈ FIN
[∞]
±k such that
[P ]±k ⊆
(
c−1{i}
)
1
.
There is also an exact version of Gowers’ theorem, which we now describe: Given
k ∈ N, let FINk denote the set of all functions p : ω → k + 1 such that supp p is
finite and k ∈ range(p). The ordering < on FINk and the sum p+q of two elements
of FINk are defined analogously. The corresponding tetris operation T : FINk →
FINk−1 is defined by
T (p)(n) :=
{
p(n)− 1 if p(n) > 0,
0 if p(n) = 0.
As before, a block sequence in FINk is a sequence P = (pn)n<ω such that pn < pm
whenever n < m. FIN
[∞]
k will denote the space of all infinite block sequences in
FINk. The partial subsemigroup of FINk generated by P = (pn)n<ω ∈ FIN
[∞]
k is
[P ]k := {T
j0(pn0) + · · ·+ T
jm(pnm) :m < ω, n0 < · · · < nm < α,
j0, . . . , jm < k and min ji = 0}
and the set of all infinite block subsequences of P will be denoted [P ]
[∞]
k . The
following result was also proved by Gowers in [5].
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Theorem 2.2 (Gowers). For every k, r ∈ N and every c : FINk → r there is
P ∈ FIN
[∞]
k such that [P ]k is monochromatic.
We refer the reader to [1, 8, 17] for details and proofs of Gowers’ Theorems. The
interested reader is also referred to [15, 18] for discussions and proofs of the finite
versions of Gowers’ theorems.
2.2. Infinite-dimensional Ramsey theory. In this note we will be concerned
with various infinite-dimensional versions of Gowers’ theorems. In this setting one
needs a topological restriction on the permitted colourings in order to obtain a
Ramsey theorem. To describe such a restriction, first recall that a Souslin scheme
is a family of subsets (Xs)s∈ω<ω of some underlying set which is indexed by finite
sequences of non-negative integers. The Souslin operation turns a Souslin scheme
(Xs)s∈ω<ω into the set ⋃
x∈N
⋂
n<ω
Xx↾n
where N denote the Baire space, i.e. the set of all infinite sequences in ω. Then a
subset of a topological space T is Souslin measurable if it belongs to the minimal
field of subsets of T which contains all open sets and is closed under the Souslin
operation. In particular, every analytic or coanalytic subset of T is Souslin measur-
able when T is Polish. Finally, we say that a finite colouring c : T → n is Souslin
measurable if each fibre c−1{i}, i < n is Souslin measurable.
The case k = 1 of the following theorem is due to Milliken [14] while the gen-
eral case is due to Todorcevic [17]; they are the infinite-dimensional versions of
Hindman’s theorem [7] and Gowers’ FINk theorem, respectively.
Theorem 2.3 (Milliken-Todorcevic Theorem). For every finite Souslin measurable
colouring of FIN
[∞]
k there is B ∈ FIN
[∞]
k such that [B]
[∞]
k is monochromatic.
Similarly, the following result from [9] gives an infinite-dimensional version of
Gowers’ FIN±k theorem.
Theorem 2.4. For every finite Souslin measurable colouring of c : FIN
[∞]
±k → r
there are B ∈ FIN
[∞]
±k and i < r such that the following holds: For every A =
(an)n<ω ∈ [B]
[∞]
±k there is A˜ = (a˜n)n<ω ∈ FIN
[∞]
±k such that
c(A˜) = i and ||an − a˜n||∞ ≤ 1 for all n.
3. A parametrized Milliken-Todorcevic theorem
In this section we will show that the parametrized Milliken theorem still holds
when FIN is replaced with FINk:
Theorem 3.1 (Parametrized Milliken-Todorcevic Theorem). For every finite
Souslin measurable colouring of FIN
[∞]
k × (2
ω)ω there are B ∈ FIN
[∞]
k and a se-
quence (Pi)i<ω of non-empty perfect subsets of 2
ω such that [B]
[∞]
k ×
∏
i<ω Pi is
monochromatic.
To do so, we will need a combinatorial result which can be seen a common
infinite-dimensional generalization of Gowers’ FINk theorem and the Hales-Jewett
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theorem. We remark here that a general framework for obtaining infinitary Gowers-
Hales-Jewett theorems has been developed in [10]; other versions are considered in
[2] and alluded to in [8]. Our approach is heavily inspired by that of [17].
Throughout this section, fix an infinite alphabet L =
⋃
n<ω Ln given as an
increasing union of finite subalphabets Ln, as well as a distinguished letter 0 ∈ L0
together with k distinct variables v1, . . . , vk 6∈ L. WL will denote the set of all
variable-free words over L and, for each i ∈ {1, . . . , k}, WLvi will denote the set of
all variable words x over L such that
i = max{j ≤ k : vj appears in x}.
An element of WLvk will be called a vi-variable word.
Let
S = WL ∪
⋃
1≤i≤k
WLvi
and work in the semigroup (S, ⌢) where ⌢ denotes the concatenation operator
on pairs of words. Given x ∈ WLvk and a k-tuple
~λ = (λ1, . . . , λk) ∈ Lk ∪ {~v},
let x[~λ] be the word obtained by replacing each occurrence of vi with λi, where
~v = (v1, . . . , vk). In addition to substitution, we also have a version of the tetris
operation defined for vk-variable words: Given x ∈ WLvk , define T (x) ∈WLvk−1 by
T (x)(n) :=

vi−1 if x(n) = vi for i > 1,
0 if x(n) = v1,
x(n) if x(n) ∈ L.
Define T (w) = w for each w ∈ WL. Given a sequence X = (xn)n<ω of vk-variable
words, the partial subsemigroup of WLvk generated by X , denoted by [X ]Lvk , is
defined to be the set of all vk-variable words of the form
T j0(xn0 [~λ0])
⌢ . . .⌢ T jl(xnl [
~λl])
where l < ω, n0 < · · · < nl < ω, j0, . . . , jl ≤ k and ~λi ∈ L
k
ni ∪ {~v} for each i ≤ l;
note that for such an expression to be a vk-variable word, there must be some i ≤ l
such that ji = 0 and ~λi = ~v. We also consider the partial subsemigroup of WL
generated by X , defined as
[X ]L = {xn0 [~λ0]
⌢ . . .⌢ xnl [
~λl] ∈WL : n0 < · · · < nl < ω and (∀i ≤ l)~λi ∈ L
k
ni}.
Let W
[∞]
Lvk
denote the set of all infinite sequences X = (xn)n<ω in WLvk which
are rapidly increasing, i.e. sequences (xn) such that
|xn| >
∑
i<n
|xi| for all n < ω
where |x| denotes the length (equivalently, the domain) of the word x. The notion
of a finite rapidly increasing sequences is defined similarly. We equip W
[∞]
Lvk
with
the metrizable topology, i.e. the Polish topology generated by sets of the form
{(yn)n<ω ∈ W
[∞]
Lvk
: yi = xi for all i ≤ m}
where (x0, . . . , xm) is a finite rapidly increasing sequence in WLvk . Given x ∈
[X ]Lvk , the support of x in X , denoted suppX(x), is the set {n0 < · · · < nm} of
indices such that
T j0(xn0 [
~λ0])
⌢ . . .⌢ T jl(xnl [
~λl])
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for some choice of n0 < · · · < nl < ω, j0, . . . , jl ≤ k and ~λi ∈ Lkni ∪ {~v}. The
requirement that our sequences be rapidly increasing is necessary to ensure that
suppX(x) is uniquely defined. Using this observation, we can define an ordering ≤
on W
[∞]
Lvk
by setting, for rapidly increasing sequences X = (xn) and Y , X ≤ Y if
and only if xn ∈ [Y ]Lvk for all n < ω and
max suppY (xn) < min suppY (xm) whenever n < m.
In this case, we say that X is a block subsequence of Y ; we denote by [Y ]
[∞]
Lvk
the set
of all infinite block subsequences of Y . The set of all finite block subsequences of a
a finite rapidly increasing sequence (y0, . . . , ym) will be denoted by [y0, . . . , ym]Lvk .
Our first goal is to prove the following theorem, which is a common generalization
of Gowers’ FINk theorem and the infinitary Hales-Jewett theorem.
Theorem 3.2. For every finite Souslin measurable colouring of W
[∞]
Lvk
, there is
X ∈W
[∞]
Lvk
such that [X ]
[∞]
Lvk
is monochromatic.
To prove such a result we will use ultra-Ramsey theory as developed in [17].
Before we describe the relevant results, we need to construct an ultrafilter on WLvk
which will be used throughout this section. To this end, work in the Stone-Cˇech
compactification (βS, ⌢) of the semigroup (S, ⌢); we view βS as the compact
Hausdorff space consisting of all ultrafilters on S with the topology generated by
basic open sets of the form
A := {U ∈ βS : A ∈ U}
where A is a non-empty subset of S. Given U ∈ βS and a first-order formula ϕ(x)
with a free variable x ranging over elements of S, write
(Ux)ϕ(x) ⇐⇒ {x ∈ S : ϕ(x)} ∈ U .
In this way, each U ∈ βS corresponds to an ultrafilter quantifier on S. It is easy to
check that ultrafilter quantifiers commute with conjunction and negation of first-
order formulas. Using ultrafilter quantifiers, the extension of the concatenation
operation to βS is characterized as follows:
A ∈ U⌢V ⇐⇒ (Ux)(Vy) x⌢y ∈ A.
Similarly, the extension of the tetris operation to βS is determined by
A ∈ T (U) ⇐⇒ (Ux) T (x) ∈ A.
Let S∗ denote the closed subsemigroup of βS consisting of all non-principal
ultrafilters on S which are cofinite, i.e. ultrafilters U such that
{x ∈WLvi : |x| > n} ∈ U for all n < ω.
Define
S∗L = {U ∈ S
∗ :WL ∈ U}
and, for each i ∈ {1, . . . , k},
S∗Lvi = {U ∈ S
∗ : WLvi ∈ U}.
Then S∗L and S
∗
Lvi
(for each 1 ≤ i ≤ k) are closed subsemigroups of S∗. LetW be a
minimal idempotent in S∗L, and choose any idempotent V1 ≤ W in S
∗
Lv1
. Starting
with V1, recursively construct a sequence (Vi)1≤i≤k of idempotents such that for
each i < j:
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(1) Vi is an idempotent in S∗Lvi .
(2) Vi ≥ Vj.
(3) T (j−i)(Vj) = Vi.
Assume V1, . . . ,Vi−1 have been constructed and let
Si = {U ∈ S
∗
Lvi : T (U) = Vi−1}.
Since T : S∗Lvi → S
∗
Lvi−1
is a continuous surjective homomorphism, it follows (as in
the proof of [17, Lemma 2.24]) that
S⌢i Vi−1 = {U
⌢Vi−1 : U ∈ Si}
is a non-empty closed subsemigroup of Si. Thus there is an idempotent in Si
⌢Vi−1
of the form U⌢Vi−1; then let
Vi = Vi−1
⌢U⌢Vi−1.
It is routine to check that Vi is an idempotent which satisfies the required properties.
We will also need the following:
Claim 3.2.1. For each ~λ ∈ Lk and each i ≤ k, Vi[~λ] =W .
Proof. Since each mapping U 7→ U [~λ] for ~λ ∈ Lk is a homomorphism, it follows
that Vi[~λ] ∈ S∗L is an idempotent and Vi[
~λ] ≤ W [~λ] = W , so that Vi[~λ] = W by
minimality of W . 
Let W
[<∞]
Lvk
be the set of all finite rapidly increasing sequences in WLvk . We view
W
[<∞]
Lvk
as a tree ordered by end-extension and with root ∅, the empty word. The
next two definitions are adapted from [17, Chapter 7.2] by replacing the the tree
N
[<∞] of finite subsets of N with W
[<∞]
Lvk
.
Definition 3.3. A Vk-tree is a downward closed subtree U ⊆W
[<∞]
Lvk
such that
Ut := {x ∈WLvk : (t, x) ∈ U} ∈ Vk
for all t ∈ U which extend the stem of U , where the stem is the ⊑-maximal element
of U which is comparable to every other node of the tree. The stem of a Vk-tree U
will be denoted by stem(U).
Given a Vk-tree U , the set of infinite branches of U is denoted by
[U ] := {(xn)n<ω ∈ W
[∞]
Lvk
: (x0, . . . , xm) ∈ U for all m < ω}.
For t ∈ U let |t| denote the length of t, which is just the domain of t when viewed
as a finite sequence in W
[<∞]
Lvk
.
Definition 3.4. Let X ⊆ W
[∞]
Lvk
. X is Vk-open if for every A ∈ X there is a Vk-
tree U such that A ∈ [U ] ⊆ X . X is Vk-Ramsey if for every Vk-tree U there is a
Vk-subtree U ′ ⊆ U with stem(U) = stem(U ′) such that [U ′] ⊆ X or [U ′] ⊆ X c.
The collection of all Vk-open subsets of W
[∞]
Lvk
forms a topology, called the Vk-
topology, which refines the metrizable topology of W
[∞]
Lvk
. The next two results are
adapted from [17, Chapter 7.2] by replacing the tree N[<∞] of finite subsets of N
ordered by end-extension with the tree W
[<∞]
Lvk
. We then have the following version
of Todorcevic’s ultra-Ellentuck theorem from [17, Chapter 7].
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Theorem 3.5. Let X ⊆ W
[∞]
Lvk
. Then X has the property of Baire relative to the
Vk-topology if and only if X is Vk-Ramsey.
Using the fact that the property of Baire is preserved under the Souslin operation
(see, e.g., [17, Corollary 4.8]) we then have:
Theorem 3.6. For every r ∈ N and every Souslin measurable c : W
[∞]
Lvk
→ r there
are i < r and a Vk-tree U with stem ∅ such that [U ] ⊆ c−1{i}.
Our next goal is to show that for any Vk-tree U there is a rapidly increasing
word Y with the property that X ∈ [U ] whenever X ≤ Y . To this end, we have
the following key lemma:
Lemma 3.7. For every Vk-tree U with stem ∅ there is Y = (yn)n<ω ∈ W
[∞]
Lvk
together with a decreasing sequence (An)n<ω of subsets of WLvk such that:
(a) An ⊆ Ut for every t ∈ U such that t ≤ (y0, . . . , yn−1).
(b) [ym, . . . , yn]Lvk ⊆ Am for all m ≤ n < ω.
Proof. By induction on n, define a decreasing sequence (An)n<ω together with a
rapidly increasing sequence (yn)n<ω such that, for all n < ω:
(1) yn ∈ An ∈ Vk.
(2) An+1 ⊆ {z ∈ WLvk : [yn, z]Lvk ⊆ An}.
(3) An ⊆ Ut for every t ∈ U such that t ≤ (yi)i<n.
To start, take A0 := U∅ and note that A0 ∈ Vk since U is Vk-tree. Using the
properties of the sequence (Vi)1≤i≤k of idempotents constructed above, we have
Vk = T
j(Vk)
⌢Vk = Vk
⌢T j(Vk)
for all j ≤ k. Rewriting this fact in terms of the ultrafilter quantifier and using the
fact that A0 ∈ Vk, it follows that
(Vky)(Vkz) ([y, z]Lvk ⊆ A0)
and so we take any y0 ∈ WLvk such that (Vkz) ([y0, z]Lvk ⊆ A0); in particular
y0 ∈ A0 by definition of [y0, z]Lvk . We then take A1 to be the intersection of the
set {z ∈WLvk : [y0, z]Lvk ⊆ A0} with⋂
{Ut : t ∈ U and t ≤ (y0)} .
Note that A0 ⊇ A1 and A1 ∈ Vk since there are only finitely many t ∈ U satisfying
t ≤ (y0) and since each Ut ∈ Vk.
Now suppose A0, . . . , An and y0, . . . , yn−1 have been constructed. Since Vk is
cofinite, it follows that there is yn ∈WLvk such that
|yn| >
n−1∑
i=0
|yi|
and (Vkz) ([yn, z]Lvk ⊆ An); in particular yn ∈ An. Then take An+1 to be the
intersection of the set {z ∈ WLvk : [yn, z]Lvk ⊆ An} with⋂
{Ut : t ∈ U and t ≤ (y0, . . . , yn)} .
Observe that the collection [y0, . . . , yn−1]Lvk is finite since we only allow substitu-
tions of the form yi[~λi] for ~λi ∈ Lki ∪ {~v} and so there are only finitely many sets
in the above intersection. Thus An+1 ∈ Vk and An ⊇ An+1. This completes the
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inductive construction of the sequences (An) and (yn). In particular, condition (a)
is satisfied by (3).
We check condition (b) by downward induction on m ≤ n for n < ω fixed. The
case m = n follows from (1), while the case m = n − 1 follows using (1) and (2)
to obtain [yn−1, yn]Lvk ⊆ An−1. Now suppose inductively that (b) holds for some
m ≤ n; we aim to show [ym−1, ym, . . . , yn]Lvk ⊆ Am−1. Take any
z = T jm−1(ym−1[~λm−1])
⌢ . . .⌢ T jn(yn[~λn])
with jm−1, . . . , jn ≤ k and ~λi ∈ Lki ∪ {~v} are such that min ji = 0 and
~λi = ~v
for some i ∈ {m − 1, . . . , n}. We consider two cases: Suppose first that there is
i > m− 1 such that ji = 0. Then
z′ := T jm(ym[~λm])
⌢ . . .⌢ T jn(yn[~λn]) ∈ [ym, . . . , yn]Lvk ⊆ Am
where the inclusion comes from the inductive hypothesis. Thus z′ ∈ Am and so
z ∈ [ym−1, z]Lvk ⊆ Am−1
by (2). Now suppose ji > 0 for each i > m− 1 (so that, in particular, jm−1 = 0).
Let l := min{jm, . . . , jn} > 0 and write
z = ym−1
⌢T l
(
T jm−l(ym[~λm])
⌢ . . .⌢ T jn−l(yn[~λn])
)
.
By the inductive hypothesis we have
z′′ := T jm−l(ym[~λm])
⌢ . . .⌢ T jn−l(yn[~λn]) ∈ [ym, . . . , yn]Lvk ⊆ Am,
and so z ∈ [ym−1, z
′′]Lvk ⊆ Am−1 by (2). This completes the proof of the lemma.

Proof of Theorem 3.2. Let c : W
[∞]
Lvk
→ r be Souslin measurable. By Corollary 3.6
there is a Vk-tree U with stem ∅ such that [U ] ⊆ c−1{i} for some i < r. Let Y = (yn)
be the rapidly increasing sequence given by applying Lemma 3.7 to U . To finish
the proof of the theorem, it is enough to show [Y ]
[∞]
Lvk
⊆ [U ]. Let X = (xn) ≤ Y ; we
show X ∈ [U ] by induction on the length m of s := (x0, . . . , xm−1). When m = 0
we have s = ∅ which belongs to U by assumption. So we assume s ∈ U and show
(s, xm) ∈ U . Since xm ∈ [Y ]Lvk , we can write
x = T j0(yn0 [
~λ0])
⌢ . . .⌢ T jl(ynl [
~λl])
for some n0 < · · · < nl < ω, j0, . . . , jl ≤ k and ~λi ∈ Lkni ∪ {~v} such that ji = k and
~λi = ~v for some i ≤ l, i.e. xm ∈ [yn0 , . . . , ynl ]Lvk . By definition of Y ,
[yn0 , . . . , ynl ]Lvk ⊆ An0 ⊆ Ut
for each t ∈ U such that t ≤ (y0, . . . , yn−1). Since X is a block subsequence of
Y , we have max suppY (xm−1) < min suppY (xm) and so s ≤ (y0, . . . , yn−1). Thus
xm ∈ Us and so (s, xm) ∈ U , as required. 
We are now in a position to prove the main theorem of this section, which allows
us to parametrize the Milliken-Todorcevic theorem by a sequence of perfect subsets
of 2ω. Parts of the proof are similar to that of [17, Theorem 5.45], but we include
the details for the sake of completeness.
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Proof of Theorem 3.1. Fix a finite Souslin measurable colouring c of the product
FIN
[∞]
k × (2
ω)ω . Let
Ln = {σ ∈ 2
ω : (∀i > n)σ(i) = 0}
and L =
⋃
n<ω Ln. Define a mapping ϕ : W
[∞]
Lvk
→ FIN
[∞]
k as follows: Given
(xm)m<ω ∈ W
[∞]
Lvk
, let ϕ((xm)) = (am), where am ∈ FINk consists of all ordered
pairs of the form
〈|x0|+ · · ·+ |xm−1|+ l, i〉
where vi occupies the l
th place in xm, and where am takes the value 0 at all other
points of ω. We also define a mapping ψ :W
[∞]
Lvk
→ 2ω×ω by
ψ((xm))(n, i) = σ(i)
if σ ∈ L occupies the nth place in the infinite variable word
x0
⌢x1
⌢x2
⌢ . . .
and where ψ((xm))(n, i) = 0 if a variable occupies the n
th place in the above infinite
word.
Define a colouring c∗ of W
[∞]
Lvk
by setting
c∗((xm)) = c (ϕ((xm)), ψ((xm)))
where (2ω)ω and 2ω×ω are identified via the mapping
(εn,i)n)i 7→ (εn,i)(n,i).
It is easy to check that ϕ and ψ are both continuous, from which it follows that c∗ is
Souslin measurable. Apply Theorem 3.2 to find Y = (ym) ∈ W
[∞]
Lvk
such that [Y ]
[∞]
Lvk
is monochromatic for c∗. Using Y , we define a block sequence B = (bm) ∈ FIN
[∞]
k
where bm consists of all ordered pairs of the form
〈|y0|+ · · ·+ |y2m|+ l, i〉
where the lth place of y2m+1 is occupied by vi, and where bm takes the value 0 at
all other points of ω. Let P be the collection of all doubly-indexed sequences (εn,i)
such that
(εn,i) = ψ((y2m[σ2m]
⌢y2m+1))
for some sequence of letters (σ2m) ∈
∏
m<ω L2m. Note that P is contained in the
image of [Y ]
[∞]
Lvk
under ψ.
The proof of Theorem 3.1 will be complete once we prove the following two
claims:
Claim 3.7.1. There is an infinite sequence (Pi) of perfect subsets of 2
ω such that∏
i<ω Pi ⊆ P .
Proof. Let y denote the infinite variable word
y0
⌢y1
⌢y2
⌢ . . .
and, for each m > 0, let I2m−1 be the interval
[|y0|+ · · ·+ |y2m−1|, |y0|+ · · ·+ |y2m−1|+ |y2m|).
For each i < ω, let Pi be the set of all δ ∈ 2ω satisfying the following conditions:
(1) If y(n) ∈ L, then δ(n) = y(n)(i).
(2) If n < |y0|+ · · ·+ |y2i−1| and y(n) is a variable, then δ(n) = 0.
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(3) δ(n) = δ(n′) for all n, n′ ∈ I2m−1 such that y(n) and y(n′) are variables.
Since Pi has no restrictions at the minimal place of each interval I2m−1 where a
variable occurs, it follows that Pi is perfect. To show the required inclusion of
sets, let (δi) ∈
∏
i<ω Pi and let (εn,i) be the doubly-indexed sequence such that
εn,i = δi(n). For each m, let nm be the least place in the interval I2m−1 where a
variable occurs in y. Then for eachm choose σ2m ∈ L2m such that σ2m(i) = δi(nm)
for each i < ω. Then it is routine to check that the sequence (σ2m) witnesses the
fact that (δi) ∈ P . This proves the claim. 
Claim 3.7.2. [B]
[∞]
k × P ⊆ (ϕ× ψ)[Y ]
[∞]
Lvk
.
Proof. Let (A, (εn,i)) ∈ [B]
[∞]
k ×P . By definition of P , there is a sequence (σ2m) ∈∏
m<ω L2m such that
(εn,i) = ψ((y2m[σ2m]
⌢y2m+1)).
If we let X = (xm)m<ω be given by xm = y2m[σm]
⌢y2m+1 then ϕ(X) = B. For
each l < ω, let Il be the smallest interval of integers such that
al =
∑
i∈Il
T ji(bi)
for some integers ji ≤ k, and note that the sequence (Il)l<ω is a block sequence.
Fix l < ω and let {p, p+ 1, . . . , p+ q} be an enumeration of the interval
(max(Il−1),max(Il)]
where we set max(I−1) = −1 for convenience. Then let
zl = T
r0(xp[~λ0])
⌢ . . .⌢ T rq(xp+q [~λq])
where the parameters are determined as follows:
(i) If p+ i 6∈ Il, then let ~λi be the k-tuple (~0, . . . ,~0) where ~0 ∈ 2ω is the sequence
which is constantly 0. In this case, let ri = 0.
(ii) If p+ i ∈ Il, then let ~λi = ~v and ri = jp+i.
Then Z = (zl)l<ω is a block subsequence of X and hence of Y . By construction,
ϕ(Z) = A. Finally, note that ψ(Z) = (εn,i) since the infinite word
z0
⌢z1
⌢z2
⌢ . . .
is obtained from the infinite word
y0[σ0]
⌢y1
⌢ . . .⌢ y2m[σ2m]
⌢y⌢2m+1 . . .
by replacing some occurrences of a variable with the constant sequence ~0 ∈ L. In
particular, this shows ψ(Z) = ψ((y2m[σ2m]
⌢y2m+1)). Thus
(A, (εn,i)) = (ϕ(Z), ψ(Z))
as required. 
This finishes the proofs of the two claims, and hence the proof of the theorem is
complete. 
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4. A parametrized FIN
[∞]
±k theorem
In this section we prove the following approximate Ramsey theorem, which
parametrizes the infinite-dimensional version of Gowers’ FIN±k theorem from [9].
First, given two infinite block sequences A = (an) and B = (bn) in FIN±k, let
||A−B|| = sup
n<ω
||an − bn||∞.
Theorem 4.1 (Parametrized FIN
[∞]
±k Theorem). For every finite Souslin measur-
able colouring c : FIN
[∞]
±k × (2
ω)ω → n, there are B ∈ FIN
[∞]
±k , a sequence (Pi)i<ω
of non-empty perfect subsets of 2ω, and j < n such that the following holds: For
every (A, (pi)) ∈ [B]
[∞]
±k ×
∏∞
i<ω Pi there is A˜ ∈ FIN
[∞]
±k such that
c(A˜, (pi)) = j and ||A− A˜|| ≤ 1.
To prove this result, we will need to develop an infinite-dimensional version of
the Gowers-Hales-Jewett theorem which can code information about FIN±k. As
before, fix an infinite alphabet L =
⋃
n<ω Ln given as an increasing union of finite
subalphabets Ln, as well as a distinguished letter 0 ∈ L0 together with variables
v1, v−1, v2, v−2, . . . , vk, v−k 6∈ L.
WL will denote the set of all variable-free words over L and, for each i ∈ {1, . . . , k},
WLv±i will denote the set of all variable words x over L such that
i = max{j ≤ k : vj or v−j appears in x}.
Let
S =WL ∪
⋃
1≤i≤k
WLv±i
and work in the semigroup (S, ⌢). Given x ∈WLv±k and a 2k-tuple
~λ = (λ−k, . . . , λ−1, λ1, . . . , λk) ∈ L
2k ∪ {~v},
let x[~λ] be the word obtained by replacing each occurrence of vj with λj for each
j ∈ {±1, . . . ,±k}, where
~v = (v−k, . . . , v−1, v1, . . . , vk).
The tetris operation T : WLv±k → WLv±(k−1) is defined as follows: Given x ∈
WLv±k , define T (x) ∈WLv±(k−1) by
T (x)(n) :=

vi−1 if x(n) = vi for i > 1,
vi+1 if x(n) = vi for i < −1,
0 if x(n) ∈ {v1, v−1},
x(n) if x(n) ∈ L.
As before, set T (w) = w for each w ∈ WL. In this setting we also have a notion of
reflection: Given x ∈ S, let −x be the word obtained by replacing each occurrence
of a variable vi with v−i for each i ∈ {±1, . . . ,±k}. Note that the mapping x 7→ −x
is a semigroup homomorphism which is equal to the identity when restricted toWL.
Given a sequence X = (xn)n<ω in WLv±k , the partial subsemigroup of WLv±k
generated by X , denoted [X ]Lv±k , is defined to be the set of all elements of WLv±k
which are of the form
ε0T
j0(xn0 [
~λ0])
⌢ . . .⌢ εlT
jl(xnl [
~λl])
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where l < ω, n0 < · · · < nl, ji ≤ k, εi ∈ {±1} and ~λi ∈ L2kni ∪ {~v} for each i ≤ k.
LetW
[∞]
Lv±k
denote the set of all rapidly increasing sequences inWLv±k , defined as
in the previous section and equipped with its natural metrizable topology. Exactly
as before, the notion of rapidly increasing allows us to uniquely define the support
of a word x ∈ [X ]Lv±k relative to some rapidly increasing sequence X . Given
X = (xn)n<ω and Y ∈ W
[∞]
Lv±k
, write X ≤ Y if and only if xn ∈ [Y ]Lv±k for all
n < ω and
max suppY (xn) < min suppY (xm) whenever n < m.
As before, when this happens we say that X is a block subsequence of Y and we
write [Y ]
[∞]
Lv±k
for the set of all infinite block subsequences of Y . As is the case
for FIN±k, we cannot expect to obtain an exact Ramsey theorem in this setting;
rather, we will only be able to prove an approximate version of such a theorem
which will make use of a suitable metric. First, we need the following:
Definition 4.2. For a word x ∈WLv±k , define
L(x) = {n < |x| : x(n) ∈ L \ {0}}.
Two words x, y ∈WLv±k are compatible if:
(i) |x| = |y|.
(ii) L(x) = L(y) and x(n) = y(n) for all n ∈ L(x).
Note that compatibility is a transitive relation on the set of pairs of words. Now,
define a metric on the set {v±1, . . . , v±k} ∪ {0} by setting d(vi, vj) = |i − j| for
variables vi and vj , and d(vi, 0) = |i|. Using this, define a metric d on WLv±k
taking values in R ∪ {∞} by
d(x, y) =
{
sup{d(x(i), y(i)) : i ∈ |x| \ L(x)} if x and y are compatible,
∞ otherwise.
We then extend this to a metric on W
[∞]
Lv±k
, also denoted d, by setting
d((xn), (yn)) = sup
n<ω
d(xn, yn).
For ε > 0, A ⊆WLv±k and X ⊆W
[∞]
Lv±k
, let
(A)ε = {x ∈WLv±k : (∃y ∈ A) d(x, y) ≤ ε},
(X )ε = {X ∈W
[∞]
Lv±k
: (∃Y ∈ X ) d(X,Y ) ≤ ε}.
Theorem 4.3. For every k, r ∈ N and every Souslin measurable c : W
[∞]
Lv±k
→ r
there are i < r and an infinite block sequence X ∈ W
[∞]
Lv±k
such that
[X ]
[∞]
±k ⊆
(
c−1{i}
)
1
.
To prove Theorem 4.3, we use ultra-Ramsey theory. First we will construct an
ultrafilter which behaves well with respect to the mapping
−T :WLv±k →WLv±(k−1) : x 7→ −T (x)
in a sense that we now make precise. Work in the closed subsemigroup S∗ ⊆ βS
consisting of all non-principal cofinite ultrafilters on S, where cofinite is defined as
before. Define
S∗L = {U ∈ S
∗ :WL ∈ U}
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and, for each i ∈ {1, . . . , k},
S∗Lv±i = {U ∈ S
∗ : WLv±i ∈ U}.
Then S∗L and S
∗
Lv±i
(for each 1 ≤ i ≤ k) are non-empty closed subsemigroups of
S∗. Let W be a minimal idempotent in S∗L, and choose any idempotent V1 ≤ W in
S∗Lv1 . Exactly as in the previous section, recursively construct a sequence (Vi)1≤i≤k
of idempotents starting with V1 such that for each i < j:
(1) Vi is an idempotent in S∗Lv±i .
(2) Vi ≥ Vj.
(3) (−T )(j−i)(Vj) = Vi.
(4) For each ~λ ∈ Lk, Vi[~λ] =W .
In particular, note that (4) implies (−T )(V1) = W since (−T )(x) = x[~0] for each
x ∈ WLv±1 and where ~0 = (0, . . . , 0). In addition to the above properties, we will
also need the following useful fact. First, given A ⊆ WLv±k , let −A be the set of
all words of the form −x for x ∈ A.
Lemma 4.4. The ultrafilter Vk is subsymmetric, i.e. −(A)1 ∈ Vk whenever A ∈
Vk.
Proof. Since Vk ≤ Vk−1 and (−T )(Vk) = Vk−1 by property (3) in the definition of
the ultrafilters (Vi)1≤i≤k, we have
Vk = (−T )(Vk)
⌢Vk = Vk
⌢(−T )Vk.
(When k = 1, define V0 =W .) Thus, for each A ⊆WLv±k ,
A ∈ Vk ⇐⇒ (Vkx)(Vky) (−T )(x)
⌢y ∈ A
=⇒ (Vkx)(Vky) (−x)
⌢T (y) ∈ (A)1
⇐⇒ (Vkx)(Vky)x
⌢(−T )(y) ∈ −(A)1
⇐⇒ −(A)1 ∈ Vk
⌢(−T )Vk = Vk
where we use the easy fact that (−T )(x)⌢y and (−x)⌢T (y) are compatible. 
View the space W
[<∞]
Lv±k
of finite rapidly increasing sequences as a tree ordered by
end-extension and with root ∅. Fix the subsymmetric cofinite ultrafilter Vk define
above. Exactly as in the previous section, we define the notions of Vk-tree, Vk-open
and Vk-Ramsey relative to the tree W
[<∞]
Lv±k
. An application of the ultra-Ellentuck
theorem in this setting then yields:
Corollary 4.5. For every r ∈ N and every Souslin measurable c :W
[∞]
Lv±k
→ r there
are i < r and a Vk-tree U with stem ∅ such that [U ] ⊆ c−1{i}.
Given α ≤ ω and a sequence X = (xn)n<α in WLv±k , let [X ](−T ) denote the set
of all words of the form
(−T )j0(xn0 [~λ0])
⌢ . . .⌢ (−T )jl(xnl [
~λl])
where l ≥ 0, n0 < · · · < nl < α,~λi ∈ Lkni ∪ {~v}, and j0, . . . , jl ≤ k such that
min ji = 0 and ~λi = ~v for some i ≤ l. When the sequence X = (xn)n<m is
finite, we will often write [x0, . . . , xm−1](−T ) for the above collection. If α ≤ ω
and X = (xn)n<α, Y are rapidly increasing sequences in WLv±k , write X ≤(−T ) Y
whenever xn ∈ [Y ](−T ) for every n < α and
max suppY (xn) < min suppY (xm) whenever n < m < α.
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Lemma 4.6. For every Vk-tree U with stem ∅ there is Y = (yn)n<ω ∈ W
[∞]
Lv±k
together with a decreasing sequence (An)n<ω of subsets of WLv±k such that:
(a) An ⊆ Ut ∩ −(Ut)1 for every t ∈ U such that t ≤(−T ) (y0, . . . , yn−1).
(b) [ym, . . . , yn](−T ) ⊆ Am for all m ≤ n < ω.
Proof. By induction on n, define a decreasing sequence (An)n<ω together with a
rapidly increasing sequence (yn)n<ω such that, for all n < ω:
(1) yn ∈ An ∈ Vk.
(2) An+1 ⊆ {z ∈ WLv±k : [yn, z](−T ) ⊆ An}.
(3) An ⊆ Ut ∩ −(Ut)1 for every t ∈ U such that t ≤(−T ) (yi)i<n.
To start, take A0 := U∅ ∩ −(U∅)1 and note that A0 ∈ Vk since Vk is subsymmetric
and U∅ ∈ Vk. The definition of Vk implies
(Vky)(Vkz)
(
[y, z](−T ) ⊆ A0
)
and so we take any y0 ∈ WLv±k such that (Vkz)
(
[y0, z](−T ) ⊆ A0
)
; in particular
y0 ∈ A0 by definition of [y0, z](−T ). We then take A1 to be the intersection of the
set {z ∈WLv±k : [y0, z](−T ) ⊆ A0} with⋂{
Ut ∩ −(Ut)1 : t ∈ U and t ≤(−T ) (y0)
}
.
Note that A0 ⊇ A1 and A1 ∈ Vk since there are only finitely many t ∈ U satisfying
t ≤(−T ) (y0), and since eachUt∩−(Ut)1 ∈ Vk using the fact that Vk is subsymmetric.
Now suppose A0, . . . , An and y0, . . . , yn−1 have been constructed. Since Vk is
cofinite, it follows that there is yn ∈WLv±k such that
|yn| >
n−1∑
i=0
|yi|
and (Vkz)
(
[yn, z](−T ) ⊆ An
)
; in particular yn ∈ An. Then take An+1 to be the
intersection of the set {z ∈ WLv±k : [yn, z](−T ) ⊆ An} with⋂{
Ut ∩ −(Ut)1 : t ∈ U and t ≤(−T ) (y0, . . . , yn)
}
.
Observe that the collection [y0, . . . , yn−1](−T ) is finite since we only allow substi-
tutions of the form yi[~λi] for ~λi ∈ Lki ∪ {~v} and so there are only finitely many
sets in the above intersection. Thus An+1 ∈ Vk and An ⊇ An+1. This completes
the inductive construction of the sequences (An) and (yn). In particular, condition
(a) is satisfied by (3). The verification of (b) is exactly the same as that of the
corresponding condition in the statement of Lemma 3.7 after making the obvious
adjustments. 
Lemma 4.7. Let U be a Vk-tree with stem(U) = ∅. Then there is an infinite
rapidly increasing sequence Y = (yn)n<ω in WLv±k such that [Y ]
[∞]
±k ⊆ ([U ])2.
Proof. Let Y be as in Lemma 4.6. We claim that Y satisfies the conclusion of
the lemma. To see this, fix an infinite rapidly increasing block subsequence X =
(xn)n<ω of Y . We will construct a rapidly increasing sequence X
′ = (x′n)n<ω ∈
[U ] ∩ [Y ]
[∞]
(−T ) such that d(xn, x
′
n) ≤ 2 for each n < ω. Suppose, for some n ≥ 0,
we have defined x′0, . . . , x
′
n−1 ∈ WLv±k such that s := (x
′
0, . . . , x
′
n−1) ∈ U and
d(xi, x
′
i) ≤ 2 for each i < n. (In the case where n = 0 we simply have s = ∅.) Write
xn = ε0T
j0(yn0 [
~λ0])
⌢ . . .⌢ εlT
jl(ynl [
~λl])
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where l < ω, n0 < · · · < nl, ji ≤ k, εi ∈ {±1} and ~λi ∈ L2kni ∪ {~v} are such that
min ji = 0 and ~λi = ~v for some i ≤ l. We consider the following two cases:
Case 1. There is i ≤ l such that ji = 0, ~λi = ~v and εi = +1.
For each i ≤ l, set zi := εiT ji(yni [~λi]) for convenience. We consider the following
two subcases:
(a) εi = +1 and ji is even, or εi = −1 and ji is odd. In either case, set z
′
i := zi
and note that z′i = (−T )
ji(yni [
~λi]).
(b) εi = +1 and ji is odd, or εi = −1 and ji is even. In either case, set z′i := T (zi)
and note that z′i = (−T )
ji+1(yni [~λi]).
We then set
x′n := z
′
0
⌢
. . .⌢ z′l.
Note that x′n is compatible with xn, and x
′
n ∈ [yni : i ≤ l](−T ) by the assumption
given by Case 1. Since d(zi, z
′
i) ≤ 1 for all i ≤ l we have d(xn, x
′
n) ≤ 1. Furthermore,
by the choice of the sequence Y we have
[yni : i ≤ l](−T ) ⊆ An0
(using the notation of Lemma 4.6) and so x′n ∈ Ut for every t ∈ U such that
t ≤(−T ) (y0, . . . , yn0−1). In particular, x
′
n ∈ Us since
max suppY (xn−1) < min suppY (xn) = n0
and so (s, x′n) ∈ U .
Case 2. For every i ≤ l, if ji = 0 and ~λi = ~v, then εi = −1.
Apply Case 1 to −xn to obtain z ∈ [yni : i ≤ l](−T ) such that d(−xn, z) ≤ 1. By
definition of Y we have
[yni : i ≤ l](−T ) ⊆ An0
and so z ∈ Ut ∩ −(Ut)1 for every t ∈ U such that t ≤(−T ) (y0, . . . , yn0−1). As
before, this implies −z ∈ (Us)1 and so there is z′ ∈ Us such that d(−z, z′) ≤ 1. Set
x′n := z
′. Then x′n is compatible with xn and
d(xn, x
′
n) ≤ d(xn,−z) + d(−z, z
′) = d(−xn, z) + d(−z, z
′) ≤ 2
and so x′n satisfies our requirements.
This completes the inductive construction of X ′. It is clear from the above
construction that X ′ ∈ [U ] and d(xn, x′n) ≤ 2 for all n < ω and so X ∈ ([U ])2. 
To minimize the “error” in the previous result, we will use the following family
of mappings: For each k ∈ N, let Φk :WLv±2k →WLv±k be defined by setting
Φk(x)(n) :=

vi/2 if x(n) = vi where i is even,
v(i−1)/2 if x(n) = vi where i is odd and positive,
v(i+1)/2 if x(n) = vi where i is odd and negative,
x(n) if x(n) ∈ L.
The following properties of Φk are easy to check:
(i) Φk is a surjective homomorphism of partial semigroups which, in addition,
satisfies Φk(−x) = −Φk(x) for every x ∈WLv±2k .
(ii) For every x, y ∈WLv±2k and every i, j ≤ k with min{i, j} = 0,
Φk
(
T 2i(x)⌢T 2j(y)
)
= T i(Φk(x))
⌢T j(Φk(y)).
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(iii) For every x, y ∈ WLv±2k , d(x, y) ≤ 2 =⇒ d(Φk(x),Φk(y)) ≤ 1. In particular,
Φk preserves the compatibility relation between words.
We extend Φ to W
[∞]
Lv±2k
by setting
Φ((yn)n<ω) := (Φ(yn))n<ω.
It is straightforward to check that Φ is continuous with respect to the usual metriz-
able topologies. Furthermore, note that if Y and Y ′ are two sequences in WLv±2k
which satisfy d(Y, Y ′) ≤ 2, then d(Φ(Y ),Φ(Y ′)) ≤ 1. We are now ready to finish
the proof of the approximate Gowers-Hales-Jewett theorem.
Proof of Theorem 4.3. Let c : W
[∞]
Lv±k
→ r be Souslin measurable and define a
colouring c˜ : W
[∞]
Lv±2k
→ r by setting c˜ := c ◦ Φ. Since Φ is continuous and c is
Souslin measurable, it follows that c˜ is Souslin measurable. By Corollary 4.5 there
are i < r and a Vk-tree U with stem ∅ such that [U ] ⊆ c˜−1{i}. Applying Lemma
4.7, find an infinite rapidly increasing sequence Y˜ = (y˜n)n<ω in WLv±2k such that
[Y˜ ]
[∞]
±2k ⊆ ([U ])2.
Let Y := Φ(Y˜ ) ∈ W
[∞]
Lv±k
so that yn := Φ(y˜n) for each n < ω. We claim that Y
satisfies
[Y ]
[∞]
±k ⊆
(
c−1{i}
)
1
.
Indeed, if X = (xn)n<ω ∈ W
[∞]
Lv±k
is an infinite rapidly increasing subsequence of
Y , then for each n < ω we have
xn = ε0T
j0(yn0 [
~λ0])
⌢ . . .⌢ εlT
jl(ynl [
~λl])
for some εi ∈ {±1}, n0 < · · · < nl, ~λi ∈ Lkni ∪ {~v} and ji ≤ k such that min ji = 0
and ~λi = ~v for some i ≤ l. Then properties (i) and (ii) of Φ listed above imply
xn = Φ(x˜n), where
x˜n := ε0T
2j0(yn0 [
~λ0])
⌢ . . .⌢ εlT
2jl(ynl [
~λl]) ∈ [Y˜ ]±k
and so, setting X˜ := (x˜n)n<ω, we see that X = Φ(X˜). Since X˜ is a rapidly
increasing subsequence of Y˜ , by our choice of Y˜ we can find X ′ ∈ c˜−1{i} such that
d(X˜,X ′) ≤ 2. Then, as observed above, property (iii) of Φ implies
d(Φ(X˜),Φ(X ′)) ≤ 1.
Since
i = c˜(X ′) = c(Φ(X ′))
we obtain Φ(X ′) ∈ c−1{i} and so X ∈
(
c−1{i}
)
1
as required. 
We are now equipped to prove a parametrized version of the infinite-dimensional
FIN±k theorem.
Proof of Theorem 4.1. Fix a finite Souslin measurable colouring c of FIN
[∞]
±k ×(2
ω)ω.
As before, let
Ln = {σ ∈ 2
ω : (∀i > n)σ(i) = 0}
and L =
⋃
n<ω Ln. Define a mapping ϕ : W
[∞]
Lv±k
→ FIN
[∞]
±k by setting ϕ((xm)) =
(am), where am ∈ FIN±k consists of all ordered pairs of the form
〈|x0|+ · · ·+ |xm−1|+ l, i〉
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where vi occupies the l
th place in xm, and where am takes the value 0 at all other
points of ω. We also define a mapping ψ :W
[∞]
Lv±k
→ 2ω×ω by
ψ((xm))(n, i) = σ(i)
if σ ∈ L occupies the nth place in the infinite variable word
x0
⌢x1
⌢x2
⌢ . . .
and where ψ((xm))(n, i) = 0 if a variable occupies the n
th place in the above infinite
word.
Define a Souslin measurable colouring c∗ of W
[∞]
Lv±k
by setting
c∗((xm)) = c (ϕ((xm)), ψ((xm)))
and apply Theorem 4.3 to find Y = (ym) ∈ W
[∞]
Lv±k
and a colour r such that
[Y ]
[∞]
Lv±k
⊆
(
(c∗)−1{r}
)
1
.
Using Y , we define a block sequence B = (bm) ∈ FIN
[∞]
±k where bm consists of all
ordered pairs of the form
〈|y0|+ · · ·+ |y2m|+ l, i〉
where the lth place of y2m+1 is occupied by vi, and where bm takes the value 0 at
all other points of ω. As before, we let P be the collection of all (εn,i) such that
(εn,i) = ψ((y2m[σ2m]
⌢y2m+1))
for some sequence (σ2m) ∈
∏
m<ω L2m.
Exactly as in the proof of Theorem 4.1 we can show there is an infinite sequence
(Pi) of perfect subsets of 2
ω such that
∏
i<ω Pi ⊆ P . We will also need the following:
Claim 4.7.1. [B]
[∞]
±k × P ⊆ (ϕ× ψ)[Y ]
[∞]
Lv±k
.
Proof. Let (A, (εn,i)) ∈ [B]
[∞]
±k ×P . By definition of P , there is a sequence (σ2m) ∈∏
m<ω L2m such that
(εn,i) = ψ((y2m[σ2m]
⌢y2m+1)).
If we let X = (xm)m<ω be given by xm = y2m[σm]
⌢y2m+1 then ϕ(X) = B. For
each l < ω, let Il be the smallest interval of integers such that
al =
∑
i∈Il
siT
ji(bi)
for some integers ji ≤ k and si ∈ {±1}, and note that the sequence (Il)l<ω is a
block sequence. Fix l < ω and let {p, p + 1, . . . , p + q} be an enumeration of the
interval
(max(Il−1),max(Il)]
where we set max(I−1) = −1 for convenience. Then let
zl = ρ0T
r0(xp[~λ0])
⌢ . . .⌢ ρqTrq(xp+q [
~λq])
where the parameters are determined as follows:
(i) If p+ i 6∈ Il, then let ~λi be the 2k-tuple (~0, . . . ,~0) where ~0 ∈ 2ω is the sequence
which is constantly 0. In this case, let ri = 0 and ρi = 1.
(ii) If p+ i ∈ Il, then let ~λi = ~v, ri = jp+i and ρi = sp+i.
Then, exactly as before, one checks that (A, (εn,i)) = (ϕ(Z), ψ(Z)). 
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We now verify that B and (Pi) are as desired. To this end, fix
(A, (εn,i)) ∈ [B]
[∞]
±k ×
∏
i<ω
Pi ⊆ [B]
[∞]
±k × P
and apply the previous claim to find Z = (zn) ∈ [Y ]
[∞]
Lv±k
such that
(A, (εn,i)) = (ϕ(Z), ψ(Z)).
By definition of Y , there is Z˜ = (z˜n) ∈W
[∞]
Lv±k
such that d(Z, Z˜) ≤ 1 and c∗(Z˜) = r.
Using the definition of the metric d it must be that zn is compatible with z˜n for
each n, and so it follows that ψ(Z) = ψ(Z˜). Furthermore, note that
||ϕ(Z)− ϕ(Z˜)|| = d(Z, Z˜) ≤ 1
according to the definitions of d and ϕ. Let A˜ = ϕ(Z˜); then ||A− A˜|| ≤ 1 and
c(A˜, (εn,i)) = c((ϕ(Z˜), ψ(Z˜))) = c
∗(Z˜) = r.
This finishes the proof of theorem. 
As an easy consequence, we obtain a parametrized version of Gowers’ FIN±k
theorem:
Corollary 4.8. For every finite colouring c : FIN±k × (2ω)ω → n, there are B ∈
FIN
[∞]
±k , a sequence (Pi)i<ω of non-empty perfect subsets of 2
ω, and j < n such that
the following holds: For every (b, (pi)) ∈ [B]±k ×
∏∞
i<ω Pi there is b˜ ∈ FIN±k such
that
c(˜b, (pi)) = j and ||b− b˜||∞ ≤ 1.
We conclude with an application of the previous result to the oscillation stability
of uniformly equicontinuous families of real-valued functions on Sc0 , the unit sphere
of the Banach space c0. The following result can be seen as a parametrization of
Gowers’ c0 theorem. The proof is similar to Gowers’ original proof [5]; see also [6].
Theorem 4.9. Let {fσ : σ ∈ (2ω)ω} be a family of functions Sc0 → R which is
uniformly bounded and uniformly equicontinuous. Then for every ε > 0 there are
an infinite-dimensional subspace X of c0 and a sequence (Pn)n<ω of perfect subsets
of 2ω such that the oscillation of each mapping fσ for σ ∈
∏
n<ω Pn is at most ε
when restricted to SX , the unit sphere of X.
Proof. Apply uniform equicontinuity to the given ε to find δ > 0 such that
|fσ(x)− fσ(y)| ≤ ε/5
for all σ ∈ (2ω)ω and all x, y ∈ Sc0 such that ||x − y||∞ ≤ δ. Fix k large enough
such that (1 + δ)1−k < δ and let ∆±k be the subset of Sc0 consisting of all finitely-
supported vectors with coordinates belonging to the set
{±(1 + δ)i−k : i = 1, . . . , k} ∪ {0}.
Let ϕ : FIN±k → ∆±k be the bijection defined by
ϕ(p)(n) :=

(1 + δ)i−k if p(n) = i > 0,
0 if p(n) = 0,
−(1 + δ)i−k if p(n) = −i < 0.
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Since the family of functions (fσ) is uniformly bounded, there is a partition of⋃
σ∈(2ω)ω range(fσ) into finitely many disjoint intervals I0, . . . , Il−1 such that the
length of each interval is at most ε/5. Define a colouring c : FIN±k × (2ω)ω → l by
setting
c(p, σ) = j ⇐⇒ fσ(ϕ(p)) ∈ Ij
and find B = (bn) ∈ FIN
[∞]
±k , a sequence (Pi)i<ω of non-empty perfect subsets of
2ω, and j < l satisfying the conclusion of Corollary 4.8 with respect to c. Using
the choice of k together with the implication
||p− q||∞ ≤ 1 =⇒ ||ϕ(p)− ϕ(q)||∞ ≤ δ,
it follows from the choice of B and (Pi) that
|fσ(ϕ(p)) − fσ(ϕ(q))| ≤
3ε
5
for all p, q ∈ [B] and all σ ∈
∏
i<ω
Pi.
Now let X be the linear span of the set {ϕ(bn) : n < ω} in c0. Then it is straight-
forward to check that the set {ϕ(b) : b ∈ [B]} is a δ-net in SX . Using the previous
inequality, this implies
|fσ(x)− fσ(y)| ≤ ε for all x, y ∈ SX and all σ ∈
∏
i<ω
Pi.
Thus the oscillation of each function fσ for σ ∈
∏
i<ω Pi is at most ε on SX . 
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