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ABSTRACT 
We discuss the following question: Given the zero-nonzero pattern of a matrix A 
with complex entries, what can be said about the zero-nonzero pattern of its 
eigenvectors? To be more general, what are the possible sparsity patterns for the bases 
of the maximal invariant subspaces of A associated with each of its eigenvalues? Or 
even, what is the sparsity pattern of the similarity transformation M such that 
MplAM is in Jordan canonical form, i.e., A’s Jordan basis? Let struct( A) be the usual 
directed graph associated with the zero-nonzero pattern of A. The main result of this 
paper is that there exists a matrix B such that if A is an eigenvalue of A with 
algebraic multiplicity m, then there are m columns of B that form a basis for the 
maximal invariant subspace of A associated with A and such that struct(B) is a 
subgraph of the graph obtained by adding all the edges of the form (i, i) to the 
transitive closure of structi A), which we call rstructi A). We show that if the defective 
eigenvalues of A have geometric multiplicity one, then the matrix B above can be 
chosen in such a way that there exists a permutation matrix P for which BP is a 
Jordan basis of A. We present examples and theorems showing that our results are 
sharp. Similar results hold for the real Jordan canonical form. 
1. INTRODUCTION 
A natural question raised when computing the eigenvectors of a sparse 
matrix is how much memory and what kind of data structure we need to hold 
them. In some applications we have interest in the maximal invariant sub- 
spaces of A associated with each eigenvalue A, and it would be nice to find 
bases for these subspaces that are as sparse as possible. 
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Gilbert [l] shows that if A E Cnx ’ has simple eigenvalues and nonzero 
diagonal entries, then there exists an eigenbasis B of A such that 
struct( B) C transitive closure of struct( A). (I-1) 
An eigenbasis is a matrix that has linearly independent eigenvalues of A as its 
columns. struct( A) is the structure of the n X n matrix A i e the directed , . .> 
graph with nodes 1, . . . , 
The transitive closure 
n and with an arc from i to j if and only if ai,j z 0. 
of a graph G is the graph that has an arc from i to j if 
and only if there is a path from i to j in G. Notice that struct( A) contains the 
self-loop (i, i) if a,, # 0. Gilbert has also shown that for almost all matrices A 
with simple eigenvalues and nonzero diagonals, for any eigenbasis there exists 
a permutation matrix P such that 
struct( BP) = transitive closure of struct( A). 
In this work we generalize Gilbert’s results to matrices with repeated 
eigenvalues and weaken the requirement of nonzero diagonals. We analyze 
the structure of the similarity transformations M such that M-‘AM is in 
Jordan canonical form, which we call a Jordan basis for A. We also analyze 
the structure of the real Jordan basis R of A, i.e., a real matrix R such that 
R-‘AR is in real Jordan canonical form. 
Our main conclusion is that the correct structure for the eigenvectors is 
the graph obtained by adding the diagonal arcs to the transitive closure of the 
structure of the matrix. We call this graph the reflexive transitive closure of 
the structure of A and denote it by rstruct( A). Using this concept, we prove 
inclusion results like (1.1) without restrictions on the sparsity pattern and with 
milder conditions on the multiplicity of the eigenvalues. We prove that our 
results are sharp for sparsity patterns that allow nonsingular matrices, a 
generalization of the matrices with nonzero diagonals. 
In order to deal with multiple eigenvalues and nondiagonalizable matri- 
ces, we need the following generalizations of the concept of eigenspace and 
eigenbasis. We call 
S,, A{v E @” such that there exists k for which ( A - A)‘% = 0) 
the maximal invariant subspace of A associated with h. The matrix B E Cnx” 
is a generalized eigenbasis of A if, for any eigenvalue h of A, we can find a 
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basis for all S, A among the columns of B. When A E Rnx” and A ~5 R is 
an eigenvalue of A, we will look at 
R = A, A o E R” such that there exists k for which 
[(A - A)( A - h)]? = O), 
the maximal invariant subspace of A associated with A and A. The matrix 
B E [Wnxn . 1s a real generalized eigenbasis of A if, for any eigenvalue h of A, 
we can find bases for S,, A (if h E R) and R,, A among the columns of B. We 
now state the main results of this paper: 
THEOREM 1. Any A E Cnx” has a generalized eigenbasis B with 
struct( B) c rstruct( A). 
THEOREM 1'. Every matrix A E LQnXn has a real generalized eigenbasis 
B with struct( B) c rstruct( A). 
Theorem 1 is trivial if struct( A) is strongly connected. In this case 
rstruct(A) is a clique, i.e., contains all arcs, and Theorem 1 imposes no 
restrictions on struct( B). It foll ows from Theorem 1 that the matrix 
has a (real) generalized eigenbasis with the same sparsity pattern. 
We denote by Bi the jth column of the matrix B. The matrix B in 
Theorem 1 is a Jordan basis of the columns associated with each eigenvalue A 
are consecutive, Bj, . . . , Bj + m, say, andforj < i <j + m, (A - h)Bi = Bipl 
or (A - A)B, = 0. The next theorems state that there exists B satisfying 
this extra requirement if the defective eigenvalues of A have geometric 
multiplicity one. 
THEOREM 2. Zf the defective eigenvalues of A E C nX n have geometric 
multiplicity one, then A has a Jordan basis M for which there exists a 
permutation matrix P such that struct( MP) c rstruct( A). 
THEOREM 2'. Zf the defective eigenvalues of A E [w’“’ 11 have geometric 
multiplicity one, than A has a real Jordan basis M for which there exists a 
permutation matrix P such that struct(MP) c rstruct( A). 
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Theorems 2 and 2’ impose no restriction on the nondefective eigenvalues, 
but if an eigenvalue is defective, then there should be only one Jordan block 
(trivial or not) containing it. We prove these theorems in Section 3. The 
simplest example of what can go wrong if the hypothesis of Theorem 2 or 2’ 
does not hold is the family of matrices 
with a, b # 0. The graph struct(F(a, b)) has adjacency matrix 
and rstruct(F(a, b)) has adjacency matrix 
i 0 1 0 1 0. 1’  I 
Zero is a defective eigenvalue of the matrices F(a, b), with a Jordan block 
of size 2 and another of size 1 (trivial), having therefore geometric multipli- 
city 2. The eigenvectors have the form v( X, y ) = (x, by, - ay 1, for x or y 
nonzero. Therefore, any eigenbasis of F(a, b) has a column of the form 
(x, by, -ay), y # 0. This implies that there is no permutation matrix P such 
that structt MI’) c rstructt F( a, b). 
Consider the family of matrices 
F(a,b,c,d) = 
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with a, b, c, d # 0. The graph rstruct(F(a, 6, c, d)) is a clique. However, if 






If ab + cd = 0, then 0 is a defective eigenvalue of F(a, b, C, d) with 
geometric multiplicity 2, and Theorem 2 does not apply. Therefore, in all 
cases to which Theorem 2 applies, it overestimates the Jordan basis by the 
entry mz3. This happens because struct(F(u, 6, c, d)) is a singular structure, 
i.e., any matrix with structure S is singular. Theorem 2 can overestimate the 
structure of the Jordan basis for matrices with singular structure. However, 
Theorem 2 does give a sharp estimate for the zero matrix. In this case 
rstruct( A) contains only the arcs (i, i> and is as sparse as any Jordan basis can 
get. The situation for arbitrary singular structures is complicated, and we will 
not discuss it here. 
Theorem 2 is sharp for “almost all” matrices with a given nonsingular 
structure S. We need some definitions for formalize this “almost all.” The set 
of complex matrices with struct( A) c S, which we call C(S), can be identi- 
fied with C”, where m is the number of edges in S. By enumerating the 
edges (i,j> of S, we can associate with each matrix A E C(S) the vector 
E’(A) E C”’ given by uk = uij, where (i,j> is the kth edge of S. The set 
R(S) and the map 9: R(S) + R”’ are analogous. We can then state 
THEOREM 3. If S is a nonsingular structure, then there exists a poly- 
nomial Q # 0 such thut if A E c(S) and Q(%?( A)) # 0, then for any 
generalized eigenbasis B of A there exists a permutation matrix P such that 
struct( BP) = rstruct(S). 
A corollary of Theorem 3 is that, for almost all matrices A with structure 
S, every Jordan basis M satisfies struct( MP) = rstruct( A) for some permuta- 
tion matrix P. The generalization of Theorem 3 to the real case is not so 
straightforward, because we can introduce extra zeros in the basis of the 
subspace associated with each complex eigenvalue. For example, consider the 
family of matrices 
F(a, b) = 
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with a, b # 0. The identity matrix is a real generalized eigenbasis for all 
Ha, b) and its structure is smaller than rstruc@F(a, b)), which is a clique. 
The next theorem is the analogous of theorem 3 for the real case. We use 
the notation i 4 j to indicate that there exists a path from i to j in struct( A). 
(When it is clear which matrix A or structure S we are referring to, we will 
simply write i = j.) 
THEOREM 3’. For any nonsingular structure S there exists a polynomial 
Q f 0 such that if A E K!(S) and Q(9( A)) f 0, then: 
(a) A has .simple eigenvalues. 
(b) There exists a real generalized eigenbasis B of A, with str-ucti B) = 
rstruct( A), such that if A P @ is an eigenvalue of A, { Bj, B,} is a basis of 
R A, A, r * i, and s * i, then the vectors (bri, bSi)T and (b,.j, b,Sj)?‘ are 
linearly independent. 
If Q is the polynomial from Theorem 3’ and Q(E'( A)) # 0, then A has 
simple eigenvalues. Therefore, any real eigenbasis B ’ of A can be obtained 
by permuting and scaling the columns of B and then combining linearly the 
pairs of columns associated with each complex eigenvalue. Since (brj, bYj) and 
(bri, bSj) are linearly independent, we can introduce at most two zeros per 
complex eigenvalue when performing these linear combinations. 
The ideas behind the proofs in this paper are simple. Unfortunately, the 
technical details are tedious. We now present an informal discussion of the 
proofs. After a symmetric permutation of rows and columns, our matrices 
have the form - 
A,, **. Alk 
0 -. : 
0 0’ A;, 
The Aij are blocks, and struct(A,,) is strongly connected. The matrix A has 
(generalized) eigenvectors of the form V = (V,“, . . . , Vj’, 0, . . . , O)?‘, where Vi 
is an eigenvector of A.. and the other V, are obtained by back substitution. 
In other words, to fin d Vi, we solve 
( Aii - h)Vi = Vi’ - f: AjIV2, (I.4 
l=i+l 
with V’ = 0 for eigenvectors and V’ found inductively for generalized 
eigenvalues. 
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Two things could possibly go wrong when solving (1.2): Aji - A could be 
singular, or the solution could have the wrong sparsity pattern. The proofs of 
Theorems 1 and 1’ show that having Aii - A singular does not really matter. 
If we do the inductive construction of the right hand side of (1.2) properly, 
then it will fall in the range of Aii - A. As for sparsity, the crucial point is 
that if V, must be zero in order for V to fit in rstruct( A), then all the 
products AilVl will also be zero and everything works fine. In the proofs of 
Theorems 2 and 2’ we show how to find solutions of (1.2) corresponding to a 
Jordan basis if A is nondefective or has geometric multiplicity one. 
Finally, the proofs of Theorems 3 and 3’ analyze when the solutions V, of 
(1.2) have the component <Vi), equal to zero. For each (i, j), we translate the 
fact that <Vijj is an “unexpected” zero into the fact that 55’(A) is a root of a 
certain polynomial Plj. For example, suppose A is not an eigenvalue of Aii. 
Then, by Cramer’s rule, if <Vi), = 0 then P,,( Aji, Vj, . . . , V,,, A) = 0 for some 
polynomial Pij. Since the V,‘s are rational functions of the entries of A, 
this translates into P:j< A, A) = 0 f or some polynomial P:j. But, since A 
is an eigenvalue of A, we have C(A, A) + 0, where C is the characteris- 
tic polynomial of A. Therefore, Rij, the resultant of C and P$, is such that 
Rjj(5Z’( A)) = 0. We then show that if the structure S is nonsingular 
then R,&%‘(A)) # 0 for some A E C(S), and take 0 as the product of 
the Rij. 
2. PROOFS OF THEOREMS 1, l’, 2, AND 2’ 
In this section we prove Theorems 1, l’, 2, and 2’. The proofs for this real 
Jordan form and the real generalized eigenbasis are adaptations of the proofs 
for the complex case. The main results in this section are Lemmas 3 and 3’. 
They are stronger than Theorems 1 and 1’. They are also the main step in the 
proofs of Theorems 2 and 2’. The theorems follow from the lemmas below. 
Their proofs are presented at the end of the section. 
LEMMA 1. Zf A E C”“‘, 2) E C”, and j E N are such that oi = 0 if 
i * j, then for any A E Cc, 6 = (A - A)v also has the property that if i * j 
then iTi = 0. 
Proof of Lemma 1. Let i, j be such that i * j. It follows that vi = 0 and 
fii = c I + i QiP/* Moreover, for every 1 # i, either i * 1 or 1 * j; otherwise 
i 3 I *j would be a path from i to j. This implies that either ail = 0 or 
vu1 = 0, showing that ailvl = 0 for all I # i. Therefore, Gi = 0 and Lemma 1 
is proved. n 
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It follows from Lemma 1 that if i * j then the ith components of 
(A - #v and [(A - h)( A - h>lkv are zero for all k. 
LEMMA 2. Let h E C be an eigenvalue of A E Cnx n with algebraic 
multiplicity m. Zff or some t < m, dim((A - hjtS,, A) < dim(S,, A) - t, then 
h has geometric multiplicity bigger than one. 
Defining A, = (A - hX A - h), the analog of Lemma 2 for real matrices 
is 
LEMMA 2'. Let A E @ - R be an eigenvalue of A E Rnx” with alge- 
braic multiplicity m. Zf, f or some t < m, dim(AiR,, A) < dim(R,, A) - 2t, 
then h has geometric multiplicity bigger than one. 
Proofs of Lemmas 2, 2’. Left to the reader. n 
LEMMA 3. Given A E CnXn, there exists B E C”‘, with struct(B) c 
rstrnct( A) and such that, for each eigenvalue A of A with algebraic multipli- 
city m, there exist m columns Bj, satisfying 
Span{ Bjc, 1 < i < m} = s,, A (2.3) 
and 
(A - A) Bji E Span{ Bjk s.t. k < i andjk “ji). (2.4) 
(We define Span(0) = (0) and “s.t.” to mean “such that.“) 
Proof of Lemma 3. We use two levels of induction. The first level is 
an induction on the number of strongly connected components of rstruct( A) 
and the second is an induction on the columns corresponding to a given 
eigenvalue A. Summarizing, we 
begin induction on strongly connected components 
argue 
begin induction on columns associated with lambda 
argue 
end induction on columns associated with lambda 
end induction on strongly connected components. 
Let us start the induction on the number of strongly connected compo- 
nents of rstruct(A). If rstruct( A) has only one strongly connected component, 
then it is a clique and we can take B to be any Jordan basis for A. Assume 
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that Lemma 3 holds if rstructt A) has. k - 1 strongly connected components, 
and take A such that rstruct( A) has k strongly connected components. Per- 
forming a symmetric permutation of rows and columns if necessary, we 
assume that 
A= (A;1 :f), (2.5) 
where rstruct( A,,) is a clique and rstruct( A’) has k - 1 strongly connected 
components. 
From now on, if k is an index, then k ’ will denote k - cols( A, l). 
We now construct a matrix 
(2.6) 
satisfying the conclusions of Lemma 3. Let K be a Jordan basis for A,,, and 
take B ’ to be any matrix obtained by applying Lemma 3 to A’. Note that, for 
i,j > cols(A,,), 
b;zjr = bij and i Aj iff i’ sjr. 
We will construct, for each eigenvalue A of A’, columns of Lj8 such that if 
Bj, E S, Ar then 
Let m be the algebraic multiplicity of A as an eigenvalue of A,,, and m’ 
the algebraic multiplicity of h as an eigenvalue of A’. (Take m = 0 if A is not 
an eigenvalue of A,, .) In order to avoid the cumbersome notation Bji, we 
only analyze the case in which B,‘,, 1 <j’ < m’, are the columns of B’ that 
form a basis for S, A,, and K], 1 <j < m, are the columns of A,, corre- 
sponding to h. The general case can be treated replacing Bj, with Bji and Kj 
with Kjt in the argument below, or by noticing that the order in which Bi 
and B; appear is irrelevant. What really matters is whether i aj or not. 
Since t j j for j, t ,< cols( A,,), the first m columns of B, Bj = (KJ’, O)T, 
satisfy the conditions of Lemma 3: (A - h>B, E Span{ B, s.t. 1 < t < j and 
t q. 
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We now begin the second induction, to determine the columns Lj! for 
1 -<jr < m’. Supp ose we have determined, for 1 < t’ < j’ < m’, L,, satisfy- 
ing (2.4) and such that L,, = 0 if i * t for some i < cols( A,i). (We can 
always do that for j’ = 1, since there is no t’ such that 1 < t’ < j’ = 1.) We 
remark that, since struct( A,,) is strongly connected, i j t for some i 6 
cols( A,,) iff 1 = t for all I Q cols( A,,). Thus, either (a) i *j for all 
i < cols( A,,) or (b) i 2 j for all i < cols( A,,). 
Since, by the first induction, B’ satisfies (2.4), and i aj iff i’ s;j’, we 
have 
(A’ - A) I$, E Span{&. s.t. cols( A,,) < t <j and t Aj}. (2.7) 
In case (a), for any i < cold A,,) and t > cols( A,,), either i * t or 
t *j. Thus, either (Alz)it, = 0 or b:.j. = 0. Therefore, (A,,BJI.>, = 0 for 
every i and A,, Bj, = 0. Moreover, if t - j, then i * t for all i < cols( A,,) 
and, by the second induction, L,, = 0. Therefore, if we take Ljr = 0 then 
E Span{B, s.t. cols( A,,) < t <j and t Aj) 
and we are done with case (a). 
In case (b) we do not need to worry about the sparsity of Ljc. From (2.7) 
we obtain ( A’ - h)B,I, = C, <j CY, Bi,, with crt = 0 if t * j. Since 
Span{ K, s.t. 1 < t < m} + Range{ A,, - A} = Q=co’s(A1~), 
there exists Ljr such that 
” 1 
( A,, - h) Ljs + A,, B;, - ‘f cx,LJtr E Span{k, s.t. 1 < t < m}. 
t’=l 
This implies that ( A - h) Bj belongs to 
S=Span{B,s.t.l<t<m} 
+ Span{B, s.t. cols( A,,) < t <j and t aj}. 
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Since t dj for all t < cols( A,,). 
s = SpanIB, s.t. (1 G t G m or cols( A,,) < t <j) and t 4 j}. 
Since ( A - A) Bj E S, Bj is as required by Lemma 3 and we are done with 
case (b). 
This finishes the inductive construction of L and the proof of Lemma 3. 
W 
LEMMA 3’. Gizjen A E RrrXn, there exists B E [w”‘” with struct(B) C 
struct(A) and such that, f or each eigenvalue h of A with algebraic multipli- 
city m, either 
(a) A E R and there exist m columns Bjt for which Span{ Bjz, 1 < i < 
ml = s,, * and (A - h>BJC E Span{BJk s.t. 1 < k < i and j, 4 j,}, or 
(b) A GE R and there exist 2 m columns Bjl for which Span{ Bj,, 1 < i < 
ml = R,, .4, 
E Span Bjk s.t. 1 < k < 2i - 1 andjk 4 jzi} 
( (2.8) 
and, for every 1 < i < m, 
.hl * j,i -J2i-1. (2.9) 
Proof of Lemma 3’. This proof is an adaptation of the last one. The 
proofs are exactly the same up to the induction to construct the columns of L 
and when A is real. We proceed with the case A @ R. We want to find Ljr 
such that if Bj, E R, As then 
Bj = 
Ljf ! I ER* A’ B;, 
We assume that Bj,, 1 < j’ < 2m’, form a basis for R, At and Kj, 
1 < j < 2m, are the columns of K corresponding to A. We now use 
induction to determine Lzj. ~ 1 and Lzjr. Suppose that, for 1 < t’ <j’ < m’, 
we have determined L,,, and Lztfpl satisfying (2.8) and (2.91, with Lztf = 
L 2t’-l = 0 if i * 2t for some i < cols(A,,). 
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Since struct(A,,) is strongly connected, if 2i < m then jZi * jZi _ i * jZi. 
If 2i - 1 > cols( A,,) then, by induction and (2.9), 
This is equivalent to jZi+ r 4 jZi 3 jZi 1. Thus, B satisfies (2.9). Analogously 
to the last proof, we have only two possibilities: either (a’) i * 2j and 
i * 2j - 1 for all i < cols( A,, > or (b’) i * 2j and i = 2j - 1 for all 
i < cols( A,,). 
Since h has geometric multiplicity one, it follows from (2.8) that, for 
r = 0 or 1, there exist (Y,.~, such that 
2(j’ - 1) 
(A’ - %)( A’ - A)&, = c a,,rB;,, 
t’= I 
with c+, = O if t * 2j - r. Since K,, 1 < t < 2m, form a basis for R, A Y 1, 
there exist p,,, for s < 2m, and Lzjt_,. such that 
2(j’ - 1) 
(Au - A)( A,, - h)Lzjr+. + A,,B;jr_r = ‘f &Kt + c c+L,,. 
t=1 t’= 1 
Replacing A - h by A,, the same arguments used to analyze cases (a) 
and (b) in the last p roof apply to cases (a’) and (b’), and we are done with the 
proof of Lemma 3’. n 
Proof of Theorem 1 (1’). Theorem 1 (1’) follows directly from Lemma 3 
(3’). n 
Proof of Theorem 2. Let B ’ be a matrix obtained by applying Lemma 3 
to A. We construct a Jordan basis B for A by modifying the columns of B ’ 
associated with each eigenvalue h. Let Bj,, 1 < i < m, be a basis for S,, A. 
Again, we assume that ji = i. If h is nondefective, we take Bj = Bi for all 
1 < i < m. These columns have the correct spars&y and are a basis for S, ,,,. 
When h is defective, we can still take B, = B;, which is the A-eigenvector. 
However, for 1 < j < m, taking B,j = Bi may not work, because we must also 
have 
(A - A) Bj = Bj_l. (2.10) 
EIGENVECTORS OF SPARSE MATRICES 13 
In the rest of the proof we show that we can modify the columns of B ’ in 
order to achieve (2.10) h’l p w 1 e reserving the appropriate sparsity pattern. Let 
us define 
Sj = Span{ Bi such that i < j} . 
Since B’ satisfies (2.3) and (2.4), S,, = S,, A and (A - A)‘j~“S, c S,. Since 
A has geometric multiplicity one, we can take Bj E Sj, for 1 < j < m, such 
that (A - A>BJ = Bj_ , if 1 <j < m. We claim that b,j = 0 if i * j. Since 
Bj E Sj, the claim will hold if hi, = 0 for all i, j with i * j and 1 < t < j. 
Therefore, the proof will be complete if we show that if there exist i, j and 
t <j such that i * j and bj, = 0, then A has geometric multiplicity bigger 
than one. 
In order to prove the last statement, let f be the first t for which bi, f 
0. Since i *j, bij = 0 and f < j. Take o = (A - A)]-fB;. Since B,’ is 
such that I *j implies (Bi>l = 0, it follows from Lemma 1 that vi = 0. 
Since (A - A)jPfSj c Sr, we have G = aBi + 6 for some 6 E SCf_ i) and 
cr E @. Thus, 0 = ui = abir, because f is the first t for which bi, f 
0. Therefore, (Y = 0 and o = 6 E SfP i. Since Sj = SjP i @ Span{ BJ} and 
(A - A)jP/Sj_, C Sf_ ,, we conclude that (A - A>;jPfSj c Si_ i. Therefore, 
( A - A)‘“%,, A = (A - A)“-f( A - A)‘lP.iSh, A 
c ( A - A)“s, c S.,m ,. 
This implies that dim(( A - A)“‘-fS,, A) < f, and it follows from Lemma 2 
that A has geometric multiplicity bigger than one. This concludes the proof of 
Theorem 2. n 
Proof of Theorem 2. This proof is an adaptation of the last one. Taking 
the last proof into account, we only need to modify the columns of B ’ 
corresponding to a pair of defective complex eigenvalues, A and A, with 
algebraic multiplicity m and geometric multiplicity one. 
As before, we assume that the columns B;, 1 < j < 2m, form a basis for 
R . Since A, SpanIB;, B;} = {O}, we can take B, = B; and B, = Bb. For 
1 ‘kAj < m, we must find Bj with the appropriate sparsity pattern and such 
that 
A,Span{BzjP1, B,,} = Span{&-,, Bzj-z)* (2.11) 
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Analogously to the complex case, we take Sj = Span{ Bi such that i < Zj}. It 
follows from (2.8) that there exist Bsj_ 1, Bzj E Sj, for 1 <j < m, satisfying 
(2.10). 
As in the last proof, we will be done if we prove the following statement: 
if there exist i, j, r, t such that i * 2j - r and b:, # 0 for r = 0 or 1 and 
t < 2j - 1, then A has geometric multiplicity bigger than one. To prove this 
statement, let f = 2h - r be the first value of t for which hi, f 0. Since B’ 
satisfies (2.91, we have i * 2j and i * Zj - 1 and bi,,j, = bjczj_ ,) = 0; thus 
h <j. Take or = Ai-“B;,_, for r = 0,l. Then S, = Span{S),_,, Y”, v’} and 
or = (Y,B;/~~~ + p, B;, + 6, for some 6, E S,- i. Since i * 2j - r implies 
Bkj_? = 0, it follows from Lemma 1 that uir = 0. Therefore. 
Since (bi,,,_ L), b&,1 z (O,O), the matrix 
%I PO 
i 1 a1 Pi 
is singular and there exist y0 and 7, such that Y~‘Y,, 
y, p, = 0. Therefore, 
yo”() + y$ = 706” + 71% + (Yo”0 -1 
+(Yo& + ~1 Pi)%,, E sk-1. 
(2.12) 
(2.13) 
- .-Ylal = Yo PO + 
As in the complex case, dim( A:-“(R, .>) < dim(Sk) < dim(S,_ i> + I < 
2h. Lemma 2’ shows that h has geometric multiplicity bigger than one, and 
Theorem 2’ is proved. n 
3. PROOF OF THEOREMS 3 AND 3’ 
In this section we prove Theorems 3 and 3’. We denote by Zp[ X] the set 
of polynomials in p variables with integer coefficients. We use S to denote a 
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structure, n for its number of nodes, and m for its number of edges. Our 
main tool is the following lemma: 
LEMMA 4. G&en n + 1 polynomials P,(s, A) E ZP+CI[ X], with h E C=” 
and z E C”, there exists R( z> E Z,,[ X] such that R(z) = 0 ifl there exists A 
for which P,(z, h) : o for all i. 
The polynomial A in Lemma 4 is called the resultant of the P,“s with 
respect to A (see [2]). We now present, and prove, some lemmas used in the 
proofs of Theorems 3 and 3’. 
LEMMA 5. There exists a polynomial C, E ZJX], C,, # 0, such that 
A E @,,X,, hns a multiple eigendue ifl C,l(@(A)) = 0. 
Proof of Lemma 5. Let C,, be the resultant of the characteristic poly- 
nomial of A and its derivative with respect to A. n 
We should be careful when using Lemma 5 for matrices with a given 
sparsity pattern S, because the restriction C, to %?(C(S)) may be identically 
zero. That is why we need the nonsingularity of the structure in Theorems 3 
and 3’. 
LEMMA 6. If the structure S is nonsingular, then C,,(E’( A)) # 0 jbr 
some A E C(S). 
Proof of Lemma 6. The structure S is nonsingular iff there exists 
a perfect matching i - pi in the bipartite graph of rows and columns of 
the matrices in C(S). The matching can be seen as a permutation P = 
(pl,. .., P,~), and the entries mip of A E C(S) are allowed to be nonzero. 
Break this permutations into c cycles, with the k th cycle having length I,. 
Let A be the matrix defined by hiI = 0 if j # pi and bi,* = k if i is in the 
kth cycle of P. The eigenvalues of A have the form jw, where 1 < j < c and 
w is a ljth root of unity. Therefore, A has Cj G ~ l,i = n distinct eigenvalues, 
and Lemma 6 is proved. n 
LEMMA 7. There exists a polynomial n,, E ZJX], n, # 0, such that 
A E @ “I x ,I has an eigenvector o with some component equal to zero if 
&,(%‘(A)) = 0. 
Proof of Lemma 7. Let A(” be the matrix obtained by removing the ith 
row and column of A. A has a h-eigenvector v with vi = 0 iff A is also an 
eigenvalue of A (i). Let P, be the resultant of the characteristic polynomials of 
A and ACi). A has an eigenvector w with oi = 0 iff P,(‘Z’( A)) = 0. Therefore, 
II, given by the product of the P,‘s satisfies the conclusion of Lemma 7. H 
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Lemma 7 proves Theorem 3 when S has only one strongly connected 
component. In the general case, by performing a symmetric permutation of 
rows and columns of A if necessary, we can assume that the matrices in C(S) 
have the form 
A= 
All Al, *** Al, 
0 A,, ..a A,, 
0 0 . . : 
0 0 0’ A;, 
where k is the number of strongly connected components of S. Each block 
Aii is square, and we denote its dimension by n,. The block 
columns from si = 1 + C, < i n, to si + i - 1 and the rows from 
Aij spans the 
sjtos. -1. 1+i 
The eigenvectors of A have the form u = (VP,. . . , VkT)r, where V, is a n, 
dimensional vector and there exists j such that Vi = 0 for i > j, Vj is an 
eigenvector of Ajj, and for 1 < t <j, (A,, - A)V, = -C, <L G j A,,%‘,. 
(3.14) 
It follows that if A is a simple eigenvalue of A and the first component of 
Vj, u,,,, is nonzero, then there exists Pij E Z,,+,[X] such that 
vi = det( A$’ - A) l-liZj+r det( A,, - A) “I’ (3.15) 
where A::’ is the matrix obtained by deleting the first row and column of Ajj. 
LEMMA 8. If the structure S, corresponding to the matrices in (3.14), is 
nonsingular and i, j, 1 are such that sj < 1 < qj+ 1j and i - 1, then there 
exists a polynomial Rij E Z,,,[X], Rij # 0, such that if A E C(S) has an 
eigenvector v, associated with an eigenvalue h of Ajj, with vi = 0, then 
Rij(‘Z”(A)) = 0. 
Proof of Lemma 8. We will take Rjj of the form 
where Rij is yet to be determined and Alj is the resultant of the characteris- 
tic polynomials of A,, and Ajj with respect to the eigenvalue A. The C, and 
EIGENVECTORS OF SPARSE MATRICES 17 
II, come from Lemmas 5 and 7. Since Rij is given by (3.16), it follows from 
the lemmas above that if Rij(‘Z’(A)) # 0, then Ajj has simple eigenvalues, 
has a dense eigenvector matrix, and has no eigenvalue in common with the 
other blocks A,,. 
Take Rij to be the resultant with respect to A of Pij, in Equation (3.15), 
and the characteristic polynomial of A,jj. If R,,.(kF(A)) f 0 and A is an 
eigenvalue of Ajj, then we can use the formula (3.15) to compute its 
eigenvector v. Therefore, if vi = 0 then Pij(%?( A), A) = 0, and since A is an 
eigenvalue of Ajj, we have R:&%?(A)) = Rij(E’(A)) = 0 and Rij is as 
required by the last part of the conclusion of Lemma 8. 
We now construct A E C(S) for which R,,.(E’( A)) f 0, or for which all 
the polynomials in the product (3.16) are nonzero. Take Ajj = M to be the 
matrix corresponding to a shift, i.e., m(,(,+,) = 1 for 1 < I < nj, m,, , = 1, 
and rnlrc = 0 otherwise. Take nil = 1. Let all the other a,,, = 0.’ Then 
A E C(S), the eigenvalues of Ajj are the njth roots of unity, and the 
eigenvalues of the other diagonal blocks are all equal to zero. One eigenvec- 
tor matrix of Ajj if B with h,,% = wCY ‘, where w,, 1 < s < nj, are the njth 
roots of unity. If w,~ is an eigenvalue of A,j with eigenvector v,, then (3.15) 
leads to vi = - w,:- ‘1 /o,~ # 0. Therefore Rij(@A)) # 0, and the proof of 
Lemma 8 is complete. n 
LEMMA 9. 1f the structure S, corresponding to the m&-ices in (3.14), is 
nonsingular andj, 1, r, s are such that r < s, sj < 1 < s,+ I) r 3 1, and s - 1, 
then there exists a polynomial R,,sj E Z,,,[ Xl, R,,sj # 0, such that if A E C(S) 






~ I v(l) p3 = 0, P s (3.17) 
then R,j,(@A)) = 0. 
Proof of Lemma 9. This proof is similar to the proof of Lemma 8. We 
take 
(3.18) 
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where a;, , KI, , and A,,. are as in (3.16). D&l is the resultant with respect to 
(A,, A2) of thebolynomials P,, P,, and P, below: P,(E’( A), A,, A,) = C,( A,), 
and 
where C, is the characteristic polynomial of A. Notice that P, is a poly- . _ 
nomial, since the factor A, - A, cancels out. Finally, P,(‘Z’( A), A,, A,) is the 
numerator of the rational function obtained by using (formally) (3.15) to 
evaluate (3.17). Therefore, if there exist eigenvalues A, # A, of Ajj with 
eigenvectors (for A) u 
and DrSj(%‘(A)) = 0. 
(I), u(‘) for which (3.17) holds, then D$(E( A)) = 0 
We construct now A E c(S) for which D,.vj # 0. Let M E Cnjxnl be a 
matrix with entries algebraically independent over the rationals. It follows 
that 
mil mit I I zo %l m,,t 
for all i, 1, u, t. Take Ajj = M-‘DM, where D is the nj X nj diagonal matrix 
with dii = i. We have r < s < s. 
J+l> 
because r =a 1, s * 1, 1 < s~+~, and A 
is as in (3.14). Therefore, there are three possibilities: (a) sj < r < s < sj+ 1, 
(b) r < sj < s < s,+,, 
take a,[ = 
and (c) r < s < sj. In case (b) take a,l = I. In case (c) 
as2 = 1. In all three cases, take the remaining entries of A to be 
zero. 
Let us show that D,.,j(A) # 0 (see (3.18)). If j # I, the A, 
(%Y( A,,), E’( Ajj)) # 0, because Ajj has no eigenvalue in common with the 
block Ajj. Also, lI,(%‘( Ajj)) # 0 because Ajj has simple eigenvalues. Zn, 
(@A,,)) # 0 becauie the eigenvector matrix of A.. is dense. Therefore, we 
only need to show that D:,.(E'( A)) # 0, which ho& iff there is no (A,, A,) 
E @” such that P,(‘?Y( A), A,, A,) = P,(@ A), A,, AZ) = i’,(g( A), A,, 
A,) = 0. 
If Pi(%?( A), A,, A,) = 0, then A, is an eigenvalue of Ajj. If P,(@A), 
A,, A,) is also zero then either (1) A, Z A, are eigenvalues of Ajj or (2) 
A, = A, and dC,/dA(Ar) = 0. However, (2) cannot hold, because Ajj has 
simple eigenvalues. Thus, if 
I’#?( A), A,, A*) = f’@(A)> A,, A,) = 0, (3.19) 
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then A, and A, are distinct eigenvalues of Ajj. We then use (3.15) to 
compute eigenvectors corresponding to A, and A,. In the three cases (a), (b), 
(c) above, the determinant in (3.17) is a rational combination of the entries of 
A4 (the eigenvector matrix of A) with coefficients different from zero. Since 
the entries of M are algebraically independent, this determinant is nonzero. 
Therefore, if (3.19) holds, then I’,(%‘( A), A,, A,) # 0, which implies that 
Disj(E’( A)) f 0 and completes the proof of Lemma 9. n 
Proof of Theorem 3. We assume that A satisfies (3.14). Let Q = 
CsIIsR,, where R, is the product of all the Rij from Lemma 8 for which 
i 3 sj and lI,(‘SZ’(A)) = IIiGkKI,,(dA,,). We have Q # 0 because all the 
factors in the product above are nonzero. 
Let A be a matrix for which Q(E’( A)) # 0. Since CS(E7(A)) # 0, A has 
simple eigenvalues, and since II,(E’( A)) + 0, the eigenvectors of the blocks 
Ajj have all their components different from zero. Therefore, for each j, we 
can apply (3.15) to obtain the other components of the eigenvectors of A 
corresponding to the eigenvalues of A,. We can then form an eigenbasis B’ 
for A by taking the Zth column of B ‘, for (1 = sj + r < sj+ 1, to be the 
eigenvector associated with the rth eigenvalue of Ajj (according to some 
appropriate ordering). RS(L?(A)) # 0 implies that if i * I then bi, f 0. 
Since any generalized eigenbasis B for A can be obtained by scaling and 
permuting the columns of B ‘, we are done with the proof of Theorem 3. n 
Proof of Theorem 3’. We assume that A satisfies (3.14). Let Q = 
CsIIs D,, with IIs and 2, as in the last proof. D, is the product of the D,, 
from Lemma 9 for which r * 1 and .s * 1 for some sj < 1 < sj + i. We have 
Q # 0 because all its factors are nonzero. 
Let A E R(S) be such that Q(‘Z’( A)) # 0. Then A has simple eigenval- 
ues, and if A e R is an eigenvalue of A, then A and 3 are eigenvalues of the 
same diagonal block, Ajj, say. Moreover, if 0 is an A-eigenvector then 
o=x+i y, where J-1 = i, x and y are real, and U = x - iy is the 
h-eigenvector of A as a complex matrix. Let r, s be such that r - 1 and 
s * 1 for some sj < 1 < s,+). Since D(E’( A)) # 0, we have D,,5j # 0 and 
(3.20) 
20 WALTER F. MASCARENHAS 
Therefore, (x,, x,)r and ( yr, ys)’ are linearly independent. It follows that 
there exists at most one value of r for which r - I and X, = 0. This implies 
that for CY > 0 and small enough the vectors (x,, r,)r + a( y,., ysjT and 
4x,, X,Y + ( yr, ysY are linearly independent and have nonzero entries. 
We construct a real eigenbasis B for A as required by Theorem 3’ as 
follows: Let B’ be a complex eigenbasis for A given by Theorem 3. Since 
Q@“(A)) f 0, A h as simple eigenvalues. If B; is an eigenvector associated 
with a real eigenvalue, then take Bj = Bj. Otherwise, let Bj be the column 
associated with i, and take Bj = R + c-u1 and B, = Z + aR, where R is the 
real part of B;, Z is its imaginary part, and cr > 0 is small enough so that if 
r *j and s *j then b,, bjl and the determinants in (3.20) are nonzero. 
This finishes the proof of Theorem 3’. n 
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