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1. Introduction
We begin by deﬁning the question. Let H and K be Banach spaces and let A0, A1 ∈ L(H, K ) be bounded linear maps. Let
z ∈ C be a complex variable. We wish to consider the linearly perturbed operator A(z) = A0 + A1z ∈ L(H, K ). It is clear that
the operator-valued function A : C → L(H, K ) is analytic everywhere. Under what circumstances can we ﬁnd an analytic
expression in a region 0< |z| < r for the inverse operator A(z)−1?
1.1. Regular perturbations
If A0(H) = K and A−10 ({0}) = {0} then A−10 ∈ L(K , H) is well deﬁned. The sequence {X j} ⊂ L(K , H) deﬁned by
X j = (−1) j
(
A−10 A1
) j
A−10
for each j ∈ Z+ is a solution to each of the linear systems
A0X0 = I X0A0 = I
A1X0 + A0X1 = 0 X0A1 + X1A0 = 0
A1X1 + A0X2 = 0 and X1A1 + X2A0 = 0
A1X2 + A0X3 = 0 X2A1 + X3A0 = 0
...
... (1.1)
and furthermore, from the deﬁnition, it follows that ‖X j‖  ‖A−10 ‖ j+1‖A1‖ j for all j ∈ Z+ . If we deﬁne r = 1/R where
R = ‖A−10 ‖ · ‖A1‖, then
(A0 + A1z)−1 = X0 + X1z + X2z2 + · · ·
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P. Howlett et al. / J. Math. Anal. Appl. 366 (2010) 112–123 113for all z ∈ C with |z| < r. The Maclaurin series expansion for the inverse operator is known as the Neumann expansion [10].
In previous work we have referred to Eqs. (1.1) as the key equations or the fundamental equations for inversion of a regular
perturbation but in this paper we will use the term determining equations for the system. We must use two-sided equations
to deﬁne an inverse operator in inﬁnite dimensional Banach space as the following example shows.
1.1.1. An operator that is not invertible
Let A ∈ L(1) be a bounded linear operator on the set of vectors v = [vi] such that ‖v‖1 =∑i |vi | < ∞. If ∞ denotes
the set of vectors u = [ui] with bounded elements then we can deﬁne a bounded linear operator uT ∈ L(1,R) by the
formula uT ei = ui where e1, e2, . . . are the standard unit vectors in 1. We can now represent each A ∈ L(1) as an inﬁnite
dimensional matrix A = [aij] where aij = eTi Ae j and |aij| is bounded. Deﬁne
A =
⎡
⎢⎢⎣
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .
⎤
⎥⎥⎦ and X =
⎡
⎢⎢⎣
0 0 0 0 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
...
...
...
...
. . .
⎤
⎥⎥⎦ .
Both A and X are elements of L(1) and we have AX = I but X A 	= I . The mapping A is surjective but not injective. That is
A maps 1 onto 1 but the mapping is not 1–1.
1.2. Singular perturbations with a ﬁrst order pole
What can be done when A0 is singular? We begin by reviewing some key results.
Lemma 1.1 (Howlett and Avrachenkov). Let H and K be Hilbert spaces and let A0, A1 ∈ L(H, K ) be bounded linear maps. For each
z ∈ C deﬁne A(z) ∈ L(H, K ) by A(z) = A0 + A1z. Suppose A0(H) = K and M = A0−1({0}) 	= {0} and let N = A1(M) ⊂ K . If
A(z0)−1 is well deﬁned for some z0 	= 0 then A1 is bounded below on M and N is a closed subspace of K .
Proof. We refer to the proof in [9]. Note that the proof relies on the Banach Inverse Theorem [13, p. 149] and remains valid
when H and K are Banach spaces. 
Since M = A0−1({0}) is closed and since the orthogonal complement M⊥ is also closed it follows that H1 = M and
H2 = M⊥ are each Hilbert spaces and that H = H1 ⊕ H2. Let P ∈ L(H, H) denote the natural projection onto the subspace
M ⊂ H and deﬁne associated orthogonal projections Pi ∈ L(H, Hi) for i = 1,2 by setting P1 = P and P2 = I − P . Deﬁne
S ∈ L(H, H1 × H2) by the formula
Sx =
(
P1x
P2x
)
for each x ∈ H . Since 〈Sx1, Sx2〉 = 〈x1, x2〉 for each x1, x2 ∈ H the mapping S deﬁnes a unitary equivalence between H
and H1 × H2. In the same way note that N = A1(M) is closed and since N⊥ is also closed it follows that K1 = N and
K2 = N⊥ are each Hilbert spaces and that K = K1 ⊕ K2. Let Q ∈ L(K , K ) denote the natural projection onto the subspace
N ⊂ K and deﬁne associated orthogonal projections Q j ∈ L(K , K j) for j = 1,2 by setting Q 1 = Q and Q 2 = I − Q . Deﬁne
T ∈ L(K , K1 × K2) by the formula
T y =
(
Q 1 y
Q 2 y
)
for each y ∈ K . The mapping T deﬁnes a unitary equivalence between K and K1 × K2. Now partition the operators A0 and
A1 in the form
T A0S
∗ =
(
0 A012
0 A022
)
and T A1S
∗ =
(
A111 A112
0 A122
)
where A0 i j, A1i j ∈ L(Hi, K j) and where we note that A011 = Q 1A0P∗1 = 0, A012 = Q 1A0P∗2 , A021 = Q 2A0P∗1 = 0, A022 =
Q 2A0P∗2 , A111 = Q 1A1P∗1 , A112 = Q 1A1P∗2 , A121 = Q 2A1P∗1 = 0 and A122 = Q 2A1P∗2 .
Remark 1.2. Recall that if A0(H) = K and M = A−10 ({0}) 	= {0} and if A(z0)−1 exists for some z0 ∈ C with z0 	= 0 then
A1 is bounded below on M = H1. Equivalently we can say that A111 ∈ L(H1, K1) is bounded below. We have written
K1 = N = A1(M). It follows that A111 is a 1–1 mapping of H1 onto K1 and that A−1111 ∈ L(K1, H1) is well deﬁned.
Theorem 1.3 (Howlett and Avrachenkov). Let A0 ∈ L(H, K ) with A0(H) = K and A0−1({0}) 	= {0}. Suppose A111 ∈ L(H1, K1) is a
1–1 mapping of H1 onto K1 . The mapping A(z) ∈ L(H, K ) is a 1–1 mapping of H onto K if and only if z 	= 0 and (A022 + A122z) ∈
L(H2, K2) is a 1–1 mapping of H2 onto K2 . In this case
A(z)−1 = P∗1 A−1111Q 1/z +
[
P∗2 − P∗1 A−1111(A012 + A112z)/z
]
(A022 + A122z)−1Q 2. (1.2)
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Corollary 1.4. If A022 ∈ L(H2, K2) is a 1–1 mapping of H2 = M⊥ onto K2 = N⊥ then A022−1 is well deﬁned and for some real
number r > 0 the operator (A022 + A122z) ∈ L(H2, K2) is deﬁned by a convergent Neumann series in the region |z| < r. Thus the
operator A(z)−1 is deﬁned in the region 0< |z| < r by a convergent Laurent series with a pole of order 1 at z = 0.
Remark 1.5. The above result relies directly on the corresponding decompositions
H = H1 ⊕ H2 = M ⊕ M⊥ and K = K1 ⊕ K2 = N ⊕ N⊥.
There is no such orthogonal decomposition in Banach space.
1.3. Necessary conditions for a singular perturbation with a ﬁrst order pole
Let us now consider the possibility of an analogous result in Banach space where the inverse operator can be represented
in a neighbourhood of z = 0 by a Laurent series with a pole of order 1. If we assume a relationship of the form
(A0 + A1z)−1 = 1
z
(
X0 + X1z + X2z2 + · · ·
)
that is valid for some deleted neighbourhood 0< |z| < r then the sequence {X j} ⊂ L(K , H) must satisfy the equations
A0X0 = 0 X0A0 = 0
A1X0 + A0X1 = I X0A1 + X1A0 = I
A1X1 + A0X2 = 0 and X1A1 + X2A0 = 0
A1X2 + A0X3 = 0 X2A1 + X3A0 = 0
...
... (1.3)
and since ‖X j‖ · |z| j → 0 as j → ∞ for all z with 0 < |z| < r we must have ‖X j‖  R j+1 for some R > 0. We will refer
to (1.3) as the determining equations for inversion of a singular perturbation with a pole of order 1. Our investigation will
focus on the role of these determining equations.
Remark 1.6. Consider the Hilbert space formula (1.2) in the case where A−1022 is well deﬁned. By applying the Neumann
expansion to the term (A022 + A122z)−1 we have
X0 = P∗1 A−1111Q 1 − P∗1 A−1111A012A−1022Q 2
and
X j =
(
P∗2 − P∗1 A−1111A112
)
A−1022
[−A122A−1022] j−1Q 2 + P∗1 A−1111A012A−1022[−A122A−1022] j Q 2
for j  1. Since
A0 =
(
Q ∗1 A012 + Q ∗2 A022
)
P2 and A1 = Q ∗1 A111P1 +
(
Q ∗1 A112 + Q ∗2 A122
)
P2
we can use an explicit calculation to check that Eqs. (1.3) are satisﬁed.
1.4. Motivation
There are two applications that attracted our attention. In the ﬁrst instance we consider the problem of input retrieval
in inﬁnite dimensional linear systems and in the second instance we refer brieﬂy to a singularly perturbed Markov process
described in an earlier paper [9].
1.4.1. Input retrieval in linear control systems
For a general discussion about semigroups we refer to the classic texts by Kato [10] and Yosida [17]. Let H be a Banach
space and let A ∈ L(H) be a bounded linear map on H . Suppose there exists some ω > 0 and further suppose that for each
 with 0<  < ω we can ﬁnd M > 0 such that
∥∥(sI − A)−1∥∥ M|s|
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the resolvent of A is given by the formula
(sI − A)−1 =
∞∫
0
e−st · eAt · dt
for s ∈ C with (s) > 0. Thus the resolvent of A can be interpreted as the Laplace transform of the semigroup gener-
ated by A. The theory of one parameter semigroups is described clearly and concisely in Kato [10, pp. 479–495]. The
integral in the above expression is a Bochner integral. For more information about the Bochner integral consult Yosida
[17, pp. 132–135]. If rσ > 0 is the spectral radius of A then Yosida [17, Theorem 3, p. 211] shows that
(sI − A)−1 = 1
s
[
I + A
s
+
(
A
s
)2
+ · · ·
]
for all s ∈ C with |s| > rσ . Now suppose that G and K are Banach spaces and that B ∈ L(G, H) and C ∈ L(H, K ) are bounded
linear transformations. Let u : [0,∞) → G be an analytic function deﬁned by
u(t) = u0 + u1t + u2t
2
2! + · · ·
for all t ∈ [0,∞) where {u j} ⊂ G and ‖u j‖ a j+1 for some a ∈ R with a > 0. The Laplace transform of u will be
U (s) = 1
s
[
u0 + u1
s
+ u2
s2
+ · · ·
]
for |s| > a. We will consider an inﬁnite dimensional linear control system
x′ = Ax+ Bu,
y = Cx
where u = u(t) is the input, x = x(t) is the state and y = y(t) is the output. We will assume that the system is initially at
rest. Thus we assume x(0) = 0. If the input to the system is assumed to be analytic (as described above) it follows from
Kato [10, Theorem 1.27, pp. 493–494] that the output from the system is determined by the formula
y(t) =
t∫
0
CeA(t−τ )B · u(τ )dτ
or equivalently by the corresponding Laplace transform formula
Y (s) = C(sI − A)−1B · U (s).
The latter formula will be well-deﬁned in the region |s| >max[rσ ,a] by the series expansion
Y (s) = 1
s
[
C B + C AB
s
+ C A
2B
s2
+ · · ·
]
· U (s).
Thus the problem of input retrieval can be formulated as a power series inversion problem with
U (s) = s ·
[
C B + C AB
s
+ C A
2B
s2
+ · · ·
]−1
· Y (s).
If we write z = 1/s and deﬁne A0 = C B and A1 = C AB then we can certainly ﬁnd the desired inverse operator if we can
ﬁnd an expression for (A0 + A1z)−1 in some region 0< |z| < r. We are particularly interested in the case where A0 = C B is
singular. Information about this method for ﬁnite dimensional linear systems can be found in [6,14].
1.4.2. A perturbed Markov process
Let X = C([0,1]) be the Banach space of continuous complex-valued functions on [0,1] and X∗ = rca([0,1]) the corre-
sponding adjoint space of regular countably additive complex-valued measures on [0,1]. Deﬁne a continuous state Markov
process T : X∗ → X∗ by the formula
T ξ
([0, t])= ξ([0, t])+ t
∫
(t,1]
dξ([0, s])
s
for t ∈ [0,1) with T ξ([0,1]) = ξ([0,1]). Consider the transformation T : X∗ → X∗ deﬁned by
T = (1− )I + T
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small probability of transition between states. If we deﬁne the Dirac measure δ ∈ X∗ by the formula 〈δ,ϕ〉 = ϕ(0) then it is
shown in [9] that Tn+1ξ → T∞ξ = ξ([0,1])δ in the weak∗ sense as n → ∞. If we deﬁne A0 = T∞ and A1 = I − T then the
equation[
I − T + T∞
]
ξ = η ⇔ [T∞ + (I − T )]ξ = η
can be rewritten as (A0+ A1)ξ = η where A0 is singular. The solution to this equation is given in [9]. As might be expected
there is a pole of order one at  = 0.
1.5. Previous work
The work on perturbed linear operators has mostly been restricted to matrix operators [2–5,15,16], classes of differential
operators [11,16] or Fredholm operators [3] and has often concentrated on analysis of the eigenspaces [10,12]. The local
theory of regular analytic matrix functions developed in Gohberg et al. [4] uses a canonical system of root functions to
compute a representation of the Laurent principal part of the inverse operator near an isolated singular point. In this
ﬁnite dimensional analysis the determinant of the matrix function plays a key diagnostic role. Although an earlier, elegant,
exposition in Vishik and Lyusternik [16] is more general in scope the inversion formulae are developed for singularities
on ﬁnite dimensional subspaces. Gohberg et al. [3] contains a systematic treatment of perturbation theory for Fredholm
operators but once again relies on ﬁnite dimensional techniques. Our current paper follows on from recent results obtained
in the PhD thesis by Avrachenkov [1] and subsequent papers by Howlett and Avrachenkov [7] and Howlett et al. [8,9]
that describe the inversion of perturbed linear operators on Hilbert space. This recent work was inspired by the work in
Schweitzer and Stewart [15] but our attention has been directed to inﬁnite dimensional problems. The algebraic separation
employed in this paper resulted from a chance observation relating to the key equations used by Sain and Massey [14] and
later by Howlett [6]. Note once again that in this paper we use the term determining equations.
2. The main results
The main aim of this paper is to establish the following results.
Theorem 2.1. Let H, K be Banach spaces and let A0, A1 ∈ L(H, K ) be bounded linear maps. We suppose that A0(H) = K and M =
A−10 ({0}) 	= {0}. Let z ∈ C and let N = A1(M). The operator A(z)−1 ∈ L(K , H) is well deﬁned and analytic on a region 0 < |z| < r
with a pole of order 1 if and only if there exist bounded linear operators X0, X1 ∈ L(K , H) that satisfy the equations
A0X0 = 0 and A0X1 + A1X0 = I (2.1)
and bounded linear operators Y0, Y1 ∈ L(K , H) that satisfy the equations
Y0A0 = 0 and Y1A0 + Y0A1 = I. (2.2)
If (2.1) and (2.2) are satisﬁed then X0 = Y0 .
Theorem 2.2. There exist bounded linear operators X0, X1 ∈ L(K , H) that satisfy Eqs. (2.1) and bounded linear operators Y0, Y1 ∈
L(K , H) that satisfy Eqs. (2.2) if and only if there exist linear projections P ∈ L(H,M) mapping H onto the null space M =
A−10 ({0}) 	= {0} with A0P = 0 and Q ∈ L(K ,N) mapping K onto the image N = A1(M) with Q A0 = 0 and such that A0 is bounded
below on Mc = (I − P )(H) and A1 is bounded below on M = P (H).
The conditions of the above theorem imply that H = P (H) ⊕ (I − P )(H) = M ⊕ Mc and that K = Q (K ) ⊕ (I − Q )(K ) =
N ⊕ Nc and that the bounded linear operators A022 = A0|Mc ,Nc ∈ L(Mc,Nc) and A111 = A1|M.N ∈ L(M,N) are bounded
below and hence invertible. We note that in general there is no guarantee in Banach space that a given subspace can be
complemented. The signiﬁcance of our result is that if there exists an inverse operator A(z)−1 in the form of a Laurent
series with a pole of order 1 at the origin and if M = A−10 ({0}) denotes the null space of A0 and if N = A1(M) is the image
under A1 of M then there must be a complementary subspace Mc such that H = M ⊕ Mc and a complementary subspace
Nc such that K = N ⊕ Nc .
Note 2.3. The main results describe necessary and suﬃcient conditions for representation of the inverse operator A(z)−1 by
a Laurent series with a pole of order 1 at z = 0. The same conditions applied to special augmented operators are necessary
and suﬃcient for representation of the inverse operator A(z)−1 by a Laurent series with a higher order pole at z = 0. These
results will be described later.
3. Singular perturbation with a ﬁrst order pole
We argued in an earlier section that existence of a Laurent series representation with a pole of order 1 at z = 0 for the
inverse operator A(z)−1 implies a solution to the determining equations (1.3). We now consider the converse implication.
We have the following simple but powerful result.
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X0A1 ∈ L(H, H) and Q = A1X0 ∈ L(K , K ) are projection operators with P2 = P and Q 2 = Q . Furthermore we have P (H) =
A−10 ({0}) = M with A0P = 0 and Q (K ) = A1A−10 ({0}) = A1(M) = N with Q A0 = 0.
Proof. It is convenient to introduce the notation
A1 =
[
A0 0
A1 A0
]
, X1 =
[
X0 0
X1 X0
]
, Y1 =
[
Y0 0
Y1 Y0
]
and
J1 =
[
0 0
I 0
]
from which it follows that the given equations can be written more compactly in the form
A1X1 = J1 and Y1A1 = J1.
It is now quite straightforward to verify that[
0 0
X0 0
]
= J1X1 = (Y1A1)X1 = Y1(A1X1) = Y1J1 =
[
0 0
Y0 0
]
.
Thus Y0 = X0. Deﬁne P = X0A1 ∈ L(H, H) and Q = A1X0 ∈ L(K , K ). Since X0A0 = 0 we have
P2 = X0A1 · X0A1 = X0(I − A0X1)A1 = X0A1 − X0A0 · X1A1 = X0A1 = P
and
Q 2 = A1X0 · A1X0 = A1X0(I − A0X1) = A1X0 − A1 · X0A0 · X1 = A1X0 = Q .
If ξ ∈ P (H) then ξ = Px = X0A1x and hence A0ξ = A0X0A1x = 0. Thus ξ ∈ A−10 ({0}). On the other hand if ξ ∈ A−10 ({0})
then ξ = Pξ + (I − P )ξ = X0A1ξ + Y1A0ξ = X0A1ξ = Pξ ∈ P (H) because A0ξ = 0. Thus P (H) = A−10 ({0}) = M . If ζ ∈ Q (K )
then ζ = A1X0 y = A1x where A0x = A0X0 y = 0. Hence ζ ∈ A1A−10 ({0}). Conversely if ζ ∈ A1A−10 ({0}) then ζ = A1ξ where
ξ ∈ P (H). Thus ζ = A1X0A1x = A1X0 y ∈ Q (K ). Thus Q (K ) = A1A−10 ({0}) = N . Finally we note that A0P = A0X0A1 = 0 and
Q A0 = A1X0A0 = 0. 
In view of the previous result we deﬁne Banach spaces H1 = (P1(H),‖ · ‖H ), H2 = (P2(H),‖ · ‖H ), K1 = (Q 1(K ),‖ · ‖K )
and K2 = (Q 2(K ),‖ · ‖K ) where we have written P1 = P , P2 = I − P , Q 1 = Q and Q 2 = I − Q for convenience. We also
deﬁne auxiliary Banach spaces H1 × H2 = (H1 × H2,‖ · ‖H1 +‖ · ‖H2 ) and K1 × K2 = (K1 × K2,‖ · ‖K1 +‖ · ‖K2 ). We note that
if ‖xn‖H → 0 as n → ∞ then∥∥(P1xn, P2xn)∥∥H1×H2 = ‖P1xn‖H + ‖P2xn‖H  2‖xn‖H → 0.
On the other hand if ‖(P1xn, P2xn)‖H1×H2 → 0 as n → ∞ then
‖xn‖H = ‖P1xn + P2xn‖H  ‖P1xn‖H + ‖P2xn‖H =
∥∥(P1xn, P2xn)∥∥H1×H2 → 0.
Thus the topologies on H and H1 × H2 are equivalent. A similar argument shows that the topologies on K and K1 × K2 are
also equivalent. We can reformulate the original problem in terms of equivalent operators A j ∈ L(H1 × H2, K1 × K2), X j ∈
L(K1×K2, H1×H2) and Y j ∈ L(K1×K2, H1×H2) deﬁned respectively by A j(P1x, P2x) = (Q 1A jx, Q 2A jx), X j(Q 1 y, Q 2 y) =
(P1X j y, P2X j y) and Y j(Q 1 y, Q 2 y) = (P1X j y, P2X j y) for each j = 0,1. For convenience we use the same symbols to denote
the new operators. These operators can be represented in augmented matrix form as
A j ⇔
[
A j11 A j12
A j21 A j22
]
, X j ⇔
[
X j11 X j12
X j21 X j22
]
and Y j ⇔
[
Y j11 Y j12
Y j21 Y j22
]
where A jrs ∈ L(Hr, Ks), X jsr ∈ L(Ks, Hr) and Y jsr ∈ L(Ks, Hr) are deﬁned by the relevant projection operators. We write
x ∈ H ⇔ (ξ1, ξ2) ∈ H1 × H2 and y ∈ K ⇔ (ζ1, ζ2) ∈ K1 × K2 and consider the various component operators. For the operator
A0 we have
1. A011(ξ1) = Q 1A0P1(x) = A1X0A0P1(x) = 0 and hence A011 = 0;
2. A012(ξ2) = Q 1A0P2(x) = A1X0A0P2(x) = 0 and hence A012 = 0;
3. A021(ξ1) = Q 2A0P1(x) = Q 2A0X0A1(x) = 0 and hence A021 = 0; and
4. A022(ξ2) = Q 2A0P2(x) = (I − A1X0)A0P2(x) = A0P2(x) = A0(ξ2) and hence A022 = A0|(H2,K2) is the restriction of A0 to
L(H2, K2).
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A0 =
[
0 0
0 A022
]
.
For the operator A1 we calculate
1. A111(ξ1) = Q 1A1P1(x) = A1X0A1X0A1(x) and since Q 1 = A1X0 is a projection it follows that A111(ξ) = A1X0A1(x) =
A1P1(x) = A1(ξ1) and hence A111 = A1|(H1,K1) is the restriction of A1 to L(H1, K1);
2. A112(ξ2) = Q 1A1P2(x) = A1X0A1(I − X0A1)(x) = Q 1A1(x) − Q 21 A1(x) = 0 and hence A112 = 0;
3. A121(ξ1) = Q 2A1P1(x) = A0X1A1X0A1(x) = A0X1(I − A0X1)A1(x) = Q 2A1(x) − Q 22 A1(x) = 0 and hence A121 = 0; and
4. A122(ξ2) = Q 2A1P2(x) = (I − A1X0)A1(I − X0A1)(x) from which it follows that A122(ξ2) = A1(x) − 2A1X0A1(x) +
A1(X0A1)2(x) = A1(x) − A1X0A1(x) = A1P2(x) = A1(ξ2) and hence A122 = A1|(H2,K2) is the restriction of A1 to
L(H2, K2).
Therefore we write
A1 =
[
A111 0
0 A122
]
.
For the operator X0 we ﬁnd
1. X011(ζ1) = P1X0Q 1(y) = X0A1X0A1X0(y) = X0A1X0(y) = X0(ζ1) and hence X011 = X0|K1,H1 is the restriction of X0 to
L(K1, H1);
2. X012(ζ2) = P1X0Q 2(y) = P1X0A0X1(y) = 0 and hence X012 = 0;
3. X021(ζ1) = P2X0Q 1(y) = Y1A0X0Q 1(y) = 0 and hence X021 = 0; and
4. X022(ζ2) = P2X0Q 2(y) = Y1A0X0Q 2(y) = 0 and hence X022 = 0.
Therefore we write
Y0 = X0 =
[
X011 0
0 0
]
.
For the operators X1 and Y1 there are no dramatic simpliﬁcations and hence we write
X1 =
[
X111 X112
X121 X122
]
and Y1 =
[
Y111 Y112
Y121 Y122
]
.
In the augmented matrix notation the two equations for system (2.1) become
A0X0 = 0 ⇔
[
0 0
0 A022
][
X011 0
0 0
]
=
[
0 0
0 0
]
and
A0X1 + A1X0 = I ⇔
[
0 0
0 A022
][
X111 X112
X121 X122
]
+
[
A111 0
0 A122
][
X011 0
0 0
]
=
[
I 0
0 I
]
.
By considering the equations for the various components we can see that our transformations have reduced the system to
three equations
A111X011 = I, A022X121 = 0 and A022X122 = I. (3.1)
In the augmented matrix notation the two equations for system (2.2) become
X0A0 = 0 ⇔
[
X011 0
0 0
][
0 0
0 A022
]
=
[
0 0
0 0
]
and
Y1A0 + X0A1 = I ⇔
[
Y111 Y112
Y121 Y122
][
0 0
0 A022
]
+
[
X011 0
0 0
][
A111 0
0 A122
]
=
[
I 0
0 I
]
.
By considering the various components it follows, once again, that our transformations have reduced the system to three
equations
X011A111 = I, Y112A022 = 0 and Y122A022 = I. (3.2)
P. Howlett et al. / J. Math. Anal. Appl. 366 (2010) 112–123 119From Eqs. (3.1) and (3.2) we have A111X011 = I and X011A111 = I . Thus it is necessary and suﬃcient that A111 ∈ L(H1, K1)
is 1–1 and onto and in this case X011 = A−1111. Eqs. (3.1) and (3.2) also show us that
Y122 = Y122(A022X122) = (Y122A022)X122 = X122
and hence A022X122 = I and X122A022 = I . Therefore it is necessary and suﬃcient that A022 ∈ L(H2, K2) is 1–1 and onto
and in this case X122 = A−1022. Finally it follows that X121 = 0 and Y112 = 0. We can summarise these results in the following
theorem.
Theorem 3.2. If X0, X1 ∈ L(K , H) satisfy the equations
A0X0 = 0 and A0X1 + A1X0 = I
and Y0, Y1 ∈ L(K , H) satisfy the equations
Y0A0 = 0 and Y1A0 + Y0A1 = I
then we can deﬁne projections P ∈ L(H, H) and Q ∈ L(K , K ) by the formulae P = X0A1 and Q = A1X0 . If we deﬁne P1 = P ,
P2 = I − P , Q 1 = Q and Q 2 = I − Q then we can also deﬁne Banach spaces H1 = P1(H) = A−10 ({0}) = M, H2 = P2(H) = Mc,
K1 = Q 1(K ) = A1A−10 ({0}) = N, K2 = Q 2(K ) = Nc and represent the given mappings in the form A j ∈ L(H1 × H2, K1 × K2)where
A0 =
[
0 0
0 A022
]
and A1 =
[
A111 0
0 A122
]
and where A022 ∈ L(H2, K2) and A111 ∈ L(H1, K1) are each 1–1 and onto. Furthermore if we represent the solutions as mappings in
the form X j ∈ L(K1 × K2, H1 × H2) and Y j ∈ L(K1 × K2, H1 × H2) then
Y0 = X0 =
[
A−1111 0
0 0
]
, X1 =
[
X111 X112
0 A−1022
]
and Y1 =
[
Y111 0
Y121 A
−1
022
]
where X111 , X112 , Y111 and Y121 are undetermined.
Now that we have obtained a clear view of the underlying structure we can formulate the suﬃcient conditions in a more
basic form. In Lemma 3.1 and Theorem 3.2 the existence of solutions to Eqs. (2.1) and (2.2) was shown to be a suﬃcient
condition to construct the two related projections that deﬁne the desired complementation process. Suppose we assume
instead the existence of linear projections P ∈ L(H, H1) where H1 = M = A−10 ({0}) with P A0 = 0 and Q ∈ L(K , K1) where
K1 = N = A1A−10 ({0}) with A0Q = 0 such that A0 is bounded below on H2 = (I − P )(H) = Mc and A1 is bounded below
on H1 = M . We use the same notation as before and similar reasoning to show that A j ∈ L(H1 × H2, K1 × K2) for each
j = 0,1 can be represented in the form
A0 =
[
0 0
0 A022
]
and A1 =
[
A111 0
0 A122
]
where A−1022, A
−1
111 are well deﬁned. In particular we note that P A0 = 0 and A0Q = 0 implies A011 = 0, A012 = 0 and
A021 = 0. We also note that A1(I − P )ξ2 = 0 implies A112 = 0 and (I − Q )A1ξ1 = (I − Q )ζ1 = 0 implies A121 = 0. If we
deﬁne operators X j, Y j ∈ L(K1 × K2, H1 × H2) for each j = 0,1 by the formulae
Y0 = X0 =
[
A−1111 0
0 0
]
, X1 =
[
X111 X112
0 A−1022
]
and Y1 =
[
Y111 0
Y121 A
−1
022
]
where X111, X112, Y111 and Y121 are unspeciﬁed then it is easy to see that these operators solve Eqs. (2.1) and (2.2).
We return to the original question which we state in terms of the reformulated operators. Let A j ∈ L(H1 × H2, K1 × K2)
be given by
A0 =
[
0 0
0 A022
]
and A1 =
[
A111 0
0 A122
]
where A−1022 and A
−1
111 are well deﬁned. Can we ﬁnd {X j} ⊂ L(K1 × K2, H1 × H2) such that
(A0 + A1z)−1 = 1
z
(
X0 + X1z + X2z2 + · · ·
)
for some deleted neighbourhood 0< |z| < r? It is now straightforward to answer this question in the aﬃrmative. Indeed we
can see from the Neumann expansion that
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[
A111z 0
0 A022 + A122z
]−1
=
[
A−1111 · 1z 0
0 (A022 + A122z)−1
]
=
[
A−1111 · 1z 0
0 A−1022 + A−1022A122A−1022 · z + · · ·
]
=
[
A−1111 0
0 0
]
· 1
z
+
[
0 0
0 A−1022
]
+
[
0 0
0 A−1022A122A
−1
022
]
· z + · · ·
= 1
z
(
X0 + X1z + X2z2 + · · ·
)
as required. If we deﬁne R = ‖A−1022 · ‖A122‖ and set r = 1/R then the series converges for 0< |z| < r. There is an alternative
but equivalent form for the question. Can we ﬁnd {X j} ⊂ L(K1 × K2, H1 × H2) to solve the equations
A0X0 = 0 X0A0 = 0
A1X0 + A0X1 = I X0A1 + X1A0 = I
A1X1 + A0X2 = 0 and X1A1 + X2A0 = 0
A1X2 + A0X3 = 0 X2A1 + X3A0 = 0
...
...
with ‖X j‖ < Cr j+1 for all j = 0,1, . . . for some C, r > 0? Once again the answer is straightforward. We can represent the
ﬁrst system in augmented matrix form as⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 · · ·
0 A022 0 0 0 0 0 0 · · ·
A111 0 0 0 0 0 0 0 · · ·
0 A122 0 A022 0 0 0 0 · · ·
0 0 A111 0 0 0 0 0 · · ·
0 0 0 A122 0 A022 0 0 · · ·
0 0 0 0 A111 0 0 0 · · ·
0 0 0 0 0 A122 0 A022 · · ·
...
...
...
...
...
...
...
...
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0
0 0
I 0
0 I
0 0
0 0
0 0
0 0
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
which we reduce using elementary row operations to give
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 0 0 0 0 0 · · ·
0 I 0 0 0 0 0 0 · · ·
0 0 I 0 0 0 0 0 · · ·
0 0 0 I 0 0 0 0 · · ·
0 0 0 0 I 0 0 0 · · ·
0 0 0 0 0 I 0 0 · · ·
0 0 0 0 0 0 I 0 · · ·
0 0 0 0 0 0 0 I · · ·
...
...
...
...
...
...
...
...
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A−1111 0
0 0
0 0
0 A−1022
0 0
0 −A−1022A122A−1022
0 0
0 (A−1022A122)2A
−1
022
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
from which the solution for the reformulated problem is clear and from which we can construct the reformulated inverse
operator. While our transformations have resulted in an elegant separation it is clear that we can convert the solution of
the separated problem into a solution for the original problem by applying the inverse transformations. Thus we have the
original mappings represented in the form
A0 = (I − Q )A022(I − P ) and A1 = Q A111P + (I − Q )A122(I − P )
with the original solutions given by
X0 = P A−1 Q and X j = (I − P )
(
A−1 A122
) j−1
A−1 (I − Q )111 022 022
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hence if we let R = ‖A−1022‖ · ‖A122‖ and set r = 1/R then
(A0 + A1z)−1 = 1
z
(
X0 + X1z + X2z2 + · · ·
)
for 0< |z| < r.
Remark 3.3. It is important to summarise what we have done. Theorem 3.2 shows us that a solution to the determining
equations implies existence of two related projections. The subsequent discussion shows us that these projections enable
us to construct the inverse operator A(z)−1. Since we already know from Section 1.3 that existence of the inverse opera-
tor implies a solution to the determining equations we have now established Theorem 2.1. We have already observed in
Theorem 3.2 that the determining equations imply the existence of two related projections. The discussion following The-
orem 3.2 also shows us that existence of the two projections allows us to construct the inverse operator and this, in turn,
allows us to solve the determining equations. Thus we have also established Theorem 2.2.
4. Singular perturbations with higher order poles
Similar results can be established for singular perturbations where the inverse operator has a higher order pole. Although
these results can be obtained directly we will use certain special augmented operators to show that only the ﬁrst order
theory is required. We will consider the particular case of a second order pole and simply assert that similar methods can
be applied to higher order poles. We refer to [6] and [9] where the relevant augmented operators are discussed. If we
assume that
(A0 + A1z)−1 = 1
z2
(
X0 + X1z + X2z2 + · · ·
)
on some deleted neighbourhood 0< |z| < r then the sequence {X j} ⊂ L(K , H) must satisfy the equations
A0X0 = 0 X0A0 = 0
A1X0 + A0X1 = 0 X0A1 + X1A0 = 0
A1X1 + A0X2 = I and X1A1 + X2A0 = I
A1X2 + A0X3 = 0 X2A1 + X3A0 = 0
...
... (4.1)
and we must have ‖X j‖ · |z| j → 0 as j → ∞ for all |z| < r. If we use the augmented matrix notation A j ∈ L(H × H, K × K )
for each j = 0,1 where
A0 =
[
A0 0
A1 A0
]
and A1 =
[
0 A1
0 0
]
and X j ∈ L(K × K , H × H) for each j = 0,1,2, . . . where
X0 =
[
X0 0
X1 X0
]
, X1 =
[
X2 X1
X3 X2
]
, X2 =
[
X4 X3
X5 X4
]
, . . .
and if we write
I =
[
I 0
0 I
]
then the above equations can be rewritten in the equivalent form
A0X0 = 0 X0A0 = 0
A1X0 + A0X1 = I X0A1 + X1A0 = I
A1X1 + A0X2 = 0 and X1A1 + X2A0 = 0
A1X2 + A0X3 = 0 X2A1 + X3A0 = 0
...
... (4.2)
where we must have ‖X j‖ · |z| j → 0 as j → ∞ for all |z| < r. In the ﬁrst instance we have the following result.
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(A0 + A1z)−1 = 1
z2
(
X0 + X1z + X2z2 + · · ·
)
is valid on the deleted neighbourhood 0< |z| < r if and only if the representation
(A0 + A1z)−1 = 1
z
(X0 + X1z + X2z2 + · · ·)
is valid on the deleted neighbourhood 0< |z| < r.
We can use this result to write down the following analogue of Theorem 3.2.
Theorem 4.2. If X0, X1, X2, X3 ∈ L(K , H) satisfy the equations
A0X0 = 0, A0X1 + A1X0 = 0, A0X2 + A1X1 = I and A0X3 + A1X2 = 0
and Y0, Y1, Y2, Y3 ∈ L(K , H) satisfy the equations
Y0A0 = 0, Y1A0 + Y0A1 = 0, Y2A0 + Y1A1 = I and Y3A0 + Y2A1 = 0
then we can deﬁne projections P ∈ L(H,H) and Q ∈ L(K,K) where H = H × H and K = K × K by the formulae P = X0A1 and
Q = A1X0 . If we deﬁne P1 = P , P2 = I − P , Q1 = Q and Q2 = I − Q then we can also deﬁne Banach spaces H1 = P1(H) =
A−10 ({0}) = M, H2 = P2(H) = Mc , K1 = Q1(K) = A1A−10 ({0}) = N , K2 = Q2(K) = N c and represent the given mappings in
the form A j ∈ L(H1 × H2,K1 × K2) where
A0 =
[
0 0
0 A022
]
and A1 =
[A111 0
0 A122
]
and where A022 ∈ L(H2,K2) and A111 ∈ L(H1,K1) are each 1–1 and onto. Furthermore if we represent the solutions as mappings
in the form X j ∈ L(K1 × K2,H1 × H2) and Y j ∈ L(K1 × K2,H1 × H2) then
Y0 = X0 =
[A−1111 0
0 0
]
, X1 =
[X111 X112
0 A−1022
]
and Y1 =
[Y111 0
Y121 A−1022
]
where X111 , X112 , Y111 and Y121 are undetermined.
Although this theorem is a very convenient way to formulate the necessary and suﬃcient conditions the solution is best
computed directly from the original equations.
5. An alternative form of the main result
The main results involve three equivalent conditions that can be arranged separately as pairwise equivalences. The fol-
lowing statement highlights the relationship between the perturbed inverse operator with a pole of order 1 at the origin
and the corresponding complementary decompositions of the domain and range spaces.
Theorem 5.1. Let H, K be Banach spaces and let A0, A1 ∈ L(H, K ) be bounded linear operators. The operator A(z) = A0 + A1z ∈
L(H, K ) is invertible with the inverse operator A(z)−1 represented by a Laurent series
A(z)−1 = 1
z
[
X0 + X1z + X2z2 + · · ·
]
on some region 0 < |z| < r with a pole of order 1 at z = 0 if and only if we can write H = M ⊕ Mc where M = A−10 ({0}) 	= {0} is the
null space of A0 and K = N ⊕ Nc where N = A1(M) is the image of M under A1 and Nc = A0(Mc) is the image of Mc under A0 and
where A1|M,N and A0|Mc ,Nc are bounded below.
6. Conclusions
In essence we have shown that inversion of a linear mapping from one Banach space H to another K can be decomposed
into two separate parts if and only if the two spaces can be decomposed into corresponding complementary parts H =
H1 ⊕ H2 and K = K1 ⊕ K2. The Banach space decomposition presented here is simpler in purely algebraic terms than the
orthogonal decomposition given in [9] for the corresponding Hilbert space problem but the geometric simplicity is lost. Of
course the decomposition in Hilbert space is guaranteed even if the inversion is not possible.
P. Howlett et al. / J. Math. Anal. Appl. 366 (2010) 112–123 123References
[1] K.E. Avrachenkov, Analytic perturbation theory and its applications, PhD thesis, University of South Australia, 1999.
[2] K.E. Avrachenkov, M. Haviv, P.G. Howlett, Inversion of analytic matrix functions that are singular at the origin, SIAM J. Matrix Anal. Appl. 22 (4) (2001)
1175–1189.
[3] I. Gohberg, S. Goldberg, M.A. Kaashoek, Classes of Linear Operators, vol. 1, Oper. Theory Adv. Appl., vol. 49, Birkhäuser, 1990.
[4] I. Gohberg, M.A. Kaashoek, F. van Schagen, On the local theory of regular analytic matrix functions, Linear Algebra Appl. 182 (1993) 9–25.
[5] I. Gohberg, P. Lancaster, L. Rodman, Invariant Subspaces of Matrices with Applications, Classics Appl. Math., vol. 51, SIAM, 2006.
[6] P.G. Howlett, Input retrieval in ﬁnite dimensional linear systems, J. Austral. Math. Soc. Ser. B 23 (1982) 357–382 (now the ANZIAM J.).
[7] P.G. Howlett, K.E. Avrachenkov, Laurent series for the inversion of perturbed linear operators on Hilbert space, in: A. Rubinov (Ed.), Progress in Opti-
misation III Contributions from Australasia, Kluwer, 2001, pp. 325–342.
[8] P.G. Howlett, V. Ejov, K.E. Avrachenkov, Inversion of perturbed linear operators that are singular at the origin, in: Proceedings of 42nd IEEE Conference
on Decision and Control, Maui, Hawai, 2003, pp. 5628–5631 (on compact disc).
[9] P.G. Howlett, K.E. Avrachenkov, C.E.M. Pearce, V. Ejov, Inversion of analytically perturbed linear operators that are singular at the origin, J. Math. Anal.
Appl. 353 (2009) 68–84.
[10] T. Kato, Perturbation Theory for Linear Operators, Classics Math., Springer, 1995, reprint of the 1980 edition.
[11] M.V. Keldysh, On eigenvalues and eigenfunctions of certain classes of non self-adjoint operators, Dokl. Akad. Nauk USSR 77 (1951) 11–14.
[12] P. Lancaster, Lambda-Matrices and Vibrating Systems, Dover Publications, 2002.
[13] D.G. Luenberger, Optimization by Vector Space Methods, John Wiley & Sons, 1969.
[14] M.K. Sain, J.L. Massey, Invertibility of linear time invariant dynamical systems, IEEE Trans. Automat. Control AC-14 (1969) 141–149.
[15] P. Schweitzer, G.W. Stewart, The Laurent expansion of pencils that are singular at the origin, Linear Algebra Appl. 183 (1993) 237–254.
[16] M.I. Vishik, L.A. Lyusternik, The solution of some perturbation problems in the case of matrices and self-adjoint and non-self-adjoint differential
equations, Russian Math. Surveys 15 (1960) 1–73.
[17] Yosida Kosaku, Functional Analysis, ﬁfth ed., Springer-Verlag, 1978.
