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              Coordinate metrology is widely used in manufacturing to provide critical 
information about the accuracy of the fabricated products. However, coordinate 
metrology process has intrinsic drawbacks which limit the certainty of the measurement. 
Reliable inspection of a manufactured part with coordinate metrology demands excessive 
time to provide higher accuracy. The uncertainty of inspection highly depends on the 
number and location of points acquired during the measurement process. To decrease the 
number of needed points, this process relies on the skill of the CMM operator which is 
not a constant factor for various parts with different complexities.  It is shown in previous 
research that isolation of the three main computational tasks in coordinate metrology, i.e., 
Point Measurement Planning (PMP), Substitute Geometry Estimation (SGE), and 
Deviation Zone Evaluation (DZE) increases the overall inspection uncertainty drastically. 
Therefore, a need for an Integrated Inspection System (IIS) to integrate these tasks has 
always been a crucial research topic.  Developing methodologies to integrate PMP and 
DZE is the main objective in this research.  This integration directly reduces the cost, the 
time, and most importantly the uncertainty on the metrology process.  The developed 
solution for DZE governs the mean value property of the harmonic functions to solve 
Laplace equation around each measured point. This geometric model can be used to 
reconstruct surface deviation values at any unmeasured point of the inspected surface 
based on a limited number of measured points. Governing Laplace Equation would lead 
to applying Finite Difference Method for the approximation of the Detailed Geometric 
Deviations. The Finite Difference scheme is used to gradually model the surface under 
inspection. As a solution for PMP a novel guided sampling approach is devised. The 
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sampling is conducted dynamically and it is guided by a Gaussian probability density 
function assumption to model the manufacturing error on a fabricated part. The 
developed algorithm dynamically selects neighbourhood points for repeated 
measurements to minimize the chance of neglecting the critical information. The 
proposed dynamic sampling is studied on actual manufactured parts with a virtual 
approach to test the ability of the method. The comparison of the results with a random 
sampling approach and calculation of their corresponding calculated errors show a great 
improvement in reliability of the inspection process. The integration of the two developed 
solutions are demonstrated in this thesis. It is shown how this integration reduces the 
computational time and the uncertainty of the inspection process through a set of case 
studies with various manufactured surfaces and various metrology sensors. All the 
developed methodologies are successfully implemented and tested. The developed 
integrate inspection system can be easily adopted for various industrial applications with 
huge potentials in saving time and cost and also reducing the inspection uncertainty. 
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  Introduction 
Development of computational algorithms to improve efficiency and reliability of 
coordinate metrology process has been a challenging research task during the last three 
decades. Concurrent to rapid technological changes of the Coordinate Measurement 
Machines (CMMs), the demand for more advanced computational algorithms to plan, 
control, and processing results of coordinate metrology are increased. However, the 
reliability and efficiency of these computational algorithms are always limited by 
inherent sources of uncertainties due to the nature of the coordinate metrology process. It 
is desirable, therefore, to maximize the output of these machines by developing a 
measurement algorithm that produces valid results in minimum time.  
The concept of integration of three basic computation tasks, i.e. Point Measurement 
Planning (PMP), Substitute Geometry Estimation (SGE) and Deviation Zone Evaluation 
(DZE) as an Integrated Inspection System (IIS) can significantly reduce the 
manufacturing errors by providing an online share of information between the 
computational tasks [1]. Therefore, in this research two of the computational tasks are 
tackled which are Deviation Zone Evaluation and Point Measurement Planning. Since 
measurement costs are directly influenced by the number of acquired points, the goal of 
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this research is to devise such a system that with the smallest number of acquired points 
the evaluated surface geometry has the best discrepancy when compared with the ideal 
one. 
The Integrated Inspection System is based on two stages: first, a Gaussian Probability 
Density Function (PDF) is constructed over the measured data to estimate the location of 
the sampling candidates with the highest probability of having geometric deviations close 
to sought after values. This approach is embedded in an adaptive sampling procedure. 
Parallel to that, a surface reconstruction technique based on finite difference method is 
utilized to dynamically predict the geometric deviation of the unmeasured points. 
Therefore, these two modules are working simultaneously to perform an overall virtual 
inspection process. The results show great improvement of metrology precision in 
comparison to a random or stratified measurement process where no deviation evaluation 
is implemented.  
The structure of this thesis is as follows: After this introduction, Chapter 2 presents a 
comprehensive review of the previous works conducted in the realm of Integrated 
Manufacturing Systems. Chapter 3 explains methodologies developed in this research 
which has 3 sections: Estimation of Detailed Geometric Deviations, Point Measurement 
Planning and Integration of the two modules. Chapter 4 discusses the implementation 
process for each methodology and the results on various case studies. Chapter 5 has the 
thorough discussion on the results provided in Chapter 4 while Chapter 6 contains the 
conclusion of the thesis and the ideas to be studied in future work. 
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 Literature Review 
The traditional coordinate metrology is completed by sequential performing of three 
computational tasks of Point Measurement Planning (PMP), Substitute Geometry 
Estimation (SGE), and Deviation Zone Evaluation (DZE). There are several sources of 
uncertainties experienced and studied by researchers in conducting each one of the above 
tasks. In such systems, the inspection accuracy is subject to sorts of “plug-in uncertainty”, 
i.e. the uncertainty due to estimating some aspects of a probability distribution on the 
basis of sampling. Such sources of uncertainties can adversely affect the accuracy and 
reliability of the inspection. Recently, integrated inspection system has been studied as an 
efficient solution to combat the inherent plug-in uncertainty in coordinate metrology. 
 We can divide the previous works to four main categories: Integrated Inspection 
System (IIS), Point Measurement Planning (PMP), Substitute Geometry Estimation 
(SGE), and Deviation Zone Evaluation (DZE). In this section, a thorough review on the 





2.1. LITERATURE ON POINT MEASUREMENT PROCESSES 
      Woo and Liang proposed one of the first sampling strategies for CMMs [2]. They 
used Hammersley sequences, in order such that the difference among subsequences is 
minimized. The Hammersley sequence is implemented for Gaussian and Weiner 
distributions (Figures 1). The results shows more than 50% of RMS error decrease 
comparing to uniform sampling. 
Kim and Raman [3] compared four different strategies for selecting points to 
evaluate flatness using CMMs. The strategies consisted of the Hammersley sequence 
sampling [2], the Halton–Zar-emba sequence sampling [4], the aligned systematic 
sampling, and the systematic random sampling. The results show that for high density 





Figure 1: Hammersley  points  on  Wiener  and  Gaussian surfaces,  ( a )  32 Hammersley 





Figure  2: Comparison of average discrepancy rate by sampling strategies [3]. 
Poniatowska [5] developed an algorithm to be used in a production line of the 
same part. The sampling process uses the data of the previously inspected parts for future 
evaluation of the position for new parts (Figure 3). The sampled points are first aligned 
with the CAD model to provide the deviation of the manufacturing process. The data 
provided by the sampling helps the measurement planning to adjust the acquisition for 
upcoming parts.  
 
Figure 3: workpieces inspection process [5]. 
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Hocken et al.[6] studied the sample size regarding to measurement precision. 
They showed that acquiring substitute geometry from small number of samples would 
results in low accuracy of geometric features in sampling. They found out that in 
industrial plants the sample sizes are not sufficient to provide accurate description of the 
manufactured surfaces. 
Kim and Kim [7] showed that geometric tolerances of circular features can be 
improved by a linear approximation using minimum variance. They used Chebyshev 
algorithm for linearization of least square method over sampled points. In a similar study 
by Cheraghi et al [8], optimization of minimum deviation zone for straightness and 
flatness of surfaces are tackled. The optimization method governed is exhaustive 
incremental search. Likewise Carr and Ferreira also studied the straightness, flatness, 
circularity and cylindricity features of parts in two separate works [9, 10].  The common 
point of all these studies is the fact that by decreasing the number of sampled points, the 
accuracy of the Chebyshev is vastly effected.  
Summerhays et al.[11], developed a new algorithm for cylindrical features. They 
used their previous model called Extended Zone Model (EZN) [12]. This technique 
evaluates geometric deviations from process variables. They approach the problem by 
extracting basis sets of characteristic shapes directly from the acquired points. The 
algorithm requires dense point clouds since it uses Fourier/Chebyshev model to find the 
axial of cylinders. Increasing the sampled points from 10 to 90 improves the 
approximation accuracy by a factor of 10. 
Duffie et al [13] devised a CAD directed inspection plan. The algorithm requires a 
prior knowledge of the inspecting part which is provided through CAD model. They 
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modeled the error between the inspected points and actual CAD model using bicubic 
surface representations. Therefore, the objective function is optimized using Newton-
Raphson method. In a similar method, Menq et al [14], modeled the error of measurement 
by  minimizing  the  sum  of  the  squared  distances  of the  measurement  data  from  the  
surface. They also considered the rigid body transformation matrix in the error 
calculation for the CMM path planning. 
Weckenmann et al. [15] evaluated well-known sampling strategies. It is shown 
that a good sampling strategy should be able to extract the substitute feature from the data 
points. It should also provide sufficient accuracy in a minimum time. The study of the 
confidence range is also another aspect of the work which should be considered. In 
addition, a general sampling strategy should be able to work without prior knowledge of 
the nominal shape features and parameters of the manufacturing process. 
2.2. LITERATURE ON DEVIATION ZONE EVALUATION 
A surface reconstruction always consists of getting a computational model that 
resembles more accurately to the real object. This process is based on a scattered cloud of 
points obtained from systems based on object measurements or whose systems that do 
not use measurements. There is a vast literature on geometry extraction from point 
clouds, which includes local polynomial fits, global smooth approximations, 
Voronoi/Delaunay-based methods, and level set methods, like in [16-21]. Earlier heuristic 
approaches gave no guarantees, but new powerful methods provide more accurate and 
better precision to the real shape. These methods mostly have an acquisition of infinitely 
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dense data, and they also undergo some restrictive assumptions on object smoothness and 
regards the evenness of the sampling [22-24]. 
Early stage researches on the geometric evaluation were limited to flatness and 
circularity of features. Shuanmugam [25] governed the median approach and least square 
assessment method to estimate the flatness and circularity of measured data from such 
features. He realized that the results of least square is affected by all measurements while 
median method is only affected by maximum and minimum of readings. On the other 
hand, for the same data median approach had better convergence rather than least square 
method.  
Yau et al [26] used a unified least square method for evaluation of geometric features. 
They minimized the sum of square of errors of the estimated feature regarding to the 
nominal ones. Therefore, a best fit of the nominal geometry was extracted. Since their 
algorithm has an iterative approach, it had the drawback of high time consumption for 
convergence. However, their results had a better accuracy over similar methods that uses 
linearization.  
Samuel et al [27] used a convex hull approach for evaluation of straightness and 
flatness of geometric features. After constructing the convex hull by divide and conquer 
algorithm. Their algorithm finds the minimum distance from two parallel lines and 
consider this amount as the straightness error of the manufactured surface. For flatness 
evaluation, they used the same approach but on a 3-Dimensional space and two parallel 
planes to find the error. Therefore, a minimum zone evaluation of the measured surface is 
provided. Their algorithm is quite robust and provides an imperative minimum zone; 
however, it might not be the best minimum zone possible for a set of measured data.  
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Another aspect of surface evaluation is the uncertainty analysis of the geometry. In 
one study, Yan et al, provided the uncertainty analysis and variation reduction related to 
parts produced by end-milling. They divided their work to three stages: geometry errors 
decomposition, uncertainty analysis and variation reduction. The decomposition 
algorithm uses the superposition of waviness trend of the measured data to reconstruct a 
smooth surface close to the nominal one. This stage uses a bicubic B-Spline surface with 
the measured points as the control points in a regression model for best fit. However, the 
errors related to the fitted B-Spline patches are highly related to the number of acquired 
points. In order to overcome this drawback, they devised an iterative algorithm to 
increase the number of patches based on the randomness of the fitting error. In the second 
stage, they modeled the uncertainty parameters of the CMM using single decomposition 
on the transformation matrix of the CMM. In this approach, they could form the 
sensitivity matrix for the uncertainty parameter. By assuming that each uncertainty 
parameter is normally distributed, they fitted a normal distribution on the uncertainty 
parameters extracted from the decomposition of the transformation matrix. The fitted is 
then tested for normality using skewness method where the bounds on the normal 
distribution are extracted for analysis. The method is verified through computational 
simulations and comparison of experimental data for which has an accuracy of relying in 
the bounds for at least 95% of the data [28-30]. 
Narayanan et al [31] studied the sample size effect on the evaluation of geometric 
errors. They established an algorithm that uses the asymptotic distribution of the sampled 
points to find the best sample size to model the geometric errors for a required accuracy. 
The accuracy is defined based on the range of errors that the CMM data has. They also 
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assumed that the errors of the acquired data follows a normal distribution. Therefore, 
substituting the normal distribution of the errors in the probability range of errors lead to 
the required number of measurements for a specific range. They verified their method 
through actual measurement practice. The least squares of the error from the 
approximated range and actual range is between -1.5 and 3 which shows good 
convergence. 
Ahn et al [32] modeled the volumetric errors caused by a 3-axis machine tool. They 
approached the problem by assessing the typical uncertainties caused by a 3 axis 
machine. Using rigid body kinematics model and homogeneous transformation, 
individual error components were analyzed. They considered spindle, tool, bed, head, 
saddle, work-piece, table and column as the sources of error. Therefore, by applying a 
beta distribution, the probability density function of positional error can be extracted. 
This model is used for approximating the uncertainty at an unknown position. They tested 
the algorithm for an arbitrary part but no comparison was provided.  
Another aspect of deviation evaluation is to estimate the contour’s profile. Qiu et al 
[33] developed a method for modeling the contours. The developed algorithm uses line 
and circle segments to interpolate the contour profile over the acquired points. Although 
the method is simple and robust, it suffers accuracy over freeform profiles and is not 
practical for 3-Dimentional cases. Weber et al [34] modeled the form error of 
straightness, flatness, circularity and cylindricity. Their approach aimed to improve the 
robustness of non-linear method where least square were used. They applied Taylor 
expansion on non-linear approximation methods to find a unified linearization approach. 
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The final formula is then solved to find the range bounds. The method provides a 
definitive accuracy of at least 88% in the worst case. 
Most of the common methods for surface reconstruction are based on mesh 
generation where the dimensions are in macro scale. One of these methods is developed 
by Hoppe et al [35] where the algorithm is based on a set of distance functions. This 
algorithm has the ability to determine the topological type of the surfaces. It can also be 
used in higher dimensions to produce volumes.  
Amenta et al [36] also implemented a powerful algorithm based on the medial axis 
transform. This algorithm represents the surface of an object by governing the properties 
of Voronoi diagrams. 
One of the recent representations of the surfaces and curves is NURBS (Non-
Uniform Rational B-Splines). It is a Spline-Based representation of a parametric surface 
which is useful to model the surfaces with a thorough description of the object surface 
[37]. One of the most important aspects of NURBS is the standard representation of 
curves and surfaces [38] and the ability to be governed by modern standards like OpenGL 
and IGES. These standard are used for graphics and geometric data exchange. In 
addition, the NURBS surface model has stability, flexibility, local modification properties 
and is robust to noise. Yet, the NURBS surface model has a disadvantage: the input data 
points should be mapped on a regular grid structure [39]. Therefore, 3D reconstruction 
would become a difficult task which requires various stages as: data acquisition, 
registration, integration, segmentation, and surface fitting [16]. In the 3D reconstruction 
process, the registration and integration stages produce scattered point clouds that cannot 
be mapped on a regular grid structure.  
15 
 
In order to fit a NURBS surface to a chaotic and scattered point cloud, several 
approaches have been studied. Park et al [39], proposed an algorithm to construct 
NURBS surface model from scattered point cloud. The algorithm estimates an initial 
model employing K-means clustering of NURBS patches using hierarchical graph 
representation. The model is then used to construct the G1 continuous NURBS patch 
network of the whole object. The overall estimation error is less than 3% in the case 
studies. 
In another study, Gregorski et al [40], proposed an algorithm to reconstruct B-Spline 
surfaces over scattered points. The algorithm separates the point cloud to a quadtree-like 
data structure and uses the sub-trees by least square fitting of quadratic surfaces to point 
cloud. In the final stage, the quadratic surfaces are smoothened to bi-cubic surfaces and 
combined together as a uniform B-spline. In a similar work, Eck and Hoppe [41] 
developed an algorithm to fit a set of B-Spline patches over sampled points. They use 
tensor product B-spline patch proposed by Peters [42] using the surface splines. The 
algorithm requires meshing over the point cloud as the first stage before the B-Spline 
fitting is performed. The algorithm has also the ability to consider the design tolerances 
provided by the user.  
Aquino et al [43], proposed a method for three-dimensional surface reconstruction 
using NURBS. The algorithm consists of two steps. At first, they reduce the number of 
acquired points by dividing the point cloud into uniform region where each has a center 
of mass. Then each region’s boundary is estimated using a B-Spline curve to fully define 
the cross-section. Finally, they use the boundary curves to define number of knots and 
control points for the surface which covers that region.  
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2.3. LITERATURE ON SUBSTITUTE GEOMETRY ESTIMATION 
The substitute geometry is estimated using fitting criteria. The common fitting criteria 
utilized by industries are the least square fitting and min-max fitting [44]. Other fitting 
criteria can also be utilized upon the mission of inspection and the up-stream processes. A 
good example of other fitting criteria is maximum conformance to design tolerances for 
closed-loop of inspection and machining [45, 46]. 
Capello and Semeraro [47], studied the effect of sample size and the position of the 
measured points on the evaluation of the substitute geometry for circular features. They 
used Least Square Fitting to estimate the position of the feature over the sampled 
measurements and then studied the radius and position of the circles fitted. The results 
show that the error decreases by a factor of 4 if the number of samples points are 
increased from 5 to 30 for a circular hole (Figure 4).  
 
Figure 4: Estimate error of the radius [47]. 
They also proposed an algorithm for substitute geometry fitting for 2-Dimensional and 3-
Dimensional space called Harmonic Fitting Method (HFM) [48, 49]. The method 
considers two geometries, a true one which depends on the characteristics of the feature 
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under the study and another one which is defined based on the sampled points using Least 
Square Method. Then the algorithm minimizes the distance between the two substitute 
geometry. They considered well-known features that are produced during a 
manufacturing process; however, the study of freeform surfaces is missing from the 
research. The results can be seen in Figure 5. 
 
Figure 5: Estimate errors as a function of the number of sampled points[49]. 
Portman et al [50] proposed a method for substitute geometry of multi-
dimensional feature. They developed a linear function to consider size, position, and 
orientation of deviations extracted from measurements. If these function are linearly 
independent, the algorithm extracts basis functions of the space and starts the fitting 
procedure of the geometry for the sampled points using Least Square Method. They 
considered 7 well-known features for validation which are shown in Figure 6. They 
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improved the algorithm in a future research [51]. They found the transfer function 
regarding their work for complex features such as: Cylindrical surface, Surface of 
Revolution, and Helical Surfaces. They also compared the Least Square Method with 
Min-Max fitting. They also combined the helical surface with cylindrical surface to 
model the screw surface and model the substitute geometry for these types of features. 
The results show that the accuracy improves by increasing the number of sample points; 
however, the time required to run the algorithm escalates as well. 
  
 
Figure 6: comparison of sample size and time elapsed [50]. 
Moroni and Petro [52] proposed an algorithm to fit the substitute geometry to 
round surfaces with degeneracy called Control Loop algorithm. The algorithm transfers 
all the measured points to polar coordinate system. It calculates uniform random numbers 
to search for the best rotation required. Therefore, it uses the information to find the 
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substitute geometry by an exhaustive incremental method. They compared their algorithm 
to a Voronoi-Based algorithm (Figure 7). 
 
Figure 7: Loop control algorithm against Voronoi algorithm [52]. 
2.4. INTEGRATION OF INSPECTION SYSTEMS (IIS)  
A production process aims to attain the prerequisite accuracy for the anticipated form, 
fit, and functions of the product. One approach to classify the built up errors during the 
production stages is according to the phases in which they are performed. Barari et al [53] 
categorized errors based on the machining process as follow:  
1) Error in the pre-machining stage  
2) Error in the machining stage  
3) Error in the post-machining stage  
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Categorizing of errors and their sections for machining processes is illustrated in 
Figure 8. In conventional CAD/CAM system, machining commands are created straight 
from the nominal geometry of the part. In this approach error sources of the pre-
machining completely affects the manufacturing process. By automatic generation, 
simulation and verification of NC programs, most of these errors can be compensated or 
totally avoided. Traditional NC programs were generated based on the CAD data where 
the influence of the machining characteristics and machine tool behavior were not taken 
into effect.   
The post-machining stage consists of validation of the process and quality control. In 
this stage, the manufactured part is assessed for part qualification or any further 
manufacturing processes.  Traditionally, inspection and machining tasks are independent; 
where errors generated during the machining process is always considered as the key 
factor of the error in the final product.  
 




The number of measured points in any coordinate metrology process is limited where 
increasing the number of measurements, increases the inspection time and it is costly. 
The typical hard-probing methods usually are very slow in capturing the points. The 
number of measurement points using these devices in practice is usually even less than 
one hundred. It is much less expensive to measure more points using optical sensors, but 
unfortunately measurement accuracy in these sensors are still dramatically low [54]. 
Having this limitation, it can be beneficial to design  coordinate metrology processes to 
utilize estimation techniques that helps to model details of deviation zone for the 
locations that are not physically measured. This level of information is important 
particularly for an upstream process that needs to be performed on the measured surface. 
A good example of an upstream is a compensating manufacturing phase that removes or 
compensates the existing geometric deviations of the measured surface to finish a new 
surface with the desired and acceptable range of characteristics.Typically the up-stream 
design of manufacturing processes use the best substitute geometry for the required 
analysis, and consider the overall deviation zones by a deviation boundary over 
information of detailed deviation zone can be highly beneficial for processes precision 
manufacturing and closed-loops of inspection-manufacture. 
There are many sources of inspection uncertainty including the operator, equipment, 
and the environmental condition [1, 55]. It is shown in several studies that developing a 
proper computational platform which is customized for the specific manufacturing 
process used to produce the measurant reduces the inspection uncertainty significantly. 
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Barari et.al [56] used a computational platform in design for manufacturing approach 
to reduce the deviation zone of the sculptured surfaces in machining.  It is also shown that 
a closed-loop engineering approach can also significantly decrease the cost and rigidity 
applied to the manufacturing system [45, 46, 57]. 
Pahk et al designed an integrated manufacturing system for mold processes. The 
algorithm has the ability to understand complex features with the assist of B-Splines. 
They used a CMM to acquire points from the surface of the molded part as the input to 
their algorithm where the output is a CNC code that compensates the surface errors based 
on the acquired point cloud. The approach on which the points are gathered is also 
performed using a curve based distribution (Figure 9) [58]. 
 
Figure 9: Curvature dependant distribution of the case study[58]. 
Choi et al, analyzed the uncertainty of measurements conducted by CMM. Their 
approach consists of integrating a sampling strategy along with a surface reconstruction 
method. The developed methodology approximates the relation between the number of 
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acquired points and the error of the surface fitting process. They used the beta distribution 
model for finding the probability density function of the measured points; then, these 
values assist the algorithm to decide the next point position for inspection [59]. They also 
devised another algorithm for 3-Dimensional measurements. The fitting algorithm is a 
least square approach with maximum likelihood estimation. The probability density uses 
bootstrap approach to estimate the function of probability. They used the variance-
covariance matrix of deviations to model the bootstrap subsamples and therefore find the 
confidence interval of the sampling approach. The results on the flatness and circularity 
tests shows at least 95% accuracy [60]. 
Philips et al, analyzed the uncertainty of circular features using CMM data. The 
algorithm integrates a simple sampling strategy with a circularity analysis. The approach 
neglects length-dependent sources of uncertainty to reach a single parameter estimation 
model. The model is a function of the probing angle alone. They tested the approach with 
various case studies and the results shows better convergence with the probe angle of 
120˚ [61]. 
Balsamo et al evaluated the uncertainty of CMM by Monte Carlo simulations. They 
used Monte Carlo joint probability distribution function (JPDF) to model the error of the 
CMM. Therefore, these errors are added to the nominal measurements and further are 
used for surface interpolation. The test object was two circular holes and the results 
shows an accuracy of 97.8% [62]. 
Son et al, devised an automated scanning method for reverse engineering. The 
approach consists of two aspects. First, a laser scanner is installed to retrieve the 
parameters of the CMM (Figure 10). Second, these information are passed to the software 
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module where the position of the next sampling is decided by minimizing the error of the 
manufactured part regarding to the CAD file. These steps can be integrated for a closed-
loop manufacturing system to compensate the manufacturing errors. The setup of the 
research is produced using a two-degree of freedom table and a four degree of freedom 
laser scanner. The test object was a freeform surface and the error analysis shows an 
standard deviation of 0.04 [63]. 
 
Figure 10: The laser scanning system [63]. 
 
Badar et al, optimized the sampling strategy of CMM to reduce the sample size of 
measurement data. The approach uses metaheuristic approaches to modify the sampling 
strategy for a best fit of straightness and flatness of manufactured surfaces. They start 
with a random sample and search the neighbourhood of the point for the best candidate of 
the next sample. If the next sample is improving the maximum deviation zone, the 
strategy continues with the same direction for further sampling; otherwise, the next best 
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direction is opted. Since the approach is population based metaheuristic, the initial 
number of start points affects the accuracy of the algorithm. However, with an initial 5 
sample points an accuracy of 87% was reached [64]. 
Li et al, found a localization approach for an automatic inspection procedure. The 
approach consists of two stages. First, features are extracted from the CAD model and the 
corresponding points of the acquired points are found on the CAD model. Using the 
feature properties, the proper transformation matrix for the point cloud is calculated. This 
stage has also two part. At first the points are considered as a whole for transformation 
matrix calculation. After, for a fine tuning the point cloud is divided to sub-samples for a 
better fitting over the CAD model (Figure 11). The algorithm was tested over 3 case 
studies and results show a deviation of errors less than 0.002 [65]. 
 
Figure  11: General  Localization  of the  First  Practical  Example[65]. 
In terms of reverse engineering, Sansoni et al, modeled a Ferrari 250 Mille Miglia. 
They used a laser scanner to acquire a thorough point cloud from the car; then, they used 
a commercial software i.e. Polyworks to build the triangular mesh over the point cloud. In 
the next stage, they modeled the surface of the mesh with NURBS. Finally, they 
reproduced the car using rapid prototyping (Figure 12) [66]. 
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Zexiao et al, integrated a structured-light sensor, a trigger probe and a rotary table 
into a CMM in an attempt to increase the accuracy of the measurement (Figure 13). The 
light sensor dynamically calibrates the CMM and is also used for inspection of parts from 
multi angles. The trigger probe is used for sampling points from edges and important 
features. The final point cloud is then merged into a complete one with a higher accuracy 
of ±0.033 [67]. 
 




Figure 13: System configuration [67]. 
Raghnunandan et al, developed a system to minimize the sampling size based on 
the minimum deviation zone analysis for flatness. The sampling strategy used is 
Hammersly sequence and the flatness is calculated by constructing the convex-hull over 
the acquired points. The method is iterative in which the two modules work one after the 
other to reach a predefined accuracy. The number of sample size was improved in 90% of 
the cases [68]. 
Barari et al [57], devised a computational platform for relating the design 
parameters on the manufactured part. The platform has two modules: a surface 
representation method based on NURBS, and an evaluation method for minimum 
deviation zone. They modeled the Quasistatic Machining Errors of the manufacturing 
process. Therefore, the error matrix is then manipulated to recalculate the surface 
geometry for error compensation or remanufacturing processes. 
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 Methodology  
3.1. INTRODUCTION 
       A successful inspection process evaluates the minimum geometric deviations of the 
points and their corresponding points on the best substitute geometry. However, this 
information is only available for the measured points. Estimation of geometric deviations 
at the regions that are not measured by coordinate measurements is necessary for a 
compensation process in the closed-loop of inspection-machining. The presented method 
estimates the distribution of geometric deviations based on the pattern of the available 
data. On the other hand, Point Measurement Planning requires a DZE module to work 
along.  
3.2. BACKGROUND 
The major concepts utilized in developing the presented methodology are: 
definition of Laplace equation, Mean-value property, maximum and minimum principals, 
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deviation space, and population based optimization and evolutionary algorithms. A brief 
review of these concepts is presented. 
3.2.1. Laplace Equation 











  (1) 
 
is called Laplace equation. The solution of the Laplace equation is called a Harmonic 
function. Harmonic functions possess unique properties which are of interest to the 
developed methodology [69]. 
3.2.2. Mean-Value Property 
If D is a domain of finite measure in the Euclidian space Rn (where n ≥ 2); and, if 
there exists a point P0 in D, for which every H harmonic function in D and integrable 
over D, the volume mean of H over D is equal to H(P0). Then D is an open ball (or disc 
for n=2) with the centre of P0. In other words, if H: U → R is a harmonic function on an 
open set; it has the mean value property if it satisfies the following relationship [70]: 
( )
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3.2.3. Maximum and Minimum Principal 
If H:U → R is a harmonic function on connected open set U and if there is a point 
P0U with the property that  0
( ) sup ( )Q Uu P H Q , then u is constant on U. On a corollary 
of this property, Minimum Principle is derived in the same way for 0
( ) inf ( )Q Uu P H Q  
[69]. “sup” and “inf” refer to the superior and inferior of the harmonic function.  
3.2.4. Deviation Space and grid construction 
A perfect flat surface can be expressed in two dimensions defined by mutually 
perpendicular u and v axes. Any out of flatness deviation of this system in surface can be 
represented in e direction which is perpendicular to u-v 2-D plane. Therefore, the flatness 
coordinate metrology data can be represented in this u-v-e coordinate system, Deviation 
Space, expressing the detailed deviations of measured points. 
 




As illustrated in Figure 14, deviation of measured point Pi in u-v-e coordinate system is ei 
and the point Pi
*
 with coordinate of ui and vi the corresponding point for Pi in u-v plane. 
All points Pi belong to the actual measured surface while points Pi
* belong to the best 
substitute geometry that can represent the actual surface.  
Upon estimation of substitute geometry for a group of measured points, it is 
possible to transfer inspection information to u-v-e coordinate system described above. 
After the point measurement process and construction of the deviation space, a grid is 
devised based on the desired resolution of estimation. This resolution can be decided 
based on the type and nature of utilized coordinate metrology. In the next step, the 
deviation space corresponding points, Pi
*s, are bijectively assigned to the corresponding 
grid nodes for further processes. These locations in the deviation space are referred as 
sites in the rest of this work. Values from e-axis are considered as potential values for 
local deviation of the surface. These values are the Euclidian distance from the measured 
points to the substitute geometry.  
3.2.5. Population Based Metaheuristics 
Population-based metaheuristics act upon manipulating a set of solutions. 
Therefore, by generating new sets of population iteratively using previous solutions, these 
algorithms manage to converge to the final answer. P-metaheuristic algorithms usually 
use a selection tool to generate new populations from the current population. For these 
algorithms to perform properly, diversification of the initial and subsequent population is 
needed. Failure to accomplish this step can result to an early convergence.  
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Generally, the initial population is created randomly in a predefined range. The goal is to 
distribute the population uniformly between the upper and lower bounds of the 
predefined range to reassure the diversification. Each solution is a vector of dimension of 
the problem outlined in the range given [71].  
Stopping criteria in P-metaheuristics are carried out in two ways. A dual threshold 
is defined both for maximum number of generations to be carried out and for a minimum 
convergence of the fitness function. Hence, passing each one of these criteria would 
terminate the iteration process. In other words, the generation stage is limited to an upper 
bound while the resulting fitness value is limited to a lower one. These criteria help to 
prevent the inactivity along the newly produced populations. If these criteria are met it is 
highly probable that the algorithm is achieved a final solution based on the values defined 
in initialization step.  
3.2.6. Evolutionary Algorithms 
One the most practical and famous stochastic P-metaheuristics is Evolutionary 
algorithms. The efficiency of these algorithms has been studied in various real and 
complex problems. Because of their promising results in different optimization problems, 
a new computation field is named after these algorithms i.e. evolutionary computation 
[72].  
EAs work on the mechanism of competition as in natural environments. The 
generation of population of solution is based on the idea of evolution. Like most P-
metaheuristics, the initial population is generated randomly in a predefined range. Based 
on the definition of the objective function, a fitness value is paired with every individual, 
33 
 
thus showing the level of suitability of the solution. This fitness value helps the selection 
procedure in which the individuals with a better fitness value are more probable to be 
chosen to form the next population. Using two most known operators (crossover and 
mutation) new offsprings are generated. Through a replacement scheme better individuals 
of the population are picked out from the offsprings and the parents. This complete 
process is represented as a generation shown in Figure 15. Based on the threshold 
defined, this process is iterated until a termination criteria is met.  
 
 
Figure 15: A generation in evolutionary algorithms. 
3.3. ESTIMATION OF DETAILED DEVIATION ZONE METHODS  
In this research, we developed two method for deviation zone evaluation. In the first 
approach, a mathematical modeling method is governed. This technique uses the Laplace 
equation to model the surface deviation using the acquired data. Since the Laplace 
equation possesses unique properties, the numerical solution of the uncalled provides us 




In the second method, a metaheuristic approach is developed to model the surface 
function. In this tactic, Genetic Programming is used to approximate the relation between 
the position of the acquired points and their geometric deviation. 
3.3.1. Estimation of Detailed Deviation Zone Using Finite Difference Method  
Estimation of the geometric deviation for an unmeasured point of the actual 
surface is required when the geometric deviation values for the measured points are 
available as the attributes of the sites in the deviation space. It is shown in References 
[44, 57] that the distribution of geometric deviations caused by quasi-static 
manufacturing errors is continuous because it is a direct function of existence continuity 
in the nominal geometry. Therefore, the geometric deviations can be considered as a 
continuous variable with known values at sites in the deviation space. With using a 
proper point measurement process, a sufficient number of points from the appropriate 
locations are measured. Therefore, it is assumed that the sites are available to represent 
the continuity of geometric deviation function. Geometric deviation of an arbitrary 
unmeasured location can be estimated by studying its proximity to the known geometric 
deviations of the measured sites.  
In order to estimate the detailed deviation zone, conformal mapping method using 
a harmonic function with Drichlet boundary problem is used. The numerical solution of 
the Laplace equation analyses the neighbourhood of a captured point. This approach is 
applicable to the goal of this research. In the current approach, instead of assuming a 
single shape centre with the potential value of zero, we consider the sites as a group of 
shape centres and their deviation attributes as the potential function to run the Finite 
35 
 
Different Iteration. This way the deviation attributes for the empty nodes between the 
sites are computed (Figure 16). In order to implement this concept the Laplace equation 
over the grid is solved. The numerical solution for Laplace equation can be obtained 
using Taylor’s series neglecting higher order terms [73]: 
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Where h and k are the grid step sizes along u and v coordinates respectively, and Ф is the 
detailed deviation zone function. Considering equal step sizes in u and v directions, the 
Laplace equation can be rewritten as: 
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    (5) 
From the subsequent equation Finite Different Method formula is extracted, if f is 
considered a harmonic function: 
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    (6) 
To initiate the iteration another equation is defined where j is the iteration index: 
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Figure 16: Finite difference interpolation. 
In the developed methodology two termination criteria are utilized for the 
iterations. Considering the typical coordinate metrology accuracy between 10-3 (mm) and 
10-6 (mm), a threshold is selected. The ultimate goal of the developed method is to find a 
smooth distribution of attributes all over the grid. Therefore, the derivative of attribute for 
every single grid node is calculated and stored in the attribute derivate matrix. The 
difference in attribute derivative matrix is calculated in each iteration with its previous 
stage. Standard deviation of differences in derivative of attributes for all grid nodes is 
calculated. If the calculated standard deviation reaches to a level below the decided 
threshold then iteration process is terminated. Based on the fact that increasing the 
iterations is costly and takes time; therefore, if the iteration has been running more than a 




3.3.2. Estimation of Detailed Deviation Zone Using Genetic Programming 
The major concept utilized in developing the presented methodology is Genetic 
Programming. GP is an evolution algorithm developed by Koza et al [74] which extracts 
a mathematical relation between inputs and outputs introduced to the algorithm. GP is a 
specialized Genetic Algorithm in which computer programs are defined as individuals. 
These individuals thrive using basic GA mechanisms to present offsprings with a higher 
chance of survival. The challenge between off-springs to survive is defined as a fitness 
function built-in the evaluation process.    
Genetic programming is a recent evolutionary approach that generates programs 
for a given set of sample data. The difference between GP and other evolutionary 
approaches is the use of tree representations for individuals, letting the string length to 
vary during the process. This characteristic lets GP to produce individuals that are 
programs themselves. This new representation is called nonlinear representation opposed 
to the traditional representation as alphabets of symbols as linear representation [75]. 
Similar to the other evolutionary algorithms, parent selection is based on fitness value 
definition and survivor selection act upon replacement. As shown in Figure 17 the 
crossover operator is based on trading sub-trees between individuals and the mutation is 
established on random changes or flips of functions and/or terminals in individuals. GP 
performs one iteration by operating the following steps [74]:   
Step 1: To initiate the algorithm, some basic values are needed to be defined as: the 
maximum number of generations to be run, cloning, crossover and mutation probabilities. 
It is worthy of mention that the sum of theses probabilities must be equal to one. 
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Step 2: Similar to other evolutionary algorithms, an initial population of trees based on 
the desired size should be generated by randomly mixing functions and terminals 
(inputs).        
Step 3: Defining the fitness function based on the values calculated from current 
population and the original values given to GP as outputs. 
Step 4: calculating the fitness value for each individual and save them for all of the 
individuals. Using the fitness values best-so-far individual can be selected. 
Step 5: Using the probabilities defined in step 1, a genetic operator is selected. 
Step 6: Based on step 4 and the operator selected, each one of following can be 
performed: 
 Cloning: place a randomly selected tree from the current population to the new 
population. 
 Crossover: generate a pair of trees based on two randomly selected trees from the 
current population and assign them to the new population (Figure 17). 
 Mutation: Change a randomly selected tree from the current population and place it in 
the new population. In this operator, a function can be replaced with a function and a 
terminal can be replaced with a terminal. 
Step 7: step 5 and step 6 are repeated until the new population size becomes equal to the 
initial population size. 





Figure 17: Cross-over operator in Genetic Programming. 
The fitness improves based on higher probability of better individuals. This is decided 
in the algorithms by the value of the fitness function. By giving more chance to the fitter 
individuals to accede to the new population, the algorithm starts to converge. By applying 
cross-over operator to trees, it is likely that the tree branches start to grow excessively 
which is called bloat. One approach to control such phenomenon is to restrict the 
maximum length of a tree to a predefined value. This approach would limit the number of 
nodes in a complete branch of a tree from top to bottom to an exact number, preventing 
the tree to expand [71]. 
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3.4. POINT MEASUREMENT PLANNING 
           After constructing the grid explained in 3.2.4 for the measured points, the point 
measurement planning is devised based on the points added on each step of measurement. 
If the measured points are considered as deviations from the flat surface that is being 
inspected, a Gaussian model can be proposed based on the z values returned from the 
CMM: 






(𝑍−𝑍)𝑇 ∑ (𝑍−𝑍)−1𝑖  (8) 
Where ?̅? is the average of deviations and ∑𝑖 is the covariance of all the deviations. 
Therefore, at each i-th step of sampling a probabilistic vector is calculated. This vector is 
then sorted based on their values to find the points with highest probability of error. 1% 
of these points are then instructed to the CMM machine as additional required samples. 
 In this approach, a finite difference based path is defined to acquire the next 
points for measurement. If the highest probable point is already measured the algorithm 
tries to measure the neighborhood of the point based on the layers defined in the finite 
difference scheme. This step is repeated until a point is captured up to 3 layers (24 
neighbor points) and if all the neighbor points are already captured in the previous stages, 





Figure 18: Finite difference layered based path. 
As it can be seen in Figure 18, for the case of searching neighborhood points, 
three layers are defined. The first layer consist of 4 neighbors, the second layer consists 
of 8 neighbors and the third layer introduces 12 new points. The approach is defined in a 
way that if one point has the highest probability and was selected for measurement in 
previous iterations, one of the first neighbors in the first layer is opted. If this process is 
repeated, the second point of the first layer will be picked. This procedure continues till 
all the neighbor points up to the third layer are selected.  
In order to integrate the PMP module with DZE module, after each point selection 
the finite difference method is applied on the new set of data which in fact is the previous 
data plus 1% added sampled points. This approach is devised in a way that comparison 
can be demonstrated where the operator can also decide when to terminate the process if 
a predefined criterion is reached.  
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 Implementation and Results 
4.1. INTRODUCTION 
Implementation process for current work consists of two parts. At first, a thorough 
step by step implementation of Deviation Zone Evaluation is provided. In this research, 
we developed two methodologies to reach the goal of estimating the surface deviations. 
As discussed in Section 3.3 the procedure of each approach i.e. using Finite Difference 
Method and Genetic Programming is provided. In the next section, the aspect of 
integrating DZE with the Point Measurement Process is discussed. As explained in 3.5, 
the steps required to integrate the DZE and PMP modules in one dynamic system is 
provided. 
4.2. IMPLEMENTATION OF DZE USING FINITE DIFFERENCE METHOD 
The finite difference method can be utilized in the developed methodology only if 
function Ф is a harmonic function; therefore, it is crucial to prove that there exists a 
function in the domain of Laplace equation answer. Since mean value property is a 
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unique feature of the harmonic functions, if the finite difference method is valid in a 
domain, then it can be concluded that the governing function in the domain is harmonic 
and use of finite difference method is legitimate. This legitimacy is validated for this 
work by applying the methodology in actual case study. The implementation process is as 
follows: 
a) Point Measurement Process: an industrial flat surface is measured with either an 
optical sensor or through hard probing to produce a point cloud. 
b) Best Plane Fit: the best substitute geometry is constructed using the desired fitting 
criterion, and their Euclidian distance from the best fitted plane is calculated and 
assigned to points. 
c) Mapping to Deviation Space: measured points are mapped to the deviation space. 
Their corresponding points and their Euclidian distances to the best substitute 
geometry are considered as their coordinates in the constructed deviation space.  
d) Gridding: a grid is created based on the desired resolution of the estimation process. 
Sites are specified in the grid. As a constraint for grid resolution, it is considered that 
each grid node should not cover more than one site.  
e) Initialization: the deviation attributes of nodes that contain a site are assigned to 
them and deviation attributes of all other nodes are equal to zero.  
f) Percentile Calculation: a series of percentages of points are selected randomly and 
assigned to the grid nodes with their potential value. The finite difference method is 
then applied to the grid. 
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g) Estimation: finite difference method is applied to find the deviation attribute of all 
the empty grid nodes through the iterations. It is worthy of mention that the deviation 
attribute of the sites remain fixed during the iterations.  
h) Termination: to compare the results between various percentages used in the model, 
the method was iterated for 1,000 runs in each case. 
4.3. IMPLEMENTATION OF DZE USING GENETIC PROGRAMMING 
The implementation process is as follows: 
a) Point Measurement Process: an industrial flat surface is measured with either an 
optical sensor or through hard probing to produce a point cloud. 
b) Best Plane Fit: the best substitute geometry is constructed using the desired fitting 
criteria and their Euclidian distance from the best fitted plane is calculated and 
assigned to points. 
c) Mapping to Deviation Space: measured points are mapped to the deviation space. 
Their corresponding points and their Euclidian distances to the best substitute 
geometry are considered as their coordinates in the constructed deviation space.  
d) Initialization: the deviation attributes of nodes that contain a site are assigned to 
them and deviation attributes of all other nodes are equal to zero.  
e) Estimation: based on the steps described in Section 3.3.2, Genetic Programming 




f) Termination: Process is terminated based on a pre-defined maximum iteration 
number for GP. This iteration number varies based on the number of points used. 
Since by increasing the number of using points the dimensionality of the problem 
increases, a larger value for maximum iteration number is defined. 
4.4. IMPLEMENTATION OF THE INTEGRATED INSPECTION SYSTEM 
The implementation process can be summarized in 5 stages. For comparison with a 
random approach some initialization parameters are used which would not affect the 
algorithm upon modification. These parameters are initial number of points captured 
which is considered as 10% of the total point cloud randomly chosen; and the number of 
highly probable points added on each step to the initial nodes which was set to 1% of the 
total points.  
a) Initial Point Measurement: an industrial flat surface is measured with either an 
optical sensor or through hard probing to produce a point cloud. 
b) Gridding: a grid is created based on the desired resolution of the estimation 
process. Sites are specified in the grid. As a constraint for grid resolution, it is 
considered that each grid node should not cover more than one site. Only 10% of 
the total points are selected for initialization of the grid. 
c) Probabilistic Computation: probability of deviations of nodes are calculated 
based on the Gaussian model and then sorted from lower values to higher ones.  
d) Finite Difference Fitting: The finite difference method is then applied to the grid 
to estimate the deviations of the unknown nodes. The deviation attribute of the 
sites remain fixed during the iterations.  
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e) Iterative Repetition: steps (c) and (d) are repeated by adding 1% of the highest 
probable nodes on each iteration. This method is iterated till 99% of the point are 
selected. 
4.5. RESULTS 
The results of the research is divided based on the acquisition process. There are three 
main equipment for point measurement. Each equipment has different characteristics in 
terms of density and accuracy along with time of operating. These three consist of: Laser 
scanning, tactile scanning and microscopic inspection.  
4.5.1. Laser Scanned Point Cloud 
Laser scanners provide dense point clouds in a short amount of time over a large 
surface. However, the accuracy of the device is lower than tactile probing and 
microscope. The acquired point cloud usually requires further modifications to remove 
unwanted points that were captured during the acquisition process. 
4.5.1.1. Case Study 1: 30mm Gauge – DZE using FDM 
As the first case study, an industrial flat surface with over-all dimensions of 
30mm × 30mm was inspected (Figure  19). Measurement process was conducted using an 
optical probe on a Faro™ Coordinate metrology arm.  Through this process 7,287 points 




Figure 19: 30×30 mm2 Gauge. 
As the fitting process a total least square fitting criteria is utilized. The substitute 
geometry and corresponding deviations of the measured points are mapped to the 
deviation space (Figure 21). 
A grid with size of 320×240 was created and the 7,287 sites were attached to it. 
The iteration process with the maximum number of iterations equal to 1,000 was run. 
Figure 22 illustrates the developed deviation detailed zone after 50 runs, 100 runs, 500 





Figure 20: Measured Points Based on Point Measurement Planning. 
 
















Figure 22: Sample Deviation Distribution For 10% of Points in 30mm Gauge. 
(a) At the Beginning of Iteration Process. (b) After 100 Runs. (c) After 500 Runs. (d) 
After 1000 Runs. 
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 As it can be seen in Figure 23 the process is repeated for 10% to 90% of the data 
with the increments of 10%. At each stage the sum of square of errors and the standard 
deviation of errors are calculated. Table 1 also shows the graphs numbers. 
 












10 12.83 3.5818 
20 11.68 3.4168 
30 10.3 3.2088 
40 8.79 2.9646 
50 7.69 2.7719 
60 6.04 2.4586 
70 4.63 2.1513 
80 3.2 1.7891 








Figure 23: Distribution of Errors Based on Percentage of Points Used in FDM on 30 mm2 
Gauge. (a) Normalized Sum of Squares of Errors. (b) Standard Deviation of Errors. 
 
4.5.1.2. Case Study 2: 30mm Gauge – DZE using GP 
In this case, the same 30×30 mm2 part was analyzed with GP algorithm. The 
extracted point cloud and deviation space is the same as shown in Figures 20 and 21. The 
process described in Section 4.3. is conducted for 10% to 90% of the points to 
demonstrate the convergence of the GP algorithm for DZE (Figure 24). Table 2 also 


























10 73 365 3.6086 1.303 
20 146 729 3.5929 1.291 
30 219 1093 3.5844 1.285 
40 292 1458 3.5856 1.286 
50 364 1822 3.5839 1.284 
60 437 2186 3.5734 1.277 
70 510 2551 3.5765 1.279 
80 583 2915 3.5658 1.271 









Figure 24: (a) Convergence of the estimation process based on Normalized Sum of 
Squares of Errors. 
(b) Convergence of the estimation process based on Standard Deviation of Errors. 
 
 
4.5.1.3. Case Study 3: Sand-Blasted Surface 
The next case study is a magnetic clamp. The surface under investigation is sand-
blasted as can be seen in Figure 25. Similar to the previous cases the surface is inspected 
using Faro™ Laser scanner where 30,939 points were captured. The grid constructed is 
also 240×320 which would provide 76,800 sites. The process is started by 10% of the 
points and continued to 90% of the points. Figure 26 to 29 shows the process when 50% 




Figure 25: Sand-Blasted Surface. 
 
 
Figure 26: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 




Figure 27: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 
after 100 iterations. 
 
Figure 28: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 




Figure 29: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 
after 1000 iterations. 
 
Figures 30 and 31 shows the final results for all the percentages used in FDM. 
Table3 shows the exact errors during the evaluation process. Similar to previous cases 
two well-known errors are calculated for each stage which are sum of normalized square 




Figure 30: Convergence of the estimation process based on normalized sum of square of 
errors for Sand-Blasted Surface. 
 
 
Figure 31: Convergence of the estimation process based on standard deviation of errors 
















10 0.002671 0.051684 
20 0.002417 0.049129 
30 0.002071 0.045506 
40 0.001797 0.042382 
50 0.001407 0.037503 
60 0.001236 0.035156 
70 9.88E-04 0.031437 
80 8.32E-04 0.028841 
90 6.83E-04 0.026127 
 
 
4.5.1.4. Case Study 5: Rough Surface: Clamp 
In this case study, the rough surface of a clamp is inspected. During the laser scanning 
process using the Faro™ arm a number of 12,575 points were captured. These points 
were transferred to the deviation space as described in Section 3.2.4. A grid of size 
240×320 was constructed for the estimation process. The FDM was run for 10% to 90% 
of the points. Figures 32 to 35 shows the estimation process for 50% of the data after 50, 




Figure 32: Sample Deviation Distribution For 50% of Points in clamp surface after 50 
iterations. 
 





Figure 34: Sample Deviation Distribution For 50% of Points in clamp surface after 500 
iterations. 
 






 As it can be seen in Figures 36 and 37 the normalized sum of square of errors is 
decreasing when the number of initial points are increased. Table 4 is providing the exact 
errors at each stage of DZE. The process of choosing the initial points are random and 
does not affect the next or previous stages. 
 
Figure 36: Convergence of the estimation process based on normalized sum of square of 




Figure 37: Convergence of the estimation process based on standard deviation of errors 
for clamp surface. 
 












10 0.024994987 0.157138643 
20 0.015779706 0.124966866 
30 0.00849276 0.091823728 
40 0.004811424 0.069308124 
50 0.003350328 0.05783828 
60 0.003040468 0.055123267 
70 1.40E-03 0.037452058 
80 6.64E-04 0.025770549 





4.5.2. Tactile Probed Data 
Tactile probing is another inspection procedure. Comparing to Laser Scanners, 
tactile probes provide higher accuracy, while the number of points are far more limited 
regarding to laser or microscope scanners. This equipment also require surface touch to 
record the position of the sample; therefore, if some parts of the test object is not 
reachable, the information of the region is lost due to lack of sampling. 
4.5.2.1. Case Study 1: 30mm Gauge – DZE using FDM 
As a case study, a precision gauge flat surface with over-all dimensions of 30mm 
× 30mm was inspected. Measurement process was conducted using a 6-mm tactile probe 
on a Faro™ Coordinate metrology arm. The point measurement planning was based on 
stratified grid inspection with step size of 0.5mm. Through this process 294 points were 








Figure 38: (a) Measured points based on point measurement planning. (b) Mapping of the 





As the fitting process a total least square fitting criteria is utilized. The substitute 
geometry and corresponding deviations of the measured points are mapped to the 
deviation space (Figure 38-b). 
 
Figure 39: Sample Deviation Distribution For 50% of Points in Gauge surface after 50 
iterations. 
 The estimation process starts with 10% of the data and continues to 90%. Figures 
39 to 42 shows the evaluation process when 50% of the initial of data were randomly 
assigned to the grid. By passing the iterations from 50 to 1000 the grid is evolving to 




Figure 40: Sample Deviation Distribution For 50% of Points in Gauge surface after 100 
iterations. 
 





Figure 42: Sample Deviation Distribution For 50% of Points in Gauge surface after 1000 
iterations. 
The convergence through the increasing of the points are shown in Figures 43 and 
44. Increasing the number of initial points is helping the FDM process to reach a higher 





Figure 43: Convergence of the estimation process based on normalized sum of square of 
errors for gauge surface. 
 
Figure 44: Convergence of the estimation process based on standard deviation of errors 
for gauge surface. 
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10 1.74E-05 0.004109853 
20 1.58E-05 0.003890535 
30 1.13E-05 0.003354956 
40 9.91E-06 0.003132143 
50 5.29E-06 0.002298209 
60 5.11E-06 0.002256883 
70 4.18E-06 0.002045183 
80 2.34E-06 0.00152826 
90 1.19E-06 0.001091043 
 
 
4.5.2.2. Case Study 2: 30mm Gauge – DZE using GP 
In this case study, same surface and point cloud discussed in Section 4.5.2.1 is 
analyzed using GP algorithm. We started by using the 10% of the data for training and 
moved up to 90% of the points. By increasing the number of the training data algorithm is 
showing better convergence (Figure 45); however, a bigger number of population and 
iteration is required. The number of population is equal to the number of samples and the 


























10 10 29 2.2710 5.2019 
20 20 59 1.4569 2.3387 
30 29 88 1.2951 1.6715 
40 39 118 1.2786 1.9789 
50 49 147 1.1270 1.5012 
60 59 176 1.2623 1.8941 
70 69 206 1.2613 1.7629 
80 78 235 0.9629 1.0588 








Figure 45: (a) Convergence of the estimation process based on normalized sum of square 
of errors. 
(b) Convergence of the estimation process based on Standard Deviation of errors. 
 
 
4.5.2.3. Case Study 3: Sand-Blasted Surface 
In this case study, the same magnetic clamp used in Section 4.5.1.3 clamp is hard-
probed using Faro™ 6mm tactile probe. During the process a number of 360 samples 
were inspected and moved to deviation space.  
The algorithm starts off with 10% of the initial points and assigns them to a grid of 
size 240×320 and increases the number of starting points to 90%. For demonstration of 
the FDM process, Figures 46 to 49 shows the estimation process for the initial of 50% of 




Figure 46: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 
after 50 iterations. 
 
Figure 47: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 




Figure 48:  Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 
after 500 iterations. 
 
 
Figure 49: Sample Deviation Distribution For 50% of Points in Sand-Blasted Surface 
after 1000 iterations. 
75 
 
By increasing the number of the nodes used to start the estimation process the algorithm 
is showing better convergence as demonstrated in Figures 50 and 51. Table 7 shows the 
sum of square of errors and standard deviation of errors at each stage. 
 





Figure 51: Convergence of the estimation process based on Standard Deviation of errors 
for Sand-Blasted surface. 
 
 












10 0.000361726 0.018710442 
20 0.000262599 0.01586789 
30 0.000163811 0.01280469 
40 0.000154004 0.012316327 
50 0.000114531 0.010682515 
60 0.000105381 0.010238821 
70 6.37E-05 0.007966162 
80 3.74E-05 0.006117218 





4.5.2.4. Case Study 4: Additive Manufactured Surface 
To study this process on a new surface using tactile probing, an additive 
manufactured surface is chosen (Figure 52). The block is produced using the details given 
in Table 8. During the inspection process a number of 634 points were captured using 
Faro™ tactile 6mm probe. These points were transferred to deviation space and were 
prepared for the FDM process. 





Built Orientation Rectilinear 
Material Polylactide(PLA) 









 Similarly as the previous cases, the initial points were increased from 10% of the 
captured point cloud to 90% with increments of 10%. Figures 53 to 56 shows the 
evaluation of the deviation zone for 50% of the initial data.  
 
Figure 53: Sample Deviation Distribution For 50% of Points in AM Surface after 50 
iterations. 
 By increasing the number of iterations from 50 to 1000 the grid is evolving to 
estimate the rest of the nodes. On the other hand, by increasing the number of initial 
points used in FDM method, the algorithm is showing better convergence as illustrated in 
Figures 57 and 58. Table 9 is providing the information during the increase of the initial 




Figure 54: Sample Deviation Distribution For 50% of Points in AM Surface after 100 
iterations. 
 










Figure 57: Convergence of the estimation process based on normalized sum of square of 




Figure 58: Convergence of the estimation process based on Standard Deviation of errors 
for Sand-Blasted surface. 












10 0.000704 0.026547 
20 0.000473 0.021758 
30 0.000349 0.018673 
40 0.000307 0.017415 
50 0.000267 0.016334 
60 0.000195 0.013952 
70 0.000127 0.011257 
80 9.14E-05 0.009544 





4.5.2.5. Case Study 5: Rough Surface: Clamp 
In this case, same surface in Section 4.5.1.4 is hard-probed. During the inspection 
of the surface 457 points were extracted from the Faro™ tactile 6mm probe. The points 
are then moved to a grid of size 240×320. Figures 59 to 62 is showing the estimation 
process when 50% of the point cloud was considered for evaluation of the deviation zone.  
 





Figure 60: Sample Deviation Distribution For 50% of Points in Clamp Surface after 100 
iterations. 
 





Figure 62: Sample Deviation Distribution For 50% of Points in Clamp Surface after 1000 
iterations. 
As the number of initial points were increased from 10% to 90%, the FDM 
process is providing us with better convergence as demonstrated in Figures 63 and 64. As 





Figure 63: Convergence of the estimation process based on Normalized sum of square of 
errors for Clamp. 
 



















10 0.000362 0.01871 
20 0.000263 0.015868 
30 0.000164 0.012805 
40 0.000154 0.012316 
50 0.000115 0.010683 
60 0.000105 0.010239 
70 6.37E-05 0.007966 
80 3.74E-05 0.006117 
90 1.71E-05 0.004122 
 
 
4.5.3. MICROSCOPIC INSPECTION 
As an experiment case study, an industrial part fabricated by 3D printing with the 
overall dimensions of 50mm × 70mm × 30mm was considered (Figure 65). Measurement 
process was conducted with the details provided in Table 11.  
Table 11: Details of measurement process. 
Magnification 5x 
Numerical Aperture 0.15 







X Scale 1.443 µm/pixel 





Using the microscopic 3D topography inspection device total of 1,775,235 points 
were captured from the surface of the AM part. Figure 66 demonstrate a microscopic 
image of the fabricated surface. The specific texture of the surface generated by AM 
process can be seen in this picture.  
Through this process a grid with size of 1155x1537 was created as the deviation 
space. In the first experiment, instead of using all 1,775,235 measured points only 10% of 
them, i.e., 177,523 points were randomly selected and used as the sites. The randomly 
selected sites were mapped to the deviation space. Then the FDM method was used to 
estimate all other grid nodes including the other 90% of the sample points that their actual 
values are known to us. Using this process the performance of the developed method was 
evaluated.  
 







Figure 66: Actual Microscopic View of the Additive Manufacturing surface. 
 
 The result is presented in the paper titled “Surface Topography of Additive 
Manufacturing Parts Using a Finite Difference Approach”. A copy of this paper is 
appended to this thesis. Figures 67 to 70 shows the process of evaluating the deviation for 
only 10% of the initial points. After the process is finished, a 3-Dimensional illustration 






















Figure 71: 3D surface reconstructed using 10% of initial points after 500 runs. 
 
As it can be seen in Figures 72 and 73 by increasing the number of initial points 
the FDM process is converging towards the actual surface with the roughness of 1.288 





Figure 72: Estimated roughness after 500 runs versus percentage of points used in FDM. 
 
 
Figure 73: Normalized difference of the estimated roughness and original roughness for 





Table 12: Roughness and the error of calculated roughness using FDM. 
Percentage of 
Points Used 





with FDM (%) 
10 1.2856 0.1876 
20 1.2870 0.0750 
30 1.2875 0.039 
40 1.2877 0.0250 
50 1.2878 0.0156 
60 1.2879 0.0099 
70 1.2879 0.0061 
80 1.2880 0.0033 
90 1.2880 0.0015 
All Points 1.2880 - 
 
4.5.4. INTEGRATED MANUFACTURING INSPECTION 
To validate the process two experiments were conducted, and the case studies are 
presented here. The cases consist of the precision gauge inspected by laser and tactile 
probe shown in Figure 19. The geometric deviations of the measured surface are fully 
unknown.  Using the steps defined in the Section 4.4, the methodology is applied on the 
surfaces to validate the accuracy and the efficiency of the developed methodology. 
4.5.4.1. Case Study 1: Laser Scanned Point Cloud 
As the first case study, the precision gauge with flat surface with over-all dimensions 
of 30mm × 30mm was inspected. Measurement process was conducted using an optical 
probe on a Faro™ coordinate metrology arm. The point measurement planning was based 
on stratified grid inspection with step size of 0.5mm. Through this process 83,835 points 
were captured to generate the point cloud (Figure 74). 
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As the fitting process a total least square fitting criteria is utilized. The substitute 
geometry and corresponding deviations of the measured points are mapped to the 
deviation space (Figure 75). 
A grid with size of 100×100 was created and the 10% of the initial 83,835 sites were 
randomly picked and attached to it. The maximum number of iterations of 1,000 was 
used for the iterative sampling process. At each step 1% of the highest probable points 
were selected for inspection. For comparison, at the same time 1% of the points were 
randomly chosen to be reassigned to the grid. The final comparison can be seen in Figure 
76. 
 




Figure 75: Mapping of the Measured Points to the Deviation Space for Case I. 
 
Figure 76: Comparison of the proposed methodology with random sampling for Case I. 
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4.5.4.2. Case Study 2: Tactile Probed Surface 
In the second case, the same part was inspected using a tactile probe on a Faro™ 
Coordinate metrology arm. The point measurement planning was based on stratified grid 
inspection with step size of 1mm. Through this process 795 points were captured to 
generate the point cloud (Figure 77). Similar to case 1, the fitting process a total least 
square fitting criteria is used the deviations of the measured points are mapped to the 
deviation space (Figure 78). A grid with size of 100×100 was also created and the 10% of 
the initial 795 sites were randomly picked and attached to it. The same approach for 
comparison is used in this case. The Final results shows even a faster convergence of the 
proposed method comparing to the results of the first case study (Figure 79).  
 





Figure 78: Mapping of the Measured Points to the Deviation Space - Case II. 
 






         Chapter 4 provides several case studies categorized based on the number of sample 
points i.e. Laser Scanning, Tactile Probing and Microscopic measurement. Each case 
study is selected to validate the methodology of the research. The results of the case 
studies are compared based on the approach and the type of the surface under inspection. 
The analysis and discussion of the results observed in each case study is provided in 
this chapter. The discussion is divided to three sections. First section studies the results of 
the Deviation Zone Evaluation in coordinate metrology – based inspection. Second 
section discusses the results for Point Measurement Planning integrated with DZE in 
coordinate metrology – based inspection. In the last part, the results of adapting the 
developed methodology for surface roughness inspection is discussed.  
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5.2. DEVIATION ZONE EVALUATION 
       The DZE module of the research is following a unique goal: estimating the details of 
a manufactured surface where limited number of samples are present. In Chapter 4, 
various cases are studied and the evaluation errors for each surface is provided. 
At first it is needed to decide which developed algorithm provides the operator with 
more reliable results. The Gauge surface is studied with both GP and FDM methods. Also 
the methodology is implemented for dense point cloud extracted from Laser scanner and 
a smaller point cloud captured with tactile probe.  
As it can be seen in Figure 22, by increasing the iteration runs the grid is evolving to 
estimate the deviation attributes of the empty nodes. Since the finite difference method 
uses the circular neighborhood to estimate the center of the circle i.e. the unknown sites, 
it provides a smooth estimation for the empty nodes through progress of iteration process. 
Based on the number of the runs of the finite difference method the grid converges to find 
the rest of the potential values.  
As demonstrated in Table 1, by increasing the number of points used in FDM the 
final result of the process develops rapidly. This process is also shown in Figure 23, 
which approves that the assumption of existing the harmonic fields over the plane to 
initiate the finite difference method was adequate. 
Studying Figures 23 and 24 concludes that GP is estimating the surface with better 
convergence over FDM. However, it is important to acknowledge GP is a metaheuristic 
approach. The drawback of these methods is the computation time regarding to direct 
methods similar to FDM. On the other hand, FDM convergence is at a constant decrease 
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while GP hinders to show constant improvement as can be seen in Figure 24. Especially 
the difference between 60% and 70% of the data is unacceptable where the error 
increases while 10% more of the initial points were considered. It is worthy of mention 
that for the same case study, GP take days to execute and reach the final results while 
FDM provides us with results in less than 5 minutes. In a hectic manufacturing plant 
where seconds matters, this would be a huge defect of GP algorithm. Some can solve this 
drawback by governing a faster machine; however, that would be a costly approach. As 
another view, GP produces the estimation function on a completely random basis which 
means running the algorithm with the exact same initial points might lead to another set 
of functions where the estimated surface could have a different error.  
 The same comparison can be done with tactile probed data. As it can be seen in 
Table 6, GP is not converging constantly. Using 50% of the initial point cloud is resulting 
in a standard deviation error of 1.127 µm while this error increases when the number of 
initial points is increased to 80%. The assumption with these type of problems is that one 
always should reach better evaluation of the surface by providing more information to the 
algorithm. It can be seen in Table 5 along with Figures 43 and 44 that the algorithm is 
converging constantly with increasing the number of initial points using the same point 
cloud with FDM. Therefore, it can be concluded that the FDM approach is more reliable 
than the GP approach in terms of estimating the deviation zone. 
The results in Figure 23 can be studied in another aspect. As it can be seen the 
relation between the number of points as the input to FDM and the error of the evaluation 
process can be modelled as an error function. It can be noticed that using only 30% of the 
data would result in decreasing the sum of square of errors from order 10-3 to 10-4.  
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Modelling the error function can be used for industries to use the graphs for reaching 
a specific amount of error. Governing Least Square method, a second degree polynomial 
function is fitted to the points. In Figure 80, Normalized sum of square of errors is plotted 
versus the percentage of the points used in FDM process.  
 
 
Figure 80: Error Function representation for Laser scanning results - Gauge Surface. 
The resulting function is in the form of: 
y = -2×10-6 x2 - 0.0001x + 0.0014 (8) 
Where y is normalized sum of square of errors and x is the percentage of points used 
for estimation process. Knowing that the reverse of a second degree polynomial function 
y=ax2 + bx +c is in the form of: 
𝑥 =
−𝑏 + √𝑏2 − 4𝑎(𝑐 − 𝑦)
2𝑎
 (9) 
We can use the error function to find the exact number of sample points to reach a 
specific error. 



































Percentage of Points (%)
Actual Measurement Poly. (Actual Measurement)
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The sampled data can also be compared based on the method of acquisition. 
Comparing the data in Tables 1 to 5, it can be concluded that the Laser scanners are 
adding more uncertainties to the system. However, providing the FDM algorithm with 
higher number of points leads to more accurate understanding of the surface and better 
evaluation.  By modelling the error function for tactile probing data as shown in Figure 
81, the following relation can be reached: 
y = 2×10-7 x2 - 4×10-6 x + 2×10-5 (10) 
 
 
Figure 81: Error Function representation for Tactile scanning results - Gauge Surface. 
Comparing Equations 8 and 10 shows that providing the FDM algorithm with more 
points would lead to smaller rate of change in error function, while tactile probe causes 
lower amounts of uncertainty in measurement.  
A surface texture - based comparison of the results can also be conducted. For the 
sand-blasted surface the following error function as shown in Figure 82 is reached: 
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Figure 82: Error Function representation for Laser scanning of Sand Blasted Surface. 
y = 10-5 x2 - 0.0004x + 0.0031 (11) 
Comparing Equations 11 and 8 for Gauge surface and Sand blasted surface lead to the 
conclusion that uncertainty of the FDM estimation reduces by increasing the 
manufacturing accuracy surface under inspection. This can be concluded from the 
derivative of the error function which expresses the rate of change in errors based on the 
number of measurements. As known, the first derivative of a quadratic function of form 
y=ax2 + bx +c is a linear function in the form of Y=2ax + b. The error function for the 
precision gauge has a lower slope regarding to sand blasted surface. Extending the 
analysis to clamp surface: 
Ygauge = -4×10
-6 x - 0.0001 (12) 
Ysand-blast = 2×10
-5 x - 0.0004 (13) 
Yclamp = 0.0012x - 0.0086 (14) 
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Figure 83: Comparison of rate of change in error functions for laser scanning data. 
Since the clamp has the highest surface inaccuracies, the estimation error changes 
with the highest slope among more accurate surfaces as demonstrated in Figure 83. 
Same comparison can be conducted on tactile probing samples. As illustrated in 
Figures 84 and 85, the error function for sand blasted and clamp rough surface is 
extracted using least square method: 
ysand-blast = 5×10
-6x2 - 8×10-5x + 0.0004 (15) 
yclamp= 8×10
-6x2 - 0.0002x + 0.0008 (16) 
Considering the rate of change in estimation error we reach the same conclusion for 
the tactile probing. It can be concluded that the accuracy of manufacturing process vastly 
affect the accuracy of the estimation process as well. Comparing the equation 10, 15 and 
16 shows that the estimation error is higher in clamp surface regarding to sand blasted 
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Figure 84: Error Function representation for tactile scanning results on Sand-Blasted 
Surface. 
Similar to the Gauge case, the sand blasted surface is showing higher amount of error 
when the laser scanner was used as the sampling equipment. However, the number of 
samples in laser scanning data is providing enough information for FDM approach.  
 
 
Figure 85: Error Function representation for tactile scanning results on clamp Surface. 
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5.3. INTEGRATED INSPECTION SYSTEM 
The scope of the research is to develop an integrated computational platform for 
coordinate metrology. The platform consists of integration of three modules: DZE, PMP 
and SGE. Successful integration of PMP-SGE and SGE-DZE have been already shown in 
previous research [44][76] . In the current work, the computational platform contains 
integration of DZE and PMP. The Point Measurement Planning is based on the 
probability density function of a Gaussian distribution. As explained in Section 4.4 the 
deviation vector of a flat surface is analyzed for probability evaluation. In a virtual 
integrated system, after substituting a new measurement to the grid, FDM approach is 
performed to approximate the empty nodes for future manipulation. For comparison, this 
process is iterated with 1% substitution of highest probable points till all the 
measurements are selected. The results provided in Section 4.5.4 shows noticeable 
improvement. This method can be governed to achieve higher accuracies using the same 
type of equipment; and, the inspection process can be improved by integrating the tasks 
as described. 
As it can be seen in Figure 76 that only using 32% of the total points for a laser 
scanned data, the iterative sampling approach converges to the deviation zone that could 
be achieved using all the points.  Since the iterative sampling method substitutes the 
highly probable points instead of randomly capturing new points, the variance of 
geometric deviations is decreased considerably. Also, since the finite difference method 
uses the circular neighborhood to estimate the center of the circle i.e. an unknown site, it 
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provides a smooth estimation for the empty nodes through the progress of the iteration 
process. 
As it can be seen in Figure 79 the iterative sampling solution converges only by 
using 14% of the available tactile probing points and after only 4 iterations. By 
comparing the results from a tactile measurement and laser scanned samples, one can 
conclude that the integration process is showing higher accuracy for tactile samples. The 
convergence of the proposed method for the Case II is twice faster than Case I. This 
means that the amount of inaccuracy in the measurement process also affects the 
sampling process. Since Laser scanners inherently add higher amounts of noise to the 
points assessed, the uncertainty has a greater value in the points acquired. This fact would 
lead to iterating the PMP module for more point substitutions. 
Although the results show an improvement of the algorithm, one can implement a 
complete computational platform by adding Substitute Geometry Evaluation to the 
integrated model. An Integrated Inspection System consist of transferring the acquired 
data dynamically to a fitted substitute geometry to be manipulated. This fact would 
improve the overall inspection process.  
5.4. SURFACE TOPOGRAPHY 
The Deviation Zone Evaluation model based on the FDM approach is tested with a 
new surface model. Rapid prototyped surfaces possess an intrinsic waviness due to the 
nature of the manufacturing process. In this section, the discussion about adapting the 
DZE model for such surface is provided. 
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Figure 68 shows the estimated surface topography after only 50 iteration runs. Figures 
69 and 70 show the improvement of the surface topography estimation after100, and 500 
iteration runs, respectively. As it can be seen in Figures 67 to 70, by conducting the 
iteration runs the grid is evolving to find the deviations corresponding the rest of the 
nodes based on the available deviation values on sites. The deviation values of sites 
remain fixed during the iteration process.  
 A very strong convergence in the iterative results of runs was achieved in this process 
which essentially confirms validation of our initial assumptions in employing the mean 
value property of harmonic functions for the AM surface topography. Therefore using the 
finite difference algorithm for estimation of deviations on AM surface was legitimate. A 
3D surface reconstruction using the final results after 500 iterations is provided in Figure 
71. 
The same procedure is repeated by using 20%, to 90% of data with 10% of 
increments which were randomly sampled from the total set of 1,775,235 three 
dimensional points.  
Table 12 shows the final results of the process in calculation of the overall 3D surface 
roughness in each case. The results show that even with availability of only 10% of the 
sample data the developed method can estimate more than 99% of the actual surface 
roughness.  
The turning point on Figure 73 is happening at 30% of the data. Providing the FDM 
algorithm with this amount of the initial points would lead to an error less than 0.05%. In 
terms of estimation, this fact means that the evaluation process of roughness is accurate at 
a rate of 99.95%. This fact can be used to acquire data with a less accurate lens on the 
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microscope and use the data to map the micro-roughness of the AM surface to a bigger 
grid size. Since the equipment is limited in the aspect of providing higher resolution, 
FDM can be extremely useful in this regards.  
Evaluating the data on Table 12, we can find the roughness model for the AM surface 
as shown in Figure 86 and equation 17. 





Figure 86: Roughness model for the AM surface. 
We can use equation 17 as a prior model to find the roughness of the AM surface 
based on the sampled points. The important aspect of the surface model is that it 
introduces a continuous function for which at each percentage the roughness is 
computable.  
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 Conclusion and Suggestion for Future Research 
6.1. CONCLUSIONS 
 
Two novel solutions for the two main computational tasks in coordinate metrology 
are developed in this research. The first solution is for Point Measurement Planning 
(PMP) problem which proposes a guided dynamic sampling algorithm based on the 
assumption of Gaussian-based distribution of the manufacturing errors. The PMP module 
inspects the neighbor points in case of repetition sampling of the same point. The 
developed methodology is compared with a random sampling approach. The results show 
that the proposed method is robust and the algorithm converges to find suitable points for 
inspection.  
 The second solution is for the Deviation Zone Evaluation (DZE) problem using the 
properties of harmonic functions to estimate the details of the geometric deviations (or 
surface texture in case of surface topography). The methodology employs an iterative 
Finite Difference Method (FDM) to solve the resulting differential equation. This 
111 
 
approach allows the inspection process to reconstruct fabricated geometric deviations or 
the surface topography by a limited number of measured points. As an alternative 
solution, a Genetic Programming (GP) solution is also presented. The GP solution acts 
upon random selection of sub-functions, therefore, the reliability of this approach is not 
as appreciated as FDM approach. By increasing the number of points GP would require 
more time to end with appropriate results. It is shown that FDM provides sufficient 
information based on the sampled data. It is demonstrated that FDM convergence 
improves by increasing the number of sampling points. In this research, the error function 
of the finite difference method for various types of surfaces is developed. The rate of 
change of the errors shows that the manufacturing process has enormous effect on the 
estimation error for DZE. 
Next, an integration of the two solution is demonstrated to be used as a platform for 
an Integrated Inspection System. As an integration process, PMP and DZE are combined 
as a single working module for a dynamic inspection plan. It is concluded that governing 
the IIS would results in improvement of the DZE process and could be used for down-
stream processes.  
Variety of experiments is conducted and by a systematic set of experiments the 
performance of both approaches and also their integration are evaluated. Actual 
experimental study not only validates the original assumptions employed in the two 
developed methodologies but also shows the efficiency of the solutions. The results show 
that in all cases, with a minimum of 30% of the initial points, the standard deviation of 
error is decreased to less than 10-6. 
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The developed methodologies are suitable for surface quality inspection of parts 
fabricated by various manufacturing technologies with various qualities, and using 
various coordinate metrology devices. One can use the proposed methodology for Quality 
Control purposes where the CAD model is present. The error models developed in this 
research can be governed completely using the deviation errors from the CAD model. 
Another important application of the developed integrated solution is in planning for 
the required post processing or down-stream surface finish processes suitable for the 
manufactured parts. 
The proposed integration can be used to define an inspected surface with fewer 
measurements with less computational cost and also less computational uncertainty. The 
developed methodology can be utilized in various design and manufacturing applications. 
It also can be used in other aspects of engineering where a surface reconstruction 
technique is required. One can use the proposed methodology for Image processing 
researches. This method can be modified to analyze the X-Ray and MRI images for 
biomedical purposes.  
PMP and DZE are the two important computational tasks in coordinate metrology 
that are covered in this work. It is shown that the developed solutions for these two tasks 
can be integrated which each other to reduce the overall uncertainty of the inspection 
process. Having the developed methodology and merging them with the middle 
computational task, i.e. Substitute Geometry Estimation (SGE) can potentially present a 
fully Integrated Inspection System. 
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6.2. FUTURE WORK 
Integrated Manufacturing systems (IIS) is a new topic among manufacturing 
researchers.  The following can be some of the suggestions for the future research: 
1) Extending the developed DZE method to analyze sculptured surfaces and study of 
an algorithm to be used for free-form surfaces to improve the generality of the 
DZE solution. 
2) The assumption of normal distribution of deviations over the measured surface 
can be extended to a complete distribution analysis. By fitting a distribution 
function over the sampled data better convergence is reachable. 
3) A complete IIS consists of three modules: DZE, PMP and SGE. Combining the 
substitute geometry estimation with the current work can provide more 
perspective to the research.  
4) One of the most flexible surfaces is NURBS. However, most of the algorithms 
that fit NURBS to sample points require definition of patches; and, therefore, they 
do not provide an automated process that can be further used in IIS. Devising such 
an approach can vastly improve the efficiency of the IIS. 
5) One of the most crucial issues in manufacturing is fabricating parts which lie 
inside of the tolerance zone defined prior to the production. One can improve the 
current research for termination criteria based on the tolerance zone. 
6) All inspection equipment produce some sort of errors during the sampling 
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