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Abstract We investigate the distribution of some global measures of deviation be-
tween the empirical distribution function and its least concave majorant. In the case
that the underlying distribution has a strictly decreasing density, we prove asymptotic
normality for several Lk-type distances. In the case of a uniform distribution, we also
establish their limit distribution together with that of the supremum distance. It turns
out that in the uniform case, the measures of deviation are of greater order and their
limit distributions are different.
Keywords Empirical process · Least concave majorant · Central limit theorem ·
Brownian motion with parabolic drift · Lk distance
1 Introduction
Let X1, . . . ,Xn be a sample from a non-increasing density f on [0,∞) with corre-
sponding concave distribution function F . Denote by Fn the empirical distribution
function constructed from the sample and let Fˆn be the least concave majorant of Fn,
by which we mean the smallest concave function on [0,∞) that lies above Fn. This
paper deals with the distribution of global measures of deviation between Fˆn and Fn.
The distance between Fˆn and Fn has been studied at several places in the litera-
ture. Kiefer and Wolfowitz [8] proved that, under additional assumptions that require
f ′ < 0, both Fn and Fˆn are asymptotic minimax in the class of concave distribution
functions, i.e., sup |Fˆn −Fn| = o(n−2/3 logn) with probability one; closer inspection
of their argument shows that this distance is of the order O((n−1 logn)2/3) almost
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surely. This means that Fˆn is essentially no better than Fn, except that it is concave.
Similar results were obtained by Wang [14, 15] who studied supremum distances be-
tween the empirical cumulative hazard Cn and its least concave majorant Cˆn, and
between the corresponding distribution functions, for distributions with an increas-
ing failure rate. Carolan [1] proved that Fˆn − Fn = op(1/√n) at the endpoints of the
longest interval where F is linear.
The first distributional result is due to Wang [16], who obtained the limit distri-
bution of n2/3(Fˆn(t) − Fn(t)), for t > 0 being a fixed point. This was extended to
process convergence in [12]. In the regression setting, Durot and Tocquet [4] also
obtained the pointwise limit distribution and established asymptotic normality of
the Lk-distance between Fˆn and Fn. Durot [3], motivated by designing a test for
monotonicity of the regression curve, obtained the limit distribution of the supremum
distance under uniformity.
In this paper, we study the Lk-distance ‖Fˆn − Fn‖k and the supremum distance
‖Fˆn − Fn‖∞, for distributions with a non-increasing density with compact support,




n2k/3(Fˆn(t) − Fn(t))kg(t)dt − μ
)
(1.1)
is asymptotically normal. This implies that n1/6(n2/3‖Fˆn − Fn‖k − μ1/k) is asymp-
totically normal. This result is similar to the one in [4] for the regression setup, which
has been obtained independently of our efforts. One of the main differences between
the regression setting and our setup is the embedding of the empirical process. In
the regression setting the empirical process can be embedded directly into Brownian
motion itself, whereas in our setup it can only be embedded in the process
s → W(n1/3(F (t + n−1/3s) − F(t))).
This introduces an additional difficulty of approximating the value of the con-
cave majorant of this process at zero by the corresponding value of the process
s → W(f (t)s). Although the maximum difference between the two processes is too
large, the key observation that makes things work is that the values of the concave
majorants at zero are sufficiently close.
We prove asymptotic normality of ‖Fˆn − Fn‖k under the assumption that f ′ < 0.
In Sect. 2 we state a central limit theorem for (1.1) and briefly sketch an outline of the
proof. Next, asymptotic normality of ‖Fˆn −Fn‖k and of
∫
(Fˆn −Fn)kdFn can be de-
duced from this result. The assumption f ′ < 0 rules out the uniform distribution. This
assumption is essential, because the limit behavior of ‖Fˆn − Fn‖k under uniformity
differs from the case f ′ < 0. Groeneboom [6] also encountered this phenomenon
when studying the L1-error for the derivative of Fˆn. In Sect. 3 we investigate the be-
havior of several global functionals under uniformity. This includes ‖Fˆn − Fn‖k and
‖Fˆn −Fn‖∞, for which we prove that they converge in distribution to corresponding




(Fˆn −Fn)kdFn we establish a sim-
ilar result, which may be of interest in view of designing a test for uniformity. Also,
for this functional the uniform distribution is shown to be least favorable among all
non-increasing densities on [0,1], a property that is shared with ‖Fˆn −Fn‖∞ (for the
latter see also [3]). All proofs are postponed to Sect. 4.
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2 Asymptotic Normality of Lk-Functionals
Let X1,X2, . . . ,Xn be a sample from a non-increasing density f and denote F as
the corresponding distribution function. Suppose that f has bounded support, which
then without loss of generality may be taken to be the interval [0,1]. Let Fˆn be the
least concave majorant of the empirical distribution function Fn on [0,1]. Consider
the process
An(t) = n2/3(Fˆn(t) − Fn(t)), t ∈ [0,1]. (2.1)
The limiting distribution of An, can be described in terms of the mapping CMI that
maps a function h : R → R into the least concave majorant of h on the interval I ⊂ R.
If we define the process
Z(t) = W(t) − t2, (2.2)
where W denotes standard two-sided Brownian motion originating from zero, then it
is shown in [16] that, for t ∈ (0,1) fixed, An(t) converges in distribution to c1(t)ζ(0),
where c1(t) is defined in (2.5), and
ζ(t) = [CMRZ](t) − Z(t). (2.3)
This was extended to process convergence in [12], where it is proved that, for t ∈
(0,1) fixed and t + c2(t)sn−1/3 ∈ (0,1), the process
ζnt (s) = c1(t)An(t + c2(t)sn−1/3) (2.4)

















Theorem 2.1 Suppose that f satisfies conditions
(A1) f is a twice continuous differentiable decreasing density with support on [0,1];
(A2) 0 < f (1) ≤ f (t) ≤ f (s) ≤ f (0) < ∞ for 0 ≤ s ≤ t ≤ 1;
(A3) inft∈[0,1] |f ′(t)| > 0.
Let g be a continuous function on [0,1] and let An be defined by (2.1). Then for all









kg(t)dt − μ) converges in distribution to a normal random variable
with mean zero and variance










where ζ is defined in (2.3).
Let us first briefly sketch the line of reasoning how we establish this result. First
observe that, up to constants, An is the image of Fn under the mapping DI , that maps
a function h : R → R into the difference between the least concave majorant of h on
the interval I and h itself:
DI h = CMI h − h.
We can therefore write An = n2/3[D[0,1]Fn]. We will approximate Fn by means of
a Brownian motion version and use its image under D[0,1] to approximate An. To
this end, let En denote the empirical process
√
n(Fn − F) and let Bn be a Brownian
bridge constructed on the same probability space as the uniform empirical process
En ◦ F−1 via the Hungarian embedding [9]. Let ξn be a N(0,1) distributed random
variable independent of Bn and define versions Wn of Brownian motion by
Wn(t) = Bn(t) + ξnt, t ∈ [0,1]. (2.6)
Write FEn = Fn and let FWn be its Brownian approximation defined by
FWn (t) = F(t) + n−1/2Wn(F(t)), t ∈ [0,1], (2.7)
where Wn is defined in (2.6), and let
AWn (t) = n2/3[D[0,1]FWn ](t). (2.8)
For J = E,W , we first approximate the process s → FJn (t + n−1/3s) by the process
Ynt (s) + LJnt (s), where
Ynt (s) = n1/6(Wn(F (t + n−1/3s)) − Wn(F(t))) + 12f
′(t)s2, (2.9)
and LJnt denotes a linear drift (see Lemma 4.1). Since the mapping DI is invariant
under addition of linear terms, the moments of AJn (t) can be approximated by the
moments of [DI Ynt ](0) (see Lemma 4.2). The process Ynt has the same distribution
as the process
W(n1/3(F (t + n−1/3s) − F(t))) + 1
2
f ′(t)s2, (2.10)
and by uniform continuity of Brownian motion on compacta, this process is close
to the process W(f (t)s) + f ′(t)s2/2 on |s| ≤ logn. In view of Theorem 2.1 the
difference between the corresponding concave majorants at zero must be of smaller
order than n−1/6. Unfortunately, it does not suffice to simply bound this difference
by the maximum distance of the concave majorants on |s| ≤ logn, since this will be
of orderO(n−1/6 logn). However, the key observation is that at zero the two concave
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where ζ is defined in (2.3) (see Lemma 4.4). A direct consequence is that the dif-
ference between the processes An(t)k and AWn (t)k is of smaller order than n−1/6






k − EAWn (t)k)g(t)dt.
The fact that Brownian motion has independent increments will ensure that the
process AWn is mixing (see Lemma 4.6). This allows us to approximate the integral
by a sum of independent integral terms, which then leads to Theorem 2.1.
From Theorem 2.1 and an application of the delta method, asymptotic normality
of Lk-distances ‖Fˆn − Fn‖k = (
∫ 1
0 (Fˆn(t) − Fn(t))kdt)1/k can be established imme-
diately.
Corollary 2.1 Suppose that conditions (A1)–(A3) of Theorem 2.1 hold. Then
n1/6(n2/3‖Fˆn − Fn‖k − μ1/k) converges in distribution to a normal random vari-
able with mean zero and variance σ 2μ(2/k)−2/k2, where μ and σ 2 are defined in
Theorem 2.1 with g = 1.
Another corollary of Theorem 2.1 is that
∫ 1
0 (Fˆn(t) − Fn(t))kdFn(t) has similar
limit behavior. In Sect. 3 we establish the limit distribution of this Lk-functional at the
uniform distribution, at which it attains its maximum value among all non-increasing
densities on [0,1].




[n2/3(Fˆn(t) − Fn(t))]kdFn(t) − μ
)
converges in distribution to a normal random variable with mean zero and variance
σ 2 given in Theorem 2.1 with g = f .
Remark 2.1 The condition (A1) in Theorem 2.1 can be relaxed somewhat. At the cost
of additional technicalities, the theorem remains true if we require |f ′(x)− f ′(y)| ≤
C|x − y|1/2+ , for some  > 0 and C > 0 not depending on f .
Remark 2.2 Note that the asymptotic variance of ‖Fˆn −Fn‖k tends to zero at a faster
rate (i.e., at rate n−5/3) than the variance of Fˆn(t) − Fn(t) at a fixed point t . In the
latter case the rate is n−4/3 (see [16]).
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3 Behavior Under Uniformity
Within the class of distributions with a non-increasing density on [0,1], the greatest
difference between Fˆn and Fn is attained at the uniform distribution. This can be seen
as follows. With Ui = F(Xi), it holds that Gn(F(t)) = Fn(t) ≤ Fˆn(t), where Gn
denotes the empirical distribution function of the Ui ’s. Let Gˆn be the least concave
majorant of Gn on [0,1]. Because F is concave, Gˆn(F (t)) is also concave, and it lies
above Gn(F(t)) = Fn(t). Since Fˆn(t) is the least concave function that lies above
Fn, it follows that Fˆn(t) ≤ Gˆn(F (t)). We find that for all t ∈ [0,1],
Fˆn(t) − Fn(t) ≤ Gˆn(F (t)) − Gn(F(t)). (3.11)
This property also follows from Theorem 1 in [1], and extends to global measures of
deviation such as
Sn = ‖Fˆn − Fn‖∞ = sup
t∈[0,1]
(Fˆn(t) − Fn(t)). (3.12)
See [3], for a similar result in the regression context. This property is however not










Proposition 3.1 Let f be non-increasing on [0,1] and let Sn, Rn and Tn be de-
fined as in (3.12) and (3.13). For a sample X1,X2, . . . ,Xn from f and random
variables U1,U2, . . . ,Un defined by Ui = F(Xi), it holds that Sn(X1, . . . ,Xn) ≤
Sn(U1, . . . ,Un) and similarly for Rn and Tn.
The uniform distribution does not satisfy the conditions of Theorem 2.1. In fact,
the third assumption f ′ < 0 is essential in the sense that the limit behavior of
‖Fˆn − Fn‖k under uniformity differs from that in Corollary 2.1. When f ′ < 0, the
limit distribution of Rn can be deduced from Theorem 2.1, because in that case Rn
corresponds to the choice g = f , and the limit distribution of Tn is given in Corol-
lary 2.2. The behavior of these Lk-functionals and Sn in the uniform case is given in
the following theorem. Let Wˆ denote the least concave majorant of W on [0,1].
Theorem 3.1 If f = 1, then
(i) √n‖Fˆn − Fn‖k → ‖Wˆ − W‖k in distribution.
(ii) √n‖Fˆn − Fn‖∞ → supt∈[0,1](Wˆ (t) − W(t)) in distribution.
(iii) nk/2 ∫ 10 (Fˆn(t) − Fn(t))kdFn(t) → ∫ 10 (Wˆ (t) − W(t))kdt in distribution.
In contrast with ‖Fˆn − Fn‖k , for which we have established the limit distribution
both in the uniform case and the case f ′ < 0, the exact limit behavior of ‖Fˆn −Fn‖∞
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in the case f ′ < 0 is still unknown. The main difference with the uniform case is that
when f is strictly decreasing, one only has local convergence to a limiting process,
i.e., the process
s → c1(t)n2/3{Fˆn(t + c2(t)sn−1/3) − Fn(t + c2(t)sn−1/3)},
converges in distribution to the process ζ(s) as defined in (2.3). It is however clear
that if f is strictly decreasing, ‖Fˆn − Fn‖∞ is of smaller order than in the uniform
case. This follows immediately from [8], who showed that, if f is twice continu-
ously differentiable with f ′ < 0, then (logn)−1n2/3‖Fˆn − Fn‖∞ tends to zero with
probability one (in fact, they prove ‖Fˆn − Fn‖∞ =O((n−1 logn)2/3)).
4 Proofs
We first show that for J = E,W , a properly scaled version of FJn can be approxi-
mated by the process Ynt as defined in (2.9) plus linear term.
Lemma 4.1 Suppose that f satisfies conditions (A1)–(A3). Let FEn = Fn and let
FWn be defined as in (2.7). Then for t ∈ (0,1) fixed, J = E,W and s ∈ [−tn1/3, (1 −
t)n1/3]:
n2/3FJn (t + n−1/3s) = Ynt (s) + LJnt (s) + RJnt (s),




uniformly in t ∈ (0,1).
Proof Taylor expansion together with (2.7) yields that
n2/3FWn (t + n−1/3s) = Ynt (s) + LWnt (s) + RWnt (s),
with Ynt as defined in (2.9), LWnt (s) is linear in s:
LWnt (s) = n2/3F(t) + n1/6Wn(F(t)) + n1/3f (t)s,
and




for some |θ1 − t | ≤ n−1/3|s|. Similarly, with (2.6)
n2/3FEn (t + n−1/3s) = n2/3FWn (t + n−1/3s)
+ n1/6{En(t + n−1/3s) − Bn(F (t + n−1/3s))}
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− n1/6ξn{F(t) + f (t)n−1/3s}
− n1/6ξn{F(t + n−1/3s) − F(t) − f (t)n−1/3s}
= Ynt (s) + LEnt (s) + REnt (s),
where LEnt (s) = LWnt (s) − n1/6ξnF (t) − n−1/6ξnf (t)s is linear in s, and




for some |θ2 − t | ≤ n−1/3|s|. It follows immediately from conditions (A1)–(A3) that:
sup
|s|≤logn




|REnt (s)| ≤ sup|s|≤logn |R
W




where Sn = sups∈R |En(s) − Bn(F (s))|. From [9] we have that
P {Sn ≥ n−1/2(C logn + x)} ≤ Ke−λx,
for positive constants C,K , and λ. This implies that for all k ≥ 1,
ESkn =O(n−k/2(logn)k). (4.15)
Next use that for all a, b > 0 and k ≥ 1
(a + b)k ≤ 2k(ak + bk). (4.16)




This proves the lemma. 
The next step is to approximate the moments of AJn (t) by corresponding moments
of the concave majorant of the process Ynt . For this we need to show that the concave
majorants of FJn on [0,1], and of Ynt on a neighborhood of t , are equal at t .
Lemma 4.2 Suppose that f satisfies conditions (A1)–(A3). For t ∈ (0,1) fixed, let
Ynt be defined as in (2.9). Let AEn (t) = An(t) and AWn (t) be defined in (2.1) and
(2.8). Define Hnt = [−n1/3t, n1/3(1 − t)] ∩ [− logn, logn]. Then for all k ≥ 1, and
for J = E,W
EAJn (t)
k = E[DHnt Ynt ](0)k + o(n−1/6)
uniformly for t ∈ (0,1).
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Proof For d > 0, let Int (d) = [0,1] ∩ [t − dn−1/3, t + dn−1/3] and NJnt (d) be the
event that [CM[0,1]FJn ](s) and [CMInt (d)F Jn ](s) are equal for s ∈ Int (d/2). Write
Int = Int (logn) and NJnt = NJnt (logn). Then on the event NJnt , the concave majo-
rants CM[0,1]FJn and CMInt F Jn coincide on [t − n−1/3 logn/2, t + n−1/3 logn/2]. In
particular, they coincide at t , so that
AJn (t)1NJnt = n
2/3[DInt F Jn ](t)1NJnt for J = E,W. (4.17)
By definition |AEn (t)| ≤ 2n2/3 and
AWn ≤ 2n2/3
(






E|AJn (t)k − n2k/3[DInt F Jn ](t)k|1(NJnt )c
≤ 2k+1n2k/3E
(













Next, use (4.16) together with the fact that all moments of sups∈[0,1] |Wn(s)| are finite.
Then it follows from
P {NJnt (d)c} ≤ 8 exp(−Cd3), (4.18)
where C > 0 does not depend on d , t and n (see [12]), that
EAJn (t)
k = n2k/3E[DInt F Jn ](t)k + E(AJn (t)k − n2k/3[DInt F Jn ](t)k)1(NJnt )c
= n2k/3E[DInt F Jn ](t)k + n2k/3O(e−C(logn)
3/2),
uniformly for t ∈ (0,1). From Lemma 4.1 we have for s ∈ Hnt = n1/3(Int − t):
n2/3[DInt F Jn ](t) = [DHnt (Ynt + RJnt )](0) = [DHnt Ynt ](0) + Δnt ,
where Δnt = [DHnt (Ynt + RJnt )](0) − [DHnt Ynt ](0). We find that
EAJn (t)
k = E[DHnt Ynt ](0)k + nt + n2k/3O(e−C(logn)
3/2), (4.19)
where, by application of the mean value theorem,
|nt | ≤ kE|θnt |k−1|Δnt | ≤ k{E|θnt |2k−2}1/2{E|Δnt |2}1/2, (4.20)
with |θnt − [DHnt Ynt ](0)| ≤ |Δnt |. Since Hnt ⊂ [− logn, logn], by application of
(4.16),




|Ynt (s)|2k−2 + E|Δnt |2k−2
)
, (4.21)
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where with Lemma 4.1, for all k ≥ 1
E|Δnt |k ≤ 2kE sup
|s|≤logn
|RJnt (s)|k =O(n−k/3(logn)3k), (4.22)
uniformly for t ∈ (0,1). Furthermore, for |s| ≤ logn, there exist constants C1,C2 > 0
that only depend on f , such that
sup
|s|≤logn
|Ynt (s)| ≤ sup
|s|≤C1 logn
|Wn(s)| + C2(logn)2
d= (C1 logn)1/2 sup
|s|≤1
|W(s)| + C2(logn)2.
Because all moments of sup|s|≤1 |W(s)| are finite, from (4.20), (4.21) and (4.22)
we conclude that nt = O(n−1/3(logn)2k+1). Together with (4.19) this proves the
lemma. 
The process Ynt (s) has the same distribution as the process (2.10) and by uni-
form continuity of Brownian motion on compacta, this process is close to the process
W(f (t)s) + f ′(t)s2/2. Unfortunately, it does not suffice to simply bound the maxi-
mum distance of the concave majorants on growing intervals containing zero. How-
ever, the next lemma ensures that the two concave majorants at zero are sufficiently
close. We only need this lemma for continuous g, but with a little more effort a similar
result can be obtained for non-continuous g.
Lemma 4.3 Let g be a continuous function on an interval B ⊂ R. Let 0 ∈ B◦ and let
φ : R → R be invertible with φ(0) = 0. Let supB g < ∞ and suppose there exists an
α ∈ [0,1/2] such that
1 − α ≤ φ(t)
t
≤ 1 + α, (4.23)
for all t ∈ B\{0}. Then







Proof Consider the function h(t) = g(t) − supB g. For a < b, let [a, b] ⊂ B be an
interval containing zero. With property (4.23), t and φ(t) have the same sign. Hence,
φ−1(a) < φ−1(b) and 0 ∈ [φ−1(a),φ−1(b)]. This yields the following inequalities
1 + α
1 − α ·
h(a)b − h(b)a
b − a ≤
h(a)φ−1(b) − h(b)φ−1(a)
φ−1(b) − φ−1(a)
≤ 1 − α
1 + α ·
h(a)b − h(b)a
b − a . (4.24)
First assume that both CMBh and CMφ−1(B)(h ◦ φ) have non-empty segments con-
taining zero. Let [τ1, τ2] ⊂ B , with τ1 < τ2, be the segment of CMBh that contains
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zero. Similarly, let [ξ1, ξ2] ⊂ φ−1(B) be the segment of CMφ−1(B)(h ◦ φ) that con-
tains zero, with ξ1 < ξ2. Denote ti = φ−1(τi) and xi = φ(ξi), for i = 1,2, so that
t1 < t2 and x1 < x2. Consider the line between (x1, h(x1)) and (x2, h(x2)). Since
[x1, x2] ⊂ B , the intercept at zero of this line must be below [CMBh](0):
h(x1)x2 − h(x2)x1
x2 − x1 ≤ [CMBh](0) =
h(τ1)τ2 − h(τ2)τ1
τ2 − τ1 . (4.25)
Similarly, consider the line between (t1, (h ◦ φ)(t1)) and (t2, (h ◦ φ)(t2)). Since
[t1, t2] ⊂ φ−1(B), the intercept at zero of this line must be below [CMφ−1(B)(h ◦
φ)](0):
(h ◦ φ)(t1)t2 − (h ◦ φ)(t2)t1
t2 − t1 ≤ [CMφ−1(B)(h ◦ φ)](0)
= (h ◦ φ)(ξ1)ξ2 − (h ◦ φ)(ξ2)ξ1
ξ2 − ξ1 ,
or equivalently,
h(τ1)φ−1(τ2) − h(τ2)φ−1(τ1)
φ−1(τ2) − φ−1(τ1) ≤ [CMφ−1(B)(h ◦ φ)](0)
= h(x1)φ
−1(x2) − h(x2)φ−1(x1)
φ−1(x2) − φ−1(x1) .
Together with (4.25) and (4.24), this implies that
1 + α
1 − α [CMBh](0) ≤
h(τ1)φ−1(τ2) − h(τ2)φ−1(τ1)
φ−1(τ2) − φ−1(τ1) ≤ [CMφ−1(B)(h ◦ φ)](0)
≤ 1 − α
1 + α ·
h(x1)x2 − h(x2)x1
x2 − x1 ≤
1 − α
1 + α [CMBh](0).
Now use that 1−4α ≤ (1−α)/(1+α) ≤ (1+α)/(1−α) ≤ 1+4α, for α ∈ [0,1/2],
and the fact that h ◦ φ = g ◦ φ − supB g. This finishes the proof for the case that both
CMBh and CMφ−1(B)(h ◦ φ) have non-empty segments containing zero.




g(t) if t ∈ B \ [−, ],
g(0) + (g(0) − g(−))t/ if t ∈ [−,0],
g(0) + (g() − g(0))φ−1(t)/φ−1() if t ∈ [0, ].
Then g is continuous and linear on [−,0] and the function g ◦ φ is linear on
[0, φ−1()]. This implies that for the corresponding function h = g − supB g , both
CMBh and CMφ−1(B)(h ◦ φ) have non-empty segments containing zero. Next, let
δ > 0 arbitrary and choose  > 0 sufficiently small such that sup |g − g| ≤ δ. Then
it follows that |[CMBg](0)− [CMBg](0)| ≤ supt∈[−,] |g(t)− g(t)| ≤ δ, and sim-
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ilarly
|[CMφ−1(B)(g ◦ φ)](0) − [CMφ−1(B)(g ◦ φ)](0)|
≤ sup
t∈[φ−1(−),φ−1()]
|(g ◦ φ)(t) − (g ◦ φ)(t)|
= sup
t∈[−,]
|g(t) − g(t)| ≤ δ,
where δ > 0 can be chosen arbitrarily small. 
Lemma 4.4 Suppose that f satisfies conditions (A1)–(A3). Let t ∈ (0,1) and let ζ
be defined as in (2.3). Let AEn (t) = An(t) and AWn (t) be defined in (2.1) and (2.8).
















uniformly in t ∈ (0,1).
Proof For t ∈ (0,1) fixed let Ynt be defined as in (2.9) and let
Znt (s) = W(f (t)s) + 12f
′(t)s2. (4.26)
Let ant = max(0, t −n−1/3 logn) and bnt = min(1, t +n−1/3 logn). Define the inter-
val Jnt = [n1/3(F (ant ) − F(t))/f (t), n1/3(F (bnt ) − F(t))/f (t)] and the mapping
φnt (s) = n
1/3(F (t + n−1/3s) − F(t))
f (t)
.
Let Hnt be the interval defined in Lemma 4.2. Then Hnt = φ−1nt (Jnt ) = [n1/3(ant −
t), n1/3(bnt − t)], and there exists a constant C1 > 0 only depending on f , such that
for all s ∈ Hnt , we have 1 − αn ≤ φnt (s)/s ≤ 1 + αn, where αn = C1n−1/3 logn. By
definition









where Y˜nt is the process in (2.10), which has the same distribution as Ynt . Since
Hnt ⊂ [− logn, logn], there exists a constant C2 > 0 only depending on f , such that
|[DHnt Y˜nt ](0) − [DHnt (Znt ◦ φnt )](0)| ≤ C2n−1/3(logn)3. (4.27)
368 J Theor Probab (2008) 21: 356–377
Now apply Lemma 4.3 with g = Znt , φ = φnt , α = αn and B = Jnt . This yields that
|[DHnt (Znt ◦ φnt )](0) − [DJnt Znt ](0)| ≤ 8αn sup
s∈R
|Znt (s)|.
Together with (4.27) we conclude that there exists a constant C > 0 only depending
on f , such that









Similar to the proof of Lemma 4.2, this implies that
E[DHnt Y˜nt ](0)k = E[DJnt Znt ](0)k + nt , (4.29)
where |nt | ≤ k{E|θnt |2k−2}1/2{E|Δnt |2}1/2, and Δnt = [DHnt Y˜nt ](0)−[DJnt Znt ](0)
and |θnt − [DHnt Y˜nt ](0)| ≤ |Δnt |. Note that with c1(t) and c2(t) as defined in (2.5),
by Brownian scaling one has
c1(t)Znt (c2(t)s)
d= Z(s) (4.30)
where Z is defined in (2.2). Since P {sup(W(t)− t2) > x} ≤ 4 exp(−x3/2/2) (see for











for a constant C > 0 only depending on f . From (4.28) we conclude that for all k ≥ 1,
E|Δnt |k =O(n−k/3(logn)3k). (4.31)
Similar to the proof of Lemma 4.2, using an inequality similar to (4.21), together with
(4.31), we find that nt =O(n−1/3(logn)2k+1), so that from (4.29) we get
E[DHnt Y˜nt ](0)k = E[DJnt Znt ](0)k +O(n−1/3(logn)2k+1).





[DInt Z](0)k − [DRZ](0)k
)
+ o(n−1/6), (4.32)
where Int = c2(t)−1Jnt . First note that for any t ∈ (0,1), on the interval Int , the
concave majorant CMInt Z always lies below CMRZ. Because Int contains 0, this
implies that
EAJn (t)
k ≤ c1(t)−kE[DRZ](0)k + o(n−1/6),
uniformly for t ∈ (0,1).
When t ∈ (n−1/3 logn,1 − n−1/3 logn), there exist an M > 0, only depending on
f , such that [−M logn,M logn] ⊂ Int . Note that on the interval [−M logn,M logn]
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we always have CM[−M logn,M logn]Z ≤ CMInt Z ≤ CMRZ. Write NnM =
N(M logn), where N(d) is the event that [CMRZ](s) and [CM[−d,d]Z](s) are
equal for s ∈ [−d/2, d/2]. On the event NnM , we have [CM[−M logn,M logn]Z](0) =
[CMInt Z](0) = [CMRZ](0). Hence
















Since E(sup |Z|)2k < ∞, together with (see [12])
P(N(d)c) ≤ exp(−d3/27) (4.33)
it follows that E([DInt Z](0)k −[DRZ](0)k) = o(n−1/6). Together with (4.32) and the
fact that ζ = DRZ this proves the lemma. 
Lemma 4.5 Suppose that f satisfies conditions (A1)–(A3). Let AEn = An and AWn
be defined by (2.1) and (2.8). Then for all k ≥ 1, we have E|AEn (t)k − AWn (t)k| =
o(n−1/6) uniformly for t ∈ (0,1).
Proof Let Int and NJnt be defined as in the proof of Lemma 4.2, and let Knt = NEnt ∩
NWnt . Then according to (4.17):
E|AEn (t)k − AWn (t)k| = n2k/3E|[DInt FEn ](t)k − [DInt FWn ](t)k|1Knt
+ E|AEn (t)k − AWn (t)k|1Kcnt . (4.34)
We first bound E|AEn (t)k − AWn (t)k|1Kcnt :
E|AEn (t)k − AWn (t)k|1Kcnt
≤ EAEn (t)k1Kcnt + EAWn (t)k1Kcnt
≤ {EAEn (t)2k}1/2{P(Kcnt )}1/2 + {EAWn (t)2k}1/2{P(Kcnt )}1/2,
where, according to (4.18), P(Kcnt ) ≤ 16e−C(logn)3 uniformly in t ∈ (0,1). Since
from Lemma 4.4 we know that EAJn (t)2k are bounded uniformly in n and t ∈ (0,1),
we conclude that
E|AEn (t)k − AWn (t)k|1Kcnt =O(e−C(logn)
3/2), (4.35)
uniformly in t ∈ (0,1).
To bound the first expectation in (4.34), apply the mean value theorem to write
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n2k/3|[DInt FEn ](t)k − [DInt FWn ](t)k|1Knt
≤ k|θnt |k−1n2/3|[DInt FEn ](t) − [DInt FWn ](t)|1Knt
≤ k(AEn (t)k−1 + AWn (t)k−1)n2/3|[DInt FEn ](t) − [DInt FWn ](t)|. (4.36)
By Lemma 4.1









Hence, together with (4.36), the first expectation in (4.34) can be bounded by











From Lemma 4.4 together with (4.16), it follows that the first expectation is bounded
uniformly for t ∈ (0,1). According to Lemma 4.1, the second expectation is of the
order O(n−1/3(logn)3). Together with (4.35) this proves the lemma. 
Lemma 4.6 Suppose that f satisfies conditions (A1)–(A3). The process {AWn (t) : t ∈[0,1]} is strong mixing. More specifically, for d > 0,
sup |P(A ∩ B) − P(A)P (B)| ≤ αn(d) = 48e−Cnd3,
where C > 0 only depends on f and where the supremum is taken over all sets A ∈
σ {AWn (s) : 0 < s ≤ t} and B ∈ σ {AWn (u) : t + d ≤ u < 1}.
Proof Let t ∈ (0,1) arbitrary and take 0 < s1 ≤ s2 ≤ · · · ≤ sk = t < t + d = u1 ≤
u2 ≤ · · · ≤ ul < 1. Consider events
E1 = {AWn (s1) ∈ B1, . . . ,AWn (sk) ∈ Bk},
E2 = {AWn (u1) ∈ C1, . . . ,AWn (ul) ∈ Cl},
for Borel sets B1, . . . ,Bk and C1, . . . ,Cl of R. Note that cylinder sets of the form E1
and E2 generate the σ -algebras σ {AWn (s) : 0 < s ≤ t} and σ {AWn (u) : t + d ≤ u < 1},
respectively. Define the event
S = {[CM[0,1]FWn ](u) = [CM[0,t+d/2]FWn ](u) for u ∈ [0, t]
and [CM[0,1]FWn ](u) = [CM[t+d/2,1]FWn ](u) for u ∈ [t + d,1]}.
Let E′1 = E1 ∩ S and E′2 = E2 ∩ S. Then E′1 only depends on the process FWn before
time t + d/2 and E′2 only depends on the process FWn after time t + d/2. Hence,
by independency of the increments of the process FWn the events E′1 and E′2 are
independent. Therefore by means of (4.18),
|P(E1 ∩ E2) − P(E1)P (E2)| ≤ 3P(Sc) ≤ 48e−Cd3n
for some constant C > 0 that only depends on f . This proves the lemma. 
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k −EAn(t)k)g(t)dt , it suffices to prove that its Brownian
version




k − EAWn (t)k)g(t)dt, (4.37)
is asymptotically normal. The proof runs along the lines of the proof of Theorem 4.1
in [7]. We first derive the asymptotic variance of T Wn . To this end we introduce the
Brownian version of the process ζnt defined in (2.4). For t ∈ (0,1) fixed and t +
c2(t)sn−1/3 ∈ (0,1),
ζWnt (s) = c1(t)AWn (t + c2(t)sn−1/3), (4.38)
where AWn is defined in (2.8) and c1(t) and c2(t) are defined in (2.5). From the fact
that ζnt converges to ζ in distribution (see Theorem 1.1 in [12]) and Lemma 4.5, it
follows immediately that the process
{ζWnt (s) : s ∈ R} → {ζ(s) : s ∈ R} in distribution. (4.39)
Furthermore, note that Lemma 4.4 implies that for every m = 1,2, . . . there exists a
constant M > 0 such that EAWn (t)km < M , uniformly in n = 1,2 . . . and t ∈ (0,1).
Hence it follows from Markov’s inequality, that for all m = 1,2, . . . there exists a
constant M ′ > 0




uniformly in n = 1,2, . . . , t ∈ (0,1) and t + c2(t)sn−1/3 ∈ (0,1). This guarantees
uniform integrability of the sequence ζWnt (s)k for s, t and k fixed, so that together with
(4.39) it implies convergence of moments of (ζWnt (0)k, ζWnt (s)k) to the corresponding
moments of (ζ(0)k, ζ(s)k). This leads to the following lemma.
Lemma 4.7 Suppose that f satisfies conditions (A1)–(A3). Then for any function g
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cov(ζWnt (0)k, ζWnt (s)k)
× g(t)g(t + c2(t)sn−1/3)dtds,
by change of variables of integration u = t + c2(t)sn−1/3. As noted above for s and
t fixed,
cov(ζWnt (0)k, ζWnt (s)k) → cov(ζ(0)k, ζ(s)k).
Lemma 4.4 implies that E|ζWnt (0)|3k ≤ C1 and E|ζWnt (s)|3k ≤ C2, uniformly in n =
1,2, . . . , s and t . Hence (see for instance Lemma 3.2 in [7]),
cov(ζWnt (0)k, ζWnt (s)k) ≤ C3αn(n−1/3c2(t)s)1/3 ≤ D1 exp(−D2|s|3),
where C3 > 0 only depends on C1,C2 and D1,D2 > 0 do not depend on n, s and t .
Substituting c1(t), c2(t) as defined in (2.5), and using that g is uniformly bounded on


















Proof of Theorem 2.1 It suffices to prove the statement for T Wn as defined in (4.37).
Define
Xn(t) = (AWn (t)k − EAWn (t)k)g(t).
Let






where [x] denotes the integer part of x. We divide [0,1] into blocks of alternating
length
Aj = [(j − 1)(Ln + Mn), (j − 1)(Ln + Mn) + Ln],
Bj = [(j − 1)(Ln + Mn) + Ln, j (Ln + Mn)],
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According to Lemma 4.4 and the Cauchy–Schwarz inequality, for all s, t ∈ (0,1),
E|Xn(s)Xn(t)| ≤ C, (4.40)
where C is uniform with respect to s, t and n. Together with the fact that the length
of the interval of integration for Rn is O(n−1/3(logn)3) this shows E|Rn| → 0 and
hence Rn = op(1).


















As in the proof of Lemma 4.7, we have that
|EXn(s)Xn(t)| = |g(s)g(t)|| cov(AWn (s)k,AWn (t)k)| ≤ D1e−D2n|s−t |
3
,
where D1,D2 > 0 do not depend s, t and n, using the fact that g is uniformly bounded
on [0,1]. Moreover, for s ∈ Bi and t ∈ Bj , we have |s − t | ≥ n−1/3(logn)3. Since








∣∣∣∣ ≤ n1/3N2nM2nD1e−D2(logn)9 → 0.
Hence, using (4.40) we obtain E(S′′n)2 =O(n1/3NnM2n)+ o(1) → 0, so that the con-











so that S ′n =
∑Nn













































≤ 4(Nn − 1)αn(Mn),
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where αn is defined in Lemma 4.6. For the last inequality, see for instance Lemma 3.1
in [7]. Observe that (Nn −1)αn(Mn) → 0, which means that we can apply the central
limit theorem to independent copies of Yj . Asymptotic normality of S′n follows if we
can show that the independent copies of the Yj ’s satisfy the Lindeberg condition. Note
that EY 2j 1{|Yj |>σn} ≤ E|Yj |3/(σn). Again by Cauchy–Schwarz and uniform bound-











E|Yj |3 =O(σ−3n n−1/6(logn)6).




2 = o(1) and ER2n = o(1), together with Cauchy–Schwarz, we conclude that
var(S
′′
n + Rn) = E(S ′′n)2 + ER2n + 2E(S ′′nRn) → 0. According to the Lemma 4.7,
ET Wn (S
′′
n + Rn) ≤ (E(T Wn )2 var(S ′′n + Rn))1/2 → 0. So we find that σ 2n = var(S ′n) =





EY 2j 1{|Yj |>σn} =O(n−1/6(logn)6) → 0.

Proof of Corollary 2.2 It suffices to prove n1/6 ∫ 10 Aknd(Fn − F) = op(1). De-
fine the p-variation of a function g on an interval J = [a, b] as vp(g;J ) =
sup{∑mj=1 |g(xj ) − g(xj−1)|p}, where the supremum is taken over all point parti-
tions a = x0 < x1 < · · · < xm−1 < xn = b of J . Let Vp(g;J ) = vp(g;J )1/p and let
Vp,∞(g;J ) = Vp(g;J )+ sup{|g(x)|;x ∈ J } be the p-variation norm of g. Then, for






∣∣∣∣ ≤ Cp,qVp,∞(Akn; [0,1])Vq(Fn − F ; [0,1]), (4.41)
where Cp,q is a universal constant (see for instance Theorem II.3.27 in [2]). Accord-
ing to Theorems I.6.1 and I.6.2 in [2],
Vq,∞(Fn − F ; [0,1]) =
{
Op(n
(1−q)/q(LLn)1/2) for 1 ≤ q ≤ 2,
Op(n
−1/2) for q > 2,
(4.42)
where LLn = max(1, logn). Since, Vp,∞(gk;J ) ≤ k supJ |g|k−1Vp,∞(g;J ), and be-
cause according to [8], sup |An| = o(logn) with probability one, it remains to de-
termine Vp(An; [0,1]) = n2/3Vp(Fˆn − Fn; [0,1]). Let τ1, . . . , τkn denote the points
where Fˆn has a change of slope and define τ0 = 0 and τkn+1 = 1. Then, since Fˆn −Fn
is positive and zero at the τi ’s,
vp(Fˆn − Fn; [0,1]) =
kn∑
i=0
vp(Fˆn − Fn; [τi, τi+1]).
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Note that for t ∈ [τi, τi+1], we can write Fˆn(t)−Fn(τi)−f (τi)(t −τi) = (fˆn(τi+1)−
f (τi))(t − τi), so that by Jensen’s inequality
vp(Fˆn − Fn; [τi, τi+1]) ≤ 3p−1|fˆn(τi+1) − f (τi)|p(τi+1 − τi)p
+ 3p−1vp(Fn − F ; [τi, τi+1])
+ 3p−1vp(g; [τi, τi+1]), (4.43)
where g(t) = F(t)−F(τi)−f (τi)(t − τi). By means of Theorem 2.1 in [7] it can be
shown that sup |τi+1 − τi | = Op(n−1/3 logn). See for instance, the proof of Lemma
4.1 in [11]. Since |g(t) − g(s)|p ≤ sup |f ′|p|τi+1 − τi |2p−1|t − s|, it follows that
kn∑
i=0




vp(Fn − F ; [τi, τi+1]) ≤ vp(Fn − F ; [0,1])
≤ Vp,∞(Fn − F ; [0,1])p, (4.45)
where the order of the right hand side can be deduced from (4.42). Finally,
kn∑
i=0




where f˜n(t) = f (τi), for t ∈ [τi, τi+1), i = 0,1, . . . , kn. Note that according to The-
orem 1.1 in [11], ∫ |fˆn − f |pdt = Op(n−p/3) for 1 ≤ p < 2.5, and that
∫ 1
0





(f (t) − f (τi))pdt




|fˆn(τi+1) − f (τi)|p(τi+1 − τi)p = Op(n−(2p−1)/3(logn)2p−1). (4.46)
Hence, according to decomposition (4.43), and bounds (4.44), (4.45), (4.46), and





−1/3+1/p(LLn)1/2) for 1 ≤ p < 2,
Op(n
1/6(logn)3/2) for p = 2,
Op(n
1/6) for 2 < p < 2.5.
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and since q > 5/3, this finishes the proof. 
Proof of Proposition 3.1 The inequality for Sn follows immediately from (3.11). Us-
ing Fn(t) = Gn(F(t)) in addition, we find
∫ 1
0
(Fˆn(t) − Fn(t))kdFn(t) ≤
∫ 1
0





which proves the inequality for Tn. The argument for Rn is similar. 
Proof of Theorem 3.1 When f = 1, then F(t) = t , so that
n1/2(Fˆn(t) − Fn(t)) = [D[0,1]En](t), (4.47)
where En(t) = √n(Fn(t) − t) is the uniform empirical process. Since the mapping
h → ‖[D[0,1]h]‖k is continuous, it follows that √n‖Fˆn −Fn‖k converges in distribu-
tion to ‖[D[0,1]B]‖k , where B denotes Brownian bridge. Because B(t) has the same
distribution as W(t) − tW(1) and D[0,1] is invariant under addition of linear func-
tions, this proves (i). The argument for (ii) is similar using (4.47) and the fact that the
mapping h → supt∈[0,1][D[0,1]h](t) is continuous.
For (iii) it suffices to prove ∫ Dn(t)kd(Fn − F)(t) = op(1), where Dn =√





∣∣∣∣ ≤ Cp,qk(sup |Dn|)k−1Vp,∞(Dn; [0,1])Vq(Fn − F ; [0,1]),
where according to Marshall’s lemma (see for instance [13]), sup |Dn| ≤ 2 sup |√n(Fn−
F)| = Op(1). Furthermore, as in (4.43), we can write
kn∑
i=0
vp(Fˆn − Fn; [τi, τi+1]) ≤ 2p−1
kn∑
i=0
|fˆn(τi+1) − 1|p(τi+1 − τi)p
+ 2p−1vp(Fn − F ; [0,1]).




|fˆn(τi+1) − 1|2(τi+1 − τi)2 ≤
∫ 1
0
(fˆn(t) − 1)2dt = Op(n−1(logn)),
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Since q > 1, this proves the theorem. 
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