We study the producer- We also indicate how the critical path of the complete Eigensolver can be improved.
We study the producer-consumer parallelism of Eigensolvers composed of a tridiagonalization function, a tridiagonal SOL ver, and a matrix multiplication, written in the non-strict functional programming language Id. We verify the claim that non-strict functional languages allow the natural exploitation of this type of parallelism, in the framework of realistic numerical codes. We compare the standard top-down Dongarra-Sorensen solver with a new, bottom-up version. We show that this bottom-up implementation is much more space efficient than the top-down version. Also, we compare both versions of the Dongarra-Sorensen solver with the more traditional QL algorithm, and verify that the DongarraSorensen solver is much more efficient, even when run in a serial mode. We show that in a non-strict functional execution model, the Dongarra-Sorensen algorithm can run completely in parallel with the Householder function. Moreover, this can be achieved without any change in the code components.
We also indicate how the critical path of the complete Eigensolver can be improved.
introduction
In this work we study the effectiveness of non-strict functional programming languages in expressing the parallelism of complex numerical algorithms in a machine independent style. A numerical application is often composed of a number of algorithms.
In th~paper, for example, we study an Eigensolver composed of a tridiagonalization function, a t ridiagonal solver, and a matrix multiplication.
We verify the claim that non-strict functional languages allow the natural exploitation of fine-grain parallelism of modular programs [6] . Elements of a non-strict data structure can be used before the whole structure is defined. Permission to copy without fee all or part of this matetial is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. .,
where gl = Q~ek (the last row of matrix Q1 ) and g2 = Q~el (the 1st row of matrix Q2). The problem right now is reduced to computing the eigensystem of the interior matrix in the previous equation, which is discussed in the following section.
2.3
The updating problem
The problem that is left to solve is that of computing the eigensystem of a matrix of the form
where D is a real n x n diagonal matrix, p is a non-zero scalar and z is a real vector of order n. In ou c case 
and q is obtained from
If equation (6) Bunch et. al.
[1] showed that this iteration converges quadraticidly from one side of the root and does not need any safeguarding.
3
A bottom-up approach
The theory described in the previous section is particularly suitable for a top-down implementation, where each problem is recursively reduced to two smaller sized problems, until the trivial case (problem size 1) is reached. As we will see in the analysis and results section this implementation is very inefficient in terms of space. In this section we develop the theory for an alternate version of the algorithm, which starts from the bottom instead of the top, glues the solutions of smaller problems together at every iteration, and finally arrives at the solution.
It turns out that this approach is more efficient in terms of space and does not lose any time efficiecy.
Our bot t em-up approach provides more insight in the workings of the Dongarra-Sorensen algorithm. Also, it is useful for other language implementations, as loops are usually more efficient than recursive calls and some languages, such as FORTRAN, do not support recursion. In order to perform the Dongarra-Sorensen algorithm bottom-up, we need to compute the effects of all the rankone tearings, so that we solve the same size-1 problems and combine them in the same way as the top-down algorithm does. The important observation on which our bottom-up approach is based, is that the mathematical theory behind Dongarra-Sorensen algorithm is independent of the position of the rank-one tearings.
Therefore it is irrelevant where the mat rix is partitioned, as long the fired result size-1 mat rices are derived from n -1 tearings, one at each position. Thus, iteratively tearing at the the top, done across all the elements,
gives the same bottom case as the recursive half and half tearing.
So we start with a tridiagonal matrix given in (1) and partition it by a rank one tearing about the first off-diagonal element bl. -We get, '"" 1 0
Repeating this tearing process n -1 times, i.e. for each off-diagonal element, the t ridiagonal mat rix T can be torn down to a diagonal matrix and summation of matrices of the form pzz~, which is given by: 
(' '2)
The diagonal matrix in equation (11) vector, n, the dimension and 0, the stability factor 0 discussed in the section 2, as arguments.
It returns ev, the vector of eigenvalues and Q, the corresponding matrix of eigenvectors as the output. If the size is 1 the only element in the diagonal vector is returned w the eigenvalue and the identity matrix of dimension 1 x 1 is returned as Q. Otherwise the problem is broken into two parts, half the size of the original.
Uneven halves need not be treated specially because the position of the tearing does not affect the firml result. Two half sized vectors are generated from each of the vectors d and e. The last element of the first half of d and the first element of the second half of d are modified, as they represent the last diagonal element of 71 and first diagonal element of~Z, respectively (described in section 2.1). Now, the two half eigenproblems are solved by recursively calling ds for each half. The rest of the work is to glue these two solutions together, i.e. the recombination step in a normal recursive function.
Let us call the vector of eigenvalues and matrix of eigenvectors of the first half vl and Q1 respectively. Call the corresponding ones for the second half v' and Q2. Combining VI and v' gives the term D of equation (5). To obtain z of the same equation, we combine the last row of Q1 and 8 times the first row of Qz. The next step is to solve the updating problem described in section 2, which requires the elements in D to be sorted. To keep the same correspondence between D and z in D+ pzz~eigenproblem, z needs to be rearranged accordingly.
To solve the D +pzzT eigenproblem the secular equation can now be formed and its roots will give us the eigenvalues.
A function rf(D, z, p) computes n roots by choosing a starting point AO In a w bile loop we start solving the updating problem (see section 2), and start wit h gluing the solutions of size 1 to solutions of size 2. Every two consecutive elements of the vector curv now contains eigenva.lues of the size-2 problem (obtained from usual formulation and solution of the secular equation). The matrix of eigenvectors CUTQ contains 2x2 submatrices along the diagonal (and O's elsewhere), that represents the two eigenvectors of problem size-2. In the next step two oft hese size-2 solutions are glued together to form solutions of size 4, and the process is continued, increasing step size by a factor of 2 in every successive iteration, until the whole problem is solved.
This method requires that the problem size be a power of two. This limitation can be overcome by breaking the problem into sub-problems of sizes that are powers of two which can be obtained from the binary representation of n. Each part is solved using the method described above, and the unequal sized solutions are then glued together in the usual way.
5
Time and Space Analysis
Figures 1, 2 and 3 at the end of this paper display the idealized parallelism profiles of the three implementations of the eigensolver for an input matrix of size 16x 16, where the (i,j)-th element equals (i+j).
The algorithms behave similarly for other symmetric input matrices we have tried. The horizontal cycles axis represents the critical path meaaured in the number of instruction execution cycles under the idealized assumption that an instruction will get executed as soon as its inputs are available.
The vertical instructions axis reprs ents the number of instructions that can execute in parallel at a certain cycle. The simulator allows us to mark the instructions of certain function with a certain "color". The peak at the beginning of the execution in figure 1 represents the parallel unrolling of the divide and conquer tree of the recursive ds function. The second peak in figure 1 and the peak in figure 2 represent the execution of the root-finder. Again, a more parallel version of matrix multiply would shorten the overall critical path length, and can also be realized by increasing K-bounds of loops. 
