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Abstract
In this paper, we study the convergence of monotone sequences of iterates for nonlinear second order dynamic
equations with three point boundary conditions on time scales. We prove that it is possible to construct two
sequences converging to the unique solution of the three point boundary value problem from above and below
with high rate of convergence.
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1. Introduction
We are interested in the following three point boundary value problem (TPBVP),
−y∆∇(t) = F(t, y(t)), t ∈ [a, b], (1.1)
αy(ρ(a)) − βy∆(ρ(a)) = 0, y(σ (b)) − δy(η) = 0 (1.2)
where σ (b) > 0, α, β ≥ 0, α + β > 0, 0 < δ < 1, η ∈ (ρ(a), σ (b)) and F ∈ C([a, b] × R).
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Throughout this paper we let T be any time scale (nonempty closed subset of R) and [a, b] be a subset
of T such that [a, b] = {t ∈ T : a ≤ t ≤ b}. We have the concept of forward and backwards jump
operators as follows: Define σ, ρ : T → T by
σ (t) = inf{s ∈ T : s > t} and ρ(t) = {s ∈ T : s < t}.
If σ (t) = t , σ (t) > t , ρ(t) = t , ρ(t) < t , then t ∈ T is called right-dense (rd), right-scattered, left-dense,
left-scattered, respectively. We also define the graininess function µ : T → [0,∞) as µ(t) = σ (t) − t .
The sets Tκ , Tκ which are derived from T are as follows: If T has a left-scattered maximum t1, then
T
κ = T− {t1}, otherwise Tκ = T. If T has a right-scattered minimum t2, then Tκ = T− {t2}, otherwise
Tκ = T. Some preliminary definitions and theorems on time scales can be found in the books [1,2].
The method of quasilinearization has been extended by several authors (see [3–8] and the references
therein) for initial value problems and boundary value problems. Here we apply the quasilinearization
method for the TPBVP (1.1) and (1.2).
2. Basic results
Let G(t, s) be the Green’s function for the separated boundary value problem SBVP
−y∇(t) = k(t), t ∈ [a, b],
αy(ρ(a)) − βy∆(ρ(a)) = 0, y(σ (b)) = 0.
In [4], the Green’s function for the related homogeneous equation is given by
G(t, s) = 1
D
{
(σ (b) − t)(α(s − ρ(a)) + β), ρ(a) ≤ s < t ≤ σ (b)
(σ (b) − s)(α(t − ρ(a)) + β), ρ(a) ≤ t < s ≤ σ (b)
where D := α(σ (b) − ρ(a)) + β. We note that G(t, s) ≥ 0 for t ∈ [a, b]. If y(t) is the solution of the
TPBVP (1.1) and (1.2), then
y(t) = 1
D
{
δy(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δy(η)
σ (b)
t + 1
D
∫ σ(b)
ρ(a)
G(t, s)F(s, y(s))∇s.
We define the set
D := {y ∈ B : y is continuous on [ρ(a), σ (b)]κ , y is ∇ differentiable and y∆∇ is continuous on
[ρ(a), σ (b)]κκ}.
Definition 2.1. A real-valued function u(t) ∈ D on [ρ(a), σ (b)] is a “lower solution” for (1.1) and (1.2)
if
−u∆∇(t) ≤ F(t, u(t)) for t ∈ [a, b]
αu(ρ(a)) − βu∆(ρ(a)) ≤ 0, u(σ (b)) ≤ δu(η).
Similarly, a real-valued function v(t) ∈ D on [ρ(a), σ (b)] is an “upper solution” for (1.1) and (1.2) if
−v∆∇(t) ≥ F(t, v(t)) for t ∈ [a, b]
αv(ρ(a)) − βv∆(ρ(a)) ≥ 0 and v(σ (b)) ≥ δv(η).
The proof of the following two theorems can be found in [9] for the case α = 0 and β = 1.
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Theorem 2.1. Assume that u and v are lower and upper solutions, respectively, for (1.1) and (1.2) and
u ≤ v on [ρ(a), σ (b)]. Then problem (1.1) and (1.2) has a solution y(t) with u(t) ≤ y(t) ≤ v(t) for t in
[ρ(a), σ (b)].
Theorem 2.2. Assume that u and v are lower and upper solutions of (1.1) and (1.2) on [ρ(a), σ (b)]. If
F(t, y) is strictly decreasing in y for each t ∈ [a, b], then u(t) ≤ v(t) on [ρ(a), σ (b)].
3. Main results
Let Banach space B be the set of continuous functions on [ρ(a), σ (b)], with the norm
‖y‖ = max
t∈[ρ(a),σ (b)]
|y(t)|.
We denote for every u, v ∈ B, such that u(t) ≤ v(t) for all t ∈ [ρ(a), σ (b)]
[u, v] = {w ∈ B, u(t) ≤ w(t) ≤ v(t), t ∈ [ρ(a), σ (b)]}.
Throughout this section we replace F(t, x) by f (t, x) + h(t, x) in Eq. (1.1) and use the notation
f (i)(t, x) as the usual i th order partial derivative of f with respect to x .
Theorem 3.1. Assume that
(i) u0 and v0 are lower and upper solutions of (1.1) and (1.2) such that u0 ≤ v0 on [ρ(a), σ (b)].
(ii) f (i)(t, x) (i = 0, 1, 2, . . . , k) are continuous on [ρ(a), σ (b)] × [u0, v0] satisfying f (1)(t, x) < 0
and f (k+1)(t, x) exists and is continuous with respect to t on [ρ(a), σ (b)].
(iii) There exist M, N ∈ R+ such that −M ≤ f (k+1)(t,x)
(k+1)! ≤ N on [ρ(a), σ (b)] × [u0, v0].
(iv) h(t, x) is continuous on [ρ(a), σ (b)] × [u0, v0] and monotone decreasing with respect to x.
Then there exist two monotone sequences {un} and {vn}, n ≥ 0 which converge uniformly to the unique
solution of TPBVP (1.1) and (1.2).
Proof. We define for k ≥ 1,
G1(t, y;w1) =
k∑
i=0
1
i ! f
(i)(t, w1)(y − w1)i − M(y − w1)k+1 + h(t, y)
and
H1(t, y;w1) =
k∑
i=0
1
i ! f
(i)(t, w1)(y − w1)i +
{−M(y − w1)k+1, k + 1 is odd
N(y − w1)k+1, k + 1 is even
+ h(t, y)
where y and w1 are functions of t on [ρ(a), σ (b)].
In addition to the TPBVP (1.1) and (1.2) we also consider the TPBVPs
−x∆∇(t) = G1(t, x; u0), t ∈ [a, b] (3.3)
with the boundary conditions (1.2) and
−x∇(t) = H1(t, x; v0), t ∈ [a, b] (3.4)
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with the boundary conditions (1.2). First, we will show that u0 and v0 are lower and upper solutions of
the TPBVP’s (3.3)–(1.2) and (3.4)–(1.2). Since
G1(t, u0; u0) = f (t, u0) + h(t, u0) ≥ −u∇0 (t),
u0 is trivially a lower solution of the TPBVP’s (3.3)–(1.2).
Applying Taylor’s Theorem, we obtain
G1(t, v0; u0) =
k∑
i=0
1
i ! f
(i)(t, u0)(v0 − u0)i − M(v0 − u0)k+1 + h(t, v0)
= f (t, v0) − 1
(k + 1)! f
(k+1)(t, ξ1)(v0 − u0)k+1 − M(v0 − u0)k+1 + h(t, v0)
≤ f (t, v0) + h(t, v0)
where u0 ≤ ξ1 ≤ v0. Therefore v0 is an upper solution of the TPBVP (3.3)–(1.2). Theorem 2.1 assures
that the existence of a solution u1 of the TPBVP (3.3)–(1.2) such that
u0(t) ≤ u1(t) ≤ v1(t) for all t ∈ [a, b].
Similarly, v0 is an upper solution and u0 is a lower solution of the TPBVP (3.4)–(1.2) since
H1(t, v0; v0) = f (t, v0) + h(t, v0) ≤ −v∇0
and
H1(t, u0; v0) =
k∑
i=0
1
i ! f
(i)(t, v0)(u0 − v0)i +
{−M(u0 − v0)k+1, k + 1 is odd
N(u0 − v0)k+1, k + 1 is even + h(t, u0)
= f (t, u0) − 1
(k + 1)! f
(k+1)(t, ξ2)(u0 − v0)k+1
+
{−M(y − v0)k+1, k + 1 is odd
N(u0 − v0)k+1, k + 1 is even + h(t, u0)
≥ f (t, u0) + h(t, u0) ≥ −u∇0
where u0 ≤ ξ2 ≤ v0. Applying Theorem 2.1, there exists a solution v1 of the TPBVP (3.4)–(1.2) such
that
u0(t) ≤ v1(t) ≤ v0(t) for all t ∈ [a, b].
Next we show that
u1(t) ≤ v1(t) for all t ∈ [a, b]. (3.5)
To see this, we apply Taylor’s Theorem
−u∇1 = G1(t, u1; u0)
=
k∑
i=0
1
i ! f
(i)(t, u0)(u1 − u0)i − M(u1 − u0)k+1 + h(t, u1)
= f (t, u1) − 1
(k + 1)! f
(k+1)(t, ξ3)(u1 − u0)k+1 − M(u1 − u0)k+1 + h(t, u1)
≤ f (t, u1) + h(t, u1)
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where u0 ≤ ξ3 ≤ u1. Hence, u1 is a lower solution of the TPBVP (1.1) and (1.2). Again we apply Taylor’s
Theorem to obtain
−v∇1 = H1(t, v1; v0)
=
k∑
i=0
1
i ! f
(i)(t, v0)(v1 − v0)i
+
{−M(v1 − v0)k+1, k + 1 is odd
N(v1 − v0)k+1, k + 1 is even + h(t, v1)
= f (t, v1) − 1
(k + 1)! f
(k+1)(t, ξ4)(v1 − v0)k+1
+
{−M(v1 − v0)k+1, k + 1 is odd
N(v1 − v0)k+1, k + 1 is even + h(t, v1)
≥ f (t, v1) + h(t, v1)
where v1 ≤ ξ4 ≤ v0. Therefore v1 is an upper solution of the TPBVP (1.1) and (1.2). Applying
Theorem 2.2, we have the inequality in (3.5). Continuing this process by induction, we obtain sequences
{un}n∈N0 and {vn}n∈N0 with
un(t) ≤ un+1(t) ≤ vn+1(t) ≤ vn(t) for all t ∈ [a, b], n ∈ N0
where for each n ∈ N0, un+1 and vn+1 satisfy the TPBVPs
−x∆∇(t) = G1(t, x; un), t ∈ [a, b]
and
−x∇(t) = H1(t, x; vn), t ∈ [a, b]
with the boundary conditions (1.2), respectively.
Since [a, b] is compact and the convergence is monotone and bounded, {un} converges uniformly to
some function y. Note that
G1(s, un+1; un) −→ ( f + h)(s, y)
and
un+1(t) = 1D
{
δun(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δun(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)G1(s, un(s); un−1(s))∇s t ∈ [a, b].
Now it is straightforward to see that
y(t) = 1
D
{
δy(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δy(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)F(s, y(s))∇s t ∈ [a, b].
A similar argument can be used for {vn}. Hence y(t) is a unique solution of the TPBVP (1.1) and (1.2)
as desired. 
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Corollary 3.1. The order of convergence of sequences {un} and {vn} is k + 1.
Proof. We set pn+1(t) = y(t) − un+1(t) and qn+1(t) = vn+1(t) − y(t) for t ∈ [ρ(a), σ (b)]. Notice that
pn+1 ≥ 0 and qn+1 ≥ 0 on [ρ(a), σ (b)]. First, we show that the convergence of the sequence {un} is
indeed of order k + 1.
pn+1(t) = 1D
{
δ(y − un+1)(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δ(y − un+1)(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)( f (s, y(s)) + h(s, y(s)) − G1(s, un+1(s); un(s)))∇s
= 1
D
{
δpn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δpn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
f (s, y(s)) + h(s, y(s)) −
k∑
i=0
1
i ! f
(i)(s, un)(un+1 − un)i
+ M(un+1 − un)k+1 − h(s, un+1)
)
∇s
= 1
D
{
δpn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δpn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
f (s, y(s)) − f (s, un+1) + h(s, y(s)) − h(s, un+1)
+ 1
(k + 1)! f
(k+1)(s, ξ )(un+1 − un)k+1 + M(un+1 − un)k+1
)
∇s
<
1
D
{
δpn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δpn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
1
(k + 1)! f
(k+1)(s, ξ ) + M
)
(y − un)k+1∇s
<
1
D
{
δpn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δpn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
1
(k + 1)! f
(k+1)(s, ξ ) + M
)
pk+1n ∇s.
Hence we obtain
pn+1(t) <
1
D
{
δpn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δpn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
1
(k + 1)! f
(k+1)(s, ξ ) + M
)
pk+1n ∇s,
where un < ξ < un+1. Let K1 be a positive constant such that[
1
(k + 1)! f
(k+1)(t, ξ ) + M
]
≤ K1.
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By taking into account the following inequality
1
Dσ (b)
{(β − αρ(a))(σ (b) − t)} + t
σ (b)
= σ (b)[β − αρ(a) + αt]
σ (b)D
≤ 1,
we obtain
‖pn+1‖ < δ‖pn+1‖ + 1D K1 K0‖pn‖
k+1,
where K0 = maxt∈[a,b]
∫ σ(b)
ρ(a)
G(t, s)∇s.
Solving the last inequality algebraically, we get
‖pn+1‖ < K1 K0D(1 − δ)‖pn‖
k+1.
Now, we show the order of convergence of {vn} is k + 1.
qn+1(t) = 1D
{
δ(vn+1 − y)(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δ(vn+1 − y)(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)(H1(s, vn+1(s); vn(s)) − f (s, y(s)) − h(s, y(s)))∇s
= 1
D
{
δqn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δqn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
k−1∑
i=0
1
i ! f
(i)(s, vn)(vn+1 − vn)i
+
{−M(vn+1 − vn)k+1, k + 1 is odd
N(vn+1 − vn)k+1, k + 1 is even + h(s, vn) − f (s, y(s)) − h(s, y(s))
)
∇s
= 1
D
{
δqn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δqn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)
(
f (s, vn+1) + h(s, vn) − 1
(k + 1)! f
(k+1)(s, ξ )(vn+1 − vn)k+1
+
{−M(vn+1 − vn)k+1, k + 1 is odd
N(vn+1 − vn)k+1, k + 1 is even − f (s, y(s)) − h(s, y(s))
)
∇s
<
1
D
{
δqn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δqn+1(η)
σ (b)
t
+ 1
D
∫ σ(b)
ρ(a)
G(t, s)


(
1
(k + 1)! f
(k+1)(s, ξ ) + M
)
(vn+1 − vn)k+1, k + 1 is odd(
1
(k + 1)! f
(k+1)(s, ξ ) − N
)
(vn+1 − vn)k+1, k + 1 is even
∇s
≤ 1
D
{
δqn+1(η)
σ (b)
(β − αρ(a))
}
(σ (b) − t) + δqn+1(η)
σ (b)
t
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+ 1
D
∫ σ(b)
ρ(a)
G(t, s)


(
1
(k + 1)! f
(k+1)(s, ξ ) + M
)
(vn − y)k+1, k + 1 is odd(
1
(k + 1)! f
(k+1)(s, ξ ) − N
)
(vn − y)k+1, k + 1 is even
∇s
where vn+1 < ξ < vn . Let K2 be a positive constant such that
max
{ f (k+1)(s, ξ )
(k + 1)! + M,
f (k+1)(s, ξ )
(k + 1)! − N
}
≤ K2,
for s ∈ [ρ(a), σ (b)]. Thus we obtain
‖qn+1‖ < δ‖qn+1‖ + 1D K2 K0‖qn‖
k+1,
where K0 = maxt∈[a,b]
∫ σ(b)
ρ(a)
G(t, s)∇s.
Thus, we get
‖qn+1‖ < K2 K0D(1 − δ)‖qn‖
k+1.
The proof of Corollary 3.1 is complete. 
Example 3.1. Let T be any time scale. Consider the following TPBVP
−y∆∇(t) = −y3 − 9y − 3√y, t ∈ [a, b],
y(ρ(a)) = y(ρ(a)), y(σ (b)) = 1
2
y(η).
where f (t, y) = −y3 − 9y and h(t, y) = − 3√y.
Then u0(t) = −1 and v0(t) = 1 are lower and upper solutions for the TPBVP, respectively. By
Theorem 2.1, we conclude that there is a solution in [−1, 1] for t ∈ [a, b]. Moreover, since f and h
satisfy conditions (ii)–(iv) in Theorem 3.1, we also conclude that there are monotone sequences {un} and
{vn} converging uniformly in [−1, 1] on [a, b] to the unique solution, which is zero, of the above TPBVP.
Remark 3.1. (i) For the case δ = 1, we have the Green’s function for the corresponding TPBVP (1.1)
and (1.2):
G(t, s) = 1
α(σ (b) − η)
{
G1(t, s), ρ(a) ≤ s < η
G2(t, s), η < s ≤ σ (b)
where
G1(t, s) =
{
(σ (b) − η)(β + α(s − ρ(a))), s < t
(σ (b) − η)(β + α(t − ρ(a))), s ≥ t
G2(t, s) =
{
(σ (b) − t)(β + α(s − ρ(a))) + (t − s)(β + α(η − ρ(a))), s ≤ t
(σ (b) − s)(β + α(t − ρ(a))), s > t
For this case, we also assume that α = 0 to keep the results of this section valid.
(ii) In the case, α = 0, we still need to keep the assumption on δ being not equal to one to calculate the
Green’s function for the corresponding TPBVP, for reference see [9].
(iii) As we see in the above Example 3.1, f (4) ≡ 0 and M = 0, the sequence un(t) converges to the
unique solution in one step since G1(t, x; u0) in (3.3) coincides with F(t, x) in (1.1). So if f (t, x)
is a polynomial, then the method converges in a finite number of steps.
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