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自回归移动平均模型( ARIMA) , 也有近年来发展迅
速的神经网络、Bagging, ILP, SVM 等智能方法[1~3]。近





数据分类 , 然后针对不同类型的数据 , 采用径向基
神经网络训练出不同的模型; 最后对新输入的时间









数据进行划分 , 然后再分类训练径向基神经网络 ,
生成相应的径向基神经网络预测模型。预测模型分
为训练过程和预测过程两个部分, 其流程图如图 1
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摘 要: 文章提出了一种组合聚类分析和神经网络的预测方法。聚类分析将大的数据集聚类划分为几类小的数
据集 , 这样在每一类中 , 数据的相似度比较高 , 然后再分类训练相应的模型 , 最后做预测。建立加入聚类分析的径向
基神经网络模型 , 用金融时间序列做试验 , 并跟径向基神经网络模型进行比较。试验结果表明 , 加入聚类分析的径
向基神经网络模型提高了连续预测的趋势准确率 , 降低了时间代价 , 并减小了模型的复杂度。
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Abstract: A predicting method combining clustering and neuro- network is advanced and investigated. The big data
group is divided into some small parts by clustering. By this way, every small part has a higher similarity degree, and we
use data in these small parts to train corresponding model and do predicting. After constructing the RBF neuro- network
added with the clustering method, we perform an experiment with it on the financial time series, and compare it with the
primitive RBF neuro- network. The result of this experiment shows that the modified RBF neuro- network increases trend
accuracy in sequential predicting, while debasing the cost of time and reducing the complexity of the model.
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间隔所取得的观测值排列起来形成的序列。对时间
序列进行预测 , 就是对历史序列进行建模 , 并达到
识别未来模式的目的 , 具体来说 , 就是确定一个预























络。对 RBF 网络提出了各种学习算法, 最有代表性
的是 J.Moody 和 C.J.Darken 提出的算法[5]。
2.3 系统评价指标
本文采用平均绝对误差函数 E( i) 和趋势准确
率函数 TAD( i) 两个指标来评价系统的效果。其中
平均绝对误差 E( i) 如公( 2) , x! t+i 为预测值 , xt+i 为实
际值, M 为总的预测天数, E( i) 表示未来第 i+1 天的
平均绝对误差, E( i) 越小表示预测越准确。趋势准确
率函数 TAD( i) 如下: TAD( i) 表示预测未来第 i+1 天
的股票价格( x! t+i) 和当天实际值( xt- 1) 比较的平均趋















1 if(x! t+ i- xt- 1 )(xt+i- xt- 1)
0 else




析, 然后用分类的结果训练各类对应的 RBF 神经网




( 2) FCM 算法聚类, 把所有数据划分为 K 个类
{C1, C2, ⋯, Ck};
( 3) 对 K 个类{C1, C2, ⋯, Ck}分别用于训练 RBF
网络, 得到 K 个训练好的 RBF 网络{N1, N2, ⋯, Nk}
模型预测的算法如下:
( 1) 预处理;
( 2) 根据输入向量到各类中心的距离, 判定输
入的样本属于类 Cm
( 3) 用类 Cm 训练得到的 RBF 网络 Nm 预测;
( 4) 后处理, 得到预测结果。
3 试验结果及其讨论
为了保证试验数据无个人偏见 , 试验数据采用
文献[6]用到的上证综合指数 , 从 1998/03/06- 2004/
07/09, 1530 天的数据。数据通过预处理 , 对未来趋
势预测采用滚动预测方式 , 连续预测未来 15 天( 三
个交易周) , 即 d=15, 预测 300 天。聚类方法采用模
糊 C 聚类算法 ( FCM) , 使用贪婪算法初始化 , 聚类
数设定为 6, 停止条件 E=0.0001。
3.1 和传统方法准确性比较
对上证综合指数收盘价变化趋势预测 , 时间
序列预测函数自变量的个数为 25, 中 间 层 结 点 数
都为 15。








相似的几类较小的类 , 同时在每一类中 , 数据的相
似度比较高。因为数据集减小 , 肯定会降低训练的
次数; 又因为在分小的各类中 , 数据的相似性较高 ,
所以增加了网络的收敛速度 , 训练次数更会减少。
时间序列预测函数自变量的个数为 25, 从试验结果
来看 , RBF 网络训练达到 2000 次 , MSE( 均方差) 比
较小, 变化趋于缓慢, 模型可以接受。加入聚类分析
以后 , 对应于每个数据类的 RBF 网络 , MSE 收敛速
度非常快 , 当每次训练的 MSE 的变化小于 0.0005
时停止训练, 每一类的训练次数绝大多数在 10~200
范围内, 对上面预测 300 天的结果取平均值。
由表 2 和表 3 可知 , 由于减小的数据集 , 同时
增加每一类数据的相似性, 减少了 RBF 网络的训练
次数, 系统耗费的时间代价大大减小。
3.3 和传统方法复杂度比较
聚类分析使数据集减小 , 同时在每一类中 , 数
据的相似度比较高 , 还会降低神经网络模型的复杂
度 , 对于 RBF 网络 , 就是减少了中间层最佳中心向
量的个数。中心向量数量范围设为 5~30, 寻找最佳
中心向量个数, 即在该中心向量个数下, 预测 300
天的平均均方误差最小。
由表 4 可知 , 由于聚类分析使数据集减小 , 对
















数的试验结果表明 , 加入聚类分析 , 可以提高趋势
准确率、降低时间代价和减小模型的复杂度。本文

















RBF 网络 2 000 46.3/53 18.46/110.71
加入聚类分析
的 RBF 网络
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