Monte Carlo simulations are used to explore the small sample properties of a mean group and two pooled panel estimators of a regression coefficient when the regressor is I(1). We compare and contrast the effect of I(0) and I(1) errors and homogeneous and heterogeneous coefficients in a design based on two typical PPP panels. The results confirm that the asymptotic theory is relevant to practical applications. With I(0) errors and homogeneous coefficients, the estimators are unbiased, dispersion depends on the signal-noise ratio and falls at rate T √ N as expected. With I(1) errors or no cointegration, the estimators are unbiased and dispersion falls at rate √ N. When heterogeneity with I(0) errors is introduced, the dispersion of the pooled estimators falls at rate √ N but that of the mean group continues to fall at rate T √ N. Finally, the pooled estimators are likely to lead to distorted inference both in the case of I(1) errors and of I(0) errors with heterogeneous coefficients. The mean group estimators, however, are generally correctly sized.
Introduction
Panel time-series, where both T , the number of time periods, and N , the number of groups, are large, play an increasing role in empirical research. They are particularly important in international macroeconomics, since long runs of data are often available for many countries. Such panels have been used to study growth and convergence, the Feldstein-Horioka puzzle and, most extensively, purchasing power parity (PPP). Baltagi and Kao (2000) provide a survey of methods for non-stationary panels of this sort. When both T and N are large, one can model heterogeneity by permitting coefficients to vary between groups which is not possible in small T panels. Baltagi and Griffin (1997) and Boyd and Smith (2000) show that such heterogeneity in group-specific coefficients is important in practice. Such panels also offer the prospect of overcoming the spurious regression problem which is not possible with small N panels or pure time series. Phillips and Moon (1999, 2000) and Kao (1999) show that in such panels one can obtain consistent estimates of a long run average parameter even when the variables do not cointegrate or, equivalently, when the error term as well as the variables are I(1).
1 The intuition is that the noise -the covariance between the I(1) error and the I(1) regressor -that produces the spurious regression problem is attenuated by averaging over independent groups. This paper uses Monte Carlo simulations to investigate the small-sample properties of three panel estimators in a static linear regression model where the variables are I(1); the errors are either I(0) (cointegration case) or I(1) (no cointegration case); and the coefficients are either homogeneous or heterogeneous. The Monte Carlo design is calibrated on two contrasting PPP panels: one is a T > N monthly data panel while the other is a N > T annual data panel. Accordingly the results cover many of the typical panel dimensions used in applied work. The paper can be seen as a complement to Taylor (2001) who explains how temporal aggregation and non-linearities, because of bands of inaction, may make errors appear I(1) even when adjustment is quite rapid. We address the issue of whether one can estimate the long run effects of price differentials on exchange rates even if the errors are I(1) for those or other reasons.
If one knew the data generating process (DGP), one would use the infor-mation in levels in the cointegration case and first differences otherwise. In principle one could test whether the variables cointegrate using any of the tests for cointegration and unit roots in panels surveyed by Baltagi and Kao (2000) . In practice, as they emphasise, there are severe conceptual difficulties in formulating the appropriate hypotheses and the results are often inconclusive. In this light, one can view our simulations as answering the following question. What are the consequences of applying panel estimators to the data in levels when one is not sure whether some or all of the group-specific relations cointegrate? Section 2 outlines the Monte Carlo design and reviews the estimators examined. Section 3 considers the properties of three static panel regression estimators under I(0) and I(1) errors when the regression coefficient is homogeneous across groups. We use response surface regressions to analyse the effect of innovation variances and panel dimensions. Section 4 investigates the case of heterogeneous slope coefficients. A PPP application is discussed in Section 5 while a final section concludes.
Monte Carlo design and estimators
A simple Monte Carlo design is employed to compare the effect of I(0) and I(1) error terms. Data are generated on a dependent variable y it and an exogenous regressor x it for groups i = 1, 2, ..., N and time periods t = 1, 2, ..., T, according to:
where the disturbances ε x,it and ε u,it are also independent of each other. In this design, x it is strictly exogenous; the data have no deterministic trends, the random walk for x it has no drift; there are homogenous, zero, intercepts across groups; finally contemporaneous dependence between groups is excluded. 2 In the first set of simulations we assume homogeneous slope coefficients β i = β = 1. In the second set we allow β i to vary over groups. We consider both the cointegration case with ρ = 0 and no cointegration case with ρ = 1. Since most of the properties of the estimators in the former case are well known, the Monte Carlo results provide a yardstick for comparison with the latter case.
The simulations are calibrated to match the panel dimensions and the innovation volatilities of two contrasting PPP datasets. In the first N > T panel the signal-noise ratio (the innovation variance of the regressor relative to that of the disturbance) is large while in the second T > N panel it is small. Panel I is based on the Boyd and Smith (1999) large N , small T, annual LDC dataset for (log) spot exchange rates and price differentials with the following characteristics:
Panel II is based on the small N, large T, monthly OECD dataset with the following characteristics: N = 15, T = 300, σ x,i ∼ U[0.0069 ∓ 0.0019], σ u,i = 0.0329 ∀i Our design allows for heterogeneity in the variance of x it but not u it . The simulations results are based on R = 10, 000 replications. 
Properties of the panel estimators
Three estimators based on static linear regressions are considered: the mean group (MG) estimator or average of the group specific estimates suggested in Pesaran and Smith (1995) , the pooled OLS (POLS) estimator, and the fixed effects (FE) or 'within' estimator. In each case the conventional standard errors are calculated and the (true) hypothesis that the coefficient of x it equals unity is tested. The details of the estimators are set out in an Appendix. The asymptotic (large N, large T ) properties of the two pooled estimators in the I(1) error case are established in Phillips and Moon (1999) . The properties of the MG estimator under the same conditions have not been established and so the Monte Carlo results are of additional interest.
With I(0) errors and homogenous slopes, all three provide consistent (large N, large T ) estimates of the long run effects of x on y. The vari-3 The standard deviation estimateσ x = 0.25 has been obtained from the price differen-
andσ u is analogously obtained from the real exchange rates. 4 The simulations were programmed in GAUSS 3.2. No initial observations are discarded, T 0 = 0, and x i0 = 0 ∀i which amounts to usingx it = x it − x i0 for any x i0 .
ance of the MG estimator,
, is greater than or equal to the variance of the FE estimator,
,
it ,x it = x it −x i , and σ
. If S i = S, they are both equally efficient. The most efficient estimator is POLS because the intercepts and slopes are identical and, since there is no serial correlation or heteroskedasticity in the errors, conventional standard errors will be correct. The variance of POLS is:
More generally, these estimators measure different long run parameters. The MG provides estimates of the average long run parameter given by the average over groups of the ratio of the covariance to the variance:
while the two pooled estimators provide estimates of the long run average parameter. In the FE case the latter is given by the ratio of these averages:
In general, these will differ even as N, T go to infinity. To see the relationship between them, note that the FE estimator can be written as a weighted average of the individual estimates:
Hence, the difference between b β M G , the unweighted average, and b β F E
, the weighted average, will depend on the covariance between the b β i and the weights, w i . They will coincide when S i = S or the w i are independent of theβ i . In Section 4 our DGP for the heterogeneous case assumes a positive dependence between the w i and theβ i , and accordingly we expect the long run average coefficient to exceed the average long run.
In the I(1) error, no-cointegration case, Phillips and Moon (1999) show that the POLS and FE estimators are consistent estimators of the long run average effect with a convergence rate of √ N and a limiting normal distribution. In this case conventional standard errors for the pooled and fixed effect estimators are wrong and Phillips and Moon provide the correct asymptotic formulae for the levels regression in a number of cases. The performance of these asymptotic standard errors is important but we have left investigation of them as a matter for further research. This is partly because as yet they are rarely used in practice and partly because one needs to know the DGP to be able to identify the appropriate formulae for the standard errors. If one knew that the errors were I(1), the appropriate estimator would be POLS on first differences which would have a variance of σ 2 u /σ 2 x NT. In practice one does not know whether there is cointegration or not and pre-testing is rarely unambiguous, particularly in the case of a mix of cointegrating and non-cointegrating relationships or near unit root processes.
Homogeneous slope coefficients
The empirical distributions of the computed panel estimates and t-statistics (testing that the long run effect of x on y is equal to unity) are characterized by their mean, sample standard deviation (SSD), minimum and maximum, median, and moment coefficients of skewness and excess kurtosis in Table 1. [ Table 1 around here]
In the cointegration (C) case, all three estimators seem unbiased with distributions that are centred on unity and close to normal. A ranking in terms of efficiency based on the SSD indicates that POLS is best, followed by FE and then MG. This is exactly as expected from theory and the SSD for the FE and POLS are very similar to their theoretical standard errors. The t-statistics have zero mean and unit standard deviation as they should, suggesting reasonably accurate inference.
In the no-cointegration (NC) case Table 1 shows that all three estimators remain unbiased confirming the asymptotic results for the pooled estimators and suggesting that the MG is also consistent. However, their standard deviations are much larger than with cointegration. The lack of cointegration causes a much greater deterioration in Panel II, dispersion increases by a factor of between 60 (MG and FE) and 170 (POLS), than in Panel I where dispersion increases by a factor of between 4 and 14. Although the estimates are unbiased, the dispersion in Panel II is such that the estimates would be of little practical use. The efficiency ranking is now FE, followed by MG and POLS. There are a number of other interesting features. The increase in dispersion of the POLS estimates caused by I(1) errors greatly exceeds that of the FE and the latter exceeds marginally that of the MG estimates. Although the true intercepts are zero and both u it and x it have expected values of zero, in particular samples they can have very different means since both are I(1). The superiority of the FE estimator in terms of efficiency suggests that using deviations from the group mean reduces this problem substantially.
Inference properties are presented in Table 2 .
[ Table 2 around here]
This table gives the empirical size (p α ) and critical values (ẑ α ) at a nominal level α = 5% for the t-tests. The former is calculated using the (theoretical) asymptotic critical values of a standard normal normal distribution, p α = {#¯t j β¯≥ 1.96}/R. Since the empirical distribution of t β k is approximately symmetric (see Table 1 ), the empirical critical valuesẑ α are calculated as the value of the (1 − α/2)-quantile.
The empirical distribution function (EDF) of the t-statistic for the three estimators corroborates these findings. Figure 1(A) shows that the EDF of the t-statistic for the three estimators is very close to that of a standard normal. By contrast, Figure 1 (B) indicates that, while the EDF for the MG estimator also follows a standard normal, that of the POLS and FE has considerably fatter tails. The EDFs for Panel I display a similar pattern. Table 2 confirms that the t-tests are approximately correctly sized for all three estimators for both panels in the C case, though the MG is a little oversized for Panel II using asymptotic critical values. This is not surprising since it has only 14 degrees of freedom and the empirical critical value of 2.17 is close to the appropriate critical value of 2.145 from the t-distribution. In the NC case, the MG tests retain the correct size while the FE and POLS estimators show massive size distortions. The FE size distortion is smaller than POLS for both panels and of a similar order of magnitude to that reported in Kao's (1999) analysis. The size characteristics are not surprising since the conventional standard error formulae for POLS and FE are incorrect with I(1) errors, while that for the MG estimator, which uses the cross-section distribution of the estimates, remains appropriate.
We next investigate the sensitivity of the results to regressor and innovation standard deviations, X1 = (σ x , σ u ), and panel dimension, X2 = (N, T ), by repeating the simulations for different values of X1 and X2. The results are then used as the dependent variable in a response surface regression on the relevant values of X1 and X2. The individual Monte Carlo simulations use R = 500 replications. 14 ∀i (where the subscript i is hereafter dropped for simplicity). Eight subsequent values for the latter are generated as σ j x = 0.25 − 0.031j and σ j u = 0.14 − 0.015j, respectively, for j = 1, ..., 8. This gives 81 different signal-noise ratio combinations varying from σ x /σ u =.08 for σ x = .002 and σ u = .14 to σ x /σ u =70 for σ x = .25 and σ u = .02.
To explore the effect of the signal-to-noise ratio on the bias and dispersion of the M G, P OLS and F E panel estimators the results from the 81 simulations were used as observations in the regressions:
for both the C and NC cases. Since there is no reason to expect the errors of these regressions to be homoskedastic, White's heteroscedasticity-consistent 5 Since the main results in Tables 1-2 still hold when the experiments were repeated for R = 500 this number of replications is adopted to keep computational costs feasible. standard errors are used. The results are given in Table 3. [ Table 3 around here]
This shows that the SSD is proportional to the noise-to-signal ratio (σ u /σ x ) with a coefficient close to unity for all three estimators. This explains the different results for Panels I and II. Now consider the effect of the panel dimensions, N and T . The specifications are again based on Panel I, σ x,i = .25 ∀i, σ u,i = .14 ∀i. Let N, T = {25, 50, 75, 100, 150, 200, 250, 300, 350} which gives 81 observations in the regressions:
Table 4 reports the results.
[ Table 4 around here]
It shows that in the C case the three estimators are unbiased irrespective of N and T and POLS is more efficient than FE and MG. The SSD for the three estimators falls at rate T as in the pure time series C case and falls with the group dimension at rate √ N . In the NC case all three estimators remain unbiased, dispersion still falls at rate √ N while it does not change with T as the theory indicates. The asymptotic theory clearly works well in these samples.
Heterogeneous slope coefficients
In this section the assumption of common slope coefficients is relaxed. We allow β i to vary randomly across groups, with E(β i ) = 1. For the POLS and FE estimator this will lead to the presence of an extra I(1) component (β i − β)x it in the error term and the composite error term will be heteroskedastic. Our model of heterogeneous coefficients introduces dependence between the coefficients and the regressors as follows:
This positive dependence should cause the ratio of the average covariance to average variance to exceed the average of the ratio, leading to a difference between the two pooled estimators and the MG. By construction the heterogeneity in Panel I is much larger than in Panel II but, in both cases, it is quite small relative to that typically observed.
The results are reported in Tables 5 and 6 [ Tables 5, 6 around here]
In Panel I the mean of the MG estimator remains around unity and the mean of the FE and POLS increases to about 1.06, in both the I(0) and I(1) case. The bias is in the direction we would expect, given the positive covariance between β i and σ x,i in our Monte Carlo design, but it is not large in economic terms. It does, however, result in a marked increase in the t-ratio for the FE and POLS. This is partly because the null hypothesis is no longer appropriate, based as it is on the average long run, H 0 : β = 1 = E(β i ), rather than the long run average. The dispersion of the t-ratio falls below the correct value of unity for the MG estimator but is well above that for the other two. In the I(0) case the efficiency of the MG estimator in the heterogeneous case is identical to that in the homogeneous case. By contrast, the efficiency of the other two estimators falls relative to the homogeneous case. The ranking now becomes FE, MG, POLS rather than POLS, FE, MG. In the I(1) case the dispersion of all three estimators is similar to the homogeneous case. In Panel II the properties of the panel estimators are very similar to the homogeneous case since the heterogeneity is small. Table 6 investigates inference in the heterogeneous case and should be compared with Table 2 for the homogeneous case. The Panel II results are very similar to the homogeneous case. In Panel I, the combination of the inappropriate estimated standard errors and the difference between the hypothesized value and the long run average drive the rejection frequencies of the POLS and FE to almost 100%. In the I(0) case, the size of the MG test is pushed down by the lower than appropriate variance of the t-ratio, though it does remarkably well in the I(1) case.
These insights are illustrated graphically by the EDF of the t-statistic plotted in Figure 2. [ Figure 2 around here] Figure 2 illustrates how in the I(0) case the distribution of the POLS and FE departs sharply from the standard normal in shifting to the right and exhibiting larger dispersion. By contrast, the distribution of the MG t-ratio remains fairly close to a standard normal, especiallly in the I(1) case.
We estimated response surfaces for Panel I, where the heterogeneity is large, using R=500 and N, T = {25, 50, 75, 100, 150, 200, 250, 300, 350} to fit functional forms (9) and (10). The results are given in Table 7 .
[ Table 7 around here]
In the NC case the results are almost exactly the same as in the homogeneous case, the dispersion of the estimators falls with √ N but not with T. In the I(0) error case, the MG behaves as it did in the homogeneous case with its dispersion falling with T √ N. Since every group cointegrates, the estimator for each group and its mean are both superconsistent and so the dispersion of the MG estimator also falls with T.
The big change is in the performance of the P OLS and F E estimators in the I(0) error case where the dispersion falls with √ N but not with T . The explanation is that when a homogeneous slope is wrongly imposed the panel does not cointegrate because of the presence of the I(1) term (β i − β)x it in the error. Accordingly the two pooled estimators show the characteristic effects of I(1) errors: virtually no gain in efficiency with increased time-series dimension. The coefficient on ln T is significantly greater than zero but the estimated values of -0.02 for POLS and -0.08 for FE are very small. Figure 3 plots the evolution of SSD(β) with T as suggested by the estimated response surfaces.
[ Figure 3 around here]
The base variation for the MG is larger but for Panel I the MG dominates the POLS for T > 27 and the FE for T > 31. If individual groups cointegrate with different coefficients, the penalty for pooling grows rapidly with T.
PPP application
Data on nominal exchange rates and consumer (CPI) and wholesale price indices (WPI) were taken from Datastream for a panel of OECD countries, 1972:1-1998:12, for a PPP application. Four panels were constructed using the German mark (DM) and US dollar (US$) as numeraire and the CPI and WPI price series.
6
ADF test results indicated that the unit root null could not be rejected at the 5% level for the individual real exchange rates in the four panels.
7 This implies the absence of time series cointegration between e it , the logarithm of the exchange rate and d it , the logarithm of the price differential. However, in the light of our small sample findings in the no-cointegration case, the long run relationship between the nominal exchange rate and the price differential can be analysed using panel estimators. 8 We distinguish between two interpretations of PPP. One implies stationary real exchange rates or cointegration between nominal exchange rates and the price differential and is called PPP(0). The other is the case where price differentials are fully reflected in the nominal exchange rate but the error is I(1). This is called PPP(1). Table 8 reports the dispersion of the parameter estimates ofβ i .
[ Table 8 around here]
The dispersion is very large, much larger than was assumed for Panels I and II in the Monte Carlo. Both the SSD and range of the estimates for the CPI panels exceed those for the WPI panels. Some dispersion would be expected because these are probably spurious regressions, but country specific specification errors must also play a part. As the Monte Carlo results indicated, both lack of cointegration and heterogeneity will distort inference based on the pooled estimators and we would expect to over-reject the null β = 1 using the POLS and FE estimators. To control for excessive heterogeneity, the number of standard deviations from the mean, Z(β i ) = (β i −β)/σ(β i ), is calculated and, using Z > 2, the following potential outliers in the distribution ofβ i are identified: Austria for both DM panels, and Japan and the United Kingdom for the CPI-US$ and WPI-US$ panels, respectively. For 6 The composition of the four panels is slightly different. The CPI panels have 18 countries: Austria, Canada, Denmark, Finland, Germany, Greece, Japan, Netherlands, Sweden, Spain, Switzerland, United Kingdom, United States, Belgium, France, Italy, Norway, Portugal. The WPI panels exclude the latter five countries and include Ireland. Excluding the numeraires this gives N = 17 and N = 13 groups, respectively.
7 Overall there was just one rejection in the four panels. Detailed results are available from the authors on request.
8 In this section we ignore the problem of cross sectional dependence in panels which is examined in Coakley, Fuertes and Smith (2001). relatively small N, as in this case, the MG estimator is likely to be sensitive to outliers.
The panel results and a t-statistic for β = 1 are reported in Table 9 .
9
[ Table 9 around here]
Except for the 0.78 MG estimate for the CPI-DM panel, all the estimates lie in the range 0.93-1.11. For the US dollar panels, the MG slope is higher than the pooled estimates, though the difference is not large. The test based on the MG estimator provides support for the PPP(1) hypothesis in three of the four panels. 10 Futhermore, the statistic for the CPI-DM panel at -2.642 represents only a marginal rejection at the 5% level from a Student-t distribution with 16 degrees of freedom.
By contrast, inference based on the two pooled estimators rejects long run PPP in three out of the four panels with relatively large t-statistics. These contrasting results -and in particular the negative verdict on PPP(1) from the pooled regression estimators -is consistent with our Monte Carlo findings of oversized inference in the I(1) error, heterogeneous slope case. Moreover, since the simulations indicated that inferences based on the MG estimator are appropriate in the latter context, we conclude that the evidence points towards PPP(1) both for the US dollar and DM panels despite the presence of a stochastic trend in the real exchange rate indicated by the unit root tests.
These results have a number of general implications for applied work. First, one can estimate and test for long run effects in panels even when the variables do not cointegrate. In other words, long run effects are not exclusively associated with cointegrating relationships. On that basis we distinguish between PPP(0) and PPP(1) and provide estimates and test results for the latter case. Secondly, since panels permit consistent estimation of a regression parameter even in the presence of an I(1) error, it follows that one cannot make inferences about the nature of the error from the estimated coefficients. The fact that in panel PPP regressions the coefficient of the price level differential is unity does not imply that real exchange rates are necessarily stationary. Given this it would be wise to use a range of alternative estimators and examine and interpret the differences between them. Finally, conclusions about efficiency and hypothesis testing are further complicated by the fact that the pooled and mean group estimators are estimating different long run parameters. Thus it is important for researchers to be clear about the difference between the average long run or the long run average as potential measures of a long run relationship.
Conclusions
This paper has used Monte Carlo simulations to examine how the aymptotic (large N large T ) results on the properties of pooled estimators in Phillips and Moon (1999) perform in panels which are typical of applied, particularly PPP, research. We also consider the performance of an alternativemean group -estimator whose asymptotic properties have not yet been established. The experiments confirm that the asymptotic results hold fairly well for small sample sizes and hence apply in empirically relevant situations. Both the pooled and mean group estimators appear unbiased, with dispersion that falls at rate √ N even when the error term is I(1) and therefore the individual time-series regressions are spurious. The efficiency of the estimators depends on the ratio of the error innovation to the regressor innovation and, in some circumstances, the variance of the estimators can be very large. The simulations also confirm the asymptotic result that conventional standard errors for the pooled estimators are seriously misleading and inference based on them in unreliable. Interestingly, the standard errors for the mean group estimator are broadly correct for all the data generating processes considered.
The results for the I(1) case are very similar irrespective of whether the regression parameters are heterogeneous or homogeneous. In the I(0)-error, heterogeneous-β case, the standard error of the mean group estimator falls at rate T √ N . However, because heterogeneity induces an extra I(1) term in the disturbance, the dispersion ofthe pooled estimators declines only at rate √ N as in the I(1) error case. While the pooled estimators may have an efficiency advantage over the mean group estimator in small T samples, they rapidly lose this as T grows. Finally in the light of these findings, the evidence suggests that the PPP hypothesis -that nominal exchange rates and price differentials move one-for-one in the long run -seems to hold even if real exchange rates are subject to permanent shocks.
Appendix: Panel Estimators
Denote
y it e y it = y it − y i and define analogous measures for x it .
i) Mean group (MG) estimator
Separate OLS regressions are run for each group i = 1, 2, ..., N :
and from the individual estimates and their standard deviation:
we compute the MG estimator, its standard error and t statistic for the null of β = 1 against the alternative β 6 = 1 :
.
ii) Pooled OLS (POLS) estimator
The N T observations are pooled to fit the OLS regression:
The corresponding POLS estimates are:
where
iii) Fixed effects (FE) estimator
We pool the NT observations to fit the OLS regression:
The corresponding FE estimates are:
where 
