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Abstract
Basic properties of critical points in two dimensions are reviewed and related to the
velocity and acceleration field of two-dimensional turbulence. A direct numerical simula-
tion (DNS) of two-dimensional homogeneous isotropic turbulence with an inverse energy
cascade and a k−5/3 power law is used to study critical points of these fields.
The velocity stagnation point based pair separation model of Goto and Vassilicos
(S Goto and J C Vassilicos, 2004, New J.Phys., 6, p.65) is revisited and placed on a
sound mathematical foundation. The DNS is used to study the time-asymmetry observed
between forward and backward separation. A new method has been employed to obtain
values for the Richardson constants and the ratio of them for the backwards and forwards
case, which is gb/gf = (0.92±0.03) and hence, exhibits a qualitatively different behaviour
from pair separation in three-dimensional turbulence, where gb > gf (J Berg et al. , 2006,
Phys.Rev.E, 74(1), p.016304). An explanation for this behaviour based on the time-
asymmetry related to the inverse versus forward energy cascade is suggested.
Zero Acceleration Points (ZAPs) and flow structures around them are studied using
the same DNS. A well-defined classification of ZAPs in terms of the acceleration gradi-
ent tensor’s (∇a) invariants is presented. About half of all ZAPs are Anti-ZAPs (with
det[∇a] < 0) and the number of vortical and straining ZAPs (with det[∇a] > 0) is about
the same. Vortical and straining ZAPs are swept by the local fluid velocity to a good
statistical approximation whereas Anti-ZAPs are not. The average life-time of ZAPs
seems to scale with the time-scale of the smallest eddies in the turbulence, though ZAPs
(in particular vortical ones) are able to survive up to a few integral time scales. The new
ZAP classification can also be applied to extended flow regions and a discussion of the
length-scales and sizes characterising these regions and the distances between ZAPs is
given.
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Chapter 1
Introduction
Turbulence is omnipresent in our everyday lives. We can see it when we watch how the
splash of milk mixes with the tea as we’re stirring it into a freshly brewed cup and feel it
when a gust of wind suddenly hits us as we step out of the house.
Once outside, turbulence continues to be present. The water flowing down the river
is turbulent, as is the wake of the ship sailing in it. The shape of clouds is formed by
turbulence. The smoke from the cigarette of the man waiting at the bus stop rises in a
straight line, bends into a random direction, forms a swirl, separates from the continuous
stream of smoke, continues to rotate, collides with another eddy of smoke, breaks up into
smaller filaments and eventually disappears as it mixes with the air.
The bus arrives and its engine depends on turbulence to mix the diesel fuel efficiently
with the compressed air as it is injected into the combustion chamber. Once the bus has
accelerated, the drag created by the turbulent eddies of air behind the bus still requires
the engine to work hard to keep the speed constant.
The woman in the seat opposite is reading a newspaper. The accuracy of the weather
forecast depends on how well meteorologists understand and model turbulence, struggling
with the fact that the course of the low-pressure system approaching the British Isles
also depends on turbulent eddies too small to show up in their satellite images, and too
numerous even for their fast computers to keep track of.
An article in her newspaper discusses the possible outcomes of climate change. The
underlying research depends on simplified models of turbulent processes in the oceans
and the atmosphere, as taking account of all turbulent features that contribute to the
result is far beyond the capabilities of any currently imaginable supercomputer.
So, turbulence is present in many situations, and indeed, the majority of flows are
turbulent, while laminar flows are more the exception than the rule, as has been frequently
stated [TL72, Pop00]. Turbulence thus plays an important role in engineering, forecasting,
science (in particular geosciences), but also in other disciplines, such as medicine or as an
14
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inspiration for art. Consequently, the field of turbulence has been explored scientifically
for several centuries, with famous descriptions of turbulent flows going back to Leonardo
da Vinci in the 16th century.
Yet, the problem of turbulence is far from being solved. The dynamics of turbulence
is captured by the remarkably simple-looking and well-studied Navier-Stokes equation
(1.1), but it remains difficult to make predictions due to the fact that small-scale features
in a flow interact with large-scale ones, leading to an interdependency of all parts of a flow
with each other. It is possible to numerically solve the Navier-Stokes equation explicitly,
capturing all small- and large-scale features, but this is presently not feasible for problems
spanning too wide a range of scales, e.g., in weather forecasting or climate research.
Reducing the number of spatial dimensions from three to two lessens the computational
burden to some extent, but this is not always suitable to the problem at hand.
The turbulence problem is thus one of reducing the number of degrees of freedom
(d.o.f.). Solving (1.1) using direct numerical simulation (DNS) is possible for small model
problems, but beyond the capability of today’s computing facilities for universal appli-
cation. The spatial and temporal resolution necessary to perform a DNS, and thus the
computational expense, is strongly dependent on the Reynolds number∗ and increases
as ∝ Re3 [Dav04]. One can consider this resolution to be equivalent to the maximum
number of degrees of freedom in a DNS. Using so-called master-modes, Chernyshenko and
Bondarenko [CB07] have given an example that a three-dimensional turbulent channel
flow can be fully described by only 2% of the information of a conventional DNS. Thus,
effectively, an upper boundary on the d.o.f. of this turbulent flow is given, and it is con-
siderably lower than one given by DNS. However, this reduction of d.o.f. is not sufficient
to consider the turbulence problem solved.
For engineering purposes, an exact solution to a problem is not always necessary if
a sufficiently good approximation is available. Hence, statistical methods, which aim
to average out the small scales and present only the usually relevant large-scale means,
are commonplace in engineering [Dav04]. They suffer from the so-called closure prob-
lem, which manifests itself in the presence of always one unknown more than equations
available. Closing this set of equations is possible through introduction of a further
model equation. Many such models exist, and while some present good approximations
to particular engineering problems, none is able to capture all features of turbulence in a
satisfactory manner [Pop00].
Large eddy simulations are a compromise between the approximate turbulence models
with few degrees of freedom and DNS with an enormous number of degrees of freedom.
∗The Reynolds number Re is the ratio of inertial to viscous forces and is usually defined in terms of
the characteristic velocity and length of large scales, u′ and L respectively, and the kinematic viscosity
ν: Re = u′L/ν.
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Figure 1.1: The air flow from the wing of this agricultural plane is made visible by a technique
that uses coloured smoke rising from the ground. The swirl at the wingtip traces the aircraft’s
wake vortex. (Image and caption provided by NASA Langley Research Center, 1990.)
The basic principle is that only the large eddies are computed in a similar way to DNS,
while the energy-absorbing small eddies are modelled using an approximation [Dav04].
In the recent decades, coherent structures have moved more into the focus of tur-
bulence research as a better understanding of them will reduce the degrees of freedom.
They are spatially extended flow patterns that persist for a sufficient amount of time to
shape, and be shaped by, the flow dynamics, e.g., a swirl of a cigarette plume that visibly
rotates as a whole for a moment before it changes shape, but also eddies in the wake of a
ship or a plane (fig. 1.1). Several definitions for coherent flow structures exist and some
of them are briefly introduced in §2.
Coherence of structures implies that less information is necessary to describe the flow.
To illustrate this point, imagine the extreme case of a sphere of fluid which rotates as if
it were a solid body. Instead of needing to describe the velocity field at every point in
space and time, the specification of the sphere’s size, rotation velocity and axis as well as
its position are sufficient to describe the velocity field of all its fluid elements. Depending
on the size and temporal persistence of coherent structures, the reduction of d.o.f. can
be tremendous.
The aim of the work in this thesis is to contribute to the understanding of coherent
structures in turbulence with the ultimate goal of being able to reduce the degrees of
freedom necessary to describe a turbulent flow. The way these structures are analysed in
17
this thesis is through considering critical points of the velocity and acceleration fields —
i.e., points where the respective vector field vanishes — and their properties and relation
to turbulent flow properties. The goal of this approach is to be able to better identify
coherent structures and contribute to a turbulence framework utilising critical points.
The research presented in this thesis is limited to two spatial dimensions, as the concept
is relatively young and a thorough understanding of critical points in two-dimensional
turbulence will hopefully be a fruitful foundation for a similar study of three-dimensional
turbulence.
The topic of critical points in turbulence is introduced by summarising some basic
properties of critical points in two-dimensional vector fields in §2. Before exploring par-
ticular properties of critical points in the subsequent chapters, the concept of velocity
stagnation points (VSPs), i.e., critical points of the velocity field, is pushed further by
generalising it to constant vectors of the velocity field in §2.3. Such constant vectors fill
the entire flow domain and an attempt is made to link the divergence of constant-vector
velocity to the dissipation of kinetic energy in the flow velocity field. Two analytical
solutions of the Navier-Stokes equation in two dimensions are used to test this link.
In §3, I briefly review the known properties of two-dimensional (2D) turbulence and
differences to three-dimensional turbulence. Furthermore, I introduce the direct numer-
ical simulation (DNS) used to generate the turbulent flow fields that form the basis of
studying critical points in turbulence for the remainder of the thesis.
As alluded to in the first few paragraphs, turbulent mixing and dispersion of particles
in gas or liquids is of great importance in engineering. In particular, the process of parti-
cle pair separation is relevant for studying pollution dispersal, combustion processes and
the spread of contaminants in a liquid or gas [Dur80, FV98]. In §4, the pair separation
model of Goto and Vassilicos [GV04] based on VSPs is refined and placed on a sound
mathematical foundation. A special focus lies on the time-asymmetry observed between
forward and backward separation, which is examined using DNS. The Richardson con-
stant, which is a central quantity of pair separation, is obtained using a non-conventional
method based on Richardson’s original concept that the rate of dispersion depends on
the separation of the pair’s particles [Ric26]. The results are compared to previous ex-
periments and DNS of three-dimensional turbulence. Finally, the time-asymmetry in 2D
is explained in terms of merging eddies and the thus implied destruction of a stagnation
point pair.
Another key issue in turbulence research that was briefly mentioned earlier is the
advection of coherent structures, which is central, e.g., in weather forecasting. This
sweeping of structures is addressed in chapter §5 where I introduce a new classifica-
tion of zero-acceleration points (ZAPs), which are the critical points of the acceleration
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field, and thought to be central to coherent structures. This classification in terms of
the acceleration gradient tensor’s (∇a) invariants emerges naturally as a result of well-
defined properties of and relations between these invariants at ZAPs in two-dimensional
turbulence. Sweeping of ZAPs, and thus their associated coherent structures, is investi-
gated for the different classes of ZAPs in DNS, as is the lifetime of these critical points.
Noteable differences between the classes are found, giving further justification to the
suggested classification. Lastly, the relation between ZAPs and local flow structures is
explored and the characteristic length-scales of these structures is discussed. Going be-
yond the topics discussed in this thesis, it has been shown that the clustering of ZAPs is
strongly correlated with the clustering of inertial particles, e.g., water droplets in clouds
[Sha03, CGV06, GV06, GV08].
The thesis is drawn together by a summary of the main results and conclusions in §6.
However, before the main content of the thesis, I give a short definition of turbulence and
some basic equations in the following section.
1.1 Definition of turbulence
The difficulty of studying turbulence begins with its definition. While most people have
some amount of intuition about what the adjective “turbulent” describes when applied
in an everyday context — e.g. experiencing turbulence in a plane, “turbulent times”
in a period of uncertainty, a turbulent smoke plume of a cigarette — a sound physical
definition is not easily found in the literature. Moreover, the (usually) vague definitions
that can be found vary in many details.
However, a short definition, which contains arguably the most common features found
in definitions of turbulence, is given by Corrsin [Cor61]:
“Incompressible hydrodynamic turbulence is a spatially complex distribu-
tion of vorticity which advects itself in a random manner in accordance with
(1.6). The vorticity field is random in both space and time, and exhibits a
wide and continuous distribution of length and time scales.”
Some of the terms used in this definition require explanation themselves, and they are
marked in italics in the following paragraphs.
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The dynamics of Newtonian fluids are generally described by the Navier-Stokes equa-
tion (NSE),
a =
∂u
∂t
+ (u · ∇) u = −∇
(
p
ρ
)
+ ν∆u , (1.1)
where a(x, t) is the acceleration of an infinitesimal fluid element at position x and time t,
u(x, t) the fluid velocity, p(x, t) the pressure, ρ(x, t) the fluid’s density, ν the kinematic
viscosity and ∆ = ∇2 the Laplace operator. To complete the description of the fluid
dynamics it is generally necessary to introduce further equations, i.e. conservation of
energy and mass as well as an equation of state. Depending on the amount of assumptions
made about the flow, not all of these equations might be necessary. Throughout this
thesis, I shall assume that the fluid is incompressible, and hence, the mass-continuity
equation is sufficient to complete the fluid dynamics description,
∂ρ
∂t
+∇ · (ρu) = 0 . (1.2)
The assumption of incompressibility implies that the density is constant and, for simplic-
ity of notation, equals unity, ρ = 1. The continuity equation then simplifies to
∇ · u = 0 , (1.3)
i.e., the fluid velocity is divergence-free. The incompressible fluid velocity field can also
be completely described by the vorticity field ω(x, t),
ω = ∇× u , (1.4)
as inverting (1.4) using the Biot-Savart law gives the velocity field,
u(x, t) =
1
4π
∫
ω(x′)× (x− x′)
|x− x′|3 dx
′ , (1.5)
in three spatial dimensions. An equation for the evolution of vorticity can be obtained
by taking the curl of (1.1), leading to the vorticity equation [Dav04, eq. (2.30)],
∂ω
∂t
= ∇× [u× ω] + ν∆ω . (1.6)
Chapter 2
Critical points in two-dimensional
turbulence
Since the discovery of both large-scale and small-scale coherent structures in two-dimen-
sional and three-dimensional turbulence and the realisation of their central importance in
understanding turbulent flow properties [BR74, For77, AKKG87, BL78, BLSB81, Sig81,
McW84], much work has been devoted to defining and classifying such structures.
Usually, the sought outcome of these efforts is a useful definition of coherent struc-
tures, which allows to simplify the complex dynamics of the Navier-Stokes equation and
further the physical understanding of these dynamic processes. Many different definitions
of coherent structures exist, and most of them have their use in at least one particular
application. Much of this work has concentrated on velocity gradient and pressure proper-
ties [WH90, Wei91] because of the natural expectation that vorticity dynamics underpins
the evolution of suitably defined coherent structures.
Perhaps the first and most accessible goal in the general study of how coherent struc-
tures might explain and help model turbulence properties concerns turbulent mixing
properties [Pro99, BvHP+04]. The application to mixing has motivated the introduction
of Lagrangian coherent structures [HY00] and of a space-filling type of structures called
dissipation elements [PW06]. A particular aspect of turbulent mixing, namely Richard-
son pair-diffusion, has recently been explained in terms of statistics of velocity stagnation
points [FV98, DV03, GV04, FV09, and §4 of this thesis]. These are critical points of the
instantaneous velocity field which Perry and his coworkers [PF74, PC87, PC94] first used
for their dynamical systems classification of turbulent flow regions. More recent works
have uncovered the multiscale spatial skeleton of velocity stagnation points in the bulk of
the turbulence [DV03, GV04, OG07, and references therein] and have also related them
to zero-acceleration points which define their persistence and that of streamlines during
the evolution of the flow [GOVH05]. Points where the fluid acceleration is zero (ZAPs)
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have also turned out to be crucial in explaining the phenomenon of preferential concen-
tration (clustering) of heavy yet small inertial particles in a turbulent carrier fluid, e.g.
water droplets in air as in clouds [Sha03, CGV06, GV06, GV08]. A new classification of
ZAPs and a discussion of their sweeping properties and lifetime statistics as well as their
relation to coherent vortices is presented in chapter §5 of this thesis.
The latter two examples, velocity stagnation points (VSPs) and zero-acceleration
points (ZAPs), are critical points of the velocity- and acceleration fields, and as such,
share some basic mathematical properties which will be discussed in the following sec-
tion. There are, however, also marked differences, and these will be discussed in the
example of 2D turbulence later in this chapter, followed by some analytical considera-
tions of applying the framework of VSPs to the entire flow, instead of to critical points
of the velocity field only.
2.1 Critical points in time dependent vector fields
2.1.1 Definition of critical points and their velocity
A critical point xc of a time-dependent vector field v(x, t) is a point where the vector
vanishes,
v(xc, t) = 0 . (2.1)
Since the vector field is changing with time, the position of critical point is generally also
a function of time, xc(t), and thus, has a velocity itself,
Vc(t) =
dxc
dt
. (2.2)
Making use of the fact that the value of the vector field at xc(t) remains constantly zero,
d
dt
v (xc(t), t) = 0 , (2.3)
the critical point velocity is given in terms of partial derivatives of the vector field at
xc(t), i.e.,
∂
∂t
v(xc, t) + [Vc(t) · ∇]v(xc, t) = 0 , (2.4)
where the time-dependence of xc has been omitted for legibility. Vc(t) can be directly
calculated from the vector field’s temporal and spatial derivatives by using Cramer’s rule
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to invert (2.4), which can also be formally written as
Vc(t) = −
{
[∇v(xc, t)]tr
}−1 ∂v(xc, t)
∂t
, (2.5)
where {[∇v]tr}−1 is the transposed inverse Jacobian matrix of the vector field v at the
critical point xc(t). For later reference, the divergence of Vc takes the surprisingly simple
form,
∇ ·Vc = − 1
det[∇v]
{
∂
∂t
det[∇v] + (Vc · ∇) det[∇v]
}
(2.6)
≡ − 1
det[∇v]
Dc
Dt
det[∇v] (2.7)
= −D
c
Dt
ln |det[∇v]| , (2.8)
where Dc/Dt is defined as the Lagrangian derivative following the trajectory of a critical
point with velocity Vc(t).
2.1.2 Types of critical points
Critical points in two dimensions can easily be classified by considering the possible
configurations of the two eigenvalues of their Jacobian matrix,
γ1,2 =
1
2
{
∇ · v ±
√
(∇ · v)2 − 4 det[∇v]
}
, (2.9)
which are given in terms of the two invariants of the vector field’s gradient tensor, its
trace, ∇ · v, and its determinant, det[∇v]. Five basic types can be distinguished in
the space spanned by these two invariants, where the following type covers an entire
half-space:
Saddle points. When det[∇v] < 0, the square root in (2.9) is always real and larger
than |∇ · v|, hence γ1 > 0 and γ2 < 0, where the eigenvalues are ordered so that
γ1 > γ2. Consequently, in the immediate vicinity of the critical point, the vector
field is pointing towards it in one principal axis and away from it in the other
principal axis.
When det[∇v] > 0, the square root is either smaller than |∇ ·v| or imaginary, leading to
four types which cover the remaining half-space:
Attracting focus or node. When∇·v < 0, all vectors point towards the critical point,
which is also called a sink. Depending on whether the square root in (2.9) is real
or imaginary, the sink is a node or focus respectively.
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Repelling focus or node. When ∇ · v > 0, all vectors point away from the critical
point, which is also called a source. As before, depending on whether the square
root in (2.9) is real or imaginary, the source is a node or focus respectively.
All five types are illustrated in fig. 2.1, which is similar to fig. 2 of [PC87]. The limiting
cases which separate the five types in fig. 2.1 are discussed later in this chapter when
necessary.
Figure 2.1: Diagram illustrating the different types of critical points in the plane defined by
the two invariants of the vector field’s gradient tensor, ∇ · v and det[∇v]. Inspired by fig. 2 of
[PC87].
24 CHAPTER 2. CRITICAL POINTS IN TWO-DIMENSIONAL TURBULENCE
2.1.3 Creation and destruction of critical points
A critical point is a topological object of the time-dependant vector field v(x, t), and
hence, the topology of v(x, t) can change with time. In particular, changes of the topology
can be such that critical points are created or destroyed.
The creation and destruction events take place when the trajectory of a critical point
intersects a region where det[∇v] = 0, as in such a case, the inverse of the Jacobian
matrix of v is not defined and hence, it is generally not possible to obtain a finite Vc
from (2.5). Whenever det[∇v] 6= 0, Vc is well defined and the critical point will still exist
an infinitesimal time later (and have existed an infinitesimal time earlier).
Furthermore, it is well known that critical points in an unsteady two dimensional
vector field are created and destroyed in pairs. These events are called saddle-node
or fold bifurcations [GH02, TWSH02]. They always involve one saddle point with a
negative determinant and one critical point of the remaining four types with a positive
determinant. Hence, the determinant naturally vanishes in such events when both kinds
of critical points coincide in space, det[∇v] = 0. If the eigenvalues of ∇v are real,
bifurcations of this kind are the only possibility for critical points of a certain type to be
created and destroyed.
In the case where the eigenvalues have an imaginary part, a further bifurcation can
occur when the real part of the eigenvalues changes sign. It is called the Hopf bifurcation
and entails the transformation of an attracting focus into a repelling one (or vice versa).
However, no creation or destruction of critical points occurs, only a change of type.
There are some more bifurcations that can occur in a vector field, which are not
relevant to the contents of this thesis. The interested reader can find more details about
these in, e.g., [GH02, TWSH02].
The pair-wise creation and destruction of critical points is somewhat analogous to
pair creation and annihilation in particle physics. In this analogy, critical points with
determinants of opposite signs would be particle and anti-particle to each other. One
can also draw diagrams of the time-evolution of critical points which resemble Feynman
diagrams, and [TWSH02] details a numerical method for visualising such diagrams for
two-dimensional vector fields. However, while one can draw these analogies with regards
to the kinematic behaviour of critical points, it remains to be explored in a future study
whether there are analogies in the dynamics between critical points of turbulent fluids
and particle physics.
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2.2 Critical points of the acceleration and velocity
field of two dimensional turbulence
In this section, I give a brief preview of applying the framework introduced for general
vector fields, v(x, t), in the previous section §2.1 to the fluid acceleration, v(x, t) = a(x, t),
and fluid velocity, v(x, t) = u(x, t).
2.2.1 Critical points in the acceleration field
The two invariants of the acceleration gradient tensor ∇a, i.e., ∇ · a and det[∇a], can
in principle take any value. Thus, there is no a-priori reason to suspect that the critical
points of the acceleration field, i.e., zero-acceleration points (ZAPs), are limited to cover
less than the five basic types introduced in §2.1.2.
However, preempting the crucial observation of §5, ZAPs are almost exclusively nodes
and saddles, and not foci. The nodes have predominantly degenerate eigenvalues, and
thus, populate the area close to and below the parabola det[∇a] = (∇ · a)2/4 in fig. 2.1.
The saddle-type ZAPs are clustered towards the ∇·a = 0 axis, so that a scatter diagram
of ZAPs in 2D turbulence takes a characteristic pitchfork shape, as illustrated in fig. 5.5.
A detailed discussion of ZAPs in 2D turbulence and some of their properties is given later
in §5.
A link between the characterising invariants of critical points of the acceleration and
velocity fields exists in turbulent flows by virtue of (1.1) for incompressible fluids,
∇ · a = −2 det[∇u] , (2.10)
which is only valid in two dimensions. A similar relation exists in three dimensional
incompressible fluids, where the divergence of the acceleration is related to the second
invariant of the velocity gradient tensor’s characteristic eigenvalue polynomial.
2.2.2 Critical points in the velocity field
In incompressible 2D fluids, the mass-continuity equation (1.3) fixes one of the two in-
variants that characterise critical points of the velocity field, ∇ · u = 0. The remain-
ing invariant, det[∇u], is in two dimensions proportional to the Okubo–Weiss criterion
[Oku70, Wei91] which has been used extensively in turbulence research to classify different
regions of two- and three-dimensional flows.
Thus, critical points of the velocity field, so called velocity stagnation points (VSPs),
in such 2D turbulent flows can only be of two types: saddle points and foci with purely
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imaginary eigenvalues, i.e. no attraction or repulsion. The latter are also called centres.
The role of VSPs, in particular that of saddle-type VSPs, in particle pair-dispersion
is investigated in §4.
2.2.3 Comparison of critical points in both fields
As §2.1.3 points out, critical points of the saddle-type are always involved in the pair-wise
creation and destruction. Hence, it comes at no surprise that both, the acceleration and
velocity field, have critical points of this kind. However, the type of critical point with
positive determinant is very different for those two fields: while ZAPs are surrounded by
an isotropic vector field pointing either towards or away from them, the VSPs are centres
around which the vector field forms closed loops.
Where ZAPs and VSPs coincide in space, as is the case, e.g., when the velocity field in
the frame moving with a ZAP is considered, the relation (2.10) dictates a correspondence
between the different kinds of critical points: VSPs centres are generally related to ZAPs
which are attracting nodes, while VSP saddles are related to ZAP that are repulsive
nodes. ZAP saddles have no direct counter-part in the velocity field, but usually appear
where det[∇u] ≈ 0. These correspondences are covered in more detail in §5.
2.3 Framework of critical points applied to entire
vector field
The motivation for studying the motion and trajectories of critical points in turbulence is
to track the evolution of certain coherent structures. However, these coherent structures
are naturally extended in space, whereas critical points are not. Furthermore, they are
surrounded, in their immediate neighbourhood, by a vector field which remains approx-
imately similar when one moves in the frame of the critical point of either acceleration
or velocity fields. The imminent question that arises is then: Is it possible to track the
evolution of an entire coherent structure by following the trajectories of constant vectors
in the field?
Let me motivate this question in more detail; the definition of the critical point velocity
(2.4) does not itself depend on the fact that the vector field vanishes at a critical point.
Instead, it only requires that the vector along the trajectory given by Vc(t) is constant,
as in (2.3). Thus, one can define the constant vector velocity Vc(x, t) for every point in
the vector field. This velocity follows vectors of constant length and orientation from
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their creation to their destruction,
v (xc(t), t) = vconst , (2.11)
where
xc(t) = x0 +
∫ t
0
Vc(t
′) dt′ , (2.12)
and x0 is the position of creation of the vector vconst. (2.11) holds for all t up to the lifetime
of the thus defined trajectory. All properties of critical points and their evolution can be
applied, as xc(t) is also the trajectory of a critical point of the vector field v(x, t)−vconst.
In particular, constant vector points are created and destroyed in pairs of which both
partners are defined using the same constant vector vconst.
I will now explore some features of the velocity field and the motion of constant
velocity points (CVPs) by using two simple analytical solutions of the two-dimensional
Navier-Stokes equation. A particular focus lies on the relation between the evolution of
CVPs and the dissipation of energy in the flow.
2.3.1 Dissipation of kinetic energy
When considering the vector field of a fluid’s velocity, u(x, t), the definition of the critical
point velocity (2.4) gives the stagnation point velocity, Vs(x, t), when v = u. It is equal
to the constant velocity point velocity, which I also call Vs(x, t), when considering the
entire flow, rather than just the VSPs. Multiplying (2.4) with the fluid velocity u yields
for incompressible fluids,
∂
∂t
u2 = − (Vs · ∇) u2 (2.13)
= −∇ · [Vs u2]+ u2 (∇ ·Vs) . (2.14)
Integrating (2.14) over a (in the case of the following examples two-dimensional) volume
V and applying the Gauss integral theorem gives,
∂
∂t
∫
(V )
u2 dV = −
∮
(∂V )
u2Vs · dS+
∫
(V )
u2 (∇ ·Vs) dV . (2.15)
Analysing this equation shows that the rate of change of kinetic energy in the volume
V , which is proportional to the left hand side, depends on the net balance of in- and
out-fluxes of fluid velocity vectors of length u with the speed Vs, as given by the closed
integral over the volume’s surface ∂V , and also on the total divergence of Vs weighted
by the kinetic energy itself.
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This equation is interesting, as it relates the divergence of Vs to the dissipation of
energy in a volume V , if it is possible to find a volume such that there is no flux of Vs
through its surface. However, while finding a volume with vanishing flux at the boundary
does not seem particularly challenging — one can imagine a wall with a no-slip condition,
or if the volume has periodic boundary conditions — it is also necessary to make sure that
the integrals in (2.15) exist and are finite. The latter condition is not trivially satisfied, as
|Vs| → ∞ whenever det[∇u] = 0. Thus, the volume V must generally be chosen within
a region of non-zero det[∇u], which makes finding a surface without flux of Vs a much
more difficult task.
The relation of ∇·Vs and the dissipation of kinetic energy is now explored using two
dynamical examples of analytical solutions to the 2D Navier-Stokes equation.
2.3.2 Dynamical example 1: The 2D Taylor solution of the in-
compressible Navier-Stokes equation
In 1923, Taylor found a solution to the Navier-Stokes equation in two dimensions [Tay23].
This particular solution describes a relatively boring flow where homogeneously decaying
vortices are fixed in space. However, it is a simple and illustrative analytical solution
that allows the behaviour of Vs to be examined.
The Taylor solution is given by a sum of area modes i:
u(x, t) = −A exp(−να2t)
∑
i
(
γi cos(βix+ ρx,i) sin(γiy + ρy,i)
−βi sin(βix+ ρx,i) cos(γiy + ρy,i)
)
, (2.16)
where α2 =
∑
i β
2
i + γ
2
i , βi and γi are the x and y wavenumbers of mode i and ρx/y,i its
phases. ν is the kinematic viscosity and A an arbitrary amplitude, which will be set to
A = 1 from now on. Note that the local rate of dissipation of kinetic energy (per unit
mass), K, is always given by
∂
∂t
K =
∂
∂t
(
u2
2
)
= u · u˙ = −να2u2 < 0 . (2.17)
Let us consider the simple case with a single mode and β = γ = 1 and ρx = ρy = π/2.
The velocity then is given by,
u(x, t) = exp(−2νt)
(
sin x cos y
− cosx sin y
)
, (2.18)
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Figure 2.2: Two-dimensional Taylor solution and Vs: The rainbow coloured contours represent
iso-streamfunction values, and thus also velocity streamlines, of the Taylor solution. The straight
green lines represent the set of points where det[∇u] = 0 and hence, also ∇ ·Vs → +∞. The
arrows illustrate the Vs vector field. The length of the arrows is ∝ log(|Vs|) as the diverging
character of Vs would otherwise spoil the visual impact of this plot.
the determinant of the velocity gradient tensor becomes,
det[∇u] = − exp(−4νt) cos(x+ y) cos(x− y) , (2.19)
and the VSP velocity is,
Vs =
2ν
cos(x+ y) cos(x− y)
(
sin 2x
sin 2y
)
. (2.20)
Note that Vs is constant in time, not only in this special case, but for all Taylor solutions.
To consider the integral relation (2.15) between ∇ ·Vs and the dissipation of energy, I
also give the explicit forms of the remaining quantities involved in (2.15):
−K˙
2ν
= u2 =
1
2
exp(−4νt) [2− cos2(x+ y)− cos2(x− y)] (2.21)
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∇ ·Vs = 4ν
[
1
cos2(x+ y)
+
1
cos2(x− y)
]
. (2.22)
Considering all terms of (2.15), I make the following observations:
• ∇ · Vs diverges at the same places as Vs does. This is naturally to be expected
as both have det[∇u] in the denominator, and thus are expected to diverge where
det[∇u] = 0.
• If the value of either x+y or x−y is fixed and the other one varied, it is found that
the local minima of u2 (and hence also −∂K/∂t in this example) and ∇·Vs coincide
in space. Furthermore, ∇ ·Vs → +∞ at the same places where local maxima of
u2 occur. Hence, there is a strong correlation between ∇ ·Vs and u2 and thus, at
least in this example, also between ∇ ·Vs and −∂K/∂t.
• ∇ ·Vs ≥ 8ν > 0 everywhere.
The second observation indicates that there is some correlation between ∇·Vs and u2,
and therefore in this example also between ∇·Vs and −∂K/∂t. However, this correlation
is exactly opposite from what is expected if one assumes that the surface integral in (2.15)
can be neglected.
Indeed, the third observation emphasises that the surface integral is dominant over
the integral over the divergence of Vs. This stems from the simple fact that in the
current example, ∂u2/∂t < 0 everywhere, thus the left hand side of (2.15) also must be
negative, while also ∇ · Vs > 0 everywhere, and thus, the last integral in (2.15) must
always be positive. Consequently, the equality implies that the surface integral is positive
and larger than the integral over the divergence of Vs. Note that the argument proving
the conclusion that the surface term dominates is true point-wise, and hence also for any
possible volume V .
There also seems to be a little paradox about the sign of ∇·Vs near the regions where
det[∇u] = 0, which is illustrated by fig. 2.2. One can clearly observe that the vectors
Vs near the lines defined by det[∇u] = 0 point towards these lines. I.e., the vector field
Vs(x) is pointing towards the line of det[∇u] = 0 from both sides, which generally would
imply that the line of det[∇u] = 0 is a sink and thus ∇ · Vs < 0. However, it is clear
that ∇ ·Vs > 0 everywhere, and in particular also in the limit det[∇u]→ 0.
The answer to this riddle is of course that the vector field diverges where det[∇u] = 0.
First of all, ∇·Vs itself is not defined where det[∇u] = 0, and thus only the limits of∇·Vs
approaching from either side of the lines where det[∇u] = 0 can be considered. Secondly,
while the vectors Vs do point towards these lines, they also become infinitely long as
they approach them, and thus the destruction of the velocity vector pair associated with
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the vectors Vs. This “stretching” is what causes ∇ ·Vs > 0. Finally, this behaviour is
already implied by (2.8), which states that as the trajectory of a critical point (or indeed
a CVP) approaches det[∇u] = 0, ln |det[∇u]| → −∞, and thus, ∇ ·Vs → +∞.
I conclude that places where ∇·Vs → +∞ mark the destruction sites of critical point
(or constant vector) pairs. Following the same reasoning, ∇ ·Vs → −∞ mark the sites
where critical point (or constant vector) pairs are created.
2.3.3 Dynamical example 2: Dissipatively expanding vortex in
2D
Another analytical solution to the 2D Navier-Stokes equation is that of a single vortex
which is slowly “expanding” due to dissipation (t > 0) [Bat67]:
u(x, t) = eφ(x)
Γ
2 πr
(
1− exp
[−r2
4νt
])
, (2.23)
where eφ(x) is the angular unit vector of x in polar coordinates, r = |x| the radius, Γ a
constant equal to the circulation as r →∞, and ν, as usual, the kinematic viscosity. This
example distinguishes itself from the previous one, since the vortex’ velocity profile shape
changes in space with time: It “melts” due to the dissipation. For convenient notation
only, I rewrite (2.23) as
u =
(
−y
x
)
f(r, t) , (2.24)
where f is given by
f(r, t) =
Γ
2 πr2
(
1− exp
[−r2
4νt
])
≥ 0 . (2.25)
It follows that
∂
∂t
f(r, t) = f˙(r, t) = − Γ
2 π 4ν t2
exp
[−r2
4νt
]
≤ 0 . (2.26)
All other interesting quantities can now be expressed relatively simply in terms of f and
f˙ :
u2 = r2 f 2 (2.27)
K˙ = u · u˙ = r2 f f˙ ≤ 0 (2.28)
det[∇u] = −f(f + 2tf˙) (2.29)
Vs = er
r f˙
f + 2tf˙
= −er r f f˙
det[∇u] (2.30)
∇ ·Vs = f
2f˙
det[∇u]2
[
8tf˙ + 5f
(
1− 2
5
r2
4νt
)]
> 0 , (2.31)
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where er(x) is the radial unit vector of x in polar coordinates. The last inequality
(∇ · Vs > 0) can be shown using basic algebra, but it is not straightforward. The
interesting regions are det[∇u] = 0 and the maxima of K˙ and u2,
det[∇u] = 0 ⇔ r = √4νz0t (2.32)
∂ru
2 = −2 r det[∇u] = 0 ⇔ r = √4νz0t (2.33)
∂rK˙ = 0 ⇔ r =
√
4νz1t , (2.34)
z0 ≈ 1.26 solves ez0 = 1 + 2z0 (2.35)
z1 = ln 2 ≈ 0.69 solves ez1 = 2 , (2.36)
where the trivial solution r = 0 has been disregarded. These results imply the following:
• The maximum velocity u2 can be found where det[∇u] = 0, similarly to the previous
Taylor example. Necessarily by definition, ∇ ·Vs diverges at these points.
• The region with maximum dissipation of kinetic energy trails behind the det[∇u] =
0 region:
r|det[∇u]=0
r|K˙max.
=
√
z0
z1
≈ 1.35 . (2.37)
This is different from the previous example and illustrates that there is not neces-
sarily a spatially localised correlation between det[∇u] = 0 (or equivalently ∇ ·Vs
divergent) and the region of maximum dissipation of energy.
2.3.4 Summary
Both examples are dynamic in the sense that they solve the Navier-Stokes equation (1.1),
but they are not turbulent. The spatio-temporal chaos required by the definition of
turbulence given in §1.1 is absent in these analytical solutions. However, the purpose
of these examples is to illustrate some basic properties of CVPs and critical points in a
flow which is constrained by the dynamics of (1.1), and thus, the insight obtained is also
applicable to turbulent flows.
Both solutions are entirely dissipative, i.e. there are no points in the flow where the
kinetic energy increases, either due to a contribution from the non-linear term or due to
forcing (which is anyway absent in these examples). From the definition of a velocity
stagnation point (2.4), it then seems logical that CVPs are destroyed at points where
u(t)2 is maximal: At a time t + dt, the velocity of the mentioned CVPs does not exist
anymore, hence the CVP must necessarily have been destroyed. In these examples, this
coincides with ∇ ·Vs → +∞, which seems to be a valid generalisation.
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Furthermore, one can also conclude that CVPs are created in regions where ∇·Vs →
−∞, which cannot be caused by dissipation alone, but only by the non-linear inertial term
or the forcing term in the Navier-Stokes equation. The coincidence between diverging ∇·
Vs and creation and destruction events is also evident from (2.8) and previous arguments
made in §2.1.3.
Lastly, the examples have shown that there is not necessarily a correlation between
∇ ·Vs and the dissipation of kinetic energy. Indeed, the integral term in (2.15) that has
led to this suspicion has been shown to be sub-dominant, and thus, cannot generally be
well-correlated with energy dissipation.
The insight gained from these examples thus concerns the sign of the divergence of
Vs and its relation to creation and destruction events: In general, the divergence of
the critical point velocity, ∇ · Vc, diverges when a creation or destruction event takes
place. Leading up to a destruction event, Vc is continuously stretched, thus causing
∇·Vc → +∞. Conversely, immediately after a creation event, Vc contracts in magnitude
which is manifested in ∇ ·Vc → −∞.
The question which initially motivated the introduction of the concept of constant
vector points, i.e. can these CVPs be used to identify and track coherent structures, has
not been addressed in this section. However, such an attempt is made later in §5.6.3.
Chapter 3
Two dimensional turbulence and
direct numerical simulation
3.1 Two dimensional turbulence
Before discussing the commonalities and differences of two and three dimensional turbu-
lence, let me highlight that all physical flows are, in fact, three dimensional. There are,
however, some flows in which the turbulence is “nearly” two dimensional. If the domain
of the flow is very much smaller in one dimension than in the two others, 3D features
can only develop up to a size of the smallest dimension; when considering the flow on
larger scales, its turbulence is quasi-2D. Examples for such domains are the Earth’s at-
mosphere, noteably when considering large tropical cyclones, or thin soap films. But 2D
turbulence features can also appear in other flow systems where motion in one dimension
is constrained, e.g. by a magnetic field, rotation or stratification.
Aside from approximating physical quasi-2D turbulence, 2D turbulence has the ad-
vantage of being simpler to visualise, easier to imagine and less expensive to compute than
3D turbulence and thus, can be used as a first step in analysing turbulent phenomena.
However, 2D turbulence is not just 3D turbulence in one dimension less, but has some
quite different properties which need to be considered when drawing analogies between
2D and 3D turbulence.
Today’s usual picture of 3D turbulence was made popular in particular by Richardson
[Ric26] and Kolmogorov [Kol91a, Kol91b], although some notions have been documented
at least as early as by Leonardo da Vinci. It starts with turbulent disturbances in a
flow created by large-scale obstacles, thus injecting kinetic energy into large-scale fluid
fluctuations, e.g., vortices. These vortices then interact with each other and the flow,
causing them to stretch and consequently break up into vortices of a smaller scale. As this
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cascade of interaction and breaking up continues, the kinetic energy moves to fluctuations
of smaller and smaller scales until they are small enough for viscous shearing to dissipate
their energy into heat.
Like in three dimensions, fluid motion in two dimensions becomes chaotic in space and
time when its characteristic Reynolds number increases beyond some threshold, hence
justifying the name turbulence. However, unlike 3D turbulence, vortex stretching is
absent, and this defines the distinctive character of 2D turbulence [Dav04]. In particular,
the breaking up into smaller vortices and subsequent dissipation of energy at the small
scales is inhibited. Thus, freely evolving 2D turbulence is much longer lived as the efficient
mechanism of dissipating kinetic energy in 3D turbulence has no direct counterpart.
Instead of the energy cascade from large to small scales in 3D turbulence, Kraichnan
[Kra67] and Batchelor [Bat69] suggested that 2D turbulence admits an inverse energy
cascade from small to large scales and an enstrophy cascade from large to small scales,
both with a characteristic self-similar energy spectrum E(k) which in the former case
is ∝ k−5/3, like in 3D, and ∝ k−3 (with a possible logarithmic correction) in the latter.
Subsequently, Kraichnan conjectured that if energy is injected at a finite range of inter-
mediate scales, both cascades should be observable in the energy spectrum at the same
time: the inverse energy cascade from the injection range towards larger scales and the
enstrophy cascade towards the small dissipation scales.
A consequence of the inverse energy cascade is the build-up of energy at the large scales
which, in freely evolving 2D turbulence, manifests itself in the emergence of a “final” state
of the flow, consisting of one or two eddies which fill up the entire domain [Dav04]. These
eddies in the final state are the extreme case of long-lived so-called coherent vortices
which are characterised by strong patches of vorticity that survive the enstrophy cascade
and where energy accumulates in the course of the inverse energy cascade.
For the remainder of this thesis, I will concentrate on the inverse energy cascade part
of two-dimensional turbulence.
3.2 Direct numerical simulation
The direct numerical simulation (DNS) used to conduct the research for this thesis delivers
a two dimensional stationary homogeneous isotropic incompressible turbulence with a
broad inverse energy cascade, as employed by [GV04]. When simulating 2D turbulence,
the peculiarities mentioned in the previous section need to be taken into account, and
this will be outlined in the following subsections.
All numerical results presented in this thesis originate from a DNS of the aforemen-
tioned kind which is based on a DNS by E. Hascoe¨t, written in C. The DNS has been
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rewritten by the author in C++ and is generating the vorticity- and velocity-fields for sev-
eral programs performing measurements in these, and other derived, fields. The object
oriented programming paradigm of C++ is used to modularise the DNS, measurement,
data collection and data reduction parts of the code. The DNS itself is split into two
separate modules called DNS2D and DNS2DMonitor.
The former takes the simulation parameters and allocates enough memory to subse-
quently perform the integration of the vorticity equation (1.6) in time. The latter can be
used to monitor some parameters of the DNS flow like total energy E(t), averaged energy
spectrum 〈E(k)〉, averaged transfer function 〈T (k)〉, etc.
3.2.1 Module DNS2D
In 2D, the vorticity is a scalar given by the z-component of the rotation of the two
dimensional fluid velocity u in the (x, y)-plane, hence it is computationally less expensive
to integrate one vorticity equation (1.6), instead of the two Navier-Stokes equations for
both velocity components,
∂ω
∂t
= ∇× [u× ω] + Dˆω + f , (3.1)
where f represents the external forces that balance the total dissipation of energy to make
the resulting turbulent flow stationary, and Dˆ the dissipation operator which is defined
as
Dˆ = ν∆ (3.2)
in the conventional Navier-Stokes equation. However, to address some of the peculiarities
mentioned previously, the dissipation operator is replaced by
Dˆ =
[−ν∆8 + α∆−1] , (3.3)
which allows the dissipation of large scales in two-dimensional flows through the Anti-
Laplacian ∆−1 in the hyper-drag term with coefficient α, as well as narrowing the en-
strophy cascade in spectral space by using an 8th order Laplacian hyper-dissipation term
for the small scales. Consequently, the accumulation of energy at the large scales is
limited and the energy spectrum of the enstrophy cascade is considerably steeper than
∝ k−3, thus admitting a broader inertial range with an inverse energy cascade in the
finite wavenumber space, which is limited by the DNS resolution N .
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3.2.1.1 Time integration and forcing
The integration of (1.6) is carried out using a fourth order Runge-Kutta scheme in Fourier
space (denoted by the subscript k to indicate the wavevector dependence),
∂ωk
∂t
= ∇× [u× ω]
k
+ Dˆωk , (3.4)
where the forcing is omitted for an integration time-step dt. The DNS uses a pseudo-
spectral method that calculates the non-linear term, u×ω, in real space. Hence the most
expensive operations of the DNS are fast Fourier transforms (FFTs) which are performed
at a de-aliasing resolution of N2alias =
(
3
2
N
)2
, where N2 is the number of grid points in
two dimensions.
The forcing is implemented by resetting the magnitude of the vorticity in a certain
wavenumber interval [kf , kf+dkf ] to a prescribed value ω0, while the phase of the complex
spectral vorticity ωk remains unaltered and therefore evolves according to (3.4). The
forcing is applied after each time-step dt of integrating (3.4).
3.2.1.2 Stiffness of vorticity equation
The vorticity equation is “stiff”, meaning that the damping term Dˆωk can cause escalating
oscillation in an explicit scheme such as the employed Runge-Kutta method. This problem
can be avoided by using a computationally more expensive implicit scheme, or absorbing
the stiff term into the vorticity by performing a variable transformation such as,
zk = e
−Dˆk tωk , (3.5)
where
Dˆk = −ν(k2)8 − α
k2
, (3.6)
is the dissipation operator in Fourier space and k =
√
k · k. Then, the modified vorticity
equation for the transformed vorticity zk is
∂zk
∂t
= e−Dˆk t (∇× [u× ω]
k
) , (3.7)
which no longer contains stiff terms and hence, can be integrated using an explicit scheme
such as the fourth order Runge-Kutta method employed in the current DNS.
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3.2.1.3 Domain and time step size
The spatial domain in real space is [0, 2π] × [0, 2π] with periodic boundary conditions.
Therefore, the distance between neighbouring grid points (along either axis) is dx =
2π/N and the domain in spectral space is [−N/2, N/2]× [−N/2, N/2] with the complex
conjugate symmetry ωk = ω
∗
−k arising from the FFT of the entirely real vorticity.
The time step is chosen to be
dt =
dx
c
=
2π
N c
, (3.8)
where c = 50. c is a characteristic velocity that can be used to verify that the time
stepping resolves all dynamics in the flow,
|u| ≪ dx
dt
= c , (3.9)
which ensures that a fluid element moves considerably less than one grid point distance per
time step. Therefore, since a fluid element does not move too far away from the vicinity
of a grid point during a time step, the velocity interpolated from the neighbouring grid
points is a reasonable approximation for the velocity of the fluid element for the whole
duration of the time step.
3.2.1.4 DNS parameters
The DNS requires 8 independent parameters in total, of which some are held constant
for all simulations: the domain size Ldom = 2π, characteristic velocity c = 50, forc-
ing wavenumber interval width dkf = 1 and the hyper-drag α = 2.5. The remaining
parameters are listed in table 3.1.
N2 N2alias kf ω0 ν dt L L/ηf
2562 3842 85 1.05 5.00× 10−31 4.9× 10−4 0.38 5.1
5122 7682 170 0.83 1.54× 10−35 2.5× 10−4 0.33 8.9
10242 15362 340 0.66 4.90× 10−40 1.2× 10−4 0.28 15
20482 30722 680 0.525 1.43× 10−44 6.1× 10−5 0.24 26
40962 61442 1360 0.42 4.37× 10−49 3.1× 10−5 0.20 ? 43 ?
Table 3.1: The remaining independent parameters for the two dimensional DNS: N , kf , ω0
and ν. N2alias and dt are exactly related to other parameters and therefore not independent. The
integral scale L is estimated from fig. 3.5 and ηf = 2π/kf is the forcing scale. The value of L
for N = 4096 is only a guess, since a stationary state has not yet been attained.
The DNS computations for N = 4096 have been aborted before a steady state was
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attained, as it did not seem viable to continue this effort after running the simulation for
many months.
3.2.1.5 Initial conditions
The DNS runs with N = 256 and N = 512 are supplied with an initial condition for ωk
which has random complex phase and a magnitude of ω0 in an annulus of radius kf and
thickness dkf ,
|ωk| = ω0Θ(k − kf )Θ(kf + dkf − k) , (3.10)
where Θ(·) is the Heaviside step function. This initial condition has a very much smaller
total energy than the final stationary state and hence, it takes a long time to attain this
final state.
While the computational expense for reaching the stationary state starting from the
initial condition (3.10) is still acceptable at low resolutions, it would take an unreasonable
amount of time for resolutions N ≥ 1024. Instead, the initial condition for the N = 1024
run has been obtained from a steady state vorticity field of the N = 512 run. To account
for the lower total energy, which is expected for the chosen parameters (see later section
§3.2.2.1), I constructed the initial condition by dividing the value of ωk at each grid point
by 2:
ωk,init,1024 =
1
2
ωk,steady,512 . (3.11)
Likewise, the initial conditions for the N = 2048 and N = 4096 runs were obtained from
ωk,init,N =
1
2
ωk,steady,N/2 . (3.12)
The energy spectrum resulting from the initial state thus obtained is lower than would
be expected for the given resolution, and ωk for large wavenumbers, which have been
introduced due to the expansion of resolution, have a value of zero. This is obviously not
a steady state of the increased resolution yet, but using an initial condition of this kind
reaches a steady state significantly faster than starting out from a “blank” initial state
as described by (3.10).
Once a stationary state has been reached in any resolution, the ωk field is saved and
poses as an initial condition for the simulation runs which are used to obtain the results
given later in this thesis.
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3.2.2 Module DNS2DMonitor
To confirm that the vorticity field produced by the class DNS2D exhibits the sought prop-
erties of the expected flow, the class DNS2DMonitor calculates certain control quantities
that characterise the flow. These are in particular: the total energy E(t), the integral
scale L(t), the maximum velocity in the flow vmax(t) (all sampled every 10 time steps) as
well as the averaged energy spectrum 〈E(k)〉, energy flux 〈Π(k)〉 and transfer function
〈T (k)〉. The latter three have been sampled every 5000 time steps to allow observa-
tion of the energy spectrum development. Between 50 to 4000 timesteps contributed to
each average. The plots in this section show the averaged samples from well established
stationary states∗.
The advantage of splitting the test quantities into a separate modules is that it is not
necessary to calculate these computationally expensive quantities at every time step. It
suffices to take samples only at certain intervals. The following subsections show that all
calculated quantities exhibit the desired form.
3.2.2.1 Kinetic energy
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Figure 3.1: Total energy E(t) as a function of time, given in DNS units. The initial conditions
are as described in §3.2.1.5. After an initial phase, the DNS reaches a stationary state in which
the total energy undergoes fluctuations, but remains constant on average.
∗Plots of the DNS run with N = 4096 are omitted as no stationary state has been obtained yet.
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Figure 3.2: Average energy spectrum 〈E(k)〉 of the stationary state, averaged over 50 to 4000
timesteps. The black line marks the expected ∝ k−5/3 slope, which approximates the observed
energy spectra.
The total kinetic energy per unit mass of the fluid (see fig. 3.1) is obtained from
integrating the whole energy spectrum,
E =
∫ ∞
0
E(k) dk ≈
kmax=N/2∑
k=0
E(k) +
N/
√
2∑
k=N/2+1
E(k) , (3.13)
where the last equation is the numerical approximation actually carried out in the simu-
lation. The energy spectrum (fig. 3.2) is calculated from
E(k) =
1
2
∫
k≤|k′|<k+1
uk′ · uk′ dk′ = 1
2
∫
k≤|k′|<k+1
|ωk′|2
k′2
dk′ ≈ 1
2
∑
k≤|k′|<k+1
ω2
k′
k′2
. (3.14)
The last term in (3.13) is the small “corner energy” which exists because the domain
is square, but the summation in (3.14) only sums over circular annuli in spectral space.
Hence, this second term does not include the energy from a whole annulus in spectral
space, but from the intersection of an annulus with a square.
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Figure 3.3: Average spectral inter-scale energy transfer function 〈T (k)〉 of the stationary state,
averaged over 50 to 4000 timesteps. The inertial range is marked by T (k) = 0, which agrees
with the constant region in fig. 3.4.
3.2.2.2 Inter-scale energy transfer and flux
The spectral inter-scale energy transfer function (fig. 3.3) is defined by [Dav04, eq. 8.46]
T (k) =
∂
∂t
E(k)|non−linear =
∫
k≤|k′|<k+1
uk′ ·
[
−(u · ∇)u− ∇p
ρ
]
k′
(3.15)
≈ −
∑
k≤|k′|<k+1
uk′ ·
[
(u · ∇)u−∇∆−1∇ · {(u · ∇)u}]
k′
. (3.16)
The interpretation of T (k) is that it is negative when energy is removed from the wavenum-
ber k and positive if energy is deposited at wavenumber k. If energy is passed through
a wavenumber, i.e., the energy deposited at k is equal to the energy removed, no net
energy change is expected and therefore T (k) = 0. The latter scenario is what is ex-
pected at wavenumbers that are part of the inverse cascade where the energy cascading
in from higher wavenumber equals exactly the energy that cascades out to the next lower
wavenumber.
Note that T (k) only consideres energy transfer due to the non-linear terms in the
Navier-Stokes equation, and hence dissipative effects are not included in T (k).
The spectral inter-scale energy flux Π(k) describes how much energy is cascading from
all wavenumbers smaller than k to all wavenumbers larger than k due to the non-linear
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Figure 3.4: Average spectral inter-scale energy flux 〈Π(k)〉 of the stationary state, averaged
over 50 to 4000 timesteps. The inertial range is marked by a constant negative flux, which is
observable from k ≈ 10 up to k ≈ {75, 150, 300, 550} for increasing resolutions N .
terms of the Navier-Stokes equation. It is given by [Dav04, eq. 8.51]
Π(k) =
∫ ∞
k
T (k′) dk′ . (3.17)
Fig. 3.4 shows the inertial range with the inverse energy cascade which is characterised by
a constant negative energy flux. The energy flux in the inertial range equals the average
energy dissipation rate ǫ which is due to the large scale hyper-drag:
ǫ = Π(k) for k ∈ inertial range . (3.18)
That is, in the stationary state, the rate at which energy is cascading towards the large
scales must on average equal the rate at which energy is dissipated at the large scales.
3.2.2.3 Integral length scale
The integral length scale is defined by [Dav04]
L = 2
E
∫ ∞
0
E(k)
k
dk ≈
∑
0<|k|<N/2
|ωk|2
|k|3 . (3.19)
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Figure 3.5: Integral length scale L(t) as a function of time, given in DNS units. The initial
conditions are as described in §3.2.1.5. After an initial phase, the DNS reaches a stationary
state in which the integral length scale undergoes fluctuations, but remains constant on average.
Fig. 3.5 shows that the integral length is much smaller that the box size, i.e., in the worst
case for N = 256,
L ≈ 0.38≪ 2π ⇔ LdomL ≈ 8 . (3.20)
Thus, it is assumed that L is sufficiently small to avoid contamination of the flow from
unwanted boundary effects [Dav04].
3.2.2.4 Maximum velocity
The maximum velocity is naturally defined as the highest |u| at every grid point:
vmax = max {|u|} . (3.21)
Note that the highest observed velocity in any of the simulations is vmax ≈ 18, as shown
in fig. 3.6. This is well below the characteristic velocity c = 50. The DNS with N = 2048
exhibits and even lower vmax so that,
c
vmax
≈ 10 , (3.22)
which confirms that the criterion (3.9) is satisfied, and hence, that the time step size dt
is adequately resolving the flow dynamics.
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Figure 3.6: Maximum velocity vmax(t) as a function of time, given in DNS units. The initial
conditions are as described in §3.2.1.5. After an initial phase, the DNS reaches a stationary
state in which the maximum velocity undergoes fluctuations, but remains constant on average.
Chapter 4
Pair Separation
As mentioned earlier in the introduction (§1), Lagrangian pair separation statistics are
the vital ingredient necessary to calculate concentration fluctuations and concentration
covariances which is important for studying pollution dispersal, combustion processes and
the spread of contaminants in a liquid or gas [Dur80, FV98].
One of the fundamental quantities in turbulent particle dispersion is the mean square
separation of an ensemble of particle pairs 〈∆2(t)〉 [FV98], which will be studied in this
chapter.
Turbulent mixing, which is the convergence of particles that were further apart at
an earlier time due to a turbulent flow, can be regarded as being equivalent to time
inverted dispersion. Therefore, the underlying quantity of mixing processes is the so called
backward dispersion, that is, the distribution of particle separations 〈∆2(t)〉 at a time t for
a prescribed separation ∆0 at a later time t0 > t [Cor52, FV00, FMNV99, SYB05, Tho03].
Let us denote the forward mean square separation at time∗ t with an initial separation
∆0 at t = 0 by 〈∆2(t)|∆0〉fwd. Equivalently, the backward mean square separation shall
be denoted by 〈∆2(−t)|∆0〉bwd. Note that the use of −t means that the time argument
is actually positive, since for backward processes t < 0. For simplicity of notation in
the backwards case, the minus sign shall be dropped henceforth, and it is understood
that time in the backwards case always refers to times smaller than the initial flow time
t = 0. For flows whose dynamics are time-reversible, like Gaussian flows or kinematic
simulations (KS), one could expect that the mean square separation of the forward and
backward case coincide and indeed, this has been shown for Gaussian flows and KS
[FV00, FMNV99, SYB05]:
〈
∆2(t)|∆0
〉
fwd
=
〈
∆2(t)|∆0
〉
bwd
. (4.1)
∗The time refers to the lapsed time of the underlying flow of the separation process. t = 0 denotes
the time when the initial / finial separation ∆0 is fixed.
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For other flows, such as, e.g. turbulent flows governed by the Navier-Stokes equation, this
equality cannot be assumed and, indeed, it has been shown using Lagrangian stochastic
models [LBOM07, SYB05], experiment and DNS [BLMO06] that in three dimensional
turbulence, backwards dispersion happens at a faster rate than forward dispersion.
In this chapter I extend and give a sound mathematical foundation for the pair sepa-
ration model as introduced by Goto & Vassilicos [GV04]. I start with a short summary of
the GV04 model and then go on to refine and extend this model and explore its features
and similarities to Richardson’s distance neighbour function [Ric26]. Finally, I investi-
gate the asymmetry between “forward” and “backward” pair separation in a DNS of two
dimensional homogeneous isotropic turbulence, as introduced in §3.2, and compare the
findings to those in three dimensional turbulence.
This chapter has been published with slight variations as Faber & Vassilicos, 2009
[FV09], Turbulent pair separation due to multiscale stagnation point structure and its
time asymmetry in two-dimensional turbulence, Physics of Fluids, 21(1):015106.
4.1 Pair separation model
The notion of pair separation as a process of burst-like separation events has been dis-
cussed and related to the streamline topology by Goto and Vassilicos [GV04] using a 2D
DNS with an inverse 5/3 energy cascade (see §3.2). I shall remind the reader of the basic
concept and introduce some refinements.
In two-dimensional multiscale flows, the basic idea is that each particle in a fluid is
on a so called “patron” eddy. These patron eddies are coherent structures which persist
for a time that is long enough to influence the dynamics of the fluid. They exist at every
scale present in the flow and can be visualised by applying a coarse-graining filter on the
velocity field with an associated cutoff scale ηc. Each such eddy has typically a vortical
zero-acceleration point (ZAP) at its centre. Such a ZAP is an attracting node of the
acceleration field, and it is called “vortical” because the velocity gradient tensor ∂u/∂x
takes a vortical form around such a zero-acceleration point when one moves in the frame
where the ZAP is at rest (§2.2.3). Between the patron eddies, one finds repelling node
ZAPs which are locally surrounded by a straining velocity gradient tensor. Both vortical
and straining zero-acceleration points are assigned an associated scale ηc corresponding
to the filtering scale. In the following, this scale ηc will be referred to as the “size” of the
vortex or zero-acceleration point.
The GV04 model portrays the pair separation process as a series of “bursts” to larger
scales: Two distinct particles in a fluid share at least one patron eddy at each time (e.g.,
they always belong to the patron with the associated scale of ηc = L0 where L0 is the
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size of the system / box size / etc.). Now consider the common patron eddy with the
smallest associated scale ηc = ∆ of a pair of particles at a particular time t. As long as
both particles belong to this patron, their separation will also be typically of the scale ∆.
It is now possible that at some time t+Tξ(∆), one of the particles encounters a straining
zero-acceleration point of scale ∆ which removes it from the smallest common patron,
where Tξ(·) is some function depending on the parameter ξ. After such an encounter, the
smallest shared patron of the particle pair will be of size ξ∆ where ξ > 1. Hence, the
typical pair separation will also have increased.
While this picture strictly holds when locally moving with the zero-acceleration points
and in two dimensions, it is possible to extend this notion to a more general context. Given
sufficient persistence of the streamlines, GV04 argue that the presented arguments hold
in a global reference frame when considering the vortical and straining velocity stagnation
points (i.e. points where the fluid velocity u = 0) instead of the zero-acceleration points
in the local frame(s). This picture is not as intuitive as the patron notion in the local
frames, however it seems like the natural generalisation to a global frame. Hence, when
considering sufficiently persistent multi-scale flows, also in three dimensions, one should
be able to assume that particles belong to structures (previously called patrons) of a
certain scale ηc.
In three dimensions, these structures will not be flat eddies (like the patrons in two
dimensions) but rather some kind of elongated eddies such as vorticity tubes or a patch of
straining region in the velocity field. Despite not knowing the exact shape and properties
of such persistent structures, they have frequently been observed in turbulence exper-
iments and DNS [JWSR93, SJO91]. Therefore, one can assume that they are present
and have a typical scale ηc which does not change much during the lifetime of such a
persistent structure.
4.2 Refined model
In the following, I shall add to the model the possibility of two particles converging to a
smaller characteristic separation ∆. While, as it turns out, there seems to be no practical
benefit from this addition, it strengthens the derivation and mathematical foundation of
the concept.
4.2.1 Notation and basic ideas
Let ∆n ≡ ξn∆0 be the separation of a particle pair with initial separation ∆0 after a
succession of separating and converging burst events, where n is an integer. Such a burst
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event can occur when at least one of the pair particles encounters a straining stagnation
point. Note that ξ is the characteristic ratio of successive separations following a burst
event, and as such is a constant that represents the respective ratio for burst events of
all individual pairs.
The probability bn of encountering a straining stagnation point of size ∆n must be
inversely proportional to the characteristic time Tξ(∆n) between burst events for pairs
with a separation ≈ ∆n, as introduced by GV04, and therefore proportional to the mean
distance between straining stagnation points ℓ(∆n) = ns(∆n)
−1/d:
bn ∝ Tξ(∆n)−1 ⇔ bn ∝ u′ ns(∆n)1/d , (4.2)
where the stagnation point density ns(∆n) is given by [DV03]
ns(ηc) = CsL−d
(L
ηc
)Ds
, (4.3)
and L is the largest scale in a multiscale flow (typically the integral scale), ηc is the
coarse-graining scale and cannot be taken smaller than the smallest scale η of the flow
below which the power-law energy scaling fails (for this section’s purposes, ηc = ∆n), d
the dimension of the flow, Ds the fractal dimension of the stagnation point distribution
in space and Cs is the stagnation point number which is proportional to the number of
L-sized stagnation points per unit volume. I assume a power spectrum E(k) ∝ k−ρ,
1 < ρ < 2 for (4.3) to be valid [DV03], in which case Ds has been shown to obey the
relation [DV03]
Ds =
d (3− ρ)
2
. (4.4)
For the purposes of this work, I assume ρ = 5/3. Due to the dependence on the stagnation
point structure, one finds that the probability of encounter, bn, mainly depends on the
exponent of the energy spectrum ρ:
bn = CB C
1/d
s
u′
L(ρ−1)/2 ∆
(ρ−3)/2
n = B∆
−2/3
n (4.5)
for ρ = 5/3, and
B = CB C
1/d
s u
′/L1/3 . (4.6)
CB is a proportionality constant for the probability of a particle pair to encounter a
stagnation point.
When a particle pair with separation ∆n encounters a straining stagnation point of size
∆n, it is assumed to separate further with a probability p < 1, resulting in a separation
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of scale ∆n+1 (separating burst). Alternatively, the pair can remain at the same scale of
separation with probability 1−p. This is the burst process described in [GV04], although
the probability p was effectively absorbed into the coefficient B of (4.5) and not discussed
by them.
The converging burst process can be initiated when a particle pair with separation ∆n
encounters a straining stagnation point which is of smaller scale than the separation of the
pair, i.e. ∆n−1. As mentioned previously in §4.1, both straining and vortical stagnation
points have an associated coarse-graining scale ηc. Between the eddies or structures of
scale ηc = ∆n, and their vortical stagnation points lie straining straining stagnation points
of the same scale, which can act as a “gateway” into or out of a coherent structure of
equal scale as shown in fig. 4.1. Hence, a particle pair of typical separation ∆n needs to
encounter a straining stagnation point of scale ∆n−1 to experience the converging burst
process bringing them together to a separation of ∆n−1.
point of size ∆
n−1
straining stagnation
coherent structure of scale ∆
n−1
Figure 4.1: Diagram illustrating the pair convergence process. Shown is a particle pair and
their trajectories. Their separation before encountering the stagnation point is ∆n. Reversing
all arrows gives the figure for the separation process. Note that the scale of the stagnation point
and of the associated coherent structure is always the same, no matter whether one considers
the converging or separating process.
Hence, a particle pair with separation ∆n encounters a straining stagnation point of
scale ∆n−1 with probability bn−1, and then can converge to a separation of scale ∆n−1
with a probability called q.
4.2.2 Derivation of PDF of pair separation
Analogously to [GV04], the PDF of pair separation can be derived as follows.
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Let Qn(t) be the probability for a particle pair to have a separation between ∆n and
∆n+1 at a certain time t and n is any integer. Qn will then evolve according to the
probabilities bn, bn−1, p and q as given by the following evolution equation,
d
dt
Qn = p bn−1Qn−1 − (p bn + q bn−1)Qn + q bnQn+1 , (4.7)
which is illustrated by fig. 4.2. Here, we have made use of the locality-in-scale hypothesis
[FV98, GV04] which suggests that an increase or decrease of Qn can only originate from
the neighbouring separation intervals associated with the probabilities Qn±1, but not from
separation intervals that are further away, such as, e.g., the ones associated with Qn±i
with i ≥ 2.
∆n+1
q bn−1
p bnq bn
p bn−1
∆n ∆n
∆n−1
∆n+1
∆n
∆n−1
Figure 4.2: Diagram explaining the burstwise pair separation and convergence process. Note
that if the arrows were reversed (“time-reversal”), the only resulting difference would be that p
and q are interchanged. If an encounter with a straining stagnation point does not result in a
burst or convergence event, the separation of a pair remains unchanged.
By definition of Qn(t), and also of the PDF of continuous pair separation, P (∆, t),
we must have at every time t,
∞∑
n=−∞
Qn(t) = 1 =
∫ ∞
0
P (∆, t) d∆ . (4.8)
In the limit of continuous separation ∆, we find that
∆n → ∆(n) = ξn∆0 ⇒ d∆
dn
= ln ξ ξn∆0 = α∆(n) , (4.9)
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where α ≡ ln ξ, and therefore
∫ ∞
−∞
Q(n, t) dn =
∫ ∞
−∞
P (∆, t)
d∆
dn
dn ⇒ Qn = d∆
dn
P (∆) = α∆P (∆) . (4.10)
Assuming that Qn varies only slightly with n is consistent with assuming α≪ 1, hence,
under this assumption, it is possible to Taylor expand Q:
Qn−1 = Qn − dQn
dn
+
1
2
d2Qn
dn2
+O
[(
dQn
dn
)3]
(4.11)
Qn+1 = Qn +
dQn
dn
+
1
2
d2Qn
dn2
+O
[(
dQn
dn
)3]
. (4.12)
When applying this expansion to (4.7) and evaluating all derivatives of Q, one finds the
following evolution equation for Pn:
∂Pn
∂t
= p bn−1
{
Pn − α
[
Pn +∆n
∂Pn
∂∆
]
+
1
2
α2
[
Pn + 3∆n
∂Pn
∂∆
+∆2n
∂2Pn
∂∆2
]}
+ q bn
{
Pn + α
[
Pn +∆n
∂Pn
∂∆
]
+
1
2
α2
[
Pn + 3∆n
∂Pn
∂∆
+∆2n
∂2Pn
∂∆2
]}
− p bn Pn − q bn−1Pn +O
[
α3
]
. (4.13)
Finally, Taylor expanding bn−1 under the previous assumption α≪ 1, collecting all terms
and dropping the index n leads (up to second order in α) to
1
B
∂P
∂t
=
[
−α (p− q) + 2
3
α2 q
]
∂
∂∆
(
∆1/3P
)
+ α2
p+ q
2
∂
∂∆
[
∆
∂
∂∆
(
∆1/3P
)]
, (4.14)
which reverts to the equation found by [GV04] when q = 0 and p = 1. This partial
differential equation has four parameters, B, p, q and α. However, either p or q can easily
be absorbed into B, leaving only 3 free parameters. In fact, the equation takes a tidier
form if the rescaled time τ is introduced,
τ =
2
9
B α2 (p+ q) t , (4.15)
along with the renormalised probabilities
p∗ =
p
p+ q
and q∗ =
q
p+ q
. (4.16)
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Therefore the equation now reads
∂P
∂τ
=
[
−9
2
p∗ − q∗
α
+ 3 q∗
]
∂
∂∆
(
∆1/3P
)
+
9
4
∂
∂∆
[
∆
∂
∂∆
(
∆1/3P
)]
(4.17)
under the constraint p∗+ q∗ = 1, leaving effectively only two free parameters (e.g., q∗ and
α). The third free parameter has been absorbed into the time variable, and is therefore
implicitly still present.
This form highlights the influence of the model parameters on the shape of the PDF.
The two free parameters occur as a combination in the PDF, hence it will not be possible
to determine both parameters from the shape of the PDF. This becomes even more
obvious when the equation is written in the following form:
∂P
∂τ
= k0∆
−2/3 P + k1∆
1/3 ∂P
∂∆
+ k2∆
4/3 ∂
2P
∂∆2
, (4.18)
where
k0 = −3
2
p∗ − q∗
α
+ q∗ +
1
4
(4.19)
k1 = 3 (k0 + 1) (4.20)
k2 =
9
4
. (4.21)
It is now clear that the solution P (∆, τ) in the model is solely determined by k0 = k0(q
∗, α)
for a given initial condition. The solution P (∆, t), with time t rather than the scaled
time τ , is then given by an additional rescaling of the time axis. It is therefore apparent
that even if it is possible to completely determine P (∆, t) by experiment or DNS, this can
only lead to the determination of two parameters. It will not be possible to determine
all three model parameters α, q∗ and B from fitting data to this PDF.
4.2.2.1 PDF of pair separation for arbitrary α
While the assumption α ≪ 1 from the previous section leads to a compact formulation
for the time evolution of the PDF of pair separation, it is a very restrictive assumption
which basically states that the “burst” processes described earlier happen in a more or
less continuous fashion, thus suggesting that there may be no bursts.
I shall now present an argument that the PDF evolution of the form (4.18) is valid
for all positive α, albeit the coefficients k0,1,2 will be more complicated in terms of the
model parameters α, p and q.
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First note that the sum over all probabilities is constant in time,
∂
∂t
∞∑
n=−∞
Qn = 0 , (4.22)
as can easily be verified from (4.7). Substituting the series with infinite number of terms
Qn±1 =
∞∑
j=0
(±1)j
j!
∂j
∂nj
Qn = α
∞∑
j=0
(±α)j
j!
(
∆
∂
∂∆
)j
(∆P ) , (4.23)
bn−1 = B∆−2/3
∞∑
j=0
1
j!
(
2
3
α
)j
= B∆−2/3e2α/3 (4.24)
as well as (4.5) and (4.10) into (4.7) leads to the following evolution equation for the
continuous PDF,
1
B
∂P
∂t
= (p− q)∆−2/3P (e2α/3 − 1)+∆−5/3 ∞∑
k=1
(−1)k pe2α/3 + q
k!
αk
(
∆
∂
∂∆
)k
(∆P ) ,
(4.25)
which is equivalent to the Kramers-Moyal expansion of the stochastic process given by the
master equation (4.7) [Ris96]. Note that while turbulent pair separation can be modeled
as a stochastic process, this does not imply that the turbulence itself can be approximated
as a stochastic process. Equation (4.25) can be cast into the form
1
B
∂P
∂t
=
∂
∂∆
[ ∞∑
k=0
Ck∆
k+1/3 ∂
k
∂∆k
P (∆)
]
, (4.26)
where the first coefficient is given by
C0 = 3
∞∑
k=1
αk
k!
{
p
(
−1
3
)k
+ q
[
1−
(
2
3
)k]}
, (4.27)
and the remaining coefficients can be determined from the recursive relation
Cn =
1
n+ 1/3
{ ∞∑
k=n
αk
k!
[
p
k−n∑
j=0
(
k
j
)
(−1)k−j
(
2
3
)j {
k − j + 1
n + 1
}
+ q
{
k + 1
n+ 1
}]
− Cn−1
}
(4.28)
with {
n
k
}
=
k∑
j=1
(−1)k−j j
n−1
(j − 1)!(k − j)! =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jn (4.29)
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being the Stirling numbers of the second kind. The first two coefficients,
C0 = −α(p− q) + α
2
6
(p+ 5q)− α
3
54
(p− 19q) + α
4
648
(p+ 65q)− · · · , (4.30)
C1 =
α2
2
(p+ q)− α
3
18
(5p− 11q) + α
4
216
(21p+ 85q)− · · · , (4.31)
agree with (4.19) - (4.21) up to second order in α. Note that truncation after any k term
in (4.26) preserves the property
∂
∂t
∫ ∞
0
P (∆, t) = 0 , (4.32)
which is the continuous-∆ form of (4.22). Furthermore, (4.26) can also be rearranged as
follows:
1
B
∂P
∂t
=
∞∑
m=1
Dm
∂m
∂∆m
[
∆m−2/3 P (∆)
]
, (4.33)
where the Dm are given by the recursive relation
Dm = Cm−1 −
∞∑
k=m
Dk+1
(
k
m− 1
)(
m+
1
3
)(k−m+1)
, (4.34)
with
(x)(n) = x(x+ 1)(x+ 2) · · · (x+ n− 1) = Γ(x+ n)
Γ(x)
=
(x+ n− 1)!
(x− 1)! (4.35)
being the Pochhammer symbol or “rising factorial.” Again, the first two coefficients,
D1 = −α(p− q)− α
2
6
(3p− q)− α
3
18
(3p− q)− α
4
648
(27p− 5q)− · · · , (4.36)
D2 =
α2
2
(p+ q) +
α3
6
(3p− q) + α
4
72
(21p+ 5q) + · · · , (4.37)
agree with (4.19) - (4.21) up to second order in α and truncation after any m term in
(4.33) preserves the property (4.32).
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One can now examine the time evolution of the second moment of P (∆). Using (4.33)
and two integrations by parts, one finds
d
dt
〈
∆2
〉
=
∫ ∞
0
∆2
∂P (∆)
∂t
d∆ (4.38)
= −2
∫ ∞
0
D1∆
4/3P d∆ + 2
∫ ∞
0
D2∆
4/3P d∆
−2
∫ ∞
0
∂
∂∆
[ ∞∑
m=3
Dm
∂m−3
∂∆m−3
(
∆m−2/3P
)]
d∆ (4.39)
= 2 (D2 −D1)
〈
∆4/3
〉
, (4.40)
provided that all derivatives of P (∆) involved in the third integral of (4.39) vanish suffi-
ciently fast for ∆→∞,
∀u ∈ {0, 1, . . . ,∞} : lim
∆→∞
∆u+7/3
∂u P (∆)
∂∆u
= 0 . (4.41)
The conclusion to be drawn from this equation is that the complete evolution of 〈∆2〉,
and thus 〈∆2〉 itself, depends only on the first two terms in (4.33) and, therefore, can
be determined from a Richardson-type equation such as (4.17). Hence, truncating the
infinite series of (4.33) after the second term leads to an evolution equation for the PDF,
which contains the zeroth, first and second derivatives of P (∆) and gives the correct
first and second moments only. Higher order moments of separation will require higher
derivative terms to be included. Of course, the coefficients k0,1,2 of (4.18) will be functions
of D1 and D2, and thus of the model parameters B, p, q and α. Determining these 4
model parameters from the 3 accessible coefficients k0,1,2 is generally not possible.
Note that the coefficients k0,1,2 contain infinite series of m-terms α
m/m!, and thus
one can expect that these series will converge for arbitrary α. To avoid unnecessary
complication of the notation, we shall use the k0,1,2 from §4.2.2, obtained under the
assumption α≪ 1 for the remainder of this chapter. Note that this does not change the
validity of the results, as they only depend on the finiteness of k0,1,2, and not on their
dependence on the model parameters.
4.2.3 Time reversal in the new model
The caption of fig. 4.2 might hint that an exchange of the parameters p and q might be
sufficient to account for a possible time asymmetry of pair separation. This, however, is
misleading.
The present model does not explicitly contain any dynamic features: all assumptions
4.2. REFINED MODEL 57
made can be satisfied by a Gaussian velocity field or a kinematic simulation, which is
known not to exhibit the sought time asymmetry [FV00, FMNV99, SYB05]. Hence, there
is no reason to expect this model to account for the observed asymmetry.
Instead, if one examines a velocity field which does exhibit the time asymmetry of
mean square separation, it would imply that the model describes this situation as two
separate cases with two sets of model parameters, one for forward separation and one for
backward separation. It therefore can describe the asymmetry, but not explain it.
Furthermore, one can consider the following mathematical argument. From exper-
imental observations of the PDF of separation, one expects the solution P (∆, t) to be
“melting,” i.e., initial sharp peaks should flatten and spread out as time advances (in
both the forward and backward cases). This behaviour is only observed when k0 < 0.
However (4.19) can only be negative if p∗ > q∗. Hence, assuming that p∗ > q∗ in the
forward case, k0 > 0 in the backward case (or vice versa).
4.2.4 Comparison between the PDFs derived by Richardson,
GV04 and the present work
All three models [GV04, Ric26] can be represented by an equation of the form (4.18),
where the time variable has been suitably normalised to satisfy k2 = 9/4. Then, k1 shows
the same dependence on k0 in all three models and the k0 are given by the following:
present work : k0 = −3
2
1− 2q∗
α
+ q∗ +
1
4
(4.42)
GV04 : k0 = −3
2
1
αGV
+
1
4
(4.43)
Richardson : k0 = −3
4
(d− 1) (4.44)
The difference between the Richardson model and the other two is that for a given
dimension of the problem (i.e. d = 2 or d = 3), the Richardson model predicts k0.
Without further modelling of the probabilities p and q, both other models do not predict
the value of k0, but instead allow deviations from Richardson’s PDF. GV04 have shown
that their 2D DNS data is best fitted by αGV ≈ 1.3 (i.e. k0 ≈ −0.9), whereas Richardson’s
PDF would predict αGV = 1.5.
In this form, one can see how the present model and derivation is helping to relieve
ambiguities in the GV04 derivation. GV04 derived the PDE for the separation PDF
assuming that αGV ≪ 1 was a small parameter. However, data shows clearly that it is
not. The present model formally includes the additional possibility of a burstwise conver-
gence, therefore introducing the parameter q∗, which “allows” α to be small. Together,
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α and q∗ determine k0, which is the only relevant parameter for the shape of the PDF.
Summarising, k0 can have the same value in both models (and therefore represent the
same PDF), with α being a small parameter in the present model, and αGV not being
small in the GV04 model. This is a formal reasoning which proves the claim made in
GV04 that a non-small αGV still gives a valid result from the truncated Taylor expansion.
Furthermore, for arbitrary α, we have shown in §4.2.2.1 that higher derivate correc-
tions are necessary for higher separation moments. This could potentially explain devi-
ations from Richardson’s law for higher moments, should they be sufficiently resolved in
experiments in the future.
4.2.4.1 Richardson limit as guideline for expected parameter values for q and
α
So far, data have been reasonably fitted with Richardson’s form of the pair separation
PDF [BLMO06, GV04, OM00]. One can therefore use the k0 value in the Richardson case
as a guideline for the expected parameters α and q (or q∗; I shall use the ratio q/p instead
of q∗/p∗ purely for legibility). By equating (4.42) and (4.44), one can find a constraint on
the parameters q and α to match the pair separation PDF as introduced by Richardson
[GV04, Ric26]:
q
p
=
q∗
p∗
=
1− α (d
2
− 1
3
)
1 + α
(
d
2
+ 1
3
) , (4.45)
which in the limit of small α≪ 1 gives the approximation
q/p ≈ 1− dα+O[α2] . (4.46)
Therefore, the smallness of α suggests that 1 − q/p ≪ 1 is also small or, equivalently,
0≪ q/p < 1. One can invert (4.45) to find an expression for arbitrary α:
α = 6
p− q
p (3d− 2) + q (3d+ 2) , (4.47)
which in the limit of 0≪ q/p < 1 takes the expected form
α ≈ 1
d
(1− q/p) +O[(1− q/p)2] . (4.48)
This is of course very different from the value of α that GV04 found for the Richardson
limit, since we here insisted on α ≪ 1. If one does not impose this condition explicitly,
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the following relations appear:
α =
3
2
p− q
p+ 2q
for d = 2 (4.49)
α =
6
7
p− q
p+ 11
7
q
for d = 3 . (4.50)
Note that for q = 0 this matches the values found by [GV04].
4.2.5 Analytical solution for vanishing initial separation ∆0 = 0
Equation (34) of [GV04], is an exact solution for (4.18), which I formulated here in terms
of k0. It is valid for all three cases discussed here,
P (∆, τ) =
2/3
Γ(3/2− 2k0) τ
−3/2
(
∆2/3
τ
)−2k0
exp
[
−∆
2/3
τ
]
. (4.51)
Note that this is only a valid solution when k0 < 0 as is it satisfied by, e.g., Richardson
and GV04. Γ(·) is the gamma function.
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Figure 4.3: PDF of pair separation (4.51) with k0 = −3/4 (left) and k0 = −3/2 (right). Note
that the PDF with k0 = −3/2 spreads faster with respect to the scaled time τ . See fig. 4.4 to
compare the shape of both PDFs in ∆-direction.
This analytical solution (see fig. 4.3) has the initial condition P (∆, 0) = 2δ(∆) [with
δ(·) being the Dirac delta function] and, hence, is not directly applicable to comparison
with experiments as the (initial) separation between two physical particles is usually
always > 0. However, if one assumes that after a certain time, the separation process
will have “forgotten” the value of its initial state ∆0, for τ ≫ 0, (4.51) can be compared
to experiments with ∆0 > 0. This is frequently done in the literature [BLMO06, GV04,
OM00], and deviations from a fit are usually not discussed with great care.
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This solution leads to the familiar t3-law for the mean square separation, irrespective
of the parameter k0, which only contributes to the coefficient Gτ :
〈
∆2(τ)
〉
=
∫ ∞
0
∆2 P (∆, τ) d∆ = Gτ τ
3 , (4.52)
where
Gτ =
(
γ +
7
2
)(
γ +
5
2
)(
γ +
3
2
)
, (4.53)
and γ = −2k0 for brevity. More generally, one can find a formula for arbitrary moments
of ∆ with n > −(1 + 2
3
γ):
〈∆n(τ)〉 = Γ
(
γ + 3
2
+ 3
2
n
)
Γ
(
γ + 3
2
) τ 32n . (4.54)
Furthermore, normalising the PDF of separation with its r.m.s. separation leads to a
time-independent self-similar PDF [GV04]:
P˜ (∆˜) =
2
(
G
γ+3/2
τ
)1/3
3 Γ(γ + 3/2)
∆˜2γ/3 exp
[
−G1/3τ ∆˜2/3
]
, (4.55)
where
P˜ (∆˜) =
√
〈∆2(t)〉P (∆, t) and ∆˜ = ∆/
√
〈∆2(t)〉 . (4.56)
See fig. 4.4.
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Figure 4.4: Self-similar PDF P˜ (∆˜) for vanishing initial separation. k0 = −3/4 and k0 = −3/2
is what Richardson [Ric26] predicts, respectively, for 2D and 3D turbulence.
4.2. REFINED MODEL 61
The n-moments of this self-similar PDF are constants that only depend on γ,
〈
∆˜n
〉
=
〈∆n〉
〈∆2〉n2
=
Γ
(
γ + 3
2
+ 3
2
n
)
Γ
(
γ + 9
2
)n
2 Γ
(
γ + 3
2
)1−n
2
. (4.57)
Provided one accepts the assumption α ≪ 1, one can expect these time-independent
moments to be a good indicator of the validity of the presented model: the more moments
we can be fitted to the data for a given γ, the closer this model represents what is going
on. For arbitrary α, this relation is only valid for the first and second moment, as has
been argued in §4.2.2.1.
Since experimental data or data from numerical simulations cannot be obtained for
∆0 = 0, we need a means of understanding what happens for finite initial separations.
4.2.6 Numerical integration for finite initial separation ∆0 > 0
Given that (4.18) is a linear second order partial differential equation, one could expect
it to be integrated numerically quite easily. However, numerical integration of (4.18) is
made difficult by two circumstances that need special attention:
• The desired δ-function initial conditions, i.e. P (∆, 0|∆0) = δ(∆ − ∆0), cause the
derivatives of P to be ill-defined at t = 0.
• Since 〈∆2〉 ∝ t3 is expected as well as the distribution having exponential tails, the
relevant domain for the solution grows rapidly in the dimension of pair separation
∆. It is practically impossible to have a large enough domain in ∆ while maintaining
a fine enough resolution to perform an accurate enough integration.
The initial condition needs to be substituted with a suitable alternative, and the second
issue can be addressed with a coordinate transformation.
4.2.6.1 Initial condition
Instead of supplying a δ-function initial condition at τ = 0, one can use a Taylor expansion
of P (∆, τ) for small times. Following the expansion for general Fokker-Planck equations
as given, e.g., in Risken [Ris96, eq. 4.55a], one finds
P (∆, τ0|∆0) ≈ 1
3∆2/3
√
πτ0
exp
{
k0∆
−2/3τ0 −
[
(∆−∆0) + 3(k0 + 1)∆1/3τ0
]2
9∆4/3τ0
}
,
(4.58)
for small τ and a δ-function initial condition P (∆, 0|∆0) = δ(∆−∆0).
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This expansion is not unique, as detailed in [Ris96]. However, numerical integration
of the PDF evolution (4.18) for very small times using a very narrow Gaussian-like initial
condition confirmed that (4.58) is approximating the short time behaviour of P (∆, τ)
reasonably well. Hence, it can be used as an initial condition for the numerical integration
at a time τ0 which is sufficiently small to ensure that it is approximating P (∆, τ) well
while being large enough to allow the derivatives of P to be well-resolved given the spatial
resolution of the integration scheme:
P (∆, 0|∆0)→ P (∆, τ0|∆0) with τ0 ' 0 . (4.59)
4.2.6.2 Redefining the domain of integration
Given a finite set of sampling points of the numerical integration scheme, a suitable coor-
dinate transformation of the separation variable needs to assure that the initial condition
is well resolved, i.e., small separations need to be well sampled to capture the sharp fea-
tures of (4.58). Also, at larger times, the PDF will have spread to very large values of ∆,
due to the expected exponential tails of the distribution.
The following coordinate transformation maps the entire infinite domain ∆ ∈ [0,∞)
to the finite domain y ∈ [0, 1),
x =
∆
∆+∆x
, (4.60)
with the parameter ∆x ∈ [0,∞) allowing to balance the sampling point density (in the
original ∆-coordinate) at small separations and near ∆→∞. To ensure that the PDF in
the new coordinate is properly normalised, it is also necessary to rescale the PDF itself.
Thus, the scaled PDF R(x, τ) is defined as,
R(x, τ) =
∆x
(1− x)2 P
[
∆x x
1− x, τ
]
. (4.61)
Performing the substitutions (4.60) and (4.61) on (4.18), we arrive at the PDE for the
rescaled PDF,
∆2/3x
∂R
∂τ
=
[
k0 x
−2/3 − 2 k1 x1/3 + 6 k2 x4/3
]
(1− x)2/3 R (4.62)
+
[
k1 x
1/3 − 6 k2 x4/3
]
(1− x)5/3 ∂R
∂x
+ k2 x
4/3 (1− x)8/3 ∂
2R
∂x2
,
which will be integrated using (4.58) as the initial condition at time τ0, subject to the
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same substitutions,
R(x, τ0|x0) =
√
∆
2/3
x
τ0
ξ4/3
3
√
π x2
exp
{
k0
τ0
∆
2/3
x
ξ−2/3− (4.63)
− ∆
2/3
x
9 τ0
[
(ξ − ξ0) + 3 (k0 + 1) ξ1/3 τ0
∆
2/3
x
]2
ξ4/3
}
,
where ξ = x/(1− x), ξ0 = x0/(1− x0) and x0 = ∆0/(∆0 +∆x).
The analytical solution (4.51) in the new separation coordinate is,
R(x, τ |x0 = 0) = 2 (∆
2/3
x )3/2−2 k0
3 Γ(3/2− 2k0)
τ−3/2
(1− x)2
(
x2/3
τ (1− x)2/3
)−2k0
exp
[
− (∆x x)
2/3
τ (1− x)2/3
]
,
(4.64)
for the initial condition R(x, 0) = 2δ(0), which is shown in fig. 4.5 for various ∆x. Note
that the choice of ∆x influences how well the separation domain is utilised. This is
irrelevant for the analytical solution, but important for numerically integrating (4.62).
Furthermore, the parameter ∆x and the time-coordinate τ always occur together in
(4.62) and thus, also in (4.64). Hence, ∆x could be absorbed into a new time-coordinate,
τ ∗ = τ/∆2/3x , which implies that changing ∆x can always be compensated by rescaling
τ in a way to keep the solution of (4.62) unchanged. With regards to choosing suitable
parameters for the numerical integration, this means that given the temporal integration
domain and all other parameters, ∆x can be chosen to optimise the utilisation of the
integration domain (in both, time and separation). While no attempt is made to find
an optimal ∆x, the choice of ∆x = 1 in fig. 4.5 (b) and (e) makes the best use of the
integration domain τ ∈ [0, 0.5]× x ∈ [0, 1) out of the shown values ∆x ∈ {0.1, 1, 10}.
The PDF R(x, τ) retains important properties of P (∆, τ). E.g. for k1 = 3 (k0+4/9 k2),
and vanishing R at x = 0 and x = 1, it can be shown by using (4.62) that
d
dτ
∫ 1
0
R(x, τ) dx = 0 . (4.65)
Furthermore, arbitrary moments of ∆ can be directly calculated from R(x, τ):
〈∆n〉P =
∫ ∞
0
∆n P (∆, τ) d∆ =
∫ 1
0
(
∆x x
1− x
)n
R(x, τ) dx . (4.66)
In principle, given a high enough resolution, all moments of separation ∆ can thus
be calculated to satisfactory accuracy on a finite domain. However, for this work, the
available computational resources were only sufficient to calculate the second moment of
pair separation with this method. In the calculation of separation moments, a suitable
64 CHAPTER 4. PAIR SEPARATION
HaL k0= -0.75, Dx= 0.1
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
HdL k0= -1.5, Dx= 0.1
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
HbL k0= -0.75, Dx= 1
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
HeL k0= -1.5, Dx= 1
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
HcL k0= -0.75, Dx= 10
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
HfL k0= -1.5, Dx= 10
0.2
0.4
0.6
0.8
1
time Τ
0.2
0.4
0.6
0.8
1
separation x
0
5
10
15
20
Figure 4.5: PDF R(x, τ) of pair separation (4.64) for vanishing initial separation with k0 =
−3/4 (a–c) and k0 = −3/2 (d–f). Each row of plots has a different ∆x to illustrate the influence
of this parameter on the utilisation of the integration domain.
choice of ∆x is necessary to make sure that the the very small and very large separations
are sufficiently resolved to obtain a good numerical result for (4.66).
4.2.6.3 Finite initial separation ∆0 > 0
The numerical integration of R(x, τ) (4.62) has been carried out in Mathematica 5.2
using the integration routine NDSolve, employing the MethodOfLines with submeth-
ods Extrapolation and LinearlyImplicitEuler. The resolution in the x-domain was
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25,000 points for the interval [0, 1) to allow a proper sampling of the sharply peaked
initial condition (4.63).
The parameter τ0 = 10
−5 has been used in all plots shown in this chapter. A smaller
τ0 would yield a better approximation for the δ-shaped initial condition, however, the
spatial resolution would need to increase unfeasibly for the integration to be successful.
Furthermore, small changes to the value of τ0 = 10
−5 do not yield a significant difference
in the integration result. Hence, I conclude that the choice of τ0 is adequate.
The result from this numerical integration is shown in fig. 4.6 for the initial separations
∆0 = 0.1 and ∆0 = 1.0 with k0 = −3/4 and k0 = −3/2 each. Note that ∆x had to be
chosen carefully for 25,000 sampling points in the separation domain to be sufficient. The
values employed are ∆x = 0.7 for ∆0 = 0.1 and ∆x = 1.0 for ∆0 = 1.0.
HaL k0 = -0.75, D0 = 0.1
0.1
0.2time Τ
0.5
1
1.5
2
separation D
0
0.5
1
1.5
2
HcL k0 = -1.5, D0 = 0.1
0.1
0.2time Τ
0.5
1
1.5
2
separation D
0
0.5
1
1.5
2
HbL k0 = -0.75, D0 = 1.0
0.1
0.2time Τ
0.5
1
1.5
2
separation D
0
0.5
1
1.5
2
HdL k0 = -1.5, D0 = 1.0
0.1
0.2time Τ
0.5
1
1.5
2
separation D
0
0.5
1
1.5
2
Figure 4.6: PDF of pair separation P (∆, τ) (4.18) for initial separations ∆0 = 0.1 and
∆0 = 1.0 with k0 = −3/4 and k0 = −3/2. Note how the PDFs with ∆0 = 1.0 (b,d) spread
noticeably to both larger and smaller separations. Also, the PDF shifts to larger separations
more quickly for k0 = −3/2. The numerical integration of P (∆, τ) was carried out using (4.61)
and (4.62) with ∆x = 0.7 for ∆0 = 0.1 and ∆x = 1.0 for ∆0 = 1.0.
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4.3 Two dimensional DNS study
While the effect of time asymmetry of pair separation has been reported for three di-
mensional experiments and DNS [BLMO06, LBOM07], there are no previous published
results about this asymmetry in two-dimensional turbulence at the time of conducting
this research in 2007 and 2008.
In this section, I shall present findings from the DNS run with a resolution of N =
2048. I used the DNS scheme described in §3.2 with the parameters given in table 3.1
and typical scales given in table 4.1. All data were collected using 50,000 particle pairs
which were initially placed evenly distributed at random in the entire DNS domain. The
distance between pair member particles is fixed at the distance ∆0 to give a delta function
initial state of the pair separation PDF, P (∆, 0) = δ(∆−∆0). The spatial orientation of
the separation vector was chosen at random.
integral length L 0.24
smallest lengthscale in −5/3 inertial range ηf = 2π/kf 9.2× 10−3
outer vs. inner length scale L/ηf 26
r.m.s. velocity fluctuation u′ =
√〈u · u〉 /2 1.1
integral timescale TL = L/u′ 0.22
Table 4.1: All quantities are given in DNS units and will be used to non-dimensionalise where
appropriate. Note that TL ≈ 3560 timesteps and hence, the DNS covers approximately 11
integral timescales.
There are 20 runs in total: 10 for the initial separations,
∆0 ∈
{ηf
16
,
ηf
8
,
ηf
4
,
ηf
2
, ηf , 2ηf , 4ηf , 8ηf , 16ηf , 32ηf
}
(4.67)
for both forward and backward separations in time. The particle trajectories are obtained
by integrating the DNS velocity field u[x(t), t],
x(t) = x0 +
∫ t
0
u[x(t′), t′] dt′ , (4.68)
using a second order predictor-corrector scheme [BF01] for 39,150 consecutive time steps†
of the DNS which are stored on the hard drive. In the backward case, the sequence of
velocity field time frames is inverted and the velocity field negated to account for the
reversed particle motion.
†The number 39,150 arose from hard disk constraints.
4.3. TWO DIMENSIONAL DNS STUDY 67
4.3.1 Validity of model assumptions
Before comparing the DNS data to the model presented earlier, it is necessary to check
which part of the data actually satisfies the assumptions made in the model, namely, the
presence of a multiscale stagnation point topology which encompasses scales smaller and
larger than the separation scale of the particle pairs under observation.
Fig. 4.7 shows that the PDF of pair separation is rapidly spreading to larger separa-
tions, as would be expected from the exponential tail of the analytical solution (4.51).
To quantify the time when many pairs leave the inertial range, I introduce the threshold
time tL which is defined as the time when P (L, t) crosses an arbitrary threshold for the
first time,
P (L, tL) = 10−3 . (4.69)
Note that the order of magnitude of tL and its dependency on ∆0 do not change signifi-
cantly if a different threshold is chosen between 10−5 and 10−2. The threshold times for
all given ∆0 show the expected decreasing trend in fig. 4.8. For comparison, the Batchelor
time,
tB =
(
∆20
ǫ
)1/3
, (4.70)
indicating the end of the ballistic regime [BLMO06], is shown in the same figure. The
dissipation rate ǫ has been estimated from the constant energy flux of the DNS velocity
field, as described in §3.2.2.2.
Summarising, tL marks the time at which approximately 0.1% – 1% of pairs have a
separation larger than the integral scale L and therefore have left the inertial range. The
Batchelor time tB marks the time when initial separation effects are assumed to have
ceased [Bat50, OM00] and after which the Richardson ∆ ∝ t3 law is expected. Also,
separations below the forcing length ηf are outside the inertial range.
Therefore, the presented model is strictly only valid for data with
• ηf < ∆0 < L, i.e., initial separation within the inertial range, and
• t < tL, i.e., enough pairs remain within the inertial range.
Furthermore, the Richardson t3 law can only be expected for t > tB. In conclusion, the
resolution of N = 2048 does not provide an inertial range that is wide enough to be able
to observe the Richardson t3 law [BLMO06, BS02, Yeu02]. When comparing the data
with the present model, it is therefore necessary to discuss the influence of these adverse
effects in sufficient detail.
The same applies when one wishes to compare the analytical solution (4.51) with no
initial separation to DNS data: At the times the fit is performed, many pairs have left
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Figure 4.7: Pair separation PDF P (∆, t), plotted logarithmically in time. The plots on the left
show PDFs from forward separation data, from the right backward data. The initial separations
for (a) to (c), and (d) to (f) respectively, are: ∆0 =
ηf
16 , ηf , 32ηf . Dark blue colour represents a
PDF value of 10−6 or lower. The probability of a particle pair having a separation of the integral
scale L exceeds values of 10−3 (green) at about t/TL ≈ 10−1, see text. The highest values of the
PDFs are yellow.
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Figure 4.8: Threshold time tL for all initial separations ∆0. Forward separation data is shown
in black (N); backward data in red (). For comparison, the Batchelor time tB is represented
by the dashed line.
the inertial range already (tcutoff ≫ tL) and hence, a basic model assumption is violated.
To reflect this effect, the model would need to be extended by, e.g., modelling the particle
behaviour similar to Brownian motion for pairs with ∆ > L. However, this extension goes
beyond the scope of this work, whose primary objective is to investigate the multiscale
stagnation point topology within the inertial range.
4.3.2 Mean square separation and parameter fit
Despite the conclusion in §4.3.1 that it is not expected to observe a t3 law in the given
DNS data, fig. 4.9 shows a slope that is approximately close to t3 for times t ∈ [tB, tL]
for the runs with initial separation smaller than the forcing length: ∆0 ≤ ηf .
According to §4.3.1, this behaviour was only to be expected for ∆0 > ηf . However, as
mentioned previously, the DNS resolution is currently not large enough to accommodate
tB < tL for initial separations larger than ηf .
Nonetheless, the approximate slope ∝ t3 is quite meaningless, as for times t < tL, it is
also not clearly present in the model due to the finite initial separation (see e.g. fig. 4.10).
Thus, let us compare the model’s prediction for 〈∆2〉 with the data and try to fit the
model parameters.
Using the numerical method outlined in §4.2.6, 〈∆2〉 has been obtained by integrating
the model for all ten initial separations and for three different values of k0, namely,
k0 ∈ {−0.65,−0.75,−0.85}. The parameter τ/t can be easily adjusted after integration
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Figure 4.9: Mean square separation from the DNS for all 10 initial separations. Forward
separation is shown in black; backward in red (in this plot the difference between the forward
and backward cases is hardly noticeable). The Batchelor time tB is indicated by triangles (N)
and the threshold time tL by diamonds (). The straight line is ∝ t3. The slope of the data is
approximately ∝ t3 in the intervals [tB , tL], although there is a noteable deviation for times just
larger than tB. The 5
th graph from the bottom has initial separation ∆0 = ηf .
of the model. This parameter has been manually adjusted to give a qualitative fit to
the DNS data for the three values of k0 mentioned previously. The best fit of τ/t was
chosen by judging figures like fig. 4.10 to maximise the time interval with t < tL which
qualitatively approximates the data well. The two best fitting DNS data sets are shown
in fig. 4.10 with ∆0 ∈ {ηf/4, ηf/2} for the best fit value of the time scaling parameter,
τ/t ≈ 1.2.
For initial separations in the data which are smaller or larger than the best fit ones
pointed out, the fit with the time scaling parameter τ/t ≈ 1.2 become less acceptable
(see fig. 4.11 for two examples). Using a different value for that parameter improves the
situation, but does not lead to a fit of the same quality as shown in fig. 4.10. Hence,
I conclude that one set of parameters is not sufficient to fit all data for varying initial
separations.
From fig. 4.10, it is immediately apparent that the variation of k0 only has a small
impact on the variation of the curve and therefore, it is not possible to estimate k0
to a very high accuracy from this kind of fit. Hence, while Richardson’s value of k0
is compatible with the present data, it can unfortunately not be uniquely confirmed.
Nevertheless, by applying Ockham’s razor, I shall assume Richardson’s value of k0 =
−0.75 to be a reasonable fit for the remainder of this work.
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Figure 4.10: Best fit of numerically integrated mean square separation
〈
∆2
〉
to DNS data with
initial separation ∆0 = ηf/4 (a) and ∆0 = ηf/2 (b). The DNS data are shown in dashed lines,
black (forward), and red (backward). The model data are given in black for three values of k0:
−0.85, −0.75, and −0.65 (top to bottom). The lines are very close together (and thus appear
in parts as one think line), indicating a weak dependence of
〈
∆2
〉
on k0. The diamonds ()
demark the threshold time tL, which is the largest time for which one can expect agreement of
the model with the data.
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Figure 4.11: Numerically integrated mean square separation
〈
∆2
〉
compared to DNS data with
initial separation ∆0 = ηf/16 (a) and ∆0 = 4 ηf (b) using the best fit value τ/t = 1.2. The
DNS data are shown in dashed lines, black (forward), and red (backward). The model data are
given in black for three values of k0: −0.85, −0.75, and −0.65 (top to bottom). The lines are
very close together (and thus appear in parts as one think line), indicating a weak dependence
of
〈
∆2
〉
on k0. The diamonds () demark the threshold time tL, which is the largest time for
which one can expect agreement of the model with the data. These figures are intended to show
the disagreement between the model and the DNS data for unsuitable initial separations.
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4.3.3 Dependence on initial separation
The previous subsection highlights that the present model can not be fitted to the DNS
data for all given initial separations. Indeed, fig. 4.11 shows two examples of data sets
with finite initial separation which are unsuitably fitted by the given parameters. The
validity of the model is thus clearly dependent on the initial separation, which is a further
manifestation of the limited range of scales that the model operates on. In the DNS, too
many particle pairs leave the range of multi-scale stagnation point distances too quickly
and therefore, 〈∆2〉 falls below the value expected from the present model. This effect is
stronger for larger initial separations (see fig. 4.12). Hence, additional care needs to be
applied when fitting data to the model, as the DNS data will deviate from the model for
large times, as seen in fig. 4.12.
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Figure 4.12: Numerically integrated mean square separation
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(solid black) compared to
the simple approximation (4.71) (dashed black) and forward DNS data (solid red) for all 10
initial separations, using the best fit values τ/t = 1.2 and k0 = −0.75. The backward DNS data
are not shown, as they are hardly distinguishable from the shown forward data.
For comparison, a simple functional form for the mean square separation with finite
initial separation has been previously suggested to be used as a fitting law [GV04, OM00],
〈
∆2
〉
=
(
[G∆ ǫ]
1/3 t+∆
2/3
0
)3
=
(
G1/3τ τ +∆
2/3
0
)3
. (4.71)
This is shown in fig. 4.12, along with the present model and the DNS data. It easily
satisfies the two given limits 〈∆2〉 = ∆0 for t = 0 and Richardson’s law (4.52) for t→∞.
In general, the present model and this simple approximation are more similar to each other
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than each compared with the DNS data. For the best fit cases with initial separation
∆0 ∈ {ηf/4, ηf/2} (third and fourth from the bottom in fig. 4.12), the present model is
a better fit than the given approximation (4.71).
Thus, this approximation correctly traces the qualitative features of the present model
and, hence, provides a useful analytical approximation which can be used as an estimate.
However, its use for accurate data fitting remains questionable.
4.3.4 Time asymmetry in two dimensional turbulence
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Figure 4.13: Ratio of mean square separations
〈
∆2fwd
〉
/
〈
∆2bwd
〉
for all initial separations from
the DNS data. The lines show the largest initial separation to the smallest through the colour
spectrum red, blue, green, yellow, orange. If colour is not available, this corresponds roughly
to bottom to top order at t ≈ TL. The Batchelor time tB is indicated by triangles (N) and
the threshold time tL by diamonds (). Note that the “best fit” cases with initial separation
∆0 ∈ {ηf/4, ηf/2} are the two green curves near the highest achieved ratio.
Looking at fig. 4.9, it seems that there is no significant difference in mean square
separation between the forward and backward cases in the investigated two dimensional
stationary turbulence DNS.
However, the logarithmic scale is deceiving, as the plot of the ratio 〈∆2fwd〉 / 〈∆2bwd〉 in
fig. 4.13 shows. It indicates that the mean square separation in the forward case is up to
22% larger than in the backward case.
The time asymmetry for a 3D PTV‡ experiment with Reλ ≈ 170 has been documented
in the literature by giving the ratio of Richardson constants gf = G∆,fwd and gb = G∆,bwd
‡Particle Tracking Velocimetry
4.3. TWO DIMENSIONAL DNS STUDY 75
10-3 10-2 10-1 100 101
t

TL
0.8
0.9
1
1.1
1.2
1.3
1.4
H
< Dfwd
2 >13 -D0
23

< Dbwd
2 >13 -D0
23 L
3
Figure 4.14: Ratio of Richardson’s constants gf/gb from the approximation (4.71) for all
initial separations from the DNS data. The lines show the largest initial separation to the
smallest through the colour spectrum red, blue, green, yellow, orange. If colour is not available,
this corresponds roughly to bottom to top order at t ≈ TL. The Batchelor time tB is indicated
by triangles (N) and the threshold time tL by diamonds ().
from a fit of (4.71) [BLMO06]. In this 3D case, the observed ratio was gb/gf ≈ 2.1,
i.e., the backward case separated stronger than the forward case. This ratio has been
confirmed in the same work by a DNS with Reλ ≈ 280.
To be able to draw a more direct comparison to the 2D case, I shall plot the same
ratio in fig. 4.14, obtained from (4.71), over time,
gf
gb
=
(
〈∆2fwd〉1/3 −∆2/30
〈∆2bwd〉1/3 −∆2/30
)3
. (4.72)
This relation is useful, since it takes the qualitative dependence of Richardson’s law on
the initial separation ∆0 into account, as described in §4.3.3. Fig. 4.14 shows that this
ratio is larger than unity for most initial separations and times. Furthermore, with the
exception of the ∆0 = ηf/16 dataset, around (and between) the critical times tB and tL,
the ratio is between 1.05 and 1.25. Hence, the best estimate from fig. 4.13 and fig. 4.14
for the ratio of Richardson’s constants in this 2D DNS is
gf
gb
= (1.15± 0.10) . (4.73)
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Note that in 2D the forward separation is stronger while the effect is opposite in the
3D experiment, where backward separation dominates. However, the effect in 2D with
∼ 15% difference is not as prominant as in 3D (∼ 100%). Fig. 4.13 and fig. 4.14 suggest
that the ratio is different from unity. However, given the uncertainty of the ratio, one
cannot conclude this for certain from this kind of fit.
4.3.5 Richardson’s constant and improvement of time asymme-
try fit
While it was possible to estimate the ratio of Richardson’s constants from the time series
of mean square separation 〈∆2(t)〉 for both the forward and backward case, it is well
known that obtaining Richardson’s constant itself from this kind of data is much more
problematic [BS02, NY04]. Alternative suggestions of extracting Richardson’s constant
include statstics of doubling times [BS02] and investigation of mean diffusivity depending
on mean separation [NY04].
I will follow the latter approach. First, note that Richardon’s constant G∆ is usually
defined in terms of the t3 law, 〈
∆2(t)
〉
= G∆ ǫ t
3 , (4.74)
where ǫ is the mean energy dissipation of the flow. From this, one can easily derive the
relation
d
dt
〈
∆2(t)
〉
= 3 (G∆ ǫ)
1/3 〈∆2(t)〉2/3 . (4.75)
which is valid for all times if one assumes that the Richardson law holds. This relation also
agrees with (4.71), taking the qualitative dependence on initial separation into account.
To analyse the DNS data for 〈∆2(t)〉, the value of the time derivative is obtained
by using a finite difference scheme of second order. These data are given in logarithmi-
cally equidistant bins, and therefore, the scheme needs to account for variable distances
between the data points,
df
dt
=
1
dt−1 + dt1
[
dt−1
dt1
f(t+ dt1)−
(
dt−1
dt1
− dt1
dt−1
)
f(t)− dt1
dt−1
f(t− dt−1)
]
+O[dt3] ,
(4.76)
where f(t) is an arbitrary function, dt−1 is the distance to the previous timestep and dt1
is the distance to the next timestep.
However, it was not possible to observe relation (4.75) in the DNS data as can be seen
in fig. 4.15. Instead evidence for exponential growth is found. Nicolleau and Yu [NY04]
found similar behaviour for small separations in a 3D kinematic simulation with a large
inertial range. While they also observed a region ∝ 〈∆2〉2/3, I suspect that the absence
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Figure 4.15: Diffusivity d/dt
〈
∆2(t)
〉
vs. mean square separation
〈
∆2(t)
〉
for all initial sep-
arations from the forward DNS data (smallest to largest left to right). The expected slope of
2/3 as predicted by (4.75) cannot be observed. Instead the best fit (straight line) suggests the
exponent 1 indicating exponential growth.
of this observation in fig. 4.15 is due to the limited width of the inertial range.
Note that independently of the slope of fig. 4.15, the ratio of change of mean square
separation also gives the ratio of Richardson’s constants,
d/dt 〈∆2fwd(t)〉
d/dt 〈∆2bwd(t)〉
=
G
1/3
∆,fwd 〈∆2fwd(t)〉2/3
G
1/3
∆,bwd 〈∆2bwd(t)〉2/3
=
G∆,fwd
G∆,bwd
=
gf
gb
, (4.77)
where I used (4.74) in the second last equality. Taking finite initial separations into
account by using (4.71) gives the same result for large enough times.
Plotting this ratio using the DNS data in fig. 4.16 looks remarkably like fig. 4.14 and
is also consistent with the value of
gf
gb
= (1.15± 0.10) . (4.78)
found earlier. Despite the fact that fig. 4.15 suggests non-Richardson exponential growth
of 〈∆2(t)〉 due to the limited power-law range of length scales, this still is evidence that
the forward separation is happening faster than the backward separation.
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Figure 4.16: Ratio of Richardson’s constants gf/gb as given by (4.77) for all initial separations
from the DNS data. The lines show the largest initial separation to the smallest through the
colour spectrum red, blue, green, yellow, orange. If colour is not available, this corresponds
roughly to bottom to top order at t ≈ TL. The Batchelor time tB is indicated by triangles (N)
and the threshold time tL by diamonds ().
4.3.5.1 Conditioning on separation scale
Nicolleau and Yu [NY04] demonstrated that it is possible to have exponential and Richard-
son-like growth in the same flow. My suspicion is that the Richardson-like behaviour is
still present in the DNS flow, but overshadowed by contaminations from scales outside
the inertial range, which are present in every average over all Lagrangian trajectories.
Going back to Richardson’s original concept that the diffusivity is purely scale depen-
dent [Ric26], I am going to subject (4.75) to conditioning on separation scales ∆,
〈
d∆2
dt
∣∣∣∣∆
〉
= 3 (G∆ ǫ)
1/3 〈∆2|∆〉2/3 = 3 (G∆ ǫ)1/3 ∆4/3 . (4.79)
Note that this average is entirely different from the previous ones. While in previous
sections of this chapter, the averaging was carried out by sampling the set of Lagrangian
trajectories for each timestep in the DNS (i.e., ensemble average, conditioned on DNS time
t), it is now completely independent of time and instead averages over all particles pairs
that have a certain separation ∆ at any given time. Hence, temporal information is lost
for averages of this kind, but the conditioning on scales ensures that scale contamination
is completely eliminated.
Since this approach does not directly use time series data, the finite difference ap-
proach of obtaining the time derivative is not practical. Instead, let us consider the
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relative motion of particle 1 and 2 in a pair,
d
dt
∆ =
d
dt
√
(x1 − x2)2 = (x1 − x2) · (u1 − u2)
∆
= (u1 − u2) · ∆ˆ ≡ u∆ , (4.80)
where xi and ui are particle position and velocity and ∆ˆ = (x1−x2)/∆ is the unit vector
of particle separation. u∆ is then the longitudinal velocity increment
§ of a particle pair,
which can be calculated from the velocity field at every instance. Thus, the change of
mean square separation is obtained from
〈
d∆2
dt
〉
= 2 〈∆ u∆〉 , (4.81)
and conditioning on separation can now be introduced without problem,
〈
d∆2
dt
∣∣∣∣∆
〉
= 2 〈∆ u∆|∆〉 = 2∆ 〈u∆|∆〉 . (4.82)
Note that the last equality holds for conditioning using infinitesimal ∆ bins, but for the
purposes of obtaining data using finite width separation bins, more accuracy is obtained
by using the second expression. Thus, combining (4.79) and (4.82) I arrive at a relation
with can be tested against the DNS data,
〈∆ u∆|∆〉 = 3
2
(G∆ ǫ)
1/3 ∆4/3 . (4.83)
The forward and backward DNS data are shown in fig. 4.17 and fig. 4.18. Both
demonstrate the validity of (4.83) within the inertial range. It seems that this behaviour is
extended for separations even larger than L, while for ∆ < ηf the exponential separation
typical of ballistic separation is observed.
As expected, the relation (4.83) is independent of initial separation which manifests
itself in a good collapse of all data sets, proving it a useful tool to circumvent the problem
of dependence on finite initial separations.
The best fits of Richardson’s constants from (4.83) for both forward and backward
separations are given in table 4.2. The overall estimate for Richardson’s constant in this
2D turbulence is gf = (1.066± 0.020) for forward separation and gb = (0.999± 0.007) for
§Note that this longitudinal velocity increment in not the same as the one generally used in e.g.,
Kolmogorov’s 4/5 law. The latter velocity increment is an average over all positions or ensembles at a
particular time, whereas the velocity increment defined in (4.80) is an average over specific particle pairs
at different times. A comparison of dimensions could lead to a suspicion that the two could have the
same value. However, this is unlikely since Kolmogorov’s 4/5 law has opposite signs in 2D and 3D, while
〈u∆|∆〉 is positive in both 2D and 3D.
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Figure 4.17: 〈∆u∆|∆〉 vs. pair separation ∆ for some initial separations from the forward
DNS data. The expected slope of 4/3 as predicted by (4.83) can clearly be observed for at least
the inertial range (−2 ≈ log ηf < log ∆ < logL ≈ −0.6) with gf = (1.066 ± 0.020). For
smaller separations, the expected exponential growth for ballistic separation with slope ∝ ∆2 is
also observed. Note that separations ∆ < ∆0 have only a small number of pairs contributing to
the statistics and therefore, exhibit a large scatter.
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Figure 4.18: 〈∆u∆|∆〉 vs. pair separation ∆ for some initial separations from the backward
DNS data. The expected slope of 4/3 as predicted by (4.83) can clearly be observed for at least
the inertial range (−2 ≈ log ηf < log∆ < logL ≈ −0.6) with gb = (0.999 ± 0.007). For smaller
separations, the expected exponential growth for ballistic separation with slope ∝ ∆2 is also
observed. Note that separations ∆ < ∆0 have only a small number of pairs contributing to the
statistics and therefore, exhibit a large scatter.
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∆0 gf gb gf/gb
ηf/16 1.061± 0.004 1.005± 0.002 1.06± 0.01
ηf/8 1.084± 0.004 0.996± 0.003 1.09± 0.01
ηf/4 1.080± 0.004 0.999± 0.002 1.08± 0.01
ηf/2 1.053± 0.004 0.996± 0.002 1.06± 0.01
ηf 1.050± 0.004 1.001± 0.003 1.05± 0.01
combined 1.066± 0.020 0.999± 0.007 1.07± 0.03
Table 4.2: Results from fit of (4.83) to the DNS data. Given are the best fit values of
Richardson’s constants for forward and backward DNS data and confidence intervals as found by
gnuplot 4.0 for separations within the inertial range (−2 ≈ log ηf < log∆ < logL ≈ −0.6).
Data with ∆0 > ηf did not have good enough statistics within the inertial range to be consid-
ered for this fit. The uncertainty given for the individual fits is the asymptotic standard error
given by gnuplot and the uncertainty given for the combined (averaged) values is the standard
deviation σn−1 of the distribution of values above plus the average error above.
backward separation. This leads to a ratio of
gf
gb
= (1.07± 0.03) (4.84)
which is compatible with the earlier value (4.78).
A further consistency check can be performed by fitting a constant to the ratio of
Richardson constants as obtained from (4.83),
〈∆ u∆|∆〉fwd
〈∆ u∆|∆〉bwd
=
(
G∆,fwd
G∆,bwd
)1/3
=
(
gf
gb
)1/3
⇒ gf
gb
=
( 〈∆ u∆|∆〉fwd
〈∆ u∆|∆〉bwd
)3
. (4.85)
The results from fitting (4.85) to the data are compatible with the previous value of
gf/gb (see table 4.3). It can also be seen from fig. 4.19 that the ratio gf/gb is larger than
unity for all five initial separations shown. The same ratio is shown in fig. 4.20 for initial
separations ∆0 > ηf to illustrate the insufficient statistical quality of the data within the
inertial range. I conclude that the ratio of Richardson’s constants for this 2D DNS of
isotropic homogeneous turbulence with resolution N = 2048 is the weighted average of
the values given in table 4.2 and table 4.3,
gf
gb
= (1.09± 0.03) . (4.86)
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Figure 4.19: Ratio of Richardson’s constants gf/gb from (4.85) for initial separations from
the DNS data with ∆0 ≤ ηf within the inertial range (10−2 ≈ ηf < ∆ < L ≈ 10−0.6). The line
colours are the same as in fig. 4.16. In the absence of colour note that the ratio is > 1. The
solid black line shows the best fit constant gf/gb = 1.10.
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Figure 4.20: Ratio of Richardson’s constants gf/gb from (4.85) for initial separations from the
DNS data with ∆0 > ηf . The line colours are the same as in fig. 4.16. This plot indicates that
the data for these initial separations is not of sufficient statistical quality to obtain a reasonable
fit within the inertial range (10−2 ≈ ηf < ∆ < L ≈ 10−0.6).
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∆0 gf/gb
ηf/16 1.120± 0.006
ηf/8 1.109± 0.004
ηf/4 1.106± 0.003
ηf/2 1.121± 0.005
ηf 1.069± 0.005
combined 1.105± 0.022
Table 4.3: Best fit values of ratios of Richardson’s constants for forward and backward DNS
data and confidence intervals as found by gnuplot 4.0 for separations within the inertial range
(−2 ≈ log ηf < log ∆ < logL ≈ −0.6). Data with ∆0 > ηf did not have good enough statistics
within the inertial range to be considered for this fit. The uncertainty given for the individual fits
is the asymptotic standard error given by gnuplot and the uncertainty given for the combined
(averaged) values is the standard deviation σn−1 of the distribution of values above plus the
average error above.
4.4 Discussion
The main limitation of the present model has been shown repeatedly in this chapter. It
currently models an infinite inertial range with a multi-scale stagnation point topology
of infinitely wide scale range. However, in order for the model to accurately describe the
systems available in experiment and DNS, it would be necessary to include finite range
effects.
Some suggestions are to incorporate the separation behaviour similar to Brownian
motion for scales larger than the integral scale (§4.3.1) and to include dissipative effects
for separations that are smaller than the distance between stagnations points.
All results obtained from comparison of DNS with the model need to be discussed in
this light. Thus, the value obtained by GV04 of αGV = 1.3 is likely to be in agreement
with Richardson’s prediction of αGV = 1.5, when one takes into account that the range
of scales in the multi-scale stagnation point topology is finite (§4.2.4).
These finite range effects are also the reason that Richardson’s t3 law is not clearly
present in the DNS with a resolution of N = 2048. However, this does not mean that
one cannot interpret the DNS data at all. In §4.3.5.1, I was able to use a novel scale-
dependent approach which confirms Richardson’s scalings [Ric26] in the finite range DNS
even though the usual diagnostics and statistics do not show them clearly. Richardson’s
constants for the forward and backward cases of this 2D DNS of isotropic homogeneous
turbulence with resolution N = 2048 are found to be:
84 CHAPTER 4. PAIR SEPARATION
G∆,fwd = (1.066± 0.020) , (4.87)
G∆,bwd = (0.999± 0.007) . (4.88)
These values are approximately four times lower than the Richardson constant g ≈ 3.8
for a similar 2D DNS with similar resolution as obtained by Boffetta and Sokolov [BS02]
using exit time statistics and approximately twice as large as the value of g ≈ 0.5 obtained
from fitting the ∝ t3 law to a 2D turbulence experiment by Jullien et al. [JPT99]. The
spread in obtained Richardson constants may be due to non-universality stemming from
different characteristics of the investigated flows, but might also stem from the varying
approaches of obtaining them. The notion of a non-universal Richardson constant is
plausible and supported by
G∆ ∝ C3B C3/ds , (4.89)
which can be derived from equations (4.6), (4.15) and (4.52). This predicts that the
Richardson constant depends on the stagnation point number Cs and the constant CB,
both of which are not necessarily universal.
Finally, the investigation of the two dimensional DNS in §4.3.4 has shown qualitatively
that the forward/backward time asymmetry of turbulent pair separation is opposite in
2D to what it is in 3D. Furthermore, utilising conditioning on scales rather than on time
yields a sound quantitative value for the ratio of Richardson’s constants in the present
2D turbulence DNS (§4.3.5.1),
gf
gb
= (1.09± 0.03) . (4.90)
This can be compared to a value for 3D turbulence obtained experimentally in a previous
study [BLMO06]:
2D DNS :
gb
gf
= (0.92± 0.03) (4.91)
3D experiment :
gb
gf
= (2.1± 0.3) (4.92)
Berg et al. [BLMO06] explained the time asymmetry in terms of the positive sign of
the mean second eigenvalue of the strain tensor in 3D turbulence. Their argument would
imply that gf/gb = 1 in incompressible 2D turbulence, which I have shown not to be the
case. However, this does not imply that their argument is wrong. It implies that their
mechanism cannot be the only one contributing to the observed time asymmetry of pair
separation. I shall attempt to give a qualitative explanation for what might be a different
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and perhaps additional mechanism.
Figure 4.21: Diagram illustrating the merging of eddies. Shown on the left are two neighbour-
ing eddies with their vortical () and their straining (•) stagnation points and a characteristic
streamline. The right shows the larger eddy resulting from this merging process and its vortical
stagnation point. The merging involves the transformation of two vortical and one straining to
one vortical stagnation point.
The mechanism causing this time asymmetry in two dimensional turbulence could
have its origin in the asymmetry which exists between forward and inverse energy cascade.
The latter is related to merging and thereby growing eddies in 2D turbulence, whereas
the former is related to eddies breaking up into smaller eddies.
It is known that in two dimensional turbulence, small vortices within each others
proximity can merge into a vortex of a larger scale [Dav04]. This idea of merging vortices
has been explored for many decades [Ayr19, Fuj23]. Picking up the notion of a particle
pair’s patron from §4.1, let me point out that it might be possible for a particle pair to
move to a larger patron without encountering a straining stagnation point as presented
in an earlier section. This alternative merging process would involve the annihilation of
the small vortices and therefore the disappearance of their straining and vortical zero-
acceleration points and the creation of a vortical zero-acceleration point for the emerging
larger scale vortex, shown in fig. 4.21. This dynamic process of a particle pair moving
to a larger patron cannot be explicitly included in the present model which is based on
particle pairs encountering straining stagnation points. However, it is possible to include
the effect of this process in an effective value of either of the constants Cs, CB or both,
which will be smaller if pairs separate whilst eddies break up into smaller eddies (as in
the time-reversed 2D turbulence). Conversely, if pairs separate while eddies merge into
larger eddies (as in forward time inverse-cascading 2D turbulence - see fig. 4.21), the
value of either Cs and/or CB would be larger.
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Summarising, apart from the burst-like processes of separation and convergence de-
scribed in §4.1, there might be an additional mechanism of merging vortices that also
contribute to a particle pair’s separation in 2D turbulence. This additional route to
larger separation would strengthen the separation process in the natural time direction
(forward) and would be reversed and therefore weakening the separation in the backward
case. Note that this process is happening on time scales larger than the lifetime of the
involved stagnation points. Note also that this process has not (yet) been directly ob-
served in the context of pair separation and thus, is merely a suggested notion which
consistently ties together all observations.
The inverse energy cascade of two dimensional turbulence is understood to describe
the same phenomenon [Dav04] of smaller vortices merging into larger ones. While noth-
ing more than a handwaving argument, transferring this notion to three dimensional
turbulence, where the energy cascade is associated with larger vortices breaking up into
smaller ones, the separation process is depleted in the natural progression of time and
strengthend in the backward case, giving a consistent qualitative picture for the observed
time asymmetry in 2D and 3D turbulence.
4.5 Conclusions
An improved model of particle pair separation in flows with a multi scale stagnation
point topology was devised, thus setting its predecessor [GV04] on a sound mathematical
foundation. The new model is able to model the observed time asymmetry provided
that the effects of vortex-merging (fig. 4.21) can be taken into account in effective val-
ues of Cs and/or CB. Furthermore, it has been argued that correction terms of higher
order derivatives are necessary in the PDF evolution equation (4.18) when considering
separation moments of third order or higher.
The limitations and possible improvements to the present model are discussed, and
the Richardson constant for the isotropic homogeneous 2D DNS turbulence is found to
be of the same order of magnitude as previous comparable values [BS02, JPT99].
The time asymmetry is found to have opposing effects in two and three dimensional
turbulence. It is suggested that the stronger forward separation in 2D turbulence might
be caused by merging of eddies. Furthermore, the observed asymmetry is consistent
with the assumption that the direction of the energy cascade in 2D and 3D turbulence is
directly correlated with the direction of the time asymmetry.
Chapter 5
Classification of zero-acceleration
points
5.1 Introduction
Zero-acceleration points (ZAPs) play a part in the pair separation model of the previous
chapter §4 and hence, they are relevant to turbulent mixing. Furthermore, the clustering
behaviour of ZAPs has previously been shown to be strongly correlated to the cluster-
ing of inertial particles in turbulent flows [CGV06]. Research in this area is on-going
[CGV06, GV06, GV08], and motivated by many geophysical, engineering and environ-
mental processes, e.g., the importance of clustering of water droplets in clouds [Sha03],
which, e.g., is relevant for predicting the onset of precipitation.
However, as ZAPs are a relatively recent research topic, they are not yet very well
understood, and the work in this chapter is aimed at furthering the understanding of ZAPs
by classifying them and hightlighting different properties amongst these ZAP classes.
All in all, a flow-region classification based on and derived from zero-acceleration
points promises to have an impact on turbulent mixing of passive contaminants and
turbulent clustering of inertial particles; and use of the acceleration gradient tensor for
such a classification is likely to take some account of the unsteadiness of the flow, an
issue central to the very concept of coherent structure which alludes as much to the
particular shape of the local flow pattern as to the persistence of this shape’s identity
during dynamic flow evolution.
To my knowledge, a first attempt at a classification of different turbulent flow regions
in terms of a criterion based on the acceleration gradient tensor was made by Hua and
Klein in 1998 [HK98] who compared it to the Okubo–Weiss criterion [Oku70, Wei91].
These authors introduced a criterion based on the eigenvalues of the acceleration gradient
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tensor instead of the velocity gradient tensor so as to relate turbulent stirring to the local
topography of the flow in a way that can take some account of the unsteadiness in the
equations of motion.
The first attempt at classifying ZAPs, which was in fact incomplete, was made by
Goto & Vassilicos (2004) [GV04]. They used the divergence of the acceleration gradient
tensor which is equivalent to the Okubo–Weiss criterion. In this chapter I propose a
classification of the vast majority of ZAPs in two-dimensional turbulence in terms of a
full description of the acceleration gradient tensor. This description and classification also
allows me to characterise the persistence and life-time of ZAPs, including their related
creation, sweeping and destruction properties. Finally, it allows me to introduce a new
classification of extended flow regions (ZAPs and their surroundings) which incorporates
some understanding of the size of these regions, the inner flow structure of some of these
regions and the way they fit together in 2D space.
This chapter is organised as follows: I first document the numerical methods that are
particular to this chapter, and then introduce the proposed classification. The remainder
of the chapter discusses sweeping and lifetime properties of the various ZAP classes and
finally explores the local neighbourhood of certain ZAP types.
This chapter has been submitted for publication in Physical Review E by the author
and J.C. Vassilicos with slight modifications in August 2009 under the title “Acceleration-
based classification and evolution of fluid flow structures in two-dimensional turbulence”.
As of the date of submission of this thesis, the article is still in the final stages of publi-
cation which is expected to be completed in early 2010.
5.2 Numerical methods
All data in this chapter were obtained from different runs of the DNS of a 2D stationary
homogeneous isotropic turbulent flow, as it is described in §3.2.
To investigate whether observations are dependent on the ratio of outer and inner
length scales, L/η, I employ a low-pass filter with a cutoff wavenumber kcutoff by multi-
plying the vorticity field with the Heaviside step function Θ(·) before calculating all other
derived quantities∗,
ωk,filtered = Θ(kcutoff − |k|)ωk,DNS . (5.1)
The employed filtering wavenumbers and names of the associated runs are detailed in
table 5.1. Typical scales and other characteristic properties of the different runs are
∗Note that the vorticity field is only low-pass filtered for the purpose of calculating the velocity,
acceleration and other quantities. The DNS time integration is carried out using the unfiltered vorticity
field.
5.2. NUMERICAL METHODS 89
listed in table 5.2. Note that the highest filtering threshold kcutoff = N/2 is equivalent
to not filtering the vorticity field (unfiltered runs A2, B3 and C4). All other runs have
the enstrophy cascade typical of two dimensional turbulence and the forcing scale 2π/kf
filtered out. Hence, aside from a varying ratio of outer to inner length scale, L/η, there
is a qualitative difference between the filtered and unfiltered runs: The filtered runs
only contain the inverse energy cascade part of the energy spectrum (and the large scale
dissipation), while the unfiltered runs also contain the forcing and enstrophy cascade. I
mainly focus on results relating to the inverse cascade, and thus the filtered runs, but
point out differences between the filtered and unfiltered runs where appropriate.
N = 256 N = 512 N = 1024
kcutoff = 64 A1 B1 C1
kcutoff = 128 A2 B2 C2
kcutoff = 256 B3 C3
kcutoff = 512 C4
Table 5.1: Labelling of DNS runs for different resolutions N and low-pass filtering cutoff
wavenumber kcutoff . Runs A2, B3 and C4 are essentially unfiltered as the cutoff wavenumber is
equal to the highest wavenumber in spectral space.
The acceleration a and its spatial derivatives, ∇a, are calculated from the vorticity
using spectral derivatives and the right hand side of the modified Navier-Stokes without
forcing†,
a = ∇∆−1∇ · (u · ∇u) + Dˆ u , (5.2)
where the first term is the pressure term written in terms of the non-linear velocity term,
and the second term is representative of dissipation, with the dissipation operator Dˆ as
defined in (3.3).
The temporal derivative of the acceleration is calculated using second order central
finite differences of the acceleration fields calculated at previous timesteps. The spatial
and temporal derivatives of a are needed to calculate the ZAP velocity Va.
I use third order Lagrange interpolation to calculate the value of quantities at loca-
tions between grid points. In order to correctly resolve all quantities examined in this
work, I make sure that the resolution I use for the interpolation and all intermediate steps
is sufficient to accommodate the highest wavenumber features possible in Fourier space.
The quantity with the highest possible non-vanishing wavenumber in this work is the de-
terminant of the acceleration gradient tensor, which is of the order of square of∇(u · ∇u),
†Due to the way the forcing is applied in this DNS scheme, I decided to neglect the forcing in the
calculation of a as it induces high-frequency low-amplitude contributions to the acceleration which are
negligible in magnitude.
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Run L η λ λa u′ uη a′ ǫ L/η ∇ · arms det[∇a]rms #ZAPs
A1 0.40 0.098 0.12 0.030 3.2 0.67 87 3.1 4.0 4, 800 22 · 106 5, 500
A2 0.38 0.061 0.089 0.019 3.3 0.57 120 3.1 6.2 9, 900 110 · 106 14, 000
B1 0.37 0.098 0.13 0.030 2.4 0.51 50 1.4 3.7 2, 800 6.7 · 106 5, 700
B2 0.35 0.049 0.078 0.015 2.5 0.41 70 1.4 7.1 7, 600 57 · 106 21, 000
B3 0.34 0.031 0.055 0.0095 2.5 0.35 91 1.4 11 15, 000 280 · 106 52, 000
C1 0.33 0.098 0.12 0.029 1.7 0.37 26 0.50 3.4 1, 400 1.7 · 106 5, 900
C2 0.31 0.049 0.075 0.015 1.7 0.29 36 0.50 6.4 3, 800 13 · 106 22, 000
C3 0.30 0.025 0.046 0.0074 1.8 0.23 50 0.50 12 11, 000 130 · 106 83, 000
C4 0.30 0.015 0.032 0.0047 1.8 0.20 67 0.50 19 23, 000 640 · 106 200, 000
Table 5.2: Typical scales of all DNS runs. L and η are the outer (i.e. integral) and inner
length scale respectively. η = 2π/kcutoff for filtered runs and η = 5π/2kcutoff for the unfiltered
runs A2, B3 and C4. λ = u′/(∂u1/∂x)rms and λa = a′/(∂a1/∂x)rms are the Taylor microscale
of the velocity and acceleration field, with u′ =
√
〈u1〉 and a′ =
√
〈a1〉 being the root mean
squared velocity and acceleration 1-component of the flow. Note that λa ≈ 0.3 η. Throughout
this chapter, primes on quantities or the subscript “rms” denote the r.m.s. of that quantity
over the entire flow. uη = (η ǫ)
1/3 is the characteristic small scale velocity, where ǫ is the mean
energy dissipation of the unfiltered flow. (∇ · a)rms and det[∇a]rms are the r.m.s. of the two
invariants of the acceleration gradient tensor and #ZAPs denotes the typical number of ZAPs
to be found in the flow at an instant in time. The ratio between #ZAPs of different classes,
as defined in §5.3.2, is 26:24:50 for vortical, straining and Anti-ZAPs in the filtered runs and
25:22:53 in the unfiltered runs A2, B3 and C4. All numbers are in DNS units and given with
two significant figures.
and thus can have non-zero wavenumbers up to four times as high as the velocity u and
hence the vorticity ω, which is the basic quantity integrated in the DNS and thus defin-
ing the resolution N . Therefore, the resolution I employ to calculate other quantities is
N2a = (4N)
2. In the cases where the vorticity is low-pass filtered, N2a = (8 kcutoff)
2 is
sufficient to resolve the highest wavenumber features of the det[∇a]-field.
The zero acceleration points at a time step are found by a combination of an Euler
stepping [SD97] and the conventional Newton-Raphson method. The acceleration vectors
at the corners of each grid cell are examined for a change of sign within the cell. An
indication for a zero point within a cell is given when both vector components change
sign in a grid cell. The approximate position of this zero point is determined by inverting
a bi-linear interpolation for the zero value. This point will act as the starting point for
the iterative zero point-locating algorithm. If the zero point in question is stable, the
actual acceleration vector at this initial position will point into the vicinity of the zero
point, and subsequent iterations following this acceleration vector at each iteration will
bring the current position closer to the actual zero point. If the zero point is not stable,
the point can be stabilised by multiplying the acceleration field with a matrix whose
elements are ∈ {0,±1}, and each row and column contains only one non-zero element
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[SD97]. All such matrices are applied to the acceleration field in order to find all ZAPs
irrespective of their stability. This procedure is repeated iteratively until the best guess
position is either 1) accelerating its trajectory three consecutive times (“run-away”), 2)
leaving the grid cell, 3) reaching the 100th iteration or 4) reaching a value of acceleration
which is equal to arms/20. In the former three cases, the iteration is aborted and the next
stabilising matrix is tried until all eight matrices have been tried. In the latter case, the
best guess is now sufficiently close to the ZAP to initiate a Newton-Raphson search. Five
Newton-Raphson iterations are usually sufficient to bring the magnitude of acceleration
at the best-guess ZAP down to arms/10
6. Only points that satisfy this last criterion are
being considered close enough to zero value to pose as ZAPs for the purpose of this work.
Once the ZAPs are found at individual time steps, I need to match them at different
time steps to create ZAP trajectories. To achieve this, all ZAP positions, xa(t), at a
certain time step, say t0, are advanced by their velocity which is calculated from (2.5),
xa,guess(t1) = xa(t0) +Va(t0) dt , (5.3)
to give a guess for the position at the next time step, t1, where dt = t1 − t0. I can then
match the nearest neighbours between all ZAPs at time t1 and the guessed positions from
the advanced t0-ZAPs, with a threshold of 2π/(10Na) (i.e. a tenth of a grid cell) for the
maximum distance between them. Points that have a nearest neighbour belong to the
same trajectory. Points in the set of ZAPs at t1 which don’t have a nearest neighbour
within this threshold are considered to be newly created, and hence beginnings of new
trajectories. Neighbourless points in the set of advanced guesses from t0 are considered
destroyed and thus mark the end of a trajectory.
The ZAP trajectories are then stored on the hard disk for post processing along with
the ZAP velocity Va, det[∇a], ∇ · a and the fluid velocity u at every ZAP.
The various thresholds and parameters involved in finding the ZAPs numerically have
been adjusted to yield a high number of ZAPs with the most restrictive threshold being
the upper limit of arms/10
6 for the absolute value of acceleration at a ZAP. The remaining
thresholds and parameters have been chosen to be loose enough to gain the maximum
amount of ZAPs while being as restrictive as possible when a loosening of the threshold
did not increase the number of ZAPs significantly. However, it is also unavoidable that
a small amount of ZAPs are not detected, which may lead to gaps in trajectories, or
undetected trajectories altogether. Furthermore, false positives, i.e. points that have an
absolute value of acceleration smaller than arms/10
6, but not exactly zero, are probably
also present in the data, most likely manifested in very short trajectories or singular ZAPs
(“blips”).
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Aside from choosing suitable parameters and thresholds, I have taken some additional
measures to address these issues. Very short trajectories with a length of one or two time
steps are excluded from the statistics and obvious gaps in the trajectories are filled with
linear interpolations of ZAP positions and other recorded quantities. The method I
employ to identify gaps is outlined in the appendix of this chapter.
The basic tool I employ for statistical analysis is the conditional (and joint) probability
density function (PDF). The relationship of two quantities is explored by recording the
PDFs of one quantity for a set of given values of the second (conditional) quantity along
with the first few moments of the PDF.
5.3 Classification of ZAPs
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Figure 5.1: Ratio of r.m.s. pressure gradient, (∇p)rms, and dissipation term, (Dˆu)rms,
of entire DNS flow. The unfiltered runs A2, B3 and C4 are marked with a square (), the
remaining filtered runs with a circle (◦). In all cases (∇p)rms ≫ (Dˆu)rms.
I find that the two-dimensional turbulence used in this work exhibits the same char-
acteristic relation between the r.m.s. pressure gradient and dissipation term of the entire
fluid as found in three-dimensional turbulence [VY99, TVY01], see fig. 5.1 ‡,
(∇p)rms ≫
(
Dˆu
)
rms
. (5.4)
‡For convenience of notation, I defined that the density ρ = 1.
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However, this does not imply that ∇p dominates over Dˆu at ZAPs, because ZAPs are
points where the balance ∇p = Dˆu holds.
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Figure 5.2: Left: PDFs of absolute value of pressure gradient at ZAPs only, |∇p(xa)|. The
solid lines are the unfiltered runs A2, B3 and C4, the bullets (•) and dotted lines are the
remaining filtered runs. Right: Ratio of r.m.s. pressure gradient at ZAPs only, [∇p(xa)]rms,
and dissipation term of entire DNS flow, [Dˆu(x)]rms. The unfiltered runs are marked with a
square (), the filtered runs with a circle (◦). The dashed line is the constant 1.
In fact, the PDF of |∇p(xa)|, taken at all ZAPs xa only (fig. 5.2), shows clearly
that none of the ZAPs are pressure extrema. In particular, the peak of this distribution
is sufficiently well represented by the r.m.s. pressure gradient conditioned on ZAPs
only, [∇p(xa)]rms, which is found to equal the r.m.s. dissipation term of the entire flow,
[Dˆu(x)]rms, i.e.,
[∇p(xa)]rms[
Dˆu(x)
]
rms
= (0.997± 0.014) = 1 , (5.5)
where the position vector xa indicates that the r.m.s. value is obtained at ZAPs only,
while x refers to values sampled from the entire flow (see fig. 5.2).
In summary, using ∇p(xa) = Dˆu(xa),
[∇p(xa)]rms =
[
Dˆu(xa)
]
rms
≈
[
Dˆu(x)
]
rms
≪ [∇p(x)]rms , (5.6)
for both filtered and unfiltered runs, despite the vastly different values of the ratio
[∇p(x)]rms/[Dˆu(x)]rms plotted in fig. 5.1, suggesting that (5.6) is universally true for
flows with arbitrary such ratios.
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Thus, ZAPs are not only different from pressure extrema, they are also points where
the value of Dˆu is non-zero and in fact fluctuates as much as over the entire flow. It
is [Dˆu(x)]rms which determines the strength of these fluctuations and of those of ∇p on
ZAPs.
5.3.1 Observations of the acceleration gradient tensor
The classification of ZAPs and their neighbourhoods relies on the following three ob-
servations concerning the acceleration gradient tensor at and in the neighbourhood of
ZAPs.
(i) The asymmetric part of the acceleration gradient tensor is very small compared to
the symmetric part for sufficiently large determinants of ∇a, and small in general.
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Figure 5.3: Probability density function (PDF) of the ratio between the determinant of the
asymmetric and symmetric part of the acceleration gradient tensor at ZAPs. All low-pass filtered
runs collapse on the solid black line. The unfiltered runs A2, B3 and C4 collapse on the dotted
line. Over 60% of all ZAPs in the unfiltered runs have |det[∇a(as)]/det[∇a(s)]| < 0.1. These
PDFs look identical when obtained from sampling the entire flow.
In this 2D turbulence, the symmetric and anti-symmetric gradient tensors are given
by,
∂(iaj) = −∂ij p+ Dˆ sij , (5.7)
∂[iaj] =
1
2
ǫijl Dˆ ωl , (5.8)
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where I employed the Einstein summation convention, the round and square brackets
denote symmetrisation and anti-symmetrisation, sij = ∂(iuj) is the strain tensor, ǫijl is
the Levi-Civita symbol and ωl is the vorticity.
Knowing (5.4), it is not surprising that the pressure Hessian, ∂ij p, should on average
dominate the gradient of the viscous term, ∂i Dˆuj, and thus,
[
∂[iaj]
]
rms
≪ [∂(iaj)]rms , (5.9)
as shown in fig. 5.4, where I used the Frobenius norm for matrices to calculate the r.m.s.
values.
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Figure 5.4: Ratio of symmetric to anti-symmetric r.m.s. acceleration gradient tensor,
[∇a(s)]rms/[∇a(as)]rms, of entire DNS flow. The superscripts “(s)” and “(as)” denote the sym-
metric and anti-symmetric part of the tensor respectively. The Frobenius norm for matrices is
used to calculate the r.m.s. values. The unfiltered runs A2, B3 and C4 are marked with a square
(), the remaining filtered runs with a circle (◦). In all cases [∇a(s)]rms ≫ [∇a(as)]rms.
Consequently,
det[∇a] ≈ det[∇a(s)] , (5.10)
where now the superscript “(s)” denotes the symmetric part of the tensor. Note that in
the low-pass filtered runs, the anti-symmetric part essentially vanishes completely, and
in the unfiltered runs A2, B3 and C4, it is still small with 60 % of all ZAPs having
|det[∇a(as)]/det[∇a(s)]| < 0.1, see fig. 5.3.
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Figure 5.5: Pitchfork diagrams. Left: This is a conditional PDF of ∇ · a conditioned on
det[∇a] for all ZAPs of run C3. Every column in the diagram is a normalised PDF conditioned
on (c/o) the value of det[∇a] given on the x-axis. The shade gives the height of the PDF. The
PDFs are peaked at ∇ · a = 0 for negative det[∇a] and exhibit two peaks for det[∇a] > 0. The
position of the peaks implies that the eigenvalues of ZAPs with det[∇a] > 0 are approximately
degenerate. Right: This is the same conditional PDF as shown on top, now for all grid points
in run C3. It is very similar to the top figure, with less pronounced peaks in the PDFs. Both
figures are qualitatively the same in all runs, filtered and unfiltered.
The difference between the filtered and unfiltered runs in fig. 5.3 and fig. 5.4 is due to
the fact that the high-wavenumber part of the spectrum contains almost all contributions
to the viscous term and hence, filtering that part out implies by (5.8) that ∂[iaj] ≈ 0.
This effect is further amplified by the hyperviscous term in the dissipation operator Dˆ,
which is of order ∆8 (or k16 in Fourier space).
The classification of ZAPs which I introduce in the following subsection §5.3.2 relies
on (5.10). It is therefore a nearly complete classification of those ZAPs which are not
directly influenced by the dissipative high wavenumber part of the spectrum, so that the
anti-symmetric part of ∇a is negligible and thus, the imaginary part of the eigenvalues
of ∇a is also negligible. The eigenvalues γ of the two dimensional acceleration gradient
tensor are therefore approximately real in that case and given by
γ ≈ 1
2
(
∇ · a±
√
(∇ · a)2 − 4 det[∇a(s)]
)
. (5.11)
The following two observations are given in the context where (5.10) holds in prepa-
ration for the ZAP classification in subsection §5.3.2.
(ii) The PDF of ∇·a conditioned on (c/o) det[∇a(s)] is peaked at zero for det[∇a(s)] <
0, see fig. 5.5.
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(iii) The eigenvectors γ are approximately degenerate for positive det[∇a(s)]:
det[∇a(s)] / 1
4
(∇ · a)2 . (5.12)
That is, det[∇a(s)] ≈ (∇ · a)2 /4 throughout the right hand branches seen in fig. 5.5, and
deviations from this approximate equality are always such that det[∇a(s)] < (∇ · a)2 /4.
This is clearly illustrated in fig. 5.6. As a consequence,
∇ · a = 0 ⇒ det[∇a(s)] / 0 , (5.13)
which establishes the separation of the two peaks in the PDF of ∇ · a c/o det[∇a(s)] > 0
as seen in fig. 5.5.
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Figure 5.6: Positive det[∇a(s)] part of pitchfork diagram (fig. 5.5), compensated for (5.12):
Shown is a conditional PDF of 4det[∇a(s)]/(∇ · a)2 c/o ∇ · a and det[∇a(s)] > 0 for all ZAPs
of run C3. This figure is qualitatively the same in all runs, filtered and unfiltered.
These observations apply to acceleration gradient tensors at ZAPs, and also to the
entire flow field, albeit with less degenerate eigenvalues, as shown in fig. 5.5.
Considering the general classification of critical points in §2.1.2, one can compare
fig. 5.5 with fig. 2.1 and note that ZAPs are either saddle type critical points, or attracting
or repelling nodes with approximately degenerate eigenvalues γ, also sometimes called
star nodes. The following section will relate these critical point types to different flow
patterns.
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5.3.2 Proposed classification
To understand the different branches in fig. 5.5, let us remember the relation between
the acceleration and the velocity field of incompressible fluids which was introduced in
§2.2.1. Taking the divergence of the two-dimensional Navier-Stokes equation and using
incompressibility, one arrives at
∂iai = (∂iuj)(∂jui) = −2det[∇u] , (5.14)
where det[∇u] is the second invariant of the velocity gradient tensor. Furthermore, for
divergence-free velocity fields, the eigenvalues of the velocity gradient tensor are either
real or imaginary. Hence, the sign of the divergence of the acceleration field is directly
linked to the nature of the eigenvalues of the velocity gradient tensor.
The three distinct branches in fig. 5.5 prompt the following classification given by the
value of the acceleration gradient tensor at a ZAP:
Vortical ZAPs : det[∇a(s)] > 0 ; ∇ · a < 0
Due to the degenerate nature of the eigenvalues of ∇a, the local acceleration field
around the ZAP is isotropic and the negative divergence indicates that the accelera-
tion vectors point towards the ZAP. By (5.14) this implies that the velocity gradient
tensor has imaginary eigenvalues which corresponds to solid body rotation of the
flow field in the immediate neighbourhood of the ZAP.
Straining ZAPs : det[∇a(s)] > 0 ; ∇ · a > 0
Following the same arguments, the acceleration field is locally isotropic with vectors
pointing away from the ZAP. The velocity gradient tensor has real eigenvalues and
thus, the flow field is locally straining.
Anti-ZAPs : det[∇a(s)] < 0
The square root in (5.11) cannot vanish and hence, the eigenvalues of∇a are not de-
generate. I cannot make a definitive statement about the nature of the velocity field
in this case. The name Anti-ZAP is chosen in analogy to elementary particles, be-
cause ZAPs (in this context meaning vortical and straining only) and Anti-ZAPs are
created and annihilated in pairs, similar to e.g. electrons and their anti-particles,
positrons. Furthermore, Anti-ZAPs exhibit behaviour which is qualitatively dis-
tinct from that of vortical and straining ZAPs as will become clear throughout the
remainder of this chapter.
There is about the same number of vortical and straining ZAPs and about 50% of all
ZAPs are Anti-ZAPs (see caption of table 5.2). These proportions are consistent with
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the fact that ZAPs are created and destroyed in pairs of one vortical or straining ZAP
and one Anti-ZAP.
The classification in terms of vortical, straining and Anti-ZAPs is nearly exhaustive in
the case of filtered runs where (5.10) holds at the vast majority of ZAPs. An exhaustive
classification of ZAPs in the unfiltered runs would need to account for the remaining mi-
nority of ZAPs which are directly related to the high-wavenumber dissipation range of the
energy spectrum and which are characterised by complex eigenvalues of the acceleration
gradient tensor. This issue is beyond this thesis’ scope and I leave it for future study.
5.4 Sweeping of ZAPs
A ZAP is perfectly swept by the fluid flow when its velocity Va equals the fluid velocity
u at its location xa:
ξ(xa) ≡ u(xa)−Va(xa) = 0 , (5.15)
where I also defined the local fluid velocity in the ZAP frame, ξ(xa). However, perfect
sweeping cannot be sustained for a prolonged time as the only motion admitted by perfect
sweeping is that the ZAP (and hence the fluid element at the ZAP) moves in a straight
line with constant speed §.
I therefore consider sweeping in a statistical sense to be observed when there are
statistical correlations between u and Va such that the absolute value of ξ is much
smaller than u′.
5.4.1 Correlation & decorrelation of u, Va and ξ
Following the ways data were presented in [SHV09] I explore the correlation between the
fluid velocity u, ZAP velocity Va and the local fluid velocity ξ using joint PDFs of the
vectors’ 1-component. Since the flow is isotropic and no preferential direction is singled
out by the vanishing acceleration at ZAPs, these joint PDFs give a good indication of
the correlation between the actual vectors.
In addition to the analysis carried out by [SHV09], I will also present joint PDFs of
different ZAP classes to highlight their differences.
The strong direct correlation of u and Va visible in the plot of all ZAPs in fig. 5.7 is
even more pronounced in the joint PDFs of vortical and straining ZAPs, suggesting better
sweeping for these ZAP classes. The plot for the Anti-ZAPs shows a weaker correlation
§The argument goes as follows: ξ = 0 implies ∂a/∂t+u ·∇a = ξ ·∇a = 0, hence the acceleration of a
fluid element is constant and only a = 0 can be a solution for a prolonged time due to the limited kinetic
energy of a fluid element. Thus, the velocity of the fluid element, and hence the ZAP, is its initial one.
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Figure 5.7: Joint PDFs of u1 and Va1 at ZAPs of run C3. The strong direct correlation
visible in the plot of all ZAPs is even more pronounced in the joint PDFs of vortical and
straining ZAPs. The plot for the Anti-ZAPs shows a weaker correlation. All plots in figs. 5.7,
5.8 and 5.9 are representative of all runs.
Figure 5.8: Joint PDFs of ξ1 and u1 at ZAPs of run C3. The decorrelation visible in the
plot of all ZAPs is clearer in the joint PDFs of vortical and straining ZAPs. The plot for the
Anti-ZAPs shows a weak correlation instead.
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of u and Va.
Fig. 5.8 shows the decorrelation between ξ and u for vortical and straining ZAPs,
and a weak correlation for Anti-ZAPs. Note also that in the former two cases, the width
of the PDF is much smaller for ξ than it is for u, thus indicating further evidence of
sweeping for these ZAPs.
Figure 5.9: Joint PDFs of ξ1 and Va1 at ZAPs of run C3. The decorrelation is visible in
all plots. There is a faint anti-correlation noticeable for large values of |Va1|, most visible for
Anti-ZAP. This is expected from (5.15).
The decorrelation between ξ and Va is approximately visible in all three classes,
as shown in fig. 5.9. Again, the better sweeping of the vortical and straining ZAPs is
indicated by a narrower peak of the PDF along the ξ1-axis. The anti-correlation which
is faintly visible for large values of |Va1|, and best seen for Anti-ZAPs, must exist when
|u| ≪ |Va| due to the definition of ξ, (5.15). This is expected to occur near creation or
destruction events (see §2.1.3).
The observations made by [SHV09] for all ZAPs can now be confirmed for the vortical
and straining ZAPs. However, the Anti-ZAPs show a slightly different behaviour, most
notably that Anti-ZAPs exhibit a weak correlation between ξ and u and furthermore, are
not swept as well as vortical and straining ZAPs.
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5.4.2 R.m.s. of ξ along ZAP trajectories
Sweeping is persistence in the Lagrangian frame, and as such it is not an instantaneous
phenomenon. Hence, I now want to explore the sweeping behaviour not just at instan-
taneous ZAPs, but in relation to whole ZAP trajectories, which have been obtained as
described in §5.2.
As a measure of sweeping of a ZAP over its entire lifetime, I consider the root mean
squared (r.m.s.) ξ at a ZAP, averaged over its lifetime, sampled at every recorded timestep
of its trajectory. There are a few caveats that need to be considered.
Firstly, as detailed in §2.1.3, the creations and destructions of ZAPs happen when
det[∇a] = 0, which means that at these events, |Va| → ∞ and thus also |ξ| → ∞. I
define the r.m.s. of ξ averaged over a ZAP’s trajectory,
ξ′traj ≡
√
〈ξ2〉traj =
√
1
Tlife
∫ Tlife
0
ξ2(t′) dt′ , (5.16)
with Tlife being the lifetime of the particular ZAP trajectory considered, and 〈·〉traj indicat-
ing the average over that single trajectory (the subscript “traj” indicates that a quantity
refers to a single trajectory). ξ′traj is not necessarily well defined, as the boundaries of
the averaging domain are singularities and I do not have sufficient knowledge about the
behaviour of |ξ| near these singularities. However, if one assumes that the singularity is
well behaved in the sense that (5.16) is finite, this average can be calculated using a finite
amount of sampling points.
Secondly, since I want to use (5.16) as a measure of sweeping for a ZAP trajectory,
I am not primarily interested in the contribution of the singularities to the average, but
in the typical value of ξ2 at the ZAP when it is not being created or destroyed. As
before, I expect typically |ξ(x, t)| < u′ at events (x, t) where sweeping takes place along
a trajectory. However, it is difficult to select and disregard the contributions of the
creation and destruction events to the average. Thus, I average over the entire trajectory
(where this is possible, see next paragraph) and acknowledge that the singularities at the
beginning and end of a trajectory will introduce a “lifetime-bias” that gives higher values
to ξ′traj for shorter lived trajectories. Taking this into account, the values arising from
this kind of averaging can only be used for qualitative comparisons of sweeping.
Lastly, the numerical method employed to find the trajectories cannot guarantee that
the trajectory will contain the singularity at the beginning and the end. This might be
either because the ZAP was created in the flow before I started to record trajectories (or
is destroyed only after I stop recording) or because the trajectory tracking is interrupted
due to numerical issues (see §5.2). This means that the lifetime-bias might not be present
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for some trajectories at random.
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Figure 5.10: Means of ξ′traj from all trajectories in run C3 (left column) and their standard de-
viation (right column). The top row is conditioned on the trajectory average of the determinant
of the acceleration gradient tensor, 〈det[∇a]〉traj. The bottom row is conditioned on the trajec-
tories’ lifetimes. Shown are vortical ZAPs only (solid blue line), straining ZAPs only (dashed
green) and Anti-ZAPs only (dash-dotted red). The means are sampled from all recorded ZAP
trajectories in a simulation run. The standard deviation σ¯ is the square root of the variance of
all ξ′traj contributing to a PDF (Var), divided by the number (n) of sampled ξ
′
traj: σ¯ =
√
Var/n.
Extreme trajectories with ξ′traj > 5u
′ have been disregarded for these plots to avoid cluttering
peaks. These plots are qualitatively representative of all runs.
Taking these issues into account, in fig. 5.10 I plot ξ′traj, a mean ξ
′
traj over particular
sets of trajectories in a run. In the top row of fig. 5.10 I calculate this mean by condi-
tioning these trajectories on 〈det[∇a]〉traj and see that, generally, ξ′traj < u′ for positive
〈det[∇a]〉traj. That is, sweeping is present for vortical and straining ZAP trajectories.
However, ξ′traj & u
′ for negative 〈det[∇a]〉traj, i.e. no evidence of sweeping can be found
for Anti-ZAP trajectories.
Furthermore, the bottom row of plots in fig. 5.10 clearly shows the lifetime-bias of
ξ′traj for short lived trajectories, which are dominated by creation and destruction events.
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In these cases when the lifetime is short, I expect sweeping to only take place for a small
fraction of the ZAP’s filetime, if at all.
Moreover, the bottom row of plots in fig. 5.10 also shows that the long lived vortical
and straining trajectories are well swept, with the vortical ones having the lowest ξ′traj.
Summarising, I found evidence for sweeping of long-lived vortical and straining ZAPs
and no indication that Anti-ZAPs are swept, irrespective of their lifetime. Sweeping of
short lived (vortical and straining) ZAPs cannot be observed; however a very short period
of sweeping cannot be ruled out completely.
5.4.3 Reynolds number dependence of sweeping
Chen et al. [CGV06] presented a scaling argument for ξrms which I repeat and discuss
within the context of my own different results. Equation (2.4) can easily be transformed
into
Da
Dt
= ξ · ∇a , (5.17)
where D/Dt denotes the Lagrangian derivative following the fluid velocity u. Assuming
statistical independence of ξ and ∇a as well as Kolmogorov scaling at ZAPs, that is all
Lagrangian and spatial derivatives of a at ZAPs scale as small scale quantities, Chen et
al. [CGV06] argued that
ξ′ ≡
√
〈ξ2〉 ∼ (Da/Dt)rms
(∇a)rms
∼ η
τη
∼ uη , (5.18)
where 〈·〉 is the average over all ZAPs at an instant in time and η and τη are, respectively,
the length- and time-scale of the smallest eddies in the flow. For the filtered data I expect
uη ∼ u′ (L/η)−1/3 by virtue of its well-defined energy spectrum ∝ k−5/3 [GV04].
The conclusion is that ZAPs move on average like a small scale quantity proportional
to the small scale velocity uη. However, the filtered data is best fitted with the scaling
ξ′ ∼ u′
(L
η
)−(0.257±0.008)
≈ u′
(L
η
)−1/4
, (5.19)
as can be seen in fig. 5.11. While this might initially seem contrary to the scaling suggested
by Chen et al. [CGV06], let us apply the discussion of ξ′traj in §5.4.2.
ZAPs which are sufficiently close to creation or destruction will have a very large
(instantaneous) |ξ|. Let us refer to such ZAPs as being in a near-singular state. Following
the arguments in §5.4.2, ZAPs with short trajectories are predominantly in a near-singular
state. On the other hand, I shall define ZAPs which have a very small |ξ| as being in
a swept state. In §5.4.2, I have shown that sufficiently long lived vortical and straining
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Figure 5.11: Reynolds number dependence of ξ′ at ZAPs and trajectories. Shown are: the
average ξ′traj of all trajectories in a run sampled over trajectories of all ZAPs with a life time
Tlife ∈ [0, 0.05]TL (squares ) and sampled over trajectories of vortical ZAPs with Tlife ∈ [2, 4]TL
(circles ◦) as well as ξ′ at all ZAPs (bullets •). Extreme values with |ξ| > 5u′ have been
filtered out to reduce the noise; η = 2π/kcutoff in all cases. The solid lines are the best fit
power law ∼ (L/η)p in every case and the dashed lines indicate the 1σ confidence interval of
each fit. The best fit exponents are: p() = −(0.158 ± 0.075), p(◦) = −(0.371 ± 0.074) and
p(•) = −(0.257 ± 0.008). Filtered runs (A1, B1, B2, C1, C2 & C3) only.
ZAPs are mostly in this state.
With regards to the scaling argument, ZAPs which are not in a near-singular state
should scale as ξ′ ∼ uη (5.18). For ZAPs in a singular state, i.e. at creation and destruc-
tion, I know that |ξ| ≈ |Va| → ∞ and hence, it is not feasible to suggest a meaningful
scaling for singular or near-singular ZAPs.
However, it is clear that ξ′near−singular, which is obtained by sampling only near-singular
ZAPs, should always be larger than ξ′swept sampled at swept ZAPs only. When considering
sweeping of all ZAPs irrespective of their state, one would expect ξ′all ≡ ξ′ to lie in between
the extreme cases:
ξ′swept < ξ
′
all < ξ
′
near−singular . (5.20)
These inequalities are valid for all L/η and hence, the scaling exponents must follow the
inequalities
pswept ≤ pall ≤ pnear−singular , (5.21)
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if a power-law of the form
ξ′state ∼
(L
η
)pstate
(5.22)
is a reasonable approximation for all states, swept, near-singular or mixed together (all).
Otherwise, (5.20) would be violated as L/η →∞.
To verify these scalings, I estimate each ξ′state by averaging over many appropriate
ξ′traj samples. To sample ZAPs in a predominantly near-singular state, I average over
trajectories of all ZAP classes with 0 < Tlife < 0.05TL, i.e.,
ξ′near−singular ≈
〈
ξ′traj(Tlife)
〉
Tlife∈[0,0.05]TL . (5.23)
To sample ZAPs in a predominantly swept state I average over vortical ZAP trajectories
with 2 TL < Tlife < 4 TL, i.e.,
ξ′swept ≈
〈
ξ′traj(Tlife)
〉
Tlife∈[2,4]TL . (5.24)
In the latter case, I choose vortical ZAPs only as they are the only class of ZAP which
provide statistics of sufficient quality for this scaling analysis at such long lifetimes. TL =
L/u′ is the integral timescale.
Fig. 5.11 shows that the best fit power laws for all filtered runs are
ξ′near−singular ∼ u′
(L
η
)−(0.158±0.075)
≈ u′
(L
η
)−1/8
, (5.25)
obtained from the very short-lived trajectories and
ξ′swept ∼ u′
(L
η
)−(0.371±0.074)
≈ u′
(L
η
)−1/3
, (5.26)
from the long-lived vortical trajectories. The best fit slope in (5.25) is sensitive to the
upper lifetime limit chosen for the approximating average; the current upper limit has
been empirically chosen to minimise the uncertainty in the fit parameters. The best fit
slope of (5.26) is robust with respect to small changes of the lifetime limits.
Given the uncertainty in the data and the arbitrariness of the chosen lifetime limits for
averaging, I feel that these results offer a satisfactory confirmation of the given arguments
and the scaling behaviour of local ZAP velocities ξ in the various ZAP states.
These arguments, thus confirmed, show how ξ′ of ZAPs in all states can scale with
an exponent of L/η which is shallower than the initially expected −1/3. Indeed, I have
seen that pswept ≈ −1/3, which is a confirmation that ξ′swept ∼ uη.
The difference between (5.19) and the results presented in [CGV06] is most likely due
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to the different algorithms employed to numerically find the ZAPs in the acceleration
field, possibly introducing a different bias towards ZAPs in different states.
Aside from the subtle issues concerning the precise numerical value of the scaling
exponent, the most important result is consistently found:
ξ′
u′
→ 0 as L
η
→∞ , (5.27)
which states that for increasing Reynolds numbers, ZAPs are on average more and more
closely swept with the local fluid velocity u, thus quantifying the Tennekes sweeping
hypothesis [Ten75, CGV06, SHV09].
5.5 Lifetime of ZAP trajectories
The effects that ZAPs may have on scalar mixing, velocity field dynamics and preferential
concentration of inertial particles will surely depend on their lifetime.
The PDF of trajectory lifetimes takes the same basic form in all runs. The histograms
of lifetimes for the three ZAP classes also show the same behaviour in all runs. A
representative plot is shown in fig. 5.12. It is apparent that the majority of ZAPs have
a very short lifetime which is shorter than the time-scale of the smallest eddies, τη ≡
η/uη ∼ TL(L/η)−2/3.
However, it is also immediately noticeable that the longest lived ZAPs are of the
vortical kind, with lifetimes observed up to the length of the simulation run, e.g. ≈ 7 TL
for run C3 (fig. 5.12) ¶, which is extremely long.
The histograms of the straining and Anti-ZAP trajectory lifetimes are qualitatively
similar to each other, with the Anti-ZAP trajectories being roughly twice as abundant
throughout (see also caption of table 5.2).
While the qualitative shapes of the PDF and histograms are very similar in all runs,
the ratios of the mean lifetimes of different ZAP classes are different for the filtered and
unfiltered runs as detailed in table 5.3. The mean lifetimes of vortical, straining and
Anti-ZAPs exhibit on average ratios of 100:75:80 for the low-pass filtered runs without
enstrophy cascade and 100:65:74 for the unfiltered runs which include the enstrophy
cascade range and forcing scale.
¶The length of the individual simulation runs was chosen so that the lifetime PDF is well resolved,
i.e. the number of trajectories with a lifetime equal or greater than the simulation length should be of
the same order as the number of trajectories contributing to the longest lifetime data point in the PDF .
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Figure 5.12: PDF and histograms of trajectory lifetimes. The solid black line is the PDF of
all ZAP trajectory lifetimes. The blue (◦), green (+) and red () symbols represent vortical,
straining and Anti-ZAP histograms respectively. The histograms are normalised so that the
sum adds up to the PDF of all ZAPs. Note that the ratio of Anti- to straining ZAP trajectory
lifetimes is roughly constant throughout the graph, whereas the vortical ZAP lifetime histogram
is tilted towards longer lifetimes, crossing the straining and Anti-ZAP histograms at ∼ τη and
∼ 2 τη respectively. Almost all trajectories with a lifetime of 3 τη or longer are of the vortical
kind. Run C3.
N = 256 N = 512 N = 1024
kcutoff = 64 100:74:76 100:75:81 100:75:83
kcutoff = 128 100:63:71 100:75:79 100:75:82
kcutoff = 256 100:65:75 100:76:81
kcutoff = 512 100:66:77
Table 5.3: Ratios of mean lifetimes of ZAP classes for different runs, normalised to mean
lifetime of vortical ZAPs: vortical:straining:Anti-ZAP. The average ratios for the filtered runs
are 100:75:80 and for the unfiltered runs A2, B3 and C4, 100:65:74.
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5.5.1 Reynolds number dependence of ZAP lifetimes
As the lifetime of a ZAP depends on the likelihood of two ZAPs meeting and annihilating,
an estimate of the scaling behaviour of average ZAP lifetimes can be obtained from
considering a ZAP pair’s relative velocity and distance. The Taylor microscale of the
acceleration field, λa, is characteristic of the average distance between ZAPs
‖, and is
found to scale with η, specifically λa ≈ 0.3 η (see table 5.2 for the detailed results and its
caption for the definition of λa and η). Given λa and the r.m.s. relative velocity of ZAP
pairs, ξˆ′, the average lifetime might be estimated as
〈Tlife〉 ∼ λa
ξˆ′
, (5.28)
under the assumption that λa and ξˆ
′ are statistically independent.
Let x1 and x2 be the positions of two neighboring ZAPs which are a typical distance
≈ λa < η apart from each other. The fluid velocities at both positions can be related by
the approximation
u(x1) ≈ u(x2) + ∆x · ∇u(x2) +O
[
∆x2
]
, (5.29)
where ∆x = x1 − x2. The relative velocity between the two ZAPs is then given by
ξˆ = [Va(x1)−Va(x2)] · ∆x|∆x| (5.30)
= ∆x · ∇u(x2) · ∆x|∆x| −∆ξ ·
∆x
|∆x| +O
[
∆x2
]
,
where ∆ξ = ξ(x1)−ξ(x2). The scaling behaviour of the first term is given by Kolmogorov
scaling under the usual assumption of statistical independence, i.e.,
(
∆x · ∇u(x2) · ∆x|∆x|
)
rms
∼ λa · uη
η
∼ uη , (5.31)
and ∆ξ ·∆x / |∆x| is also expected to scale with uη, albeit with possible minor deviations
which matter if the mix of states which is present when considering the set of all ZAPs
(as discussed in §5.4.3) is relevant in the calculation of 〈Tlife〉.
‖The proof of the generalised Rice theorem given in [GV09] can also be applied to the acceleration
field of this thesis’ turbulent flow. The Taylor microscale of acceleration, λa, is therefore proportional to
the average distance between ZAPs. Furthermore, since the fractal dimension of the set of ZAPs is 2 in
energy-cascading two-dimensional turbulence, as shown in [GV04], the average length between ZAPs is
also the characteristic length between ZAPs. For these reasons, (5.28) is a good estimate of the average
ZAP lifetime.
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Thus, in the absence of such deviations, the average ZAP lifetime 〈Tlife〉 may be
estimated to scale as τη = η/uη, i.e.,
〈Tlife〉 ∼ τη . (5.32)
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Figure 5.13: Reynolds number dependence of mean ZAP trajectory lifetime. The circles (◦)
are data points from all (i.e. vortical, straining and Anti-) ZAP trajectories from the filtered
runs and the squares () represent all ZAP trajectories from the unfiltered runs. The solid line
is ∝ (L/η)−(0.093±0.016), the dashed lines indicate the 1σ confidence interval of the fit.
The best fit exponent from scaling the average lifetimes of all ZAP trajectories, as
shown in fig. 5.13, is
〈Tlife〉 ∼ τη
(L
η
)−(0.093±0.016)
. (5.33)
and thus is in agreement with the expectation that the average lifetime scales ∼ τη with
a minor correction. The scaling behaviour of the different ZAP classes is identical, as
indicated by the approximately constant ratio of mean ZAP lifetimes given in table 5.3.
Following §5.4.3 and assuming that the contribution from the ∆ξ term dominates the
scaling (5.28), the average lifetime of ZAP trajectories is expected to scale as
〈Tlife〉 ∼ τη
(L
η
)−(0.076±0.008)
, (5.34)
where I used pall = −(0.257 ± 0.008) from (5.19) as the scaling exponent for ξˆ′ and
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u′ ∼ uη (L/η)1/3 to obtain the numerical value of the exponent expected from the results
in §5.4.3.
While the numerical values of the exponents in (5.33) and (5.34) agree with each other,
note that this observation is only valid within the range of values of L/η presented in this
chapter. There are in particular two circumstances which demand further investigation
if one was to attempt to extrapolate the average lifetime scalings (5.33) and (5.34) to
higher L/η.
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Figure 5.14: PDF of trajectory lifetimes for all classes of ZAPs, for different ratios L/η. The
PDF with the lowest L/η is marked with the symbol ×, the PDF with the highest with +. Note
that the steepness of the indicated trendlines changes sharply between the extremal ratios L/η
for short lived trajectories and hardly at all for the long lived ones. All filtered and unfiltered
runs are included.
Firstly, consider the PDF of trajectory lifetimes shown for different L/η in fig. 5.14. In
the figure, two qualitatively different regions are indicated which could be identified with
short- and long-lived trajectories. The PDF in the domain of long-lived ZAPs collapse
well under the normalisation Tlife/τη. However, the trendlines in fig. 5.14 indicate that
the slope of the PDFs increases with L/η in the domain of short-lived ZAPs, approaching
the slope which is present near longer lifetimes. This change of slope causes the minor
correction to the scaling exponent. It is conceivable that this slope near short lifetimes
asymptotes towards the value of the slope near longer lifetimes, implying that the PDF
of Tlife fully collapses with the time scale τη as L/η →∞, and therefore that the scaling
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of ZAP lifetimes approaches
〈Tlife〉 ∼ τη as L
η
→∞ . (5.35)
Secondly, as discussed in §5.2, numerical gaps might still be present in the trajectories,
thus increasing the slope of the lifetime PDF, i.e., the occurrence of a (broken) long
trajectory is shifted towards short trajectories in the PDF, where it now contributes as two
(or more) trajectory fragments. Hence, the algorithm employed to find the trajectories
introduces its own bias, and thus is likely to influence the PDF of ZAP lifetimes (fig. 5.14)
and therefore also 〈Tlife〉. In particular, this bias may itself differ with varying L/η and
therefore introduce its own spurious L/η scaling in 〈Tlife〉, hence returning (5.33) and
(5.34) instead of (5.32). A numerical method similar to the one described in [TWSH02]
might be better suited to obtain gap-free trajectories, and thus, more confidence in the
scaling of lifetime PDFs. Furthermore, trajectories at the very short end of the lifetime
PDF only travel a very short distance during their existence, which can be as small as a
grid cell of the interpolation grid with resolution Na (see §5.2), or even smaller. Thus,
the detection of such short trajectories is more prone to numerical errors than that of
long-lived trajectories, deteriorating the quality of the lifetime PDF at the short-lived
end.
Hence, I conclude that 〈Tlife〉 ∼ τη to a good approximation and that further work is
needed to settle any small correction that there may be to this scaling. Future studies
aimed at this issue will require higher L/η and a different numerical algorithm to obtain
ZAP trajectories.
5.6 Local neighbourhood of ZAPs
After investigating properties of ZAPs themselves, I now turn my attention to the local
flow field surrounding different classes of ZAPs.
5.6.1 Flow classification
The pitchfork diagram in fig. 5.5 is very similar for all points in the flow to what it is
for all ZAPs. It is therefore tempting to apply the ZAP classification to any point in
the flow. Preempting this section’s conclusion, it turns out that the flow is split into
regions of typical size λa which are either of vortical, straining or mediating (term related
to Anti-ZAPs and explained in the next paragraph) kind.
Vortical regions are such that det[∇a] > 0 and ∇·a < 0 whereas straining regions are
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such that det[∇a] > 0 and ∇ · a > 0. It is clear from fig. 5.5 that the probability to find
a point in the flow where det[∇a] > 0 and ∇ · a = 0 is essentially zero. Consequently,
vortical and straining regions cannot be adjacent to each other; they must be separated
by a mediating region, where det[∇a] < 0, hence the term “mediating”.
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Figure 5.15: PDF of distance between arbitrary points in the flow and nearest ZAP. Shown
are vortical (solid line), straining (dashed line) and mediating (dash-dotted line) points in the
flow, grouped together according to the class of the nearest neighbour ZAP (vortical, straining
and Anti-ZAP, top to bottom). Run C3.
This separation of regions is somewhat illustrated by fig. 5.15 which shows PDFs of
the distance between points in the flow and their respective nearest ZAP. The nine PDFs
shown arise from the nine possible combinations of the three types of flow point and ZAP
classes.
There are three distinct positions for the peaks of the PDFs in fig. 5.15: The peak
at the smallest distance d < λa occurs when the flow point and ZAP are of the same
class, which can be understood as being representative of the immediate neighbourhood
of a ZAP. The peak at intermediate distances 1 < d/λa < 2 occurs when one of the flow
point or ZAP is vortical or straining and the other is mediating or Anti-ZAP. Lastly, the
peak at the largest distance d > 2λa occurs for the two cases when flow point and ZAP
are vortical and straining, thus confirming that the distance between a flow point in a
vortical region and a ZAP in a straining region must be on average larger than in the
other cases, because vortical and straining regions cannot be adjacent.
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5.6.2 Local flow patterns around ZAPs
The degenerate nature of the eigenvalues of ∇a at vortical and straining ZAPs implies,
as explained in §5.3.2, that the acceleration at a point near to such a ZAP is aligned
with the distance vector of that point to the ZAP. I thus expect that the acceleration
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Figure 5.16: PDF of angles between the acceleration vector, a, and the vector connecting
arbitrary points in the flow with their respective nearest ZAP, n. Shown are vortical (solid line),
straining (dashed line) and mediating (dash-dotted line) points in the flow, grouped together
according to the class of the nearest neighbour ZAP (vortical, straining and Anti-ZAP, top to
bottom). Run C3.
vector a at a point x in the flow near enough a vortical ZAP at xa to be approximately
parallel to the vector n ≡ xa − x. Furthermore, for a straining ZAP, I expect these
vectors to be approximately anti-parallel. However, no such alignment is expected in the
close neighbourhood of an Anti-ZAP (see §5.3.2).
Fig. 5.16 confirms these expected alignments for vortical and straining ZAPs while
no predominant alignment is visible for Anti-ZAPs. Note that the alignment is best at
flow points close to the ZAP, i.e. from the same kind of region as the ZAP, but it is still
significant at flow points further away as indicated by the PDFs for the cases where the
type of the region containing the flow point is different from the ZAP class. Moreover,
when conditioning these PDFs on the distance d between flow point and ZAP, the shape
of the PDF remains approximately the same for 0 / d / 5λa and even beyond.
The degenerate nature of the eigenvalues of ∇a at, and the good sweeping properties
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Figure 5.17: PDF of angles between the velocity vector in the nearest ZAP frame, ξzf , and
the vector connecting arbitrary points in the flow with their respective nearest ZAP, n. Shown
are vortical (solid line), straining (dashed line) and mediating (dash-dotted line) points in the
flow, grouped together according to the class of the nearest neighbour ZAP (vortical, straining
and Anti-ZAP, top to bottom). Run C3.
of, vortical ZAPs suggest that the local flow velocity at points close to the nearest ZAP
is approximately perpendicular to the acceleration vector a and thus also to the vector
n = xa − x, if the ZAP is vortical and if this flow velocity ξzf is measured in the frame
moving with that ZAP, i.e.,
ξzf(x) ≡ u(x)−Va(xa) ⊥ n , (5.36)
where xa is the position of the ZAP nearest to x. The implication behind the sweeping
property is that the flow velocity at x is effectively frozen in the frame moving with
Va(xa).
As illustrated by fig. 5.17, this prediction is approximately satisfied, thus demonstrat-
ing how powerful Va can be in taking into account the time dependence of local flow
patterns in some cases. Note that the sharpest peak around ∡(ξzf ,n) = π/2 for vortical
ZAPs is for mediating flow points. This behaviour is likely due to the prevailing devia-
tions from ξzf(xa) = 0 (see §5.4), thus spoiling the alignment of ξzf and n at very small
distances d = |n|, i.e. in the very near neighbourhood where the flow region is also of
the vortical kind. As for the alignment of a and n, the shapes of these PDFs for vortical
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ZAPs (fig. 5.17, top) remain approximately similar for 0 / d / 5λa and beyond. The
PDFs for other ZAPs seem to show some weak preferred alignments, but they are not
very clear and I leave them for future study.
5.6.3 Estimating the size of vortical flow structures
As I have shown, the influence of a ZAP on the flow field stretches at least as far as 5λa
in run C3. I now try to estimate how large the observed flow patterns and associated
coherent structures surrounding ZAPs can be. In §5.6.2, I found a noticeable signature of
coherent eddies surrounding vortical ZAPs in the observable flow velocity and acceleration
fields. Thus, I now attempt to find this signature in a larger neighbourhood of vortical
ZAPs.
Since the expected size of the structures is larger than the average distance between
ZAPs, using the nearest ZAP as a point of reference for the local velocity frame is not
recommended as the nearest ZAP might not be the one defining the effectively frozen
flow pattern at the point x in the region under investigation.
Instead, I make the assumption that the velocity of the reference frame in which the
coherent eddy appears to be approximately frozen (see §5.6.2) varies only by a negligible
amount throughout the frozen flow pattern,
Va(x) ≈ Va(xa,ref) , (5.37)
where Va(xa,ref) is the velocity of the ZAP that defines the reference frame and Va(x) is
the constant acceleration point (CAP) velocity of a point belonging to the flow structure.
Note that the CAP velocity Va(x) is defined by (2.4) in the same way as for ZAPs,
but for any point in the flow, i.e., also where |a| 6= 0. A CAP follows the trajectory of an
acceleration vector which is constant in magnitude and direction, and thus its existence is
more sensitive to fluctuations in the acceleration field than a ZAP. In particular, I expect
points with det[∇a] = 0 to occur in areas of size λa, and hence, a frozen flow pattern,
which I have seen to extend to several λa in size, is very likely to have points where
det[∇a] = 0, and thus Va → ∞. However, the majority of CAPs have non-singular
velocities and thus, I assume that (5.37) is a suitable approximation when considering
statistics of entire flow patterns.
The local fluid velocity in the CAP frame of reference can also be defined as
ξ(x) ≡ u(x)−Va(x) , (5.38)
similar to (5.36), but for CAPs as well as for ZAPs. It was first pointed out by Schwan-
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der et al. [SHV09] that the PDF of ξ1 transverse to the acceleration component a2 is
bimodal for accelerations |a| & a′, likely due to the presence of intense vortices in the
isotropic turbulent flow. I now confirm this finding (fig. 5.18) and use it to estimate the
size of vortical flow structures.
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Figure 5.18: Conditional PDF of ξ1 along vertical axis, conditioned on a2 (horizontal axis).
Data from vortical flow regions of run C3. Grey lines indicate expected velocity profiles ξ1 =
±
√
rcirc |a2| from circular motion with highest probability averaged along the shown lines. In
this case rcurv ≈ 11λa. This plot is qualitatively the same for vortical, mediating and all regions
combined in all runs, but not for straining regions.
Assuming circular flow patterns in the reference frames of coherent eddies, I expect
ξ(x) = u(x)−Va(x) ⊥ a(x) (5.39)
to be approximately satisfied for regions in which vortical flow structures exist. Thus,
the relation between the perpendicular components ξ1 and a2 for circular motion, i.e.,
|a2| = ξ
2
1
rcurv
⇒ ξ1 = ±
√
rcurv |a2| , (5.40)
can be used for an approximate determination of a curvature radius, rcurv. This can be
done by tracing how the peak of the a2-conditioned PDF of ξ1 depends on a2. Fig. 5.18
is a plot of this conditional PDF as well as of (5.40) and is representative of the similar
plots for vortical, mediating and all combined regions of all runs. (This last case is the
one studied in [SHV09].) However, this plot is very different for straining regions, where
118 CHAPTER 5. CLASSIFICATION OF ZERO-ACCELERATION POINTS
101
100
101
L /η
r c
u
rv
/
η
Figure 5.19: Reynolds number dependence of most probable rcurv of vortical flow patterns
across all runs. The bullets (•), circles (◦) and squares () are data points from all, vortical
and mediating regions respectively. The solid line indicates a fit of rcurv/η ∝ (L/η)p, the dashed
lines indicate the 1σ confidence intervals of the fits. The best fit exponents found are p(•) =
(0.448 ± 0.033), p(◦) = (0.473 ± 0.045) and p() = (0.509 ± 0.036). Note that the quoted
confidence intervals represent only the scatter of the individual data points, not the uncertainty
in obtaining the data points. The total confidence interval, combining all uncertainties, is likely
to be a multiple of the quote one (see text).
circular structures are not to be expected, and where (5.39) and (5.40) cannot hold.
The most probable rcurv from all runs and suitable kinds of regions are shown in
fig. 5.19. First of all, note how rcurv is much larger than λa ≈ 0.3 η in all cases (e.g.
rcurv ≈ 11λa in run C3, see caption of fig. 5.18) and thus considerably larger than the
average distance between ZAPs. Secondly, the observed scaling exponent indicates that
the size of the vortical flow patterns does not scale with the average distance between
ZAPs, rcurv ≁ λa ∼ η, but with a length-scale between η and L.
The Taylor microscale λ ∼ η (L/η)1/3 is the expected length-scale which characterises
the size of flow structures in the velocity field [GV04, GV09]. However, the scaling
exponent found in fig. 5.19 is steeper than 1/3. Given the uncertainty arising from the
approximations made in obtaining rcurv, I feel that it is not viable to conclude whether
the observed scaling is in agreement with λ or not.
I do conclude, however, that structures centred around ZAPs can be significantly
larger than the distance between ZAPs. The characteristic size of these vortical structures
is found to scale with a length-scale larger than η, and thus also larger than λa.
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5.7 Conclusions
I now draw all observations together into a consistent picture of ZAPs in two-dimensional
stationary homogeneous isotropic turbulence.
ZAPs are not pressure extrema. They are points where a non-zero pressure gradient
balances a non-zero dissipative force. The range of values taken by this dissipative force
at ZAPs is indicative of the range of its values over the entire flow.
The anti-symmetric part of the tensor ∇a is generally negligible compared to the
symmetric part (fig. 5.3). Furthermore, the distribution of ZAPs in the space spanned by
the two invariants of the acceleration gradient tensor, ∇ · a and det[∇a], exhibits three
distinct branches in all simulation runs (fig. 5.5). This pitchfork structure with three
distinct branches is not limited to ZAPs, but also holds when all flow points are sampled.
The three branches suggest a classification of three ZAP types: vortical and straining
ZAPs, both with a positive determinant of ∇a, and Anti-ZAPs with a negative determi-
nant. Topological constraints on the acceleration field imply that ZAPs are created and
destroyed in pairs, where a pair always consists of a ZAP with positive determinant and
an Anti-ZAP. As a result, 50% of all ZAPs are Anti-ZAPs. The number of vortical and
straining ZAPs is about the same.
Note that vortical and straining velocity stagnation points (VSPs) annihilate pairwise
directly without the need for a mediating “Anti-VSP” (which, in fact, doesn’t exist).
The vortical VSPs have a positive determinant of ∇u and the straining ones a negative
determinant, and thus, by virtue of the usual bifurcations of vector fields introduced in
§2.1.3, these two kinds of critical points of the velocity field can annihilate directly.
Aside from the ZAP class, which is fixed throughout the lifetime of a ZAP, a ZAP
can be in different states which change during its lifetime. Near creation or destruction,
where |Va| → ∞, ZAPs are in a near-singular state where no sweeping can be observed.
When ZAPs are not in this state, vortical and straining ZAPs are typically swept by the
local fluid velocity, a state which is characterised by |ξ| ≪ u′.
Vortical and straining ZAPs are decidedly different in their sweeping behaviour com-
pared to Anti-ZAPs. While the former are generally swept by the local fluid velocity
to an acceptable statistical approximation, I find no clear evidence that Anti-ZAPs are
swept. Instead, a positive correlation between ξ and u exists for Anti-ZAPs. Long-lived
vortical and straining ZAPs are on average swept, and short-lived ZAPs of these kinds
are dominated by the creation and destruction events where the ZAP velocity |Va| → ∞.
Long-lived ZAP trajectories show a better sweeping behaviour with increasing Reynolds
number, thus underpinning Tennekes’ sweeping hypothesis [Ten75, CGV06, SHV09].
Vortical ZAPs are on average the longest lived, straining ones on average the shortest.
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However, irrespective of ZAP class, the vast majority of ZAPs are short-lived with life-
times smaller than the time-scale of the smallest eddies, and therefore in a near-singular
state. Nevertheless, the average ZAP lifetime seems to scale with that time-scale. The
longest lived ZAPs are of vortical kind, suggesting that the associated flow configuration
is the most stable, capable of surviving for times as long as a few integral time scales.
Hence, out of the many ZAPs in a flow, only a small number lives sufficiently long
to be associated with persistent coherent structures. It is these few points that have
the potential to characterise the mixing and transport properties of a flow through their
relation to coherent structures. The short-lived majority of ZAPs is unlikely to influ-
ence coherent structures, but might still have a physical significance in other areas like
clustering of inertial particles. Indeed, the correlation between inertial particle cluster
and clusters of ZAPs observed in [CGV06, GV06, GV08] is in agreement with short-lived
ZAPs. The relevant time-scale for the clustering correlation is that of the ZAP cluster,
not of the clustering ZAPs themselves. Indeed, the higher density of ZAPs in a cluster
implies a higher probability of collision and thus destruction, and hence, it should come
at no surprise that ZAPs in a dense cluster have a shorter lifetime than more isolated
peers.
The application of the proposed classification to the entire flow shows that vortical
and straining regions cannot be adjacent and thus, are always separated by a mediating
flow region, which contains Anti-ZAPs.
Moreover, structures around vortical ZAPs can be significantly larger than λa. Hence,
it is possible that several ZAPs occur within the area belonging to one structure, with
one ZAP near the centre dominating the whole structure. An alternative (or additional)
explanation might be that there are big voids around dominant vortical ZAPs, which
contain no ZAPs at all. Voids like these have been observed in a study of clustering of
inertial particles [CGV06].
The size of these structures typically scales with a length scale larger than the char-
acteristic distance λa between ZAPs, and λa ∼ η. There is not enough evidence in the
current data analysis to link this size to the Taylor microscale λ of the velocity field, but
a relation between the size of these structures and λ can also not be excluded.
5.8 Appendix: Gap finding method
To identify potential gaps in the numerically determined trajectories of ZAPs, I first
examine all beginnings and endings of trajectories. As discussed in §2.1.3, ZAPs are nec-
essarily created and destroyed in pairs. Thus, I shall use the presence of a suitable creation
or destruction partner ZAP as an indicator for a trajectory having an orderly beginning or
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end. If a suitable partner ZAP cannot be located, I assume that the trajectory-beginning
or -ending is due to numerical issues and thus, bordering a gap.
I further assume a suitable partner ZAP to be present if it is within a temporal
threshold of one timestep and a spatial threshold of 2 dx = π/N (i.e. two grid points’
distance). If no matching partner ZAP for a trajectory’s ending can be found, I carry
out a search for a suitable partnerless trajectory-beginning within a cone in space-time
originating at the position of the trajectory-ending bordering a gap, xend. That is, the
25 following timesteps are examined to look for a suitable trajectory-beginning within a
circle of radius i dx/2 around the position xend + iVa(xend) dt, where i is enumerating
the number of timesteps into the future. I.e., the expected position of the missing ZAPs
is extrapolated from Va(xend) and the search radius increases linearly with the temporal
distance from the trajectory-ending which is bordering the gap.
If one or more suitable trajectory-beginnings are found within the search cone, the
closest in time (and then in space) is taken to be the match for the trajectory-ending at
which the search originated. The thus identified gap is closed by linearly interpolating all
recorded quantities (xa, Va, ξ, det[∇a] and ∇ · a) and fusing the trajectory fragments.
This search is carried out for all trajectory-endings which are suspected to border a gap
at all timesteps, excluding the first and last timestep.
Chapter 6
Summary of results and conclusions
“The aim of the work in this thesis is to contribute to the understanding of coherent
structures in turbulence,” as I wrote in the introduction. I have pursued this aim by
investigating the basic properties and behaviour of critical points of the velocity and
acceleration fields due to their link to coherent structures. In particular, a pair separation
model based on velocity stagnation points has been used to explain the time-asymmetry
of particle pair separation, and a new classification of zero-acceleration points has been
introduced as a framework in which sweeping properties of these ZAPs and their relation
to coherent structures was explored.
It is customary in the dynamical systems literature to classify critical points in terms
of the invariants of the underlying vector field’s gradient tensor’s characteristic eigenvalue
polynomial at these points. In two dimensions, the five basic classes are saddle points,
attracting and repelling foci as well as attracting and repelling nodes. The incompress-
ible velocity field admits only saddles and centres, i.e., foci which are neither repelling
or attracting, and thus are surrounded by closed loop streamlines. The critical points
observed in the acceleration field of incompressible 2D turbulence are saddles as well
as attracting and repelling nodes. The latter two types have approximately degenerate
eigenvalues, meaning that the acceleration field around them is approximately isotropic
(“star nodes”).
In turbulent flows, the topology of critical points changes with time and thus, these
points have a limited lifetime. The creation and destruction events of critical points are
so-called saddle-node bifurcations and always involve a pair of critical points, i.e. one
saddle and one node or focus. The velocity of the critical points at such an event diverges,
|Vc| → ∞, and I have argued in §2.3.4 that the sign of the divergence of that velocity
is indicative of the event itself, i.e., ∇ · Vc → −∞ at creation and ∇ · Vc → +∞ at
destruction events.
Chapter §4 is dedicated to investigating the time-asymmetry of particle pair separation
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in two dimensions using the velocity stagnation point based model previously introduced
by [GV04]. I extended the model’s notion to include convergence events next to separating
bursts and consequently placed the model on a sound mathematical foundation. The
refined model is compared to the original GV04 model and Richardson’s model of pair
separation [Ric26], and analytical as well as numerical solutions to the model’s evolution
of the pair separation probability density function are discussed. Finally, the ratio of
Richardson constants in two dimensional forward and backward turbulence was measured
using a novel method based on Richardson’s original notion of a separation-dependent
diffusivity.
The measured Richardson constants are g ≈ 1 and thus lie well within the range of
previously reported values for 2D turbulence which vary between g ≈ 0.5 [JPT99] and
g ≈ 3.8 [BS02]. I conclude that the variance in these reported values could be an artifact
stemming from the different data processing methods of analysing the pair separation
statistics to obtain the constants, or, it could imply that the Richardson constant is non-
universal, and thus depends on the characteristics of the flow under investigation. The
latter possibility is supported by the refined model of §4.
I have found that the ratio of backward and forward Richardson constants in two-
dimensional turbulence is distinct from and smaller than unity, gb/gf = (0.92 ± 0.03),
unlike 3D turbulence where this ratio is gb/gf ≈ 2 > 1 [BLMO06] and thus, exhibits
the opposite behaviour. The explanation for this observation which I suggest is based
on the direction of the energy cascade in turbulence: The pair separation model assumes
that the characteristic distance of a particle pair is given by the characteristic size of
the common coherent structure which both particles belong to. The evolution of their
separation is then dictated by a succession of separating and converging burst events, in
which the particles move onto different coherent structures which henceforth determine
their separation. To account for a ratio of Richardson constants different from unity,
there must be an additional mechanism, and I suggest that this is the merging of coherent
vortices into larger vortices, which is typical of 2D turbulence and related to the inverse
energy cascade. This merging of vortices happens as time passes in the natural forward
direction and thus, the forward separation is strengthened. Conversely, in 3D turbulence,
the energy cascades towards smaller structures, which is consistent with eddies breaking
up into smaller ones and hence a weaker separation in the natural forward time direction.
The merging of vortices implies that a pair of critical point is destroyed, while eddies
breaking up is related to the creation of critical point pairs.
Lastly, in the chapter preceding this summary, I introduce the new classification of
two-dimensional zero-acceleration points into the three basic types of vortical (attracting
nodes), straining (repelling nodes) and Anti-ZAPs (saddle points). While the type of a
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ZAP cannot change during its lifetime, it proved useful to distinguish between different
states that a ZAP (of any kind) can be in. In particular, a ZAP is in a near-singular state
near its creation or destruction when |Va| ≫ u′ and thus, by definition, no sweeping
takes place for ZAPs in this state. If the lifetime of a vortical or straining ZAP is long
enough to spend a significant proportion of its life in a non-near-singular state, it is
typically swept with the local fluid velocity, i.e., |ξ| = |u−Va| ≪ u′. It follows then that
long-lived vortical and straining ZAPs are on average better swept than short-lived ones
that are predominantly in a near-singular state. This sweeping behaviour improves with
increasing Reynolds number and thus confirms Tennekes’ sweeping hypothesis [Ten75,
CGV06, SHV09]. Anti-ZAPs, however, do not seem to be swept in general.
Furthermore, the vast majority of ZAPs are short-lived and thus predominantly in a
near-singular state, regardless of their type, giving the impression that the bulk of ZAPs
forms something akin to what is described as vacuum fluctuations in particle physics:
Pairs of (vortical or straining) ZAPs and Anti-ZAPs are randomly created and annihilated
a short time later. However, the annihilation does not necessarily have to take place with
the same partner ZAP.
On the other hand, a small number of ZAPs of all kinds live for a very long time of
up to several integral time scales. Vortical ZAPs are, on average and over all, the longest
lived, suggesting that their local flow structure is the most stable. It is likely that these
persistent vortical ZAPs are related, or even central, to the coherent vortices that are
typical of 2D turbulence.
Indeed, I have found evidence for vortical flow patterns around vortical ZAPs, and
these patterns exist up to a distance which is many times larger than the average distance
between ZAPs, λa. Moreover, the size of these vortical structures does not scale with λa,
but with a length-scale that exhibits a scaling behaviour between large and small scales.
This scaling behaviour is similar to that of the Taylor microscale, but there is not enough
evidence to ascertain that these scales are actually related.
After all, the new classification has proved useful, as the different types of ZAPs
have been shown to exhibit different sweeping behaviour and also show a different life-
expectancy. Furthermore, I have shown that vortical ZAPs are related to vortical flow
patterns in their local neighbourhood which are likely identified as coherent vortices.
ZAPs thus promise to be a useful indicator of coherent structures. However, more work
is necessary to study the interaction of ZAPs of different classes and in different states,
as they can exhibit quite different behaviour. Moreover, most ZAPs seem to be of a
fluctuative nature and thus not likely related to coherent structures, hence a means of
separating them from the long-lived persistent ZAPs central to coherent structures is
desirable.
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Finally, in the introduction of this thesis I have mentioned that this work would
hopefully be a foundation for a similar study in three-dimensional turbulence. While
I would expect certain properties of ZAPs to also be found in three dimensions, e.g.
sweeping and long lifetime of few ZAPs which are related to coherent structures, other
concepts require a more thorough investigation before generalising to three dimensions.
The acceleration gradient tensor in three dimensions has three invariants and hence, many
more different classes of critical points would need to be distinguished [PC94]. However,
it is also not clear whether one should concentrate on the ZAPs of the three-dimensional
acceleration field, or on the ZAPs in a two-dimensional plane defined by an eigenvector
of the velocity gradient tensor [CV09]. Hence, I hope that the classification of ZAPs
presented in this work will be a helpful tool and starting point for investigating ZAPs in
three dimensional turbulence.
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