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Transformation de Fourier ge´ne´ralise´e
Ge´rard Laumon
0. Introduction
Soit G un groupe alge´brique abe´lien connexe, extension d’une varie´te´ abe´lienne par le
produit d’un tore et d’un vectoriel. Grothendieck a de´fini la notion de ♮-extensions de G
par Gm. Il s’agit de OG-Modules inversibles a` connexion inte´grable (L,∇) satisfaisant le
the´ore`me du carre´, i.e. tels que
µ∗(L,∇)⊗ pr∗1(L,∇)
−1 ⊗ pr∗2(L,∇)
−1 ∼= (OG, d),
ou` µ : G×G→ G est la loi de groupe et pr1, pr2 : G×G→ G sont les deux projections
canoniques.
Notons G♮ l’ensemble de ces ♮-extensions et DG l’Anneau des ope´rateurs diffe´rentiels
sur G. On s’inte´resse au proble`me suivant : e´tant donne´ un DG-Module (ou un complexe
de DG-Modules) M, dans quelle mesure la donne´e des complexes
RΓ
(
G,DRG((L,∇)⊗OG M)
)
((L,∇) ∈ G♮)
de´termine-t-elle M ?
Nous re´solvons ce proble`me en munissant G♮ d’une structure alge´brique, puis en
montrant que, pour (L,∇) parcourant G♮, les complexes
RΓ
(
G,DRG((L,∇)⊗OG M)
)
s’organisent en un complexe de faisceaux F(M) sur G♮ et enfin en construisant une
transformation inverse de la “transformation de Fourier” M 7→ F(M).
Le plan de l’article est le suivant.
Apre`s des rappels sur la transformation de Fourier-Mukai pour les varie´te´s abe´liennes
(section 1) et sur l’extension vectorielle universelle d’une varie´te´ abe´lienne (section 2),
nous de´finissons une transformation de Fourier pour les D-Modules sur les varie´te´s
abe´liennes qui prolonge la transformation de Fourier-Mukai et nous en e´tudions les
proprie´te´s principales (section 3).
Le reste de l’article est consacre´ a` la construction d’une transformation de Fourier qui
englobe a` la fois la transformation de Fourier-Mukai, son prolongement aux D-Modules,
la transformation de Fourier pour les D-Modules sur les vectoriels et la transformation
de Mellin pour les D-Modules sur les tores. Pour cela, nous ge´ne´ralisons la notion de
1-motifs de Deligne et la dualite´ de Cartier pour ces 1-motifs de manie`re a` inclure les
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vectoriels (sections 4 et 5). Nous introduisons ensuite les notions de Modules quasi-
cohe´rents et cohe´rents sur ces 1-motifs ge´ne´ralise´s et e´tudions les fonctorialite´s naturelles
de ces objets (section 6). Enfin, nous de´finissons la transformation de Fourier pour les
Modules quasi-cohe´rents sur les 1-motifs ge´ne´ralise´s (section 7).
Cet article est une version remanie´e d’une pre´publication de l’auteur intitule´e “Trans-
formation de Fourier ge´ome´trique” (IHES, septembre 1985). Re´cemment, la transforma-
tion de Fourier ge´ne´ralise´e introduite dans cette pre´publication a e´te´ utilise´e par Beilin-
son et Drinfeld dans leur programme de Langlands ge´ome´trique. Cette transformation
de Fourier joue un roˆle dans l’e´tude des faisceaux automorphes associe´s aux syste`mes
locaux de rang un sur une surface de Riemann compacte connexe prive´e d’un ensemble
fini de points. Les re´sultats de la section 3 ont aussi e´te´ obtenus par M. Rothstein ([Ro]).
Ce travail a e´te´ commence´ lors d’un se´jour au De´partement de Mathe´matiques de
l’Universite´ de Harvard que je remercie pour son hospitalite´. J’ai eu des discussions
fructueuses avec L. Breen, P. Deligne, D. Kazdhan, D. Mumford et R. Thomason durant la
pre´paration de cet article et J. Bernstein a simplifie´ certains de mes arguments originaux.
1. Transformation de Fourier-Mukai : rappels.
(1.1) Soient S un sche´ma localement noethe´rien et A un S-sche´ma abe´lien purement de
dimension relative g (A est donc un S-sche´ma en groupes abe´liens dont le S-sche´ma sous-
jacent est propre, lisse, purement de dimension relative g et a` fibres ge´ome´triquement
connexes). On note π : A→ S le morphisme structural, µ : A×SA→ A la loi de groupe,
ǫ : S → A la section nulle, 〈−1〉 : A → A l’application inverse pour la loi de groupe et
pr1, pr2 : A×S A→ A les projections canoniques.
Un OA-Module inversible L est dit rigidifie´ s’il est muni d’un isomorphisme de OS-
Modules OS
∼
−→ ǫ∗L. On note Pic(A/S) le groupe abe´lien (pour le produit tensoriel) des
classes d’isomorphie de OA-Modules inversibles rigidifie´s.
Pour tout OA-Module inversible L, on peut former le OA×SA-Module inversible
D2(L) = µ
∗L⊗ pr∗1L
⊗−1 ⊗ pr∗2L
⊗−1 ⊗ (π × π)∗ǫ∗L.
Par construction, la restriction de D2(L) a` (ǫ(S)×S A)∪ (A×S ǫ(S)) est canoniquement
triviale. On dit qu’un OA-Module inversible L satisfait le the´ore`me du carre´ si la
trivialisation canonique de D2(L) sur (ǫ(S)×SA)∪(A×S ǫ(S)) se prolonge a` A×SA tout
entier. On note Pic0(A/S) ⊂ Pic(A/S) le sous-groupe forme´ des classes d’isomorphie de
OA-Modules inversibles rigidifie´s qui satisfont le the´ore`me du carre´.
Les applications T 7→ Pic(A×ST/T ) et T 7→ Pic
0(A×ST/T ) se prolongent de manie`re
e´vidente en des foncteurs de la cate´gorie des S-sche´mas localement noethe´riens dans la
cate´gorie des groupes abe´liens.
THE´ORE`ME (1.1.1) (Grothendieck dans le cas ou` A est localement projectif sur S ;
Artin et Raynaud en ge´ne´ral). — Le premier foncteur est repe´sentable par un S-sche´ma
en groupes abe´liens localement de type fini, note´ PicA/S.
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Le deuxie`me foncteur est repre´sentable par la composante neutre Pic0A/S de PicA/S et
cette composante neutre est un S-sche´ma abe´lien purement de dimension relative g.
Preuve : Voir l’expose´ de Grothendieck au se´minaire Bourbaki [Gr] et la discussion
dans la section 1 du chapitre I du livre Faltings et Chai ([Fa-Ch]). Voir aussi [Mum] Ch.
III, §13, pour le cas ou` S est le spectre d’un corps.
Le S-sche´ma abe´lien Pic0A/S est appele´ le S-sche´ma abe´lien dual de A et sera note´
simplement A′ dans la suite. On notera π′, µ′, ... les morphismes π, µ, ... relatifs a` A′ et
σ : A′ ×S A→ A×S A′ l’application de permutation des deux facteurs.
Par de´finition de A′, on dispose d’un OA′×SA-Module inversible universel P, dit de
Poincare´, trivialise´ le long de A′ ×S ǫ(S) et satisfaisant le the´ore`me du carre´ pour le
A′-sche´ma abe´lien A′ ×S A. En fait, P est aussi trivialise´ le long de ǫ′(S) ×S A et ces
trivialisations co¨ıncident sur ǫ′(S)×S ǫ(S).
Soient A′′ le S-sche´ma abe´lien dual de A′ et P ′ le OA′′×SA′ -Module de Poincare´
correspondant. On dispose d’un morphisme de S-sche´mas en groupes
ι : A→ A′′
qui, pour tout S-sche´ma localement noethe´rien T , envoie a ∈ A(T ) sur la classe de
(idA′ × a)∗P dans A′′(T ).
THE´ORE`ME (1.1.2). — Le morphisme ι ci-dessus est un isomorphisme et σ∗(ι×idA′)
∗P ′
est isomorphe a` P en tant que OA′×SA-Module inversible trivialise´ le long de (A
′ ×S
ǫ(S)) ∪ (ǫ′(S)×S A).
Preuve : Voir [Mum] Ch. III, §13, pour le cas ou` S est le spectre d’un corps.
En particulier, P satisfait aussi le the´ore`me du carre´ pour le A-sche´ma abe´lien A′×SA.
Dans la suite, on identifiera A′′ a` A et σ∗P ′ a` P par les isomorphismes ci-dessus.
LEMME (1.1.3). — Les OS-Modules inversibles
π∗Ω
g
A/S
∼= ǫ∗Ω
g
A/S
et
π′∗Ω
g
A′/S
∼= ǫ′∗Ω
g
A′/S
sont canoniquement isomorphes.
Dans la suite, on identifiera ces Modules inversibles et on les notera simplement ωA/S.
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Preuve : La the´orie des de´formations fournit un isomorphisme canonique de OS-
Modules
R1π∗OA
∼
−→ ǫ′∗TA′/S,
ou` TA′/S = HomOA′ (Ω
1
A′/S,OA′) est le OA′ -Module tangent relatif. Par suite, en prenant
la puissance exte´rieure g-ie`me de cet isomorphisme et en tenant compte de l’isomorphisme
canonique de OS-Modules
∧g
R1π∗OA
∼
−→ Rgπ∗OA, on obtient un isomorphisme de OS-
Modules
Rgπ∗OA
∼
−→ ǫ′∗
( g∧
TA′/S
)
et donc, par dualite´ de Grothendieck, l’isomorphisme
ǫ′∗ΩgA′/S
∼
−→ π∗Ω
g
A/S
cherche´.
(1.2) Notons pr′ : A′ ×S A → A′ et pr : A′ ×S A → A les projections canoniques. La
transformation de Fourier-Mukai pour A est le foncteur
F : Dbqcoh(OA)→ D
b
qcoh(OA′)
de´fini par
(1.2.1) F(·) = Rpr′∗(P
L
⊗OA′×SA Lpr
∗(·))
(cf. [Muk]). Par construction F est un foncteur triangule´.
Il re´sulte du the´ore`me de changement de base que :
LEMME (1.2.2). — Pout tout morphisme T
f
−→ S de sche´mas localement noethe´riens
on a un isomorphisme canonique
L(idA′ × f)
∗ ◦ F
∼
−→ FT ◦ L(idA × f)
∗
de foncteurs de Dbqcoh(OA) dans D
b
qcoh(OA′×ST ), ou` FT est la transformation de Fourier-
Mukai pour le T -sche´ma abe´lien A×S T (de dual identifie´ a` A′ ×S T ).
Il re´sulte du the´ore`me de finitude de Grothendieck pour les images directes par les
morphismes propres que :
PROPOSITION (1.2.3). — La transformation de Fourier-Mukai F envoie la sous-
cate´gorie strictement pleine Dbcoh(OA) de D
b
qcoh(OA) dans la sous-cate´gorie strictement
pleine Dbcoh(OA′) de D
b
qcoh(OA′).
TRANSFORMATION DE FOURIER 5
La proprie´te´ la plus important de la transformation de Fourier-Mukai est l’involutivite´.
THE´ORE`ME (1.2.4) (Mukai). — Si l’on note
F ′ : Dbqcoh(OA′)→ D
b
qcoh(OA)
la transformation de Fourier-Mukai pour le S-sche´ma abe´lien A′, les foncteurs compose´s
F ′ ◦ F et F ◦ F ′ sont canoniquement isomorphes aux foncteurs
〈−1〉∗(·)
L
⊗OA π
∗ω⊗−1A/S [−g] : D
b
qcoh(OA)→ D
b
qcoh(OA)
et
〈−1〉′∗(·)
L
⊗OA′ π
′∗ω⊗−1A/S [−g] : D
b
qcoh(OA′)→ D
b
qcoh(OA′)
respectivement. En particulier, F est une e´quivalence de cate´gories de quasi-inverse
〈−1〉∗F ′(·)
L
⊗OA π
∗ωA/S [g].
Preuve : Compte tenu du the´ore`me de changement de base et de la formule des
projections, ce the´ore`me est une conse´quence formelle du lemme ci-dessous.
LEMME (1.2.5). — Le complexe Rpr∗P (resp. Rpr
′
∗P) est canoniquement isomorphe a`
ǫ∗(ω
⊗−1
A/S )[−g] (resp. ǫ
′
∗(ω
⊗−1
A/S )[−g]) dans D
b
qcoh(OA) (resp. D
b
qcoh(OA′)).
Preuve : Nous rappellerons seulement la construction du morphisme canonique
Rpr∗P → ǫ∗(ω
⊗−1
A/S )[−g]. Par changement de base on a un isomorphisme
ǫ′∗Rgpr∗P
∼
−→ Rgπ′∗OA′
et, par dualite´ de Gothendieck, on a un isomorphisme
Rgπ′∗OA′
∼
−→ ω⊗−1A/S ,
d’ou`, par adjunction, un morphisme
Rpr∗P → R
gpr∗P[−g]→ ǫ∗(ω
⊗−1
A/S )[−g]
qui est le morphisme cherche´.
(1.3) La transformation de Fourier-Mukai posse`de les proprie´te´s de fonctorialite´
suivantes.
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PROPOSITION (1.3.1). — Soient f : A1 → A2 un morphisme de S-sche´mas abe´liens
et f ′ : A′2 → A
′
1 le morphisme transpose´. Alors on a des isomorphismes canoniques de
foncteurs
F2 ◦Rf∗ ∼= Lf
′∗ ◦ F1
et
F1 ◦Rf
! ∼= Rf ′∗ ◦ F2,
ou` F1 et F2 sont les transformations de Fourier-Mukai pour A1 et A2 respectivement.
PROPOSITION (1.3.2). — Soient A1 et A2 deux S-sche´mas abe´liens et A = A1 ×S A2.
Alors on a un isomorphisme canonique de foncteurs
F
(
(·)
L
⊠S (·)
)
∼= F1(·)
L
⊠S F2(·),
ou` F , F1 et F2 sont les transformations de Fourier-Mukai pour A, A1 et A2 respective-
ment (on a bien entendu identifie´ A′ a` A′1 ×S A
′
2).
On appelle produit de convolution pour A et on note
(·)
L
∗ (·) : Dbqcoh(OA)×D
b
qcoh(OA)→ D
b
qcoh(OA)
le foncteur de´fini par
(·)
L
∗ (·) = Rµ∗
(
(·)
L
⊠S (·)
)
.
COROLLAIRE (1.3.3). — On a des isomorphismes de foncteurs
F
(
(·)
L
∗ (·)
)
∼= F(·)
L
⊗OA F(·)
et
F
(
(·)
L
⊗OA (·)
)
∼=
(
F(·)
L
∗ F(·)
) L
⊗OA π
∗ωA/S [g].
Enfin la transformation de Fourier-Mukai commute a` la dualite´ :
PROPOSITION (1.3.4). — Soient
D(·)
dfn
== RHomOA( · , π
∗ωA/S)[g] : D
b
coh(OA)
opp → Dbcoh(OA)
et
D′(·)
dfn
== RHomOA′ ( · , π
′∗ωA/S)[g] : D
b
coh(OA′)
opp → Dbcoh(OA′)
les foncteurs de dualite´. Alors, on a un isomorphisme canonique de foncteurs
D′ ◦ F ∼= 〈−1〉′∗(F(D(·)))
L
⊗OA π
′∗ωA/S[g].
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2. L’extension vectorielle universelle : rappels et comple´ments.
(2.1) Soit A un sche´ma abe´lien purement de dimension relative g sur un sche´ma
localement noethe´rien S.
Un OA-Module inversible L muni d’une connexion inte´grable (relative a` S)
∇ : L → Ω1A/S ⊗OA L
est dit rigidifie´ si L l’est.
Pour tout OA-Module inversible a` connexion inte´grable (relative a` S) (L,∇), on peut
former le OA×SA-Module a` connexion inte´grable (relative a` S)
D2(L,∇) = µ
∗(L,∇)⊗ pr∗1(L,∇)
⊗−1 ⊗ pr∗2(L,∇)
⊗−1 ⊗ (π × π)∗ǫ∗(L,∇).
Par construction, la restriction de D2(L,∇) a` (ǫ(S)×SA)∪(A×S ǫ(S)) est canoniquement
triviale. On dit qu’un OA-Module inversible a` connexion inte´grable (relative a` S)
(L,∇) satisfait le the´ore`me du carre´ si la trivialisation canonique de D2(L,∇) sur
(ǫ(S)×S A) ∪ (A×S ǫ(S)) se prolonge a` A×S A tout entier, de sorte que
D2(L,∇) ∼= (OA×SA, d)
ou` d : OA×SA → Ω
1
A×SA/S
est la diffe´rentielle.
LEMME (2.1.1). — Soit (L,∇) un OA-Module inversible a` connexion inte´grable (relative
a` S). Alors les conditions suivantes sont e´quivalentes :
(i) (L,∇) satisfait le the´ore`me du carre´,
(ii) L satisfait le the´ore`me du carre´.
Preuve : L’implication (i)⇒(ii) est imme´diate.
Re´ciproquement, si L satisfait le the´ore`me du carre´, on a
D2(L,∇) ∼= (OA×SA, d+ ω)
pour une forme diffe´rentielle ω ∈ H0(A×S A,Ω1A×SA) telle que
(ǫ× idA)
∗ω = (idA × ǫ)
∗ω = 0.
Mais une telle forme est automatiquement nulle puisque A×SA est un S-sche´ma abe´lien.
On note Pic♮(A/S) le groupe (pour le produit tensoriel) des classes d’isomorphie de
OA-Modules inversibles a` connexion inte´grable (relative a` S) rigidifie´s qui satisfont le
the´ore`me du carre´. On a une suite exacte de groupes abe´liens
E(A/S) = (0→ H0(A,Ω1A)
i
−→ Pic♮(A/S)
p
−→ Pic0(A/S)),
ou` i(ω) = (OA, d + ω) et p(L,∇) = L. De plus, si S est affine, l’homomorphisme p est
surjectif (cf. [Ma-Me] Prop. (3.2.3)(a) et section (2.6)).
L’application T 7→ E(A×S T/T ) se prolonge de manie`re e´vidente en un foncteur de la
cate´gorie des S-sche´mas localement noethe´riens dans la cate´gorie des suites exactes de
groupes abe´liens.
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THE´ORE`ME (2.1.2) (Mazur et Messing). — Ce foncteur est repre´sentable par une suite
exacte de S-sche´mas en groupes abe´liens
0→ V(ǫ∗TA/S)
i
−→ Pic♮A/S
p
−→ Pic0A/S → 0.
En particulier, le foncteur T 7→ Pic♮(A ×S T/T ) est repre´sentable par un S-sche´ma
en groupes abe´liens Pic♮A/S dont le S-sche´ma sous-jacent est de type fini, lisse, purement
de dimension relative 2g et a` fibres ge´ome´triquement connexes.
Preuve : Voir [Ma-Me] Ch. I, (2.6) et (3.2.3).
On notera encore
EA/S = (0→ ΩA/S
i
−→ A♮
p
−→ A′ → 0)
la suite exacte ci-dessus et on notera π♮ , µ♮, ... les morphismes π, µ, ... relatifs a` A♮.
L’image re´ciproque
P˜
dfn
== (p× idA)
∗P
du Module de Poincare´ est un OA♮×SA-Module inversible muni d’une connexion
inte´grable (relative a` A♮) universelle
∇˜ : P˜ → Ω1A♮×SA/A♮ ⊗OA♮×SA
P˜ .
(2.2) On identifiera de la manie`re habituelle la cate´gorie des S-sche´mas a` une sous-
cate´gorie pleine de la cate´gorie des faisceaux sur le site fppf de S. Pour tout OS-Module
localement libre de rang fini E , de dual HomOS (E ,OS) note´ simplement E
∨, on identifiera
donc V(E∨) a` E . Par exemple, on identifiera ΩA/S = V(ǫ
∗TA/S) a` ǫ
∗Ω1A/S .
L’extension A♮ de A′ par le S-sche´ma en vectoriels ΩA/S est universelle pour les
extensions (dans la cate´gorie des S-sche´mas en groupes abe´liens) de A′ par les S-sche´mas
en vectoriels :
THE´ORE`ME (2.2.1) (Mazur et Messing). — Si M est un OS-Module quasi-cohe´rent,
toute extension de A′ parM dans la cate´gorie des faisceaux en groupes abe´liens sur le site
fppf de S est le “push-out” de l’extension EA/S ci-dessus par un et un seul morphisme de
faisceaux en groupes ΩA/S →M. En d’autres termes, on a un isomorphisme, fonctoriel
en M,
HomOS (ǫ
∗Ω1A/S ,M)
∼
−→ Ext1Sfppf (A
′,M).
En particulier, pour tout OS-Module localement libre de rang fini E et toute extension
de A′ par V(E∨) dans la cate´gorie des S-sche´mas en groupes abe´liens, il existe un et un
seul morphisme de S-sche´mas en groupes ΩA/S → V(E
∨) tel que cette extension soit le
“push-out” de l’extension EA/S par ce morphisme.
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Preuve : Voir [Ma-Me] Ch. I, (1.9) et (1.10).
D’apre`s Mazur et Messing (cf. [Ma-Me] Ch. I, §4), l’extension de OS-Alge`bres de Lie
(commutatives) associe´e a` l’extension EA/S n’est autre que l’extension
0→ ǫ∗Ω1A/S →H
1
dR(A/S)→ R
1π∗OA → 0
donne´e par la suite spectrale de la cohomologie de Hodge vers la cohomologie de de Rham
pour A/S, suite spectrale qui de´ge´ne`re en E1.
(2.3) Soient π : X → S un S-sche´ma et E un OS-Module localement libre de rang fini.
On conside`re les trois cate´gories suivantes :
(1) la cate´gorie C1 des torseurs Y
p
−→ X sous le X-sche´ma en vectoriels V(π∗E∨) =
X ×S V(E∨) (il s’agit a priori de torseurs dans la cate´gorie des faisceaux sur le site fppf
de X mais tout tel torseur est repre´sentable par un X-sche´ma affine),
(2) la cate´gorie C2 des OX -Alge`bres (commutatives et avec unite´) quasi-cohe´rentes
munies d’une filtration exhaustive
(0) = B−1 ⊂ B0 ⊂ B1 ⊂ B2 ⊂ · · · ⊂ B
par des sous-OX -Modules localement libres de rang fini faisant de B une OX -Alge`bre
filtre´e, i.e. telle que
Bi · Bj ⊂ Bi+j (∀i, j ∈ N),
et munies d’un isomorphisme de OX -Alge`bres gradue´es
ϕ• : gr•B
∼
−→ SymOX• (π
∗E∨) = π∗SymOS• (E
∨),
(3) la cate´gorie C3 des extensions de π∗E∨ par OX dans la cate´gorie abe´lienne des
OX -Modules quasi-cohe´rents.
On de´finit des foncteurs
C1 → C2 → C3 → C1
de la fac¸on suivante.
• Si Y
p
−→ X est un objet de C1, B = p∗OY est une OX -Alge`bre quasi-cohe´rente
que l’on peut filtrer par les sous-OX -Modules localement libres de rang fini
Bi = (µ
∗)−1
(
B ⊗OS
i⊕
j=0
SymOSj (E
∨)
)
,
ou` µ : Y ×S V(E∨)→ Y est l’action de X×S V(E∨) sur Y et µ∗ : B → B⊗OS Sym
OS
• (E
∨)
est l’homomorphisme d’Alge`bres correspondant ; pour tout entier i ≥ 0 et toute section
b de Bi, la projection de µ∗b sur B ⊗OS Sym
OS
i (E
∨) est en fait contenue dans
OX ⊗OS Sym
OS
i (E
∨) = π∗SymOSi (E
∨) ;
si on note ϕi(b+Bi−1) cette projection, on ve´rifie facilement que (B,B•, ϕ•) est un objet
de C2.
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• Si (B,B•, ϕ•) est un objet de C2, on a une extension
0→ B0 → B1 → B1/B0 → 0 ;
or on peut identifier B0 a` OX via ϕ0 et B1/B0 a` π∗E∨ via ϕ1 et on obtient ainsi une
extension de π∗E∨ par OX , i.e. un objet de C3.
• Enfin, si
0→ OX → F → π
∗E∨ → 0,
est un objet de C3, on conside`re l’ouvert
P(F)− P(π∗E∨) = Y → X
du fibre´ projectif (au sens de Grothendieck) P(F) sur X ; Y est le X-sche´ma des scindages
de l’extension ci-dessus et est donc naturellement muni d’une structure de V(π∗E∨)-
torseur ; c’est l’objet de C1 voulu.
LEMME (2.3.1). — (i) Les trois foncteurs que l’on vient de de´finir sont des e´quivalences
de cate´gories. Plus pre´cise´ment, pour chaque α ∈ Z/3Z, le foncteur compose´
Cα → Cα+1 → Cα+2 → Cα+3 = Cα
est isomorphe au foncteur identite´.
(ii) La classe d’un objet Y
p
−→ X de C1 dans H1(X, π∗E) n’est autre que la classe
de l’objet correspondant de C3 dans Ext
1
OX
(π∗E∨,OX), compte tenu de l’identification
naturelle entre H1(X, π∗E) et Ext1OX (π
∗E∨,OX).
Preuve : Il suffit de remarquer que, pour tout objet Y
p
−→ X de C1, le X-sche´ma Y
n’est autre que Spec(B) ou` B = p∗OY et que, pour tout objet (B,B•, ϕ•) de C2, B est
isomorphe a`
SymOX• (B1)/(1− ξ)
ou` 1 ∈ OX = Sym
OX
0 (B1) et ou` ξ est l’image de 1 ∈ OX = B0 par l’inclusion
B0 →֒ B1 = Sym
OX
1 (B1).
On peut appliquer les conside´rations pre´ce´dentes au (A′ ×S ΩA/S)-torseur A
♮ p−→ A′
sous-jacent a` l’extension vectorielle universelle. La OA′ -Alge`bre quasi-cohe´rente
A♮ = p∗OA♮
est donc munie d’une filtration
(0) = A♮−1 ⊂ A
♮
0 ⊂ A
♮
1 ⊂ A
♮
2 ⊂ · · · ⊂ A
♮
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par des sous-OA′ -Modules localement libres de rang fini qui en fait une OA′ -Alge`bre
filtre´e et est munie d’un isomorphisme de OA′ -Alge`bres gradue´es
ϕ• : gr•A
♮ ∼−→ π′∗SymOS• (ǫ
∗TA/S).
De plus, l’extension
(2.3.2) 0→ OA′ → A
♮
1 → π
′∗ǫ∗TA/S → 0
de´termine le (A′ ×S ΩA/S)-torseur A
♮ p−→ A′ a` isomorphisme unique pre`s.
On va maintenant de´terminer la classe de cette extension dans
Ext1OA′ (π
′∗ǫ∗TA/S,OA′) ∼= H
1(A′, π′∗ǫ∗Ω1A/S).
La suite exacte des termes de bas degre´s de la suite spectrale de Leray pour
(π′, π′∗ǫ∗Ω1A/S) s’e´crit
0→ H1(S, ǫ∗Ω1A/S)
α
−→ H1(A′, π′∗ǫ∗Ω1A/S)
β
−→ H0(S,R1π′∗π
′∗ǫ∗Ω1A/S)
puisque π′∗OA′ = OS et, comme π
′ admet la section ǫ′, la fle`che β est surjective et la
fle`che α admet la re´traction ǫ′∗. On a donc une de´composition en somme directe
H1(A′, π′∗ǫ∗Ω1A/S)
∼= H1(S, ǫ∗Ω1A/S)⊕H
0(S,R1π′∗π
′∗ǫ∗Ω1A/S).
La restriction de l’extension (2.3.2) a` la section nulle ǫ′(S) est canoniquement scinde´e
puisque A♮
p
−→ A′ est non seulement un (A′×S ΩA/S)-torseur mais encore une extension
de A′ par ΩA/S. Par suite, la classe de l’extension (2.3.2) appartient au facteur direct
H0(S,R1π′∗π
′∗ǫ∗Ω1A/S) de Ext
1
OA′
(π′∗ǫ∗TA/S ,OA′). Mais, comme ǫ
∗Ω1A/S est localement
libre et que R1π′∗OA′ est isomorphe a` ǫ
∗TA/S par bi-dualite´ et the´orie de la de´formation,
on a un isomorphisme canonique
ǫ∗TA/S ⊗OS ǫ
∗Ω1A/S
∼
−→ R1π′∗π
′∗ǫ∗Ω1A/S,
de sorte que la classe de l’extension (2.3.2) peut eˆtre vue comme un e´le´ment de
H0(S, ǫ∗TA/S ⊗OS ǫ
∗Ω1A/S)
∼= HomOS (ǫ
∗Ω1A/S, ǫ
∗Ω1A/S).
PROPOSITION (2.3.3). — La classe de l’extension (2.3.2) dans
HomOS (ǫ
∗Ω1A/S, ǫ
∗Ω1A/S)
n’est autre que l’identite´ de ǫ∗Ω1A/S.
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Preuve : D’apre`s [Se] Ch. VII, §15, on a la suite exacte
0→ Ext1Sfppf (A
′, ǫ∗Ω1A/S)→ H
1(A′, π′∗ǫ∗Ω1A/S)
ǫ′∗
−→ H1(S, ǫ∗Ω1A/S)
(cf. [Ma-Me] (1.10)). La proposition re´sulte donc de l’isomorphisme
HomOS (ǫ
∗Ω1A/S , ǫ
∗Ω1A/S)
∼
−→ Ext1Sfppf (A
′, ǫ∗Ω1A/S).
du the´ore`me (2.2.1) et du lemme (2.3.1).
(2.4) On suppose dans cette section que S est de caracte´ristique nulle. Sous cette
hypothe`se, on a
THE´ORE`ME (2.4.1). — La fle`che d’adjonction
OS → Rπ
♮
∗OA♮
est un isomorphisme dans Dbqcoh(OS), i.e. la fle`che d’adjonction OS → π
♮
∗OA♮ est un
isomorphisme et Rnπ♮∗OA♮ = (0) pour tout entier n 6= 0.
Preuve : Conside´rons la suite spectrale
Epq1 = R
p+qπ′∗gr−pA
♮ ⇒ Rp+qπ′∗A
♮ = Rp+qπ♮∗OA♮
associe´e a` l’objet filtre´ Rπ′∗(A
♮,A♮•) de la cate´gorie de´rive´e filtre´e DbFqcoh(OS). On va
montrer que
Epq2 =
{
OS si p = q = 0,
(0) sinon,
ce qui bien entendu impliquera le the´ore`me.
Il revient au meˆme de montrer que le complexe de OS-Modules
0→ Ep,−p1
d1−→ Ep+1,−p1
d1−→ · · ·
d1−→ Ep
′,−p
1 → 0,
ou` p′ = Inf(0, p+ g), est acyclique pour tout entier p < 0 (on a trivialement Epq1 = (0)
si p+ q /∈ [0, g] ou si p > 0). Or, d’apre`s la formule des projections, l’isomorphisme ϕ−p
induit un isomorphisme
Epq1
∼= (Rp+qπ′∗OA′)⊗OS Sym
OS
−p (ǫ
∗TA/S)
i.e. un isomorphisme
Epq1
∼=
(p+q∧
OS
ǫ∗TA/S
)
⊗OS Sym
OS
−p (ǫ
∗TA/S)
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puisque le cup-produit induit un isomorphisme
p+q∧
OS
R1π′∗OA′
∼
−→ Rp+qπ′∗OA′
et que
R1π′∗OA′ ∼= ǫ
∗TA/S
par bi-dualite´ et the´orie des de´formations. De plus, il est facile de voir, compte tenu des
re´sultats de la section (2.3), que la diffe´rentielle d1 : E
pq
1 → E
p+1,q
1 est donne´e par la
formule
(2.4.2) d1
(
(v1 ∧ · · · ∧ vp+q)⊗ (w1 · · ·w−p)
)
−p∑
i=1
(v1 ∧ · · · ∧ vp+q ∧ wi)⊗ (w1 · · ·wi−1wi+1 · · ·w−p)
pour toutes sections locales v1, . . . , vp+q, w1, . . . , w−p de ǫ
∗TA/S . Le the´ore`me re´sulte donc
du lemme bien connu suivant.
LEMME (2.4.3) (Koszul). — Soit V un espace vectoriel de dimension finie sur un corps
k de caracte´ristique nulle. Pour tout entier n > 0, le complexe de k-espaces vectoriels
0→ SnV → V ⊗ Sn−1V →
2∧
V ⊗ Sn−2V → · · · →
n−1∧
V ⊗ V →
n∧
V → 0,
ou` SiV est une notation abre´ge´e pour Symki (V ) et ou` la diffe´rentielle
∧i
V ⊗ Sn−iV →∧i+1
V ⊗ Sn−i−1V est de´finie par la formule (2.4.2) pour p + q = i et −p = n, est
acyclique.
3. Une nouvelle transformation de Fourier pour les sche´mas abe´liens en
caracte´risitique nulle.
(3.1) Soient S un sche´ma localement noethe´rien de caracte´ristique nulle et A un S-
sche´ma abe´lien purement de dimension relative g.
On note DA/S la OA-Alge`bre des ope´rateurs diffe´rentiels sur A relatifs a` S. Rappelons
qu’un DA/S-Module (a` gauche) quasi-cohe´rent n’est rien d’autre qu’un OA-Module quasi-
cohe´rent muni d’une connexion inte´grable relative a` S.
On note p˜r♮ : A♮ ×S A→ A♮ et p˜r : A♮ ×S A→ A les deux projections canoniques.
Si M est un DA/S-Module (a` gauche), le OA♮×SA-Module
(P˜, ∇˜)
L
⊗O
A♮×SA
p˜r∗M
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sera muni de la connexion inte´grable (relative a` A♮) produit tensoriel de ∇˜ par la
connexion sur p˜r∗M image inverse de celle de M.
Si (M,∇) est un OA♮×SA-Module a` connexion inte´grable (relative a` A
♮), on notera
DRA♮×SA/A♮(M,∇) son complexe de de Rham
[M
∇
−→ Ω1A♮×SA/A♮ ⊗OA♮×SA
M
∇
−→ · · ·
∇
−→ Ωg
A♮×SA/A♮
⊗O
A♮×SA
M] ;
c’est un complexe de ((p˜r♮)−1OA♮)-Modules concentre´ en degre´s compris entre −g et 0.
Si M♮ est un OA♮ -Module, le OA♮×SA-Module
(P˜ , ∇˜)⊗O
A♮×SA
p˜r♮∗M♮
sera muni de la connexion inte´grable (relative a` A♮) induite par ∇˜.
On de´finit alors des foncteurs triangule´s
F˜ : Dbqcoh(DA/S)→ D
b
qcoh(OA♮)
et
F˜ ♮ : Dbqcoh(OA♮)→ D
b
qcoh(DA/S)
par
F˜(·) = Rp˜r♮∗DRA♮×SA/A♮
(
(P˜ , ∇˜)
L
⊗O
A♮×SA
Lp˜r∗(·)
)
et
F˜ ♮(·) = Rp˜r∗
(
(P˜, ∇˜)
L
⊗O
A♮×SA
Lp˜r♮∗(·)
)
.
Il re´sulte du the´ore`me de changement de base que :
LEMME (3.1.1). — Pout tout S-sche´ma localement noethe´rien T
f
−→ S on a des
isomorphismes canoniques de foncteurs
L(idA♮ × f)
∗ ◦ F˜
∼
−→ F˜T ◦ L(idA × f)
∗
de Dbqcoh(DA/S) dans D
b
qcoh(OA♮×ST ) et
L(idA × f)
∗ ◦ F˜ ♮
∼
−→ F˜ ♮T ◦ L(idA♮ × f)
∗
de Dbqcoh(OA♮) dans D
b
qcoh(DA×ST/T ), ou` F˜T et F˜
♮
T sont les foncteurs F˜ et F˜
♮ pour le
T -sche´ma abe´lien A×S T (on a identifie´ (A×S T )
♮ a` A♮ ×S T ).
La transformation de Fourier F˜ est relie´e a` la transformation de Fourier-Mukai de la
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PROPOSITION (3.1.2). — Le carre´ de foncteurs
Dbqcoh(OA)
F
−→ Dbqcoh(OA′)
DA/S
L
⊗OA (·)
y yLp∗(·) L⊗OA♮ π♮∗ωA/S
Dbqcoh(DA/S) −→
F˜
Dbqcoh(OA♮)
est commutatif (a` un isomorphisme canonique pre`s).
COROLLAIRE (3.1.3). — Le foncteur F˜ envoie la sous-cate´gorie strictement pleine
Dbcoh(DA/S) de D
b
qcoh(DA/S) dans la sous-cate´gorie strictement pleine D
b
coh(OA♮) de
Dbqcoh(OA♮).
Preuve du corollaire : Localement sur S, tout DA/S-Module cohe´rent admet une
re´solution par des DA/S-Modules cohe´rents induits, i.e. de la forme DA/S ⊗OA E avec E
un OA-Module cohe´rent. Or, d’apre`s les propositions (3.1.2) et (1.2.3), F˜ envoie un tel
DA/S-Module cohe´rent induit dans D
b
coh(OA♮), d’ou` le corollaire.
Pour de´montrer la proposition nous aurons besoin du re´sultat suivant.
LEMME (3.1.4). — Soient T un S-sche´ma et X un T -sche´ma lisse. Soit E un OX-
Module localement libre de rang fini muni d’une connexion inte´grable (relative a` T )
∇ : E → Ω1X/T ⊗OX E et soit F un OX-Module. On peut former d’une part le DX/T -
Module a` gauche
(E ,∇)⊗OX (DX/T ⊗OX F),
produit tensoriel des DX/T -Modules a` gauche (E ,∇) et DX/T ⊗OX F , et d’autre part le
DX/T -Module a` gauche
DX/T ⊗OX (E ⊗OX F),
qui lui ne de´pend pas de ∇. Alors la fle`che
DX/T ⊗OX (E ⊗OX F) → (E ,∇)⊗OX (DX/T ⊗OX F)
P ⊗ (e⊗ f) 7→ P · (e⊗ (1⊗ f))
est un isomorphisme entre ces DX/T -Modules.
Preuve : Si P ∈ DX/T,i (P est de degre´ ≤ i), on a
P · (e⊗ (1⊗ f)) ∈ E ⊗OX (DX/T,i ⊗OX F)
et
P · (e⊗ (1⊗ f))− e⊗ (P ⊗ f) ∈ E ⊗OX (DX/T,i−1 ⊗OX F).
16 G. LAUMON
Par suite, la fle`che du lemme est filtre´e, i.e. envoie DX/T,i ⊗OX (E ⊗OX F) dans
E ⊗OX (DX/T,i ⊗OX F), et induit une fle`che entre les gradue´s correspondants qui n’est
autre que le morphisme de OX -Modules
gr•DX/T ⊗OX (E ⊗OX F) → E ⊗OX (gr•DX/T ⊗OX F).
ξ ⊗ (e⊗ f) 7→ e⊗ (ξ ⊗ f)
Mais ce dernier morphisme est clairement un isomorphisme, d’ou` la conclusion.
Preuve de la proposition (3.1.2) : D’apre`s le lemme ci-dessus, on a canoniquement
F˜(DA/S
L
⊗OA (·)) = Rp˜r
♮
∗DRA♮×SA/A♮
(
DA♮×SA/A♮
L
⊗O
A♮×SA
(P˜
L
⊗O
A♮×SA
Lp˜r∗(·))
)
.
Or, pour tout S-sche´ma T et tout T -sche´ma X , lisse et purement de dimension relative
d, on a
DRX/T (DX/T
L
⊗OX (·))
∼
−→ ΩdX/T
L
⊗OX (·).
Par suite, on a canoniquement
F˜(DA/S
L
⊗OA (·)) = Rp˜r
♮
∗
(
(π♮ × π)∗ωA/S
L
⊗O
A♮×SA
(P˜
L
⊗O
A♮×SA
Lp˜r∗(·))
)
et la proposition s’en suit compte tenu du the´ore`me de changement de base pour pr′.
(3.2) Comme pour la transformation de Fourier-Mukai, la proprie´te´ la plus importante
du couple (F˜ , F˜ ♮) est le the´ore`me suivant.
THE´ORE`ME (3.2.1). — Les foncteurs compose´s F˜ ♮ ◦ F˜ et F˜ ◦ F˜ ♮ sont canoniquement
isomorphes aux foncteurs
〈−1〉∗(·)[−g] : Dbqcoh(DA/S)→ D
b
qcoh(DA/S)
et
〈−1〉♮∗(·)[−g] : Dbqcoh(OA♮)→ D
b
qcoh(OA♮)
respectivement. En d’autres termes, F˜ est une e´quivalence de cate´gories de quasi-inverse
〈−1〉∗F˜ ♮(·)[g].
De nouveau, compte tenu du the´ore`me de changement de base et de la formule des
projections, ce the´ore`me est une conse´quence formelle du lemme suivant.
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LEMME (3.2.2). — Le complexe
Rp˜r♮∗DRA♮×SA/A♮(P˜ , ∇˜) (resp. Rp˜r∗(P˜ , ∇˜) )
est canoniquement isomorphe a` ǫ♮∗OS [−g] (resp. ǫ+OS [−g]) dans Dbqcoh(OA♮) (resp.
Dbqcoh(DA/S)).
RAPPEL (3.2.3). — Le DA/S-Module a` gauche ǫ+OS est de´fini par
ǫ+OS = ǫ∗D(A ǫ←−S)/S,
ou`
D
(A
ǫ
←−S)/S
= ǫ−1
(
DA/S ⊗OA (Ω
g
A/S)
⊗−1
)
⊗ǫ−1OAOS
est muni de sa structure de (ǫ−1DA/S,OS)-bi-Module gauche-droite naturelle (la struc-
ture de (ǫ−1DA/S)-Module a` gauche vient de celle de DA/S-Module a` gauche de
DA/S ⊗OA (Ω
g
A/S)
⊗−1, qui elle meˆme vient des structures de DA/S-Module a` droite de
DA/S et de Ω
g
A/S, et la structure de OS-Module a` droite est la structure e´vidente). Voir
[Bo] §7 pour plus de de´tails.
Preuve du lemme : Par changement de base, le complexe
Lǫ♮∗Rp˜r♮∗DRA♮×SA/A♮(P˜ , ∇˜)
est canoniquement isomorphe a`
Rπ∗DRA/S(OA, d)
et, comme le OS-Module
H2gdR(A/S) = R
gπ∗DRA/S(OA, d)
est canoniquement isomorphe a` OS , on en de´duit une fle`che
Lǫ♮∗Rp˜r♮∗DRA♮×SA/A♮(P˜ , ∇˜)→ OS [−g]
et donc par adjonction une fle`che
Rp˜r♮∗DRA♮×SA/A♮(P˜, ∇˜)→ ǫ
♮
∗OS [−g].
On va montrer que cette dernie`re fle`che est un isomorphisme.
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Remarquons tout d’abord que Rp˜r♮∗DRA♮×SA/A♮(P˜ , ∇˜) est un objet de D
b
coh(OA♮)
puisqu’il en est ainsi de
Rp˜r♮∗(Ω
i
A♮×SA/A♮
⊗A♮×SA P˜) = Lp
∗F(ΩiA/S)
pour tout entier i. D’apre`s le lemme de Nakayama, on peut donc supposer que S est
le spectre d’un corps de caracte´ristique nulle et il suffit de montrer que, pour tout OA-
Module inversible a` connexion inte´grable (L,∇) satisfaisant le the´ore`me du carre´ et tout
entier i, le k-espace vectoriel
Hi+gdR (L,∇) = H
i(A,DRA/k(L,∇))
est nul si (L,∇) n’est pas isomorphe a` (OA, d) et est canoniquement isomorphe a`
Lg−iǫ
♮∗ǫ♮∗k
si (L,∇) = (OA, d).
La preuve de cette assertion est en tout point similaire a` [Mum] Ch. III, §16, PROOFS
(2), et nous ne ferons que l’esquisser.
Si (L,∇) n’est pas isomorphe a` (OA, d), on a H0dR(L,∇) = (0). Raisonnons par
l’absurde en supposant qu’il existe des entiers n > 0 tels que HndR(L,∇) 6= (0) et notons
n0 le plus petit de ces entiers. Comme (L,∇) satisfait le the´ore`me du carre´, on a un
isomorphisme de k-espaces vectoriels⊕
i+j=n0
HidR(L,∇)⊗k H
j
dR(L,∇)
∼=
⊕
i+j=n0
HidR(L,∇)⊗k H
j
dR(A/k)
(formule de Ku¨nneth et formule de projection). Or, H0dR(A/k) = k n’est pas nul, d’ou`
une contradiction.
Si (L,∇) = (OA, d), pour tout entier i, HidR(L,∇) = H
i
dR(A/k) est canoniquement
isomorphe a`
∧i
H1dR(A/k). Mais, la dualite´ locale fournit, pour tout entier i, un
isomorphisme canonique
ǫ♮∗Lg−iǫ
♮∗ǫ♮∗k
∼= Ext
g+i
O
A♮
(ǫ♮∗k, ǫ
♮
∗k)
(le OA♮ -Module inversible Ω
2g
A♮/k
est canoniquement trivial). De plus,
(ǫ♮)−1Ext1O
A♮
(ǫ♮∗k, ǫ
♮
∗k)
n’est autre que le k-espace vectoriel tangent a` l’origine de A♮ et, pour tout entier i,
(ǫ♮)−1ExtiO
A♮
(ǫ♮∗k, ǫ
♮
∗k)
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est canoniquement isomorphe a`
i∧
(ǫ♮)−1Ext1O
A♮
(ǫ♮∗k, ǫ
♮
∗k)
(conside´rer une re´solution de Koszul de ǫ♮∗k). Par suite, on est ramene´ a` identifier
H1dR(A/k) a` l’espace tangent a` l’origine de A
♮, ce qui est fait dans [Ma-Me] (2.2).
Passons maintenant a` l’assertion “resp.” du lemme. Pour montrer que Rp˜r∗(P˜, ∇˜) est
canoniquement isomorphe a` ǫ+OS dans Dbqcoh(DA/S) il suffit, d’apre`s un the´ore`me de
Kashiwara (cf. [Bo] Ch. VI, Theorem 7.11), de montrer que Rp˜r∗(P˜, ∇˜) est supporte´ par
ǫ(S) et que Lǫ∗Rp˜r∗P˜[−g] est canoniquement isomorphe a` OS [−g]. La seconde assertion
re´sulte aussitoˆt du the´ore`me de changement de base et du the´ore`me (2.4.1). Pour la
premie`re assertion, on remarque que Rp˜r∗P˜ n’est rien d’autre que F
′(A♮) et donc cette
assertion est une conse´quence imme´diate de l’isomorphisme
gr•A
♮ ∼−→ π′∗SymOS• (ǫ
∗TA/S).
et du lemme (1.2.5) puisque F ′(OA′) = Rpr∗P.
COROLLAIRE (3.2.4). — Le carre´ de foncteurs
Dbqcoh(OA′)
F
′
−→ Dbqcoh(OA)
Lp∗(·)
y yDA/S L⊗OA (·)
Dbqcoh(OA♮) −→
F˜♮
Dbqcoh(DA/S)
est commutif (a` un isomorphisme canonique pre`s).
COROLLAIRE (3.2.5). — Le foncteur F˜ ♮ envoie la sous-cate´gorie strictement pleine
Dbcoh(OA♮) de D
b
qcoh(OA♮) dans la sous-cate´gorie strictement pleine D
b
coh(DA/S) de
Dbqcoh(DA/S).
(3.3) Tout comme la transformation de Fourier-Mukai, les transformations F˜ et F˜ ♮
posse`dent des proprie´te´s de fonctorialite´.
RAPPELS (3.3.1). — Soient T un S-sche´ma lisse purement de dimension relative dT
et X et Y des T -sche´mas lisses et purement de dimensions relatives dX/T et dY/T
respectivement.
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Si X
f
−→ Y est un T -morphisme, on a des foncteurs exacts
f+ : D
b
qcoh(DX/T )→ D
b
qcoh(DY/T )
et
f ! : Dbqcoh(DY/T )→ D
b
qcoh(DX/T )
de´finis par
f+(·) = Rf∗(D(Y←X)/T
L
⊗DX/T (·))
et
f !(·) = D(X→Y )/T
L
⊗f−1DY/T f
−1(·)[dX/T − dY/T ],
ou` D(Y←X)/T est le (f
−1DY/T ,DX/T )-bi-Module
f−1(DY/T ⊗OY (Ω
dY/T
Y/T )
⊗−1)⊗f−1OY Ω
dX/T
X/T
et ou` D(X→Y )/T est le (DX/T , f
−1DY/T )-bi-Module
OX ⊗f−1OY f
−1DY/T
(cf. [Bo] Ch. VI, §5.1 et §4.2). Si f est lisse, on a encore
f+(·) = Rf∗DRX/Y (·),
ou` le complexe de de Rham DRX/Y (M) d’un DX/S-Module M est le complexe
[M
∇
−→ Ω1X/Y ⊗OX M
∇
−→ · · ·
∇
−→ Ω
dX/T−dY/T
X/Y ⊗OX M]
concentre´ en degre´s compris entre dY/T − dX/T et 0 (cf. [Bo] Ch. VI, 5.3.2).
Si T ′ est un autre S-sche´ma lisse purement de dimension relative dT ′ , si T
′ α−→ T
est un morphisme de S-sche´mas et si X ′ est le T ′-sche´ma de´duit du T -sche´ma X par le
changement de base α, on a aussi des foncteurs
(β, α)+ : D
b
qcoh(DX′/T ′)→ D
b
qcoh(DX/T )
et
(β, α)! : Dbqcoh(DX/T )→ D
b
qcoh(DX′/T ′)
de´finis par
(β, α)+ = Rβ∗
et
(β, α)!(·) = Rβ!(·) = Lβ∗(·)
L
⊗π′−1OT ′ π
′−1Rα!OT ,
ou` β : X ′ = T ′ ×T X → X et π′ : X ′ = T ′ ×T X → T ′ sont les projections canoniques.
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On a un produit tensoriel externe
⊠ : Dbqcoh(DX/T )×D
b
qcoh(DY/T )→ D
b
qcoh(DX×SY/T×ST )
et un produit tensoriel interne
⊗! : Dbqcoh(DX/T )×D
b
qcoh(DX/T )→ D
b
qcoh(DX/T )
de´fini par
(·)⊗!(·) = ∆!X/T (∆˜T ,∆T )
!((·)⊠(·)) = ((·)
L
⊗OX (·))
L
⊗π−1(OT ) π
−1(ΩdTT/S)
⊗−1[−dX/T−dT ],
ou` ∆T : T →֒ T ×S T , ∆˜T : X ×T X →֒ X ×S X et ∆X/T : X →֒ X ×T X sont les
immersions diagonales (comparer a` [Bo] Ch. VIII, §14.3).
On a enfin un foncteur de dualite´
D : Dbcoh(DX/T )
opp → Dbcoh(DX/T )
de´fini par
D(·) = RHomDX/T ( · ,DX/T ⊗OX (Ω
dX/T
X/T )
⊗−1)⊗π−1(OT ) π
−1ΩdTT/S [dX/T + dT ]
(cf. [Bo] Ch. VI, §3.6).
Compte tenu de ces rappels, on a
F˜(·) = p˜r♮+
(
(P˜ , ∇˜)⊗! (p˜r, π♮)!(·)
)
[g]
et
F˜ ♮(·) =
(
p˜r, π♮)+((P˜, ∇˜)⊗
! p˜r♮!(·)
)
[2g].
PROPOSITION (3.3.2). — Soit f : A1 → A2 un morphisme S-sche´mas abe´liens, avec
Ai purement de dimension relative gi (i = 1, 2), et soit f
♮ : A♮2 → A
♮
1 le morphisme
transpose´. Alors on a les couples d’isomorphismes canoniques de foncteurs{
F˜2 ◦ f+ ∼= Rf ♮! ◦ F˜1(·)[2(g − 1− g2)],
f+ ◦ F˜
♮
1
∼= F˜
♮
2 ◦Rf
♮!(·)[g − 1− g2],
avec Rf ♮!(·) = Lf ♮∗(·)[2(g2 − g1)], et{
F˜ ♮1 ◦Rf
♮
∗(·)[g − 1− g2] ∼= f ! ◦ F˜
♮
2,
Rf ♮∗ ◦ F˜2 ∼= F˜1 ◦ f !,
ou` F˜i et F˜
♮
i sont les foncteurs F˜ et F˜
♮ pour le S-sche´ma abe´lien Ai (i = 1, 2).
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Preuve : Les premiers isomorphismes de chaque couple re´sultent formellement du
the´ore`me de changement de base, de la formule des projections et de l’isomorphisme
canonique
(f ♮ × idA1 , f
♮)!(P˜1, ∇˜1)[3(g − 1− g2)] ∼= (idA♮2
× f)!(P˜2, ∇˜2).
Quant aux seconds, ils se de´duisent des premiers par le the´ore`me (3.2.1).
On appelle produits de convolution et on note par
(·) ∗D (·) : D
b
qcoh(DA/S)×D
b
qcoh(DA/S)→ D
b
qcoh(DA/S)
et
(·) ∗♮ (·) : Dbqcoh(OA♮)×D
b
qcoh(OA♮)→ D
b
qcoh(OA♮)
les foncteurs de´finis par
(·) ∗D (·) = µ+((·)⊠ (·))
et
(·) ∗♮ (·) = Rµ♮∗((·)⊠ (·))
(on rappelle que µ : A×S A→ A et µ♮ : A♮ ×S A♮ → A♮ sont les lois de groupe).
COROLLAIRE (3.3.3). — On a des couples d’isomorphismes canoniques de foncteurs{
F˜((·) ∗D (·)) ∼= F˜(·)
L
⊗O
A♮
F˜(·),
F˜ ♮(·) ∗D F˜
♮(·) ∼= F˜ ♮((·)
L
⊗O
A♮
(·))[−g],
et {
F˜ ♮((·) ∗♮ (·)) ∼= F˜ ♮(·)[g]⊗!S F˜
♮(·),
F˜(·) ∗♮ F˜(·) ∼= F˜((·)⊗!S (·)).
PROPOSITION (3.3.4). — Conside´rons les foncteurs de dualite´ D : Dbcoh(DA/S)
opp →
Dbcoh(DA/S) (pour (X, T ) = (A, S)) et D
♮ : Dbcoh(OA♮)
opp → Dbcoh(OA♮) (pour (X, T ) =
(A♮, A♮)) de´finis en (3.3.1). Alors, on a des isomorphismes canoniques de foncteurs
D♮ ◦ F˜ ∼= 〈−1〉♮∗ ◦ F˜ ◦D(·)[2g]
et
D ◦ F˜ ♮ ∼= 〈−1〉∗ ◦ F˜ ♮ ◦D♮.
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Preuve : Les seconds isomorphismes se de´duisent des premiers a` l’aide du the´ore`me
(3.2.1). Quant aux premiers, ils re´sultent des isomorphismes suivants : avec les notations
de (3.3.1), on a
D ◦ f+ ∼= f+ ◦D
si f est propre, on a
D((L,∇)⊗! (·)) ∼= (L,∇)⊗−1 ⊗! D(·)⊗π−1OT π
−1(ΩdTT/S)
⊗2[2dX/T + 2dT ]
si (L,∇) est un OX -Module inversible a` connexion inte´grable relative a` T et on a
(β, α)!(D(·))⊗OX′ (Ω
n
X′/X)
⊗−1[−n] ∼= D′ ◦ (β, α)!(·)
si α est lisse, purement de dimension relative n, ou` D′ est le foncteur de dualite´ pour
X ′/T ′.
4. Groupes alge´briques et groupes formels sur un corps de caracte´ristique
nulle : rappels.
(4.1) Dans toute la suite de cet article, on fixe un corps k de caracte´ristique nulle et
une cloˆture alge´brique k de k.
On appellera simplement k-groupes alge´griques les k-sche´mas en groupes abe´liens qui
sont se´pare´s et de type fini en tant que k-sche´mas. Puisque k est de caracte´ristique nulle,
le sche´ma sous-jacent a` tout k-groupe alge´brique est lisse et de dimension pure sur k
(dimension note´e dans la suite dG) et on a :
PROPOSITION (4.1.1). — (i) La cate´gorie des k-groupes alge´briques est abe´lienne.
(ii) Tout k-groupe alge´brique G admet le de´vissage canonique
1→ G0 → G→ G/G0 → 1,
1→ L→ G0 → A→ 0,
1→ T → L→ V → 0,
ou` :
• G0 est la composante neutre de G et G/G0 est fini et e´tale sur k,
• L est le plus petit sous-groupe alge´brique de G0 tel que G0/L soit propre sur
k, L est affine et A est un k-sche´ma abe´lien,
• T est le plus grand k-tore contenu dans L et V est un k-vectoriel.
De plus, L est aussi le plus grand sous-k-groupe alge´brique affine et connexe de G0
et l’extension de V par T est canoniquement scinde´e, de sorte que L est canoniquement
isomorphe au produit direct T ×k V .
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Preuve : Voir [SGA3] Expose´ VIA et [Se] Ch. III, §7, Prop. 11 et Prop. 12.
Bien suˆr, on a
dG = dG0 = dL + dA = dT + dV + dA
et on a des isomorphismes non canoniques
T ⊗k k
′ ∼= (Gm,k′)
dT
et
V ∼= (Ga,k)
dV
de groupes alge´briques sur k′ et k respectivement, ou` k′ est une extension finie de k
contenue dans k convenable.
(4.2) On appellera simplement k-groupes formels les k-sche´mas formels affines en
groupes abe´liens G (on note additivement la loi de groupe) tels que l’action naturelle
de Gal(k/k) sur G(k) se factorise a` travers le quotient Gal(k′/k) pour une extension finie
k′ de k dans k, que G(k) = G(k′) soit un groupe abe´lien de type fini et que la k-alge`bre
topologique OG,0 soit un quotient d’une k-alge`bre de se´ries formelles en un nombre fini
d’inde´termine´es (i.e. topologiquement de type fini). Puisque k est de caracte´ristique nulle,
tout k-groupe formel est formellement lisse et de dimension pure dG pour un certain entier
dG ≥ 0, i.e. OG,0 est une k-alge`bre de se´ries formelles en dG inde´termine´es, et on a :
PROPOSITION (4.2.1). — (i) La cate´gorie des k-groupes formels est abe´lienne.
(ii) Tout k-groupe formel G admet le de´vissage canonique suivant :
0→ G0 → G → G e´t → 0,
0→ G e´ttors → G
e´t → G e´tlib → 0,
ou`
• G0 est la composante neutre de G et G e´t est e´tale sur k,
• G e´ttors est le plus grand sous-k-sche´ma en groupes de G
e´t dont le k-sche´ma sous-
jacent est fini et e´tale et G e´tlib(k
′) est un groupe abe´lien libre de rang fini.
De plus, l’extension de G e´t par G0 est canoniquement scinde´e, de sorte que G est
canoniquement isomorphe au produit direct G0 ×k G e´t.
Preuve : Voir [Fo] Ch. I, 6.6 et §7.
Bien suˆr, on a
dG = dG0
et, si on note rG le rang du groupe abe´lien de type fini G(k′), i.e. rG = dimQ(Q⊗G(k′)),
on a
rG = rGe´t = rGe´t
lib
.
TRANSFORMATION DE FOURIER 25
En outre, on a des isomorphismes non canoniques de k-groupes formels
G0 ∼= (Ĝ0a,k)
dG
et de groupes abe´liens
G e´tlib(k
′) ∼= ZrG ,
ou` Ĝ0a,k est le k-groupe formel additif connexe (i.e. Spf(k[[x]]) avec co-multiplication
x 7→ x⊗ 1 + 1⊗ x).
(4.3) Soit Aff/k la cate´gorie des k-sche´mas affines munie de la topologie fppf. On
notera Ens/k (resp. Ab/k) la cate´gorie des faisceaux d’ensembles (resp. de groupes
abe´liens) sur le site ainsi de´fini.
On identifie la cate´gorie des k-sche´mas a` une sous-cate´gorie pleine de Ens/k de la
manie`re habituelle : au k-sche´ma X on associe le faisceau de valeur X(R) sur Spec(R).
En particulier, on identifiera la cate´gorie des k-groupes alge´briques a` une sous-cate´gorie
pleine de Ab/k, sous-cate´gorie que l’on notera dans la suite Gr.alg/k.
De meˆme on identifie la cate´gorie des k-sche´mas formels affines a` une sous-cate´gorie
pleine de Ens/k : au k-sche´ma formel affine X = Spf(A), on associe le faisceau de valeur
sur tout k-sche´ma affine Spec(R) l’ensemble X (R) des homomorphismes continus de k-
alge`bres de A dans R, la k-alge`bre R e´tant munie de la topologie discre`te. En particulier,
on identifiera la cate´gorie des k-groupes formels a` une sous-cate´gorie pleine Gr.form/k
de Ab/k.
PROPOSITION (4.3.1). — (i) Si f est une fle`che dans Gr.alg/k (resp. Gr.form/k), les
noyau et conoyau de f calcule´s dans Gr.alg/k (resp. Gr.form/k) sont aussi des noyau
et conoyau de f calcule´s dans Ab/k.
(ii) Si
0→ F ′ → F → F ′′ → 0
est une suite exacte dans Ab/k et si F ′ et F ′′ sont isomorphes a` des objets de Gr.alg/k
(resp. Gr.form/k), il en est de meˆme de F .
5. La cate´gorie des 1-motifs ge´ne´ralise´s ; dualite´ de Cartier.
(5.1) On garde les notations du nume´ro pre´ce´dent. On note C [−1,0](Ab/k) la cate´gorie
abe´lienne des complexes dans Ab/k concentre´s en degre´s −1 et 0.
DE´FINITION (5.1.1). — Un 1-motif ge´ne´ralise´ sur k est un objet M de C [−1,0](Ab/k)
de la forme M = [G
u
−→ G], ou` G est un k-groupe formel sans torsion (G e´ttors = (0)) et ou`
G est un k-groupe alge´brique connexe (G = G0).
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La cate´gorie Mot/k des 1-motifs ge´ne´ralise´s sur k est la sous-cate´gorie pleine de
C [−1,0](Ab/k) dont les objets sont les 1-motifs ge´ne´ralise´s sur k.
REMARQUE (5.1.2). — Un 1-motif sur k au sens de [De] (10.1) est un 1-motif ge´ne´ralise´
sur k tel que G0 = (0), G e´t = G e´tlib est constant (de valeur un Z-module libre note´ X dans
loc. cit.) et ou` G est une extension d’un k-sche´ma abe´lien A par un k-tore de´ploye´ T .
PROPOSITION (5.1.3). — La cate´gorie Mot/k est une cate´gorie exacte dans laquelle
toute fle`che admet un noyau et un conoyau.
Les suites exactes dans Mot/k sont les suites
0→M ′ →M →M ′′ → 0
telles que les suites correspondantes
0→ G′ → G→ G′′ → 0
dans Gr.alg/k et
0→ G′ → G → G′′ → 0
dans Gr.form/k soient toutes les deux exactes.
Preuve : Soit
f = (fG, fG) :M1 = [G1
u1−→ G1]→ [G2
u2−→ G2] = M2
un morphisme dans Mot/k. Posons
G′1 = Ker(fG)
0,
G′1 = Ker(fG) ∩ u
−1
1 (G
′
1),
u′1 = u1|G
′
1 : G
′
1 → G
′
1,
et 
G′′2 = Coker(fG)/u2(Coker(fG)
e´t
tors),
G′′2 = Coker(fG)/Coker(fG)
e´t
tors,
u′′2 : G
′′
2 → G
′′
2 induit par u2,
ou` u2 : Coker(fG)→ Coker(fG) est le morphisme induit par u2. Alors M ′1 = [G
′
1
u′1−→ G′1]
est un noyau de f et M ′′2 = [G
′′
2
u′′2−→ G′′2 ] est un conoyau de f .
En outre, f est un monomorphisme strict (resp. un e´pimorphisme strict) si et seulement
si fG et fG sont des monomorphismes (resp des e´pimorphismes) et si Coker(fG) est sans
torsion (resp. Ker(fG) est connexe).
Comme la classe des k-groupes alge´briques connexes et celle des k-groupes formels
sans torsion sont stables par extension dans Ab/k (cf. (4.3.1)(ii)), on ve´rifie facilement
que :
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• la classe des monomorphismes stricts (resp. e´pimorphismes stricts) est stable
par composition,
• tout “push-out” (resp. “pull-back”) d’un monomorphisme strict (resp. e´pimor-
phisme strict) est repre´sentable dans Mot/k par un monomorphisme strict (resp.
e´pimorphisme strict),
• si un morphisme compose´ de Mot/k,
M
f
−→M ′
f ′
−→M ′′
est un monomorphisme strict (resp. un e´pimorphisme strict), il en est de meˆme de f ′
(resp. f ′′).
Ceci ache`ve la preuve de la proposition.
(5.2) Rappelons que la dualite´ de Cartier (cf. [SGA3] VIIB, (2.2.2)) induit une anti-
e´quivalence de cate´gories abe´liennes entre Gr.alg/k et Gr.form/k.
Plus pre´cise´ment, si G (resp. G) est un k-groupe alge´brique affine (resp. un k-groupe
formel), le faisceau de groupes abe´liens sur Ab/k
Hom
Ab/k(G,Gm,k)
(resp.
Hom
Ab/k(G,Gm,k) )
est repre´sentable par un k-groupe formel G′ (resp. un k-groupe alge´brique affine G′),
appele´ le dual de Cartier de G (resp. G). Les foncteurs contravariants G 7→ G′ et G 7→ G′
sont exacts et quasi-inverses l’un de l’autre. Si G est connexe (resp. G est sans torsion),
G′ est sans torsion (resp. G′ est connexe). Si G est un k-tore (resp. G est e´tale sans
torsion), G′ est e´tale sans torsion (resp. G′ est un k-tore). Si G est un k-vectoriel (resp.
G est connexe), G′ est connexe (resp. G′ est un k-vectoriel). Enfin, on a
dG = dG′ + rG′
(resp.
dG + rG = dG′ ).
On se propose maintenant de prolonger la dualite´ de Cartier ci-dessus et la dualite´
pour les k-sche´mas abe´liens conside´re´e dans la section 1 en une dualite´ pour les 1-motifs
ge´ne´ralise´s. On veut bien entendu que cette dualite´ prolonge aussi la dualite´ pour les
1-motifs de´finie par Deligne dans [De] (10.2.11).
Commenc¸ons par montrer le lemme suivant.
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LEMME (5.2.1). — Soient A un k-sche´ma abe´lien de dual A′ et G un k-groupe formel
sans torsion de dual de Cartier le k-groupe alge´brique affine connexe L′. Alors, les classes
d’extensions G′ de A′ par L′ (dans Ab/k ou ce qui revient au meˆme dans Gr.alg/k)
sont en bijection avec les fle`ches G → A dans Ab/k.
Preuve : Comme on a les de´compositions G = G0 ×k G e´t et L′ = T ′ ×k V ′ en dualite´,
il suffit de traiter se´pare´ment les cas G e´tale et G connexe.
Si G est e´tale, L′ = T ′ est un k-tore. Par descente galoisienne et par additivite´, on est
ramene´ au cas G(k) = Z avec action triviale de Gal(k/k) et T ′ = Gm,k. Alors la bijection
cherche´e associe la classe d’extension ι(a) ∈ A′′(k) de A′ par Gm,k a` la fle`che G → A qui
envoie 1 ∈ Z = G(k) sur a ∈ A(k).
Si G est connexe, L′ = V ′ est aussi le k-vectoriel dual du k-vectoriel Lie(G) (alge`bre
de Lie de G). Par suite la bijection cherche´e associe a` une fle`che u : G → A l’extension
de A′ par V ′ de´duite de l’extension vectorielle universelle A♮ par “push-out” via la fle`che
ΩA → V ′ transpose´e de la fle`che Lie(u) : Lie(G)→ Lie(A) = ǫ∗TA/k.
Soit maintenant M = [G
u
−→ G] un 1-motif ge´ne´ralise´ sur k. Le k-groupe alge´brique
G admet le de´vissage canonique
1→ L→ G→ A→ 0
ou` L est affine et A est un k-sche´ma abe´lien (cf. (4.1.1)(ii)). On note G
u
−→ A la fle`che
compose´e de u et de la projection G։ A. Soit G′ le dual de Cartier de L, L′ celui de G
et A′ le k-sche´ma abe´lien dual de A.
D’apre`s le lemme ci-dessus, la fle`che u de´finit une extension G′ de A′ par L′ et
l’extension G de A par L de´finit une fle`che G′
u′
−→ A′.
PROPOSITION (5.2.2). — Soient G, G′, G, G′, u et u′ comme ci-dessus. Alors, la donne´e
d’une fle`che G
u
−→ G relevant u e´quivaut a` la donne´e d’une fle`che G′
u′
−→ G′ relevant u′.
Preuve : Soient E l’extension de G par L “pull-back” de l’extension G de A par L
via u : G → A et E′ l’extension de G′ par L′ “pull-back” de l’extension G′ de A′ par L′
via u′ : G′ → A′. Les donne´es de u et u′ sont e´quivalentes a` des scindages de E et E′
respectivement. Il ne reste plus qu’a` remarquer que les suites exactes
1→ L→ E → G → 0
et
1→ L′ → E′ → G′ → 0
dans Ab/k se de´duisent l’une de l’autre par application du foncteur Hom
Ab/k( · ,Gm,k),
de sorte que scinder l’une de ces suites exactes e´quivaut a` scinder l’autre.
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DE´FINITION (5.2.3). — Le dual du 1-motif ge´ne´ralise´ M sur k est le 1-motif ge´ne´ralise´
M ′ = [G′
u′
−→ G′]
construit ci-dessus.
Soit Q le OG′×kG-Module inversible image re´ciproque par la projection canonique
G′ ×k G ։ A′ ×k A du Module de Poincare´ P. Alors Q est trivialise´ le long de
(G′×k {0})∪({0
′}×kG) et satisfait le the´ore`me du carre´ aussi bien pour le G
′-sche´ma en
groupes G′ ×k G que pour le G-sche´ma en groupes G′ ×k G. On laisse le soin au lecteur
de ve´rifier que :
• (idG′ × u)∗Q (resp. (u′ × idG)∗Q) est canoniquement trivialise´ en tant que
OG′×kG-Module (resp. OG′×kG-Module) inversible rigidifie´ et satisfaisant le the´ore`me du
carre´ pour le G′-sche´ma formel en groupes G′ ×k G (resp. pour le G-sche´ma formel en
groupes G′ ×k G),
• ces trivialisations de (idG′×u)∗Q et (u′×idG)∗Q induisent la meˆme trivilisation
de
(u′ × idG)
∗(idG′ × u)
∗Q ∼= (idG′ × u)
∗(u′ × idG)
∗Q.
En d’autres termes, le Gm,k-torseur sur G
′ ×k G associe´ a` Q est muni d’une structure
de bi-extension de M et M ′ par Gm,k au sens de Deligne (cf. [De] (10.2.1)). Le OG′×kG-
Module Q muni des structures supple´mentaires que l’on vient d’expliciter sera encore dit
de Poincare´.
Il re´sulte du caracte`re syme´trique de la construction deM ′ que l’on a un isomorphisme
de bi-dualite´ dans Mot/k, fonctoriel en M ,
(5.2.4) ι :M
∼
−→M ′′,
graˆce auquel on peut identifier le Module de Poincare´ Q′ pourM ′ au Module de Poincare´
Q pour M (a` permutation des facteurs pre`s).
On laisse au lecteur le soin de donner une description autoduale de la cate´gorieMot/k
qui ge´ne´ralise [De] (10.2.13).
Terminons cette section avec quelques exemples de paires de 1-motifs ge´ne´ralise´s sur
k en dualite´.
EXEMPLES (5.2.5). — (i) Soient V et W deux k-vectoriels et W
u
−→ V un homomor-
phisme de k-vectoriels, de transpose´ V ′
u′
−→W ′. Notons Ŵ 0 et V̂ ′0 les comple´te´s formels
a` l’origine de W et V ′ et notons encore Ŵ 0
u
−→ V et V̂ ′0
u′
−→W ′ les restrictions de u et
u′ a` Ŵ 0 et V̂ ′0 respectivement. Alors, M = [Ŵ 0
u
−→ V ] et M ′ = [V̂ ′0
u′
−→ W ′] sont deux
1-motifs ge´ne´ralise´s en dualite´.
(ii) Soit T un k-tore de dual de Cartier le k-groupe formel e´tale sans torsion X .
Notons simplement ΩT le k-vectoriel des 1-formes diffe´rentielles (relatives a` k) invariantes
sur T , i.e.
ΩT = (Ω
1
T/k)(1),
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et notons T̂ 0 le comple´te´ a` l’origine de T et T̂ 0
can
−→ T la fle`che canonique. Alors,
M = [T̂ 0
can
−→ T ] et M ′ = [X
can′
−→ ΩT ], ou`
can′(x) = x∗(
dt
t
) (∀x ∈ X),
sont deux 1-motifs ge´ne´ralise´s en dualite´ (dt/t est la 1-forme diffe´rentielle invariante
standard sur Gm,k = Spec(k[t, t
−1])).
(iii) SoientA un k-sche´ma abe´lien etA♮ l’extension vectorielle universelle du sche´ma
abe´lien dual de A. Alors, M = [Â0
can
−→ A], ou` Â0 est le comple´te´ a` l’origine de A et
Â0
can
−→ A est la fle`che canonique, et M ′ = [0 → A♮] sont deux 1-motifs ge´ne´ralise´s en
dualite´.
6. Modules quasi-cohe´rents et cohe´rents sur les 1-motifs ge´ne´ralise´s sur k.
(6.1) Soit M = [G
u
−→ G] un 1-motif ge´ne´ralise´ sur k (toujours suppose´ de
caracte´ristique nulle). Posons
M0 = [G0
u0
−→ G],
ou` u0 est la restriction de u a` G0, notons V ′ le dual de Cartier de G0, de sorte que
H0(V ′,OV ′) = Sym
k
•(Lie(G
0)),
et introduisons la OG-Alge`bre quasi-cohe´rente (associative, unitaire, mais non commu-
tative en ge´ne´ral)
DM0 = OG ⊗k H
0(V ′,OV ′)
dont la multiplication est de´termine´e par la re`gle :
(ϕ1 ⊗ ξ1) · (ϕ2 ⊗ (ξ2 · · · ξn)) = (ϕ1ϕ2)⊗ (ξ1ξ2 · · · ξn) + (ϕ1Lie(u
0)(ξ1)(ϕ2))⊗ (ξ2 · · · ξn)
pour toutes sections locales ϕ1, ϕ2 de OG et tous ξ1, ξ2, . . . , ξn ∈ Lie(G
0).
On rappelle que G se de´compose canoniquement en le produit G0 ×k G e´t et que G e´t se
de´ploie sur une extension finie k′ de k dans k, ce qui permet de voir G e´t(k′) comme un
sous-goupe de G(k′).
DE´FINITION (6.1.1). — Un Module sur M est un DM0-Module M muni d’une G
e´t-
structure, i.e. d’une famille d’isomorphismes de (Dk′⊗kM0)-Modules
ax : τ
∗
u(x)(k
′ ⊗k M)
∼
−→ (k′ ⊗k M) (∀x ∈ G
e´t(k′)),
ou` on a note´ τu(x) : k
′ ⊗k G→ k′ ⊗k G la translation par u(x) ∈ G(k′), satisfaisant a` la
condition de co-cycle
ax′+x = ax′ ◦ τ
∗
u(x′)(ax) (∀x, x
′ ∈ G e´t(k′))
et a` la condition de descente galoisienne
(Spec(σ)× idG)
∗(ax) = aσ(x) (∀σ ∈ Gal(k
′/k), ∀x ∈ G e´t(k′)).
Un tel Module est dit quasi-cohe´rent si le OG-Module sous-jacent est quasi-cohe´rent.
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Rappelons que, pour tout k-sche´ma X et tout OX -Module quasi-cohe´rentM, la fle`che
d’adjonction
M→ (k′ ⊗k M)
Gal(k′/k) dfn== (α∗α
∗M)Gal(k
′/k),
ou` α : k′ ⊗k X → X est la projection canonique, est un isomorphisme.
CAS PARTICULIERS (6.1.2). — (i) Si G = (0), un Module (quasi-cohe´rent) sur M n’est
rien d’autre qu’un OG-Module (quasi-cohe´rent).
(ii) Si G est le comple´te´ formel Ĝ0 de G a` l’origine et si u est la fle`che canonique
Ĝ0
can
−→ G, un Module (quasi-cohe´rent) surM n’est rien d’autre qu’un DG-Module (quasi-
cohe´rent), ou` DG = DM0 est la OG-Alge`bre des ope´rateurs diffe´rentiels (relatifs a` k) sur
OG.
(iii) Si G0 = (0) et si G e´t est constant de valeur le groupe abe´lien libre de rang fini
X , un Module (quasi-cohe´rent) surM est un OG-Module (quasi-cohe´rent) X-e´quivariant.
On notera Mqcoh(M) la cate´gorie abe´lienne des Modules quasi-cohe´rents sur M et
Dqcoh(M) sa cate´gorie de´rive´e. On a les sous-cate´gories habituelles D
+
qcoh(M),D
b
qcoh(M),
... de Dqcoh(M).
Pour tout morphisme f = (fG , fG) : M1 → M2 de 1-motifs ge´ne´ralise´s sur k, nous
allons maintenant de´finir des foncteurs
f∗ : D
b
qcoh(M1)→ D
b
qcoh(M2)
et
f ! : Dbqcoh(M2)→ D
b
qcoh(M1).
Le morphisme fG e´tant le produit direct de sa composante connexe fG0 : G
0
1 → G
0
2 et
de sa composante e´tale fGe´t : G
e´t
1 → G
e´t
2 , on a une factorisation canonique
M1
f ′
−→M ′′2
g′
−→ N ′2
h′
−→M ′2
g
−→ N2
h
−→M2
de f : M1 →M2, ou`
M ′′2 = [G1
fG◦u1−−−→ G2]
f ′ = (id, fG)
h ◦ g ◦ h′ ◦ g′ = (fG , id),
M ′2 = [G
0
2 ×k G
e´t
1
u02·(fG◦u
e´t
1 )−−−−−−−→ G2]
h′ ◦ g′ = (f0G × id, id)
h ◦ g = (id× f e´tG , id),
N ′2 = [(G
0
1 ×k G
0
2)×k G
e´t
1
1·u02·(fG◦u
e´t
1 )−−−−−−−−→ G2]
g′ = ((id, f0G)× id, id)
h′ = (prG02 × id, id),
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et
N2 = [G
0
2 ×k (G
e´t
1 ×k G
e´t
2 )
u02·1·u
e´t
2−−−−→ G2]
g = (id× (id, f e´tG ), id)
h = (id× prGe´t2 , id),
et, bien entendu, on veut que
f∗ = h∗ ◦ g∗ ◦ h
′
∗ ◦ g
′
∗ ◦ f
′
∗
et que
f ! = f ′! ◦ g′! ◦ h′! ◦ g! ◦ h!.
Il suffit donc de de´finir f∗M1 pour chaque M1 ∈ obD
+
qcoh(M1) et f
!M2 pour chaque
M2 ∈ obD
+
qcoh(M2) dans les cinq cas particuliers suivants :
(1) fG = id,
(2) fG0 est un monomorphisme muni d’une re´traction, fGe´t = id et fG = id,
(3) fG0 est un e´pimorphisme muni d’une section, fGe´t = id et fG = id,
(4) fG0 = id, fGe´t est un monomorphisme muni d’une re´traction et fG = id,
(5) fG0 = id,fGe´t est un e´pimorphisme muni d’une section et fG = id.
Dans le cas particulier (1), l’image directe ordinaire RfG∗M1 et l’image inverse
extraordinaire f !GM2 au sens des O-Modules sont trivialement munies de structures
de complexes de Modules quasi-cohe´rents sur M2 et M1 respectivement. Ces complexes
sont par de´finition f∗M1 et f !M2.
Dans le cas particulier (2), on peut identifier fG0 : G
0
1 → G
0
2 a`
(id, 0) : G01 → G
0
1 ×k H,
ou` H est le noyau de la re´traction, et on a alors
DM02 = DM01 ⊗k Sym
k
•(Lie(H))
= OG ⊗k Sym
k
•(Lie(G
0
1))⊗k Sym
k
•(Lie(H)).
On pose d’une part
ωH = (Ω
dH
H/k)(0) =
dH∧
k
Homk(Lie(H), k)
et
f∗M1 =M1 ⊗k Sym
k
•(Lie(H))⊗k ω
⊗−1
H
avec la structure de DM02 -Module a` gauche de´finie par
(1⊗ 1⊗ ζi) ·
(
m1 ⊗ (ζ
α1
1 · · · ζ
αd
d )⊗ (ζ1 ∧ · · · ∧ ζd)
)
= −m1 ⊗ (ζ
α1
1 · · · ζ
αi−1
i−1 ζ
αi+1
i ζ
αi+1
i+1 · · · ζ
αd
d )⊗ (ζ1 ∧ · · · ∧ ζd),
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(ϕ⊗ 1⊗ 1) ·
(
m1 ⊗ 1⊗ (ζ1 ∧ · · · ∧ ζd)
)
= (ϕ ·m1)⊗ 1⊗ (ζ1 ∧ · · · ∧ ζd)
et
(1⊗ ξ ⊗ 1) ·
(
m1 ⊗ 1⊗ (ζ1 ∧ · · · ∧ ζd)
)
= (ξ ·m1)⊗ 1⊗ (ζ1 ∧ · · · ∧ ζd)
pour toute base (ζ1, . . . , ζd) de Lie(H), tout d-uplet (α1, . . . , αd) d’entiers ≥ 0, tout
i = 1, . . . , d, toute section locale m1 de M1, toute section locale ϕ de OG et tout
ξ ∈ Lie(G01), et avec la G
e´t
2 -structure induite par la G
e´t
1 -structure deM1. On pose d’autre
part
f !M2 = ρ(M2)⊗k ωH,
ou` ρ(M2) est le Module sur M1 de´duit du Module M2 par oubli de l’action de
Symk•(Lie(H)), avec la G
e´t
1 -structure induite par la G
e´t
2 -structure de M1.
Dans la cas particulier (3), on peut identifier fG0 : G
0
1 → G
0
2 a`
prG02 : G
0
2 ×k H → G
0
2 ,
ou` H est le noyau de fG0 , et on a alors
DM01 = DM02 ⊗k Sym
k
•(Lie(H))
(produit tensoriel de k-Alge`bres). On fait agir Symk•(Lie(H)) sur le k-espace vectoriel ωH
a` travers l’augmentation canonique Symk•(Lie(H))։ k. On pose d’une part
f∗M1 = ωH
L
⊗Symk•(Lie(H))M1,
vu comme DM02 -Module, avec la G
e´t
2 -structure induite par la G
e´t
1 -structure de M1. On
pose d’autre part
f !M2 =M2 ⊗k ω
⊗−1
H
avec l’action de DM01 produit tensoriel de l’action donne´e de DM02 sur M2 et de l’action
de Symk•(Lie(H)) sur ω
⊗−1
H
a` travers l’augmentation canonique et avec la G e´t1 -structure
induite par la G e´t2 -structure de M1.
Dans le cas particulier (4), on peut identifier fGe´t : G
e´t
1 → G
e´t
2 a`
(id, 0) : G e´t1 → G
e´t
1 ×k H,
ou` H est le noyau de la re´traction. On pose d’une part
ωH
dfn
==
(rH∧
Homk′−gr(k
′ ⊗k H,Ga,k′)
)Gal(k′/k)
et
f∗M1 =
( ⊕
y∈H(k′)
τ∗ue´t2 (y)
(k′ ⊗k M1)
)Gal(k′/k)
⊗kω
⊗−1
H
,
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muni de la structure de DM02 -Module induite par la structure de DM01 -Module de M1 et
muni de la G e´t2 -structure naturelle : pour tout x2 = (z, x1) ∈ H(k
′)× G e´t1 (k
′) = G e´t2 (k
′),
on a l’isomorphisme
τ∗ue´t2 (x2)
(⊕
y
τ∗ue´t2 (y)
(k′ ⊗k M1)
)
∼=
⊕
y
τ∗ue´t2 (y)
τ∗ue´t1 (x1)
(k′ ⊗k M1)⊕
y
τ∗
ue´t
2
(y)
(ax1 )
−−−−−−−−−−→
⊕
y
τ∗ue´t2 (y)
(k′ ⊗k M1)
ou` y parcourt H(k′). On pose d’autre part
f !M2 = ρ(M2)⊗k ωH,
ou` ρ(M2) est le Module surM1 de´duit du ModuleM2 surM2 par oubli de laH-structure.
Dans le cas particulier (5), on peut identifier fGe´t : G
e´t
1 → G
e´t
2 a`
prGe´t2 : G
e´t
2 ×k H → G
e´t
2 ,
ou` H est le noyau de fGe´t . On fait agir k[H(k
′)] sur le k-espace vectoriel ωH a` travers
l’augmentation canonique k[H(k′)]։ k. On pose d’une part
f∗M1 =
(
ωH
L
⊗k[H(k′)] (k
′ ⊗k M1)
)Gal(k′/k)
avec la structure de DM02 -Module induite par la structure de DM01 -Module de M1 et la
G e´t2 -structure de´duite de la G
e´t
1 -structure de M1 par oubli de l’action de H. On pose
d’autre part
f !M2 =M2 ⊗k ω
⊗−1
H
avec la structure de DM01 -Module induite par la structure de DM02 -Module deM2 et avec
la G e´t1 -structure produit tensoriel de la G
e´t
2 -structure donne´e surM2 et de la H-structure
triviale sur ω⊗−1
H
.
On laissera au lecteur le soin de ve´rifier que, pour tout morphisme compose´
M1
f
−→M2
g
−→M3
dans la cate´gorie des 1-motifs ge´ne´ralise´s, on a des isomorphismes de transitivite´
(g ◦ f)∗ ∼= g∗ ◦ f∗
et
(g ◦ f)! ∼= f ! ◦ g!.
EXEMPLES (6.1.3). — (i) Pour f = (0, fG) : [0 → G1] → [0 → G2], f∗ et f ! sont
respectivement l’image directe ordinaire RfG∗ et l’image inverse extraordinaire f
!
G pour
les O-Modules.
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(ii) Pour f = (f̂G, fG) : [Ĝ
0
1
can
−→ G1] → [Ĝ02
can
−→ G2], f∗ et f ! sont respectivement
l’image directe ordinaire fG+ et l’image inverse extraordinaire f
!
G pour les D-Modules a`
gauche (cf. [Bo] §4 et §5 ou les rappels (3.3.1)).
(iii) Pour f = (0, idG) : [0→ G]→ [Ĝ0
can
−→ G], on a
f∗(·) = (·)⊗OG D
Ω
G,
ou`
DΩG = DG ⊗OG (Ω
dG
G/k)
⊗−1
est muni de sa structure de (OG,DG)-bi-Module gauche-gauche naturelle (cf. [Bo] §3),
et on a
f !(·) = ρ(·)⊗OG Ω
dG
G/k,
ou` ρ : Dbqcoh(DG)→ D
b
qcoh(OG) est le foncteur d’oubli de la structure de DG-Module.
(iv) Pour M = [X → G], ou` X est un Z-module libre de rang fini r, avec action
triviale de Gal(k′/k), et pour f :M → [0→ 0] = Spec(k) la projection canonique, f∗ est
le foncteur de cohomologie e´quivariante
RΓX(G, · )[r] = RΓ(X,RΓ(G, · ))[r]
puisque l’on a la re´solution canonique
k →֒ k[X ]→ k[X ]⊗Z X
∨ → k[X ]⊗Z
2∧
X∨ → · · ·
· · · → k[X ]⊗Z
r−1∧
X∨ → k[X ]⊗Z
r∧
X∨ ։ k ⊗Z
r∧
X∨ = ωX ,
ou` la diffe´rentielle
k[X ]⊗Z
i∧
X∨ → k[X ]⊗Z
i+1∧
X∨
est de´finie par
[x]⊗ (x∨1 ∧ · · ·x
∨
i ) 7→
r∑
j=1
〈e∨j , x〉[x− ej ]⊗ (e
∨
j ∧ x
∨
1 ∧ · · ·x
∨
i )
si (ej)j=1,...,r est une base de X et si
∑r
j=1 ej⊗e
∨
j ∈ X⊗X
∨ est l’e´le´ment qui est envoye´
sur l’identite´ par l’isomorphisme canonique de X ⊗Z X∨ sur EndZ(X).
(v) PourM = [G → G] arbitraire et pour f :M → [0→ 0] = Spec(k) la projection
canonique, on a
f !k = OG ⊗k ωM [dG]
avec sa structure naturelle de Module sur M , ou` on a pose´
ωM = ωG ⊗ ω
⊗−1
G
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avec
ωG = (Ω
dG
G/k)(1)
et
ωG = ωG0 ⊗k ωGe´t = (Ω
dG
G0/k)(1) ⊗k
(rH∧
Homk′−gr(k
′ ⊗k H,Ga,k′)
)Gal(k′/k)
.
Si M ′ = [G′
u′
−→ G′] et M ′′ = [G′′
u′′
−→ G′′] sont deux 1-motifs ge´ne´ralise´s, on dispose
aussi d’un produit tensoriel externe
(·)⊠ (·) : Dbqcoh(M
′)×Dbqcoh(M
′′)→ Dbqcoh(M
′ ×M ′′),
ou` M ′ ×M ′′ = [G′ ×k G′′
u′×u′′
−−−−−→ G′ ×k G′′]. Par suite, si M = [G
u
−→ G] est un 1-motif
ge´ne´ralise´, on peut de´finir un produit tensoriel interne
(·)⊗! (·) : Dbqcoh(M)×D
b
qcoh(M)→ D
b
qcoh(M)
par
(·)⊗! (·) = ∆!M ((·)⊠ (·)),
ou` ∆M = (∆G ,∆G) : M →M ×M est le morphisme diagonal.
On notera simplement
(·)⊗k (·) : D
b
qcoh(M)×D
b(k)→ Dbqcoh(M)
le foncteur (·)⊗! π!(·) pour π : M → Spec(k) le morphisme canonique (ce foncteur n’est
autre que le foncteur (·) ⊠ (·) pour M1 = M et M2 = [0 → 0] puisque M ×k [0 → 0]
s’identifie canoniquement a` M).
On laisse au lecteur le soin de de´duire la proposition suivante des re´sultats analogues
pour les O-Modules (cf. [Ha]).
PROPOSITION (6.1.4). — (i) (Changement de base) Pour tout carre´ carte´sien
M ′1
α1−→ M1
f ′
y yf
M ′2 −→
α2
M2
dans Mot/k tel que fG et fG soient des e´pimorphismes, les foncteurs α
!
2 ◦ f∗ et f
′
∗ ◦ α
!
1
de Dbqcoh(M1) dans D
b
qcoh(M
′
2) sont naturellement isomorphes.
(ii) (Formule des projections) Pour tout morphisme f : M1 → M2 dans Mot/k,
les foncteurs f∗((·) ⊗
! f !(·)) et f∗(·) ⊗
! (·) de Dbqcoh(M1) × D
b
qcoh(M2) dans D
b
qcoh(M2)
sont naturellement isomorphes.
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(iii) (Compatibilite´ au produit externe) Pour tous morphismes f ′ : M ′1 → M
′
2 et
f ′′ : M ′′1 → M
′′
2 dans Mot/k, les foncteurs f
′
∗(·) ⊠ f
′′
∗ (·) et (f
′ × f ′′)∗((·) ⊠ (·)) de
Dbqcoh(M
′
1)×D
b
qcoh(M
′′
1 ) dans D
b
qcoh(M
′
2×M
′′
2 ) d’une part et les foncteurs f
′!(·)⊠ f ′′!(·)
et (f ′ × f ′′)!((·) ⊠ (·)) de Dbqcoh(M
′
2) × D
b
qcoh(M
′′
2 ) dans D
b
qcoh(M
′
1 ×M
′′
1 ) d’autre part
sont naturellement isomorphes.
REMARQUE 6.1.5. — L’hypothe`se de l’e´nonce´ de changement de base n’est certainement
pas l’hypothe`se optimale. On laisse au lecteur le soin d’introduire une notion de “Tor-
inde´pendance” pour deux morphismes f : M1 → M2 et α2 : M ′2 → M2 qui ge´ne´ralise la
notion de Tor-inde´pendance pour les morphismes de sche´mas et qui soit une hypothe`se
suffisante pour le changement de base (cf. [SGA6] Ch. IV, Prop. 3.1.0). Bien entendu,
cette hypothe`se de Tor-inde´pendance doit eˆtre automatiquement ve´rifie´e dans le cas ou`
fG et fG sont tous les deux des e´pimorphismes.
(6.2) Soit M = [G
u
−→ G] un 1-motif ge´ne´ralise´ sur k. Pour tout OG-Module quasi-
cohe´rent F , on notera
IndMG (F)
le Module quasi-cohe´rent sur le M induit par F . Par de´finition, IndMG (F) est le DM0 -
Module ( ⊕
x∈Ge´t(k′)
τ∗u(x)(k
′ ⊗k DM0 ⊗OG F)
)Gal(k′/k)
muni de la G e´t-structure e´vidente. On a encore
IndMG (F) = Ind
M
M0(Ind
M0
G (F)),
ou`
IndM
0
G (F) = DM0 ⊗OG F
et
IndMM0(M
0) =
( ⊕
x∈Ge´t(k′)
τ∗u(x)(k
′ ⊗k M
0)
)Gal(k′/k)
pour tout DM0 -Module quasi-cohe´rent M
0.
Pour tout Module quasi-cohe´rent M sur M , de OG-Module sous-jacent ρ(M), on a
une fle`che d’adjonction
IndMG (ρ(M))→ (k
′ ⊗k M)
Gal(k′/k) =M
qui est clairement un e´pimorphisme de Modules sur M .
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DE´FINITION (6.2.1). — Un Module cohe´rent surM est un Module quasi-cohe´rentM sur
M pour lequel on puisse trouver au moins un OG-Module cohe´rent F et un e´pimorphisme
IndMG (F)։M
de Modules quasi-cohe´rents sur M .
LEMME (6.2.2). — (i) Pour tout ouvert affine U de G, l’anneau DM0(U) est noethe´rien.
(ii) L’Anneau DM0 est cohe´rent et un Module cohe´rent sur M
0 n’est rien d’autre
qu’un DM0-Module a` gauche cohe´rent.
Preuve : On peut munir l’Anneau DM0 de la filtration croissante et exhaustive
DM0,i = OG ⊗k
( i⊕
j=1
Symkj (Lie(G
0))
)
dont le gradue´ associe´ est l’Anneau (maintenant commutatif)
gr•DM0 = Sym
k
•(OG ⊗k Lie(G
0)).
On conclut alors comme dans [Bo] Ch. II, §3.
On noteraMcoh(M) la sous-cate´gorie (strictement) pleine deMqcoh(M) dont les objets
sont les Modules cohe´rents.
PROPOSITION (6.2.3). — La cate´gorie abe´lienne Mqcoh(M) est localement noethe´rienne
et les objets de Mcoh(M) sont exactement les objets noethe´riens de Mqcoh(M). En
particulier, Mcoh(M) est une sous-cate´gorie abe´lienne de Mqcoh(M) stable par sous-
objets, quotients et extensions.
Preuve (Thomasson) : Il suffit de montrer que tout Module quasi-cohe´rent sur M est
limite inductive de ses sous-objets cohe´rents et que les Modules cohe´rents sur M sont
exactement les objets noethe´riens de Mqcoh(M).
Mais tout Module quasi-cohe´rent M sur M est un quotient de IndMG (ρ(M)) et ρ(M)
est la limite inductive de ses sous-OG-Modules cohe´rents. Par suite M est bien la
limite inductive de ses sous-Modules cohe´rents. En particulier, tout objet noethe´rien
de Mqcoh(M) est ne´cessairement cohe´rent.
Inversement, montrons que tout Module cohe´rent M sur M est noethe´rien. L’action
de Gal(k′/k) sur G e´t(k′) se factorise a` travers un quotient fini Gal(k′/k) et donc, quitte a`
e´tendre les scalaires de k a` k′, on peut supposer que G e´t est constant de valeur un groupe
abe´lien X libre de rang fini r. On proce`de alors par re´currence sur r. Si r = 0, l’assertion
re´sulte imme´diatement du lemme (6.2.2). Si r > 0, on de´compose X en Z × X ′ et on
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suppose par re´currence que tout Module cohe´rent M′ sur M ′ = [G0 × X ′
u′
−→ G] est
noethe´rien (u′ est la restriction de u a` G0 ×X ′ ⊂ G0 ×X). Puisque M est cohe´rent, on
peut trouver un Module cohe´rent M′ sur M ′ et un e´pimorphisme
π : IndMM ′(M
′)
dfn
==
⊕
i∈Z
τ∗u(i,0)M
′
։M.
Dans un premier temps, montrons que, pour tout sous-Module quasi-cohe´rent N de
M, il existe un entier i0 tel que
N =
∑
j∈Z
τ∗u(j,0)
(
N ∩ π(M′ ⊕ τ∗u(1,0)M
′ ⊕ · · · ⊕ τ∗u(i0,0)M
′)
)
.
Pour cela, posons
N ′i = τ
∗
u(−i,0)
(
π−1(N ) ∩
⊕i
j=0 τ
∗
u(j,0)M
′
π−1(N ) ∩
⊕i−1
j=0 τ
∗
u(j,0)M
′
)
⊂ τ∗u(0,0)M
′ =M′
pour chaque entier i ≥ 0 et remarquons que
N ′0 ⊂ N
′
1 ⊂ N
′
2 ⊂ · · · ⊂ M
′.
Alors, comme M′ est noethe´rien, il existe un entier i0 ≥ 0 tel que N ′i = N
′
i0
pour tout
i ≥ i0. L’entier i0 re´pond a` la question. En effet, si n est une section de N image par π
de
b∑
i=a
τ∗u(i,0)(m
′
i) = τ
∗
u(a,0)
(b−a∑
i=0
τ∗u(i,0)(m
′
i+a)
)
,
soit b−a est infe´rieur ou e´gal a` i0 et n est une section de τ∗u(a,0)
(
N∩π(M′⊕τ∗u(1,0)M
′⊕· · ·⊕
τ∗u(i0,0)M
′)
)
, soit b−a est strictement supe´rieur a` i0 et, commem′b est une section deN
′
b−a,
on peut modifier n par une section de τ∗u(b−i0,0)
(
N ∩π(M′⊕τ∗u(1,0)M
′⊕· · ·⊕τ∗u(i0,0)M
′)
)
de manie`re a` diminuer la diffe´rence b− a d’une unite´ sans changer a.
Maintenant, soit
N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ M
une tour de sous-Modules quasi-cohe´rents. Pour chaque entier j ≥ 0, on conside`re les
sous-Modules N ′i de M
′ et l’entier i0 ≥ 0 correspondants a` Nj que l’on a de´finis ci-
dessus. On les notera N ′ji et ij respectivement. Clairement, on a
N ′0i ⊂ N
′
1i ⊂ N
′
2i ⊂ · · · ⊂ M
′
pour chaque i ≥ 0 et on peut supposer que i0 ≤ i1 ≤ i2 ≤ · · ·, de sorte que
N ′0,i0 ⊂ N
′
1,i1
⊂ N ′2,i2 ⊂ · · · ⊂ M
′.
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Utilisant de nouveau le fait que M′ est noethe´rien, on voit qu’il existe un entier j0 tel
que N ′j,ij = N
′
j0,ij0
pour tout j ≥ j0. Il s’en suit facilement que l’on peut supposer que
ij = ij0 pour tout j ≥ j0.
Finallement, le ModuleM′⊕τ∗u(1,0)M
′⊕· · ·⊕τ∗u(ij0 ,0)
M′ surM ′ est lui aussi noethe´rien
et la suite croissante de ses sous-Modules
π−1(Nj) ∩ (M
′ ⊕ τ∗u(1,0)M
′ ⊕ · · · ⊕ τ∗u(ij0 ,0)
M′)
est donc stationnaire, de sorte que la suite des Nj elle-meˆme est stationnaire, ce que l’on
voulait de´montrer.
On dispose d’une dualite´ parfaite
D : Dbcoh(M)
opp → Dbcoh(M)
de´finie comme suit. On pose
DΩM0 = DM0 ⊗k ω
⊗−1
G0
.
On munit DΩM0 d’une structure de bi-DM0 -Module gauche-gauche de la fac¸on suivante.
D’une part, on a
DΩM0 = f∗OG
ou` f = (0, id) : [0 → G] → [G0
u0
−→ G] = M0 et on a vu comment munir f∗OG d’une
structure de DM0 -Module a` gauche, c’est la structure (1). D’autre part, DM0 agit par
multiplication a` gauche sur DM0 , ce qui induit une structure de DM0 -Module a` gauche sur
DM0 ⊗k ω
⊗−1
G0
, c’est la structure (2). Cette structure de bi-DM0 -Module gauche-gauche
sur DΩM0 en induit bien entendu une sur
DΩM
dfn
==
( ⊕
x∈Ge´t(k′)
τ∗ue´t(x)(k
′ ⊗k D
Ω
M0)
)Gal(k′/k)
⊗k ω
⊗−1
Ge´t
.
On munit DΩM d’une structure de bi-Module sur M de la fac¸on suivante. D’une part, on
a
DΩM = g∗DM0
ou` g = ((id, 0), id) : [G0 → G] → [G0 ×k G e´t
u
−→ G] = M et on a vu comment munir le
DM0 -Module a` gauche g∗D
Ω
M0 (structure (1)) d’une G
e´t-structure et donc d’une structure
de Module sur M , c’est la structure (1). D’autre part, le DM0 -Module a` gauche D
Ω
M0
(structure (2)) admet lui-meˆme une G e´t-structure naturelle, d’ou` une autre structure de
Module sur M , c’est la structure (2).
Alors, pour tout Module cohe´rent M sur M , D(M) est le complexe de Modules sur
M ,
RHomDqcoh(M)(M,D
Ω
M)⊗k ωM [dG]
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(le RHom est forme´ en utilisant la structure (1) de Module sur M de DΩM et la structure
de Module sur M de ce RHom provient elle de la structure (2) de Module sur M de DΩM .
On ve´rifie que ce complexe est a` cohomologie cohe´rente en re´solvantM par des Modules
induits : on a
D(IndMG (F)) = Ind
M
G (RHomOG(F ,OG))⊗k ωM ⊗k ω
⊗−1
G
[dG].
Bien entendu, dans le cas M = [0→ G], D n’est autre que le foncteur de dualite´ pour
les OG-Modules, RHomOG( · ,OG)) ⊗k ωG[dG], et dans le cas M = [Ĝ
0 → G], D n’est
autre que le foncteur de dualite´ pour les DG-Modules a` gauche.
PROPOSITION (6.2.4). — (i) Si la composante fG de f est propre, on a
f∗(obD
b
coh(M1)) ⊂ obD
b
coh(M2)
et
D ◦ f∗ ∼= f∗ ◦D.
(ii) Si f0G est un e´pimorphisme et si le conoyau de f
e´t
G est fini sur k, on a
f !(obDbcoh(M2)) ⊂ obD
b
coh(M1)
et
D(f !(·)) ∼= f !(D(·))⊗k ωM2 ⊗k ω
⊗−1
M1
[dG2 − dG1 + dG2 − dG1 + rG2 − rG1 ].
(iii) On a
obDbcoh(M1)⊠ obD
b
coh(M2) ⊂ obD
b
coh(M1 ×M2)
et
D((·)⊠ (·)) = D(·)⊠D(·).
Preuve : L’assertion (iii) est triviale.
Pour les assertions (i) et (ii) nous nous contenterons de ve´rifier quelques cas partic-
uliers.
Tout d’abord, si f = (0, fG) : M1 = [0 → G1] → [0 → G2] = M2, la dualite´ est celle
des O-Modules et les e´nonce´s sont ceux de Grothendieck (cf. [Ha] Ch. III, §5, Thm. 11.1,
pour f∗ et [Ha] Ch. III, §8, Prop. 8.8, §7, Cor. 7.3, et §2, Def.).
Supposons dore´navant que G1 = G2 = G et que fG = id.
Alors, l’hypothe`se de la partie (i) est automatiquement ve´rifie´e. Il suffit donc de
montrer les assertions de cette partie dans chacun des cas particuliers (2) a` (5) conside´re´
dans la section (6.1). Faisons le par exemple dans le cas (2), en supposant plus
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G e´t1 = G
e´t
2 = (0), et dans le cas (5), en supposant de plus que H est de´ploye´ sur k.
Dans le premier de ces cas, on a
RHomDqcoh(M2)(f∗M1,D
Ω
M2)
∼= RHomD
M0
1
⊗kSymk•(Lie(H))
(
M1 ⊗k Sym
k
•(Lie(H))⊗k ω
⊗−1
H
,
DM01 ⊗k Sym
k
•(Lie(H))⊗k ω
⊗−1
G01
⊗ ω⊗−1
H
)
∼= RHomD
M0
1
(
M1,DM01 ⊗k ω
⊗−1
G01
)
⊗k Sym
k
•(Lie(H))
∼= f∗RHomDqcoh(M1)
(
M1,D
Ω
M1
)
⊗k ωH.
Dans le second, on a
RHomDqcoh(M2)(f∗M1,D
Ω
M2
) ∼= RHomDqcoh(M2)
(
ωH
L
⊗k[H]M1,D
Ω
M2
)
∼= RHomDqcoh(M1)
(
M1,D
Ω
M2
⊗k k[H]
)
∼= f∗RHomDqcoh(M1)
(
M1,D
Ω
M1
)
⊗k ωH
(si S = Spec(k[H]), si π : S → Spec(k) est la projection canonique et si ǫ : Spec(k) →֒ S
est l’origine du tore S, on a
RHomk(ǫ
∗F ,G) ∼= ǫ!RHomOS (F , π
!G)
∼= ǫ∗RHomOT (F , π
∗G)
pour tout OS -Module cohe´rent F et tout k-espace vectoriel G puisque G ∼= ǫ!π!G, que
π!(·) ∼= π∗(·)⊗k ωS [dS] et que ǫ
!(·) ∼= ǫ∗(·)⊗k ω
⊗−1
S [−dS ]).
Passons maintenant a` la partie (ii), toujours en supposant fG = id. On ne peut plus
utiliser la factorisation de f de la section (6.1) puisque les monomorphismes gG et g
′
G
n’ont pas un conoyau fini. Cependant, il suffit de ve´rifier les assertions de la partie (ii)
dans les cas particuliers (3) et (5) de (6.1) et dans le cas particulier ou` f0G = id et f
e´t
G est
une isoge´nie, i.e. un monomorphisme a` conoyau fini. Faisons le par exemple dans le cas
particulier (3), en supposant plus G e´t1 = G
e´t
2 = (0), et dans le cas particulier ou` f
0
G = id
et f e´tG est une isoge´nie, en supposant de plus que G
0
1 = G
0
2 = (0) et que G
e´t
1 et G
e´t
2 sont
de´ploye´s sur k.
Dans le premier de ces cas, on a
RHomDqcoh(M1)(f
!M2,D
Ω
M1
)
∼= RHomD
M0
2
⊗kSymk•(Lie(H))
(
M2 ⊗k ω
⊗−1
H
,
DΩM0
1
⊗k Sym
k
•(Lie(H))⊗k ω
⊗−1
H
)
∼= RHomDqcoh(M2)
(
M2,D
Ω
M2
)
⊗k RHomSymk•(Lie(H))
(
k, Symk•(Lie(H))
)
∼= RHomDqcoh(M2)
(
M2,D
Ω
M2
)
⊗k ωH[−dH]
TRANSFORMATION DE FOURIER 43
(si V = Spec(Symk•(Lie(H)) et si ǫ : Spec(k) →֒ V est l’origine, on a
RHomOV
(
ǫ∗k,OV ) ∼= ǫ∗RHomk
(
k, ǫ!OV ) ∼= ǫ∗ω
⊗−1
V [−dV ]
avec ωV = ω
⊗−1
H
et dV = dH).
Dans le second, posons Xi = G e´ti (k) pour i = 1, 2 et identifions X1 a` un sous-module
de X2 (X1 et X2 sont tous les deux des Z-modules libres de meˆme rang fini r et X2/X1
est un groupe abe´lien fini). Alors, on a
f !M2 = ρ(M2)⊗k ω2 ⊗k ω
⊗−1
1 ,
ou` ρ(M2) est le OG-Module X1-e´quivariant sous-jacent au OG-Module X2-e´quivariant
M2 et ou` on a pose´ ωi =
∧r
HomZ(Xi, k) pour i = 1, 2. Par suite, si l’on note simplement
OG[Xi] leOG-ModuleXi-e´quivariant
⊕
xi∈Xi
τ∗
ue´t
i
(xi)
OG pour la Xi-structure induite par
la translation de Xi sur lui-meˆme, on a
RHomDqcoh(M1)(f
!M2,D
Ω
M1)
∼= RHomOG,X1
(
ρ(M2),OG[X1]
)
⊗k ω
⊗−1
2
et
f !RHomDqcoh(M2)(M2,D
Ω
M2
) ∼= ρ
(
RHomOG,X2(M2,OG[X2])
)
⊗k ω
⊗−1
1 ,
ou`
RHomOG,Xi( · ,OG[Xi])
est muni de la Xi-structure induite par celle de OG[Xi] qui provient de la Xi-structure
naturelle de OG. Il ne reste plus qu’a` montrer que
RHomOG,X1
(
ρ(M2),OG[X1]
)
est isomorphe a`
ρ
(
RHomOG,X2(M2,OG[X2])
)
⊗k ω1 ⊗k ω
⊗−1
2 .
Mais, la X2-structure de M2 et celle par translation de OG[X2] induisent une action
du groupe fini X2/X1 sur RHomOG,X1
(
ρ(M2),OG[X2]
)
et on a un quasi-isomorphisme
naturel de complexes de OG-Modules
RHomOG,X2(M2,OG[X2])
∼=
(
RHomOG,X1(ρ(M2),OG[X2])
)X2/X1
et notre assertion en re´sulte puisque OG[X2] ∼=
⊕
y∈X2/X1
τ∗
ue´t2 (y)
OG[X1].
(6.3) On est maintenant en mesure de de´finir une transformation de Fourier pour les
1-motifs ge´ne´ralise´s.
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Soit M un objet de Mot/k, de dual M ′. Le OG′×kG-Module inversible Q de Poincare´
avec les structures supple´mentaires introduites en (5.2) est un Module inversible sur
M ′ ×M . On de´finit alors un foncteur
(6.3.1) FM : D
b
qcoh(M)→ D
b
qcoh(M
′)
par
FM (·) = pr
′
∗(Q⊗
! pr!(·))
ou` pr, pr′ sont les projections canoniques de M ′ ×M sur M et M ′ respectivement.
CAS PARTICULIERS (6.3.2). — (i) Si M = [0 → A] avec A un k-sche´ma abe´lien de
dimension g, on a
FM (·) = F(·)⊗k ω
⊗−1
A [−g].
(ii) Si M = [Â0 → A] avec A un k-sche´ma abe´lien de dimension g, on a
FM (·) = F˜(·)[−g]
et si M = [0→ A♮] avec A un k-sche´ma abe´lien de dimension g, on a
FM (·) = F˜
♮(·)[−2g].
(iii) Si M = [0→ V ] avec V un k-vectoriel de dimension dV , on a M ′ = [V̂ ′0 → 0],
ou` V ′ est le k-vectoriel dual de V , et
FM (·) = RΓ(V, · )⊗k ω
⊗−1
V [−dV ]
en tant que complexe de modules sur H0(V,OV ) = Sym
k
•(V
′). Si M = [V̂ 0 → 0] avec V
un k-vectoriel de dimension dV , de dual note´ V
′, on a M ′ = [0→ V ′] et
FM (·) = (·)˜ ⊗k ω
⊗2
V ,
ou` (·)˜ est le OV ′ -Module quasi-cohe´rent d’espace des sections globales le Sym
k
•(V )-
module (·).
(iv) Si M = [V̂ 0
can
−→ V ] avec V un k-vectoriel de dimension dV , de dual note´ V
′,
on a M ′ = [V̂ ′0
can′
−→ V ′] et, pour tout DV -Module quasi-cohe´rent M, on a
RΓ(V ′,FM(M)) = H
0(V,M)[−dV ]
en tant que complexe de k-vectoriels et l’action de H0(V ′,DV ′) est induite par celle de
H0(V,DV ), compte tenu de l’identification habituelle de
H0(V ′,DV ′) = Sym
k
•(V )⊗k Sym
k
•(V
′)
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avec
H0(V,DV ) = Sym
k
•(V
′)⊗k Sym
k
•(V ).
(v) Si M = [0 → T ] avec T un k-tore de´ploye´ de dimension dT , de groupe des
caracte`res note´ X , on a M ′ = [X → 0] et
FM (·) = RΓ(T, · )⊗k ω
⊗−1
T [−dT ]
en tant que complexe de modules sur H0(T,OV ) = k[X ]. Si M = [X → 0] avec X un
Z-module libre de rang fini, on a M ′ = [0 → T ], ou` T est le k-tore dont le groupe des
caracte`res est X , et
FM (·) = (·)˜ ⊗k ω
⊗2
X ,
ou` (·)˜ est le OT -Module quasi-cohe´rent d’espace des sections globales le k[X ]-module
(·).
(vi) Si M = [T̂ 0
can
−→ T ] avec T un k-tore de´ploye´ de dimension dT , on a
M ′ = [X
can′
−→ Ω] avec les notations de (5.2.5)(ii) et, pour tout DT -Module quasi-cohe´rent
M, on a
RΓ(V,FM(M)) = H
0(T,M)[−dT ]
en tant que complexe de k-vectoriels et la structure de Module sur M ′ est induite par la
structure de H0(T,DT )-module, compte tenu de l’identification
H0(T,DT ) = k[X ]⊗k H
0(Ω,OΩ).
Les proprie´te´s les plus importantes de la transformation de Fourier pour les 1-motifs
ge´ne´ralise´s sont les suivantes.
THE´ORE`ME (6.3.3). — (i) Les foncteurs exacts FM et FM ′ sont des e´quivalences de
cate´gories triangule´es. Plus pre´cise´ment, on a les isomorphismes de foncteurs
FM ′ ◦ FM ∼= 〈−1〉
!(·)⊗k ω
⊗−2
M ⊗k ω
⊗−1
M ′ [−2dG + dG′ + rG′ − dG′ ].
(ii) Pour tout morphisme f :M1 →M2 dans Mot/k de transpose´ f ′ :M ′2 →M
′
1,
on a l’isomorphisme de foncteurs
FM2 ◦ f∗(·)⊗k ωM ′2 ⊗k ωM2 [dG′2 + dG2 ]
∼= f ′! ◦ FM1(·)⊗k ωM ′1 ⊗k ωM1 [dG′1 + dG1 ]
de Dbqcoh(M1) dans D
b
qcoh(M
′
2).
(iii) Le foncteur FM envoie Dbcoh(M) dans D
b
coh(M
′).
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(iv) On a l’isomorphisme de foncteurs
D′ ◦ FM (·) ∼= 〈−1〉
! ◦ FM ◦D ⊗k ω
⊗3
M [dG − dG − rG + 2dG′ ]
de Dbcoh(M) dans D
b
coh(M
′), ou` D et D′ sont les foncteurs de dualite´ pour M et M ′
respectivement.
On remarquera que ωM ′ = ωM puisque ω
′
A = ωA, ωV ′ = ω
⊗−1
G0
, ωT ′ = ω
⊗−1
Ge´t
,
ωG′0 = ωV et ωG′e´t = ωT et que −2dG′ + dG + rG − dG = −2dG + dG′ + rG′ − dG′
puisque dA′ = dA, dV ′ = dG , dT ′ = rG , dG′ = dV et rG′ = dT .
Preuve : L’assertion (ii) re´sulte facilement du the´ore`me de changement de base, de la
formule des projections et de l’isomorphisme canonique
(id× f)!Q2 ⊗k ωM ′2 ⊗k ωM2 [dG′2 + dG2 ]
∼= (f ′ × id)!Q1 ⊗k ωM ′1 ⊗k ωM1 [dG′1 + dG1 ]
sur M ′2 ×M1.
L’assertion (iii) est une conse´quence de l’assertion (ii) applique´e au morphisme
(0, id) : [0→ G]→ [G → G].
On se contentera de ve´rifier les assertions (i) et (iv) dans les cas particuliers (6.3.2).
Si M = [0 → A], ces assertions re´sultent aussitoˆt du the´ore`me (1.2.4) et de la
proposition (1.3.4).
Si M = [Â0 → A] ou M = [0 → A♮], ces assertions re´sultent aussitoˆt du the´ore`me
(3.2.1) et de la proposition (3.3.4).
Si M = [0→ V ] et M ′ = [V̂ 0 → 0], on a
D(·) = RHomOV ( · ,OV )⊗k ωV [dV ]
et
D′(·) = RHomSymk•(V ′)( · , Sym
k
•(V
′))⊗k ω
⊗−2
V ′
et les assertions (i) et (iv) du the´ore`me sont triviales.
SiM = [V̂ 0 → V ], on a FM = F(·)[−dV ] ou` F est la transformation de Fourier usuelle
pour les DV -Modules quasi-cohe´rents, transformation de Fourier qui ve´rifie trivialement
F ′ ◦F ∼= 〈−1〉! et D′ ◦F ∼= 〈−1〉! ◦F ◦D, d’ou` les assertions (i) et (iv) du the´ore`me dans
ce cas.
Les cas particuliers M = [0→ T ] et M = [T̂ 0 → T ] se traitent de meˆme.
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