Introduction.
The paper contains a detailed study of the involutions in the geometry of symmetric matrices over the complex field. It is one of the aims of the paper to establish the following theorem :
A topological automorphism of the group formed by the symplectic transformations is either an inner automorphism or an anti-symplectic transformation.
More precisely, we identify two symplectic matrices X and -ïasa symplectic transformation Xo-A continuous automorphism of the group formed by Xo is either of the form ^Joïo^Po-1 or "ißoio'iPo"1, where tyo denotes a symplectic transformation and Xt is the conjugate complex of XoThe following result, which can also be derived from Mohr's results(]) on the representations of the symplectic group, can be obtained as an immediate consequence of our present theorem : Every topological automorphism of the group formed by all symplectic matrices (that is, we do not identify X and -X) is either an inner automorphism or the conjugate complex of an inner automorphism.
Actually, by means of the method used in the paper, an independent proof of this result can be obtained which is much simpler than that of the first theorem, since the distinction between involutions of the first and the second kind now is apparent.
In the course of our discussion, we find the explicit normal forms of involutions and anti-involutions.
The manifold of the fixed points of all sorts of involutions has also been determined completely. As an introduction, several types of geometries keeping an involution or an anti-involution as absolute have been enumerated. Those obtained from anti-involutions are generalizations of non-Euclidean geometries and those obtained from involutions give us several new types of geometries, whose real analogy (which will be given elsewhere later) is a generalization of Möbius geometry of circles.
Furthermore, the author shows that every symplectic transformation is a product of two involutions and four anti-involutions, and that for w = 2"r, t odd, in the space of symmetric matrices of order w, we have at most <r+3 pairs of points of which any two pairs separate each other harmonically.
Presented to the Society, December 29, 1946 ; received by the editors February 27, 1946, (') Göttingen Dissertation, 1933 . The author is indebted to the referee for this reference, but unfortunately it is not available in China.
L. K. HUA [March Algebraically speaking, the last result is equivalent to the following one: let Xi, ■ • ■ , Xs be symplectic matrices of order 2ra satisfying 2 Xi = -3> XiXj = -XjXi where 3 denotes the 2w-rowed identity. Then s_cr+3 and this maximum is attained. As a by-product the author establishes also that if 5i, • • • , S, are «-rowed symmetric matrices satisfying 5? = -I, SiSj= -SjSi, then s^a + 1. In case of skew symmetric matrices, we have s^a. These maximums are all attained.
As in I(2), capital latin letters denote «X« matrices unless the contrary is stated. On the other hand, we use Af'1'"0 to denote an iXm matrix and il7(m) = Af ("••">>. 7 and 0 denote the identity and zero matrices respectively.
We use also which are 2 «-rowed matrices, p and q denote two integers satisfying p-\-q = n. 2. Classification of involutions. First of all we identify the transformations which have the same effect in the space of symmetric matrices. Theorem 1. In the space of symmetric matrices (in homogeneous coordinates), two substitutions (2) The first paper of the series will be referred to as I (Trans. Amer. Math. Soc. vol. 57 (1945) pp. 441-481).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use in the nonhomogeneous coordinate system. By the assumption, By an involution, we understand a symplectic transformation whose square induces the identity mapping.
Similarly, we define an anti-involution as an anti-symplectic mapping whose square induces the identity mapping.
Theorem
3. An anti-symplectic transformation This represents the identical mapping, if and only if ï*ï=+3i-Further, since X is symplectic, that is X%X' = g, we have X*% = X*(X$X') = ± S£' = + (£*S)*'. Therefore we have the following theorem.
Theorem 4. Every involution of the first kind is equivalent to (10) symplectically, where H is a diagonal matrix with p positive i's and q negative i's and pSq. Further, no two of these involutions are equivalent.
The last sentence can be justified by considering the multiplicity of the characteristic root 1 of the symplectic matrix. Definition 3. This involution is said to be of signature (p, q). Now we consider an involution X of the second kind. Then we have a pair of matrices (X%, %) ; the first matrix is symmetric and the second skew symmetric. The characteristic roots of X are +i and the elementary divisors are all simple. Let(3) d(£-X3)=/(X)..Since 2!Ç = 8î'-1, we have Consequently, we see that the product of two commutative involutions Xi and X2 of the first kind is an involution either of the first kind or of the second kind according as XiXi = X2Xi or XiX2= -X2Xi. In particular, for n even, n = 2p, say, (11) may be regarded as a product of two involutions of the first kind:
, 0 i«v /o -/.«y Since §'r5£ -xg = + g -xg has characteristic roots either all +1 or all -1 and has simple elementary divisors, we have(4) a symplectic matrix $ such that /Hx 0 \ where 77i is a diagonal matrix with p terms 1 and q terms -1
Since the discriminantal matrix is ± %, we have then Hx H2 = -7, H2 Hx = -7
for anti-involutions of the first kind, and Hx H2 = I, H2 Hx = 7
for anti-involutions of the second kind. Thus, for anti-involutions of the first kind, the hypercircle is symplectically conjunctive to(6) (') See the author's paper, On the theory of automorphic functions of a matrix variable, II, Amer. J. Math. vol. 66 (1944) which corresponds to the involution Zi= -Z-1 of the second kind.
Theorem 9. Every anti-involution of the second kind is a product of three mutually commutative anti-involutions of the first kind.
Proof. The anti-involution of the second kind
is a product of Zi=-Z21 and Z2 = HZH, and the former one is a product of two anti-involutions of the first kind:
The three anti-involutions so obtained are evidently mutually commutative. Remark. Theorems 8 and 9 (and later Theorem 10) suggest that antiinvolutions of the first kind can be used as generators in the group of symplectic and anti-symplectic transformations. Does the anti-involution of the second kind play the same role? The answer seems to be negative. In fact, an involution of the second kind cannot be decomposed into a product of two anti-involutions of the second kind. Let X be an involution of the second kind. Suppose the contrary, that is, suppose that we have two anti-involutions Xi and Xi of the second kind such that X = XífX2. Then, we have This result, according to valuable information from Professor H. Weyl, is due to Williamson; however, it was also proved by the author independently. Since Williamson's paper is not available in China, the author is obliged to give the preceding result without a necessary quotation.
Theorem 10. Every symplectic transformation is a product of two involutions of the second kind; consequently, every symplectic transformation is a product of four anti-involutions of the first kind. 10, 11 and 12 can be used to introduce several types of geometry; the detailed study will be given elsewhere.
We take an anti-involution 3 of the first kind as an absolute. The group G formed by all symplectic transformations X commutative with 5 is called the group of motion. Correspondingly, we have a hypercircle with the matrix i3%. The group of transformations X with X3 = SX* form a subgroup Gi whose index in G is equal to 2. In fact, from £i3 = 3£i* and £23 = 3Î2* we deduce XxXiï = Xx3X2* = 3XxX?.
As the transformation
for X belonging to Gi, the rank and signature of the Hermitian matrix (33) classify the points of the space into transitive sets. This statement will be proved in the remark of the next section. Now we take the set of points for which (33) is positive definite. This set is called a hyperbolic space. The corresponding geometry is called a hyperbolic geometry of symmetric matrices. By Theorem 7, we find that, apart from equivalence, there is one and only one type of hyperbolic geometry. The group Gi is called the group of motion of the space.
Let F*i and P2 be two points of the hyperbolic space. Every motion evidently carries the cross-ratio matrix
into a similar matrix. (34) is called the distance-matrix between two points. We have the following theorems.
Theorem 11. The hyperbolic space is transitive.
Theorem 12. The distance matrix has simple elementary divisors and positive characteristic roots. Two point-pairs are equivalent if and only if their distance matrices have the same characteristic roots (multiplicities are counted).
13. The space is symmetric.
By a symmetric space, we mean that to each point of the space there exists an involution with the point as its isolated fixed point and that every transformation of the space having the point as fixed point is commutative with the involution.
The proof of these three theorems will be given in the next section. 9. Visualization of the hyperbolic geometry. For the sake of concreteness, we take (cf. (24) This is a generalization of the unit circle in the complex plane. Theorem 11 is evident, since any point P = Q+iR with positive definite R may be carried into iR by the transformation W=Z -Q of (35) and since there exists a real matrix C such that CRC = 1, then W=C~1ZC'~1 carries iR into il. This gives Theorem 12.
The space is transitive. In order to prove Theorem 13, we have to show that there exists one and only one involution which has 0 as its isolated fixed point and that the subgroup leaving 0 invariant is commutative with it. The transformation leaving 0 invariant carries also oo into itself. Then it takes the form (37) W = AZA'. 
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The space is formed by the points for which
is of the same signature as F7. This geometry will be called the elliptic geometry of signature (p, q). 
In the case p = q, the transformations (40) with X3= -3X* instead of (41) also leave the space invariant. Then the group of motions is now constituted by both kinds of transformations. As in §9, we may introduce the distance matrix between two points Pi andFüby {Pi, P2} =(PU 3 (Pi), P2, 3(F2)). Putting Pi = Z and P2 = 0, we have (43) {Z,0} =ZHZH.
Here the problem arises to classify symmetric matrices Z under the group of conjunctive automorphisms of an Hermitian matrix. It would require too much space to solve this problem : hence at present we content ourselves with the special case 77=7, which is the direct generalization of elliptic geometry.
Theorem 16. The distance matrix has simple elementary divisors and positive characteristic roots in the elliptic space of signature (n, 0). Two point-pairs are equivalent if and only if their distance matrices have the same characteristic roots (multiplicities are counted).
Notice that in the elliptic space of signature («, 0) the group of motions is formed by all unitary symplectic matrices.
11. Geometries induced by involutions. Now we taken an involution 3 of the second kind as the absolute ; without loss of generality we may take
we deduce that B = C = 0. Thus the transformations of the space are given by (45) Zi = AZA', which form a group Gi. If the involution Zi= -Z_1 is adjoined to Gi, a group G is obtained which contains Gi as a subgroup of index 2. The geometry of the symmetric matrices under the group Gi is equivalent to the algebraic problem "congruent classification of matrices." Evidently the space is not transitive.
The rank of P is the characteristic invariant for a finite point. 
Then X may be considered as a direct product of two symplectic matrices ''oi bi\ fa2 b2
The group so formed is denoted by Gi. The non-equivalence of the two points given in Theorem 17 is evident. It is easy to extend the theorem for arbitrary p and q. Remarks. 1. The geometries so obtained are generalizations of the complex analogy of the Möbius geometry of circles. There is a particularly great variety of geometries over the real field.
2. We may take several commutative involutions as absolutes; for example, we take W*= -Z, W = Z~X as absolutes, then the transformations take the form W -TZT', where T is an orthogonal matrix. Thus "the orthogonal classification of symmetric matrices" may be considered as the geometry of symmetric matrices with two absolutes.
3. To each involution 3 of the second kind, we have a symplectic symmetric matrix 3j5, and conversely. Thus, the geometry of symplectic symmetric matrices may be considered as a geometry of involutions of the second kind. In particular, for « = 1, it gives the ordinary treatment of involutions in the complex plane. It may also be extended to the study of anti-involutions, and so on. But the author will not go into the detailed discussion of this problem.
12. Laguerre's geometry of matrices. The transformations (48) W = AZA' + 5 form a subgroup, which leaves °° invariant. The geometry under this group is called Laguerre's geometry of symmetric matrices, or afine geometry of symmetric matrices. We may obtain invariants from the "projective" geometry of symmetric matrices by selecting a point to be infinity. For the discussion of the equivalence of the triples of points, we introduce a "simple ratio-matrix," that is, (Xi, X2, X3, oo ) = (X! -X2)(X3 -X,)-K Further, the transformations (48) with unitary A form a subgroup. The geometry under this group may be called the Euclidean geometry of symmetric matrices. The transformations (48) with A of determinant F form also a group. The corresponding geometry may be called the special Laguerre geometry.
13. Fixed points of an involution of the second kind. In § §13, 14 we determine the fixed points of involutions.
Theorem 19. An involution of the second kind has two isolated fixed points; they form a nonspecial pair, that is, a pair of points with arithmetic distance n. Conversely, a nonspecial pair of points determines uniquely an involution of the second kind ha ing the points as its isolated fixed points.
Proof. (1) It is sufficient to prove that ±H are two isolated solutions of (49) Z2 = -7.
If Z0 is a non-scalar solution of (49), then rZ0r' is also a solution for all orthogonal T. Thus Zo is not an isolated fixed point of W= -Z~1.
If Zo is scalar, then Z"= ±il. From (U+A)2= -F we have A(A+2¿7) =0.
For sufficiently small A, A + 2Í7 is nonsingular, consequently A = 0. This establishes that + il are the two isolated fixed points.
(2) Conversely, let 0 and oo be two fixed points. Then the involution takes the form W = AZA', A2 = -7.
Using this in connection with (37), we have W= -Z.
Theorem 20. Let Pi and P2 be two isolated fixed points of an involution of the second kind ; all its fixed points X are given by (50) r(Pi, X) + r(X, P2) = n and conversely C).
Proof. (1) All the solutions of (49) Proof. We may take Pi = 0, P2=°°. Then X0= -X. We have consequently (Pi, P2, X, Xo) = (0, », X, -X) = -I.
14. Fixed elements of an involution of the first kind. In order to determine the fixed elements of an involution of the first kind, we have to introduce the concept of decomposable subspace. Definition. A manifold in the space is said to form a decomposable subspace of the type (p, q), if we have a symplectic transformation carrying the manifold to a manifold formed by the points of the form Further we may prove that the involution is uniquely determined by the decomposable subspace. In the same way we may define the manifold of the fixed points of an involution of the second kind.
15. Fixed points of an anti-involution. Now we are going to find the fixed elements of anti-involutions.
Theorem 23. The fixed points of an anti-involution of the first kind form a connected piece of dimension w(«+l)/2 (real parameters).
In fact, the fixed points of (24) W -1 are the real Z. The theorem is now evident.
Theorem 24. An anti-involution with signature (p, q) (py^q) has no fixed point and that with signature (p, p) has fixed points depending on n(n + l)/2 real parameters.
Proof. We have (23). Its fixed points are given by ZHZ= -77. This is impossible except for p = q.
In the case p = q, we take the normal form
The fixed points of (25) Proof. We consider the anti-involution X oí the first kind. Put X = (3 -©55) (3 + ©SO""1-From X*X = S and îrjî^S we deduce easily that ' ■ G< 4)-where 5 is symmetric and H is Hermitian. The number of parameters is n(w + l)+«2 = w(2« + l).
17. Dieder manifolds. In this section we study the dimension of dieder manifold.
Definition. Let A and B form a nonspecial pair. The locus of the points X satisfying (50) r(A,X) +r(X,B) = n is called a dieder manifold oí the point-pair (A, B).
As a consequence of Theorem 20, the fixed points of an involution of the second kind form a dieder manifold of its two isolated fixed points. It is called the dieder manifold of the involution.
Theorem 27. Let @ be an involution commutative with X, an involution of the second kind. Then <S carries the dieder manifold of X into itself.
Proof. © carries the isolated fixed points (A, B) of X to (C, D)
. Then (C, D) are isolated fixed points of @ï©-1. Since C5X<&~1 = ±X, © either keeps A and B fixed or permutes A and B. In both cases the dieder manifold is invariant.
Definition. The part of the dieder manifold satisfying Proof. It is now more convenient to use the homogeneous coordinatesystem. We may assume that A and B are (0, 7) and (7, 0) respectively. The component of index p is constituted by the points
where Zi is of rank p and Z2 of rank q. Evidently gives the required form. The conditions of inequality are irrelevant in counting the parameters. Consequently, two components of indices r and s of a dieder manifold are not equivalent topologically, if r¿¿s and r+s^n.
As a consequence of Theorem 27, we have the following theorem. 
The last matrix represents (12), and it has 0 and °° as its isolated fixed points.
Thus the isolated fixed points of (60) are (F", ilq), (ilq, Ip) which lie on the dieder manifold of (12).
(2) Taking the lower sign of (57), we have A =F> = 0. Then
B is symmetric ( = S, say). Then we have (62) W = SZ-'S.
It has + S as its two isolated fixed points. Since 0, °°, S, -S form a harmonic range, we have the following theorem.
Theorem 30. If an involution of the second kind is commutative with a fixed involution of the same kind, its isolated fixed points either lie on the dieder manifold of the fixed involution or separate the isolated fixed points of the fixed involution harmonically.
The proof of Theorem 29 suggests also the following theorem.
Theorem 31. The involution of the second kind commutative with a fixed involution of the second kind depends on «(« + l)/2 parameters (complex). \Ci diJ \c2 d2f
We have FiF2 = 7(p) and Fi is symplectic. Thus the number of parameters of Fi is equal to p(2p-\-l) and F2 is determined uniquely. Since p(2p + 1) < 2p(p + 1)
we have the theorem.
Notice that P(P + 1) + q(q + 1) = P2 + q2 + P + q (67) ^ ,. . ,",".. (see (2) of §18). In the present section we are going to establish the following theorem.
Theorem 34. Let n = 2"r, where r is odd. There are c+3 involutions of the second kind any two of which are commutative nondegenerately, and a-\-3 is the maximal number.
In other words, there are cr-\-3 nonspecial pairs of points such that any two pairs form a harmonic range.
We prove the present theorem together with the following:
Theorem 35. 7,e¿ w = 2"t, where t is odd. Let P(«), 2(«) and K(«) denote the greatest integer s for which there exist s n-rowed symplectic, symmetric and skew-symmetric matrices Tx, • • ■ , T, such that Notice that (70) implies Theorem 35 and that P(«) and K(w) are defined only for even w.
We establish (70), (71) and (72) as consequences of the equalities (73) P(2«) = 2 + 2(»), (74) 2 ( We are going to prove (73) first. We start with the involution (12). By (2) of §18, the involutions commutative with (12) are of the form (62), where 5 is a symmetric matrix. There is a matrix T such that rT = 5_1. We put r'I4T and T'Zr instead of Wand Z, then (12) takes its original form and (62) Remark. If we restrict the F's to be orthogonal in the theorem, the maximum 5 is equal to K(«) =o\ In fact, from F2 = -7, TV « 7,
we deduce immediately T= -T'. 21. Parameters of involutions commutative with a pair of involutions.
Now we establish the characteristic distinction of all sorts of commutative involutions of the second kind.
Theorem 36. Given two nondegenerately commutative involutions of the second kind, the involutions of the second kind commutative with both depend on [n/2](n-[n/2]) parameters (complex).
Proof. (11 Now we take, without loss of generality, the two fixed involutions as (12) and (11).
The involutions, nondegenerately commutative with both given involutions, are given by 
\-Z 0/
The totality of orthogonal matrices depends on «(« -1)/2 parameters and symplectic orthogonal matrices of order 2p depend on p2 parameters. Thus the number of parameters is
and the theorem follows.
Theorem 37. The involutions of the second kind commutative with two commutative involutions of the second kind of arithmetic distance p depend on p(p+l)/2+q(q+i)/2 parameters.
Proof. We may write both fixed involutions as (12) Theorem 38. A topological automorphism of the group of symplectic transformations is either an inner automorphism or an anti-symplectic transformation.
More explicitly: Let © be the group of symplectic transformations. It may be visualized as the totality of symplectic matrices X, but we have to identify X and -X. <iA is called an automorphism over ®, written as (95) vf(X) = St.
if it builds up a one-to-one and bi-continuous relation between X and X\, and if (96) ^i(XiX2) = Xi\X2\.
The conclusion of the theorem is that we have either a symplectic matrix $ such that by Theorem 33, and those commutative with an involution of the second kind form a manifold of dimension w(«+l)/2 by Theorem 32. Since the numbers n(n + l)/2, p(p + 1) + q(q + 1), 1 á ? á w/2, are never equal, and since a topological transformation leaves the dimension invariant, zA leaves the kind and signature of involutions invariant.
Further, the manifold formed by the involutions of the second kind permuting with a pair of commutative involutions of arithmetic distance p is of dimension P(p + l)/2 + q(q + l)/2 by Theorem 37. They are all different for 0<p^n/2.
Moreover the manifold formed by the involutions of the second kind permuting with a pair of nondegenerate commutative involutions is of dimension [w/2](w-[w/2]), by Theorem 36. Therefore the "degeneracy" of a pair of commutative involutions is also invariant under zA.
Each involution of the second kind is determined uniquely by its two isolated fixed points. Thus, we use (A, B) to denote an involution of the second kind possessing A and B as its two isolated fixed points.
We now prove that two involutions with a common isolated fixed point, and the other two fixed points forming a nonspecial pair, are carried by zA into involutions with the same property. In fact, let
be the two involutions unde into (100) (A,B), (A,C) r consideration, and suppose that zA carries them (P,Q), (R,S).
The transformations commutative degenerately with both involutions (99) form a group isomorphic to the orthogonal group. In fact we may take A =0, B= oo and C = I; the conclusion follows immediately.
Suppose that at least one of the arithmetic distances r(P, R), r(P, S), r(Q, R) and r(Q, S) is different from 0 and «. Then the subgroup formed by the transformations commutative degenerately with (P, Q) and (R, S) is reducible. In fact, we may let, in homogeneous coordinates, P = (I, 0), Q = (0, I), R - 
