Reference Dosimeter
The choice of reference dosimeter to be used for the measurement of proton absorbed dose is determined by the accuracy and sensitivity required as well as by size, convenience and availability. It is recommended that thimble ionization chambers with a 60CO calibration factor, traceable to a standards laboratory, be adopted as the reference dosimeter for proton beams. The calibration factor can be based on exposure, air kerma or absorbed dose to water. Although the choice of chamber geometry and wall material are not critical, an open, ambient air-filled graphite or A-150 tissue-equivalent ionization chamber is recommended. This should ideally be of a standard construction for which chamber-specific parameters are known (AAPM, 1983; IAEA, 1987) . These chambers are generally available and their behavior in 60CO or x-ray beams is well documented. For use in large beams (2 5 cm diameter), chambers of 0.5 cm 3 or larger volume are recommended, for purposes of stability. For smaller beams, chambers of approximately 0.1 cm 3 volume can be used to improve spatial resolution. The use of methane-based TE gas (Rossi and Failla, 1956) in these chambers may be useful as an additional confirmation of the dose determination, since the stopping power ratio of TE methane gas to water is close to unity (see Table 7 .1). In addition, when used in an A-150 chamber, the atomic composition of TE methane gas is well matched to that of the wall, thereby minimizing the effects of any wall interactions of protons or other particles which could result in ionizations in the gas.
Efforts should be made to confirm the accuracy of the derived proton calibration factor of the reference ionization chamber by using a calorimeter, preferably water-based. However, in the absence of calorim-etry-based proton dosimetry standards supported by standards laboratories, the recommendations of this Report are aimed at achieving uniformity of dose determination between proton facilities worldwide.
Phantom Material and Reference Depth
The choice of phantom material is determined by the choice of reference dosimeter. For an ionization chamber, it is recommended that absorbed dose be measured in water or other materials which are close to tissue in electron density. When using material other than water, the depth of measurement should be scaled to the equivalent depth in water using measured equivalent depths or the continuous slowing-down approximation (csda) ranges from ICRD Report 49 (lCRD, 1993) . For calorimetric dose determinations, thermal energy is measured in the material of the calorimeter, converted to absorbed dose in the calorimeter and then to absorbed dose in the material of interest, which is recommended to be water. Therefore, a water calorimeter would be the most direct determination of absorbed dose to water. For the Faraday cup, cerna in water can be determined by a fluence determination in air followed by an ionization measurement in air.
For most clinical applications, a modulated spreadout Bragg peak (SOBP) is required. The center of such a SOBP is in a region of uniform dose. For this reason, and for clinical relevance, a point near the center of a SOBP is recommended as the preferred reference point for calibration.
Determination of Proton Absorbed Dose to Water using a Calibrated Ionization Chamber
As described in Section 5, standards laboratories can provide calibrations of ionization chambers in reference beams (normally 60CO) which can be used to obtain a calibration factor relevant for use in proton beams. These standard calibrations can be based on exposure, air kerma or absorbed dose to water.
NK-based Calibrated Ionization Chamber
As described in Section 5.4.4.2, if we assume that (Sw,air)p and Wp can be considered independent of energy, the absorbed dose to water, when using an ionization chamber can be written as: Dw,p ~orrND.gCp, (7.1) w here M~orr is the product of the meter reading M ([CRU, 1993) Po; .....
0)
(ion recombination factor) and P j , the product of all the quantity ND,g depends on the known properties of 10 other factors which can produce modified response the calibrating beam (usually 60CO) and the calibra- whereg 0.003 (Boutillon, 1987) , is the fraction of secondary electron energy lost to bremsstrahlung and the units of N x and NK are in RIC and J/kg-C, respectively. Since ND,g (Wei e) I m g , one can see that a determination of ND,g is equivalent to determination of the effective mass of gas in the ionization chamber from which ions can be collected, Recommended values for (Wair)p and (Sw,air)p, as well as estimated uncertainties in their values, are discussed in Section 7.5 below. The uncertainty in the absorbed dose determined by ionization chamber dosimetry is dominated by the uncertainty in (Wair)p which is estimated to be ± 2%.
A dosimetry worksheet for determining the absorbed dose in water for a clinical proton beam, using an ionization chamber calibrated in a 60CO beam, is set out in Appendix B.
It should be noted that Equation 7.1 assumes no contribution from the wall to the ionization in the chamber gas. This is due to the fact that the mean range ofthe secondary electrons from proton interactions is so small that the vast majority of electrons detected in the gas cavity are produced in the gas (Laulainen and Bichsel, 1972) . To the extent that small remaining wall effects can contribute to the ionization detected in the cavity, it is prudent to choose ionization chambers with wall materials which have stopping powers well matched to the reference medium.
The effects of nuclear interactions are excluded in the above description. Due to the fact that the ratios of stopping powers for charged particles are relatively independent of species and energy, the conversion of ionization in gas to dose in water is very nearly independent of the effects of nuclear interactions of the protons,
Nw-based Calibrated Ionization Chamber
With a direct absorbed dose-to-water calibration in a 60CO beam, the determination of absorbed dose to water in a proton beam is simplified. In this case, as shown in Section 5.4.4.3, the absorbed dose to water in a proton beam can be written as: Calorimeters provide the most direct method of absorbed dose determination (see Section 5.3) and are an excellent choice for a primary standard. However, due to the fact that calorimeters are not generally available at proton facilities and are more difficult to use than ionization chambers, they have not been chosen as reference dosimeters for proton therapy. They are, however, candidates for reference use at national and international standards laboratories. Appropriate examples of calorimeters have been constructed of A-150 tissue equivalent (TE) plastic (Caumes et ai., 1984; McDonald and Domen, 1986) , graphite (McDonald, 1987) , and water (Domen, 1980; Schulz et ai., 1987; Domen, 1994) . When available, such calorimeters can be used to confirm the proton calibration factor of the reference ionization chamber.
The calorimeter can be used to determine dose to water in a proton beam as follows:
where aT is the temperature rise due to radiation (degrees Celsius), k is the specific heat ofthe sensitive element inJ kg-1 oC-l, Tn is the thermal defect (or excess) due to deposited energy which does not end up as temperature increase. Note that a positive thermal defect means that some deposited energy is lost in rearrangement of the lattice structure and the temperature rise is therefore too small. For A-150 plastic, the thermal defect has been measured to be 4 ± 1.5% (McDonald and Goodman, 1982) and for water at 4 °C, it is indirectly determined to be 0 1 % (Schulz et al. 1991) . For graphite we assume 0% thermal defect. S I is the ratio of mass stopping power of w,ca water to the calorimeter material (± 1 % uncertainty). I1T is normally determined with the help of a Wheatstone bridge which is used to measure the change in resistance of a thermistor in thermal contact with the calorimeter. The specific heat k is usually measured by passing an accurately known current through a heating resistor which is in thermal contact with the calorimeter, and measuring the temperature change for a known amount of dissipated energy. In the case of water, the specific heat is well known. These techniques are discussed in a number of references (Domen, 1986; McDonald and Domen, 1986 ). In the case of A-150 plastic, the thermal defect has been measured by completely stopping very low energy protons in A-150 material and measuring the temperature rise (McDonald and Goodman, 1982) . The mass electronic stopping powers needed have been calculated (lCRU, 1993) and are energy dependent, but the ratio required for the calorimetric dose determination in water is only weakly dependent on proton energy for energies above about 1 MeV.
The uncertainties of the mass electronic stopping power ratio and the thermal defect give a combined uncertainty of about 2% to 3% in the calorimetric dose determination in A-150 plastic, but in the case of graphite or water, that uncertainty might be somewhat reduced due to a smaller uncertainty in thermal defect (Schulz et at., 1987) , although that conclusion is not universally accepted (Domen and Lamperti, 1974; Domen, 1980) .
Determination of Proton Absorbed Dose to Water using a Faraday Cup
As a secondary standard, a Faraday cup or other fiuence-measuring device could be selected as indicated in Section 5.2. This technique is more sensitive to the energy distribution of the proton beam than the ionization chamber or calorimeter and, therefore, caution is recommended when using fiuence determinations as a basis for clinical dosimetry.
As discussed in Section 5.4.4.1, a fiuence measurement in a proton beam of known geometry and energy composition can be used to calibrate a transfer ionization chamber for use in a clinical beam. The Faraday cup is a convenient device for making such a fiuence measurement. If one assumes that a transmission ionization chamber is used to monitor the beam fiuence, the dose to water can be obtained by fiuence measurement followed by a charge measurement with an ionization chamber at the same point. If it is also assumed that the proton beam is monoenergetic, then: Dw (Nla)(Slp)w(1.602 x 10-10 ), (7.6) where N is the number of protons per monitor unit in the Faraday cup, a is the effective area of the beam in cm 2 , assuming uniformity, (Slp)w is the electronic mass stopping power of the protons of this energy in water in MeV cm 2 g-l and Dw is expressed in Gy/monitor unit. In the case where the calibrating beam is composed of a mixture of proton energies, the mass electronic stopping power in Equation 7.6 must be replaced with an integral over the proton spectrum as indicated in Equation 5.13.
With a carefully constructed Faraday cup and with good beam geometry (Verhey et al., 1979) , the fiuence of the proton beam can be determined to 1% or better. The determination of the effective area of the beam depends on the assumption that the protons emanate from a single point. Methods for experimentally determining the effective area have been described (Verhey et al., 1979) . The mass stopping power for protons, necessary for the above conversion of fiuence to dose, depends critically on an accurately known beam energy. The presence of a small admixture of low energy scattered protons can lead to significant errors in absorbed dose determination (Verhey et al., 1979) . Monte Carlo calculations may be helpful in estimating the effect of these low energy contaminants on the calibration. Amonoenergetic proton beam constructed without collimators has been reported to be capable of avoiding the production of low energy scattered protons (Grusell et al., 1995) . The effect of nuclear interactions is to increase the apparent mean deposited energy per proton. This increases the predicted dose to water per proton, depending on proton energy, by several percent (Seltzer, 1993) . The uncertainties introduced by nuclear effects and by the sensitivity of the calibration to the energy and identity of the beam particles combine to make a fiuence-based calibration potentially less accurate than other methods discussed in this section.
Numerical Values of Required Quantities
The uniformity of approach as outlined must be combined with an agreement on the numerical values of the physical parameters needed to obtain absorbed dose to water from measured quantities. For the mass of gas determination in the ionization chamber, the factors needed, including (WJ e), Awall (Nath and Schulz, 1981), swaU.g and (/ke'/P)air,wall for a specific chamber type in a 60CO beam, can be calculated on the basis of chamber construction (AAPM, 1983; IAEA, 1987) . For some commonly used graphite and tissue-equivalent chambers, the recommended values are listed in Table 7 .2. For (Wei e), a value of 33.97 ± 0.15 J/C for dry air has been recommended based on a reevaluation of several experiments using updated ionization potentials (Houtillon and Perroche-Roux, 1987) . This value should be reduced to 33.77 J/C to account for typical water vapor content if ambient air is used in the chamber (lCRU, 1979; Schulz et al., 1986) . This recommendation assumes that the calibration done at the standards laboratory used ambient laboratory air and did not correct the resulting calibration factor to dry air. If the calibration factor is corrected to dry air, then subsequent readings should be also corrected to dry air and a value of33.97 J/C for Wc/e should be used. When using ambient air, a correction for the response in humidified air compared to dry air should also be made, as represented in the factor K hum in Equation 7.1. A value of 0.997 is recommended for K hum (Schulz et al., 1986 ). An additional (Nath and Schulz, 1981; AAPM, 1983; Gastorfet aI., 1986; lAEA, 1987) K hum = 0.997 for ambient air filling is recommended for all chambers.
(.~w.air)c = 1.134 is the recommended value for the restricted stopping power for water to air for 60CO photons. correction (usually very small) for ion recombination effects in the calibration beam is represented by Aiom which can be provided by the standards laboratory along with the calibration factor. For Sw.air for protons, values given in ICRU Report 49 (lCRU, 1993) should be used (see Table 7 .1). For (wair)p/e above about 1 MeV, a value of34.8::t:: 0.7 J/C is recommended as discussed in Section 5.4 of this Report. While the earlier ICRU recommended value of 35.2 4%) J/C was based on low energy measurements (lCRU, 1979) , the recommendation of this Report includes higher energy measurements in nitrogen, TE methane and air ePetti et ai., 1986; Hiraoka et ai., 1988; Denis et al., 1990; Delacroix et al., 1994; Seuntjens et ai., 1994; Siebers et al., 1995) . Despite the scatter in the data, summarized in Figures 5.8 and 5.9, these experimental results confirm the relative insensitivity of W to particle energy when the speed is substantially above orbital electron speeds. The absolute value of wi e enters directly into ionization chamber dose determinations and is estimated to introduce an uncertainty of no more than ::t:: 2%.
Both Sw,air and (wair) p/e are dependent on energy. However, as can be seen in Figure 5 .5 and Table 7 .1, the variation in sw,air from 6 MeV to 172 MeV (csda water range from 0.5 mm to 20 cm) is only about 1.2%. Therefore, it is recommended that the residual csda range ofthe beam in water be used for selecting the effective energy for Sw,air' As a practical definition of residual csda range, the distance in water between the point of measurement and the depth at which the dose falls to 10% of its maximum value, can be used. For a modulated beam, this will slightly underestimate the value of (Sip), but by no more than about 0.2%. For ( wair)pl e , a constant value of 34.8 J/C is recommended since the range of protons of 1 MeV, below which wi e appears to be increasing (ICRU, 1979) , is less than 25 /Lm in water.
For calorimetry, required physical parameters are the specific heat and the thermal defect. The specific heat can be considered an experimentally determined quantity. In the case of water, the specific heat is known to be approximately equal to 1.000 cal g-l °C-at a temperature of 4 0 C. The thermal defect of A-150 plastic has been measured to be + 4.0% ± 1.5% (McDonald and Goodman, 1982) where the positive sign indicates that a fraction of the deposited energy is lost to non-thermal processes. For water, a value of 0% ::t:: 1.0% (Schulz et ai., 1992) is recommended and for graphite, 0% is assumed on the basis offundamental considerations.
Summary of Recommendations
This Section summarizes the recommendations on the determination of proton absorbed dose which were made in this Report:
L A standard A-150 tissue-equivalent or graphite thimble ionization chamber having a standard 60CO calibration factor is the recommended reference dosimeter for clinical proton dosimetry. The chamber should be open and filled with ambient air. Chambers of greater than 0.5 cm 3 volume can be used in large diameter beams, but smaller chambers must be used in small beams. Particularly for TE chambers, additional measurements with TE-methane gas filling in the chamber can be a useful confirmation ofthe chamber operation. 2. The recommended numerical values of the required quantities are those discussed in Section 7.5 and available in reports and papers cited in the text. Tables 7.1 and 7.2 summarize these recommendations. In a polychromatic proton beam, the stopping powers needed should be evaluated at the energy corresponding to the residual csda range of protons from the point of measurement to the point beyond the Bragg peak where the dose falls to 10% of its maximum value, as defined in Section 7.5. 3. When possible, a water, graphite or A-150 calorimeter should be used to confirm the proton calibration factor of the reference chamber. Thermal defect corrections, as discussed in Section 7.3, should be used. 4. A fluence-based dosimetry technique, such as a Faraday cup can be a useful way to independently verify the calibration of the reference chamber if the energy and effective area of the beam can be accurately determined or calculated. Such a technique can be useful when a calorimeter is not available, although it should be recognized that the uncertainties of fiuencebased dosimetry tend to be large. 5. The proton absorbed dose, as determined by the techniques described, should be specified in water. Apart from range corrections, the phantom material is not of critical importance, although it can affect the probability of nonelastic nuclear interactions. Therefore, it is recommended that water or other tissue-like phantoms be used. 6. Measurements should be made in a phantom at a point where the dose is rather uniform. The beam size should be large enough so that an increase in field size does not significantly change the detector response. Measurements should be made at the center of the SOBP (Spread-Out-Bragg-Peak) in the clinical beams. The phantoms should have transverse dimensions significantly larger than the cross-section of the beam. 7. Since agreement on beam calibration among proton facilities is of the utmost importance for comparison of clinical results, efforts should be made to compare proton doses in various institutions. This can be done through direct intercomparisons with ionization chambers, or indirectly through the use of traveling calorimeters, Faraday cups or even mailed integrating dosimeters. When possible, dosimetric intercomparisons should be combined with microdosimetric and radiobiological intercomparisons.
