Correlated ordinal data are often assumed to arise from an underlying latent continuous parametric distribution, with covariate effects which enter linearly. We introduce a Bayesian nonparametric regression model for univariate and multivariate ordinal responses, making no assumptions of linearity or additivity in the covariate effects, by modeling the covariates jointly with the latent responses. In standard parametric models, computational challenges arise from identifiability constraints and estimation of parameters requiring nonstandard inferential techniques. The nonparametric model is able to achieve flexible inference, while avoiding these difficulties. The utility of the modeling approach is illustrated through application to two real data sets from econometrics, as well as an ozone concentration example and a multirater agreement problem.
Introduction
Correlated ordinal data arise frequently in the social sciences. Surveys may result in data of this type, as respondents often assign ratings on ordinal scales, such as "agree", "neutral", or "disagree," to a set of questions, and the responses given by a single rater are correlated.
Ordinal data is also encountered in econometrics, since rating agencies including Standard and Poor's and Moody's use an ordinal scale. One natural way to model data of this type is to envision each ordinal variable as representing a discretized version of an underlying latent continuous random variable. The multivariate ordinal probit model results when a multivariate normal distribution is assumed for the latent variables, and is therefore an appealing modeling choice.
The parametric probit model for a multi-category response assumes that Pr(Y i ≤ j) = Φ(γ j − x T i β), for j = 1, . . . , C, and cut-offs −∞ = γ 0 < γ 1 < · · · < γ C−1 < γ C = ∞, with γ 1 = 0 for identifiability. Albert and Chib (1993) The multivariate binary probit model (Ashford and Sowden, 1970) generalizes the binary probit model to accommodate correlated binary responses using a multivariate normal distribution for the underlying latent variables. In this setting, Z i is a vector, and maximum likelihood estimation is intractable when more than just a few responses are present. To obtain an identifiable model, restrictions must be imposed on the covariance matrix Σ of the multivariate normal distribution for Z i . One way to handle this is to restrict the covariance matrix to be a correlation matrix, which complicates Bayesian inference since there does not exist a conjugate prior for correlation matrices. Chib and Greenberg (1998) discuss inference under this challenging model, using a random walk Metropolis algorithm to sample the correlation matrix, however the matrix generated is not guaranteed to be positive definite.
Using parameter expansion with data augmentation (Liu and Wu, 1999) , Liu (2001) follow Imai and van Dyk (2005) , and expand the parameter space so that unrestricted covariance matrices may be sampled, and a one-to-one mapping is used to imply a set of draws for correlation matrices. Talhouk et al. (2012) worked with a sparse correlation matrix arising from conditional independence assumptions, and used a parameter expansion strategy to expand the correlation matrix into a covariance matrix, and update the covariance matrix in a Gibbs sampling step.
To avoid the issue of constrained covariance matrices in the multivariate ordinal probit model, Webb and Forster (2008) reparameterized Σ in such a way that it is simple to fix its diagonal elements without sacrificing closed-form full conditional distributions. Lawrence et al. (2008) used a parameter expansion technique, in which the parameter space includes unrestricted covariance matrices, which are then normalized to correlation matrices. The multivariate ordinal probit model brings in an additional level of complexity since it requires estimation for the cut-offs in addition to the challenges arising from correlation matrices.
The cut-offs are often highly correlated with the latent responses, suffering from problems of posterior degeneracy.
The assumption of normality on the latent variables is quite restrictive, and not appropriate for data which contains a large proportion of observations at extreme high or low ordinal levels, and relatively few observations at moderate levels. As a consequence of the unimodal, bell-shape of the normal distribution, the effect of each covariate on the probability response curves is somewhat restrictive. In particular, it is easy to see that Pr(Y = 1) and Pr(Y = C)
are monotonically increasing or decreasing as a function of each covariate, and they must have the opposite type of monotonicity. In addition, the relative effect of covariates k and l, or the ratio of ∂Pr(Y = j)/∂x k to ∂Pr(Y = j)/∂x l , is equal to β k /β l , which does not depend on j. That is, the relative effect of one covariate to another on the probability of response level j is the same for every ordinal level. See Boes and Winkelmann (2006) for a discussion of some of these properties.
Bayesian inference which relies on alternative latent-response distributions is somewhat limited, particularly when taken to the multivariate setting. In the special case of binary regression, there is only one probability curve to be modeled. Nonetheless, there is a large set of literature devoted to modeling this function. Some notable semiparametric approaches which focus on relaxing the normality assumption include Basu and Mukhopadhyay (2000) and Newton et al. (1996) , while others have targeted the linearity assumption (e.g., Mukhopadyay and Gelfand, 1997; Walker and Mallick, 1997; Choudhuri et al., 2007) . For a univariate ordinal response, Chib and Greenberg (2010) assume that the latent variables arise from scale mixtures of normals. The covariate effects are assumed to be additive upon transformation by cubic splines. This allows nonlinearities to be obtained in the marginal regression curves, however the assumption of additive covariate effects is probably not realistic, and there are many features of the spline-based approach that make implementing the model non-trivial, such as prior specification and choice of location and number of knots. Chen and Dey (2000) modeled the latent variables with scale mixtures of normal distributions, with means linear on the covariates. In the context of multivariate ordinal data without covariates, Kottas et al. (2005) modeled the distribution of the latent variables with a Dirichlet process (DP) mixture of multivariate normals, which is sufficiently flexible to represent essentially any pattern in a contingency table while using fixed cut-offs. This represents a significant advantage in using a nonparametric model, because in the parametric models discussed, the estimation of cut-offs represented a computational burden, requiring nonstandard inferential techniques such as hybrid MCMC samplers (Johnson and Albert, 1999 ) and reparamaterization to achieve transformed cut-offs which do not have an order restriction (Chen and Dey, 2000) .
The preceding discussion should indicate that there are few existing nonparametric approaches to ordinal regression, and they are virtually nonexistent in the multivariate case.
Semiparametric models for binary regression are more common, since in this case there is only a single regression function to be modeled. When taken to just a single ordinal response, it becomes much harder to envision relaxing parametric assumptions. In the multivariate set-ting, there are many different regression curves, and how to model them nonparametrically in an interpretable probability model becomes much more challenging.
Other related nonparametric approaches to regression which model the covariates as random and deal with discrete responses include Shahbaba and Neal (2009), Dunson and Bhattacharya (2010) , Hannah et al. (2011), and Papageorgiou et al. (2014) . Shahbaba and Neal (2009) focused on classification using mixtures of multinomial logit models, which was extended by Hannah et al. (2011) to incorporate additional generalized linear models. Dunson and Bhattacharya (2010) studied DP mixtures of independent kernels, which can be used for classification if the kernel for f (y, x) is the product of a categorical distribution for y and an independent distribution for x. Papageorgiou et al. (2014) developed a dependent DP model for spatially-indexed data of mixed type (count, categorical, and continuous), where the focus is on direct quantification of the effects of X on Y through regression coefficients, and a parameter expansion strategy similar to those of Liu (2001) and Lawrence et al. (2008) is used to handle nonidentifiability of covariance matrices. These models would not be appropriate for ordinal data, or, particularly in the first three cases, when inferences are to be made on the association or correlation between variables.
Our goal in this article is to introduce a Bayesian nonparametric regression model for univariate and multivariate ordinal responses. The way in which the covariates affect the responses is driven by the data, as we do not assume a linear relationship between the latent responses and covariates as in standard probit regression and its variations, or any independence assumptions in the covariate effects. We focus on problems in which the covariates should be treated as random, and model the joint distribution of the covariates and responses nonparametrically to induce flexible regression relationships. In many fields where ordinal response data exist, such as the social sciences, economics, and biostatistics, the assumption of random covariates is appropriate, as the covariates are not usually fixed prior to data collection, and their distribution is unknown.
We are primarily interested in regression relationships, and will show that we can obtain inference for a variety of nonlinear as well as more standard shapes for these regression curves using real data examples. As a consequence of the joint modeling framework, inference for f (x | y), or inverse inferences, are also available. These relationships may be of direct interest in applications. In some settings, the association between the ordinal variables is a key inferential objective. These are described by the correlations between the latent variables in the standard ordinal probit model, termed polychoric correlations in the social sciences (e.g. Olsson, 1979) . Using a data set of ratings assigned to essays by multiple raters, we apply our model to determine regions of the covariate space as well as the levels of ratings at which pairs of raters tend to agree or disagree. We contrast our approach with the Bayesian methods for studying multirater agreement in the context of ordinal regression described in Johnson and Albert (1999) and Savitsky and Dalal (2014) .
In addition to the substantial distributional flexibility and lack of restrictive assumptions of independence or linearity, an appealing aspect of the nonparametric modeling approach taken is that the cut-offs may be fixed, and covariance matrices left unrestricted. We demonstrate that, with fixed cut-offs, our model can approximate arbitrarily well any set of probabilities on the ordinal outcomes. To do so, we establish the Kullback-Leibler (KL) property of our prior, proving the induced prior on the space of mixed ordinal-continuous distributions assigns positive probability to all KL neighborhoods of all densities in this space.
The rest of the article is organized as follows. In Section 2, we formulate the DP mixture model for ordinal regression, and establish the KL condition for our prior model. We discuss prior specification and posterior inference, and indicate the modifications that must be made if binary responses are present. Our model is applied in Section 3 to ozone concentration data, as well as two data sets from econometrics, and our methods are used to perform an analysis of a multirater agreement problem. Section 4 concludes with a discussion.
Methodology

Model formulation
Suppose that k ordinal categorical variables are recorded for each of n individuals, along with p continuous covariates, so that for individual i we observe a response vector y i = (y i1 , . . . , y ik ) and a covariate vector x i = (x i1 , . . . , x ip ), with y ij ∈ {1, . . . , C j }, and C j > 2. Introduce latent continuous random variables z i = (z i,1 , . . . , z i,k ), i = 1, . . . , n, such that y ij = l if and only if γ j,l−1 < z ij ≤ γ j,l , for j = 1, . . . , k, and l = 1, . . . , C j . For example, in a biomedical application, y i1 and y i2 could represent severity of two different symptoms of patient i, recorded on a categorical scale ranging from "no problem" to "severe", along with covariate information weight, age, and blood pressure. The assumption that the ordinal responses represent discretized versions of latent continuous responses is realistic for many settings, such as the one considered here. Note also that the assumption of random covariates is appropriate in this application, and that the medical measurements are all related and arise in the form of a data vector. This motivates our focus on building a model for the joint density f (z, x), which is a multivariate density of dimension k + p.
To model f (z, x) in a flexible way, we use a DP mixture (Ferguson, 1973; Antoniak, 1974 ) of multivariate normals model, mixing on the mean vector and covariance matrix.
That is, we assume (
, and place a DP prior on the random mixing distribution G. The hierarchical model is formulated by introducing a latent mixing
in which we assume a base distribution G 0 (µ, Σ; ψ) = N(µ; m, V )IW(Σ; ν, S). The model is completed with hyperpriors on ψ, and a prior on α:
where, for matrices S and V , W(a S , B S ) denotes a Wishart distribution with mean a S B S , and IW(a V , B V ) denotes an inverse-Wishart distribution with mean (a V −(k +p)−1) −1 B V .
The DP generates almost surely discrete probability measures, or distributions (Ferguson, 1973; Blackwell, 1973) , with realizations G = ∞ l=1 p l δ θ l by the DP constructive definition (Sethuraman, 1994) . The locations θ l are independent realizations from G 0 , and the weights are determined through stick-breaking from beta distributed random variables with parameters 1 and α. That is, p 1 = v 1 , and
The discreteness of the DP allows for ties in the θ l , so that in practice less than n distinct values for the {θ l } are imputed. The data is therefore clustered into a typically small number of groups relative to n, with the number of clusters n * being affected by the parameter α,
where larger values favor more clusters (Escobar and West, 1995) . From the constructive definition for G, the prior model for f (z, x) has an almost sure representation as a countable mixture of multivariate normals, and the proposed model can therefore be seen to be a nonparametric extension of the multivariate probit model, albeit with random covariates.
This implies a countable mixture of normals for f (z | x; G), from which the latent z may be integrated out to reveal the induced model for the regression relationships. In general, for a multivariate response Y = (Y 1 , . . . , Y k ) with an associated covariate vector X, the probability that Y takes on the values l = (l 1 , . . . , l k ), where
with weights w r (x) ∝ p r N(x; µ x r , Σ 
is obtained using (3), which involves evaluating bivariate normal CDFs. However, one may be interested in the relationship between individual components of Y and the covariates. Referring to the example given at the start of this section, we may obtain the probability that both symptoms are severe as a function of X, but also how the first alone varies as a function of X. The marginal inference,
where m r (x) and s r have a similar form to those in (3).
It can be seen that the expressions for the regression relationships have the form of countable mixtures, with component-specific kernels which take the form of parametric probit regressions, and weights which are covariate-dependent. This allows one to obtain nonlinear, nonstandard relationships, by favoring a set of parametric models with varying probabilities depending on the location in the covariate space.
Model properties
In (1), Σ was left an unrestricted covariance matrix, and given an inverse-Wishart base distribution in G 0 . There is no identifiability problem with letting Σ be a general covariance matrix, as a consequence of assuming fixed cut-offs (γ j,0 , . . . , γ j,C j ), for j = 1, . . . , k. Model identifiability here refers to identifiability of the kernel of the induced model for (Y , X).
Refer to the Appendix for a proof of the result that the parameters µ and Σ are identifiable as long as C j > 2 for all j = 1, . . . , k. If C j = 2 for some j, additional restrictions are needed for identifiability, and these are discussed later in Section 2.5.
Identifiability is a basic and necessary model property, and is achieved here by fixing the cut-offs. However, this may seem like a significant restriction on the model. In a parametric model with a single normal distribution, fixing γ j,2 (in addition to γ j,1 ), for j = 1, . . . , k is one way to ensure identifiability, as an alternative to working with correlation matrices. Fixing all cut-offs in this setting would prohibit the model from being able to adequately assign probabilities to the regions determined by the cut-offs, and is too large a restriction. We therefore seek to determine if the nonparametric model with fixed cut-offs is sufficiently flexible to accommodate any distribution in the class being considered. Kottas et al. (2005) provide an informal argument that their nonparametric model for ordinal data without covariates can approximate arbitrarily well any probability distribution for a contingency table. The basis for this argument is that, in the limit, one mixture component can be placed within each set of cut-offs corresponding to a specific ordinal vector, and the mixture weights assigned accordingly to each cell.
Intuitively, the argument given by Kottas et al. (2005) , and used by Savitsky and Dalal (2014) , does seem to suggest that the DP mixture model for the latent responses can accommodate any set of probabilities on the ordinal responses,. Here, we provide a more formal proof of the full support of our model for ordinal-continuous data. A prior model has large support if it can generate densities which are arbitrarily close to any true data-generating density. In addition to being a desirable property on its own, the ramifications of large support are significant, as it is a key condition which is used in the study of posterior consistency, under the theory of Schwartz (1965) . The KL divergence is used as a measure of distance, so that a true density f 0 (w) is said to be in the KL support of the prior P, if P{K (f 0 (w))} > 0 for every > 0, where
The KL property is said to be satisfied if any true density f 0 (w) is in the KL support of the prior.
It has been established that the DP location mixture of multivariate normal kernels prior satisfies the KL property (Wu and Ghosal, 2008) . That is, if the mixing distribution G is given a DP prior on the space of probability measures on µ, and a normal kernel is chosen so that f G (w) = N(w; µ, Σ)dG(µ), then the prior induced on the space of densities assigns positive probability to all KL neighborhoods of all densities. Letting this induced prior be denoted by P, and modeling the joint distribution of (x, z) with a DP location mixture of normals, the property says:
for all > 0 and all densities f 0 (x, z) ∈ D. That is, all f 0 (x, z) ∈ D are in the KL support of P, where D denotes the space of distributions on R p+k .
To establish the KL property of the prior on mixed continuous-ordinal distributions (x, y)
induced from multivariate continuous distributions (x, z), we must assume there exists a true
is an underlying density on the latent continuous scale which induces the corresponding true distribution on the ordinal variables. Note that at least one f 0 ∈ D does exist for each p 0 ∈ D * , with one such f 0 described in the Appendix. The next theorem establishes that, as a consequence of the KL property of the DP mixture of normals (5), the prior assigns positive probability to all KL neighborhoods of all p 0 (x, y), as well as all KL neighborhoods of all conditional distributions p 0 (y | x).
Lemma 1. Assume the true distribution of a mixed continuous-ordinal random variable is p 0 (x, z) ∈ D * , and let f 0 (x, z) ∈ D be the corresponding continuous density function,
Lemma 1, which is proved in the Appendix, establishes full support for a model arising from a DP location mixture of multivariate normal kernels, a simpler version of our model.
The properties of identifiability and full support together establish a major advantage of the proposed model. That is, it can approximate arbitrarily well any distribution on (Y , X), as well any conditional distribution for (Y | X), suggested by the data, while at the same time avoiding the need to impute cut-offs or work with correlation matrices, both of which are major challenges in fitting multivariate probit models. The cut-offs can be fixed to arbitrary increasing values, which we recommend to be equally spaced and centered at zero. The choice of cut-offs does not affect the regression inferences in practice, only the center and scale of the latent variables, which must be interpreted relative to the cut-offs.
Prior specification
Specific values must be fixed for the hyperparameters in (2). A default specification strategy is developed by considering the limiting case of the model as α → 0 + (as in Taddy and Kottas, 2010) , which results in a single normal distribution for (Z, X). This limiting model is essentially the standard Bayesian multivariate probit model, with the addition of random covariates. The only covariate information we use here is an approximate center (such as the midpoint of the data) and range of each covariate, denoted by c x and r x . Then c x j and (r x j /4) 2 are used as proxies for the marginal mean and variance of X j . We also seek to center and scale the latent variables appropriately, using the cut-offs. Since Y j is supported on {1, . . . , C j }, latent continuous variable Z j must be supported on values slightly below γ j,1 , up to slightly above γ j,C j −1 . Let r z j = (γ j,C j −1 − γ j,1 ), and use r z j /4 as a proxy for the standard deviation of Z j .
In the limit, with (Z, X) ∼ N(µ, Σ), we find E(Z, X) = a m , and Cov(Z, X) =
set of cut-offs (γ j,0 , . . . , γ j,C j ) are centered at 0, which we recommend for simplicity, fix
the three terms in Cov(Z, X) can be assigned an equal proportion of the total covariance, and set to (1/3)D, or to (1/2)D to inflate the variance slightly. For dispersed but proper priors with finite expectation, ν, a V , and a S can be fixed to d + 2. Fixing these parameters allows for B S and B V to be determined accordingly, completing the default specification strategy for the hyperpriors of m, V , and S.
Although we have developed an approach to prior specification which utilizes the model for (Z, X), the focus of this work is in modeling regression functions, so we should also consider the priors which are induced for the regression relationships. In the strategy outlined above, the form of Cov(Z, X) was diagonal, so that in the prior, we favor independence between Z and X. In the expressions for the regression functions in (3) and (4), it is easy to see that if
, and the probabilities no longer depend on x. This leads to regression curves which are flat in the prior mean, and not increasing or decreasing over the covariate space, and this method can therefore be considered if noninformative priors are desired, or when it is unknown how the response variables vary over X.
The cut-offs must be specified initially, as they play a role in the priors since they determine the location and scale of Z. One strategy for specifying the cut-offs is to set γ j,i = −γ j,J−i , for j = 1, . . . , k, and i = 1, . . . , (C j − 1)/2, if C j is odd, such that the cut-offs are equally spaced from γ j,1 = −a to γ j,J−1 = a, for some positive constant a. If C j is even, then set γ j,C j /2 = 0, and γ j,i = −γ j,J−i = a, for j = 1, . . . , C j , and i = 1, . . . , C j /2 − 1.
The cut-offs for each latent variable Z j are therefore centered at zero, and their scale (or the choice of the constant a) determines the range of the latent responses, and thus all inference will be interpreted relative to these cut-offs.
Posterior inference
The approach we use for sampling from the full posterior distribution is based on a finite truncation approximation to the countable mixing distribution G, using the stick-breaking representation. The blocked Gibbs sampler (Ishwaran and Zarepour, 2000; Ishwaran and James, 2001) replaces the countable sum with a finite sum, yielding
Here, the first N − 1 elements of p are equivalent to those in the countable representation of G, while p N is determined by p 1 , . . . , p N −1 , so that
1. An appealing feature of this approach to inference is that the posterior samples for model parameters yield posterior samples for G N , and therefore full inference is available for functionals of the mixture.
To express the hierarchical version of the DP mixture model for the data after replacing
, N . The hierarchical model involving the truncation approximation to
G is expressed as:
and the full model is completed with conditionally conjugate priors on ψ and α as given in (2).
All full conditional distributions are available in closed-form, allowing a Gibbs sampler to be used for sampling from the full posterior distribution p(µ, Σ, L, p, α, ψ, z | data). The full conditional distribution for each µ l is normal, that for Σ l is inverse-Wishart, and each L i is drawn from the discrete distribution on {1, . . . , N }. Each latent z ij , i = 1, . . . , n, j = 1, . . . , k, has a truncated normal full conditional distribution, supported on the interval
The regression functional Pr(Y = l | x; G) (estimated by a truncated version of (3)) can be computed over a grid in x at every MCMC iteration. This yields an entire set of samples for this probability at any covariate value x. Note that x may include just a portion of the covariate vector or a single covariate, but in full generality this probability could be estimated at any fixed covariate vector x. As indicated in (4), in the multivariate setting with k > 1, we may want to show inference for individual components of Y over the covariate space.
In some applications, in addition to modeling how Y varies across X, we may also be interested in how the distribution of X changes at different ordinal values of Y . As a feature of the joint-modeling approach which treats X as random, we can obtain inference for f (x | y; G), which can be evaluated at fixed ordinal levels y. We refer to these inferences as inverse relationships, which will be obtained for a data example in Section 3.2.
While these functionals involving the mixing distribution are of primary interest, particularly the regression functionals, the association between the ordinal variables in a multivariate ordinal setting may also be a key target of inference. In the social sciences, the correlations between pairs of latent responses, corr(Z r , Z s ), are termed polychoric correlations (Olsson, 1979 ) when a single multivariate normal distribution is used for the underlying latent response distribution. Here, there are N multivariate normal distributions, with probabilities
given by p, hence we can sample a single corr(Z r , Z s ) at each MCMC iteration according to p, providing posterior distributions for polychoric correlations, which can be used to assess overall agreement between pairs of response variables. As an alternative and possibly more informative measure of association, we can obtain inference for probability of agreement over each covariate, or probability of agreement at each ordinal level. These inferences can be used to determine where in the covariate space response variables tend to agree, as well as the ordinal levels which are associated with more agreement. In the social sciences it is common to assess agreement among multiple raters or judges who are assigning a grade to the same item. We illustrate our methods on a data set of this type, referred to as multirater agreement data, in which both estimating regression relationships and modeling agreement are major objectives.
Accommodating binary responses
All discussion up to this point has focused on multivariate ordinal responses, with C j > 2 for all j. However, if one or more responses is binary, then the model proposed for ordinal responses with free µ and Σ is not identifiable. In the univariate probit model, it is standard practice to assume that z i ∼ N(x T i β, 1), that is identifiability is facilitated by fixing Σ zz .
When multiple ordinal responses exist and one or more is binary, it follows from the univariate case that we can not hope to estimate all elements of Σ, in particular the covariance elements corresponding to the binary responses. Identifiability in this setting can be accom-plished by fixing the diagonal elements of Σ zz which represent the variances of the latent binary responses. The covariance elements Σ z i z j , i = j, all remain free, which is important since the association between the responses may be of interest.
A square-root-free Cholesky decomposition of Σ (Daniels and Pourahmadi, 2002; Webb and Forster, 2008) can be used in the univariate binary probit model to fix Σ zz (DeYoreo and Kottas, 2014) , and may be useful in the multivariate setting as well. This decomposition expresses Σ in terms of a unit lower triangular matrix β and a diagonal matrix ∆, such that
The key result here is that if (
. . , n. This was used by Webb and Forster (2008) are not restricted, since they correspond to the scale of latent ordinal responses or covariates, which are estimable under our model.
Data Examples
The model was extensively tested on simulated data, before being used in several applications which will be discussed in detail in this section. First we describe some of the results we observed in the simulated data, in which the primary goal was to assess how well the model can estimate challenging regression functionals, which exhibit highly nonlinear trends. We also explored effects of sample size, choice of cut-offs, and number of response categories, when the simulation setting is modified in various ways.
The effect of sample size was observed in the uncertainty bands for the regression functions, which were reduced in width and made smoother with a larger sample size. The regression estimates captured the truth well in all cases, but were smoother and more accurate with more data, as expected. Even with a five-category ordinal response with only 200 observations, the model was able to capture bimodalities and other nonstandard shapes quite well.
We stated previously that the cut-offs may be fixed to arbitrary increasing values, and that the choice has no impact on inference involving the relationship between Y and X, only between Z and X. To test this point, the model was fit to a data set containing an ordinal response with three categories, using cut-offs of (−∞ In the data illustrations that follow, the default prior specification strategy outlined in Section 2.3 was used. The posterior distributions for each component of m always appeared very peaked compared to the prior, indicating the prior on m to be sufficiently diffuse. Some sensitivity to the priors was found in terms of the learning for the hyperparameters V and S, however this was not reflected in the posterior inferences for the regression functions, which displayed little to no change when the priors were altered. The prior for α was also studied, and we noticed a moderate amount of learning taking place for α for larger data sets, and a small amount for smaller data sets, which is consistent with what is known about α in DP mixture models. The priors for α were in all cases chosen to favor reasonably large values relative to the size of the data set, and to place positive probability on a wide range of values for α.
Ozone Data
One area of application where the proposed model for ordinal data is particularly well-suited falls in the environmental sciences, where observations of some key environmental variable are measured on an ordinal scale, however there is an unobserved underlying continuous random variable whose values are not recorded. Available environmental covariates are often random, and should be modeled jointly along with the variable viewed as the latent response.
To illustrate the application of our methods in a setting of this type, we turn to the data set ozone from the "ElemStatLearn" R package. This example contains four variables, which are ozone concentration (ppb), wind speed (mph), radiation (langleys), and temperature (degrees Fahrenheit). While these environmental characteristics are all random and interrelated, we are interested in modeling ozone concentration as a function of radiation, wind speed, and temperature. Rather than using directly the observed ozone concentration, we define an ordinal response containing three categories, representing the concentration level.
Ozone concentration greater than 100 ppb is defined as high (ordinal level 3). This can be considered an extreme level of ozone concentration, as only about 6% of observations are this high. Concentration falling between 50 and 100 (approximately 25% of the observations) is considered medium, corresponding to level 2, and anything less than 50 ppb is assumed low, and assigned to level 1.
In this example continuous ozone concentration is contained in the data, and we create a discretized response indicating ozone concentration level to illustrate the proposed method.
However, in other real settings where data on ozone is recorded, it may only be available in an ordinal form, such as whether or not it exceeded a certain threshold, or whether it was high, medium, or low. This idea can be generalized to other environmental characteristics or outcomes, which may only be available on an ordinal scale, but in reality are continuous.
The ordinal regression model was applied to the ozone data, with ozone concentration level response and the three environmental variables as covariates. To assess and validate the inferences given by the model, we can compare the results from the proposed model which only sees the discretized ozone concentration, to one which observes the actual continuous ozone concentration. Specifically, we model the continuous data vector (Z, X) with a DP mixture of multivariate normals, using the curve-fitting approach to regression of Müller et al. (1996) .
We compare the univariate regression curves Pr(Y = j | x l ; G) to Pr(γ j−1 < Z ≤ γ j | x l ; G), Figure 1: Ozone data. Mean (solid) and 95% interval estimates (dashed) for Pr(Y = j | x l ; G) (thick black) compared to Pr(γ j−1 < Z ≤ γ j | x l ; G) (red), for j = 1, 2, 3 and l = 1, 2, 3, giving the probability that ozone concentration is low, medium, and high over covariates radiation, temperature, and wind speed. Figure 2: Ozone data. Posterior mean estimates for Pr(y = j | x 1 , x 2 ; G) for j = 1, 2, 3, corresponding to low (left), medium (middle) and high (right). White indicates a posterior mean probability 0, and red indicates probability 1.
Credit ratings of US companies
We now consider an example involving Standard and Poor's (S&P) credit ratings for 921 US firms in 2005. This example is taken from Verbeek (2008) , in which an ordered logit model was applied to the data, and was also used by Chib and Greenberg (2010) to illustrate a flexible modeling approach involving cubic splines and DP mixture errors. For each firm, a credit rating on a seven-point ordinal scale is available, along with five characteristics, which provide X 1 , . . . , X 5 . To be consistent with the analysis of Chib and Greenberg (2010), we combined the first two categories as well as the last two categories, to produce an ordinal response with 5 levels, where higher ratings indicate more creditworthiness. The covariates in this application are book leverage X 1 (ratio of debt to assets), earnings before interest and taxes divided by total assets X 2 , standardized log sales X 3 (proxy for firm size), retained earnings divided by total assets X 4 (proxy for historical profitability), and working capital divided by total assets X 5 (proxy for short-term liquidity).
The posterior mean estimates for the marginal probability curves, Pr(Y = j | x k ; G), for j = 1, . . . , 5 and k = 1, . . . , 5, are shown in Figure 3 . Each panel displays the set of regression functions associated with a single covariate. These can be compared to the results obtained by Chib and Greenberg (2010) , which used an additive function of cubic splines for the regression function. One noticeable difference in the results is observed in the regression curves associated with the first two categories (labeled as 0 and 1 in the paper referenced), over the first two covariates, or Pr(Y = i | x k ), for i = 1, 2 and k = 1, 2. In our results, the regression curve for category 1 over X 1 takes a near 0 value for small X 1 , and a value of over 0.7 for large X 1 . The regression function associated with category 2 takes a higher value only for small X 1 . These inferences are significantly different in Chib and Greenberg (2010) , where the regression curve for the second category is always above that for the first category, except when they meet near the end of the X 1 covariate space, where they both take a value of near 0.4. A similar difference in the two sets of results is observed for these two regression functions over X 2 . Empirical regression functions computed by calculating proportions of observations assigned to each class over a grid in each covariate give convincing evidence that the regression relationships estimated by our model fit the data quite well.
The most nonstandard trends appear to be present over X 2 , which is earnings before interest and taxes divided by total assets. The covariate X 3 (log-sales) has some interesting as well as sensible probability trends associated with it. The probability of rating level 1 is somewhat constant for low values of X 3 , and then is decreasing to 0, indicating that small firms have a similar probability of receiving the lowest rating, and at some point, the larger the firm, the closer to 0 this probability becomes. The probability curves for levels 2, 3, and 4 are all quadratic shaped, with peaks occurring at larger values for higher ratings. Finally, the probability of receiving the highest rating is increasing as a function of X 3 . In summary, sales (proxy for firm size) are positively related to credit rating, as expected.
One distinguishing feature of our approach is that we model the joint distribution of the responses and covariates, viewing the covariates as random. This allows our model to accom- : Credit rating data. Posterior mean (solid) and 95% interval estimates (dashed) for distributions of covariates book leverage (first row) and standardized log-sales (second row), conditional on ordinal credit rating, arranged by column, i.e. column 1 corresponds to f (x | y = 1; G).
modate interactions between covariates, which is not done in the cubic spline model, since this assumes the transformed covariates are additive in their effects on the latent response.
The assumption of random covariates is appropriate here, as the covariates are characteristics of companies which are not fixed prior to sampling, and their distribution is unknown. In addition to inference for the regression relationships, we may obtain inference for the covariate distribution, or for any covariate conditional on a specific ordinal rating. These we refer to as inverse relationships, as introduced in Section 2.4. It may be of interest to investors and econometricians to know, for example, approximately how large is a company's leverage,
given that it has a rating of 2? Is the distribution of leverage much different from that of a level 3 company? The distributions of the covariates book leverage (X 1 ) and standardized log-sales (X 3 ), are shown in Figure 4 for each of the five ordinal ratings. In the first row, we show f (x 1 | Y = j; G), for j = 1, . . . , 5. In general, the distribution of book leverage is cen- has a mode which occurs at increasing values as Y increases, indicating that if one firm has a higher rating than another, it likely also has higher sales.
Standard and Poor grades of countries
As a second example from econometrics, we turn our attention to a data set taken from Simonoff (2003) , concerned with modeling S&P ratings of n = 31 countries as a function of debt service ratio and income, the latter given as an ordinal variable with levels of low, medium, and high. Ratings range from 1 to 7, with 1 indicating the best rating of AAA, and 7 the worst of CCC. This data set concerns a very small sample with a fairly large number of categories, and it will be interesting to see how the model performs under these challenges.
Since the covariate income is discrete, we can not simply treat it as part of the continuous covariate vector X in our model. While income is recorded on an ordinal scale, it is truly continuous, and therefore it makes sense to model income W as arising from a latent continuous random variable (this method of modeling ordinal covariates was also used by Ronning and Kukuk, 1996) . Therefore, let Z = (Z 1 , Z 2 ), and assume Y arises through Z 1 just as W arises from Z 2 . Let the continuous covariate X represent debt service ratio. While rating is viewed as the response, we are once again interested in inverse relationships, such as the distribution of debt service ratio or (discrete) income as a function of a given S&P rating.
The probability response curves as functions of debt service ratio (not shown) contain both monotonic trends (monotonically decreasing for response categories 1 and 2 and increasing for category 7), as well as nonstandard ones, most notably for categories 4 and 5. The interval bands are wider than in the other examples, given the very small sample size. Regression curves can also be obtained over discrete income, from the expression Pr(Y = j | W = w; G) = Pr(Y = j, W = w; G)/Pr(W = w; G) for w = 1, 2, 3 (low, medium, and high),
where the numerator contains a double integral of a bivariate normal density function. One trend we observe is that the probability of receiving a top rating of 1, 2, or 3 is highest for high-income countries, the probability of receiving a moderate rating of 4 or 5 is highest for medium-income countries, and the probability of receiving a poor rating is highest for low-income countries. It appears highly unlikely for a country to receive one of the top 2 ratings unless it is high-income, however there does appear to be some positive probability of a middle-income country receiving one of the lowest ratings.
The latent continuous responses represent latent continuous credit rating in this application. The method for posterior simulation involves sampling z i,1 , for i = 1, . . . , 31, which represent the country-specific latent ratings. The two countries with AA (level 2) ratings are Canada and Australia. These countries both have income classified as high, however
Canada has no debt, and Australia has a debt service ratio which is around 10. This value is not particularly high, but since higher debt service ratio seems to be associated with poorer ratings, we would expect that Canada would be closer to receiving a better rating of AAA than Australia. Posterior distributions for latent continuous ratings for Canada (solid line) and Australia (dashed line) are shown in Figure 5 on the left. It is therefore the case that Canada's ordinal rating of AA is closer to a AAA than is Australia's AA, as expected. The latent response distributions are shown on the right of Figure 5 . We see that Slovenia's latent rating distribution is centered on values very close to the cut-off for a better grade of AA. The other three distributions are very similar, but there are subtle differences. Chile appears closest to receiving a BBB, which makes sense given its higher debt service ratio.
One interesting feature to note is that differences in income seem to have a large effect on the distributions, while differences in debt service ratio do not appear to have a great impact.
Analysis of multirater agreement data
A variety of methods exist for analyzing ordinal data collected from multiple raters when the goal is to measure agreement, ranging from the commonly used κ statistic (Cohen, 1960) and its extensions (Fleiss, 1971) , which are indices calculated from the observed and expected agreement of raters, to model based approaches involving log-linear models (Tanner and Young, 1985) . We do not attempt to review all of the approaches to modeling multirater agreement data, rather our focus lies in the use of fully model-based approaches for analysis of ordinal data collected from multiple raters along with covariate information. The proposed multivariate ordinal regression model is powerful in this setting, offering flexibility and novelty in terms of the modeling framework and available inferences. We focus on a scenario involving a set of expert graders who evaluate student essays, rating them on an ordinal scale. We contrast our approach to the parametric model of Johnson and Albert (1999) , from where this data example is taken, and the nonparametric approach of Savitsky and Dalal (2014) , both containing fully model-based Bayesian approaches to inference, and similar in spirit to ours, utilizing latent responses.
Multirater agreement data arises when k raters assign ordinal scores to n individuals, so that y i = (y i1 , . . . , y ik ), for i = 1, . . . , n. The raters typically use the same classification levels, and therefore each y ij ∈ {1, . . . , C}. This data could be summarized in a contingency table, however, we are concerned with problems in which possibly relevant covariate information is also available for each individual. We assume that each judge assigns an ordinal rating to individual i, which represents a discretized version of a continuous rating, so that z ij determines y ij . That is, z ij is the continuous latent score observed by judge j on individual i. This is in contrast to the formulation of Johnson and Albert (1999) , in which the assumption is made that all judges actually agree on the intrinsic worth of each item, so that z ij = w i + ij , where w i represents the true latent score, and ij is the error observed by judge j. Then, w i is assumed linearly related to the covariates, being normal with mean containing the term x T i β.
The inflexibility of the latent response distribution is clear, and not appropriate when grade distributions are skewed or favor low/high scores over moderate scores. Since the distribution of z ij does not have a judge-specific mean, random cut-offs are necessary to allow the ratings of a particular subject to vary among judges. Savitsky and Dalal (2014) note the inflexibility of the latent response distribution assumed by Johnson and Albert (1999) , and that the assumption of intrinsic agreement among raters may be inappropriate when raters have different beliefs or perspectives which would influence their scoring behavior. They model the judge-specific latent random vectors with a DP mixture of independent univariate normals, as the multivariate normal kernel distribution has a diagonal covariance matrix (a product-kernel model). Dependence is therefore introduced over the latent scores of a single rater (although the product-kernel formulation is restrictive and probably unrealistic), but the data vectors arising from each rater are assumed independent. It is therefore not so clear how to extract inference for interrater agreement in this model, which is one of the major objectives in modeling data of this type in the social sciences.
There is no notion in our model of an intrinsic true score for an individual, since we assume each rater has his or her own beliefs which determine the score assigned to a particular
individual. An overall score for an individual could be obtained by somehow averaging over the latent scores assigned by each rater, however, extracting a true underlying score which it is believed all raters agree on is not the main goal here. Rather, we focus on making inferences about relationships between the ordinal scores and the covariates, as well as inferring the association between the ordinal variables, over both the covariate space and the scores. Our method is novel in its use for modeling multirater agreement data in many ways, most notably in the nonparametric approach which can accommodate complex dependence among raters and complex relationships with the random covariates.
We now apply our method to a problem involving three expert graders who evaluate n = 198 student essays, each assigned a rating on an ordinal scale of 1 through 10 (these represent raters 2, 3, and 4 from the data given in Johnson and Albert, 1999) . The covariates average word length and total number of words are used as the p = 2 covariates, which may or may not explain to some extent the ratings given by a particular judge. The traditional measure of agreement between raters l and m in the social sciences, ρ lm = corr(Z l , Z m ), the polychoric correlation, can be assessed through the covariance mixing parameters (Σ 1 , . . . , Σ N ) (which imply (ρ lm,1 , . . . , ρ lm,N ) for any l, m ∈ {1, 2, 3}), by sampling one of the (ρ lm,1 , . . . , ρ lm,N ) with probabilities (p 1 , . . . , p N ) at each MCMC iteration, as described in Section 2.4. These distributions suggest strongest agreement between raters 1 and 3, and similar levels of agreement between the other two pairs of raters. All three distributions place some probability on negative correlations, suggesting there is some disagreement present between all pairs of raters. We can determine where raters l and m tend to agree or disagree by finding the latent continuous ratings which are assigned to observations for which corr(Z l , Z m ) tends to be of a certain strength and direction. That is, we can look at E(z il | data) and E(z im | data)
arranged by E(corr(z i,l , z i,m ) | data), as {Σ l : l = 1, . . . , N }, and L i imply a particular corr(z i,l , z i,m ). This shows, for instance, that raters 1 and 2 strongly agree on very low ratings, and they disagree when rater 2 gives low ratings and rater 1 gives high ratings. It is also the case for the other pairs of raters that they strongly agree mainly at low scores.
There are a variety of regression relationships present in this example. These can be used to assess how ratings tend to vary across covariates, as well as how raters behave in comparison to one another. Defining a high rating as 8 or larger, and a low rating as 3 or lower, we show inference for probability of high and low ratings as functions of average word length and total number of words for each rater in Figure 6 . There appears to be a strong trend in rating as a function of number of words for each rater, with rater 2 in particular giving higher ratings for essays with more words. The regression curves for high ratings associated with rater 2 are somewhat separated from raters 1 and 3, and rater 2 clearly assigns more high ratings than other raters. Figure 7: Multirater Data. Posterior mean (solid) and 95% interval estimates (dashed) for probability of agreement for raters 1 and 2 (left), 1 and 3 (middle), and 2 and 3 (right), over covariate number of words.
To determine the regions of the covariate space in which raters tend to agree or disagree, we show probability of perfect agreement for pairs of raters in Figure 7 , over the covariate number of words. This suggests that raters 1 and 2 agree most strongly on grades for essays with few or many words. The other two pairs of raters tend to agree most for essays with few words, and the trends in agreement probabilities are more constant for these pairs of raters.
Finally, to assess the strength of agreement between raters on high and low scores, we
show posterior means for the probability that one rater gives a particular high/low rating, conditional on the rating given by another rater. Posterior means for Pr(Y l | Y m ; G) for l, m ∈ {1, 2, 3}, and Y l and Y m taking values of {8, 9, 10} (high) or {1, 2, 3} (low), are given in Table 1 . Each row represents an event being conditioned on, while each column represents the event a probability is being assigned to. For example, row 1, column 3, gives Pr(Y 2 ∈ {8, 9, 10} | Y 1 ∈ {8, 9, 10}; G). The cells corresponding to disagreement are highlighted with gray. The first two rows give probabilities conditioned on rater 1, and indicate that rater 2 has substantially more disagreement with rater 1 than does rater 3. The last two rows suggest that rater 2 disagrees more with rater 3 than rater 1 disagrees with rater 3. Finally, comparing the grades given by raters 1 and 3 to those of rater 2 in the middle two rows, we see slightly more disagreement between raters 1 and 2 than raters 1 and 3; however not to a large degree.
Discussion
We have presented a fully nonparametric approach to modeling multivariate ordinal data with covariates, which represents a significant contribution to the existing methods for ordinal regression. The power of the framework lies in the flexible DP mixture model for the latent responses and covariates, which allows the data to drive the way in which the covariates affect the response. The assumption of random covariates is appropriate for many problems, and modeling the covariates along with the latent responses accounts for any dependence or interactions which may be present among the covariates. This also allows for inference on functionals of the covariate distribution.
We showed that our model can accommodate any distribution for mixed ordinal-continuous data while at the same time assuming fixed cut-offs, by providing a proof of the KL property of the prior. Flexibility is achieved while assuming fixed cut-offs, without restrictions on the covariance matrix of the normal kernel. This is a very appealing feature of the model, since it avoids the need to estimate cut-offs or work with correlation matrices, which are the most challenging aspects of fitting multivariate probit and related models.
The utility of the proposed model was illustrated in a variety of substantive applications.
The ozone data example was used to illustrate the range of trends which can be approximated by the model, and since in this case the actual continuous ozone concentration was available, the inferences were compared to those obtained from a DP mixture model directly on the latent responses. Regression relationships obtained from the two sets of results were almost identical, which speaks to the power of the ordinal regression model to uncover patterns suggested by the data. Ordinal data are often encountered in econometrics, and in these settings inverse inferences are often of interest, as we discussed in the credit rating example. The model formulation through the multivariate normal kernel allowed us to handle the ordinal income covariate in the S&P ratings of countries example. While inference for multirater agreement is not always approached in the context of regression, our framework fits the setting quite well, providing inference for regression functions for individual raters and novel ways of assessing agreement between raters, over both the covariate space and across ordinal ratings.
Proof of lemma 1
We first show that there exists at least one f 0 (x, z) for any p 0 (x, y), as defined in (6). This is related to the example given by Canale and Dunson (2011) for modeling count data, in which f 0 (z) with univariate z ∈ R induces probability mass function p 0 (y). Let i = (i 1 , . . . , i k ), with each i j ∈ {1, . . . , C j }, and define f 0 (x, z) = and γ h,C h −1 < d h < ∞. Then this f 0 (x, z) satisfies the relationship given in (6), inducing p 0 (x, l) upon integration.
Now we prove the lemma. Let KL(f 0 , f ) be the KL distance between f 0 and f . The chain rule for relative entropy states that KL(f 0 (x, z), f (x, z)) = KL(f 0 (x), f (x)) + KL(f 0 (z | x), f (z | x)), and therefore f 0 (x, z) log (f 0 (x, z)/f (x, z)) dzdx ≥ f 0 (x) log (f 0 (x)/f (x)) dx, so that if f (x, z) ∈ K (f 0 (x, z)), then f (x) ∈ K (f 0 (x)). That is, K (f 0 (x, z)) ⊆ K (f 0 (x)) = {f (x, z) : KL(f 0 (x), f (x)) < }.
Using the KL property of the prior model for (x, z), P{K (f 0 (x))} ≥ P{K (f 0 (x, z))} > 0, so that the prior P assigns positive probability to all KL neighborhoods of the true marginal covariate distribution f 0 (x). Now, take f ∈ K /2 (f 0 (x, z)). By the chain rule, KL(f 0 (x), f (x)) < /2, and KL(f 0 (z | x), f (z | x)) < /2. We now use the result that for two distributions g 1 (t) and g 2 (t), with t = (t 1 , . . . , t s ),
