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BRIEF OUTLINE OF RESEARCH FINDINGS 
During the reporting period, the time-dependent separated turbulent 
flow problem was formulated as integro-differential equations on the basis 
of a two-equation model. The formulation uses the velocity vector, the 
vorticity vectors, the turbulence energy and turbulence energy dissipation 
as dependent field variables and partitions the problem into its kinetic 
and kinematic aspects. The kinetic aspect consists of differential trans-
port equations describing the change of vorticity, turbulence energy, and 
turbulent energy dissipation through diffusion, convection, production 
and dissipation processes. The kinematic aspect relates the vorticity 
distribution and the velocity boundary condition at a given instant of 
time to the velocity distribution at that instant. An integral repre-
sentation for the velocity vector is used in place of the familiar dif-
ferential continuity and vorticity definition equations in the kinematic 
part of the problem. 
The theoretical basis of the integro-differential method was 
developed previously for laminar flows. The integro-differential formu-
lation for turbulent flows was found to retain many important features 
of the laminar flows. The kinematics of the mean turbulent motion was 
found to be identical to that for laminar motion so that the integral 
representation for the velocity vector developed for the laminar flows 
goes over to turbulent flows in a straight-forward manner. The integral 
representation permits the velocity to be computed explicitly, point by 
point. This unique ability led to a number of advantages: (1) the 
solution field can be confined to the viscous region of the flow, (2) 
the confined solution field can be segmented into compartments and the 
computation of field variables interior of each compartment can be 
accomplished independently of the other compartments, (3) the vorticity 
boundary condition on solid surfaces needed for the kinetic part of 
computation can be established correctly through kinematic consider-
ations, (4) for external flows, the problem of satisfying the velocity 
boundary conditions infinitely away from the solid is eliminated. 
The momentum equation for the mean turbulent flow contains a 
Reynolds stress term in addition to the terms present in the laminar 
equation. Consequently, the mean vorticity transport equation for tur-
bulent flows contains additional terms representing the convection and 
production of vorticity by turbulent rate of strain. In addition to 
the mean vorticity transport equation, two additional time-dependent 
transport equations for the turbulence energy and the energy dissipation 
are established. The set of three time-dependent transport equations 
are to be solved along with the integral representation using empirical 
constants that were well established for steady flows. 
The new formulation was calibrated by solving the problem of 
time-dependent turbulent Couette flow formation. Using boundary values 
of the vorticity, the turbulence energy, and turbulence energy dissipation 
anticipated for steady state Couette flow, a time-dependent solution was 
obtained. The mean velocity profiles obtained was found to approach the 
steady flow experimental data of Reichardt asymptotically in the limit 
of large time. 
During the next twelve months of this research, the problem of 
determining the time-dependent boundary conditions for the vorticity, 
the turbulence energy, and the turbulence energy dissipation, shall be 
studied critically. These problems associated with time-dependent 
boundary conditions for turbulent flow are among the least understood 
aspects of the present project and are expected to require considerable 
amounts of effort for their resolution. 
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BRIEF OUTLINE OF RESEARCH FINDINGS 
During the reporting period, the formulation of integro-differential 
equations for time-dependent turbulent flows has continued. This formulation 
partitions the problem into its kinetic and kinematic aspects. The kinematic 
aspect relates the mean vorticity distribution at any instant of time to 
the mean velocity distribution at that instant. This relation is expressed 
as an integral representation for the velocity vector and permits an explicit, 
point by point, computation of the velocity field. The kinetic aspect consists 
of differential transport equations describing the change of vorticity, turbulence 
energy, and turbulence energy dissipation through diffusion, advection, produc-
tion, and dissipation. A turbulent coefficient of diffusivity is modeled in 
terms of the turbulence energy and the turbulence energy dissipation. 
Two relatively simple time-dependent one-dimensional turbulent flow 
problems have been studied as a part of an effort to calibrate the formulation. 
The first of these problems is the formulation of Couette flow between two 
parallel plates which are set into motion in opposite directions in their 
own planes impulsively. The vorticity is initially concentrated at the 
two plate surfaces. At subsequent times the vorticity spreads into the 
fluid domain by turbulent diffusion. Transient solutions were obtained. 
The solution was shown to asymptotically approach the steady-state experimental 
data of Reichardt with increasing time and to agree with the latter excellently 
in the limit. 
The second problem treated was that of the flow induced by an infinite 
plate sinusoidally oscillating in its own plane. The results obtained for 
the wall shear stress are in good qualitative agreement with those obtained 
by Nash, Carr, and Singleton (AIAA Journal Vol. 13, pp. 167-173) for the 
flow past an oscillating finite flat plate. 
The above problems involve only one space dimension. The transport 
equations for the two problems are solved using Crank-Nicolson finite-difference 
and explicit finite-difference methods respectively. Currently, the two-
dimensional transient problem of a finite flat plate set into motion impulsively 
in its own plane is being studied. Several promising finite-difference 
methods are being investigated in connection with this study. It is found 
that the use of the law of the wall in conjunction with the integral representation 
yields reasonable velocity and vorticity profiles. 
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BRIEF OUTLINE OF RESEARCH FINDINGS 
The development of an integro-differential formulation for time-dependent 
turbulent flows utilizing a two-equation turbulence model has been completed. 
Several pitfalls which were not at first obvious have been removed. A detailed 
description of the formulation, which contains a kinematic equation expressed as an 
integral representation for either the velocity vector or the stream function and 
three kinetic equations expressed in differential forms for the vorticity, the 
turbulence energy, and the turbulence energy dissipation, has been included in a 
technical report being finalized. It has been found that the integro-differential 
formulation for turbulent flows retains the distinguishing feature of the formulation 
for linear flows. That is, the integro-differential approach permits the solution field 
to be confined to the viscous region and therefore offers substantial computational 
advantages for turbulent flows, as it does for laminar flows. This ability to confine 
the solution field is obviously of great importance in the numerical solution of 
problems involving significant regions of flow separation. 
With a traditional finite-difference or finite-element method, the major 
portion of the required computation is spent in treating the kinematic equation. The 
integro-differential approach so drastically reduces the kinematic computation that 
the treatment of the kinematic equation now represents the major portion of the 
needed computation. The solution of the kinetic equations therefore replaces the 
solution of the kinematic equation as the limiting factor on computational speed for 
the overall problem. This limitation is more acute for turbulent flows than it is for 
laminar flows since the former involves three kinetic equations while the latter 
involves only one. In order to minimize the computation necessary for the kinetic 
equations, a hybrid finite difference-finite element, implicit-explicit method is 
being examined. For laminar flows, this method has been shown, under a separate 
research project, to possess the advantages and to alleviate the disadvantages of the 
various methods that compose the hybrid approach. The very substantial reduction 
in the kinetic computation offered by the hybrid method for laminar flows is 
expected to be retained for turbulent flows. 
Prior to the reporting period, two relatively simple turbulent flow problems 
involving one space dimensions - the Couette flow formation between two infinite 
flat plates and the flow induced by an oscillating infinite plate - were treated in 
order to calibrate the integro-differential approach. During the reporting period, 
more complicated problems involving two space dimensions have been studied. 
Numerical solutions have been obtained for the problem of a finite fly.t plate set into 
motion impulsively in its own plane, at a Reynolds number of 5.3 x 10 based on plate 
length. Steady state results, in the limit of large time, for the velocity, skin 
friction, and turbulence energy has been found to agree well with available 
experimental data. A computer program has been prepared for the numerical 
solution of the problem of turbulent flow past a circular cylinder set into motion 
impulsively in a direction perpendicular to its axis. 
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BRIEF OUTLINE OF RESEARCH FINDINGS 
During the reporting period, considerable progress has been made 
in the development of numerical methods for both the time-dependent and 
the steady turbulent flow problems. Several problems have been solved 
numerically using the k -E (turbulent kinetic energy and energy dissipa-
tion) model for turbulence. An integro-differential formulation has been 
used in the time-dependent flow case and an integral-representation formu-
lation has been developed in the steady flow case to confine the solution 
field to the vortical region of the flow. This distinguishing feature 
of the integro-differential and integral-representation folmulations, 
which led to remarkable computational efficiency for laminar separated 
flow computations, has been incorporated into a computer code for the 
turbulent flow. 
With either formulations, the vorticity field is utilized to parti-
tion the overall problem into its kinematic and kinetic aspects. The 
kinematic aspect deals with the relations between the instantaneous vorti-
city and velocity, or the vorticity and stream function, fields, and is 
formulated as an integral representation of the velocity, or the stream 
function, field. The kinetic aspect deals with the transport of vorticity 
and is expressed as a differential vorticity transport equation for the 
time-dependent flow. For the steady flow, the steady vorticity transport 
equation is recast into an integral representation for the vorticity field. 
These aspects are supplemented by differential transport equations for 
k and e . A knowledge of k and E fields is utilized in the compu-
tation of the Reynolds stress through the Boussinesq concept. 
Results were obtained for several time-dependent problems. They 
include flows past a finite flat plate with either a steady or an oscil-
lating main-stream and flows past a circular cylinder. In each problem, 
the motion of the fluid was considered to result from an impulsively 
started motion of the solid body. The Reynolds numbers based on the free-
stgeam velocity and the dimension of the solid body are of the order of 
10 . Specific Reynolds numbers were selected in order to compare the 
numerical results obtained in this study with experimental data available 
in the literature. For the flat plate problems, the time-dependent solu-
tions were carried to a sufficiently large time level so that either a 
steady-state or a periodic condition was reached. Comparisons between 
the numerical results and experimental data were made for profiles of 
mean velocity, turbulent kinetic energy, and Reynolds stress on the plate 
and in the wake downstream of the plate. Very good agreement was observed 
in each case. The computation of the flow around the circular cylinder 
is still in progress. Flow patterns and skin friction distributions on 
the cylinder have been computed up to a dimensionless time level of two, 
which corresponds to a movement of the cylinder relative to the freestream 
through a distance of two radii. Steady flow was not reached at this 
time level. Nevertheless, the computed separation point is in good agree-
ment with experimental data. The computed skin friction shows the same 
pattern as that experimentally measured. 
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The basic computation loop to advance the time-dependent solution 
from an old time level, at which the vorticity, velocity, and Reynolds 
stress fields are known, to a new time level includes (1) the kinetic 
computation of a new vorticity field, (2) the kinematic computation of 
a corresponding new velocity field, (3) the computation of k and E , 
which permits the new Reynolds stress field to be established. During 
the reporting period, a Fourier series method has been developed for the 
kinematic aspect of the problem. This method provides a highly accurate 
and fast means of computing the velocity field. With a traditional finite-
difference or finite-element method, the major portion of the required 
computation is spent in treating the kinematic equation. The integral 
representation of the kinematics of the problem has so drastically reduced 
the kinematic computation that the kinetic and turbulence modelling compu-
tations now represents the major portion of the needed computation. The 
solution of the transport equations for k, e , and vorticity therefore 
replaces the solution of the kinematic equation as the limiting factor 
on computation speed for the overall problem. Considerable efforts have 
been spent during the reporting period to develop fast and accurate methods 
for solving the transport equations. 
For steady flows, the basic computation loop described above is used 
in an iterative procedure to advance the solution from an old iteration 
to a new one. It has been found that for steady flows, the kinetic equa-
tion, i.e., the steady vorticity transport equation, can be recast into 
an integral representation for the vorticity field. A very efficient 
and general computer program based on this complete integral formulation 
has been previously prepared for laminar internal flows. The k - C tur-
bulence model is being incorporated into this existing program. Some 
results have been obtained for the turbulent channel flow problem. 
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ABSTRACTS 
 A METHOD FOR THE NUMERICAL SOLUTION OF TURBULENT 
FLOW PROBLEMS 
by J. C. Wu and A. Sugavanam 
Paper appears as AIAA Paper No. 77-649, Proceedings of the 
3rd AIAA Computational Fluid Dynamic Conference, 1977. 
An integro-differential formulation, previously established for the 
study of incompressible laminar flow problems, is modified and used in 
conjunction with the turbulent kinetic energy-energy dissipation rate 
model for the study of turbulent flow problems. It is demonstrated that 
the kinematics of the mean turbulent motion is identical to that of the 
laminar motion. The kinetic aspect of the turbulent flow is significantly 
more complex. The integro-differential formulation for the turbulent 
flow retains the important features of the laminar flow and permits the 
solution field to be confined to the vortical region. Numerical results 
are presented for several problems involving simple flow boundaries and 
compared with available experimental data. 
SOME NUMERICAL SOLUTIONS OF TURBULENT 
FLOW PROBLEMS BY THE USE OF INTEGRAL REPRESENTATIONS 
by J. C. Wu, S. Sugavanam, and M. Wahl111 
Paper to appear in Proceedings of the Symposium on 
Applications of Computer Methods in Engineering, 1977. 
The use of integral representations in the solution of turbulent 
flow problems is discussed. It is shown that numerical procedures pre-
viously established for steady and time-dependent laminar flows go over 
in a straightforward manner to turbulent flows. The important advantages 
previously demonstrated for laminar flows are retained in the current 
study of turbulent flows. In particular, the integral-representation 
approach permits the solution field to be confined to the vortical region 
and offers superior computational efficiency and solution accuracy. 
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BRIEF OUTLINE OF RESEARCH FINDINGS 
During the reporting period, the k -E (turbulent kinetic energy and 
energy dissipation) model for turbulence has been used together with the 
integro-differential method to treat turbulent separated flow problems. 
Results were obtained for a flow past a circular cylinder at a Reynolds 
number based on the cylinder diameter of 3.6 x 10 6 . The cylinder is set 
into motion impulsively at a certain instant of time and thereafter kept 
in motion at a uniform velocity. The complicated time-dependent flow 
after the impulsive start is computed. The computation was carried up to 
a dimensionless time level of about seven, that is, a time level corres-
ponding to the movement of the cylinder relative to the freestream by a 
distance of seven cylinder diameters. At this large time level, the time 
rate of change of the flow was no longer significant. The numerical results 
obtained at this large time level were found to be in reasonable qualitative 
agreement with the experimental data of Achenbach for the same Reynolds 
number. In view of the substantial scattering of experimental data for this 
type of complicated high Reynolds number flows, the observed agreement was 
encouraging. As reported previously (see "A Method for the Numerical Solution 
of Turbulent Flow Problems", J.C. Wu and S. Sugavanam, Proceedings of the 
3rd AIAA Computational Fluid Dynamics Conference, pp. 168-177, 1977), for 
simpler types of flow where definitive experimental data existed, the present 
computation procedure yielddd numerical results in excellent quantitative 
agreement with the experiments. The results obtained during this reporting 
period indicates that the present procedure is suitable for computing complex 
separated flows. Accordingly, efforts have been initiated to generalize the 
present procedure for application to the problem of time-dependent turbulent 
flows around airfoil. 
Two obstacles were encountered in obtaining numerical solutions for the 
circular cylinder problem. They were (1) the relatively large amounts of 
storage and computer time required and (2) the tendency for the numerical 
solution to become unstable as time progresses. The second obstacle was 
removed by simulating the source and dissipation terms in the transport 
equations for the vorticity, the turbulent kinetic energy, and the energy 
dissipation at the new time level in each computation loop ,to advance the- 
solution in time. The first obstacle was partly . -a: consequen-ce 'of -the need 
to solve additional transport equations (for k and E) when the flow is 
turbulent. As described in previous reports, the integro-differential 
method that has been developed by this research group is highly efficient 
in comparison to other numerical methods. Par. external laminar flows, 
existing computer programs constructed on the basis of the integro-differ-
ential approach require about 10 minutes of CDC 6600 CPU time to advance 
the numerical solution by one dimensionless unit of physical time, i.e., 
the time interval during which the airfoil advances by one chord length 
relative to the freestream. Consequently, drastic further improvements in 
solution efficiency is no longer a critical factor in the development of a 
general-purpose user-oriented package of computer code for external laminar 
flows in two-dimensions. The numerical solution of the equations for k and 
e , however, places additional requirements on the allowable grid spacing 
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and time intervals. These requirements, coupled with the need to 
test and calibrate the available turbulence models extensively, 
made it important to develop numerical methods that are even more 
efficient than the present versions of the integro-differential 
method. To provide a means of extensively testing and calibrating 
various turbulence models, a standardize package of computer code 
was recently prepared by Dr. M.M. Wahbah for steady internal flows 
using an integral representations approach (see "Numerical Solution 
of Viscous Flow Equations Using Integral Representations," Lecture 
Series in Physics, Vol. 59, pp. 448-453, Springer-Verlag, 1976.), 
This package is user-oriented and highly efficient. It is being 
utilized in calibrating various turbulence models in the steady 
state limit. In addition to this standardized package, a Fourier 
series technique was developed and used to improve drastically the 
efficiency of the kinematic part of the computation. This tech-
nique was successfully used to treat the circular cylinder problem. 
For the airfoil problem, a numerical method was developed to 
transform conformally the airfoil boundary to a circle prior to 
the use of the Fourier series technique. 
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BRIEF OUTLINE OF RESEARCH F=INGS 
A major objective of this research program is to develop a general compu-
tational capability for the prediction of time-dependent turbulent flows which 
may involve appreciable flow separation and strong viscous-inviscid inter-
action . Major obstacles to this development are: (1) the excessive computer 
time and data storage needs for the solution of problems involving complex 
flow boundaries, and (2) the lack of accurate and general methods of describing 
turbulent transport phenomena in separated flow regions. 
Towards the above stated objectives, a numerical method utilizing an integro-
differential formulation of the problem has been studied. This new formulation 
possesses a number of highly advantageous attributes, the most important one 
being an ability to confine the solution field to the vortical region of the 
flow. To utilize these attributes, however, entirely new numerical procedures 
needed to be established. During the reporting period, the development of the 
integro-differential method has reached a reasonably stage of completion. By 
employing various techniques specially developed for the new formulation, such 
as coordinate transformation, hybrid finite element-finite difference method, 
Fourier approximation and flowfield segmentation, user-oriented computer programs 
that are useful under fairly general circumstances have been constructed. These 
programs have been used to obtain numerical solutions for many complex laminar 
flows, including several time-dependent flows past airfoil sections. The com-
puter time used are not excessive even with relatively slow computers such as 
the CDC-6400. The first obstacle stated above has been removed for two-dimen-
sional flows. 
Because of their necessary empirical foundation, extensive testing and 
calibration are necessary for establishing the validity and the range of appli-
cation of proposed turbulent models. The remarkable solution efficiency of the 
present method made it possible to carry out this task efficiently and relatively 
economically. Several algebraic and differential models have been examined 
critically, under various flow circumstances. Encouraging numerical results 
have been obtained for many types of flows. These results suggested several 
possible improvements and refinements of the models. The two aspects of the 
study described above -- numerics and turbulence modeling -- has been utilized 
to study flows past airfoils. 
The number of manuscripts prepared during the reporting period, as indicated 
on the attached list, is large for the size of the present project. The prepa-
ration of these manuscripts indeed somewhat taxed the energy of the present 
investigators during the reporting period. It was felt,however, that signifi-
cant progress has been made recently in many aspects of the present research. 
It is appropriate to document the information generated and to make it available 
in the open literature in a timely manner. Considerable interest in the present 
work has been shown by many researchers in the fluid dynamics community. A 
large number of inquiries and requests for information have been received by 
the principal investigator in recent months. 
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sentations prior to the process of discretization. The approach represents a 
major extension of the integro-differential approach, also developed by the 
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A new method for solving laminar steady flow equations has been developed 
at Georgia Institute of Technology by Wu and his co-workers. The method employs 
integral representations of field variables. In this report, the derivation of 
the matrix equations and the analytical evaluation of the integrals entering the 
solution procedure are presented. A user-oriented computer program for solving 
internal flows within arbitrary boundaries is given. The efficiency and the 
flexibility of the method are demonstrated by presenting several examples of 
recirculating flows within reasonably complex geometries. A listing of the com-
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to turbulent flows in conjunction with a two-equation differential model of 
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sented here. 
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statistical turbulence. This paper discusses some of the similarities and 
differences between the two model equations and presents results for turbulent 
Couette flow and channel flow. The turbulence model is shown to give reasonably 
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The prospect for the routine numerical prediction of two- and three-dimensional 
flows involving appreciable regions of separation and high Reynolds number are 
discussed. 
TECHNICAL REPORT 
COMPUTATION OF INTERNAL FLOWS WITH 
ARBITRARY BOUNDARIES USING THE 
INTEGRAL REPRESENTATIONS METHOD 
By 
M. M. Wahbah 
Prepared for 
FLUID MECHANICS BRANCH 
U. S. ARMY RESEARCH OFFICE 
P. O. BOX 12211 
RESEARCH TRIANGLE PARK, N. C. 27709 
ARO Grant No. DAAG29-75—G-0147 
March 1978 
DISTRIBUTION STATEMENT 
Approved for public release; distribution unlimited 
GEORGIA INSTITUTE OF TECHNOLOGY 
SCHOOL OF AEROSPACE ENGINEERING 
ATLANTA, GEORGIA 30332 
1978 
Computation of Internal Flows with Arbitrary Boundaries 
Using the Integral Representations Method 
by 
M. M. Wahbah 
School of Aerospace Engineering 
Georgia Institute of Technology 
Approved for public release, 
distribution unlimited. 
A technical report for research conducted under 
ARO Grant No. DAAG29 -75 -G -0147 
March 1978 
Unclassified  
SECURITY CLASSIF.C.ATION OF THIS PAGE (When Date Entered) 
REPORT DOCUMENTATION PAGE READ INSTRUCTIONS BEFORE COMPLETING FORM 
1. REPORT NUMBER 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER 
4. 	TITLE (end Subtitle) 
COMPUTATION OF INTERNAL FLOWS WITH ARBITRARY 
BOUNDARIES USING INTEGRAL REPRESENTATIONS METHOD 
5. TYPE OF REPORT & PERIOD COVERED 
Technical 
6. PERFORMING ORG. REPORT NUMBER 
7. AU THOR(s) 
M. M. Wahbah 
B. CONTRACT OR GRANT NUMBER(s) 
ARO Grant No.DAAG29-75-G-0147 
9. 	PERFORMING ORGANIZATION NAME AND ADDRESS 
Georgia Institute of Technology 
Atlanta, Georgia 	30332 
10. 	PROGRAM ELEMENT, PROJECT, TASK 
AREA & WORK UNIT NUMBERS 
11. 	CONTROLLING OFFICE NAME AND ADDRESS 
Fluid Mechanics Branch 
U.S. Army Research Office 
P.O. Box 12211 	Research Triangle Park, N.C. 2770) 
12. REPORT DATE 
March 	1978' 
13. NUMBER OF PAGES 




16. DISTRIBUTION STATEMENT (of this Report) 
Approved for public release, distribution unlimited 
17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report) 
18. SUPPLEMENTARY NOTES 




Computational Fluid Dynamics 
20. ABSTRACT (Continue on reverse side if necessary and identify by block number) 
A new method for solving laminar steady flow equations has been developed 
at Georgia Institute of Technology by Wu and his co-workers. 	The method employs 
integral representations of field variables. In this report, the derivation of 
the matrix equations and the analytical evaluation of the integrals entering the 
solution procedure are presented. A user-oriented computer program for solving 
internal flows within arbitrary boundaries is given. The efficiency and the 
flexibility of the method are demonstrated by presenting several examples of 
recirculating flows within reasonably complex geometries. A listing of the 
DD FORM 1 JAN 73 1473 	EDITION OF 1 NOV 66 IS OBSOLETE 
SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered) 
SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered) 
computer code is given at the end of the report along with some explanations 
of the code to facilitate the use of the program. 
The method has been recently extended to turbulent flows in conjunction 
with a two-equation differential model of turbulence. The results of an 
illustrative example for turbulent flow is presented here. 
SECURITY CLASSIFICATION OF THIS RAGE(When Data Entered) 
ACKNOWLEDGMENTS 
The author is thankful to professor J.C. Wu for suggesting the present 
analysis, and for many useful disscussions regarding this endeavor and other 
aspects of computational fluid dynamics. 
The financial support of this work by the Army Research Office, Grant No. 
DAAG29-75-G-0147, is gratefully acknowledged. 
TABLE OF CONTENTS 
SUMMARY 	  1 
1. INTRODUCTION 	2 
2. INEGRAL REPRESENTATIONS METHOD 	5 
3. EVALUATION OF THE INTEGRALS  	7 
1. Evaluation of the Area Integrals 7 
2. Evaluation of the Boundary Integrals 	  12 
a. Evaluation of the Boundary Integral in 11 Expression 	  12 
b. Evaluation of the Boundary Integral in v0 Expression  19 
3. Evaluation of the Boundary Integral inwo Expression 	  20 
4. THE MATRIX FORM OF THE INTEGRAL REPRESENTATIONS 	  21 
5. SOLUTION PROCEDURE 	  24 
6. ILLUSTRATIVE EXAMPLES 	  29 
1. Couette Flow 	  29 
2. Two-Dimensional Straight-Channel Flow 	  29 
3. Closed Cavity Flow 	  30 
4. Channel with a Square Cavity 	  31 
5. Constricting Channel Flow  32 
6. Turbulent Channel Flow 	  33 
FIGURES 	  35 
k 1 
APPENDIX A 	Numerical Evaluation of ji f(x,y) x2+
y 2 dxdy Over Arbitrary Domains 
x y 
Using Finite Elements. 	  46 
1. Introduction 	  46 
2. Evaluation of I Using Finite Elements 	  46 
3. Evaluation of te) n 
	
	  48 
(e) 
Figure 	  63 
APPENDIX C The Computer Program 	  64 
1. Introduction 	  64 
2. List of Fortran Symbols 	  66 
Figure 	  69 
3. Program Listing 	  70 
4. A Computer Subroutine for Computing the Integrals I   53 
m,n 
TABLE A 1 	  56 
Figures  57 
APPENDIX B Evaluation of the Singular Parts in the Boundary Integrals. .   59 
REFERENCES 	  82 
SUMMARY 
A new method for solving laminar steady flow equations has been developed 
at Georgia Institute of Technology by Wu and his co-workers. The method 
employs integral representations of field variables. In this report, the 
derivation of the matrix equations and the analytical evaluation of the 
integrals entering the solution procedure are presented. A user-oriented 
computer program for solving internal flows within arbitrary boundaries 
is given. The efficiency and the flexibility of the method are demonstrated 
by presenting several examples of recirculating flows within reasonably 
complex geometries. A listing of the computer code is given at the end 
of the report along with some explanations of the code to facilitate the 
use of the program. 
The method has been recently extended to turbulent flows in conjunction 
with a two-equation differential model of turbulence. The results of an 
illustrative example for turbulent flow is presented here. 
1. Introduction. 
During the past few years, new techniques for solving viscous flow 
problems have been developed, calibrated, and applied to several important 
problems at the Georgia Institute of Technology. The distinguishing feature 
of these techniques is the replacement of the more familiar governing differential 
equations by equivalent integral representations. 
Wu and his co-workers, references Cl to 5], initiated these research 
efforts, by first developing the Integro-Differential method for the treatment 
of time-dependent viscous flows involving appreciable flow separations [1]. 
In this method, only the kinematic part of the governing equations was cast 
into an integral representation, and steady solutions, if desired, were 
obtained as asymptotic development of the time dependent problem. The method 
proved to possess several advantages: (1) The solution field can be confined 
to the viscous region of the flow, (2) the confined solution field can be 
segmented and each segment treated independently, (3) numerical boundary 
conditions that presented difficulties in previous methods can be treated 
in a precise manner. As a result, the method proved to offer remarkable 
solution speed and accuracy. 
These efforts were recently extended to directly treat steady flows 
and a new method, called the Integral-Representations method, was developed 
(2). The new method retains the above mentioned desirable features. In 
this method, the complete set of the governing equations are recast into 
equivalent integral representations of the field variables. The use of 
the velocity and the vorticity vectors as dependent variables allows the 
2 
partition of the problem into two recognizable parts: kinematics and kinetics. 
The reader is referred to references 1 to 5 for the derivation, properties, 
and the unique features of this method. 
This report is concerned with the derivation of the matrix equations 
and the analytical evaluation of the integrals associated with the use 
of a finite element method for iteratively solving the integral representations 
in two-dimensional incompressible laminar flows. The term finite element 
method is used here in its current broad context to indicate a numerical 
procedure which involves the division of the solution field into elements 
(subregions) each associated with a finite number of data nodes. A user-
oriented computer program for solving internal flows within arbitrary 
boundaries is presented. The program requires only the input of the nodes 
of the finite element mapping and the velocity values at the boundary 
nodes. No additional efforts, such as special techniques for curved boundaries, 
are required. In the resulting matrix equations, all the coefficient 
matrices are purely geometric. The elements of the matrices depend only 
on the relative locations between the nodes. Consequently, these matrices 
can be computed once, stored, and used in the various iterations for any 
given problem. Furthermore, for problems with the same boundary configuration 
but different flow conditions at the boundary or different flow Reynolds 
numbers, the matrices entering the solution procedure are identical. 
These features are utilized to drastically reduce the required computation. 
For example, in obtaining a solution for a problem at a high Reynolds 
number, one first obtains a solution for the problem at a lower Reynolds 
number. This lower Reynolds number solution is then utilized as the initial 
solution to start the iteration procedure for the high Reynolds number 
case. This process of escalating the Reynolds number can be utilized 
3 
to obtain a set of solutions for various Reynolds numbers. The total 
number of iterations required to solve both the high and lower Reynolds 
number problems is generally much smaller than the number of iterations 
required to solve the high Reynolds number case alone starting with an 
arbitrarily assumed initial solution. Since the matrices need not be 
recalculated for the two problems, the computing time required by the 
Reynolds number escalating approach is generally much smaller than that 
required for solving only the high Reynolds number problem. 
The method described in this report permits the use of polygonal 
elements with any finite number of sides associated with element interpolation-
functions of any order. The use of first order triangular elements is 
emphasized in the report because of its relative simplicity. The user 
oriented computer program, presented as Appendix C of this report, is 
based on the use of first order triangular elements. Analytical expressions 
for higher order (as well as first order) polygonal elements are derived 
and presented in Appendix A. Exploratory studies show that the use of 
second order elements further improves computational efficiency. For 
the type of problems considered thus far at Georgia Tech, the amount of 
computation required is small and it is not essential to go beyond the 
first order elements. It is worthy of note, however, that for future 
applications requiring larger amounts of computation, it may be desirable 
to incorporate the option of using higher order elements into the computer 
program. A subroutine for evaluating certain integrals related to the 
use of polygonal elements (including triangular elements) of any finite 
order (including the first order) is presented as a part of Appendix A for 
this purpose. 
4 
It is well known that the majority of viscous flow problems occuring 
in nature and in applications involve high Reynolds number and flow turbu-
lence. The lack of efficient and accurate solution algorithm for flow 
equations has been a major obstacle in the development of suitable turbu-
lence models for separated flows. One of the objectives of the present 
effort is to provide such a solution algorithm for two-dimensional steady 
separated flows so that the extensive numerical experimentation and cali-
bration required for the development of suitable turbulence models may 
proceed for such flow. At Georgia Tech, such experimentation and calibra-
tion has been initiated using the approach described in the report in 
conjunction with a two-equation differential model of turbulence (6). 
The results of an illustrative problem for turbulent flow is presented. 
2. Integral Representations Method  
-4- The velocity vector v
o 
and the vorticity vector w o at any point 
r
o' 
in a region R surrounded by a surface B, are given by the following 
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where r is a position vector,v is the fluid kinematic viscosity, 
. 
n is the outward normal, A = 47r and d = 3 for three-dimensional prob- 
lems, A = 27T 	and d = 2 for two-dimensional problems, and h is the 
total pressure divided by v and is defined by 
h = 
2 
+N., /v ;V = 	1 -4- 1 
2 ) 
where p is the pressure and f is the fluid density. 
Equation (1) is completely equivalent to the continuity equation 
V 	v = 0, along with the vorticity definition 
	w= 0 xv. The velocity 
boundary condition is incorporated in this equation and is given by the 
boundary integral. Equation (2) replaces the more familiar Navier-Stokes 
momentum equations for an incompressible flow. 
Equation (1) permits the explicit, point by point, computation of 
v
o 
in R using the values of w in R and the velocity boundary condi- 
tion on B. Equation (2) allows the computation of 	w in R using 
values of v and w in R and the vorticity boundary condition on 
B. Due to the existing non-linearity in equation (2), the two equations 
are solved iteratively, as will be explained in details in later sections, 
+  
starting with assumed values of 	w in R. 
For two-dimensional flows, equations (1) and (2) can be written as 
u .= 1 
0 — 
Y 	dxdy 	+ 1 	.1 fv, X 	- v Y 	 d s 	(3) 
2 2 	 2Tr B 	2 	
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X + Y 	 X + Y 	X + 
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( 5 ) 
where u and v are the velocity components in the x and y directions, 
t is the unit tangent to the boundary B, s is the distance along B, 
Figure (1), the subscripts n and t indicate respectively the normal 
and the tangential components of a vector quantity, and 
X = x - xo 
(6) 
Y = 	yo 
3. Evaluation of the Integrals  
The integrals in equations (3-5) are best performed by using the 
finite element technique. The region R is mapped into elements, Figure 
(2), the number, the shape, and the distribution of these elements depend 
upon the particular problem to be solved and the degree of accuracy desired. 
The current procedure allows for the arbitrary mapping of the region into 
polygonal elements with any number of sides, associated with element 
interpolation-functions of any order. The present report emphasizes the 
use of first order triangular elements. Extensions to higher order elements, 
which can be easily incorporated in the program, are pointed out. The 
computer code at the end of this report is for the first order case. 
3.1 Evaluation of the Area Integrals  
The area integrals in equation (3-5) can be expressed as the sum 
of contributions from individual elements, designated by (e). Consider 
for example the area integral in equation 3 which can be written as 
URo 
=Y 
R 	(1) 	 2 2 	dxdy 
X +Y 
e Y 





For simplicity, we consider triangular elements with three nodes 
located at the triangle vertices, Fig. (3). The contribution to UR0 
 from one element, denoted by UR
o' 
 is given by 
	




J J w 	2 2 
+Y 









y 	 (9) 









Y 	 (10) 
where 
Ae = ae + bex + cey
o 
Be = be 
C
e = ce 
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An exact analytical expression was derived for I e
n [7]. The expression m 
is valid for any combination of n and m, and the element (e) may be 
any polygon with any number of sides. The result is expressed in terms 
of the coordinates of the polygon vertices and the coordinates of the 
point (x 0, y 0 ). The analytical derivation is given in Appendix A. A 
computer code has been developed to efficiently evaluate these functions 
(Subroutine GF of the computer code). 
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From equations (7), (8), and (12) we obtain 

























and ce can be expressed in terms of wi (i = 1, 2, 3), 
the values of w at the nodes i of the element (e), Fig. (4), by satisfying 
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Furthermore 
D = (x2y3 -x3y 2 ) + (x3y 1 - x l y3 ) + (x 1 y 2 - x2y1) 	(17) 
The subscripts i, j and k, Eq. (16), should be taken in the cyclic order 
(1-2-3-1). 
Substituting equation (15) into equation (14), gives 
3 
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It should be noted that in equations (15) through (18) the indices 
and subscripts used for x, y and w are local indices pertinent to the 
particular element under consideration, and take the values 1, 2 and 3. 
Hence, each node may have different local element-index when considering 
the different elements meeting at this particular node. 
In equation (18), summing over all elements and adding up the coefficients 
of w
n for each node n in the complete grid, contributed by all elements 
meeting at this node, we obtain 
N 
URo 




(y 1e 	+ Ie ) ce. 	(20) Do,n 	Ie 	ai 	(x, Ie 	+ ) bi + o 	0,1 o,2 
where i is the local index of the node n in the element e, and N 
is the total number of nodes in the grid system. The summation in equation 
(20) is performed over all elements meeting at the node n. In matrix 






where k)01 is a (1XN) row matrix and $w n)  is a (N) column vector. 
Similarly, the area integral in the expression for v, Eqn. (4), 
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In equation (5), the area integral can be evaluated by introducing 
the element interpolation-functions, similar to equations (9) and (10), 




co 	 . The choice of these combinations 
lead to coefficient matrices that are not only independent of the field 
variables, but also equivalent to those in equations (21) and (22). A 
direct comparison between the area integrals in equations (3) through 
(5), shows that the area integral in equation (5) can be written as 
WR
o 
= 	 {( wu) n} 4. [Do,n1 (t° v) nl 
	 (24) 
where ((Du) n and (wv) n 
are the values of wu and w v at the node n, 
respectively, and D 	and E 	are given by equations (20) and (23). o,n 	0,n 
The introduction of higher order elements, e.g. second order triangular 
elements with six nodes as shown in Fig. (4), or a general polygon with 
arbitrary number of sides and nodes, represents no difficulty and can 
be carried out using the same procedure described above for the first 









then, the area integrals in equations (3) and (4) take the form 
UR = E 	E Ke 	I
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n,m n , m+ 1 e (n,m 
VRo = E (E le n,m In+1,M) n,m 
The constants K
n,m 
are evaluated by satisfying equation (25) at the 
element nodes. 	The equivalent matrix forms, similar to equations (21) 
and (22), are obtained in exactly the same manner as explained earlier. 
For a discussion on the completeness and efficiency of various finite-
element interpolation functions, associated with different finite elements, 
the reader is referred to reference [8] . 
3.2 Evaluation of the Boundary Integrals  
The method is explained for the boundary integral in uo expression, 
equation (3), and is then extended to other integral. 
3,2a Evaluation of the Boundary Integral in u. Expression 
The integral is given by 
UB
o 	
v X 	- vt Y2  
n 2 	2 
X + Y X + Y 
The above line-integral can be evaluated in a closed form for several 
particular cases. In the following analysis, a more general procedure 
is described for the numerical evaluation of this type of integral. 
The procedure, in addition to being general for any boundary and any velocity 
distribution on the boundary, results in geometric coefficient matrices 
that are equivalent to others, to be derived in later sections, in the 







2) (28)  
The boundary B is divided into straight line segments, Fig. (5). 
The method is first explained for linear variations, of field variables, 
along those line segments. Extensions to higher order variations are 
straightforward. For linear variations, each line segment is associated 
with two boundary nodes at both ends of the segment. The number of line 
segments is Nb , where Nb is the number of boundary nodes. These boundary 
nodes are taken to be the nodes of the finite element mapping lying on 
the boundary. 
The boundary integral can be expressed as the sum of all contributions 
from the individual line segments, designated by the subscript k. Then 
N
bk 











tangential and the normal velocity components along the segment k, respectively. 
The contribution from each line segment is best evaluated by using 
the coordinates (x', y') depicted in Figure (5). The origin of these 
coordinates lies at end (k) of the line L
k ' 
	and the x' axis is directed 
along the line segment itself, in the counterclockwise direction of the 




The unit normal to the curve B is given by 
4- 
n = nx 
1 + n 
	
( 30 ) 
where the subscripts x and y denote components along the x and 




1 + t 	
(31) 
4.. 
= - n 1 + n x 
13 



























= - u 117 + v n 













u(n . I) - fv( I . A) 
	 ( 33 ) 
where 
= X 	+ Y j 
	
(34) 
The quantities (ffiln and (to are the components of the vector t in 
the directions n and t, respectively, and can be written as 
( n . A) = Y1 '57 0 	 (35) 
( 1 . A) = 	-x 
0 
where x' 	and y' 	are the coordinates of the point (o) with respect 
to the axes (x',57 1 ) at the point (k). Also, 
2 2 	2 
R = X+ Y 




Using equations (33), (35) and (36), the boundary integral UB, equation 
The fact that y' = o, on each segment k, has been used in writing equation 
(37). For the purposes of analysis, we write 
UB
o 















k k 	 1 
Tu = - 
Z 	
U Y o 





(x' - o )  dx' 
x' 
Iv = - of 	 (42) 
2 
In the following analysis,
R 




 are evaluated 
in terms of u and v, respectively, at the end points k and (k+1) 
of the line segment. The method is demonstrated for 	For linear 
variations, along the line segment, u can be expressed as 
u = A (x' - xo ) + B 	 (43.a) 
The constants A and B can be expressed in terms of u k and uk+l the 
values of u at the nodes k and k+1 by satisfying the above expression 
at the segment nodes, giving 
A 	(u 	- u / 1 k+1 / 1k 
B = uk 	+ A x i 
0 
(43-b) 
Substituting equation (43-a) into equation (41), and carrying out 
the resulting integrals, give 
Iu = - (Ay' ) f1 	B fo 
	 (44) 
where 
f 1( 	-1 	1 0 = ta n ( 	- k ) 	+ tan 
-1 x' 
yo 	 yo 
f 1 	In 	
_ x'02 
	yo 2  1 x' 2 	y' 2 
o + 0 
The function f
k 








[ 	o  
0 , 2 
Y o 	- (lizx )o 






with the principal branch of the inverse tangent function defined as 
1 x 
( - Tr< tan — <IT ), taking into consideration the individual signs of the 
numerator x, and the denominator y. The inverse tangent, defined in this 
manner, is usually supplied on many computers as ATAN2 (x,y). The reason for 
deriving the second form of f
o
k  i , is to avoid the excessive use of the time 
consuming trigonometric functions. 
Substitution of equations (43-b) into equation (44), gives 
k 	k 	 k 












   fi
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In equation (48), summing over all line segments and adding up the 
coefficient of u
n 
(n = 1,Nb ) for each boundary node n, contributed 














where the line segment (n) is assumed to succeed the line segment (n-1) 
when going around B in the counterclockwise direction. 
It should be noted that the quantities f
k 
and f 1, equation (45), 
possess singular behavior as the point (x 0 ,y ) coincides with one of 
the end points of the line segment k. The total contribution from the 
two line segments meeting at this point, however, is a definite quantity 
given by the limiting value of G
o n 
,equation (51), as the point o 
coincides with point (n), Appendix B. 
The contribution of the u velocity-component to UBo , equation (37), 
can be written in the following matrix form 





[Go,nI  is a ( 1 xNb ) row matrix and lubn} is a  (Nb) column matrix, 
representing the values of u at the Nb boundary points. The subscript 
b has been added to un to distinguish it from fun } , (n = 1 , N), to 
be introduced later. 
The above developments can be repeated, almost identically, to compute 
the contribution of the v velocity-component to UB
o . The result can 








=(F 	v -F4 
	4) 3 k 		k+1 k=1 
(53-a) 
18 
and Iv = [Ho,n7 j{vbn } 	 (53-b) 
where the summation in (53-a) is over the line segments forming the boundary, 
[vbn 
	is a (Nb
) column vector, representing the values of v at the 
Nb boundary points, and t o nlis a (1 X Nb ) row matrix whose elements 
= 	
















= 1- 	fo + 	o 	fi 
1k 	 1k 
x' k 	
(55) 
k i The functions f
o 
and f i in the above two equations are those defined 
previously by equation (45), and possess singular behavior as the point 
o coincides with the boundary point (n). The limiting value of H
n,n 
is obtained in Appendix B 
Finally, substituting equations (52) and (53-b) in equation (38), 
gives 
UB = 






The same procedure can be used for higher order interpolation-functions, 
along line segments associated with several nodes. Analogizing to equation 
(39), we may have 
u = 	Ain 	(x' - x l )m 
m=o 	
(57) 
v - E 
_ M 	
0 
(x' - x' ) m 
M=0 
The number of nodes on the line segment should be equal to (M+1). Different 
segments may have different number of nodes corresponding to different 
order of interpolation along them. Substituting equation (57) into equations 
(41) and (42), give 
k 	M 	 m 





) fm+ 1 ' o 	 . 
m=o 
where fo and f i are given by equation (45). For m.>2, the functions 
f
m 
are given by the following recurrence relation 
f 	= 1 [( 1k -2(0)m-1 - ( -xio 	f 	(m > 2) m-2 m ;71- 	-1 Y Yo 
The final matrix form of UB
o
, corresponding to equation (56), can be 
obtained by following the same steps explained earlier for linear variations 
along the line segments. 
3.2b Evaluation of the Boundar Integral in v ex•ression 
The integral is given by 
VBo 
	jIB 	(
vn Y2+ 2 	
1.7 	X 
	





Using the same technique, section 3.2.1, the above integral can be 
re-expressed in terms of u b and vb . The same coordinates (x',y'), 
depicted in Figure (5), are employed for the present analysis. The result, 
corresponding to equation (37), is 
1 N










Comparing equation (61) with equation (37), it can be easily seen 
that the influence-coefficients matrix associated with u in equation 
(61) is the same as that associated with v in equation (37), but with 
a different sign, and the influence-coefficients matrix associated with 
v in equation(61)is the same as that associated with u in equation (37). 
Consequently the matrix representation of VB 0 
is given by 
VB 	= 	Pool] { u bn} 	[ Go,nj { vibn} 
	
(62) 
The matrices and vectors appearing in equation (62), are those defined 
earlier in connection with equation (56). The equivalence of some influence- 
coefficients matrices, which occurs in several places in the present technique, 
is a very desirable feature, which helps to reduce the required computer 
time and storage. 
3.3 Evaluation of the Boundary Integral ino expression 
The integral is given by 





X + Y 
The integral is evaluated as the sum of integrals over the individual 
line segments, using the segment local-coordinates (x l ,y 1 ), giving 
N 
_ 	b [ 	 1 	y 	 (6 4) 
WB 0 =1 
1 
 - i 	h ( x' - 
IcaLl d x' —.* w y o 
	
y 	I ds ; 
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Comparing equations (64) with equation (61), it can be easily seen 
that the influence coefficient matrices associated with h and w, in 
equation (64), are identical to those associated with u and v, in equation 
(61), respectively. Hence, the matrix representation of WB0 can be 
written in the form, 
WB
o 	- LHo,n] 	
+ [Go,n1bn 
	 (65) 
1 where 	hbn 	is a (Nb) column vector representing the values of 
h at the Nb boundary points and wbn 
is a (Nb) column vector whose 
elements are the values of w at those points. 
4. The Matrix Form of the Integral Representations  
In the present section, the different integrals appearing in the 
original integral representations are grouped together and the elements 
of the corresponding matrices are collected below for the convenience 
of reference. 
Substituting equations (21), (22), (24), , (56), (62), and (65) into 
the original integral representations (3) through (5), gives 






UB0 = 	,td lubnl 
VB
o = - LH0,nl lubnI 	+ [Go,n1 {vbn} 
 
The above set of equations can be written for any point (o) in the 
domain R, giving 
27 iul = Ed 61 + {uB} 	 (71) 
21T 	Etiol 	{v131 	 (72) 




= [G] lub l + [H]fvo 	 (74) 
= - [H] 	} 	Mrbl 
	
(75 ) 
where lul, 	{w} ,{w u} and {w v}are (N) column vectors representing 
the values of u, v, w, wu and wv, respectively, at the N grid nodes; 
lubl 5 {vb }' 	} are (Nb ) column vectors representing the corresponding 
variables at the N
b 
boundary nodes; [D] and [E] are (NXN) geometric- 





rows of [D], [E], [G) and [H] are the previously 
developed row matrices . Do,n 1,[E0,nit 110,n1 respectively, with the 




a. + (x Ie 	
4. l e 	be 	( 	le 	1e ) e 	(76) 
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(y.j 	Yk  ) /D 
c.= (x, - x.j ) /D 
where 
D = (x2Y 3 	x3Y2 ) 	(x3y 1 	xiY3 ) + (x1 y 2 	x2y 1 ) 
Furthermore 
n-1 	x" 	n-1 
G 	= [ YM  f1 	x ll + (:11- 1 ) el l - y"  rrfl	fi + m fo ] 
n 	






H . 1- y /  m fn 4. ( xm' _ „ _nl _. [1_ y' 	 x; ll'i f n-1 4. 	11, 	f7-1 1 
(84) m,n L 17- 0 	T-- 1 ) f i j 	- 0 
1 	 1 n 	n 	 n-i n-1 
where (x", y") are the coordinates of the point m with respect to the 
axes (x",y"), pertinent to the line segment (n-1), Figure 5, and 










1 = tan 	---r-- n m  




—12 A. — , 2 
Jin 
It should be noted that the four geometric coefficients matrices 
depend only on the relative locations between the grid nodes and are independent 
of the field variables (u, v, and w) and of the boundary conditions. 
This feature has several advantages resulting in a drastic reduction in 
the required computer time and storage. The matrices can be computed, 
stored and used in the solution of different flow problems, within the 
same domain R, for different boundary conditions and different Reynolds 
numbers. Besides, they need not be computed repeatedly from iteration 
to iteration during the iterative procedure for solving the governing 







IIJEJ and {NB} become constant vectors and are computed only once, from 
equations (74) and (75), during the solution procedure. 
5. Solution Procedure  
In this section, a general computation procedure for solving internal 
flow problems within arbitrary boundaries, is presented. The velocities 
u and v at the boundary nodes are assumed to be known. Extensions 
to other boundary conditions, and to external flows, can be easily incorporated. 
Equations (71) and (72) permit the explicit, point by point, computation 
of u and v in R using the values of w in R and the velocity 
boundary condition (ub ,vb ) on B. Equation (73) allows the determination 
of w in R using the values of u and v in R and the boundary 
vorticity w b . Due to the existing non-linearity in equation (73), the 
three equations are solved iteratively. 
Starting with known values of tiol n , the superscript n being the 
iteration counter, at the (N-N
b ) interior nodes in R, the following steps 
constitute one iteration loop 
(1). Computation of the boundary vorticity fw bi
n+1 
The proper velocity boundary condition for the interior flow problem 
is either the tangential velocity component on B or the normal velocity 
component on B plus the circulation around B (5). In the present analysis 
the tangential velocity is used. The requirement that the tangential 
velocity obtained form equations (71) and (72) be equal to the prescribed 
tangential velocity at the N b boundary nodes gives a set of Nb algebraic 
equations in which aft  is the only unknown. The tangential velocity 
at the Nb boundary points is given by 
{vt} = ftx Lib 	ty vb ) } 
	
(8 7 ) 
24 
where ub, vb 
are the prescribed u and v on the boundary, respectively. 
Using equations (71) and (72), we get 









Tm = (txm UBm 
 + t VB ) 	1 	Nb 
Ym m 
1 <n <N . 
Assuming the grid nodes, whose total number is N, to be indexed such 
that the first Nb points are the Nb  boundary nodes, the first term 
on the righthand side can be split in the following manner 




SBm,n = Sm,n 
	 1<n<Nb 	 (92) 





	 1 <n <_(N-Nb ) 	 (94) 
Substituting equations (87) and (91) into equations (88), and rearranging, 
gives 
[8B]twb f = 2fft(t x nb + ty yb )f - {T} - [8I]tw i l 
	
(95) 
The above equation can be solved for I
w 
 n+1 using 	
/co In 
 
The coefficient matrix [SB]does not change between iterations, therefore, 




factored matrix can be stored and used to obtain b} for different righthand 
side vectors, equation (95), during the iteration procedure (9). 
(2). Computation of {u }n+1 and 10
n+1
. The first Nb values 
of the vector icol , representing the boundary vorticity, is updated using 
the new {w }n+1
b obtained in step (1). The rest of the vector components, 
representing w at the interior points, is still given by the old values 
from the nth iteration. The updated iwj is then substituted in equations 
(71) and (72), and the new 41111+1 and {v}114-1 are computed. The first 
Nb values of the vectors in/ and Iv' represent the constant boundary 
values, and are not computed during the iteration. The computations are 
performed, explicitly, point by point. 
(3). Computation of th b r i . Applying equation (73) at the N
b 
JL n+1 boundary nodes, using the new 	iwI n+1 	tufn+1 tvi 	gives a set of 
N
b 
algebraic equations containing the N b components of {hb i P
+1 as i  
unknowns. 
It is easy to show that if h b is a constant, then the integral 
containing hb vanishes. This means that the homogeneous set of equations, 
corresponding to the above set of equations, has a non-trivial solution. 
As a consequence, at most (Nb-1) equations of the set are independent 
of each other. In the computation procedure, it is permissible to assign 
2 
an arbitrary value of h
b 
(h 	p) /v) at any one boundary node. This 
p 
assignment is equivalent to specifying a reference pressure level. The 
solution of the problem, as far as the velocity, the vorticity, and the 
net force acting on closed bodies are concerned, is not affected by the 
specific pressure level used. When the boundary B is geometrically 
symmetric about a given axis and the boundary nodes are arranged symetrically, 
the rank of the set of equations was found to be (Nb_ 2). This additional 
26 
decrease in the number of independent equations can be eliminated by using 
a non-symmetric distribution of the boundary nodes, in which case the 
rank becomes (Nb
-1). Another way to overcome this difficulty, is to use 
a known value of the pressure at one nodal point, e.g. as in known inflow 
boundary conditions. In the case of absence of this additional information, 
the value of p at this boundary node may be expressed as the average 
value at the two neighboring boundary nodes. In the last two alternatives, 
the number of unknowns becomes (N b-2). The third choice is employed in 
the computer program. 
Assuming the 
nodes 	Nb , Nb- 1 and 
PNb-1 
where 	HBF is an interpolation 
HBF = 1 




-1 = V 
pressure 	p 	to vary linearly between the three boundary 
Nb-2, and taking 	p to be zero, gives Nb 
= HBF 	x PNb
- 2 	 (96) 




1) 	 (97) 
hN 	= 2 17 




IN -1 ) - HBF x CN
b
-2) + HBF x hN-2 	 (99) 
(4) Computation of {w} 	at the interior nodes. The values of 
(;) n+1 	n+1 	n+1 	 n+1 
10) , 
t ul 	
, v} 	, and thb 
	
are substituted into equation (73) 
and the resulting equation is evaluated to give w at the interior nodes. 
In this step, old values from the previous iteration are used for values 
of w in the right-hand side of equation (73). New values are used as 
soon as they are obtained. 
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n+1 
Using the above iteration loop, it was found necessary to employ 
a point under-relaxation technique to obtain convergent solutions. The 
new value of w
n+1 
 , at any interior point, is computed from 
n+1 = 
Ur - 	(1-ur) w
n 	
(100) 
where ur is the under-relaxation parameter, o.< ur <I., and la is the 
value of w computed in step (4) in the above mentioned iteration loop. 
The under-relaxation procedure is performed point by point and each componeht 
of Iwl 	is updated immediately after computing its new value from equation 
(100). 
The rate of convergence was found to be best for some optimum value 
of the under-relaxation parameter, denoted by uro . The number of iterations 
required to obtain convergence, for a specified accuarcy, was found to 
increase for ur <ur
o , and convergence may not occur for values of ur 
much larger than ur
o
. The value of this ur
o 
depends on the particular 
problem to be solved and on the Reynolds number. It was also found that, 
generally, o.<ur
o  <.5. The rule is to try smaller values of ur, whenever 
divergence occurs. 
The use of under-relaxation parameters is a common feature in most 
of the existing methods for solving the steady flow equations. 
The final iteration convergence may be decided by one of the well 




max 	w. 	- w. I /max I w
n+1 I LE 
' 1 1 1 
(1 01) 
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Usually, E is set in the range of 10
-4-10
-5 . Smaller values, of course, 
result in excessive computer time. The above criterion is employed in 
the computer program at the end of this report. 
6. Illustrative Examples  
1- Couette Flow  
Steady Couette flows between two parallel infinite plates, with the 
upper one moving at a finite speed and the lower one stationary, subject 
to various pressure gradients in the direction of motion, were studied 
using the present solution procedure. This problem is one-dimensional 
and possesses a well known exact solution. In the present study, however, 
this problem is treated as a two -dimensional flow inside a square region. 
Velocity boundary conditions, on the square boundary, are prescribed in 
accordance with the exact solution. Pressure gradients are not explicitly 
prescribed, rather, their effects on the flow enter indirectly through 
the velocity boundary condition. The obtained numerical solutions are 
in excellent agreement with the exact solutions as shown in Fig. (6). 
The grid nodes were those defined by an equally spaced (8X8) rectanglar 
mesh. 
All the computations, in this report, were done on a CDC Cyber-74 
Computer system. The computation time used for the Couette flow problem 
was a few seconds per case. 
2- Two-dimensional Straight-channel Flow  
This problem is similar to the Couette flow problem. The only difference 
is that, in the channel flow case, both plates are stationary. The channel 
flow is, also, one dimensional and has an analytical solution. It was 
29 
treated, similar to the Couette flow, as a two-dimensional problem with 
prescribed velocity boundary conditions. The results were in excellent 
agreement with the analytical solution. The computation time was a few 
seconds per case. 
3- 	Closed Cavity Flow  
Flow inside a square cavity was studied for many Reynolds numbers, 
up to a thousand. The flow inside the cavity is induced by moving the upper 
lid at a constant speed. This problem has been studied by several authors, 
as a classical example for two-dimensional recirculating flows (103, and 
as a test case in developing numerical procedure for solving these types 
of flows, e.g. (10, 11i. The computed streamlines and vorticity contours, 
for Reynolds number of 100, are depicted in Figure (7). Figure (8) shows 
a comparison of predictions from the present method and that of reference 
(10) of the u-velocity component (parallel to the driving lid) along the 
vertical centerline of the cavity for Re = 100. 
The present results agree favorably with predictions from Reference 10. 
The number of grid points was 169, and the vertices of the elements were 
chosen to coincide with the nodes of a (11X11) non-uniform Cartesian grid. 
The iteration was stopped using the criterion (101), with E = 10 -5 . The 
computer time used to obtain all geometric coefficient matrices was 9 
seconds, and the execution time for the iterative solution was 6 seconds. 
The geometric coefficient matrices depend, as explained in section (4), 
only on the grid distribution. They were computed once and used to obtain 
solutions at different Reynolds numbers. 
The above three examples represent solutions of the flow equations 
in a square region; and differ only in the velocity boundary conditions. 
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Therefore, if the same grid system is used in the three cases, then the 
geometric coefficient matrices become the same for all of them. Besides, 
solutions at higher Reynolds numbers, for the same problem, can be started 
using the previously obtained solutions for a lower Reynolds number. 
These desirable features, of the current solution procedure, help to drastically 
reduce the needed computer time to generate these solutions. 
4. 	Channel With a Square Cavity.  
The flow configuration for this example is depicted in Figure (9). 
An open cavity, square in shape, with a moving plate located 1/6 the cavity 
width above the cavity, is studied using the present technique. The same 
configuration was investigated by Taylor and Hood (12) , using Neumann 
boundary conditions at the entrance and exit sections. 
The present velocity boundary conditions includes the no-slip condition 
on solid boundaries and linear entrance and exit velocity profiles, 1/3 
cavity width upstream and downstream of the cavity. The vertices of the 
finite element mesh were those points, depicted in Figure (8), where velocity 
values are given. The number of points in the flow field was 97. 
Results were obtained for Reynolds numbers up to 3000, although the 
flow is not expected to stay laminar up to this Reynolds number. The 
velocity field for a Reynolds number of 600 is shown in Figure (9). 
The present results show the same general pattern as in reference 02j. 
The computer time required to compute the geometric matrices was about 
7 seconds, and the time required for the iterative solution, starting 
from zero values for the vorticity at the interior nodes, was about 8 
seconds for a Reynolds number of 1000. 
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5. 	Constricting Channel Flow  
The Channel configuration is shown in Figure (10). The velocity 
boundary conditions at the exit and entrance sections are parabolic, corresponding 
to the fully-developed Poiseuille flow. 
Computations were carried out for Reynolds numbers ranging from zero 
to 25. As the Reynolds number is increased from zero, the flow becomes 
non-symmetric about the constriction centerline, and a standing separation 
eddy develops downstream the constriction mid-section. 
Figure (10) shows the computed streamlines for a Reynolds number 
of 25. The separation bubble started to occur, in the present computations, 
as the Reynolds number exceeded the value of 11. The vorticity distribution 
along the boundary wall, which is directly proportional to the wall shear 
stress, is shown in Figure (11) for the Reynolds number of 5. The present 
results are in agreement with the predicitons of reference 0), for the 
same configuration. 
The problem is symmetric about the channel centerline. In the present 
computations, however, the symmetry condition was not fully utilized. 
The solution region included the upper and the lower halfs of the channel, 
and zero-velocity boundary conditions were specified on the upper and 
the lower walls of the channel. The grid nodes in one half were the images, 
with respect to the channel centerline, of the nodes in the other half. 
The geometric coefficients of a field variable at a node in the upper 
half and its image, in the lower half, are computed, then, the geometric 
coefficient corresponding to the later node is added to, or subtracted 
from, the geometric coefficient of the former node, depending on whether 
the field variable is symmetric or antisymmetric, respectively, with 
respect to the centerline. Hence, the actual computations, in the iteration 
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procedure, are performed only at the nodes in the upper half of the channel. 
The number of nodes and the number of elements in each half were 
329 and 563, respectively. The computer time used to compute the coefficient 
matrices was about two minutes, and the time to obtain a convergent solution 
was about one minute. 
6. 	Turbulent Channel Flow  
The integral representations method has recently been extended for 
steady turbulent flows [6]. The important advantages previously demonstrated 
for laminar flows are retained in that extension. The equations are mathematically 
"closed" by "modelling" the Reynolds stresses in terms of the mean rate 
of strain, through an eddy viscosity V t (15], as follows 
v i   ) 
ax ] 	axi 
The eddy viscosity pt , is then expressed in terms of the turbulent 
kinetic energy (k), the rate of dissipation of turbulence energy (E), 
and an additional numerical constant C , in the form 
2 
Vt  = C k 
The quantities k and E are governed by differential transport 
equations which contains no additional dependent variables. The extended 
integral representations, along with the k-E equations are solved simultaneously 
for the mean velocity, mean vorticity, k and E . 
The details of the extension of the integral representations methods 
to turbulent flows are presented in reference (6). The turbulence modeling 
technique, used in the present study is described in reference (15). 
In this section, we present only the results obtained for the problem 
of fully-developed turbulent channel flow. The problem was treated as a 
two-dimensional flow in a square region, in a manner similar to the above 
mentioned laminar case. The profiles of the mean velocity, Reynolds stress, 
v
t 
, k and E are depicted in figure (12), along with the experimental 
results of reference (16) . 
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Figure 1. Flow domain and notations for 2-D flows 
Figure 2. Division of a domain into finite elements 
Figure 3. A typical triangular element 
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Figure 10. Flow inside a constricted channel, Re = 25., 
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(a) Mean Velocity Profile 




(b) Reynolds Stress 
Figure 12. Turbulent Channel Flow ( Re = 30,800 ) 
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over Arbitrary Domains using Finite Elements 
A.1 Introduction  
In the present section, a semi-analytical method for evaluating the 
class of integrals 
If(x,y)  x
k y




with k and 1 are positive integers, is presented. The function f(x,y) 
can be any reasonably well-behaved function, defined over the domain 
R which is bounded by an arbitrary curve B, Figure (2). This class 
of integrals are, sometimes, associated with the use of integral methods 
employing Green's functions, in two dimensions, and with the theory of 
potential. The method yields the exact value of I for polygonal regions 
and f being a polynomial in x and y . 
A.2 Evaluation of I using Finite Elements 
The domain R is mapped into finite elements, any of which may, in 
general, be a polygon of S sides. The above integral can be expressed 








(e), as follows, 
	
= E 	rf 	(e) k 1 





Introducing the element interpolation functions expressing f 
(e) 
3 
for each element (e), as a double polynomial in x and y of the form 
(e) K 	(xP yq ) _ 
f 	p,q 	Pyq 
equation (A-2) becomes, 








m = k + P 
(A-6) 
n = 1 + q 
Each element (e) is associated with a certain number of nodes. These 
nodes may be located at the polygon boundary, polygon vertices, or inside 
the element. The number of the elementary interpolation functions (1Y), 
introduced in an element, should be equal to the number of nodes associated 
with this element. The constants K p , q , are obtained by satisfying 
equation (A-3) at the element nodes and solving for K r,q in terms of 
(e) 
f 	at these nodes. The completeness, and the computational efficiency 
of different interpolation functions, associated with different elements, 
are discussed in reference (.8 1 
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The number, shape, and distributio., 	the finite elements, depend 
on the required accuracy and the order of interpolation used. 
A.3 Evaluation of Ii??  
For simplicity, we first consider a triangular element (A). The 
vertices are numbered, sequentially, in the counterclockwise direction, 
with the vertex 4 is the same as vertex 1, Figure (A.1). The line joining 
the two vertices i and (i+1), (i = 1,2,3), is denoted by L i , and the 
triangle 	 Hence, 
the integral over (A) can be expressed in terms of integrals over A 1 , 
A 2 , and A 3, as follows 
cA) = 	2 	+ 1413 - 161 
	
(A- 7 ) m,n m,n m,n 	m,n 
The integrals f°i can be best evaluated by using the polar coordinates, 
defined by 
x = r cos 0 
(A-8) 
y = r sin 0 
The equation of the line L i , in terms of the x- intercept ai and 
the y-intercept b i , is given by 
r. = D./ sin (0 	(1).) 	 (A-9) 
1 	1 	 1 
where 
D. = a. b. / c 
1 
sin (1). = b. / c. 
1 	1 	1 
cos (P. = a. / c. 
1 	1 	1 
(A-10) 
with 
2 	2 /2 
c. = (a. + b.) 






fei+1 	m 	n 	rAi/sin (0 + (1).) 
e. d e cos() sin 6 1 	m+n-1 m,n 	 dr 	(A-12) 
Where Oi is the angular position of the vertex i. Substituting equation 
(A-12) into equation (A-7), after performing the r integration, and taking 





3 	(m+n) 	ri+1 
1 
A- 	 Gm,n 







 e/ sin ( m+n ) (0 4) .) (A-14) 
The integral I*1 	for the special case m = n = 0 does not exist 
m,n 
when the origin (o) lies on the boundary of the element A or inside 




. (p+1 	0i ) In Al - (6i+1 + i ) + G 	+ 4) i ) 	(A-15) 
,o 1=1 
with 







. . — 2 n x 
n(2n+1)! 
(A- 16 ) 
where Bn are Bernoulli coefficients (14 1 This singular case is of 
less practical importance than the case of (n+m) 	and is not discussed 
further. As an example, in solving steady flow problems using integral 
representations (4 ), (m+n) is always 	1. 










The above integral can be easily carried out using the transformation 
(a=0+(l). 1
)in Gm n , then 
Gmol =cosm (a - Y-)sin
n 




\ 	 \ 
= (cos 4).
1 
 • cot a + sin y.)
m 






Using the binomial formula to expand each bracket in equation (A-18), 






= 	B1  cot a 
1=0 
where 
1 	1-j m n 
B1 = E (-) 	Cj C1-j 





C. - 	 
J 	J! (m-j)! 
m . 
ThequantityC.Is taken to be zero for j >m 
(A-1 9 ) 
(A-20) 
(A-21) 
Substituting equation (A-19) into equation (A-17), and performing 
the integrals term by term, gives 
S 	 m+n 
. I
m,n = 
Ai 	 . 	 E B1 F1+1 i=i m +n 1=o 
(A-22) 




i+1 -9 i 







 ( 0 
i+1 
 + ) - cot l 	(0 + ) } - F
1-2 	
(1 ?_ 3) 	(A-23) 
1 	 1  
It should be noted that when the domain R is a polygon of any number 
of sides and w(x,y), equation (A-1), is constant over R, then the exact 
value of I is given by equation (A-22). 
The function sin(0.+4.) can be computed, efficiently, from the relation 
sin 	 cosO. (0 . +(P) = sin B. cos 4). + ose. sin 4). 




sin  O. = yi 	cos O. = xi 
2 	2 1 	 2 x . 1 1 	 1 	1 
(A-24) 
(A-25)  
and cos (1)i and sin (0 i are given by equation (A-10). The same technique 
is used to compute cos(ei +4)i ) and hence, cot(ei +4)i ). This technique 
avoids the direct computation of the corresponding trigonometric functions, 
which is a time-consuming process in computers. It should also be noted 
that if (0. +4).) is equal to zero, then (0.1+1  +4).) also vanishes, resulting 
in an indefinite value of F
2 , 
in equation (A-23). In this case, the 
corresponding line L i passes through the origin and its contribution 
to
,n 
is equal to zero. 
A few comments on using the polar coordinates transformation, equations 
(A-8), to evaluate these integrals are deemed appropriate. The transformed 
integral is equivalent to the original one, only if we define a branch 
cut in the (x-y) plane, excluding the origin. The domain of integration 
should not cross that branch cut. Thus, in evaluating the integrals 
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Ai 
I , we define 0 to be such that 0_4,0 <27, unless the x-axis passes 
through the triangle Ai , in which case we define 0 to be -ffLe<71. . This 
proceduredeterminestheprincipalvaluesof0.and 0.1+1 to be used 
in evaluating F 1 in equation (A-23), since these angles are determined, 
numerically, through some trigonometric functions such as those given 
by equation (A-25). More conveniently, the quantity F 1 , instead of the 
individual values of 0. and e i+1 , can be computed as the angle between 
the two radius vectors r 1 = (x i ,y i ) and r 2 = (x i4.1 ,y i+ 1), with o 4.1Fik-- Tr • 
The absolute value of F 1 can be obtained through the dot-product of 
these two vectors, as follows, 













2 .11/2 , 2 r. 	kx. 	+ )7 . 	 ) 
= 	1+I 1+1 (A-27) 
-I 
The principal branch of the function cos , in equation (A-26) is {o, 71, 
which is usually supplied on computers. 
ThesignofF l ispositiveiftherotarionfromr.to r 
through the principal angle IF i l , is counterclockwise, and the sign is 
negative if the rotation is clockwise. In other words, the sign of F 1 
+ 
is given by the sign of the vector cross-product (r 1 xr 2 ), hence, 
(A-28) 
sign (F 1 ) = sign (y. x.-x.  iy.) 1+1 1 1+1 i 
+ + 
The cross-product (r I xr 2 ) vanishes when the line L i passes through 
the origin; in which case the contribution from that line to Im ,n vanishes, 
52 
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and need not be considered in the computation. 
Finally, it is easy to show that the quantity F 2 , equation (A-23), 
can be expressed as follows, 
F
2 
= In ( r i / r i+1) 
	
(A-29) 
The main objective behind the above manipulation, is to minimize 
the use of transcendental functions, therefore, reducing the required 
computer time for the evaluation of these integrals. 
A.4 A Computer Subroutine for Computing the Integrals  I(e) m,n 
In the present section, an algorithm for the efficient computation 
of these integrals is outlined. The corresponding computer code (Subroutine GF), 
in Fortran IV computer language, is provided in section-A.5. 
The computation of any member of this class of integrals depends 
on A.,sin0.,andcos0.,defined by equation (A-10), and on F 1 and F 2 , 
given by equation (A-23). These quantities are common in all members, 
hence, it is more economical to evaluate all the needed members of this 
class of integrals, over the same element, simultaneously. 
It is more efficient, particularly for small (m+n), to obtain the 
coefficients B 1, equation (A-20), by hand and supply the answer to the 
computer subroutine. This process becomes more difficult to carry out 
as 1 gets large, in which case the computation of B 1 is programmed 
too. The values of B
1 required in computing Imn
, for 1L (m+n)z- 4, 
are given in table (A- 1) 
It should be noted that some members, of this class of integrals, 
can be obtained in terms of others plus additional simpler integrals. 
For example, it can be easily shown that 
12,0 = AREA - I
o,2 	 (A-30) 
where AREA is the area of the element. 
In the computer subroutine, the integrals 1 1,0 , 101 , 	and I
0,2 
needed in the present analysis, are computed using the explicit values 
of the coefficients B
1, table A.1. The computation of any additional 
integral can be easily done by inserting few cards to compute the corresponding 
B 1 and F1 . The integrals are assumed to be in the more general form 





) is an arbitrary point. 
The procedure consists of the following main steps 
1- The integral is obtained as the sum of individual contributions 
from the S sides forming the polygon -- loop (10). 
2- Determination of the coordinate relative to the point (x 
o , yo). 
3- Computing the x -intercept and the y_intercept of the line 
L 
At this point, some checks should be done to avoid computing infinite 
and indefinite quantities. Besides, the contribution from the line L. 
is not considered when the line passes through the point (x
o' yo
). This 
step is illustrated by the flow chart in Figure A.2. 
4-EvaluationofD.,sin4i , and cos 0 i , either from equation 
(A-10), or using their limiting values, as illustrated in the flow chart. 
5- 	Computing the functions F i , F2 , and F3 , equation (A-23), and, 
hence, the line contribution. 
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The main Fortran variables are explained below 
55 
Description 
The integrals 1121 ,n , with SF(1) = 1 1,0 , SF(2) = 10J , 
SF(3) = 1 11 , and SF(4) = 1 0,2 . The integral 1 2,0 (SF(5)) 
is computed, in the main program, from equation (A-30). 
Coordinates of the element vertices. The nodes are numbered 
sequentially, with the index I increasing form 1 to 
(S+1) as we go around the element in the counterclockwise 
direction. The points (3,-1) ut. , (1) 6re ccincident. 
Small number depending on the element size can be taken 
to be 10
-3 





of the element. 
PI 	 Slope of the line L i 
CX,CY 	 The x-intercept and the y-intercept of L. 
D 	 D., equation (A- 10) 
A 	 Cos 0, equation (A-10) 







and . 	equation (A-27) 
COTI,COTJ 	cot (6.A) and cot (0i41+0i) 
CIJ 	 Cos (F 1  ). equation (A-26) 
F1,F2,F3 	Functions defined by equations (A-23) and (A-29) 
Table A.1 The Coefficients B 1 for 1 4. (m+n) L 4 (1‹ m+n) 
a=cos O i 	 b=sin .15. 1 
m+n m 	n BO B,1 






1 0 	1 a -b -- -- -- 
1 	0 b a -- -- -- 
2 0 	1 a
2 -2ab b2 -- -- 
1 	1 ab 1-2b
2 


































 -alb __ 
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Figure A.1 Geometry and notation for a triangular element 
A=1, B=0, 
D = YI 
I 
A, B, D for 
a general case 
= 0, B= 
D = XI 
F 2 , F 3 , 
Contribution from 
L.; i = 1, 2, ..S 
Coordinates 
relative to 0 
T T Line vertical? Line passes 




T Cline horizontal ? 60 	Fi  
x- intercept 
F 50 
T 	Line Passes 
10 by 0?  
F1 
No contribution 




from L. 	 from L. 1 1 
turn) 
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Figure (A.2) Flow-diagram for subroutine GF 
Appendix B  
Evaluation of the singular parts in the 
Boundary Integrals (section 3.2) 
The quantity 
Go,n, 
 equation (51), represents the contributions, 
to the integral I
u
, from the two line segments (n-1) and (n), and is given 
by 
x' 
o 	 - f
n-1 + J' 
G' 	 1) fo j  
	
o,n = (
y f ( o 1 1 1
n 1n-1 
n-1 
fo 	3 (B-1) 
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with 
n-1 -1 	1 	 X 
]e l 







= tan II 	 —rr 
Y o 	 Yo 
= tan
-1 	 -1 
f
o
n ( Ill- I t; ) 	+ 	tan 	xt;• 
1 
Y o 	 yo 
" 2 	y n 2 L( - 	lb ) + o  






f 1 = 2- 
in 
1 	x' 	y' ( n-of +0
2
1 
x'2 + y'2 (B-5) 
where (x' 
o' y o ) 
 
represent the coordinates of the point (o) with respect 
to the coordinate-system (x', y'), pertaining to the line L
n 
and with 




") are the coordinates of (o) with 
respect to the axes (x",y"), pertaining to the line L n_ l and with origin 
at point (n-1), as depicted in Figure (B-1). 





n-1 ' ' 






—*-0.; y" f l -- ■ o. 
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) tends to (xn , yn), for internal flows inside the boundary B. 






o 	o —•-n 
	 (B-7) 
Referring to Figure (B.1), it can be easily shown that 
fno = _(a1+ 2) 
fn-1 	_(a + ) 
3 
where a 1, a2, a3, and a
4 
are angles defined in Figure (B.1). Hence, it 
can be determined that Go,n,  as the point o coincides with the point 
n, is equal to the external angle between Ln_ i and Ln . In other words, 
we can write 
G
n,n 
= 71" + 13 	 (B-8) 
where /3 is the angle between the two vectors x" and )e , Figure B.1, 
and with the principal value oz-IPI 	. The sign of /3 is positive 
if the rotation from x" to x', through the principal angle101 , is counterclockwise, 
and is negative if the rotation is clockwise. A method for computing 
that angle is given at the end of Appendix A. 
Similarly, as the point (o) coincides with the point n, the quantity, 





- (f+f 	) 1 
(B-9) 
Referring to Figure (B.1), we can write equations (B-4) and (B 5) 
in the following form 
n-1 	rn 
-1 f 1 = rn 




where rn-1' rn' and rm.] are the distances from the point (o) to the 
points (n-1), n, and (n+1), respectively. 
Substituting equations (B-10) and (B-11) into equation (B-9), 
and performing the limit operation, gives 
H
n,n 
= In (1n-1 / 1 n ) 
where 1n-1  and 1n 








In the computer program, the two matrices (G 	) andril 	are 
m,W 	( m, 
computed simultaneously, since their elements contain the same basic functions. 
The elements of the matrices are not computed directly from equations 
(83) and (84), rather, the integrals over the line segments are evaluated 
individually from equations (49) and (53-a), and the contribution to the 
corresponding elements are added to those elements. For example, the 
integration over the line segment L
n 
is evaluated, and the contributions 
to the elements (m,n-1) and (m,n) are added to those elements. When the 
point (m), at which the dependent variables u, v and w are computed, lies 
on the boundary, the contribution from the two neighboring line segments 
are first neglected, and then added in a later step, as given below. 
It is easy to show that, when the field point (o) coincides with 
the boundary point (n), the contributions to the integrals I u and Iv 








+ 	1n = G 	un 
n-1 
Iv 	+ Iv 




- v n+4 
I 
where G
n,n and Hn,n are given by equations (B-8) and (B-12). Hence, 
the contributions of the (neglected) two line segments can be taken care of 
by adding G
nn 
to the element (n,n) of the matrix [G], and adding +1, 
Hnn'
-1 to the elements (n,n-1), (n,n) and (n,n+1) of the matrix[H1 respectively. 
This modification is performed for all boundary points, 1 <n<Nb. 
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Figure B.1 Coordinates and geometric parameters for two 
successive boundary segments. 
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Appendix C 	The Computer Program 
	 64 
C.1 	Introduction  
In this appendix, a computer program for the computation of two-
dimensional laminar flows, and based on the integral representation method, 
is presented. The algorithm is a direct implementation of the computational 
procedure described in section 5. 
The main program is divided into several sections, for convenience 
of understanding and checking, as illustrated in the flow-diagram in Figure 
C.1. 
The program should be supplied with, as input, the following 
information. 
1-The finite element mapping of the solution region R, into triangular 
elements. This can be provided by specifying a two -dimensional array NE(I, J), 
giving the indices of the three nodes (J; J = 1, 2, 3) of each element 
(I; I = 1, 2, ...NFE, where NFE is the total number of elements in the 
region R) in the mapping. 
2-The x and y-coordinates of each node in the grid system. 
3-The velocity components at the boundary nodes 
4-The Reynolds number, the maximum number of iterations allowed 
for the iteration process, the values of the parameter a in the convergence 
criterion, and the value of the under relaxation parameter UR. 
Given the above information, the program first computes all the 
geometric coefficients matrices, and then solves, iteratively, by going 
through the sequence of steps described in section 5, the basic equations 
(71) through (73). 
The algorithm is based on the direct iteration technique, presented 
in this report, based on equations (71), (72) and (73). Some other indirect 
use of these equations have been tried and proved to offer some advantages, 
and are not discussed here. 
A simple modification to the computer program is given in section 
C.3-a, which provides for a second sweep, in the reverse direction, when 
updating the vorticity vector W(I) using the point under-relaxation technique. 
This second sweep proved to enhance the convergence trend in some cases. 
In the following computer program all geometric coefficients matrices are 
computed once and stored as a part of the program. This would not be possible 
for large matrices, in which case these matrices should be either computed 
element by element whenever needed, or stored on a desk mass storage and read 
into the computer memory one by one, or row by row, when needed. The later 
technique was used to generate the presented results for the example of flow 
inside a constricting channel. 
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HB( I ) 
HBF 
Geometric parameters, associated with triangular elements. 
Equations (79) and (82) 
Geometric parameters, associated with triangular elements. 
Equations (80) and (82) 
An array used to store the right-hand side of a system of 
linear algebraic equations. Input to subroutine SUBST. 
Geometric parameters, associated with triangular elements. 
Equations (81) and (82) 
The convergence criterion parameter e, equation (101). 
The maximum relative difference in co between two successive 
iterations as determined by the left-hand side of equation 
(101) 
An array containing the quantities 
2 
Re ( /1— + 2 p
) 
An algebraic parameter, equation (97) 
EPS 
ER 
HBM(I, J) 	An array containing the elements of the geometric-coefficient 
matrix LH), Equations (73) and (84). 
INT 	 (NB+1), the index of the first interior point. The first 
NB points are the boundary nodes. 
IPVTH(I) 	An array containing the pivoting strategy for the factored 
matrix HBM (I, J) 
IPVYW(I) 	An array containing the pivoting strategy for the factored 
matrix SMW(I, J). 
NB 	 The number of grid points located on the boundary 
67 
NFE 	 The number of elements in the finite-element mapping of 
the region R. 
NIT 	 The allowed maximum number of iterations 
NBM1 	 (NB-1), the M character, generally, designates 'subtraction' 
NE(I, J) 	An array containing the indices of the three nodes (J . = 1,2,3) 
of each element in the finite element mapping (I = 1, 2,..., 
NFE) 
REN 	 The Reynolds number 
SF(I) 	The integrals 	 n r 	, computed in Subroutine GF. m 
SMH(I, J) 	An array containing the elements of the matrix HBM(I, J), 
after being factored by the Gauss elimination procedure. 
The factorization is done by the Subroutine SVB. 
SMW(I, J) 	An array containing the elements of the matrixS],eqns.(88,89), 
after being factored by the Gauss elimination procedure. 
The factorization is done by Subroutine SVB 
TB(I, J) 	An array containing the x-component, TB(I, 1), and the 
y-component, TB(I, 2), of the unit tangent to the boundary B. 
U(I) 	 The x-velocity components 
UB(I) 	The vector IUB}, equations (69) and (71). Later in the 
program, the first NB locations are used to store the 
vector Itxub+tyvb riTI equation (95) 
UR 	 The under-relaxation parameter ur, equation (96). 
URB 	 (1-UR) 
V(I) 	 The y-velocity components 
VB(I) 	The vector IVBI, equations (70) and (72) 
The vorticity at the grid nodes 
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WBM(I, J) 	An array containing the elements of the matrix (G), equations 
(73) and (83). 
WU(I) 	W(I) * U(I) 
WV(I) 	W(I) * V(I) 
WBM(I, J) 	An array containing the elements of the geometric coefficients 
matrix (D), equations (71) and (76). 
W2M(I, J) 	An array containing the elements of the matrix (E), equations 
(72) and (77) 
X(I) 	 The x-coordinates of the grid nodes. 
XV(I) 	An array used to store the solution vector of a system 
of linear algebraic-equations. An output of Subroutine 
SUBST. 
Y(I) 	 The y-coordinates of the grid nodes. 
CS—tarD 
T  
, Y, NE 
W1M, W2M (Subroutine GF) 
HBM, WBM 
u,v at boundary nodes 	5 
Assume W at interior nodes 5 
Factorization of SMW and SMH 
(Subroutine SVB) 
I 
Compute the vectors UB, VB 
1 
NIT, Re, EPS, UR 
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6,7 




U, v at 
	interior nodesill 
1 













U, V, W; Pressure 	_1 1s. 
(New HB) 	 
Figure C.1 Flow-Diaagram of the Main Program 
* Numbers to the right of each block refer to the corresponding section 
in the computer code 
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C.3 	Program Listing 
PROGRAM MAIN(INPUT,OUT 2UT,TAPE5=INPUT,T4PE6=OUTPUT) 









C*************************** * ********** * (1) (x,y,NE) 
















C 	  (2) (W1M,W2M) 
00 100 I=1,4T 




DO 11 IE=1,NFE 





























82=X0 4 SF(1)43F(5) 
C2=YO*SF(1)+SF(3) 
DO 125 J=1,3 
K=NE(IE,J) 
W1M(IP,K)=N1M(IP,K)+AE(J)*SF(2)+BE(J)*31+CE(J)*C1 




C****************** ****** ***** ***** ***** (3) (H8m,wel) 
DO 150 I=1.NT 




DO 160 I8=1.N3 
I=IB 
J=I+1 






DO 165 10=1.NT 



















DO 190 IB=1,N9 
IA=IB•.1 
IF( IB .EQ. I )IA=NB 
IC=IB+1 








IF( CIJ .GT. 1. ) CIJ=1. 
IF( CIJ 	 )CIJ=•..1. 
3=AC3S(CIJ) 








C 	  (4) 
00 195 I=1,NT 
00 195 J=1,NT 
)41N(I,J)=TPIF*W1M(I,J) 
W2M(I,J)=TPIF ► W2M(I,J) 
195 	CONTINUE 
00 196 I=1,NT 




C 	  (5) (BC,IC) 
READ(5,*)(U(I),I=1,NB) 
READ(5,*)(V(I),I=1,NB) 
DO 360 I=1,NT 
W(I)=0. 
360 CONTINUE 
C.41 0******* ****** fc******* ******** ****4 1 4. (6) (smw) 
DO 40U I8=1,N8 
IA=I3-1 
IF( 18 .EQ. 1 ) IA=NB 
IC=I3+1 












T8(I8,2)=.5 4 (YI+YJ) 
400 	CONTINUE 
DO 410 I=1,AB 




C 	  (7) (SMH) 
DO 420 I=1,A3 


















1N'T=r r9s oo 
• ()=TA 
.0=In 
1N•INI=I 055 00 
(NIA) (TT) ********* ***** ********** ***** **********3 
20NIINO3 	02S 
(I)AN=(I)M 
GN'T=I C25 OC 
(ON I MIAcJI'AX'Ae'MWS)1S6FIS 11V0 
7nNIIN00 	005 




IN'INI=C OTG 00 
'0=2M 
• 0=TM 
GN•T=I 005 00 
(GM) (0T) 	 3 
T-0331I=31I 000T 
(2SA*JEN - TSA)*N1*5*.T.JSA 
(2w2N)A*(269N)A4(2weN)C1*(3WeN)n=2SA 
(144N)A*(TWON)A4-(TWON)(1*(TW9N)nr-ISA 
((eN)A*(eN)A+(EN)n*(EN)n)*N2 .b*5 • =(EN)0H 
J .ein--T=on 
fl'Sci3`N3'11r(096'9)7IntA 	£00T 
200T 4 3[10T((5):102)3I 
dneSd3'N3'1IN(*'.5.)0VIe 4 1001 
C=212iI 
(?!SII) (6) ***I'm** ******************** **********3 
?(INIINCO 	09h 
f(I)8A-(1)A)*(2`I)81+((I)011-(I)(1)*(1'7)61=(I)60 
ON'T=I nh 00 
711NIIN00 	05t 
(r)ri.(c•r)wom+(r)n*(r•r)w9p-(/)0A=(r)(3A 
(r)A*(rii)wer-+(r)n*(r , t)wcm+(i)cn=mon 




(croon) (s) 	 0 
#16.* . ** * *-4, 
SL 
c********** ************* ********* ***** 41‘4, (10 (wu,wv) 




C 	  (13) (43) 
DO 6Zj I=1,N8 
w1=0. 








Bv(I)=6V(I)-484(I,NEW1)*VSF-48m(I,48) 4 13(AB) 
620 	CONTINUE 
CALL SUBsT(SM4,BV.XV.IPUTH,NEM2) 




C 	  (14) (WIN) 
DmAX=3. 
WMAX=0. 
DO 716 I=INT.NT 
1 W1=0. 
DO 721 J=1,NT 
w1=W1+w2m(I,J) ,0 wU(J)+W1M(.1.J)*wV(J) 
720 	CONTINUE 
W23=0. 














IF( ITER .SE. NIT ) GO T3 10C1 
IF ( ER .GT. EPS ) GO TO 100[i 
GO TO 1031 
76 
77 
C 	  (15) 
1002 CONTINUE 
IF(REN .EQ. 0. )GO TO 1005 

















c******** ***** * ************** 	  
SUBROUTINE 5F(X0,YO,SF) 
COMMON /J2/ XE(4),YE(4) 
DIMENSION SF(I;) 
DELTA=10E-4 
00 1 1=1,4 
SF(I)=0. 
CONTINUE 








IF (ABS(Dx) .GT. DELTA ) GD TO 30 
IF (A3S(XI) .LE. DELTA ) GD TO 1C 
GO TO 5C 
30 	PI=JY/OX 
CY=YI-PI*XI 
IF (ABS(CY) .LE. DE.TA ) GO TO 1C 













100 	RIS=XI‘XI+YO- YI 
RJS=XJ*XJ+YJ*YJ 
COTI=((I*A-YI*8)/(Yi*A+XI*3) 
COTJ=(XJ 4LA-YJ*3)/(YJ 4 A+xJ*3) 
CIJ=(XI 4XJ+YI*YJ)/S:ART(PIS*RJS) 
IF(CIJ .GT. 1.)C:J=1. 
IF(CIJ .LT. -1.)CIJ=-1. 
F1=ACOS(CIJ) 















(16) (SUB. GF ) 
79 
C 	  (17) (SUB. SVB ) 
SUBROUTINE sVE3(w,IPVT,NE0J) 
DIMENSION W(32,32),IPVT(3J.0(32) 
DO 2 I=1,NE 
IPVT(I)=I 
RMX=0.0 






IF( NE .GT. NU )NUM1=NU 
DO 10 K=1tNUM1 
J=K 
ID=IPVT(K) 
CMX=ABS(W(I 3 .())/C(ID) 
KP1=K+1 
DO 12 I=KP1,NE 
IF=IPVT(I) 
W0D=ABS(W(IPt<))/D(IP) 







IF( K .EQ. NU ) GG TO 10 




DO 16 J=KPl.NU 







	  (13) (SUB. SUBST ) 




















00 19 J=KPL,N 






* C. 3-a 	Program Modification 
NI=NT-N8 
00 73:i K=1,NI 
I=NT+1 - K 
W1=0. 
00 740 J=1,1T 
W1=W1+d2M(I,J) • wU(J)+W 1 M ( I 1 J )*dV(J)  
740 	CONTINJE 
W23=6. 
DO 745 J=1,43 
W23=WE3-H81(I.J)*H3(J)+WEIN ( I , J )*N(J)  
745 	CONTINU 
WN=-REN*W1+423 





* This set of cards should be inserted, if desired, after the card 
( 710 CONTINUE ) to effect a second sweep, in the reverse direction, when 
updating the array W(I) , as explained earlier in section C.1. 
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