We investigate whether the reputation-herding theory or the tradeoff theory explains variation in the timing of individual analysts' forecasts. Using forecast accuracy improvements, forecast boldness, and the price impact of forecasts as measures of forecast quality, we find that in the information discovery phase that precedes an earnings announcement event, earlier forecasts have higher quality than later forecasts and find a similar pattern in the information analysis phase that begins with the earnings announcement date. Our findings suggest that consistent with the herding theory, morecapable analysts participate early in discovering and analyzing information and, therefore, earlier forecasts in the information discovery and analysis phases are of higher quality than later forecasts in that phase.
Introduction
Sell-side security analysts perform two distinct tasks in predicting earnings: information discovery and information analysis. Chen, Cheng, and Lo (2010) conclude that analysts focus on discovering private information before a corporate earnings announcement event and switch to analyzing information immediately after the event. Prior research compares the contribution of analysts as a group in the information discovery and information analysis phases (Ivkovic and Jegadeesh 2004; Chen et al. 2010; Livnat and Zhang 2012) . We extend this research by examining the timing of individual analysts' forecasts within the information discovery and information analysis phases. Our interest is in better understanding how the timing of an analyst's forecast may be used to gauge its quality. In our empirical analysis, we infer forecast quality from forecast accuracy improvements, forecast boldness, and the price impact of forecasts.
Two theories link analysts' forecast quality with the timing of their forecasts. The reputation-herding theory argues that more-capable agents act earlier and base their estimates on their private information, whereas less-capable agents subsequently herd as they seek to hide their low ability (Scharfstein and Stein 1990; Trueman 1994) .
1 Therefore, the theory predicts that earlier forecasts in the information discovery and information analysis phases are issued by more capable analysts and are therefore of higher quality than later forecasts in the same phase.
In contrast, the tradeoff theory predicts that analysts with more precise private information forecast earlier and those with higher learning ability forecast later (Guttman 2010). So earlier 1 Several studies explore this theory's predictions about analyst herding behavior. Hong, Kubik, and Solomon (2000) , Clement and Tse (2005) , and Clarke and Subramanian (2006) all examine analyst characteristics associated with herding and the career consequences of herding behavior. They find that experience, prior forecast accuracy, and brokerage size are negatively associated with an analyst's tendency to herd. In contrast, we use the herding theory to predict timing-related differences in forecast quality within the information discovery and analysis phases.
and later forecasts could both be informative, but for different reasons, and thus there should be no clear relation between timeliness and forecast quality. Our findings are consistent with the predictions of the herding theory.
We focus on a uniform task performed by analysts-predicting earnings for the fiscal year. Analysts compete to issue high-quality forecasts. 2 This task requires an analyst to discover private information and analyze public information. In principle, information discovery never ceases-analysts discover new information about a firm and its transactions throughout the year. Routine information discovery is disrupted, however, by corporate disclosure events such as earnings announcements for the previous fiscal year and the fiscal quarters of the current year. Analysts then switch from discovering information to analyzing the corporate disclosure.
We refer to this phase as information analysis. After analyzing the disclosure and refining their predictions of annual earnings, analysts resume information discovery. We expect information discovery immediately after the analysis period to be less intensive than at other times, however, because there are relatively few transactions and hence little new private information to be discovered about the new quarter (prior-period earnings are typically announced 20 to 30 calendar days into the new period). We label the phase after information analysis as postanalysis and, for completeness, consider it the third phase of analyst information production.
Analysts go through the three phases of information production in sequence. Their activities in a year constitute cycles demarcated by prior-year and interim earnings announcements.
We examine the timing of a forecast within an information production phaseinformation discovery, information analysis, and post-analysis-with a focus on the first two phases. We consider forecasts issued earlier in an information production phase to be more timely than those issued later in the same phase. In other words, our concept of timeliness is based on calendar time, where timeliness declines as each day passes. This differs from the leader-follower relation examined by Cooper, Day, and Lewis (2001) and Shroff, Venkataraman, and Xin (2013) , who classify analysts as leaders if their forecasts prompt a string of forecasts by other analysts (followers). Cooper et al. find that leaders have a larger price impact than followers. Shroff et al. find that followers' forecasts also affect stock prices, because they convey private information and reaffirm leaders' information, and conclude that both leaders and followers contribute to price discovery. The leader-follower relation is based on the idea that followers quickly issue their forecasts after the release of a forecast by a leader, but not after other followers release forecasts; it does not, however, predict whether a leader or a follower issues an early forecast in calendar time. Analysts identified as followers may issue early forecasts, but would prompt few forecasts by other analysts if they do so; analysts identified as leaders may forecast late in the period, but their forecasts would prompt forecasts by other analysts. 3 Thus calendar timing in our study is distinct from the leader-follower concept in their studies. Moreover, their leader-follower classification does not distinguish among analyst activities in the three information production phases. We extend Cooper et al. and Shroff et al. by separating forecast quality differences attributable to the leader/follower status from those attributable to analyst herding in calendar time within an information production phase.
We test the predictions of the herding and tradeoff theories using forecast-propertybased and returns-based forecast quality measures. In a given information production phase, we examine the relation between forecast timing and the likelihood that the forecast is more accurate than peers' outstanding forecasts (a forecast property which we refer to as "forecast 3 We observe such leader and follower forecast patterns in our sample.
accuracy improvement"). We also examine the relation between timing and the likelihood that the forecast is bold and thus innovative. For the return-based forecast quality measures, we examine whether the intra-day absolute stock returns immediately after a forecast vary systematically with the timing of forecast within an information production phase. We conduct similar analysis for daily forecast response coefficients to forecast revisions.
We collect analyst forecasts of annual earnings issued during a fiscal year, identify the earnings announcement that is closest to each forecast, and count the number of trading days between the forecast and the announcement (which is designated as Day 0). We follow Chen et al. (2010) in defining the starting and ending dates of the information discovery, information analysis, and post-analysis phases (see details in Section 3.2). The information discovery phase is the 30 trading days before each earnings announcement. The beginning of this period roughly coincides with the end of the fiscal quarter whose results are announced on Day 0. The information analysis phase is the five trading days starting with Day 0. The post-analysis phase is Trading Days 5 to 29. A fiscal year typically has 252 trading days and includes four such 60-trading-day windows. We indeed observe four similar cycles of analyst activities around each earnings announcement during the fiscal year and therefore pool observations from the four windows for most of our analysis. We measure the timing of each forecast relative to the closest earnings announcement and thus forecast timing ranges from -30 to +29 trading days.
Using forecast accuracy improvement and forecast boldness as measures of forecast quality, we find declines in forecast quality over time in the information discovery and analysis phases, with steeper declines in the information analysis phase than in the longer information discovery phase. These results suggest that well-informed analysts issue their forecasts early and then leave the field to less-informed analysts. For our return-based measures of forecast quality, we find that earlier forecasts have a greater price impact than later forecasts in the second half of the information discovery phase and in the information analysis phase. In particular, the price impact of forecasts declines as the earnings announcement date approaches, sharply increases at the announcement date (reflecting a large dose of news in the corporate disclosure), rapidly declines over the next few days, and then gradually recovers over the next few weeks as the next analyst activity cycle begins. Overall, these findings support the reputation-herding theory as an explanation for individual analysts' timing in information production and are inconsistent with the tradeoff theory.
Our study makes three contributions. First, we contribute to the understanding of individual analysts' behavior by establishing that the timing of individual analysts' forecasts within an information production phase is strongly related to forecast quality. A large proportion of research on individual analysts' behavior examines the determinants of crosssectional variation in forecast quality and finds that several analyst characteristics such as brokerage size, experience, All-Star status, and the number of firms or industries followed are associated with forecast quality (Stickel 1992; Mikhail, Walther, and Willis 1997; Clement 1999; Jacob, Lys, and Neale 1999; Clement and Tse 2003; Bonner, Hugon, and Walther 2007) .
We show that the timing of forecast within the information discovery and information analysis phases is another important determinant of forecast quality.
Second, our findings complement Cooper et al. (2001) and Shroff et al. (2013) , who
show returns-based evidence that an analyst's leader/follower status provides incremental information about the quality of the analyst's forecast. We find that both leaders and followers appear to recognize information discovery and information analysis as distinct information production phases and engage in both activities with roughly similar patterns. That is, leaders and followers exhibit the same downward trend in the relation between timing and forecast quality within the information discovery and information analysis phases as we observe for all analysts. Although on average leaders' forecasts generate a stronger price impact than followers' concurrent forecasts, the price impact of followers' forecasts in most of the information discovery phase is higher than that of leaders' in the second half of the information analysis phase. These results indicate that it is important to separate the information production phases and that forecast timing within a phase is incrementally informative about forecast quality beyond an analyst's leader/follower status.
Finally, our study sheds light on the importance of analysts' information discovery and information analysis roles in the capital market. The literature has advanced from determining whether analysts' primary role is information discovery (Brennan, Jegadeesh, and Swaminathan 1993; Brennan and Subrahmanyam 1995; Frankel and Li 2004) or information analysis (Lang and Lundholm 1996; Healy, Hutton, and Palepu 1999; Francis, Schipper, and Vincent 2002; Zhang 2008) to determining when analysts perform these roles (Chen et al. 2010) . Recent studies examine the relative importance of analysts' roles using returns-based tests. Ivkovic and Jegadeesh (2004) conclude that analysts' information discovery is more useful to investors than their information analysis, whereas Livnat and Zhang (2012) conclude the opposite. Our study shows that information discovery and information analysis both decline in importance with time in the respective information production phases and thus provides researchers with a new metric (i.e., timing) for evaluating forecast quality.
The rest of the paper is organized as follows. Section 2 discusses the theoretical background and hypotheses. Section 3 describes sample selection, identifies analyst information production phases, and discusses analyst forecast timing patterns. Section 4 discusses the research design and Section 5 presents the test results. Section 6 examines the relation of timing within an information production phase and the analyst's leader/follower status and provides further analysis regarding when the information analysis phase ends. Section 7 concludes.
Theoretical background and hypotheses
Earnings forecasting is a highly visible and widely followed financial analyst activity.
Analyst earnings forecasts help investors predict a firm's future cash flows and are most useful if they are accurate and timely. 4 All else being equal, forecast accuracy increases with the amount of information that analysts use in forecasting earnings. Assuming a steady flow of information to the market, the longer analysts wait to issue forecasts, the more information they would have for predicting earnings. By waiting, analysts can also glean information from their peers' forecasts to improve their own forecast accuracy. Therefore, analysts who are solely concerned about forecast accuracy would prefer to delay their forecasts. On the other hand, investors value timely information because it facilitates trading in real time. Analysts who delay their forecasts to improve accuracy would risk having their information preempted by other sources and deprive their clients of opportunities to generate trading gains.
Analysts face the tradeoff between accuracy and timeliness in two key information production phases: information discovery and information analysis. Guttman (2010) models the tradeoff between forecast accuracy and timeliness for analysts endowed with ability on two important dimensions: the precision of analysts' private information and their learning ability.
He shows that in equilibrium analysts with more precise private information forecast earlier and 4 Bias and accuracy both contribute to forecast quality, but we focus on accuracy in this study. Forecast bias may reflect analyst incentives (e.g., investment banking relationship and favored access to management). For example, Chen and Jiang (2006) examine analyst incentives to issue forecasts that overweight favorable private information and underweight unfavorable information. We examine forecast timing patterns in the general population, so such incentives are beyond the scope of this paper.
those with higher learning ability forecast later. Intuitively speaking, analysts with precise private information have little to gain from waiting and analysts with high learning ability can benefit from the additional public information that is yet to arrive as well as the information that they can extract from their peers' forecasts. Therefore, both early and late forecasts could be informative, but for different reasons. Under this theory, there should be no clear relation between forecast timeliness and forecast quality.
The reputation-herding theory offers different predictions, however. This theory posits that more-capable agents act early and base their estimates on their private information, whereas less-capable agents herd because they seek to hide their low ability (Scharfstein and Stein 1990; Trueman 1994) . Under this theory, earlier forecasts in an information production phase are expected to be issued by more capable financial analysts and thus to be of higher quality than later forecasts.
It is unclear which theory better describes individual analysts' behavior in forecasting earnings. The herding theory is well established and has been tested in a variety of other contexts. For example, Graham (1999) finds that investment advisers herd to protect their reputation. Hong, Kubik, and Solomon (2000) find that young and inexperienced financial analysts are more likely to herd and issue less-timely earnings forecasts. However, the herding theory assumes that an analyst's information set is fixed. In contrast, Guttman's (2010) tradeoff theory additionally considers the dimension of active learning-a benefit of waiting. The herding and tradeoff theories provide conflicting predictions about the relation between forecast timing and forecast quality, so we do not offer directional predictions.
We operationalize these predictions by inferring forecast quality from two forecast properties-forecast accuracy improvements and forecast boldness-and the price impact of forecasts. First, we examine whether earlier forecasts are as likely as later forecasts to improve on the accuracy of peers' outstanding forecasts in the same information production phase.
Researchers have traditionally viewed forecast accuracy as an essential property of analyst forecasts. We expect high-quality forecasts to be more accurate than peers' outstanding forecasts and explore how this tendency changes with forecast timing. Second, we examine the relation between forecast timing and boldness. Prior studies classify a forecast as bold if it differs markedly from peers' outstanding forecasts (Hong et al. 2000) or from both peers'
expectations and the analyst's previous forecast (Gleason and Lee 2003; Clement and Tse 2005) . Bold forecasts indicate that the analysts provide new information to the market, reflecting either their superior private information or unique insights and data analysis skills. In contrast, the other forecasts mostly reflect information already revealed by other analysts'
forecasts (Gleason and Lee 2003) . Consistent with this view, Gleason and Lee (2003) and Clement and Tse (2005) find that bold forecast revisions are more accurate and generate a stronger price impact than other forecast revisions. Accuracy and boldness are complementary properties that jointly capture forecast quality better than either of them alone. We state the first set of hypotheses with the suffix "a" for the information discovery phase and "b" for the information analysis phase:
5 H1a: The timeliness of a forecast in the information discovery phase is not associated with whether it is more accurate than peers' outstanding forecasts and whether it is bold.
H1b: The timeliness of a forecast in the information analysis phase is not associated with whether it is more accurate than peers' outstanding forecasts and whether it is bold.
Last, we examine the association of forecast timing with the price impact of forecasts. If, consistent with the herding theory, more-capable analysts participate early and investors rationally anticipate this timing pattern, investors would respond more strongly to earlier forecasts than to later forecasts. 6 If investors are unaware of analysts' behavior or do not perceive timing-related differences in forecast quality, the price impact would be unrelated to forecast timing. If the tradeoff theory explains individual analysts' behavior, earlier and later forecasts could have similar impact on stock prices because investors value information from all sources, including private information revealed in earlier forecasts and synthesized public information revealed in later forecasts. We state the second set of hypotheses:
H2a: The timeliness of forecasts in the information discovery phase is not associated with the price impact of forecasts.
H2b: The timeliness of forecasts in the information analysis phase is not associated with the price impact of forecasts.
Sample selection, analyst information production phases, and timing patterns

Sample selection
Our sample is comprised of firms whose fiscal years end between 1999 and 2008. We begin the sample period in 1999 because the I/B/E/S time-of-day stamps for quarterly earnings announcement dates that we require for the returns tests are incomplete before 1999. We include a firm-year in our sample if (1) it has the earnings announcement dates for the preceding fiscal year (t-1) and interim quarters of the current year (t) in I/B/E/S, (2) its fiscal year-end month as reported by Compustat is the same in years t-1 and t, (3) it announces earnings for years t and t-1 within 90 days after the respective fiscal year ends, and (4) its realized earnings per share number for year t is available in I/B/E/S. We collect individual analysts' forecasts of year t's earnings issued during the fiscal year from I/B/E/S and exclude forecasts with an analyst code of "0," which I/B/E/S uses for unidentifiable individual analysts. We require a firm to have at least five forecasts for year t. Finally, we identify the earnings announcement event that is closest to each forecast and retain forecasts issued within 30 trading days before and 29 trading days after the announcement. 7 In the rest of this paper, we use "day" to mean "trading day" and refer to the earnings announcement day as Day 0. Thus, forecast timing ranges from -30 to +29.
These procedures give us 712,946 individual analyst forecasts provided by 9,369 unique analysts for 6,330 unique firms and 28,010 firm-years around 97,005 earnings announcement events. The number of observations for specific tests varies from the full sample when we impose further data requirements, such as the existence of an outstanding forecast for testing forecast accuracy improvements and boldness and the availability of intra-day returns for testing the price impact of forecasts.
Analyst information production phases
We identify analyst information production phases based on Chen et al.'s (2010) findings and our conjecture about analyst activity cycles. Chen et al. examine the association between a firm's absolute stock return at the earnings announcement date and the absolute stock returns on days with analyst forecasts in the surrounding weeks. They interpret a negative association as evidence of information discovery and a positive association as information analysis. 8 They find a significantly negative association in the six calendar weeks (equivalent to 30 trading days) before the earning announcement, suggesting that analysts engage in information discovery during this period. Thus, we label Days -30 to -1 as the "information discovery" phase and set the indicator variable Before30to01 to 1 for days in this interval and 0 for other days. Chen et al. find a significantly positive association in the first calendar week (equivalent to five trading days) immediately after the earnings announcement suggesting that analysts focus on analyzing public disclosure in this period. They find only a marginally significantly positive association in the second week and mark this week along with the following two weeks with a "zero" relation in their summary figure in the introduction, leaving ambiguity regarding whether Week 2 resembles the preceding week or the subsequent week. In our primary analysis, we label the first calendar week, Days 0 to 4, as the "information analysis" phase and set the indicator variable Aft00to04 to 1 for days in this interval and 0 for other days. We group Week 2, Days 5 to 9, with the subsequent weeks and refer to Days 5 to 29
in the 60-trading-day window as the "post-analysis" phase with the indicator variable Aft05to29 being 1 for these days and 0 for other days. 9 In supplementary analysis, we separate Week 2 from the information analysis and post-analysis phases; our results suggest that Week 2 is best characterized as a transition from information analysis and thus its inclusion in the post-analysis phase seems appropriate. Table 1 shows the percentage of analyst forecasts from each phase by the four earnings announcement events in a year. Across all events, 26.5% of the forecasts come from the information discovery phase, 57.8% from the information analysis phase, and 15.7% from the post-analysis phase. Analysts are more active in the second half of the information discovery phase than in the first half. Within the information analysis phase, more than half of the forecasts are issued on the first day after the earnings announcement.
Analyst forecast timing patterns
We observe variation in analyst forecasting activity during the year. In Figure 1 we plot the distribution of analyst forecasts of fiscal year t's earnings in the 60-trading-day windows (about three calendar months) around earnings announcements for year t-1 and the first three quarters of year t. The graph shows that analyst forecasting activity increases slightly over the information discovery phase, declines modestly in the ten or so days before the earnings announcement, spikes at the earnings announcement, and then drops drastically in the next few days. The decline continues at a more gradual pace, reaching the lowest point about 30 days after the announcement for year t-1's earnings and 20 to 25 days after the announcements of interim earnings. The next analyst cycle then begins. The pattern suggests that analyst information production runs in cycles anchored at earnings announcement events and that analyst forecasts follow clear timing patterns.
Research design
We use our measures of forecast quality-forecast accuracy improvements, boldness, and the price impact of forecasts-as dependent variables in separate models. The explanatory variable in each model is the timing of a forecast measured by the number of days between the forecast and the closest earnings announcement; we label this variable as Day. We use separate intercepts and slope coefficients for the information discovery, information analysis, and postanalysis phases to allow the relation to vary for each phase. We use the information discovery phase as the base estimation period. The effect of forecast timing in this phase is captured by the slope coefficient on Day, with a negative coefficient indicating a declining effect over time. The indicator variables for the information analysis and post-analysis phases are Aft00to04 and Aft05to29, respectively. We interact Day with the indicator variables so that the coefficients on the interactions represent incremental effects in the information analysis and post-analysis phases over that of the information discovery phase. Our interest is in the slope coefficients for the information discovery and analysis phases; we include the post-analysis phase for completeness of an analyst activity cycle.
Although we define the information discovery phase for each quarter as beginning 30 days before that quarter's earnings announcement date, it is unclear when analysts start competing to discover private information about the quarter. This may not occur immediately on Day -30, which is typically 20 calendar days before the fiscal quarter ends: analysts may not have a confident view of the quarter's performance because some transactions would not yet have occurred. To reflect this uncertainty, we assume that competition for information discovery starts on Day -30 or alternatively on Day -15, which is about three days after the end of the fiscal quarter. We report results for the "Day -30" assumption when the "Day -15" assumption yields similar inferences and discuss both sets of results when the two assumptions yield different inferences.
Forecast timing and forecast properties
Our H1a examines the association between forecast timeliness and forecast quality in the information discovery phase; our H1b examines the association in the information analysis phase. We estimate the following logit models that use all annual forecasts (k) for a given firm (i) in the 60-day window around an earnings announcement event (j): The herding theory predicts a positive association between timeliness and forecast quality in the information discovery phase and therefore a negative 3 a coefficient, whereas the tradeoff theory predicts no association and thus an insignificant 3 a . Similarly, the herding theory predicts a negative coefficient of 4 3 a a  for the information analysis phase, whereas the tradeoff theory predicts no association and thus an insignificant coefficient.
Forecast timing and the price impact of forecasts
H2a examines the association between forecast timing and the price impact of forecasts in the information discovery phase; H2b examines this association in the information analysis phase. We measure the price impact of forecasts in two ways: (1) the absolute stock return right after an analyst forecast and (2) the forecast revision coefficient (FRCs) estimated from daily regressions of stock returns.
Our test using absolute stock returns is Equation (2) 
Return is the two-hour intra-day return after an analyst forecast or in the first two trading hours on the next trading day if the forecast is issued after the stock market closes. The intra-day returns data are from the TAQ database. We eliminate forecasts that are within two hours of the earnings announcement to avoid confounding news. |Return| is the absolute value of Return.
The absolute returns test ignores the consistency between the forecast news and price change. To address this issue, we estimate a forecast revision coefficient for each trading day, t, by regressing returns on forecast news in Equation (3). The explanatory variable, Revision, is the difference between the analyst's current and prior forecasts, scaled by the stock price at the beginning of the return window. We include the earnings announcement surprise, Surprise, to control for potential leakage or lingering effects of the earnings announcement news. Surprise is the difference between reported earnings for the announced quarter and the pre-announcement consensus forecast, scaled by the stock price at the beginning of the return window. We estimate Equation (3) for each of the 60 trading days.
We then regress the FRC estimates on the information production phase indicators and forecast timing variables in Equation (4) 
The herding theory predicts a positive association between timeliness and return response in the information discovery phase and therefore negative coefficients of 3 b in Equation (2) and 3 c in Equation (4), whereas the tradeoff theory predicts no association and thus insignificant 3 b and 3 c . Similarly, the herding theory predicts negative coefficients of (4) for the information analysis phase, whereas the tradeoff theory predicts no association and thus insignificant coefficients. Table 2 presents descriptive statistics of our key measures for the information discovery, information analysis, and post-analysis phases. To investigate how forecast quality changes over the information discovery and analysis phases, we compare values of each of the key measures in the early and late periods of the information discovery and analysis phases. We split the information discovery phase in the middle into the early period (Days -30 to -16) and the late period (Days -15 to -1) and split the information analysis phase into the early period (Days 0 to 2)-a typical three-day window for event studies-and the late period (Days 3 and 4).
Test results
Descriptive statistics
The mean of Improve is 0.50 in the information discovery phase, 0.52 in the information analysis phase, and 0.48 in the post-analysis phase. Improve is significantly higher in the early period than in the late period for both the information discovery and information analysis phases. The percentage of bold forecasts ranges from 57% to 59% across the three phases. Bold is significantly higher in the early period than in the late period for both the information discovery and analysis phases. These patterns indicate that analyst forecasts issued early in these phases are more likely to improve on the accuracy of peers' outstanding forecasts and are more likely to be bold than those issued late in the phases. The mean absolute return, |Return|, is approximately 1.7% in the information discovery and analysis phases and is 1.4% in the postanalysis phase. Early returns in the information discovery phase are no different from late returns in the phase, whereas early returns in the information analysis phase are much higher than late returns in that phase.
Forecast Timing and forecast properties
To illustrate the effects of timing on forecast quality, we plot the daily mean of Improve in Figure 2 after pooling all earnings announcement events. The daily mean of Improve measures the percentage of forecasts from all analysts on a given trading day that are more accurate than peers' outstanding forecasts. Between announcements, the measure peaks at 53% about 25 days before the upcoming announcement. A downward trend ensues until the earnings announcement date. The measure jumps to a high of 60% at the announcement date and slumps quickly to a low of 45% five days after the announcement. Figure 2 also plots the daily mean of Bold, corresponding to the percentage of bold forecasts on a given day. This measure starts at about 60% at the beginning of the information discovery phase and declines noticeably during this phase. It then spikes to about 70% on the earnings announcement day and declines rapidly to its lowest level of 50% in three or four days. After that, the measure climbs gradually to 60% at the end of the post-analysis phase. We conclude from these patterns that analyst forecast quality declines over both the information discovery and analysis phases, suggesting that analysts with superior information tend to provide their forecasts earlier in each phase than the other analysts. The discontinuity in earnings quality at the earnings announcement and the increase over the post-analysis phase indicate that analyst conduct distinct activities in the information discovery, information analysis, and post-analysis phases. Table 3 reports the estimation results of the relation of forecast timing with forecast accuracy improvements in the first two columns and with forecast boldness in the last two columns. We cluster standard errors by analyst and year in all analyses unless otherwise noted.
For the "Improve" estimation, the Day coefficient is -0.002, statistically significant, indicating that analysts are less likely to issue more accurate forecasts than peers' outstanding forecasts as time elapses in the information discovery phase. The sum of coefficients on Day and Day×Aft00to04 is -0.192, indicating that forecast accuracy improvements decline rapidly in the information analysis phase. 13 For the "Bold" equation, the Day coefficient of -0.005 is statistically significant, indicating that earlier forecasts are more likely to be bold than later forecasts in the information discovery phase. The sum of coefficients on Day and Day×Aft00to04 is -0.254, significantly negative, indicating that the likelihood of a forecast being bold declines rapidly in the information analysis phase. These results suggest that analyst forecasts issued earlier in the information discovery and analysis phases are more likely to 13 Although it is not our focus, the steeper negative slope for the information analysis period than for the information discovery period suggests that analysts compete much more intensely in information analysis than in information discovery (perhaps because information analysis is confined to a very short window). Such intense competition facilitates price discovery after corporate disclosure.
improve on the accuracy of peers' outstanding forecasts and be bold than those issued later in the same phase. These findings are consistent with the predictions of the herding theory.
14 Managers favor prior-year and interim earnings announcement events as a venue to provide annual earnings guidance (Aniloswki, Feng, and Skinner 2007; Lansford, Lev, and Tucker 2013). Forecasts issued soon after the earnings announcement may improve on the accuracy of peers' outstanding forecasts or be bold because they incorporate managers' guidance rather than analysts' insights. Managers' guidance issued outside an earnings announcement window may also enhance the quality of analyst forecasts issued after the guidance. We partition the sample into analyst forecasts issued in a 60-day earnings announcement event window in which managers provided guidance and forecasts in windows without such guidance. Results for the two subsamples are similar to those for the full sample, suggesting that our results are robust to managers' guidance (untabulated).
We also investigate the sensitivity of our results to alternative measures of Bold and Improve. Instead of using the most recent forecast by a peer analyst to proxy for peers' outstanding forecasts, we use a consensus calculated as the mean estimate in the preceding 60-calendar-day window. We find similar results and conclude that our measures are robust. Table 4 reports the estimation results of the relation between forecast timing and absolute stock returns. The coefficient on Day is not statistically significant from 0, indicating no evidence of a downward slope in absolute stock returns over the information discovery phase. The sum of coefficients on Day and Day×Aft00to04 is -0.269 with a t-statistic of -12.13, 14 A concern arising from our measurement of Improve and Bold is that the arrival of corporate news may bias these measures upward at the earnings announcement date. Our results are similar if we exclude forecasts issued on Days 0 and 1 (untabulated).
Forecast timing and return responses
significantly negative, suggesting that investors respond more strongly to earlier forecasts than to later forecasts in the information analysis phase. The positive coefficient on Aft00to04
indicates a jump in return responses soon after the earnings announcement due to the arrival of corporate news.
To understand the absence of a downward slope in the information discovery phase, we use the alternative assumption regarding when analyst competition starts in this phase. Instead of assuming that it begins on Day -30 as in Equation (2) 
We report the results in the third and fourth columns of Table 4 . The Day coefficient now represents the slope for the second half of the information discovery phase, Days -15 to -1, and is significantly negative at -0.026. In contrast, the coefficient for the first half of the information discovery phase (the sum of coefficients on Day and Day×Bef30to16) is statistically insignificant at -0.002. These results indicate that analyst competition is absent in the first half but occurs in the second half of the information discovery phase.
We plot absolute stock returns around analyst forecasts in Figure 3 and find a pattern consistent with the regression results. Specifically, returns exhibit a downward slope in the second half of the information discovery phase, spike at the earnings announcement date, fall rapidly in the next four to five days, and then recover gradually from about Day 10 onward. We conclude that investors respond to analyst forecasts as if they recognize differences in forecast quality related to the timing within each analyst information production phase.
In Table 5 we report regression results for Equation (4) Table 4 , we present the estimation results in the last two columns of Table 5 shows that FRC decreases as time elapses in the second half or the last third of the information discovery phase. Although FRC increases sharply at the earnings announcement date, it drops quickly over the five days of the information analysis phase before climbing to just below the level of the early information discovery phase by the end of the post-analysis phase. 15 The patterns in the figure are consistent with the regression results and support our conclusion that investors recognize timing-related quality differences in individual analysts' forecasts.
The return-based test results could be influenced by management earnings guidance.
Earnings guidance preceding analyst forecasts may inflate the reported information content of analyst forecasts because investors might be responding to corporate news as well. For robustness, we eliminate all forecasts that were issued on the same day as management earnings guidance or on the next two days. Our original sample of observations with available intra-day returns is reduced to 467,590 observations, but our results remain unchanged (untabulated). We therefore conclude that our findings are unaffected by management earnings guidance.
In our primary analyses we measure returns in the two-hour window and eliminate forecasts that are within two hours of the earnings announcement to avoid the confounding effect of earnings announcement. As a robustness check we repeat our analysis after eliminating forecasts issued on the earnings announcement day and the next day. 16 We still find strong negative trends in return responses in the information analysis phase (untabulated). Thus, our primary results are not driven by confounding earnings announcement news.
Further analyses
Leader vs. follower analysts
In this section we distinguish the herding phenomenon documented in our study from the leader-follower phenomenon in Cooper et al. (2001) and Shroff et al. (2013) . Following
Shroff et al., we identify leader/follower analysts in a series of steps. We require that at least five analysts follow a firm during the fiscal year and eliminate forecasts issued on Days 0 and 1.
We calculate a leader-follower ratio (LFR) as the ratio of the cumulative number of days by which the two prior forecasts lead the forecast to the cumulative number of days by which the next two forecasts follow the forecast. 17 If an analyst issues more than one forecast for the firmyear, we sum the numerators and denominators of LFR of the multiple forecasts for that analyst.
We identify the analyst with the highest LFR rank as the lead analyst for the firm-year if the number of analysts following the firm ranges from five to nine and identify an additional 16 This test addresses three issues: (1) confounding corporate news in the earnings announcement, (2) after-hour announcements (Berkman and Truong 2009) , and (3) exclusion of earnings announcement date by prior studies. 17 We use annual earnings forecasts to construct our measure for consistency with our other analyses. Shroff et al. (2013) use forecasts of quarterly earnings.
analyst as a lead analyst for each succeeding five-analyst increase in following up to a maximum of eight lead analysts. These requirements significantly reduce our intra-day returns sample to 439,503 analyst forecasts with LFR available, including 66,261 forecasts by leaders and 373,242 forecasts by followers.
In Figure 5 we plot leaders' and followers' activities in the 60-trading-day window pooled over the four earnings announcement events during the year. Because there are fewer leaders than followers, we convert the raw number of forecasts to a percentage of each group's total forecasts to facilitate comparison. The bar charts show that leaders' and followers' forecast patterns during an analyst activity cycle are remarkably similar and closely match the pattern for all analysts in Figure 1 . This similarity suggests that both leaders and followers recognize information discovery and information analysis as distinct information production phases and engage in both activities.
Next, we investigate the absolute return responses to leaders' and followers' forecasts in Figure 5 by adding line charts of the mean absolute stock returns measured in the two hours following leaders' and followers' forecasts. The returns for leaders exceed those for followers at most points of the analyst activity cycle, indicating that leaders have superior private information or public information processing skills than followers given the same set of public information. When we compare forecasts over the entire analyst activity cycle, however, we find that the returns depend more on the information production phase of the activity cycle and the timing within the phase than on the leader/follower status. For example, the return responses to followers' forecasts in most of the information discovery phase are higher than those to leaders' in the second half of the information analysis phase and in the post-analysis phase.
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Finally, we test the associations of forecast timing and absolute returns for leaders and followers separately and report the results in Table 6 . For both groups we find a decline in return responses over time in the second half of the information discovery phase and in the information analysis phase. 19 We obtain similar results for forecast accuracy improvement and forecast boldness (untabulated). These findings indicate that forecast timing matters for both groups and that timing within an information production phase is an incremental determinant of forecast quality beyond the leader/follower status.
The length of the information analysis period
In our primary analysis we include Week 2, Days 5 to 9, in the post-analysis phase. Now, we examine whether the forecast quality patterns in this interval resemble those in the preceding information analysis phase. The indicator variable Aft05to09 is 1 for days in this interval and 0 otherwise. We modify the returns model, Equation (5), by adding Aft05to09 and the interaction between Day and Aft05to09. Equation (6) 
The estimation results, reported in Table 7 , show that the slope coefficient for the interval of Days 5 to 9 is -0.011, statistically insignificantly different from 0, in contrast to the significantly negative coefficient for the first week after earnings announcement. We obtain similar results for Week 2 from the augmented accuracy improvement and forecast boldness models (untabulated). These results suggest that Week 2 does not belong to the information analysis phase and that analyst competition in the information analysis phase ends in Week 1 and does not extend to Week 2.
Conclusion
Financial analysts contribute to informational efficiency in the capital markets by uncovering new information and analyzing public disclosures. Prior research examines the relative importance of information discovery versus information analysis for analysts as a group. We extend the literature by examining the timing of individual analysts' activities within the information discovery and information analysis phases. Consistent with the reputationherding theory, we find that earlier forecasts in an analyst information production phase have higher forecast quality (as measured by forecast accuracy improvements, forecast boldness, and the price impact of forecasts) than later forecasts in that phase. In addition, forecast timing within distinct analyst information production phases is incrementally informative about forecast quality beyond an analyst's leader/follower status. These finding enrich our understanding of how individual analysts contribute to price discovery in the capital markets.
Figure 1
Note: Earnings announcements are for the previous fiscal year (Q0) and interim quarters of the current year (Q1 to Q3). Day 0 is the earnings announcement date. Trading days relative to Day 0 are marked. The peak forecast frequency occurs on Day 1. Forecast accuracy is the absolute difference between a forecast and the realization, and is standardized for each firm-year so that the most accurate forecast has a value of 1 and the least accurate forecast has a value of 0. The mean value of forecast accuracy is used if there is more than one forecast for the firm-year on a given trading day.
Figure 2
Note: Observations for the prior-year announcement and current-year interim announcements are pooled in this graph. Peers' outstanding forecasts are proxied by the most recent forecast issued by a peer analyst (the mean estimate is used if there is more than one forecast on that day). A forecast is "bold" if it is outside the interval defined by the analyst's previous forecast and peers' expectations. The improvement ratio is the percentage of forecasts from all companies on a given day that are more accurate than peers' outstanding forecasts. The bold ratio is the percentage of forecasts that are bold on a given day.
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Figure 3
Note: This figure plots the daily mean of absolute stock returns in the two hours after an analyst's forecast. The stock return is set to be missing if the forecast is issued within two hours of an earnings announcement.
Figure 4
Note: FRC is the coefficient estimate on Revision in the regression:
. Return is the stock return in the two hours after a forecast and set to be missing if the forecast is issued within two hours of an earnings announcement. Revision is the difference between the analyst's current and prior forecasts. We control for earnings surprise (Surprise), the difference between announced earnings and the pre-announcement consensus forecast, in the regression. Revision and Surprise are scaled by the stock price at the beginning of the return measurement window. The regression is estimated for each trading day.
Figure 5
Note: The bars show the daily percentage of forecasts issued by leader and follower analysts within the respective group. The lines are the daily mean absolute stock returns in the two hours after the forecasts of leaders and followers, respectively. The leader-follower analyst status is determined from clustering patterns in forecasts of current fiscal year earnings following the procedures in Shroff et al. (2013) . Note: The sample includes analyst forecasts of fiscal year t's earnings issued during fiscal year t, where fiscal year t ends during [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . During fiscal year t we identify four earnings announcement events and classify each analyst forecast to the closest earnings announcement event ("event," Day 0). If an earnings announcement is released after the market closes, the following day is considered the event day. We keep forecasts issued between -30 to +29 trading days relative to the event day. If a forecast is issued after the market closes, it is counted as a forecast on its first available trading day. The 60-trading-day window is about 90 calendar days. The four 60-trading-day windows cover most of the typical fiscal year length of 252 trading days. Note: Improve is an indicator variable that takes the value of 1 if the forecast is more accurate than peers' outstanding forecasts, proxied by the most recent forecast issued by a peer analyst (the mean estimate is used if more than one peer forecast is issued on that day). Bold is an indicator variable that takes the value of 1 if the forecast is outside the interval defined by the analyst's previous forecast and peers' expectations. |Return| is the absolute stock return in the two hours after a forecast and is set to be missing if the forecast is issued within two hours of an earnings announcement. The numbers in parentheses are the t-statistics to test the hypothesis that the difference in means is zero.
Table 3 Forecast Timing and Forecast Properties
Logit model: Note: |Return| is the absolute stock return in the two hours after an analyst forecast or in the first two trading hours on the next trading day if the forecast is made after the stock market closes. The variable is set to be missing if the forecast is issued within two hours of an earnings announcement. Day is the number of trading days relative to the closest earnings announcement date and its value is negative for observations before the earnings announcement, 0 for the announcement date, and positive for observations after the announcement date. The full information discovery phase (Days -30 to -1) is the baseline period in the first estimation and the late information discovery phase (Days -15 to -1) is the baseline period in the second estimation. We use the indicator variables Bef30to16 for the early information discovery period, Aft00to04 for the information analysis phase, and Aft05to29 for the postanalysis phase. The slope coefficient for the early information discovery phase is the sum of coefficients on Day and Day×Bef30to16. The slope coefficient for the information analysis phase is the sum of coefficients on Day and Day×Aft00to04. The slope coefficient for the post-analysis phase is the sum of coefficients on Day and Day×Aft05to29. The coefficients on Day and its interaction terms are multiplied by 100 for presentation. The estimations use 558,725 observations with standard errors clustered by analyst and year. We report t-statistics in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. . Return is the stock return in the two hours after an analyst forecast or in the first two trading hours on the next trading day if the forecast is made after the stock market closes. The variable is set to be missing if the forecast is issued within two hours of an earnings announcement. Revision is the difference between the analyst's current and prior forecasts. Surprise is the difference between earnings and the pre-announcement consensus forecast. Revision and Surprise are deflated by the stock price at the beginning of the return measurement window. We estimate this regression on each trading day and obtain the daily FRC estimates. The 60 daily FRC estimates are regressed on the information production phase indicators, Day, and the interactions. Day is the number of trading days relative to the closest earnings announcement date and its value is negative for observations before the earnings announcement, 0 for the announcement date, and positive for observations after the announcement date. The full information discovery phase (Days -30 to -1) is the baseline period in the first estimation and the late information discovery period (Days -15 to -1) is the baseline period in the second estimation. We use the indicator variables Bef30to16 for the early information discovery period, Aft00to04 for the information analysis phase, and Aft05to29 for the post-analysis phase. The slope coefficient for the early information discovery phase is the sum of coefficients on Day and Day×Bef30to16. The slope coefficient for the information analysis phase is the sum of coefficients on Day and Day×Aft00to04. The slope coefficient for the post-analysis phase is the sum of coefficients on Day and Day×Aft05to29. We report t-statistics in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. Note: |Return| is the absolute stock return in the two hours after an analyst forecast or in the first two trading hours on the next trading day if the forecast is made after the stock market closes. The variable is set to be missing if the forecast is issued within two hours of an earnings announcement. Day is the number of trading days relative to the closest earnings announcement date and its value is negative for observations before the earnings announcement, 0 for the announcement date, and positive for observations after the announcement date. The late information discovery period (Days -15 to -1) is the baseline period. We use the indicator variables Bef30to16 for the early information discovery period, Aft00to04 for the information analysis phase, and Aft05to29 for the post-analysis phase. The slope coefficient for the early information discovery phase is the sum of coefficients on Day and Day×Bef30to16. The slope coefficient for the information analysis phase is the sum of coefficients on Day and Day×Aft00to04. The slope coefficient for the post-analysis phase is the sum of coefficients on Day and Day×Aft05to29. The coefficients on Day and its interaction terms are multiplied by 100. We identify leader and follower analysts using the procedures in Shroff et al. (2012) . The leader (follower) estimation uses 66,261 (373,242) observations with standard errors clustered by analyst and year. We report t statistics in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. Note: |Return| is the absolute stock return in the two hours after an analyst forecast or in the first two trading hours on the next trading day if the forecast is made after the stock market closes. The variable is set to be missing if the forecast is issued within two hours of an earnings announcement. Day is the number of trading days relative to the closest earnings announcement date and its value is negative for observations before the earnings announcement, 0 for the announcement date, and positive for observations after the announcement date. The late information discovery phase (Days -15 to -1) is the baseline period in the estimation. We use the indicator variables Bef30to16 for the early information discovery period, Aft00to04 for the information analysis phase, Aft05to09 for Week 2, Days 5 to 9, and Aft10to29 for the remaining post-analysis phase. The slope coefficient for the early information discovery phase is the sum of coefficients on Day and Day×Bef30to16. The slope coefficient for the information analysis phase is the sum of coefficients on Day and Day×Aft00to04. The slope coefficient for Week 2 is the sum of coefficients on Day and Day×Aft05to09. The slope coefficient for the remaining post-analysis phase is the sum of coefficients on Day and Day×Aft10to29. The coefficients on Day and its interaction terms are multiplied by 100 for presentation. The estimations use 558,725 observations with standard errors clustered by analyst and year. We report t-statistics in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively.
