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Résumé
Une bonne représentation des nuages est essentielle à la qualité des modèles de prévision
numérique du temps comme le modèle opérationnel AROME (∆x = 2.5km) et le modèle de
recherche Méso-NH. A méso-échelle, la plupart des nuages stratiformes homogènes et les cu-
mulonimbus profonds sont supposés résolus. Les cumulus peu profonds et les stratocumulus,
notamment dans leur phase de transition vers les cumulus, sont encore associés à des processus
sous-maille. L’objectif est donc de développer un nouveau schéma statistique de nuages adapté
à la méso-échelle et offrant une approche unifiée pour tous les nuages de couche limite.
A l’échelle du « continuum », la formation des nuages implique un équilibre thermodynamique
entre phases de l’eau (vapeur, liquide et glace). Dans les modèles numériques, on suppose qu’il
est atteint avec un temps caractéristique largement inférieur au pas de temps du modèle. Les
schémas de nuages consistent en un ajustement à saturation appliqué à une ébauche des variables
d’humidité et de température. La représentation des nuages mixtes est particulièrement délicate
du fait de la coexistence d’eau surfondue et de glace. Les nuages résolus sont communément
traités par un ajustement à saturation « tout ou rien » dans lequel chaque maille de modèle est
supposée entièrement claire ou nuageuse.
Les schémas de nuages sous-maille adoptent couramment une description statistique de la
variabilité nuageuse sous-maille. Ils doivent dériver vers un schéma de type « tout ou rien »
si les nuages traités résultent de processus résolus à l’échelle de la maille. Une analyse statis-
tique détaillée de données de fine échelle, obtenues à partir de simulations LES pour des cas
de nuages chauds non-précipitants de couche limite (cumulus et stratocumulus), a été réalisée.
L’utilisation d’une unique variable, traduisant l’écart local à la saturation dans la maille, permet,
à méso-échelle, de considérer conjointement les fluctuations du contenu en eau totale et de la
température. Les distributions LES associées montrent des courbes en cloche asymétriques pré-
sentant un second mode plus ou moins prononcé selon le type de nuages de couche limite. Aucune
des distributions théoriques unimodales testées ne permet de les approcher correctement. Une
distribution bimodale, combinaison linéaire de deux distributions simples gaussiennes, permet
de représenter le second mode des distributions LES, important en cas de cumulus épars, et de
fournir une bonne estimation des champs nuageux et des hauteurs de base et de sommet des
nuages.
Les paramètres (moyenne et écart-type) définissant les deux distributions simples gaussiennes
doivent être reliés aux variables disponibles dans les modèles de prévision numérique. Pour des
cas de cumulus peu profonds, une méthode d’échantillonnage de données de fine échelle (LES) a
montré que le mode principal sec est associé à l’environnement. La paramétrisation de la première
distribution simple gaussienne doit donc s’appuyer sur les variables du schéma de turbulence.
Un schéma en flux de masse convectif permet de caractériser le second mode humide, associé
aux thermiques peu profonds, et donc la seconde distribution simple gaussienne. Ces deux distri-
butions unimodales peuvent être traitées indépendamment pour le calcul des champs nuageux,
pourvu que la part de thermique dans la maille soit connue. La représentation des stratocumu-
lus fractionnaires et des régimes nuageux tels que les dissipations et les transitions sont plus




A good representation of clouds is essential for the quality of numerical weather prediction
(NWP) models such as the operational model AROME (∆x = 2.5km) and the research mo-
del Méso-NH. At mesoscale resolutions, homogeneous stratiform clouds and deep cumulonimbus
can be considered as resolved clouds. Shallow cumulus and stratocumulus, particularly in their
transition to cumulus clouds, are still linked with subgrid processes. The objective of our work
is to develop a new cloud scheme well suited for mesoscale resolutions and providing a unified
approach for all boundary-layer cloud types.
At the scale of “continuum”, the cloud formation requires a thermodynamic equilibrium bet-
ween the three phases of water (vapor, liquide and ice). In numerical models, we assume that it is
reached with a characteristic time scale much smaller than the model time step. Cloud schemes
are then reduced to an adjustment to saturation of a guess of the humidity and temperature
variables. The representation of mixed-phase clouds is particularly difficult because of the co-
existence of supercooled water and ice. Resolved clouds are commonly treated with an « all or
nothing » saturation adjustment considering that a model gridbox is totally clear or cloudy.
Subgrid cloud schemes currently assume a statistical description of the horizontal subgrid
cloud variability. They must drift into an « all or nothing » scheme if clouds result from resol-
ved processes at the gridbox scale. A comprehensive statistical analysis of cloud fine scale data,
obtained from LES simulations for non-precipitating warm boundary-layer clouds (cumulus and
stratocumulus), was carried out. At mesoscale resolutions, the use of a single variable, which
depicts the local distance to the saturation inside the model gridbox, allows to consider both
total water and temperature variability. The related LES distributions have the shape of a main
asymmetric bell-shaped curve with a more or less distinct secondary maximum specific to each
type of boundary-layer clouds. No evaluated theoretical unimodal distributions are able to cor-
rectly fit the LES distributions. A bimodal distribution, such as a linear combination of two
simple Gaussian distributions, allows to represent the secondary maximum, important for sparse
cumulus cases, and to provide a good estimation of the cloud fields and of the cloud base and
cloud top heights.
Parameters (mean and standard deviation), which defines the two simple Gaussian distribu-
tions, must be related to information available in NWP models. For cumulus clouds, a conditional
sampling method for cloud fine scale data (LES) shows that the dry main mode is linked to the
cloud environment. Therefore, the parameterization of the first simple Gaussian distribution
must rely on variables of an eddy diffusivity scheme. A convective mass flux scheme could be
used to characterize the cloudy second mode, associated to shallow thermals. These two unimo-
dal distributions would be treated independently to compute the cloud fields, if the proportion
of thermals inside the model gridbox is known. The representation of fractional stratocumulus
clouds and cloudy regimes, such as dissipations and transitions, is more complicated and the
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1.1 Préambule
1.1.1 Paramétrisation de la variabilité sous-maille horizontale
La paramétrisation des nuages dans les modèles numériques de prévision du temps ou du
climat est un vaste domaine de recherche sans cesse en évolution. Une bonne représentation nu-
mérique des nuages est indispensable pour modéliser correctement l’évolution de l’atmosphère
tant ils interviennent fortement dans le cycle hydrologique, le bilan radiatif ou encore la dy-
namique atmosphérique. L’implication de divers processus d’échelles spatiales variées, tels que
la convection, la turbulence dans la couche limite atmosphérique ou la microphysique, dans la
formation, le développement et la dissipation des couches nuageuses est encore aujourd’hui assez
mal comprise et le réalisme des paramétrisations nuageuses actuelles reste discutable.
Les caractéristiques des schémas de nuages, permettant de paramétrer les processus de
condensation/évaporation, sont en grande partie déterminées par la résolution horizontale des
modèles numériques. Les mouvements à l’échelle des nuages sont supposés résolus dans les si-
mulations LES (Large Eddy Simulations) et CRMs (Cloud Resolving Models), utilisant des ré-
solutions inférieures à 1 km. L’hypothèse d’homogénéité des variables nuageuses dans chaque
maille de modèle est donc valide (Tompkins (2008)). Bien que les résolutions horizontales les
plus fines, utilisées dans les modèles de prévision numérique du temps de méso-échelle, soient
maintenant de l’ordre du kilomètre, certains types de nuages (cumulus épars) restent sous-maille.
Ils sont associés à des processus dynamiques et physiques présentant eux-mêmes une forte varia-
bilité sous-maille horizontale (exemple de la convection peu profonde). La majorité des GCMs
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(General Circulation Models) et des modèles de climat sont incapables de résoudre les mouve-
ments atmosphériques à des échelles suffisamment fines pour offrir une bonne représentation de
la formation et de la dissipation des nuages (Wood et Field (2000)). Une paramétrisation de la
variabilité nuageuse sous-maille horizontale est alors nécessaire, le plus couramment grâce à une
description statistique. Dans ce cas, l’application des schémas statistiques, au lieu de schémas de
type « Tout ou rien » (voir le chapitre 2), permet notamment de corriger les biais systématiques
observés dans les paramétrisations connexes (microphysique, rayonnement,. . .) et engendrés par
l’hypothèse d’homogénéité dans une maille présentant une forte variabilité nuageuse sous-maille
horizontale.
Dans la communauté GCSS (Gewex Cloud System Study, le développement des schémas de
nuages sous-maille ainsi que leur validation reposent couramment sur une analyse statistique de
données de fine échelle obtenues lors de campagnes d’observation in situ ou spatiale ou à par-
tir de simulations numériques de type LES ou CRM. Ainsi, Larson et al. (2001a) utilisent des
données collectées par des avions instrumentés, pour un cas de transition de stratocumulus vers
des cumulus ASTEX (Figure 1.1), pour évaluer un nouveau schéma de nuages inséré dans un
modèle 1D et considérant une distribution double gaussienne. Price (2001) considère des don-
nées collectées par des ballons de radiosondage pour plusieurs cas de nuages de couche limite
afin de considérer une grande variété de conditions atmosphériques. Il examine ainsi les formes
des distributions de l’humidité dans la couche limite et évalue l’efficacité de plusieurs distribu-
tions théoriques pour les approcher. En considérant les propriétés radiatives des nuages, Bony
et Emanuel (2001) emploient des données satellitaires pour la validation d’un nouveau schéma
de nuages basé sur une distribution log-normale et couplé à un schéma de convection profonde
(Figure 1.2). Le manque de données expérimentales pour la validation des schémas de nuages est
fréquemment pallié par l’utilisation de données issues de simulations de fine échelle. Ainsi, Go-
laz et al. (2002b) évaluent un schéma de nuages considérant une distribution double gaussienne
par comparaison à des données obtenues à partir de simulations LES (Figure 1.3). Tompkins
(2002) utilise des données issues de CRMs pour déterminer les caractéristiques des distributions
qu’elles fournissent et pour trouver une distribution théorique adéquate pour les approcher. Dans
ce manuscrit, nous choisissons d’étudier les distributions de la variabilité nuageuse sous-maille
horizontale à partir de simulations LES, réalisées avec le modèle Méso-NH (Lafore et al. (1998)),
pour des cas de nuages chauds non-précipitants de couche limite.
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Figure 1.1 – Panel de gauche : Evaluation de la distribution double gaussienne à 5 paramètres
de base (trait pointillé-tireté) et d’une distribution double gaussienne à 3 paramètres (trait plein)
par comparaison à des distributions observées de l’écart local à la saturation, construites à partir
de données collectées par des avions instrumentés dans le cadre de la campagne ASTEX. Panel
de droite : Séries temporelles de l’écart local à la saturation correspondantes. Extraits de Larson
et al. (2001a)
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Figure 1.2 – Comparaison du flux infrarouge thermique (W.m−2) et de l’albédo planétaire (%)
déduits de données satellitaires (trait plein épais) et obtenus à partir d’un modèle 1D forcé par
les données de TOGA COARE et incluant une nouvelle paramétrisation nuageuse basée sur une
distribution log-normale généralisée (trait plein fin) ou une distribution simple gaussienne (trait
tireté). Extraits de Bony et Emanuel (2001)
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Figure 1.3 – Exemples de PDFs de la vitesse verticale w, de la température potentielle de l’eau
liquide θl et du contenu en eau totale non-précipitante qt pour le cas BOMEX. Les traits fins
verticaux montrent les distributions LES (modèle RAMS), les courbes épaisses tiretées montrent
les PDFs obtenues à partir du modèle 1D incluant un schéma de nuage basé sur une distribution
double gaussienne et les courbes pleines épaisses montrent les PDFs déduites des données LES.
Les flèches verticales pour (e) et (f) indiquent l’humidité spécifique saturante moyenne. Les
encarts montrent des gros plans sur la queue des distributions. Extraits de Golaz et al. (2002b)
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1.1.2 Interactions entre nuages et processus atmosphériques
Une bonne représentation des nombreuses rétroactions, existant entre les nuages et divers
processus atmosphériques dans les modèles numériques, est en partie conditionnée par la prise
en compte de la variabilité nuageuse sous-maille. La paramétrisation des nuages sous-maille
peut être une source potentielle d’incertitude pour les schémas numériques utilisant les variables
nuageuses. Citons trois exemples importants illustrant ces interactions.
Le bilan radiatif L’interaction la plus représentative est probablement celle existant entre
les nuages et le rayonnement. D’une part, les nuages sont un des principaux modulateurs du
bilan radiatif de la couche limite atmosphérique. D’autre part, une paramétrisation précise du
transfert radiatif est d’une importance capitale pour la prévision de climat mais aussi pour la
prévision numérique du temps. Les erreurs émanant de la représentation des nuages sont une
source d’incertitude importante pour les calculs des flux radiatifs. Particulièrement, la qualité
des schémas de rayonnement dépend de la prise en compte de la variabilité nuageuse sous-maille
et du recouvrement nuageux. Les erreurs faites sur le calcul des propriétés radiatives nuageuses
sont bien souvent des conséquences directes d’erreurs faites sur le calcul des variables nuageuses
elles-mêmes (Hogan et Shonk (2008)). L’amélioration de la représentation des interactions entre
les nuages et le rayonnement implique donc celle des schémas de nuages sous-maille.
La dynamique Les nuages intéragissent aussi avec la dynamique car les processus de conden-
sation/évaporation influencent fortement le bilan énergétique via le relâchement ou l’absorption
de chaleur latente. Associée au processus de convection, cette interaction provoque un fort mé-
lange énergétique sur la verticale. La dynamique de méso-échelle est fortement conditionnée par
le relâchement de chaleur latente lors de la condensation de vapeur en eau liquide ou de la dé-
position de vapeur sur les cristaux de glace. Les nuages ont une rétroaction positive importante
sur les ascendantes convectives et la condensation de la vapeur, ayant lieu dans les thermiques
humides, permet le renforcement de l’instabilité convective. L’évaporation de l’eau nuageuse est
aussi un facteur jouant sur cette dynamique.
Les précipitations La paramétrisation des précipitations sous-maille, quand elle existe, dé-
pend également de la représentation de la variabilité nuageuse sous-maille puisqu’elle considère
les données de fraction nuageuse et de contenu en eau nuageuse comme données d’entrée. En par-
ticulier, une bonne estimation de la fraction nuageuse sur une maille de modèle est une condition
nécessaire pour une bonne estimation de la fraction précipitante dans le cas où l’on considère
une paramétrisation des précipitations sous-maille.
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1.1.3 Exemples de problèmes liés à la représentation des nuages
1.1.3.1 A méso-échelle
Nuages bas de couche limite La difficulté de paramétrer les nuages dans les modèles numé-
riques de prévision du temps ressort notamment pour la prévision des nuages bas de couche limite
comme les stratocumulus, les stratus ou même les brouillards. C’est actuellement le cas dans le
modèle de prévision de méso-échelle AROME (∆x = 2, 5km), opérationnel à Météo-France de-
puis fin 2008, dans lequel la variabilité nuageuse sous-maille horizontale est diagnostiquée par un
schéma statistique sous-maille couplé à un schéma de turbulence et à un schéma de convection
peu profonde. Les nébulosités obtenues pour ces cas de nuages bas s’apparentent trop fréquem-
ment aux résultats d’un schéma « tout ou rien » avec des sauts brusques entre 0 et 100%. Le
problème est bien visible avec l’humidité relative qui peut atteindre jusqu’à 95% sans qu’aucun
nuage ne soit créé, alors qu’une augmentation de quelques pourcents fait brutalement apparaître
une nébulosité de 100%. L’exemple donné par la figure 1.4, pour la journée du 12 janvier 2009 à
0600UTC, montre un cas de nuages bas sur l’est de la France (visibles sur l’image satellite (a) de
METEOSAT), bien simulé par le modèle à aire limitée ALADIN (∆x = 10km) de Météo-France
mais ignoré par AROME (la nébulosité est représentée par les isolignes noires). La zone rose
figurant ce nuage bas traduit pourtant une humidité relative très proche de 100%. La principale
différence existant entre ces deux modèles de prévision pour le traitement des nuages, est le calcul
de la variance de l’écart local à la saturation. Dans AROME, elle est calculée à partir du schéma
de turbulence et du schéma de convection peu profonde tandis que, dans ARPEGE/ALADIN,
elle ignore les effets de la dynamique et est simplement liée à l’humidité relative (comme dans un
« RH-scheme », voir la section 3.4.1.2). Cela constitue une explication potentielle au problème.
La turbulence est faible dans ces couches de nuages bas stratiformes thermiquement stables et
les fluctuations de l’écart local à la saturation sont très petites. Les distributions statistiques
sont alors très étroites et il n’y a pas de saturation locale malgré les fortes valeurs d’humidité re-
lative, à moins d’atteindre 100%. Une paramétrisation dépendant de l’humidité relative, comme
dans ARPEGE/ALADIN, est, dans ce cas, plus avantageuse car elle permet de forcer le dé-
clenchement de la condensation sous-maille avant d’atteindre 100% d’humidité dans la maille.





Figure 1.4 – Cas de nuages bas visibles sur l’est de la France sur (a) l’image satellite METEO-
SAT et simulés par (b) AROME et (c) ALADIN pour la journée du 12 janvier 2009 à 06UTC.
Les isolignes noires figurent la nébulosité tandis que les tâches roses indiquent les zones avec une
humidité relative proches de 100%.
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Cumulus peu profonds De manière analogue, les erreurs de prévision des cumulus restent im-
portantes et leur représentation est fortement tributaire des paramétrisations utilisées (convection
peu profonde, condensation. . .). Une illustration est donnée par la figure 1.5 (Communications
personnelles de W. De Roy). Pour le 9 avril 2010 à 1500UTC, l’image satellitaire 1.5a montre
une couverture nuageuse convective sur les Pays-Bas. La figure 1.5b donne la couverture nua-
geuse simulée par le modèle Harmonie (KNMI), version du modèle AROME intégrant différentes
options pour la physique, en considérant deux schémas de convection peu profonde différents.
La figure 1.5b de gauche est obtenue à partir d’EDKF (Pergaud et al. (2009)) et celle de droite,
à partir d’EDMFm+ (Neggers et al. (2009)). Pour le calcul de la variance, ce deuxième schéma
intègre, en plus des contributions turbulente et convective, une contribution caractéristique d’un
« RH-scheme » et proportionnelle à l’humidité spécifique saturante. Comparé à la figure 1.5a,
les valeurs de fraction nuageuse simulées avec EDKF (Figure 1.5b de gauche) montrent un com-
portement de type « tout ou rien » (0 ou 100%) avec des sauts brusques entre les zones de ciel
clair et la zone nuageuse couvrant quasiment la totalité des Pays-Bas. De plus, la convection peu
profonde semble se déclencher trop tôt sur les côtes néerlandaises. Enfin, les faibles couvertures
nuageuses observées sur la Mer du Nord et sur le nord du pays ne sont pas représentées. La
variance est sous-estimée et les distributions statistiques sont trop étroites. Dans ce cas, soit le
schéma de nuages, couplé à EKDF, ne permet pas de représenter les faibles couvertures nua-
geuses soit, au contraire, il leur associe une nébulosité de 100% traduisant un apport en humidité
trop important dans des zones saturées à tort en totalité. Au contraire, l’utilisation de EDMFm+
permet de corriger la sous-estimation de la variance dans le cas où les contributions turbulente et
convective sont faibles. La figure 1.5b de droite montre une meilleure estimation de la couverture
nuageuse sur les Pays-Bas avec des valeurs de nébulosité plus nuancées sur les bords des nuages.
Les faibles couvertures nuageuses observées sur la Mer du Nord sont maintenant représentées.
Cependant, les valeurs de nébulosité égales à 100% ne sont pas toujours correctement placées et
la convection peu profonde est encore initiée trop tôt sur les côtes. Les histogrammes de la figure
1.6 corroborent ces propos car ils montrent principalement des valeurs 0 ou 1 avec EDKF (à
gauche) et des valeurs intermédiaires avec EDMFm+ (à droite). La contribution supplémentaire
apportée pour la variance dans EDMFm+ améliore la représentation de la couverture nuageuse
dans ce cas de cumulus mais, dans la mesure où elle découle d’un « RH-scheme » , elle ne consti-




Figure 1.5 – (a) Image satellitaire fourni par MSG (Meteosat Second Generation) pour la journée
du 9 avril 2010 à 1500UTC au-dessus des Pays-bas, le carré rouge symbolise le site de Cabauw.
(b) Couverture nuageuse totale pour le 9 avril 2010 à 1500UTC simulée par le modèle Harmonie
avec le schéma EDKF (Pergaud et al. (2009)) à gauche et le schéma EDMFm+ développé au
KNMI à droite. Communications personnelles de W. De Roy
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Figure 1.6 – Histogrammes de la fraction nuageuse pour le 9 avril 2010 à 1500UTC simulés avec
(a) le schéma EDKF (Pergaud et al. (2009)) et (b) le schéma EDMFm+ développé au KNMI
considérés dans le modèle Harmonie. Communications personnelles de W. De Roy
1.1.3.2 A grande échelle
La représentation des nuages est un enjeu très important dans les GCMs pour l’étude de
l’évolution du climat car ils intéragissent fortement avec les changements climatiques. Yao et
Del Genio (1999) soulignent que la prévision de ces interactions est difficile dans les modèles
de grande échelle car elle implique une bonne représentation des propriétés nuageuses et des
processus convectifs et de couche limite intervenant dans le cycle de vie de nuages. La compré-
hension des processus microphysiques associés à la formation et au développement des nuages
sont de natures et d’échelles spatio-temporelles variées. Leur représentation influe sur l’estima-
tion des rétroactions nuages/climat dans les modèles, à travers notamment les variations de la
hauteur du nuage, de la couverture nuageuse ou encore de l’épaisseur optique. Stephens (2005)
propose une revue détaillée des différents aspects des rétroactions nuages/climat. Beaucoup de
processus atmosphériques sont sous l’influence des nuages. Cependant, en retour, ces processus
gouvernent les réponses des nuages aux changements climatiques via les relations complexes exis-
tant entre les circulations atmosphériques, la couverture nuageuse et les chauffages radiatif et
latent dans l’atmosphère. Beaucoup d’études des rétroactions nuages/climat concernent les pro-
cessus associés au transfert des flux radiatifs dans et à travers les nuages (Stephens (2005)). Des
campagnes d’observation satellitaire telles que ERBE (Earth Radiation Budget Experiment) et
CERES (Clouds and the Earth’s Radiant Energy System) fournissent des mesures quantitatives
de l’effet des nuages sur le bilan radiatif en distinguant les zones de ciel clair des zones nuageuses.
Elles permettent notamment d’évaluer les modèles de grande échelle pour la représentation de
l’interaction complexe existant entre les nuages et le rayonnement. Colman (2003) propose quant
à lui une comparaison de plusieurs GCMs pour la simulation des rétroactions nuages/climat en
impliquant de nombreux paramètres tels que la vapeur d’eau, la couverture nuageuse ou encore
l’albédo.
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Bony et al. (1997) évaluent l’interaction spatiale, saisonnière et interannuelle observée entre
les mouvements verticaux de grand échelle dans l’atmosphère et les variations de la température
de surface de la mer (SST, acronyme anglais pour Sea Surface Temperature), en utilisant des
données satellitaires renseignant sur la vapeur d’eau, la couverture nuageuse et le rayonnement.
Ils étudient la réponse de la vapeur d’eau et des nuages à un réchauffement climatique naturel ou
anthropique et la manière dont ils affectent la distribution des flux radiatifs. Ils montrent ainsi
qu’au-dessus des océans tropicaux, les variations de SST sont associées à de profondes modifica-
tions de la circulation atmosphérique de grande échelle. Cet important mécanisme de transport
d’humidité et de chaleur dans l’atmosphère a de forts impacts sur la vapeur d’eau et les nuages.
La figure 1.7 montre les variations des occurences de différents régimes de circulation générale
de grande échelle (décrits dans Bony et al. (1997)) en fonction de la SST au-dessus des océans
tropicaux.
Figure 1.7 – Pour chaque intervalle de SST de 1 K, pourcentage d’occurences de différents
régimes de circulation de grande échelle (décrits dans Bony et al. (1997)) au-dessus des océans
tropicaux sur la période 1987-1988 pour des réanalyses de données du NCEP (National Center
for Environmental Prediction) en haut et du DAO (Data Assimilation Office) en bas. Extrait de
Bony et al. (1997).
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Bony et Dufresne (2005) analysent la sensibilité du forçage radiatif des nuages tropicaux aux
conditions environnementales changeantes et notamment à une variation de la SST, potentiel-
lement associée à un changement climatique. Cette sensibilité, illustrée par la figure 1.8, et les
rétroactions qu’elle peut avoir sur le climat sont une source importante d’incertitudes dans les
GCMs. La variation de SST est simulée par une quizaine d’OAGCMs (Ocean-Atmosphere Gene-
ral Circulation Models) modélisant les changements climatiques et la variabilité intra-saisonnière
selon différents régimes dynamiques. C’est en situation de subsidence de grande échelle que les
modèles diffèrent le plus entre eux et par rapport aux observations du climat actuel. Beaucoup
de modèles sous-estiment la sensibilité interannuelle de l’albédo, important pour l’estimation du
bilan radiatif, selon les variations de la SST.
Figure 1.8 – Sensibilité du forçage radiatif des nuages net (NET), courtes longueurs d’onde
(SW) et grandes longueurs d’onde (LW) à des variations de la SST pour différents régimes
dynamiques dérivés de scénari idéalisés de changement climatique. Les traits tiretés représentent
les valeurs minimale et maximale fournies par 15 OAGCMs. Les lignes avec les carrés (resp. les
ronds) donnent les moyennes et écarts-types de cette sensibilité pour les modèles montrant une
forte (resp. faible) réponse du forçage radiatif des nuages au réchauffement de la surface. Extrait
de Bony et Dufresne (2005).
14 1. Introduction
Bony (2006) discute de l’influence des nuages tropicaux sur la forte variabilité intra-saisonnière
de l’atmosphère équatoriale (océans indien et pacifique), résultant d’interactions entre la convec-
tion, l’humidité et le rayonnement. Ils existent deux domaines pour lesquels les biais dans les
simulations des interactions nuages/rayonnement peuvent être importants. Le premier concerne
les nuages convectifs profonds qui peuvent jouer un rôle clé dans la simulation de la variabilité
intra-saisonnière de l’humidité et du rayonnement de l’atmosphère équatoriale. Deuxièmement,
dans les simulations des changements climatiques, la réponse radiative des nuages de couche
limite marine au réchauffement global est une source d’incertitudes récurrente dans l’estima-
tion des rétroactions des nuages tropicaux avec le climat. Bony (2006) rappelle ainsi la nécessité
d’améliorer la représentation des nuages dans les modèles de grande échelle afin de modéliser cor-
rectement le rôle important des réponses radiatives des nuages sur la variabilité intra-saisonnière
du climat tropical. Cette amélioration conditionne aussi un couplage correct entre les paramé-
trisations traduisant les processus nuageux tels que la convection, la turbulence dans la couche
limite ou le rayonnement.
1.2 Présentation de la thèse
1.2.1 Objectifs
Les problèmes mis en lumière dans le préambule pour la représentation des nuages de couche
limite dans les modèles de méso-échelle justifient pleinement l’existence de ce travail de thèse.
Il propose des solutions pour améliorer le schéma statistique de nuages des modèles AROME
(∆x = 2, 5km) et Méso-NH pour les nuages de couche limite montrant une forte variabilité sous-
maille. Bien que le cadre de travail soit la méso-échelle, les résultats donnés dans ce manuscrit
devraient être valables pour des résolutions horizontales plus grossières utilisées par les GCMs et
les modèles de climat, nécessitant également une paramétrisation des nuages sous-maille. L’amé-
lioration du schéma statistique sous-maille consiste tout d’abord à vérifier son adéquation avec le
schéma d’ajustement « tout ou rien » pour le traitement des nuages résolus. Pour la description
des nuages sous-maille, la distribution à la base du schéma statistique de nuages actuel produit
généralement de mauvaises estimations des champs nuageux car elle est trop statique et sa va-
riance est régulièrement sous-estimée. L’enjeu est donc de proposer une nouvelle distribution
statistique plus flexible et permettant une approche unifiée des différents types de nuages de
couche limite. Il faut également fournir une meilleure estimation de la variance en intégrant les
données de la turbulence et de la convection peu profonde, la prise en compte des thermiques
dans le schéma de nuages actuel étant insuffisante. Dans ce manuscrit, par simplification, nous
choisissons de ne pas considérer la variabilité sous-maille verticale et de nous focaliser sur la
variabilité sous-maille horizontale.
1.2.2 Méthodologie
La première étape de ce travail de thèse est donc une évaluation de l’existant pour le trai-
tement des nuages résolus dans les modèles AROME et Méso-NH. Pour cela, les schémas de
nuages disponibles dans ces modèles ont été comparés, moyennant quelques modifications, pour
des cas de nuages résolus. Divers tests de sensibilité (nombre d’itérations, choix du guess en
entrée, sensibilité à la variance. . .) ont également été réalisés pour tester leur robustesse. Pour
l’étude des nuages sous-maille, la seconde étape repose sur une analyse statistique détaillée de
données nuageuses de fine échelle, obtenues à partir de simulations LES, pour des cas de nuages
1. Introduction 15
de couche limite (cumulus et stratocumulus). Elle permet de déterminer les caractéristiques des
distributions, déduites des LES pour l’écart local à la saturation, ainsi que d’évaluer la pertinence
des différentes distributions théoriques pour les approcher. Les conclusions de cette analyse sont
des ingrédients clés pour l’élaboration d’un nouveau schéma de nuages. La dernière étape du
travail consiste à paramétrer la distribution statistique théorique retenue, à partir des variables
disponibles dans ces modèles de méso-échelle. Des méthodes d’échantillonnage, adaptées aux
différents types de nuages de couche limite, permettent de la caractériser. Cette étape est par-
tiellement réalisée dans ce manuscrit mais elle devra être finalisée en continuation de ce travail
de thèse.
1.2.3 Plan
Le chapitre 2 rappelle les bases théoriques sur les nuages et sur les processus de condensa-
tion/évaporation, nécessaires à la compréhension de ce manuscrit. Il donne ensuite une brève
description des nuages de couche limite. Le chapitre 3 présente un état de l’art de la paramé-
trisation des nuages dans les modèles numériques et se focalise plus particulièrement sur les
procédures d’ajustement à saturation « tout ou rien » pour les nuages résolus et les schémas
statistiques, pour les nuages sous-maille. Le chapitre 4 expose l’évaluation de l’existant dans les
modèles Méso-NH et AROME pour le traitement des nuages résolus à travers deux études de
cas : un cas de ligne de grain durant COPT81 et un cas de pluies intenses sur la région du Gard
(France). Il propose quelques améliorations permettant de valider la représentation des nuages
résolus. Le chapitre 5 se concentre ensuite sur la description des nuages sous-maille. Il décrit
l’analyse statistique de données LES de fine échelle réalisée pour des cas de nuages chauds non-
précipitants de couche limite. Afin de paramétrer la distribution statistique retenue, le chapitre
6 fait le lien entre la forme observée des distributions nuageuses et les processus paramétrés dans
les modèles Méso-NH et AROME, grâce à une méthode d’échantillonnage appliquée à des cas de
cumulus peu profonds. Enfin, l’ultime chapitre de ce manuscrit rappelle les points importants de
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Ce premier chapitre dispense les bases théoriques sur les nuages nécessaires à la compré-
hension de ce manuscrit. Une revue des principaux moyens d’observation spatiale et in situ
visant à améliorer la compréhension des processus nuageux est proposée. La formation et l’évo-
lution des systèmes nuageux sont étroitement liées aux processus fondamentaux de condensa-
tion/évaporation. L’équilibre thermodynamique entre phases de l’eau en présence au sein des
nuages doit être continuellement rétabli. Il nécessite de définir des conditions de saturation de la
vapeur données dans ce chapitre. Enfin, les nuages de couche limite, cumulus et stratocumulus,
dont on cherche à paramétrer la variabilité sous-maille horizontale, sont décrits à la fin de ce
chapitre.
2.1 Qu’est-ce-qu’un nuage ?
Un nuage est un ensemble de minuscules particules d’eau liquide et/ou de glace (hydromé-
téores) restant en suspension dans l’atmosphère grâce à leur faible masse et aux courants aériens
ascendants. Les caractéristiques inhérentes à la formation et au développement des nuages sont
les conséquences directes des mouvements de l’air et de la transformation de la vapeur d’eau. Les
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processus menant à la formation des nuages, par un refroidissement ou un apport en humidité,
sont par exemple, les ascendances dans une zone frontale, le soulèvement orographique ou encore
la convection (voir la section 2.4.3). La formation et l’évolution des particules nuageuses résultent
de processus d’échelles microscopiques et leur étude est ainsi justement nommée la microphysique
des nuages.
Les limites inférieure et supérieure d’un amas nuageux sont sa base et son sommet. Par dé-
finition, la base d’un nuage ne doit pas atteindre la surface terrestre, les météores comme les
brouillards et les brumes sont donc exclus. Un complément concernant la répartition des nuages
autour du globe ainsi que la classification nuageuse internationale est donné dans l’annexe A.
2.2 L’observation des nuages
Les nuages jouent un rôle majeur dans la thermodynamique de l’atmosphère et dans le cycle
hydrologique terrestre. La compréhension des processus nuageux et des interactions existant
entre les nuages et leur environnement reste complexe. La combinaison d’observations in situ et
de données satellitaires est indispensable pour documenter ces processus ainsi que les propriétés
nuageuses. Cette section donne un bref aperçu de ces deux moyens d’observation en s’appuyant
sur quelques exemples.
2.2.1 Les données satellitaires
Les données satellitaires sont de précieuses sources d’information pour l’observation des struc-
tures nuageuses car elles en fournissent une vue d’ensemble quasi continue et permettent de
décrire leurs caractéristiques géophysiques. Les satellites, comme METEOSAT (européen, géo-
stationnaire) ou NOAA (américain, défilant) fournissent des images visibles, renseignant sur la
distribution des nuages, et infrarouges, informant sur l’altitude des nuages grâce à la température
de leur sommet.
La constellation de satellites A-Train (Stephens et al. (2002)) est une évolution importante
pour l’observation spatiale de la Terre et plus particulièrement pour l’étude des nuages, des
précipitations et des processus qui leur sont associés. CLOUDSAT et CALIPSO sont les deux
principaux satellites utilisés pour l’observation des nuages. La superposition des données lidar
et radar qu’ils fournissent permet d’offrir une vue unique des structures nuageuses ainsi qu’une
description plus complète de la nébulosité globale. Elle permet surtout une description de la struc-
ture verticale des systèmes nuageux, indisponible jusque-là. Les caractéristiques bien connues de
la circulation générale incluant, par exemple, les nuages convectifs associés à la zone de conver-
gence intertropicale, sont facilement identifiables sur la figure 2.1 (Mace et al. (2008)). Une autre
avancée proposée par ces données satellitaires est l’indentification de la présence de structures
nuageuses à multiples couches, dépendant de l’altitude et de la géographie. La figure 2.2 (Mace
et al. (2008)) montre qu’elles sont nombreuses au-dessus des océans tropicaux (nuages convectifs)
et, au contraire, rares dans les zones influencées par la branche subsidente de la cellule de Hadley
(nuages stratiformes).
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Figure 2.1 – Moyenne zonale de la distribution verticale des hydrométéores (période juillet
2006-Juin 2007). Extrait de Mace et al. (2008).
Figure 2.2 – Couverture à multiples couches nuageuses obtenue à partir de la combinaison
des données CLOUDSAT et CALIPSO (période juillet 2006-Juin 2007). Extrait de Mace et al.
(2008).
La compréhension des processus atmosphériques liés à la formation d’eau condensée est un
autre objectif de l’observation spatiale des nuages. La combinaison des données CLOUDSAT et
MODIS (embarqué à bord d’AQUA, autre satellite de A-Train) permet de faire le lien entre les
caractéristiques nuageuses (taille des hydrométéores, contenus en humidité. . .) et la formation
des précipitations, et de mesurer leurs fréquences selon leur répartition spatiale. CLOUDSAT
fournit également une estimation, la plus complète possible, des contenus en glace dans l’atmo-
sphère globale. Comprendre la forte interaction des nuages avec le rayonnement, le lien entre
la dynamique de grande échelle et la formation des nuages ou encore l’impact de la convection
profonde sur le bilan d’énergie et sur la distribution de l’humidité sont autant de raisons qui
motivent la mise en place de la constellation A-Train (Stephens et al. (2008)).
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Pour finir, ces données sont, grâce à leur variété et leur précision, une référence pour l’éva-
luation des paramétrisations numériques ayant trait à la physique des nuages. Elles sont donc
beaucoup utilisées afin de fournir une représentation plus réaliste des processus nuageux, notam-
ment de la formation de l’eau liquide et de la glace, dans les modèles numériques. Par exemple,
la figure 2.3 (Bodas-Salcedo et al. (2008)) compare les profils verticaux de la moyenne zonale des
occurences d’hydrométéores observées par CLOUDSAT et simulées par le modèle UM de MetOf-
fice. Cette comparaison permet de constater, par exemple, que le modèle sous-estime la présence
d’hydrométéores dans les zones de convection profonde tropicale ou dans les basses couches des
latitudes moyennes.
Figure 2.3 – Comparaison observations/modèle. A gauche : Coupe verticale de la moyenne
zonale des occurences en hydrométéores observées par Cloudsat. A droite : même quantité simulée
par le modèle UM de MetOffice. Extrait de Bodas-Salcedo et al. (2008).
2.2.2 Les données in situ
En complément, la compréhension des processus nuageux nécessite l’utilisation de données
in situ collectées grâce à des vols d’avions instrumentés couvrant des domaines spatiaux limités,
à des ballons de radiosondage pour l’étude de la couche limite ou encore à des instruments de
télédétection installés au sol. La transcription de données expérimentales en données physiques
nuageuses, comparables à des sorties numériques (contenus en eau. . .), n’est généralement pas
une tâche aisée.
Par exemple, le programme CLOUDNET (Illingworth et the Cloudnet team (2004) et Illing-
worth (2007)), débuté en 2002 et achevé en 2005 sur trois sites de télédétection des nuages
(Chibolton (UK), Palaiseau (France) et Cabauw (Pays-Bas)), visait à documenter les propriétés
physiques et radiatives des nuages. Il devait également permettre d’évaluer la représentation des
nuages dans les modèles numériques, aussi bien à courte échéance pour la prévision du temps qu’à
long terme pour l’étude des rétroactions nuages/climat. Des algorithmes fonctionnels permettent
de dériver les variables utilisées dans les modèles numériques (fraction nuageuse, contenu en eau
nuageuse. . .) à partir de données brutes provenant de lidars, radars et radiomètres micro-ondes.
Pour la journée du 6 juin 2005 sur le site de Cabauw, la figure 2.4 donne quelques exemples de
produits CLOUDNET bruts disponibles (graphiques extraits de Perraud (2007)).
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(a) Facteur de réflectivité radar
(b) Coefficient de rétrodiffusion lidar
(c) Catégorisation des particules en suspension
Figure 2.4 – Exemples de produits bruts disponibles à partir de la campagne CLOUDNET pour
la journée du 6 juin 2005 sur la région de Cabauw. Extraits de Perraud (2007)
La figure 2.5 montre, pour la même journée, une comparaison des champs nuageux obtenus à
partir des données CLOUDNET et à partir de simulations réalisées sur 24 heures avec le modèle
Méso-NH de Météo France, initialisé et couplé avec le modèle ECMWF. Les travaux de Perraud
(2007), préliminaires à ce sujet de thèse, proposent une première évaluation de la représentation
des stratocumulus dans les modèles AROME et Méso-NH par comparaison aux données in situ
fournies par la campagne CLOUDNET.
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(a) Données CLOUDNET
(b) Modèle Méso-NH
Figure 2.5 – Comparaison des fractions nuageuses et des contenus en eau nuageuse (en kg.m−3)
obtenus (a) à partir des données CLOUDNET et (b) à partir du modèle Méso-NH initialisé et
couplé par le modèle ECMWF pour la journée du 6 juin 2005 sur le site de Cabauw. Extraits de
Perraud (2007)
La modélisation du mélange d’eau liquide et de glace (nuages mixtes, section 2.3.3) est dé-
licate et nécessite des approximations pour être simplifiée (voir la section 3.2.4). Cela vient, en
partie, du fait que la formation et le développement de ces nuages impliquent des processus
encore assez mal connus et difficiles à paramétrer dans les modèles. Par exemple, la campagne
M-PACE (Verlinde (2007)) avait pour objectif de collecter un ensemble de données aériennes
et de télédétection nécessaires à la compréhension des processus physiques et dynamiques liés
aux nuages arctiques (microphysique, implication de ces nuages dans le bilan radiatif. . .), en les
associant à des données issues de simulations à fine échelle (LES).
Enfin, les données collectées par vols horizontaux d’avions instrumentés sont couramment
utilisées pour documenter les relations existant entre les variables d’humidité et de température
et la couverture nuageuse, fondamentales dans l’élaboration d’un schéma de nuages. Ainsi, pour
des cas de stratocumulus de couche limite (campagnes FIRE (Albrecht et al. (1988)) et ASTEX
(Albrecht et al. (1988)) et de nuages froids de la trophosphère libre (campagne EUCREX), Wood
et Field (2000) soulignent une forte corrélation entre la couverture nuageuse, le contenu en eau
totale non-précipitante et le contenu en eau nuageuse. Ils évaluent également la justesse des
schémas de nuages de Slingo (1980), Smith (1990) et Xu et Randall (1996) qui supposent des
relations diagnostiques simples entre la couverture nuageuse horizontale et l’humidité relative
(voir la section 3.4.1.2). Tompkins (2003) analyse des données aéroportées, collectées sur le site
de ARM (Brown et al. (2002)), pour évaluer l’influence des variabilités sous-maille horizontales
du contenu en eau totale et de la température sur la couverture nuageuse.
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2.3 Les changements d’états de l’eau au sein d’une couche nua-
geuse
2.3.1 Les processus de condensation/évaporation
L’eau est présente sous trois états physiques sur Terre : la vapeur d’eau (gazeux), l’eau li-
quide et la glace (solide). La vapeur d’eau est présente principalement dans la troposphère et
particulièrement dans la couche limite atmosphérique. Les échanges continuels entre les différents
réservoirs en eau (océans, surface. . .) provoquent d’importants transferts de chaleur entre l’atmo-
sphère, la surface terrestre et les océans, alimentant ainsi la machine atmosphérique en énergie.
L’atmosphère n’est pas un réservoir en eau comme les océans ou le sol, mais elle est simplement
un lieu de transport et de transformation où chaque molécule d’eau séjourne en moyenne une
dizaine de jours.
Selon les conditions de température et de pression, l’eau subit constamment des changements
d’état, les processus associés étant résumés par le schéma 2.6. La vapeur d’eau se transforme en
eau liquide par la condensation, permettant la formation des gouttelettes d’eau liquide nuageuse
en atmosphère saturée, pour des températures positives ou faiblement négatives. Elle nécessite
la présence de noyaux de condensation en suspension d’origine marine, anthropique ou minérale.
L’évaporation (ou vaporisation) est le processus ramenant l’eau liquide à l’état de vapeur. Les
processus analogues pour la vapeur et la glace sont la condensation solide et la sublimation.
Pour des températures négatives, les cristaux de glace se forment et grossissent le plus souvent
par déposition de vapeur ou par congélation (i.e. givrage ou solidification) des gouttelettes d’eau
liquide sur des noyaux glaçogènes (particules minérales, particules hygroscopiques, produits de
combustion. . .). Ces supports doivent avoir une structure cristalline suffisamment proche de celle
de la glace pour que la formation des cristaux soit efficace.
Figure 2.6 – Les changements d’état de l’eau : les processus induisant une absorption de chaleur
sont en rouge et ceux provoquant une libération de chaleur sont en bleu.
24 2. Nuages et processus de condensation/évaporation : état de l’art
L’énergie mise en jeu dans chaque changement d’état implique nécessairement une modifica-
tion de l’état thermodynamique des phases en présence ou un échange de chaleur avec l’extérieur.
Puisque l’énergie cinétique d’agitation moléculaire de la phase gazeuse est supérieure à celle de
la phase liquide, l’évaporation implique une absorption de chaleur tandis que la condensation
induit un relâchement de chaleur. En fonction de la température, la chaleur latente de vaporisa-
tion Lv est la quantité d’énergie absorbée nécessaire à l’évaporation complète d’un kilogramme
d’eau liquide en vapeur (Lv = 2, 501.10−6J.kg−1 à 0˚ C). La chaleur latente de sublimation Ls
est la quantité analogue pour la glace (Ls = 2, 834.10−6J.kg−1 à 0˚ C). La sublimation induit un
refroidissement alors que la condensation solide implique un réchauffement.
2.3.2 L’équilibre thermodynamique entre phases
La coexistence de plusieurs états de l’eau dans une masse d’air implique un équilibre ther-
modynamique entre phases en présence. Le passage de la vapeur à l’eau liquide ou à la glace
et inversement par condensation/évaporation impose de prendre en compte des conditions de
saturation de la vapeur traduisant cet équilibre. Dans cette section, les définitions liées à la sa-
turation de la vapeur sont données par rapport à l’eau liquide (variables annotées « l ») mais
elles sont également valables par rapport à la glace (variables annotées « i ») selon la température.
2.3.2.1 Les variables traduisant l’humidité
L’humidité est la quantité de vapeur d’eau présente en un point de l’atmosphère. Elle peut
être quantifiée par la pression partielle de vapeur d’eau e, définie comme la pression qui existerait
en ce même point si la vapeur d’eau était le seul constituant de l’air. Pour une température T ,
elle est donnée par la relation des gaz parfaits :
e = ρvRvT (2.1)
où ρv est la masse volumique de la vapeur d’eau et Rv est la constante des gaz parfaits pour la
vapeur d’eau (Rv = 461, 5J.kg−1.K−1). Pour T donnée, il existe un unique seuil de saturation
pour lequel la vapeur d’eau est en équilibre avec l’eau liquide et auquel correspond une valeur
maximale el appelée pression de vapeur saturante par rapport à l’eau liquide (fonction croissante
de la température).
La quantité de vapeur d’eau présente dans l’atmosphère peut également être quantifiée par
l’humidité relative définie par :
Hu = 100× e
el(plan)
(2.2)
Hu est toujours définie pour el(plan) mesurée pour une interface plane (rayon de courbure infini)
entre les deux phases à l’équilibre. Si e est définie de même, Hu ne peut pas dépasser la valeur
maximale de 100% (e = el(plan)). Dans la réalité, la pression de vapeur saturante augmente quand
le rayon de courbure de la surface d’équilibre diminue : el > el(plan) et Hu>100%. Dans un air
pur où les supports de condensation sont très rares, la condensation homogène ne se déclenche
que pour des humidités relatives largement supérieures à 100%. Dans l’atmosphère, la présence
de supports pour la condensation hétérogène limite les fortes valeurs de Hu. Cependant, il est
courant, principalement dans la haute troposphère, que le formation de la glace soit initiée pour
Hu > 100% (par exemple, 145% à -38˚ C ou 165% à -83˚ C, Tompkins et al. (2006)).
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2.3.2.2 Vapeur d’eau saturante, sous-saturante et sursaturante
La vapeur d’eau est dite saturante si elle est en équilibre avec la phase liquide e = el. Dans le
cas où e < el, la vapeur d’eau est dite sous-saturante par rapport à l’eau liquide et l’évaporation
est déclenchée pour rétablir l’équilibre, à condition que l’eau liquide existe en quantité suffisante.
Si plus aucune eau liquide n’est présente, la vapeur est dite sèche. Si e > el, la vapeur d’eau
est dite sursaturante par rapport à l’eau liquide et la condensation est déclenchée, le surplus de
vapeur étant converti en eau liquide. La sursaturation peut être provoquée soit par un enrichis-
sement en vapeur d’eau, soit par un refroidissement abaissant le seuil de saturation.
2.3.2.3 Diagramme de phases de l’eau
Les trois phases de l’eau sont en équilibre pour une température de 0.01˚ C (soit 273.16 K)
et une pression partielle de vapeur de 6.1 hPa, constituant le point triple de l’eau. Le schéma
2.7 donne un exemple de diagramme des phases de l’eau faisant apparaître le point triple et les
trois courbes d’équilibre. La courbe de vaporisation donne les états d’équilibre vapeur/eau liquide
(e = el) et la courbe de sublimation, les états d’équilibre vapeur/glace (e = ei). Au-delà de ces
courbes, il doit y avoir un changement d’état pour rétablir l’équilibre thermodynamique.
Figure 2.7 – Diagramme des courbes d’équilibre de l’eau en fonction de la température en
abscisses et de la pression partielle de vapeur en ordonnées. Les trois courbes représentent les
trois équilibres possibles entre deux phases de l’eau et l’intersection de ces trois courbes donne
le point triple.
La notion d’équilibre thermodynamique reste très théorique. Dans la réalité, l’équilibre tri-
phasique est très éphèmère car les changements d’état de l’eau suivent continuellement les mo-
difications de température et de pression subies par la masse d’air.
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2.3.3 Phases chaude, froide et mixte
La coexistence de plusieurs états de l’eau au sein d’un nuage permet de définir trois phases
nuageuses dépendant de la température et donc implicitement de l’altitude à laquelle celui-ci se
forme :
– la phase chaude où la vapeur d’eau et l’eau liquide coexistent pour des températures posi-
tives,
– la phase froide où la vapeur d’eau et la glace coexistent pour des températures fortement
négatives,
– la phase mixte où la vapeur d’eau, l’eau liquide et la glace coexistent pour des températures
négatives jusqu’à un certain seuil. Le mélange vapeur, eau liquide et glace, ainsi que son
évolution en fonction de la température, rendent la phase mixte plus complexe que les deux
phases biphasiques.
Pour la phase mixte, la surfusion est l’état de l’eau demeurant liquide malgré des tempé-
ratures négatives. Les nuages constitués exclusivement d’eau surfondue sont très courants pour
−10 < T < 0˚ C tandis qu’ils se rarifient au fur et à mesure que la température diminuent et
que la probabilité d’apparition de la glace augmente. Pour des températures avoisinant -20˚ C,
seulement 10% des nuages restent composés entièrement d’eau surfondue. La présence d’eau
surfondue concerne généralement les nuages de l’étage moyen tels que les cumulonimbus ou la
partie supérieure des nuages de couche limite (Hobbs et Rangno (1985) et Rauber et Tokay
(1991)). Elle a cependant été relevée jusqu’à -39˚ C lors de campagnes d’observation de cirrus
(Heymsfield (1977) et Heymsfield et Sabin (1989)). Il est difficile de donner une température
à partir de laquelle l’eau surfondue n’existe plus de façon certaine, la plus sûre semblant être
-40˚ C. En-dessous, les cristaux de glace se forment spontanément par déposition de la vapeur si
celle-ci est saturante ou par cristallisation des gouttelettes d’eau surfondue. La création d’eau
surfondue résulte du déséquilibre entre le taux de production d’eau nuageuse par condensation
et le taux de déposition de la vapeur pour le grossissement des cristaux de glace (Rauber et To-
kay (1991)). La rareté des noyaux glaçogènes, principalement actifs en dessous de -5˚ C, explique
que ce taux de déposition soit beaucoup plus faible. Les gouttelettes d’eau surfondue elle-mêmes
font couramment office de noyaux glaçogènes, en plus des impuretés en suspension dans l’air.
Les surfaces irrégulières comme les sols ou les objets peuvent également servir de supports à la
congélation, un givrage soudain présentant ainsi un danger pour les avions traversant un nuage
d’eau surfondue. La surfusion est un état très instable et un apport en noyaux glaçogènes suffit
à la déséquilibrer, à la stopper et à déclencher le givrage.
Pour la compréhension des processus inhérents à la phase mixte, l’étude de données d’ob-
servation (Fleishauer et al. (2002) et Korolev et al. (2002)) a notamment montré que dans la
réalité, seuls des condensats surfondus sont présents lors de la formation d’un nuage mixte et
qu’ils servent ensuite de noyaux glaçogènes pour la création de glace. Ou encore, Lord et al.
(1984) ont émis l’hypothèse que, le taux d’évaporation de l’eau surfondue nuageuse étant plus
important que le taux de sublimation de la glace, l’évaporation est donc réalisée en premier en cas
de sous-saturation en phase mixte. La sublimation se déclenche, si et seulement si, l’évaporation
des gouttelettes d’eau surfondue n’a pas suffi à rétablir l’équilibre triphasique. La coexistence
de l’eau surfondue et de la glace a également un rôle essentiel dans le déclenchement des préci-
pitations via l’effet Bergeron-Findeisen (Bergeron (1935)), permettant la croissance rapide des
cristaux de glace, déjà existants, par givrage de l’eau surfondue entrant en collision avec ces
derniers. Beaucoup de lacunes persistent sur la formation et l’évolution des nuages mixtes car
l’apparition de la glace dans un nuage dépend de nombreux critères (température, épaisseur du
nuage. . .) et il reste compliqué de distinguer les effets des différents processus sur la glace.
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2.4 Les nuages de couche limite
2.4.1 La couche limite atmosphérique
La partie inférieure de la troposphère, directement influencée par le sol sous-jacent et dans
laquelle nous vivons, constitue la couche limite (Stull (1988)). Epaisse de quelques centaines de
mètres à quelques kilomètres, elle est limitée en sa partie inférieure par la surface et s’étend en
altitude jusqu’à la couche d’inversion thermique qui la sépare de l’atmosphère libre. La couche
limite montre un fort cycle diurne répondant aux forçages de la surface avec des échelles de temps
de l’ordre de l’heure ou moins. Ces forçages ont diverses origines car ils peuvent refléter les effets
du rayonnement solaire par les transferts de chaleur, être de nature anthropique avec les émis-
sions de polluants ou encore traduire l’activité de la faune et de la flore par évapo-transpiration.
Les évolutions spatiales et temporelles de la couche limite se traduisent par des modifications
des paramètres physiques (épaisseur. . .) et thermodynamiques (température, contenus en eau. . .)
la caractérisant et de ce fait, elle contraste avec l’atmosphère libre dont l’évolution diurne est
beaucoup plus modérée. La nature du sol conditionne aussi cette évolution dans la mesure où
une couche limite océanique évolue sur une échelle de temps plus longue qu’une couche limite
continentale. De plus, les flux turbulents générés par la surface sont la principale source de trans-
port au sein de cette couche limite.
2.4.2 Les nuages de couche limite
Les nuages de couche limite sont généralement non ou faiblement précipitants (bruines) et
montrent des contenus en eau assez faibles (<1 g/kg). La prise en compte de ces nuages est capi-
tale pour la prévision numérique du temps ainsi que pour la modélisation du climat car ils jouent
un rôle fondamental dans l’évolution des champs atmosphériques. Ils intéragissent constamment
avec le rayonnement et la surface et influencent la dynamique de la couche limite.
1. Les stratus, auxquels on associe les brouillards, résultent d’un refroidissement de la base
de la couche limite et se forment près de la surface. Ils sont généralement résolus horizon-
talement à méso-échelle (voir la section 3.1) et ils présentent donc peu d’intérêt dans cette
étude de la paramétrisation des nuages sous-maille.
2. Les cumulus sont des nuages convectifs dont le développement vertical dépend de l’intensité
de l’instabilité convective dans la couche limite. Ce sont majoritairement des nuages chauds
mais leur extension verticale peut être suffisante pour permettre l’apparition d’une couche
mixte d’eau surfondue et de cristaux de glace à leur sommet. Leur taille moyenne horizontale
de quelques centaines de mètres les rend particulièrement intéressants dans notre étude car
ils présentent une forte variabilité nuageuse sous-maille horizontale.
3. Les stratocumulus sont les nuages chauds de couche limite les plus répandus, intermédiaires
entre les nuages individuels convectifs et les couches uniformes de stratus. Ils présentent
une faible extension verticale de l’ordre de la centaine de mètres mais sont néanmoins
caractérisés par de forts gradients verticaux des variables thermodynamiques. Leur forte
extension horizontale et leurs propriétés radiatives leur font jouer un rôle prépondérant
dans le bilan radiatif terrestre. Dans notre étude, ils nous intéressent particulièrement dans
leur phase de transition vers des cumulus ou de dissipation lorsqu’ils présentent une forte
hétérogénéité horizontale.
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2.4.3 La convection
Le mécanisme de la convection consiste en des mouvements verticaux ascendants répondant
à un déséquilibre énergétique vertical. L’intensité des phénomènes convectifs, générant la ma-
jorité des cumulus, dépend directement du degré d’instabilité convective dans l’atmosphère. La
flottabilité est le moteur de ces ascendances convectives et elle résulte de la poussée d’Archimède
soulevant une parcelle d’air depuis les basses couches et de la force de gravité l’entraînant vers
le bas. On parle d’instabilité convective si la force de flottabilité est dirigée vers le haut, la par-
celle d’air soulevée poursuit son ascension en s’éloignant de sa position antérieure. L’instabilité
convective est d’origine thermique et fait souvent suite à un réchauffement de la surface par le
rayonnement solaire incident. Ce chauffage est transmis aux couches sus-jacentes qui deviennent
alors plus légères et plus chaudes que les couches moyennes voire supérieures. Des thermiques,
courants ascendants organisés, sont alors générés dans un air relativement subsident. Ils figurent
comme les plus gros tourbillons de la turbulence dans la couche limite et contribuent fortement à
rééquilibrer le bilan radiatif atmosphérique par mélange, depuis les basses couches excédentaires
en énergie vers les couches supérieures déficitaires.
La convection est dite sèche si la parcelle d’air ascendante n’est pas saturée. La convection
humide aboutit à la formation des cumulus. Une parcelle d’air, avec une quantité de vapeur
incluse constante, subissant un mouvement vertical du à une instabilité convective, se refroidit
par détente adiabatique (sans aucun échange de chaleur avec l’extérieur). La température dimi-
nuant, le seuil de saturation décroît. Dès lors, au cours de son ascension, pour une température
et une pression particulières, la parcelle atteint le stade de la saturation. On appelle niveau de
condensation (LCL, acronyme anglais pour Lifted Condensation Level) le niveau à partir duquel
la condensation débute dans la parcelle. Les thermiques concernés deviennent alors des ther-
miques humides visibles grâce à l’apparition de nuages cumuliformes (leur base bien horizontale
marque le LCL). Si les thermiques sont suffisamment forts en terme d’énergie et si la libération
de chaleur latente due à la condensation est telle que la parcelle d’air reste plus chaude que son
environnement, elle peut alors atteindre son niveau de convection libre (LFC, acronyme anglais
pour Level of Free Convection). Tant qu’elle reste plus légère que son environnement, elle subit
une accélération vers le haut grâce à sa flottabilité positive. Lorsqu’elle devient plus froide que
son environnement et qu’elle acquiert une flottabilité négative, elle a atteint son niveau de flot-
tabilité neutre (LNB, acronyme anglais pour Level of Neutral Buoyancy). Il est marqué par la
hauteur du sommet des nuages cumuliformes qui y stoppent leur développement vertical. Une
atmsophère convective est telle que LCL et LFC sont identiques. Une atmosphère conditionnel-
lement instable se caractérise par le LCL inférieur au LFC, l’intervention d’une force extérieure
est souvent nécessaire pour que la parcelle humide atteigne le LFC.
Enfin, selon Stull (1988), on qualifie de forcés les cumulus générés et entretenus par les ther-
miques humides ayant atteint le LCL mais restant sous le LFC. Le relâchement de chaleur latente
est insuffisant pour qu’ils acquièrent une flottabilité positive. Ce sont généralement des nuages
peu profonds. Au contraire, les cumulus actifs, également générés par les thermiques humides,
ont dépassé le LFC (flottabilité positive) et ont une durée de vie plus longue. Ils se maintiennent
eux-mêmes grâce à leur dynamique nuageuse et leurs interactions avec l’environnement. Enfin,
les cumulus passifs voient leur activité dynamique stoppée et ils se dissipent progressivement par
la base suite à l’évaporation des gouttelettes nuageuses et au mélange avec l’environnement.
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2.4.4 La formation et le développement des stratocumulus
La formation des stratocumulus dépend de la quantité d’humidité présente dans la couche li-
mite. C’est pourquoi ils sont particulièrement présents dans les régions océaniques subtropicales.
Ils apparaissent notamment dans les régions situées à la limite ouest des grands continents, qui
sont des zones influencées par les mouvements subsidents générés par la branche descendante
de la cellule de Hadley. Selon Lilly (1966), cette subsidence de grande échelle transporte vers la
surface un air sec et plus chaud que la surface de l’océan, qui contribue à la formation d’une forte
inversion thermique au-dessus des océans. Cette inversion, d’une épaisseur de quelques dizaines
de mètres, est caractérisée par de forts gradients de température et d’humidité. L’humidité élevée
de la couche limite conduit souvent à la formation d’une couche compacte et étendue de strato-
cumulus dont le sommet est confondu avec la base de l’inversion (Driedonks et Duynkerke (1989)
et Duynkerke et al. (2004)). La formation des stratocumulus peut aussi être la conséquence d’un
étalement de cumulus si les ascendances thermiques ne sont pas assez puissantes pour passer la
couche d’inversion. Elle joue le rôle de plafond le long duquel les différentes cellules nuageuses
convectives s’étendent progressivement et se rejoignent pour former une couche de stratocumu-
lus. Enfin, les stratocumulus peuvent également se former à partir d’un stratus stable et plat
qui se morcelle progressivement à cause de remous convectifs ayant lieu en son sein, provoqués
par exemple par le refroidissement radiatif au sommet du nuage. Ceci est également fréquent si
la couche de stratus est assez fine pour laisser passer le rayonnement solaire qui peut atteindre
la surface, réchauffer la base de la couche nuageuse et initier des ascendances thermiques depuis
celle-ci vers son sommet.
Les stratocumulus sont à la fois pilotés par un forçage de grande échelle constitué d’une
subsidence horizontale, par des mouvements horizontaux de masses d’air ainsi que par des flux
à leurs interfaces. L’ensemble permet l’interaction dynamique-microphysique-rayonnement dont
dépend fortement le cycle diurne très marqué des stratocumulus. Leur formation et leur épais-
sissement ont principalement lieu la nuit. Le refroidissement radiatif, au sommet de la couche
nuageuse, implique des courants froids subsidents qui intensifient la condensation et favorisent le
développement du nuage. A l’inverse, la journée est plutôt marquée par une dissipation partielle
ou totale des stratocumulus. L’état thermique de la couche nuageuse est très influencé par le
rayonnement solaire qui la réchauffe et provoque sa dislocation. Par exemple, il peut induire un
découplage entre la surface et la base et stopper l’alimentation de la couche nuageuse par les
flux d’humidité. L’entraînement turbulent au sommet du nuage, du à un cisaillement de vent ou
à des flux de flottabilité, est une autre cause de dislocation des stratocumulus car il induit un
mélange entre l’air humide de la couche nuageuse et l’air sec et chaud de l’atmosphère libre. Cette
intrusion d’air sec et chaud véhiculé par des courants subsidents provoque un réchauffement de
la masse d’air, une élévation du niveau de condensation, une dilution de l’eau nuageuse et donc
une érosion par la base de la couche nuageuse, si elle n’est pas suffisamment humide et homogène.
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Chapitre 3
Les schémas de nuages dans les modèles
numériques
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Une bonne représentation des nuages est essentielle pour beaucoup de modèles de prévision
numérique du temps et du climat. La modélisation des processus atmosphériques liés à la forma-
tion d’eau condensée reste aujourd’hui complexe. Le désir de représenter correctement les cycles
de vie des nuages, les transitions entre régimes nuageux mais aussi les impacts des nuages sur leur
environnement motive de nombreux travaux à moyenne et à grande échelle. L’idéal poursuivi au-
jourd’hui est une approche unifiée qui permettrait de représenter tous les régimes nuageux mais
une telle paramétrisation n’est pas encore à la portée des modélisateurs. Ce chapitre explique ce
qu’est un schéma de nuages dans un modèle numérique et en donne les principaux types.
3.1 Notions de résolu et de sous-maille
La résolution horizontale détermine la façon de décrire les processus dynamiques et phy-
siques dans les modèles numériques. Ils peuvent être supposés résolus à la résolution horizontale
considérée ou sous-maille et nécessiter une paramétrisation.
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– Un processus est dit résolu s’il peut être entièrement décrit par les variables moyennées à
l’échelle de la maille. La maille est supposée homogène et la variabilité sous-maille hori-
zontale, faible. C’est le cas des nuages stratiformes associés à des mouvements de grande
échelle qui sont bien résolus horizontalement par la dynamique des modèles numériques.
– Un processus est dit sous-maille s’il ne peut pas être décrit explicitement par les variables
moyennées à l’échelle de la maille et si la variabilité sous-maille horizontale doit être prise en
compte. Très souvent, ces processus ont une échelle spatiale inférieure à la taille de la maille.
Notez que dans les schémas de nuages, les nuages dits résolus ou sous-maille le sont du point
de vue des processus de condensation/évaporation et aucune hypothèse n’est faite sur les méca-
nismes de transport de l’humidité.
A fine échelle dans les simulations LES, résolvant toutes les structures dynamiques cohérentes
de la couche limite, et dans les simulations CRMs, résolvant les processus à l’échelle des nuages,
tous les nuages sont supposés résolus à l’échelle de la maille. Pour les résolutions de méso-échelle
utilisées en opérationnel, comme dans le modèle AROME de Météo-France, la convection pro-
fonde et les cumulonimbus associés sont des processus résolus. Au contraire, les nuages de couche
limite, comme les cumulus, résultent encore de processus de transport d’humidité (convection
peu profonde) et de formation (condensation) sous-maille. Au-delà d’une résolution horizon-
tale de 10 km, comme pour le modèle opérationnel ARPEGE-ALADIN (∆x = 10km) utilisé
à Météo-France, la convection profonde n’est généralement pas résolue et la représentation de
tous les nuages convectifs nécessite une paramétrisation sous-maille. A de telles résolutions, les
stratocumulus stationnaires peuvent encore être supposés résolus du point de vue de la fraction
nuageuse tandis que la représentation des stratocumulus présentant des hétérogénéités requièrent
une paramétrisation sous-maille. Dans les GCMs et les modèles de climat à basse résolution, la
majorité des nuages convectifs et stratiformes sont sous-maille. Très souvent, ces modèles ne sont
pas en mesure de résoudre les mouvements atmosphériques sur des échelles assez petites pour
traiter correctement les effets de la dynamique sur la distribution en vapeur d’eau et sur le cycle
de vie des nuages (Wood et Field (2000)). Une paramétrisation des nuages sous-maille y est
fondamentale car, pour les prévisions à long terme, une mauvaise représentation de ceux-ci peut
induire un biais très important dans les schémas connexes (calcul du bilan radiatif. . .).
3.2 La représentation des nuages dans les modèles numériques :
description des processus de condensation/évaporation
3.2.1 Traitement implicite des processus de condensation/évaporation
Dans les modèles numériques, les processus de condensation/évaporation nuageuses appar-
tiennent à la microphysique rapide car la mise à l’équilibre thermodynamique a une échelle
temporelle largement inférieure au pas de temps. Le traitement implicite de ces processus corres-
pond à une opération diagnostique immédiate rétablissant l’équilibre instantané. Ces processus
de condensation/évaporation s’opposent à la microphysique lente dont les termes source et puits
sont traités pronostiquement car ils ont des constantes de temps supérieures au pas de temps.
Cette microphysique lente englobe tous les processus de la microphysique exceptés la condensa-
tion de la vapeur d’eau et l’évaporation des condensats nuageux. Ce sont par exemple, l’accrétion
des gouttelettes nuageuses en gouttes de pluie, la sédimentation des gouttes de pluie, les processus
de nucléation ou encore l’effet Bergeron-Findeisen (Figure 3.1).
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Figure 3.1 – Diagramme des processus microphysiques lents et rapides (Exemple inspiré de
la documentation scientifique du modèle Méso-NH). Les processus de la microphysique lente
sont en bleu et les processus de la microphysique rapide sont en vert. Les trois états de l’eau
non-précipitante sont en rouge.
3.2.2 Les schémas de nuages pour la paramétrisation des processus de conden-
sation/évaporation
Un schéma numérique de nuages fournit les contenus en eau liquide et en glace nuageuses
(et la nébulosité associée) rétablissant l’équilibre thermodynamique multiphasique dans chaque
maille de modèle. Cet équilibre est perdu au cours du pas de temps suite à l’application des
processus dynamiques et physiques intervenant dans le cycle de vie des nuages (advection, tur-
bulence, microphysique. . .). Le traitement de la condensation/évaporation n’est pas simple car
ce sont des processus à seuil non-linéaires qui dépendent de nombreux paramètres (température,
saturation, taille des gouttelettes. . .). Le seuil de saturation, défini dans la section 2.3.2, n’est
pas une fonction linéaire de la température. Si la variabilité nuageuse sous-maille horizontale
n’est pas négligeable, les calculs des champs nuageux ne peuvent pas être menés à partir des
variables moyennes d’humidité et de température dans la maille. Il est donc courant de faire des
approximations pour simplifier la tâche, particulièrement pour le traitement de la phase mixte
(voir la section 3.2.4).
Dans un modèle numérique, une variable est diagnostique, si elle est reconstruite en totalité à
chaque pas de temps et oubliée au suivant, elle n’intéragit donc pas avec l’évolution du modèle.
Elle est pronostique, si elle est incrémentée d’un pas de temps sur l’autre par un calcul de ten-
dances, son évolution temporelle est donc considérée. Dans les premiers schémas de nuages, les
champs nuageux étaient diagnostiques et ils étaient uniquement utilisés pour des calculs réalisés
dans des paramétrisations connexes telles que le rayonnement. L’évolution des modèles numé-
riques, marquée notamment par des mailles plus fines et des pas de temps plus courts, nécessite
une description spatiale plus précise des nuages et la prise en compte de leur évolution tempo-
relle. Le Treut et Li (1988) intègrent pour la première fois le contenu en eau nuageuse comme une
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variable pronostique dans le GCM du Laboratoire de Météorologie Dynamique (LMD, France).
L’eau nuageuse, conservée d’un pas de temps sur l’autre, reste en suspension et ne précipite
plus instantanément (comme ça peut être le cas pour des grands pas de temps). Tiedtke (1993)
considère également une variable pronostique pour la couverture nuageuse dans le modèle de
prévision global de ECMWF (IFS, ECMWF (2008)).
Un schéma de nuages agit sur des valeurs provisoires des variables thermodynamiques (humi-
dité et température) ne respectant plus l’équilibre thermodynamique. L’ensemble de ces valeurs
(notées .˜), fournies en entrée du schéma de nuages, constitue une ébauche. Selon les conditions
de température et de pression, ce schéma produit, en sortie, l’état ajusté unique de ces variables
traduisant l’équilibre multiphasique dans la maille.
Deux grandes familles de schémas de nuages se distinguent. D’une part, les procédés d’ajus-
tement à saturation, associés à une méthode de « tout ou rien » pour le calcul de la fraction
nuageuse (voir la définition de la section 3.2.3), sont réservés à la représentation des nuages
résolus. D’autre part, la représentation des nuages sous-maille nécessite une paramétrisation de
la variabilité nuageuse sous-maille horizontale en choisissant, le plus souvent, une description
statistique de celle-ci. Ces deux types de schémas de nuages indépendants ne peuvent pas être
appliqués simultanément dans un modèle numérique et leur utilisation dépend de la résolution
horizontale considérée. La figure 3.5, donnée à la fin de ce chapitre, résume les principaux sché-
mas de nuages existants ainsi que leurs caractéristiques.
3.2.3 Les variables thermodynamiques usuelles dans les schémas de nuages
Pour une couche limite sèche, l’état thermodynamique du système est entièrement décrit par
les données de température T et de pression P . La considération d’une couche limite nuageuse
nécessite de prendre en compte les changements d’état de l’eau atmosphérique. Dans ce cas, les
variables utilisées pour décrire l’état thermodynamique sont la pression P , le rapport de mé-
lange en eau totale non-précipitante rt et la température potentielle de l’eau liquide θl. Dans un
schéma de nuages, en l’absence de précipitations, ces variables sont dites conservatives car elles
ne varient pas en cas de changement d’état de l’eau dans une masse d’air supposée isolée de tout
échange avec son environnement.
Le rapport de mélange en eau totale non-précipitante rt (en kg.kg−1) mesure la quantité d’eau
totale non-précipitante par unité de masse d’air sec. En l’absence de précipitations, il est égal à
la somme des rapports de mélange en vapeur d’eau rv, en eau liquide nuageuse rl et en glace ri :
rt = rv + rl + ri (3.1)
où r∗ = ρ∗/ρa où ρ∗ est le contenu massique en eau pour la phase ∗ (vapeur, liquide ou glace)
et ρa celui pour l’air sec. Le rapport de mélange en condensats nuageux rc est calculé comme la
somme des rapports de mélange en eau liquide et en glace :
rc = rl + ri (3.2)
A l’image de la pression de vapeur saturante utilisée dans la section 2.3.2, on définit les rapports
de mélange saturants par rapport à l’eau liquide rsatl et par rapport à la glace rsati qui sont les
valeurs maximales que peut atteindre rv quand la vapeur d’eau devient saturante par rapport à
l’eau liquide ou par rapport à la glace.
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La température potentielle de l’eau liquide θl a été introduite par Betts (1973) et s’écrit :





où θ est la température potentielle, Cp est la chaleur massique à pression constante pour l’air
sec et Lv et Ls sont définies dans la section 2.3.1. θl est conservée lors de mouvements verticaux
adiabatiques des masses d’air nuageux, dans lesquelles des changements d’état ont lieu. S’il n’y
a pas d’eau condensée, θl = θ. Sinon, la différence entre θl et θ quantifie la chaleur libérée lors
du processus de condensation. La température de l’eau liquide Tl, conservée lors de changements
d’état de l’eau mais pas lors de transformations adiabatiques, est définie de façon analogue :





La couche limite nuageuse peut donc être entièrement caractérisée par des valeurs constantes de
P , rt et θl à condition qu’il n’y ait pas de précipitations ni d’échange d’énergie avec l’extérieur.
Les modèles numériques assument généralement que les nuages occupent entièrement les ni-
veaux verticaux où ils sont présents. Sur le plan horizontal, la couverture nuageuse est quantifiée
par la fraction nuageuse CF (Cloud Fraction), correspondant à la fraction horizontale de la
maille couverte par du nuage. CF découle directement de la variabilité sous-maille horizontale
de rt et de T dans la maille (Tompkins (2003)).
Enfin, on définit la variable s, couramment utilisée dans les paramétrisations nuageuses,
comme une combinaison de rt et θl :
s = al (rt − rsat(θl)) (3.5)
où al est un terme correctif calculé à partir de la définition de la saturation et de l’équation de
Clausius-Clapeyron (Chaboureau et Bechtold (2002)). rsat est le rapport de mélange saturant
par rapport à l’eau liquide, à la glace ou les deux (voir la section 3.3.1.2). Ecrit ainsi, s traduit
l’écart local à la saturation dans la maille et la sursaturation a lieu quand s > 0.
Le tableau 3.1 récapitule les principales variables et constantes thermodynamiques utilisées
dans ce manuscrit. N’importe quel champ thermodynamique, décrit précédemment, peut être
décomposé de la façon suivante : X = X + X ′, autrement dit comme la somme de sa valeur
moyenne X et des fluctuations X ′ autour de celle-ci.
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Symbole Variable Unité
Variables caractérisant l’humidité
rt Rapport de mélange en eau totale non-précipitante kg.kg−1
rv Rapport de mélange en vapeur d’eau kg.kg−1
rl Rapport de mélange en eau nuageuse liquide kg.kg−1
ri Rapport de mélange en glace kg.kg−1
rc Rapport de mélange en eau nuageuse totale rc = rl + ri kg.kg−1
Hu Humidité relative %
Variables liées à la saturation
el Pression de vapeur saturante par rapport à l’eau liquide Pa
ei Pression de vapeur saturante par rapport à la glace Pa
rsatl Rapport de mélange saturant par rapport à l’eau liquide kg.kg−1
rsati Rapport de mélange saturant par rapport à la glace kg.kg−1
s Ecart local à la saturation kg.kg−1
σs Ecart-type de s
Les températures
T Température d’état K
Tl Température de l’eau liquide K
θ Température potentielle K
θl Température potentielle de l’eau liquide K
Autres
P Pression atmosphérique hPa
w Vitesse verticale m/s
CF Fraction nuageuse horizontale %
Constantes thermodynamiques
Lv Chaleur latente de vaporisation de l’eau J.kg−1
Ls Chaleur latente de sublimation de l’eau J.kg−1
Rd Constante universelle (des gaz parfaits) pour l’air sec J.kg−1.K−1
Cp Chaleur massique à pression constante pour l’air sec J.kg−1.K−1
Table 3.1 – Principales variables thermodynamiques et constantes utilisées dans les schémas de
nuages avec ajustement à saturation
3.2.4 Traitement de la phase mixte : répartition eau liquide/glace
La modélisation des nuages mixtes est une difficulté récurrente dans les schémas de nuages.
Dans un schéma microphysique à un moment, il est impossible de connaître le comportement de
l’eau surfondue et aucune donnée n’est disponible concernant les noyaux glaçogènes présents dans
la maille : leur nombre, la part d’entre eux qui est activée, la quantité d’eau nuageuse restant
surfondue. . . Pour le schéma de nuages associé, il est donc difficile de connaître les proportions
d’eau surfondue et de glace dans chaque maille de modèle. Pour ce faire, une approximation
simpliste est couramment utilisée dans les schémas de nuages car elle n’altère pas les résultats
des simulations numériques. Elle consiste en une répartition simple de rc entre rl et ri grâce
au calcul de fractions, CND pour l’eau liquide et DEP pour la glace (CND+DEP=1). Deux
méthodes (Tao et al. (1989)) existent :
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1. La répartition entre l’eau liquide et la glace est une fonction continue et linéaire de T˜ de
l’ébauche (Lord et al. (1984)) :
CND =
T˜ − T00
T0 − T00 et DEP =
T0 − T˜
T0 − T00 (3.6)
où T0 = 0˚ C et T00 sont les valeurs limites de température définissant les trois phases
(chaude, froide et mixte). T00 marque un seuil de température en-dessous duquel seules la
vapeur d’eau et la glace coexistent. Pour des températures positives, CND = 1 etDEP = 0
correspondent à la phase chaude et pour des températures inférieures à T00, CND = 0 et
DEP = 1 correspondent à la phase froide.
2. La répartition entre l’eau liquide et la glace dépend de l’ébauche des rapports de mélange








Cette répartition est probablement assez imparfaite puisqu’elle concerne en majorité des
rapports de mélange moyens calculés pour des grandes mailles susceptibles de présenter des hé-
térogénéités importantes. Cela étant, le choix de la méthode pour le calcul des contenus en eau
surfondue et en glace dans une maille est arbitraire. La première méthode, basée sur une variation
linéaire de ces contenus en fonction de la température, apparait comme la plus simple et la plus
fiable (voir le chapitre 4). La seconde méthode présente un intérêt essentiellement dans le cadre
de simulations numériques (avec des itérations temporelles) tandis que la première est utilisable
en dehors de ce contexte pourvu que la température soit connue (mesures expérimentales. . .).
La phase mixte n’étant pas au centre des préoccupations de ce manuscrit, nous choisissons de
mener simplement les calculs de CND et DEP en fonction de la température.
3.3 La représentation des nuages résolus
3.3.1 Ajustement à saturation
3.3.1.1 Principe
Les schémas pour la représentation des nuages résolus consistent en un ajustement à satura-
tion (ou ajustement à la condensation). Ils déterminent la quantité d’eau nuageuse qui doit être
créée par condensation en cas de sursaturation, ou qui doit être évaporée ou sublimée en cas de
sous-saturation (sous réserve qu’il y ait suffisamment d’eau nuageuse). Dans chaque maille sup-
posée homogène, les nuages sont décrits par les variables moyennes d’humidité et de température.
C’est l’hypothèse la plus simple qui peut être faite pour donner une description « résolue » de
l’équilibre multiphasique moyen instantané, ne reflètant pas la variabilité nuageuse sous-maille
horizontale.
3.3.1.2 Conditions de saturation
La considération d’un ajustement à saturation impose de définir un critère de saturation
traduisant les règles d’équilibre multiphasique moyen et correspondant simplement au seuil de
saturation défini dans la section 2.3.2. Il est quantifié par un rapport de mélange saturant dé-
pendant de la température moyenne dans la maille (Lord et al. (1984)) :
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– si T˜ ≥ 0˚ C (phase chaude), il est égal au rapport de mélange saturant par rapport à l’eau
liquide : rsat(T˜ ) = rsatl(T˜ ),
– si T˜ ≤ T00 (phase froide), il est égal au rapport de mélange saturant par rapport à la glace :
rsat(T˜ ) = rsati(T˜ ),
– et si T00 < T˜ < 0˚ C (phase mixte), il est égal à une combinaison linéaire de rsatl et de rsati
avec les coefficients de pondération CND et DEP précédemment calculés :
rsat(T˜ ) = CND × rsatl(T˜ ) +DEP × rsati(T˜ ) (3.8)
En phase mixte, la définition d’un unique niveau de saturation est ambiguë et il est considéré
que la vapeur d’eau est saturée identiquement par rapport à l’eau liquide et à la glace. Cela,
ajouté au fait qu’un ajustement à saturation n’autorise pas la sursaturation, constitue une ap-
proximation assez grossière pour des températures négatives (Heymsfield et Miloshevich (1993)).
Dans la réalité, ei < el et une humidité relative de 100% amène très rarement à une sursaturation
par rapport à la glace et donc à sa formation, laissant plutôt place à de l’eau surfondue. De plus,
le rapport de mélange saturant pour la phase mixte se trouve supérieur au seuil de saturation
par rapport à la glace uniquement, impliquant une sous-estimation de la croissance des cristaux
de glace par déposition de vapeur (Tao et al. (1989)).
3.3.1.3 Calcul pratique des contenus moyens ajustés en eau nuageuse
L’équilibre thermodynamique moyen est satisfait si rv = rsat(T˜ ). Si la vapeur est sous-
saturante en moyenne (r˜v < rsat(T˜ )), une partie de l’eau nuageuse r˜c doit être évaporée ou
sublimée pour rétablir l’équilibre moyen. Si l’eau nuageuse n’est pas présente en quantité suf-
fisante, la totalité de r˜c est évaporée et le système reste sous-saturé. A l’inverse, si la vapeur
d’eau est sursaturante en moyenne (r˜v > rsat(T˜ )), c’est toute la vapeur d’eau en excès par rap-
port à rsat(T˜ ) qui doit être condensée afin de rétablir l’équilibre moyen. La température moyenne
T est ensuite recalculée pour intégrer les échanges de chaleur dûs aux changements d’état de l’eau.
Un ajustement à saturation repose souvent sur un algorithme itératif, basé sur une technique
de relaxation, permettant d’équilibrer les échanges de chaleur et les variations de rv, rl et ri
induits par le rétablissement de l’équilibre thermodynamique moyen. L’état ajusté moyen en est
le point de convergence. C’est le cas des travaux de Lord et al. (1984) et de Langlois (1973),
dont l’algorithme est décrit dans le chapitre 4. D’autres travaux, ne nécessitant pas d’algorithme
itératif, sont proposés par Soong et Ogura (1973), Tao et Soong (1986) et Tao et al. (1989).
3.3.2 Principe du « Tout ou rien »
Un ajustement à saturation est généralement associé à une méthode « tout ou rien » pour
le calcul de la fraction nuageuse, à partir des contenus moyens en eau nuageuse ajustés. Cette
methode, dite sans nébulosité partielle, est fondée sur le principe simple qu’une maille de modèle
numérique est soit totalement nuageuse, soit totalement claire. Elle s’apparente à un schéma
binaire (voisin d’une distribution de Dirac) n’autorisant que deux valeurs pour CF : 100% si de
l’eau nuage est présente (rc > 0) après ajustement à saturation et 0 sinon (Figure 3.2).
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(a) Maille totalement nuageuse
(CF=100%), présence d’eau
nuageuse
(b) Maille totalement claire
(CF=0), pas d’eau nuageuse
Figure 3.2 – Schéma illustrant le principe du « tout ou rien »
Les modèles numériques intégrant une méthode « tout ou rien » considèrent généralement
que la fraction nuageuse reste nulle tant que rc ne dépasse pas un certain seuil. Une très faible
quantité d’eau nuageuse ne peut donc pas être associée à une fraction nuageuse de 100%. Par
exemple, ce seuil est égal à 10−12kg.kg−1 dans les modèles Méso-NH et AROME.
La combinaison d’un ajustement à saturation, pour les champs d’humidité et de tempéra-
ture, et d’une méthode « tout ou rien », pour la fraction nuageuse, convient particulièrement aux
simulations de fines échelles (LES ou CRMs) car les nuages y sont supposés résolus. Les fluctua-
tions à des échelles de l’ordre de la dizaine ou de la centaine de mètres étant faibles, l’hypothèse
d’homogénéité dans la maille est valable. Dans la suite de ce manuscrit, une telle combinaison
sera plus simplement appelée ajustement « tout ou rien ».
3.4 Représentation des nuages sous-maille
3.4.1 Principe des schémas de nuages sous-maille
Un schéma de nuages sous-maille, dit avec nébulosité partielle ou fractionnaire, permet toutes
les valeurs de fraction nuageuse comprises entre 0 et 100%. Les champs nuageux sous-maille ne
sont pas résolus par les paramètres moyens à l’échelle de la maille et il est nécessaire de prendre
en compte la variabilité nuageuse sous-maille horizontale. La création de condensats nuageux est
donc permise avant que l’humidité relative moyenne n’atteigne 100% dans la maille. La satura-
tion locale dans la maille permet de quantifier les endroits sous-saturés de la maille (ciel clair)
et les endroits sursaturés (nuageux). Un schéma de nuages sous-maille doit dériver correctement
vers un ajustement « tout ou rien » si les nuages étudiés sont le résultat de processus résolus à
l’échelle de la maille.
Les schémas de nuages sous-maille adoptent couramment une description statistique de la
variabilité nuageuse sous-maille. Ils donnent alors une information probabiliste sur la quantité
d’eau nuageuse présente dans la maille ainsi que sur la fraction de celle-ci qu’elle occupe. La
fraction nuageuse correspond simplement à la probabilité d’apparition de nuages dans la maille.
Notez que les schémas statistiques de nuages sous-maille ne fournissent pas d’information quant
à la façon dont l’eau nuageuse sous-maille est distribuée.
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3.4.1.1 Schémas statistiques sous-maille
La paramétrisation de la variabilité nuageuse sous-maille repose sur la connaissance de la
distribution statistique d’une ou de plusieurs variable(s) thermodynamique(s) (humidité, tem-
pérature, vitesse verticale. . .) dont elle décrit les fluctuations horizontales autour de la valeur
moyennne. Cette hypothèse suppose que la variabilité nuageuse sous-maille est suffisamment
importante pour fournir un échantillon de ces événements assez conséquent pour justifier l’uti-
lisation d’une distribution statistique. La distribution est quantifiée par une fonction densité
de probabilité (PDF, acronyme anglais pour Probability Density Function) définie par un ou
plusieurs paramètre(s) (voir l’annexe C) et associée à une variable statistique. La fraction nua-
geuse horizontale et le contenu en eau nuageuse moyen« dilué » dans la maille rc = rt − rsat(T )
(rt − rsat(T ) variant localement dans la maille) sont diagnostiques sur la partie saturée de la
distribution. La distribution statistique est également une source d’information importante pour
corriger les biais rencontrés dans d’autres paramétrisations de processus non-linéaires (forma-
tion des précipitations, interaction avec le rayonnement. . .) d’un modèle numérique (Tompkins
(2008)).
Plusieurs difficultés sont posées par la construction d’un schéma statistique sous-maille. Il
n’est pas aisé de déduire la forme de la PDF à utiliser car elle dépend d’un grand nombre de
facteurs et elle varie fortement en fonction des conditions dynamiques et physiques. Par exemple,
le mélange dynamique de grande échelle tend à faire diminuer la variance de la PDF tandis que la
convection augmente la variabilité sous-maille. Ensuite, Tompkins (2008) montre que l’hypothèse
d’unimodalité est recevable pour la majorité des régimes nuageux tandis que Lewellen et Yoh
(1993) et Golaz et al. (2002a) soulignent qu’une distribution statistique bimodale améliore leur
représentation, notamment en cas de régimes convectifs. D’autre part, l’utilisation de distribu-
tions statistiques non bornées nécessite une troncature augmentant le nombre de paramètres à
calculer. Elle est indispensable pour éviter qu’une fraction de la maille soit constamment couverte
par du nuage ou que des valeurs négatives du contenu en eau totale apparaissent.
Les modèles de Météo-France, AROME, Méso-NH, ARPEGE-ALADIN et ARPEGE-climat
emploient actuellement des schémas statistiques pour la description de la variabilité sous-maille
horizontale (AROME et Méso-NH : Bechtold et al. (1995), ARPEGE-ALADIN : Smith (1990)
et ARPEGE-climat : Sommeria et Deardorff (1977) et Bougeault (1981a)). La section 3.4.2 dé-
crit précisément les ingrédients nécessaires à leur construction, depuis le choix de la variable
statistique jusqu’aux expressions intégrales des champs nuageux en passant par le choix de la
distribution statistique. La section 3.4.3 donne ensuite une revue des principaux schémas statis-
tiques décrits dans la littérature et en souligne les évolutions depuis les travaux de Sommeria et
Deardorff (1977) et Mellor (1977).
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3.4.1.2 Schémas simples diagnostiques
Principalement utilisés à grande échelle, les schémas de nuages simples diagnostiques ont été
les premiers schémas de nuages désireux de considérer la variabilité sous-maille horizontale pour
le calcul de la fraction nuageuse. Une relation diagnostique empirique est établie entre la fraction
nuageuse recherchée et d’autres paramètres thermodynamiques moyens connus dans la maille, le
plus souvent l’humidité relative (« RH-schemes »). CF est une fonction croissante de Hu, tra-
duisant la corrélation positive existant entre ces deux variables : CF < 1 tant que Hu < 100% et
CF = 1 si Hu = 100%. Un seuil critique Hucr < 100% à partir duquel la formation de nuages se
déclenche, est considéré (selon Kvamstø (1991), Hucr =85% au-dessus des océans et Hucr =75%





Des relations équivalentes sont données par Albrecht (1981), Albrecht (1989) et Kvamstø
(1991). Ils associent simplement une humidité relative de X% à une fraction nuageuse de Y%
sans connaître la nature ou l’importance de la variabilité sous-maille. Dans les schémas de nuages
simples diagnostiques, le lien entre la fraction nuageuse et les conditions dynamiques locales, in-
tervenant dans le cycle de vie des nuages, est très flou (Tompkins (2008)). Certains auteurs
proposent des améliorations pour mieux prendre compte ces conditions locales, en ajoutant des
paramètres (température, vitesse verticale. . .) dans le calcul diagnostique de CF . Par exemple,
pour le modèle de climat ECHAM4, Roeckner et al. (1996) considérent la présence d’une forte
inversion thermique en cas de stratocumulus. Autrefois utilisés dans le schéma de prévision global
de ECMWF (IFS), les travaux Slingo (1980) et Slingo (1987) intègrent les effets de la convection
grâce à la vitesse verticale.
Les schémas diagnostiques sont des cas particuliers de schémas statistiques sous-maille dont
les moments statistiques d’ordre supérieur ou égal à 2 ont été pris constants (Tompkins (2008)).
Smith (1990) considère un « RH-scheme » construit à partir d’une distribution statistique trian-
gulaire dont la variance est fixée en fonction de Hucr (repris dans le modèle ARPEGE-ALADIN).
La relation 3.9 de Sundqvist et al. (1989) est dérivée d’une distribution statistique uniforme. Le
plus souvent, ces relations diagnostiques pour la fraction nuageuse sont associés à un calcul pro-
nostique des contenus en eau nuageuse (Sundqvist et al. (1989) et Rotstayn (1997)) dans les
schémas de nuages.
3.4.1.3 Schémas pronostiques
Un schéma statistique sous-maille peut être pronostique si l’on considère l’évolution tempo-
relle de la distribution statistique qui lui est associée (distribution beta unimodale dans Tompkins
(2002)). Dans ce cas, le schéma statistique intègre des équations d’évolution supplémentaires pour
les moments d’ordre supérieur ou égal à 2 (variance et skewness) pour en faire des paramètres
pronostiques du modèle. Ce sont donc les propriétés de la PDF qui sont traitées explicitement et
pronostiquement. Ce type de schéma est en cela différent de tous les schémas statistiques anté-
rieurs qui considèrent des relations diagnostiques pour déterminer les moments de la distribution
(Bougeault (1982) ou Bechtold et al. (1995)).
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Un schéma sous-maille pronostique peut aussi être construit sur une série d’équations pro-
nostiques pour rl, ri et/ou CF , il décrit alors l’évolution temporelle du nuage en permettant
un lien plus direct avec les autres schémas dynamiques et physiques du modèle. Ces équations
pronostiques intègrent les termes source ou puits traduisant une contribution (positive ou néga-
tive) des différents processus intervenant dans le cycle de vie des nuages. C’est une simplification
des schémas statistiques pronostiques car les termes source et puits des champs nuageux sont
plus facilement connus que ceux des moments de la distribution statistique (par exemple pour
la convection et la microphysique, Tompkins (2008)). La consistance entre CF et rc n’est pas
assurée car ils sont calculés à partir d’équations pronostiques indépendantes tandis que dans les
schémas statistiques, ces deux champs sont diagnostiqués à partir de la même PDF (Tompkins
(2008)). Le modèle IFS de ECMWF utilise cette approche sous-maille pronostique pour rl, ri
et CF à partir des travaux à grande échelle de Tiedtke (1993) pour les nuages cumuliformes et
stratiformes. D’autres schémas de nuages entièrement pronostiques pour les contenus en eau nua-
geuse mais conservant un calcul diagnostique de CF , sont exposés dans les travaux de Del Genio
et al. (1996) et Lopez (2002).
3.4.2 Construction d’un schéma statistique sous-maille
3.4.2.1 La variable statistique
De nombreux champs atmosphériques peuvent être considérés comme des variables statis-
tiques aléatoires continues car, bien que les mesures expérimentales donnent des valeurs discrètes,
les bases de données sont suffisamment riches et variées. Les champs les plus couramment utilisés
comme variable statistique dans un schéma de nuages sous-maille sont rt, θl et/ou w (Lewellen
et Yoh (1993) et Golaz et al. (2002a)) ou la variable s définies dans la section 3.2.3. Si plusieurs
variables statistiques sont considérées, la distribution statistique doit être conjointe à toutes ces
variables, à moins qu’elles ne soient toutes indépendantes. Comme nous le verrons dans le cha-
pitre 5, s présente un intérêt majeur à méso-échelle car il considère conjointement les fluctuations
en eau totale non-précipitante et en température, et donc un seuil de saturation variable dans la
maille (rsat(θl)).
3.4.2.2 La distribution statistique
La distribution statistique théorique, choisie selon les objectifs poursuivis, doit être détermi-
née à partir des variables connues à l’échelle de la maille. Elle est très souvent un compromis
entre le désir d’un schéma flexible permettant de considérer un maximum de régimes nuageux
grâce à une approche unifiée (proscrite pour des schémas de nuages simples diagnostiques), et la
volonté de modérer la complexité du schéma. Une distribution complexe, qu’elle soit conjointe,
multimodale ou autre, offre une plus grande liberté mais elle est définie en contrepartie par un
nombre important de paramètres. Les moments statistiques nécessaires pour les calculer sont
d’ordre élevé et donc plus difficiles à obtenir dans un modèle numérique.
Plusieurs critères influencent le choix de la distribution : la forme de la PDF (cloche, U, J,
symétrique ou non. . .), le nombre de modes, les extrema finis ou non, le nombre de paramètres
définissant la PDF. . .Il est souvent impossible de satisfaire toutes les exigences suggérées par une
analyse statistique de données d’observation ou de simulations à fine échelle. Une distribution est
entièrement caractérisée par ces moments statistiques, les trois premiers étant les plus utilisés.
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Pour une variable statistique quelconque X :
– La valeur moyenne X (moment d’ordre 1) donne une information sur la localisation de la
courbe représentant la PDF (Figure 3.3a).
– La variance est le moment centré d’ordre deux. On utilise plus couramment sa racine carrée
σ, appelée écart-type, qui mesure la dispersion de la distribution (Figure 3.3a).
– Le coefficient d’asymétrie ou la skewness ζ (moment centré et normalisé d’ordre 3) carac-
térise le degré d’asymétrie de la distribution par rapport à sa valeur moyenne. Il est positif
quand la courbe de la PDF est asymétrique vers la gauche, négatif vers la droite et nul si
elle est symétrique (Figure 3.3b).
(a) Moyenne et écart-type pour une distribution
statistique symétrique.
(b) Forme d’une distribution statistique en fonc-
tion du signe de la skewness
Figure 3.3 – Les trois premiers moments statistiques : moyenne X, écart-type σ et skewness ζ.
3.4.2.3 Diagnostique des champs nuageux
La fraction nuageuse et le contenu en eau nuageuse moyen peuvent être diagnostiqués à partir








(X − α)G(X) dX (3.11)
où X symbolise la variable statistique (communément rt ou s) et G, la PDF associée à la
distribution statistique choisie. α quantifie le seuil de saturation dans la maille, il est égal à
rsat(T ) pour rt et à 0 pour s. La fraction nuageuse, comprise entre 0 et 1, est égale à l’aire sous
la courbe de la PDF au-delà du seuil de saturation. La figure 3.4 distingue les trois situations
possibles selon la position de la courbe par rapport au seuil de saturation :
1. Cas sous-saturé : la PDF est totalement sous le seuil de saturation et la fraction nuageuse
est nulle
2. Cas partiellement saturé : la fraction nuageuse est égale à l’aire sous la courbe (en rouge
sur la figure 3.4) au-delà du seuil de saturation (0 < CF < 1)
3. Cas totalement saturé : la PDF est totalement au-delà du seuil de saturation et la fraction
nuageuse est de 1 (aire en orange sur la figure 3.4).
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Les cas (1) et (3) correspondent au principe binaire d’un schéma « tout ou rien » : maille de
ciel clair ou maille entièrement nuageuse.
Figure 3.4 – Calcul de la fraction nuageuse dans un schéma statistique à partir de la PDF et
en fonction du seuil de saturation. La valeur moyenne de la variable X sur la maille est en vert.
Les trois situations possibles (1) à (3) décrites dans le texte sont en bleu.
3.4.3 Revue des évolutions des schémas statistiques existants
Pour des nuages de couche limite se formant par condensation stratiforme, Sommeria et
Deardorff (1977) et Mellor (1977) sont les premiers à démontrer la nécessité de paramétrer la
variabilité nuageuse sous-maille horizontale par une approche statistique pour pallier les défauts
des approches diagnostiques simples. Le calcul des champs nuageux repose sur une distribution
unimodale gaussienne. Mellor (1977) utilise les variables conservatives, rt et θl, comme variables
statistiques tandis que Sommeria et Deardorff (1977) les combinent sous l’unique variable s.
Bougeault (1981a) conteste l’hypothèse de gaussianité en montrant l’intérêt d’utiliser une distri-
bution asymétrique pour les cas de faibles fractions nuageuses. En cas de cumulus peu profonds,
il met en évidence la relation étroite entre la longue queue qui apparait dans la partie nuageuse
de la distribution et les effets de la convection peu profonde. Ainsi, Bougeault (1982) utilise une
distribution gamma avec une asymétrie positive pour les cas de cumulus peu profonds et conserve
la distribution gaussienne pour les stratocumulus « quasi-résolus ». Tendant vers une approche
unifiée des différents nuages, Bechtold et al. (1995) considèrent une distribution unimodale cal-
culée comme combinaison linéaire d’une distribution gaussienne (pour les nuages stratiformes)
et d’une distribution exponentielle (pour les nuages cumuliformes). Avec la même volonté de
s’adapter à la variété des régimes nuageux, Chaboureau et Bechtold (2002) et Chaboureau et
Bechtold (2005) proposent une paramétrisation de l’écart-type de l’écart local à la saturation
prenant en compte les effets de la turbulence et de la convection profonde.
Les modèles de climat ou de circulation générale incluent également des paramétrisations nua-
geuses statistiques. Klein et al. (2005) soulignent que l’extension de telles paramétrisations à des
modèles de grande échelle n’est pas triviale car elles sont initialement dédiées à la représentation
des nuages de couche limite qui sont associés à des mouvements à l’échelle de la turbulence. La
performance des schémas statistiques, et donc des distributions qu’ils utilisent, dépend fortement
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de l’échelle spatiale et du type de nuage considérés (Xu et Randall (1996)). Smith (1990) propose
le premier un schéma statistique adapté à la grande échelle et basé sur une distribution triangu-
laire définie pour l’humidité relative. Le fait qu’il considère une variance fixe, calculée à partir
d’un seuil critique d’humidité relative, apparente couramment ce schéma à un « RH-scheme ».
Cusack et al. (1999) proposent une paramétrisation de la variance permettant une adaptation de
la distribution triangulaire aux conditions dynamiques. A grande échelle, Ek et Marht (1991),
pour l’humidité relative, et Ricard et Royer (1993), pour l’écart local à la saturation, reprennent
l’hypothèse de gaussianité faite par Mellor (1977) en paramétrisant l’écart-type à partir des flux
turbulents. D’autres schémas statistiques de nuages plus récents intègrent les effets de la convec-
tion profonde. Ainsi, Bony et Emanuel (2001) utilisent une distribution log-normale unimodale
pour décrire la variabilité sous-maille du contenu en eau totale et couplent le schéma de nuages à
un schéma de convection profonde. Pour le traitement sous-maille, ce dernier fournit un contenu
local en eau nuageuse, résultant des différents processus microphysiques ayant lieu dans les sys-
tèmes convectifs. Dans les travaux de Tompkins (2002), la variabilité sous-maille du contenu
en eau totale est représentée par une distribution beta unimodale. Il considère pronostiquement
la variance et le coefficient d’asymétrie en établissant des équations d’évolution en fonction des
termes source et puits de chaque moment. Il tient compte en particulier des effets de la convection
profonde et souligne la difficulté de faire le lien avec la microphysique nuageuse. Cette distribu-
tion beta recquiert alors un caractère pronostique permettant une meilleure représentation de
l’évolution de la couche nuageuse dans le temps. En considérant la seule variabilité sous-maille
du contenu en eau totale, Bony et Emanuel (2001) et Tompkins (2002) supposent qu’à grande
échelle, les fluctuations de la température sont faibles devant celles de l’humidité. Cependant,
Tompkins (2003) montre que, bien que les fluctuations de la température aient une influence
moins importante que celles du contenu en eau totale sur les erreurs inhérentes au calcul de la
fraction nuageuse, elles ne peuvent pas pour autant être négligées et leur considération dans les
schémas de nuages est nécessaire. Cela corrobore les résultats exposés dans Perraud et al. (2011)
à méso-échelle (voir le chapitre 5).
Pour les nuages de couche limite, des analyses de données d’observation (Wood et Field
(2000), Price (2001) et Larson et al. (2001a)) ou de simulations à fine échelle ont montré que les
distributions des champs nuageux sont fréquemment asymétriques avec l’apparition d’un second
mode, notamment en cas de cumulus. Un tel mode, souvent localisé dans la partie nuageuse
de la distribution, n’est pas représenté avec l’hypothèse d’unimodalité et son absence engendre
une sous-estimation non-négligeable des champs nuageux. Sur le modèle d’un schéma « tout ou
rien », Lappen (1999) propose une distribution bimodale construite comme une combinaison li-
néaire de deux distributions de Dirac : l’une représentant la partie updraft et l’autre, la partie
downdraft. Une telle approximation n’est pas réellement satisfaisante car elle n’autorise pas les
fluctuations à l’intérieur des cellules ascendantes ou subsidentes. Intermédiaire entre l’hypothèse
de gaussianité simple de Sommeria et Deardorff (1977) et le modèle up/down de Lappen (1999),
les travaux de Lewellen et Yoh (1993) testent une distribution double gaussienne calculée comme
une combinaison linéaire de deux gaussiennes simples. Ils fournissent ainsi une distribution à
deux modes dont l’asymétrie est contrôlable et qui est conjointe au contenu en eau totale, à la
température potentielle et à la vitesse verticale, cette dernière permettant d’intégrer les mouve-
ments verticaux ayant lieu dans la masse d’air. A la suite de ces travaux, Larson et al. (2001a),
pour l’écart local à la saturation, et Larson et al. (2002), pour les trois variables conservatives,
montrent qu’il est possible d’émettre des hypothèses réduisant à trois le nombre de paramètres
à calculer pour la distribution double gaussienne, tout en continuant de représenter correcte-
ment toute la variété de nuages présents dans la couche limite. Soulevant toute la complexité
d’obtenir une approche unifiée, ils soulignent également qu’une telle distribution bimodale doit
pouvoir dériver vers une distribution symétrique et unimodale si nécessaire. La bimodalité im-
46 3. Les schémas de nuages dans les modèles numériques
plique inévitablement une sophistication du schéma de nuages mais en contrepartie, elle permet
une approche plus généralisée des divers régimes nuageux. Golaz et al. (2002a) et Golaz et al.
(2002b) utilisent cette même double gaussienne conjointe aux trois variables conservatives (rt,
θl et w) pour le calcul des champs nuageux mais l’emploient également pour des problèmes de
fermeture faisant appel à des moments d’ordres élevés. Ils déterminent les moments d’ordre 1 à
3 définissant la distribution double gaussienne à partir des équations pronostiques disponibles
et incluant des termes d’advection, de flottabilité. . . Enfin, pour des cas de nuages de couche li-
mite incluant des scénari de transitions nuageuses, Neggers (2009) utilise une distribution double
gaussienne pour les variables conservatives rt et θl en associant chaque gaussienne simple à une
composante de transport d’un schéma EDMF (Eddy Diffusivity / Mass Flux ) : le mode principal
pour la diffusion (environnement) et le second mode pour la convection peu profonde (nuage).
Il divise ainsi la distribution en une partie passive et une partie active du point de vue de la
flottabilité. D’autres travaux à l’image de Randall (1987), Lenderink et Siebesma (2000) et Klein
et al. (2005) suggéraient déjà le couplage d’un schéma statistique de nuages à un schéma en
flux de masse pour intégrer les effets de la convection peu profonde sur les couches nuageuses
convectives présentant de fortes variabilités sous-maille.
Un des objectifs de cette thèse est d’évaluer les différentes distributions statistiques, propo-
sées dans la littérature, pour la représentation des nuages sous-maille chauds non-précipitants
de couche limite à des résolutions de méso-échelle. Cette analyse se base sur des données de fine
échelle (LES) offrant une description détaillée des variables d’humidité et de température.
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Figure 3.5 – Résumé des différents types de schémas de nuages existants et de leurs caractéris-
tiques pour le traitement des nuages résolus et sous-maille.
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Chapitre 4
Evaluation de l’existant dans le modèle
Méso-NH pour le traitement des nuages
résolus
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L’objectif de ce quatrième chapitre est d’évaluer les paramétrisations nuageuses actuellement
disponibles dans les modèles de méso-échelle Méso-NH et AROME pour le traitement des nuages
résolus. Il existe deux schémas distincts fonctionnant indépendamment : un schéma d’ajustement
« tout ou rien » basé sur l’algorithme itératif de Langlois (1973) et un schéma statistique de
nuages sous-maille. Un schéma de nuages sous-maille doit être capable de dériver vers un schéma
de type « tout ou rien » en cas de nuages résolus. Ce chapitre consiste en une étude détaillée des
algorithmes correspondants en les isolant de leur contexte initial et en effectuant différents tests
de sensibilité. Par la suite, nous comparerons leurs résultats pour deux cas de nuages résolus
représentifs des phénomènes météorologiques susceptibles d’être simulés par AROME.
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4.1 Les modèles Méso-NH et AROME
4.1.1 Le modèle Méso-NH
Le modèle de recherche Méso-NH est un modèle atmosphérique de méso-échelle développé
conjointement par Météo-France (GAME/CNRM) et par le Laboratoire d’Aérologie depuis les
années 1990. Il permet de simuler une large gamme de phénomènes météorologiques de l’échelle
sous-synoptique (quelques centaines de kilomètres) jusqu’à la micro-échelle (quelques mètres,
échelle de la turbulence). Il peut ainsi être utilisé en configuration CRM, LES. . . Il est utilisé
dans ce chapitre à méso-échelle avec une configuration très proche de celle du modèle AROME
et avec la même résolution horizontale (∆x = 2, 5km).
Le modèle Méso-NH est un modèle à aire limitée non-hydrostatique (propriété fondamentale
pour les simulations avec des résolutions inférieures à 10km) dont les équations sont décrites par
Lafore et al. (1998). Il peut être initialisé à partir de champs atmosphériques déduits de sorties
numériques ou à partir de radiosondages. Les variables pronostiques dans le modèle Méso-NH
sont les trois composantes du vent, les rapports de mélange en vapeur et en hydrométéores, la
température potentielle de l’eau liquide ou encore l’énergie cinétique turbulente (TKE). L’hy-
pothèse anélastique permet au modèle Méso-NH de filtrer les ondes acoustiques n’ayant aucun
intérêt en météorologie. Du fait de la contrainte anélastique, la pression est une variable diag-
nostiquée par la résolution d’une équation elliptique grâce à une méthode itérative. Le schéma
d’advection pour les variables quantités de mouvement est centré du 4e ordre et la discrétisation
temporelle est réalisée suivant un schéma leap-frog. Un filtre d’Asselin permet de filtrer les oscil-
lations rapides. Les variables scalaires (θ, TKE, les rapports de mélange. . .) sont, quant à elles,
transportées par un schéma PPM (Piecewise Parabolic Method), associé à un schéma temporel
FIT (Forward In Time). Enfin, la coordonnée verticale, donnée par Gal-Chen et Sommerville
(1975), suit le relief dans la partie basse de l’atmosphère et est parallèle aux isohypses dans sa
partie haute.
Dans le modèle Méso-NH, l’application du schéma de nuages pour le calcul des contenus en
eau et de la fraction nuageuse est toujours faite en fin de pas de temps. C’est une étape clé
décidant ou non de l’apparition de nuages. Il fait suite au traitement de tous les processus dyna-
miques et physiques (advection, convection, turbulence, microphysique lente. . .) considérés dans
le modèle.
4.1.2 Le modèle AROME
Le modèle de prévision numérique du temps AROME (pour Application de la Recherche à
l’Opérationnel à Méso-Echelle) est opérationnel à Météo-France depuis décembre 2008 sur un
domaine couvrant la totalité de la France. C’est un modèle de méso-échelle (∆x = 2, 5km)
non-hydrostatique et complètement incompressible incluant un outil d’assimilation de données
(3D-VAR). Il est construit à partir de la dynamique de ALADIN-NH (autre modèle de prévision
à aire limité de Météo-France, ∆x = 10km) et de la physique de Méso-NH (Bouttier et al. (2006)).
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La physique importée du modèle Méso-NH compte notamment :
– une paramétrisation de la microphysique à un moment prenant en compte cinq classes
d’hydrométéores : gouttelettes d’eau liquide nuageuse, cristaux de glace, gouttes de pluie,
flocons de neige et graupels (schéma ICE3, Pinty et Jabouille (1998))
– une paramétrisation de la turbulence avec une fermeture en énergie cinétique turbulente
pronostique (Cuxart et al. (2000))
– un schéma de convection peu profonde (schéma MF, Pergaud et al. (2009)), la convection
profonde étant supposée résolue à 2,5 km
– une paramétrisation de la condensation sous-maille (Bechtold et al. (1995)).
AROME est un modèle spectral pour sa dynamique. Un schéma numérique semi-lagrangien
est utilisé pour le transport des variables et le schéma temporel est un schéma numérique semi-
implicite. Dans AROME, le schéma de nuages est appliqué en tout début de pas de temps dans
l’espace physique (donc en points de grille), sur les variables thermodynamiques ayant été désa-
justées au pas de temps précédent. Le reste de la physique est ordonné de la même façon que
dans Méso-NH en fin de pas de temps.
4.2 Les schémas de nuages en pratique dans Méso-NH et AROME
4.2.1 Algoritmes itératifs d’ajustement à saturation « tout ou rien »
4.2.1.1 Algorithme de référence
Le premier algorithme itératif d’ajustement à saturation de type « tout ou rien », considéré
ici, est un algorithme basique et précis pour les calculs des champs ajustés d’humidité et de
température. Il ne peut pas être utilisé à des fins opérationnnelles car sa convergence vers un
état ajusté stable est plutôt lente et coûteuse en temps de calcul. Il est utilisé dans ce chapitre à
titre de référence auquel seront comparés les deux algorithmes décrits ci-après. L’algorithme de
référence considère un critère de saturation en moyenne quantifié par rsat(T˜ ) et dépendant de la
phase traitée (chaude, mixte ou froide) et agit sur les variables thermodynamiques moyennées à
l’échelle de la maille. Pour tester la saturation, il ne tient pas compte de la répartition de l’eau
entre la vapeur, l’eau liquide et la glace de l’ébauche, il considère simplement le contenu en eau
totale dans la maille. Enfin, le processus d’itérations est simple : la sortie de l’itération courante
est utilisée comme entrée de l’itération suivante.
La phase chaude La figure 4.1 donne l’algorithme de référence pour le traitement de la phase
chaude (T˜ ≥0˚ C). Le seuil de saturation en moyenne est tel que rsat(T˜ ) = rsatl(T˜ ). S’il y a sur-
saturation en moyenne (encadré rouge), la condensation se déclenche et la quantité d’eau liquide
créée est égale à la différence entre r˜t et rsatl(T˜ ), correspondant au surplus de vapeur par rapport
à la saturation. S’il y a sous-saturation en moyenne (encadré bleu), toute l’eau est à l’état de
vapeur (rv = r˜t).
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Figure 4.1 – Algorithme de référence pour la phase chaude.
La phase froide De la même façon, la figure 4.2 donne l’algorithme de référence pour le
traitement de la phase froide (T˜ ≤ T00). Le principe est le même mais le seuil de saturation en
moyenne est défini tel que rsat(T˜ ) = rsati(T˜ ) et seule de la glace est créée par condensation solide
en cas de sursaturation moyenne dans la maille.
Figure 4.2 – Algorithme de référence pour la phase froide.
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La phase mixte La figure 4.3 donne l’algorithme de référence pour le traitement de la phase
mixte (T00 < T˜ < 0 C˚). Le seuil de saturation rsat(T˜ ) est une combinaison linéaire de rsatl(T˜ )
et de rsati(T˜ ) comme dans la section 3.3.1.2. Le traitement de la phase mixte nécessite de diffé-
rencier les cas où l’ébauche présente de l’eau nuageuse surfondue et/ou solide et le cas où il n’y
en a pas. Dans Méso-NH et AROME, si r˜l + r˜i > 10−12kg.kg−1, la sursaturation en moyenne
amène à la création de condensats nuageux en quantité égale à r˜t − rsat(T˜ ) et réparti entre rl et
ri grâce aux coefficients CND et DEP (Lord et al. (1984)). Dans le cas où l’ébauche ne contient
pas d’eau nuageuse et que la vapeur d’eau est sursaturante en moyenne, seule la surfusion est
déclenchée (conformément à la section 2.3.3) et la glace ne peut apparaître qu’au cours des ité-
rations suivantes. Enfin, comme pour les phases chaude et froide, la totalité de l’eau est à l’état
de vapeur en cas de sous-saturation.
Figure 4.3 – Algorithme de référence pour la phase mixte.
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4.2.1.2 Algorithme de Langlois
L’algorithme itératif de Langlois est un deuxième algorithme d’ajustement à saturation de
type « tout ou rien ». Selon Langlois (1973), si la température dans une maille est intialement
égale à T˜ et le contenu en vapeur à r˜v, tel que r˜v > rsat(T˜ ), la condensation de la vapeur en eau
nuageuse réduit le contenu en vapeur à rsat(T˜ ) et réchauffe l’air jusqu’à une nouvelle température
T telle que :
Cp(T − T˜ ) = L(r˜v − rsat(T )) (4.1)
où L est la chaleur latente de vaporisation et/ou de sublimation suivant la température telle
que L = CND.Lv + DEP.Ls, la dépendance de L, de Lv et de Ls à T étant ignorée. Il existe
une unique valeur de T satisfaisant la relation 4.1 et pour laquelle le système est en équilibre
thermodynamique. En d’autres mots, on recherche le zéro de la fonction de T suivante :






L’utilisation des séries de Taylor-Young pour la fonction F permet d’écrire l’équation F (T ) = 0
sous la forme T = H(T ) avec :








Le théorème du point fixe (voir l’annexe B.1.1) assure une unique solution à l’équation T = H(T )
et l’utilisation du théorème généralisé de Newton-Raphson (voir l’annexe B.1.2) assure la conver-
gence rapide du schéma itératif de type T k+1 = H(T k) tel que T 0 = T˜ .
Après calculs (exposés dans l’annexe B.2), dans Méso-NH et AROME, l’algorithme de Lan-
glois ne fournit pas directement les champs d’humidité et de température ajustés mais donne des
corrections, appelées tendances, à appliquer aux valeurs de l’ébauche afin de rétablir l’équilibre
thermodynamique moyen (Lord et al. (1984)). Si la vapeur est sursaturante en moyenne et que la
condensation est déclenchée, l’algorithme de Langlois fournit un terme source (positif) pour les
condensats nuageux et un terme puits (négatif) pour la vapeur d’eau. L’évaporation/sublimation
fournira à l’inverse, un terme source pour la vapeur et un terme puits pour les condensats nua-
geux.
L’algorithme de Langlois implique les mêmes approximations que l’algorithme de référence
pour le traitement de la phase mixte. Le rapport de mélange saturant est calculé à partir l’ex-
pression 3.8 permettant de retrouver simplement rsatl en phase chaude et rsati en phase froide.
De plus, dans le cas où l’ébauche ne contient pas d’eau nuageuse, l’algorithme de Langlois ne
crée que de l’eau surfondue à la première itération.
Pour les modèles opérationnels tournant quotidiennement, l’optimisation du temps de calcul
est importante. Le nombre limité d’itérations que nécessite l’algorithme de Langlois pour conver-
ger (voir la section 4.3 suivante), est un atout certain par rapport à l’algorithme de référence.
Néanmois, cette rapidité de calcul est acquise au détriment de la précision puisque son dévelop-
pement nécessite une approximation dans l’utilisation des séries de Taylor-Young. Cela étant, les
nombreux tests que nous avons menés montrent que cette perte de précision a un impact minime
sur les champs ajustés.
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4.2.2 Le schéma statistique sous-maille
En pratique, dans AROME et Méso-NH, la variabilité nuageuse sous-maille horizontale est
décrite par une distribution statistique associée à l’écart local à la saturation s et calculée comme
une combinaison linéaire d’une distribution gaussienne simple Ggauss et d’une distribution ex-
ponentielle Gexp (proposées par Bougeault (1981a)). Cette distribution est donnée par Bechtold
et al. (1995) :
G =

Ggauss, si Q1 > 0
0.5
[−Q1Gexp + (2 +Q1)Ggauss], si − 2 ≤ Q1 ≤ 0
Gexp, si Q1 < −2
(4.4)
où Q1 est une variable conservative équivalente à la valeur moyenne de s normalisée (al est défini





Cette distribution G est une interpolation linéaire entre deux cas extrêmes : les cas de stra-
tocumulus associés aux valeurs positives de Q1 et représentés par une distribution gaussienne
simple et les cas de cumulus associés aux valeurs de Q1 inférieures à -2 et représentés par une
distribution exponentielle avec une skewness positive. Cette approche considère donc une dis-
tribution asymétrique au lieu d’une distribution gaussienne simple symétrique (Bechtold et al.
(1992)) inadaptée à la représentation des nuages convectifs. La flexibilité de cette distribution
est cependant limitée car la skewness de la distribution exponentielle est fixe et égale à 2.
Afin d’éviter les calculs intégraux des champs nuageux, des formules analytiques, dépendant
exclusivement de Q1, sont utilisées pour calculer CF (Eq. 4.6) et rc (Eq. 4.7). Elles sont suggérées
par Cuijpers et Bechtold (1995) à partir de simulations LES pour des cas de nuages de couche
limite et reprises par Chaboureau et Bechtold (2002) qui les extrapolent notamment à des cas












e(1,2Q1−1) si Q1 > 0
e−1 + 0, 66Q1 + 0, 086Q21 si − 2 ≤ Q1 ≤ 0
Q1 si Q1 < −2
(4.7)
Deux options sont disponibles pour le calcul de σs.
1. L’écart-type σs est originellement déduit du schéma de turbulence en fonction des moments
d’ordre 2 (variances et covariance) des variables conservatives (en l’absence de précipita-
tions) rt et θl (Eq. 4.8). Cette formulation de σsturb, qui découle directement de l’expression




















Au choix de l’utilisateur et suivant le type de nuages étudié, il peut être ajouté une contribu-
tion du schéma de convection peu profonde EDKF (Pergaud et al. (2009)) pour l’écart-type
σs ou pour la fraction nuageuse et le contenu en eau nuageuse, dépendant notamment de
la part de thermiques dans la maille.
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2. En parallèle, grâce à une approximation de fermeture du premier ordre, Chaboureau et
Bechtold (2002)) simplifient l’expression 4.8 en y introduisant les gradients verticaux de rt






)2 − 2abC−1pm∂hl∂z ∂rt∂z + b2C−2pm(∂hl∂z )2]1/2 (4.9)
où cσ est une constante de proportionnalité, l est la longueur de mélange et Cpm est la
chaleur massique de l’air humide. Les quantités a et b sont données par Chaboureau et
Bechtold (2002). Cette formulation de σs est adaptée à la représentation des nuages de
couche limite et particulièrement aux régimes stables, tels que les stratocumulus, pour les-
quels la variabilité nuageuse sous-maille horizontale est faible. Cependant, elle ne permet
pas de représenter la forte variabilité nuageuse sous-maille, spatiale et temporelle, associée
notamment aux phénomènes convectifs (surtout profonds). Pour y remédier, Chaboureau
et Bechtold (2005) ajoutent à la contribution turbulente σsturb, une contribution convective
σsconv proportionnelle au flux de masse convectif M (pour plus de détails, voir les travaux
de Chaboureau et Bechtold (2005)) :
σsconv = αMf(z/z
∗) (4.10)






Ainsi, la figure 4.4 (Chaboureau et Bechtold (2005)) montre l’évolution temporelle de σs
pour le cas ARM (Brown et al. (2002)) simulé (a) par un CRM, (b) en ne considérant
que σsturb, (c) en considérant σsturb et σsconv (expression 4.11). La figure 4.4d représente
l’évolution temporelle du flux de mass convectif. La nécessité de σsconv est évidente et les
plus fortes valeurs de σs (5.10−4 à 10−3) sont observées dans les ascendances convectives
où la variabilité nuageuse est la plus forte. La contribution turbulente σsturb (Figure 4.4b)
concerne l’environnement stable des thermiques pour lequel les valeurs de σs n’excèdent
pas 3.10−4.
Figure 4.4 – Evolution temporelle de σs pour le cas ARM (a) simulé par un CRM, (b) égal à
σsturb et (c) calculé à partir de l’expression 4.11 incluant la contribution convective. L’évolution
temporelle du flux de masse convectif (en kg.s−1.m−2) est donnée en (d). Sur les échelles de gris,
les valeurs de σs sont réduites d’un facteur 104, celles du flux de masse d’un facteur 102. Extrait
de Chaboureau et Bechtold (2005).
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4.3 Etude off-line des trois algorithmes de traitement des nuages
Une étude off-line, consistant à isoler les schémas de nuages de leur contexte initial Méso−NH,
a été réalisée afin d’étudier notamment sensibilité de l’état ajusté à des variations de l’ébauche.
Chaque cas-test servant d’ébauche est construit à partir de profils Méso-NH obtenus pour le cas
COPT81 et comprend :
– un triplet de variables conservatives (P˜ , θ˜l, r˜t)
– des valeurs pour r˜v, r˜l, r˜i telles que r˜t = r˜v + r˜l + r˜i
Le tableau 4.1 donne les ordres de grandeurs utilisés pour les variables conservatives de ces
cas-tests.





Table 4.1 – Ordres de grandeurs utilisés pour les variables conservatives pour la construction
des cas-tests de l’étude off-line.
Deux types de tests ont ensuite été réalisées :
1. Etude de sensibilité à des variations des variables conservatives de l’ébauche : θ˜l de ±5K
et r˜t divisé ou multiplié par deux. L’objectif est notamment de vérifier si θl et rt sont bien
conservés suite à l’application des schémas de nuages.
2. Etude de sensibilité à des variations de r˜v, de r˜l et de r˜i de l’ébauche pour θ˜l et r˜t fixés.
Puisqu’il existe un unique état ajusté pour chaque triplet de variables conservatives, il doit
rester inchangé malgré ces variations, quelque soit l’algorithme utilisé. Pour un nombre
d’itérations donné, il est intéressant de voir si les trois schémas convergent tous correcte-
ment même si l’ébauche est très éloignée de l’état ajusté recherché.
Pour ces tests, il est indispensable de distinguer les résultats obtenus en cas chauds et froids de
ceux obtenus en cas mixtes, c’est en effet pour ceux-là qu’apparaissent les principales difficultés.
Cette étude ayant été faite de façon très détaillée, nous en résumons dans cette section les points
importants.
4.3.1 Etude off-line des algorithmes itératifs de « tout ou rien »
4.3.1.1 Le choix du nombre d’itérations
Pour chaque algorithme de « tout ou rien », un nombre minimum d’itérations est requis
pour assurer la convergence vers l’état ajusté stable recherché et ce, quelque soit la phase trai-
tée (chaude, froide ou mixte). Les nombres d’itérations donnés dans le tableau 4.2 englobent
le traitement de la phase mixte, ainsi, pour les phases chaude et froide plus simples à considé-
rer, ils pourraient être diminués de moitié. Les nombres d’itérations, choisis pour effectuer nos
tests en off-line (colonne de droite), ont été pris supérieurs aux minima requis afin d’assurer la
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convergence des algorithmes quelque soit l’ébauche choisie, aussi éloignée soit-elle de l’état ajusté.
L’algorithme de référence nécessite deux fois plus d’itérations que l’algorithme de Langlois pour
converger.
Nombre d’itérations minimum Nombre d’itérations choisi
pour un état ajusté stable pour les tests
Algorithme de référence 15 18
Algorithme de Langlois 7 8
Table 4.2 – Nombre d’itérations nécessaires pour assurer la convergence chaque algorithme de
« tout ou rien »
En pratique dans Méso-NH et AROME, une seule itération est faite pour l’ajustement à
saturation de Langlois. Même si l’ébauche est très peu éloignée de l’état ajusté recherché, ces
tests de sensibilité au nombre d’itérations laissent à penser qu’un minimum de deux itérations
est nécessaire pour assurer la convergence. Ce minimum de deux itérations devient indispensable
si on choisit de mener les calculs de l’algorithme de Langlois à partir de T (voir la section 4.3.1.2).
4.3.1.2 Le traitement de la phase mixte
Pour les cas chauds et froids testés, les deux algorithmes de « tout ou rien » fournissent
des états ajustés quasiment identiques, l’équilibre biphasique étant assez simple à rétablir. Le
traitement de la phase mixte, entre T00 et 0˚ C (voir la section 3.2.4), est plus problématique.
Notez que dans les modèles Méso-NH et AROME, T00 = −40˚ C pour le schéma d’ajustement
« tout ou rien ». Dans l’ébauche, en phase mixte, la répartition initiale de l’eau nuageuse entre
l’eau surfondue et la glace détermine la température. Les conditions de saturation peuvent donc
être différentes d’une ébauche à l’autre même si θ˜l et r˜t sont fixés. Pour un nombre d’itérations
constant, les variations de r˜l et de r˜i de l’ébauche justifient en partie que l’on obtienne des états
ajustés différents avec un même algorithme.
Conservation imparfaite de θl Contrairement à l’algorithme de référence, l’algorithme de
Langlois ne permet pas la conservation parfaite de θl après ajustement à saturation en phase
mixte. En théorie, θl ne reflète pas les échanges de chaleur dus aux changements d’état de l’eau
et doit donc être conservé. Ce problème est visible pour des situations très froides (faibles θ˜l)
ou très humides (forts r˜t), autrement dit pour lesquelles la condensation peut être importante.
L’algorithme de Langlois repose sur une approximation à l’ordre 2 pouvant justifier en partie
ces décalages (relativement faibles) sur θl. La prise en compte des variations de Lv, Ls et Cp en
fonction de la température dans l’algorithme de Langlois (ignorées initialement dans Méso-NH
et AROME) n’améliore pas les résultats.
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Répartition eau surfondue/glace Comme vu dans le chapitre précédent, les calculs du rap-
port de mélange saturant et de la répartition de l’eau nuageuse entre l’eau surfondue et la glace
en phase mixte dépendent du calcul des coefficients CND et DEP . Les deux méthodes décrites
dans la section 3.2.4 ont été évaluées. Une série de tests considérant une ébauche construite à
partir d’un état ajusté choisi (rv, rl, ri et T ) et déterminant une ébauche (P˜ , θ˜l, r˜t), ont permis
de constater que les deux algorithmes retrouvent l’état ajusté avec une plus grande précision si
les calculs sont menés à partir de la température.
Calcul du contenu en condensats nuageux avec l’algorithme de Langlois Dans sa
forme originale, l’algorithme de Langlois aboutit au calcul de tendances à appliquer directement
à r˜l et r˜i afin de rétablir l’équilibre multiphasique. Il semble plus sûr d’appliquer cet algorithme
au contenu en condensats nuageux r˜c = r˜l+ r˜i. Cette modification est justifiée en phase mixte car
elle ne tient pas compte de la répartition eau surfondue/glace de l’ébauche, potentiellement faus-
sée par l’application des paramétrisations dynamiques et physiques antérieures à l’ajustement
dans le pas de temps courant ou par les approximations faites lors des itérations successives
(voir la section 4.2.1). Une correction est donc calculée pour rc qui est ensuite réparti entre rl
et ri. Cette modification est tout à fait cohérente avec le souhait de considérer un algorithme de
Langlois basé sur la température plutôt que sur les rapports de mélange r˜l et de r˜i comme dans
l’algorithme actuel (voir le paragraphe suivant).
Cas particulier : r˜v = r˜t et r˜l = r˜i = 0 La difficulté de traiter le cas particulier d’ébauche où
r˜v = r˜t et r˜l = r˜i = 0, a priori très éloigné de l’état ajusté, a déjà été évoquée. Ce cas correspond
à la formation de nuages mixtes dans une masse d’air où aucune eau nuageuse n’est initialement
présente. Dans ce cas, les algorithmes de référence et de Langlois n’autorise que la création d’eau
surfondue. Les itérations suivantes permettent la création de glace. L’algorithme de Langlois peut
être simplifié en menant les calculs d’ajustement en fonction de la température afin d’ignorer ce
cas particulier. On ne tient plus compte du mode de formation des nuages mixtes mais comme
les tests ont pu le montrer, les résultats n’en souffrent pas grâce aux itérations, ils sont même
sensiblement meilleurs.
4.3.2 Etude off-line du schéma statistique sous-maille
Le schéma statistique sous-maille a également été évalué en considérant une méthode équi-
valente en off-line. Le même défaut dans la conservation de θl a été constaté, également pour des
cas particulièrement froids ou humides pouvant amener une forte condensation.
Répartition eau surfondue/glace En cas froids et mixtes (présence de glace), l’algorithme
de référence et le schéma statistique sous-maille ont montré des résultats assez différents avec un
contenu en glace plus important et une absence totale d’eau surfondue entre -40 et -20˚ C pour
le second. Dans le schéma statistique sous-maille original des modèles Méso-NH et AROME,
T00=-20˚ C au lieu de -40˚ C, limitant l’étendue de la phase mixte. Le choix de -40˚ C permet de
considérer toute la gamme de valeurs de T pour lesquelles la présence d’eau surfondue a été
relevée lors de campagnes d’observation, tandis que le choix de -20˚ C se justifie par le fait que la
probabilité de présence d’eau surfonde en-dessous de ce seuil est très faible (voir la section 2.3.3).
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De plus, dans le schéma statistique sous-maille, CND et DEP sont calculés en fonction de T˜l au
lieu de T˜ dans l’algorithme de condensation sous-maille. En phase mixte, cette approximation
(inspirée de Sommeria et Deardorff (1977)) permet d’ignorer l’impact de la répartition eau sur-
fondue/glace de l’ébauche sur le calcul de T˜ . Puisque T˜l ≤ T˜ , la part de glace est donc légèrement
surestimée. En alignant le schéma statistique sous-maille sur les deux algorithmes de « tout ou
rien » précédents, en considérant la même valeur de T00 (-40 ou -20˚ C) et des calculs dépendant
de T˜ , nous retrouvons des états ajustés équivalents dans les trois cas pour une ébauche donnée.
Sensibilité à des variations de σs La sensibilité du schéma statistique sous-maille à σs a
été évaluée avec σs = 10−6, 10−5 puis 10−4.
1. Sous-saturation en moyenne : rt < rsat(T ). Selon l’expression 4.5, le cas de sous-
saturation en moyenne correspond à des valeurs de Q1 négatives (al > 0). Bechtold et al.
(1995) les associent à des régimes convectifs peu profonds pour lesquels la variabilité nua-
geuse sous-maille doit être considéree (CF < 1). La figure 4.5 montre deux distributions
telles que s < 0. Une augmentation de la largeur de la distribution (par exemple de
σs1 = 10
−6 ou 10−5 à σs2 = 10−4) permet l’apparition d’eau nuageuse sous-maille (CF
colorée en rose sur la figure 4.5) par dépassement de la saturation localement dans la maille
(s = 0). Cela montre qu’en cas de sous-saturation en moyenne, une augmentation de σs
favorise le déclenchement de la condensation sous-maille. Des faibles valeurs de σs inhibent
ses effets puisque les fluctuations autour de s sont insuffisantes pour que s > 0 localement.
Figure 4.5 – Etude de sensibilité à la valeur de σs pour le schéma statistique sous-maille en cas
de sous-saturation en moyenne (rt < rsat(T )).
2. Sursaturation en moyenne : rt ≥ rsat(T ). Ce second cas correspond à des valeurs po-
sitives de Q1 que Bechtold et al. (1995) associent à des couches nuageuses stratiformes
quasi-résolues à l’échelle de la maille. La figure 4.6 est analogue à la précédente mais les
distributions sont telles que s ≥ 0 et que CF ≈ 100%. Une distribution étroite (σs1 = 10−6
ou 10−5) correspond à un nuage totalement résolu (CF = 100%, aire grise sur la figure
4.6). Tant que la sursaturation en moyenne se maintient, une augmentation de σs (jusqu’à
σs2 = 10
−4 par exemple) contribue à l’apparition de zones de ciel clair (s < 0 localement,
élargissement de la PDF et CF < 100%) dans un nuage initialement homogène sur la maille.
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Figure 4.6 – Etude de sensibilité à la valeur de σs pour le schéma statistique sous-maille en cas
de sursaturation en moyenne (rt ≥ rsat(T )).
Ces constatations permettent de relier les problèmes associés à la représentation des nuages
de couche limite dans AROME à une sous-estimation de σs. En effet, en cas de sous-saturation
en moyenne, malgré de fortes humidité relatives, la condensation sous-maille ne se déclenche pas
car la distribution est trop étroite et les zones où 0 < CF < 100% ne sont pas représentées.
Dès l’instant où il y a sursaturation en moyenne, la distribution étroite passe en totalité au-delà
du seuil de saturation et le nuage est résolu (CF = 100%). La sous-estimation de σs inhibe les
effets de la condensation sous-maille et impose une transition brutale entre une maille de ciel
clair et une maille entièrement nuageuse comme en cas de « tout ou rien ». Cela engendre, par
la suite, une mauvaise représentation des bords des nuages ou encore une dissipation trop rapide
des couches nuageuses.
4.4 Applications sur deux cas d’étude de nuages résolus
4.4.1 Modifications apportées aux schémas de nuages des modèles Méso-NH
et AROME pour l’étude de cas de nuages résolus
Cette section évalue la capacité du schéma statistique sous-maille de Méso-NH et AROME à
dériver correctement vers un schéma de type « tout ou rien » pour la représentation des nuages
résolus. Deux cas de nuages résolus, impliquant la phase mixte et considérés à une résolution de
2,5 km, sont étudiés : un cas idéalisé de ligne de grains et un cas réel de pluies intenses dans la
région méditerranéenne. Des premières simulations, dites de référence, ont été réalisées à partir du
schéma d’ajustement « tout ou rien » de Langlois et du schémas statistique sous-maille originaux,
elles sont notées respectivment TRref et SMref. Une deuxième série de simulations, notées TRmod
et SMmod, utilisent respectivement ces deux schémas en incluant des modications pour qu’ils
aient des caractéristiques équivalentes pour le traitement des nuages résolus. Les modifications,
déduites de l’étude off-line précédente, sont les suivantes :
1. Le schéma d’ajustement « tout ou rien » est réécrit en fonction de la température au lieu des
rapports de mélange (notamment pour le calcul de CND et DEP selon Lord et al. (1984)).
Il fournit, à la fin des calculs itératifs, une correction à appliquer au contenu en condensat
nuageux total pour rétablir l’équilibre triphasique, plutôt que de corriger séparément les
contenus en eau liquide nuageuse et en glace. Le nombre d’itérations est imposé à deux au
lieu d’une seule comme actuellement dans Méso-NH et AROME.
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2. Dans le schéma statistique sous-maille, les coefficients CND et DEP sont calculés en
fonction de T au lieu de Tl. De plus, σs est imposé à 10−6 afin d’inhiber les effets de la
condensation sous-maille et de ne considérer que la partie résolue des nuages.
Les simulations incluant ces modifications pour les deux cas de nuages résolus ont été réali-
sées avec T00 égale à -40˚ C puis -20˚ C pour le schéma d’ajustement « tout ou rien » et le schéma
statistique sous-maille.
4.4.2 Cas idéalisé d’une ligne de grains COPT81
4.4.2.1 Description du cas
Le modèle Méso-NH est utilisé pour simuler une ligne de grains tropicale, formée le 23 juin
1981 durant le programme d’observations COPT81 (COnvection Profonde Tropicale 1981 ). Il a
permis l’étude de la formation (dynamique, électrique. . .) et de l’évolution des cellules convec-
tives et des lignes de grains dans les régions tropicales (Redelsperger et Lafore (1988) ; Caniaux
et al. (1994)). Cette ligne de grain tropicale est représentative des systèmes convectifs profonds
ou stratiformes susceptibles d’être modélisés par AROME.
Ce cas est traité comme un cas idéalisé 2D dont les profils initiaux correspondent aux ob-
servations faites pendant la campagne COPT81. Une ligne de grain se compose d’une partie
stratiforme avec des précipitations modérées (répérée par la lettre B sur la figure 4.7), succédant
à une partie convective beaucoup plus pluvieuse (répérée par la lettre A sur la figure 4.7). Les
simulations (dont la configuration est donnée par le tableau 4.3) ont été réalisées sur 8 heures
afin de pouvoir étudier l’état stationnarisé de la ligne de grains. Un refroidissement appliqué en
début de simulation permet de déclencher la convection et d’initier sa formation.
Figure 4.7 – Coupe verticale de la vitesse verticale (en m.s−1) pour le cas de ligne de grains
issu de COPT81. La lettre A repère la partie convective de la ligne de grains avec de fortes
ascendances et la lettre B, la partie stratiforme. Les abscisses sont en mètres et l’altitude sur
l’axe des ordonnées est en kilomètres.
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Cas idéalisé d’une ligne de grains (COPT81)
Simulation Mono-modèle
Résolution horizontale 2.5km
Nombre de points 160 points
Niveaux verticaux 46 (jusqu’à 22km)
Pas de temps 5s
Schéma de turbulence 3D
Longueur de mélange : DELT
Schéma d’advection
pour les variables PPM
météorologiques
Modèle de microphysique Mixte ICE3
avec glace, neige et graupel
Condensation sous-maille Contribution de la
turbulence (σs, exp. 4.8)
Durée de simulation 8h
Refroidissement initial -0.01K/s sur 600s, sur une longueur de 12 km et
sur une hauteur de 4km en partant du sol
Table 4.3 – Configuration des simulations pour le cas idéalisé d’une ligne de grains tiré de la
campagne COPT81
4.4.2.2 Schéma d’ajustement « tout ou rien » versus schéma statistique sous-maille
Pour ce cas de ligne de grains COPT81, les coupes verticales de la figure 4.8 des champs
nuageux CF , rl et ri sont obtenus en sortie des simulations de référence : avec le schéma d’ajus-
tement « tout ou rien » pour la colonne de gauche et avec le schéma de condensation sous-maille
pour la colonne de droite. La comparaison de TRref et SMref confirme que le schéma statistique
sous-maille fournit des valeurs de fraction nuageuse comprise entre 0 et 1, absentes avec le schéma
d’ajustement « tout ou rien ». Une première zone résolue correspond à la partie convective de la
ligne de grains, elle montre des valeurs de CF très proches de 1 (valeurs rouges) et est correc-
tement représentée par les deux schémas. La seconde, sous-maille, concerne la partie stratiforme
telle que CF < 1 et est en partie ignorée par le schéma d’ajustement « tout ou rien ». L’isoligne
tracée sur les coupes verticales de rl et de ri (Figures 4.8a et 4.8b) marque des zones de faibles
valeurs plus étendues pour SMref que pour TRref du fait de la représentation de la variabilité
nuageuse sous-maille horizontale. Enfin, la coupe verticale de ri pour SMref montre des valeurs
beaucoup plus importantes, particulièrement dans la partie convective de la ligne de grains. Le
fait que T00=-20˚ C pour SMref au lieu de -40˚ C pour TRref et que le calcul de CND et DEP
dépende de Tl explique cette différence.
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Figure 4.8 – Coupes verticales des champs (a) de contenu en eau liquide nuageuse, (b) de contenu
en glace et (c) de fraction nuageuse pour le cas de ligne de grains issu de COPT81, simulé en
utilisant le schéma d’ajustement « tout ou rien » (TRref, colonne de gauche) et le schéma de
statistique sous-maille (SMref, colonne de droite) originaux. Les contenus en eau nuageuse sont
moyennés sur la 8e heure de simulation et la fraction nuageuse est tracée à la fin de la 8e heure.
Pour les contenus en eau nuageuse, l’isoligne correspond à la valeur 0.01 g.kg−1 pour rl et la
valeur 0.0001 g.kg−1 pour ri.
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Les coupes verticales de la figure 4.9 sont obtenues à partir du schéma d’ajustement « tout
ou rien » (TRmod, colonne de gauche) et du schéma statistique sous-maille (SMmod, colonne
de droite) incluant les modifications de la section 4.4.1 et tels que T00 =-20˚ C. Les deux sché-
mas, traitant des nuages résolus, fournissent maintenant des résultats équivalents. A l’image d’un
schéma de type « tout ou rien », le schéma statistique sous-maille fournit seulement deux valeurs
pour CF , 0 et 1 (Figure 4.9c). Les coupes verticales de rl et ri (Figures 4.9a et 4.9b) montrent
des zones de mêmes étendues et des maxima similaires, particulièrement pour la glace. Le fait
de considérer la valeur minimale de σs, associée à une distribution statistique très étroite, inhibe
bien les effets de la condensation sous-maille, la zone de faibles valeurs délimitée par l’isoligne
étant réduite pour SMmod. Toutes ces remarques restent valables lorsque T00 =-40˚ C, le champ
de contenu en glace étant moins étendu (notamment à l’arrière de la ligne de grains) et les
maxima de ri étant moins importants pour les deux schémas (coupes verticales correspondantes
non montrées ici).
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Figure 4.9 – Coupes verticales des champs (a) de contenu en eau liquide nuageuse, (b) de contenu
en glace et (c) de fraction nuageuse pour le cas de ligne de grains issu de COPT81, simulé en
utilisant le schéma d’ajustement « tout ou rien » (TRmod, colonne de gauche) et le schéma
statistique sous-maille (SMmod, colonne de droite) modifiés. Les contenus en eau nuageuse sont
moyennés sur la 8e heure de simulation et la fraction nuageuse est tracée à la fin de la 8e heure.
Pour les contenus en eau nuageuse, l’isoligne correspond à la valeur 0.01 g.kg−1 pour rl et la
valeur 0.0001 g.kg−1 pour ri.
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4.4.3 Cas réel de pluies intenses sur le Gard
4.4.3.1 Description du cas
Les 8 et 9 septembre 2002, des épisodes de fortes pluies, liés au développement d’un système
convectif de méso-échelle intense, ont eu lieu sur la région des Cévennes (France) et notamment
sur le département du Gard. Les travaux de Delrieu et al. (2005) et de Nuissier et al. (2008)
décrivent les conditions météorologiques particulières, typiques de la région méditerranéenne,
observées entre 0400 UTC le 8 septembre et 1200 UTC le 9 septembre 2002 et permettant l’ini-
tiation d’instabilités convectives.
Les simulations ont été réalisées avec le modèle Méso-NH en utilisant deux domaines im-
briqués (∆x=2.5 et 10 km). Les configurations considérées pour les modèles père et fils en
grid-nesting sont données dans le tableau 4.4. Les simulations ont été réalisées sur 6 heures re-
produisant ces évènements de pluies intenses entre 1200UTC et 1800UTC dans la journée du 08
septembre 2002. La figure 4.10 donne le champ de précipitations cumulées pour le 08 septembre
2002 entre 1200UTC et 1800UTC obtenu à partir des observations et à partir des simulations.
Cas réel de pluies intenses sur le département du Gard (France)
Modèle père Modèle fils
Résolution horizontale 10km 2.5km
Nombre de points 288 points 288 points
Niveaux verticaux 40 40
(jusqu’à 20km) (jusqu’à 20km)
Pas de temps 24s 6s
Schéma de turbulence 1D 1D
Longueur de mélange BL89 BL89
Schéma d’advection
pour les variables PPM PPM
météorologiques
Modèle de microphysique Mixte ICE3 Mixte ICE3
avec glace, neige et graupel avec glace, neige et graupel
Condensation sous-maille Contribution de la Contribution de la
turbulence (σs, exp. 4.8) turbulence (σs, exp. 4.8)
Durée de simulation 6h 6h
Table 4.4 – Configuration des simulations pour le cas réel de pluies intenses ayant eu lieu sur
le département du Gard (France) le 8 septembre 2002.
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Figure 4.10 – Champ de précipitations cumulées pour le 08 septembre 2002 entre 1200UTC et
1800UTC observées (à gauche) et simulées avec le modèle Méso-NH (à droite). La trace de la
coupe verticale utilisée pour le tracé des champs d’humidité et de température est figurée sur la
figure de droite.
4.4.3.2 Schéma d’ajustement « tout ou rien » versus schéma statistique sous-maille
Pour ce cas de pluies intenses, les coupes verticales de la figure 4.11 des champs nuageux
CF , rl et ri sont obtenues à partir du schéma d’ajustement « tout ou rien » (TRref, colonne de
gauche) et du schéma statistique sous-maille (SMref, colonne de droite) originaux. La capacité
du schéma statistique sous-maille à représenter les nuages résolus en dérivant correctement vers
un schéma de type « tout ou rien », se confirme. Contrairement au cas précédent, la prise en
compte de la variabilité nuageuse sous-maille horizontale a ici très peu d’impact car ce cas est
entièrement résolu à 2,5 km (CF=0 ou 1). L’application des modifications de la section 4.4.1 ne
change pas les résultats fournis par les deux schémas, excepté une légère variation de la quantité
de glace selon la valeur de T00 considérée dans ceux-ci (coupes verticales non montrées ici pour
TRmod et SMmod).





Figure 4.11 – Coupes verticales des champs (a) de contenu en eau liquide nuageuse, (b) de
contenu en glace et (c) pour le cas de pluies intenses sur le département du Gard (France)
simulé en utilisant le schéma d’ajustement « tout ou rien » (TRref, colonne de gauche) et le
schéma statistique sous-maille (SMref, colonne de droite) originaux. Les champs de contenus en
eau nuageuse et de fraction nuageuse sont tracés à la fin de la 6e heure de simulation. Pour les
contenus en eau nuageuse, l’isoligne correspond à la valeur 0.01 g.kg−1 pour rl et à la valeur
0.0001 g.kg−1 pour ri.
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4.5 Conclusion
Avant de s’intéresser à l’amélioration de la description statistique de la variabilité nuageuse
sous-maille horizontale pour la représentation des nuages de couche limite dans Méso-NH et
AROME, une évaluation des schémas de nuages actuels était nécessaire. L’étude off-line de l’al-
gorithme d’ajustement « tout ou rien » de Langlois et du schéma statistique sous-maille, comparés
à un algorithme robuste de référence, a permis de souligner leurs faiblesses ainsi que de tester
leur sensibilité au nombre d’itérations, à l’ébauche, à la quantité σs. . . Les principales difficultés
concernent le traitement de la phase mixte et les résultats sont sensiblement améliorés si les cal-
culs de l’algorithme d’ajustement « tout ou rien » et des coefficients CND et DEP dépendent
de la température. Il a été confirmé, suite aux problèmes liés à la représentation des nuages de
couche limite dans le modèle AROME, qu’une valeur trop faible de σs et une distribution statis-
tique trop étroite suppriment les effets de la condensation sous-maille et freinent la création d’eau
nuageuse sous-maille dans un milieu pourtant suffisamment humide. Dans un deuxième temps,
le schéma d’ajustement « tout ou rien » de Langlois et le schéma statistique sous-maille ont été
évalués pour deux cas de nuages résolus simulés avec le modèle Méso-NH, dans la configuration
d’AROME. Il a ainsi été vérifié que le schéma statistique sous-maille, moyennant quelques modi-
fications, dérive correctement vers un schéma « tout ou rien » pour la représentation des nuages
résolus. Cette vérification était une étape nécessaire et indispensable avant de se focaliser sur la
représentation des nuages sous-maille, traitée dans les chapitres 5 et 6 suivants.
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La conception des schémas de nuages pour des modèles de méso-échelle ou de grande échelle,
tels que ceux présentés dans le chapitre 3, s’appuie couramment sur une analyse statistique de
données de fine échelle observées ou simulées. Il faut connaître les caractéristiques des distribu-
tions statistiques, déduites de ces données, pour déterminer la distribution théorique permettant
de les approcher au mieux afin de représenter correctement la variabilité nuageuse sous-maille
horizontale. Ces travaux ont fait l’objet d’un article qui a été soumis dans la revue "Boun-
dary Layer Meteorology" en avril 2010. Les résultats qui y sont exposés consistuent des pistes
pour l’amélioration du schéma statistique sous-maille des modèles AROME et Méso-NH à méso-
échelle. Les défauts de la distribution statistique actuelle, décrite par Bechtold et al. (1995) (voir
la section 4.2.2), sont bien connus. La PDF associée est unimodale et, en cas de nuages convec-
tifs, la skewness est fixe et égale à 2 quelques soient les conditions dynamiques. Le manque de
flexibilité de cette distribution ne permet pas une approche unifiée des différents types de nuages
de couche limite et engendre presque toujours une mauvaise estimation des champs nuageux.
Une sous-estimation récurrente de la variance, déduite uniquement du schéma de turbulence, est
également observée et correspond à des distributions statistiques beaucoup trop étroites.
72
5. Analyse statistique de la variabilité sous-maille horizontale - Simulations à
fine échelle
5.1 Résumé
Les schémas de nuages, originellement développés pour les modèles de prévision numérique
d’échelle synoptique, ne sont généralement pas conçus pour la représentation des nuages de couche
limite d’échelle kilométrique ou moins. Pour les modèles opérationnels de prévision numérique du
temps considérant des résolutions de méso-échelle, à l’image du modèle AROME, il est nécessaire
d’améliorer la description de ce type de nuages, encore associés à des processus sous-maille à ces
résolutions. Afin de développer un schéma de nuages mieux adapté à la nouvelle génération de
modèles de prévision numérique, la première étape du travail consiste en une analyse statistique
complète de données numériques de fine échelle obtenues pour des cas de nuages de couche limite.
Les caractéristiques des distributions statistiques déduites de ces données pourront être utilisées,
dans un second temps, comme ingrédients clés dans la construction d’un nouveau schéma sta-
tistique de nuages de méso-échelle. Dans cette étude, des simulations LES ont été réalisées pour
quatre cas de nuages chauds non-précipitants de couche limite (cumulus et stratocumulus), avec
des résolutions horizontales variant de 50 à 100 m pour permettre une description résolue des
nuages. La production de nuages sous-maille est principalement associée à la variabilité sous-
maille du contenu en eau totale (voir Tompkins (2003) pour plus de détails). Cependant, il est
montré qu’à méso-échelle, la variabilité sous-maille horizontale de la température ne peut pas
être totalement ignorée. Par conséquent, une seule variable telle que l’écart local à la saturation,
incluant les variabilités du contenu en eau totale et de la température, permet une meilleure
représentation de la variabilité nuageuse sous-maille que le contenu en eau totale seul. Les PDFs
associées aux distributions de l’écart local à la saturation, déduites des LES sur le domaine entier
de simulation, présentent généralement une courbe en cloche asymétrique montrant un second
mode distinct, plus ou moins prononcé selon le type de nuages de couche limite. Différentes fa-
milles de distributions théoriques, communément utilisées dans la littérature, ont été évaluées
pour approcher au mieux les données fournies par les LES. Aucune distribution unimodale, dont
la distribution beta ayant un coefficient d’asymétrie modulable, n’est capable de représenter
correctement la forme des distributions déduites des LES, en particulier la longue queue visible
en cas de cumulus épars et d’obtenir une approche unifiée pour tous les types de nuages. La
fraction nuageuse et le contenu moyen en eau nuageuse, diagnostiqués à partir des PDFs unimo-
dales, montrent des erreurs importantes par comparaison aux champs nuageux moyens calculés
à partir des données LES. Une distribution bimodale, combinaison linéaire de deux distributions
simples gaussiennes, permet de corriger les fortes sous-estimations des champs nuageux induites
par les distributions unimodales, notamment en cas de nuages sous-maille clairsemés (cumulus).
Elle fournit également une meilleure estimation des hauteurs de base et de sommet des couches
nuageuses.
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5.2 Introduction
A des résolutions de méso-échelle utilisées par des modèles opérationnels de prévision nu-
mérique du temps comme AROME, ne résolvant généralement pas la convection peu profonde,
il existe encore des nuages de couche limite, comme les cumulus peu profonds épars, qui né-
cessitent une paramétrisation de la variabilité nuageuse sous-maille horizontale. Les schémas de
nuages, développés pour les modèles de prévision numérique d’échelle synoptique, ne sont pas
performants pour la description des nuages peu profonds d’échelle kilométrique ou moins. Les
contrôles réguliers de ces modèles montrent la nécéssité d’améliorer la description des nuages de
couche limite. Le défi de représenter correctement les cycles de vie des nuages et les transitions
entre régimes nuageux de couche limite est une motivation supplémentaire.
La procédure, couramment utilisée dans la communauté GCSS (Gewex Cloud System Study)
pour le développement des schémas de nuages sous-maille, débute par une analyse statistique dé-
taillée de données nuageuses de fine échelle. Des campagnes d’observation, fournissant des images
satellitaires ou des mesures in situ obtenues grâce à des avions instrumentés ou des ballons de
radiosondage, permettent la collection de données relatives aux nuages. Elles ne couvrent géné-
ralement pas un domaine spatial suffisamment grand pour une étude correcte de l’organisation
des couches nuageuses à fine échelle. Cependant, il est possible d’obtenir des données nuageuses
3D de fine échelle complètes ainsi qu’un échantillonnage régulier des nuages de couche limite
en réalisant des simulations LES. Ces simulations sont réalisées à haute résolution sur un pe-
tit domaine où les tourbillons sous-maille sont supposés homogènes et isotropes, elles résolvent
ainsi les structures cohérentes de la couche limite. Elles ont l’intérêt de fournir une représentation
statistique de celle-ci. Pour étudier la variabilité nuageuse sous-maille horizontale, le domaine ho-
rizontal des simulations LES est toujours assimilé à une maille de modèle de méso-échelle. Ainsi,
pour un niveau vertical donné, l’analyse statistique est réalisée sur le domaine horizontal des LES
correspondant et fournissant un échantillon de valeurs pour les variables statistiques. Les champs
nuageux et les moments statistiques empiriques sont alors calculés à partir des distributions dé-
duites des LES traduisant la variabilité nuageuse sous-maille horizontale dans la maille de modèle
de méso-échelle. Suite à cela, une évaluation des différentes distributions statistiques théoriques,
communément utilisées dans la littérature (voir l’historique de la section 3.4.3), est réalisée pour
améliorer la description des nuages de couche limite et estimer correctement les champs nuageux.
Les quatre cas de nuages de couche limite chauds non-précipitants de cet article sont aujour-
d’hui très bien documentés et sont fréquemment utilisés pour la validation des paramétrisations
nuageuses ou pour des travaux d’intercomparaisons. Nous les avons sélectionnés ici pour la va-
riété qu’ils proposent du point de vue de la formation et de l’évolution des couches nuageuses.
Le cas ARM sur continent (Brown et al. (2002)) et le cas BOMEX (Siebesma et al. (2003)) sur
océan permettent l’étude du développement de cumulus peu profonds. Pour les deux cas, des
intercomparaisons des modèles LES ont été menées. Les simulations LES réalisées avec le modèle
Méso-NH ont été comparées aux résultats de ces intercomparaisons et montrent des comporte-
ments similaires à ceux des différents modèles. Notez que la dispersion entre les différents modèles
des intercomparaisons est relativement faible (voir Brown et al. (2002) et Siebesma et al. (2003)).
Des tests de sensibilité à la résolution horizontale montrent des résultats invariants quand on
considère des résolutions horizontales de 50m et 100m. La campagne ACE (Raes et al. (2000)),
pour l’étude du rôle des aérosols dans les GCMs, a fourni deux cas de stratocumulus : un cas
de stratocumulus fractionnaire et un cas de stratocumulus stationnaire dérivé du premier par
une humidification de la troposphère libre. Les simulations LES réalisées pour ces cas ont été
validées par comparaison à des observations dans Chosson et al. (2007). Les cas de stratocumulus
fractionnaires (phase de transition vers des cumulus, phase de dissipation. . .) sont plus intéres-
sants que les stratocumulus stationnaires pour notre étude car ils présentent une hétérogénéité
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horizontale. Les simulations LES pour ces quatre cas ont été réalisées avec le modèle Méso-NH
avec des résolutions horizontales variant de 50 à 100 m. Les nuages étant supposés complètement
résolus à l’échelle des LES, nous avons utilisé un schéma de type « tout ou rien » pour le calcul
des champs nuageux 1.
Dans l’article qui suit, une brève description 2 des différentes distributions théoriques, utilisées
pour approcher les distributions déduites des LES, est donnée dans la deuxième partie. Les quatre
cas de nuages de couche limite cités auparavant y sont également décrits plus en détail. La
troisième partie expose les résultats de l’analyse statistique des distributions déduites des LES.
Cet article est une étape importante vers l’amélioration de la représentation des nuages de couche
limite dans les modèles de prévision numérique, sans paramétrisation de la convection profonde
et pour des résolutions horizontales de méso-échelle. Cette même partie présente une étude de
sensibilité à la taille du domaine horizontal afin de confirmer la robustesse des résultats de cette
analyse pour des résolutions horizontales allant de 1 à 3 km, AROME ayant une résolution de 2,5
km. Dans la quatrième partie, la capacité des différentes distributions théoriques à approcher les
distributions des LES et à fournir des estimations correctes des champs nuageux est évaluée. Ce
travail, consacré à l’évaluation des distributions théoriques, est simplifié par l’utilisation d’une
unique variable statistique, ce qui peut faciliter l’implémentation future d’un nouveau schéma
de nuages dans un modèle de prévision numérique.
5.3 Article
Les références de l’article, soumis en avril 2010, sont :
Evaluation of statistical distributions for the parameterization of subgrid boundary-
layer clouds E. Perraud, F. Couvreux, S. Malardel, C. Lac, V. Masson and O. Thouron, Bound.
Layer. Meteorol., 2011
NB : L’article (sous sa forme intégrale et définitive) a été accepté par la revue Boundary
Layer Meteorology en mars 2011.
1. Dans cet article, le contenu en eau nuageuse rc et le contenu en eau nuageuse liquide rl sont confondus
puisqu’il n’est question que de nuages chauds. Cependant, ce travail est applicable à des cas de nuages mixtes et
froids en utilisant ce qui a été dit précédemment pour la répartition entre l’eau liquide et la glace.
2. Pour plus de détails sur les distributions théoriques et sur les méthodes de calculs utilisées pour en déterminer
les paramètres à partir des moments empiriques, se référer aux annexes C et D de ce manuscrit.
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21 Introduction
Numerical weather prediction (NWP) models with resolutions between 1 and 3
km are now running operationally in different Meteorological Centres. Some of
them are actually running without deep convection parameterization. In these
models, planetary boundary-layer (PBL) clouds, like sparse cumuli, are linked
to subgrid scale processes such as the parametrized shallow convection. Cloud
schemes originally developed for synoptic NWP models are not designed for
the description of kilometric and sub-kilometric shallow clouds and systematic
checking of those NWP models often shows a need to improve the description
of the PBL clouds. The challenge to correctly represent cloud life cycles and
transitions between PBL cloud regimes is an additional motivation.
A method widely used in the GEWEX (for Global Energy and Water Cy-
cle Experiment) Cloud System Study (GCSS) community for the development
of cloud schemes starts with the statistical analysis of fine scale cloud data.
Observational data resulting from in situ aircraft measurements or from satel-
lite data are collected during campaigns. However, they usually do not give a
broad cover of the cloud organization at fine enough resolution. 3D (for three
dimensions) cloud simulations performed by large eddy simulations (LES) pro-
vide complete cloud information with high resolution and regular sampling of
PBL clouds. The LES domain can usually be assimilated to the size of the
grid box of a mesoscale model. PBL case studies like BOMEX (for Barbados
OceanographicMeteorological EXperiment), ARM/Cumulus (for Atmospheric
Radiation Measurement) for shallow cumulus development or ACE-2 (for Sec-
ond Aerosol Characterization Experiment) and Dycoms (for DYnamics and
Chemistry Of Marine Stratocumulus) for stratocumulus are now well docu-
mented. They are already widely used as a basis for the validation of cloud
parameterization. The following study is based on such simulations.
Sommeria and Deardorff (1977) and Mellor (1977) show the necessity for a
statistical approach to describe the subgrid warm PBL clouds even with a rel-
atively fine horizontal resolution. The computation of the mean cloud param-
eters is based on a unimodal Gaussian distribution and uses the conservative
variables, total water content and liquid potential temperature, as predictors
to compute the saturation deficit. Bougeault (1981) highlights the interest
of a skewed distribution and points out the drawbacks of the simple Gaus-
sian distribution in case of low cloud fractions. For shallow cumulus clouds,
the positively skewed distribution presents a long flat tail, closely related to
the shallow convection effects. In Bougeault (1982), for cumulus cases with a
positive skewness, the unimodal and flexible gamma distribution is used. For
“quasi-resolved” stratocumulus cases with a zero or negative skewness, the
simple Gaussian distribution is kept. To adapt to the various cloud regimes,
Cuijpers and Bechtold (1995) consider a unimodal distribution computed as
a linear combination of a Gaussian distribution (for stratiform clouds) and
an exponential distribution (for cumulus clouds). Chaboureau and Bechtold
3(2002) and Chaboureau and Bechtold (2005) consider the effects of deep con-
vection in the parameterization of the standard deviation of the saturation
deficit. The combination of these three last works was an attempt to take into
account the variety of cloud regimes in NWP models. However, such a combi-
nation provides frequently a underestimation of cloud fields, especially in case
of sparse subgrid clouds.
In the case of resolved clouds, subgrid cloud schemes must derive to a cur-
rent binary scheme (Dirac distribution) considering only two values for the
cloud fraction, 0 or 100%. This very simple assumption is the basis of the “All
or Nothing” method which is mainly used for LES or CRM (for cloud resolving
model) simulations when the clouds are resolved at fine grid scales.
For larger scale models, simpler distributions are proposed and often used
in NWP models. For example, Smith (1990) develops a statistical scheme based
on a triangular distribution with the relative humidity as the predictor instead
of the conservative variables. Other authors propose more sophisticated meth-
ods for global circulation models (GCMs), such as the Bony and Emanuel
(2001) and Tompkins (2002) schemes based respectively on the unimodal log-
normal distribution and the unimodal beta distribution coupled with a deep
convection scheme. In both, the temperature variability is taken to be less
important than the total water content variability and, therefore, the total
water content is the only predictor. The scheme of Tompkins (2002) takes into
account, in particular, the effects of deep convection on the cloud life cycle by
considering prognostic evolutions for the standard deviation and the skewness.
It gives a better representation of the cloud evolution in time than diagnostic
statistical schemes for which the cloud formation is diagnosed at each time
step.
Some of the previous studies show that a non-zero skewness, for the to-
tal water content or the saturation deficit, is very often associated with the
appearance of a second mode. Such a mode, often located on the cloudy side
of the distribution, is not reproduced with the assumption of simple modal-
ity. To represent this second mode, several works use a bimodal distribution
inducing two local maxima. Lappen (1999) considers a double delta distribu-
tion equal to a linear combination of two Dirac delta functions, one for the
updraft and one for the downdraft. The problem of such a scheme is familiar
because it does not allow subplume variability and it thus leads to errors in the
cloud field estimations. Lewellen and Yoh (1993) established a subgrid scheme
based on a joint double Gaussian distribution for the total water content, the
liquid potential temperature and the vertical velocity. They consider (i) a bi-
modal distribution and (ii) a supplementary predictor, the vertical velocity,
to improve the cloud representation integrating the vertical movements. This
double Gaussian distribution is equal to a linear combination of two simple
Gaussian distributions and was subsequently used by Golaz et al (2002a), Go-
laz et al (2002b) and Larson et al (2002). The bimodality increases the number
4of free parameters to be computed, leading to a sophistication of the scheme.
However, it also gives a gain in generality for the representation of cloud evo-
lutions and transitions. Lewellen and Yoh (1993) show that it is necessary to
use a distribution with two modes, such as the double Gaussian distribution,
and they also accept assumptions to reduce the number of parameters with-
out degrading the results. For PBL convection cases, Neggers (2009) uses the
double Gaussian distribution for conservative variables, assigning each simple
Gaussian PDF (for probability density function) to a transport component
of an eddy diffusivity mass flux scheme: the main mode for the diffusion and
the second for the updraft. An offline evaluation using LES data validates his
scheme for several PBL cloud cases, including a complex scenario of cloud
transition between stratocumulus and cumulus. Then, through a detailed sta-
tistical analysis of numerical data from LES, this paper aims to confirm the
benefits of the double Gaussian distribution for the representation of cumulus
and stratocumulus clouds (especially interesting in their transition into cumu-
lus), highlighted in previous work using observational data (as in Price (2001)
and Larson et al (2001a)).
In this study, we re-visit the possibility of using most of the different distri-
butions proposed in the literature for a statistical description of PBL clouds
inside a domain a few kilometers in length. A brief description of the dis-
tributions selected to fit the LES distributions is given in section 2.3. We se-
lected four LES for warm PBL cloud cases obtained with the Meso−NH model
(Lafore et al (1998)) with a resolution of 50 m to 100 m. These simulations
were validated with the results of GCSS intercomparisons for both shallow
cumulus and stratocumulus cases. These cases are presented in section 2.1.
Section 3 contains the results of the statistical analysis of the LES distribu-
tions. This paper is a step towards improving the PBL cloud representation in
NWP models with resolutions between 1 and 3 km without deep convection
parameterization. Note that the results given in this paper shall be valid for
coarser horizontal resolutions. In a cloud scheme, the main difficulty linked to
the horizontal resolution is to compute the moments (variance, skewness,. . . )
and therefore, to provide the parameters defining the distribution. Section 3
also presents a study of sensitivity to the horizontal domain size in order to
confirm the robustness of the results of the statistical analysis for 1-3km reso-
lutions. In section 4, the different theoretical distributions are evaluated with
respect to their ability to fit the LES distributions and to give the correct cloud
fraction and cloud mean water content. The present study has the advantage
of being simpler than most previous works on bimodal distributions because
it only considers a single statistical variable, which facilitates its use in NWP
models.
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2.1 Large eddy simulations
In the following, the entire LES domain is assimilated to a single grid box
of a mesoscale NWP model, in order to estimate the horizontal subgrid cloud
variability at kilometric resolutions. At a given vertical level, a statistical anal-
ysis is performed over the corresponding horizontal LES domain. The sample
of values provided by the LES for the statistical variables are used to com-
pute distributions (LES distributions hereafter), which reflects the horizontal
subgrid variability inside the model grid, and the corresponding predicted mo-
ments. They are obtained for each vertical level at a given time. Mean cloud
fields are then deduced from LES distributions.
Four LES were run with the non-hydrostatic anelastic research model
Meso−NH (Lafore et al (1998)) with a horizontal resolution varying from 50
m to 100 m depending on cloud cases (see table 1). The turbulent scheme was
a 3D TKE (for turbulent kinetic energy) scheme (Cuxart et al (2000)) with
a Deardorff mixing length. PBL clouds were assumed to be well resolved at
the LES resolution and we used an ”All or Nothing” method for a one- or
two- moment warm cloud microphysical scheme. The four warm PBL cloud
cases were classic intercomparison cases that we selected for the variety of their
cloud formations and time evolutions. Ice clouds were not treated in this work.
1. ARM case: Diurnal cycle of shallow cumulus over land
An idealized shallow cumulus convection case over land was derived from
the Atmospheric Radiation Measurement (ARM) programme carried out
on 21st June 1997 in the Southern Great Plains. Details of this case are
given in Brown et al (2002).
2. BOMEX case: Shallow cumulus over ocean
The BOMEX case study is a well-documented idealized stationary case of
shallow cumulus convection over ocean derived from the Barbados Oceano-
graphic Meteorological Experiment (BOMEX) which took place on 22nd-
30th June 1969 (see Holland and Rasmusson (1973)). As in the intercom-
parison study of Siebesma et al (2003), an undisturbed trade wind cumu-
lus convection under steady-state conditions was considered. The LES was
performed with the same configuration as in Siebesma et al (2003).
3. ACEheterog case: Heterogeneous stratocumulus
The ACEheterog case is a fractional stratocumulus case, based on the
Second Aerosol Characterization Experiment (ACE-2) programme which
took place on 16th-24th July 1997 on the Canary Islands and which had
the objective of improving the description of the role of aerosols in GCMs
(see Raes et al (2000)).
4. ACEhomog case: Homogeneous stratocumulus
This stationary case, called ACEhomog, is derived from the reference case
ACEheterog for which the total water content in the free troposphere is
6modified. The initial value is increased from 0.005 kg/kg to 0.007 kg/kg
at the beginning of the simulation to humidify the free troposphere and
to obtain a stationary stratocumulus which does not disappear during the
simulation.
Cu Homogeneous Sc Fractional Sc
BOMEX ARM ACEhomog ACEheterog
Length of the simulation 6h 15h 3h 3h
∆t 1s 1s 1s 1s
Horizontal Domain Nx = Ny = 128 Nx = Ny = 64 Nx = Ny = 100 Nx = Ny = 100
∆x = ∆y 50m 100m 50m 50m
Vertical levels Nz = 75 Nz = 100 Nz = 66 Nz = 66
∆z in cloud 40m 40m 10m 10m
∆z otherwise 40m 40m 30m 30m
Domain size (x×y×z) 6.4×6.4×3km 6.4×6.4×4km 5×5×1.5km 5×5×1.5km
Table 1 Configuration of LES simulations.
Figure 1 shows instantaneous 3D views of the cloud water content for the four
cases used to qualitatively analyse the various cloud layers. Note that, in this
paper, two simulation times are considered for the ARM case: 6 hours for cloud
formation and 9 hours for the end of cloud growth. BOMEX, ACEheterog and
ACEhomog are quasi-stationary cases studied after 5 hours of simulation for
the cumulus case and after 3 hours for the two stratocumulus cases.
7(a) ARM case - 9h (b) BOMEX case - 5h
(c) ACEhomog case - 3h (d) ACEheterog case - 3h
Fig. 1 3D views of the cloud water content for each PBL cloud case: the cumulus ARM
case after 9 hours of simulation, the cumulus BOMEX case after 5 hours of simulation, and
the ACEhomog and ACEheterog cases both after 3 hours of simulation. In the ARM case,
6h corresponds to the cloud formation and 9h to the end of the cloud growth. BOMEX,
ACEhomog and ACEheterog are quasi-stationary cases.
82.2 “Assumed PDF method”
One of the difficulties encountered in constructing the statistical scheme is
the choice of an adequate statistical distribution associated with a theoreti-
cal PDF G. For this selection, most of the works, such as those of Sommeria
and Deardorff (1977) or Bougeault (1981) use the “Assumed PDF method”,
described by Golaz et al (2002a), to compute the parameters of the different
distributions. It requires the first predicted statistical moments (mean, stan-
dard deviation, skewness,. . . ) to be assigned to the theoretical distributions.
For unimodal distributions, parameters may be estimated with the “Method
of moments” (see details in Appendix) using expressions relating them to theo-
retical moments. For the double Gaussian distribution, an analytical iterative
method (described in the Appendix) is used to compute the larger number
of necessary parameters. In this paper, we evaluate five families of unimodal
statistical laws and one family of bimodal statistical laws that are commonly
used in the literature.
The comparison of the cloud fraction and the mean non-precipitating cloud
water content computed from the LES data CF(LES) and rc(LES)
1 and from
the theoretical distributions CF and rc given by Eq. (1) and (2), provide a








(x− α)G(x) dx (2)
where α is the liquid saturation threshold according to the chosen statistical
variable X . For warm cloud cases, the liquid condensation process leading to
cloud formation begins if the air reaches a liquid saturation corresponding to
100% relative humidity.
The two statistical variables X often used in cloud statistical schemes are:
– the non-precipitating total water content rt = rv+rc where rv is the water
vapor content and rc is the cloud water content. In this case, the liquid
saturation threshold is a function of the mean temperature in the grid
box: rsat = rsat(T ). This neglects the role of temperature variability for
the cloud formation.
– the saturation deficit which quantifies the local distance to saturation inside
the grid box. It depends on a combination of rt and the liquid potential
temperature θl and summarizes both the total water and the temperature
1 With the “All or nothing” method, for each point of the LES domain, rc = rt−rsat(T ).
rsat is the saturation mixing ratio depending on the temperature T . Then, for each vertical
level, rc(LES) is deduced from horizontal averaging of rc. We assume a cloudy point (CF =
1) if rc > 10−12 kg/kg. Then, CF(LES) is equal to the proportion of cloudy points relative
to the total number of points at a given vertical level.
9variability inside the grid. This variable is denoted s deliberately, regardless
of the usual formulations of the literature, and is expressed as follows:
s = al (rt − rsat(θl)) (3)
al is a known coefficient obtained by combining the definition of satura-
tion and the Clausius-Clapeyron relation, as shown in Chaboureau and
Bechtold (2002). In a subgrid condensation scheme, conservative variables
like rt and θl are commonly used as prognostic variables because they are
conserved under evaporation/condensation processes (see Sommeria and
Deardorff (1977) and Mellor (1977)). Supersaturation occurs when s be-
comes greater than 0. In this case, considering temperature fluctuations
implies a variable saturation threshold rsat(θl) inside the grid box and,
therefore, the computation of a local distance to saturation rt − rsat(θl).
The relevance of using these two variables in a statistical subgrid cloud scheme
for mesoscale resolutions is discussed in section 3.1.
2.3 Theoretical distributions
This section briefly describes the different theoretical distributions used to fit
the LES distributions with the “Assumed PDF method”. A full description
of this computation is given in the Appendix and uses the first two or three
statistical moments and the bounds of the LES distributions.
1. The unimodal simple Gaussian distribution has an unbounded sym-
metric bell-shaped curve, that is centred on its mean value. The two distri-
bution parameters are also its first two statistical moments. It has been
used by Sommeria and Deardorff (1977), Mellor (1977) and Bougeault
(1981).
2. The unimodal triangular distribution is a simple symmetric triangle
centred on its mean value. The two distribution parameters are again the
first two statistical moments. It has been used by Smith (1990). It has the
advantage of being easily implemented in a numerical model because the
PDF shape facilitates the integral computations.
3. The unimodal gamma distribution is valid only for positive variables
and defined by a shape parameter, which determines the skewness, and a
scale parameter, which stretches or squeezes the PDF curve. It is a flexible
distribution that is bounded on the left by 0 and is positively skewed. It
has been used by Bougeault (1982).
4. The unimodal log-normal distribution is valid only for positive variables
and is defined by two parameters: the mean and the standard deviation
of the logarithm of the statistical variable. It is flexible and can vary from
a normal distribution to a positively skewed distribution according to the
cloud type. It has been used by Bony and Emanuel (2001).
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5. The unimodal beta distribution is defined by four parameters: two bound
parameters and two positive shape parameters. The beta PDF is very flex-
ible because it takes J-, U- or bell-shapes with a variable skewness. It was
proposed by Tompkins (2002). Two different beta distributions are consid-
ered in this paper (see Appendix): the first, called beta1, is constrained by
the first two statistical moments and the second, called beta2, is constrained
by the first three statistical moments.
6. The bimodal double Gaussian distribution is a linear combination of
two individual simple Gaussian distributions. The distribution is defined
by five parameters, which are a relative weight and the mean and standard
deviation for each simple Gaussian distribution. The double Gaussian dis-
tribution may drift into a symmetric distribution if the two distributions
overlap, or into a skewed distribution. It has been used by Lewellen and Yoh
(1993), Larson et al (2001a) and Larson et al (2002) as a joint distribution
for several statistical variables.
3 Statistical analysis of the LES data
3.1 Choice of the statistical variable
In this section, the sensitivity to the choice of the statistical variable using
rt or s for the cloud field computation is tested. Figure 2 shows vertical pro-
files of the cloud fraction (left column) and the mean cloud water content
(right column), values deduced directly from LES data in red (CF(LES) and
rc(LES)), and diagnosed from LES distributions of s in blue and rt in green,
using Eq. (1) and (2). For the ARM and BOMEX cumulus cases, the cloud
fraction computed with rt is always underestimated compared with the LES
cloud fraction CFLES . The computation from s significantly improves the es-
timation of the cloud fraction. The differences in the computation of rc are
less obvious but rc is usually slightly overestimated with rt. Table 2 gives the
errors averaged over all vertical levels for the computation of CF and rc for
the four LES. Using rt leads to averaged errors greater than 50% while us-
ing s generates averaged errors lower than 7%. Although errors are smaller
(10-20%) for the ACEheterog case than those for cumulus cases, the use of rt
as a predictor is not satisfactory for estimating the cloud fields correctly. For
the ACEhomog case, the differences are less important because the horizontal
fluctuations around the mean values of rt and θl are smaller in such homo-
geneous stratocumulus cloud layer. Although errors for the mean cloud water
content are less important than for the cloud fraction, the underestimatation
of CF with rt impacts negatively on the computation of the local cloud water
content rc = rc/CF and, therefore, on the representation of some processes
that use it, such as the radiative transfer. In conclusion, using the total water
content as a predictor gives significant errors in the estimation of the cloud
fields. These results imply that the assumption (neglecting the subgrid tem-
perature variability with regard to the total water variability) usually made for
GCMs (Tompkins (2002) and Bony and Emanuel (2001)) is not valid for finer
scale models, in particular for the representation of subgrid shallow cumuli.
In the following sections, the cloud fraction and the mean cloud water content
are computed using the saturation deficit s as the predictor.
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Cases ARM BOMEX ACEhomog ACEheterog
Hours of simulation 6h 9h 5h 3h 3h
Mean of
∣∣∣∣∣CF(LES)−CF(s)CF(LES)
∣∣∣∣∣ (%) 4 1.21 2.2 3.18 3.05
Mean of
∣∣∣∣∣CF(LES)−CF(rt)CF(LES)
∣∣∣∣∣ (%) 58.74 47 54.13 9.38 20.38
Mean of
∣∣∣∣∣ rc(LES)−rc(s)rc(LES)
∣∣∣∣∣ (%) 0.36 6.15 0.81 1.87 2.02
Mean of
∣∣∣∣∣ rc(LES)−rc(rt)rc(LES)
∣∣∣∣∣ (%) 42.07 12.13 4.66 0.97 11.49
Table 2 Mean CF and rc errors over all vertical levels in the cases where s and rt are used
as predictors in expressions 1 and 2.
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Cloud fraction Mean cloud water content
(a) ARM case - 9h
(b) BOMEX case - 5h
(c) ACEhomog case - 3h
(d) ACEheterog case - 3h
Fig. 2 Vertical profiles of the cloud fraction (left column) and the mean cloud water content
(right column) for (a) the ARM case , (b) the BOMEX case, (c) the ACEhomog case and (d)
the ACEheterog case. The red profile is for LES data, the blue dashed profile is computed
from the LES distributions of s and the green dashed profile from the LES distributions of
rt.
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3.2 Study of the shape of the LES distributions
The shapes of the LES distributions deduced from LES are illustrated in Fig-
ure 3 for various levels from the cloud base (e) to the cloud top (a) for the
ARM case (left column) and the two stratocumulus cases (middle and right
columns). The LES PDFs are non-symmetric bell-shape curves with a positive
or negative skewness. In most examples shown in Figure 3, most values of the
saturation deficit are concentrated in a main mode around the mean value.
Nevertheless, the non-zero skewness which appears for low or high values of
s depending on the cloud type, is often associated with a second mode which
may evolve into a long tail for cumulus and stratocumulus cases (the BOMEX
case is not shown here but it is very similar to the ARM case).
For the ARM cumulus case, a second mode is clearly seen for high values
of supersaturation in the lower part of the cloud layer (as in Figure 3d), where
the mean cloud water content is maximum. Higher in the cloud layer, the
number of cloudy plumes in the LES domain decreases, as the cloud fraction
and the mean cloud water content. The second mode vanishes into a long flat
tail in the distribution of s. Inside the cloud layer, the skewness (not shown) is
positive near the cloud base and increases up to the cloud top, where it reaches
its maximum value. Note that the appearance of the second mode inside the
cloud layer coincides with an increase of the distribution spread with height.
For the ACEhomog and ACEheterog cases, the shapes of the LES distri-
butions show a strong evolution with height and a second mode, sometimes
very marked, appears. The skewness (not shown) is weakly positive in the
lower part of the cloud layer and decreases upward until it becomes zero or
negative inside the cloud layer. Figure 3 shows a decrease of the amplitude of
the distribution with height, logically associated with an increase in its spread.
The PDFs of the two stratocumulus cases gradually shift towards high positive
values of s. For the quasi-resolved homogeneous stratocumulus layer, the PDF
moves totally beyond saturation with CF=100%. For the fractional stratocu-
mulus layer, the model grid is very often undersaturated on average (s < 0)
inside the cloud layer and the cloud fraction never reaches 100%. Then, at the
top of the cloud layer (see Figure 3a), the succession of clear sky areas and
cloudy parts results in a decrease of the amplitude of the LES distributions,
with a positive skewness, and in lower values of cloud fraction.
For cumulus and stratocumulus clouds, the distribution of the saturation
deficit evolves strongly with the appearance of a second mode. The PDF shape
(extension and amplitude) is modified due to the variations of the second mode
according to the height and to the cloud type. PBL cloud parameterizations
have to take this evolution into account, particularly for the second mode,
which generally covers the saturated part of the distribution.
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Fig. 3 LES distributions of s inside the cloud layer for the ARM case (left column) and
the ACEhomog and ACEheterog cases (middle and right columns). The top panels (a)
correspond to the top of the cloud layer and the panels (d) to the base of the cloud layer.
The panels (b), (c) and (d) correspond approximatively to the three quarters, the half and
the quarter of the tickness of the cloud layer (see figure 2). The vertical dashed line represents
saturation (s = 0) and the star on the x-axis represents the mean value of s.
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3.3 PDF shape and cloud type
This section explores the link between the evolution of the PDF shape and
the atmospheric processes leading to the cloud evolution.
3.3.1 Cumulus cloud
For shallow cumulus clouds, the first mode of the distribution of s is on the
dry side of the distribution. The second mode, which may take the shape
of a long flat tail, is essential for the description of shallow cumuli because
it corresponds to the cloudy values of s. This particular shape of the PDF
produces the low cloud fraction, characteristic of shallow convective situations.
Figures 4b to 4e show horizontal cross-sections of s, rt, θl and w, for the ARM
case inside the cloud layer at the level of maximum mean cloud fraction. The
high values of supersaturation corresponding to the second mode (red zone
on the cross-section 4b), are clearly correlated with high values of rt, negative
anomalies of θl and positive anomalies of w. They are the signatures of cloudy
shallow convective thermals bringing relatively cooler and moister air above
the inversion. In the upper part of the cloud, where the second mode becomes
more flattened, the effects of the shallow convection are still visible but sparser.
Investigation of other times for the ARM and BOMEX cases leads to the
same conclusions. The cloud fraction and the mean cloud water content are
fully related to the description of the tail of the distribution of the saturation
deficit for shallow cumulus cases.
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ARM case - 9h
(a) PDF of s
(b) s (c) rt
(d) θl (e) w
Fig. 4 ARM cumulus case: (a) is the LES distribution of s at the level of maximum mean
cloud water content (corresponding to the quarter of the thickness of the cloud layer in
Figure 3d for the ARM case). (b), (c), (d) and (e) are horizontal cross-sections respectively
of s, rt, θl and w at the same level. On (a), the dashed line represents saturation (s = 0).
On (b) and (e), the black line corresponds to the 0-isocontour.
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3.3.2 Stratocumulus cloud
A conditional sampling of LES data for the two stratocumulus cases is carried
on in order to characterize the two modes of the LES distributions. Results
are shown in Figure 5. The LES horizontal domain at a given level is divided
into three classes: clear sky (rc = 0) on the “dry part” of the distribution, sub-
siding cloudy zones (rc > 0 and w < 0) and ascending cloudy zones (rc > 0
and w > 0). Figure 5 shows the distributions of s at various levels for the
entire domain in black and for each class in colours. For the two stratocumu-
lus cases, the ascending cloudy zones are moister and correspond to higher
values of supersaturation than the subsiding cloudy zones. Near the cloud
base (Figure 5c), the ascending zones predominate over the subsiding zones
because the intrusion of dry air from the free troposphere causes a dilution
of the cloud water, a higher condensation level and an erosion of the cloud
base. The subsiding cloudy zones appear at increasingly greater heights than
the ascending cloudy zones. The contrast between the two stratocumulus cases
(see Figure 5) is due to the type of the free troposphere, which is drier for the
fractional stratocumulus layer. In this case, the intrusion of drier air at the
cloud top has obvious consequences and the irregularities of the cloud base
express the updraft/downdraft activity (see Figure 1d). For the moister ho-
mogeneous stratocumulus cloud with CF=100%, the effects of the intrusion
of dry air are much less visible. The parameterization of fractional stratocu-
muli clouds in NWP models may require a subgrid cloud scheme because an
“All or Nothing” method which could be used for “resolved” clouds such as
stationary stratocumuli, does not consider the irregularities of the cloud layer
when CF <100%.
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Fig. 5 LES distributions of s inside the cloud layer for the ACEhomog and ACEheterog
cases. LES distributions are done for the same heights as in figure 3 for the ACEhomog and
ACEheterog cases: (a) the cloud top, (b) the half of the tickness of the cloud layer and (c)
the cloud base. The distribution of the whole horizontal domain at a given level is in black.
The red dashed distribution corresponds to the clear sky, the azure dashed distribution to
the ascending cloudy zones and the dark blue dashed distribution to the subsiding cloudy
zones. The vertical dashed line represents saturation (s = 0).
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3.4 Sensitivity to the horizontal domain size
The horizontal resolution used in NWP models is constantly evolving and will
be finer in the future. For instance, the representation of cumulus clouds as
subgrid processes is questionable with decreasing grid size, due to their aver-
aged size of 500 m. In this section, the sensitivity to the horizontal domain
size of the LES is evaluated. The previous statistical analysis was performed
for the entire horizontal LES domain with a size of 6.4×6.4 km2 for cumulus
cases and 5×5 km2 for stratocumulus cases. Here, we tackle the question of the
robustness of previous results with respect to the horizontal subgrid variability
for potentially finer model grids. For this, the initial LES domain is divided
into 4 or 16 identical sub-domains (∆x=3.2 or 2.5 km for 4 sub-domains and
∆x=1.6 or 1.25 km for 16 sub-domains) and the same statistical analysis is
carried out for each sub-domain.
For the ARM and BOMEX cases, the results hold for smaller horizontal
domain sizes (not shown here). The horizontal cloud fluctuations are impor-
tant for shallow cumulus clouds and they are still subgrid clouds for horizontal
resolutions of 3.2 km and 1.6 km. As for the entire LES domain, using s as the
statistical variable to consider the variability of both temperature and total
water content (section 3.1) provides better results for diagnosing the cloud
fraction and the mean cloud water content. For these finer resolutions, the
LES distributions also show two local maxima and the second, less marked,
can evolve into a long flat tail.
For the ACEhomog case, the horizontal fluctuations inside a model grid
are weak. The stratocumulus cloud is completely resolved horizontally in terms
of the condensation/evaporation processes (no assumption is made about the
moisture transport such as eddy circulation) for resolutions of 2.5 km and
1.25 km because the averaged horizontal size of a cloudy cell is greater than
these resolutions. The choice of the theoretical distribution for the subgrid
cloud scheme is arbitrary since the PDF is totally beyond saturation with
CF=100%. However, the description of the fractional ACEheterog case re-
quires use of a subgrid cloud scheme because the cloudy cells are smaller due
to the alteration of the cloud layer from its base. As for cumulus cases, the
LES distributions also show two local maxima for finer resolutions. A subgrid
scheme based on the saturation deficit and a bimodal distribution also pro-
vides better results at 2.5 km and 1.25 km.
The previous results obtained with the statistical analysis of the LES data
are robust for each quarter or 16th of the initial LES domain. Since the choice
of the distribution has little influence for homogeneous stratocumulus clouds,
it seems that using the double Gaussian distribution (see section 4) could pro-
vide an improvement in the representation of PBL clouds in mesoscale models.
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4 Evaluation of the theoretical distributions
This section evaluates how the theoretical unimodal and bimodal distributions
described in section 2.3 are able to fit the LES distributions of the saturation
deficit. The PDF shapes studied in section 3.3 for shallow cumulus and stra-
tocumulus cases are not easily fitted by most of the classical distributions,
which are essentially constrained by the main mode. Note that the following
results are also valid for the total water content for which the gamma and the
lognormal laws were evaluated.
4.1 The unimodal distributions
The unimodal distributions commonly used in the literature (section 2.3) are
evaluated against the LES distributions (section 3). Figure 6 presents the ver-
tical profiles of the cloud fraction and the mean cloud water content computed
from the LES distributions of the saturation deficit and the various unimodal
distributions for the four LES. Figure 7 shows scatter plots of the two cloud
fields for various times of simulation for the different cumulus and stratocumu-
lus cases (each point of the scatter plots represents an instantaneous value of
the cloud field after each hour of simulation and for each vertical level). Table
3 quantifies the errors obtained with the different theoretical distributions for
each cloud case.
For the ARM and BOMEX cases (Figures 6a to 6d), all the unimodal dis-
tributions clearly underestimate the cloud fraction and the mean cloud water
content. Symmetric distributions, such as the simple Gaussian (in green), the
triangular (in purple) and the beta1 (in blue) distributions are not flexible
enough and not able to reproduce the tail of the skewed distribution. The
beta2 distribution (in orange) improves the computation of the cloud fraction
for the ARM case because it conserves the skewness of the LES data and the
variation of the PDF shape with height (not shown), but it still gives large
errors for BOMEX. Errors on rc are often greater than 50% in the ARM case
and 90% in the BOMEX case with all unimodal distributions. Thus, none of
the unimodal distributions, including the skewed beta2 distribution, are able
to provide correct values of cloud fraction and mean cloud water content in
the case of sparse subgrid clouds like shallow cumuli. All the unimodal dis-
tributions also systematically underestimate the height of the cloud top (see
again in Figure 6). This is mainly explained by the fact that the shape of a
unimodal PDF is constrained by the single mode that represents the dry part
of the domain in shallow cumulus cases.
For the two stratocumulus cases, errors on the computation of cloud fields
from unimodal distributions rarely exceed 5% (see Table 3). In Figures 6e to 6h
for rc, the heights of the cloud base and the cloud top are correctly estimated.
Considering the shapes of the previous LES distributions (see Figure 3), the
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unimodal distributions may be adequate for the description of stratocumulus
clouds, except for values of cloud fields associated with a PDF showing two
modes with comparable amplitudes (Figure 3b for the ACEheterog case). As
for the ARM case, it seems that the beta2 distribution gives the best estimate
of cloud fields (Figures 7e to 7h).
A unimodal distribution seems sufficient to describe the stratocumulus
clouds but not the cumulus clouds. A more independent representation of the
second mode would provide a better description of the cloudy part of the dis-
tribution, particularly in the case of a long flat distribution tail for cumulus
clouds.
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Cloud fraction Mean cloud water content
(a) ARM case - 9h
(b) BOMEX case - 5h
(c) ACEhomog case - 3h
(d) ACEheterog case - 3h
Fig. 6 Vertical profiles of the cloud fraction (left column) and the mean cloud water content
(right column) for (a) the ARM case, (b) the BOMEX case, (c) the ACEhomog case and
(d) the ACEheterog case. The black line is for the LES distributions, the green dashed line
for the simple Gaussian distribution, the purple dashed line for the triangular distribution,
the blue dashed line for the beta1 distribution, the orange dashed line for the the beta2
distribution and the red dashed line for the double Gaussian distribution.
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Cloud fraction Mean cloud water content
(a) ARM case - 5h to 12h
(b) BOMEX case - 3h to 6h
(c) ACEhomog case - 2h10 to 3h
(d) ACEheterog case - 2h10 to 3h
Fig. 7 Scatter plots of the cloud fraction (left column) and the mean cloud water content
(right column) for (a) the ARM case, (b) the BOMEX case, (c) the ACEhomog case and
(d) the ACEheterog case. The simple Gaussian distribution (green), the triangular distribu-
tion (purple), the beta1 distribution (blue), the beta2 distribution (orange) and the double
Gaussian distribution (red) are compared to the LES distributions. Each squared symbol
represents a vertical level in the cloud layer at various times of simulation: between 5h
and 12h of simulation for ARM, 3h and 6h of simulation for BOMEX and 2h10 and 3h of
simulation for the two stratocumulus cases.
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Cases ARM BOMEX ACEhomog ACEheterog
Hours of simulation 6h 9h 5h 3h 3h
Simple Gaussian 9.69 23.7 70.72 0.79 1.95
Triangular 68.42 36.01 22.92 6.59 9.03
Mean of
∣∣∣∣∣CF(REF )−CF(THEOR)CF(REF )
∣∣∣∣∣ (%) Beta1 4.71 15.32 69.43 0.28 2.22
Beta2 0.55 15.32 66.16 0.26 2.55
Double Gaussian 0.42 0.95 15.02 0.41 0.25
Simple Gaussian 34.68 68.56 92.14 5.07 7.05
Triangular 11.06 58.31 89.90 2.68 2.31
Mean of
∣∣∣∣∣ rc(REF )−rc(THEOR)rc(REF )
∣∣∣∣∣ (%) Beta1 32.60 64.27 92.85 1.48 3.20
Beta2 28.86 64.27 90.74 1.48 2.83
Double Gaussian 3.65 1.77 13.91 0.70 1.07
Table 3 Mean errors for CF and rc over all vertical levels for each theoretical distribution.
4.2 The double Gaussian distribution
To improve the representation of the second mode, the double Gaussian distri-
bution is now evaluated and the vertical profiles of the cloud fraction and the
mean cloud water content computed from this bimodal distribution are given
in red in Figure 6 for the four cases. In all cases, with the double Gaussian
distribution, the heights of the cloud base and the cloud top are correctly es-
timated. The improvement made by the double Gaussian distribution on the
computation of the cloud fields is obvious in cumulus cases (see again Fig-
ures 7a to 7d) and the errors are significantly reduced (Table 3) compared to
those generated by unimodal distributions. They do not exceed 4%, except for
the BOMEX case where values of cloud fraction are very weak. In that case,
the “Expectation-Maximization” method, associated to the “Assumed PDF”
method to compute parameters (see Appendix), does not allow to represent
the narrow main mode and the second mode which evolves, with height, in a
long flat tail with a very weak amplitude. The benefits of the double Gaussian
distribution are less evident (Figures 6e to 6h) in stratocumulus cases but it
still gives better results for the cloud fields. Errors are globally lower than 1%.
The comparison of the simple and the double Gaussian distributions for the
four cases (not shown here) highlights that the double Gaussian distribution
is able to correctly approach more or less skewed distributions, as in Figure 3b
the ACEhomog cases, or distributions with two marked second modes, as in
Figure 3c for the ARM case and in Figure 3b for the ACEheterog cases. The
second mode of the double Gaussian distribution is very often well positioned
with the correct amplitude. For cumulus cases, it evolves well in a long flat
tail in the upper part of the cloud layer, thus giving significantly lower cloud
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fractions as height increases. The main mode of the bimodal PDF is also in
better agreement with the LES distributions. The independent computation of
the parameters (mean and standard deviation) for each simple Gaussian law
allows the choice of two more or less narrow modes with the right amplitudes.
The double Gaussian distribution improves the description of sparse sub-
grid clouds like shallow cumuli and fractional stratocumuli. The construction
of a statistical cloud scheme based on the double Gaussian distribution seems
the best alternative to obtain a unified approach for the treatment of PBL
clouds. If necessary, the double Gaussian distribution correctly switches over
to a simple distribution showing a single maximum.
4.3 Sensitivity to the vertical grid
In the previous section, the statistical analysis was performed for each level
of the LES vertical grid. The vertical resolutions of the four LES used as ref-
erences (see Table 1) are much finer than the resolution generally used in a
mesoscale NWP model. In order to test the sensitivity of the previous results
to the number of levels in the cloud layer, several layers of the LES were aver-
aged in order to obtain a new sample of data with a vertical resolution similar
to the one used for the models that are operational at Meteo-France. The new
vertical grid contains 40 levels with a vertical resolution ranging from 40m
near the ground to 500 m above 2 km. Figure 8 shows vertical profiles of the
cloud fraction and the mean cloud water content deduced from LES data (in
black) and computed from the simple Gaussian distribution (in green) and
from the double Gaussian distribution (in red). They are averaged on the new
vertical grid for the two cumulus cases and for the ACEheterog case.
For the ARM and BOMEX cases (Figures 8a to 8d), cloud fields are cor-
rectly diagnosed and the height of the cloud top is clearly better estimated
with the double Gaussian distribution than with the simple one. Errors on
cloud fields (Table 4) are reduced using it. All the conclusions drawn for the
statistical analysis with the fine resolution of the LES are still valid for a
coarser description of the cloud layer for the four cases.
Figures 8e to 8h show the vertical profiles of the cloud fraction and the
mean cloud water content for the ACEhomog and ACEheterog cases. As for
cumulus cases, the use of a bimodal distribution improves the horizontal de-
scription of stratocumulus clouds, especially for the fractional stratocumulus
case (see errors on Table 4) but Figures 8e and 8f raise the problem of the
treatment of subgrid clouds in the vertical dimension. The change to a coarser
vertical grid causes a smoothing of the vertical profiles of the cloud fraction
and the mean cloud water content, leading to a loss of information. It is par-
ticularly problematic in the case of shallow stratocumulus clouds which have a
smaller vertical extent than cumulus clouds. By comparing the maximum val-
ues of cloud fraction on vertical profiles obtained for the LES vertical grid (red
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profile on Figure 2) and for the coarser vertical grid (black profile on Figure
8), an underestimation of about 50% appears. This large error is due to the
lack of information about the vertical extent of the cloud layer between two
successive vertical levels. This paper discusses the description of the horizontal
subgrid cloud variability but this sensitivity study to the vertical grid shows
the need to also consider the vertical subgrid cloud variability in cloud schemes
in future works, to improve the representation of stratocumulus clouds.
Cases ARM BOMEX ACEhomog ACEheterog
Hours of simulation 6h 9h 5h 3h 3h
Mean of
∣∣∣∣∣CF(REF )−CF(THEOR)CF(REF )
∣∣∣∣∣ (%) Simple Gaussian 26.99 43.93 69.21 0.08 5.66
Double Gaussian 6.72 4.01 14.01 0.57 1.39
Mean of
∣∣∣∣∣ rc(REF )−rc(THEOR)rc(REF )
∣∣∣∣∣ (%) Simple Gaussian 40.48 67.97 90.88 0.64 13.88
Double Gaussian 20 16.87 26.56 0.35 6.24
Table 4 As in table3 for the simple Gaussian distribution and the double Gaussian distri-
bution for a vertical grid usually used in the NWP models at mesoscale resolution.
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Cloud fraction Mean cloud water content
(a) ARM case - 9h
(b) BOMEX case - 5h
(c) ACEheterog case - 3h
(d) ACEheterog case - 3h
Fig. 8 Vertical profiles of the cloud fraction (left column) and the mean cloud water content
(right column) for (a) the ARM case, (b) the BOMEX case, (c) the ACEhomog case and
(d) the ACEheterog case. Vertical profiles are deduced from the LES distributions (black),
the simple Gaussian distribution (green) and the double Gaussian distribution (red) for a
vertical grid usually used in NWP models at mesoscale resolution.
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5 Conclusions
In NWP models with mesoscale resolutions ranging from 1 to 3 km, it is still
necessary to correctly parameterize the horizontal subgrid variability of PBL
clouds. The work described in this paper is a preliminary step in developing a
new cloud scheme well suited to mesoscale resolutions.
The search for the best distribution to use in a statistical cloud scheme is
based on the statistical analysis of four LES of classical warm PBL cases (cu-
mulus and stratocumulus) performed with the research model Meso-NH. The
entire LES domain is assimilated to a single grid box of a mesoscale NWP
model. The simulated horizontal cloud variability inside the LES domain is
summarized by a LES distribution which may be fitted to theoretical distri-
butions constrained by the first statistical moments of the LES distribution.
Our analysis shows that, for PBL clouds, the total water variability alone
is not the best predictor to correctly diagnose the cloud fraction and the mean
cloud water content. The saturation deficit, which combines the temperature
variability and the total water variability, has to be taken into account. The
assumption made at large scales, in particular in Tompkins (2002), that the
temperature variability can be neglected with regard to the total water vari-
ability is not valid for kilometric resolutions.
LES distributions of the saturation deficit often show an asymmetric bell-
shaped curve with very characteristic skewness depending on the cloud type
and also the level and the phase of the cloud life cycle. Most distributions show
a primary main mode and a second mode which may evolve into a long flat
tail. It plays an important role in the cloud field computation. In the cases of
sparse cumuli, the main mode corresponds to non-cloudy points in the LES.
The narrow cloud updrafts are described by the tail on the cloudy side of
the distribution. For a fractional stratocumulus cloud, the first mode is often
located on the dry side of the distribution and the cloudy second mode de-
pends on the updraft/downdraft activity inside the cloud layer. It reflects, in
particular, the intrusion of dry air from the cloud layer top. For a stationary
stratocumulus, the model grid is saturated on average and the cloud fraction
is near 100%. The main characteristics of the distribution are robust when the
size of the averaging domain is reduced by a factor of 4 or 16.
Several theoretical distributions commonly used in the literature have been
tested in order to find the best fit for the LES distributions. The “Assumed
PDF method” was used to determine the parameters of each distribution con-
strained by the first two or three statistical moments predicted from LES data.
All unimodal distributions, even the beta law with a controlled skewness, are
unable to correctly represent both the primary mode and the important second
mode, especially for cumulus clouds. They would not give a unified approach
valid for all PBL cloud types at mesoscale resolution. A double Gaussian dis-
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tribution with two modes and based on a linear combination of two simple
Gaussian laws, as in Lewellen and Yoh (1993) or Golaz et al (2002a), provides
a much better description for all types of PBL clouds. It corrects the large
underestimation of the cloud fraction and the mean cloud water content given
by unimodal distributions in the case of sparse cumuli and always gives a bet-
ter estimate of the heights of the base and the top of the cloud layer. The
second mode is well positioned with a correct amplitude and can become a
long flat tail. The present work is simplified compared to Lewellen and Yoh
(1993) or Golaz et al (2002a) as we only consider a single statistical variable,
the saturation deficit, and only five parameters are necessary to define the
double Gaussian distribution. To finish, it has been verified that all conclu-
sions following the statistical analysis for LES configuration are still valid for
a coarser vertical description of the cloud layer. It appears that the use of a
bimodal distribution is not essential for the horizontal description of homo-
geneous stratocumulus clouds but their correct representation would require
their strong vertical subgrid variability to be taken into account.
The next step in the development of a PBL cloud scheme, before its im-
plementation, is to relate the bimodal distribution parameters to information
available in NWP models. A diagnostic approach as suggested by Sundqvist
(1978) would be sufficient to correctly represent homogeneous stratocumu-
lus layers. Otherwise, a prognostic approach as proposed by Tompkins (2002)
would improve the representation of shallow cumuli and fractional stratocu-
muli by considering the effects of atmospheric processes on the distribution
characteristics. Such an approach would be interesting, involving atmospheric
processes appropriate to a good description of PBL clouds. For cumulus clouds,
the main mode linked to the cloud environment would be connected to an
eddy diffusivity scheme (TKE scheme in our case). A mass flux scheme (for
examples Rio and Hourdin (2008) or Pergaud et al (2009)) could be used to
parametrize the simple Gaussian distribution which depicts the cloudy second
mode, associated to shallow thermals. This approach assumes that each mode
can be treated independently in the case of shallow cumuli. The description of
fractional stratocumulus clouds is more complicated, in particular the repre-
sentation of cloud dissipation or cloud transitions between PBL subgrid clouds
or “resolved” and subgrid clouds.
A Appendix: Computation of the theoretical distributions
In order to fit to the five unimodal distributions, estimators (noted with .̂) of
their parameters are computed with the “Method of moments”. It consists of
resolving an equation system built from the empirical expressions of statisti-
cal moments as a function of the distribution parameters. It is more or less
complex according to the number of unknown parameters and to the PDF
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family considered. For this appendix, the first three statistical moments are
respectively noted µ, σ and ζ.
A.1 The simple Gaussian distribution
The two distribution parameters are easily computed to fit the LES PDFs
because they are equal to the first two predicted statistical moments: µ̂ = µ
and σ̂ = σ. In addition, note that the Gaussian PDF is an unbounded function
and, for some atmospheric fields such as rt, it is necessary to use a truncated
function and therefore to consider supplementary parameters.
A.2 The triangular distribution
As for the Gaussian law, the two distribution parameters of the triangular
distribution are deduced directly from the first two statistical moments : µ̂ = µ
and σ̂ = σ.
A.3 The gamma distribution
If k and δ are the positive shape parameter and the positive scale parame-
ter of a gamma distribution, the parameter estimators are deduced from the
expressions of µ and σ by: k̂ = µ
2
σ2 and δ̂ =
µ
σ2 .
A.4 The log-normal distribution
A positive statistical variable X follows a log-normal distribution if ln(X)
follows a Gaussian law. In order to fit to the log-normal distribution, we obtain






















A.5 The beta distribution
If a and b are the bounds and p and q are the positive shape parameters of a
beta distribution, two methods are available to compute them in order to fit
the LES distributions. Note that, in this study, a bell-shaped curve is consid-
ered so p ≥ 2 and q ≥ 2 are imposed.
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– if the parameters are constrained by µ and σ, â and b̂ are respectively equal
to the minimum and maximum values of the statistical variable and the





q̂ = µ (1−µ)
2
σ2 − (1− µ)
(5)
– if the parameters are constrained by µ, σ and ζ, â is equal to the minimum
value of the statistical variable and b̂ and the two shape parameters are
computed from their expressions (distribution called beta2):

p̂ = 2(µ−â) [σ
2 − (µ−â)2 − ζσ(µ−â)]
ζσ[(µ−â)2−σ2]− 4(µ−â)σ2
q̂ = p̂(p̂+1) σ
2
(µ−â)2 − p̂σ2




Note that, in a few cases, there is no mathematical solution for this com-
putation which is compatible with the physical constraints imposed by this
study. The beta2 PDF cannot be drawn and is equal to the previous beta1
PDF which keeps only µ and σ.
A.6 The double Gaussian distribution
The double Gaussian distribution is equal to a linear combination of two in-
dividual Gaussian distributions G = aG1 + (1 − a)G2 where G1 and G2 are
the simple Gaussian PDFs, a and (1− a) are the relative weights of each dis-
tribution (less than 1) and µ1, µ2, σ1 and σ2 are the means and the standard
deviations of G1 and G2. The computation of these parameters is based on
the “Expectation-Maximization method” (EM hereafter) (see Dempster et al
(1997), Hogg and Craig (2005) and McLachlan and Krishnan (1997)). It is
an analytical iterative method which consists of maximizing the likelihood of
having the desired bimodal distribution corresponding to the known sample of
LES data. It requires the knowledge of first-guess values for the distribution
parameters to start the iterative computations, built as follows:
– we suppose that a = 0.5 i.e. the two simple Gaussian distributions have
the same weight
– the two means µ1 and µ2 are approximately equal to the two values of s
corresponding to the local maxima
– we use the definition of a Gaussian standard deviation to determine the
value of σ1 and σ2 for each mode: it is proportional to the width, H , of the
curve at a height equal to the half the maximum of the mode considered
(H = 2.3548 σs).
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To obtain a successful EM algorithm, assumptions are made to ensure its
convergence and adapt it to the irregularity of the LES distributions, e.g.
minimal values for standard deviations. Then, after some sensitivity tests for
the number of iterations, it seems that 12 iterations are enough to correctly fit
the LES distributions. The five parameters so computed verify the following
expressions:
µ = aµ1 + (1 − a)µ2 (7)
σ2 = aσ21 + (1− a)σ22 + a(1 − a)(µ2 − µ1)2 (8)
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5.4 Conclusions
Dans les modèles de prévision numérique utilisant des résolutions de méso-échelle, il est en-
core nécessaire d’améliorer la description de la variabilité nuageuse sous-maille horizontale pour
les nuages de couche limite. Cet article présente un travail préliminaire important dans la concep-
tion d’un schéma statistique de nuages.
La recherche d’une distribution théorique, performante pour la construction d’un schéma
statistique de nuages à méso-échelle, est basée sur une analyse statistique détaillée de quatre si-
mulations LES de cas classiques de nuages chauds non-précipitants de couche limite (cumulus et
stratocumulus), obtenues avec le modèle Méso-NH. Pour un niveau vertical donnée, le domaine
entier de chaque LES est assimilé à une seule maille de modèle de méso-échelle. La variabi-
lité nuageuse sous-maille horizontale est représentée par les distributions déduites des LES qui
doivent être approchées par des distributions statistiques théoriques, contraintes par les premiers
moments statistiques empiriques.
Notre analyse confirme qu’en cas de nuages de couche limite, la prise en compte de la varia-
bilité sous-maille du contenu en eau totale seule n’est pas suffisante pour un calcul diagnostique
correct de la fraction nuageuse et du contenu moyen en eau nuageuse (voir les travaux de Tomp-
kins (2003)). L’écart local à la saturation, combinant les variabilités sous-maille du contenu en
eau totale et de la température, doit être considéré. L’hypothèse faite à grande échelle, en parti-
culier par Tompkins (2002), qui suppose de négliger les fluctuations de température devant celles
du contenu en eau totale, n’est pas valable pour des résolutions de méso-échelle.
Les distributions déduites des données LES pour l’écart local à la saturation montrent des
courbes en cloche, avec des coefficients d’asymétrie non nuls dépendant du type de nuage, de
l’altitude mais aussi de la phase du cycle de vie du nuage. La plupart des distributions possède un
mode principal et un mode secondaire qui évolue couramment en une longue queue très aplatie.
Ce dernier joue un rôle important dans les calculs des champs nuageux. En cas de cumulus peu
profonds épars, le mode principal correspond aux points non-nuageux (ciel clair) du domaine
LES. Les updrafts nuageux étroits sont décrits par la longue queue du côté humide (nuageux)
des distributions. Pour un stratocumulus fractionnaire, le premier mode est localisé dans la partie
sèche de la distribution et le second mode dépend de l’activité updraft/downdraft dans la couche
nuageuse. Il traduit, en particulier, l’intrusion d’air sec au sommet de la couche nuageuse. Pour
un stratocumulus stationnaire, la maille de modèle de méso-échelle est saturée en moyenne, la
distribution est en quasi-totalité au-dessus du seuil de saturation et la fraction nuageuse avoisine
100%. Les principales caractéristiques de ces distributions sont conservées si la taille du domaine
est réduite d’un facteur 4 ou 16.
Plusieurs distributions théoriques, couramment utilisées dans la littérature, ont été évaluées
pour trouver celle qui permet la meilleure approche des distributions déduites des LES. La
méthode de la “PDF assumée” a été employée pour déterminer les paramètres de chaque dis-
tribution, contrainte par les deux ou trois premiers moments statistiques empiriques. Toutes
les distributions unimodales, y compris la distribution beta dont le coefficient d’asymétrie est
contrôlable, sont insuffisantes pour représenter correctement les distributions LES et surtout
leur second mode, particulièrement important en cas de cumulus. Elles ne permettent pas une
approche unifiée valable pour tous les types de nuages de couche limite à méso-échelle. Une dis-
tribution double gaussienne 3, présentant deux modes et calculée comme combinaison linéaire de
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deux distributions simples gaussiennes (Lewellen et Yoh (1993) ou Golaz et al. (2002a)), fournit
une meilleure description de tous les types de nuages de couche limite. Elle permet de corriger
les sous-estimations de CF et rc induites par les distributions unimodales, surtout pour les cas
de cumulus épars. Les hauteurs de base et de sommet des couches nuageuses sont également
mieux estimées. Le second mode est bien positionné avec une amplitude correcte et il dérive,
si nécessaire, vers une longue queue aplatie. L’écart local à la saturation est considérée comme
unique variable statistique et cinq paramètres sont donc nécessaires pour définir la distribution
double gaussienne. Pour finir, il a été vérifié que les conclusions suivant cette analyse statistique,
faite en configuration LES, sont toujours valables en considérant une description verticale plus
grossière des couches nuageuses. L’utilisation de la distribution double gaussienne n’apparaît pas
indispensable pour les cas de stratocumulus homogènes sur l’horizontale mais une représentation
correcte de ces nuages nécessiterait de prendre en compte leur forte variabilité sous-maille verti-
cale.
L’étape finale du développement d’un schéma de nuages sous-maille est de relier les pa-
ramétres de la distribution double gaussienne aux informations disponibles dans les modèles
numériques de méso-échelle. Il est nécessaire d’impliquer dans ces calculs certaines variables dis-
ponibles dans les schémas des processus physiques et dynamiques, comme la turbulence ou la
convection peu profonde, intervenant dans le cycle de vie des nuages. Ce travail fait l’objet du
chapitre 6 pour les deux cas de cumulus ARM et BOMEX.
3. Notez, pour précision, que la méthode des moments, pour les distributions unimodales, et l’algorithme
itératif « espérance-maximisation », pour la distribution double gaussienne, considèrent le même échantillon de
données LES. Cependant, l’algorithme EM (voir l’annexe D), utilisé dans cet article pour déterminer les cinq
paramètres de la distribution double gaussienne, est appliqué directement sur l’échantillon de données LES. Les
moments empiriques déduits des données LES ne sont pas utilisés explicitement contrairement à la méthode des
moments mais sont absolument conservés.
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Chapitre 6
Ebauche de paramétrisation pour la
représentation des cumulus peu
profonds
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Ce dernier chapitre vise à proposer des pistes pour la paramétrisation de la distribution
double gaussienne dans un nouveau schéma statistique de nuages pour les modèles de méso-
échelle AROME et Méso-NH. Il se focalise sur la représentation des cumulus peu profonds à
travers l’étude des cas ARM et BOMEX décrits dans le chapitre 5.
6.1 Couplage d’un schéma statistique de nuages sous-maille et
d’un schéma de type EDMF
Les premiers travaux traitant de la construction de schémas statistiques de nuages (Somme-
ria et Deardorff (1977) et Mellor (1977) par exemple, voir la section 3.4.3), supposent que la
turbulence dans la couche limite est le seul moteur du transport sous-maille. La variance des
distributions unimodales utilisées est calculée uniquement à partir des schémas de turbulence.
L’étude des distributions de la variabilité nuageuse sous-maille horizontale, à grande échelle et
à méso-échelle, a montré l’apparition d’un second mode, évoluant éventuellement en une longue
112
6. Ebauche de paramétrisation pour la représentation des cumulus peu
profonds
queue aplatie. Rappelons que ce mode est important en cas de cumulus car il se situe dans la
partie humide des distributions et son absence engendre des sous-estimations non-négligeables
des champs nuageux. Le chapitre 5 a montré qu’à méso-échelle, ce second mode est étroitement
lié à la convection peu profonde et que l’utilisation d’une distribution double gaussienne permet
de le représenter.
Pour la paramétrisation de la distribution double gaussienne Neggers (2009) opère un cou-
plage entre le schéma statistique de nuages la contenant et un schéma type EDMF dans le modèle
opérationnel IFS de ECMWF. Le lien entre les nuages et le transport sous-maille est considéré
dans son intégralité car la variance nuageuse horizontale intègre les données de la turbulence
et de la convection. Chaque mode de la distribution bimodale est relié à une composante de
transport du schéma EDMF : le premier mode, « passif » et associé à l’environnement, dépend
de la partie turbulente tandis que le second, « actif » et associé aux thermiques, dépend de la
partie convective. Sur le schéma 6.1, les fractions de l’environnement et des thermiques dans la
maille sont respectivement égales à Aup et Aenv.
Figure 6.1 – Couplage d’un schéma type EDMF à un schéma statistique de nuages. Extrait de
Neggers (2006).
Chaque mode est décrit par une distribution simple gaussienne traitée indépendamment de
l’autre et de moyenne et d’écart-type calculés relativement à la partie turbulente ou à la partie
convective. Les champs nuageux sont déduits par combinaison linéaire :




où CF up (ie rupc ) et CF env (ie renvc ) sont calculés respectivement à partir des distributions uni-
modales gaussiennes des thermiques et de l’environnement.
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D’autres travaux tels que Lenderink et Siebesma (2000) et Klein et al. (2005) adoptent des
couplages similaires. Par exemple, à grande échelle, Klein et al. (2005) considèrent, en supplé-
ment, l’effet du détrainement d’air humide des thermiques vers leur environnement qui constitue
une source de variance pour la partie liée à l’environnement (apport de fortes valeurs de rt).
Pour des résolutions de méso-échelle voisines de celle du modèle AROME, il faut confirmer la
nécessité d’un tel couplage pour la représentation des cumulus peu profonds. Jam et al. (2010)
adoptent une démarche similaire à celle exposée dans ce chapitre pour la construction d’un nou-
veau schéma statistique de nuages, basé sur une distribution double gaussienne, à implémenter
dans un GCM.
6.2 Echantillonnage de cumulus peu profonds
A l’image des travaux précédents, il est supposé qu’à méso-échelle, chaque maille de modèle
peut être séparée en une partie convective (thermiques secs et humides) et en une partie liée à
l’environnement du nuage, en cas de nuages convectifs peu profonds. Cette section vise à véri-
fier la véracité de cette hypothèse, autrement dit que les distributions bimodales, déduites des
données LES pour s, peuvent être séparées en deux distributions unimodales associées respecti-
vement à l’environnement et aux thermiques.
6.2.1 La méthode de conditional sampling - Application aux cas ARM et
BOMEX
Un échantillonnage ou conditional sampling (inspiré par Couvreux et al. (2010)) est réalisé
afin d’isoler les thermiques du reste de la maille. Pour un niveau donné, le domaine horizontal
entier LES est toujours assimilé à une maille horizontale de modèle de méso-échelle et fournit
un échantillon de valeurs pour s. Dans les simulations LES, un traceur scalaire passif est émis
à la surface avec un flux constant. Puisque les thermiques sont des parcelles d’air provenant de
la surface et subissant des ascendances plus intenses que dans l’environnement, ils sont supposés
contenir les plus fortes concentrations en traceur passif. La combinaison de la concentration en
traceur et d’autres critères thermodynamiques décrivant ces thermiques secs ou humides (vitesse
verticale, contenu en eau nuageuse. . .) permet de savoir si un point du domaine horizontal LES
leur appartient ou non. Ainsi :
– un point appartient à un thermique sec si sv′ > σsv, w > 0 et z < zb +
(zb+zt)
4 ,
– un point appartient à un thermique humide si : sv′ > σsv, w > 0, z ≥ zb+ (zb+zt)4 et rc > 0,
– et un point appartient à l’environnement s’il ne répond à aucune des deux conditions.
sv′ est l’anomalie de la concentration en traceur sv autour de sa valeur moyenne et σsv est
l’écart-type de la concentration en traceur. zb et zt sont les hauteurs moyennes de la base et du
sommet de la couche nuageuse et zb+zt4 figure le niveau de condensation. Dans les LES, w est
nulle et les conditions w > 0 et w′ > 0 sont équivalentes.
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La figure 6.2 illustre les résultats obtenus suite à cet échantillonnage pour les deux cas de
cumulus peu profonds ARM et BOMEX (voir le chapitre 5). Elles montrent les distributions
de la variable s, déduites des données LES, pour le domaine entier (distributions « totales »
en noir), pour la partie environnement (en rouge) et pour la partie thermiques (en bleu), à
différentes altitudes dans la couche nuageuse. Il paraît cohérent de distinguer deux parties dans
les distributions totales. Les distributions associées aux thermiques concernent le second mode
(majoritairement humide) des distributions totales. Quand l’altitude augmente, elles dégénèrent
correctement lorsqu’il s’étend progressivement en une longue queue, jusqu’au sommet du nuage
(où la proportion de thermiques dans la maille est très faible). La présence du second mode est
donc reliée, de façon certaine, à l’activité convective. Les distributions liées à l’environnement sont
essentiellement situées dans la partie sèche des distributions totales, correspondant à leur mode
principal. Les mouvements turbulents produisent ainsi de très faibles contenus en eau nuageuse,
tandis que les distributions associées aux thermiques fournissent la majorité des contenus en eau
nuageuse.





Figure 6.2 – Echantillonnage réalisé sur les cas ARM après 6h et 9h de simulation et BOMEX
après 5h de simulation. Pour le cas ARM, 6h correspond à la formation du nuage et 9h, à la fin de
la croissance. BOMEX est un cas stationnaire. Les courbes noires représentent les distributions
de s déduits des LES pour le domaine horizontal entier, les courbes rouges pour l’environnement
et les courbes bleues pour les thermiques. Le trait vertical noir pointillé représente la saturation
(s = 0).
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6.2.2 Evaluation de la distribution double gaussienne obtenue suite à l’échan-
tillonnage des cumulus
Dans cette section, les distributions LES associées aux deux modes (environnement et ther-
miques) sont approchées par deux distributions simples gaussiennes. Chacun des deux échan-
tillons de valeurs de s fournis par le « conditional sampling » possède sa propre moyenne (senv
ou sup) et son propre écart-type (σenvs ou σ
up
s ). Combinées à partir des poids Aup et Aenv, ces
deux distributions unimodales fournissent une distribution double gaussienne à comparer aux
distributions totales déduites des données LES. La figure 6.3 1 montre des profils verticaux de
CF et de rc, pour ARM et BOMEX, calculés pour le domaine horizontal entier : les champs
nuageux obtenus à partir des données LES sont en noir, à partir de la distribution double gaus-
sienne issue du « conditional sampling » en vert et à partir de l’expression 6.1 en bleu tireté.
Les profils verticaux de CF et rc sont correctement estimés à partir de la distribution double
gaussienne déduite du conditional sampling. Les faibles erreurs, visibles notamment pour les plus
fortes valeurs des champs nuageux, sont dues aux irrégularités des distributions déduites des
LES que la distribution double gaussienne ne peut pas représenter. Cela justifie également la lé-
gère sous-estimation de la hauteur du sommet observée pour BOMEX. Pour ARM, les hauteurs
de base et de sommet sont très bien estimées par la distribution double gaussienne déduite du
conditional sampling.
Le fait que les profils verticaux verts et bleus tiretés soient confondus, confirme qu’il n’est
pas nécessaire de considérer la distribution double gaussienne dans le schéma statistique, pour
calculer les champs nuageux. Pourvu que la part de thermique dans la maille soit connue, ils
peuvent être déduits directement des deux distributions simples gaussiennes liées à l’environne-
ment et aux thermiques, traitées indépendemment. Nous utiliserons deux simples gaussiennes
indépendantes dans la suite de cette section et relierons les champs nuageux qu’elles fournissent
grâce à l’expression 6.1. Ce choix a également été fait par Jam et al. (2010).
1. Pour les cas ARM et BOMEX, les profils verticaux des champs nuageux des figures 6.3 et 6.4 diffèrent de
ceux de Perraud et al. (2011) car ils correspondent à des simulations LES de caractéristiques légèrement différentes.





Figure 6.3 – Profils verticaux de CF et rc pour (a) ARM après 6h de simulation, (b) ARM
après 9h de simulation et (c) BOMEX après 5h de simulation. Le profil noir correspond aux
données LES, le profil vert, à la distribution double gaussienne issu du conditional sampling et
le profil bleu, à l’expression 6.1.
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6.2.3 Choix des variables statistiques pour l’environnement et pour les ther-
miques
A méso-échelle, le chapitre 5 montre qu’il est nécessaire d’utiliser s, permettant de considérer
conjointement les fluctuations du contenu en eau totale et de la température, comme variable
statistique pour fournir de meilleures estimations des champs nuageux. Ceci est valable si la
maille est considérée dans sa totalité et si la variabilité sous-maille de la température ne peut pas
être négligée. Le fait de diviser la maille en deux partie liées respectivement à l’environnement
et aux thermiques, pose la question de la nécessité d’utiliser aussi s pour les deux distributions
simples gaussiennes indépendantes. Les échantillons relatifs à chaque partie sont susceptibles de
présenter des fluctuations de température assez faibles autour de la valeur moyenne correspon-
dante.
Pour ARM et BOMEX, la figure 6.4 donne les profils verticaux de CF et rc déduits des
données LES en noir, calculée à partir de l’expression 6.1 en considérant deux distributions
simples gaussiennes de s en rouge et calculée à partir de l’expression 6.1 en considérant deux
distributions simples gaussiennes de rt en bleu. Les erreurs engendrées par l’utilisation de rt
comme variable statistique sont similaires à celles observées pour s (voir le tableau 6.1), sauf
pendant la phase de formation des cumulus du cas ARM pour laquelle elles sont plus importantes.
Cela étant, la différence entre les profils nuageux calculés à partir de s et à partir de rt, n’est
pas aussi importante que celle observée lorsqu’on considère la maille d’un seul bloc (Figure 2 de
Perraud et al. (2011), chapitre 5). Les hauteurs de base et de sommet sont aussi bien estimées
avec rt qu’avec s pour ARM et pour BOMEX. Pour chaque partie indépendante, il semble donc
que négliger les fluctuations de température soit une bonne approximation, ne dégradant pas
significativement les champs nuageux. Cela laisse à penser que les deux distributions simples
gaussiennes peuvent donc être considérées pour rt, sous la condition de pouvoir déterminer une
température moyenne et un seuil de saturation pour chacune des deux parties.
Cas ARM BOMEX
Heures de simulation 6h 9h 5h
Moyenne de
∣∣∣∣∣CF(LES)−CF(s)CF(LES)
∣∣∣∣∣ (%) 8.78 32.35 29.54
Moyenne de
∣∣∣∣∣CF(LES)−CF(rt)CF(LES)
∣∣∣∣∣ (%) 26.60 28.60 21.95
Moyenne de
∣∣∣∣∣ rc(LES)−rc(s)rc(LES)
∣∣∣∣∣ (%) 0.44 10.87 16.78
Moyenne de
∣∣∣∣∣ rc(LES)−rc(rt)rc(LES)
∣∣∣∣∣ (%) 4.15 13.32 27.30
Table 6.1 – Erreurs moyennes sur CF et rc calculées sur tous les niveaux verticaux présentant
du nuage dans le cas où s et rt sont utilisés comme variable statistique pour les deux distributions
simples gaussiennes de l’environnement et des thermiques.





Figure 6.4 – Profils verticaux de CF et rc pour (a) ARM après 6h de simulation, (b) ARM
après 9h de simulation et (c) BOMEX après 5h de simulation. Le profil noir correspond aux
données LES, le profil rouge, à la variable s et le profil bleu, à la variable rt.
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6.3 Ebauche de paramétrisation pour le second mode convectif
en cas de cumulus peu profonds
La troisième partie de ce chapitre propose des pistes pour la paramétrisation de la distribu-
tion double gaussienne. Elle se focalise sur la représentation du second mode, lié aux thermiques
nuageux peu profonds dans la maille, par une distribution simple gaussienne qualifiée par la
suite de « distribution convective ». Pour ce faire, une étude des caractéristiques du thermique
(supposé unique dans la maille par simplification) est menée via les distributions de ses variables
d’état et de transport. On en extrait ainsi les caractéristiques du cœur du thermique. Ensuite,
des liens sont établis entre les caractéristiques du cœur du thermique et la paramétrisation du
second mode convectif. Dès lors, une ébauche de formulations pour la moyenne et l’écart-type
de la distribution convective ainsi que pour la part de thermique dans la maille sont proposées.
6.3.1 Etude du second mode convectif
Extraction du cœur du thermique
Il est bien connu que la dynamique à l’intérieur des nuages convectifs est pilotée par les
mouvements ascendants verticaux, constituant le cœur du thermique. Ce cœur est défini comme
la partie la plus flottable du thermique, dans laquelle a lieu la majorité du transport vertical de
l’eau depuis la couche limite vers le haut de l’atmosphère.
Pour le cas ARM à une altitude donnée, la figure 6.5 montre les profils verticaux des variables
de transport pour la partie convective de la maille, isolée grâce à la méthode de « conditional
sampling » de Couvreux et al. (2010) : (a) le flux de masse, (b) le flux d’eau totale, (c) le flux
de chaleur et (d) le flux de flottabilité. La distribution du flux de flottabilité, quantité-clé dans
l’étude des processus convectifs, montre une bimodalité (Figure 6.5d). Une distribution simple
gaussienne est centrée sur 0 (cerclée de rouge sur la figure 6.5d) et une longue queue de distribu-
tion s’étend vers les plus fortes valeurs de flux de flottabilité (cerclée de vert sur la même figure).
Cette dernière correspond au cœur du thermique. La distribution simple gaussienne représente
les bords du thermique, qualifiés par la suite de « reste du thermique », zone peu ou pas flottable
montrant des quantités mieux mélangées.
Pour le même cas, la figure 6.6 montre des distributions similaires pour les variables d’état : (a)
rt, (b) w, (c) θl et (d) θv. Les traits pleins correspondent au thermique dans sa totalité et les traits
tiretés, qui y sont superposés, au cœur du thermique. Une deuxième méthode d’échantillonnage,
appliquée ici sur les points du domaine LES correspondant au thermique, suppose qu’un point
appartient au cœur du thermique si la flottabilité en ce point est supérieure à 0, 5K.kg.s−1.m2.
Les distributions des variables d’état pour le thermique entier sont globalement unimodales. Le
cœur du thermique est repérable grâce aux fortes valeurs caractéristiques de rt (Figure 6.6a) et
aux faibles valeurs typiques de θl (Figure 6.6d), il est donc la partie la plus humide et la plus
froide du thermique (les quantités y sont très peu mélangées). Logiquement, c’est dans le cœur
du thermique que se trouvent les plus fortes ascendances (Figure 6.6b).




Figure 6.5 – Distributions des variables de transport dans le thermique en trait plein de couleur
pour le cas ARM après 9h de simulation et à une altitude de 1420m : (a) flux de masse, (b) flux
d’eau totale, (c) flux de chaleur et (d) flux de flottabilité. Pour (d), la zone cerclée de vert figure
le cœur du thermique et la zone cerclée de rouge, le reste du thermique.
(a) (b)
(c) (d)
Figure 6.6 – Distributions des variables d’état du thermique en trait plein de couleur et du
cœur du thermique en trait tireté noir pour le cas ARM après 9h de simulation et à une altitude
de 1420m : (a) rt, (b) w, (c) θl et (d) θv.
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Lien entre le second mode convectif et le cœur du thermique
Le cœur du nuage n’est pas la totalité du nuage, que nous cherchons à représenter dans sa
totalité. Cependant, le cœur du thermique étant la partie active des nuages convectifs, tout le
transport par le flux de masse a lieu dans celui-ci. Dès lors, c’est le cœur du thermique qui est
paramétré dans les schémas de convection peu profonde (schémas en flux de masse). Ainsi, les
quantités produites par ces schémas sont considérées comme représentatives des caractéristiques
du cœur du thermique. L’enjeu du présent travail est donc de construire une paramétrisation
de la distribution convective pour l’ensemble du nuage mais à partir des données du cœur du
thermique.
La figure 6.7 montre les profils verticaux des variables d’état ((a) rt, (b) w, (c) θl et (d) θv)) et
des variables de transport ((e) le flux de masse et (f) le flux de flottabilité) pour le cas ARM. Le
thermique est représenté en bleu et le reste de la maille (environnement) est représenté en rouge.
Le thermique est divisé en deux parties : son cœur est en vert et le reste (les bords), en violet.
Le flux de flottabilité est de nouveau la quantité la plus parlante. Entre la base et le sommet du
nuage (matérialisés par les traits tiretés horizontaux), le flux de flottabilité dans le thermique est
entièrement concentré dans son cœur, les bords du thermique montrant des valeurs quasiment
nulles. Dès lors, on en déduit que la formation du nuage est essentiellement liée au transport
dans le cœur du thermique.
Ce point important indique que le second mode convectif, que l’on souhaite représenter et qui
est à l’origine de la majorité du nuage (CF et rc), peut être paramétré à partir des caractéristiques
du cœur du thermique. Les moments de la distribution simple gaussienne à paramétrer ainsi que
la part de thermique dans la maille peuvent donc être déduits des données fournies par un schéma
en flux de masse.




Figure 6.7 – Profils verticaux des variables d’état et des variables de transport pour le cas
ARM après 9h de simulation : (a) rt, (b) w, (c) θl et (d) θv, (e) le flux de masse et (f) le flux de
flottabilité. Les profils verticaux correspondant à la partie turbulente de la maille (dite « envi-
ronnement ») sont en rouge, ceux correspondant au thermique sont en bleu, ceux correspondant
au cœur du thermique sont en vert et ceux correspondant au reste du thermique sont en violet.
Les traits noirs tiretés horizontaux matérialisent respectivement la base du nuage, le niveau de
condensation zcond et le sommet du nuage.
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6.3.2 Evaluation des paramétrisations existantes
La littérature traitant de schémas de nuages incluant les effets de la convection peu pro-
fonde proposent différentes paramétrisations de l’écart-type. Elles reposent essentiellement sur
les variables décrivant le thermique nuageux, telles que le flux de masse convectif et ses carac-
téristiques thermodynamiques (θ, rt,. . .), qui sont fournis par tous les schémas de convection
peu profonde, classiques ou de type EDMF. On observe ainsi deux types de paramétrisations.
Les unes utilisent une unique distribution simple gaussienne pour toute la maille dont le cal-
cul de l’écart-type intègre, entre autres, les données de la convection peu profonde. Ce sont les
travaux de Lenderink et Siebesma (2000) et de Chaboureau et Bechtold (2005). En parallèle,
les travaux de Pergaud et al. (2009) et de Jam et al. (2010) considèrent une partie liée uni-
quement à l’activité convective. Cette partie est traitée indépendemment du reste de la maille,
qualifié de partie turbulente. Une brève description de ces paramétrisations est donnée ci-dessous.
Nomenclature des variables
Le schéma 6.8 explique les différents notations utilisées dans cette section. Les variables
présentes sur ce schéma sont les suivantes :
– rt : le rapport de mélange en eau totale non-précipitante (tableau 3.1 du chapitre 3)
– θv : la température potentielle virtuelle
– M : le flux de masse
– ρ : la masse volumique
– aα : la part de la maille répondant au critère α (0 < aα < 1)
– wup∗ : une échelle de vitesse verticale convective
– lcloud : l’épaisseur du nuage
Les annotations up, env et upcœur désignent respectivement le thermique dans la maille (par-
tie convective), l’environnement (partie turbulente) et le cœur du thermique.
Le schéma 6.8a représente le nuage total (turbulent + convectif) sur la verticale, d’épaisseur
lcloud et de bords symbolisés par le trait tireté noir. La hauteur de sa base est zbase et la hauteur
de son sommet est zcond. La partie convective du nuage, considérée comme un unique thermique,
est figurée en bleu clair. La zone violette représente le coeur de ce thermique.
Le schéma 6.8b représente une coupe horizontale du nuage réalisée à une altitude donnée z.
Le carré noir figure la maille de modèle. Le nuage total (turbulent + convectif) est symbolisé
par le trait tireté noir. Dès lors, la zone verte représente l’environnement, la bleue, le thermique
et la violette, le cœur du thermique.
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Figure 6.8 – Schéma résumant les variables locales liées à la maille (carré noir), au thermique (en
bleu), à l’environnement (en vert) et au cœur du thermique (en violet). Le schéma (a) représente
tout le nuage sur la verticale tandis que le schéma (b) figure une coupe horizontale à une altitude
z donnée. zbase et ztop sont respectivement les hauteurs de base et de sommet du nuage. Voir le
corps du texte pour plus de détails.
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Distributions unimodales pour toute la maille
Considérant rt comme variable statistique pour la maille entière, la paramétrisation de Len-
derink et Siebesma (2000) propose la formulation suivante de la contribution convective pour
l’écart-type de l’unique distribution simple gaussienne :
σup 2Lend =















avec ∆θv figurant la différence de température potentielle virtuelle entre la partie convective et
l’environnement dans la maille (∆θv = θ
up
v − θv).
Similairement mais pour la variable s, Chaboureau et Bechtold (2005) ajoutent une contri-
bution convective à la formulation initiale de l’écart-type afin de pallier aux sous-estimations des
fluctuations d’humidité (voir la section 4.2.2) :
σupCB = αM f(z/z∗) (6.4)
où c est une constante prise égale à 3.10−3 et f(z) = 1a avec a =
(
1 + L δrsat(Tl)δT /Cpm
)−1, une
fonction thermodynamique découlant de la linéarisation de la formulation du rapport de mélange
saturant.
Représentation de la partie thermique
Pour l’amélioration de la représentation des thermiques secs et des cumulus peu profonds
dans les modèles de prévision numérique du temps, les travaux de Pergaud et al. (2009) pro-
posent une nouvelle formulation de schéma de convection peu profonde type EDMF. Dans le cas
où les parcelles d’air ascendantes atteignent le niveau de condensation, le nuage sous-maille est
diagnostiqué à partir des caractéristiques du cœur du thermique :
CF = Ccf .a
upcoeur avec Ccf = 2, 5 (6.5)
avec aupcoeur, la part du cœur de thermique dans la maille, dépendant du flux de masse dans
celui-ci, de la masse volumique et de la vitesse verticale dans celui-ci (voir Pergaud et al. (2009)




La formulation de CF considère que la couverture nuageuse inhérente à la convection peu pro-
fonde est 2,5 fois proportionnelle à la part du cœur de thermique aupcoeur dans la maille. La
quantité rc résulte du produit entre la fraction nuageuse juste calculée et le contenu en eau
nuageuse moyen obtenu pour le cœur du thermique. Dans de telles formulations diagnostiques,
l’annulation du flux de masse implique la disparition immédiate du nuage. De plus, elles im-
pliquent la connaissance de la quantité wupcoeur, pas nécessairement disponible dans tous les
schémas type EDMF.
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Dans la même optique mais pour le thermique dans sa globalité, Jam et al. (2010), précé-
demment cités (section 6.1), considèrent une distribution simple gaussienne pour rt pour décrire
le second mode convectif. Ils proposent la formulation suivante pour l’écart-type :










avec aup, la part de thermique dans la maille (aupcoeur < aup). Notons que, comme pour le schéma
précédent, le calcul de aup dépend de la quantité wup (voir Jam et al. (2010) pour plus de détails).
Application aux cas ARM et BOMEX
Les paramétrisations décrites ci-dessus sont maintenant évaluées pour les deux de cas de
cumulus peu profonds. La figure 6.9 montre les profils verticaux de CF et de rc pour ARM et
BOMEX, calculés pour la partie convective de la maille. Pour la partie convective du domaine,
les champs obtenus à partir des données LES sont en noir (trait plein), à partir de la distribu-
tion simple gaussienne issue du « conditional sampling » en vert, à partir de la paramétrisation
de Lenderink et Siebesma (2000), en orange, à partir de la paramétrisation de Chaboureau et
Bechtold (2005), en violet, à partir de la paramétrisation de Pergaud et al. (2009), en bleu et,
enfin, à partir de la paramétrisation de Jam et al. (2010), en rouge.
Les profils verticaux se révèlent très différents d’un cas à l’autre et d’une paramétrisation
utilisée à l’autre. Il est cependant notable que la fraction nuageuse (colonne de gauche) est glo-
balement mieux estimée que le contenu en eau nuageuse (colonne de droite), moment d’ordre plus
élevé. Les paramétrisations considérant une unique distribution simple gaussienne pour toute la
maille fournissent des profils verticaux peu satisfaisants, ils montrent notamment de mauvaises
estimations de la hauteur de sommet du nuage et des valeurs maximales des champs nuageux.
Celles décrivant seulement le second mode convectif montrent des allures de profils verticaux
de CF correctes, surtout dans le milieu du nuage. La paramétrisation de Pergaud et al. (2009),
décrivant uniquement la part du cœur du thermique dans la maille, ne permet généralement pas
une bonne estimation de l’épaisseur du nuage, notamment pour le cas ARM. Les profils verticaux
obtenus à partir de Jam et al. (2010) sont similaires à ceux obtenus à partir de la distribution
simple gaussienne issue du « conditional sampling »pour le thermique. Cette formulation est ainsi
la seule à décrire correctement la partie supérieure du nuage. Ce résultat était prévisible puisque
les travaux de Jam et al. (2010) sont également construits sur la méthode d’échantillonnage de
Couvreux et al. (2010).
Enfin, les estimations des champs nuageux (notamment du contenu en eau nuageuse) pour le
domaine LES entier à l’aide d’une distribution double gaussienne (voir la figure 6.3) sont plus sa-
tisfaisantes que celles obtenues pour la partie thermique seule, à l’aide d’une distribution simple
gaussienne (voir la figure 6.9). En effet, la distribution double gaussienne est construite avec
l’algorithme « espérance-maximisation »(voir le chapitre 5), utilisant directement l’échantillon
de données LES pour le domaine entier, tandis que la distribution simple gaussienne convective
est construite avec la méthode des moments, considérant les deux premiers moments empiriques
pour la partie thermique du domaine, issue de la méthode de conditional sampling décrite dans
la section 6.2.1.
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Figure 6.9 – Profils verticaux de CF (colonne de gauche) et rc (colonne de droite) pour (a) ARM
après 6h de simulation, (b) ARM après 9h de simulation et (c) BOMEX après 5h de simulation.
Pour la partie convective du domaine, les profils noirs correspondent aux données LES, les profils
verts, à la distribution simple gaussienne issue du « conditional sampling », les profils orange, à
la paramétrisation de Lenderink et Siebesma (2000), les profils violets, à la paramétrisation de
Chaboureau et Bechtold (2005), les profils bleus, à la paramétrisation de Pergaud et al. (2009)
et les profils rouges, à la paramétrisation de Jam et al. (2010).
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Pour le cas ARM à une altitude donnée, la figure 6.10 donne les distributions simples gaus-
siennes obtenues pour le domaine entier avec les paramétrisations de Lenderink et Siebesma
(2000) (en orange) et de Chaboureau et Bechtold (2005) (en violet) et pour la partie convective
seule avec la paramétrisation de Jam et al. (2010) (en rouge). Notez que la paramétrisation de
Pergaud et al. (2009) n’y est pas représentée car elle ne considère pas de schéma statistique. La
distribution simple gaussienne issue du « conditional sampling » pour la partie convective est
donnée en vert et la distribution bimodale déduite des LES pour le domaine entier est donnée
en noir. Bien que d’une amplitude sous-estimée, du fait d’un écart-type légèrement trop fort,
la distribution simple gaussienne de Jam et al. (2010) est correctement positionnée pour appro-
cher le second mode de la distribution totale déduite des LES. On corrobore ainsi les remarques
précédentes faites pour les profils verticaux des champs nuageux. L’inaptitude des distributions
simples gaussiennes de Lenderink et Siebesma (2000) et de Chaboureau et Bechtold (2005) à es-
timer les champs nuageux est clairement justifiée par l’absence du second mode et une mauvaise
estimation des écarts-types.
Figure 6.10 – Pour le cas ARM après 9h de simulation et à une altitude de 1420m, superpo-
sition des distributions simples gaussiennes obtenues pour la totalité de la maille à partir de la
paramétrisation de Lenderink et Siebesma (2000) en orange et à partir de la paramétrisation
de Chaboureau et Bechtold (2005), en violet et pour la partie thermique à partir de Jam et al.
(2010), en rouge. La distribution déduite des LES pour tout le domaine est en noir et la distri-
bution simple gaussienne issue du « conditional sampling »pour la partie convective est en vert.
Le trait vertical noir tireté représente la saturation pour le domaine entier et le trait bleu tireté,
la saturation pour la partie convective.
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6.3.3 Ebauche d’une nouvelle paramétrisation
Une nouvelle paramétrisation du second mode convectif est à présent proposée. Selon les
constats réalisés dans la section 6.2.3, cette paramétrisation est construite pour la variable rt.
Il est supposé que la moyenne de la distribution simple gaussienne convective est simplement la
quantité rupt dans le thermique, fournie par n’importe quel schéma de convection peu profonde.
Il est montré que cette hypothèse tend à surestimer le contenu en eau nuageuse (le cœur étant
la partie la plus humide du nuage) mais, dans notre cas, elle reste acceptable pour localiser la
distribution simple gaussienne recherchée. Une amélioration (non triviale) de ce paramètre de
moyenne sera nécessaire dans le futur, par exemple, en introduisant un décalage dépendant de
l’écart-type mais aussi de l’altitude.
Dès lors, les formulations suivantes sont données pour la part de thermique dans la maille et
pour l’écart-type. Elles ne dépendent que de variables communément fournies par les schémas de
convection peu profonde : les quantités locales décrivant le thermique aussi bien que des quanti-
tés intégrées comme l’épaisseur du nuage ou l’échelle wup∗ . Cette nouvelle paramétrisation pour
le second mode convectif présente l’avantage de pouvoir être utilisée quelque soit le schéma de
convection peu profonde à disposition dans le modèle.
Part de thermique dans la maille
La part de thermique dans la maille aup est une quantité fondamentale dans la définition de la
distribution double gaussienne car elle permet de pondérer les distributions simples gaussiennes
convective et turbulente. Dans beaucoup de schémas de convection peu profonde, elle n’est pas
un paramètre diagnostique explicite. Dans la nouvelle paramétrisation, la formulation suivante





où wup∗ est l’échelle de vitesse verticale convective donnée par l’expression 6.3. A l’inverse des
paramétrisations précédemment évaluées, cette formulation ne nécessite pas la connaissance de
wup pour être utilisée.
Pour le cas ARM, la figure 6.11a évalue la pertinence de cette formulation en confrontant
les profils verticaux de la part de thermique obtenus à partir du « conditional sampling » des
données LES en noir, de l’expression 6.8, en rouge et de la formulation donnée par Pergaud et al.
(2009), en bleu. Cette dernière, actuellement utilisée dans le modèle AROME, est plus faible que
les deux autres car elle ne considère que le cœur du thermique au lieu du thermique dans sa
totalité. La nouvelle formulation fournit un profil vertical de aupnew adéquat avec les données LES.
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Ecart-type pour le second mode
L’écart-type est, quant à lui, inspiré des travaux de Lenderink et Siebesma (2000). La consi-
dération d’une distribution simple gaussienne pour la partie thermique seule dans la nouvelle
paramétrisation justifie la présence du diviseur 4,5. Ainsi :
σup 2new =






où wup∗ est l’échelle de vitesse verticale convective donnée par l’expression 6.3. Cette formulation
est validée par la figure 6.11b. Le choix du coefficient fixe 4,5 étant un compromis entre les
différents cas de cumulus peu profonds considérés dans nos travaux, les résultats obtenus avec la
nouvelle paramétrisation sont moins satisfaisants pour σupnew que pour aupnew. Il serait bon dans de
futurs travaux de suggérer un coefficient variable dépendant également des caractéristiques du
thermique.
(a) (b)
Figure 6.11 – Profils verticaux de (a) la part de thermique dans la maille et de (b) l’écart-
type de la simple gaussienne pour la représentation du second mode, pour le cas ARM après 9h
de simulation. Les données LES sont en noir et les résultats de la nouvelle paramétrisation, en
rouge. Pour la part de thermique dans la maille, les résultats obtenus avec la paramétrisation de
Pergaud et al. (2009) sont ajoutés en bleu.
Application aux cas ARM et BOMEX
Les figures 6.12 et 6.13 comparent la nouvelle paramétrisation à celles précédemment éva-
luées avec les mêmes codes couleurs que les figures 6.9 et 6.10. Les profils verticaux des champs
nuageux et la distribution simple gaussienne résultant de cette nouvelle paramétrisation sont
représentés en bleu turquoise.
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Avec la nouvelle paramétrisation, une amélioration notable de l’estimation de la hauteur de
sommet du nuage est observable quelque soit le cas traité (voir la figure 6.12). A l’instar des
formulations de Jam et al. (2010), la nouvelle paramétrisation fournit une bonne représentation
de la partie supérieure du nuage. Cependant, elle semble plus en difficulté pour la partie infé-
rieure de celui-ci (valeurs maximales des champs nuageux). Une nouvelle fois, les résultats fournis
pour la fraction nuageuse sont plus satisfaisants que ceux obtenus pour le contenu moyen en eau




Figure 6.12 – Même légende que la figure 6.9. Les profils verticaux des champs nuageux obtenus
avec la nouvelle paramétrisation sont représentés en bleu turquoise.
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Les profils verticaux des champs nuageux et les distributions simples gaussiennes obtenues
avec la nouvelle paramétrisation et avec celle de Jam et al. (2010) sont proches (voir la figure
6.13). Les travaux de Jam et al. (2010) et ceux exposés dans ce manuscrit ont été menés de
façon similaire (même méthode de « conditional sampling » par exemple), pour les mêmes cas
de cumulus peu profonds ARM et BOMEX et dans la même optique d’améliorer la représenta-
tion des nuages sous-maille. Déterminer quelle est la meilleure paramétrisation est trop précoce
puisqu’elles nécessitent toutes deux d’être évaluées plus en détails et d’être améliorées. Elles
comportent cependant certaines différences notables. Par exemple, contrairement à la nouvelle
paramétrisation proposée ici, celle de Jam et al. (2010) nécessite la connaissance de la quantité
wup et ne peut donc pas être associée à n’importe quel schéma de convection peu profonde. De
plus, la prise en compte du transport dans le cœur du thermique (à travers le flux de masse) est
explicite dans notre nouvelle paramétrisation alors qu’elle est implicite dans celle de Jam et al.
(2010) (utilisation de rupt ).
Figure 6.13 – Même légende que la figure 6.10. La distribution simple gaussienne réprésentant
le second mode et obtenue avec la nouvelle paramétrisation est représentée en bleu turquoise.
134
6. Ebauche de paramétrisation pour la représentation des cumulus peu
profonds
6.4 Conclusion
Ce chapitre est un premier pas vers la paramétrisation de la distribution double gaussienne
dans un schéma statistique de nuages de méso-échelle. Pour la représentation des nuages convec-
tifs peu profonds, il souligne des points importants pouvant simplifier cette paramétrisation.
1. Une maille de modèle peut être divisée en une partie liée à l’environnement, correspondant
au mode principal sec des distributions des LES, et une partie convective liée aux ther-
miques, correspondant au second mode humide régulièrement observé en cas de cumulus
peu profonds.
2. Chaque partie peut être représentée par une distribution simple gaussienne indépendante.
Une simple combinaison linéaire des champs nuageux calculés pour chaque partie permet
d’aboutir aux champs nuageux totaux, à condition de connaître la part de thermique dans
la maille.
3. En effectuant cette division, l’approximation consistant à utiliser rt plutôt que s comme
variable statistique associée à chaque distribution simple gaussienne, semble valable car
elle ne dégrade pas significativement les champs nuageux.
Pour les modèles Méso-NH et AROME, les hypothèses, vérifiées dans ce chapitre à partir de
l’échantillonnage de données de fine échelle (LES), doivent servir de base à la paramétrisation
des distributions simples gaussiennes. Comme dans les travaux de Neggers (2009), les moments
(moyenne et écart-type) de la distribution simple gaussienne associée au mode principal sec,
pourront être déterminés à partir du schéma de turbulence. Ceux de la distribution simple gaus-
sienne, permettant de représenter le second mode convectif, pourront être calculés à partir du
schéma de convection peu profonde (schéma MF, Pergaud et al. (2009)).
Pour la représentation du second mode lié au thermique en cas de cumulus peu profonds,
ce chapitre propose une ébauche de paramétrisation pour la distribution simple gaussienne dite
« distribution convective ». Dans ces cas, il est montré que la formation du nuage est essentiel-
lement liée au transport dans le cœur du thermique, partie la plus flottable de celui-ci. Dans ces
conditions, la représentation du second mode peut être associée à un schéma en flux de masse.
La nouvelle paramétrisation proposée fournit la part de thermique dans la maille, indispensable
pour la définition d’une distribution double gaussienne, et l’écart-type pour le second mode en
fonction des caractéristiques du cœur du thermique communément disponibles dans tous les sché-
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7.1 Conclusions générales
Les travaux réalisés au cours de cette thèse visaient à proposer des améliorations pour le
schéma statistique de nuages de méso-échelle du modèle de recherche Méso-NH et du modèle
opérationnel de prévision numérique du temps AROME de Météo France. A méso-échelle, les
nuages stratiformes épais et les cumulonimbus sont supposés résolus tandis que les nuages de
couche limite (cumulus peu profonds et stratocumulus dans leur phase de transition vers des
cumulus ou de dissipation) sont encore associés à des processus de transport et de formation
sous-maille. Les contrôles réguliers des modèles de prévision numérique du temps montrent la
nécessité d’améliorer la description des nuages sous-maille de couche limite en proposant, si pos-
sible, une approche unifiée pour tous les régimes nuageux.
La modélisation des processus de condensation/évaporation implique la construction d’un
schéma de nuages visant à rétablir l’équilibre thermodynamique entre phases de l’eau en pré-
sence. Il considère pour cela des conditions de saturation de la vapeur d’eau, définies en fonction
des données de température et de pression dans chaque maille de modèle. Deux grands types de
schémas de nuages indépendants ont été évalués au cours de cette thèse, leur utilisation dépen-
dant de la résolution horizontale considérée. D’une part, les schémas d’ajustement à saturation
pour le calcul des contenus en eau nuageuse, associés à une méthode de « tout ou rien »pour le
calcul de la fraction nuageuse, sont dédiés à la représentation des nuages résolus. Les nuages y
sont décrits par les variables thermodynamiques moyennées à l’échelle de la maille, ignorant ainsi
toutes les fluctuations sous-maille. D’autre part, le traitement des nuages sous-maille nécessite
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de décrire la variabilité nuageuse sous-maille horizontale, le plus souvent grâce à une représen-
tation statistique. Les schémas statistiques fournissent ainsi une information probabiliste sur la
quantité d’eau nuageuse présente dans la maille et sur la fraction de celle-ci qu’elle occupe.
Le travail s’est déroulé en trois temps pour permettre de proposer des améliorations pour le
schéma statistique sous-maille des modèles Méso-NH et AROME. Par simplification, nous avons
choisi d’ignorer la variabilité nuageuse sous-maille verticale et de ne considérer que la variabilité
sous-maille horizontale. La première étape a consisté à évaluer l’existant dans ces modèles pour
la représentation des nuages résolus. Pour des cas de nuages de couche limite, une analyse statis-
tique détaillée de la variabilité sous-maille horizontale a ensuite été réalisée à partir de données
de fine échelle (LES). Les conclusions qu’elle a apportées ont permis de proposer des pistes pour
améliorer la description des processus de condensation/évaporation dans le schéma statistique
sous-maille en cas de nuages convectifs peu profonds.
7.1.1 Traitement des nuages résolus : ajustement à saturation
Une étude off-line des deux algorithmes itératifs d’ajustement « tout ou rien », l’un robuste
considéré comme une référence et l’autre basé sur une technique de relaxation convergeant ra-
pidement (Langlois (1973)), et du schéma statistique sous-maille, présents dans Méso-NH et
AROME, a permis de souligner les difficultés inhérentes au traitement de la phase mixte. Il né-
cessite des approximations assez simplistes permettant de définir un unique seuil de saturation
et de calculer les proportions d’eau surfondue et de glace dans la maille. Il s’est avéré notamment
que mener les calculs en fonction de la température permet de sensiblement mieux estimer l’état
ajusté rv, rl, ri et T .
Des modifications ont permis de considérer le schéma d’ajustement « tout ou rien »de Lan-
glois et le schéma statistique sous-maille actuels dans les mêmes conditions pour le traitement
de nuages résolus. Pour un cas de ligne de grain COPT81 et un cas de pluies intenses sur la
régions des Cévennes (France), nous avons vérifié que le schéma statistique sous-maille dérive
correctement vers un schéma type de « tout ou rien » si les nuages qu’il considère sont associés
à des processus résolus à l’échelle de la maille. Il a également été mis en évidence qu’une sous-
estimation de la variance de l’écart local à la saturation peut inhiber les effets de la condensation
sous-maille et freiner la création d’eau nuageuse dans un milieu où l’humidité relative avoisine
pourtant 100%.
7.1.2 Traitement des nuages sous-maille : schémas statistiques
Une analyse statistique complète de données numériques de fine échelle (Perraud et al. (2011))
a été réalisée pour des cas de nuages chauds non-précipitants de couche limite (cumulus peu pro-
fonds : ARM et BOMEX et stratocumulus : ACE-2). Elle a montré la nécessité, à méso-échelle,
d’utiliser une unique variable s, représentant l’écart local à la saturation et permettant de consi-
dérer conjointement les variabilités sous-maille du contenu en eau totale non-précipitante et de
la température. Ceci est vrai lorsque la maille est traitée dans sa totalité et que la variabilité
sous-maille de la température ne peut pas être négligée. L’étude des distributions de s, déduites
des LES, montre des PDFs présentant une courbe en cloche asymétrique avec un second mode
distinct, plus ou moins prononcé selon le type de nuages de couche limite. L’apparition de ce
second mode humide a notamment été reliée à la présence d’updrafts nuageux en cas de cumulus
7. Conclusions et Perspectives 137
épars. Comparée à cela, la distribution statistique du schéma de nuages actuel (Bechtold et al.
(1995)) des modèles Méso-NH et AROME, est trop peu flexible et ne permet pas de représenter
le second mode. La variance de s est couramment sous-estimée et la skewness fixe ne tient pas
compte des conditions dynamiques.
Dans un second temps, différentes familles de distributions statistiques théoriques unimo-
dales, communément utilisées dans la littérature, ont été évaluées pour approcher au mieux les
distributions déduites des LES. Aucune d’entre elles, y compris la distribution beta présentant
un coefficient d’asymétrie variable, n’est pas suffisante pour approcher correctement la forme des
PDFs et particulièrement le second mode. La mauvaise estimation des champs nuageux a pu être
corrigée par l’utilisation d’une distribution bimodale pour s, calculée comme une combinaison
linéaire de deux distributions simples gaussiennes. Elle permet également une meilleure estima-
tion des hauteurs de base et de sommet des couches nuageuses.
7.1.3 Apports pour la paramétrisation d’une distribution double gaussienne
en cas de cumulus peu profonds
Une méthode de « conditional sampling », appliquée aux données de fine échelle (LES) pour
les cas de cumulus (ARM et BOMEX), a permis de montrer que les distributions bimodales
déduites des LES peuvent être divisées en deux parties. La première, correspondant au mode
principal sec, est associée à l’environnement, pour lequel les contenus en eau nuageuse sont
faibles. La deuxième partie, correspondant au second mode humide dégénérant éventuellemment
en une longue queue aplatie, est reliée aux thermiques secs et humides de la maille. Elle concerne
la majorité de l’eau nuageuse présente dans la maille. Dès lors, chaque mode peut être appro-
ché par une distribution simple gaussienne dont la moyenne et l’écart-type sont déduits soit du
schéma de turbulence pour la partie environnement, soit du schéma en flux de masse pour la
partie convective. Il a également été prouvé que les deux distributions simples gaussiennes sont
indépendantes et que le calcul des champs nuageux totaux est une combinaison linéaire de ceux
obtenus pour chacune d’elle, pourvu que la part de thermique dans la maille soit connue. Enfin,
l’échantillonnage des cumulus a montré que les fluctuations de température sont faibles dans
chaque partie et que, par conséquent, rt peut être utilisé comme variable statistique pour chaque
distribution unimodale indépendante, plutôt que s, sans dégrader significativement les champs
nuageux.
Des pistes pour l’élaboration de la paramétrisation de la distribution simple gaussienne pour
la représentation du second mode convectif ont été proposées. Il est montré que la formation des
nuages convectifs peu profonds est essentiellement liée au transport dans le cœur du thermique.
Celui-ci est défini comme la partie la plus flottable du thermique mais également la plus humide
et la plus froide. Il a été établi, ainsi, un lien entre les caractéristiques du cœur du thermique et le
second mode convectif à l’origine de la majorité de l’eau nuageuse dans la maille en cas de cumulus
peu profonds. Dès lors, après une étude détaillée des différentes paramétrisations existantes
incluant les effets de la convection peu profonde, le dernier chapitre de ce manuscrit propose
de nouvelles formulations pour les paramètres de la distribution simple gaussienne convective.
Le travail étant mené pour la variable rt, il est supposé, par simplification, que la moyenne
correspond à la quantité rupt dans le thermique. Il est ensuite établi des expressions donnant la
part de thermique dans la maille et l’écart-type de la distribution simple gaussienne convective,
en fonction des caractéristiques du cœur du thermique. La nouvelle paramétrisation proposée
présente l’avantage de pouvoir être employée quelque soit le schéma de convection peu profonde,
classique ou de type EDMF, à disposition dans le modèle.
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7.2 Perspectives
7.2.1 Paramétrisation de la distribution double gaussienne dans le schéma
statistique des modèles Méso-NH et AROME
La paramétrisation de la distribution double gaussienne dans le schéma statistique sous-maille
des modèles AROME et Méso-NH constitue la finalisation de ce travail de thèse. Elle consiste
dans un premier temps à poursuivre les travaux initiés dans le chapitre 6 pour des cas de nuages
convectifs peu profonds. Il faut continuer à établir des relations entre les moments (moyenne
et écart-type) et les variables disponibles dans les schémas de turbulence et de convection peu
profonde dans le but de paramétrer chaque distribution simple gaussienne. Le travail doit se
poursuivre en deux temps.
1. Il faut améliorer les relations établies dans le chapitre 6 pour les quantités aup et σup.
Si la formulation donnée pour la part de thermique dans la maille semble relativement
satisfaisante, celle pour l’écart-type nécessite d’être travaillée. Le diviseur fixe introduit
dans l’expression de Lenderink et Siebesma (2000) devra, à terme, être remplacé par un
diviseur variable dépendant probablement des caractéristiques du thermique. Il faudra, de
plus, revoir le paramètre de moyenne en introduisant un décalage dépendant, par exemple,
de l’écart-type, de l’altitude,. . .
2. Pour la distribution simple gaussienne reliée à l’environnement, la moyenne et l’écart-type
sont actuellement directement déduits du schéma de turbulence. Il faudra évaluer la per-
tinence de renvt fourni par le schéma de turbulence comme paramètre de moyenne pour la
distribution simple gaussienne de l’environnement. De plus, il sera nécessaire d’améliorer
les relations aboutissant à l’écart-type, étant donné les sous-estimations récurrentes obser-
vées avec la formulation actuelle de ce paramètre dans le schéma de turbulence.
Cependant, il est bon d’émettre quelques réserves quant à la méthode utilisée durant cette
thèse pour la construction d’un nouveau schéma de nuages. En effet, par exemple, les données
utilisées en entrée de la paramétrisation du second mode convectif proposée dans ce manuscrit,
telles que le flux de masse, l’épaisseur du nuage ou encore le contenu en eau nuageuse dans l’up-
draft, sont directement déduites des LES et peuvent donc être considérées comme « parfaites ».
Or, les pistes proposées précédemment pour l’élaboration d’un nouveau schéma de nuages de-
vront être intégrées à terme dans des modèles numériques de plus grande échelle. Ces données
d’entrée seront alors fournies par les différents schémas disponibles (convection peu profonde,
turbulence,. . .) dont les sorties sont, quant à elles, considérées comme « imparfaites ». Le fait
que la construction de notre nouvelle paramétrisation du second mode convectif ait été réalisée
à partir de données LES, justifie les relativement bons résultats obtenus pour l’estimation des
champs nuageux. Il serait probablement préférable d’évaluer les pistes proposées et de poursuivre
l’élaboration du nouveau schéma de nuages en considérant directement les données issues des pa-
ramétrisations appropriées de la convection peu profonde et/ou de la turbulence des modèles de
méso-échelle.
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Une démarche similaire doit être adoptée pour paramétrer les deux distributions simples
gaussiennes en cas de stratocumulus. Il faut pour cela construire une méthode de conditional
sampling adaptée à ces nuages de couche limite et permettant de caractériser les deux modes,
observés principalement en cas de stratocumulus fractionnaires. Selon les travaux de Perraud
et al. (2011) à méso-échelle, elle pourrait initialement consister en une division de la maille en
trois parties : une première pour l’environnement telle que rc = 0, une seconde concernant les
ascendances dans la couche nuageuse (rc > 0 et w > 0) et une troisième associée aux subsidences
dans la couche nuageuse (rc > 0 et w < 0).
7.2.2 Validation de la paramétrisation
Une fois construit, le schéma de nuages intégrant la distribution double gaussienne devra
être validé à la résolution d’AROME (∆x = 2, 5km) en mode opérationnel. Une première étape
consistera en l’étude de cas de nuages de couche limite en une dimension puis une seconde sera
dédiée à la validation en trois dimensions. Ces cas seront par exemple, ARM et BOMEX pour
des cumulus peu profonds, FIRE (Albrecht et al. (1988)) et DYCOMS-2 (Stevens et al. (2003))
pour des stratocumulus homogènes ou ACE-2 pour des stratocumulus fractionnaires. Il sera éga-
lement intéressant d’évaluer la flexibilité de la distribution pour des régimes de transition entre
stratocumulus et cumulus (Albrecht et al. (1995) (ASTEX) et Sandu et Stevens (2010)). D’autres
validations à partir de cas réels sont possibles, ils pourront être inspirés du KNMI-Testbed (Neg-
gers et al. (2010)) ou de campagnes d’observation comme M-PACE si l’on souhaite évaluer la
représentation des nuages mixtes.
Dans le cas de nuages chauds de couche limite faiblement précipitants, la validation de la pa-
ramétrisation de la distribution double gaussienne devra nécessairement être associée aux travaux
de Turner (2010). Durant sa thèse, S. Turner a étudié la variabilité sous-maille des précipita-
tions chaudes à méso-échelle dans le but d’améliorer leur représentation dans le modèle AROME.
Les deux schémas de nuages et de précipitations sous-maille pourront être validés conjointement
pour des cas de nuages chauds faiblement précipitants de couche limite comme RICO (cumulus,
Rauber et al. (2007)) et DYCOMS-2.
Enfin, le schéma statistique incluant la distribution double gaussienne pourra être testé
pour des résolutions horizontales plus grossières. Il serait en particulier intéressant de savoir s’il
peut convenir à la représentation des nuages dans les modèles opérationnels ARPEGE/ALADIN
(∆x = 10km) et ARPEGE-climat (∆x ≈ 50km) de Météo France. Aucun d’entre eux ne propose
actuellement une approche unifiée pour la représentation des nuages.
– Dans ARPEGE/ALADIN, en plus des processus résolus à l’échelle de la maille, les nuages
résultent de la combinaison de trois contributions provenant des paramétrisations de la
turbulence (partie stratiforme), de la convection peu profonde et de la convection profonde,
aucune règle d’exclusion n’existant pour assurer la cohérence entre elles. La distribution
statistique fournissant la contribution stratiforme est triangulaire, suivant les travaux de
Smith (1990). La variance est supposée fixée en fonction de Hucr et ne tient donc pas
compte de la turbulence.
– Dans ARPEGE-climat, les contributions stratiforme et convective sont combinées par re-
couvrement maximale. La distribution statistique utilisée dans le schéma de nuages sous-
maille, dépend du paramètre Q1 (voir la section 4.2.2). En cas de nuages stratiformes
(Q1 ≥ 1), elle suit les travaux de Sommeria et Deardorff (1977) et de Mellor (1977), uti-
lisant une distribution simple gaussienne, et en cas de nuages cumuliformes (Q1 < 1),
ceux de Bougeault (1981a) considérant une distribution exponentielle unimodale avec une
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skewness fixe positive. La variance de s dépend de la turbulence de petite échelle. On peut
supposer, pour ce schéma, les mêmes défauts que ceux évoqués pour la distribution déduite
de Bechtold et al. (1995), actuellement employée dans Méso-NH et AROME.
L’approche proposée par la distribution double gaussienne permettrait de réunir les contribu-
tions stratiformes et convectives en un unique schéma de nuages. Les paramètres la définissant
devraient alors intégrer les effets de la turbulence, de la convection peu profonde et de la convec-
tion profonde (jusque-là résolue à l’échelle d’AROME) sur la variabilité sous-maille horizontale.
7.2.3 Modélisation de la phase mixte dans les schémas de nuages
La majorité des schémas d’ajustement à saturation et des schémas de nuages sous-maille
(dont celui du modèle AROME) n’autorise pas les sursaturations et la vapeur d’eau est supposée
condenser dès que l’humidité relative atteint 100%. Cette approximation convient parfaitement
au traitement des nuages chauds pour lesquels les gouttelettes d’eau liquide se forment dès la
saturation atteinte. Cependant, elle est problématique en présence de glace à des températures
négatives. Par exemple, nous avons vu, dans le chapitre 3, qu’en phase mixte, considérer un
unique seuil de saturation suppose que la vapeur est identiquement saturée par rapport à l’eau
liquide et par rapport à la glace. Les condensats nuageux liquides et glacés se forment donc dans
les mêmes conditions, une simple fonction linéaire de la température permettant de calculer la
part de chacun dans une maille. Dans la réalité, l’humidité relative par rapport à la glace peut
atteindre des valeurs largement supérieures à 100% avant que la formation d’eau surfondue et
de glace soit initiée.
Dans la version Cycle 31r1 du modèle IFS de ECMWF, Tompkins et al. (2006) mettent no-
tamment en évidence la surestimation de la fréquence des nuages froids élevés comme les cirrus.
Ils proposent un nouveau schéma autorisant les sursaturations par rapport à la glace jusqu’à un
certain seuil d’humidité relative (supérieur à 100%). Ce seuil correspond au déclenchement de
la nucléation homogène (congélation spontanée des gouttelettes d’eau surfondues) et est calculé
en fonction de la température. La figure 7.1 illustre ce concept, les pointillés vert donnant les
distributions de Hu selon si le schéma autorise ou non les sursaturations par rapport à la glace.
La figure 7.2 montre une réduction de la couverture nuageuse élevée avec le nouveau schéma,
liée au fait que Hu doit atteindre des valeurs plus fortes pour initier la formation de la glace.
Il permet notamment de faire disparaître les nuages glacés très fins générés uniquement par la
suppression systématique des sursaturations. Tompkins et al. (2006) soulignent ainsi les amé-
liorations apportées dans la prévision de la localisation, de l’amplitude et de la fréquence des
évenements de sursaturation.
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Figure 7.1 – (a) Schéma montrant l’évolution de l’humidité relative dans une parcelle d’air su-
bissant un refroidissement adiabatique pour des températures très froides (T < 232K). La ligne
pointillée verte en (b) indique approximativement l’évolution obtenue avec le modèle opération-
nel IFS de ECMWF. Les effets du nouveau schéma de sursaturation sont montrés par la ligne
pointillée verte en (c). Extrait de Tompkins et al. (2006)
Figure 7.2 – Différence pour la couverture nuageuse élevée (pression < 450 hPa approximati-
vement) entre des expériences utilisant le nouveau schéma de sursaturation et des expériences
utilisant un schéma n’autorisant pas les sursaturations. Extrait de Tompkins et al. (2006)
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Les travaux de Tompkins et al. (2006) suggèrent donc des pistes vers une meilleure repré-
sentation de la glace dans les schémas de nuages. Elles permettent notamment de limiter la
surestimation des contenus en glace observée lorsqu’on considère un unique de seuil de satura-
tion. La prise en compte des évènements de sursaturation par rapport à la glace dans le schéma
statistique sous-maille du modèle AROME pourrait être bénéfique pour la représentation des
nuages contenant de la glace.
7.2.4 Traitement de la variabilité sous-maille verticale
Les schémas de nuages sous-maille décrits dans la littérature supposent couramment, par
simplification, que les nuages couvrent la totalité des niveaux verticaux dans lesquels ils sont
présents. De cette façon, seule la variabilité nuageuse sous-maille horizontale est décrite par les
distributions statistiques. Cette hypothèse convient à la représentation des nuages convectifs
qui occupent généralement plusieurs niveaux d’une grille verticale d’un modèle de méso-échelle,
celle-ci étant plus fine dans les basses couches. La variabilité sous-maille horizontale est alors pré-
pondérante comparée à la variabilité sous-maille verticale. Les stratocumulus sont relativement
homogènes sur l’horizontale et montrent, au contraire des cumulus, une forte variabilité nuageuse
sous-maille verticale. Cela est en partie dû au fait que la couche d’inversion, lieu d’échange d’air
avec l’atmosphère libre, se situe à une hauteur où les niveaux verticaux sont moins nombreux que
près du sol. Une représentation correcte de ces nuages à faible extension verticale, soulève le pro-
blème du traitement des nuages sous-maille sur la verticale dans les schémas de nuages. A l’heure
actuelle, la représentation des nuages sur la verticale consiste en un schéma « tout ou rien ». La
prise en compte de la variabilité sous-maille verticale pourrait être déterminante pour la repré-
sentation des nuages stratiformes et des interactions avec leur environnement (rayonnement. . .).
Il serait donc utile de mener une analyse statistique de la variabilité nuageuse sous-maille verti-




A.1 Les nuages autour du globe
Les satellites géostationnaires tels que Météosat permettent aujourd’hui d’obtenir des images
instantanées de la répartition des systèmes nuageux autour de la Terre. A chaque instant, en-
viron 63 % de la planète sont recouverts par des nuages (voir tableau A.1). La répartition de
la couverture nuageuse présente une symétrie entre l’hémisphère nord et l’hémisphère sud par
rapport à la ZCIT. Cependant, cette symétrie n’est pas parfaite car la répartition de la couver-
ture nuageuse est fortement influencée par plusieurs facteurs et notamment par la nature de la
surface. La nébulosité au-dessus des océans est en moyenne de 70% contre 47% au-dessus des
surfaces continentales. A l’échelle locale, on observe beaucoup de disparités dans la répartition
de la couverture nuageuse. Les images A.1 mettent en évidence des zones de ciel souvent très
dégagé (A) dans les régions subtropicales comme le désert du Sahara ou le nord de l’Australie.
Elles montrent des enroulements en spirales (B) aux moyennes latitudes traduisant la présence de
systèmes nuageux dépressionnaires, notamment pendant la saison hivernale. Enfin, on y voit une
bande nuageuse équatoriale continue et très dense (C). Elle est associée à de fortes ascendances
thermiques dues à la chaleur et à la forte humidité règnant dans la ZCIT, qui se décale de façon
saisonnière vers le pôle de l’hémisphère d’été.
Planète Latitudes Pôles Entre les deux
tempérées tropiques
Nébulosité 63% 72% 52% 58%
moyenne (%)
Table A.1 – Nébulosité moyennée sur la planète et sur an suivant les régions du globe. Extrait
de Chalon (2002).
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(a) (b)
Figure A.1 – Images issues du canal InfraRouge thermique du satellite (a) METEOSAT 7 pour
le 1er juillet 1998 à 14h30 pour toute la planète et (b) METEOSAT 8 pour le 19 mai 2006 à
12h00 pour l’Europe.
La nébulosité permet à un observateur situé au sol de quantifier la fraction de ciel couverte
par un nuage. Elle se mesure en octas, un octa correspondant à 1/8ème de la voûte céleste. Un
ciel est parfaitement clair si la nébulosité est nulle et totalement couvert si elle est de 8 octas.
Sur une année, la nébulosité moyennée sur la planète ne varie que de quelques pourcents (5 %
environ). La variabilité saisonnière de la couverture nuageuse des régions maritimes est assez
faible alors qu’elle est significative au-dessus des régions continentales. De ce fait, l’amplitude
saisonnière est plus importante dans l’hémisphère nord que dans l’hémisphère sud. Toujours à
l’échelle de la planète, la nébulosité moyenne a un cycle diurne important car elle montre des
valeurs plus fortes la nuit que le jour sur les océans et inversement sur les continents. Localement,
la variabilité saisonnière de la couverture nuageuse est plus importante. Ainsi, elle est plus forte
pendant l’été que pendant l’hiver dans les régions équatoriales alors que les latitudes tempérées
montrent un comportement inverse. Enfin, la nébulosité varie aussi d’un jour à l’autre. Aux la-
titudes tempérées et sur continents, la variabilité diurne de la nébulosité est fortement marquée
pendant l’été, deux fois plus que pendant l’hiver. C’est aux basses latitudes que le contraste
diurne est le plus important pour les régions maritimes.
A.2 Les étages de l’atmosphère
L’atmosphère terrestre est l’enveloppe gazeuse qui entoure la Terre. On y définit l’air humide
comme constitué d’air sec (ou ensemble des gaz atmosphériques terrestres) et de la vapeur d’eau.
Celle-ci recquiert une attention particulière car elle présente une forte variabilité dans les premiers
kilomètres surplombant la surface terrestre et peut se transformer en eau liquide ou en glace. Les
nuages sont quasiment tous situés dans la troposphère (partie basse de l’atmosphère) où se trouve
près de 90% de la masse atmosphérique et la quasi-totalité de la vapeur d’eau. Comme illustré sur
la coupe verticale de l’atmosphère de la figure A.2, la troposphère s’étend de la surface terrestre
jusqu’à une dizaine de kilomètres d’altitude en moyenne. La limite supérieure de la troposphère
est la tropopause, la séparant ainsi de la stratosphère. Le schéma A.2 montre en rouge un profil
de température décroissant jusqu’à la tropopause où il atteint un minimum avant de se stabiliser.
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Figure A.2 – Coupe verticale de l’atmosphère terrestre. La courbe rouge représente le profil de
température en degrés C˚ en fonction de l’altitude.
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A.3 La classification nuageuse internationale
Une classification internationale, datant de 1956 et fixée par l’Organisation Mondiale de la
Météorologie (OMM), est utilisée par les observateurs des stations météorologiques pour réper-
torier les nuages en genres puis espèces et variétés selon leur forme, leur composition et leur
hauteur. Nous décrirons ici uniquement les dix genres de nuages. L’exclusion mutuelle de ces
genres implique qu’un nuage ne peut appartenir qu’à un seul genre à la fois mais il peut évoluer
d’un genre à l’autre au cours de son cycle de vie. Cette classification est souvent associée à un
découpage de l’atmosphère en étages, chaque nuage étant associé à un étage en fonction de la
hauteur la plus fréquente de sa base au-dessus de la surface. Les trois étages sont l’étage inférieur
juste au-dessus de la surface, puis l’étage moyen et enfin l’étage supérieur s’étendant jusqu’à la
tropopause (Figure A.3). Certains nuages sont très épais et occupent ainsi plusieurs étages, à
l’image des cumulonimbus qui peuvent s’étendre de l’étage inférieur jusqu’à la tropopause. Le
tableau A.2 donne les genres de nuages par étage ainsi qu’une brève description de chaque genre.
Il indique également quels sont les processus atmosphériques intervenant dans leur formation.
Les hauteurs de base et les épaisseurs moyennes sont données à titre indicatif pour des latitudes
tempérées, plus particulièrement concernées par ce manuscrit.
Figure A.3 – Les différents étages de l’atmosphère et la classification nuageuse.


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.4 – Quelques exemples de cumulus en images




Figure A.5 – Quelques exemples de stratocumulus en images
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Annexe B
L’algorithme d’ajustement « tout ou
rien » de Langlois
Cette annexe donne les grandes lignes de l’algorithme d’ajustement « tout ou rien » de Lan-
glois, en complément du chapitre 3. Donnons dans un premier temps les outils mathématiques
nécessaires à son développement et ensuite, les principales étapes de calculs aboutissant aux
corrections pour les champs d’humidités. Précisons que l’algorithme est donné ici dans sa forme
originale sans aucune modification.
B.1 Les outils mathématiques
Nous allons ici donner les grands points théoriques permettant l’application du théorème
du point fixe et de la méthode de Newton-Raphson généralisée visant à résoudre des systèmes
d’équations non−linéaires.
Soit le système non−linéaire :
h(x) = 0 avec h(x) = (h1(x), h2(x), . . . , hn(x))
T (B.1)
Les fonctions fi (i=1,2. . .) sont des applications continues des variables indépendantes x =
(x1, x2, . . . , xn)
T sur un domaine de définition D ⊂ <n. L’objectif est de déterminer la solution
x ∈ D du système B.1.
B.1.1 Le théorème du point fixe
Après quelques transformations analytiques, le système B.1 peut s’écrire sous la forme du
point fixe telle que
x = H(x) pour H : <n → <n (B.2)
Dès lors, le vecteur solution x est le point fixe de l’application H sur le domaine de définition
D ⊂ <n.
L’approximation de la solution de ce système implique l’utilisation d’un schéma itératif à
partir du point de départ x(0) ∈ D de telle sorte que :
x(k+1) = H(x(k)), k = 0, 1, 2, . . . (B.3)
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Le théorème du point fixe permet d’assurer l’unicité de la solution d’un tel système ainsi que de la
convergence de la suite des (x(k))k=1,2,... vers le point fixe x. Il se donne sous la forme suivante :
Le théorème du point fixe B.1.1 Soient A ⊂ D ⊂ <n un sous−ensemble fermé du domaine
de définition D et une application H : A→ A. Si H est une application contractante, autrement
dit si pour une constante L < 1, l’expression suivante est vérifiée :
‖ H(x)−H(y) ‖≤ L ‖ x− y ‖ ∀x, y ∈ A (B.4)
alors :
1. L’équation sous la forme du point fixe x = H(x) admet une unique solution x ∈ A
2. Pour tout vecteur initial x(0) ∈ A, la suite (x(k)) converge vers x
3. L’erreur d’approximation est donnée par :
‖ x(k) − x ‖≤ L
k
1− L ‖ x
(1) − x(0) ‖, k = 1, 2, . . . (B.5)
‖ x(k) − x ‖≤ L
1− L ‖ x
(k) − x(k−1) ‖, k = 1, 2, . . . (B.6)
où ‖ . ‖ représente l’opérateur de norme usuelle
Nous ne donnerons pas plus de détails ici sur cette méthode car notre étude ne le nécessite
pas. Pour plus d’explications, il est possible de se référer à Zeidler (2004) aux pages 1094 et 1095.
B.1.2 La méthode de Newton−Raphson généralisée
Reprenons notre système non−linéaire B.1 toujours défini de la même façon : h(x) = 0 sous
la condition que les fonctions hi (i=1,2. . .) soient continuement différentiables. Soit x(0) une
approximation initiale de la solution, les séries de Taylor−Young nous donnent :
h(x) = h(x(0)) + h′(x(0))(x− x(0)) + h
′′(x(0))
2
(x− x(0))2 +R(x) (B.7)
où R(x) est le reste de Young. En négligeant ce dernier terme, le système B.1 revient à :
h(x(0)) + h′(x(0))(x− x(0)) + h
′′(x(0))
2
(x− x(0))2 = 0 (B.8)
La méthode Newton-Raphson peut s’écrire ainsi :








L’application du théorème du point fixe assure que la méthode de Newton converge rapidement
vers l’unique solution du système sous la condition que l’approximation initiale x(0) soit suffisa-
ment proche de celle−ci.
Il serait trop long encore une fois de donner toutes les conditions d’utilisation d’une telle
méthode ainsi que les résultats qui en découlent. Une documentation complète est disponible
notamment dans Zeidler (2004) aux pages 1094 à 1097.
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B.2 Les calculs liés à l’algorithme de Langlois
Décrivons succintement les calculs de l’algorithme de Langlois basé sur le théorème du point
fixe et de la méthode de Newton généralisée (Langlois (1973)). Soit une fonction F de la tempé-
rature T dont on cherche le zéro, elle est définie comme suit :
F (T ) = T − T ∗ +
(
Lv(T ).CND + Ls(T ).DEP
Cph
)
.(rsat(T )− rv) (B.10)
T ∗ est la température obtenue par les sources explicites et servant de valeur initiale : T (0) = T ∗
(T˜ dans la section 4.2.1.2). Exprimons à présent l’expression B.9 pour la fonction F afin de
déterminer la solution recherchée :









B.2.0.1 Calculs des rapports de mélange saturants
Les rapports de mélange saturants rsatl et rsati sont respectivement calculés à partir des
pressions de vapeur saturantes par rapport à l’eau liquide el et à la glace ei :
el = exp(αl − βl
T
+ γl.ln(T )) puis rsatl =
.el(T )
P − el(T ) (B.12)
et
ei = exp(αi − βi
T
+ γi.ln(T )) puis rsati =
.ei(T )
P − ei(T ) (B.13)
où  = MvMd et αl, αi, βl, βi, γl et γi sont des coefficients rattachés à l’eau liquide (l) et à la glace
(i). Le rapport de mélange saturant final est calculé comme combinaison linéaire des rapports
de mélange en eau liquide et en glace dont dépendent les coefficients CND et DEP (seconde
méthode de la section 3.2.4) :
rsat = CND × rsatl +DEP × rsati (B.14)
B.2.0.2 Calculs de grandeurs intermédiaires
Pour déterminer la température annulant F , le développement de l’expression B.11 donne les
résultats suivants. Notons que les variations de Lv(T ) et de Ls(T ) en fonction de la température
sont négligées, les chaleurs latentes de vaporisation et de sublimation seront notées simplement





























où r′satl et r
′
sati correspondent aux dérivées premières de rsatl et de rsati par rapport à la tempé-
rature.
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B.2.0.3 Calculs des termes correctifs (tendances)
Nous obtenons le schéma itératif suivant :
T (k+1) = T (k) −∆1(1 + 1
2
∆1∆2) (B.18)








Finalement, on en déduit les termes correctifs respectivement pour l’eau nuageuse liquide et la
glace représentant les quantités d’eau à évaporer (puits) ou à condenser (source) suivant le signe




B.2.0.4 Cas particulier où rl = ri = 0 en entrée de l’algorithme
Il faut traiter à part le cas particulier où l’ébauche est telle que rl = ri = 0 en phase mixte.
Donnons les formules s’y rattachant, elles suivent le même cheminement que précédemment.





































Chaque itération aboutit donc au calcul des corrections à appliquer aux champs d’humidité
pour rétablir l’équilibre multiphasique moyen dans la maille. Une fois ces champs calculés, il faut
en déduire la nouvelle température pour tenir compte des échanges de chaleur dus aux change-
ments d’états de l’eau. Cette variation de la température modifie les conditions de saturation
et il faut réitérer les calculs avec ces nouvelles valeurs de champs d’humidité et de température.
L’algorithme a convergé lorsque les valeurs obtenues à la fin des calculs sont stables et que les
variations en température ne modifient plus significativement les conditions d’équilibre.
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Annexe C
Glossaire des distributions statistiques
théoriques utilisées dans cette étude
Cette annexe décrit les différentes distributions théoriques unimodales et bimodale communé-
ment utilisées dans la littérature et évaluées dans le chapitre 5 pour approcher les distributions
fournies par les données LES. Soit une variable statistique X suivant une distribution statis-
tique quelconque dont la PDF est désignée par G. Les trois premiers moments statistiques : la
moyenne, l’écart-type et la skewness sont notés respectivement µ, σ et ζ. La méthode des mo-
ments et l’agorithme EM cités ici sont l’objet de la annexe D et les estimateurs des paramètres
qu’ils fournissent sont notés .̂ .
C.1 La distribution simple gaussienne
La loi simple gaussienne est une loi statistique unimodale qui connait de nombreuses appli-
cations en économie, en démographie ou comme ici, en sciences de l’atmosphère. Pour x ∈ <,














Elle montre une courbe symétrique en forme de cloche, centrée sur la moyenne de la distri-
bution (Figure C.1). Un avantage de cette loi statistique, utilisé notamment par Sommeria et
Deardorff (1977), est que la distribution conjointe de deux variables statistiques gaussiennes in-
dépendantes (comme le sont θl et rt) est aussi une distribution gaussienne dite « bivariée ». Son
utilisation pour une paramétrisation sous-maille peut donc avoir un intérêt particulier si l’on est
désireux d’étudier conjointement les fluctuations sous-maille de plusieurs variables. Néanmoins,
cette distribution a l’inconvénient d’avoir une représentation graphique statique car exclusive-
ment symétrique. Enfin, la PDF gaussienne est une fonction non bornée. Cela peut être une
contrainte si la variable statistique utilisée est finie car une troncature augmente le nombre de
paramètres à déterminer.
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Figure C.1 – Représentation graphique de la distribution simple gaussienne
Selon la méthode des moments, les paramètres de la distribution sont trivialement déduits
des deux premiers moments statistiques auxquels ils sont égaux :
µ̂ = µ , σ̂ = σ (C.2)
C.2 La distribution triangulaire
La distribution triangulaire présente l’avantage d’être facile à implémenter dans un modèle
numérique grâce à la forme simple de la courbe représentant sa PDF et grâce à son petit nombre





(x− (µ− l)) si µ− l ≤ x < µ
1
l2
(−x+ (µ+ l)) si µ < x ≤ µ+ l
0 sinon
avec l = σ
√
6 (C.3)
La représentation graphique de cette loi statistique unimodale est une fonction en triangle bornée
à ses extrémités et centrée sur la moyenne. L’aire du triangle est égale à 1, la base est de longueur
2l et sa hauteur est égale à 1l (Figure C.2). Bien qu’elle soit bornée, la distribution triangulaire
présente les mêmes inconvénients que la distribution simple gaussienne car sa représentation
graphique est statique et ne permet par d’approcher correctement une distribution de référence
avec une skewness non nulle.
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Figure C.2 – Représentation graphique de la distribution triangulaire
Comme pour la distribution simple gaussienne, les deux paramètres de la distribution trian-
gulaire sont aussi ses deux premiers moments statistiques µ et σ. Les estimateurs des paramètres
sont donc :
µ̂ = µ , σ̂ = σ (C.4)
C.3 La distribution gamma
Pour des nuages cumuliformes, les distributions des fluctuations sous-maille horizontales de
rt ou de s montrent une asymétrie positive que la distribution simple gaussienne ne peut pas
approcher. Pour y remédier, Bougeault (1982) propose la distribution gamma qui semble mieux
adaptée aux régimes nuageux de type convectif. L’utilisation de la distribution gamma unimodale
requiert une variable statistique strictement positive. La PDF associée est bornée par 0 en sa





θk e−θx xk−1 (C.5)




tk−1 e−t dt (C.6)
Les deux paramètres de la distribution sont un paramètre de forme noté usuellement k et un
paramètre d’échelle symbolisé par θ, ils doivent être tous deux strictement positifs. k intervient
dans le calcul de la skewness et agit par conséquent sur la forme de la PDF. θ contrôle son éten-
due. Le tableau C.1 et la figure C.3 donnent des exemples de représentations d’une loi gamma
en fonction des paramètres k et θ.
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Formes de la distribution
k < 1 La distribution est asymétrique vers la droite et
l’axe des ordonnées est une asymptote à la courbe en x = 0.
k = 1 La distribution tend vers une distribution exponentielle.
k > 1 G(0) = 0 et quand k augmente, l’asymétrie s’atténue.
La distribution tend vers une distribution simple gaussienne symétrique.
Table C.1 – Formes de la PDF gamma en fonction de k pour θ fixé
Figure C.3 – Représentation graphique de la distribution gamma
Pour approcher les distribution déduites des LES par une loi gamma, des estimateurs des deux
paramètres sont calculés grâce à la méthode des moments. Ils sont les inconnues d’un système de












C.4 La distribution log-normale
Une variable statistique positive X suit une loi log-normale unimodale si la variable ln(X)
suit une loi simple gaussienne. La distribution log-normale est définie par deux paramètres η
et δ qui sont respectivement la moyenne et l’écart-type de ln(X) et par conséquent, les deux
paramètres d’une distribution simple gaussienne. Pour x ∈ <∗+, l’expression de la PDF associée
















La PDF associée est non-bornée et asymétrique avec une skewness positive comme la PDF simple
gaussienne. La distribution log-normale tend vers une distribution symétrique gaussienne au fur
et à mesure que δ diminue (Figure C.4.)
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Figure C.4 – Représentation graphique de la distribution log-normale
Pour approcher les distribution déduites des LES par une distribution log-normale, les esti-
mateurs η̂ et δ̂ des deux paramètres sont déduits des expressions des deux premiers moments µ






















C.5 La distribution beta
L’utilisation d’une distribution statistique beta dans un schéma de nuages est rendue plus
difficile car elle nécessite la connaissance de quatre paramètres pour être entièrement définie.
Tompkins (2002) la considère à grande échelle et donne l’expression suivante de la PDF de la loi




(x− a)p−1 (b− x)q−1
(b− a)p+q+1 (C.10)





Les paramètres a et b sont les bornes de la PDF et les paramètres positifs p et q sont les deux
paramètres de forme. La PDF beta est donc bornée et unimodale mais la courbe la représentant
est très flexible car elle peut prendre différentes formes suivant les valeurs de p et q : en U, en J
ou en cloche. Le tableau C.2 et la figure C.5 résument ces propos.
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Valeurs de p et q Formes de la PDF
p = q La distribution est symétrique
p 6= q La distribution est asymétrique
p ≤ 1 La courbe est en forme de J, asymétrique vers la gauche
q ≤ 1 La courbe est en forme de J, asymétrique vers la droite
p ≤ 1 et q ≤ 1 La courbe est en forme de U
p > 1 et q > 1 La courbe est en forme de cloche
p→∞ et q →∞ La distribution tend vers une distribution gaussienne
Table C.2 – Formes de la PDF beta en fonction de p et q
Figure C.5 – Représentation graphique de la distribution beta
L’intérêt majeur de la distribution beta est donc sa skewness variable : si elle est nulle, elle
confère à la distribution des propriétés de symétrie. Si elle est positive ou négative, la courbe
est asymétrique et peut donc mieux s’adapter aux différents régimes nuageux, dans la limite du
possible car elle reste unimodale. L’analyse des données LES du chapitre 5 a montré des distri-
butions majoritairement en forme de cloche, il a donc été imposé que p > 1 et q > 1.
Pour approcher les distributions déduites des LES en utilisant la distribution beta, les quatre
paramètres doivent être calculés. Pour l’analyse statistique menée dans le chapitre 5, deux dé-
marches ont été adoptées :
1. La première méthode considère que la loi beta doit conserver les deux premiers moments
fournis par les données LES. Ainsi :
– les bornes a et b sont respectivement égales aux valeurs minimale et maximale de l’échan-
tillon de valeurs fourni par les LES pour la variable statistique X
– les deux paramètres de forme sont calculés avec la méthode des moments, en résolvant
un système de deux équations dont ils sont les inconnues. Ces équations sont déduites
des expressions de µ et σ connues pour la loi beta :{











q̂ = µ (1−µ)
2
σ2
− (1− µ) (C.12)
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2. Pour la deuxième méthode, la loi beta est contrainte par les trois premiers moments de la
distribution déduits des données LES. Ainsi :
– la limite inférieure a est égale à la valeur minimale de l’échantillon de valeurs fourni par
les données LES pour la variable statistique X
– la borne supérieure b et les deux paramètres de forme sont calculés avec la méthode des
moments, en résolvant un système de trois équations dont ils sont les inconnues. Ces
équations sont déduites des expressions de µ, σ et ζ connues pour la loi beta :











b̂ = a+ p+qp (µ− a)







C.6 La distribution double gaussienne
La distribution double gaussienne est obtenue par combinaison linéaire de deux distributions
gaussiennes simples. Une telle composition de lois gaussiennes est appelée mélange gaussien. Elle
est ainsi définie par cinq paramètres et montre une courbe bimodale présentant deux maxima
locaux. Pour x ∈ <, l’expression de la PDF associée est de la forme :
G(x) = aG1(x) + (1− a)G2(x) (C.14)
où G1 et G2 sont deux PDFs gaussiennes simples ayant respectivement pour paramètres µ1 et
σ1 et, µ2 et σ2. a est un facteur de mélange compris entre 0 et 1 pondérant chaque distribution
simple (Figure C.6). Cette combinaison donne soit une distribution symétrique si les deux distri-
butions se recouvrent ou si a = 0 ou 1, soit une distribution asymétrique à deux modes. Elle est
couramment utilisée comme une distribution conjointe de plusieurs variables statistiques norma-
lement distribuées comme dans les travaux de Lewellen et Yoh (1993), Larson et al. (2001a) et
Larson et al. (2002).
Figure C.6 – Représentation graphique de la distribution double gaussienne
Le calcul des cinq paramètres est réalisé grâce à l’algorithme EM (voir l’annexe D.2). Le
groupe de cinq valeurs permettant d’initialiser les calculs itératifs y est également donné.
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Méthodes mathématiques pour le calcul
des paramètres des distributions
statistiques
Cette annexe présente les deux méthodes mathématiques utilisées dans l’analyse statistique
du chapitre 5 pour approcher les distributions fournies par les LES par des distributions théo-
riques. La vocation de cette partie est de décrire simplement et succintement les outils statistiques
utilisés sans entrer dans des considérations mathématiques qui seraient trop détaillées pour le
présent rapport. Contrairement à l’annexe C, la distinction entre moments empiriques et mo-
ments théoriques est faite ici car la description de la méthode des moments l’impose. Les moments
théoriques sont désignés par les symboles µ, σ et ζ. Ils sont ornés d’une tilde s’ils désignent les
moments empiriques déduits des données LES.
D.1 La méthode des moments
La méthode des moments permet le calcul des paramètres des distributions théoriques uni-
modales utilisées pour approcher les distributions déduites des données LES. Les moments théo-
riques d’une distribution statistique quelconque s’écrivent comme des fonctions des paramètres,
quantitativement inconnus dans l’exercice auquel nous nous sommes livrés. Néanmoins, la loi des
Grands Nombres (que tout bon ouvrage de mathématiques saura vous décrire) stipule que pour
un échantillon suffisamment grand, ils peuvent être estimés par les moments empiriques connus
de cet échantillon et déduits des données LES. Dès lors, l’affaire se résume à un système d’équa-
tions dans lequels les moments théoriques s’égalisent aux moments empiriques... Le schéma D.1
résume cette démarche.
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Figure D.1 – Méthode des moments. Les trois paramètres de la distribution sont α, β et γ et les
trois premiers moments sont µ, σ et ζ. La tilde repère une quantité empirique et fct∗ désignent
des fonctions analytiques décrivant les moments théoriques en fonction des paramètres.
Le système d’équations ainsi posé n’est pas forcément résolvable si le nombre de paramètres
à déterminer dépasse le nombre de moments théoriques exprimés. Dans ce cas, l’ajout de mo-
ments théoriques d’ordres plus élevés peut être la solution au risque de complexifier le sytème.
La deuxième possibilité consiste à formuler des hypothèses sur les paramètres à calculer pour en
réduire le nombre : imposer des paramètres constants, les relier entre eux,. . . Disposer d’un sys-
tème résolvable n’exclut pas que les solutions mathématiques qu’il fournira, soient physiquement
cohérentes. C’est à l’utilisateur de juger de la recevabilité des résultats en fonction du contexte
physique et d’émettre les hypothèses nécessaires pour contourner le problème.
D.2 L’algorithme « espérance-maximisation »
L’algorithme « espérance-maximisation », noté EM, est une méthode analytique d’optimisa-
tion largement décrite par McLachlan et Krishnan (1997) et Hogg et Craig (2005). Elle donne
une estimation des paramètres d’une distribution théorique bimodale, en maximisant la proba-
bilité d’obtenir la meilleure représentation possible avec celle-ci, d’un échantillon de N valeurs
fournies par les données LES. Pour ce travail, une forme simplifiée de l’algorithme EM est uti-
lisée dans le cadre d’un mélange gaussien. Chaque distribution simple gaussienne est considérée
comme un groupe (notés Gr1 et Gr2) et l’algorithme EM opère une classification de chaque
valeur de l’échantillon dans un de ces deux groupes afin de construire itération par itération les
deux modes. Les principales étapes de cet algorithme sont les suivantes.
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Initialisation Comme tous les algorithmes itératifs basés sur des séries analytiques, l’initiali-
sation des itérations nécessite la connaissance d’un groupe de cinq valeurs pour les paramètres à
l’étape 0, résumés sur la figure D.2 :
– une valeur pour le facteur de mélange a(0) , il est souvent pris égal à 0.5 comme dans cette
étude
– deux valeurs pour les moyennes µ(0)1 et µ
(0)
2 . Ici, elles sont respectivement égales aux valeurs
de X correspondant à chaque maximum local (un pour chaque mode).
– deux valeurs pour les écarts-types σ(0)1 et σ
(0)
2 . Nous utilisons la définition d’un écart-
type gaussien pour déterminer ces valeurs. Il est proportionnel à la demie-largeur H de la
courbe de la PDF, mesurée à une hauteur égale à la moitié du maximum du mode considéré
(H = 2.3548σ).
Figure D.2 – Calcul des paramètres définissant une distribution double gaussienne pour l’ini-
tialisation de la méthode EM, cas pour lequel le coefficient d’asymétrie est positif
Etape E : Espérance A chaque itération successive, les étapes E et M décrites ci-après sont
répétées. La première étape notée E consiste en l’estimation de la probabilité P (i)n,k (expression
D.1) qu’une valeur xn de l’échantillon déduit des LES appartienne au groupe Grk (k=1,2) en





















où l’indice i dénote la i-ème itération dans l’application de l’algorithme. Cette probabilité est
une variable cachée renseignant sur la source de la valeur xn. Son expression découle de l’ex-
pression analytique de la PDF associée à la loi statistique choisie, ici la double gaussienne. Une
« fonction espérance » est déduite de ces probabilités pour les deux groupes et pour la totalité
de l’échantillon. Elle traduit à elle seule l’ensemble des probabilités qu’il faut maximiser.
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Etape M : Maximisation La maximisation de cette espérance est l’objet de la seconde étape
notée M. Les détails de calculs ne sont pas donnés ici mais ils aboutissent aux expressions D.2,









































n,k (xn − µ(i+1)k )2 (D.5)
A la fin des itérations, les valeurs fournies pour les paramètres (a, µ1, µ2, σ1, σ2) donnent
la meilleure approximation possible de l’échantillon de valeurs donné par les LES par la famille
de distributions choisie. Pour un mélange gaussien, ces valeurs doivent vérifier les expressions
suivantes :
µ = â.µ̂1 + (1− â).µ̂2 (D.6)
σ2 = â.σ̂21 + (1− â).σ̂22 + â.(1− â).(µ̂2 − µ̂1)2 (D.7)
Dans cette étude, afin d’obtenir un algorithme EM satisfaisant pour approcher les distribu-
tions déduites des LES présentant des irrégularités, nous avons émis certaines hypothèses pour
assurer sa convergence. Elles consistent par exemple, à imposer des valeurs minimales pour les
deux écarts-types dans l’initialisation de l’algorithme EM afin que les deux distributions simples
gaussiennes ne tendent pas vers des distributions de Dirac. Enfin, des tests de sensibilité aux
nombre d’itérations ont montré que, dans le cas d’une distribution double gaussienne, douze




Dans l’ordre d’apparition dans le manuscrit. . .
AROME : Application de la Recherche à l’Opérationnel à Méso-Echelle
Méso-NH : Non-Hydrostatic MESOscale atmospheric model
LES : Lage Eddy Simulation
CRM : Cloud Resolving Model
GCM : Global Circulation Model
ASTEX : Atlantic Stratocumulus Transition EXperiment
TOGA COARE : Tropical Ocean Global Atmosphere Coupled Ocean Atmosphere Response Experiment
PDF : Probability Density Function
BOMEX : Barbados Oceanographic and Meteorological EXperiment
RAMS : Regional Atmospheric Modeling System
ALADIN : Aire Limitée Adaptation dynamique Développement InterNational
ARPEGE : Action de Recherche Petite Echelle Grande Echelle
MSG : Meteosat Second Generation
KNMI : Koninklijk Nederlands Meteorologisch Instituut
EDKF : Eddy Diffusivity, Kain and Fritsch (1990)
EDMF : Eddy Diffusivity / Mass Flux
ERBE : Earth Radiation Budget Experiment
CERES : Clouds and the Earth’s Radiant Energy System
SST : Sea Surface Temperature
NCEP : National Center for Environmental Prediction
DAO : Data Assimilation Office
SW : Short-Wave radiation
LW : Long-Wave radiation
OAGCM : Ocean-Atmosphere Global Circulation Model
COPT81 : Convection Profonde Tropicale 1981
NOAA : National Oceanic and Atmospheric Administration
CALIPSO : Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations
MODIS : Moderate Resolution Imaging Spectroradiometer
UM : Unified Model
M-PACE : Mixed-Phase Arctic Cloud Experiment
FIRE : First ISCCP Regional Experiment
EUCREX : European Cloud and Radiation EXperiment
ARM : Atmospheric Radiation Measurement
LCL : Lifted Condensation Level
LFC : Level of Free Convection
LNB : Level of Neutral Buoyancy
LMD : Laboratoire de Météorologie Dynamique
IFS : Integrated Forecast System
ECMWF : European Centre for Medium-Range Weather Forecasts
CEPMMT : Centre Européen pour les Prévisions Météorologiques à Moyen Terme
CF : Cloud Fraction
RH : Relative Humidity
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ECHAM4 : European Centre/HAmburg Model 4
CRNM : Centre National de Recherches Météorologiques
GAME : Groupe d’étude de l’Atmosphère MEtéorologique
TKE : Turbulent Kinetic Energy
PPM : Piecewise Parabolic Method
FIT : Forward In Time
GCSS : Gewex Cloud System Study
ACE : Aerosol Characterization Experiment
BL : Boundary-Layer
NWP : Numerical Weather Prediction
DYCOMS : DYnamics and Chemistry Of Marine Stratocumulus
RICO : Rain In Cumulus over the Ocean
ZCIT : Zone de Convergence Inter-Tropicale
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ABSTRACT
A good representation of clouds is essential for the quality of numerical weather prediction (NWP) models
such as AROME (∆x = 2, 5km) and Méso-NH. With mesoscale resolutions, boundary-layer clouds such
as shallow cumulus and stratocumulus are still linked with subgrid processes and it is necessary to
improve their representation. The parameterization of the condensation/evaporation processes consists
in a saturation adjustment in order to restore the thermodynamic equilibrium between the phases of
water. Resolved clouds are commonly treated with an « all or nothing » scheme considering that a model
gridbox is totally clear or cloudy. Subgrid cloud schemes currently assume a statistical description of
the horizontal subgrid variability of humidity and temperature variables. A comprehensive statistical
analysis of cloud fine scale data, obtained from LES simulations for non-precipitating warm boundary-
layer clouds, was carried out. For mesoscale resolutions, it shows that the use of a double Gaussian
distribution, associated to a single variable depicting the local distance to the saturation inside the model
gridbox, provides a good estimation of the cloud fields and of the cloud base and cloud top heights. For
sparse cumulus cases, a conditional sampling method shows that the dry main mode, linked to the cloud
environment, would be connected to an eddy diffusivity scheme. A convective mass flux scheme could be
used to characterize the cloudy second mode, associated to shallow thermals.
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RÉSUMÉ
Une bonne représentation des nuages est essentielle à la qualité des modèles de prévision numérique du
temps comme AROME (∆x = 2, 5km) et Méso-NH. A des résolutions de méso-échelle, les nuages de
couche limite (cumulus peu profonds et stratocumulus) sont encore associés à des processus de transport
et de formation sous-maille dont il faut améliorer la représentation. La paramétrisation des processus de
condensation/évaporation consiste en un ajustement à saturation visant à rétablir l’équilibre thermody-
namique entre les phases de l’eau. Les nuages résolus à l’échelle de la maille sont communément traités
par un schéma « tout ou rien » dans lequel chaque maille de modèle est considérée comme totalement
claire ou nuageuse. Les schémas de nuages sous-maille adoptent couramment une description statistique
de la variabilité sous-maille horizontale des variables d’humidité et de température. Une analyse statis-
tique détaillée de données de fine échelle, obtenues à partir de simulations LES pour des cas de nuages
chauds non-précipitants de couche limite, a été réalisée. Elle montre qu’à méso-échelle, l’utilisation d’une
distribution statistique double gaussienne, associée à une variable traduisant l’écart local à la saturation
dans la maille, fournit une bonne estimation des champs nuageux et des hauteurs de base et de sommet
des nuages. En cas de cumulus épars, une méthode d’échantillonnage de données de fine échelle (LES) a
montré que le mode principal sec, associé à l’environnement, peut être relié à un schéma de turbulence.
Un schéma en flux de masse convectif peut être utilisé pour caractériser le second mode, associé aux
thermiques peu profonds.
MOTS CLÉS :
Nuages de couche limite, variabilité nuageuse sous-maille horizontale, schéma statistique,
méso-échelle, ajustement à saturation, distribution bimodale
