The probability distribution of a Markov chain is viewed as the information state of an additive optimization problem. This optimization problem is then generalized to a product form whose information state gives rise to a generalized notion of probability distribution for Markov chains. The evolution and the asymptotic behavior of this generalized or "risk-sensitive" probability distribution is studied in this paper and a conjecture is proposed regarding the asymptotic periodicity of risksensitive probability and proved in the two-dimensional case. The relation between a set of simultaneous non-linear and the set of periodic attractors is analyzed.
Introduction
It is well known that the probability distribution of an ergodic Markov chain is asymptotically stationary, independent of the initial probability distribution, and that the stationary distribution is the solution to a fixedpoint problem (Shiryayev, 1984) . This probability distribution can be viewed as the information state for an estimation problem arising from the maximum A posterior probability estimator (MAP) estimation of the Markov chain for which no observation is available.
Risk-sensitive filters [1] [2] [3] [4] [5] 12, 13] take into account the "higher-order" moments of the estimation error. Roughly speaking, this follows from the analytic property of the exponential e x = ∞ k=0 x k /k! so that if stands for the sum of the error functions over some interval of time then
Thus, at the expense of the mean error cost, the higherorder moments are included in the minimization of the expected cost, reducing the "risk" of large deviations and increasing our "confidence" in the estimator. The parameter > 0 controls the extent to which the higher-order moments are included. In particular, the first-order approximation, → 0, E[exp( )]1 + E , indicates that the original minimization of the sum criterion or the risk-neutral problem is recovered as the small risk limit of the exponential criterion.
Another point of view is that the exponential function has the unique algebraic property of converting the sum into a product. In this paper, we show that a notion of probability for Markov chains follows from this point of view which due to its connection to risk-sensitive filters, will be termed "risk-sensitive probability (RS-probability)". We consider an estimation problem of the states of a Markov chain in which the cost has a product structure. We assume no observation is available and that the initial probability distribution is known. We will define the RS-probability of a Markov chain as an information state for this estimation problem whose evolution is governed by a non-linear operator. The asymptotic behavior of RS-probability appears to be periodic. Asymptotic periodicity has been reported to emerge from random perturbations of dynamical systems governed by constrictive Markov integral operators [6, 7] . In our case, the Markov operator is given by a matrix; the perturbation has a simple non-linear structure and the attractors can be explicitly calculated.
In Section 2, we view the probability distribution of a Markov chain as the information state of an additive optimization problem. RS-probability for Markov chains are introduced in Section 3. We show that its evolution is governed by an operator (denoted by F ) which can be viewed as a generalization of the usual linear Markov operator. The asymptotic behavior of this operator is studied in Section 3 and a conjecture is proposed. Under mild conditions, it appears that RS-probability is asymptotically periodic. This periodic behavior is governed by a set of simultaneous quadratic equations.
Probability as an information state
In [9, 10] we studied the exponential (risk-sensitive) criterion for the estimation of hidden Markov models (HMMs) and introduced risk-sensitive filter banks.
The probability distribution of a Markov chain, knowing only initial distribution, determines the most "likely state" in the sense of MAP. In the context of HMM, the problem can be viewed as that of "pure prediction", i.e., an HMM whose states are entirely hidden.
Define a HMM as a five-tuple X, Y, X, A, Q ; here A is the transition matrix, Y = {1, 2, . . . , N Y } is the set of observations and X = {1, 2, . . . , N X } is the finite set of (internal) states as well as the set of estimates or decisions. In addition, we have that Q := [q x,y ] is the N X × N Y state/observation matrix, i.e., q x,y is the probability of observing y when the state is x. We consider the following information pattern. At decision epoch t, the system is in the (unobservable) state X t = i and the corresponding observation Y t is gathered, such that
The 
where
The usual definition of MAP as the argument with the greatest probability given the observation follows from the above [8] . The solution is well known; we need to define recursively an information state
where Q(y) := diag(q i,y ), A T denotes the transpose of the matrix A. 0 is set equal to
where p 0 is the initial distribution of the state and is assumed to be known. Note that (3) is not normalized. When no observation is available, it is easy to see that N Y ·Q(Y t )=I , where I is the identity matrix. Thus, the information state for the prediction case evolves according to t+1 = A T · t which when normalized is simply the probability distribution of the chain.
This "prediction" optimization problem for a multiplicative cost will be considered next.
RS-probability for Markov chains
With the notation of the previous section, given X 0 , . . . ,X t−1 , defineX t recursively as the estimator which minimizes the exponential (risk-sensitive) cost
where is a strictly positive (risk-sensitive) parameter. As discussed in the introduction, the exponential criterion allows for the inclusion of higherorder moments of the cost and the approximation E[exp( )]1 + E shows that for small values of , the additive cost criterion is recovered. The structure of allows for the following simplification of (4):
Define an information state
where Q(y) := diag(q i,y ), A T denotes the transpose of the matrix A and the matrix D is defined by
0 is set equal to N Y · Q(Y 0 )p 0 , where p 0 is the initial distribution of the state and is assumed to be known. The proof of the following theorem can be found in [9] . We next obtain a simplex preserving operator F by assuming that no observation is available and that the initial probability distribution is given. In the riskneutral context, this operator is simply A T which governs the evolution of probability distribution; as the risk-sensitive cost is a generalization of the riskneutral one, one might expect that this new operator which governs the evolution of "risk-sensitive probability" to be a generalization of A T . Setting N Y · Q(Y t ) equal to the identity matrix I corresponds to the case when no observation is available. It can be shown that the information state is independent of scaling, i.e., if is an information state so is for every > 0 and replacing it one with the other does not change the resulting estimate of the state. Associate with each i ∈ X, a unit vector in R N X whose ith component is 1. Denote the "risk-sensitive probability" U t as the normalized information state (6) when no observation is available. The proof of the following theorem can be found in [9] .
Theorem 2. Let N Y · Q(Y t ) = I , then the estimator which minimizes (5) is given bŷ
where U t evolves according to
and
The operator F can be viewed as a non-linear generalization of the linear operator A T . It is apparent that this operator plays the same role in the context of risk-sensitive estimation as the operator A T does in the risk-neutral case. Thus, one might expect that the risk-sensitive properties of the exponential criterion be reflected in the action of F .
First, observe that both operators are simplex preserving and F → A T as → 0. It is well known that under primitivity of the matrix A, the dynamical system defined by
for every choice of the initial probability distribution p 0 , converges to p * which satisfies A T p * = p * [11] .
Definition. A cycle of RS-probability (CRP) is a finite set of probabilities
We pose the following conjecture:
Conjecture. Let the stochastic matrix A be primitive. Then, for every choice of the initial probability distribution p 0 , the dynamical system
is asymptotically periodic, i.e., U t approaches a CRP as t → ∞ satisfying the equations
It is not difficult to show that in general, the equations are quadratic. Note that we do not exclude the case m = 1; the CRP only has one element and thus F is asymptotically stationary.
In the appendix, we give sufficient conditions under which the conjecture holds in two dimensions with a CRP which is independent of the initial point.
Next, we report a number of other properties of F .
Property 1 (Dependence of the asymptotic behavior on the initial condition).
The asymptotic behavior of F may depend on the initial conditions. That is, depending on the initial condition a different CRP may emerge. Let A be given by
Let the initial condition be given by (u 1 , u 2 ). There are two different CRPs depending on the initial conditions
When is the asymptotic behavior independent of the initial condition? We believe this depends on the relation between the diagonal and off-diagonal elements of A. For example, consider the matrix
The CRP, for every initial condition, has two elements
It appears that when the diagonal elements "dominate" the off-diagonal elements, the asymptotic behavior is independent of the initial condition. We have carried out a thorough investigation for 6×6 stochastic matrices and lower dimensions, but we suspect the property holds in higher dimensions. But, below we describe some special cases.
Property 2 (Dependence of the period on ). Our simulations show that for small values of the period is 1, i.e., F is asymptotically stationary. As increases periodic behavior may emerge; based on simulation of the examples we have studied, the period tends to increase with increasing but then decrease for large values. So, the most complex behavior occurs for the mid-range values of . Consider
and let m be the period. Our simulations show that the period m of the CRPs depends on the choice of ; our simulations results in the pairs (e , m ):(2.1,1) (2.7,1) (2.9,1) (3,1) (3.01,7) (3.1,5) (3.3,4) (3.9,3) (10,2) (21,2). We can see that even in two dimensions, the behavior of F is complex.
When does the periodic behavior emerge? The fixed-point problem provides the answer. If the fixedpoint problem F (u) = u does not have a solution satisfying 0 u 1, the asymptotic behavior cannot be stationary. For two dimensions, the equation 
T is easy to write. Assume u 1 > u 2 (for the case u 2 > u 1 , we transpose 1 and 2).
and recall that u 1 + u 2 = 1. This yields
First, note that when = 0, we have
which is linear and is the fixed-point problem A T (u)= u. For the above example, the roots of the equation resulting from the assumption u 2 > u 1 are greater than one for all ranges of e > 1. Thus, stationarity requires that a solution to
exist. One solution turns out to be greater than 1. The other solution is plotted vs. r = e in Fig. 1 
and as u 2 < u 1 implies 1 2 < u 1 , we must have
2(e − 1)
which after some simple algebra implies
If we plug in a 11 =0.8 and a 21 =0.4, we get e < 3. If the conjecture is true, periods must appear for e > 3. At e =(2a 11 
Eq. (27) is a measure of sensitivity to risk. Periodicity seems persistent; once the periodic solutions emerge, increasing e does not seem to bring back the stationary behavior. In two dimensions for large values of e , an interesting classification is possible. Given that the conjecture holds, an obvious sufficient condition for periodicity would be for the roots of (20) and (21) to be complex:
(a 22 − e a 12 − e ) 2 − 4(e − 1)a 12 e < 0.
But, further inspection shows for sufficiently large values of e , the inequalities give
which are clearly false and so real roots exist. Other relations can be exploited to show that these roots are unacceptable and hence demonstrate the existence of periodic attractors as we will show next. Consider the case where e ?a ij , 0 < a ij < 1. Then, the fixed-point problem (20) can be written as
The solutions turn out to be (1, 0) and (a 21 , a 22 ).
(1, 0) can be ruled out by the assumption 0 < a ij < 1. matrix A given by (18), we see that this behavior is already emergent at about e = 10. Fig. 2 shows the classification. It is possible to write down these equations in higher dimensions as simultaneous quadratic equations parameterized by e . Classifying the solutions of these equations is an interesting open problem.
Conclusions
The risk-sensitive estimation of HMMs gives rise to a notion of probability for Markov chains arising from a non-linear generalization of the linear operator A T , where A is a row-stochastic primitive matrix. This operator, denoted by F in this paper, has a number of properties summarized in the table above. There is an interesting relation between the asymptotic behavior of F and a set of simultaneous non-linear equations parameterized by e determining the periodic solutions (Fig. 3) . We have studied the two-dimensional case in this paper and provided analytic and numerical results.
We have posed a series of open problems which are the subject of our further research.
We say a function f (x) defined on D ⊂ R n is asymptotically periodic at p 0 with period r if there is a set R(p 0 ) = {x 0 , . . . , x r−1 }, x i = x j if i = j and such that, for any > 0, We say that a function f (x) defined on D is asymptotically periodic if it is asymptotically periodic at every point of D. Finally a uniquely asymptotically periodic function on D is an asymptotically periodic function such that R(x) for ∀x ∈ D is unique up to a permutation.
Recall that RS-probability is the normalized information state and thus in the two-dimensional case belongs to the 1-simplex while the unnormalized information state takes its values in the first quadrant of R 2 . Also recall that the information state has the scale independence property, i.e, all points on a radial line through the origin (excluding the origin) produce the same estimate of the state when considered as the value of the information state. Thus, we can go back and forth between the first quadrant of R 2 and the 1-simplex without difficulty. In the proof of the theorem certain linear operators acting on the information state are extended to all of R 2 for mathematical simplicity. Throughout the proof, a "cone" is the area that lies between two radial lines through the origin always restricted to the first quadrant and unless stated otherwise, it includes the two radial lines. The cone defined by x = 0 and y will be denoted by LC and the cone defined by the Y-axis and x = y by UC. (8) is non-linear and is not continuous on the simplex but fortunately it is piecewise continuous and in two dimensions it can be written as
We will define
The properties of E will be of importance as we shall see.
Note that A T is stochastic and thus A T H (X) = H (A T X). We will use this property throughout.
Theorem A.1. Suppose the transition probability matrix A is given by
with 0 < < 1/2 and 0 < < Proof. The proof will be given in two parts. We first show that for sufficiently large values of , there is an invariant "oscillating cone "(OC) in which the information state under the action of F alternates between OC1=OC∩LC and OC2=OC∩UC, i.e., if F (x)=y and x belongs to OC1, then y is in OC2 and vise versa. We then prove that starting from any point in OC, F restricted to OC is uniquely asymptotically periodic.
In the second part, we show that if the information state starts from any point outside OC, we will end up in OC.
In order to carry out the first part of the proof, we need to understand the asymptotic behavior of the following linear operator. Its significance will become clear shortly.
We will show that for sufficiently large values of , E has two real positive unequal eigenvalues, say 1 > 2 .
The corresponding eigenvectors V 1 and V 2 lie in the first and the fourth quadrant, respectively. The characteristic polynomial of E is given by
, where 1 is the root with the positive sign in place of ± and 2 is the root with the negative sign. As A is primitive, we have > 0 and b 2 is of order e 4 while c is of order e 2 . It follows that for large enough , the roots are real. We have c = 1 2 > 0 and b = 1 + 2 > 0. Thus both roots are positive.
The first-order square root binomial expansion for
indicates secondorder term and higher terms) holds for |z| < 1. After a few simple steps we can write
We have, for sufficiently large values of ,
We next show that the eigenvector corresponding to 1 lies in the first quadrant (or equivalently, the third) while the eigenvector corresponding to 2 lies in the fourth (or equivalently, the second).
Observe that E preserves the first quadrant. Moreover, it is apparent from (35) that E is the product of two diagonal matrices and a stochastic primitive matrix appearing twice. Multiplication by A T guarantees that the resulting vector has positive components. As e > 1, the diagonal matrices increase the sum of the components, one by multiplying the first component by e and the other by multiplying the second component by e while A T , being stochastic, preserves the sum of the components. Hence, the sum of the components of all vectors in the first quadrant can be made arbitrarily large under the action of E by choosing large. This means V 2 , the eigenvector corresponding to 2 , cannot lie in the first quadrant because of the following contradiction:
Suppose V 2 lies in the first quadrant.
and as → ∞,
On the other hand, the sum of the components of EV 2 can be shown to be (e (1 − )
2 and so we must have To show that V 1 must lie in the first quadrant, observe that any vector W can be written as
As t → ∞, ( 2 / 1 ) t → 0. Now assume W is in the first quadrant. Since we showed that V 2 does not belong to the first quadrant, E t W will approach a positive multiple of the "dominant eigenvector" V 1 . But E preserves the first quadrant and thus E t W can never exit the first quadrant. Thus, V 1 must lie in the first quadrant. Later on, we will use (37) to show the existence and the uniqueness of the periodic orbit.
We are now in position to carry out the first part of the proof. First, we show the existence of the "oscillating cone" OC and using properties of E shown above, prove the unique asymptotic periodicity of F . We consider the lower cone LC first; the situation for UC is similar.
The normalization function H (·) in (8) restricts the information state to the simplex, but recall that the information state has the scale independence property and thus we can drop the normalization H (·) in (8) and still obtain an information state. To recover the normalized quantity, we can apply H (·) at any desired time step and recover the normalized information state (RS-probability). In what follows, we denote the operator without normalization function H (·) with script notation F defined as
We would like to show the existence of a cone inside LC which is mapped to UC under the action of F . On LC, F = E 1 . This means that for W ∈ LC
then W is mapped to UC. This can be written as
Because < 1/2, we can divide both side by (1 − 2 ) without changing the direction of the inequality. 
For odd values of t, the same limit is given by H (E 1 p * ) := p * . We have established the unique asymptotic periodicity of F on OC1 with period 2 and R = {p * , p * }. Furthermore,
Noting that E = E 1 E 2 , we can similarly show that F (p * ) = p * . There remains to carry out the same process in the UC cone and identify the cone OC2 for which F is asymptotically periodic. To show unique asymptotic periodicity of F on OC = OC1 ∪ OC2, we must show that the periodic limit for OC2 is the same, up to a permutation, as R.
It can be shown either by direct calculation or a symmetry argument that such a cone exists and is defined by the line x =y and the line e (1−2 )/ (1−2 ) . This time, e appearing in the numerator allows us to choose the slope so that this line lies in UC defining the cone OC2 which is mapped to LC by the action of F . The periodic orbit will be given by a set R := {q * , q * }. We will show that R must be a permutation of R.
Matrices of full rank map cones to cones and one can check that E 1 and E 2 have full rank because of the assumption < 1/2, < 1/2. It is easy to show that F maps OC2 into OC1. The line with slope e (1 − 2 )/(1 − 2 ) is, by construction, mapped to x = y and it is easy to verify that for sufficiently large values of any line in UC with a slope less than e (1 − 2 )/(1 − 2 ) is mapped to a line with a slope greater than e + (1 − )/(1 − )e + which is easily seen to lie inside OC1. Thus, the image of points in OC2 is a subset of OC1. We have already studied the action of F for initial points belonging to OC1 and saw that they are carried asymptotically to R = {p * , p * } (for even values of t to p * and for odd values to p * ).
Consider the action of (F ) t starting from OC2; after one step, we end up in OC1 and the t −1 remaining steps can be considered as initiated from OC1. If t is even, t − 1 is odd and vice versa. Thus, the periodic orbit R must be given by {p * , p * }, a permutation of R as desired.
To extend the unique asymptotic periodicity of F to the entire first quadrant, it is sufficient to show that points not belonging to OC = OC1 ∪ OC2 will be mapped into OC, under the action of F . As mentioned before, matrices of full rank preserve cones. In This condition when considered for the linear map E 1 translates to
(1 − )(1 − ) > , which holds since < 1/2 and < 1/2. y = 0 is the lower boundary of the cone NC and if y = 0 is mapped to OC1, then any line with a slope greater than zero is mapped to a line with a slope greater than the image of y = 0 under E 1 by the above result. For this to hold, we must have
Since > 0 (A is primitive), we can choose large enough so that the above inequality holds. We can similarly show that the non-oscillating cone in UC is mapped to OC2 for sufficiently large values of . This completes the proof of the theorem.
