Introduction and Results

Let
A well known result due to Coifman, Rochberg and Weiss [5] states that [b, T ] is bounded on L p (R n ) for 1 < p < ∞ when b ∈ BM O(R n ). They also gave a characterization of BM O(R n ) in virtue of the L p −boundedness of the above commutator. In 1978, Janson [18] gave some characterizations of Lipschitz spaceΛ β (R n ) via commutator [b, T ] and proved on Lebesgue and Morrey spaces when the symbols b belong to Lipschitz space, by which some new characterizations of Lipschitz and nonnegative Lipschitz functions are given.
On the other hand, Ho [12] obtained some characterizations of the BM O and Lipschitz spaces by the norm of rearrangement-invariant Banach function spaces. Izuki and Sawano [17] gave a characterization of BM O(R n ) by using the norm of variable exponent Lebesgue spaces.
Motivated by [2] , [12] , [17] and [24] , we will study the characterization of Lipschitz func- To state our result, we first recall some notation and definitions. Lebesgue space, L p(·) (R n ), is defined by
It is known that the set L p(·) (R n ) becomes a Banach space with respect to the norm
The readers are referred to [6] and [9] for some properties and applications of L p(·) (R n ).
Denote by P(R n ) the set of all measurable functions p(·) : R n → [1, ∞) such that 1 < p − := ess inf x∈R n p(x) and p + : = ess sup
and by B(R n ) the set of all p(·) ∈ P(R n ) such that M is bounded on L p(·) (R n ).
Remark 1.1 For any p(·) ∈ B(R n ) and λ > 1, then, by Jensen's inequality, we have λp(·) ∈ B(R n ). See Remark 2.13 in [7] .
For convenience, we introduce a notation B α p,q (R n ) as follows.
Definition 1.3 We say an ordered pair of variable exponents
The condition q(·)(n − α)/n ∈ B(R n ) is equivalent to saying that there exists q 0 with n/(n − α) < q 0 < ∞ such that q(·)/q 0 ∈ B(R n ). Moreover, q(·)(n − α)/n ∈ B(R n ) implies q(·) ∈ B(R n ) by Remark 1.1. See Remark 2.13 in [7] for details.
Our results can be stated as follows. 
For a fixed cube Q 0 , the Hardy-Littlewood maximal function related to Q 0 is given by
where the supremum is taken over all the cubes Q with Q ⊆ Q 0 and Q ∋ x. [2] and [24] .
Next, we characterize the Lipschitz functions by using the norm of variable exponent Lebesgue spaces. We introduce the following three classes of functions for convenience.
more, there exist positive constants C 1 and C 2 such that, for all b ∈Λ β (R n ),
Remark 1.5 Similar characterization for BM O functions, which can be viewed as β = 0,
is proved by Izuki in [16] (see also [17] Denoted byΛ
}, the set of all nonnegative Lipschitz functions. We have the following characterizations ofΛ + β (R n ) in terms of variable exponent Lebesgue norm.
Obviously, the ranges of q(·) in the fourth and fifth assertions of Theorems 1.1, 1.2 and
There is a gap when 1 < q(·) ≤ n/(n − β). We would like to remark that by Theorems 1.4, 1.5 and 1.6, we can improve the fourth and fifth assertions of Theorems 1.1, 1.2 and 1.3 to the full range for q(·). Here, as an example, we only rewrite Theorem 1.1 as follows. 
This paper is organized as follows. In the next section, we recall some basic definitions and known results. In Section 3, we will prove Theorems 1.1 and 1.2. Section 4 is devoted to proving Theorem 1.3. We will prove Theorems 1.4 -1.6 in the last section.
Preliminaries and Lemmas
It is known that the Lipschitz spaceΛ β (R n ) coincides with some Morrey-Companato space and can be characterized by mean oscillation. The following lemma is due to DeVore and Sharpley [10] and Janson, Taibleson and Weiss [19] (see also Paluszyński [21] ).
Then, for all 0 < β < 1 and 1 ≤ q < ∞,Λ β (R n ) =Λ β,q (R n ) with equivalent norms.
The following lemma is known as the generalized Hölder's inequality in variable exponent Lebesgue spaces. See [6] and [9] for details.
Lemma 2.2 (i) Let p(·) ∈ P(R n ). Then there exists a positive constant
Proof Since (p(·), q(·)) ∈ B α p,q (R n ) then p(·), q(·) ∈ P(R n ) and 1/p(·) = 1/q(·) + β/n. The desired inequality follows from Lemma 2.2 (ii) directly. Let 0 < α < n and f be a locally integrable function, the fractional maximal function of f is defined by
where the supremum is taken over all cubes Q ⊂ R n containing x.
The following result follows from Corollary 2.12 and Remark 2.13 of [7] , which improves the corresponding result in Capone, Cruz-Uribe and Fiorenza [4] . (
Obviously, assertion (2) follows from Lemma 2.6 and (3.1).
(3) =⇒ (4). For any fixed cube Q, we have for all x ∈ Q,
Then, for all x ∈ R n ,
For this (p(·), q(·)), it follows from assertion (3) and Lemma 2.5 that there exists a constant C > 0, independent of Q, such that
which implies assertion (4) since Q is arbitrary and C is independent of Q.
(4) =⇒ (1). For any cube Q, by Lemma 2.2 (i), assertion (4) and Lemma 2.4, we have (ii) Let 0 < β < 1 and q(·) satisfy that there exists
2) holds by Definition 1.4, which implies (3.3). Then the desired result follows.
(ii) If b ∈Λ β (R n ) then the wanted result follows from (3.1), Lemma 2.6 and (3.2).
Proof of Theorem 1.2 Similar to the proof of Theorem 1.1, it is sufficient to prove (1) ⇒ (2), (3) ⇒ (4) and (4) ⇒ (1).
(1) =⇒ (2). Let b ∈Λ β (R n ) and b ≥ 0. For any x ∈ R n such that M (f )(x) < ∞, we have 
This together with Lemma 2.5 gives that, for any cube Q,
where the constant C is independent of Q. Thus, the proof of (3) =⇒ (4) is completed.
(4) =⇒ (1). We first prove b ∈Λ β (R n ). For any fixed cube Q, by using similar procedure to the proof of "(4.4) ⇒ (4.3)" in [2] , we can obtain
We give the proof of (3.5) for completeness. Let E = {x ∈ Q : b(x) ≤ b Q }. The following equality is true (see [2] page 3331):
Since for any x ∈ E we have b(
On the other hand, it follows from Lemma 2.2 (i), assertion (4) and Lemma 2.4 that 
Therefore, for x ∈ Q, we have
Then, it follows from (3.6) that, for any cube Q,
Thus, b − = 0 follows from Lebesgue's differentiation theorem.
The proof of Theorem 1.2 is completed.
Similar to Corollary 3.1, from the proof of Theorem 1.2, we obtain the following result.
for some positive constant C.
(ii) Let 0 < β < 1 and q(·) satisfy that there exists
≤ C b Λ β for some positive constant C.
Proof of Theorem 1.3
Proof of Theorem 1.3 We only need to prove (1) ⇒ (2), (3) ⇒ (4) and (4) ⇒ (1).
(1) =⇒ (2). Since b ∈Λ β (R n ) and b ≥ 0, then for any fixed x ∈ R n such that M f (x) < ∞, (4) . For any fixed cube Q, we have (see [2] page 3333 or [27] page 1383 for details),
Then, by assertion (3) and Lemma 2.5, we have
where the constant C is independent of Q. Then
(4) =⇒ (1). We first prove b ∈Λ β (R n ). For any cube Q ⊂ R n , we have (see (2) in [2] ):
Since for any x ∈ E, we have
By Lemma 2.2 (i), assertion (4) and Lemma 2.4, we obtain 
On the other hand, applying Lemma 2.2 (i), assertion (4) and Lemma 2.4, we have
where the constant C is independent of Q. This, together with (4.2), gives
Let the side length of Q tends to 0 (then |Q| → 0) with x ∈ Q, Lebesgue's differentiation theorem assures that the limit of the left-hand side of (4.3) equals to
And, the right-hand side of (4.3) tends to 0. So, we have b − = 0.
The proof of Theorem 1.3 is completed.
Similar to Corollary 3.1, from the proof of Theorem 1.3, we obtain the following result.
5 Proof of Theorems 1.4 -1.6
Proof of Theorem 1.4 By Corollary 3.1, the only thing we need to do is to prove that
For any fixed q(·) ∈ B(R n ), choose r > n/(n−β). By Remark 1.1, rq(·)(n−β)/n ∈ B(R n ) and rq(·) ∈ B(R n ) since r > n/(n − β). Set q 0 (·) = rq(·) and define p 0 (·) by
It is easy to check that
For any fixed cube Q, since
then, it follows from Lemma 2.2 (ii), Lemma 2.3 and b ∈Λ β,q 0 (·) (R n ) that
which implies b ∈Λ β,q(·) (R n ) and b Λ β,q(·) ≤ C b Λ β for all q(·) ∈ B(R n ).
Proof of Theorem 1.5 By Corollary 3.2, it suffices to prove that for any b ∈Λ For any fixed cube Q, note that b ∈Λ * β,q 0 (·) (R n ), by Lemma 2.2 (ii) and Lemma 2.3, For any fixed cube Q, note that b ∈Λ * β,q 0 (·) (R n ), by Lemma 2.2 (ii) and Lemma 2.3,
which shows b ∈Λ ≤ C b Λ β for all q(·) ∈ B(R n ).
