A new three-term conjugate gradient-based projection method is presented in this paper for solving large-scale nonlinear monotone equations. This method is derivative-free and it is suitable for solving large-scale nonlinear monotone equations due to its lower storage requirements. The method satisfies the sufficient descent condition F T k d k ≤ − τ F k 2 , where τ > 0 is a constant, and its global convergence is also established. Numerical results show that the method is efficient and promising.
Introduction
Conjugate gradient-based projection methods are a class of methods suited for solving large-scale nonlinear equations F (x) = 0, (1.1) and signal and image recovery problems [8] . Some mathematical problems can also be transformed into finding the solution of problem (1.1), such as variational inequality problems. This wide application has seen a number of researchers study iterative schemes (methods) for solving monotone equations over the years. Conjugate gradient methods [3, 9, 17, 22] are very efficient methods for solving large-scale unconstrained optimization problems mainly due to their simplicity and low storage requirements. This has over the years influenced researchers to propose conjugate gradient-based projection methods by combining conjugate gradient methods with the hyperplane projection method [16] to solve nonlinear monotone equations.
Conjugate gradient-based projection methods are iterative methods that generate the next iterate x k+1 , given x k , by
where z k = x k + α k d k , · denotes the Euclidean norm and
with β k a parameter such that
3)
F k = F (x k ) and α k is a step length. One such method is that by Papp and Rapajić [14] who proposed a derivative-free projection method
The global convergence of this method was established using the line search
with σ > 0 being a constant. Another method is that by Sun and Liu [18] which proposes the search direction
where β k = t F k / d k−1 , for some positive constant t. They proved that the method is globally convergent and showed through numerical results that the method is very efficient.
More recently, Liu and Feng [10] proposed a derivative-free iterative method
for some positive constant τ that satisfies (1.3) . This method was applied on convex constrained monotone equations. For more conjugate gradient-based projection methods, the reader is referred to [1, 2, 4, 7, 11, 12, 15, 19, 20, 21] .
In this paper, motivated by the work of Zheng and Zheng [22] , we propose another conjugate gradient-based projection method. This method is presented in the next section. In Section 3, we prove the global convergence of the proposed method. Numerical results follow in Section 4 and conclusion is presented in Section 5.
Algorithm
Recently, in solving an unconstrained optimization problem
where f : R n →R is a continuously differentiable function, Zheng and Zheng [22] proposed two conjugate gradient methods that generate d k by
with g k = ∇f (x k ) being the gradient of f at x k and the parameter β k given by
where y k−1 = g k − g k−1 , µ > 1 and t > 0. This method was shown to converge globally using the strong Wolfe line search and it was also shown to perform very well numerically. Now, motivated the definition of β k by Zheng and Zheng [22] , we propose a new conjugate gradient-based projection method for (1.1) by defining the search direction as
and r > 0. Note here that w k−1 is defined as in [10, 11] except that in our case t is always taken to be t = 1. The specific steps of our proposed method are presented below in Algorithm 1.
Algorithm 1 [Three-term Conjugate Gradient-based Method (TCGM)].
1. Give x 0 ∈ R n , the parameters σ, κ, r, µ and ρ ∈ (0, 1). Set k = 0. 
Compute z
with σ > 0 and κ > 0 being constants, is satisfied.
6. If F (z k ) = 0, then stop. Otherwise, compute x k+1 using (1.2).
7. Set k = k + 1 and go to Step 3.
ENDFOR
Throughout this paper, we assume that the following assumption holds.
Assumption 1.
(i) The function F (·) is monotone on R n .
(ii) The function F (·) is Lipschitz continuous on R n , i.e. there exists a positive constant L such that
(iii) The solution set of (1.1) is nonempty.
Convergence analysis
We now present the global convergence of our algorithm under Assumption 1.
Lemma 1. Suppose that Assumption 1 holds. Let the sequence {x k } be generated by Algorithm 1. Then the search direction d k satisfies the sufficient descent condition
From this, we get that
Hence (3.1) is satisfied for all k ≥ 0.
The following lemma indicates that if the sequence {x k } is generated by Algorithm 1 and x * is such that F (x * ) = 0, then the sequence {x k − x * } is decreasing and convergent, thus the sequence {x k } is bounded. Lemma 2. Suppose Assumption 1 holds and the sequence {x k } is generated by Algorithm 1. For any x * such that F (x * ) = 0, we have that
and the sequence {x k } is bounded. Furthermore, either {x k } is finite and the last iterate is a solution of (1.1) or {x k } is infinite and
Proof. The conclusion follows from Theorem 2.1 in [16] .
Since F (x) is continuous and {x k } is a bounded sequence it follows that there exists a constant M > 0 such that
Lemma 3. For all k ≥ 0, we have
Proof. From (3.1) and Cauchy-Schwarz inequality, we have
Therefore,
Lemma 4. Let Assumption 1 hold and the sequences {x k } and {z k } be generated by Algorithm 1. Then, we have
This together with (2.3) and (3.1) imply that
Theorem 1. Suppose that Assumption 1 holds, and the sequence {x k } is generated by Algorithm 1. Then we have
Proof. We assume that (3.3) does not hold, that is, ∃ η > 0 such that F k ≥ η, ∀ k ≥ 0. From (3.1) and Cauchy-Schwarz inequality, we have
On the other hand, Lemma 4 implies that α k ≥ min κ, ρµ(µ−1) (L+σ)(µ+2) 2 , which contradicts (3.4).
Numerical results
In this section, we do some numerical experiments to test the performance of Algorithm 1, herein denoted as T CGM , and compare it with the derivative-free projection method IT DM [1] and M 3T F R2 method [14] . All the algorithms are coded in MATLAB R2016a. In our experiments, the algorithms are stopped whenever the inequality F k ≤ 10 −5 is satisfied, or the total number of iterations exceeds 5000. The parameters used in IT DM and M 3T F R2 methods are set as in respective papers. The parameters in T CGM are selected as σ = 10 −4 , ρ = 0.5, r = 10 −3 , µ = 1.3 and κ = 1. All the algorithms are tested using the following test problems with different initial starting points and various dimensions.
.., n, and c = 10 −5 .
Problem 2. [11]
F (x) = Ax + g(x),
where g(x) = (e x1 − 1, e x2 − 1, ..., e xn − 1) T and
) , for i = 2, 3, ..., n − 1, F n (x) = 2x n − e cos( x n−1 +xn n+1 ) .
Problem 4. [19]
F i (x) = e xi − 2, for i = 1, 2, 3, ..., n.
for i = 1, 2, 3, ..., n 2 (n even). Problem 7.
[21]
where h = 1/(n + 1).
The results are presented in Tables 1-10 , where x 1 0 = (1, 1, ..., 1) T , x 2 0 = (−1, −1, ..., −1) T , x 3 0 = (0.1, 0.1, ..., 0.1) T and x 4 0 = (−0.1, −0.1, ..., −0.1) T . In each table, we report the dimension of the problem (DIM), the number of iterations (NI), the number of function evaluations (FE) and the CPU time in seconds. We note here that all algorithms managed to solve all the ten test functions successfully. We see that the proposed method performs better than the other methods in almost all the problems.
To have comprehensive comparisons for these methods with respect to number of iterations, number of function evaluations and the CPU time, we apply the performance profiles tool of Dolan and Moré [6] to obtain Figures 1-2 Dolan and Moré [6] performance profiles procedure is a tool for evaluating and comparing the performances of iterative methods. The profile of each method is measured according to the ratio of its computational outcome compared to the computational outcome of the best presented method. Figures 1-2 clearly show that T CGM method is the most efficient as compared to the other two methods. 
. The

Conclusions
In this paper, we proposed a three-term conjugate gradient-based method (T CGM ) for solving systems of large-scale nonlinear monotone equations. The proposed method is free from derivative evaluations and also satisfies the sufficient descent condition independent of any line search. Its global convergence was also established. The proposed algorithm was tested on some benchmark problems with different starting points and different dimensions and the numerical results show that the method is very efficient. 
