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Conspectus
WF-in-DFT
Complex chemical systems present challenges
to electronic structure theory, stemming from
large system sizes, subtle interactions, coupled
dynamical timescales, or electronically non-
adiabatic effects. New methods are needed to
perform reliable, rigorous, and affordable elec-
tronic structure calculations for simulating the
properties and dynamics of such systems.
This Account reviews projection-based quan-
tum embedding for electronic structure. The
method provides a simple, robust, and accurate
approach for describing a small part of a chemi-
cal system at the level of a correlated wavefunc-
tion (WF) method while the remainder of the
system is described at the level of density func-
tional theory (DFT). We present the theoret-
ical underpinnings of projection-based embed-
ding, describe use of the method for combining
wavefunction and density-functional theories,
and discuss technical refinements that have im-
proved the applicability and robustness of the
method. Applications of projection-based WF-
in-DFT embedding are also reviewed, with par-
ticular focus on recent work on transition-metal
catalysis, enzyme reactivity, and battery elec-
trolyte decomposition. Looking forward, we an-
ticipate continued refinement of the projection-
based embedding methodology, as well as in-
creasingly widespread application in diverse ar-
eas of chemistry, biology, and materials science.
Introduction
Computational modeling of chemical and pho-
tochemical processes in complex systems faces
extraordinary challenges from the perspective
of electronic structure theory. Target ap-
plications span frontier areas in chemistry
and materials science, including photosynthe-
sis,1 biocatalysis,2 electrochemistry,3 geochem-
istry,4 and surface science.5 These problems
combine large system sizes with subtle inter-
actions, and in many cases, they involve mul-
tiple dynamical timescales and electronically
non-adiabatic effects. The development of new
methods to perform reliable, rigorous, and af-
fordable electronic structure calculations for the
simulation of dynamics in large systems remains
the central challenge in theoretical chemistry.
The use of density functional theory (DFT)
for the description of electronic structure has
gained remarkable prevalence in recent years,
due to its reasonable compromise between ac-
1
curacy and computational cost.6 However, the
chemical sciences are permeated with systems
for which the approximations of DFT funda-
mentally break down or for which the compu-
tational cost of DFT remains prohibitive for
the MD simulation of necessary length- and
timescales. Although correlated wavefunction
(WF) electronic structure methods, such as
coupled-cluster theory, provide better accuracy
than DFT for single point calculations on sys-
tems of modest size, they have been too expen-
sive to allow for widespread use in terms of ex-
ploring conformational landscapes and reaction
pathways.
To mitigate the trade-off between accuracy
and computational cost, quantum embedding
has emerged as a powerful strategy for model-
ing the electronic structure of complex systems.
In embedding methods, a high-level quantum-
mechanical description of a chemically active
subsystem is embedded in a surrounding envi-
ronment described using a more approximate
theory. By exploiting the intrinsic locality
of molecular interactions, this approach pro-
vides high accuracy for regions that demand it
while avoiding the computational cost of a high-
level calculation on the whole system. Notable
examples of embedding include QM/MM,7,8
ONIOM,9 fragmentation methods,10–12 density
functional embedding,13–29 and density matrix
embedding,30–33 although there are many man-
ifestations of the idea.
Projection-based embedding27 describes sub-
system interactions at the level of DFT and
allows for the partitioning of the subsystems
across covalent and even conjugated bonds, and
it enables the use of relatively small subsys-
tem sizes for an embedded WF description.
The current Account aims to provide a prac-
tical review of the projection-based embedding
method, including a description of its theory,
implementation, applications, and limitations.
Although we describe the methodological con-
text for projection-based embedding, we also
direct the reader to several reviews that pro-
vide a more complete description of alternative
approaches.9,10,34–38
Projection-Based Embed-
ding
Quantum embedding methods developed
within the framework of DFT offer a formally
exact approach to electronic structure calcu-
lations in which complex chemical problems
are decomposed into the solution of individ-
ual smaller subsystems.19,38 Throughout this
review, we shall use the term “exact” to de-
note that a DFT-in-DFT embedding calcula-
tion where both subsystems are treated using
the same exchange-correlation (XC) functional
yields the same result as a single Kohn-Sham
(KS) DFT calculation performed over the full
system. In principle, DFT embedding thus
avoids the uncontrolled approximations (such
as link atoms) that appear in widely used meth-
ods, such as QM/MM and ONIOM.
In practice, however, many DFT embedding
studies employ substantial approximations in
the description of subsystem interactions. The
subsystem interaction potentials that emerge in
the DFT embedding framework include non-
additive kinetic potential (NAKP) terms that
enforce Pauli exclusion between the electrons of
the various subsystems.38 Without knowledge
of the exact functional for the non-interacting
kinetic energy, this has typically required ap-
proximate NAKP treatments that break down
in cases for which the subsystem densities
significantly overlap (which include hydrogen-
bonded or covalently bonded subsystems),38–40
limiting applications to those involving weakly
interacting subsystems. Although numerically
exact DFT embedding methods have been de-
veloped that determine NAKP contributions
via an optimized effective potential (OEP) in-
version of the density,18,21,24,25,41–43 OEP inver-
sion can be ill-conditioned and requires careful
regularization protocols.18,26,44–47
Projection-based embedding avoids these is-
sues by providing a numerically exact DFT-in-
DFT embedding framework that eliminates the
NAKP contributions via the mutual orthogo-
nalization of the subsystem molecular orbitals.
Panel (a) of Fig. 1 outlines the general proce-
dure of a projection-based embedding calcula-
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Figure 1: (a) Demonstration of projection-based em-
bedding, using the example of embedding the 10 elec-
trons of the –OH moiety of ethanol in the environment
of the ethyl subsystem. F is the full system KS-DFT
Fock matrix that is initially used to self-consistently
determine the occupied KS MOs of the full system.
The occupied MOs are then localized and grouped into
subsystems A and B (red and blue respectively). FA
is the embedded Fock matrix (Eq. 4) for the subsys-
tem A electrons, which includes the projection oper-
ator, µPB (Eq. 5). Following projection, the subsys-
tem A LMOs (red) are explicitly orthogonalized with
respect to the subsystem B LMOs (blue), thus eliminat-
ing non-additive kinetic energy contributions. (b) Error
in the uncorrected (Eq. 1) and corrected (Eq. 1 + Eq. 8)
PBE-in-PBE/6-31G* energy expressions relative to full
KS-DFT on ethanol using PBE/6-31G*, demonstrating
that the perturbative correction (Eq. 8) yields essen-
tially exact embedding energies over a wide range of µ
values. Adapted with permission from Ref. 27. Copy-
right 2012 American Chemical Society.
tion. A KS-DFT calculation is first performed
on the full system to self-consistently deter-
mine the KS orbitals and the corresponding
Fock matrix, F. The occupied KS orbitals are
then localized, shown on the left side of panel
(a) of Fig. 1. These localized molecular or-
bitals (LMOs) are partitioned into subsystems
A (in red) and B (in blue), with corresponding
atomic-orbital-basis density matrices, γA and
γB.
To determine the subsystem Fock matrix, FA,
that describes the electrons of subsystem A
in the environment of the density matrix of
subsystem B, we begin with the DFT-in-DFT
energy expression for projection-based embed-
ding,
EDFT-in-DFT
[
γ˜A;γA,γB
]
= EDFT
[
γ˜A
]
+ EDFT
[
γA + γB
]− EDFT [γA]
+ tr
[
(γ˜A − γA)vemb
[
γA,γB
]]
+ µtr
[
γ˜APB
]
,
(1)
where EDFT denotes the KS-DFT energy eval-
uated using the bracketed density matrix, γ˜A
is the embedded subsystem A density matrix,
and PB is a projection operator that enforces
the mutual orthogonalization of subsystem A
and B LMOs (see below). The embedding po-
tential, vemb, describes all interactions between
subsystems A and B,
vemb
[
γA,γB
]
= g
[
γA + γB
]− g [γA] . (2)
In general, vemb would also include the difficult-
to-evaluate NAKP contributions, but if the sub-
system densities are constructed from disjoint
subsets of orthogonal orbitals, these NAKP
terms are exactly zero.27 The matrix g is the
density-matrix functional of two-electron terms,
given by
(g [γ])κν =
∑
λσ
γλσ
[
(κν|λσ)− 1
2
x(κλ|νσ)
]
+ (vxc [γ])κν ,
(3)
where κ, ν, λ and σ label atomic orbital ba-
sis functions, (κν|λσ) are two-electron repulsion
integrals, x is the fraction of exact exchange,
3
and vxc is the exchange-correlation potential
matrix.
The subsystem Fock matrix corresponding to
variation of equation 1 with respect to γ˜A is
then
FA =
∂
∂γ˜A
EDFT-in-DFT
[
γ˜A;γA,γB
]
= h + g
[
γ˜A
]
+ vemb
[
γA,γB
]
+ µPB,
(4)
where h is the standard one-electron Hamilto-
nian. Self-consistent optimization of FA with
respect to γ˜A recovers the original subsystem
A density matrix, γA (Fig. 1, right column)
for the case of DFT-in-DFT embedding when
both subsystems are described using the same
XC functional.
A practical way to enforce the orthogonality
of the subsystem A orbitals to those in subsys-
tem B is to introduce a level-shift operator of
the form27
µPB = µSγBS, (5)
where S is the overlap matrix in the atomic
orbital basis, and µ is a positive scalar num-
ber. The action of this operator is to level-
shift the subsystem B LMOs to high energies so
that they cannot hybridize with those of subsys-
tem A (shown on the right side of panel (a) of
Fig. 1).48,49 In the µ → ∞ limit, Eq. 1 reduces
to the KS-DFT energy for the full system, such
that the projection-based approach is exact for
DFT-in-DFT embedding.
Embedding methods that maintain orthog-
onality between subsystem orbitals have long
been in use, including the Philips-Kleinman
pseudopotential approach.48 What had not
been previously recognized is that these same
strategies can be used to formulate a formally
exact method for DFT embedding.27
DFT-in-DFT Embedding
Before proceeding, it is worth expanding on sev-
eral aspects of DFT-in-DFT embedding. First,
it is clear from the preceding discussion that
the projection-based approach allows for a de-
scription of DFT-in-DFT embedding with sub-
systems A and B evaluated using different XC
functionals. Typically this involves using a
more expensive (i.e. hybrid, meta-GGA, etc.)
functional to describe subsystem A and a com-
putationally cheaper (i.e. GGA or LDA) func-
tional to describe subsystem B.
The procedure for this type of DFT-in-DFT
embedding calculations begins with performing
a low-level KS-DFT calculation on the full sys-
tem, yielding EDFT[γ
A +γB]. The resulting oc-
cupied MOs are localized and partitioned into
subsystems A and B, which are used to form
the matrices γA, γB, PB, and vemb[γ
A,γB] and
to evaluate EDFT[γ
A]; these quantities are un-
changed during the self-consistent field (SCF)
iterations for the embedded subsystem. The
SCF iterations for the embedded subsystem are
performed to optimize the subsystem density
matrix, γ˜A. At each SCF iteration, FA is cal-
culated (Eq. 4) and diagonalized; g[γ˜A] is the
only term in Eq. 4 to be re-evaluated at each
SCF iteration, and it is done so using the high-
level XC functional. Finally, to obtain the total
DFT-in-DFT energy, the converged subsystem
density, γ˜A, is used to evaluate EDFT[γ˜
A] using
the high-level XC functional, as well as the last
two traces on the right hand side of Eq. 1.
In light of the quantities that must be itera-
tively re-evaluated during an embedding calcu-
lation that involves two different levels of the-
ory, we provide a few additional comments re-
garding the derivation of the total DFT-in-DFT
energy expression. The starting point for Eq. 1
is the more transparent energy expression
EDFT-in-DFT
[
γ˜A;γB
]
=
EDFT
[
γ˜A + γB
]
+ µtr
[
γ˜APB
]
.
(6)
Minimization of this total energy expression
with respect to the density matrix for sub-
system A would lead to an expression for the
subsystem Fock matrix FA that involves the
costly re-evaluation of the embedding potential
in terms of the high-level XC functional at each
SCF iteration. To avoid this, a first-order ex-
pansion in γ˜A − γA is performed, yielding
EDFT
[
γ˜A + γB
]− EDFT [γ˜A] ≈
EDFT
[
γA + γB
]− EDFT [γA]
+ tr
[
(γ˜A − γA)vemb
[
γA,γB
]]
.
(7)
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Rearranging Eq. 7 and substituting it into Eq. 6
yields Eq. 1. Note that if both subsystems
are described using the same XC functional,
this perturbative approximation becomes ex-
act in the limit of mutual orthogonalization
of the subsystem orbitals, since γ˜A approaches
γA. If different exchange-correlation function-
als are employed for the two subsystems, then
Eq. 7 can lead to density-driven errors asso-
ciated with the fact that the density matrix
obtained using the low-level theory is differ-
ent from that obtained using the high-level the-
ory.20,26,50,51
Finally, we discuss the convergence of the
projection-based embedding description with
respect to the level-shift parameter, µ. Al-
though the projection operator in Eq. 4 only
exactly enforces orthogonality between subsys-
tem A and B orbitals in the limit of µ → ∞,
finite values of µ in the range of 104 a.u. to
107 a.u. are consistently found to yield accu-
rate results (panel (b) Fig. 1, black), regard-
less of chemical system;27 a default choice of
µ = 106 a.u. has been found in almost all cases
to yield microhartree-scale embedding errors.
Nonetheless, if greater accuracy is needed, then
a perturbative correction
µtr
[
γ˜APB
]
(8)
can be added to the DFT-in-DFT energy ex-
pression to account for the finiteness of µ,27 and
this typically leads to sub-microhartree accu-
racy over a very large range of µ values (panel
(b) Fig. 1, red). Errors associated with finite
values of µ can also be avoided by enforcing the
projection via explicit orthogonalization52–56 of
the subsystem orbitals, at some cost to the sim-
plicity of the implementation.
Wavefunction-in-DFT Embedding
Beyond DFT-in-DFT embedding, the projection-
based approach readily allows for wavefunction-
in-DFT (WF-in-DFT) embedding, in which
subsystem A is treated using a WF-level de-
scription and subsystem B is described at the
DFT level.27 Starting from the DFT-in-DFT
energy expression in Eq. 1, the WF-in-DFT
energy is simply obtained by substituting the
DFT energy of subsystem A with the corre-
sponding WF energy,
EWF-in-DFT
[
Ψ˜A;γA,γB
]
= EWF
[
Ψ˜A
]
+ tr
[
(γ˜A − γA)vemb
[
γA,γB
]]
+ EDFT
[
γA + γB
]− EDFT [γA]
+ µtr
[
γ˜APB
]
,
(9)
where Ψ˜A is the WF for subsystem A, γ˜A is
the one-particle reduced density matrix corre-
sponding to Ψ˜A, and EWF[Ψ˜
A] is the WF energy
of subsystem A.27,29
A projection-based WF-in-DFT embedding
calculation proceeds as follows. A KS-DFT cal-
culation is first performed over the full system.
The resulting occupied MOs are localized and
partitioned into two sets, corresponding to sub-
systems A and B. These sets are used to con-
struct hA-in-B,
hA-in-B
[
γA,γB
]
= h + vemb
[
γA,γB
]
+ µPB,
(10)
which is an effective one-electron Hamiltonian
containing the standard one-electron Hamilto-
nian, the embedding potential and the projec-
tion operator. Finally, a correlated WF calcu-
lation is performed on subsystem A wherein
hA-in-B replaces the standard one-electron
Hamiltonian. The final WF-in-DFT energy
is given by equation 9.
The WF calculation for subsystem A con-
sists of two steps: first, a set of reference or-
bitals is generated and second, a correlated WF
calculation is performed using those orbitals.
The reference orbitals can be obtained either
via Hartree-Fock (HF) or a multiconfigurational
method. For the former case, the subsystem
A post-HF calculation begins with HF-in-DFT
embedding. The HF-in-DFT Fock matrix, FA,
is derived by inserting a Slater determinant for
the subsystem A WF into Eq. 9 and differenti-
ating with respect to γ˜AHF giving
FA =
∂
∂γ˜AHF
EHF-in-DFT
[
γ˜AHF;γ
A,γB
]
= hA-in-B
[
γA,γB
]
+ g
[
γ˜AHF
]
,
(11)
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where g includes all of the usual HF two-
electron terms, and hA-in-B represents the effec-
tive one-electron Hamiltonian given by Eq. 10.
Once the subsystem A HF MOs are optimized
in the presence of the DFT embedding poten-
tial, vemb, they are used for the correlated sub-
system A post-HF calculation. An analogous
procedure holds for the case of multireference
methods, wherein a multiconfigurational WF is
substituted in place of the single Slater deter-
minant in Eq. 9.57,58 In this way, projection-
based WF-in-DFT embedding can be readily
performed with any existing WF method (or
quantum impurity solver) simply by modify-
ing the one-electron Hamiltonian in the WF
method to include the projection-based embed-
ding terms.
While projection-based embedding is exact
for (same functional) DFT-in-DFT embed-
ding, projection-based WF-in-DFT embedding
is necessarily approximate. Some sources of er-
ror in WF-in-DFT embedding have been ana-
lyzed, including the approximate nature of the
non-additive exchange-correlation energy29 and
density-driven errors in the underlying DFT
calculation.51
Analytical Nuclear Gradients
Analytical nuclear gradients for projection-
based WF-in-DFT embedding have been de-
veloped59 and implemented in the Molpro
quantum chemistry package,60 enabling explo-
ration of the PES, including geometry opti-
mization and minimum energy reaction path-
way searches.
The gradient theory is formulated in terms of
a Lagrangian
L
[
C, Ψ˜A,Λ,x, zloc, z
]
=
EWF-in-DFT
[
Ψ˜A;γA,γB
]
+
∑
m
ΛWF,Am cm
+
∑
pq
xpq[C
†SC− 1]pq +
∑
ai
zaiFai +
∑
i>j
zlocij rij
(12)
which adds constraints to the WF-in-DFT en-
ergy expression (Eq. 9) that reflect the nonva-
riational nature of the approach. The second
term,
∑
m Λ
WF,A
m cm, contains any constraints,
cm, and their corresponding Lagrange multipli-
ers, ΛWF,Am , that arise from the WF Lagrangian
(see for example the MP2 gradient formulation
of Ref. 61). The third term places an orthonor-
mality constraint on the DFT MOs, accounting
for the incomplete and atom-centered nature of
the basis set. The fourth term enforces the Bril-
louin conditions, Fai = 0, associated with self-
consistent optimization of the DFT MOs for the
full system. Finally, the fifth term enforces the
localization condition, rij = 0, that determines
the DFT LMOs.
The Lagrangian in Eq. 12 can immediately be
used to obtain the derivative of the projection-
based WF-in-DFT energy with respect to nu-
clear positions. (The same formalism can be
used to derive responses to electric fields, or
to other parameters in the molecular Hamilto-
nian.) Once the Lagrange multipliers, z, zloc
and x, have been determined by making L sta-
tionary, the analytical nuclear gradient can be
broadly broken down into three components.
First, there is the subsystem A WF compo-
nent which is simply evaluated using existing
WF gradient implementations with no modifi-
cation. No additional terms arise from the DFT
method since the embedding potential is held
constant in the modified one-electron Hamilto-
nian (Eq. 10). Second, there is a conventional
DFT gradient component, which is calculated
using existing implementations with the cor-
rect input density matrices. Third, there are
multiple embedding components that interface
the WF and DFT components. These terms
involve solving the coupled-perturbed localiza-
tion and the coupled-perturbed Kohn-Sham
equations, which arise in local correlation61 and
DFT response methods (e.g. TD-DFT) respec-
tively. Evaluation of these terms only require
the WF relaxed density, which is already com-
puted when calculating the subsystem A WF
nuclear gradient, and the computational com-
plexity of these terms is the same as that of
DFT. The full details of the WF-in-DFT an-
alytical nuclear gradient formulation are pro-
vided in Ref. 59.
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Technical Comments
Choice of Localization Method
Projection-based DFT-in-DFT embedding is
formally exact with any disjoint partition of
orthogonal orbitals. A multiscale embedding
method, in which a spatially localized subsys-
tem is treated at a different level of theory from
its surroundings, can be constructed by select-
ing these subsets from a set of spatially localized
orbitals.
Methods based on the Pipek-Mezey crite-
rion,62 which maintain a chemically intuitive
separation between orbitals (e.g. σ-type and
pi-type), have consistently been found to per-
form well in projection-based embedding.29,63
In particular, Knizia’s intrinsic bond orbitals
(IBOs)64 have been found to be effective at
producing compact LMOs that vary relatively
smoothly with respect to nuclear coordinates.63
We note the quality of the embedding depends
on the degree to which the molecular orbitals
can be localized; for this reason intrinsically
delocalized systems, such as metals, remain a
challenge.57
Atomic Orbital Basis Set Truncation
As described thus far, projection-based WF-in-
DFT embedding reduces the number of occu-
pied LMOs that are correlated at the WF level,
but leaves the virtual space untouched. Since
the cost of WF methods scales steeply with the
number virtual orbitals (e.g. O(v4) for CCSD),
the spatial locality of subsystem A can be used
to reduce the effective size of the virtual space
for the embedded WF calculation. One strat-
egy for doing so is to employ local correlation
techniques for the WF method;52,65 local cor-
relation methods include parameters that allow
for the control of the lengthscale over which ex-
citations are included.66 A more general strat-
egy for limiting the size of the virtual space in
the WF calculation is to truncate the atomic
orbital (AO) basis set employed in the WF-in-
DFT calculation.
AO truncation for projection-based embed-
ding have been devised to discard AOs on
the basis of either distance from subsystem
A28 or magnitude of contribution to the Mul-
liken population of subsystem A.63 The latter
method has been found to be particularly sim-
ple and robust to employ in practice, determin-
ing whether to retain each AO via a single den-
sity threshold parameter: if the net Mulliken
population – computed using the subsystem A
density – of an AO is less than the specified
threshold, it is removed from the basis set. In
practice, we have found that a density thresh-
old of 1 × 10−4 a.u. provides a good balance
between speed and accuracy, but that system-
specific sensitivity checks should always be per-
formed.
The energy expression for a projection-based
WF-in-DFT calculation with AO truncation is
EtrunWF-in-DFT
[
Ψ˜A,trun; γ¯A,trun;γA,γB
]
=
EWF
[
Ψ˜A,trun
]
+ tr
[
(γ˜A,trun − γ¯A,trun)vtrunemb
[
γA,γB
]]
− EtrunDFT
[
γ¯A,trun
]
+ EDFT
[
γA + γB
]
+ µtr
[
γ˜A,trunPB,trun
]
,
(13)
where terms superscripted by “trun” are rep-
resented in the truncated AO basis and those
without are evaluated in the full basis. The ma-
trices vtrunemb and P
B,trun are first formed in the
full AO basis (Eqs. 2 and 5) and then projected
onto the truncated basis by removing the rows
and columns that correspond to the truncated
basis functions. The matrix γ¯A,trun is the sub-
system A one-particle density optimized at the
DFT level in the truncated basis. In Eq. 13,
the leading order error due to AO truncation is
corrected at the DFT-in-DFT level (see Eq. 11
in Ref. 63).
Atomic orbital truncation has been shown
to greatly speedup up projection-based WF-in-
DFT calculations at a small cost in accuracy in
total and relative energies.58,63,67–69 AO trunca-
tion can also be applied to DFT-in-DFT embed-
ding to reduce the cost of the high-level DFT
calculation.
Even-Handed Subsystem Partitioning
We now address the practical issue of how best
to partition the LMOs between subsystems in
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applications to chemical reactions. It is con-
venient and chemically intuitive to associate a
set of atoms with subsystem A, and then to au-
tomatically select LMOs corresponding to the
subsystem A atoms. Typically, this is done by
selecting all LMOs with a significant popula-
tion on those atoms chosen to comprise subsys-
tem A; populations are typically assigned us-
ing the atomic population scheme that corre-
sponds to the localization method used to gen-
erate the LMOs (i.e., Mulliken populations for
Pipek-Mezey localization62 and intrinsic atomic
orbital populations for IBO localization64).
This charge-selection strategy provides a
good starting point for determining the sub-
system A LMOs, but it becomes problematic
when applied to processes for which charge-
selected LMOs move into or out of subsystem
A as a function of molecular geometry. When
this occurs, substantial error is incurred and
the projection-based embedded potential en-
ergy profile can become discontinuous. Such
problems often arise in cases involving bond
formation or breaking.
To address this problem, we have recently re-
ported an “even-handed” LMO selection strat-
egy57 which forms a consensus set of subsystem
A LMOs to be used at all geometries along a
reaction coordinate. For every geometry, this
set contains every LMO that is charge-selected
at any geometry. The even-handed LMO se-
lection procedure is automatic, uses informa-
tion already available at the DFT level, and re-
quires no user input beyond the set of atoms
to be embedded (the same input as in the
charge-selection method). Even-handed selec-
tion has been empirically demonstrated to re-
sult in smooth and quantitative energy profiles
at the cost of only a few additional LMOs in-
cluded in subsystem A.57,58
Selected Applications
Among the most important aspects of
projection-based embedding is that it enables
robust and efficient WF-in-DFT calculations in
complex chemical systems. To date, projection-
based embedding has been used in applications
studies from the groups of the authors58,65,67–71
and others72–78, including applications to peri-
odic systems.79,80 We now summarize applica-
tions of the method to transition-metal cataly-
sis, enzyme catalysis, and electrochemistry.
Transition-Metal Catalysis
In a first example,65 WF-in-DFT embedding
was employed to investigate a new class of
cobalt-based catalysts for hydrogen evolution.
A central challenge in the development of
inorganic hydrogen-evolution catalysts is to
avoid deleterious coupling of the energetics of
metal-site reduction from the kinetics of metal-
hydride formation.
Collaboration between theory and experiment
identified a family of cobalt diimine-dioxime
catalysts that shows promise for achieving this
aim by introducing an intramolecular proton-
shuttle via a pyridyl pendant group (Fig. 2B).
For the intramolecular proton-shuttle reaction
in this system, WF-in-DFT was found to con-
verge with a high-level subsystem that in-
cluded only the LMOs on the central transition-
metal atoms and its first coordination sphere
(Fig. 2C).
For this reaction, Fig. 2A demonstrates the
degree to which (local CCSD(T))-in-DFT em-
bedding (red) can remove the qualitative errors
of DFT using the B3P86 functional (black),
achieving quantitative agreement with local
CCSD(T) performed over the full system. Fur-
thermore, the excellent accuracy of the embed-
ding calculation was achieved while reducing
the computational cost of the full wavefunction
calculation from 20 hours per energy evalua-
tion down to just a single hour per energy eval-
uation.65 As is illustrated in this application,
transition metal complexes provide very fruit-
ful application domain for projection-based em-
bedding, given that they typically involve sub-
tle electronic structure in the vicinity of the
metal that demands a wavefunction theory de-
scription, while the surrounding ligand environ-
ment is typically both very expensive for wave-
function theories and adequately described us-
ing DFT. For these reasons, several other ap-
plications of projection-based WF-in-DFT em-
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Figure 2: (A) Benchmark energy profiles for the rate-
limiting intramolecular proton-transfer reaction in a
new class of cobalt diimine-dioxime catalysts, obtained
using CCSD(T) (blue), B3P86 (black), and CCSD(T)-
in-B3P86 embedding (red). (B) Partitioning of the sys-
tem in the CCSD(T)-in-B3P86 calculations into atoms
that are treated using CCSD(T) (solid ball-stick) and
B3P86 (stick). (C) The associated partitioning of the
electronic density into subsystems that are treated us-
ing CCSD(T) (red) and B3P86 region (blue). Adapted
with permission from Ref. 65. Copyright 2016 Ameri-
can Chemical Society.
bedding have also focused on transition-metal
complexes.57,58,70,74
Enzyme Catalysis
Application of projection-based WF-in-DFT
embedding to the reactivity of the citrate syn-
thase enzyme illustrates the potential of the
method to help elucidate biochemical mech-
anisms and predict pharmacological activity
(Figure 3).67,69 DFT is commonly used for the
QM region of QM/MM calculations of enzyme
systems because of its low cost and the ready
availability of implementations. Prediction and
understanding of activation barriers using DFT
is hampered by the sometimes very large sen-
sitivity on the choice of approximate exchange-
correlation functional. A combination of exper-
tise, experience, and careful benchmarking can
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Figure 3: (A) Reaction profiles for proton abstrac-
tion from acetyl-coenzyme A in the citrate synthase en-
zyme, computed using QM/MM with standard DFT
approaches (A) and projection-based CCSD(T)-in-DFT
embedding (B). The dependence of the predicted ac-
tivation barrier on choice of functional is almost com-
pletely eliminated through projection-based embedding.
The QM region is shown as an inset, with the red-
shaded density indicating the CCSD(T) region and the
remaining environment described using DFT. Note that
the CCSD(T)-in-B3LYP and CCSD(T)-in-BH&HLYP
curves, red and purple, are indistinguishable. Adapted
with permission from Ref. 67. Copyright 2016 Ameri-
can Chemical Society.
9
help identify a functional that should be reli-
able for a particular case, but we have found
that WF-in-DFT embedding can almost com-
pletely eliminate this dependence with modest
computational cost.
Specifically, the figure illustrates that whereas
DFT with various XC functionals predict quali-
tatively different reaction energy profiles for the
proton abstraction from acetyl-coenzyme A in
the citrate synthase (panel A), CCSD(T)-in-
DFT embedding provides nearly identical en-
ergy curves when the environment is described
using DFT with the corresponding XC func-
tionals. It is clear that in this case, the error
in the DFT reaction profiles is associated with
the local description of the chemical rearrange-
ment,29 which is robustly corrected using the
projection-based WF-in-DFT framework.
Battery Electrolytes
A central challenge in the refinement of lithium-
ion batteries is to control cathode-induced ox-
idative decomposition of electrolyte solvents,
such as ethylene carbonate (EC) and dimethyl
carbonate (DMC). In recent work, projection-
based embedding was used to study the oxi-
dation potentials of neat EC, neat DMC, and
1:1 mixtures of EC and DMC, to overcome
qualitative inaccuracies in the electronic densi-
ties and ionization energies obtained from con-
ventional KS-DFT methods.71 The embedding
method was implemented as shown in Fig. 4,
with a CCSD(T) description of the oxidized
molecule, a DFT description of the surrounding
molecules, and a molecular-mechanics (MM)
description of more distant molecules. Config-
urations were sampled using classical MD tra-
jectories on the MM force field, and approxi-
mately 2000 CCSD(T)-in-DFT-in-MM calcula-
tions were performed to obtained the thermal
ensemble averages for the oxidation potentials.
It was shown that the ensemble-averaged dis-
tributions of vertical IEs are consistent with a
linear response interpretation of the statistics
of the solvent configurations (Fig. 4C,D), en-
abling determination of both the intrinsic oxi-
dation potential of the solvents and the corre-
sponding solvent reorganization energies. In-
(a) (b)
(c)
(d)
Figure 4: Summary of the embedding pro-
tocol in Ref. 71. (a) MD simulations are
performed to generate the equilibrium ensem-
ble of solvent configurations. (b) Illustra-
tion of the CCSD(T)-in-DFT-in-MM embed-
ding protocol. (c) Equilibrium probability
distributions, PM(∆E), of the vertical ion-
ization energies, ∆E, of ethylene carbonyl
(EC) molecules, calculated using CCSD(T)-in-
B3LYP-in-MM embedding. “M” corresponds
either to the reduced EC system (R, black)
or the oxidized EC+ system (O, blue). The
distributions have similar standard deviations,
demonstrating that the linear response approx-
imation is accurate for this system. The best fit
Gaussian distributions, gM(∆E), are indicated
in solid lines. (d) Diabatic free energy profiles
constructed from the equilibrium distributions
shown in (c). The solid lines indicate the re-
sults from the Gaussian fits, while the points
correspond to simulation data. Adapted with
permission from Ref. 71. Copyright 2015 Amer-
ican Chemical Society.
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terestingly, it was found that large contribu-
tions to the solvation properties of DMC orig-
inate from quadrupolar interactions, resulting
in a much larger solvent reorganization energy
than that predicted using simple dielectric con-
tinuum models. Demonstration that the solva-
tion properties of EC and DMC are governed
by fundamentally different intermolecular in-
teractions provides useful insight into lithium-
ion batteries electrolyte design, with relevance
to electrolyte decomposition processes, solid-
electrolyte interphase formation, and the local
solvation environment of lithium cations.71
Outlook and Conclusions
Quantum embedding methods have long been
recognized as a promising approach to achieving
high-accuracy quantum chemical descriptions
while preserving a tractable computational
cost. As this Account describes, projection-
based WF-in-DFT embedding offers a simple
and accurate strategy for reaching this goal that
is of practical utility in many chemical applica-
tions areas. While many previous studies had
recognized that subsystem embedding could be
usefully employed via enforcement of subsystem
orthogonalization,48,49 the key advances of the
projection-based embedding method27 were to
recognize that the strategy (i) could be used
to formulate a formally exact method for DFT
embedding; (ii) could be used to formulate a
rigorous and accurate approach to WF-in-DFT
embedding; and (iii) could be implemented via
an extremely simple level-shift projection oper-
ator, such that no extra programming is needed
to add a new WF method, even at the level of
the gradient code.
Continued technical advances, including
atomic-orbital basis set truncation63 and even-
handed subsystem partitioning,57 have im-
proved the efficiency and robustness of the
method, and development of the gradient the-
ory further broadens opportunities for chem-
ical applications.59 The approach is imple-
mented in the widely used Molpro software
package,60 allowing straightforward application
of projection-based WF-in-DFT embedding for
quantum chemical studies.58,65,67–80
Looking forward, we anticipate continued re-
finement of the projection-based embedding
methodology, as well as increasingly widespread
application in diverse areas of chemistry, biol-
ogy, and materials science.
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