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FRANC¸OIS DELARUE
Laboratoire Dieudonne´, Universite´ Nice-Sophia Antipolis et UMR CNRS 7351,
Parc Valrose, 06108 Nice Cedex 02, France.
Re´sume´. Cette note a pour but de donner un aperc¸u des travaux sur les
e´quations aux de´rive´es partielles stochastiques singulie`res, qui ont valu
la me´daille Fields a` Martin Hairer. Nous retrac¸ons plus particule`rement
le cheminement suivi par Martin Hairer pour aborder l’e´quation de
Kardar-Parisi-Zhang et e´laborer, a` partir de la`, la the´orie plus ge´ne´rale
des structures de re´gularite´, qu’il a applique´e par la suite a` d’autres
mode`les.
1. L’e´quation de KPZ
De fac¸on image´e, le travail de Martin Hairer pre´sente´ lors du congre`s de
Se´oul s’apparente a` une boˆıte a` outils, appele´e ! structures de re´gularite´ ",
destine´e a` l’e´tude d’e´quations aux de´rive´es partielles rendues profonde´ment
singulie`res sous l’action d’un ale´a. Bien que mise sous une forme aussi
syste´matique que possible, cette boˆıte a` outils trouve en re´alite´ ses mo-
tivations dans plusieurs proble`mes pre´cis, issus de la physique. Le premier
d’entre eux, a` l’origine de l’approche de´veloppe´e par Martin Hairer, remonte
a` un article de 1986, [12], dans lequel trois physiciens, Kardar, Parisi et
Zhang, ont sugge´re´ un mode`le, continu en temps et en espace, pour de´crire
la croissance de surfaces soumises a` un de´poˆt ale´atoire. L’e´quation associe´e,
reste´e connue sous le nom de KPZ, a suscite´, depuis, une profonde curiosite´.
1.1. Un double enjeu. Plusieurs raisons ont participe´ a` cet enthousiasme.
D’une part, l’e´quation est mal pose´e, au sens ou` aucune des notions habi-
tuellement utilise´es pour donner un sens aux solutions ne s’applique. D’autre
part, le comportement statistique de la solution, et en particulier les fluc-
tuations qu’elle de´crit en temps long autour de son re´gime moyen, ont donne´
lieu, pendant de nombreuses anne´es, a` plusieurs conjectures. Malgre´ diverses
avance´es entre 1990 et 2010, les deux questions n’ont trouve´ de re´ponses as-
sez comple`tes que tre`s re´cemment et, de fac¸on remarquable, a` moins de
trois ans d’intervalle. Les publications entre 2010 et 2013 de plusieurs tra-
vaux majeurs, re´pondant chacun a` une partie des interrogations souleve´es
par l’e´quation de KPZ, ont suscite´ un engouement profond. La distinction
rec¸ue par Martin Hairer s’inscrit dans ce contexte d’effervescence.
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Les premiers travaux de Martin Hairer, [9], sur la re´solubilite´ de l’e´quation
de KPZ ont e´te´ publie´s en 2013 moins de trois ans apre`s ceux d’Amir, Corwin
et Quastel, [1], et de Sasamoto et Spohn, [18, 17], sur le comportement statis-
tique de la solution. Que le comportement statistique ait e´te´ discute´ avant
la re´solubilite´ a, au moins a` premie`re vue, quelque chose d’anachronique,
qui pourrait laisser perplexe. En re´alite´, les articles [1, 18, 17] s’appuient sur
une construction ad hoc de la solution de l’e´quation de KPZ, propose´e par
Bertini et Giacomin en 1997, [2], en comparaison de laquelle, l’approche de
Hairer reveˆt un caracte`re beaucoup plus syste´matique.
1.2. Forme de l’e´quation. Formellement, l’e´quation de KPZ s’e´crit :
(1) Bthpt, xq  B
2
xxhpt, xq   |Bxhpt, xq|
2   9ζpt, xq,
ou` hpt, xq repre´sente la hauteur d’une surface, regarde´e a` l’instant t et au
point x. Ici, x est suppose´ re´el, l’e´quation n’e´tant comprise, a` l’heure actuelle
et malgre´ les travaux de Hairer, qu’en dimension 1. La dynamique de la hau-
teur est explique´e par trois facteurs : un terme diffusif, un terme non-line´aire
en la pente de la surface et un terme ale´atoire, note´ 9ζ. La non-line´arite´
quadratique se comprend comme le premier terme non-trivial a` apparaˆıtre
dans le de´veloppement polynomial d’une non-line´arite´ en la pente, le terme
d’ordre 0 correspondant a` une translation verticale et le terme d’ordre 1 a`
une translation horizontale sous l’effet d’un champ de transport. Le facteur
ale´atoire 9ζ peut eˆtre interpre´te´ comme une distribution ale´atoire agissant de
fac¸on gaussienne sur une fonction test temps-espace ϕ P L2pp0, 8qR,Rq :
(2)
» 8
0
»
R
ϕpt, xq 9ζpt, xq dt dx  N

0,
» 8
0
»
R
ϕ2pt, xq dtdx
	
,
ou` N p0, σ2q de´signe la loi gaussienne centre´e de variance σ2. Lorsque ϕ vaut
l’indicatrice d’un domaine temps-espace, le terme de gauche se lit comme
une variable ale´atoire gaussienne de variance e´gale a` l’aire du domaine. Dans
le cadre d’une discre´tisation de type volume fini de l’e´quation (1), 9ζ agirait
sur la dynamique de la solution approche´e par de´poˆt, sur chaque maille
temps-espace, d’une quantite´ ale´atoire distribue´e selon une loi gaussienne
centre´e de variance e´gale a` l’aire de la maille. Le cas e´che´ant, les depoˆts
seraient inde´pendants d’une maille a` l’autre.
Le terme 9ζ est appele´ ! bruit blanc espace temps " et se lit comme la
de´rive´e espace temps BtBxζ d’une fonction ale´atoire ζ d’exposant de Ho¨lder
a` peine e´gal a` 1{2, de sorte que, malgre´ la notation utilise´e dans (2), 9ζ n’est
en aucune manie`re une fonction. Aussi, toute la difficulte´, dans l’e´tude de
(1), tient a` la singularite´ du forc¸age ale´atoire applique´ a` la dynamique de h.
1.3. Re´soudre l’e´quation. Lorsque 9ζ ne de´signe plus le bruit blanc mais
une fonction, (1) s’e´crit comme une e´quation de Hamilton–Jacobi–Bellman,
dont la solution admet une factorisation explicite, dite de Hopf–Cole :
(3) hpt, xq  lnpupt, xq

,
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ou` u est a` valeurs strictement positives et ve´rifie
(4) Btupt, xq  B
2
xxupt, xq   upt, xq
9ζpt, xq.
En comparaison de (1), (4) a l’avantage d’eˆtre line´aire. Lorsque x est uni-
dimensionnel et 9ζ est effectivement choisi comme le bruit blanc, il reste
possible, par inte´gration contre le noyau de la chaleur, de donner une solution
a` (4). Dans le travail de Bertini et Giacomin, [2], la solution de l’e´quation
de KPZ est de´finie a` travers la relation (3), une fois l’e´quation (4) re´solue.
La force du travail de Hairer est de construire directement, et dans un
cadre syste´matise´, une solution a` (1), sans passer par (3) ni (4). Une premie`re
construction, spe´cifiquement re´dige´e pour traiter (1), est propose´e dans l’ar-
ticle de 2013, [9]. Dans un second travail, [11], publie´ en 2014, Martin Hairer
propose une the´orie ge´ne´rale, appele´e ! the´orie des structures de re´gularite´ ",
permettant de re´soudre une classe assez large d’e´quations aux de´rive´es par-
tielles stochastiques singulie`res, incluant en particulier (1). Le but de cette
note est d’expliquer le cheminement ayant abouti, depuis [9], a` [11]. Le lec-
teur pourra aussi consulter la version introductive [8] et la vide´o de l’ICM
[10].
1.4. Le carre´ d’une distribution. La version additive de (4) s’e´crit :
(5) BtY pt, xq  B
2
xxY pt, xq  
9ζpt, xq.
dont la solution, en dimension 1, est donne´e par
(6) Y pt, xq 
» t
0
ptspx yqY p0, yqdy  
» t
0
»
R
ptspx yq 9ζps, yqds dy,
ou` ptpxq  p4pitq
1{2 exprx2{p4tqs est la solution fondamentale de la cha-
leur. Pour donner un sens au membre de droite, la re`gle (2) sugge`re de
calculer
³t
0
³
R p
2
tspx  yq ds dy, qui est comparable a`
³t
0pt  sq
1{2 ds et est
donc fini. En revanche, BxY pt, xq contient
³t
0
³
R Bxptspx  yq
9ζps, yqds dy,
dont la variance, comparable a`
³t
0pt  sq
3{2 ds, diverge. La valeur critique
pour la convergence de
³t
0pt  sq
β ds e´tant β  1, un argument d’interpo-
lation sugge`re que Y est au mieux 1{2  η Ho¨lder continu en espace, pour
η ¡ 0 aussi petit que souhaite´. Le meˆme comportement e´tant attendu pour
h dans (1), la non-line´arite´ en gradient dans l’e´quation de KPZ se lit comme
le carre´ d’une distribution, pierre d’achoppement des me´thodes usuelles.
1.5. Comportement en temps long. Si la non-line´arite´ dans (1) soule`ve
des difficulte´s quant au sens a` donner aux solutions, elle en affecte aussi
le comportement qualitatif. La formule (6) montre, qu’en l’absence de non-
line´arite´, la solution de (1) se re´duit a` une gaussienne de variance d’ordre t
au temps t2. Autrement dit, sous l’action d’un changement d’e´chelle ! dif-
fusif " d’ordre λ " 1, la solution de l’e´quation line´aire, e´value´e au point
temps-espace pλ2t, λxq, a des fluctuations gaussiennes d’amplitude λ1{2. En
pre´sence de la non-line´arite´, le comportement statistique a e´te´ mis en e´viden-
ce par Amir, Corwin et Quastel, [1], et Sasamoto et Spohn [18, 17]. Pour
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certaines conditions initiales, la distribution de la solution de (1) en un point
temps-espace donne´ est explicitement connue. Les fluctuations en temps long
sont d’ordre λ1{2 au point, d’e´chelle temps-espace non-diffusive, pλ3{2t, λxq,
et sont relie´es a` celles (non gaussiennes) de la plus grande des valeurs
propres d’une matrice hermitienne de grande taille a` entre´es gaussiennes
inde´pendantes. Ce phe´nome`ne, observe´ pour d’autres mode`les ale´atoires de
croissance, met en e´vidence, a` coˆte´ du re´gime gaussien (issu du the´ore`me
central limite), un autre re´gime limite en the´orie des probabilite´s, commun
a` une certaine classe de mode`les, appele´e classe d’universalite´ de KPZ. Le
lecteur pourra visionner l’expose´ de Borodine a` l’ICM, [3], ou consulter le
cours de Quastel a` St-Flour, [16].
2. La ne´cessite´ de renormaliser
2.1. Re´gularisation du bruit blanc. Une de´marche naturelle, pour en-
visager l’e´quation de KPZ, consiste a` re´gulariser le bruit blanc de fac¸on a`
faire de 9ζ une vraie fonction. En de´signant, de fac¸on ge´ne´rique, par p 9ζεqε¡0
une version re´gularise´e de 9ζ, il s’agit de re´soudre, au sens classique,
(7) Bthε  B
2
xxhε   |Bxhε|
2   9ζε,
sous la condition initiale hε  h0, et d’e´tudier le comportement asympto-
tique de hε lorsque ε tend vers 0.
Quelle que soit la forme envisage´e pour 9ζε, il est, bien entendu, impossible
d’espe´rer e´tablir la convergence de la solution hε lorsque ε tend vers 0, la
non-line´arite´ quadratique e´tant en effet appele´e a` ! exploser " le long de la
re´gularisation. En revanche, l’espoir est de corriger la dynamique dans (7)
dans le but de compenser l’explosion et d’e´tablir la convergence.
La correction a` appliquer a e´te´ mise en e´vidence par Bertini et Giacomin
dans [2]. Il s’agit, pour e´quilibrer la non-line´arite´, de soustraire au terme
source une constante Cε, de´pendant de la proce´dure de re´gularisation uti-
lise´e et divergeant lorsque ε tend vers 0. Une telle ope´ration porte le nom
de ! renormalisation ". Dans [2], le calcul du ! contre-terme " Cε repose
explicitement sur la transformation de Hopf–Cole rappele´e dans la section
pre´ce´dente. Ce re´sultat est retrouve´ par Martin Hairer a` l’aide d’une ap-
proche plus syste´matique et plus robuste, dans laquelle la limite des solutions
renormalise´es est caracte´rise´e de fac¸on intrinse`que.
Dans [2] et dans [9], le bruit blanc n’est re´gularise´ qu’a minima, dans la
direction x. Intuitivement, ceci est suffisant pour donner un sens a` (7). L’ap-
proche ge´ne´rale de´veloppe´e par Martin Hairer dans [11] permet d’envisager
des re´gularisations espace-temps et, ainsi, de voir 9ζε comme une fonction.
2.2. De´veloppement au premier ordre de la solution. Dans les tra-
vaux de Martin Hairer, l’e´quation de KPZ est envisage´e sur le tore S1,
de fac¸on a` be´ne´ficier de proprie´te´s supple´me´ntaires de compacite´. Dans ce
contexte, la compre´hension de (1) repose sur l’introduction d’une structure
le long de laquelle la solution attendue h est susceptible d’eˆtre de´veloppe´e.
MARTIN HAIRER, KPZ ET LES STRUCTURES DE RE´GULARITE´ 5
Intuitivement, le premier terme d’un tel de´veloppement ne peut eˆtre que la
solution de l’e´quation de la chaleur stochastique (5), obtenue en ignorant la
non-line´arite´. Martin Hairer la note Y pour indiquer qu’elle est a` la racine
du de´veloppement. Formellement, la diffe´rence h Y ve´rifie
Bt
 
h Y

 B2xx
 
h Y

 
Bx h Y 2   2Bx h Y BxY   BxY |2.
En partant du principe que Y est le terme de plus basse re´gularite´ dans le
de´veloppement de h, ou encore que hY est de re´gularite´ supe´rieure a` Y ,
il est le´gitime de se focaliser, dans un premier temps, sur la version re´duite
(8) BtY  B
2
xxY   |BxY |
2,
la notation arborescente dans Y indiquant que l’e´quation ci-dessus est
dirige´e par la re´pe´tition du terme racine , c’est-a`-dire BxY BxY . Volontai-
rement, nous resterons flous sur les conditions initiales de Y et Y , celles-ci
e´tant choisies de fac¸on a` rendre la distribution statistique des solutions aussi
stationnaire que possible.
Naturellement, Y n’e´tant pas diffe´rentiable, le terme |BxY |
2 n’est pas
mieux de´fini que la non-line´arite´ dans (1). Ne´anmoins, (8) pre´sente, en com-
paraison, l’avantage de distinguer la solution Y du terme singulier |BxY |
2.
Une possibilite´, pour donner un sens a` l’e´quation ci-dessus, est de rempla-
cer Y par une version re´gularise´e en espace, note´e Yε , et de conside´rer,
de fac¸on e´quivalente, Yε . Le cas e´che´ant, la question est de comprendre le
comportement asymptotique de |BxYε |
2 lorsque ε tend vers 0.
Pour constuire Yε , une fac¸on simple est de substituer
9ζε a` 9ζ dans (5).
Par exemple, lorsque 9ζε est obtenu par convolution de 9ζ a` l’aide d’un noyau
ε1ρpε1q, il vient (en oubliant la condition initiale)
BxYε pt, xq 
1
ε
» t
0
»
R
Bx
»
R
ptspx yqρ
 y  u
ε

dy


9ζps, uqds du.
La formule (2) donne une fac¸on de calculer la variance du membre de droite.
L’effet re´gularisant du noyau de la chaleur sugge`re de limiter l’inte´gration a`
un voisinage de t de l’ordre de ε2. Sur cet intervalle, le gradient ajoute un
facteur 1{ε, la norme infinie de la convolution est d’ordre 1{ε et la norme
L1 d’ordre 1. De fait, la variance attendue est de l’ordre de ε2  ε3  ε1,
qui, comme cela pouvait eˆtre anticipe´, explose lorsque ε tend vers 0.
Pour contourner cet e´cueil, l’ide´e est de ! renormaliser " et de compenser
la singularite´ en soustrayant la partie divergente. Le premier re´sultat de [9]
est de calculer explicitement le contre-terme par lequel (8) doit eˆtre corrige´e :
Proposition 1. Pour un certain choix des conditions initiales et du noyau
de re´gularisation, il existe une constante C telle que les solutions de
(9) BtYε  B
2
xxYε   |BxYε |
2  C{ε,
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convergent vers une fonction ale´atoire Y lorsque ε tend vers 0, au sens ou`,
pour tout T ¡ 0 et α P p0, 1q
@δ ¡ 0, lim
εÑ0
P
 
sup
tPr0,T s
}Yε pt, q  Y pt, q}α ¥ δ

 0,
la norme }  }α de´signant la norme α-Ho¨lder sur le tore S1. La limite est
inde´pendante du noyau choisi (dans une classe de noyaux admissibles).
La convergence mise en e´vidence est appele´e ! convergence en probabi-
lite´s " : avec grande probabilite´, la distance entre Yε et Y est petite. La
limite Y s’e´crit comme la solution de l’e´quation renormalise´e :
(10) BtY  B
2
xxY   |BxY |
2 8,
la soustraction de l’infini indiquant qu’une ope´ration de renormalisation a
e´te´ effectue´e. La valeur de α dans la Proposition 1 est remarquable : alors
que le seuil de re´gularite´ Ho¨lder de Y est 1{2, celui de Y est 1. Il s’agit
d’une observation fondamentale lie´e a` l’effet re´gularisant de la chaleur dans
(8). La non-line´arite´ dans (8) est d’ordre p1q, c-a`-d 1  η, pour η ¡ 0
aussi petit que souhaite´. Sous l’action du laplacien, deux ordres sont gagne´s,
et Y est de re´gularite´ Ho¨lder 1 (en espace).
2.3. Termes supe´rieurs dans le de´veloppement. Le terme Y est de
fait compris comme le deuxie`me terme dans le de´veloppement de la solution
de l’e´quation (1). L’ide´e est naturellement d’ite´rer le proce´de´ et d’e´crire, ou
moins formellement, h sous la forme
(11) hpt, xq 
¸
τPT
Y τ pt, xq,
ou` T de´signe l’ensemble des arbres binaires finis (enracine´s).
La structure d’arbre binaire permet ici de coder l’action de la non-line´arite´
quadratique. Pour deux arbres τ1 et τ2, Y
rτ1,τ2s est lie´ a` Y τ1 et Y τ2 a` travers
l’e´quation (sans en pre´ciser la condition initiale)
(12) BtY
rτ1,τ2s  B2xxY
rτ1,τ2s   BxY
τ1BxY
τ2 ,
ou` rτ1, τ2s de´signe l’arbre obtenu en reliant les racines de τ1 et τ2 a` une meˆme
racine. Par exemple,  r , s.
En re´alite´, la re´solution de (12) conduit, au moins a` premie`re vue, aux
meˆmes difficulte´s que celles rencontre´es pour re´soudre (8). Il se peut que
le produit BxY
τ1BxY
τ2 ne soit pas de´fini, a` l’image de la non-line´arite´ dans
(8). Ceci pose une premie`re difficulte´. Une seconde est le sens a` donner au
de´veloppement infini (11).
Concernant le second point, un raisonnement formel laisse espe´rer que,
pour des arbres contenant suffisamment de noeuds, les solutions associe´es
soient diffe´rentiables. De´signons en effet par α1 et α2 les ordres de re´gularite´
de Y τ1 et Y τ2 dans (11). Alors les ordres de BxY
τ1 et BxY
τ2 sont respective-
ment e´gaux a` α1  1 et α2  1. Si jamais les deux sont ne´gatifs, le produit
a, intuitivement, α1 α22 pour ordre de re´gularite´, et, par re´gularisation,
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Y rτ1,τ2s a pour ordre α1   α2. Si jamais l’un des deux seulement est ne´gatif
(par exemple α1), le produit a pour ordre de re´gularite´ α1  1 et Y
rτ1,τ2s a
pour ordre 1   α1. Le choix α1  α2  p1{2q
 permet de retrouver que Y
est d’ordre de re´gularite´ 1. Le choix α1  p1{2q
 et α2  1
 laisse penser
que les termes suivants, obtenus par concate´nation de et , c’est-a`-dire Y
et Y (par ailleurs e´gaux par syme´trie), sont d’ordre p3{2q. En fait, ce
sont la` les pires des sce´narios et les autres termes ne peuvent pas eˆtre de
re´gularite´ infe´rieure a` p3{2q.
Le programme de Martin Hairer peut eˆtre compris comme suit. Au lieu
de chercher une solution de (1) sous la forme d’un de´veloppement infini de
type (11), la solution est recherche´e sous la forme
(13) hpt, xq 
¸
τPT 
Y τ pt, xq   upt, xq,
ou` T  est un sous-ensemble fini de T et upt, xq est pose´e comme la so-
lution d’une e´quation auxiliaire. Dit autrement, les premiers termes du
de´veloppement, dont les contributions dans (1) sont trop singulie`res, sont
traite´s se´pare´ment, et le reste, plus re´gulier (c-a`-d d’ordre p3{2q), est cherche´
comme la solution d’une e´quation expurge´e (autant que possible) des singu-
larite´s originellement pre´sentes dans (1).
Dans cette perspective, il serait tentant de vouloir limiter T  aux arbres
τ pour lesquels la solution Y τ n’est pas diffe´rentiable, mais ce serait une
erreur, le gain en re´gularite´ n’e´liminant pas de fac¸on syste´matique les sin-
gularite´s. Par exemple, lorsque τ1  et τ2  dans (12), le produit
BxY BxY implique une distribution d’ordre p1{2q
 et une fonction d’ordre
p1{2q et n’est pas, comme nous le verrons ci-dessous, bien de´fini. Aussi
un re´sultat essentiel dans [9] est de montrer que T  peut eˆtre re´duit a`
t , , , , , , , , u. Le cas e´che´ant, les Y τ sont construits par un proce´de´
analogue a` celui de la proposition 1 :
Proposition 2. Pour τ P T zt u, τ s’e´crivant sous la forme rτ1, τ2s avec τ1
et τ2 dans t , , , u, il existe une suite de constantes pC
τ
ε qε¡0 telle que les
solutions pY τε qε¡0 de l’e´quation (avec une condition initiale approprie´e)
BtY
τ
ε  B
2
xxY
τ
ε   BxY
τ1
ε BxY
τ2
ε  C
τ
ε
convergent en probabilite´ sur tout r0, T s (au meˆme sens que dans la propo-
sition (1)) vers un processus Y τ , inde´pendant du choix du noyau de convo-
lution. Les constantes Cε et Cε sont nulles, les constantes Cε , Cε , Cε et
Cε sont e´gales a` p1{4qCε et divergent de fac¸on logarithmique avec ε. En
particulier, la somme de toutes les constantes de renormalisation est e´gale
a` Cε  C{ε dans la proposition 1, c-a`-d
°
τPT  C
τ
ε  C{ε.
En re´alite´, la proposition 2 reste vraie pour τ P T zT , mais avec le choix
trivial Cτε  0, sugge´rant ainsi que la de´composition (13) soit effectivement
pertinente. Il est alors le´gitime de poser hε 
°
τPT  Y
τ
ε . Un calcul simple
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montre que hε est solution de l’e´quation de KPZ re´gularise´e avec reste et
contre-terme :
(14) Bth

ε  B
2
xxh

ε   |Bxh

ε|
2   9ζε  C{εR

ε,
ou` Rε 
°
τ1,τ2PT :rτ1,τ2sRT  BxY
τ1
ε BxY
τ2
ε correspond au reste issu du de´velop-
pement formel (11).
3. La the´orie des trajectoires rugueuses
La re´solution de l’e´quation de KPZ passe maintenant par celle d’un point
fixe impliquant le terme u dans (13). Rappelons que u est entendu comme
la diffe´rence h  h ou` h est la solution de (1) et h 
°
τPT  Y
τ . Il est
e´galement attendu comme la limite de uε  hε  h

ε ou` hε est l’e´quation de
KPZ re´gularise´e avec contre-terme
Bthε  B
2
xxhε   |Bxhε|
2   9ζε  C{ε.
3.1. Le reste comme la solution d’une e´quation. En faisant la diffe´rence
avec (14), uε est solution de
Btuε  B
2
xxuε   |Bxuε|
2   2
 
Bxh

εBxuε

 Rε.(15)
L’ide´e est donc de chercher u solution d’une e´quation de la forme
Btu  B
2
xxu  |Bxu|
2   2
 
Bxh
Bxu

 R,(16)
ou` R 
°
τ1,τ2PT :rτ1,τ2sRT  BxY
τ1BxY
τ2 . Dans [9], Martin Hairer fait d’une
pierre deux coups en montrant que, non seulement, l’e´quation peut eˆtre
re´solue de fac¸on intrinse`que, mais aussi que la solution varie continuˆment
lorsque les donne´es sources varient continuˆment pour une topologie appro-
prie´e, garantissant ainsi que le u construit est bien la limite des uε.
En comparaison de (1), dont la solution attendue n’est pas diffe´rentiable,
la solution de (16) est cherche´e parmi un espace de fonctions d’ordre p3{2q
en espace, auquel cas la non-line´arite´ |Bxu|
2 est bien de´finie.
La re´solution de (16) est donc lie´e a` la de´finition des restes, qui s’in-
terpe`tent comme des produits de la forme BxfBxg. Lorsque f et g sont des
fonctions re´gulie`res, la distribution BxfBxg est trivialement de´finie. D’apre`s
la the´orie de Young [20], cette de´finition s’e´tend par continuite´ au cas ou` Bxf
et g sont respectivement α et β Ho¨lder, avec α β ¡ 1, mais cette extension
n’est plus possible lorsque α  β ¤ 1. En de´composant h sous la forme (en
prenant en compte les syme´tries Y  Y et Y  Y  Y  Y ) :
(17) hpt, xq  Y pt, xq 
¸
τPT ,τ 
Y τ pt, xq  Y  

Y  2Y  4Y  Y
	
,
et en rappelant que les termes dans la somme entre parenthe`ses sont de
re´gularite´ respective 1, p3{2q, p3{2q et 2, il est facile de voir que, dans
le terme BxuBxh
, seul le produit BxuBxY e´chappe a` la the´orie de Young
(auquel cas α  p1{2q et β  p1{2q). De meˆme, dans le reste R, seul le
produit BxY BxY est, a priori, mal de´fini (avec, la` encore, α  p1{2q
 et
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β  p1{2q). De fait, pour construire une solution a` (16), il est ne´cessaire de
donner un sens aux distributions BxuBxY et BxY BxY , compatible avec le
passage a` la limite le long des termes indexe´s par ε : BxuεBxYε et BxYε BxYε .
3.2. Principe des trajectoires rugueuses. L’ide´e de Martin Hairer est
d’utiliser la the´orie des trajectoires rugueuses initie´e par Lyons, [5, 14,
15]. Dans chacun des cas ci-dessus, nous sommes en effet confronte´s a` la
ne´cessite´ de de´finir la distribution fBxg pour deux fonctions f et g de
re´gularite´ Ho¨lder p1{2q. Essentiellement, ceci revient a` de´finir l’inte´grale
! croise´e "
³x
fpyqBxgpyqdy, encore note´e
³x
fpyq dgpyq, de f contre les incre´-
ments de g. Un exemple particulie`rement simple est f  g, auquel cas³x
fpyq dfpyq peut eˆtre pose´e e´gale a` p1{2qf2pxq. La the´orie de l’inte´grale
stochastique en probabilite´s offre e´galement une large classe d’exemples de
telles inte´grales, obtenues, selon les cas, par convergence dans L2 de la
me´thode des rectangles au point gauche (inte´grale d’Itoˆ) ou de celle des
trape`zes (inte´grale de Stratonovich). De fac¸on ge´ne´rale, l’inte´grale croise´e
doit ve´rifier la relation de Chasles et satisfaire l’e´galite´
³b
a f dgpyq  f rgpbq
gpaqs lorsque f est constante. Elle peut eˆtre la limite des inte´grales croise´es
associe´es a` une re´gularisation du couple pf, gq (tel est le cas lorsque f  g et³x
fpyq dfpyq  p1{2qf2pxq, tel est aussi le cas de l’inte´grale de Stratonovich)
ou pas (l’inte´grale d’Itoˆ, avec f donne´e par la re´alisation d’un mouvement
brownien, viole la condition
³b
a fpyq dfpyq  p1{2qrf
2pbq  f2paqs).
Dans ce contexte, l’objectif de la the´orie de Lyons est de proposer une
construction syste´matique d’une large classe d’inte´grales croise´es une fois
de´termine´e celle de f contre g. L’ide´e essentielle est la suivante : de`s lors
qu’une fonction u se comporte, localement, comme la fonction f , l’inte´grale
de u contre g existe e´galement. Ceci a e´te´ mis en forme par Gubinelli [6] :
De´finition 3. En notant Cα les fonctions α-Ho¨lder continues sur un inter-
valle I (borne´), une fonction v P Cα est dite controˆle´e par f P Cα s’il existe
v1 P Cα et C ¥ 0 telles que
vpyq  vpxq  v1pxq fpyq  fpxq ¤ C|x y|2α, x, y P I.
Ici, v1 fait office de ! de´rive´e " de v par rapport a` f et le de´veloppement
vpyq  vpxq v1pxqpfpyqfpxqq Rpx, yq s’apparente a` un de´veloppement de
Taylor ge´ne´ralise´ a` l’ordre α, avec reste d’ordre 2α. Maintenant, l’inte´grale
croise´e de v contre g peut eˆtre de´finie de`s lors que celle de f contre g existe.
En effet, si f et g sont dans Cα, avec α P p1{3, 1{2s de sorte que l’inte´grale
croise´e de f contre g existe et que l’! aire de Le´vy " dans le terme de gauche
ci-dessous ve´rifie
(18) @x, y P I,

» y
x
 
fpzq  fpxq

dgpzq
 ¤ C|x y|2α,
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pour C ¥ 0, alors, pour une fonction v controˆle´e par f , l’inte´grale de v
contre g existe sur tout rx, ys comme la limite des sommes de Riemann
(19)
N1¸
i0

vpziq
 
gpzi 1q  gpziq

  v1pziq
» zi 1
zi
 
f  fpziq

dg
	
,
le long de partitions pziq0¤i¤N de rx, ys de pas convergeant vers 0. De plus,
l’inte´grale croise´e ve´rifie (18) pour une constante C possiblement diffe´rente.
L’ide´e sous-jacente est que la diffe´rence entre
³zi 1
zi
v dg et le terme e´le´men-
taire associe´ dans la somme de Riemann est d’ordre |zi 1zi|
3α, expliquant
ainsi la condition α ¡ 1{3.
3.3. Retour a` KPZ. La discussion mene´e a` la fin du §3.1 sugge`re de choisir
g  Y pt, q (de sorte que g de´pend du temps, en plus de la variable d’es-
pace). Les candidats pour eˆtre v sont respectivement Bxupt, q et BxY pt, q,
la difficulte´ principale e´tant lie´e au choix de f et a` l’existence d’une inte´grale
croise´e entre f et g, pour chaque t ¡ 0. Dans cette perspective, il est possible
de voir l’e´quation (16) satisfaite par u comme une perturbation de :
BtV  B
2
xxV   2BxV BxY .
Ici, la quantite´ d’inte´reˆt est, non pas V , mais BxV . Par de´rivation, nous
obtenons, comme structure additive la plus simple a` conside´rer, l’e´quation :
(20) BtΦ  B
2
xxΦ   B
2
xxY .
L’ide´e, dans [9], est de choisir f  Φpt, q (que v soit, en fait, e´gal a` Bxupt, q
ou BxY pt, q). Ceci sugge`re de chercher u comme une fonction de classe
p3{2q, dont la de´rive´e soit controˆle´e, a` chaque instant t ¡ 0, par Φpt, q. Un
argument de contraction en temps petit donne :
The´ore`me 4. Pour up0, q P Cβ, β ¡ 0, il existe un temps T  ¡ 0 tel
que l’e´quation (16) admette, sur l’intervalle r0, T s, une unique solution de
de´rive´e Bxupt, q controˆle´e, a` chaque instant t ¡ 0, par Φpt, q.
En fait, la the´orie des trajectoires rugueuses garantit la continuite´ des
inte´grales croise´es de`s lors que les ! briques de base " f , g et l’aire de Le´vy
associe´e a`
³
f dg dans (18) e´voluent continuˆment dans Cα, Cα et C2α. A
l’aide de ce re´sultat, il est possible de de´montrer que les solutions uε de (15)
convergent vers u :
The´ore`me 5. Lorsque ε tend vers 0, la solution hε de (14) converge sur
r0, T s vers h  h   u, solution de l’e´quation de KPZ renormalise´e
Bthpt, xq  B
2
xxhpt, xq   |Bxhpt, xq|
2   9ζpt, xq  8.
Cette solution co¨ıncide avec la solution de Hopf–Cole et peut eˆtre e´tendue a`
r0, 8q tout entier par un argument inductif.
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4. Structures de re´gularite´
Bien que le de´veloppement de h sous la forme h   u, avec u solution de
l’e´quation auxiliaire (16), donne une construction intrinse`que de la solution
de (1), il ne permet pas de poser proprement l’e´quation (1) en toute rigueur,
meˆme en soustrayant le symbole 8 comme dans l’e´nonce´ du the´ore`me 5.
La the´orie des structures de re´gularite´, introduite par Martin Hairer dans
[11], permet de contourner cet e´cueil en interpre´tant l’e´quation dans un
espace abstrait, sur lequel l’e´quation peut eˆtre effectivement pose´e de fac¸on
rigoureuse.
4.1. Principe ge´ne´ral. L’ide´e fondamentale est d’associer a` la solution de
(1) une fonction a` valeurs dans une structure abstraite, munie d’un certain
nombre d’ope´rations formelles (multiplication, inte´gration, de´rivation), et
d’effectuer, sur cette structure, les ope´rations implique´es dans (1). Il s’agit,
ensuite, de ! ramener " les re´sultats de ces ope´rations dans l’espace phy-
sique. Sche´matiquement, la structure abstraite est construite a` partir de
! briques e´le´mentaires ", mode´lisant des fonctions ou des distributions de
re´gularite´s diffe´rentes. Voir la solution de (1) comme une fonction a` valeurs
dans la structure revient a` la de´velopper, localement, sous la forme d’une
combinaison des briques e´le´mentaires sous-jacentes.
Re´soudre (1) revient donc a` mettre en e´vidence une structure, munie de
briques e´le´mentaires et d’ope´rations formelles, et d’une application de ! re-
construction " permettant de rapatrier le produit des ope´rations dans l’es-
pace physique. La structure utilise´e doit pouvoir eˆtre ! de´forme´e " continuˆ-
nement pour traduire la convergence de hε vers h dans le the´ore`me 5.
4.2. Lien avec les trajectoires rugueuses. La the´orie des structures de
re´gularite´ consiste en une extension, tre`s large, de la the´orie des trajectoires
rugueuses de Lyons. Le point de de´part de la the´orie de Lyons consiste en
effet en un couple de fonctions pf, gq pour lequel l’inte´grale croise´e de f
contre g a un sens. Ceci sugge`re de conside´rer une structure munie de trois
briques de base, en l’occurence f , g et
³
f dg, auxquelles il est raisonnable
d’ajouter la fonction constante 1. Ici
³
f dg pourrait eˆtre entendu comme
l’inte´grale croise´e de f contre g, mais, par abus de notation, nous allons en
fait le comprendre comme ! l’aire de Le´vy de f contre g " introduite dans
(18), c-a`-d : »
f dg
	
px, yq 
» y
x
 
fpzq  fpxq

dgpzq.
En re´alite´, nous sommes plus inte´resse´s par la de´rive´e g1 (comprise si besoin
au sens des distributions) que par g elle-meˆme. Ceci sugge`re de remplacer la
brique g par g1. De meˆme, il est pre´fe´rable de se focaliser sur la de´rive´e (en
y) de l’aire de Le´vy plutoˆt que sur l’aire de Le´vy elle-meˆme. Pour distinguer
les fonctions ou distributions des briques abstraites qui les mode´lisent, nous
introduisons quatre objets abstraits, respectivement note´s f, dg, d
³
fdg et 1,
associe´s dans l’esprit a` f , g1, p
³
f dgq1 et 1. En supposant que f et g sont deux
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fonctions Cα, avec α P p1{3, 1{2s, comme dans (18) et (19), nous attribuons
a` f, dg, d
³
fdg et 1, quatre indices (abstraits) de re´gularite´ (nous dirons
! indices d’homoge´ne´ite´ ") : α, α1, 2α1 et 0. Le 2α1 se comprend comme
suit. D’apre`s (18), l’inte´grale (en y) de p
³y
xpfpzq  fpxqq dgpzqq
1 contre la
fonction test λ1ϕppyxq{λq, pour λ petit et ϕ re´gulie`re a` support compact,
est d’ordre λ2α1. Ici, la fonction test est dite ! pique´e " au voisinage de x.
Les quatre briques de base abstraites engendrent un espace T , appele´
! espace mode`le ", donne´ par (les indices α 1, 2α 1, 0 et α e´tant range´s
par ordre croissant)
T  Tα1 ` T2α1 ` T0 ` Tα,
ou` Tα1 est l’espace vectoriel xdgy  R dg, T2α1 est l’espace vectoriel
xd
³
fdgy  R d
³
fdg et ainsi de suite... de sorte que T est isomorphe a` R4.
De fait, une fonction h : R Ñ T peut eˆtre identifie´e avec une fonction
phα1, h2α1, h0, hαq a` valeurs dans R4. Si hα1 et h2α1 sont identiquement
nuls, h est a` ! indice d’homoge´ne´ite´ " positif. En un point x P R, les valeurs
de h0pxq et hαpxq sont alors a` interpre´ter comme des coefficients, permettant
d’approcher, au voisinage de x, une ! certaine " fonction h : RÑ R a` l’aide
d’un de´veloppement impliquant les fonctions 1 et f . Lorsque hα1 et h2α1
prennent des valeurs non-triviales, l’ide´e reste la meˆme, mais, les indices
d’homoge´ne´ite´ e´tant ne´gatifs, h est une distribution.
Ce principe est a` rapprocher de la de´finition 3 d’une fonction v controˆle´e
par f . Avec les notations de la de´finition, nous avons le de´veloppement
vpyq  vpxq   v1pxq
 
fpyq  fpxq

 Rpx, yq,
ou` v1 est Cα et R est 2α-Ho¨lder continue. En ne´gligeant le reste, ceci sugge`re
d’associer a` v la fonction v : RÑ T , donne´e par
(21) vpxq  vpxq1  v1pxqf,
cette de´composition montrant que f devrait, dans l’esprit, eˆtre davantage
associe´e aux incre´ments de f qu’a` f elle-meˆme.
Voici maintenant la de´finition donne´e dans [11] :
De´finition 6. Une structure de re´gularite´ est un triplet pA, T,Gq consistue´
d’un ensemble d’indices d’homoge´ne´ite´ A contenant 0, minore´ et localement
fini, d’un espace mode`le T , de la forme
À
αPA Tα, chaque Tα e´tant un espace
de Banach, avec T0  x1y  R, et d’un groupe G d’ope´rateurs line´aires
(continus) agissant sur T , de sorte que, pour tout Γ P G, Γ1  1 et, pour
tout α P A et τα P Tα, Γτα  τα P T α :
À
β α Tβ. Pour τ P T , }τ}α est la
norme de la composante de τ dans Tα.
Nous verrons ci-dessous que les e´le´ments de G sont pense´s pour ! pas-
ser " d’un de´veloppement au point x a` un de´veloppement a` un autre point
y dans une e´criture du meˆme type que (21).
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4.3. Mode`le associe´ aux trajectoires rugueuses. Pour rendre la no-
tion pertinente, il est ne´cessaire de pouvoir revenir a` l’espace physique en
associant, a` une combinaison d’e´le´ments de T , une fonction ou une distribu-
tion (selon le signe des indices d’homoge´ne´ite´). Dans le cas des trajectoires
rugueuses, il convient d’associer, au de´veloppement (21), le de´veloppement :
R Q y ÞÑ vpxq   v1pxq
 
fpyq  fpxq

P R,
qui se lit comme une approximation au premier ordre de v au voisinage
de x (x est ici gele´ et y vit au voisinage de x). Aussi, pour tout x P R,
nous de´finissons une application Πx qui a` un e´le´ment de T associe une
fonction ou une distribution. Nous posons Πxp1q comme e´tant la fonction
constante 1, Πxpfq comme la fonction fpqfpxq, Πxpdgq comme la distribu-
tion g1 (inde´pendante de x) et Πxpd
³
fdgq comme la distribution p
³
xrfpzq 
fpxqsdgpzqq1. Par exemple, pour y P R, Πxpfqpyq  fpyq  fpxq. Et, pour
une fonction test ϕ, l’action de Πxpd
³
fdgq sur ϕ est donne´e par

Πxpd
³
fdgq

pϕq  
»
R
ϕ1pyq
» y
x
 
fpzq  fpxq

dgpzq


dy,
l’aire de Le´vy dans l’inte´grale de droite e´tant donne´e par hypothe`se.
Nous cherchons maintenant une application line´aire Γx,y : T Ñ T telle
que Πy  Πx  Γx,y, de fac¸on a` obtenir le de´veloppement au voisinage de
y en de´veloppant au voisinage de x une e´criture ! translate´e " au sein de
T . Comme Πxp1q et Πxpdgq sont inde´pendants de x, il est raisonnable de
poser Γx,yp1q  1 et Γx,ypdgq  dg. Par ailleurs, nous posons Γx,ypfq 
rfpxq  fpyqs1  f, qui ve´rifie bien
Πx
 
Γx,ypfq

pzq  rfpxq  fpyqs   rfpzq  fpxqs  Πy
 
f

pzq,
et, de fac¸on similaire, Γx,ypd
³
f dgq  rfpxq  fpyqsdg  d
³
fdg.
Les applications Γx,y ainsi construites nous renseignent sur le choix de
la structure de groupe G dans la de´finition 6. Nous pouvons par exemple
choisir G  tΓ`, ` P Ru, ou`
Γ`p1q  1, Γ`pdgq  dg, Γ`pfq  `1  f, Γ`pd
³
fdgq  `dg  d
³
fdg,
auquel cas Γx,y n’est rien d’autre que Γfpxqfpyq. Suivant [11], nous dirons :
De´finition 7. Le couple M  ppΠxqxPR, pΓx,yqx,yPRq est un mode`le sur R
associe´ a` la structure pA, T,Gq.
4.4. Le the´ore`me de reconstruction. A chaque fonction h : R Q x ÞÑ
hpxq P T , le mode`le M, introduit dans la de´finition 7, permet d’associer,
en chaque point x de l’espace physique (en l’occurrence R dans l’exemple
discute´ ci-dessus), une approximation locale, note´e Πxphpxqq. Lorsque hpxq
a un indice d’homoge´ne´ite´ positif (c-a`-d le plus petit indice β, tel que la
composante de hpxq dans Tβ soit non nulle, est positif), Πxphpxqq est a` penser
comme un de´veloppement local R Q y ÞÑ Πxphpxqqpyq P R au voisinage de
x. Lorsque hpxq est a` un indice d’homoge´ne´ite´ ne´gatif, Πxphpxqq s’interpre`te
comme une distribution. Le cas e´che´ant, le caracte`re local du de´veloppement
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incite a` conside´rer des fonctions tests ! pique´es " au voisinage de x, de la
forme y ÞÑ ϕpx yq pour une fonction ϕ ! concentre´e " au voisinage de 0.
Une question naturelle est de savoir si la collection des de´veloppements
locaux pΠxphpxqqqxPR, obtenus en faisant varier x, peut eˆtre releve´e en une
seule et meˆme distribution (ou fonction selon l’homoge´ne´ite´), dont le com-
portement local, au voisinage de x, serait justement donne´ par Πxphpxqq.
Un exemple de ce principe est la formule de Taylor. Les de´veloppements de
Taylor d’une fonction re´gulie`re ϕ peuvent eˆtre releve´s en une seule et meˆme
fonction, en l’espe`ce ϕ elle-meˆme. Ce paralle`le sugge`re de limiter l’analyse
a` des fonctions h re´gulie`res, avec la de´finition suivante :
De´finition 8. Etant donne´s un mode`le M sur Rd, associe´ a` une structure
pA, T,Gq, et un re´el γ, on de´signe par DγM l’ensemble des fonctions h : R
d Ñ
T γ telles que, pour tout compact κ  Rd et pour tout α   γ,
DC ¥ 0 : @x, y P κ,
hpyq  Γy,x hpxqα ¤ C|x y|γα.
Conside´rons, a` titre d’exemple, la fonction v dans (21). Pour x, y P R,
nous savons que Γy,xpvpxqq  rvpxq   v
1pxqpfpyq  fpxqqs1  v1pxqf. De fait,
vpyqΓy,xpvpxqq  rvpyq vpxq v
1pxqpfpyq fpxqqs1 pv1pyq v1pxqqf. La
de´finition 3 garantit que le coefficient d’homoge´ne´ite´ 0 est d’ordre |y  x|2α
et celui d’homoge´ne´ite´ α d’ordre |y  x|α. De fait, v est dans D2αM . En cela,
nous comprenons en quoi la the´orie des structures de re´gularite´ englobe la
notion de fonction controˆle´e utilise´e dans les trajectoires rugueuses.
Le the´ore`me fondamental de [11], dont la preuve utilise la the´orie des on-
delettes, est appele´ ! the´ore`me de reconstruction " et re´alise le programme
envisage´ ci-dessus : pour une fonction h de re´gularite´ γ ¡ 0 (ce qui n’empeˆche
pas h d’eˆtre d’homoge´ne´ite´ ne´gative), il est possible de relever les de´veloppements
en une distribution (ou une fonction si l’homoge´ne´ite´ est positive) :
The´ore`me 9. Etant donne´s un mode`le M sur Rd, associe´ a` une structure
pA, T,Gq, et un re´el γ ¡ 0, il existe une unique application line´aire R de
DγM dans l’espace des distributions sur R
d telle que, pour tout h P DγM, toute
fonction re´gulie`re a` support compact ϕ, et tout compact κ  Rd,
DC ¥ 0 : @x P κ, λ P p0, 1s,
 Rh Πxhpxq λdϕpp  xq{λq ¤ Cλγ ,
Naturellement, l’ide´e est que Rh se comporte comme Πxhpxq le long des
fonctions tests concentre´es autour de x. En particulier, si Πxhpxq est une
fonction continue, il vient ne´cessairement Rhpxq  Πxrhpxqspxq. De fait,
dans le cadre de (21), Rv n’est rien d’autre que v elle-meˆme !
Comme nous le verrons dans la section suivante, lorsque la fonction h
de´pend d’une variable temps-espace pt, xq, il est souhaitable de tenir compte
d’e´ventuelles proprie´te´s d’e´chelle entre les variables de temps et d’espace
dans la fac¸on de piquer la fonction test au voisinage de pt, xq. Par exemple, si
le temps et l’espace sont lie´s par un changement d’e´chelle diffusif, il convient
d’utiliser λpd 2qϕpptq{λ2, pxq{λq au lieu de λpd 1qϕpptq{λ, pxq{λq.
MARTIN HAIRER, KPZ ET LES STRUCTURES DE RE´GULARITE´ 15
4.5. Ope´rations au sein de la structure. L’e´tape suivante est de tra-
duire, au sein de la structure, les ! ope´rations " implique´es dans la formu-
lation du proble`me physique. Dans le cas de KPZ, ces ope´rations sont la
diffe´rentiation (pour passer de la solution a` son gradient), la multiplication
(associe´e a` la non-line´arite´ quadratique) et l’inte´gration contre le noyau de
la chaleur. La de´finition du produit est la suivante :
De´finition 10. Etant donne´s deux ! secteurs " V et V¯ inclus dans T , c-
a`-d deux sommes directes de certains des Tα, chacune e´tant stable par les
e´le´ments de G, un produit sur pV, V¯ q est une application biline´aire  : V 
V¯ Ñ T telle que, pour τ P Vα et τ¯ P V¯α, τ  τ¯ P Tα β et, pour tout e´le´ment
Γ P G, Γpτ  τ¯q  pΓτq  pΓτ¯q.
Le gain d’homoge´ne´ite´ par multiplication est a` rapprocher de la discussion
sur la re´gularite´ des diffe´rents produits dans le §2.3. La compatibilite´ du
produit avec Γ est une hypothe`se naturelle, qui traduit l’ide´e que l’ordre dans
lequel les produits et les translations sont effectue´s n’a pas d’importance.
Il est remarquable que le produit soit ici de´fini de fac¸on aussi abstraite.
La` encore, ceci est a` rapprocher de la the´orie de Lyons, dans laquelle l’exis-
tence d’une inte´grale croise´e, posse´dant un minimum de proprie´te´s, est
pre´suppose´e. Comme dans l’approche de Lyons, la ve´ritable question est
de de´terminer les fonctions h1 et h2 a` valeurs dans T pour lesquelles le pro-
duit h1  h2 peut eˆtre effectivement reconstruit en une distribution (ou une
fonction) sur l’espace physique. La re´ponse est donne´e dans [11] :
The´ore`me 11. Etant donne´s un secteur V  T , γ P R et α ¡ 0, DγαpV q
de´signe les e´le´ments h de Dγ tels que, pour tout x P R, hpxq P V X`β¥αTβ.
Alors, pour h1 P D
γ1
α1pV q et h2 P D
γ2
α2pV¯ q, le produit h1  h2 : R Q x ÞÑ
h1pxqh2pxq appartient a` D
γ
αpT q, ou` α  α1 α2 et γ  minpγ1 α2, γ2 α1q.
Combine´ au the´ore`me de reconstruction, le the´ore`me ci-dessus assure que
le produit h1  h2 peut eˆtre reconstruit si γ1   α2 ¡ 0 et γ2   α1 ¡ 0.
Pour retrouver la the´orie de Lyons, il suffit maintenant de choisir V 
x1, fy et V¯  xdgy et de poser 1  g  g et f  dg  d
³
fdg. Si cette de´finition
ne pre´suppose pas l’existence de l’inte´grale croise´e, la de´finition du mode`le
associe´ (ne´cessaire pour la reconstruction) repose dessus. Pour une fonction
v satisfaisant la de´finition 3, nous conside´rons la fonction vpxq  vpxq1  
v1pxqf. De´finir l’inte´grale croise´e de v contre les incre´ments de g revient a`
reconstruire une distribution a` partir de v  dg. Il est clair que γ1  2α
et α1  0. Par ailleurs, α2  α  1 et γ2 peut eˆtre choisi aussi grand que
souhaite´ (le coefficient de dg est constant donc re´gulier). De fait, le produit
peut eˆtre reconstruit si 3α 1 ¡ 0, ce qui co¨ıncide avec la the´orie de Lyons.
5. Revisiter KPZ a` l’aide des structures de re´gularite´
5.1. Formulation abstraite. L’ide´e est maintenant de chercher h dans
(1) comme la solution, via le the´ore`me de reconstruction, d’une e´quation
fonctionnelle de´finie sur une structure pA, T,Gq munie d’un mode`le M. Ceci
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ne´cessite, en plus de l’ope´ration de multiplication discute´e dans la section
pre´ce´dente, des ope´rations de de´rivation et de convolution contre le noyau
de la chaleur, l’objectif e´tant de mettre (1) sous la forme abstraite :
(22) h  K pBhq2   Ξ  Gh0.
Ici, h est une fonction temps-espace, a` valeurs dans T , et h0 est sa valeur
au temps 0 ; G de´signe un ope´rateur, abstrait, d’! extension harmonique "
(dont la reconstruction est a` penser comme la solution de l’e´quation de la
chaleur de condition initiale la reconstruite de h0) ; et K est un ope´rateur,
abstrait, de convolution temps-espace contre le noyau de la chaleur (pour
une fonction temps-espace f, la reconstruite de Kf est a` comprendre comme
la solution de l’e´quation de la chaleur de terme source la reconstruite de f).
Par ailleurs, le symbole B renvoie a` un ope´rateur, abstrait, de diffe´rentiation,
et, enfin, Ξ de´signe un e´le´ment de T mode´lisant une re´alisation du bruit 9ζ
dans (1).
5.2. Ele´ments de la structure. Il s’agit maintenant de de´finir pA, T,Gq.
Nous demandons d’abord que T contienne Ξ, avec p3{2q pour indice d’ho-
moge´ne´ite´. En effet, pour une fonction test temps-espace ϕ, la formule (2)
permet de quantifier la variance de
³ ³
ϕpt, xq 9ζpt, xq dtdx. En supposant que
le support de ϕ est compact et contient l’origine, il est possible de construire
une autre fonction test, ! pique´e " au voisinage d’un point pt, xq arbitraire,
en conside´rant ϕλps, yq  λ3ϕpλ2pt  sq, λ1px  yqq, pour λ petit. Le
! scaling " entre les variables de temps et d’espace correspond ici au chan-
gement d’e´chelle diffusif classique. Le cas e´che´ant, la variance associe´e dans
(2), apre`s substitution de ϕ par ϕλ, est d’ordre λ3, sugge´rant, apre`s pas-
sage a` la racine carre´e, que l’indice d’homoge´ne´ite´ est effectivement 3{2, ou
plutoˆt p3{2q, c-a`-d 3{2 η pour η ¡ 0 arbitrairement petit. L’exposant
!  " dans p3{2q tient au prix a` payer pour passer de l’estimation de la
variance a` une estimation valable ale´a par ale´a, le symbole Ξ dans (22) e´tant
associe´ a` une re´alisation du bruit blanc.
Reprenons maintenant la strate´gie de la section 2. Partant de Ξ, nous
conside´rons KpΞq, associe´, dans l’esprit, a` la solution de l’e´quation de la
chaleur stochastique Y . Puis, en prenant sa de´rive´e et le carre´, nous ob-
tenons pBKpΞqq2. Alors, KppBKpΞqq2q ! correspond " a` Y . De fait, KpΞq,
BKpΞq, pBKpΞqq2 et KppBKpΞqq2q sont e´galement a` ajouter a` la structure.
En partant du principe que K conduit a` un gain d’homoge´ne´ite´ de 2 et B a`
une perte de 1, leurs indices d’homoge´ne´ite´ respectifs sont p1{2q, p1{2q,
p1q et 1. Avec ce proce´de´, Ξ et pBKpΞqq2 sont certainement les termes
dont les homoge´ne´ite´s sont les plus basses, en l’occurrence p3{2q et p1q.
L’argument peut eˆtre ite´re´ : appliquer K, prendre B, faire le produit avec les
autres termes en BK et ajouter les symboles obtenus. Par exemple, les termes
d’homoge´ne´ite´ p1{2q sont BKpΞq (associe´ a` BxY ) et BKrpBKpΞqq2sBKpΞq
(associe´ a` BxY BxY ).
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Dans [11], les e´le´ments de T sont repre´sente´s sous forme d’arbres. Par
exemple, BKpΞq est note´ : la branche repre´sente BK et le disque terminal
repre´sente Ξ. De meˆme, de´signe BKpBKpΞqq et est associe´ a` la de´rive´e de la
solution de la chaleur de terme source BxY . En rappelant (20) (sous re´serve
du choix de la condition initiale), cette de´rive´e est e´gale a` Φ, de sorte que
est associe´, dans l’esprit, a` Φ. Une autre exemple est . Ici, le branchement
s’interpre`te comme un produit, de sorte que est a` associer au produit de
BxY par Φ. En reprenant la discussion du §3.3, ce produit est en fait a`
comprendre comme la de´rive´e de l’aire de Le´vy associe´e a` l’inte´grale croise´e
de Φpt, q contre Y pt, q. De fait, le quadruplet p , , 1, q est a` rapprocher
des ! briques de base " du chemin rugueux utilise´ dans le the´ore`me 4.
5.3. Point fixe et renormalisation. La re´solution de (22) repose sur un
argument de point fixe fonctionnel, de´montre´ en temps petit comme dans le
the´ore`me 4. L’espace fonctionnel sous-jacent de´pend du choix du mode`le M
associe´ a` la structure pA, T,Gq, de sorte que la solution de´pend e´galement
de M. Intuitivement, il s’agit de choisir pΠpt,xqqt¥0,xPR tels que la solution h
du point fixe ve´rifie hpt, xq  Rhpt, xq  Πt,xrhpt, xqspt, xq, avec h solution
donne´e par le the´ore`me 5 et R l’ope´rateur de reconstruction. Pour de´finir
pΠt,xqt¥0,xPR, il serait naturel d’identifier Πt,xpΞq a` la distribution 9ζ, Πt,xp q a`
la distribution BxY , Πt,xp q a` la distribution BxY , Πt,xp q aux variations,
a` l’ordre p1{2q, de la fonction BxY au voisinage de pt, xq, et ainsi de suite...
Nous nous tiendrons a` cette vision des choses, relativement simple, mais en
re´alite´ inexacte (en isolant la singularite´ dans le noyau de la chaleur, nous
comprenons que BxY , BxY et BxY contiennent une partie tre`s re´gulie`re,
qu’il conviendrait d’associer a` d’autres symboles, en l’occurrence polyno-
miaux). Sous cet angle, le de´veloppement (17) sugge`re que la ! de´rive´e " Bh
du point fixe s’e´crive, dans les composantes d’homoge´ne´ite´ infe´rieure a` 1{2,
sous la forme     2   Bu, ou` u est a` rapprocher de la solution de (16)
(les derniers termes dans (17) contribuent a` des homoge´ne´ite´s supe´rieures a`
1{2). Dire que Bxu dans (16) est controˆle´ par Φ, c’est certainement dire que
les composantes non nulles de Bu d’homoge´ne´ite´ infe´rieure a` 1{2 sont 1 et .
Pour comple´ter le paralle`le avec le the´ore`me 5, il reste a` interpre´ter la
renormalisation. De fac¸on sche´matique, l’objectif est d’associer, a` chaque
valeur du parame`tre ε implique´ dans la re´gularisation 9ζε de 9ζ, un mode`le
Mε (associe´ a` pA, T,Gq) convergeant vers M lorsque ε tend 0, la convergence
e´tant comprise comme la convergence (dans un sens ad-hoc) des applications
d’! e´valuation " pΠεt,xqt,x et des ope´rateurs de ! translation " pΓ
εqpt,xq,ps,yq
sous-jacents. Lorsque 9ζε est une fonction re´gulie`re, donne´e par exemple par
convolution contre un noyau temps-espace de la forme ε3ρpε2t, ε1xq, il
existe un choix simple de Mε permettant de reconstruire la solution du
point fixe (22) comme la solution de l’e´quation non-normalise´e (7). Nous
n’en de´taillons pas la construction, mais nous acceptons qu’il puisse eˆtre
simple car les symboles ne mode´lisent, le cas e´che´ant, que des fonctions
re´gulie`res. Avec un tel choix, nous pouvons le´gitimement attendre que la
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reconstruite d’un produit soit le produit des reconstruites, par exemple
Πεt,xp qpt, xq  rBxYε pt, xqs
2. Vu la ne´cessite´ de renormaliser dans la propo-
sition 1, nous comprenons que, dans ce contexte, Mε ne peut pas converger
vers M. Clairement, renormaliser implique de de´former Mε. La proposition
1 sugge`re de changer Mε en Mˆε de sorte que Πˆεt,xp qpt, xq  rBxYε pt, xqs
2 
Cε , pour une certaine constante Cε , auquel cas Πˆ
ε
t,xp qpt, xq se lit comme
Πεt,xp  Cε1qpt, xq. Renormaliser revient donc a` appliquer, en amont, une
transformation line´aire aux symboles de la structure et a` utiliser, ensuite,
le mode`le simple. Dans le cas de KPZ, cette transformation envoie sur
 Cε1, sur  Cε 1 et sur  Cε 1, pour des constantes Cε , Cε
et Cε de´pendant de ρ, Cε divergeant comme 1{ε, et Cε et Cε divergeant
logarithmiquement. Le lecteur pourra comparer avec les propositions 1 et 2.
6. Conclusion
Cette note avait pour but de pre´senter une partie du cheminement suivi
par Martin Hairer depuis son travail sur l’e´quation de KPZ et les trajectoires
rugueuses jusqu’a` la formulation de la the´orie plus ge´ne´rale des structures
de re´gularite´. Dans un souci de simplification, un certain nombre d’e´le´ments
ont ne´anmoins e´te´ passe´s sous silence. A titre d’exemple, nous n’avons pas
aborde´ la partie technique de la renormalisation, a` savoir les de´monstrations
des propositions 1 et 2, qui exploitent de fac¸on essentielle le caracte`re gaus-
sien du bruit blanc. De meˆme, dans l’e´tude de l’e´quation de KPZ a` l’aide de
la the´orie des structures de re´gularite´, nous n’avons pas explicite´ la construc-
tion du groupe de translations, note´ G dans la de´finition 6. Dans [11, Section
8], G est associe´ a` un groupe de formes line´aires, agissant sur une alge`bre de
Hopf construite a` partir de symboles τ P T d’homoge´ne´ite´ positive. Enfin, il
faut souligner que la de´composition (22) n’est pas celle utilise´e par Martin
Hairer. Comme il y a e´te´ fait allusion dans la section §5.3, il convient en
re´alite´ de dissocier, dans la convolution contre la solution fondamentale de
la chaleur, la partie singulie`re, localise´e en temps et en espace au voisinage
de l’origine, de la partie re´gulie`re, assimile´e a` une convolution contre un
noyau re´gulier. Ce de´coupage ajoute, de facto, des e´le´ments polynomiaux a`
la structure T .
Il faut par ailleurs noter que les arguments de la section 5 ne fonctionnent
pas en dimension d ¥ 2 : le cas e´che´ant, Ξ a pour homoge´ne´ite´ rpd{2 1qs
et, donc, a pour homoge´ne´ite´ pdq, de sorte que l’homoge´ne´ite´ ne croˆıt
pas sous l’action du noyau de la chaleur.
Dans [11], d’autres e´quations singulie`res sont traite´es. Tel est le cas de
l’e´quation Φ4 en dimension 3, issue de la the´orie quantique des champs :
(23) Btφpt, xq  B
2
xxφpt, xq  φ
3pt, xq   9ζpt, xq, t ¡ 0, x P R3,
ou` 9ζ est un bruit blanc temps-espace de dimension spatiale 3. Une simple
re´pe´tition des calculs de la section §1.4, ou de fac¸on e´quivalente des cal-
culs d’homoge´ne´ite´ ci-dessus, montre, qu’en dimension d ¥ 2, la solution de
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l’e´quation de la chaleur stochastique est une distribution. Lorsque d  3,
l’ordre de re´gularite´ est comparable a` celui de la de´rive´e de la solution de la
chaleur stochastique en dimension 1. En particulier, la de´finition de la non-
line´arite´ cubique pre´sente des difficulte´s comparables a` celles rencontre´es
dans la re´solution de KPZ. Le lecteur pourra aussi consulter le travail
pre´curseur de DaPrato et Debussche [4] sur le cas interme´diaire d  2.
Enfin, il est a` souligner que Gubinelli, Imkeller et Petrowski ont, de fac¸on
a` peu pre`s paralle`le, propose´ une approche alternative pour re´soudre KPZ
et Φ4. L’ide´e consiste e´galement a` re´gulariser le bruit et a` e´tudier la conver-
gence des solutions des e´quations re´gularise´es apre`s correction par addition
de contre-termes. En revanche, l’e´quation ve´rifie´e a` la limite n’est pas for-
mule´e dans un espace abstrait, mais est interpre´te´e a` l’aide de l’analyse de
Fourier, utilise´e pour e´tendre la the´orie de Lyons, et plus particulie`rement
la notion de fonctions controˆle´es, a` des distributions. Nous renvoyons a` [7]
pour une comparaison avec le travail de Martin Hairer. Tre`s re´cemment,
Kupiainen, [13], a montre´ qu’il e´tait possible de proce´der autrement que par
re´gularisation du bruit : dans son travail, la strate´gie utilise´e vise a` expurger,
a` des e´chelles de plus en plus fines, le noyau de la chaleur de sa singularite´
et a` envisager, via une nouvelle proce´dure de renormalisation –inspire´e de
l’approche ! a` la Wilson " de la renormalisation, [19]–, le passage a` la limite.
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