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Resumen: En este trabajo estudiamos la dinámica de las clases de Fraïssé, algu-
nos ejemplos, el comportamiento del grupo de automorsmos de su límite, algunas
aplicaciones de la propiedad de Ramsey sobre estas clases y el traslado de uno de
dichos resultados a el caso de las construcciones de Hrushovski.
En la parte inicial nos centramos en el trabajo sobre las clases de Fraïssé y dos
importantes resultados obtenidos en dos contextos diferentes (estabilidad y dinámi-
cas topológicas), en los cuales cada autor emplea la comprobación de la propiedad
de Ramsey sobre algunas clases de Fraïssé, como herramienta para vericar las pro-
piedades que busca. También revisamos el comportamiento de la clase de los nudos
suaves, para visualizar su comportamiento análogo al de una clase de Fraïssé.
En la segunda parte, hacemos una breve introducción a las Construcciones de Hrus-
hovski, una herramienta relativamente nueva que ha permitido la resolución de im-
portantes conjeturas e interrogantes matemáticos. La idea es revisar estas construc-
ciones como una generalización de las clases de Fraïssé y así, trasladar el resultado
obtenido en el grupo de automorsmos del límite de Fraïssé, a el grupo de automor-
smos de la estructura genérica asociada a la construcción de Hrushovski, y como
veremos se logra de manera natural, eligiendo el lenguaje apropiadao y haciendo
una reformulación de los diferentes conceptos y relaciones en términos de la \ con-
tenencia fuerte" denida sobre la construcción.
Abstract: We study the main features of dynamic of Fraïssé Class, some examples,
the behavior of Automorphism group of their limits, some applications of Ramsey
property on these classes, and the moving of one of these results to Hrushovski
Construction case.
At the beginning, we work on Fraïssé Classes and on two important properties,
which were gotten in dierent mathematic contexts (stability and topological dy-
namics), where authors proves Ramsey property on dierent Fraïssé Classes to get
another results looking for them. We review the class ok knots and its similar beha-
vior as a Fraïssé Class.
Finally, we do a brief introduction to Hrushovski constructions, which is an inno-
vative tool used to solve important conjectures and questions. The aim is to review
these constructions as a generalization of Fraïssé Class and on this way to transfer
gotten result for Group of automorphisms of the Fraïssé Limit to the group of au-
tomorphisms of the generic structure associated to this new class, and we will be
able to realize how you can get it on natural way, choosing suitable language and
rewriting the concepts, relations and properties such as Ramsey, with respect to the
\strong subset relation" which was dened on Hrushovski construction.
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Introducción
La teoría de Ramsey, se ha convertido en una importante herramienta en dife-
rentes ámbitos matemáticos, ya que debido a su gran versatilidad se puede aplicar
sobre entes matemáticos de naturaleza diversa (grupos topológicos, clases de Fraïssé,
ordinales, etc.).
Es el caso de Kechris, Pestov y Todorcevic, quienes en 2005 lograron interrelacio-
nar una propiedad de dinámicas topológicas (ser grupo \extremadamente llevadero")
con la teoría de Ramsey. Se dice que un grupo topológico G es extremadamente lleva-
dero, si todo G-ujo X (acción continua de grupo de G sobre X) tiene un punto jo.
Probar esta propiedad tan solo con la denición no es tarea sencilla. Al enfrentarse
con el problema de determinar si ciertos grupos de autormosmos eran extremada-
mente llevaderos, los tres autores implementaron el uso de dos nuevas herramientas
para facilitar su investigación: la primera se reere a la teoría de Fraïssé de clases
de amalgamación y estructuras ultrahomogéneas y la segunda es el uso de la teoría
de Ramsey aplicada a clases. El objetivo, es probar, bajo hipótesis adecuadas y un
lenguaje nito relacional que contenga una relación de orden \ < ", que el grupo de
automorsmos de una estructura M es extremadamente llevadero si y sólo si dicho
modelo es el límite de una clase de Fraïssé de orden. De hecho el camino seguido en
su artículo, está construido sobre una serie de equivalencias que logran hilvanar una
importante propiedad topológica (extrem. llevadero) con el estudio de las clases de
Fraïssé.
Por otra parte, y siguiendo el estudio de aplicaciones de la teoría de Ramsey,
encontramos el trabajo de Lynn Scow, quien en su tesis doctoral, generalizó la ca-
racterización que se tenía para estructuras estables: una teoría T es estable si y solo
si toda sucesión de indiscernibles de un modelo de T es conjunto indiscernible. Scow
introduce una nueva denición de indiscernibles (generalizados), y demuestra que
una teoría T cumple NIP (en particular las estables) si y solo si los indiscernibles
\generalizados" en cualquier modelo de T resultan ser sucesiones de indiscernibles.
En este caso, a diferencia del anterior resultado la caracterización principal no está
formulada en términos de la teoría de Ramsey; sin embargo, ésta desempeña un rol
primordial en la prueba del teorema en cuestión, al actuar como eslabón en la tran-
sición de NIP a indiscernibles. En otras palabras, antes de llegar al resultado nal,
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Lynn Scow demuestra que una clase de orden K es de Ramsey si y solo si en todo
modelo de la teoría común de las estruturas de K, cuya edad contenga la clase ini-
cial, los indiscernibles generalizados tienen la propiedad de modelación, entendiendo
la propiedad de modelación a grandes rasgos como la posibilidad de encontrar in-
discernibles en un modelo que sean \localmente equivalentes" a un conjunto de
parámetros dados (escogidos en el modelo). En ese caso se dice que el conjunto de
indiscernibles está basado sobre el de los parámetros. Cabe resaltar que para poder
probar la equivalencia anterior, se requiere agregar ciertas hipótesis sobre el lenguaje
(nitamente relacional, que contenga una relación de orden,...) y el comportamiento
de K (JEP, HP,...). Como se puede ver, Lynn Scow consigue relacionar la estabilidad
generalizada (teoría de modelos) y la teoría de Ramsey.
Ya que los dos resultados anteriormente mencionados son actuales, permiten vi-
sualizar la importancia y el enfoque que hoy en día se le está dando a la teoría
de Ramsey. De hecho, observando el trabajo de Kechris, Pestov y Todorcevic sobre
clases de Fraïssé, aparece de forma natural, el preguntarse sobre el comportamien-
to del grupo de automorsmos del modelo genérico asociado a una construcción
de Hrushovski, ya que ésta resulta ser una generalización del concepto de clase de
Fraïssé. Sin embargo, se debe tener cuidado a la hora de trasladar los resultados, ya
que varios conceptos básicos cambian drásticamente de uno a otro, como el de ser
subestructura. En las construcciones de Hrushovski, se introduce una contenencia
\fuerte", que elimina las contenencias que no cumplan ciertas condiciones de dimen-
sión, la cual se dene a partir de una relación ternaria que se dene adicionalmente
sobre los elementos de la clase tratada.
A continuación, veremos una exposición de los resultados anteriormente mencio-
nados. En el primer capítulo se hará una revisión de la denición y algunos ejemplos
de las Clases de Fraïssé, además del particular caso de la clase de los enlaces en
teoría de nudos, la cual preserva las propiedades de una clase de Fraïssé, pero que
ante la dicultad de establecer cuál es el lenguaje de primer orden apropiado para
tratar esta clase, no sé puede decir qué es una clase de Fraïssé a cabalidad (Ver
interrogantes y trabajo futuro).
En el segundo capítulo, retomamos la noción de Clases de Ramsey y en un
gran teorema (Ver teorema principal, cap. 2), aunamos la caraterización para clases
de Ramsey encontrada por Kechris, Pestov y Todorcevic en términos de que el
grupo de automorsmos del límite de Fraïssé sea extremadamente llevadero, con
la equivalencia trabajada por Lynn Scow, también para Clases de Ramsey pero
en términos de la propiedad de modelación para indiscernibles generalizados. El
resultado de Lynn Scow que exponemos en dicho teorema no es el resultado principal
de [L.S09], sin embargo es una herramienta importante empleada por la autora para
llegar a la conclusión que una teoría es NIP si y sólo si los indiscernibles generalizados
(Ver 2.1.) son sucesión de indiscernibles. La exposición de este último resultado al
no ser fundamental para el desarrollo del siguiente trabajo, la podemos encontrar
en el apéndice.
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Finalmente, en el tercer capítulo, hacemos un breve recuento de las Construccio-
nes de Hrushovski y sus principales propiedades, basándonos en [Hru93] y así intro-
ducir el resultado original obtenido en el capítulo 4, en el cual logramos, haciendo
un re ajuste del lenguaje y de las relaciones denidas en el capítulo 2 en términos
de las construcciones de Hrushovski, mostrar que el grupo de automorsmos de la
estructura genérica asociada a la construcción de Hrushovski es extremadamente
llevadero.
CAPÍTULO 1
Clases de Fraïssé
La construcción de estructuras contables ha ocupado gran parte de la investi-
gación matemática. El porqué se encuentra en la particularidad que tienen estas
estructuras de poder ser contruidas a partir de cadenas enumerables de estructuras
nitas. Surgen así las construcciones de Fraïssé, un ingenioso método desarrollado
por Roland Fraïssé para garantizar la existencia y unicidad de la estructura límite
de ciertas clases de estructuras nitas, que cumplieran propiedades que indicaremos
más adelante. Dichas clases son las que se conocen como Clases de Fraïssé, y su
estudio ha permitido la obtención de importantes resultdos, como la visualización
de la clase de los órdenes nitos como un conjunto de aproximaciones a el orden
de los racionales, y Fraïssé decribe cómo a partir de ellos construir el órden de los
racionales como una estructura enumerable límite de la clase mencionada. Así como
el ejemplo descrito, existen muchos otros casos en los que se puede utilizar éstas
construcciones, y es por ésto que su estudio resulta tan relevante.
A continuación, precisaremos algunas nociones básicas sobre la teoría de Fraïssé.
Un lenguaje es una colección contable L = fRigi2I [ ffjgj2J de símbolos de
relación y función cada uno con una aridad (un entero que indica el número de
argumentos en los cuales está denida la relación o la función). Una L-estructura es
un objeto de la forma:
A=(A; fRigAi2I ; ffjgAj2J)
donde A es un conjunto no vacío, llamado el universo de A, es decir:
 RAi  An(i), donde n(i) es la aridad de Ri.
 fAj : Am(j) ! A donde m(j) es la aridad de fj.
 Cuando mj = 0, fAj es un elemento distinguido de A (una constante).
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Dadas dos L-estruturas A, B, un homomorsmo entre ellas es una aplicación:
 : A! B tal que:
RAi , RBi y (fAj (a1; :::; am(j)))! fBj ((a1); :::; (am(j)))
Si el homomorsmo es inyectivo se llama monomorsmo o inmersión, y si es
sobreyectivo se dice epimorsmo. Cuando es inyectivo y sobreyectivo a la vez es un
isomorsmo y si A=B se denomina automorsmo.
Denición 1. Tenemos las siguientes deniciones
a. Una estructura A se dice ultrahomogénea si todo isomorsmo entre subestructu-
ras nitamente generadas de A se puede extender a un automorsmo de A.
b. La edad de A, age(A) es la colección de todas las estructuras nitamente gene-
radas inmersas en A.
Observación 1. La clase K = age(A) es no vacía y si A es ultrahomogénea
satisface las siguientes propiedades:
1. Es hereditaria (HP): Si B 2 K y C es una estructura
nitamente generada inmersa en B entonces C 2 K.
2. (JEP):Si B;C 2 K, existe D 2 K tal que B;C
están inmersas en D.
3. Amalagamación (AP): Si B;C;D 2 K y f : B ! C,
g : B ! D son inmersiones, entonces existe E 2 K
e inmersiones r : C ! E, g : D ! E tales que r  f = s  g.
1.1. Existencia y Unicidad del límite de Fraïssé:
Dado L y K una clase de estructuras para L, nitamente generadas. Si K es no
vacía, contable (contables no isomorfos) y que satisface HP, JEP y AP. Entonces
existe una única estructura A (salvo isomorsmo), contable, ultrahomogénea tal que
K = age(A).
Dicha estructura es el límite de Fraïssé de K. A = Flim(K).
Demostración. Ver Hodges [Hod93], cap. 7.1.
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Para concluir esta sección, enunciaremos la siguiente denición:
Denición 2. Dado L algún lenguaje
 Una clase de Fraïssé en L es una clase de estructuras nitas de L, contable y
que satisface HP, JEP y AP.
 Una estructura de Fraïssé en L es una estructura contable la cual es localmen-
te nita y ultrahomogénea. (Localmente nita = subestructuras nitamente
generadas son nitas).
Sea U una clase de L-estructuras (para algún L) nitamente generadas. Si además
f<g  L, tal que todas las estructuras de U son linealmente ordenadas por
\ < ", entonces U se denomina una clase de orden.
Ejemplo 1. Algunos ejemplos de clases de Fraïssé son:
 Grafos:
Sea L0 = E y L = E;<, R y E una relación binaria. Una estructura A0 =
(A0; E
A0) es un grafo si la relación es simétrica y antireexiva. Un grafo orde-
nado es A = (A0; <A0) donde A0 es un grafo. Tenemos las siguientes clases
de Fraïssé de grafos nitos (Ver [A.H94]):
1. GR= todos los grafo nitos.
2. 8n = 3; 4; 5::::, Forb(Kn)= la clase de todos los grafos nitos que omiten
Kn, el grafo completo de n vértices.
3. EQ = la clase de relaciones de equivalencia nitas. (Quitando en cada
uno de ellas la diagonal, es decir las parejas (x,x), para que sean grafos).
4. EQn = la clase de todos las relaciones de equivalencia nitas con a lo
más n clases.
5. EQn = la clase de relaciones de equivalencia nitas, tal que sus clases
tienen a lo más n elementos.
 Los espacios vectoriales @0 - dimensionales sobre un cuerpo nito. (Ver[S.T73]).
1.2. Clase de los enlaces - Teoría de nudos: Una Apro-
ximación Categórica
Por un nudo parametrizado se entiende un encaje o inmersión suave (C1, inyec-
tiva y cuyo diferencial nunca se anula) de S1 en R3.
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Ejemplo 2. El nudo más sencillo es representado por el círculo plano x = cost,
y = sent y z = 0.
Denición 3. 1. Una familia suave de isotopías se reere a una transformación
suave F : S1  I ! R3 donde I  R es un intervalo. Para cada valor jo de
I, obtenemos una transformación fa : S1 ! R3.
2. Una isotopía suave de un nudo f : S1 ! R3, es una familia suave de nudos
fu, donde u 2 R y existe algún real a tal que fa = f .
3. Dos nudos parametrizados se dicen ambiente equivalentes si existe un diagra-
ma conmutativo
S1


f // R3
 

S1
g // R3
donde  y  son difeomorsmos que preservan la orientación.
4. Dos nudos parametrizados se dicen ambiente isotópicos, si existe una familia
suave de difeomorsmos  t : R3 ! R3 tal que  0 = id y  1  f = g.
En esta sección nos limitaremos a los nudos suaves, por lo tanto asumiremos que
dos nudos son equivalentes si son ambiente equivalentes o ambiente isotópicos. Se
dice que un nudo es trivial si es equivalente al círculo plano.
Una vez establecida la equivalencia entre nudos, no es difícil vericar que ésta
es una relación de equivalencia, y por lo tanto cuando se habla de un nudo, se está
considerando toda la clase de equivalencia del mismo.
Figura 1.1: Nudos Triviales - Tomado de [JM11]
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Pero los nudos son un caso particular de los enlaces. Un enlace es una inmersión
suave de S1 t ::: t S1 en R3, donde S1 t ::: t S1 representa la unión disyunta de
varios círculos. Para hablar de la equivalencia entre enlaces, se utiliza una denición
totalmente análoga a la ya establecida en nudos, en otras palabras, decimos que dos
enlaces son equivalentes si existe un homeomorsmo de R3 que envía la imagen del
primer enlace en la del segundo.
Un nudo se describirá generalmente por medio de su diagrama, que representa
su proyección sobre el plano, destacando en cada cruce la diferencia entre el tramo
que está encima y el que está debajo (marcado con una interrupción).
Es posible que al proyectar dos nudos diferentes en determinada dirección, se
pierda información y se obtenga la misma proyección. Para evitar este inconve-
niente se trabaja con las proyecciones regulares, que contienen toda la información
necesaria, para diferenciar un nudo de otro.
Pero el mismo nudo admitirá distintas representaciones en forma de diagrama,
así que se tendrán diferentes diagramas equivalentes entre sí. Entonces el problema
radica ahora en determinar cuándo dos diagramas representan un mismo nudo.
Una forma práctica de vericar la equivalencia entre dos diagramas planos regu-
lares, es utilizando los movimientos de Reidemeister :
Teorema 1 (Movimientos de Reidemeister). Dos diagramas planos regulares repre-
sentan un mismo nudo si se puede transformar uno en el otro por una secuencia de
isotopías de ambiente del plano y secuencias de movimientos locales de los siguientes
tres tipos:
Entonces para vericar equivalencia entre nudos, el problema se reduce a deter-
minar la equivalencia entre sus diagramas planos. Análogamente, se puede hablar
de diagramas planos que representen los enlaces y la forma de denir la equivalen-
cia entre ellos a partir de los movimientos de Reidemeister aplicados a los nudos
componentes del enlace.
Al igual que en los nudos, cuando hablemos de un enlace, nos estaremos re-
riendo a la clase de equivalencia del enlace considerado. Ahora la idea es vericar
que deniendo una suma de enlaces y una relación de sub-enlace apropiadas, el
conjunto de los enlaces suaves resulta ser clase de Fraïssé.
Denición 4. La forma natural de sumar dos enlaces es uniéndolos de la siguiente
forma:
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f : S1(1) t ::: t S1(n) ! R3
+ =) f + g : S1(1) t :::: t S1(n) t S1(n+1) t ::: t S1(n+m) ! R3
g : S1(n+1) t ::: t S1(n+m) ! R3 (xi; yi)! f + g(xi; yi) =
(
f(xi; yi) si 1  i  n
g(xi; yi) si n+ 1  i  n
y se denota como K1 + K2, donde K1 y K2 son los enlaces a sumar.
Para poder visualizar los enlaces como clase de Fraïssé, el conjunto se debe dotar
de una relación de \sub  enlace":
Denición 5. Sean g y f enlaces, f : S1(1)t:::tS1(n) ! R3 y g : S1(1)t:::tS1(m) ! R3,
entonces diremos que f es sub-enlace de g, f  g si:
1. n  m
2. Existe un auto-homeomorsmo de R3, H, tal que H(Img(f))  Im(g).
Una vez introducidas estas deniciones, la idea es utilizarlas para revisar que
la clase presenta un comportamiento similar a las clases de Fraïssé. Si no la cata-
logamos como tal, es por la dicultad que representa establecer especicamente el
lenguaje y sus subestructuras. Por lo tanto le daremos un tratamiento más cate-
górico y trabajaremos con una Categoría de Fraïssé ([Kub08]), cuyos objetos serán
claramente los diferentes enlaces, y sus morsmos los homeomorsmos de ambiente.
Sea K la clase de los enlaces suaves:
1. EsHereditaria (HP): Si f 2 K (es decir f : S1t:::tS1 ! R3 inmersión suave)
y sea g un sub-enlace de f , entoces g 2 K. Claramente se tiene por la denición
de sub-enlace. Esta propiedad normalmente no se revisa en categorías, ya que
se asume que todos los objetos con los que se está trabajando forman parte de
la categoría.
2. Es (JEP): Si f; g 2 K, existe h 2 K tal que f; g  h. Para comprobar
este punto, dados los enlaces f y g, basta con encontrar h que cumpla el
requerimiento dado. Entonces sea h := f + g, es decir, la suma de los dos
enlaces dados. No es difícil vericar que en efecto, los enlaces f y g son sub-
enlaces de h. (El auto-homeomorsmo necesario es la identidad).
3. Es clase de Amalgamacion (AP): Si f; g; h 2 K y A : f ! g,
B : f ! h son inmersiones, entonces existe j 2 K
e inmersiones R : h! j, S : g ! j tales que R  A = S B.
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
Para demostrar esta parte en la clase de los enlaces, primero debemos inter-
pretar el enunciado en dicho entorno. Entonces la pregunta sería ¾qué signica
una inmersión de un enlace en otro?, pues como lo referimos renglones atrás,
una inmersión es una inyección continua cuya inversa restringida a su imagen
también resulta continua, y como es entre enlaces, las inmersiones se trazan
sobre sus imagenes (subconjuntos de R3). De hecho esta denición de inmer-
sión, es exactamente la que se convino como ser \sub   enlace". Entonces la
armación de que A y B son inmersiones, traduce en que f  h y f  g.
Ahora para determinar quiénes son R, S y j, los cuales hacen que el anterior
diagrama conmute, basta hacer j := h + g; claramente h  j y g  j. Ahora
para determinar R y S, podemos tomar la inmersión natural de h y g en el
enlace j que representa su suma, es decir, R;S :=.
Para vericar el adecuado funcionamiento de las escogencias hechas para R, S
y j, basta ver que R  A(f) = S  B(f), pero en esta notación se debe tener
cuidado con el signicado ya que estamos hablando de igualdad entre enlaces y
como vimos al principio de la sección, cada vez que hablamos de un enlace, en
realidad estamos considerando toda su clase de equivalencia, luego dos enlaces
serán iguales siempre y cuando sus imagenes sean homeomorfas, y para este
caso particular, como A, B, R y S, denotan homeomorsmos (considerando
cada función restringida a su imagen, para poder hablar de inversa), sus res-
pectivas compuestas son también homeomorsmos, entonces obtenemos que
en efecto los enlaces R A(f) y S B(f) son homeomosmos que transforman
a f en j.
De las anteriores obsevaciones concluimos que K, es una clase cuyo comporta-
miento es análogo al de las clases de Fraïssé, teniendo en cuenta que implícitamente
cuando decimos que dos enlaces son iguales, nos estamos reriendo a que son equi-
valentes (ya que rigurosamente hablando, cuando tomamos un enlace, no lo estamos
considerando individualmente, sino a toda su clase de equivalencia) y la contenencia
tradicional considerada en las clases de Fraïssé, es en este caso reemplazada por
la relación de sub-enlace arriba establecida. Por lo tanto (Ver existencia del límite
de Fraïssé, cap. 2), surge la pregunta de cómo sería un límite para nuestra clase.
Sería como una especie de \enlace de Fraïssé". La idea para su visualización es la
siguiente:
1. Sea L0  ::::  Ln:::: sucesión de enlaces que cumple la siguiente condición: si
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algún enlace L cumple que existe i tal que existe una inmersión f : L ! Li
para algún i < !, entonces existe j > i y una inmersión g : B ! Lj que
extiende a f . Esta sucesión se contruye por amalgamación:
Sea P = f(A;B) : A  B y A;B 2 Kg. Supongamos que P , tiene un
representante por cada tipo de isomorsmo de estos pares, y sea  : !! ! !
una biyección, tal que (i; j)  i, 8i; j. Ahora sea L0 2 K, y la idea es construir
la sucesión por inducción. Supongamos que ya tenemos Lk, y consideremos
la lista ((fkj; Akj; Bkj) : j < !) de triplas (f;A;B), tal que (A;B) 2 P y
f : A ! Lk. Construimos Lk+1 por amalgamación, ya que si (i; j) = k,
entonces fi;j : Aij ! Lk se puede extender a una inmersión de Bij en Lk+1.
L0 99K L1    Lk 99K Lk+1   
" " " "
A00 ,! B00    Aij ,! Bij   
2. Tomamos la clase de todas las sucesiones contables de enlaces, y la partimos
según la siguiente relación de equivalencia: L0  ::::  Ln:::: es equivalente a
L00::::L
0
n  ::: si 8i9j tal que L0i  Lj.
3. Lo que entenderemos como \enlace de Fraïssé" será la clase de equivalencia
por la relación (2), de la sucesión construida en (1).
El nuevo objeto construido, en cierta forma, acumula dentro de sí toda la in-
formación básica de la clase de los enlaces, ajustándose así a la noción intuitiva de
un límite. Sin embargo, no se debe perder de vista que el objeto obtenido no es de
la naturaleza de los enlaces, es decir, no es como se podria pensar, un gran enlace
que sumergiera elementalmente todos los enlaces nitos. Queda el interrogante de
si es posible encontrar un límite de Fraïssé a nuestra clase, de hecho aún no existe
explícitamente una teoría de los enlaces escrita en lógica de primer orden con un
lenguaje apropiado que nos permitiera armar que en efecto nuestra clase es una
clase de Fraïssé.
Para terminar esta sección, haremos el siguiente comentario. La clase que utili-
zamos en el presente ejemplo solo contemplaba los enlaces suaves, asumiéndolos no
orientados, es decir aquellos representados por funciones suaves, para evitar compli-
caciones con la orientación o las equivalencias entre enlaces.
CAPÍTULO 2
Clases de Ramsey
2.1. Nociones Básicas
Sea A; B L-estructuras para L algún lenguaje.
1. A  B denota que en B existe una copia isomorfa de A.
2. Si A  B, se dene:
B
A

= fA0 : A0  B y A0 = Ag
3. (Notación de Erdös-Rado) Para A  B  C, k = 2; 3; :::, se dice que C ! (B)Ak
si para toda coloración c :

C
A

! f1; :::; kg, existe B0 2

C
B

tal que
para algún i 2 f1; :::; kg, c 

B0
A

= i.
4. Sea K una clase de estructuras nitas en un lenguaje L. Se dice que K es una
clase de Ramsey si para cualesquiera A  B en K y para todo k = 2; 3; :::,
existe C 2 K tal que C ! (B)Ak . Utilizando inducción, esta propiedad es
equivalente al mismo enunciado pero con k = 2.
Algunos ejemplos de clases de Ramsey son:
Ejemplo 3. 1. EQ1, la clase de relaciones de equivalencia con 1 sola clase es
clase de Ramsey.
Demostración. Por el teorema clásico de Ramsey. Ver [Hod93].
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2. GR, Forb(Kn); n = 3; 4; ::: y EQ denidas como en el ejemplo 1 del capítulo
1, son clases de Ramsey.
Demostración. Demostrado por Nesetril y Rödl. Ver [J.N77].
El objetivo de esta sección es analizar algunas de las propiedades de las cla-
ses de Ramsey, desde diferentes ámbitos matemáticos. En un primer contexto, se
estudiarán dichas clases en relación al hallazgo y comportamiento de indiscernibles
generalizados en modelos indexados por una estructura que satisfaga la teoría común
de la clase estudiada. En un segundo momento, y bajo hipótesis adecuadas sobre la
clase inicial (para garantizar que la clase sea de Fraïssé), el contexto se desplazará
hacia la topología y se encontrará una caracterización de ser clase de Ramsey en
términos del cumplimiento de una propiedad topológica por parte de los grupos de
automorsmos del límite de Fraïssé de la clase. Antes de denir y describir rigurosa-
mente los elementos de cada uno de los ambientes, veamos el enunciado del teorema
alrededor del cual gira el desarrollo de esta sección:
Teorema 2 (Teorema Principal). [Kechris, Pestov, Todorcevic, Scow]
Sea:
 L un lenguaje arbitrario
 L0 un lenguaje nito relacional que contiene un símbolo de relación binaria
para orden <
 U una clase de orden de L0  estructuras nitas, que cumple JEP y HP .
 T 0 la L0 teoría común de las estructuras de U .
Entonces se tiene la siguiente equivalencia:
1. U es clase de Ramsey.
2. Para todo I j= T 0, tal que age(I) = U , y para todo A;B; k con A  B 2 U y
k 2 !, se cumple I ! (B)Ak .
3. Para todo I j= T 0, tal que age(I)  U , I  indiscernibles tienen la propiedad
de modelación.
4. U es clase de Fraïssé y Aut(A) es un grupo extremadamente llevadero, donde
A = Flim(U).
La demostración de este teorema implica el uso de dos resultados fundamentales:
1 , 2 y 1 , 3 como en [?] y enfocado a la caracterización de ciertas propiedades
modelo-teóricas; y 1 , 4 debido a Pestov, Todorcevic y Kechris [AK76], cuyo ob-
jetivo fue caracterizar una propiedad de dinámicas topológicas (el ser un grupo
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extremadamente llevadero) en términos de la teoría de Ramsey. En las siguientes
subsecciones se esclarecerán la notación y las deniciones pertinentes para entender
el sentido de las equivalencias a probar.
Observación 2. Antes de ésto revisaremos la caracterización más sencilla 1, 2:
Demostración. Claramente 1 ) 2; faltaría ver 1 ( 2. Para esto supongamos que
se tiene (2) y no (1), es decir, existen A;B 2 U y k 2 ! y para todo C 2 U ,
existe una coloración fC :

C
A

! f1; :::; kg t.q. para todo B0 2

C
B

, fC no es
monocromático sobre

B0
A

. Sea kAk = m y sean:
 (C :  < !) una enumeración de las estructuras de U con cardinalidad > k,
una por cada tipo de automorsmo. (es contable porque el lenguaje es nito
relacional).
 Para cada n 2 !, (Cni : i < sn) es una enumeración de las estructuras de U
de tamaño n, de tal forma que Cni está inmerso en todo C para    (n; i)
donde  (n; i) es algún natural jo para i y n.
 L+ = L0 [ fc0; c1; :::; ckg [ ff(x1; :::; xm)g
Se expande cada C a L+:
 Las ci se interpretan en cada C como elementos distintos.
 fC (a) =
(
cfC(a) si a
= A
c0 e:o:c
Sea D un ultraltro que extiende el ltro de conitos en ! y sea U = <!C=D.
Como cada elemento de U es de la forma Cni y dado que el lenguaje es nito rela-
cional, podemos representar el tipo de cada estructura de éstas, como una fórmula
9x(x). Dado que 8 >  (n; i) ; Cni está inmerso en C, entonces por el teorema
de Los, U j= 9xx entonces hay una copia isomorfa a Cni contenida en U ; en otras
palabras, U  age (U), lo cual implica U = age (U) (ver mas adelante Lema 1 de
la sección 2.2, demostración )) y ya que cada C j= T 0, U j= T 0 ; adicionalmente
como en cada C existe una interpretación para f existe una coloración sobre U a
partir de f . Por hipótesis (2), existe B0 2 U isomorfo a B y homogéneo con respecto
a la coloración inducida, es decir existe k0 2 f1; :::; kg t.q.
U j= 9y
0BBBBB@pB (y) ^
0BBBBB@
^
x 2 } (y)
lg(x) = m
pA (x)! f (x) = ck0
1CCCCCA
1CCCCCA
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Usando Los, el conjunto de los  tales que C satisface la sentencia de arriba,
pertenece a D luego es no vacío. Sea C0 alguno de los que la cumplen, luego existe
B0 2

C0
A

tal que fC0

B0
A

= ck0 , luego fC (a) = k0 para todo a 2
B0
A

(! ).
2.2. La propiedad de modelación y clases de Ramsey
(1,3)
La idea en esta sección, es probar la equivalencia 1,3 del teorema 1 arriba
enunciado. Este resultado fue obtenido por Lynn Scow, y lo que proporciona es
una caracterización de las clases de Ramsey en términos de si los indiscernibles
generalizados (Ver denición 6) en los modelos de la teoría común de la clase tomada,
tienen la propiedad de modelación ó no. En esta primera parte, se trabajará con dos
lenguajes L y L0. Como la idea es emplear indiscernibles, supongamos que se tiene
una L0-teoría de índices que llamaremos T 0 y una L  teoría indexada T , tal que para
toda I j= T 0, L'-estructura de índices y para toda M j= T , L-estructura indexada,
existe una función f : I !M tal que f (i) = ai (en otras palabras I indexa a M).
Con estas hipótesis se introducen las siguientes deniciones y notaciones.
1. Dada i una tupla de I, qftpI (i) denota el conjunto de las L0  fórmulas libres
de cuanticadores satisfechas por la tupla i en I.
2. Dadas dos L0 estructuras A; B una aplicación f : A ! B es una L0  
inmersión si es inyectiva y para toda relación R 2 L0, RA (a)$ RB (f (a)).
3. Dado un L modelo M :
(a) jM j denota su dominio y kMk la cardinalidad de jM j.
(b) ai denota la tupla en M , (ai1 ; ai2 ; :::; ain) donde i = (i1; i2; :::; in) es una
tupla de I.
(c) Dada ai 2M , tpM (ai) es el conjunto de todas las L fórmulas satisfechas
por ai en M .
(d) I es un modelo qf-débilmente saturado de T 0, si I realiza todos los qf-
tipos consistentes con T 0. Por qf-tipos entendemos los tipos libres de
cuanticadores.
(e) T 0 es una teoría qf-@0-categórica, si para todo n 2 N existe solo un número
nito de tipos qf-n-tipos (es decir qf-tipos en n variables) consistentes con
T 0.
CAPÍTULO 2. CLASES DE RAMSEY 13
Figura 2.1: Esquema modelos indexados
Observación 3. Si L0 es nito relacional, toda L0  teoría T 0es qf -@0-categórica.
Y si además la teoría es completa, por el teorema de Engeler, Ryll- Nardzewski y
Svenonius, para todo n 2 !, los tipos de Sn(T ) son aislados.
Denición 6. 1. Sea Lg = fR;<g y por Tg entendemos la teoría de grafos simé-
tricos sin ciclos (R es antirreexiva y simétrica) y linealmente ordenados por
una relación binaria <. Para abreviar la notación, estos grafos son llamados
grafos ordenados.
2. Un tipo grafo-ordenado completo es un qf-tipo (as sin cuanticadores) con-
sistente con Tg completo para el qf-lenguaje.
3. Un tipo R-completo es un qf-tipo consistente con Tg completo para Lg fRg.
4. Un tipo orden-completo es un qf-tipo consistente con Tg completo para Lg f<g.
item (Indiscernibles Generalizados) Sea M una L  estructura y I una L0-
estructura. (ai : i 2 I) M es I-indiscernible en M , si 8n 2 N
qftpI (i1; :::; in) = qftp
I (j1; :::; jn) =) tpM (ai1 ; :::; ain) = tpM (aj1 ; :::; ajn)
No es difícil observar que esta denición de indiscernibles generalizados contiene
a la de conjuntos y sucesiones de indiscernibles: el primer tipo se tiene cuando L0 = ;
y el segundo cuando L0 = f<g. En la mayor parte de este trabajo, el lenguaje para
los modelos de índices será Lg = fR;<g, y a los I - indiscernibles para I modelo de
Tg se le conoce usualmente como Lg   indiscernibles . Así como existen sucesiones
de indiscernibles que no son conjuntos de indiscernibles existen Lg  indiscernibles
que nos son sucesiones de indiscernibles u orden-indiscernibles.
Ejemplo 4. Sea A := (Q; <) y recordemos que Lg = fR;<g. Para la relación de
grafo denamos una relación binaria por extensión, así RA := f(1; 3); (3; 1)g la cual
es claramente simétrica, sin ciclos y trivialmente antireexiva. Ahora supongamos
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a y b tuplas de A tales que a 0 b (es decir qftpALg (a) = qftpALg (b) ) y dada
c 2 A veamos que existe d 2 A tal que ac 0 bd (para así usando un criterio,
armar que ThLg(A) tiene eliminación de cuanticadores). Si (1; 3)  a entonces
se tiene a j= RA, por hipótesis, (1; 3)  b ó (3; 1)  b y dadas cualesquiera c; d
tuplas no vacías, ac j= RA y bd j= RA; pero si a; b 2 RA y aún ac 2 RA, entonces
ffrm[o]  ; 3g * a; b; c. Ya que Thf<g(A) tiene QE entonces existe d 2 A tal que
qftpAf<g (ac) = qftp
A
f<g (bd) y ffrm[o]  ; 3g * a; b; c; d, de donde se deduce que
ab 0 cd.
Ahora tomemos I = N, M = A, y B = fai : ai = i y i 2 Ig  M . B es
I   indiscernible, ya que ThLg(A) elimina cuanticadores luego
qftpI
 
i

= qftpI (j), tpM (i) = tpM (j) = tpM (ai) = tpM
 
aj

Pero no es sucesión indiscernible: existen las tuplas 1 < 2 y 1 < 3 pero A j=
:RA (1; 2) ^RA (1; 3).
Denición 7 (Propiedad de modelación). Sean I una L0  estructura
1. Sea M una L estructura. Dado un conjunto (ai : i 2 I) en M , se dice que
(bi : i 2 I) I  indiscernible, está basado sobre los ai si para todo  conjunto
nito de L  fórmulas y 8s tupla de I, existe t 2 I tal que s = t y tp  bs;M =
tp (at;M).
2. Si es posible encontrar I  indiscernibles en todo los modelos kIk+  saturados,
se dice que los I  indiscernibles tienen la propiedad de modelación, si para
cualquier conjunto (ai : i 2 I) 2 M (M un modelo kIk+  saturado), existe
un I  indiscernible en M basado sobre los ai.
Ejemplo 5 (Scow). Los I-indiscernibles con jIj = 2<! visto como árbol, es decir,
el lenguaje de I tiene una constante para representar la raiz y una relación para
;  que indica cuando  es segmento inicial de . Estos I-indiscernibles tienen la
propiedad de modelación. Ver [L.S09].
Lema 1 (L.Scow). Sean
 L0 un lenguaje nito relacional que contiene un símbolo de relación binaria
para orden <.
 U una clase de orden de L0  estructuras nitas, que cumple JEP y HP .
 T 0 la L0  teoría común de las estructuras de U .
entonces U es clase de Ramsey si y sólo si para todo I j= T 0, tal que age(I)  U ,
los I  indiscernibles tienen la propiedad de modelación.
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Demostración ).  age (I) = U : Como I j= T 0, entonces Th(I) ` T 0. Sea
B 2 age (I), como el lenguaje es nito relacional y por la Observación 3, existe
una fórmula ' (x) que aisla el tipo el tipo de B en I, es decir I j= 9x' (x).
Ahora, si B no estuviera en U , todos los modelos de U satisfarían 8x:' (x) y
esta fórmula estaría en T 0 lo cual contradice que I j= T 0.
Ahora la idea es tomar un conjunto (ai : i 2 I) en M , en alguna L  estructura,
y encontrar los I  indiscernibles pedidos en M .
1. Se toma un conjunto de nuevas constantes fci : i 2 Ig y se construye el si-
guiente tipo, en el lenguaje ampliado L [ fcig
  = B1 [B2
donde:
B1 := f (ci1 ; :::; cim) :  2 L; 8s 2 I; qftpI (s) = qftpI (i))j=  (as)g
B2 :=

 (ci)$ 
 
cj

: i; j 2 I;  2 L y qftpI (j) = qftpI (i)	
2. Una realización de   es uns sucesión I  indiscernible basada sobre los ai:
Demostración. Por B2 la realización será sucesión I  indiscernible. Ahora pa-
ra vericar que está basada sobre los ai, tomamos algún conjunto nito de
L-fórmulas y la respectiva localización del tipo de una sucesión bs tomada de
la realización; como dicho tipo es nito, se puede representar por una con-
junción nita de fórmulas  (x). Ésta fórmula debe ser realizada por algún at
con qftpI(t) = qftpI(s), de no ser así, para toda túpla t tal que qftpI(t) =
qftpI(s), tendríamos at j= : (x) y por la parte B1 de  , bs j= : (x) lo cual
es una contradicción.
3.   es nitamente satisfactible:
Demostración. Sea F fin  .
(a) Si se escoge un conjunto de índices X  I tal que fai : i 2 Xg j= F \B2
y X es lo sucientemente grande como para tener un testigo para cada
uno de los qf-tipos de las tuplas mencionadas en la parte B1 de F (es
decir X sumerge los qf-tipos de las tuplas t que aparecen en la parte B2),
entonces fai : i 2 Xg satisface la parte B1 de F como consecuencia de que
satisface la parte B2: sea '(ct) 2 F \B1, y fai : i 2 Xg donde X cumple
las condiciones pedidas; luego existe s 2 X tal que qftpI (s) = qftpI (t)
(ésto se tiene, porque X se escogió de tal forma que tiene una realización
para cada uno de los qf-tipos de las túplas mencionadas en B1) y por
las condiciones de B1, se tiene M j= ' (as) y como fai : i 2 Xg j=
F \ B2, M j= ' (at) luego fai : i 2 Xg j= F \ B1. Así el objetivo se
reduce a encontrar un subconjunto de parámetros de los ai, indexado por
un subconjunto de I apropiado.
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(b) Sean:
 L0 fin L0 el lenguaje de las fórmulas que aparecen en F .
 ci1 ; :::; cir las constantes que aparecen en F , r < !.
 x = (x1; :::; xl) las variables que ocurren en  , es decir las as en  
se toman como r-fórmulas, l < !.
 f1; :::; kg los qf-r-tipos en las L0  fórmulas que aparecen en F . (Es
un conjunto nito ya que en F solo hay un número nito de as.)
 fq1; :::; qmg los qf-r-tipos en I. (Es nito porque L0 es nito relacional,
observación 1.1.).
(c) Para encontrar constantes que satisfagan la parte B2 de F , basta probar
la siguiente armación:
Existe Y 2 U con kY k  r tal que Y sumerge a q1; :::; qm y para
cualesquiera r-tuplas i; j 2 Y con el mismo qf-tipo se tiene que
tpL0 (ai;M) = tp
L0
 
aj;M

.
Demostración. : Sean Di grafos ordenados que satisfagan qi, para cada
i 2 f1; :::;mg (al ser dichos tipos consistentes con I, entonces tienen
realizaciones en I y son grafos ordenados ya que <2 L0 y es relacional. En
caso de no existir una relación de grafo se toma la vacía.). Como age(I) =
U , los Di 2 U y por JEP , existe E 2 U que sumerge a todos los Di, de
donde kEk  r. Ahora se dene una sucesión creciente fZi : 0  i  mg
de elementos de U , así: Z0 = E Zi+1 : Zi+1 ! (Zi)Di+1k , están bien
denidos porque U es clase de Ramsey. Utilizando esta sucesión, se dene
Y por inducción:
 (Caso 0): Denimos la siguiente coloración: cm :

Zm
Dm

! f1; :::; kg
tal que cm (X) = i, si tpL0 (aX ;M) = i.
 (Caso 1  n  m  1): La hipótesis de inducción es
HI (para n  1): 9Ym (n 1) = Zm n tal que los conjuntos
Ym (n 1)
D1

; :::;

Ym (n 1)
Dm (n 1)

son homogéneos respectivamente para
las coloraciones cm j :

Zm (n 1)
Dm j

! f1; :::; kg, cm j(X) = i, si
tpL0 (aX ;M) = i y j  n  1.
La idea es probar HI para n. Sea cm n :

Ym (n 1)
Dm n

! f1; :::; kg
denida como arriba. Por construcción, Zm n !
 
Zm (n+1)
Dm n
k
, y co-
mo Ym (n 1) = Zm n, existe Ym n = Zm (n+1), Ym n  Ym (n 1) tal que
Ym n
Dm n

es homogéneo para cm n. Y como las copias deDm; ::; Dm (n 1)
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en Ym (n 1) ya eran homogéneas bajo cm; :::; cm (n 1) (HI), y Ym n 
Ym (n 1), entonces

Ym n
D1

; :::;

Ym n
Dm (n 1)

;

Ym n
Dm n

son con-
juntos homogéneos bajo la acción de cm,...,cm (n 1), cm n respectivamen-
te. Se obtuvo la siguiente cadena Y1  :::  Ym n. La asignación Y = Y1
satisface la condición pedida, ya que

Y1
D1

; :::;

Y1
Dm

son homogé-
neos para las coloraciones cm; :::; c1 respectivamente y además Y sumerge
todos los qf-r-tipos en I; en otras palabras las tuplas isomorfas en Y ,
indexan tuplas en M con el mismo tipo en L0.
(d) Ahora, usando Y , se asignan valores para ci1 ; ::; cir así:
T = ft 2 I :  (ct1 ; :::; ctm) 2 F \B1 y t = ti para algun ig
jT j =   r, luego el qf-tipo de T = ftk : k  g(como es un qf-r-tipo)
es realizado en Y y como Y 2 age(I), existe E = fek : k  g  Y  I
satisfaciendo el qf-tipo de T . Entonces:
cik =
(
aek si ik 2 T
d si ik =2 T; d 2 aYfai : i =2 Tg
Esta asignación satisface F , luego   es nitamente satisfactible.
Demostración: (" del lema 1
Demostración. Utilizando la observación 2, es suciente probar la condición 2 del
teorema principal para ver que U es clase de Ramsey. Fijamos A;B 2 U , k 2 !, I
tal que I j= T 0 y age (I) = U , y f :

I
A

! f1; :::; kg. Sea n = kAk, se dene M
una L  estructura donde L = fR1; :::; Rkg, tal que:
 jM j = (ai : i = ai ^ i 2 I)
 Las Ri son relaciones n-arias con dominios disjuntos y M j= Rj (i1; :::; in) si:
1. i1 < ::: < in
2. fi1 < ::: < ing =I A
3. f (i1; :::; in) = j
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Figura 2.2: Uso de la propiedad de modelación
Sea C un modelo monstruo de Th(M), luego C es kIk+ saturado. Por hipótesis los
I  indiscernibles tienen la propiedad de modelación, luego existe en C un conjunto
(bs : s 2 I) I  indiscernible basado sobre los ai. Como age (I) = U , existe B0  I
tal que B0 = B. Si B solo tiene una copia isomorfa de A entonces f

B0
A

= i
pues
 B0A
 = 1. Si no se tiene lo anterior, entonces se toman i; j 2  B0A

. Por
I  indiscernibilidad, tp  bi = tp  bj, luego bi y bj coinciden sobre los Rd, y para
garantizar que satisfacen alguno de los Rd, usamos lo siguiente: los bi están basados
sobre los ai, luego que existen i0; j0 2 I tuplas isomorfas a i y a j respectivamente
tal que:
tpfR1;:::;Rkg(bi) = tp
fR1;:::;Rkg(ai0) y tp
fR1;:::;Rkg(bj) = tp
fR1;:::;Rkg(aj0)
y como ai0 = i0 y aj0 = j0 (tuplas que son isomorfas a A), luego existe Rj0 tal
j= Rj0
 
bi
 ^Rj0  bj.
Utilizando la propiedad de modelación y que los tipos en C son aislados (porque
L es nito relacional y observación 1.1.), existe B00  I, B0 = B0 tal que tp  bB0 =
tp (aB00) luego bB0 j=
V
i2
0@ B0
A
1ARj0
 
bi

entonces aB00 j=
V
i2
0@ B00
A
1ARj0 (ai), lo cual
quiere decir que para todoi 2

B00
A

, j= Rj0 (ai) y como ai = i, usando la denición
de Rj0 , f (i) = j0 (gura 2). Luego B
0 es la estructura que atestigua la condición 2
del teorema principal.
Corolario 1. Para todo grafo ordenado qf-débilmente saturado I, I  indiscernibles
tienen la propiedad de modelación.
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Demostración. Sea K la clase de todos los grafos nitos ordenados. Y como K es
clase de Ramsey ([L.S09], cap.2) y la teoría de común de los miembros de K es Tg.
Así para todo I j= Tg tal que su edad sea K, I  indiscernibles tienen la propiedad
de modelación.
2.3. Grupos Extremadamente Llevaderos y Propie-
dad de Ramsey (1,4)
En esta subsección el objetivo es ver la equivalencia 1,4 del teorema principal
de la presente sección. A continuación, señalaremos la conexión entre la propiedad
de Ramsey y la propiedad de amalgación.
Observación 4. Sea K una clase de L-estructuras nitas, rígidas (que no tienen
automorsmos no triviales). Si K cumple HP, JEP, y es clase de Ramsey entonces
tiene AP.
Demostración. Sean A;B;C 2 K, e inmersiones f : A ! B, g : A ! C. Por JEP,
existe E 2 K tal que B;C están inmersos en E. Ahora sea D 2 K tal que D ! (E)A4
y sea d :

D
A

! fx : x  fB;Cgg tal que dado A0 2

D
A

, B 2 d(A0) si
existe una inmersión r : B ! D tal que r  f(A) = A0 y de manera similar se dene
para C.. A partir de d, denimos la siguiente coloración:
c :

D
A

 ! f1; 2; 3; 4g
B  ! c(B) =
8>>><>>>:
1 si d(B) = ;
2 si d(B) = fBg
3 si d(B) = fCg
4 si d(B) = fB;Cg
Existe E0 2

D
E

, homogéneo para la coloración c; ahora veamos que para todo
A0 2

E0
A

, c(A0) = 4, o sea que d(B0)fB;Cg:
 B 2 d(A0):
f t g
A  ! B  ! E  ! E0  D
donde f y t son inmersiones y g es isomorsmo. Entonces tenemos:
CAPÍTULO 2. CLASES DE RAMSEY 20
A0 = g  t  f(A)  g  t(B)  g(E) = E0
Luego A0 = A, A0  E0 y r = g  t es una inmersión de B en D, tal que
r  f(A) = A0.
 C 2 d(A0): análogo al anterior.
Entonces existen r; s tales que r  f(A) = A0 = s  g(A) y como A;A0 son rígidos,
entonces r  f = s  g. Por lo tanto D; r; s verican la propiedad de amalgamación
para A;B;C; f; g.
Esta observación se usa para probar la primera parte de la armación 4 del teo-
rema principal, ya que en las hipótesis del mismo está HP,JEP y faltaba garantizar
amalgamación para concluir que U (la clase usada en el teorema) es de Fraïssé. Por
hipótesis, U es clase de orden, entonces claramente A 2 U es rígida. Por observación
4, U tiene amalgamación y por lo tanto es una clase de Fraïssé.
De ahora en adelante podemos trabajar con U como clase de Fraïssé.
2.3.1. Preliminares topológicos
Sea G grupo topológico y X un espacio topológico compacto de Hausdor:
Denición 8. 1. Un G-ujo sobre X es una acción continua de G sobre X, es
decir que se puede ver como un homomorsmo continuo  : G! H(X) tal que
 (g) = fg donde fg(x) = g:x. H(X) denota el conjunto de homeomorsmos
de X con la topología compacto abierta. Ésta topología es la generada por las
vecindades VK;U = ff 2 H(X) : f(K)  Ug, donde K;U  X, K es compacto
y U abierto.
2. Dado un G-ujo sobre X y x 2 X la órbita de x es Gx = fg:x : g 2 Gg.
3. Un subujo es la restricción de un G-ujo sobre X a un subconjunto no vacío,
invariante y compacto de X.
4. Un G-ujo sobre X es minimal si no tiene subujos propios.
De aquí en adelante cuando sea clara la acción de G sobre algún espacio topo-
lógico X, nos referimos al G  ujo solo por X, es decir el G  ujo se representará
por el conjunto sobre el cual está actuando.
Observación 5. 1. G:x es compacto y G-invariante (G(G:x) = G:x).
Demostración: \  " 1G(G:x) = G:x \  " gt 2 G(G:x) luego existe fgnxg ! t
y por tanto fg:gnxg ! g:t, de donde g:t 2 G:x.
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2. Un G-ujo X es minimal ssi toda órbita es densa.
Demostración: \) " Por observación anterior. \( " Si X tuviese un subujo
propio Y , 8y 2 Y;G:y  G:Y = Y . Tomando adherencia, X = G:y  Y y
como Y es compacto en un espacio de Hausdor, entonces es cerrado, luego
X = Y = Y (! ).
3. Todo G-ujo X contiene un subujo minimal. (Lema de Zorn)
Dados dos G-ujos X y Y (X y Y claramente son espacios topológicos), un
homomorsmo entre ellos es una aplicación continua
 : X ! Y
x ! (x) t:q: (g:x) = g:(x)
Observación 6. Si Y es un G-ujo minimal entonces para cualquier otro G-ujo
Y , todo homomorsmo de X a Y es sobreyectivo.
Demostración. Dado x 2 X se dene Y = G: (x); entonces dado y 2 Y , existe
una sucesión fgn: (x)gn2N ! y, entonces f (gn:x)gn2N ! y. Como X es compac-
to y de Hausdor, existe fgni :xg subsucesión convergente a algún z 2 X. Luego
f (gni :x)gi2N ! y, y como  es continuo entonces y =  (x).
Existencia del Flujo Minimal Universal Dado un grupo topológico G, existe un
G-ujo minimalM(G) tal que para todoG-ujo minimalX, existe un homomorsmo
de M(G) en X. M(G) es único salvo isomorsmo.
Demostración. : Ver Auslander [J.A88].
Denición 9. G es extremadamente llevadero si M(G) = ftg.
Observación 7. G es extremadamente llevadero ssi todo G-ujo tiene un punto jo
(g:x = x; 8g 2 G).
Demostración. : \ ) " Sea un G - ujo X y M(G) = ftg, existe Y  X subujo
minimal. Luego existe  : ftg ! Y homomorsmo sobreyectivo, de donde Y =
f (t)g. Como M(G) es G-invariante, entonces g:M(G) M(G), es decir, 8g 2 G y
g: (t) =  (g:t) =  (t).
\ ( " Como M(G) es G  ujo, tiene un punto jo t y Y = ftg es un subujo de
M(G), luego M(G) = ftg.
Ejemplo 6. Son grupos extremadamente llevaderos, ver [AK76]:
1. El grupo de automorsmos de los racionales con el orden usual y la topología
de la convergencia puntual Aut((Q; <)).
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2. El grupo de los homeomorsmos de R que preservan la orientación con la
topología compacto-abierta, H+(R).
Está última es la denición más conocida de extremadamente llevadero y a par-
tir de ella se establecen las diferentes equivalencias para esta propiedad. Como la
idea es llegar a una caracterización de clases de Ramsey en términos de esta propie-
dad topológica, se desarrollan una serie de resultados intermedios necesarios para
visualizar el resultado objetivo.
Lema 2. Sea G un grupo topológico y X un G  ujo. Son equivalentes:
1. El G  ujo X tiene un punto jo.
2. Para todo n = 1; 2; :::, toda f : X ! Rn continua, todo  > 0 y dado F fin G,
existe x 2 X, tal que jf (x)  f (g:x)j  , para toda g 2 F .
Demostración \( ".  Af;F; = fx 2 X : 8g 2 F (jf(x)   f(g:x)j  )g es
cerrado.
 Para toda colección nita (fj; Fj; j)mj=1, \mj=1Afj ;Fj ;j 6= ;:
F = [mi=1Fi es nito,  = min1imfig > 0
f = (f1; :::; fm) : X ! Rn1+:::+nm continua.
Por 2, ; 6= Af;F ;  \mj=1Afj ;Fj ;j .
 \f;F;Af;F; 6= ;: Se deduce de lo anterior y compacidad de X.
 x 2 \f;F;Af;F; es punto jo: Si no, existiría g 2 G tal que g:x 6= x y por
tanto habría una función continua f , tal que f(x) = 0 y f(g:x) = 1, luego
x =2 Af;fgg;1.
\ ) " Si el G  ujo tiene un punto jo entonces dicho punto, denotémoslo x,
satisface la condición 2.
Utilizando el lema anterior se demuestra el siguiente resultado:
Proposición 1. Si G  S1 un subgrupo cerrado, entonces son equivalentes:
1. G es extremadamente llevadero.
2. Para cualquier subgrupo abierto V  G, toda coloración c : G=V ! f1; :::; kg
(G=V = fgV : g 2 Gg), existe g 2 G y 1  i  k, tal que c(g:a) = i, 8a 2 A.
Comentario: La topología sobre S1 es la producto (generada por los abiertos
básicos Uf;F = fg 2 S1 : f F= g Fg donde F fin N). Se considera G=V con la
topología generada por {A  G=V :  1(A) es abierto en G}.Donde:
 : G ! G=V
g ! gV
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Finalmente, la topología denida sobre Y = f1; :::; kgG=V tiene como base B =
fUf;F : f 2 Y; F fin G=V g, y Uf;F = fg 2 Y : f F= g Fg (topología producto).
Demostración. \) "
 La acción de G sobre Y = f1; :::; kgG=V denida por g:p(x) = p(g:x) es un G 
ujo.
 Como {1; :::; k} es compacto, Y es compacto y luego X = G:c es G  ujo,
8c 2 Y ; por hipótesis, 9 2 X punto jo.
 (a) = i, 8a 2 G=V y algún i 2 f1; :::; kg:
Dado a 2 G=V , a = h:V , luego (a) = (h:V ) = h:(V ) = (V ) = i, con i
jo.
 Dado A fin G=V , y como  2 G:c, entonces G:c \ U;A 6= ;, luego existe
g 2 G, tal que g:c A=  A.
\( " Se usa el lema anterior. Sean f : X ! Rn continua,  > 0 y F fin G.
 9V = V1G, tal que 8h 2 V y 8x 2 X, jf(x)  f(h:x)j  =3:
Sea:
 : GX ! X ! R:
(g; x) ! gx! f(gx)
B"=6 (f (x)) : x 2 X
	
es un cubrimiento abierto para f (X) y como es com-
pacto (por continuidad de f), existe B = fB"=6 (f (xi)) : 1  i  ng un
sub-recubrimiento nito. Entonces

f 1
 
B"=6 (f (xi))

: 1  i  n	 son vecin-
dades abiertas alrededor de cada xi y en suma constituye un recubrimiento
abierto de X.
Por la continuidad de , cada Zi =  1
 
f 1
 
B"=6 (f (xi))

es una vecin-
dad de (1G; xi) (ya que  (1G; x) = x, para todo x 2 X), entonces dentro de
cada Zi existe un abierto básico alrededor de (1G; xi) de la forma Vi  Bi.
Sea V1G = \1inVi vecindad abierta de 1G, y veriquemos que cumple la
propiedad deseada:
Sea h 2 V1G y x 2 X, entonces existe i 2 f1; :::; ng tal que f (x) 2 B"=6 (f (xi)),
luego x 2 f 1  B"=6 (f (xi)) y como h 2 V1G , entonces h 2 Vi y (h; x) 2 Zi,
de donde f (hx) 2 B (f (xi)). En conclusión
jf (hx)  f (xi)j < "=6 y jf (xi)  f (x)j < "=6 ) jf (hx)  f (x)j < "=3.
 Sea A1; :::; Ak partición de f(X)  Rn de diámetro  =3. Sea x0 2 X y Ui =
fg 2 G : f(g:x0) 2 Aig. Sea Vi = V:Ui = [g2UiV:g para ver [ki=1Vi = G=V .
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 9 c : G=V ! f1; :::; kg t.q. c 1(i)  Vi, y por (2), 9 i y g 2 G tal que
(F [ f1Gg)g  Vi.
 x = g:x0 satisface la condición 2 del lema: Dado h 2 F , como h:g 2 V Ui,
existe v 2 V tal que v 1hg 2 Ui, de donde f(v 1hg:x0) = f(v 1h:x) 2 Ai.
Como v 1 2 V (por la forma de la topología de S1, y como V es una vecindad
abierta de G, entonces V se puede tomar como un subgrupo):f(v 1h:x)  f(h:x)  =3:
Ya que 1G:g = g 2 Vi, existe w 2 V , tal que f(w 1:x) 2 Ai yf(w 1:x)  f(x)  =3:
Luego jf(w 1:x)  f(v 1h:x)j  =3. Finalmente, jf(x)  f(h:x)j  .
Nota 1 (Respecto al Lema 2). Para cualquier F fin N, G(F ) = fg 2 G : 8i 2
F; g(i) = ig, es el estabilizador puntual de F y fG(F ) : ; 6= F fin Ng es una base
local de 1G de subgrupos abiertos, luego usando item 1 de la anterior demostración
(el cual garantiza que basta con probar el resultado para las vecindades abiertas de
1G), y que {G(S) : ; 6= S fin N} es una base local para 1G), será suciente tomar
las vecindades básicas V de la forma G(F ). De hecho bastaría con tomar solo los F
de alguna colección conal en los conjuntos nitos de N; para ver esto último, sea
D dicha colección, es decir D  [N]<! conal, y veamos que {G(S) : ; 6= S 2 D} es
una base local para 1G. Claramente nuestro conjunto está conformado por abiertos
alrededor de 1G (topología puntual, ver cap.2), falta ver que en efecto es base local.
Sea V (1G) una vecindad alrededor de la identidad, entonces existe F fin N, tal que
G(F )  V (1G); si F 2 D entonces terminamos, de lo contrario, como D es conal,
existe F1 2 D, tal que F  F1 y por lo tanto G(F1)  GF entonces G(F1)  V (1G) con
F1 2 D. Con esto queda demostrado que basta tomar los F en un conjunto conal
de [N]<!.
2.4. Propiedad de Ramsey en subgrupos de S1
Para facilitar el estudio de los subgrupos cerrados de S1 y su comportamiento
se utiliza la siguiente caracterización:
Los subgrupos cerrados de S1 Los subgrupos cerrados de S1 son exactamente
(salvo isomorsmo) los grupos de automorsmos de estructuras con universo N y
lenguaje relacional.
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Demostración. : Sea A = (N; fRAi gi2N), Aut(A) es un subgrupo cerrado de S1
(f 2 S1rAut (A); existen a 2 N y i 2 N tal que j= RAi (a)^ j= :RAi (fa), entonces
Uf;fag es una vecindad abierta de f contenida en S1 r Aut (A). ).
Recíprocamente, si G  S1 es subgrupo cerrado, se considera la estructura inducida
asociada a G, la cual es AG = (N; fRAGi;n gi;n2N), donde las relaciones se denen así:
Para cada n 2 N, Nn = fa1(n); a2(n); :::g, y denimos la acción de G sobre Nn, como
g:a
(n)
k = (g:ak1 ; g:ak2 ; :::), luego R
AG
i;n = G:a
(n)
i .
Entonces Aut(AG) = G.
En adelante, AG denotará la estructura inducida asociada a G denida en la
demostración anterior. Para un subgrupo cerrado de SA, la estructura AG es ultra-
homogénea y como el lenguaje es relacional, entonces es localmente nita, luego AG
es una estructura de Fraïssé.
Usualmente se habla de la propiedad de Ramsey, en relación con clases de estruc-
turas nitas. Sin embargo para lograr visualizar el vínculo entre clases de Ramsey y
la propiedad de un grupo de ser extremedamente llevadero, es necesario introducir
la denición análoga de ser clase de Ramsey en subgrupos de S1.
Para todo F fin N no vacío, se dene el estabilizador de G (ya denimos el
estabilizador puntual G(F ) en la nota 1) como:
GF = fg 2 G : g:F = Fg; g:F = fg(i) : i 2 Fg:
No es difícil ver que G(F )  GF . Si ; 6= F fin N, el G-tipo de F es G:F = fg:F :
g 2 Gg. Un G-tipo , es un conjunto de la formaG:F para algún F nito no vacío.
Se dene un orden sobre los G  tipos:
   , 9F 2 9H 2 (H  F )
, 8F 2 9H 2 (H  F )
, 8H 2 9F 2 (H  F )
Estas deniciones resultan equivalentes, ya que una órbita es la agrupación de todas
las posibles imagenes de un subconjunto nito de N (jo para cada órbita) bajo
la acción de G, y como las contenencias son respetadas por la acción de cualquier
elemento de S1, entonces si algún elemento de la órbita de un F1 nito está contenida
en un elemento de la órbita de algún F2, al tomar cualquier otro elemento de la
órbita de F1 y aplicando las permutaciones adecuadas llegaremos a que existe algún
elemento en la órbita de F2 que contiene a F1. De igual forma se procede si se toma
un elemento ahora de la órbita de F2. Como se puede ver, esta denición, no alcanza
a garantizar que los conjuntos alrededor de los cuales se ha construido la órbita
estén uno contenido en el otro, pero sí garantiza que para cada movimiento de los
conjuntos principales, se puede encontrar alguna imagen del otro conjunto que sí
respete la relación de contenencia. Finalmente:
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Nota 2.  XL denota el espacio de estructuras para algún lenguaje L, con uni-
verso N. Este espacio es compacto (homeomorfo a 2N, con la topología produc-
to), y se dene la acción de G sobre XL de tal forma que para todo estructura
A 2 XL, g:A = A. (Ver [3] Pág. 23)
 LO denota el subconjunto compacto y S1  invariante de XL, que contiene los
órdenes lineales sobre N. LO es G ujo dado que es un subujo de XL, con
la acción enunciada en el ítem anterior.
 Si G  S1 es cerrado, se dice que G preserva un orden si el G  ujo LO
tiene un punto jo, i.e., existe  un orden sobre N tal que 8g 2 G, a  b ,
g(a)  g(b).
Denición 10. : Sea G  S1 cerrado:
 Dados    G  tipos, y F 2 , se dene:
F


= fH  F : H 2 g
 Si      , G  tipos y k = 2; 3; :::, se dice que
 ! ()k
si 8F 2  y 8c :

F


! f1; :::; kg, 9F0 2

F


homogéneo, i.e. 8H 2
F0


; c (H) = i, para algún i.
 G tiene la propiedad de Ramsey si 8  , y 8k = 2; 3; :::, existe un G  tipo
 tal que    y  ! ()k.
Nota 3. En  ! ()k es suciente que la propiedad se cumpla para algún F 2  :
Sea H 2  y  = G:M , luego H = h:M y F = f:M , entonces H = h:(f 1:F ) y dada
c :

H


! f1; :::; kg, induce c0 :

F


! f1; :::; kg , tal que c0(A) = c(h:f 1A).
Se tiene el siguiente resultado (Ver [AK76]):
Proposición 2. G  S1 subgrupo cerrado. Son equivalentes:
1. G es extremadamente llevadero.
2. (a) 8; 6= F fin N, G(F ) = GF
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(b) 8   G  tipos, y toda coloración c :  ! f1; :::; kg, existen 1  i  k
y F 2  tal que c (H) = i, 8H 2

F


.
3. (a) G preserva un orden
(b) Como en 2).
Demostración. (1)) (3):
(a) se tiene porque el G flujo LO tiene un punto jo. Para probar (b), sean   ,
 = G:F 0 y c : ! f1; :::; kg. Claramente F 0 2 .
 V = G(F 0) = GF 0 : si g 2 GF 0 , F 0 = ff1  :::  fng, luego gF 0 = fgf1  :::  gfng =
F 0.
 G=V  G:F 0 = : gGF 0 ! g:F 0 biyección.
 Aplicar (2) de la prop. 1 a V; c; AF0 = fF 00  F0 : F 00 2 g, con F0 2 . Luego
existe i, con 1  i  k y 9g 2 G tal que c(g:F 00) = i, 8F 00 2 AF0 :
 F = g:F0 2 . Luego si H 2

F


, c(H) = c(g:g 1:H), y como g 1:H 2 AF0 ,
c(H) = i.
(3)) (2) Pues V = G(F 0) = GF 0 .
(2)) (1) Probar condición (2) de la proposición 3.2.1.7.
 V = G(F ) = GF , con F nito y no vacío. Sea  = G:F  G=V . Dado c :  !
f1; :::; kg y A = fgj:F : 1  j  ng fin , sea F0 = [nj=1gj:F , y  = G:F0.
Claramente   .
 9i y 9F 0 = g:F0 2 , tal que c

F 0


= i. Si a 2 A; g:a = g:gj:F  g:F0,
luego c(g:a) = i.
En esta última proposición, se logra una primera caracterización de extremada-
mente llevadero en términos de propiedades sobre las coloraciones, lo cual allana el
camino hacia la equivalencia en términos de la propiedad de Ramsey. Como se verá
en la siguiente proposición, la armación de la proposición anterior ((2)-b y (3)-b))
enuncia implícitamente la propiedad de Ramsey.
Proposición 3. Sea G  S1 subgrupo cerrado. Son equivalentes:
1. G es extremadamente llevadero.
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2. (a) G preserva un orden.
(b) G tiene la propiedad de Ramsey.
Demostración. (1) ) (2) Por inducción se puede ver que para tener la propiedad
de Ramsey es suciente vercar para k = 2. Prueba por contradicción y usando
proposición anterior (Ver [AK76], sección 4).
(2) ) (1) : La condición (b) de la proposición anterior (en los items 1 y 2), se
sigue de Ramsey:
Sean    y c : ! f1; :::; kg; 9  ; t.q.  ! ()k. Luego c induce c0 :

F


!
f1; :::; kg, i.e. c0 = c 

F


Una vez obtenida la equivalencia entre extremadamente llevadero y tener la
propiedad de Ramsey (en grupos), el objetivo es evidenciar la relación existente
entre la propiedad de Ramsey vista desde grupos y la enunciada en términos de
clases. Para poder observar el vínculo, se verá en la siguiente proposición que una
clase de Fraïssé ordenada, es de Ramsey si y sólo si el grupo de automorsmos de
su límite de Fraïssé cumple la propiedad de Ramsey.
Proposición 4. Sea G  S1 subgrupo cerrado. Son equivalentes:
1. G es extremadamente llevadero.
2. G = Aut(A), donde A = Flim(K) y K es una clase de Fraïssé de orden que
cumple la propiedad de Ramsey.
Demostración. (1)) (2)
 AG = (N; LAG) la estructura inducida asociada a G, luego G = Aut(AG)
y AG es ultrahomogénea. Por (1), G preserva un orden lineal  sobre N.
Sea L = LAG [ f<g, y sea A la expansión de AG a L, con <A:=. Como
G preserva , Aut(A) = G y A sigue siendo ultrahomogénea. Como L es
relacional, entonces A es localmente nita y K = age(A) es una clase de orden
de Fraïssé .
 Dado un G  tipo ,  = G:F , con ; 6= F fin N, luego gen(F ) = (F;L) =
A0 2 age (A). Como  = fg:A0 : g 2 Gg, y A es ultrahomogénea, si 9t : H =
A0, entonces existe t0 2 Aut(A) que extiende a t, i.e.  = fB  A : B = A0g.
Sea K = age(A) y G = Aut(A)
 K tiene la P. de Ramsey , G tiene la P.de Ramsey
\ ) " Sean    G órdenes y k 2 f2; 3; :::g, luego  = G:F1 y  = G:F2
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(F1  F2). Sean E = gen(F1), B = gen(F2) en K, luego 9C 2 K t.q. E 
B  C y C ! (B)Ak . Para  = G:C,    , y ahora tomemos F = g:C 2  ,
y c :

F


! f1; :::; kg. Como

F


= fB  F : B = gen fF1g = Eg =
F
E

, entonces c  g 1 :

C
E

! f1; :::; kg para la cual existe un conjunto
monocromático. \( " Análogo al anterior.
(2)) (1)
 A es el límite de Fraïssé de una clase de orden de Fraïssé, luego A es una
estructura de orden contable, ultrahomogénea y localmente nita. Como G =
Aut(A), entonces G preserva el orden asociado a la clase.
 Si A0 subestructura nita de A, entonces G:A0 = fB  A : B = A0g : (ya que
G = Aut(A) y A es ultrahomogéneo)
 K = age(A) tiene la propiedad de Ramsey ssi G = Aut(A) también la cumple.
Por proposición 3, G es extremadamente llevadero.
Reescribiendo la proposición anterior, obtenemos la equivalencia deseada:
Conclusión - subsección 2.3. SeaK una clase de orden de Fraïssé yA = Flim(K).
Entonces son equivalentes:
1. Aut(A) es extremadamente llevadero.
2. K tiene la propiedad de Ramsey.
Demostración. :
Como A es un límite de Fraïssé de una clase de Fraïssé entonces es enumerable,
luego G = Aut(A) es un subgrupo cerrado de SA, y como SA es homeomorfo a S1,
entonces la conclusión se tiene por Proposición 4.
CAPÍTULO 3
Construcciones de Hrushovski
El trabajo realizado en los capítulos anteriores, se desenvuelve en un entorno de
clases de Fraïssé. Pero en el ámbito matemático, existen muchas estructuras que no
pueden ser visualizadas como de Fraïssé, causando que el campo de aplicación de
las mismas se haya visto gradualmente reducido. Es entonces cuando en el panora-
ma matemático surge la necesidad de trabajar con un concepto menos restrictivo
y que funcione como una generalización del concepto de clase de Fraïssé. Y es en
este punto de nuestro trabajo en el que aparecen las construcciones de Hrushovski,
ya que su concepción, da luz a un nuevo tipo de clases de estructuras, en el cual la
relación dominante no es la contenencia tradicional, sino una nueva noción de ser
subestructura fuerte \  ", que surge a partir de una función de dimensión deni-
da sobre las estructuras nitas que forman parte de la clase inicial. Igualmente, la
noción de dimensión, tiene su origen en una relación ternaria, con unas propiedades
jas (Ver subsección 3.1.) y cuyos elementos son tomados de la clase dada. Entonces
en pocas palabras, la construcción de Hrushovski funciona como una clase de Fraïssé
generalizada, cuya relación preponderante es una nueva \contenencia fuerte". Y así
como existe un teorema de la existencia del límite de Fraïssé, existe uno (Subsec-
ción 3.1.) análogo, que garantiza la existencia de una \estructura genérica" cuyo
comportamiento es el de límite para la construcción de Hrushovski.
Cabe anotar que el nacimiento de las construcciones de Hrushovski, no tenía por
objeto generalizar el concepto de límite de Fraïssé. La aplicación inicial de éstas,
estuvo en la refutación de las conjeturas de Lachlan y Zilber [Hru93], y responder en
forma negativa la pregunta de Cherlin (Todo grupo simple !  estable, es un grupo
algebraico sobre un cuerpo algebraicamente cerrado). Sin embargo resultó ser una
herramienta tan interesante y versátil, que su estudio ha cobrado gran importancia
y ha permitido lograr grandes avances en el análisis del comportamiento de estas
construcciones.
A continuación veremos algunas de las propiedades y deniciones básicas rela-
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cionadas con las construcciones en cuestión.
3.1. Subestructuras Finitas y la noción de Dimensión
Sea L un lenguaje relacional que contiene al menos un símbolo de relación ter-
naria R.
Denición 11. Sea M una L-estructura, A M nita:
1. n(A) es el tamaño de A. r(A) es el número de triplas a 2 A tal que M j= R(a).
Se dene d0(A) = n(A)  r(A) y d0(A=B) = d0(A [B)  d0(B).
2. Se dene d(A;M) = minfd0(B) : A  B fin Mg y d(A=B;M) = d(A [
B;M)  d(B;M).
Como vimos en la denición anterior, la noción de dimensión con la que traba-
jaremos solo será para sub-estructuras nitas o nitamente generadas, lo cual para
este caso es equivalente, dado que el lenguaje es relacional.
Denición 12. Una subestructura A de M es auto-suciente en M si d(A;A) =
d(A;M) y se nota como A M .
De aquí en adelante la idea es trabajar con una clase de L-estructuras nitamente
generadas (o nitas), de lo que más adelante será la estructura fuertemente minimal
encontrada por Hrushovski. Sean:
 C: la colección de L-estructuras A, tal que 0  d0(B), 8B fin A .
 C: la colección de L-estructuras nitas de C.
 Si M 2 C, X  M , decimos que c depende de X en M, si d(X [ c;M) =
d(X;M). Además se dene cl(X;M) = fa 2M : d(X [ a;M) = d(X;M)g.
Observación 8. Sean A;N 2 C tal que A  N . Supongamos A  N :
1. Dado A  M , d(A;A) = d0(A). No es difícil de vericar, se deduce directa-
mente de la denición.
2. d0(;) = 0.
3. d0(X \ A)  d0(X), 8X  N .
4. d(A0; A) = d(A0; N), 8A0  A.
5. Si B  A  N entonces B  N .
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Demostración. Revisar Lema 1 de [Hru93].
Denición 13. A se dice simplemente algebraica sobre B (en M), si A;B fin M ,
B  A [ B, A \ B = ;, d0(A [ B) = d0(B) y no existen subconjuntos propios
A0, no vacíos, de A tal que d0(A0 [ B) = d0(B). A es minimal y simplemente
algebraica sobre B, si en adición, no existe un subconjunto propio B0 de B tal que
A es simplemente algebraica sobre B0.
La idea original de Hrushovski al implementar estas nuevas estructuras, era cons-
truir una pre-geometría fuertemente minimal, amalgamando estructuras nitas, ca-
da una de las cuales tienen una pregeometría. Las inmersiones relevantes entre las
estructuras nitas deben preservar la dimensión arriba establecida.
Sin embargo, durante el estudio de éstas clases, se visualizó que representa en
cierto sentido el concepto ya establecido de las clases de Fraïssé. Ya que la idea es
tratar las construcciones de Hrushovski como tal, revisemos que C cumple HP, JEP
y AP para la relación \  ": Sean A, B y D nitamente generadas:
1. (HP) Si A  B y B 2 C entonces A 2 C.
Demostración. Por hipótesis se tiene ;  B, es decir, d0(;) = 0 = d(;; B).
Como d(;; A) = minfd0(A0) : ;  Ag entonces d0(A)  0, y por denición de
C, A 2 C.
2. (JEP) Si A;B 2 C existe C 2 C tal que A;B  C.
Demostración. Se sigue como caso particular de la propiedad de amalgamación
(teniendo en cuenta que el vacío es autosuciente en toda estructura de C),
cuya prueba es un poco engorrosa y que se encuentra desarrollada en el artíulo
de Hrushovski [Hru93].
3. (AP) Si f1 : A ! B1 y f2 : A ! B2 son -inmersiones, existe E 2 C y g1; g2
-inmersiones, tal que el siguiente diagrama conmuta:
B1
g1
  A
A
A
A
A
f1
>>}}}}}}}}
f2   A
AA
AA
AA
A E
B2
g2
>>}
}
}
}
Demostración. Ver capítulo 2, [Hru93].
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3.2. Propiedad de Ramsey en clases de Hrushovski
La propiedad de Ramsey ha sido planteada dependiendo de la relación tradicional
de subestructuras. La idea es reformular esta propiedad para la nueva \ contenencia
fuerte" introducida en las construcciones de Hrushovski. Entonces podemos traducir
esta propiedad al nuevo lenguaje que contiene la relación \  ".
Denición 14. Sean A  B  C estructuras autosucientes pertenecientes a C, y
k=2,3,...
1.

B
A

= fA0 : A0  B;A0 = Ag.
2. Retomando la notación de Erdös-Rado, diremos que C ! (B)Ak , si 8c :

B
A

!
1; :::; k, existe B0 2

C
B

tal que c

B0
A

= i.
C cumple la propiedad de Ramsey si 8A  B 2 C y 8k = 2; 3; :::, existe C 2 C
con B  C tal que C ! (B)Ak .
3.3. La estructura genérica
Como se mencionó al principio del capítulo, la idea es visualizar las construc-
ciones de Hrushovski como una generalización de las clases de Fraïssé, entonces así
como toda clase de Fraïssé tiene un límite, existe un análogo en las construccio-
nes de Hrushovski, una estructura que tiene un comportamiento similar, pero en
el contexto de Hrushovski, y se conoce como la estructura genérica. De hecho esta
estructura genérica asociada a la construcción de Hrushovski, es precisamente el
conjunto fuertemente minimal que Hrushovski construyó en [Hru93].
Sea M un modelo. Decimos que M es (C;)  generica si:
1. M es una L estructura contable.
2. Toda subestructura nita de M está en C.
3. Si A M , A  B y B 2 C, entonces existe f : B !M una inmersión tal que
fB M y f  A = IdA
Por un argumento análogo al utilizado para la construcción del límite de Fraïssé,
se muestra que en C, existe una estructura genérica para C, denominada M :
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1. M =
S
i<! Ai, donde A0  A1  A2  :::: 2 C.
2. M es (C;) - genérica.
De forma similar a la unicidad del límite de Fraïssé se prueba la unicidad, salvo
isomorsmo, de esta estructura genérica. EntoncesM denotará la estructura genérica
asociada a C.
Propiedades de la relación de autosuciencia y de M
1. d0(A)  d(A;M)
2. d(A;A) = d0(A).
3. Si A  B entonces d(A;M)  d(B;M)
4. Si g 2 Aut(M) y A  B M entonces g(A)  g(B).
5. Si A  B  C y A  C, entonces A  B.
6. Si A fin M , existe B nito tal que A  B  M , d(A;M) = d(B;M) y
B M .
Demostración. A continuación, algunas ideas del por qué de las propiedades:
1. Se tiene porque A  A M y d es el mínimo d0 de conjuntos que contengan
a A y sean subconjuntos de M .
2. Por denición.
3. Como A  B, fd0(D) : B  D  Mg  fd0(D) : A  D  Ag, de donde
d(B;M)  d(A;M).
4. Al ser g automorsmo de M , entonces g restringido a A y a B sigue sien-
do isomorsmo, entonces n(A) = n(gA), n(B) = n(gB), r(A) = r(gA) y
r(A) = r(gA), entonces d0(F ) = d0(gF ), 8F fin M , luego d0(gA) = d0(A) =
d(A;B) = d(gA; gB).
5. Por la denición y al ser B subconjunto de C, se tiene el resultado.
6. Basta tomar B, tal que d(A;M) = d0(B) (ya que por denición de d, se trata
de un mínimo, luego es un valor alcanzado por alguna estructura). Claramente
A  B, solo falta ver que d0(B) = d(B;M); siempre se tiene d0(B)  d(B;M),
para el otro sentido, por el ítem 3 de estas propiedades, d(A;M)  d(B;M),
entonces d0(B)  d(B;M).
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3.4. Algunos Ejemplos y Comentarios
3.4.1. Ab Initio
Uno de los ejemplos clásicos de estas construcciones es el que se conoce como
ab initio, (Ver [Bal99]). La idea, a grandes rasgos, es tomar una clase que no es de
amalgamación, en la noción habitual (es decir con la contenencia usual de conjuntos)
y restringir las subestructuras, solo a aquellas que son auto sucientes, es decir,
aquellas que respetan la noción de dimensión, denida líneas arriba.
Sea L = fRg y R una relación de grafo, es decir simétrica y anti-reexiva.
Sea K la clase de grafos nitos sin ciclos. Esta clase no cumple la propiedad de
amalgamación:
Tomemos los siguientes grafos nitos:
 C0 = fa; b; dg, tal que R(a; b).
 C1 = fa; b; c; dg, tal que R(a; c) y R(c; d).
 C2 = fa; b; c; d; eg, tal que R(d; e); R(e; b) y R(b; a).
Claramente C0; C1; C2 2 K y (C0; R) es sub-grafo de (C1; R) y (C2; R). Si la clase
tuviera amalagamación entonces existiría un grafo C 2 K que amalgamaría C1 y C2
sobre C0; pero C, sumergiría elementalmente cada uno de los grafos mencionados,
y por lo tanto cumpliría R(a; c); R(c; d); R(d; e); R(e; b) y R(b; a), formando así un
ciclo. Luego C no podría pertenecer a la clase, teniendo en cuenta que los grafos que
estamos considerando no pueden tener ciclos.
Figura 3.1: No amalgamación en la clase de grafos sin ciclos
Para poder solventar este problema, y volver nuestra clase de amalgamación, la
idea es reducir las inmersiones aceptables, es decir , restringir la noción de ser subes-
tructura elemental a aquellos casos en los cuales se respete la nocíón de dimensión
introducida por Hrushovski.
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Entonces consideramos de nuevo la clase K, solo que ahora ya no comparamos
sus elementos por \  ", sino por la relación de ser subestructura autosuciente
\  ", noción arriba denida. Como vimos previamente la clase de Hrushovski
siempre tiene amalgamación, entonces nuestra clase de grafos nitos sin ciclos bajo
la relación de auto-suciencia, (K;) sí tiene AP.
Ahora revisemos porque en nuestro ejemplo fallaba amalgamación con la deni-
ción de sub estructura usual. Lo que ocurre es que en el caso citado, hablamos de
amalgamación sobre C0, ya que éste es sub-grafo tanto de C1, como de C2. En nuestro
nuevo contexto, C0 no es auto-suciente en C1, veamos la razón de tal armación:
 d0(C0) = 3  1 = 2
 d(C0; C1) = minfd0(A) : C0  A  C1g.
 Como C0  C1 entonces d(C0; C1)  d0(C1).
 d0(C1) = 4  3 = 1
 Por (1), (3) y (4) d0(C0) > d0(C1)  d(C0; C1)
En conclusión C0 6= C1. Por lo tanto no tendría sentido amalgamar C1 y C2 sobre
C0 en (K;).
Ahora sabemos, gracias a la teoría desarrollada por Hrushovski, que existe una
estructura contable, saturada, fuertemente minimal, asociada a (K;), llamémosla
K que se comporta como lo que llamaremos el límite de Hrushovski.
Ya queK es contable y su lenguaje será el mismo que el de la clase de Hrushovski,
o sea R, podemos armar que el grupo de automorsmos de K, Aut(K) es un
subgrupo cerrado del grupo polaco SK (Ver 2.4.). En la siguiente sección haremos
un análisis más detallado del comportamietno del grupo de automorsmos de la
estructura genérica asociada a una construcción de Hrushovski.
3.4.2. Fusiones: algunos comentarios
En esta sección sólo haremos un breve comentario sobre las fusiones, otra apli-
cación de las construcciones de Hrushovski, mencionando someramente en qué con-
sisten y algunos ejemplos en los que se ha empleado.
El estudio sobre las construcciones de Hrushovski ha permitido el descubrimien-
to de diversas técnicas útiles en la generación de nuevas estructuras con algunas
características especícas. Es el caso de el método de fusionar pre-geometrías so-
bre lenguajes disyuntos con el objetivo de construir nuevos conjuntos fuertemente
minimales. Algunos ejemplos son:
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1. (Hrushovski - [Hru]) Dos conjuntos fuertemente minimales con la propiedad
de multiplicidad denible (DMP, es decir el rango de Morley es denible en
la teoría), en lenguajes disyuntos se pueden fusionar (amalgamar libremente)
con la predimensión:
(A;B) = RM1(A=B) +RM2(A=B)  jA nBj
y luego ser colapsado a un conjunto fuertemente minimal.
2. (Ziegler - [Zie07]) Dos teorías de rango de Morley nito y denible con (DMP)
pueden ser amlagamadas libremente con predimensión:
(A;B) = n1RM1(A=B) + n2RM2(A=B)  n:jA nBj
donde n1RM1(T1) = n2RM2(T2) = n, y colapsar la fusión a una teoría de
rango de Morley n.
3.4.3. El límite de Fraïssé, el de Hrushovski y sus automors-
mos
Como veíamos al comienzo de la sección, la noción de construcción de Hrushovski
resulta como una generalización de la establecida por Fraïssé. Entonces, surge el
interrogante de si sobre una clase de Fraïssé, con una relación ternaria que me
permita trabajar con la noción de dimensión hasta ahora trabajada, qué pasaría con
sus límites, es decir qué relación existiría entre el límite de Fraïssé y la estructura
genérica asociada a la clase.
Sea L un lenguaje nito, relacional, con al menos un símbolo de relación ternaria
R. Sea C una L-clase de Fraïssé, pero que cumpla las condiciones pedidas en 3;1.
Ahora, si consideramos la relación de autosuciencia en C para interrelacionar sus
estructuras, sabemos por [Hru93] de la existencia de una única estruturas genérica,
salvo isomorsmo, que cumple con las condiciones (1) (3) de la sección 3.3. Entonces
sea :
M1 = Flim(K) y M2 = Hlim(C)
Ahora revisemos que M1 = M2.
Para ver ésto, solo se debe usar la saturación deM2, de hecho dicha propiedad fue
probada por Hrushovski en [Hru93]. Y como por las propiedades de la estructura ge-
nérica asociada a una clase de Hrushovski M2 es contable, y Age(M2)  C, entonces
como contable y saturada implica ultrahomogénea, sólo falta ver que Age(M2)  C
para concluir (usando subsección 1.1.) que M1 = M2. Por la forma en que se escogió
C, para todo B 2 C, ;  B y aplicando las propiedades de la estructura genérica,
existe una inmersión f : B !M2, tal que fB M2, luego B 2 Age(M2). Entonces
por unicidad del límite de Fraïssé garantizamos que los dos límites deben coincidir
y por lo tanto sus grupos de automorsmos también.
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Ejemplo 7 (KPT). Sea K = EQ1 (la clase de las relaciones de equivalencia con
una sola clase). Entonces F = Flim(EQ1) es claramente el grafo completo sobre un
conjunto contable. Ahora si consideramos la clase:
OK = K  LO = f(A;) : A 2 K y  es LO en Ag
Entonces Flim(OK) = (Q; E;<) donde E es el grafo completo sobre Q. Pero
Aut(Q; E;<) = Aut(Q; <) y que en [AK76] se prueba que es grupo extremada-
mente llevadero. Aplicando lo anteriormente observado, obtenemos que la estrutura
genérica asociada a (Q; E;<) es de nuevo (Q; <).
Comentario Final: En el desarrollo de su trabajo, Hrushovski no trabajó solo con
el concepto de dimensión heredado de una relación ternaria. De hecho hizo ésto
para Rk, relaciones k- arias donde k = 3; 4; 5; :::. De cada Ck, se toma una subclase
cuya estrutura genérica sea fuertemente minimal. Dicha selección es la que se conoce
como colapso.
A partir de la propuesta de Hrushovski, se han desprendido diversas propuestas
de construcciones con diferentes pre-geometrías, pero que siempre buscan preservar
la noción de autosuciencia. A grandes rasgos, se puede decir que lo que se busca
preservar en toda construcción de Hurshovski, sin importar las modicaciones que
se le hayan implementado, es que A sea autosuciente en B, si la dimensión de todo
subconjunto de A con respecto a B es la misma que con respecto a B, es decir, que
toda la información importante para la dimensión que podría aportar B, ya estaba
en A. Pero debido a la variación de la dimensión, es muy posible, que a diferencia de
lo que ocurre con el límite de Fraïssé, las estructuras genéricas asociadas a diferentes
nociones de dimensión sobre una misma clase, no guarden relación alguna.
CAPÍTULO 4
Grupos extremadamente llevaderos y
Construcciones de Hrushovski
Como pudimos ver en la sección 2, Kechris, Pestov y Todorcevic [AK76] demos-
traron que el grupo de automorsmos del límite de Fraïssé de una Clase de Fraïssé
de orden, es extremadamente llevadero. Ahora después de haber visto en la unidad
anterior, las propiedades de las estructuras de Hrushovski, y que en cierta forma
son una generalización de las de Fraïssé (bajo la relación de orden \  "), resulta
natural preguntarse si el grupo de automorsmos de la estructura genérica asociada
a la construcción (Ver capítulo 2) también es extremadamente llevadero.
El objetivo de la presente sección es analizar y demostrar el resultado de [AK76]
pero en el contexto de Hrushovski, entonces ya no trabajaremos con la noción de
ser subestructura tradicional, sino con la contenencia fuerte vista en el capítulo
precedente.
Sea M la estructura genérica asociada a C, mencionada en el capítulo anterior
y G = Aut(M). Tenemos los siguientes resultados, análogos a los obtenidos por
Kechris, Pestov y Todorcevic (Ver cap.2 o [AK76]), pero trabajando con la noción
de contenencia fuerte \  ":
Lema 3. Sea G el grupo de automorsmos de M y X un G-ujo. Se tiene la
siguiente equivalencia:
1. El G-ujo X tiene un punto jo.
2. 8n = 1; 2; :::, y f : X ! Rn continua,  > 0, SN1 [ SN2 ::::[ SNk con Ni finito
M , i 2 f1; :::; kg, existe x 2 X, tal que jf(x)  f(g:x)j  , 8g 2 (SN1 [
SN2 :::: [ SNk) \G.
Demostración. \ =) " Ver lema 1 del capítulo 2.
\(= " Fijemos f : X ! Rn continua,  > 0 y F = SN1 [ ::: [ SNk . Se dene:
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 Af;F; = fx 2 X : 8g 2 F (jf(x)  f(g:x)j  )g es cerrado.
 Para toda colección nita (fj; Fj; j)mj=1 (como se indican en la hipótesis),
\mj=1Afj ;Fj ;j 6= ;:
F = [mi=1Fi es unión de SNi ,  = min1imfig > 0
f = (f1; :::; fm) : X ! Rn1+:::+nm continua.
Por 2, ; 6= Af;F ;  \mj=1Afj ;Fj ;j .
 \f;F;Af;F; 6= ;: Se deduce de lo anterior y compacidad de X.
 x 2 \f;F;Af;F; es punto jo: Si no, existiría g 2 G tal que g:x 6= x y se podría
denir el siguiente automorsmo:
h : M ! M
y !
8><>:
gx si y = x
x si y = gx
y e:o:c
Claramente h(x) 6= x y como h ja putualmente a M n fx; gxg entonces
h 2 SN , para algún N  M . Finalmente, denimos una función continua
f : X ! R tal que f(x) = 1 y f(hx) = 0, entonces x no pertenecería a Af;N;1
(! ).
Los resultados que vienen a continuación son, como lo dijimos al inicio, análogos
a los obtenidos en [AK76], con unas pequeñas modicaciones para ajustarlos al
nuevo lenguaje, entonces para cuestiones de notación, deniciones, escogencia de
topologías y demás se puede revisar el capítulo 2.
Nota 4 (Desambiguacion de \  "). Se debe tener cuidado con la interpretación
de , ya que este símbolo se usará para denotar la relación de ser sub-grupo y
también para denotar la própiedad de ser auto-suciente (Denición 11, capítulo
3). Entonces para poder distinguir cada caso, se debe revisar el contexto: si estamos
hablando de grupos topológicos o de subestructuras nitamente generadas.
Siguiendo la idea del cap. 2, plantearemos la proposición:
Proposición 5. Si G  SM es un subgrupo cerrado, son equivalentes:
1. G es extremadamente llevadero.
2. Para todo G(F )  G (F  M), para toda coloración c : G=GF ! f1; :::; kg
y para todo A  G=GF , existe g 2 G y existe i con 1  i  k tal que
c(g:a) = i; 8a 2 A
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Nota 5. Ya que en el enunciado anterior se requiere que el subgrupo sea cerra-
do, se necesita que G = Aut(M) sea subgrupo cerrado de SM . Pero como vimos
en el capítulo, los subgrupos cerrados de S1 son, salvo isomorismo, los grupos de
automorsmos de estructuras con universo N y lenguaje relacional (Sección 2.4),
y debido a que SM es homeomorfo a S1, tenemos un resultado análogo para los
cerrados de SM , luego G es subgrupo cerrado.
Demostracion de la proposicion 5. \ ( " Para esta dirección, basta ver que
fG(F ) : ; 6= F  Mg es una base local de 1G (Ver nota 1, capítulo 2) y aplicar la
proposición 1 (cap.2, 1  2) y como dice la nota, para vericar que es base local,
es suciente revisar que la colección de subconjuntos nitos que son auto-sucientes
en M es conal en [M ]<!. Sea H fin M ; si H  M terminamos, pero si no es
así, signica que d0(H) > d(H;M), es decir, existe H1 subconjunto nito de M
tal que H  H1 y d0(H1) = d(H;M) y como d(H;M)  d(H1;M) (por ser H
subconjunto de H1), entonces d0(H1)  d(H1;M) y por propiedades de d, se tiene
la otra desigualdad concluyendo que H1 M .
\ ) " Se sigue de la proposición 1, cap.2, teniendo en cuenta que F  M implica
que F fin M .
En el capítulo 2 se introdujo la noción del G - tipo de un subconjunto nito
de N, y se conservará para los subconjuntos nitos auto-sucientes de M (recordar
que en M , se reemplazó la contenencia tradicional por \  "), es decir denimos
G:F = fgF : g 2 Gg donde F M . Ahora denimos sobre los G - tipos, la siguiente
relación de orden:
   (1), 9F 2 9H 2 (H  F )
(2), 8F 2 9H 2 (H  F )
(3), 8H 2 9F 2 (H  F )
Como podemos observar, ésta se deprende naturalmente de 2;1. La modicación
que debimos hacer con respecto al caso del capítulo 2 para que funcionara correcta-
mente la denición, consistió en asumir que en este desarrollo G = Aut(M), mientras
que en el capítulo 2, G era un subgrupo cerrado arbitrario de SM
Nota 6. Veriquemos que en efecto las tres condiciones anteriores son equivalentes.
Sea  = GH1;  = GH2 y   
 (1 ! 2) Sea F 2 , entonces F = gH1, para algún g 2 G. Por (1), existe
g1H1 2  y g2H2 2 , tal que g1H1  g2H2. Por propiedades de la relación de
autosuciencia3;3, gH1  gg 11 g2H2, y como gg 11 g2 2 G, hemos terminado.
 (2 ! 3) Sea H 2 , entonces H = gH1, para algún g 2 G. Por (2) y como
H2 = 1GH2 2 , existe g1H1 2 , tal que g1H1  H2. Por propiedades de la
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relación de autosuciencia3;3, gH1  gg 11 H2, y como gg 11 2 G, se tiene la
implicación.
 (3! 1) Trivial.
En la nota 2 del capítulo 2, se precisaron nociones relacionadas con XL y se
introdujo el signicado de que un G-ujo (G  S1), preserve un orden. La idea es,
como ahora ya no trabajamos en N, sino en M , trasladar de manera natural estos
conceptos a SM .
Denición 15. : Sea G = Aut(M):
 Dados    G  tipos, y F 2 , se dene:
F


= fH  F : H 2 g
 Si      , G  tipos y k = 2; 3; :::, se dice que
 ! ()k
si 8F 2  y 8c :

F


! f1; :::; kg, 9F0 2

F


homogéneo, i.e. 8H 2
F0


; c (H) = i, para algún i.
 G tiene la propiedad de Ramsey si 8  , y 8k = 2; 3; :::, existe un G  tipo
 tal que    y  ! ()k.
Proposición 6. Sea G = Aut(M). Son equivalentes:
1. G es extremadamente llevadero.
2. (a) 8F M tal que F 6= ;, GF = G(F )
(b) 8;  G-tipos, con   , y toda coloración c :  ! f1; :::; kg, existe
1  i  k y F 2  tal que c(F 0) = i, 8F 0 2

F


3. (a) G preserva un orden
(b) Como en (2).
Demostración. (1)) (3) y (3)) (2) se deducen de la proposición 3, capítulo 2.
(2)) (1) La idea es probar el item 2 de la proposición anterior. Sea V = G(F ) = GF ,
con F  M , entonces G=V se puede identicar con  = G:F y sea c : ! f1; :::kg
y A  , es decir A = fg1F; :::; gnFg. Se hace F0 =
S
A y por la propiedad 5 de
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las propiedades de M , giF  F0, 8i 2 1; :::; n. Sea  = G:F0, y como g1F  F0,
y F0 2 , entonces    y por hipótesis existe j 2 f1; :::kg y F 2  tal que
c(F 0) = j, 8F 0 2

F


; existe g 2 G, tal que F = gF0 y ya que giF  F0,
entonces ggiF  gF0 y por lo tanto c(g:giF ) = j, 8giF 2 A. Por proposición
anterior, tenemos la propiedad.
Proposición 7. Sea G = Aut(M). Son equivalentes:
1. G es extremadamente llevadero.
2. (a) G preserva un orden.
(b) G tiene la propiedad de Ramsey.
Demostración. (1)) (2) Se tiene por la proposición 3 del capítulo 2.
(2) ) (1) La idea es vericar el item b de las condiciones 2 y 3, de la proposición
6. Sean    y c :  ! f1; :::; kg. Por Ramsey, 9  ; t.q.  ! ()k y  = G:F
con F  M . Luego c induce c0 :

F


! f1; :::; kg, i.e. c0 = c 

F


y por
Ramsey, existe F0 2

F


tal que c0 es monocromático sobre

F0


. Como
F0 2  entonces queda comprobada la propiedad.
Denición 16. Sea L un lenguaje con un símbolo de relación binaria <. Una es-
tructura de orden para L es una estructura A de L en la cual <A es un orden lineal.
Si K es una clase de estructuras de L, se dice que K es una clase de orden si todas
sus estructuras son de orden.
Como se ha visto en el desarrollo de esta sección, siguiendo el esquema de de-
mostración utilizado por Kechris, Pestov y Todorcevic en la sección 4 de [Hru93], se
han podido establecer los diferentes resultados traducidos al lenguaje empleado por
Hrushovski en sus construcciones, para poder llegar nalmente a la conclusión del
capítulo, y por tanto el objetivo de la misma:
Teorema 3. Sea C una clase de Hrushovski de orden que cumple la propiedad de
Ramsey y M la estructura genérica asociada. Entonces Aut(M) es extremadamente
llevadero.
Demostración. Por la forma en que se construyó la estructura genérica M (Ver
3.3., del capítulo 3), y ya que la clase es de orden, entonces M es una estructura
de orden localmente nita. Lo anterior implica que G preserva un orden y como
notamos arriba el G-tipo de algún F M es la colección de todas las subestructuras
autosucientes de M que son isomorfas a F , es decir G:F =

M
F

. No es difícil
vericar que el hecho de que C sea una clase de orden que cumple la propiedad de
Ramsey, implica que su grupo de automorsmos también la tiene.
APÉNDICE A
Caracterización de Lynn Scow para las
teorías NIP
En el capítulo 2, mencionamos que la armación 3 del teorema principal, es un
resultado demostrado y utilizado por Lynn Scow para probar una caracterización de
las teorías NIP en términos de los indiscernibles generalizados (Ver cap.2 ó [L.S09]).
El objetivo de Scow radicaba en encontrar una equivalencia similar a la ya exis-
tente para teorías estables: Una teoría es estable si y sólo si en todo modelo de dicha
teoría una sucesión de indiscernibles es conjunto indiscernible. Entonces el teorema
demostrado por Scow es:
Teorema 4 (Caracterización de NIP). Son equivalentes:
1. Una teoría T tiene NIP.
2. Para todo qf-débilmente saturado grafo indiscernible en un modelo de T es una
sucesión de indiscernibles.
Recordemos que un qf-débilmente saturado grafo indiscernible, es un I-indiscernible,
para I j= Tg, I modelo qf-débilmente saturado. El lenguaje, notaciones y contexto
modelo teórico con los cuales estamos trabajando son los mismos de la sección 2 del
capítulo 2, (Ver 2.2).
Para la demostración del teorema se utilizan dos lemas, que indicaremos a con-
tinuación:
Lema 4 ((). Si T tiene IP entonces existe un qf-débilmente saturado grafo orde-
nado indiscernible en un modelo de T , que no es sucesión indiscernible.
Demostración. SeaM j= T ,M @0 - saturado. Por Shelah - Laskowski (Ver Lema 2.2
de [ML]), existe (x; y) que \codica grafos" es decir, para todo (G;R) grafo, existe
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MG j= T tal que fcg : g 2 Gg MG tal que 8g; h 2 G, MG j= (cg; ch)() R(g; h).
Sea G M M las realizaciones de  en M y R el grafo aleatorio ordenado. Como
M es saturado y por compacidad, existe A M contable tal que:
R R=f (A;G AA)
Entonces A = (ag : f(g) = a) (A es indexado por R). Por el corolario 1 del capítulo
2, para I = R, I  indiscernibles tienen la propiedad de modelación. Luego existe
fbg : g 2 Rg I  indiscernible basado sobre los ag. Ahora veamos que los bg NO son
sucesión de indiscernibles.
Lema 5. M j= (bg; bh)()R j= R(g; h).
Demostración. Ver [L.S09], Lema 4.3.
Por propiedades de grafo ordenado aleatorio, existen i1; i2; j1; j2 2 R tal que:
1. i1 < i2, i1Ri2 () M j= (bi1 ; bi2)
2. j1 < j2, :j1Rj2 () M j= :(bj1 ; bj2)
luego fbg : g 2 Rg no es sucesión de indiscernibles.
En la prueba anterior, se pudo evidenciar de qué forma Lynn Scow utilizó la
caracterización de clases de Ramsey en términos de la propiedad de modelación
(enunciada en el teorema principal del capítulo 2), para comprobar su teorema ob-
jetivo. A continuación está la otra dirección del resultado de Scow, pero ya que en
esta parte no se utiliza el resultado relacionado con clases de Ramsey (tema que nos
ocupa en el presente escrito), la prueba no se hará tan detalladamente.
Lema 6 ()). Si algún qf-débilmente saturado grafo ordenado indiscernible en un
modelo de T NO es sucesión indiscernible entonces T tiene IP.
Demostración. Sea (ai : i 2 I) I  indiscernible en M que no es sucesión indiscerni-
ble. Tomando una extensión elemental, asumimosM @0  saturado. Por estiramiento
de I-indiscernibles, se puede asumir que la sucesión dada es R  indiscernible (Lema
3.26, [L.S09]), tal que 8n 2 !, y algún  qf-tipo completo realizado en I, pn(R) =
pn(I), donde p

n = f (x1; :::; xn) : i1 < ::: < in; (i1; :::; in) j= (v1; :::; vn); ai j=  g.
Como la inicial no es sucesión de indiscernibles, así ocurre con la nueva, entonces
existen i; j, tal que:8><>:
i1 < ::: < in
y
j1 < :::: < jn
pero 9 L  fla t:q:
8><>:
M j= :  bj
y
M j=   bi
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Dicha (x; y) es la fórmula que tiene la propiedad de independencia; para poder
evidenciar que en realidad ésta es la fórmula buscada, se deben demostrar una serie
de resultados que se encuentran desarrollados en el artículo de Scow (Ver [L.S09],
Lema 4.4).
Interrogantes y Trabajo Futuro
Durante el desarrollo de esta tesis, se presentaron diferentes dicultades y cues-
tionamientos, muchos pudieron ser solventados, mientras que otros, que ofrecen una
mayor dicultad, quedaron pendientes y seguirán siendo trabajados más adelante.
Algunas de las cuestiones mencionadas son:
1. En lo referente a teoría de nudos fueron varios los interrogantes y complica-
ciones que se presentaron:
(a) ¾Es posible encontrar un lenguaje de primer orden de tal forma que se
pueda visualizar la clase de los enlaces como una clase de Fraïssé y cada
enlace como una L-estructura?. De ser así, ¾qué tipo de objeto sería
el límite de Fraïssé de esta clase?, ¾qué tipo de topología tendría?. La
discusión de estos interrogantes, permitió la exploración de diferentes
sugerencias hechas por Andrés Villaveces y Julien Melleray.
 Se puede abordar el problema de los enlaces desde un punto de vista
más categórico, y al parecer en este entorno sería más fácil trabajar
con la clase. Sin embargo, así se pudiera garantizar la existencia de
un objeto límite, no sería muy claro la forma y propiedades que éste
tendría.
 Si se puede garantizar que el número de tipos de isomorsmos de los
nudos es a lo más contable, sería viable pensar en la codicación de
la teoría de los nudos, mediante un lenguaje de primer orden, asig-
nando símbolos diferentes a cada uno de los nudos y enlaces. De esta
forma estaríamos olvidando temporalmente la estructura de objetos
topológicos (para evitar el problema de la topología sobre el límite)
y reducirnos a trabajar con la parte netamente de combinatoria de
conjuntos de la clase en cuestión. En un primer momento ésta pare-
ce ser una solución adecuada, pero debe ser explorada con cuidado,
sobre todo en lo relacionado con el conteo y la codicación de los
diferentes tipos de isomorsmo de los nudos.
 Tratar de construir un lenguaje y una teoría para la clase de los
enlaces, pero en lógica continua, teniendo en cuenta que los espacios
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de Hilbert y de Banach ya han sido modelados allí, entonces podría
ser interesante explorar esta clase desde dicha Lógica.
2. ¾Es posible encontrar resultados de dinámicas topológicas similares a las des-
critas por Pestov, Todorcevic y Kechris en [AK76], pero equivalentes a un
resultado de Ramsey innito? en este punto se han hecho varias discusiones y
aunque aún no se ha podido responder, se han logrado aproximaciones, sobre
todo a lo relacionado con qué signica una versión de Ramsey innitaria. Es
el caso de el siguiente resultado debido a Galvin-Prikry ([F.G73]):
N!? (NNl )
donde ? denota una restricción sobre las coloraciones consideradas, por ejmplo,
si tomamos solo las coloraciones borelianas.
3. Durante el trabajo realizado con las clases de Hrushovski en la última sección,
denimos sobre ellas una relación de orden sobre sus G  órbitas de sus subes-
tructuras autosucientes, donde G = Aut(M) y M la estructura asociada.
Para que esta relación conservara las propiedades que tenía sobre todas las
órbitas, fue necesario trabajar con G = Aut(M), mientras que en el plantea-
miento general se tiene G cerrado SM , 2;1. Por esta razón la caracterización
de ser grupo extremadamente llevadero sola la pudimos hacer para el grupo de
automorsmos de M . Entonces la pregunta sería, si es posible encontrar otro
orden sobre las órbitas de las estructuras auto-sucientes, que permitiera una
caracterización de los grupos extremadamente llevaderos, mediante estructu-
ras genéricas cuyo grupo de automorsmos coincida exactamente con el grupo
explorado. Pero para poder realizar ésto, es necesario buscar una nueva rela-
ción de órden sobre las órbitas, la cual si se pueda aplicar para cualquier grupo
cerrado de SM .
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