Learning algorithms for Gaussian process, marginal likelihood methods or restricted maximum likelihood methods often require derivatives of log determinant terms. These log determinants are usually parameterized with variance parameters of the underlying statistical models. The first derivative of log determinant with many variance parameters for large data sets is usually computational prohibitive. This paper demonstrates that, when the underlying matrix is sparse, how to take the advantage of sparse inversion (selected inversion which share the same sparsity as the original matrix) to accelerate evaluating the derivative of log determinant.
Introduction
Many statistical models and machine learning algorithms often result in an optimization problem of a complicated target function involving log determinant terms. We take the linear mixed model as an example. Linear mixed model is a widely used supervised learning technique for knowledge discovery. They are widely used for various unbalanced, repeated, or missing data analysis, such as breeding, genomewide association studies [30] [42] , recommendation systems [15] and knowledge discovery [7, 43] . The model is conceptually simple:
where y is a vector of n observable measurements or response variable, e is the vector of model residuals, τ are fixed effects and u ∈ R b×1 are random effects. X consists of p columns of dummy variables which correspond to the so-called fixed effects. Z consists b dummy columns which correspond to b number of cross-memberships or clusters; each block is a random effect. u and e are unobservable random variables such that E(u) = 0, and E(e) = 0. u and e are assumed to be multivariate normally distributed with var � � = � ( ) 0 0 ( ) �,
where the matrices G and R are parameterized with γ and ϕ respectively. Here γ and ϕ are vector parameters. For example, in the case the residuals e can be divided into b groups, the residuals are uncorrelated to each other. Only residuals between the intrablocks share the same variance parameters, the variance matrix R(ϕ) is a direct sum of block diagonal matrices, say, R(ϕ) =⊕ i b 2 . The parameter σ is a variance parameter which is referred to as the overall scale parameter. It follows that y ∼ N(Xτ, σ 2 H) where var(y) = var(e) + Zvar(u)Z T = 2 ( + ) ≔ 2 .
When the variance parameter κ = (σ, γ, ϕ) are known, the best linear unbiased estimators (BLUEs) for fixed effects , and the best linear unbiased prediction (BLUP) for the random effects � , satisfy the following compacted mixed model equations (MME) [22] [38] [36] C ��� = �^−
Unbiased refers to the expectation of the estimation of ̂ and � satisfy E() = τ and E( �) = u, where τ and u are unknown true values. Compacted refers that the dimension of the MMEs p + b, is smaller than the dimension of H which is n × n (before having derived the MMEs, to get the BLUEs and BLUP involves inverting H, see [22] [38] ). Further, [23] provides quantification of the standard errors of the fixed and random effects. The variance matrix of the estimate ̂ and the prediction error � − u satisfy var�� − � = 2 −1 .
It is clear now C −1 is a variance-covariance matrix and its diagonal elements give variances ̂ and � − . Problems become much more difficult but more realistic when the variance parameters κ are unknown. In this case, an iterative procedure has to be used to estimate the variance parameter κ. The restricted maximum likelihood (REML) is often preferred to estimate variance parameters [19] [35] . Basically, one has to use an iterative algorithm to maximize the following restricted maximum log likelihood [18] [20] [24] 
where H = R + ZGZ T ,
According to some basic Calculus results, we know that the stationary points of ℓ R ( ) is one of the mostly likely point at which ℓ R can realize the maximum value. Thus the variance parameter estimation problem is reduced to find the stationary points of ℓ R , say, ℓ / = 0. It can be shown that the two formulas (6) and (7) are equivalent. See for example [43] for a derivation. As mentioned that the dimension of H is usually far larger than that of C. R and G usually enjoy simply structure. Therefore we shall use the formula (7) as our target function. The derivative of ℓ R , though complicated, can be derived through standard matrix differentials procedures [21, p.309, eq. 8.6] . For example according to (7) , one have to compute the derivatives of log determinant terms like
Such terms are essential for the Newton method and the Fisher-scoring algorithms.
In contrast to evaluating the likelihood itself which can be computed efficiently by modern sparse techniques [6, 8, 9, 12, 33, 39] , computing the derivatives of the log likelihood is more difficult. Because it is has been shown that the inverse of an irreducible non-singular matrix is always full [13, Thm 6] , this indicates that algorithms for computing all the elements of the inverse of an irreducible matrix takes O(n 2 ) space and usually has O(n 3 ) complexity, even the matrix is sparse. Such algorithms are not feasible for large scale problems like those arising from breeding and genome-wide association study (GWAS).
Luckily, a key observation is that when C is sparse, / is usually part of C. The calculation of the trace terms only uses elements of C −1 corresponding to nonzero elements of C, which means the complete C −1 is not necessary, and only these elements of C −1 at the position of nonzero of C are necessary. We shall refer to this part as the sparse inverse of C. Thanks to the Takahashi-Fagan-Chin formulae [14] , fast compute the sparse inverse is possible when the Cholesky factorization or LDL T factorization is available. Such a formula has been efficiently implemented for general sparse matrices with LU factorization in the name of inverse multi-frontal methods [4, 5] and for the symmetric matrices in the name of selected inversion algorithm [29] . It should be pointed out that the Takahashi-Fagan-Chin formulae have been successfully applied in breeding for decades [34] ; recent applications involving the selected inversion algorithm includes electronic structure calculations [28] , computing Green's function [26] , and astronomy [3] and so on. The presentation here is based on partial of our knowledge transfer project [40] .
This technical note focuses on efficient methods to factorize the large sparse matrices C and economical ways to get its sparse inverse. Most of the presented results are not fundamentally new, but they are scattered in several places. One practical implementation needs to integrate as many as these scattered results. With the emergence of large scale statistical computing which receives increasingly attention, it is very likely that more people will be interested such integrated technical details which are closely related to computing the derivatives of the log likelihood. Our techniques by introducing the underlying principles of related techniques, and supply additional background and most relevant references.
The remaining of this paper is organized as follows. Section 2 introduces an efficient factorization algorithm for symmetric positive definite matrices, the LDL T factorization, followed by two approaches to derive the selected inversion algorithm in Section 3. Section 4 discusses the fill-in reducing ordering and symbolic analysis to improve the performance of the factorization and inversion. Numerical examples are presented in Section 5.
Factorization
Factorizing a symmetric positive definite matrix is usually done by the Cholesky factorization. This can be efficiently implemented by the = factorization, where is a unit lower triangular matrix with diagonal elements 1. is a diagonal matrix. The classical Cholesky factorization = � � can be obtained form the factors by setting � = 1/2 ; in practice, such a transform is not necessary and the matrix can be stored in the diagonal part of the matrix to save memory.
The factorization algorithm can be derived from the following well known formula which can be used to derive the inversion formula.
is usually referred to as the Schur complements. By recursively using the formula (9) n-1 times to these Schur complements generated in the process, one can derive one algorithm for the factorization. Efficient implementation of the factorization algorithm can be found in [8] .
Suppose there are 1 elements in the first column of , this includes the first diagonal element of which can be saved in the diagonal position of , then computing ℓ in (9) requires 1 − 1 floating point operations (FLOPs); with consideration of the symmetry, updating the Schur complement requires 1 ( 1 − 1) FLOPs. Let = 1,2, ⋯ , ( = + is the total number of fixed and random effects in the linear mixed model) be the number of non-zero elements in the th column of . Then computing the and factors for the factorization requires
floating point operations. At moment, little can be said on , but it happens to be that the equals to the number of nonzero elements in first column of ; the non-zero pattern of the th column of is the same as that of the lower triangular part of th column of C is not the usual case. Taking the second column of L as an example, it has the same sparse pattern as the first column of S =̂− / ; the nonzero elements in S, neglecting the numerical cancellations, are those in positions corresponding to non-zero elements in C � and those in positions corresponding to non-zero elements in the out product aa T . Those non-zero elements in aa T which locates the positions of zero elements in C are called fill-in. The worst case for the formula (9) and (10) arises when the first column of C is dense; in such a case, the out product aa T is dense and it results in a dense Schur component S, thus one can not get benefit of the sparsity of C. Techniques for reordering the matrix C to reduce as many as fill-in aim at making the first columns as sparse as possible, further discussion is presented later.
With the LDL T factorization, the evaluation of the logdetC is readily:
where d ii is the ith diagonal element of D. This can be used to compute the loglikelihood, which is useful for inference and model selection.
Selected inversion
There are two ways to derive inversion formula based on the LDL T factorization. The first way is given by Takahashi, Fagan and Chin [14] for general non-singular matrices. We illustrate the idea for symmetric positive definite matrices. Suppose A has an LDL T factorization, then Z = A −1 = − −1 −1 and thus ZL = L −T −1 , add Z to both side of ZL = L −T −1 , one can get the Takahashi-Fan-Chin formula for symmetric positive definite matrices:
Notices the first part L −T −1 is an upper triangular matrix, thus only Z(I − L) contributes to the strictly lower triangular part of Z. The elements of Z can be represented as
Let z � be the th column of the strictly lower triangular part of Z, ℓ j be the th column of the strictly lower triangular part of L, then z � = � ℓ , where Z � is the sub-matrix of Z corresponding to the rows of z � . In such a way, computing those elements in z � in the positions of non-zero elements in ℓ j only requires those elements in Z corresponding to rows and columns corresponding to non-zero rows of ℓ j . It is clear that Z nn = −1 , and the computations can be carried on from the bottom-right corner to the up-left corner of the inverse Z.
Lin et al. use another approach to derive the inversion formula more clearly [29] . They use the inverse of the 2 × 2 block matrix C as partitioned in (9):
This is the fundamental formula for the selected inversion algorithm. Suppose S is the 1 × 1 matrix which is generated in the final step of the LDL T factorization in (9) Computing those elements in −S −1 ℓ in the positions corresponding to non-zero elements in ℓ takes 2(m i − 1) 2 + − 1 FLOPs (with consideration of the minus sign), where m i is defined as before, the number of non-zero elements in ℓ. Updating the diagonal entries in the (1,1) block requires 2(m i − 1) FLOPs. In the previous step, only a subset of S −1 is computed, precisely, the subset in positions corresponding to non-zeros elements of LDL T factors of S. One may ask whether this subset is enough for next step, computing the subset of S −1 ℓ? Some results on elimination tree give a positive answer, see [29] [31] and reference therein for details.
With consideration of the symmetry of C, obtaining the subset of the inverse of C −1 requires
FLOPs (one has to consider m n = 1 for the simplification). The computation amount in (16) is twice of that in (11) minus the number of non-zero elements in the strictly lower triangular part of L.
One should pay heed to that such FLOPs counts do not include non-numerical operations in the omitted index matching procedures, which features the FIND algorithm, see [25, 26, 27] . Careful implementation of the FIND algorithm can bring benefit.
Such a selected inversion algorithm computes a subset of elements of C −1 , the subset contains all the elements in C −1 in the positions corresponding to non-zero elements of C. These subset of elements are ready for evaluating the derivative of logdetC in (8).
Reordering and symbolic analysis
Both (11) and (16) show that computations amount depends on the number of nonzero elements in L. The number of non-zero elements in the th column of L, m i , consists of two parts, say, m i = + m f i , where m C i is the number of elements in points where in C there are non-zeros elements, and m f i is the number of fill-in. Neglecting the numerical cancellation, m i ≥
. These m f i fill-in are not ultimate necessary to evaluate the derivatives; and reducing such fill-in can reduce computations in the factorizing, triangular solves and the selected inverting process. That's why reordering the equations is needed. An ordering corresponds to a permutation (matrix or vector) P, which changes the rows or columns of a matrix. Given a matrix C, finding permutation (matrices) P and Q such that the number of non-zeros in the factorization PCQ is minimized is the fillminimization problem; when C is symmetric, it requires Q = P T . Obtaining a good solution to the reordering problem plays an important role in designing sparse direct solvers. The problem is an NP-hard problem [32] [41] . Therefore, heuristics are employed. Commonly used methods are minimum degree ordering [17] and nested dissection ordering [16] , the latter is more favored for large problem from 2D and 3D spatial discretization and usually is coupled with minimum degree ordering. The fillreducing ordering algorithm adopted here is the approximate minimum degree ordering [1, 2] , in Matlab this corresponds to the amd function. It can collaborate with the fill-reducing software package METIES [47] .
Reordering is a precursor to factorization. Together with reordering, symbolic analysis/factorization can predict the structure of L before numerical factorization starts. Symbolic factorization works on the sparse pattern rather than numerical values, and thus it saves a lot of memory and can be processed efficiently. The non-zero pattern of L and column counts m i can be analyzed by elimination tree [9, p.56] [31] which is also used to analyze the data flow dependence. The factorization starts with a leaf nodes and ends with the root node. The branches describe the data dependence. A shorter and wider tree enjoys more parallelism, see Fig.1 for illustration. Once famil-iar with the elimination tree, one can realize that reordering is not only for reducing fill-in, but also for shortening and broadening an elimination tree to reduce the sequential operations steps and to increase parallelism.
In Matlab, the symbolic analysis can be achieved by the function symbfact (though this is always an implicit step of many software). It returns the sparse pattern and the column counts of L. With the column counts m i , one can pre-allocate memory space for L before numerical factorization starts, such a way can avoid the dynamical memory allocation for the fill-in during the numerical factorization. Compared with dynamical memory allocation, pre-allocation save more overheads and thus more efficient.
Numerical Examples
First presented are variety trial problems using the linear mixed model. And then we apply the techniques to general positive definite matrices. Since the performance of sparse matrix computation are largely limited by the memory bandwidth of the underlying computing platform, we investigate the relationship between the size of L and the timing results in Fig. 2 .
Variety trials benchmark problem
These examples are based on a second-stage analysis of a set of variety trials, i.e. based on variety predicted values from each trial. Trials are conducted in a number of years across a number of locations (centers). See Table 1 .
The generating program allows one to specify the number of years, total number of centers and proportion of centers used per year, the number of control varieties (used every year), the number of test varieties entering the system per year and the average persistence of the test varieties, and the proportion of missing varieties per trial, where proportions of things are selected, They are sampled at random, and the life of each variety is generated from a Poisson distribution. This gives a three-way crossed structure (year*variety*site) with some imbalance. In the current model, all terms except a grand mean are fitted as random. The random terms are generated as independent and identically distributed normal distribution with variance components generated from a test program with similar structure used for the original SAS REML program, so it is just a variance components model.
They are sampled at random, and the life of each variety is generated from a Poisson distribution. This gives a three-way crossed structure (year*variety*site) with some imbalance. In the current model, all terms except a grand mean are fitted as random. The random terms are generated as independent and identically distributed normal distribution with variance components generated from a test program with similar structure used for the original SAS REML program, so it is just a variance components model. 
More general examples
For general problems, we can consider using general symmetric positive definite matrices as covariance matrices. Various problems form University of Florid sparse matric collection are used in Table 4 and Table 5 to show the efficiency of the method. 
Discussion and conclusion
The log determinant problems frequently appears in many machine learning algorithms. While modern learning algorithms more and more relay on hardware and software packages. This note shows that neat algorithms can significantly improve the evaluation of the first derivative of log determinant terms. Derivative methods for REML and any other log likelihood related methods were believed as computationally intensive, recent development in hardware and software make it possible for large scale problems. In particularly, the sparse factorization methods and selected inversion techniques can reduce the computation in 1 or 2 orders. While the whole procedure of REML involves more involved mathematics. More sophisticated techniques like auto differentiation can be used to evaluate the derivatives during the factorization and inverting process. And the average information techniques can accelerate the approximation of Jacobian matrix in the Newton iteration. The reader is directed to [37] and [45] for details. When the matrix C is dense, there are recently scalable methods to calculate the log determinants terms [48] [49] and related software package [50] . As cited in these publications, such methods for dense matrix is based on the fast decaying of the eigenvalues of the Gaussian kernel function [51] .
