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We study the inuence of the intrinsic curvature on the large time be-
haviour of the heat equation in a tubular neighbourhood of an unbounded
geodesic in a two-dimensional Riemannian manifold. Since we consider
killing boundary conditions, there is always an exponential-type decay
for the heat semigroup. We show that this exponential-type decay is
slower for positively curved manifolds comparing to the at case. As the
main result, we establish a sharp extra polynomial-type decay for the heat
semigroup on negatively curved manifolds comparing to the at case. The
proof employs the existence of Hardy-type inequalities for the Dirichlet
Laplacian in the tubular neighbourhoods on negatively curved manifolds
and the method of self-similar variables and weighted Sobolev spaces for
the heat equation.
1 Introduction
The intimate intertwining between properties of Brownian motion (or alterna-
tively the heat ow) on a Riemannian manifold and the curvature properties of
the manifold are a classical research question that has been investigated exten-
sively (see, e.g., [20, 21, 12, 13, 31, 18]) and has led to deep results and new
methods, which turned out to be also of importance in other elds of mathe-
matics. For a more complete overview and further references we refer to recent
monograph [14]. One of the main themes here is to characterize probabilistic
properties via geometric ones and vice versa. Thinking of the Brownian particle
as a `traveller' in a curved space we continue this line of research and investigate
the inuence of the curvature on its large time behaviour.
However, in contrast to previous works, we restrict the motion of the Brown-
ian particle to a tubular neighbourhood of a curve in the Riemannian manifold
and kill it when it leaves this quasi-one-dimensional subset. This line of re-
search seems to have its origin in the mathematical physics literature, where
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one aims to describe the dynamics of quantum particles in very thin almost
one-dimensional waveguides. The constraint on the Brownian motion to the
quasi-one-dimensional subsets leads to additional eects not present in the case
of an unrestricted stochastic conservative motion. It particular it will turn out
that the behaviour of the Brownian particle in the tube-like set is sensitive to
local perturbations of the geometry.
A more precise description of our setting is the following. Let the ambient
space of the Brownian traveller be a complete non-compact two-dimensional
Riemannian manifold A (not necessarily embedded in the Euclidean space R3)
with Gauss curvature K. We restrict to the case of locally perturbed traveller
by assuming that K is compactly supported.
We further assume that the motion is quasi-one-dimensional in the sense
that the Brownian traveller is forced to move along an innite curve   on the
surface A. To focus on the eects induced by the intrinsic curvature K itself, we
suppress side eects induced by the curvature of the curve by assuming that  
is a geodesic.
The constraint to move along the geodesic curve is introduced by imposing
killing boundary conditions on the boundary of the tubular neighbourhood

 := fq 2 A j dist(q; ) < ag ; (1.1)
where a is a positive (not necessarily small) number. That is, the Brownian
traveller `dies' whenever it hits the boundary @
 of the strip 
.
The problem is mathematically described by the diusion equation8><>:
@tu qu = 0 in 
 (0;1) ;
u = 0 on @
 (0;1) ;
u = u0 on 
 f0g ;
(1.2)
in the space time variables (q; t) 2 
  (0;1), where u0 is an initial datum.
More specically, for the Dirac distribution u0(q) = (q   q0), the solution
u(q; t) is related to the density of the transition probability of the Brownian
motion starting at q0 2 
 as follows. Let us denote by Eq (respectively, Pq) the
expectation (respectively, probability) of a stochastic process (Xt)t0 on the
manifold A started at q 2 A which is given as the solution of the martingale
problem associated to the operator . By a slight abuse of notation we call
this process Brownian motion despite the fact that the generator of the `true'
Brownian motion is 12. (This should not lead to any confusion as the relation
between both processes is given by a simple time change.) Moreover, let 
 :=
infft > 0 j Xt 2 @
g denote the rst exit time. Then






solves equation (1.2). If u0 = B for some measurable set B  
, we get
u(q; t) = Pq
 




which is the probability that the Brownian particle survived up to time t and
is in B at time t.
Now imagine a Brownian traveller in 
 and we imagine that he/she reached
his/her goal when hitting the boundary. The ultimate question we would like
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to address in this paper is to decide which geometry is better to travel. By the
`good geometry' we understand that which enables the Brownian traveller to
reach his/her goal as soon as possible or `to escape from his/her starting point
as far as possible'. More precisely, we are interested in quantifying the large
time of (1.4) for bounded sets B  
0.
In any case, the question is related to the large time decay of the solutions
of (1.2) as regards the curvature K. We mainly study a Hilbert-space version
of the problem by analysing the asymptotic behaviour of the heat semigroup on
L2(
) associated with (1.2). Nevertheless, we establish some pointwise results
about the large time behaviour of u(q; t) as well.
Our results are informally summarized in Table 1.
curvature positive zero negative
transport bad critical good
probability decay et e E1t t 1=2 e E1t t 3=2 e E1t
Table 1: An informal summary of our results.
There E1 := 
2=(2a)2 denotes the lowest Dirichlet eigenvalue of the strip cross-
section ( a; a) and  is a positive number. As explained above, the vague
statements about transport in Table 1 should be understood in the spirit of
the large time decay of the solutions to (1.2) stated there. It turns out that
the solutions of (1.2) has worse (respectively, better) decay properties if K
is non-negative (respectively, non-positive) as a consequence of the existence
of stationary solutions (respectively, Hardy-type inequalities). More general
results, involving surfaces with sign changing curvatures, are established in this
paper.
The eect of curvature on the transience/recurrence of a Brownian particle
have been extensively studied (see [12] for a nice review). It turned out that
on manifolds with `large' negative curvature Brownian motion leaves compact
subsets faster than on manifolds with non-negative curvature. But local changes
of the Riemannian metric cannot change transience to recurrence or vice versa.
Observe that for the results presented in Table 1 this is not longer true. In prob-
abilistic literature this corresponds to the R-recurrence/R-transience dichotomy
(see [46, 45]) or in analytic literature to the critical/subcritical dichotomy (see,
e.g., [36], or [34, 35] for a brief overview). Indeed, in our setting the Brown-
ian motion in the negatively curved tube with compactly supported curvature is
E1-transient in contrast to the case of no curvature.
The organization of this paper is as follows. In the forthcoming Sections 2
and 3 we properly dene the conguration space of the Brownian traveller and
the associated heat equation (1.2), respectively. The case of zero curvature is
briey mentioned in Section 4. In Section 5 we consider direct consequences in a
more general situation when the curvature vanishes at innity. The inuence of
positive curvature on the Brownian traveller is studied in Section 6. The main
part of the paper consists of Section 7, where we establish the existence of Hardy-
type inequalities in negatively curved manifolds and develop the method of self-
similar variables for the heat equation to reveal the subtle eect of negative
curvature. The paper is concluded by Section 8 where we summarize our results
and refer to some open problems.
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2 Geometric preliminaries
We start by imposing some natural hypotheses to give an instructive geometri-
cal interpretation of the conguration space 
 of the Brownian traveller. The
conditions will be considerably weakened later when we reconsider the problem
in an abstract setting.
2.1 The conguration space
Let us assume that the Riemannian manifold A is of class C2 and that its Gauss
curvature K is continuous. The latter holds under the additional assumption
that A is either of class C3 (by Gauss's Theorema Egregium) or that it is
embedded in R3 (by computing principal curvatures).
Any geodesic curve   on A is C2-smooth and, without loss of generality, we
may assume that it is parameterized by arc-length. To enable the traveller to
propagate to innity, we consider unbounded geodesics   only. For a moment,
we make the strong hypothesis that   : R! A is an embedding.
Since   is parameterized by arc-length, the derivative T := _  denes the
unit tangent vector eld along  . Let N be the unit normal vector eld along  
which is uniquely determined as the C1-smooth mapping from R to the tangent
bundle of A by requiring that N(s) is orthogonal to T (s) and that fT (s); N(s)g
is positively oriented for all s 2 R (cf [40, Sec. 7.B]).
The feature of our model is that the Brownian traveller is assumed to be
conned to the strip-like a-tubular neighbourhood (1.1). By denition, 
 is the
set of points q in A for which there exists a geodesic of length less than a from q
meeting   orthogonally. More precisely, we introduce a mapping L from the
at strip

0 := R ( a; a) (2.1)
(considered as a subset of the tangent bundle of A) to the manifold A by setting
L(x1; x2) := exp (x1)(N(x1)x2) ; (2.2)




Note that x1 7! L(x1; x2) traces the curves parallel to   at a xed distance jx2j,
while the curve x2 7! L(x1; x2) is a geodesic orthogonal to   for any xed x1.
See Figure 1.
2.2 The Fermi coordinates
Making the hypothesis that
L : 
0 ! 
 is a dieomorphism ; (2.4)
we get a convenient parametrization of 
 via the (Fermi or geodesic parallel)
`coordinates' x = (x1; x2) determined by (2.2), cf Figure 1. We refer to [10,
Sec. 2] and [16] for the notion and properties of Fermi coordinates. In particular,
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Figure 1: The parametrization of the strip 
 via the Fermi coordinates x =
(x1; x2) dened by (2.2).
it follows by the generalized Gauss lemma that the metric G induced by (2.2)











@22f + Kf = 0 with
(
f(; 0) = 1 ;
@2f(; 0) = 0 :
(2.6)
Here K is considered as a function of the Fermi coordinates (x1; x2).
By the inverse function theorem, a sucient condition to ensure (2.4) is
that L is injective and f positive. The latter can always be achieved for su-
ciently small a as the following lemma shows.
Lemma 2.1. Let K 2 L1(





1  K(x1)a2  f(x)  1 +
K(x1)a
2
1  K(x1)a2 ; (2.7)





Proof. Integrating (2.6), we arrive at the identity
8x 2 
0 ; @2f(x) =  
Z x2
0
(Kf)(x1; ) d :
Consequently,
j@2f(x)j  a K(x1) f(x1) ; with f(x1) := sup
2( a;a)
jf(x1; )j ; (2.8)
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for all x 2 
0. By the mean value theorem, we deduce the bounds
8x 2 
0 ; 1  a2 K(x1) f(x1)  f(x)  1 + a2 K(x1) f(x1) : (2.9)
Taking the supremum over x2 2 ( a; a), the upper bound leads to the upper
bound of (2.7). Finally, using the upper bound of (2.7) to estimate f in the
lower bound of (2.9), we conclude with the lower bound of (2.7).
2.3 The abstract setting
It follows from the preceding subsection that, under the hypothesis (2.4), we
can identify 
  A with the Riemannian manifold (
0; G). However, the as-
sumption (2.4) is not really essential provided that one is ready to abandon the
geometrical interpretation of 
 as a tubular neighbourhood embedded in A.
Indeed, (
0; G), with the metric G determined by (2.5) and (2.6), can be
considered as an abstract Riemannian manifold for which the boundedness of K
and a restriction of a are the only important hypotheses. More specically, we
assume
K 2 L1(
0) and kKk1 a2 < 1
2
: (2.10)
Then the Jacobi equation (2.6) admits a solution f(x1; ) 2 H2(( a; a)) for
every x1 2 R and it follows from Lemma 2.1 that f is bounded and uniformly
positive on 
0.
In the sequel, we therefore allow for self-intersections and low regularity
of 
 by considering (
0; G) as an abstract conguration space of the Brownian
traveller. The mere boundedness of the metric G is sucient to establish the
desired results.
3 Analytic and probabilistic preliminaries
In this section, we give a precise meaning to the evolution problem (1.2).
3.1 The generator of motion
The meaning of  qu in (1.2) should be understood as an action of the Laplace-
Beltrami operator   in the Riemannian manifold 
. In the Fermi coordinates,
considering   as a dierential expression in 
0, we have
  =  jGj 1=2@ijGj1=2Gij@j =  f 1@1f 1@1   f 1@2f@2 : (3.1)
Here the rst identity is a general formula for the Laplace-Beltrami operator
in a manifold equipped with the metric G, with the usual notation for the
determinant jGj := det(G) and the coecients Gij of the inverse metric G 1,
and using the Einstein summation convention. The second identity employs the
special form of the metric (2.5) in the Fermi coordinates.
The objective of this subsection is to associate to the dierential expres-









a space isomorphic to L2(
) via the Fermi coordinates. In order to implement
the Dirichlet boundary conditions of (1.2), we introduce HK as the Friedrichs
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extension of (3.1) initially dened on smooth functions of compact support
in 
0 (cf [2, Sec. 6]). That is, HK is the unique self-adjoint operator associated
on (3.2) with the quadratic form






;  2 D(hK) := H10 (
0; G) : (3.3)
Here (; )f denotes the inner product in (3.2) and H10 (
0; G) denotes the com-
pletion of C10 (
0) with respect to the norm k  kD(hK) := (hK [] + k  k2f )1=2,
with kkf denoting the norm in (3.2). The dependence ofHK on the curvatureK
is understood through the dependence of f on K, cf (2.6).
Under our hypothesis (2.10), it follows from Lemma 2.1 that k  kf is equiv-
alent to the usual norm k  k := k  k1 in L2(
0) = L21(
0) (i.e. f = 1) and,







However, it is important to keep in mind that, although H1(




coincide as vector spaces, their topologies are dierent.
Remark 3.1. Under extra regularity assumptions involving derivatives of f , it





However, we shall not need these facts, always considering HK in the form
sense described above.
3.2 The dynamics
As usual, we consider the weak formulation of the parabolic problem (1.2).






















for each v 2 H10 (
0; G) and a.e. t 2 [0;1), and u(0) = u0. Here hK(; )
denotes the sesquilinear form associated with (3.3) and h; if stands for the
pairing of H10 (




. With an abuse of notation, we
denote by the same symbol u both the function on 
0(0;1) and the mapping
(0;1)! H10 (
0; G).
Standard semigroup theory implies that there indeed exists a unique solution





. More precisely, the solution is given
by u(t) = e tHKu0, where e tHK is the semigroup associated with HK .
It is easy to see that the real and imaginary parts of the solution u of (1.2)
evolve separately. By writing u = <(u) + i=(u) and solving (1.2) with initial
data <(u0) and =(u0), we may therefore reduce the problem to the case of a real
function u0, without restriction. This reects the fact that e
 tHK is positivity
preserving. Consequently, the functional spaces can be considered to be real
when investigating the heat equation (1.2).
Indeed, the quadratic form hK is a Dirichlet form, to which we can associate
a strong Markov process with continuous paths (which as we mentioned call
Brownian motion on (
0; G) even though our normalization of the heat equation
diers by a factor 1/2 from the probabilistic one). In order to do so let us rst
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extend f to R2 by setting it equal to 1 outside 
0. Moreover, let us dene the
Dirichlet form ~hK in L
2(R2; f(x)dx) by




ij(x)@j (x) f(x) dx ;  2 D(~hK) := H1(R2) :
Then there exists a strong Markov process (Xt)t0 with continuous paths, which
is associated to ~hK . According to Theorem 4 in [42] the process is conservative.
We use Ex (respectively, Px) to denote the expectation (respectively, probabil-
ity) conditional on X0 = x. Since Dirichlet boundary conditions correspond to








for almost every x 2 
0.
3.3 Basic properties
In our rst proposition we collect some fundamental properties of the stochastic
process (Xt)t0.
Proposition 3.1. Assume (2.10).
 The stochastic process (Xt)t0 has the strong Feller property and is there-
fore well-dened for every x 2 
0. In particular, the right hand side
of (3.5) is continuous for every u0 2 L1(
0).
 The stochastic process (Xt)t0 has a continuous transition function kt(; )
with respect to f(x) dx, which satises a Gaussian bound, i.e. for some
constants C1 > 0, C2 > 0, one has
8x; y 2 





Proof. The rst assertion follows immediately from the second one by a standard
use of Lebesgue's dominated convergence theorem.
In order to prove the second assertion, let us denote by ~HK the unique self-
adjoint operator associated to ~hK . Observe that according to [32, Thm. 1.1] the
semigroup e t ~HK has an integral kernel, satisfying a Gaussian upper bound. As
etHK is dominated by e t ~HK (using either [33] or the probabilistic representa-
tion), this bound for ~HK carries over to HK . In order to prove the regularity
assertion concerning the transition kernel, observe that the Dirichlet form ~hK
corresponds to a uniformly elliptic operator (in the sense of [41, Sec. 4]) on the
subset 
0 of the Riemannian manifold R2 with Euclidean metric. Thus, accord-
ing to the remark below Theorem 6.3 in [41] (compare also [43]), it therefore
follows that the the transition kernel is locally Holder continuous.
In this work we are mainly interested in the large time behaviour of the
stochastic process (Xt)
0>t0, which is well-known to be connected to spectral






for each time t  0, where K denotes the lowest point in the spectrum of HK ,
i.e., K := inf (HK). Hence, it is important to understand the low-energy
properties of HK in order to study the large time behaviour of the solutions
of (1.2).
From equation (3.6) and Proposition 3.1 we deduce the following result show-
ing that the exponential rate of decay of Px
 
Xt 2 B; 
0 > t

is given by the
lowest point in the spectrum.














We omit the proof which can be modelled by following the arguments from
[39] and [38] used there in the context of Schrodinger operators. A strongly
related assertion with a related proof can be found in Theorem 10.14 in [14].
One of the main themes is that a better understanding of low-energy prop-
erties of HK leads to much more precise estimates.
4 Flat manifolds
We say that (a submanifold of) A is at if its Gauss curvature K is identically
equal to zero (on the submanifold). The Brownian motion in a at ambient
space is easy to understand because 
 coincides with the straight Euclidean
strip 
0, i.e. G is identity, for which the heat equation (1.2) can be solved by
separation of variables.
4.1 Separation of variables
By the `separation of variables' mentioned above we mean precisely that the
Dirichlet Laplacian H0 =  
0D on L2(
0) can be identied with the decom-
posed operator
( R)
 1 + 1
 ( ( a;a)D ) in L2(R)
 L2(( a; a)) : (4.1)
Here we denote by  UD the Dirichlet Laplacian on L2(U) for any open Eu-
clidean set U , suppress the subscript D if the boundary of U is empty, and 1
stands for the identity operators in the appropriate spaces. In a probabilistic
language, (4.1) is essentially a reformulation of the fact that the horizontal and
the vertical component of (Xt)t0 are independent.
The eigenvalues and (normalized) eigenfunctions of ( a;a)D are respectively











En (x2 + a)
i
; (4.2)
while the spectral resolution of  R is obtained by the Fourier transform. Then



















is the well known heat kernel of  R.
4.2 The decay rate
Concerning the large time behaviour of e tH0 , it follows from the decomposi-
tion (4.1) that
(H0) = ess(H0) = [E1;1) ; (4.4)





for each time t  0. Consequently, any solution of (1.2) satises the global
decay estimate ku(t)k  e E1t ku0k for every t  0.
However, it is possible to obtain an extra polynomial decay for solutions
with initial data decaying suciently fast at the innity of the strip 
0. To see




and restrict the class of initial data to those u0 which belong to the weighted
space L2w(
0) dened in the same way as (3.2). Then we have the improved de-
cay estimate ku(t)k  C t 1=4 e E1t ku0kw for every t  1. This is a consequence
of the following result.
Proposition 4.1. There exists a positive constant C such that for every t  1,
C 1 t 1=4 e E1t  e tH0
L2w(
0)!L2(
0)  C t
 1=4 e E1t :
Moreover, for every bounded open set B  
0 and x 2 
0 there is a constant
CB;x such that for t  1,
C 1B;x t
 1=2 e E1t  Px
 
Xt 2 B; 
0 > t
  CB;x t 1=2 e E1t :
Proof. The second assertion is a rather immediate consequence of (4.3). In
order to see this, observe that
Px
 

























2) +RB(t; x1; x2) ; (4.7)
where RB(t; x1; x2) satises jRB(t; x1; x2)j  e(x1; x2)e E2t (t  1) for some
locally bounded function e : 
0 ! R+. Thus there exists t0 = t0(x1; x2; B)  1
such that for every t  t0 one has







































which, using the explicit form of p, gives the assertion for t  t0. Adjusting the
constants CB;x allows to extend this to t  1.





















for every u0 2 L2w(
0) and t  0. Here the sum can be estimated by a constant
independent of t  1 and the integral (computable explicitly) is proportional
to t 1=2. This establishes the upper bound of the proposition.
To get the lower bound, we may restrict to the class of initial data of the
form u0(x) = '(x1)J1(x2) with ' 2 L2w(R) (here w is considered as a function






for every t  0. The lower bound with t 1=4 is well known for the heat semigroup
of  R (or can be easily established by taking ' = w  with any  > 1=2 and
evaluating the integrals with the kernel p explicitly).
Remark 4.1. It is clear from the proof that the bounds hold in less restrictive
weighted spaces. Indeed, it is enough to have a corresponding result for the
one-dimensional heat semigroup et
R
.
For the following Corollary we recall the denition of the elementary con-
ditional probability. If the measurable subset B satises Px(B) > 0, then
Px(A j B) := Px(A\B)=Px(B). The concept of conditional probabilities allows
to focus on the polynomial decay factors, as the exponential terms cancel each
other.
Corollary 4.1. Let K = 0. For every bounded open subset B 2 
0 and every
x 2 
0 there exists a constant cB;x > 0 such that
c 1B;x t
  12  Px
 
Xt 2 B j 
0 > t
  cB;x t  12
for every t  1.
Proof. The inequalities follow from Proposition 4.1 and the fact that for every
x = (x1; x2) 2 
0 by independence of the horizontal and vertical components












From the denition of the conditional probability, we see that the exponential
cancel and we remain with the polynomial decay as stated in the assertion.
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As a consequence of this result, we get that conditioned on not hitting the
boundary 
0 the Brownian particle will escape to innity.
Proposition 4.1 establishes the decay rate for zero curvature as announced
in Table 1.
4.3 The criticality of the transport
Let us now explain what we mean by the vague statement in Table 1 that the
transport is `critical' on at surfaces.
We say that the transport is critical if the spectral threshold of HK is not
`stable against local attractive perturbations', i.e.,
8V 2 C10 (
0) ; V 6= 0 ; V  0 ; inf (HK + V ) < K : (4.8)
Then we also say that HK is critical. As a consequence of the spectral mapping





for each time t  0, where  := K   inf (HK + V ) is positive. That is,
the criticality leads to an exponential slow-down in the decay of the perturbed
semigroup.
Property (4.8) is well known for H0 and is equivalent to the fact that the
rst component of (Xt)t0 { a one-dimensional Brownian motion { is recurrent.
For some results concerning this connection in a more abstract context we refer
to [30].
Proposition 4.2. H0 is critical.
Proof. By the variational characterization of the spectral threshold, it is enough
to construct a test function  from H10 (
0) such that
Q[ ] := kr k2   E1k k2  
jV j1=2 2 < 0 :
For every n  1, we dene  n(x) := 'n(x1) J1(x2), with 'n := w  1n , where w
is the weight (4.6) (considered as a function on R). Due to the normalization
of J1, we have
Q[ n] = k _'nk2L2(R)   kv'nk2L2(R) ;
where v(x1) := kjV (x1; )j1=2J1k2L2(( a;a)). By hypothesis, v 2 L1(R) and the
integral kvkL1(R) is positive. Finally, an explicit calculation yields k _'nkL2(R) 
n 1=4. By the dominated convergence theorem, we therefore have
Q[ n]     !
n!1  kvkL1(R) :
Consequently, taking n suciently large, we can make Q[ n] negative.
In Section 6 we shall show that the spectrum of H0 is unstable against purely
geometric deformations characterized by positive curvature, too.
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5 Asymptotically at manifolds
We say that the strip 






jK(x)j = 0 : (5.1)
In this paper, we are interested in a `locally perturbed traveller' by usually
assuming a stronger hypothesis that K is compactly supported, i.e.,
supp(K) \ 
0 is bounded: (5.2)
It follows from (5.2) that there exists a positive R such that K(x) = 0 for all
jx1j > R. Then, as a consequence of (2.6),
jx1j > R =) f(x) = 1 : (5.3)
Of course, (5.1) trivially holds for the strips satisfying (5.2). Nevertheless, let
us state the following result under the more general hypothesis (5.1).
Theorem 5.1. Assume (2.10) and (5.1). Then
ess(HK) = [E1;1) :
Proof. The fact that the threshold of the essential spectrum does not descend
below the energy E1 has been proved in [24, Thm. 1] by means of a Neumann
bracketing argument. Let us therefore only show that [E1;1) belongs to the
essential spectrum of HK .
Our proof is based on the Weyl criterion adapted to quadratic forms in [4]
and applied to quantum waveguides in [27]. By this general characterization of
essential spectrum and since the set [E1;1) has no isolated points, it is enough
to nd for every  2 [E1;1) a sequence f ng1n=1  D(hK) such that
(i) 8n 2 N n f0g, k nkf = 1,
(ii)
(HK   ) n[D(hK)]     !n!1 0.
Here k  k[D(hK)] denotes the norm in the dual space [D(hK)] of D(hK) Let
n 2 N n f0g. Given k 2 R, we set  = E1 + k2.
Since 
 is asymptotically at, a good candidate for the sequence are plane
waves in the x1-direction modulated by the ground-state eigenfunction J1 in the
x2-direction and `localized at innity':
 n(x) := 'n(x1) J1(x2) e
ikx1 :
Here 'n(x1) :
 1=2 '(x1=n   n) with ' being a non-zero C1-smooth function
with compact support in the interval ( 1; 1). Note that supp'n  (n2 n; n2+
n). We further assume that ' is normalized to 1 in L2(R), so that the norm
of 'n is 1 as well.
Clearly,  n 2 H10 (
0) = D(hK). To satisfy (i), one can redene  n by
dividing it by its norm k nkf . However, since
k nk2f  1 
kKk1 a2
1  kKk1 a2 > 0
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due to Lemma 2.1 and the normalizations of ' and J1, it is enough to verify the
condition (ii) directly for our unnormalized functions  n.
By the denition of the dual norm, we have
(HK   ) n[D(hK)] = sup
2H10 (
0)nf0g
hK(;  n)  (;  n)f 
kkD(hK)
: (5.4)
An explicit computation using integrations parts yields
hK(;  n)  (;  n)f =
 





 1   1]@1 n
  k2  ; [f   1] n   ; [@2f ]@2 n :
Using the Schwarz inequality, we estimate the individual terms on the right
hand side of the identity as follows ; [  'n   2ik _'n]J1 eikx1  kkD(hK)qk 'nk2L2(R) + 4k2k _'nk2L2(R) kf1=2k1 ; @1; [f 1   1]@1   kkD(hK) k _'nkL2(R) esssup
supp'n
 
f1=2 jf 1   1j ; ; [f   1] n  kkD(hK) k'nkL2(R) esssup
supp'n
 






Hence, the dual norm (5.4) can be bounded from above by a constant multi-
plied by a sum of terms containing either k _'nkL2(R), k 'nkL2(R) or the suprema
involving f over the support of 'n. By hypothesis (5.1), the suprema tend to
zero as n!1 due to Lemma 2.1 and (2.8). The remaining terms tend to zero
as n!1 because
k _'nkL2(R) = n 1 k _'kL2(R) ; k 'nkL2(R) = n 2 k 'kL2(R) :
Theorem (5.1) implies that we always have K  E1 for asymptotically at





for each time t  0.
6 Positively curved manifolds
We say that a manifold is positively curved if K is non-zero and non-negative
(in the sense of a measurable function on the manifold). In this section we give
a meaning to the vague statement of Table 1 that the `positive curvature is bad
for transport'. It is based on the following result, which we adopt from [24].
Theorem 6.1. Assume (2.10) and K 2 L1(
0). We have
(J1;KJ1)f > 0 =) inf (HK) < E1 :
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Remark 6.1. Recall that J1 is the rst transverse eigenfunction introduced
in (4.2). Here, not to burden the notation, we denote by the same symbol J1
the function x 7! J1(x2) on 
0.
Proof. The proof of the theorem is very similar to that of Proposition 4.2. By
the variational characterization of the spectral threshold of HK , it is enough to
construct a test function  from H10 (
0) such that
QK [ ] := hK [ ]  E1k k2f < 0 :
Using the same sequence of functions  n(x) = 'n(x1)J1(x2) as in the proof of
Proposition 4.2, we arrive at
QK [ n] = (@1 n; f
 1@1 n)  1
2
( n;K n)f : (6.1)
Here the rst (positive) integral on the right hand side vanishes as n ! 1
because
(@1 n; f
 1@1 n)  1  kKk1 a
2
1  2kKk1 a2 k _'nk
2
L2(R) ;
due to Lemma 2.1 and the normalization of J1, and k _'nkL2(R)  n 1=4. Using,
at the same time, the dominated convergence theorem in the second integral on
the right hand side of (6.1), we nally get





Since the limit is negative by hypothesis, we can make Q[ n] negative by tak-
ing n suciently large.
Remark 6.2. The integrability of K is just a technical assumption in Theo-
rem 6.1. It is only important to give a meaning to the integral (J1;KJ1)f , the
value +1 being admissible in principle. For instance, it is enough to assume
that K is non-trivial and non-negative on 
0 for the present proof to work.
Combining Theorem 6.1 with Theorem 5.1, we get thatHK possesses at least
one discrete eigenvalue below the essential spectrum under the hypotheses. In
view of the criticality notion introduced in Section 4.3, the result of Theorem 6.1
can be also interpreted in the sense that H0 is not stable against geometric
perturbations characterized by the presence of positive curvature.
In any case, regardless of whether the spectral threshold of HK represents
an eigenvalue or the bottom of the essential spectrum, Theorem 6.1 implies
that the gap  := E1   K is always positive for positively curved strips. If
K vanishes at innity, then the bottom of the spectrum has to be an isolated
eigenvalue. Therefore, as a consequence of (3.6) and [37], we conclude with
Corollary 6.1. Assume (2.10), K 2 L1(





for each time t  0, where  is positive. Moreover, if additionally (5.1) is
satised then there exists a unique non-negative normalized 0 2 L2f (
0) such
that for every bounded measurable set B  














That is, the presence of positive curvature clearly slows down the decay
of the heat semigroup, even without the need to work with the weighted space
L2wf (
0). A Brownian traveller should avoid `mountains' satisfying (J1;KJ1)f >
0, if he/she wants to make sure that he/she is able to reach is goal early and
wants to avoid spending too much time in a given bounded region.
The following Corollary (again a rather direct consequence of Theorems 6.1
and 5.1) shows that in contrast to the at case the Brownian traveller { condi-
tioned on not-hitting the boundary @
0 { might not have been able to have left
a bounded region forever.
Corollary 6.2. Assume that (5.1) and the conditions of Theorem 6.1 are sat-














where the convergence is with respect to the total variation distance.













Observe that we do not assume that the sets B are bounded and that the
assertions of Corollary 6.1 do not suce to prove the desired assertion.
According to general spectral theory we know, that the eigenfunction 0 2
L2f (
0) does not change sign and that the eigenspace is one-dimensional. In the
rst step we show that 0 actually also belongs to L
1
f (




0; f(x) dx). This will allow us to interpret the ground state
as a probability distribution. Of course, many results concerning the decay
properties are known, but we have not been able to nd a reference covering our
setting. Observe rst that due to the probabilistic interpretation the semigroup
(e tHK )t0 in L2f (
0) gives rise to a consistent strongly continuous semigroups
(T pt )t0 in L
p
f (
0) for 1  p < 1. Moreover, due to the Gaussian bound
from Proposition 3.1, these semigroups are analytic with angle =2. Let the
generators be denoted by HpK . Due to the consistence of the semigroups, by
taking Laplace transforms of the semigroups, we conclude that the resolvents
F p(z) := (HpK   z) 1 (z 2 (HpK) := C n (HpK)) are as well consistent in the
sense that for every z 2 (HpK) \ (HqK)
F p(z)  Lpf (
0) \ Lqf (
0) = F q(z)  Lpf (
0) \ Lqf (
0):
Since according to Theorem 5 in [3] we have (HpK) = (H
2
K)(= (HK)) for
every 1  p < 1 and since K is an isolated eigenvalue for H2K , we conclude
by Corollary 1.4 in [17] that K is an isolated point of (H
1
K) and that the
eigenvector 0 of H
2
K is also an eigenvector of H
1
K , i.e., in particular, 0 2
L1f (
0).
Observe now that (Xt)
0t0 is K-recurrent in the sense of [44] and we also
conclude that the measure (dx) = 0(y)f(y) dy is nite and due to reversibility
with respect to the measure f(x) dx satises
P
 








for every measurable set A  
0. As  2 L2f (
0) we conclude that (Xt) is
K-positive recurrent in the sense of [44] (product-critical in the sense of [36]).
Applying Theorem 7 in [44], we are thus able to conclude the assertion of the





eKtPx Xt 2 B; 
0 > t  0(x)Z
B
0(y)f(y) dy
 = 0: (6.2)















0 > t) 1 sup
B
0














































0 > t)   1R
0 0(y)f(y) dy
 :
Two applications of (6.2) complete the proof.
7 Negatively curved manifolds
In analogy with positively curved manifolds, we say that a manifold is negatively
curved if K is non-zero and non-positive. In this section, on the contrary, we
show that the presence of negative curvature improves the decay of the heat
semigroup, supporting in this way the vague statement of Table 1 that the
`negative curvature is good for transport'. First, however, we have to explain
why the negative sign of curvature is much more delicate for the study of large
time properties of (1.2).
Recall that the positivity of the curvature K pushes the spectrum below E1
(cf Theorem 6.1). The objective of this subsection is to show that the eect of
negative curvature is rather opposite: it `has the tendency' to push the spectrum
above E1. This eect is more subtle because [E1;1) belongs to the spectrum
of HK , irrespectively of the sign of the curvature, as long as the curvature
vanishes at innity (cf Theorem 5.1).
The way how to understand this `repulsive tendency' is to replace the Poin-
care-type inequality requirement HK   E1  const > 0 (which is false for the
asymptotically at manifolds) by a weaker, Hardy-type inequality :
HK   E1   > 0 : (7.1)
Here  : 
0 ! (0;1) is assumed to be merely a positive function (necessarily
vanishing at the innity of 
0 for the asymptotically at manifolds).
By Theorem 6.1, (7.1) is false for positively curved manifolds. It is also
violated for at manifolds because of the criticality result of Proposition 4.2.
In this subsection, we show that (7.1) typically holds for negatively curved
manifolds.
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7.1 Hardy-type inequality and the large time behaviour
For completeness we rst sketch an abstract elementary argument from [22],
relating the Hardy inequality to low energy properties of the Hamiltonian and
the large time behaviour of the semigroup. If the semigroup is associated to a
stochastic process, then the validity of a Hardy-type inequality is related to the
concept of R-transience of the stochastic process.
Assume that there exists a positive function , with a locally bounded in-
verse  1, such that the inequality (7.1) holds true for the selfadjoint non-
negative operator LK := HK  E1. Then according to Theorem 8.31 in [47] we
conclude that for all  < 0 and every h 2 L2f (
0) we have 
h; (LK   ) 1h

f
  h; (M   ) 1hf ; (7.2)
whereM denotes the maximal multiplication operator acting via multiplication
with the function . If h satises (h;  1h)f <1, then (7.2) implies
8 < 0 ;
Z
(E1;1)
(   ) 1 dELK h2f   h;  1hf <1 ; (7.3)
where (ELK ) denotes the spectral resolution of LK . Using monotone conver-
gence, we get for all h with (h;  1h)f < 1 (in particular for all continuous h








Observe that (7.4) { which in the probabilistic literature such as [44], [46] and
[45] might be called E1-transience { does not hold in the case of positively curved
and at manifolds.
Property (7.3) is related to the low energy behaviour of the spectral measure










    dkE
LK
 hk2f : (7.5)
where we used that r    1 for  2 (0; r) and negative . Sending  to 0 and
using (7.3), we conclude that there is C > 0 such that for h with (h;  1h)f  1
and r 2 (0; 1) ELK ((0; r))h2
f
 C r:
This insight can easily be translated into an assertion concerning the large time
behaviour.
Proposition 7.1. Assume that HK E1 satises the Hardy-type inequality (7.1)












Proof. For the proof we again set LK := HK E1 and denote by h the spectral
measure corresponding to LK and h. Via the spectral theorem, integration by
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e 2t dh() = 2t
Z 1
0














e 2t d + t
Z 1
1














= 2e 2 yields the desired assertion.
Observe again that, under weak conditions on the Hardy weight , Propo-
sition 7.1 already gives an accelerated decay rate when compared with the one
in the at case given in Proposition 4.1.
7.2 The Hardy inequality for negatively curved manifolds
In this subsection, we show that (7.1) typically holds for negatively curved
manifolds.
One way how to establish (7.1) is to generalize the method of [25]. It works
as follows:
1. Transverse ground-state estimate. Recalling the structure of our opera-
tor (3.1), we clearly have
HK   E1   f 1@1f 1@1 + K (7.6)
in the form sense on L2f (
0), where x 7! K(x1) denotes the lowest eigen-
value of the one-dimensional shifted `transverse' operator  f 1@2f@2  
E1 on the Hilbert space L
2
 
( a; a); f(x1; x2) dx2

, subject to Dirichlet
boundary conditions, with x1 being considered as a parameter in the one-




 a j _'(x2)j2 f(x1; x2) dx2R a
 a j'(x2)j2 f(x1; x2) dx2
  E1 : (7.7)
With an abuse of notation, we denote by the same symbol K both the
function on R and its natural extension x 7! K(x1) to 
0.
2. Longitudinal Hardy-type estimate. Now we regard the right hand side
of (7.6) as a one-dimensional Schrodinger-type operator on the Hilbert
space L2
 
( a; a); f(x1; x2) dx1

, with x2 being considered as a parame-
ter and K playing the role of potential. We assume that each of the
x2-dependent family of operators satises a Hardy-type inequality, so that
  f 1@1f 1@1 + K  K > 0 (7.8)
in the form sense on L2f (
0), with some positive function K : 
0 ! (0;1).
Then (7.1) holds as a consequence of (7.8) and (7.6).
19
In this way, we have reduced the problem to ensuring the existence of
one-dimensional Hardy-type inequalities (7.8). However, the criticality of one-
dimensional Schrodinger operators is well studied, at least if f = 1. We present
two sucient conditions which guarantee the validity of (7.8) and conrm thus
that (7.1) typically holds for negatively curved manifolds.
7.2.1 Positivity of the ground-state estimates
Since the kinetic part of the Schrodinger-type operator on the left hand side
of (7.8) is a non-negative operator, we get a trivial estimate
  f 1@1f 1@1 + K  K (7.9)
in the form sense on L2f (
0). As a consequence of (7.6), HK   E1  K .
This represents a local Hardy-type inequality provided that K is non-zero
and non-negative. By `local' we mean that the function K is compactly sup-
ported for manifolds with compactly supported curvature K, which is a typical
hypothesis of the present paper. Hence it does not t to the initial deni-
tion (7.1), which can be called global Hardy-type inequality. However, it is
known that local Hardy-type inequalities imply global ones.
Theorem 7.1 (Hardy inequality for non-negative K). Assume (2.10). If K
is non-zero and non-negative in some bounded open subinterval J  R, then
there exists a positive constant cK , depending on a and properties of K, such
that
  f 1@1f 1@1 + K  cK
1 + 2
(7.10)
in the form sense on L2f (
0). Here (x) := jx1 x01j, with x01 being the mid-point
of J . As a consequence of (7.6), the Hardy-type inequality (7.1) holds.
Proof. The proof follows by a modication of the proof of [25, Thm. 3.1]. For
the clarity of the exposition, we divide it into several steps.
1. A consequence of the classical Hardy inequality. The main ingredient in the
proof is the following Hardy-type inequality for a Schrodinger operator in the
strip 
0 with a characteristic-function potential:
k(1 + 2) 1=2 k2  16 k@1 k2 + (2 + 64=jJ j2) kJ k2 (7.11)
for every  2 H1(
0). Here J is any bounded open subinterval of R and J
denotes the characteristic function of the set J  ( a; a)  
0. This inequality
can be established quite easily (cf [6, Sec. 3.3]) by means of Fubini's theorem and
the classical one-dimensional Hardy inequality
R b
0
s 2j'(s)j2ds  4 R b
0
j _'(s)j2ds
valid for any ' 2 H1((0; b)), b > 0, satisfying '(0) = 0.
Using Lemma 2.1, (7.11) can be cast into the formf 1@1 2f + 1=2K  2f  c k(1 + 2) 1=2 k2f   C kJ k2f ; (7.12)


















2. A Poincare-type inequality in a bounded strip. For every  2 H1(
0), we
have f 1@1 2f + 1=2K  2f  Jf 1@1 2f + J1=2K  2f
 J
J 2f ; (7.13)
where J denoted the lowest eigenvalue of the operator  f 1@1f 1@1 + K on
L2f (J( a; a)), subject to Neumann-type (i.e. no in the form setting) boundary
conditions at (@J) ( a; a). We claim that J can be bounded from below by
a positive constant which depends exclusively on properties of K . Indeed,
assume J = 0. By the variational characterization of J , it follows thatJf 1@1 J2f = 0 and J1=2K  J2f = 0 ;
where  J 2 H1(J  ( a; a)) is an eigenfunction corresponding to J . Recalling
Lemma 2.1, we conclude that kKkL1(J) = 0, which contradicts the hypothesis
that K is non-trivial on J .
3. Some interpolation. Combining (7.12) with (7.13), we eventually arrive atf 1@1 2f + 1=2K  2f  c  k(1 + 2) 1=2 k2f + [(1  )J   C ] kJ k2f
for every  2 H1(
0) and any  2 (0; 1). Choosing  in such a way that the
term with the square brackets vanishes, we get the Hardy-type inequality of the
theorem with cK := cJ=(J + C).
7.2.2 On the positivity of the ground-state eigenvalue
Since the fundamental hypothesis of Theorem 7.1 is the non-negativity of K ,
let us comment on its relation to the non-positivity of K.
We claim that the function K is typically positive for negatively curved
manifolds. Indeed, for any x x1 2 R, let us make the change of test function
 :=
p























By the Poincare inequality for the Dirichlet Laplacian in L2(( a; a)), we there-
fore get
K(x1)  ess inf
x22( a;a)
V (x1; x2) : (7.16)
Let us assume for a moment that K is continuous. Then, for every x1 2 R
xed, it follows from (2.6) that
lim
a!0




Hence, if K(x1; x2) is negative for every x2 2 ( a; a) and x1 from a compact
interval J , there exists a positive half-width a such that K(x1) is positive
for every x1 2 J . For merely bounded curvature K, we replace the pointwise






is non-zero and non-positive.
It is less obvious how to get uniform lower bounds, i.e. to ensure that, for
a given a, K(x1) is non-negative for almost every x1 2 R. An example of
manifolds for which the uniform non-negativity is possible to check is given by
strips on ruled surfaces studied in [25].
Example 7.1 (Ruled strips). Let   be a straight line in R3; without loss of
generality, we may assume that  (x1) = (x1; 0; 0). Given a C
1-smooth function
 : R! R, let us dene L(x) :=  x1; x2 cos (x1); x2 sin (x1). The image (2.3)
is a ruled surface, composed of segments of length 2a translated and rotated
along  . It is straightforward to check that the corresponding metric G admits
the block form (2.5) with the explicit formulae
f(x) =
q





The ad hoc dened mapping L represents an explicit parametrization of 
 via
the exponential map (2.2). The hypothesis (2.10) is satised for every a provided
that we assume that _ is bounded. The strip 
 is asymptotically at if _(x1)









It follows that V is non-zero and non-negative provided that _ is non-zero and
the half-width a is so small that k _k1 a <
p
2. Consequently, under the same
assumptions about a and _, the quantity K is non-zero and non-negative, too.
We refer to [25] for more geometric and spectral properties of the ruled strips.
7.2.3 Thin strips
The second sucient condition which guarantees the validity of (7.8) is based
on the ideas of the previous subsection.
Theorem 7.2 (Hardy inequality for thin strips). Assume (2.10) and (5.2). Let
the function k dened in (7.17) be non-zero and non-positive. Then there exists
a positive number a0, depending on properties of K, such that
  f 1@1f 1@1 + K  ~cK
1 + x21
(7.19)
holds in the form sense on L2f (
0) for all a  a0 with some constant ~cK de-
pending on properties of K. As a consequence of (7.6), the Hardy-type inequal-
ity (7.1) holds for all a  a0.
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Proof. In view of (7.16), Lemma 2.1, (2.8) and (5.3), it is easy to show that
K(x1)   1
2
k   C(kKk1 a2)[ R;R](x1) ;















Hence, K ! 0K :=  12k as a! 0. For every  2 H1(
0), we writef 1@1 2f +   ; K f = f 1@1 2f +   ; 0K f +   ; [K   0K ] f :
Applying Theorem 7.1 to the rst two terms on the right hand side of this










j (x)j2 f(x) dx :
It is important to notice that cK can be bounded from below by a positive
constant independent of a (cf proof of Theorem 7.1). On the other hand,
C(kKk1 a2) tends to zero as a! 0. Then the result follows by estimating the
characteristic function by (1 + x21)
 1 multiplied by a constant smaller than cK
for all suciently small a.
Remark 7.1. The positive function  on the right hand side of (7.1) can in
principle vanish on the boundary of @
0. The objective of this remark is to
show that, if (7.1) holds, with an arbitrary positive function , there is also an
inequality of the type (7.8) with the right hand side which is independent of the
`transverse' variable x2. This can be seen as follows. Assume (7.8) and (5.2).
For any  2 H10 (
0) and  2 (0; 1), we write
hK [ ]  E1 k k2f = 
 
hK [ ]  E1 k k2f

+ (1  ) hK [ ]  E1 k k2f
  k@2 k2f   E1 k k2f+ (1  )k1=2 k2f
= 
 k@2k2   E1 kk2 + (; V )+ (1  )k1=2k2
   ; [V + ]  :
Here the last equality follows by the change of test function  :=
p
f  , as in Sec-
tion 7.2.2, and x 7! (x1) denotes the lowest eigenvalue of the one-dimensional
operator  @22 E1+(1 ) 1(x1; ) on L2(( a; a)), subject to Dirichlet bound-





 j _'(x2)j2   E1 j'(x2)j2 + 1  (x1; x2) j'(x2)j2 dx2R a
 a j(x2)j2 dx2
:
Since K has bounded support, it is also true for V , cf (5.3). On the other hand,
since (x) is positive for almost every x 2 
0, (x1) is positive for almost every
x1 2 R. Furthermore, "(x1) tends to innity as ! 0 for almost every x1 2 R.
Consequently, for suciently small , V +  can be bounded from below by a
positive function which depends on x1 only.
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Finally, let us emphasize that Theorem 7.2 covers a very general class of
manifolds, not necessarily negatively curved. It is only important that the
manifold is `negatively curved in the vicinity of the reference curve'  , cf (7.17).
7.3 The ne decay rate
As in the at case in Proposition 4.1, we again restrict the class of initial data
to the weighted spaces of L2wf (
0)  L2f (
0) and consider the following (poly-








 C  (1 + t)  
o
: (7.20)
Sections 7.1 and 7.2 already imply that the heat semigroup decays faster
than in the at case provided that the Hardy-type inequality (7.1) holds. It
follows from Proposition 4.1 that we have  0 = 1=4 (i.e. for K = 0), whereas
Proposition 7.1 gives  K  1=2 if (7.1) is satised.
The abstract arguments leading to Proposition 7.1 do not give the precise
additional polynomial decay rate. The objective of the following subsections
is to show that  K is in fact three times bigger whenever the curvature K is
non-zero and non-positive.




 9 ~C > 0; 8t  0;
Px
 
Xt 2 B; 
0 > t
  C (1 + t)  o: (7.21)
where x 2 
0; B  
0. Again we nd that the non-zero and non-positive
situation diers from the straight manifold by a factor 3. This is the meaning
of the last item in Table 1.
In view of (7.20), it is more convenient to study the shifted heat equation(
@tu+HKu  E1u = 0 in 
0  (0;1) ;
u = u0 on 
0  f0g ;
(7.22)
in the functional setting on L2f (
0) as explained in Section 3.2. Indeed, (7.22) is
obtained from (1.2) by the replacement u(t) 7! e E1t u(t), with help of the Fermi
coordinates.
7.4 The self-similarity transformation
Our method to study the asymptotic behaviour of the heat equation (1.2) in
the presence of curvature is to adapt the technique of self-similar solutions used
in the case of the heat equation in the whole Euclidean space by Escobedo and
Kavian [7] to the present problem. We closely follow the approach of the recent
papers [28, 29], where the technique is applied to twisted waveguides in three
and two dimensions, respectively.
We perform the self-similarity transformation in the rst (longitudinal) space
variable only, while keeping the other (transverse) space variable unchanged.
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More precisely, given s 2 (0;1), let us consider the change of function dened
by
(Us )(y) := e
s=4 (es=2y1; y2) :







s=2y1; y2) : (7.23)






a `self-similar' solution ~u(s) := Us[u(e







~u(y1; y2; s) = e
s=4u(es=2y1; y2; e
s   1) (7.24)
and the inverse change of variables is given by
u(x1; x2; t) = (t+ 1)
 1=4 ~u
 
(t+ 1) 1=2x1; x2; log(t+ 1)

:
Note that the original space-time variables (x; t) are related to the `self-similar'
space-time variables (y; s) via the relations
(x1; x2; t) = (e
s=2y1; y2; e
s   1) ;
(y1; y2; s) =
 




Hereafter we consistently use the notation for respective variables to distinguish
the two space-times.
It is easy to check that this change of variables transfers the weak formulation
of (7.22) to the evolution problem








= 0 ; (7.26)
for each ~v 2 H10 (
0) and a.e. s 2 [0;1), with ~u(0) = ~u0 := U0u0 = u0. Here
h; ifs stands for the pairing of H10 (
0; Gs) and its dual [H10 (
0; Gs)], where Gs
is the metric of the form (2.5) with f being replaced by fs, and ~as(; ) denotes
the sesquilinear form associated with




~u 2 D(~as) := H10 (
0) :
(7.27)
More specically, H10 (




to the norm k  kD(hKs ) := (hKs [] + k  k2fs)1=2, where hKs is dened as (3.3)
with f being replaced by fs.
Remark 7.2. Note that (7.26) is a parabolic equation with s-time-dependent
coecients. The same occurs and has been previously analysed for the heat
equation in the twisted waveguides [28, 29], for the heat equation in the plane
with magnetic eld [26] and also for a convection-diusion equation in the whole
space but with a variable diusion coecient [8, 5]. A careful analysis of the
behaviour of the underlying elliptic operators as s tends to innity leads to
a sharp decay rate for its solutions. An important dierence of the present
problem with respect to the previous works is that also the Hilbert space be-
comes time-dependent after the self-similarity transformation, which makes the
analysis substantially more dicult.
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7.5 The setting in weighted Sobolev spaces
Since Us acts as a unitary transformation, it preserves the space norm of solu-
tions of (7.22) and (7.26), i.e.,
ku(t)kf = k~u(s)kfs : (7.28)
This means that we can analyse the asymptotic time behaviour of the former
by studying the latter.
However, the natural space to study the evolution (7.26) is not L2fs(
0) but
rather the weighted space L2wfs(
0) with the Gaussian weight (4.6). Following
the approach of [28] based on a theorem of J. L. Lions [1, Thm. X.9] about
weak solutions of parabolic equations with time-dependent coecients, it can
be shown that (7.26) is well posed in the scale of Hilbert spaces
H10 (








0; wGs) denotes the completion of C
1
0 (
0) with respect to the norm
(hKs [w
1=2 ] + k  k2wfs)1=2.
More precisely, choosing ~v := wv for the test function in (7.26), where v 2
C10 (









= 0 : (7.30)
Here h; iw denotes the pairing of H10 (
0; wGs) and [H10 (
0; wGs)] and as(; )
denotes the sesquilinear form associated with




















0; w) denoting the closure of C
1
0 (
0) with respect to the weighted
Sobolev norm (kr  k2w + k  k2w)1=2. Note the appearance of the extra term
with respect to (7.27) (it makes the form as non-symmetric if the Hilbert space
L2wf (
0) is considered to be complex).
By `formally' we mean that the formulae are meaningless in general, because




, respectively. The justication of (7.26) being well posed in the
scale (7.29) consists basically in checking the boundedness and a coercivity of












as vector spaces. It is straightforward by using (2.10) and Lemma 2.1.
7.6 Reduction to a spectral problem





k~u(s)k2wfs =  l^s[~u(s)] ; (7.32)
where l^s[~u] := <fas[~u]g, ~u 2 D(l^s) := D(as) = H10 (
0; w) (independent of s as
a vector space). It remains to analyse the coercivity of l^s.
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More precisely, as usual for energy estimates, we replace the right hand side
of (7.32) by the spectral bound, valid for each xed s 2 [0;1),
8~u 2 D(l^s) ; l^s[~u]  K(s) k~uk2wfs ; (7.33)
where K(s) denotes the lowest point in the spectrum of the self-adjoint opera-




0) with l^s; it depends on the curvature K through
the dependence on f . Then (7.32) together with (7.33) implies the exponential
bound
8s 2 [0;1) ; k~u(s)kwfs  k~u0kwf0 e 
R s
0
K(r) dr : (7.34)
Finally, recall that the exponential bound in s transfers to a polynomial
bound in the original time t, cf (7.25). In this way, the problem is reduced to
a spectral analysis of the family of operators fL^sgs0.
7.7 Removing the weight




0), we rst map it into a uni-
tarily equivalent operator Ls := UL^sU
 1 on L2fs(
0) via the unitary transform
U ~u := w1=2 ~u :





quadratic form ls[v] := l^s[U
 1v], v 2 D(ls) := UD(l^s). A straightforward
calculation yields















Here and in the sequel, we assume that v is real, which is justied by the
positivity preserving property of the heat equation as explained in Section 3.2.
For everywhere vanishing curvature, i.e. K = 0, we have that f is identically
equal to one. Consequently, fs = 1 for all s  0. Then, integrating by parts
in the rst term on the second line of (7.35), we get that ls coincides with the
form l0s on L
2(
0) dened by








0; y21 dy) :
(7.36)
In order to specify the domain of ls for any curvature, we assume (5.2) and
consider ls as a perturbation of l
0
s . It follows from (5.3) that
jy1j > e s=2R =) fs(y) = 1 : (7.37)
In particular, fs(y) = 1 for all jy1j > R.







0; y21 dy) :
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Proof. Using some rearrangement and integration by parts, it is convenient to
rewrite (7.35) as follows
ls[v] = kf 1s @1vk2fs + es k@2vk2fs   esE1 kvk2fs +
1
16


















Using Lemma 2.1, it is easy to see that for each s  0 there exists a positive
constant C = C(s; kKk1; a) such that
C 1 l0s [v]  ls[v]  rs[v]  C l0s [v]
for every v 2 D(l0s). Consequently (see, e.g., [2, Corol. 4.4.3]), the quadratic
form ls   rs is closed on the domain D(l0s) given by (7.36). It remains to
show that rs is a relatively bounded perturbation of l
0
s with relative bound
smaller than one. It is clear for the rst term of rs which is in fact a bounded
perturbation in view of Lemma 2.1. We employ (7.37) to deal with the remaining
terms. For the second term we have, y1v; [fs   1]@1v  kf   1k1 Z
fjy1j<e s=2Rg
jy1jjv(y)jj@1v(y)jdy
 kf   1k1 e s=2R kvk k@1vk




for every v 2 D(l0s). and any  2 (0; 1). Similarly, y1v; [f 1s   fs]y1v  kf 1   fk1R2 kvk2 :
for every v 2 D(l0s).
Remark 7.3. The proof of the lemma represents a direct way how to show
that the form (7.35) is closed on the domain D(l0s). In view of the unitary
equivalence U, it also a posteriori establishes the closedness of the form (7.31).
As a consequence of Lemma 7.1, we get that Ls (and therefore L^s) has
compact resolvent and thus purely discrete spectrum for all s  0. In particular,
K(s) represents the lowest eigenvalue of Ls.
7.8 The strong-resolvent convergence
In order to study the decay rate via (7.34), we need information about the limit
of the eigenvalue K(s) as the time s tends to innity. This can be deduced
from the asymptotic properties of the resolvent of Ls for large s.
In view of (5.2), the function y 7! fs(y) converges to one locally uniformly
in jy1j > 0, y2 2 ( a; a), as s ! 1. Moreover, the scaling of the transverse
variable in (7.35) corresponds to considering the operator L0 in the shrinking
strip R  ( e s=2a; e s=2a). This suggests that Ls will converge, in a suitable
sense, to the one-dimensional harmonic-oscillator operator









(i.e. the Friedrichs extension of this operator initially dened on C10 (R)), po-
tentially subjected to an extra condition at the origin. For further purposes, let
us note that the spectrum of h is known explicitly (see any book on quantum












We shall see that the dierence between the negatively curved and at
case consists in that the limit operator for the former is subjected to an extra
Dirichlet boundary condition at y1 = 0. Thus, simultaneously to h introduced
in (7.39), let us consider the self-adjoint operator hD in L
2(R) whose quadratic





' 2 D(h1=2) j '(0) = 0	 :
To make this singular operator limits mentioned above rigorous (Ls and h act
on dierent spaces), we decompose the Hilbert space L2(
0) into an orthogonal
sum
L2(
0) = H1  H?1 ; (7.41)
where the subspace H1 consists of functions of the form  1(y) = '(y1)J1(y
0).
Recall that J1 denotes the positive eigenfunction of  ( a;a)D corresponding
to E1, normalized to 1 in L
2(( a; a)), cf (4.2). Given any  2 L2(
0), we have
the decomposition  =  1 +  
? with  1 2 H1 as above and  ? 2 H?1 . The
mapping  : ' 7!  1 is an isomorphism of L2(R) onto H1. Hence, with an abuse
of notations, we may identify any operator h on L2(R) with the operator h 1
acting on H1  L2(
0).






identied as vector sets because their norms are equivalent. More specically,
in view of Lemma 2.1 and the denition (7.23), we have
1  kKk1 a
2
1  kKk1 a2 
k k2fs
k k2  1 +
kKk1 a2
1  kKk1 a2 ; (7.42)
for every non-zero  2 L2(
0) and all s  0.
In the at case, i.e. K = 0, it is readily seen that the operator L0s associated
with the form (7.36) can be identied with the decomposed operator
h
 1 + 1
 ( es( a;a)D   esE1) in L2(R)
 L2(( a; a)) ; (7.43)
where 1 denotes the identity operators in the appropriate spaces. Using (7.40),
it follows that 0(s) = 1=4 for all s 2 [0;1). Consequently,
0(1) := lim
s!1 0(s) = 1=4 : (7.44)
Moreover, (7.43) can be used to show that L0s converges to h 0? in the norm-
resolvent sense as s!1, where 0? denotes the zero operator on H?1 .
It is more dicult (and more interesting) to establish the asymptotic be-
haviour of K(s) for K 6= 0. A ne analysis of its limit leads to the key obser-
vation of the paper, ensuring a gain of 1=2 in the decay rate in the negatively
curved case. This can be understood from the following proposition, which
represents the main auxiliary result of the present paper.
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Proposition 7.2. Assume (2.10) and (5.2). Let the Hardy-type inequality (7.1)





 Ls + i 1F   h hD + i 1  0?iF = 0 :
Proof. For the clarity of the exposition, we divide the proof into several steps.
The equivalence of norms (7.42) and other consequences of Lemma 2.1 are widely
used in the present proof.
1. The resolvent equation for Ls. Let F 2 L2(
0). Then also F 2 L2fs(
0)
for every s  0 due to (7.42). Let z be a suciently large positive number to
be specied later. We set  s := (Ls + z)
 1F . In other words,  s satises the
resolvent equation
8v 2 D(ls) ; ls(v;  s) + z (v;  s)fs = (v; F )fs : (7.45)
In particular, choosing  s for the test function v in (7.45), we have
8v 2 D(ls) ; ls[ s] + z k sk2fs = ( s; F )fs  k skfskFkfs : (7.46)
2. Boundedness of  s. Our primary objective is to deduce from (7.46) that
f sgs0 is a bounded family in the spaceD0 := H10 (
0)\L2(
0; y21 dy) equipped
with the intersection topology.
We search a lower bound to the operator Ls + z. Using the convenient
form (7.38) for ls[ s] and proceeding as in the proof of Lemma 7.1, we easily
check that
jrs[ s]j  C
 
kf 1s @1 sk2fs +  1k sk2fs

: (7.47)
with any  2 (0; 1), where C is a positive constant depending on kKk1 a2 and R.
Hence
ls[ s] + z k sk2fs  (1  2)kf 1s @1 sk2fs + es k@2 sk2fs   esE1 k sk2fs
+ kf 1s @1 sk2fs +
1
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ky1 sk2fs + (z   C  1) k sk2fs :
(7.48)
If we choose z larger than C  1, all the terms on the second line are non-
negative.
To get a non-negative lower bound to the rst line on the right hand side
of (7.48), we introduce a new function us by  s(y) = e
s=4us(e
s=2y1; y2) (cf the
self-similarity transformation (7.24)). Making the change of variables (x1; x2) =
(es=2y1; y2), recalling the denition (7.7) and using the Hardy-type inequal-
ity (7.1), we obtain
(1  2)kf 1s @1 sk2fs + es k@2 sk2fs   esE1 k sk2fs
= es (1  2)kf 1@1usk2f + es k@2usk2f   esE1 kusk2f
 es (1  2)k1=2usk2f + es 2 (us; Kus)f : (7.49)
Here  is a positive function and, as pointed out in Remark 7.1, we may assume
that it depends on x1 only. On the other hand, K has compact support due
to (5.3). Hence, we can choose  suciently small so that the new Hardy weight
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~(x1) := (1  2)(x1) + 2K(x1) is positive for almost every x1 2 R. Coming
back to our coordinates y, we thus conclude from (7.49)
(1  2)kf 1s @1 sk2fs + es k@2 sk2fs   esE1 k sk2fs  es k~1=2s  sk2f ;
where ~s(y1) := (e
s=2y1).
Using the last inequality in (7.48) and employing Lemma 2.1, we eventually
arrive at
ls[ s] + z k sk2fs  c





where c is a positive constant depending on kKk1 a2. Comparing this inequality
with (7.46), we see that there exists a constant z0, depending on a and properties
of K, such that for all z  z0
k sk  C kFk ; ky1 sk  C kFk ; k@1 sk  C kFk ; (7.51)
and
es k~1=2s  sk2  C kFk2 ; (7.52)
with some constant C depending on a and properties of K. Furthermore, di-
rectly from (7.48) and (7.46) with help of (7.51), we also get
k@2 sk  C kFk ; (7.53)
The estimate (7.50) also shows that Ls + z is invertible for all z  z0. This,
a posteriori, justies the denition of  s as the unique solution of (7.45).
From (7.51) and (7.53), we conclude that f sgs0 is a bounded family in D0.
Therefore it is precompact in the weak topology of D0. Let  1 be a weak limit
point, i.e., for an increasing sequence of positive numbers fsngn2N such that
sn !1 as n!1, f sngn2N converges weakly to  1 in D0. Actually, we may
assume that it converges strongly in L2(
0) because D0 is compactly embedded
in L2(
0).
3. Transverse mode decomposition of  s. Now we employ the Hilbert space
decomposition (7.41) and write  s(y) = 's(y1)J1(y2)+ 
?
s (y), where  
?






L2(( a;a)) = 0 (7.54)
for a.e. y1 2 R. It follows from (7.51), (7.53) and (7.54) that also f ?s gs0
is a bounded family in D0 and that f'sgs0 is a bounded family in H1(R) \
L2(R; y21 dy1) equipped with the intersection topology. We denote by  ?1 and
'1 the respective limit points.
We come back to (7.46) with (7.48) and focus on the inequality
es k@2 sk2fs   esE1 k sk2fs  C kFk2 (7.55)
we have already used to get (7.53). In the same way as we proceeded to
get (7.14), we write s :=
p
fs s and obtain
k@2 sk2fs   E1 k sk2fs = k@2sk2   E1 ksk2 + (s; Vss) ; (7.56)
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where Vs is dened in the same way as (7.15) but with K and f being replaced
by Ks and fs, respectively. Using (7.37), it is possible to check that fsngn2N
is strongly converging in L2(
0); in fact,
lim
n!1 ksn    1k = 0 : (7.57)
Using the fact that the scaled potential Vs in (7.56) vanishes for all jy1j >
e s=2R together with the strong convergence of fsngn2N, it is easy to see that
the integral containing the potential tends to zero as n ! 1, after passing to
the subsequence fsngn2N. Multiplying (7.55) by e sn and putting the asymp-




 k@2snk2   E1 ksnk2 = 0 : (7.58)
Using in addition the Hilbert space decomposition (7.41) of s, i.e. s(y) =
s(y1)J1(y2) + 
?
s (y), we see that the same limit (7.58) holds for 
?
sn 2 H?1 as
well. In that limit, we use the estimate k@2?snk2  E2 k?snk2, where E2 = 4E1
denotes the second eigenvalue of  ( a;a)D , and conclude that k?snk tends to




snk = 0 and limn!1 ksn   '1kL2(R) = 0 : (7.59)
That is,  1 2 H1.
4. The Dirichlet condition at zero. Now we come back to the inequality (7.52).
Recall that ~s(y1) = ~s(e
s=2y1) and that ~ is positive (although necessarily
vanishing at innity). Without loss of generality, we may assume that ~ in (7.52)
belongs to L1(R) (since we can always replace the estimate using a smaller
function). Then es=2~s converges in the sense of distributions on R to a Dirac
delta at y1 = 0. We want to use this heuristic consideration to show that
'1(0) = 0.
To do so, rst, we use the Hilbert space decomposition (7.41) of  s and notice
that the left hand side of (7.52) splits into a sum of two non-negative parts,
the mixed term being zero due to (7.54). Second, multiplying the obtained
inequality for the term involving the H1-part of  s by e
 s=2, passing to the




~(x1) dx1 = 0 :
The limiting procedure is justied by recalling that f'sngn2N converges weakly
in H1(R) and therefore strongly in H1(J), which is compactly embedded in
C0;(J) for every  2 (0; 1=2), where J is any bounded interval of R.
Since the integral of ~ is positive by our hypotheses, we thus verify that '1
satises the extra Dirichlet condition
'1(0) = 0 :
5. The resolvent equation for Ls as s!1. Let us summarize our results. We
have obtained that the solutions  sn of (7.45) converge in the weak topology
of D0 and in the strong topology of L
2(
0) to some  1. Moreover, the limiting
solution  1 belongs to H1, so that  1(y) = '1(y1)J1(y2) with some '1 2
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H1(R) \ L2(R; y21 dy1) = D(h). Finally, '1(0) = 0, so that actually '1 2
D(hD).
Recall that the set C10 (Rnf0g) is dense in D(hD). Let ' 2 C10 (Rnf0g) be
arbitrary. We take v(y) := '(y1)J1(y2) as the test function in (7.45) and note
that ' and fs   1 have disjoint support for suciently large s due to (7.37).
Sending n to innity in (7.45) with s being replaced by sn, we thus easily check
that
( _'; _'1)L2(R) +
1
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(y1'; y1'1)L2(R) + z (';'1)L2(R) = ('; f)L2(R) ;
where f(y1) := (J1; F (y1; ))L2(( a;a)). That is, '1 = (hD + z) 1f , for any
weak limit point of f'sgs0.
In conclusion, we have shown that  s converges strongly to  1 in L2(
0)
as s!1, where  1(y) := '1(y1)J1(y2) =

(hD + z)
 1  0?F (y).
6. The strong convergence for other values of the spectral parameter. Finally, let
us argue that we can replace the real number z by any non-real number. This
is actually a consequence of [19, Thm. VIII.1.3], the fact that Ls is self-adjoint
on L2fs(
0) and the equivalence of this Hilbert space with L
2(
0), to which we
consider the limit of the strong convergence, due to (7.42).
Remark 7.4. The crucial step in the proof is certainly the usage of the Hardy
inequality (7.1). Indeed, it enables us, rst, to ensure the non-negativity of the
right hand side of (7.48) and, second, to establish the extra Dirichlet condition
at zero.
7.9 Spectral consequences
Assume for a moment that Proposition 7.2 stated that the operator Ls converges
to hD 0? in the norm-resolvent sense as s!1. Then we would immediately
know that K(s) converges to the rst eigenvalue of hD as s ! 1. In view of
the symmetry, the rst eigenvalue of hD coincides with the second eigenvalue
of h, which is 3=4 due to (7.40). Hence, under the hypotheses of proposition 7.2,
we would have that the limit of K(s) as s!1 is three-times larger than the
same limit in the at case (7.44).
Unfortunately, the strong-resolvent convergence of Proposition 7.2 is not
sucient to guarantee the convergence of spectra. In general, this is true for
eigenvalues of the limiting operator which are stable under the perturbation
(cf [19, Sec. VIII.1]). In our case, however, the spectral convergence can be
established directly using the fact that both Ls and hD are operators with
compact resolvents. Using the compactness, the convergence of eigenvalues
follow by a straightforward modication of the proof of Proposition 7.2. In
particular, we have the following result for the lowest eigenvalue, exactly as we
would have under the norm-resolvent convergence described above.
Corollary 7.1. Under the hypotheses of Proposition 7.2, one has
K(1) := lim
s!1 K(s) = 3=4 :
Proof. First of all, let us notice that K(s) remains bounded as s ! 1. This
is easily seen by the Rayleigh-Ritz variational formula for the lowest eigenvalue
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of Ls, in which we use the trial function of the form  (y) := '(y1)J1(y2), where
' 2 C10 (R) is supported outside supp(f 1)  supp(fs 1) (cf (7.37)). Indeed,
K(s)  ls[ ]k k2fs
=
k _'k2L2(R) + 116 ky1'k2L2(R)
k'k2L2(R)
; (7.60)
irrespectively of the properties of K.
Now, let  s be the positive eigenfunction of Ls corresponding to K(s),
normalized to 1 in L2fs(
0).  s is a solution of the problem (7.45) with F :=
(K(s) + z) s. It is important that F is uniformly bounded in s as an element
of L2fs(
0), due to (7.60) and the normalization of  s. Then we can proceed
exactly as in the proof of Proposition 7.2.
We show that f sgs0 contains a subsequence f sngn2N which is weakly
converging to some  1 in D0. Since D0 is compactly embedded in L2(
0),
we know that f sngn2N converges to  1 strongly in L2(
0). In particular,
k 1k = 1, so that we know that  1 is non-trivial. At the same time, we show
that  1 2 H1 and that '1(y1) := (J1;  1(y1; ))L2(( a;a)) vanishes at y1 = 0.
Taking v(y) := '(y1)J1(y2) with ' 2 C10 (Rnf0g) as the test function in
the weak formulation of the eigenvalue problem (7.45), with s being replaced
by sn, and sending n to innity, we eventually nd that '1 is an eigenfunction of
hD+z with the eigenvalue K(1)+z. Since  1 is obtained as a limit of positive
functions, we know that '1 is positive as well. Hence, K(1) represents the
lowest eigenvalue of hD.
It remains to recall that the rst eigenvalue of hD coincides with the second
eigenvalue of h, which is 3=4 due to (7.40).
7.10 A spectral bound to the decay rate
We come back to (7.34). Assume K = 0 or that there exists a Hardy-type
inequality (7.1). Recalling (7.44) and Corollary 7.1, we know that for arbitrarily
small positive number " there exists a (large) positive time s" such that for all




K(r) dr   
Z s"
0




jK(r)j dr + [K(1)  "]s" [K(1)  "]s







jK(r)j dr + [K(1)  "]s" [K(1)  "]s
also for all s  s". Summing up, for every s 2 [0;1), we have
k~u(s)kwfs  C" e [K(1) "]s k~u0kwf0 ; (7.61)




Now we return to the original variables (x; t) via (7.25). Using (7.28) together
with the point-wise estimate 1  w, and recalling that f0 = f and ~u0 = u0, it
follows from (7.61) that
ku(t)kf = k~u(s)kfs  k~u(s)kwfs  C" (1 + t) [K(1) "] ku0kwf
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ku0kwf  C" (1 + t)
 [(1) "]
for every t 2 [0;1). Since " can be made arbitrarily small, this bound implies
 K  K(1) : (7.62)
7.11 The improved decay rate
Now we arrive to the main result of this paper. It follows from Proposition 4.1
that  0 = 1=4 (i.e. K = 0). The lower bound  0  1=4 alternatively follows
from (7.62) using (7.44). The following theorem states that the decay rate is
three times better in the presence of a Hardy-type inequality (7.1).
Theorem 7.3. Assume (2.10) and (5.2). If (7.1) holds, then
 K = 3=4 :
Proof. The assertion  K  3=4 follows from (7.62) using Corollary 7.1. In order
to prove the  K  3=4 it is sucient to show, that for some suitable function
' 2 C10 (





 c' t 3=4eE1t: (7.63)
Due to (5.2) the support of f is contained in a rectangle 
R := ( R;R)( a; a)
for R > 0. We choose ' 2 C10 (
0) such that supp(')  
0 n 
R. Recall that
Ex (respectively, Px) denote the expectation (respectively, probability measure)
corresponding to the Markov process (Xt)t0 associated to the Dirichlet form hk.




0 = infft  0 j Xt 2 
0g and 
R = infft  0 j Xt 2 @
Rg:
The process (Xt)0t<
0 is called Brownian motion on 
0 killed at the boundary.





  Ex'(Xt); 
R ^ 
0 > t; (7.64)
where 
R ^ 
0 denotes the minimum of the stopping times 
0 and 
R .
Integration of (7.64) and using K  
0 n 
R = 0 and hence { by Lemma 2.1 {















0R > t2 dx (7.65)
where 
0R := (R;1) ( a; a) and

0R = infft  0 j Xt 2 @
0Rg:
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Due to f = 1 in 
0 n 
R the stochastic process (Xt)
0R>t0 is a (determinis-
tically time changed by the factor 2) Brownian motion killed, when exiting the
set 














p0(t; x1; y1)Jn(2)'(y1; y2) dy;
(7.66)
where










is the transition function of a one-dimensional Brownian motion killed when hit-
ting 0. Using (7.65) and (7.66) an elementary calculation gives assertion (7.63).
Observe that the proof of Theorem 7.3 demonstrates that the `transient'
eect of negative curvature on the survival properties of a Brownian particle is
as strong as if we kill a particle when entering the curved region.
7.12 From normwise to pointwise bounds
Theorem 7.3 may be reformulated in terms of certain pointwise assertions.
Corollary 7.2. Assume (2.10), (5.2) as well as the (7.1). Let x 2 
0,  > 0
and a measurable bounded subset B  
0 be given. Then there exists a constant
CB;;x > 0 such that
Px
 
Xt 2 B; 
0 > t
  CB;;x e E1t t  32+ :
Proof. We use that according to Proposition 3.1 the integral kernel e tHK (x; y)
of e tHK satises the following Gaussian upper bound












where " is chosen small enough such that  x;" 2 L2wf (
0). Then for t > " we
have for some constant C > 0
Px
 
Xt 2 B; 
0 > t





















 ( 34 =2)e E1 t "2 2 ;
where the last inequality follows using the Cauchy-Schwarz inequality and The-
orem 7.3 have been used. This implies the assertion of the Corollary.
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Remark 7.5. In the case of positively curved manifolds satisfying hypothe-
ses (2.10) and (5.2), the decay rate of Px
 




nential, whereas in the situation of a at manifold on has t 1=2e E1t.
In terms of Tweedie's R-theory (see [45] and [46]) one can therefore conclude
that a Brownian particle in a positively curved tube satisfying condition (2.10)
and (5.1) is E1-positive recurrent, in a at manifold the Brownian particle is
E1-null recurrent and in the negatively curved tube satisfying (2.10) and (5.2)
the Brownian motion is E1-transient.
Let us nally reformulate our ndings in the negatively curved case in an-
other way using conditional probabilities, again.
Corollary 7.3. Assume (2.10) and (5.2). Let x 2 
0,  > 0 and a bounded
measurable subset B  




Xt 2 B j 
0 > t
  ~Cb;;xt 1+






  cx e Kt t  12 :
The latter assertion can be proved by adding a Dirichlet boundary as was done
in the proof of Theorem 7.3.
8 Conclusions
The objective of this paper was to investigate the interplay between the cur-
vature and the properties of Brownian motion in the simplest non-trivial case,
when the ambient space is two-dimensional and the motion in fact quasi-one-
dimensional. More precisely, we were interested in the large time behaviour
of the solution to the heat equation in tubular neighbourhoods of unbounded
geodesics in a two-dimensional Riemannian manifold, subject to Dirichlet bound-
ary conditions.
Our results are schematically summarized in Table 1. The corresponding
precise statements can be found in: Propositions 4.1 and 4.2 for at manifolds;
Corollary 6.1 for positively curved manifolds; and Theorem 7.3 for negatively
curved manifolds. The moral of the story is that the negative curvature is `better
for travelling', in the sense that the heat semigroup gains an extra polynomial,
geometrically induced decay rate. The latter is in fact a consequence of the
existence of Hardy-type inequalities in negatively curved manifolds, which play
a central role in our proof. Though the proofs are mainly analytic some eort
has been made in order to connect our ndings with notions and results available
in the probabilistic literature, e.g. on Markov chains.
The present paper can be considered as a contribution to recent works on
the consequences of the existence of Hardy inequality on large-time behaviour
of the heat semigroup for quantum waveguides [28, 29, 15, 22] and magnetic
Schrodinger operators [23, 26]. More generally, recall that we expect that there
is always an improvement of the decay rate for the heat semigroup of an op-
erator satisfying a Hardy-type inequality (cf [28, Conjecture in Sec. 6] and [9,
Conjecture 1]). The present paper conrms the general conjecture in the par-
ticular case of the Dirichlet Laplace-Beltrami operator in the strip-like surfaces.
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As pointed out in the body of the paper, the Hardy inequality is essentially
equivalent to transience properties. Thus it is reasonable to expect that a com-
bination of available probabilistic and analytic methods might be necessary in
order to make progress towards a solution of the above mentioned conjectures.
Open Problem: One of the characteristic hypotheses of the present paper was
that the curvature K has compact support. We expect the same decay rates
if this assumption is replaced by its fast decay at innity. However, it is quite
possible that a slow decay of curvature at innity will improve the decay of the
heat semigroup even further. In particular, can  K be strictly greater than 3=4
if K decays to zero very slowly at innity?
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