Abstract. We present an automated method to identify periods of clear skies for a 160 ø field of view using only 1-min measurements of surface downwelling total and diffuse shortwave irradiance. The clear-sky detection method is verified using Whole Sky Imager and lidar data, observer reports, and model comparisons. Identified clear-sky irradiance measurements are then used to empirically fit clear-sky irradiance functions using the cosine of the solar zenith angle as the independent variable. These fitted functions produce continuous estimates of clear-sky total, diffuse, and direct component shortwave irradiances. While this method ignores diurnal changes in such variables as column water vapor and aerosol amounts and changes between clear-sky days, it is shown that the resultant clear-sky irradiance estimates have RMS uncertainty comparable to the uncertainty of the measuring instruments themselves. The estimated clear-sky irradiances are used to estimate the effect of clouds on the downwelling shortwave irradiance as a difference between the measured and clear-sky amounts. We show that the cloud effect calculations from this method appear to decrease the uncertainty due to systematic pyranometer offsets and cosine response errors. Thus any data set that includes downwelling diffuse and total shortwave measurements can be processed to identify clearsky periods and produce estimates of clear-sky irradiance and cloud effects.
Introduction
Understanding the effects of clouds on the shortwave irradiance at the surface is of critical importance for a wide variety of surface radiative energy budget studies. One approach to investigating the effect of clouds is to compute the difference between expected clear (i.e., cloudless) sky irradiance and measured irradiance or, alternatively, the ratio of cloud to clear irradiance. Typically, we calculate surface clear-sky irradiance using radiative transfer models. These models require aerosol, temperature, and humidity profiles as input, as well as surface albedo. In many instances, this information is not readily available. In addition, even if all the physical properties of the atmospheric state were well known, the computed irradiances may not be in agreement with measured clear-sky irradiances, adding uncertainty to the cloud effect estimations [Alberta and Charlock, 1997; Kato et al., 1997] .
The validation of satellite retrieval algorithms for surface irradiance requires accurate surface measurements [Wielicki et al., 1995] . However, accurate measurements of surface irradiances alone may not be sufficient for refinement of the algorithms. Disagreement between satellite retrievals and surface measurements may arise from many sources. Examples of three such disagreement sources are (1) error in the surface measurements due to calibration and cosine response errors, (2) error in the calculations due to uncertainties in retrieved water vapor and aerosol, or improper parameterization of water vapor and aerosol effects, and (3) error in the retrieval of cloud properties and the treatment of the effect of clouds by the retrieval algorithm. In addition, the spatial resolution of satellite pixels and uncertainty in surface properties present difficulties in determining if an individual pixel was clear or might be contaminated by small clouds. Accurate observations are required to validate satellite algorithms that retrieve clearsky occurrence, clear-sky surface irradiance, and the effect of clouds on the downwelling surface irradiance.
This study presents a method that uses hemispheric broadband total and diffuse shortwave irradiance measurements to identify clear-sky periods using the known characteristics of typical clear-sky irradiance time series. Along with the identification of periods of clear skies we apply an empirical fitting algorithm that uses a minimum absolute deviation technique to estimate both the clear-sky total shortwave irradiance and the ratio of diffuse to total shortwave irradiance (defined as the diffuse ratio) as a function of solar zenith angle. Thus we estimate clear-sky irradiance without the need for ancillary data, such as column water vapor and aerosol amounts, necessary for model calculations. The clear-sky total shortwave irradiance is then used to determine the surface downwelling shortwave cloud effect. This method provides an accurate determination of whether the skies were clear or cloudy, as well as estimated clear-sky irradiance and cloud effect, for each overpass of a sun-synchronous satellite. Thus data needed for both satellite clear-sky scene identification and clear-sky surface irradiance validation can be greatly increased over present availability.
cording to manufacturer estimates, with uncertainty in the cosine response at large zenith angles. [1999] demonstrate decreases in downwelling total shortwave irradiance measurement uncertainty to -1-2% when the sum of normal incidence perheliometer (NIP) and shaded diffuse pyranometer measurements are used. However, it must be pointed out that this accuracy was demonstrated only for short periods after the NIP instruments were freshly calibrated by comparison to cavity radiometers and the radiometers themselves were much better monitored than they would be for long-term measurement operations. The reality of making long-term operational measurements adds to this stated uncertainty. Thus for the purposes of this paper we expect uncertainties in the long-term total and diffuse downwelling clear-sky shortwave pyranometer measurements to be no better than 15 Wm -2, or 3%, whichever is the greater number.
We discuss this limit on measurement accuracy in order to point out that the estimated clear-sky shortwave irradiances produced by the methods presented in this paper are based on these measurements. Thus, as with any estimation of clear-sky irradiance based on empirical fit to measurements, the estimates themselves also include these uncertainties.
The clear-sky detection method uses a sequence of tests that eliminates almost all periods when clouds were present in the hemispheric field of view of the instruments. Because of the cosine response of the instruments the presence of persistent, thin clouds at large zenith angles relative to the instrument is not detected. (Because of this limitation we estimate that the clear-sky detection is primarily effective for about a 160 ø field of view.) However, the presence of clouds at large zenith angles relative to the instrument has very little effect on the total shortwave measurements because of the same cosine effect, and the measured total shortwave irradiance is virtually identical to that of totally cloudless conditions. This method also does not detect uniform thin haze that produces an enlarged circumsolar disk. Whether this condition would be classified as cloudy is an issue that depends on the specific definition of clear sky. Traditionally, Weather Service ground observations of cloud cover amounts do not include this haze as cloud. Since the haze also has little effect on the measured total irradiance, these periods are also defined as clear for the detection method.
The values used as initial limits and exponents for the detection method, while subjective, are averages derived from the study of clear-sky data and give good results with all the data sets on which the method has been tested. Because of intercalibration offsets and differing levels of system noise some measurements are erroneously included as clear using these constraints. Further processing to eliminate these outliers from the diurnal time series can be applied, but these errors are already eliminated by the robust clear fit algorithm.
In 
Normalized Total Shortwave Magnitude Test
Both the clear-sky total and diffuse shortwave are a maximum at local solar noon, diminishing to zero at night. While the magnitudes of the clear-sky total and diffuse shortwave are dependent on factors such as column water vapor, ozone, and aerosol amounts, the primary factor determining the magnitude at any given time is the solar zenith angle. Thus for a given solar zenith angle we expect the total shortwave to fall within a nominal range of values for clear sky. The first test we apply is to normalize the total shortwave data by a power law function of the cosine of the solar zenith angle: for the constant b, 1250 Wm -2 for the maximum limit, 1000
Wm -2 for the minimum limit for solar zenith angles <78.5 ø (/Xo > 0.2), and 900 Wm -2 for the minimum limit for solar zenith angles _>78.5 ø . (The choice of these values will be discussed in section 6.) Whole Sky Imager data verify that this day was clear except for some thin clouds near the horizon to the north and east in the late morning and a few clouds that advected through from 1530 to 1630 local standard time (LST). The normalized irradiance in Figure 1 decreases as the solar zenith angle approaches 90 ø (except for right near sunrise, where on this day the irradiance was <5 Wm -2 and the increase here is due to the instrument inaccuracy in the cosine response). This is a typical result for clear sky and is due to both the changing spectral nature of the irradiance with the much greater atmospheric path length, and the instrument cosine response. Consequently, the normalized irradiance test tends to eliminate early morning and late evening times for clear-sky detection for solar zenith angles greater than approximately 80 ø (roughly before 0700 and after 1800 LST on this day).
Maximum Diffuse Shortwave Test
Inspection of plots of clear-sky downwelling diffuse irradiance reveals that the magnitude is usually below a certain threshold that depends on the solar zenith angle. For climatologically dry atmospheres with small aerosol optical depths, such as Tennant Creek, Australia, the downwelling diffuse irradiance is nearly equivalent to that produced by molecular scattering alone. For layers of the atmosphere in which the relative humidity is greater than -80%, hygroscopic nuclei tend to collect water vapor molecules and produce haze. This haze alters the scattering and absorption properties from that of a purely molecular atmosphere, with the result that the direct irradiance becomes more attenuated. At the same time, more irradiance is scattered into the diffuse component. The total downwelling shortwave irradiance is nearly unchanged from what would occur in a purely molecular atmosphere except that the partitioning of the energy between the diffuse and direct components is altered, wherein the diffuse component is increased almost the same amount as the direct component is decreased. At some point, as the relative humidity increases, the layer crosses the boundary from haze to thin cloud, and the diffuse irradiance will be significantly increased from that of clear sky.
The second test that is applied to detect clear skies is to compare the measured downwelling diffuse irradiance to some limit. This diffuse limit is set to match the typical climatological clear-sky diffuse irradiance of the instrument location, plus an amount to match an increase during typical hazy conditions, and can be generated using any equation that produces a reasonable limit curve. Model calculations for only a dry molecular standard atmosphere, i.e., one without any water vapor or aerosols, produce a maximum diffuse irradiance of only -50
Wm -2 for direct overhead sun at standard temperature and pressure. Our inspection of many years of clear-sky diffuse data from many locations shows that typical clear-sky diffuse irradiance measurements rarely exceed -120 Wm -2. The diffuse limit is subjectively set by the operator on the basis of visual inspection of the magnitude of measured diffuse irradiance on known clear-sky days in the data being processed. The exact choice of the limit, as long as it is large enough to reflect actual clear-sky measurements in the data being processed, in effect limits the amount of haze that the operator chooses not to call cloud. The higher the limit is set, the thicker the acceptable haze. We choose to base our clear-sky diffuse irradiance limit formula on the cosine of the solar zenith angle, since this quantity is already available in the algorithm. The formula we apply is again a power law:
where D•im is the clear-sky limit at that solar zenith angle and D max is a constant. Figure 2 shows We next study the temporal change in total shortwave irradiance. For clear periods the change in irradiance is small over short periods of time compared to changes due to cloud effects. Thus the third test compares the change in measured total shortwave to the corresponding change in top-ofatmosphere irradiance. The top-of-atmosphere irradiance is calculated as
where So is the solar irradiance constant, here taken as 1365
Wm -2, and F, r is the top-of-atmosphere downwelling shortwave irradiance. The surface downwelling total shortwave F, is less than F, r because of attenuation by the atmosphere. For clear sky (ideally), the absolute change in F, over a short time must be less than the absolute change in F, r. F, r is strictly a linear function of P.o (equation (3) 
Normalized Diffuse Ratio Variability Test
The first three tests for clear skies examine the gross magnitude and change of the total shortwave over a small time increment and the magnitude of the diffuse irradiance. How- (Figure 1 , at ---1130 and 1530 LST). The increase in the diffuse shortwave for this case is still fairly subtle, given the small fraction of the sky covered by these clouds on April 1. To enhance these subtle changes, we use the diffuse ratio, defined as the diffuse shortwave irradiance divided by the total shortwave irradiance (Figure 4) . The diffuse ratio is sensitive to small changes in both the diffuse and direct shortwave components. Another characteristic of the clear-sky shortwave components is the smoothness of the time series. Thus the diffuse ratio can be used as a sensitive test of the variability of the measurements through time.
We test the variation in the measurements by using a normalized diffuse ratio (Figure 4) . The normalization function is again a power law using the cosine of the solar zenith angle as the independent variable: 
Summary
In summary, we test total and diffuse shortwave measurements for magnitude, variability, and change in magnitude with time, here using 1-min data. The detection method tends to exclude data for solar zenith angles greater than ---80 ø . overhead cloudiness, as do the observer hourly reports. The observer hourly reports do occasionally indicate the presence of cloudiness on the horizon for some of these times. A summary of the identified clear periods (to the nearest 10 min) and the corresponding WSI average cloud fraction are given in Table 1 . Individual observer reports for other than clear skies and the number of detected data in the corresponding 10-min period are given in Table 2 .
The identification of clear skies in the tropical western Pacific is a more difficult task. The tropical convective environment exhibits persistent cloudiness. The clouds manifest themselves as both cumulus cells of varying height and extent and cloudiness distributed in many thin layers throughout the troposphere. Periods of hemispherically cloudless skies are infrequent at best. The PROBE data, taken at Kavieng, Papua New Guinea, have been processed, and clear-sky periods have been identified. Unfortunately, no cloud fraction retrievals are available for PROBE to verify the detection method. Long [1996] used the diffuse ratio and visual inspection of the diffuse and total irradiance measurements from PROBE to identify clearsky measurements used to verify model clear-sky irradiance calculations. Since the purpose of this procedure was to test the accuracy of the model, only clear periods with corresponding sun photometer data available for retrieval of aerosol optical depths were identified for the study. In addition, 5-min averages of the measured data were used, and the slightest doubt as to whether the measurement represented clear sky caused that measurement to be discarded [Long, 1996] .
The periods identified as clear by the detection method presented here, determined from 1-min data, show good agreement with those from Long [1996] . A few additional periods, discarded by Long [1996] N Clear is the number of 1-min data in the 10 min centered on the reporting time that were identified as clear by the detection algorithm. (7) is that it models the simple physics of the situation. For instance, the a constant represents the clear-sky irradiance for a solar zenith angle of 0 ø and includes such effects as the average aerosol and column water vapor amounts, the mean Earth-Sun distance on that day, and radiometer calibration. The b constant includes such effects as the radiometer cosine response. The regression coefficients for (7) are determined using a least squares robust estimation that minimizes the sum of the absolute deviations, i.e., the "MEDFIT" subroutine given by Press et al. [1986] . In this case [Press et al., 1986, p. 694] , robust means "insensitive to fractionally large departures for a small number of data points from the idealized assumptions of the fit." The idealized assumptions referred to here, in our case, are that there is some relationship between the x and y variables (the solar zenith angle and the magnitude of the clear-sky irradiance) and that the majority of the xy data pairs being fitted represent "good" data. The first assumption is obviously true. If the second assumption is met, then outliers due to misidentification of clear-sky irradiance measurements are eliminated from the calculation. This method requires some minimum number of clear-sky measurements over a significant range of solar zenith angles to ensure a statistically rigorous calculation. If sufficient clear-sky measurements are identified on a given day, daily coefficients can be fitted for those days. Regression coefficients are then calculated for both the total shortwave irradiance and the diffuse ratio. In this way, both total and diffuse (and by subtraction, the direct) clear-sky shortwave irradiances can be estimated. Table 3 Figure 8 for April 18 using the coefficients given in Table 3 . Figure 8 helps illustrate the accuracy of both the form of equation used in the fitting (equation (7)) and the fitting algorithm itself.
During the ARESE experiment, three sets of radiometers were available to measure the downwelling shortwave and diffuse irradiance. The Solar and Infrared Radiation Observing System (SIROS) was deployed at the Central Facility along with the BSRN system. In addition, a rotating shading-arm radiometer (RSR) developed by Pennsylvania State University and described by Long [1996] was deployed during ARESE to test the instrument design. The Pennsylvania State University RSR includes an Eppley PSP that is alternately shaded and unshaded by a rotating shading arm, thus measuring both the total and diffuse downwelling shortwave irradiance with a sin- gle broadband detector. Table 4 Table 3 suggests that perhaps interpolation of the daily coefficients would give more accurate results for the April 1994 experiment, especially considering the change in magnitude of the total shortwave a coefficient from the first to second half of the month. The daily fits reflect not only factors such as minor instrument calibration drifts but also the daily average changes in physical phenomena such as column water vapor and aerosol amounts. However, our purpose is to develop a technique to estimate cloud effects that does not require ancillary inputs regarding changes in aerosol and water vapor changes. (Naturally, this also means that our clear-sky irradiance estimates do not reflect possible changes in aerosol and water vapor across the day being fitted or between clear days.) Given a lack of information on which to base estimates of these changes between clear days, we choose to linearly interpolate the coefficients for cloudy days.
Given our choice to ignore ancillary input of the atmospheric state variables such as column water vapor and aerosol changes, the question arises as to what effect this may have on the interpolated clear-sky irradiance estimates. To test this concern, we processed the ARM BSRN data for the years 1994 through 1997. In this time series we look for periods when at least four successive days were clear enough for fitting. We then interpolate the fit coefficients from the first day to the last day in each period and then compare the interpolated clear-sky irradiance estimates to the original fitted estimates for the intervening days. For example, all four days from April 15, 1994, through April 18, 1994, were originally fitted. We inter- These subjective values will be identified as they are discussed. The data supplied by Bruce Forgan of the Australian Bureau of Meteorology were of particular importance in the development of the automated procedure. These data from Tennant Creek, Leigh Creek, and Cape Grim span over 2 years and were used to both refine and verify the detection process. Some of the data from each station were used to determine the subjective values, and then the remaining data were used to verify the accuracy of the process. To further verify the automated procedure, the ARM data were then reprocessed using the automated procedure to verify that the results matched those of the previous manually supervised processing. Wm -2 as the initial maximum normalized shortwave limit for all days in the data set being processed and 1000 Wm -2 for the initial minimum for solar zenith angles <78.5 ø . We set 900
Wm -2 as the initial minimum for solar zenith angles _>78.5 ø to account for the natural normalized shortwave roll-off shown in Figure 1 . For the successive iterations we set the minimum and maximum normalized shortwave limits at the value of the daily total shortwave a coefficient for that day retrieved or interpolated from the previous iteration _+150 Wm -2, then at +_100
Wm -2 for the final iteration.
Similarly, we initially set the total shortwave and diffuse ratio b coefficients for all days at 1.2 and -0.8, respectively, which are roughly the arithmetic mean values of all data sets in Table 6 . Each successive iteration then uses the retrieved or Table 6 Table  7 shows the results of these various fitting tests as a departure from the daylight (sunrise to sunset) averages, i.e., the absolute difference between the daylight average produced by each test and the daylight average of the actual measurements. The original fitting produced a difference of only 6 and 2 Wm -2, or 1 and 4% of the measured value for the total and diffuse irradiance, respectively. All the test case restrictions had some effect on the accuracy of the total irradiance fitting, with the error being inversely proportional to the amount of data available toward local noon. The diffuse irradiance fitting is mostly affected when there is a lack of data for large solar zenith angles.
In the automated routine, then, the only constraint applied for the first iteration is that the number of clear-sky measurements for a given day must exceed the set limit, in our case, 120 points. The only purpose of the first iteration is to provide some actual clear-sky data for fitting. This first pass results in daily coefficients that are more representative of the actual data than the initial first guess coefficients. For the succeeding iterations, along with the minimum number requirement, the following constraints are applied based on the above fitting tests. Absolute differences are in Wm -2. Percentages represent the absolute differences divided by the measured daylight average for that quantity.
For all but the last iteration
Orig., original fit.
shown that these conditions must be met 
Summary
We have developed a method that identifies clear-sky periods, for a 160 ø field of view, using only 1-min measurements of the downwelling total and diffuse shortwave irradiance. This 
