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We show that statistics for correlation of quantized, spectrally-varying,
noise differ from those for continuum noise. We compute these statistics,
and compare results with computer simulations and with observations. We
consider cross-correlation of two signals (or auto-correlation of one); we suppose
that each signal is complex, and consists of spectrally-varying Gaussian noise.
Variance and covariance as a function of frequency thus completely characterize
the signals. We suppose that these signals are then quantized, and correlated.
For many samples, the correlation is drawn from a Gaussian distribution at
each frequency, and is completely characterized by its average and variance.
The average correlation is proportional to that of the unquantized signals (or is
related linearly, for an autocorrelation). The variance of the correlation depends
on the spectra of the signals and on the quantizer levels. Specifically, it is a
product of linear functions of the normalized autocorrelation spectra of the
two signals. We present expressions for the variance, and compare results with
computer simulations and with VLBI observations of the Vela pulsar. We find
excellent agreement.
Subject headings: methods: data analysis – techniques: interferometric
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1. INTRODUCTION
Essentially all signals from astrophysical sources can be represented as electric fields
comprised of Gaussian noise. The variance and covariances of this noise may vary with
polarization, position, or time. The intensity, for example, is simply the sum of the
variances of the noise in the 2 basis polarizations. More generally, the other Stokes
parameters are functions of the variances and covariances of the 2 measured polarizations.
Similarly, in interferometry, the covariances of electric field as a function of position give
source structure. In correlation spectroscopy, the covariances of electric field at different
times, expressed as the autocorrelation function, yield the spectrum. Because the noise is
Gaussian, its variances and covariances completely characterize the distribution.
Particularly at wavelengths of a millimeter or more, the electric field is commonly
digitized before being correlated with itself or another digitized signal. Digitization
includes sampling and quantization. Sampling restricts the bandwidth that can be uniquely
represented. Quantization limits the values that can be represented, and so introduces errors
and therefore noise. A number of previous authors have addressed the effects of this process
(see, for example, Thompson, Moran, & Swenson 1986, Chapter 8, and references therein).
Their analyses relate the correlation of a finite realization of the unquantized signals, and
of the quantized signals, to the statistically-averaged correlation. They also calculate the
noise of the measured correlations, when the original signal has a continuum spectrum. In
this work, we calculate the distribution of noise for spectrally-varying signals. We find that
the distribution of noise is the product of linear functions of the autocorrelation spectra
of the two signals, with constants that depend only on the characteristic curves of the
quantizers. (In other words, the constants depend only on the thresholds of the quantized
levels, expressed in units of the standard deviations of the un-quantized signals.) The noise
is the same for cross-power or autocorrelation spectra. We show that the introduction of
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spectrally- or otherwise-isolated noise can increase or reduce quantization noise in other
parts of the spectrum. We present examples of this effect in simulations and in VLBI
observations of a strong spectrally-dispersed pulsar.
2. CORRELATION OF WHITE NOISE
2.1. Distribution of Signals
2.1.1. Bivariate Gaussian Distribution
We suppose that two signals x and y are Gaussian random variables drawn from a
joint probability density function P (x, y). We suppose, without loss of generality, that both
have the same variance: 〈x2〉 = 〈y2〉 = 1
2
. (We explain the reason for choosing variance of 1
2
in § 2.1.2 immediately below.) Here the angular brackets 〈...〉 denote a statistical average.
The probability density function then takes the form (see, for example, Meyer 1975):










In this expression, the normalized covariance of x and y is ρ = 〈xy〉√
〈x2〉〈y2〉
, which lies in the
range −1 ≤ ρ ≤ 1. In general, it is this correlation coefficient that we seek to measure.
When ρ = 1, x and y are identical, and are drawn from a single Gaussian distribution;
when ρ = 0, x and y are drawn from completely independent Gaussian distributions. For
small ρ, the probability density function P (x, y) can be expanded in powers of ρ :















y2 − 1) + ...
]
. (2)




We suppose that the signals x and y are complex, as is usually the case. Naturally, this
complicates description of the distribution, and can complicate the notation. However, we
can make some simplifying assumptions that do not limit the generality of our conclusions.
Because the signals are completely random, the phase of the signal must be completely
random: we can measure only the difference in phase between two signals. Therefore,




〈Re[x]Im[y]〉 = −〈Im[x]Re[y]〉 = 1
2
〈Im[xy∗]〉. (4)
The phase of the correlation, 〈xy∗〉, equal to the phase difference between signals x and y,
carries information about the source. However, in the important case of autocorrelation,
this phase is identically zero.
For sources without spectral variation, we can set this phase to zero, without loss of
generality. Indeed, instrumental effects often affect the phase and must be removed by
calibration. For sources with spectral variation, the phase is zero in many interesting cases.
However, in cases where the phase varies spectrally, this variation conceivably might be
important to the statistics of the correlation function, as well as providing information
about the source. However, as we demonstrate in § 3 below, the noise is independent of the
cross-correlation function through second order in the cross-correlation ρ. Therefore the
phase of ρ does not matter, at least to this order. Therefore, we assume that the phase of ρ
is 0, without loss of generality. In this case, Eq. 3 provides the cross-correlation function,
and Eq. 4 is zero:
〈Re[x]Im[y]〉 = −〈Im[x]Re[y]〉 = 〈Im[xy∗]〉 = 0. (5)
The bivariate Gaussian distribution of Eq. 1 describes both real and imaginary parts of x
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and y. For convenience in normalization, we will take the variances
〈Re[xx∗]〉 = 〈Re[yy∗]〉 = 1
2
, (6)
so that the autocorrelation function is normalized (see Eq. 12 below). This accounts for the
unorthodox choice of variance in Eqs. 1 and 2.
2.1.3. Estimated Correlation
The product of an individual pair of samples xıy
∗
ı is not drawn from a Gaussian
distribution. However, the central limit theorem ensures that the average of these products
over a large number of samples of xy∗ will follow a Gaussian distribution closely. In such a









measures the correlation ρ. Here the index ı runs over the samples, typically samples taken
at different times. The number of samples correlated is N . Henceforth we will assume that
in all summations, indices run from 1 to N . The mean measured correlation is equal to the
true correlation, in a statistical average:
〈r〉 = 〈Re[r]〉 = ρ, (8)
where we have used our assumption that the phase of ρ is zero.
If the samples are independent, as must be the case if the noise is “white,” or spectrally
uniform, then 〈xıx∗ 〉 = 〈yıy∗ 〉 = 〈xıy∗ 〉 = 0, for ı 6= . In this case the distribution of r is
given by its mean, Eq. 8, and by the variances 〈rr∗〉 and 〈rr〉:



































where we have separated the terms with ı =  from those with ı 6= , and appealed to the
fact that samples are uncorrelated for ı 6= . We apply the fact that, for Gaussian variables
with zero mean a, b, c, d, all moments are related to the second moments:
〈abcd〉 = 〈ab〉〈cd〉+ 〈ac〉〈bd〉+ 〈ad〉〈bc〉, (11)
to find that
〈rr∗〉 − 〈r〉2 = 1
N
. (12)
An analogous calculation yields
〈r2〉 − 〈r〉2 = 0. (13)
We therefore find:






As a consequence of the central limit theorem, if the number of independent samples N is
large r is drawn from a Gaussian distribution. The mean and variance of that distribution,
given by Eq. 8 and Eq. 14, completely characterize r.
Contrary to initial impression, Eq. 14 does not neglect effects of self-noise. This
noise stems from the noiselike character of the signal, which contributes to the noise and
dominates it if the signal is strong. However, we have demanded that 〈xx∗〉 = 〈yy∗〉 = 1.
This scaling normalizes out the effects of self-noise. For example, suppose that x and y are
completely uncorrelated, and have unit variance. Then Eq. 14 is the expected result. If
we add an additional, completely correlated, noiselike signal to both, this will increase the
variance of x and y, as well as that of r. In order to restore unit variance we must normalize
both x and y by the factor 1/
√
1 + ρ2. After this normalization, r again has unit variance.
If we omitted the normalization, r would have variance 1 + ρ2, where the term ρ2 reflects
the presence of self-noise.
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2.2. Quantized Signals
Quantization converts the continuous variables x, y to discrete variables xˆ, yˆ.
These discrete variables depend on x and y through a multiple step function. A typical
characteristic curve for 4-level (or 2-bit) sampling is shown in Figure 1. A sign bit gives the
sign of x; an amplitude bit assigns weight 1 if |x| is less than some threshold v0x, and weight
n if |x| is greater than v0x. Together, sign and amplitude bits describe the 4 values possible
for xˆ. A similar characteristic curve gives yˆ(y); we consider the possibility that thresholds
v0x and v0y are different for x and y. For our complex x and y, the same characteristic curve







Systems with M levels of quantization can be described by analogous, more complicated
characteristic curves, and corresponding sets of weights nı and levels vı, yielding correlation
rM (Jenet & Anderson 1998). Although many of our results below are applicable to such
more complicated systems, as we note, we develop the 4-level correlator as a specific
example in this paper.
Other types of correlators can be formed as special cases or sums of four-level
correlators. For example, a 2-level correlator results from the limits n = 1, or v0 = 0,
or v0 → ∞. Reduced-table 4-level correlators ignore the smallest correlations, for which
|xˆ| and yˆ are both 1. The resulting correlation r4r is that of a 4-level correlator with
weight n equal to that of the reduced-table correlator nr, minus another with n = 0:
r4r = r4(n = nr)− r4(n = 0) (Hagen & Farley 1973). A 3-level correlator, for which xˆ = 1
for |x| > v0 and xˆ = 0 otherwise, yields a correlation function equal to the weighted sum of
the three 4-level correlators: r3 =
1
2
r4(n = 2)− r4(n = 1) + 12r4(n = 0).
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2.3. Statistics of Quantized Correlation
Various authors discuss the correlation of quantized signals xˆ and yˆ (Van Vleck &
Middleton 1966, Cooper 1970, Hagen & Farley 1973, Thompson, Moran, & Swenson 1986,
Jenet & Anderson 1998). For small correlation ρ, we can use Eq. 2 to find:




= ρ 〈xˆx∗〉〈yˆ∗y〉 ≡ Axyρ, (16)
where this equation defines the constant Axy. This constant depends on the thresholds
v0x, v0y; we adopt the more compact notation, with abbreviated subscripts, to simplify the
notation. The linear approximation is excellent until ρ approaches 1 quite closely, at least







1 + (n− 1)e−12v20x
] [
1 + (n− 1)e−12v20y
])
ρ ≡ A4xyρ (17)
This equation defines A4xy.
The variance of r4 is easily calculated in the limit of ρ << 1. We assume that the
signal is sampled at the Nyquist rate. As in Eq. 12, we segregate terms with ı = . Because
the quantized variables xˆ, yˆ are not drawn from Gaussian distributions, we cannot appeal
to Eq. 11, so we instead ignore terms like 〈xˆyˆ〉 which vanish to zero order in ρ. We find (see
Thompson et al. 1986, Eq. 8.48):























This equation serves to define Sx and Sy: each of these is equal to the corresponding
statistical average. Note that the S’s are simply the mean squares of the quantized signals,
given by v0 and n. For a 4-level correlator,




























The analogous expression defines Φy. Eqs. 18 and 19 are valid, for continuum sources,
through second order in the correlation ρ, as discussed further in § 3.3.2 below.
Because rM is complex, its real and imaginary parts could have different variances. To
determine these we require 〈rMrM〉, calculated by the analogous procedure:
〈rMrM〉 − 〈rM〉2 = 0. (21)
Together with Eq. 19 this yields:
〈Re[rM ]2〉 − 〈Re[rM ]〉2 = 〈Im[rM ]2〉 = 1
2N
SxSy (22)
These completely characterize the distribution of rM .
Note that the process of quantization adds noise. For example, in the classic result
of Cooper (1970), the signal-to-noise ratio for a 4-level correlator is 0.88 times that of an
unquantized correlator. This maximum is attained for n = 3 and v0 = 1. The reduction in
signal-to-noise ratio is a consequence of the additional noise, from quantization.
For a reduced-table 4-level correlator, it is easy to see that
〈Re[r4r]〉 = (Axy(nr)− Axy(0)) ρ (23)
〈Im[r4r]〉 = 0
〈Re[r4r]2〉 − 〈Re[r4r]〉2 = 〈Im[r4r]2〉 = 1
2N
(S4x(nr)S4y(nr)− S4x(0)S4y(0)) ,
by making use of the description of the reduced 4-level correlator, with n = nr, as the
difference of two 4-level correlators, with n = nr and n = 0.
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3. CORRELATION OF SPECTRALLY-VARYING SIGNALS
All signals from astrophysical sources vary spectrally to some degree, and some emit
signals that are strongly spectrally modulated. For all known astrophysical sources,
spectrally-modulated signals can be represented as spectrally filtered Gaussian noise
(Rickett 1975,Moran 1981). In the temporal domain, the probability density function of
the signal at any instant is a Gaussian distribution, but spectral variations can give the
signal strong temporal correlations. The analysis of the preceding section assumes that
these temporal correlations are zero; or, equivalently, that they can be eliminated by
Nyquist sampling. The prototype of such sources is a source of white Gaussian noise. For
such sources, the signal in each spectral channel is drawn independently from a Gaussian
distribution, with zero correlations among channels. To produce a single time sample, each
signal is associated with a frequency, to produce the observed signal as an incoherent sum.
For white Gaussian noise, each spectral channel is completely equivalent to all the
others, from the standpoint of any statistical average. Therefore, in a statistical average,
the signal in each channel will have the same amplitude, and the same noise, for both
continuous and quantized signals. Therefore, for white noise, results for the statistics of
each channel are precisely those of the preceding section, scaled appropriately to reflect the
number of channels.
3.1. Definitions: Spectrally-Varying Correlated Signals
Consider the time series {x}, where  runs from 1 to N , and x may be complex. We








The summation in this expression, and those in all subsequent expressions, run over the







Because the signals are amplitude-filtered Gaussian noise, each of the Fourier coefficients
x˜k, y˜k are drawn from independent, Gaussian distributions. We suppose that these
distributions have random phase in the complex plane, and are thus fully characterized by
their variances. These are given by:
〈x˜kx˜∗k〉 = α˜k (26)
〈y˜ky˜∗k〉 = β˜k
〈x˜ky˜∗k〉 = ρ˜k.
The autocorrelation spectra of the two signals are α˜k and β˜k. We seek to measure the
spectral distribution of the correlation of the two signals, ρ˜k. Note that we require ρ˜k to
be real by our assumption that the phase of ρ be purely real (see §2.1.2). We consider
measurement of the autocorrelation spectrum α˜k as special cases in §3.4 below.
Because the distributions have random phase, the unconjugated products average to
zero:
〈x˜kx˜k〉 = 〈y˜ky˜k〉 = 〈x˜ky˜k〉 = 0. (27)
For spectrally-varying Gaussian noise, as we have assumed and as is the case of all
astrophysical signals, different frequencies are uncorrelated:
〈x˜x˜k〉 = 〈y˜y˜k〉 = 〈x˜y˜k〉 = 0 for  6= k. (28)
Figure 2 shows a sample spectrum, typical of astrophysical applications. Instrumental
and sky noise contribute a background level of white noise, apparent in both α˜k and β˜k.
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An astrophysical source produces spectrally-concentrated noise, which may or may not
be correlated between the signals x˜k and y˜k. The observer seeks to determine the degree
of correlation in the signal from the source, while removing or ignoring the background
noise. For an interferometer, imperfect correlation corresponds to partial resolution of the
source, by the interferometer baseline. In polarimetry, imperfect correlation corresponds to
polarization of the source different from that defined by the 2 signals.
In the time domain, we can form auto- and cross-correlation functions of x and y:
ατ = 〈xx∗+τ 〉 (29)
βτ = 〈yy∗+τ〉
ρτ = 〈xy∗+τ〉.









For realistic spectra observed with many samples, the nonzero values of ατ , βτ , and ρτ
will be concentrated in a small range of τ near τ = 0. In practice, measurements average
over many individual correlation functions, each for a fraction of the data. For ease of
calculation, in our equivalent approach we form the correlation function for the entire data
set. Averaging convolves this spectrum with the Fourier transform of a time window,
reducing its resolution. We discuss effects of averaging further in § 3.6.2 below.
Because we have scaled the input signals so that they have unit standard deviations,
taking real and imaginary parts into account, the autocorrelation function is properly
normalized:
α0 = β0 = 1. (31)
The quantity analogous to ρ in the correlation of signals without spectral structure, or
temporal correlation, is the normalized correlation, 〈x˜ky˜∗k〉/
√
〈∑k |x˜k|2〉〈∑k |y˜k|2〉. With
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the normalization of Eq. 31, the denominator of this expression is equal to 1. We can
expect that the zero-lag autocorrelation functions α0 and β0 will be large compared with
autocorrelations at other lags and all cross-correlations, because of the presence of noise.
We thus assume that ρτ is small, and that ατ and βτ are small for τ 6= 0. Note that these
quantities can remain small, even if ρ˜k is quite large for some narrow range of k, where a
strong spectral feature is present.
3.2. Cross-Correlation of Quantized Data
The time-series x and y are quantized to produce the time series xˆ and yˆ. The
characteristic curves for x and y may differ, although the same curve is used for the real


















We seek to determine the relation of the measured, quantized cross-correlation r˜Mk
to the statistical-average correlation ρ˜k. It is straightforward to see that the two are
proportional, in the limit of small ρ. This is a consequence of Eq. 17. Recall that this
equation was derived simply by considering the bivariate Gaussian distribution for a single
pair of samples xıy
∗
+τ on the grid defined by the characteristic curves of the quantizers for
x and y. It does not depend on the assumption that samples taken at different times are
uncorrelated. By substituting Eq. 17 into Eq. 33 and applying Eq. 30, we see that
〈r˜Mk〉 = Axyρ˜k. (34)
We can thus recover the desired spectrum from the statistical average of the quantized data.
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3.3. Noise for Cross-Correlation of Quantized Signals
The process of quantization adds noise. We wish to determine where in the spectrum
this added noise resides, and how its distribution is affected by the distribution of signal. We
cannot apply the results for the variance of rM in § 2 in this case because the calculation in
that section depends on the assumption that different samples are completely uncorrelated
in time.












































Therefore, we seek to determine the fourth moment 〈xˆpyˆ∗p+xˆ∗q yˆq+`〉 and its Fourier transform.
3.3.1. 4th-Order Statistical Average
Consider the 4-element statistical average 〈xˆpyˆ∗p+xˆ∗q yˆq+`〉. The real and imaginary parts




q, yq+` are drawn from an 8-variate Gaussian




q, yq+`) (see Meyer 1975, p. 290). The variance-covariance matrix
Mı for this distribution completely characterizes it. The diagonal elements of the matrix M


















ρτ . Here the factors of
1
2
arise from the fact that the underlying signals x, y have no
preferred phase, so that their real and imaginary parts are equivalent and contribute equally
to the observed correlation. For p = q, xˆp and xˆq are identical, and the corresponding
off-diagonal elements of M are 1
2
. Similarly, if p +  = q + `, the corresponding off-diagonal
elements of M are 1
2
. On the other hand, if p 6= q and p +  6= q + `, these off-diagonal
elements are small, as we have assumed for all but the zero-lag autocorrelations. Note that
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the projection of this 8-variate distribution onto any pair of axes is a bivariate Gaussian
distribution, with the form of Eq. 1. Whenever the off-diagonal elements of the distribution
are small, we can expand the projected distribution using Eq. 2.
We now consider the distribution of probability over the “grid” formed by the











× xˆp(xp) yˆ∗p+(y∗p+) xˆ∗q(x∗q) yˆq+`(yq+`) P (xp, y∗p+, x∗q, yq+`).
Note that all the integrals run over the complex plane. To evaluate this integral, we




q, yq+`) in the small cross-correlations ρτ , and
off-diagonal autocorrelations ατ and βτ with τ 6= 0.
To zero order in the small correlations ατ , βτ , and ρτ with τ 6= 0, the distribution is the
product of independent Gaussian distributions. Because the characteristic curve is odd in x
and y, integration over any one of these distributions yields zero. The integral is nonzero
only when p = q and p +  = q + `. Therefore, only the zero-lag autocorrelations contribute
to the integral. These terms produce a contribution to Eq. 36 of
〈xˆpyˆ∗p+xˆ∗q yˆq+`〉 ≈ 〈xˆpxˆ∗q〉〈yˆ∗p+yˆq+`〉 = SxSyδpqδ` (37)
to zero order in ατ , βτ , and ρτ for τ 6= 0. In this expression δı is the Kronecker delta
symbol, which is 1 if ı = , and 0 otherwise. The constants Sx and Sy are those defined by
Eq. 19.
To first order in the small correlations, the only contributions to the integral arise





contributes to zero order, and the other is free to contribute to first order. Because the
zero-order contribution arises only for products of like quantities xˆxˆ∗ or yˆyˆ∗, the remaining
– 17 –
pair must also be a product of like quantities, even though it contributes with nonzero lag.
Note that the products of conjugated with conjugated, or unconjugated with unconjugated,
terms vanish because the distribution has no absolute phase, as Eq. 27 shows. Thus, the












 〈xˆpyˆ∗p+xˆ∗q yˆq+`〉 ≈ Axxα−`Sxδ(q+`)(p+) + SyδpqAyyβ−` , (38)
where we require  6= `. Here Eq. 17 defines Axx and Ayy, although here each coefficient A
involves the quantizer levels for only one of the signals x or y.
To second order in the small correlations, both auto- and cross-correlations contribute
as products of first-order terms, and autocorrelations can, in principle, contribute as
products of second-order terms with zero-order terms. However, the terms second-order in
the autocorrelation function vanish, because the second-order contribution to the expansion
of the bivariate probability distribution (Eq. 2) is even in x and y, so that its integral when
multiplied by our odd characteristic curve yields 0. The second-order contribution to the




























 〈xˆpyˆ∗p+xˆ∗q yˆq+`〉 (39)
= Axxαq−pAyyβ(p+)−(q−`) + AxyρAxyρ
∗
` ,
where we require that q 6= p and that  6= `.
We can combine Eqs. 37, 38, and 39 to approximate the integral Eq. 36 as:
〈xˆpyˆ∗p+xˆ∗qyˆq+`〉 = (Axxαq−p + (Sx−Axx)δpq)(Ayyβ(p+)−(q+`) + (Sy −Ayy)δ(q+`)(p+)) + A2xyρρ∗`
(40)
– 18 –
3.3.2. Statistics of Spectral Correlations
We now use the results of the preceding section to evaluate Eq. 35 and so determine
the statistics of r˜Mı. Consider 〈r˜Mır˜∗Mk〉 − 〈r˜Mı〉〈r˜∗Mk〉, with ı and k arbitrary. First recall
















Using this fact with Eqs. 35 and 40 we find that









N )(Axxαq−p + (Sx − Axxδpq))(Ayyβ(p+)−(q+`) + (Sy − Ayyδ(q+`)(p+))).
The sumand of Eq. 42 depends only on the differences q − p, and of − `. We define new
indices s = q − p and m =  − ` and eliminate q and . We trivially sum over p and find
that we can re-express Eq. 42 in the form:














N ) [(Axxαs + (Sx − Axxδ0s))(Ayyβm−s + (Sy − Ayyδsm))] .
Note that the term within square brackets [...] depends only on s and m.
We seek to determine the statistics of the measured spectrum, r˜Mk. Each element
of this spectrum is a sum over autocorrelations rM(τ) times phasors of unit magnitude.
The rM(τ) are products of individual samples xı and yı. These products are not drawn
from Gaussian distributions, as noted above, but the central limit theorem ensures that
rM(τ) and r˜Mk are. Therefore the first and second moments of r˜Mk completely describe its
distribution. Eq. 34 gives the first moment: the mean spectrum. We require the second
moments: the variances and covariances of the elements of the spectrum.
First consider the correlation of noise between 2 different spectral channels:
〈r˜Mır˜∗Mk〉−〈r˜Mı〉〈r˜∗Mk〉, with ı 6= k. For given values of m and s, the constant term in square
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brackets in Eq. 43 is summed over all values of `, with varying phase factor ei2pi(
(ı−k)`
N ). If
` takes on all the values {1, ..., N}, this summation yields zero. In practice the Fourier
transform is executed in this “circular” fashion. However, also in practice, the fourth
moment takes on the values given by Eq. 40 only when the lags do not span the ends of the
time series; that is, when ` takes on values from 1 to N −m, for m > 0; or from 1−m to
N , for m < 0. Thus, the cancellation is incomplete. However, the difference is only of order
m/N , and the difference is extremely small if the number of spectral channels exceeds the
number of lags. Thus,
〈r˜Mır˜∗Mk〉 − 〈r˜Mı〉〈r˜∗Mk〉 = 0, for ı 6= k. (44)
Now consider the noise in a single spectral channel. In this case ı = k, and Eq. 43 takes
the form










[(Axxαs + (Sx − Axx)δ0s) (Ayyβm−s + (Sy − Ayy)δsm)] . (46)
The right-hand side of this equation is the Fourier transform of the cross-correlation of
the functions (Axxαs + (Sx − Axxδ0s)) and (Ayyβs + (Sy − Ayyδ0s)). The right-hand side is
therefore equal to the product of the spectra of these functions. Thus,
〈r˜Mır˜∗Mı〉 − 〈r˜Mı〉〈r˜∗Mı〉 = (Axxα˜ı + (Sx − Axx)/N)(Ayyβ˜ı + (Sy − Ayy)/N). (47)
We obtained a factor of 1/N from Fourier transforming the delta function. This factor is
not present in the other term.
For a continuum source, the autocorrelation spectrum of the source is flat, and from
the normalization of the autocorrelation function (Eq. 31), α˜ı = β˜ı = 1/N . Thus, for a
continuum source, the mean square noise in one spectral channel is SxSy/N
2. (Note here
that N is the number of channels; effects of averaging samples in time or frequency are
– 20 –
discussed in § 3.6.2 below.) The mean square noise of the sum over all spectral channels
is SxSy/N , in agreement with Eq. 18. This analysis shows that Eq. 19 is correct through
second order in ρ.
In general, the noise level for the quantized, correlated data will depend on the
quantizer levels v0 and thus the constants A and S, and on the autocorrelation spectra
α˜ and β˜. For two signals with identical levels and identical signal-to-noise ratios before
quantization (so that autocorrelation spectra are identical), the rms noise is:
√
〈r˜Mır˜∗Mı〉 − 〈r˜Mı〉〈r˜∗Mı〉 = (Aα˜ı + (S − A)/N). (48)
The signal-to-noise ratio can be defined as the ratio of the average signal in a channel ı to





(Aα˜ı + (S − A)/N) . (49)
In the opposite limit, the signals are so weak that background noise dominates the spectra,
so that the autocorrelation spectra are uniform, and α˜ = 1/N . Then the rms noise is
√
〈r˜Mır˜∗Mı〉 − 〈r˜Mı〉〈r˜∗Mı〉 = S, (50)




If we reflect that, for a continuum source, ρ˜ı = ρ/N , we find that we have recovered the
result for a continuum source. In an intermediate limit, the closest to the observations
discussed in §3.8 below, signal is strong for x and weak for y. Then the rms noise is:
√
〈r˜Mır˜∗Mı〉 − 〈r˜Mı〉〈r˜∗Mı〉 =
√
(Axxα˜ı + (Sx − Axx)/N)Sy. (52)
The signal-to-noise ratio is
R = Axyρ˜ı√
(Axxα˜ı + (Sx − Axx)/N)Sy
. (53)
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Note that in all the 3 cases, the signal-to-noise ratio when defined in this way is optimized
by the choices n = 3, v0 = 1, as is the case for a continuum source (Cooper 1970). If we are
free to choose non-integral n and v0, the optimal values are n = 0.982, v0 = 3.36.
3.4. Autocorrelation Spectra of Quantized Data
Autocorrelation spectra behave similarly to cross-power spectra, but the zero-lag
autocorrelation function contributes more prolifically than for cross-correlation spectra.


















By integrating over the expansion of the bivariate Gaussian distribution, we find
〈a˜Mk〉 = {Axxα˜k + (Sx − Axx)/N} . (56)
Thus, the autocorrelation spectrum of the quantized data is a linear function of that of
the unquantized data. For typical radioastronomical applications, the offset (Sx − Axx) is
positive. It represents the noise from quantization, spread evenly over the spectrum.
We calculate noise of the autocorrelation spectrum analogously to the procedure in











We then find the fourth moment on the right-hand side. We assume that the autocorrelation
function αs is small, except for the zero-lag autocorrelation α0. The calculation is slightly
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more complicated in that zero-lag autocorrelations appear more commonly, so that
additional terms contribute in lower order. The fact that the square of unconjugated
elements is zero in a statistical average, as Eq. 27 notes, is important. To zeroth order in
those αs with s 6= 0,
〈xˆpxˆ∗p+xˆ∗qxˆq+`〉 ≈ 〈xˆpxˆ∗p+〉〈yˆ∗q yˆq+`〉+ 〈xˆpxˆ∗q〉〈xˆ∗p+xˆq+`〉 = S2x {δ0δ0` + δpqδ`} . (58)
The first-order correction is:
〈xˆpxˆ∗p+xˆ∗qxˆq+`〉 ≈ AxxαSxδ0`+Axxαq−pSxδ(q+`)(p+)+Sxδ0Axxα`+SxδpqAxxα(p+)−(q+`), (59)
where we require  6= `. The second-order correction is:
〈xˆpxˆ∗p+xˆ∗qxˆq+`〉 ≈ A2xxαα` + A2xxαq−pα(p+)−(q+`), (60)
where we require q 6= p and  6= `. Combining Eqs. 58 through 60 yields, through second
order in those αs with s 6= 0:
〈xˆpxˆ∗p+xˆ∗qxˆq+`〉 = {(Axxα + (Sx − Axx)δ0)(Axxα` + (Sx − Axx)δ0`)} (61)
+
{
(Axxαq−p + (Sx − Axx)δpq)(Axxα(p+)−(q+`) + (Sx − Axx)δ(q+`)(p+))
}
.
We combine this expression with Eqs. 56 and 57 to find 〈a˜Mıa˜∗Mk〉 − 〈a˜Mı〉〈a˜Mk〉, and find
that this quantity is zero for ı 6= k, just as for cross-correlation spectra. We find the noise
in a single spectral channel from the case ı = k,
〈a˜Mıa˜∗Mı〉 − 〈a˜Mı〉2 = (Axxα˜ı + (Sx − Axx)/N)(Ayyβ˜ı + (Sy − Ayy)/N). (62)
This result is the same as that for the cross-correlation function, as seen by comparing Eq.
62 with Eq. 47.
3.5. Conserved Quantities
If the signals x and y have identical statistics; that is, if α˜ı and β˜ı are identical, and
v0x and v0y are identical, then the total amount of noise in the spectrum is independent
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of the form of the spectrum. This interesting result is a consequence of Eq. 48. It holds,
for example, for autocorrelation spectra, for which the two signals are always identical.
Parseval’s theorem shows that:



















These facts in combination with Eq. 48 show that
∑
ı
{〈r˜Mır˜∗Mı〉 − 〈r˜Mı〉〈r˜∗Mı〉} = SxSy. (65)
Thus, for identical signals, the sum of the square of the noise over the spectrum is a
constant, independent of the strength of the signal. It is equal to the mean square of the
quantized signals, SxSy. This mean square depends only on the quantizing levels of the
characteristic curve relative to the rms of the quantized signal, v0. It does not depend
explicitly on the spectral character of the input signal. However, it can show some implicit
dependence, as for example if a spectral feature appears, increasing the total power of the
input signal, and thus reducing v0.
3.6. Oversampling and Averaging
3.6.1. Effects of Oversampling: Introduction of Temporal Correlations
The calculations for continuum sources in §2 assumed that the signal was sampled
at the Nyquist rate, so that temporal correlations are absent. Sampling the signals at a
different rate introduces temporal correlations. For example, oversampling can increase
the signal-to-noise ratio for continuum sources (Thompson, Moran, & Swenson 1986). We
can address the same problem from the standpoint of § 3, by considering observations of a
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spectrally-limited passband. For example, for a continuum source we can assume that the
input signal and noise are restricted to the actually-observed spectral range; but that we
sample the greater spectral range corresponding to the faster sampling rate. Undersampling
can introduce aliasing of the signal to different frequencies; we do not consider this topic
here. It can be treated with our formalism by observing that undersampling neglects ranges
of the auto- and cross-correlation functions.
3.6.2. Effects of Averaging in Time and Frequency
Almost all astronomical observations integrate the observed spectrum in time, to build
signal-to-noise ratio. After averaging over No observations, the ensemble average of the
signal is still r˜Mk = Axxρ˜k, but the standard deviation of the signal about this mean is
reduced by a factor of
√
No. Moreover, this averaging drives the distribution of r˜Mk to
a Gaussian form. Recall that the distribution of a single sample of xıyı is not Gaussian;
consequently the distribution of r˜Mk from a single spectrum need not be Gaussian. However,
after averaging over a large number of samples, the distribution of r˜Mk will approach a
Gaussian form. The mean and standard deviation, calculated in the previous section, will
characterize it fully.
3.7. Simulation
Simulation of a 4-level correlator provides a useful perspective. We simulated such a
correlator by generating 4 series of random numbers, drawn from independent Gaussian
distributions. We introduce the desired correlation between the real parts of x˜ and y˜, and
between their imaginary parts, by scaling and rotating the circular-Gaussian distribution as
described in the Appendix. We then Fourier transform the series, quantize them according
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to the 4-level characteristic curve show in Figure 1, correlate them, and Fourier transform
back to the frequency domain, where results are accumulated over No observations. Thus,
we simulate an “XF” correlator. (Note that our results also apply to “FX” correlators, in
which the data are correlated in the frequency domain, because all steps are linear, and
commute with Fourier transform, except for quantization).
To test our results, we simulated both a continuum spectrum with constant correlation,
and a single spectral feature in a spectrally-flat background of noise. These spectra are
simplified forms of Fig. 2. Figure 3 shows the results for both unquantized and quantized
data. We set the weight of the amplitude bit to n = 3. We used quantizer levels set to the
optimal value v0 = 1σ for the continuum spectrum. For the spectral feature we set the
quantizer level to v0 = 1σ for the noise background alone, and to this level for the noise
plus spectral feature. Both situations can arise in practice.
For example, in the S2 VLBI recording system (Cannon et al. 1997), automatic gain
controls adjust the quantizing levels to equal 1 standard deviation of the input signal
every 10 sec. Thus, when observing astrophysical masers, for example, v0/σ = 1. When
observing a pulsar with a period much shorter than 10 sec, the signal level fluctuates over
each pulse period, and v0 is not constant. Recall that v0 is the quantizer level normalized to
the standard deviation of the input; in this case the quantizer level remains constant, but
the standard deviation of the input varies. Because pulsars are often dispersed, and can
scintillate, this time variation is often accompanied by spectral variations. On the other
hand, Jenet & Anderson (1998) advocate changing v0 rapidly enough that the quantizing
levels track the standard deviation of the input signal, over each fraction of a pulsar pulse.
In Figure 3, the vertical scale has been adjusted using the calculated value of Axx in
each case, so that spectral features have the same height on each plot. Note that with
this scaling, the noise away from the spectral feature is approximately the same in each
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spectrum. Note also that the noise at the spectral feature is greater than that at other
places in the spectrum, in accord with Eq. 47.
We can use Eq. 47 to calculate the expected noise level in each of the quantized
spectra, in Fig. 3. The levels v0 and weight n are determined as noted above. The crucial
issue is the values of α˜k and β˜k. These are parameters of our simulation, as described
in the Appendix. With actual observations, we usually have no information about the a
priori form of the spectrum. We can form the autocorrelation spectra for each signal, and
assume that the unquantized autocorrelation spectrum has the same form, with a different
offset as introduced by quantization as noted in § 3.4. Alternatively, if all of the spectral
features are correlated between stations – as is commonly the case for a short baseline in
interferometry, but is not the case for the sample spectrum in Fig. 2 – then we can assume
that the underlying autocorrelation spectrum takes the form of such a spectrum, plus the
underlying noise. In either case we know the underlying spectrum, to within a constant,
background noise level. If we know SxSy we can then infer the noise level in a single channel
from the conservation laws in § 3.5. We can determine SxSy either from observations
of a purely-noise spectrum with the same relative quantizer level v0, as is natural for
observations of astrophysical masers; or from theoretical calculation, using knowledge of v0
if it was recorded; or from some combination of the two.
Figure 4 compares histograms of noise for the 3 quantized spectra. Samples are the
square modulus of the complex correlation function, in spectral channels more than 200
channels away from both the spectral feature at the center of the band and the edges of
the band. Real and imaginary parts show the same standard deviation. The histograms
follow closely the form expected for the square modulus of elements drawn from a circular












Here, s is the standard deviation of the distribution of noise. The curves shown in Fig. 4
were calculated from knowledge of n, v0 and the unquantized autocorrelation spectra α˜ı,
β˜ı; they are not fits to the data. These histograms were formed from spectra like those of
Fig. 3, but integrated for 100 time samples rather than 10. For integration over only 10
samples, the standard deviation is as expected, but the distributions depart noticeably from
a Gaussian distribution.
In both cases shown in Fig. 4, the introduction of a strong spectral feature reduces the
apparent noise level. However, the levels quantizer v0 can change between observations. In
practice, when v0 is held constant so that the quantizer tracks the standard deviations of
the signals, the noise remains constant in absolute or “sky” units; and when the quantizer
levels are held constant the noise level in absolute units actually increases.
3.8. Comparison with Observations
We compare our theory with observations by examining gated observations of a
strong, dispersed pulsar, the Vela pulsar. The observations were made on 10 Dec 1997
using radiotelescopes of the NASA Deep Space Network at Tidbinbilla (70-m) and of
the Australia Telescope National Facility at Mopra (22-m). Two 16-MHz-wide frequency
bands, extending from 1634 to 1660 MHz, and from 1660 to 1676 MHz, were recorded
onto magnetic tape using the S2 recording system(Cannon et al. 1997). The data were
quantized to 4 levels, with the offset and the thresholds v0x, v0y set automatically every
10 sec, based on the signal levels during the preceding 10 sec. The system-equivalent flux
density of Tidbinbilla was about 50 Jy, and that of Mopra was about 350 Jy, during these
observations.
The Vela pulsar has a flux density of about 1 Jy at the observing wavelength of
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18 cm. It has a dispersion measure of 68, so that pulses arrived about 2 msec earlier at the
high-frequency ends of the recorded bands than at the low-frequency ends. Its period is
about 89 msec, and its pulse is about 5 msec wide at our observing wavelength.
The data were played back and correlated at the Penticton VLBI correlator of the
Dominion Radio Astronomy Observatory(Carlson et al. 1999). This correlator is an
“XF” correlator, so cross-correlation functions were formed from the data streams, which
were then Fourier transformed to form cross-power spectra. Thus, quantization and
correlation followed precisely the path described in §§ 2 and 3 above. The correlator is
a “reduced-table” 4-level correlator, with the characteristic curve shown in Fig. 1, with
weight nr = 3. Its output can thus be described as the sum of a 4-level correlator with
n = 3 and a 4-level correlator with n = 0. The correlator was gated synchronously with the
pulsar pulse. Independent cross-power spectra were formed in each of 5 contiguous gates
across the pulse, and in a sixth gate far from the pulse. These spectra were corrected for
effects of quantization, by dividing by Axy, and a scaling error in the correlator software
was corrected (Carlson et al. 1999). Each gate was 1 msec wide. The spectra had 2048
channels, so the dispersed structure of the pulse was easily visible.
During playback, populations of the 4 quantized levels were determined each second.
These were used, with the assumption of underlying Gaussian statistics, to reconstruct the
thresholds v0x and v0y. We also investigated the offset of the average signal level from the
change in sign of the quantized signal (as seen at x = 0 in Fig. 1); this was much smaller
than the changes in the v0. Because the source is pulsed, the levels found for 10-sec intervals
at record time are averages over the pulsar pulse. Thus, particularly at Tidbinbilla, which
is the more sensitive station, the levels are expected to be set too high off-pulse and too
low on-pulse. This is indeed the case. Table 1 summarizes their values during two pulse
windows, Gates 1 and 6.
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In Gate 6, the pulse is off; in Gate 1, it is on in part of the spectrum. Figure 5 shows
spectra of the pulsar in the 2 gates. In Gate 6, the spectrum consists of purely noise.
No signal is detected: the small variations in level result from variations in gain across
the passband. These presumably reflect the behavior of the underlying noise spectra at
the 2 stations, as described for by α˜ı and β˜ı. In Gate 1, strong signal is clearly visible in
higher-numbered channels, corresponding to higher frequencies. The signal shows spiky
spectral structure, rather than a smooth continuum, because the pulsar scintillates: it is
observed in the “speckle” limit of interferometry (Desai et al. 1992). The pulsar contributes
to the autocorrelation spectra at the two antennas, and we therefore expect a change in the
noise level, as argued above.
In Gate 6, no signal is present, and the autocorrelation spectrum has amplitude
αGate 6 = βGate 6 =
1
N
in all channels. In Gate 1, the autocorrelation spectrum has





































+ (SySy − Ayy))(68)
This value (“predicted” on the basis of the quantizer levels) is reported in Table 1.
Figure 6 shows the distribution of amplitude in the same spectral range of Gates 1 and
6, in a spectral region containing only noise. Dotted lines delineate this region in Figure 6
Both distributions are well modeled as the amplitude of a circular Gaussian distribution
centered at the origin, as expected for Gaussian noise:





As theory suggests, the noise is less for Gate 1, which contains a strong signal in a different
spectral region. The ratio of the noise in the two gates agrees excellently with the theoretical
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prediction of § 3.3.2, as Table 1 shows.
4. SUMMARY
We consider the result of quantizing and correlating two noiselike signals. We suppose
that the degree of correlation, and the intensity of the signals, may vary spectrally. We
compute the statistically-averaged correlation of the quantized signals, and its variance. We
argue that these completely describe its statistics, because the correlation of the quantized
signals is drawn from a Gaussian distribution. We recover the classic results, given by (Van
Vleck & Middleton 1966,Hagen & Farley 1973,Thompson, Moran, & Swenson 1986), for
quantized signals without spectral variation.
When the signals vary spectrally, but the correlation is weak, the statistically-averaged
cross-power spectra of quantized and unquantized signals are proportional, with the same
proportionality constant Axy as for a continuum spectrum. The autocorrelation spectra of
quantized and unquantized signals are related by the same factor, with a constant offset
Sx, as given by Eq. 56. However, the variance of the quantized signals, or the noise, differs
for signals with and without spectral variations. Eq. 62 gives the noise. We compare our
results with computer simulations and with observations, and find excellent agreement.
We are grateful to the DRAO for supporting this work with extensive correlator time.
We gratefully acknowledge the VSOP Project, which is led by the Japanese Institute
of Space and Astronautical Science in cooperation with many organizations and radio
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A. APPENDIX: SIMULATION OF A BIVARIATE GAUSSIAN
DISTRIBUTIONS
The bivariate Gaussian distribution of x and y is commonly parametrized by
the variances of x and y, 〈x2〉 = σx and 〈y2〉 = σy, and their normalized covariance
〈xy〉/σxσy = ρ (compare Eq. 1). Such a distribution can also be described by the major
























Thus, to form a series of pairs of elements drawn from a bivariate Gaussian distribution
with specified variances σx, σy and covariance ρ, we first form 2 series of uncorrelated
elements, x0, y0, drawn from independent Gaussian distributions with unit variance (see,
for example, Press et al. 1989). We then calculate rx′ , ry′ and θ, and scale the 2 distribution
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Fig. 1.— Characteristic curve for 4-level quantization.
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Fig. 2.— Typical auto- and cross-correlations of signals from an astrophysical source.
Autocorrelation spectra α˜k = 〈x˜kx˜∗k〉 and β˜k = 〈y˜ky˜∗k〉 show two astrophysical spectral
lines, at left and near center, superposed on a “white” background of noise, with different
strengths. The spectral line at left is correlated between x˜ and y˜ and appears in the cross-
power spectrum ρ˜k = 〈x˜ky˜∗k〉, whereas the spectral line near center is uncorrelated between
the signals.
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Fig. 3.— Cross-power spectra from correlation of signals with and without quantization,
and with different levels for quantizer threshold v0. From left to right: a) unquantized noise;
b) quantized noise, with quantizer level set to standard deviation of the input signal; c)
quantized noise plus a spectral feature, with quantizer level set to the standard deviation of
the noise; d) quantized noise plus a spectral feature, with quantizer level set to the standard
deviation of signal plus noise; e) unquantized signal plus noise. The figures show a portion
of a 4096-channel spectrum. Spectra were integrated over 10 time steps. Before digitization,
the standard deviation of the noise was 1 and the peak amplitude of the spectral feature
was 8. Soild curves show the theoretically calculated statistically-averaged amplitude, Axyρ˜.
The vertical scale of the plots are adjusted by the factor Axy, so that the amplitudes of the
spectral feature should be the same, on average.
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Fig. 4.— Histograms of noise for the spectra shown in Fig. 3, integrated for 100 rather
than 10 time steps. Data are from spectral regions more than 200 channels away from the
spectral feature and from band edges. Solid histograms show noise from quantized noise-
only spectra (Figure 3 b), and dotted histograms show noise from quantized spectra with a
spectral feature and noise (Figures 3 c and d). Upper: Comparison for quantized noise (solid
histogram: v0 = 1.000) with quantized spectral feature plus noise with the same quantizer
level (dotted histogram: v0 = 0.937: Figure 3 c). Lower: Comparison for quantized noise
(solid histogram: v0 = 1). with quantized spectral feature plus noise with the quantizer
level adjusted to the 1-standard-deviation level (dotted histogram: v0 = 1.000: Figure 3 d).
Curves show theoretically-expected forms, using Eq. 47. Note that the addition of a spectral
feature reduces the noise level, in correlator units.
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Fig. 5.— Spectra for test data. Upper panel: Amplitude in Gate 1, at beginning of pulsar
pulse. Because of dispersion, the pulse appears only at high frequencies. Scintillation
accounts for the complicated spectral structure. Vertical dotted lines show data used for
comparison with theory. Lower panel: Amplitude in Gate 6, away from pulsar pulse. Signal
is noiselike at all frequencies. Data were averaged coherently over a span of 14 sec, less than
the scintillation timescale of the pulsar. Displayed frequency range is 1.634 to 1.660 GHz,
in 2048 channels.
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Fig. 6.— Histograms of noise in Gate 6 (off pulse in all channels: solid line) and of noise
in a spectral region of Gate 1 free of signal (on start of pulse in high-frequency channels;
this spectral region empty because of pulse dispersion: dotted line). Note that the measured
noise level decreases in the presence of signal.
– 39 –
Table 1. Calculated and Observed Noise: Tid-Mop
Gate 1 Gate 6
Calculated Relative Noise:
P (V < v0x) at Tid: avg 0.1996 0.1720
std dev 0.0048 0.0005
P (V > v0x) at Tid: avg 0.1997 0.1721
std dev 0.0048 0.0005
P (V < v0y) at Mop: avg 0.1754 0.1727
std dev 0.0008 0.0006
P (V > v0y) at Mop: avg 0.1753 0.1725
std dev 0.0008 0.0006
v0x at Tid 0.8429 0.9461
v0y at Mop 0.9332 0.9439
SxSy Tid-Mop correlator units 3.3707 3.1018
Axy Tid-Mop correlator units 3.4407 3.2259
Expected Noisea sky units 0.8611 0.9615
Ratio 0.8955
Observed Relative Noise:
Observed Noise sky units×103 5.4930± 0.0078 6.1107± 0.0094
Ratio 0.8989± 0.0018
aFrom Eqs. 47 and 67. Normalization factor of N not included.
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Table 2. Symbols Used in the Text
Symbol Meaning § Eq. Notes
x, y analog signals 2.1.1 1
P (x, y) joint probability density function of x and y 2.1.1 1
ρ covariance of x and y 2.1.1 1
< ... > statistical average 2.1.1
xı, yı individual samples of x and y 2.1.3 8
N number of samples 2.1.3 8
xˆ, yˆ signals x, y after quantization 2.2
xˆı, yˆı individual samples of xˆ and yˆ 2.2 15
r correlation of a finite realization of x and y 2.1.3 8
r4 4-level correlation of N quantized samples 2.2 15
rM M-level correlation of N quantized samples 2.2 15
r4r reduced 4-level correlation of N quantized samples 2.2 23
v0x, v0y quantization thresholds for amplitude in 4-level correlation 2.2
n weight of amplitude bit in 4-level correlation 2.2
nr weight of amplitude bit for reduced 4-level correlation 2.2
Axy ratio of correlator units to sky units 2.3 17
Sx, Sy variances of xˆ, yˆ 2.3 18 a
S4x, S4y variances of xˆ, yˆ for 4-level system 2.3 19 b
Φx probability that unquantized signal lies in ±v0x 2.3 20 c
x˜k, y˜k Fourier transforms of x, y 3.1 24
α˜k, β˜k spectra of x and y: variances of x˜k and y˜k 3.1 26
ρ˜k cross-power spectrum: covariance of x˜k and y˜k 3.1 26
ατ , βτ autocorrelation functions of x and y, statistically averaged 3.1 29
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Table 2—Continued
Symbol Meaning § Eq. Notes
ρτ cross-correlation function of x and y, statistically averaged 3.1 29
α0, β0 values of ατ and βτ at zero lag 3.1 31
r˜Mk observed cross-power spectrum 3.2 32
a˜Mk observed autocorrelation spectrum 3.5 56
R signal-to-noise ratio of quantized signal 3.3.2 49
No number of observations averaged together 3.6.2
aThe product (S4xS4y) is denoted by σ
2
4x,y in Thompson et al. (1986).
bThe product (SxSy) is denoted by σˆ
2 in Jenet & Anderson (1998).
cNotation generalized from Cooper (1970) and Thompson et al. (1986).
