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Introduction
A central issue in community ecology is identifying the mechanisms that determine how community structures change in time. Recent evidence of feedback loops between ecological and evolutionary processes (Yoshida et al. 2003; Post and Palkovacs 2009; terHorst et al. 2010; Schoener 2011) suggests that evolutionary processes drive ongoing changes in species interactions, which can result in changes in the composition and overall structure of the community. Although many theoretical studies (Khibnik and Kondrashov 1997; Abrams 2000; Nakazawa et al. 2010; Schreiber et al. 2011; Vasseur et al. 2011; Cortez and Weitz 2014) have examined the effect of evolution on coexistence and population dynamics of interacting species, few have looked at their impacts on community dynamics (Ellner and Becks 2011; Hiltunen et al. 2014) . Here, we use intraguild predation (IGP) to study how eco-evolutionary feedbacks drive changes in community composition and structure.
In its simplest form, IGP involves three species: an intraguild predator, an intraguild prey, and their common resource (Holt and Polis 1997) . IGP is commonly found in natural ecosystems (Polis et al. 1989; Polis and Holt 1992; Arim and Marquet 2004; Vance-Chalcraft et al. 2007 ) and occurs in communities involving omnivorous birds, fish, marine invertebrates, insects, and microorganisms. For example, in lakes in British Columbia, prickly sculpin are intraguild predators of stickleback and share benthic invertebrates as common resources (Ingram et al. 2011) . In microcosm experiments, ciliate species engage in intraguild predation with bacteria as a common resource (Diehl and Feissel 2001) . Intraguild predation also occurs in agricultural systems, such as the introduced ladybird Harmonia axyridis, which preys on native coccinellids with aphids as a shared resource (Pell et al. 2008) . By incorporating several types of species interactions (competition, predation, and omnivory), the IGP module serves as an ideal stepping stone for examining community dynamics.
To maintain the structure of an IGP community, two conditions must be met: all three species must coexist, and the predator must consume both the resource and the prey. Theoretical work suggests that coexistence requires that the intraguild predator experience a trade-off between feeding on the resource and feeding on the prey (Holt and Polis 1997) . This trade-off results in IGP lying along a continuum between two structural extremes. At one extreme, IGP resembles a food chain when the predator is more specialized on the prey. At the other extreme, IGP resembles exploitative competition when the predator is more specialized on the resource. Given the ecological importance of this trade-off, it is natural to ask how the traits of an intraguild predator may evolve along this continuum and how this evolution affects the community structure.
Earlier empirical and theoretical work suggests that evolution can play an important role in IGP dynamics. For example, in the Harmonia-coccinellid-aphid IGP system, artificial selection for increased polyphagy in introduced ladybugs has led to a decrease in other aphid predators in North America, which is not the case for the same species in their native range in Japan (Pell et al. 2008; Ware and Majerus 2008) . Similarly, in an experimental study of IGP in planktonic marine organisms in a chemostat, Hiltunen et al. (2013) found evidence that algae (intraguild prey) evolved to form clumps for defense in the presence of predators and that this altered the phase of cycles in the population dynamics. Theoretically, Nakazawa et al. (2010) showed that a trade-off and evolution of the resource's defense against the two consumers promotes their coexistence, and Ellner and Becks (2011) showed that this can lead to different phase shifts in cycles between the predator and prey in a model of clonal evolution. These theoretical studies, however, do not examine how predator evolution influences community structure.
In this study, we analyze a model of the IGP module in which the predator population's (hereafter predator's) trait was allowed to evolve between specializing on attacking the prey and specializing on attacking the resource to understand the effects of evolution on community dynamics. We use a combination of analytical and numerical techniques to examine the conditions under which evolution can produce sudden or gradual shifts in community composition. Specifically, we ask what role evolutionary feedbacks and the strength of the trade-off between attacking the resource versus attacking the prey have on coexistence and exclusion of the predator or prey. How do these feedbacks determine whether the predator evolves to be primarily a specialist on a particular prey species or to be a generalist? How are the answers to these questions modulated by the rate of evolution?
Model
We consider the dynamics of an intraguild predator with density P p P(t) at time t and intraguild prey with density N p N(t), both of which consume a common resource species with density R p R(t). We say that the predator's attack rates on the common resource and intraguild prey species depend on the phenotypic value, x, of a quantitative trait. This trait is normally distributed with mean x p x(t) and variance j 2 ; in other words, its density is
, where the phenotypic variance has genetic and environmental components,
To allow for a trade-off between attacking different prey species, we assume that the predator has an optimal trait value (x p v R ) for resource consumption that may differ from the optimal trait (x p v N ) for intraguild prey consumption. The attack rates a R (x) and a N (x) of an individual intraguild predator on the resource and prey, respectively, decrease in a Gaussian manner as x moves away from the optimal trait value; in other words,
Here, a i is the maximal attack rate, and t determines how phenotypically specialized the intraguild predator must be to attack the resource or the intraguild prey. Increasing differences (|v N 2 v R |) in the optimal trait values shift the shape of the trade-offs between attack rates from convex to nearly linear to concave ( fig. 1A ), encompassing many commonly used trade-off shapes (Levins 1968; Schreiber and Tobiason 2003; Rueffler et al. 2004 ).
An example of a trait consistent with our assumptions is body size of the predator, for which its attack rates on prey species are maximal at intermediate (optimal) predatorprey body size ratios (Brose et al. 2006) . Humped-shaped attack rate relationships with respect to body size around an optimal have been documented for a diversity of predatorprey interactions that range from terrestrial predators of arthropods to aquatic predators of zooplankton (Brose 2010) . When predators attack prey of different sizes, the difference between the optimal phenotypes and this hump-shaped relationship yields a trade-off between attacking one prey species versus attacking the other.
Integrating across the trait distribution of the intraguild predator yields the average attack rates on the two prey species i p N, R:
We assume a linear functional response, in which case the fitness of the predator with trait value x becomes
where e i is the efficiency with which the predator converts species i into offspring, and d P is the per capita mortality rate of the predator. Integrating across the phenotype distribution, the mean fitness of the intraguild predator population is
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where e, a, and d N are the conversion efficiency, attack rate on the resource, and per capita mortality rate of the intraguild prey, respectively. In the absence of the intraguild predator and prey, the resource species exhibits logistic dynamics with intrinsic rate of growth r and carrying capacity K. Under the assumption that the trait remains normally distributed with variance j 2 , Lande (1976) showed the rate of change of the mean phenotype equals the product of the genetic variance and fitness gradient:
Although this assumption might be violated by processes at the genetic level, such as linkage disequilibrium or epistasis, numerical simulations of Turelli and Barton (1994) showed that these dynamics are good approximations to the trait dynamics under a variety of multilocus models. Furthermore, this normal distribution and the minuscule change in variation of quantitative traits have been documented in the fossil record (Bader 1955; Guthrie 1965) .
Model Analysis
We begin by introducing a dimensionless metric for measuring the strength of the trade-off. We show that this metric determines the shape of the trade-off between the predator's attack rates.
We use this measure to analyze how the strength of the trade-off impacts the fitness landscape and the community states, to lay the foundation for understanding eco-evolutionary feedbacks. Then, we study these eco-evolutionary feedbacks under the assumption of sufficiently low heritability (i.e., h p j G =j is very small) to ensure that the evolutionary dynamics are much slower than the ecological dynamics. When we relax this assumption, we use numerical simulations to explore how the community dynamics change as the evolutionary timescale becomes commensurate to the ecological timescale. All of our numerical analyses were done in R (R Core Development Team 2013) using the packages deSolve (Soetaert et al. 2010 ) and rootSolve (Soetaert 2009 ).
To understand how the strength of the trade-off influences the evolutionary dynamics, we examine its impact on the fitness landscape of the predator ( fig. 1B, 1C ; app. A, apps. A-E available online). Because the rate of change of the mean trait value is proportional to the slope of the fitness landscape, the shape of the fitness landscape determines the direction and magnitude of phenotypic change for given population densities and phenotype. In particular, we analyze how the number and location of fitness peaks change with increasing trade-offs.
Next, we examine how the community dynamics, with no evolutionary dynamic, depend on the strength of the trade-off and the mean predator phenotype. Specifically, for every predator phenotype, we determine the per capita growth rates of the intraguild predator and prey when rare, which determine ecological outcomes for the models considered here. In particular, when both species can invade when rare (i.e., mutual invasibility), the species coexist (see app. B for more details).
To study the community dynamics, we initially assume that there is low heritability of the predator's phenotype. Because this implies that evolution occurs much more slowly than the ecological dynamics, we can use singular-perturbation Figure 1 : Effects of trade-off strength (measured by G 2 p v 2 =(j 2 1 t 2 )) on attack rate trade-off functions and predator's fitness landscape. In A, as the trade-off strength increases, the relationship between predator attack rate on resource ( a R ) and on prey ( a N ) transitions from concave to almost linear to convex with stronger trade-offs. For weak trade-offs (G 2 ! 4), as in B, the predator's fitness landscape is unimodal, with its peak moving from v R to v N as the ratio of prey to resource (N=R) increases. For strong trade-offs (G 2 1 4), as in C, the predator's fitness landscape is bimodal at intermediate N=R ratios.
theory, which applies to systems with dynamics occurring at two different timescales (app. B). In particular, we approximate the ecological dynamics by assuming that they are always in a quasi-steady state determined by the mean phenotype of the predator. Thus, we can study the transitions between these community states as evolution slowly causes changes in the phenotype. Similar methods have been used previously to understand other forms of eco-evolutionary dynamics (Cortez and Ellner 2010; Schreiber et al. 2011; Vasseur et al. 2011; Cortez and Weitz 2014) .
To visualize the dynamics with low heritability, we introduce a new type of phase-plane analysis in which one axis represents the community state and the other represents the evolutionary dynamics. On the evolutionary axis, we plot the phenotype, and on the ecological axis, we plot the ratio N=R of prey-to-resource densities ( fig. 2 ). For every phenotype on the evolutionary axis, we determine the average population densities of the attractors for the ecological dynamics and plot these N=R ratios. The resulting curve acts as our ecological nullcline (thick black curve in fig. 2 ). The ratio N=R partially characterizes the community state. If the community consists of only the predator and the resource (prey excluded), then N=R is zero. If only the prey and the resource coexist (predator excluded), then N=R reaches its maximum possible value. Any ratio N=R in between these two values corresponds to all three species coexisting. The ratio N=R also determines whether the fitness gradient is positive or negative. For every mean phenotype, there is a critical value of N=R such that there is selection toward v R below this critical value and selection toward v N above this critical value. The curve of critical N=R values is the evolutionary nullcline at which there is no selection on the mean phenotype (dashed green curve in fig. 2 ). Using these ecological and evolutionary nullclines, we can predict the eco-evolutionary dynamics, especially in the case of low heritability. These eco-evolutionary phase plots reduce the four-dimensional system to a two-dimensional system while retaining information about the ecological In the top ecoevolutionary phase plots, the thick black lines represent the ecological nullcline, and the dashed green line represents the evolutionary nullcline. The blue curves represent expected eco-evolutionary trajectories for low heritability. The bottom two plots show the system dynamics, with population densities and the predator's mean phenotype plotted in time. In A, the predator evolves between two phenotypes, resulting in fluctuations between prey-dominated and predator-dominated states. In B, the predator is rare but invades as it evolves. Eventually, the population densities and phenotypes reach fixed values, and all three species coexist. Parameter values are given in appendix E.
and evolutionary state of the system. Finally, we use the deSolve package (Soetaert et al. 2010 ) in R to simulate the model and to study how faster rates of evolution influence the eco-evolutionary dynamics.
Results

Trade-Offs and the Predator Fitness Landscape
Trade-offs between attacking the prey and attacking the resource are a key feature of many intraguild predators and play an important role in the evolutionary and ecological dynamics. We find that the dimensionless parameter
, where v p |v N 2 v R | is the phenotypic distance between the optimal phenotypes) determines the shape of the trade-off between the predator's attack rates and the shape of the predator's fitness landscape (app. A). The ratio G 2 corresponds to the ratio of the squared distance between the optimal traits to the mean deviation in the (normalized) attack rate among individuals in the predator population.
The strength of the trade-off, as measured by G 2 , defines the shape of the (population-level) trade-off in the attack rates. As the strength of the trade-off increases, the relationship between the attack rates transitions from concave to nearly linear to convex ( fig. 1A ). For weak trade-offs, the concavity corresponds to evolving greater attack rates on the resource without sacrificing its ability to attack the prey. For strong trade-offs, the convexity corresponds to the large cost in attacking the prey required for evolving greater attack on the resource.
When the trade-off is weak (G 2 ≤ 4), the predator's fitness landscape is always unimodal ( fig. 1B) for any combination of prey and resource densities. Hence, the predator always evolves toward this unique fitness peak. When the prey is rare, the fitness peak occurs near v R , and there is selection for the predator to specialize on the resource. When the prey is abundant and suppresses the resource (i.e., the N=R ratio is large), the fitness peak occurs near v N and the predator evolves to specialize on the prey. When both the prey and the resource are abundant, the fitness peak occurs at a generalist phenotype.
For strong trade-offs (G 2 1 4), fitness landscapes will be bimodal for an interval of the prey-to-resource ratios N=R ( fig. 1C ). When this occurs, there are two fitness peaks, and the initial mean phenotype determines whether the predator evolves to specialize on either the resource or the prey. For prey-to-resource ratios outside of this interval, the predator's fitness landscape is unimodal, as in the case of weak trade-offs. Because of these differences in modality of the fitness landscapes, weak and strong trade-offs can result in different eco-evolutionary community dynamics.
Ecological Dynamics
To set the ecological stage for understanding the ecoevolutionary feedbacks, we examine the long-term community states over the range of possible predator mean phenotypes as the strength of the trade-off increases ( fig. 3 ). Holt and Polis (1997) showed that, provided that the resource could sustain each intraguild species individually, there were four possible stable community states: (i) prey-resource equilibrium, (ii) predator-resource equilibrium, (iii) bistability, and (iv) coexistence of all three species, possibly at a nonequilibrium attractor. Each of these community states is determined by the per capita growth rates of the predator and prey when rare (e.g., bistability occurs when the per capita growth rates, when rare, are negative for both the predator and the prey).
Trade-offs impose a fitness load on the predator, because the predator cannot attack both the resource and the prey as efficiently as in the absence of a trade-off. Hence, increasing the trade-off benefits the prey by releasing it from simultaneous predation and competition. For sufficiently strong trade-offs, predator populations with a generalist phenotype (horizontal dashed lines in fig. 3 ) are excluded, because they attack neither the prey nor the resource effectively.
For predators specialized on the prey ( x ≈ v N ; upper solid line in fig. 3 ), strong trade-offs cause the predator to sacrifice its ability to attack the resource, and thus its survival depends more on the prey. Hence, provided the system is sufficiently enriched (i.e., r or K is sufficiently large), all three species coexist in a food-chain-like configuration. In contrast, for predators specialized on the resource ( x ≈ v R ; lower solid line in fig. 3 ), the IGP module increasingly resembles exploitative competition as the trade-off increases. Hence, at sufficiently strong trade-offs, the prey excludes the predator if it suppresses the resource to a lower equilibrium density ( fig. 3A, 3B) ; otherwise, it is excluded ( fig. 3C ). When predators specializing on the resource are excluded at strong trade-offs but exclude the prey at weak trade-offs, bistability occurs at intermediate trade-offs ( fig. 3D ).
Placing these ecological results into an eco-evolutionary context, the trade-offs determine the number of states that a community may pass through as the predator's phenotype evolves. At very weak trade-offs, there is only one possible community state ( fig. 3) . At stronger trade-offs, there are multiple community states, and phenotypic evolution may shift communities between these states.
Major Community Transitions due to Evolution
Eco-evolutionary feedbacks can drive transitions between different community states. Some of these transitions are dramatic changes, in which the community state appears stable until the predator evolves to a critical phenotype that results in a sudden shift in the community composition. Other community transitions involve more gradual changes, in which the community composition shifts continuously as the predator evolves. Both dramatic and gradual transitions between community states can lead to different forms of coexistence as well as exclusion of the predator or the prey. Here, we describe the possible evolutionarily driven community transitions.
One form of coexistence, which we call oscillatory phenotype coexistence, occurs when there is a phenotypic range ( x * 1 , x * 2 ) supporting bistability for the ecological dynamics in conjunction with opposing selective pressures at opposite ends of the phenotypic range. In oscillatory phenotype coexistence, the community structure alternates between predator-dominated and prey-dominated communities due to fluctuating selection ( fig. 2A) . To describe the feedbacks underlying these dynamics, consider the predator invading the prey-resource equilibrium at which the N=R ratio is large. Because the availability of the prey relative to the resource is high, the predator evolves to specialize on the prey ( x approaches x * 2 ), increases in density, and begins to exclude the intraguild prey. Thus, the community transitions from a prey-dominated community (NR) to a predator-dominated community (PR). As the prey densities decrease, the density of the resource increases, and the predator evolves toward specializing on the resource ( x approaches x * 1 ). In turn, the prey is released from predation and increases in abun- Effects of the trade-off on the ecological dynamics. NR p stable prey resource community state; PR p stable predator resource community state. The panels differ in the ecological dynamics exhibited in the absence of a trade-off: coexistence in A, bistability in B, prey exclusion due to being an inferior resource competitor in C, and prey exclusion due to competition and predation in D. The vertical dotted line, c * , corresponds to the boundary G 2 p 4 between weak trade-offs (G 2 ! 4) and strong trade-offs (G 2 1 4). The horizontal dotted line corresponds to the perfect generalist phenotype, and the boundaries correspond to the specialized phenotypes. Parameter values are given in appendix E. dance; this begins to exclude the predator, resulting in a preydominated community, and the cycle repeats ( fig. 2A) . At low heritability, these transitions between prey-and predatordominated states are rapid and dramatic.
A second form of evolutionarily mediated coexistence occurs when the predator evolves from a mean phenotype supporting only a two-species community to a mean phenotype supporting coexistence of all three species. This form of evolutionary community rescue can occur in two scenarios. With sufficient top-down control of the prey, a generalist predator can, in the absence of evolution, exclude the prey despite being an inferior resource competitor. However, as this exclusion occurs, evolution selects for the predator to specialize on the resource. This releases the prey from predation, enabling the prey to escape exclusion. The predator continues to evolve until converging to a phenotype supporting coexistence. In the eco-evolutionary phase plots, this coexistence corresponds to the intersection of the evolutionary and ecological nullclines at intermediate N=R ratios (fig. 2B ). When the predator specialized on the resource is the superior competitor, evolutionary community rescue can also occur. In this case, evolution can select for the predator to become either a generalist ( fig. 2B ) or a prey specialist ( fig. 4A ) and thereby facilitate coexistence. We refer to either of these outcomes as convergent phenotype coexistence, because the predators' mean phenotype stabilizes at a value supporting coexistence.
Predator evolution can also cause prey exclusion in two ways. The first way occurs when there is a predator phenotype permitting coexistence by specializing more on the prey, but the prey is at low densities compared with the resource ( fig. 4B ). This low N=R ratio selects for the predator to specialize more on the resource until the prey is excluded. The second way occurs through a sudden shift from a preydominated to a predator-resource community. Specifically, when the predator phenotype supports ecological bistability and the community initially is prey-dominated, the predator evolves to specialize on the prey. After the mean predator trait reaches a critical value at which the preydominated community becomes ecologically unstable, the predator quickly increases in density and excludes the prey ( fig. 4C) .
Finally, predator evolution can lead to a "prey strikes back" dynamic, in which there is a sudden shift from a predatordominated community to a prey-dominated community ( fig. 4D ). This sudden shift requires that the predator be the inferior resource competitor and that there be a phenotypic range supporting ecological bistability. When the predator is at sufficiently high densities and more specialized on the prey, the predator begins to exclude the prey and, conse- quently, evolves toward specializing on the resource. At a critical mean predator phenotype, the ecological dynamics shift from bistability to predator exclusion, which results in the sudden loss of the predator.
Trade-Offs, Resident Strikes Back, and Alternative Stable States
Because weak trade-offs result in unimodal fitness landscapes for all N=R ratios, weak trade-offs generally yield unique eco-evolutionary outcomes for all initial conditions of the system (fig. 5 ). The dramatic community transitions, such as in oscillatory phenotype coexistence, require ecological bistability, which often occurs at intermediate tradeoffs ( fig. 5 ). For stronger trade-offs, oscillatory phenotype coexistence may be lost due to an extreme form of the prey strikes back dynamic. Specifically, the predator invades to exclude the prey, and the evolution of the predator toward specializing on the resource eventually leads to the return of the prey, as in oscillatory phenotype coexistence. However, the predator does not evolve back toward specializing on the prey because of the bimodal fitness landscapes for the preydominated community with strong trade-offs. Rather, it is trapped at a phenotype that causes it to be excluded from the community (figs. 4C, 5C). This prey strikes back dynamic corresponds to what is often called a "resident strikes back" phenomenon (Mylius and Diekmann 2001) . The ecological conditions under which this phenomenon is more likely to occur are described in appendix C. For much stronger trade-offs, bistability is no longer an ecological outcome, and therefore neither oscillatory phenotype coexistence nor resident strikes back are possible (fig. 5C ).
The bimodal fitness landscapes associated with strong trade-offs make alternative stable states more likely, because there are multiple peaks that the predator can evolve to at intermediate N=R ratios. At sufficiently strong tradeoffs, there are always two alternative stable states, each involving the predator evolving to a specialized phenotype. When the predator evolves to specialize on the prey, convergent phenotype coexistence often occurs and culminates in the IGP module resembling a food chain. Alternatively, when the predator evolves to specialize on the resource ( x ≈ v R ), the IGP module resembles exploitative competition, and either the predator or the prey is excluded (figs. 4A, 4C, 5). Consequently, at these stronger trade-offs, coexistence is often contingent upon initial conditions, which is not the case in the absence of evolutionary feedbacks.
Rate of Evolution
Until now, our analyses assumed low heritability that results in evolutionary dynamics occurring much more slowly than ecological dynamics. Greater levels of heritability can result in commensurate evolutionary and ecological time scales, since they allow the mean phenotype of the predator to respond more rapidly to ecological changes. This tighter coupling of the ecological and evolutionary dynamics can change the stability of the long-term community dynamics.
When there is oscillatory phenotype coexistence at low heritability, increased heritability leads to convergent phenotype coexistence by stabilizing the unstable coexistence : Rate of evolution affects community stability. The dynamics of the ratio of prey to resource, N=R, are plotted on the ecoevolutionary phase plots for various heritabilities h p j G =j. In A and C, slow evolution yields an oscillatory phenotype dynamic. With faster evolution, the dynamics are stabilized to a convergent phenotype coexistence. In B and D, slow evolution yields a convergent phenotype coexistence at a fitness minimum, whereas faster evolution generates oscillations. The bifurcation diagrams (C, D) show the minimum and maximum values from the dynamics (generated numerically) between 40,000 and 60,000 time steps, as an approximation to the long-term dynamics, for different heritabilities. Parameters are the same as in figure 2 , except that the dynamics were initialized with P p .001, x p 20.2, and the resource and prey at equilibrium values in the absence of the predator.
equilibrium of the ecological dynamics ( fig. 6 ). Intuitively, rapid evolution allows the predator to adapt more quickly to the availability of resource and prey and, thereby, shortcircuit the predator's near exclusion by the prey when the predator is more specialized on the resource (fig. 6A ).
In sharp contrast, when convergent phenotype coexistence occurs at low heritability, faster rates of evolution can destabilize the eco-evolutionary dynamics ( fig. 6B) . At high levels of heritability, this destabilization results in the community structure perpetually shifting between preydominated and predator-dominated communities. This surprising outcome occurs only if there are strong trade-offs and the predator phenotype converges to a fitness minimum at low heritability ( fig. 2B ; app. A). Higher heritabilities cause the predator to evolve quickly toward optimizing on the resource or the prey whenever the N=R ratio is slightly perturbed from the equilibrium value. This overcompensatory response results in oscillatory community dynamics ( fig. 6B) .
In both scenarios, there is a critical value of heritability at which the shift in stability occurs ( fig. 6C, 6D ). Oscillatory transients are longer for heritabilities closer to the bifurcation points (e.g., fig. 6B ). For example, after the bifurcation in the transition from oscillatory phenotype to convergent phenotype coexistence, lower heritabilities result in a slower decay of the oscillations compared with greater heritabilities (fig. 6A) . Hence, the rate of evolution alters the transient as well as the long-term community dynamics.
Discussion
Recent empirical evidence of eco-evolutionary feedbacks has led to many experimental and theoretical efforts to better understand how these feedbacks affect populations (Schoener 2011) . The effect of these feedbacks needs to be studied at multiple scales, ranging from the dynamics of individual species to those of entire communities. Intraguild predation, which includes predation, competition, and omnivory, provides a unique framework through which to examine these feedbacks at multiple scales. Here we studied the eco-evolutionary dynamics of the intraguild predation system using a Lotka-Volterra model for the ecological dynamics and a quantitative genetics model for the evolutionary dynamics. Our results provide insight into how ecoevolutionary feedbacks can drive shifts in community structure, generate trait-based alternative states, and stabilize unstable evolutionary or ecological dynamics.
Evolutionarily Driven Regime Shifts
Regime shifts correspond to large, persistent changes in the structure or function of a system (Scheffer and Carpenter 2003; Folke et al. 2004; Biggs et al. 2009 ). They entail a fundamental change in the internal dynamics and feedbacks of the system that prevent it from returning to its earlier state even after the driver of the change has been reduced or removed (Biggs et al. 2009 ). In the ecological literature, these shifts in community structure or ecosystem function are typically attributed to gradual changes in abiotic factors, such as climate, eutrophication, or habitat loss (Folke et al. 2004) . Our results highlight how the evolutionary process may drive smooth or abrupt regime shifts in community structure.
For systems with alternative stable states, regime shifts can be abrupt and unexpected as one stable state of the system collides with the basin of attraction of another stable state (Scheffer and Carpenter 2003) . For the IGP system, the ecological alternative states correspond to predatordominated and prey-dominated communities (ecological bistability). We have shown that gradual evolution of the predator can cause a sudden shift from either of these stable states to the other. Most dramatically and somewhat paradoxically, a predator may evolve to cause its own extirpation. This form of evolutionary suicide (Gyllenberg and Parvinen 2001; Rankin and López-Sepulcre 2005) occurs when a generalist predator is able to exclude the prey, and the prey is the superior resource competitor. As the prey decreases in abundance, the predator evolves to specialize on the resource, and at a critical level of specialization, the prey outcompetes and excludes the predator. Hence, evolution causes the sudden loss of the predator-dominated stable state.
Our results also suggest that sudden evolutionary regime shifts can facilitate coexistence even in the absence of coexistence for the ecological dynamics. In general, this evolutionary coexistence mechanism requires two conditions. First, there are alternative stable states for the ecological dynamics that individually support a subset of the species but collectively support all species. Second, evolution drives regime shifts among alternative states in a cyclic fashion. When these two conditions are met, the eco-evolutionary feedbacks result in a community-level Red Queen dynamic in which one or more species are continually evolving to rescue the rare species. For the IGP system, the alternative states correspond to predator-dominated and prey-dominated communities. At the predator-dominated state, the predator evolves to specialize on the resource. Because the prey is a superior resource competitor, there is a shift to a prey-dominated state, initiating the evolution of prey specialization and a shift to the predator-dominated state. Thus, intraguild predation is maintained over time, because it perpetually alternates between feeding on the prey and feeding on the resource via eco-evolutionary feedbacks, which enables its coexistence with the prey.
Similar intransitive forms of coexistence have been found in other eco-evolutionary models (Doebeli and Ruxton 1997; Lankau 2009; Vasseur et al. 2011) , as well as in experimental systems (Yoshida et al. 2003; Lankau and Strauss 2007) . In a two-patch metapopulation model, Doebeli and Ruxton (1997) showed that mutants of low-and high-dispersal rates can coexist by driving alternations between synchronous and asynchronous population dynamics, which have opposing selective pressures. Vasseur et al. (2011) showed that, in a two-species competitive model in which one species evolves between intra-and intercompetitive abilities, coexistence can occur in oscillatory phenotype coexistence. Lankau and Strauss (2007) demonstrated experimentally that Brassica nigra oscillates between genotypes that corresponded to weak and strong producers of toxic sinigrin, depending on the community composition. When high-sinigrin B. nigra are rare, they invade a community of competitors. When competitors are rare, evolution leads to low-sinigrin plants replacing high-sinigrin plants, which the competitors can then invade. In an intraguild predation chemostat experiment, Hiltunen et al. (2014) showed cycling between predator-dominated and prey-dominated states. In these experiments, the cycles were driven by changes in the frequency of different resource clones, which altered the population dynamics but were not necessary for coexistence.
Evolutionarily driven regime shifts may also occur gradually. In terms of their effects on the IGP systems, these gradual shifts differ from the sudden evolutionary regime shifts in two fundamental ways. First, evolution of the predator can drive the gradual loss of the prey but not of the predator. This latter outcome is consistent with the theory for single-species models (Gyllenberg and Parvinen 2001) , which has shown that evolutionary suicide requires that trait evolution drive one ecological attractor into the basin of attraction for another attractor corresponding to extinction. Second, at low heritability, there can be a gradual shift from communities that support only two species to a community that supports all three species at a stable equilibrium. Generally, the three species coexist when the predator evolves to generalist phenotypes, maintaining the intraguild predation structure for weak trade-offs, or when the predator evolves to prey-specialized phenotypes, resembling a food chain for strong trade-offs.
Trait-Based Alternative Stable States with Strong Trade-Offs
With the bimodal fitness landscapes of strong trade-offs, evolutionary dynamics generate a new class of alternative states not observed in the ecological dynamics. Even with the same initial population densities for all three species, the community may converge to different community states, depending on the predator's initial mean phenotype. For the IGP system, the alternative states typically correspond to coexistence in a food-chain-like configuration or the loss of one species through exploitative competition. Convergence to the food-chain-like configuration occurs if the predator is initially more specialized on the prey, whereas convergence to the two-species community occurs if the predator is more specialized on the resource. In the latter case, the predator is lost if it is the inferior resource competitor when specializing on the resource; otherwise, the prey is lost. These trait-based alternative stable states suggest that changes in phenotypes, in addition to changes in population densities, can drive the system from one stable state to another. In particular, by perturbing the mean predator phenotype, a pulse of external or artificial selection can either facilitate species coexistence or result in species loss. From a management perspective, shifts in gene frequencies can shift communities from an undesired stable state to a desired stable state or vice-versa. Hence, our results suggest that manipulating genotypic frequencies may be useful for preventing the spread of invasive species or preventing population collapse (May 1977; Beisner et al. 2003) .
Rates of Evolution and Fitness Minima
With rapid evolution, we found that eco-evolutionary feedbacks can stabilize equilibria that are unstable for either the ecological or evolutionary dynamics. When coexistence occurs via a community Red Queen dynamic, rapid evolution results in quicker responses of the predator's mean attack rate to changes in the population densities. These quicker responses short-circuit the sudden transitions between the predator-dominated and prey-dominated communities and ultimately stabilize a coexistence equilibria that is unstable for the ecological dynamics (i.e., the equilibrium corresponding to bistability). These faster evolutionary responses are similar to prey-switching, which occurs on a behavioral time scale and can mediate coexistence between competing prey (Hutson 1984; van Baalen et al. 2001) .
When the ecological state is held constant, the trait evolves according to the fitness gradient. Hence, traits evolve toward a fitness maximum and away from a fitness minimum that correspond to the stable and unstable equilibria for the evolutionary dynamic, respectively (i.e., eq. [4] with N and R held constant). For sufficiently strong trade-offs and sufficiently low evolutionary rates, eco-evolutionary feedbacks can generate a stable equilibrium at which the predator's fitness is minimized (Abrams 2001) . This occurs when the ecological and evolutionary dynamics oppose one another. Specifically, when the predator evolves away from this fitness minimum, the prey and resource densities shift to reverse the direction of selection. In systems in which our assumptions of quantitative genetics (i.e., random mating and many independent additive loci) are violated, these predictions may not hold. Specifically, for populations with asexual reproduction or positive assortative mating corre-lated with the predator's trait, convergence to this fitness minimum could lead to an evolutionary branching event and speciation (Doebeli and Dieckmann 2000; app. D) .
After convergence to a fitness minimum, disruptive selection tends to increase the genetic variance of the population (Turelli and Barton 1990) . Despite the assumption of constant genetic variance, our analysis suggests that, if the resulting genetic variance is sufficiently large, then the equilibrium at a fitness minimum will become unstable. Intuitively, when evolution is sufficiently rapid and the system is perturbed from the eco-evolutionary equilibrium, the predator rapidly evolves toward one of the neighboring fitness peaks in an overcompensatory manner. As the community responds to the change in the predator's mean phenotype, its current fitness peak disappears, and the predator rapidly evolves to the opposite fitness peak. These overcompensatory evolutionary responses generate cycles through their continual feedback on the ecological dynamics. This mechanism may explain why rapid evolution destabilizes equilibria for eco-evolutionary models of predator-prey interactions, apparent competition, and competing species (Abrams and Matsuda 1997; Schreiber et al. 2011; Vasseur et al. 2011) .
Future Directions
Highlighting the important role evolutionary feedbacks can have on community dynamics motivates the problem of detecting these feedbacks in natural systems. To what extent this is possible is contested and likely context dependent (Hairston et al. 2005; Ellner and Becks 2011; Luo and Koelle 2013) . For example, in our model, on the basis of the population dynamics alone, ecological coexistence at an equilibrium may seem indistinguishable from when rapid evolution stabilizes an otherwise unstable equilibrium, although evolution is critical in maintaining coexistence in the latter case. Experimentalists and theoreticians, then, are faced with the challenge of designing methods and tests to distinguish these qualitatively similar dynamics and identify the role of evolution in the community dynamics in natural systems.
Theoretically, analyzing the eco-evolutionary dynamics for different types of communities, traits, and genetic structures may provide new insights and determine to what extent our results hold under different model assumptions. We focused on evolution of the top predator, but it is natural to ask how coevolution of two or more species affects coexistence in IGP or other ecological modules. How do species at other trophic levels respond evolutionarily to a top predator's evolution? Does the coevolution of multiple trophic levels promote or hinder coexistence? Furthermore, many traits depend on only a few loci, and the genetic variance is likely to change over ecological and evolutionary time (Bürger 2011) . Comparing our results with simulations of more realistic multilocus models will provide insights into how the form and structure of the evolutionary dynamics influence community dynamics.
Determining how important the mechanisms of coexistence for intraguild predation with evolution are to more complex communities that have a greater number of species and interactions requires additional investigation, both theoretically and empirically. In particular, are the evolutionarily driven regime shifts and trait-based alternative stable states a more general phenomenon in larger communities with many evolving species? Do they play a similar role in maintaining species coexistence? Synthesizing the results from eco-evolutionary studies of intraguild predation with other ecological modules and generalizing to ecosystems is a challenge that may provide more insight into how evolution influences community structure in nature.
