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Abstract
Recent understanding in human vision suggests that the periphery compresses visual
information to a set of summary statistics. Some visual information is robust to
this lossy compression, but others, like spatial location and phase are not perfectly
represented, leading to ambiguous interpretations. Using the statistical encoding,
we can visualize the information available in the periphery to gain intuitions about
human performance in visual tasks, which have implications for user interface design,
or more generally, whether the periphery encodes sufficient information to perform a
task without additional eye movements.
The periphery is most of the visual field. If it undergoes these losses of information,
then our perception and ability to perform tasks efficiently are affected. We show
that the statistical encoding explains human performance in classic visual search
experiments. Based on the statistical understanding, we also propose a quantitative
model that can estimate the average number of fixations humans would need to find
a target in a search display.
Further, we show that the ambiguities in the peripheral representation predict
many aspects of some illusions. In particular, the model correctly predicts how polar-
ity and width affects the Pinna-Gregory illusion. Visualizing the statistical represen-
tation of the illusion shows that many qualitative aspects of the illusion are captured
by the statistical ambiguities.
We also investigate a phenomena known as Object Substitution Masking (OSM),
where the identity of an object is impaired when a sparse, non-overlapping, and tem-
porally trailing mask surrounds that object. We find that different types of grouping
of object and mask produce different levels of impairment. This contradicts a theory
about OSM which predicts that grouping should always increase masking strength.
We speculate some reasons for why the statistical model of the periphery may explain
OSM.
Thesis Supervisor: Ruth Rosenholtz
Title: Principal Research Scientist
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Chapter 1
Introduction
Seeing is typically an active process. When watching a movie, reading, walking, or
searching for keys, people move their eyes around to perform tasks. But sometimes,
it isn't necessary to make many or any eye movements at all. Why do people need
to move their eyes for some tasks, but not others? This thesis suggests the answer is
that the periphery encodes enough summary information about the visual input so
one does not need to make eye movements for some tasks, but the same information is
insufficient for other tasks. Further, in this thesis, the type of summary information
is hypothesized to be that of statistics computed on the visual field in overlapping
regions that increase in size as they get further from the center of fixation. We show
evidence supporting this hypothesis in visual search and in visual illusions.
1.1 Outline
In Chapter 2, the role of peripheral vision is revisited with recent understanding
from human vision. This includes psychophysical studies on visual crowding, where
researchers find that humans do poorly in identifying an object in the periphery when
there are other objects flanking it. We examine a statistical model of peripheral vision
that accounts for those results in crowding. Chapter 3 examines the statistical model
discussed in Chapter 2. The representational capability of the model is investigated,
and in addition, we propose an algorithm to visualize the information contained in
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that statistical model.
In Chapter 4, we discuss visual search, a task where subjects are asked to find
a target in a search display (i.e., find a tilted line among vertical lines). The key
insight contributed in this thesis is that most of the search display is peripheral.
Thus, peripheral vision is required to simply perform the task in pop-out search
conditions (detecting a target at a glance), or is needed to guide eye movements
to the target location. Given the prominent role peripheral vision plays in visual
search, we examine whether the loss of information in the peripheral representation
can explain why certain types of searches are easy or difficult. When people are asked
to search for a target among some distractors, their reaction time depends on the type
of search task involved. For example, the search for a tilted line among vertical is
fast, but the search for a T among L is not. Puzzlingly, there are search asymmetries:
Q among 0 is fast, but 0 among Q is slow. The discriminability of the target item to
a distractor item has not sufficed as an explanation, because each target item is easily
discriminable from any given distractor item. We show that this is the case, and that
a measure of statistical discriminability of patches from search displays correlates well
with search performance.
Beyond correlations, we may make quantifiable predictions of search performance.
In Chapter 5, a quantitative model based on the experimental results in Chapter 4 is
proposed, and its performance evaluated. The model is a variant of an ideal saccadic
targeter that saccades to the most likely target location. Various considerations
common to modeling visual search and human vision are incorporated into the model:
memory, saccade length preferences, pooling region density, and whether a heuristic
instead of an ideal model is used to infer the most likely target location. The modeling
results correspond well to human performance.
Visual illusions are often studied because we can gain insight into the visual sys-
tem, by investigating instances where it seems to be broken. If the peripheral visual
system loses a large amount of visual information, as is suggested in this thesis, there
are likely many instances of visual stimuli where the summary information provided
by the periphery is misinterpreted. In Chapter 6, we investigate one particular class
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of illusory stimuli - the Pinna-Gregory illusions. We show that a statistical view of
the periphery predicts how various modifications of the illusion will affect the illusory
strength, and that the visualization of the statistical information from the images
exhibits many aspects of the illusions.
Thus far, we have discussed the periphery in the context of static stimuli and
illusions. Another strange phenomena where performance in object identification is
more severely affected in the periphery is that of object substitution masking (OSM).
OSM describes a form of masking where the presence of a sparse, non-overlapping,
and temporally trailing mask impairs the perception of an object when attention
is distributed over a large region. The masking strength appears strongest in the
periphery, though it is possible to elicit masking in the fovea as well. In Chapter 7,
we show that different types of groupings affect masking strength differently, contrary
to the prediction by Moore and Lleras [32] that stronger grouping should lead to
stronger masking. This suggests that a lower-level explanation other than "object
files" may underlie some of the results in OSM. We also suggest a line of future
work, expanding the static model to a spatio-temporal model of peripheral vision as a
potential explanation for this phenomena. Further modeling work and psychophysical
experiments are required to test whether such a model could explain OSM.
In Chapter 8, we discuss some applications of visualizing the information available
to peripheral vision to help design better user interfaces, and to understand why mazes
are difficult or easy to solve. Some additional areas of future work are discussed, and
we conclude with a summary of the contributions made in this thesis.
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Chapter 2
Statistical Encoding in the
Periphery
2.1 Outline
In this chapter, we discuss why it is important to understand the peripheral visual
system, discuss what is known about the periphery, then consider a model of periph-
eral vision that explains the puzzling data about visual crowding in the periphery.
The work presented in this chapter introduces research done in the Perceptual Science
Group at MIT by Benjamin Balas, Ruth Rosenholtz, and Lisa Nakano [3], and is the
background needed to understand the extension of that work that is presented in this
thesis.
2.2 Why care about peripheral vision?
Why should anyone care about peripheral vision? In Figure 2-1 a circle in the center
of the image is blacked out, roughly occupying the area that the fovea would occupy
(about 2' visual angle, assuming you were 25in from the image). The area occupied
by the fovea is tiny compared to the periphery. The importance of this observation
can be easy to overlook. Almost all of one's visual field is peripheral, and so under-
standing how visual information is encoded in the periphery is necessarily important
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Figure 2-1: The fovea (blackened) occupies a very small area compared to the pe-
riphery, which constitutes everything else in the scene.
for understanding the human visual system.
There are many tasks which humans only need a single glance to perform, such
as pop-out search [53], material perception [47], scene recognition [42], and animal vs
no animal categorization [49]. In a single fixation, the visual area processed by the
fovea is dwarfed by the periphery. Unless one is lucky enough to have fixated on a
distinctive image feature that happened to be sufficiently informative for the task,
the fovea would not contribute much useful information.
When looking at any particular scene, humans typically scan the visual environ-
ment by fixating on one location, then saccading to the next, and so on. Information
is gathered and processed during each fixation, but not during saccades [30]. This
points to a fairly discrete algorithm that the visual system uses to make sense of the
visual environment.
The need to make saccades even in reading this manuscript implies that the un-
derlying encoding of the visual field is not uniform. If it were uniformly encoded,
saccades would not serve a purpose because no new information would be gained by
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fixating at a new location.
Not only does the periphery occupy most of the visual field, but as a consequence,
the periphery may additionally encode global structures that span a large area. These
global features have proven to be important for scene gist recognition [34].
Larson and Loschsky [25] find that the peripheral vision system is more impor-
tant for scene recognition than the fovea. In an gaze-contingent display, they either
imposed an artificial scotoma to their subjects to simulate the loss of the fovea, or
blocked off peripheral vision. Under one of those two conditions, subjects were asked
to categorize a number of scenes. Scene recognition performance of subjects with a
10" diameter scotoma in a 27"X27' display were only slightly worse than a control
condition where the entire scene was visible. In contrast, subjects with the periphery
blocked off required a 20" diameter circle "fovea" visible to achieve similar perfor-
mance.
2.3 Isn't it just about acuity?
Even after accounting for the visual area the fovea and periphery occupies, Larson
and Loschsky find that performance was uneven for foveal vs peripheral processing of
information. Clearly, the encoding of visual information in the fovea is different than
in the periphery.
This is unsurprising given our everyday experience of simply not being able to tell
exactly what's "out there" in our peripheral vision. The encoding of visual informa-
tion in the periphery has been studied from a large number of perspectives and has
shaped much of the classic understanding of peripheral vision - that acuity and color
discriminability is worse as distance from the fovea increases.
Many studies on the retina have show that the density of photoreceptors decrease
as eccentricity increases [43]. Having this understanding of peripheral vision, one
could then simulate the expected information loss from peripheral vision by blurring
an image with an appropriately sized filter at each location, depending on its distance
to the simulated fovea [1].
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(b) Simulated Acuity Loss
Figure 2-2: In the simulated acuity loss (b) of the original image in (a), the fixation
was placed in the middle of the image. The simulation assumes loss of acuity as mea-
sured in [56] and that the image's width occupies approximately 12' v.a. horizontally
(i.e., if you hold this image about 16 to 20 inches from your eyes). Notice that the
simulation exhibits a lot of details in the scene, yet it is difficult to have been able to
introspect all these details while fixating in the middle of the scene.
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The alligator raises one of its limbs to its mouth, in a
classic "Oh my!" gesture, holding that pose for a few
seconds. The alligator then hangs its head down, then looks
away in the distance. The alligator seems to sigh, then
looks back at the chess board. The alligator moves one of
his pieces, checkmating Jon. The alligator looks at Jon
reluctantly, then chomps Jon's king and chews on it slowly.
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(b) Simulated Acuity Loss
Figure 2-3: In the simulated acuity loss (b) of the original image in (a), the fixation
was placed in the middle of the image. The simulation assumes loss of acuity as mea-
sued in [561 and that the image's width occupies approximately 12" v.a. horizontally.
The text in the simulated acuity loss is still easily readable yet when trying to read
the original text, one must make multiple fixations. This indicates that the loss of
acuity is not sufficient to account for why one needs to make those fixations.
Figure 2-2 shows an example of simulated peripheral acuity loss of a beach scene.
What one might notice is that not much information is lost at all. Looking at one's
visual environment shows crisp details that are not blurry in the periphery. To make
this point clearer, notice that in Figure 2-3, where peripheral acuity loss is applied
to an image of some text, that essentially all the words are still legible, yet we still
need to move our eyes to read it. This indicates that perhaps the encoding in the
periphery loses more than just acuity alone.
2.4 Visual Crowding
If not acuity, what might underlie this lack of ability to identify things or read words
in the periphery? There have been a large number of studies on a phenomenon known
as visual crowding, where the ability to identify an object in the periphery is more
difficult when it is flanked by distracting objects. See [27] for a literature review.
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(a) Single Letter
BAV
(b) Three Letters
+ B A V
(c) Three Letters Spaced Apart
Figure 2-4: Crowding Demonstration
When fixating on the plus in Figure 2-4 a, the isolated letter is easy to identify,
but in (b), when the same letter is flanked by two distracting letters , it is more
difficult to determine its identity. Bouma found that when the letters are spaced
beyond approximately 1/2 the central target's distance from fixation (eccentricity),
the performance is improved once again, as demonstrated in Figure 2-4c [4]. Further,
when subjects are asked about what they saw in these crowded letter displays, they
reported not seeing the central letter at all, or that they saw letter-like shapes made
up of mixtures of parts from several letters [26, 29].
This is puzzling behavior, in which the visual system seems to retain much of the
details necessary to perceive letters or letter parts, but not encode the information
necessary to keep track of the locations of those details. The ease of recognizing an
isolated target indicates that crowding is not simply due to reduced visual acuity.
Instead, the visual system seems to lose additional information about the stimulus.
Some researchers attribute this effect to excessive feature integration [37], and propose
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that the visual information is jumbled within pooling regions that grow linearly with
eccentricity (radius .5 * eccentricity), and are elongated radially from the fovea [50].
Letters are not the only type of object that is subject to lower identification per-
formance when surrounded by flankers in the periphery. There is evidence that color,
orientation, hue, and size are all subject to crowding [551. Sufficiently complicated
objects may even crowd themselves [29]. Parsimony would prefer a simple explana-
tion for this diverse set of stimuli that suffer crowding effects. It suggests a general
mechanism that the peripheral visual system employs to process information, as op-
posed to a special mechanism that activates whenever the visual system detects more
than a single object present and messes up the visual information.
2.5 Coarse Representation of Visual Information
Why might the visual system represent information in such a manner that allows these
types of phenomena to occur? It is useful to consider how a vision system might be
built with a constraint that there is a bandwidth limit for how much information may
be processed through the pipeline at any given time. The human visual system seems
to adopt an active vision approach to manage the information bottleneck.
To view a scene, humans actively fixate on areas that they want more detail on,
while obtaining coarser information in the periphery, perhaps to guide the visual
system in deciding where next to make an eye movement, and to give context for the
details in the fovea. But what type of representation should the coarse encoding in
the periphery use?
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(a) Letters (b) Low Resolution (c) Statistical Summary
Figure 2-5: Comparison of a low resolution representation vs a feature statistics
summary when limited to 1000 numbers.
Figure 2-5 shows what type of information would be contained in several types
of compressed encodings limited to roughly 1000 numbers. In (b) the low-resolution
encoding is able to preserve information about where the letters are in the display.
In (c), a statistical representation based on a texture model proposed by Portilla
and Simoncelli [41] makes location mistakes, but preserves information about letter
fragments. In (c), it is difficult to know any particular letter's identity, but one can
tell that the shapes in the image are letter-like stuff in the figure.
Balas, Nakano, and Rosenholtz [3] proposed that the visual system computes
statistical summaries of visual information in local, overlapping pooling regions placed
throughout the visual field. The model proposes that the visual system computes
information equivalent to marginal and joint statistics of responses of V1-like oriented
feature detectors across position, scale, and orientation based on the texture model
proposed by Portilla and Simoncelli [41]. The details of the statistical encoding are
discussed in detail in Chapter 3.
Balas et al measured subjects' ability to discriminate between the statistical sum-
maries of stimuli in a 4-Alternative-Forced-Choice task. Please see the methodology
in [3] for details. The performance in that task was compared against how well hu-
mans could discriminate between those types of stimuli in a crowding task. The types
of stimuli tested included various letters in varying fonts, different types of objects,
and some symbols. They found that the performance in the statistical discrimination
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task predicted performance in the crowding task of those classes of stimuli. This sug-
gests that the information loss due to this compression predicts what types of stimuli
are subject to reduced identification performance in the periphery, and further, how
much that performance will be affected.
2.6 Conclusion
It is important to study and understand peripheral vision because the periphery
comprises most of the visual field, and behaves in a seemingly odd manner, as shown
by experiments in visual crowding.
If we take the bottleneck in information processing into account, this odd behavior
could be understood as a side effect of an information compression effort by the
peripheral visual system. Balas et al [3] propose and show that the texture model
in Portilla-Simoncelli [41] captures much of the nature of compression that visual
information undergoes for a single pooling region in the periphery for a number of
objects and letters.
This work in this thesis extends the work by Balas et al, applying the peripheral
model they propose to explain a number of phenomena, and proposing an algorithm
to visualize the information in all the pooling regions so the information contained in
the periphery as a whole may be examined. In the next chapter, we investigate the
statistical encoding used in the model.
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Chapter 3
Visualizing Statistics
3.1 Outline
In this chapter, the details of the statistical model discussed in Chapter 2 are explored.
Our choice of statistics is a working hypothesis of the information that the visual
system extracts in the periphery. We examine some methods of modeling the visual
appearance of textures by characterizing a texture as: a set of marginal statistics from
a pyramid decomposition (Heeger-Bergen [16]), or joint statistics from a steerable
complex pyramid decomposition (Portilla-Simoncelli [41]).
The Portilla-Simoncelli texture model represents many types of real and artificial
textures well, but does poorly at representing spatial location, phase, and makes some
mistakes about complex shapes and images in general. We argue that these areas of
poor representation are shared by the peripheral visual system, and so the statistics
used in the Portilla-Simoncelli representation are a good candidate for a working
hypothesis of the information that the visual system extracts in the periphery. In
addition, we argue that it would be difficult to adapt non-parametric models of visual
appearance to model how the periphery represents information, because it would be
difficult for those models to make these kinds of mistakes. In particular, the non-
parametric approaches have difficulty in hallucinating visual "stuff" not present in the
original image, for example, a white vertical line, when the original image contained
only black verticals and white horizontals.
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Balas et al [3] suggest that the Portilla-Simoncelli texture model captures the
information contained in a single pooling region in the periphery, and so synthesizing
images that shared the same texture parameters effectively visualizes the information
that the pooling region contained. Their work showed that the model can predict the
information contained in a number of types of letter array stimuli and some object
arrays.
Extending that initial work, in this thesis, we provide additional support for the
conjecture that the model captures the same visual information as the peripheral
visual system does. In particular, we find that the model makes similar errors that
humans make in regards to phase and contour perception. Further, we propose a
method to visualize the information in all the pooling regions in the visual field
simultaneously.
The work in this chapter presents work that I conducted under the supervision of
Ruth Rosenholtz. My contribution was in developing the algorithm to visualize the
statistics in the entire visual field.
3.2 Texture Models as Compressed Representa-
tions of Visual Appearance
Texture synthesis is a technique that aims to produce a new, arbitrarily sized image
that looks like a sample texture image. For example, given the small patch in Figure 3-
1(a), the goal is to produce more of the same visual appearance, like in (b). In order
to produce larger images that share the visual appearance, the texture synthesis
algorithm either explicitly or implicitly defines a model of texture that it uses to
synthesize a new image to match the underlying model. We examine two parametric
texture models that encode the marginal statistics (Heeger-Bergen [16]) and joint
statistics (Portilla-Simoncelli [41]) of oriented subbands from a steerable pyramid
decomposition of the sample image.
To succeed in producing images that have the appearance of the original sample
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(a) Sample (b) Desired Output
Figure 3-1: Texture synthesis aims to create arbitrarily sized images that share the
visual appearance of a sample texture.
texture, the synthesis algorithm needs to produce the new image as though the same
process that generated the sample texture also generated the new image. If the
texture model manages to synthesize images that appear like the original sample,
it has in a sense captured the nature of the stochastic process that generated the
original sample. In the case of explicit, parametric texture models, the number of
parameters in the model are typically much smaller than the number of pixels in the
input image.
What visual information is lost if we only retain the parameters of a texture model?
Because these are texture synthesis models, they provide methods for visualizing the
information contained in the encoding. Consider the Heeger-Bergen texture model. It
computes histograms of subbands in a steerable pyramid and synthesizes new textures
iteratively matching the corresponding histograms from a random noise image. In
addition to the subbands of the pyramid, the pixel histogram is also matched.
Figure 3-2 shows an example of a texture whose synthesis looks like the original,
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and Figure 3-3 is an example where it is very easy to distinguish the original from
the synthesis. If images are represented as a set of histograms, then all images which
share the same set of histograms form an equivalence class of images under that
representation. Variations within that class correspond to the ambiguities that could
arise from compressing the visual information to just those histograms. So, by looking
at these syntheses, we can gain intuitions about the ambiguities inherent in this
representation.
(a) Sample (b) Synthesized
Figure 3-2: Synthesis using the Heeger-Bergen method, by matching subband his-
tograms in a steerable pyramid decomposition [16]
The Portilla-Simoncelli texture model on the other hand, computes joint statis-
tics of subbands of a complex steerable pyramid. In particular, the shapes of the
distributions of subband responses are measured in addition to joint statistics of the
steerable complex pyramid. The joint statistics include correlations between orien-
tations at any scale, correlations between neighboring scales, autocorrelations within
subbands, and some phase statistics. Figure 3-4 show examples of texture synthesis
with the Portilla-Simoncelli model. The syntheses seem to preserve extended struc-
tures better, as compared against Heeger-Bergen. Overall it seems to be able to
synthesize images that are plausible extensions of the samples. It does not, however,
fully preserve all the visual details of the original image, and it introduces irregular-
ities that one wouldn't expect to observe in processes that generate those types of
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(a) Sample (b) Synthesized
Figure 3-3: Synthesis by matching subband histograms in a steerable pyramid de-
composition [16]
images.
In the following, we use a slight variation of the texture model in [41]. For robust-
ness, as modifying skewness and kurtosis often results in numerical instabilities on
artificial images, we use histograms instead to represent the shapes of the marginal
distributions of the subbands. We also allow the model to compute statistics only
over a specified region in the sample texture, as well as enforce the statistics to match
only in a specified area in the image being synthesized. To compute the statistics
over a given area, we simply compute the various statistics, applying a weight to each
location based on the mask. Synthesis is performed similarly, with normalization
weights appropriately computed for correlation and autocorrelation modifications.
To produce color syntheses, we use Independent Components Analysis [20] to obtain
a decorrelated space in which to run three separate syntheses, then recombine the
outputs after the synthesis step is complete.
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(a) Sample (b) Synthesized
(c) Sample (d) Synthesized
Figure 3-4: Example Portilla-Simoncelli syntheses
3.3 Stimuli Not Accurately Represented by the
Portilla-Simoncelli Texture Model
The human perception system makes errors. If the representation underlying the
perceptual system itself is ambiguous on the same types of errors, then the represen-
tation is a likely explanation. Does the representation we propose exhibit ambiguities
where human perception makes errors?
In chapter 2, the Portilla-Simoncelli statistics were presented as a feature-space
where difficulty in categorizing the statistical representations of arrays with multiple
objects predicted how difficult the crowding task using those stimuli would be. Figure
3-5 shows that the model does not have difficulty in representing a single letter, but
when the stimulus is complex, ambiguities arise to the point where letter identities are
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no longer easy to establish. It should be noted that these syntheses exhibit artifacts
from the implementation of the synthesis procedure (the synthesis assumes image
wrap around - i.e., top is connected to bottom, and left is connected to right).
In Figure 3-6 the syntheses do not exhibit many ambiguities about the contour, but
in Figure 3-7 the model is not able to unambiguously represent the more complicated
contour. In particular, we notice that it hallucinated a T junction when there were
no such junctions in the original image.
We consider another synthesis in Figure 3-8. When all elements are black, the
statistics are unambiguous about the color of the various oriented line segments. (c-
d) When there are black and white line segments, the model hallucinated a white
vertical line segment even though the original image had no such combination. This
may be an indication that ambiguities in the statistical description can explain why
illusory conjunctions like those often reported in visual search occur. Note also that
these illusory combinations of color and orientation are difficult to reproduce in non-
parametric synthesis models, for example in [10, 9, 24]. This is because these non-
parametric models tend to only use small (perhaps irregular shaped) parts from the
original image in the synthesis algorithm, which makes it difficult to hallucinate parts
that were never present in the original.
Clearly, the Portilla-Simoncelli model allows many ambiguities about the visual
information it tries to represent in the examples presented in this section. However,
by optimizing the model to capture texture appearance, the model also seems to
have selected model parameters that allow ambiguities that fool the peripheral visual
system. The errors the model makes are the types of errors that humans also make
in the periphery. In visual crowding, people do poorly in identifying letter identities
when the letter is flanked by surrounding letters. In addition, phase discrimination
in the periphery is also known to be poor in humans [50, 33].
Additionally, Balas [2] shows that humans were not very good at parafoveal dis-
crimination of real vs synthesized Portilla-Simoncelli textures. These lines of evidence
suggest at least that the choice of the Portilla-Simoncelli texture model will suffice
for a working hypothesis for the set of visual information that the peripheral visual
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(a) Original (b) Synthesized
(c) Original (d) Synthesized
Figure 3-5: The ambiguities in representing a single letter are few, but in complex
stimuli with multiple letters, the statistics do not sufficiently constrain the synthesis
so that the letter identities are preserved in the representation.
system computes.
3.4 Visualizing Statistics in the Entire Visual Field
We have noted that texture models can be viewed as compression algorithms for vi-
sual appearance and have identified the Portilla-Simoncelli model as one that seems
to capture the same types of information that the human visual system does. How-
ever, the Portilla-Simoncelli model makes the assumption that the sample texture is
generated from a stationary process (i.e., does not change depending on position), and
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(a) Sample (b) Synthesized
(c) Sample (d) Synthesized
Figure 3-6: Simple contours do not have representations that allow much ambiguity
in the model
so compression is difficult to achieve in most natural images where this assumption
is violated.
Balas et al suggested that these statistics are computed across the visual field,
in local, overlapping pooling regions whose size grow with eccentricity [3]. The lo-
cal pooling regions where these statistics are computed help relax the assumption
of a global stationary process that generated the visual field. Without considering
overlaps, the global stationary process assumption is reduced to a locally-stationary
process, where locality is defined by the pooling regions. Allowing pooling regions to
overlap, however, makes the locally-stationary assumption even weaker, as pooling
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(a) Sample (b) Synthesized
Figure 3-7: More complicated contours are difficult for the statistics to represent
unambiguously. Note that the synthesis produced an illusory T junction in the middle,
indicating that the model would have difficulty discriminating these rotated L-like
structures from T junctions.
regions are allowed to influence each other.
While Balas et al showed that it was useful to visualize the statistics of a single
pooling region in the periphery [3], a natural question that follows is what about the
entire visual field? The work on single pooling regions suggest that we might be able
to gain additional intuitions about the global structures in stimuli that span a larger
visual area, by extending that idea to visualize the local statistics in pooling regions
across the entire visual field. How might we achieve this?
To visualize the peripheral representation of an image given the fixation point,
we first lay out a number of pooling regions over the image. The pooling regions are
placed in a log-polar grid, as depicted in Figure 3-9. The pooling regions are oval
because it is the shape suggested by the research on visual crowding [50]. We place
sufficient pooling regions to cover the entire image, plus some additional rings beyond,
to allow the model to deal with the edges of the image as well. Having pooling regions
with blank images as input,constrains those regions to be blank (blank regions are
perfectly represented by the statistics). This constrains where where the algorithm
will synthesize the non-blank visual "stuff".
The algorithm starts by seeding the synthesis with random noise. Then it copies
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(a) Original (b) Synthesized
(c) Original (d) Synthesized
Figure 3-8: (a-b) When all elements are black, the statistics are unambiguous about
the color of the various oriented line segments. (c-d) When there are black and white
line segments, the model hallucinated a white vertical line segment even though the
original image had no such combination
over a central region where the fovea is because there is little loss of information close
to the center of fixation. Then, it iterates over all the pooling regions, constraining
the local region to have the same statistics as the corresponding local region in the
original image. We cannot offer any convergence guarantees at this point, but the
model seems to converge after 50 to 100 iterations on the images we have tested it
on.
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rFigure 3-9: Pooling regions are placed in a log-polar grid.
(a) Sample
(b) Syngesized
Figure 3-10: The texture tiling algorithm in progress
3.4.1 Example Syntheses
In the following examples, the fixation is in the middle of the image.
(a) Original
(b) Synthesized
Figure 3-11: Giraffe
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(a) Original (b) Synthesized
Figure 3-12: Parachute
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(a) Original
t 
.,
(b) Synthesized
Figure 3-13: Street scene
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(a) Original
(b) Synthesized
Figure 3-14: Ducks
3.5 Related Work
Freeman and Simoncelli [14] independently published a similar model to the work
presented in this thesis. Both models are inspired by the suggestion by Balas et al in
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[3], and are approximately computing the same statistics. Some differences between
their model and the model presented here are that they use different pooling region
shapes and constrain statistics of overlapping pooling regions jointly.
3.6 Future Work
3.6.1 Convergence and Statistics
The synthesis procedure does not perfectly constrain random noise images to match
the desired statistics. The distance between the synthesized image's statistics and
the desired statistics vary greatly depending on the types of images. This makes
it difficult to define a stopping rule. One possibility to address this problem is to
better characterize what types of statistics are difficult for the synthesis algorithm to
match by comparing the difference in the space of statistics for the image and the
synthesized image, in a large dataset.
3.6.2 Space of statistics
Because we are able to compute the statistics for an arbitrary image patch, and these
statistics seem to correlate well with peripheral vision perception, what can we say
about natural image statistics, and what the space of statistics are on a natural image
dataset? Using images taken from LabelMe [45], we computed Portilla-Simoncelli
statistics from a million natural image patches at various scales from 600 images.
Figure 3-15 shows patches from those images. We place an image patch where
its statistics' projection onto the two-dimensional subspace that optimally describes
the highest variance of the dataset (using PCA [38]). To a first approximation, the
first two principal components seems to describe orientation - horizontal patches
appear near the bottom right and vertical patches in the top left. Further research is
needed to better represent this space of statistics so that we may eventually predict
the perceptual difference of two patches in the periphery given the statistics of those
patches.
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Figure 3-15: Space of statistics in natural images
Additionally, better understanding the space of statistics may help with problems
where the human visual system seems to prefer certain solutions over others, when the
statistics allow many interpretations. For example, the "Healing Grid" illusion [22] in
Figure 3-16, if one stares at the center of the image for about 30 seconds, one tends to
perceive a regular grid in the periphery. Our model currently cannot account for why
this interpretation of the statistics is preferred over others. Perhaps a regularity prior
on the possible interpretations (perhaps from natural image statistics) can account
for these types of effects.
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Figure 3-16: The "Healing Grid" illusion [22]. After staring at the center of the image
for 30 seconds, the regularity appears to spread from the center of the grid. Perhaps
priors in interpretations of ambiguous statistics drive this illusion.
3.6.3 Machine Learning
Ideally, we should be able to calibrate and test the model without having to insert a
human in the loop. Having a computer be able to simply take as input the statistical
texture parameters and output the expected performance on a task is highly desirable.
To that end, a machine learning approach seems very attractive.
We could theoretically use machine learning techniques to disciminate different
types of textures using only the statistical representation. However, the space of
the summary statistics has over a thousand dimensions, and so it would be trivial
to separate minute differences in simple classes of images when the dimensionality is
that high. Noise must be added to mimic the types of sensory and neuronal noise that
occurs in the visual system. But this noise model must be learned, and at present,
we do not have sufficient data, or a large and complex enough dataset to be confident
that the resulting model will not be overtrained.
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3.6.4 End-Stops
One particular type of visual information which the Portilla-Simoncelli model fails
to represent well are the types of information that "end-stop" cells tend to respond
to - variations in line ends, corners, and line segments [17]. The Portilla-Simoncelli
model is not able to discriminate between these types of stimuli well. For example, in
Figure 3-17, multiple oriented line segments (a) are not distinguishable from curves
(b) to the standard Portilla-Simoncelli texture model. Visually inspecting the images
suggest that curves that the synthesis produces and line segments from the original
might be easily discriminable in the periphery, but an experiment is needed to verify
this hypothesis. If true, this marks a situation where the statistics are insufficiently
representing the visual information.
(a) Original (b) Synthesized (c) Additional Stats
Figure 3-17: The problem in representing end stops.
In the case that these types of stimuli are easily discriminable in the periphery,
what types of statistics might be required to represent them well? The Hessian
is a matrix that has all the second order partial derivatives of a function as entries.
Applied to an image, it describes the local curvature of the image. Because of this, line
segment ends can be identified by the determinant of the Hessian. Perhaps additional
statistics describing the second derivatives of the image can help augment the set of
statistics we use to better represent peripherally presented stimuli. This direction
is related to Heitger et al's suggestion that second derivatives in combination with
local-maxima detection are required to represent these types of visual information
[17]. Some preliminary work to include second derivatives in the model is seen in
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Figure 3-17 (c). It seems to yield some very small improvement, but more work is
needed to make enough advances to fully address the problem.
3.6.5 Speed improvements
The algorithm, as currently implemented in MATLAB, is slow. It can take between 6
hours to 3 days to produce a full field synthesis of a moderately sized image (512x512).
There are various ways of improving the speed of the algorithm which fall into two
classes: algorithm improvements, and better implementation. Some model efficiency
improvements include simultaneously enforcing constraints of multiple pooling regions
where they overlap, so that the number of iterations needed to converge is reduced,
and a better coarse-to-fine strategy can aid in speeding up convergence. The im-
plementation itself may be sped up by massive parallelization on a GPU, and using
C++ instead of MATLAB. The time it takes to run these experiments hampers model
exploration and testing.
3.6.6 Further testing of model parameters
Freeman and Simoncelli [14] have done some work on determining some of the pa-
rameters in their version of the model. It is not clear from the literature exactly what
the spacing of the pooling regions in the visual field should be. To test this more di-
rectly for our model, we need to investigate the model's representational capacity as
we vary the pooling region placement and density. This effort is significantly slowed
when we are only able to synthesize very few images at a time. The other parameters
in the model (such as the size of the autocorrelation window, phase statistics, other
correlations, etc), similarly, need to be tested in more detail.
3.7 Conclusion
In this chapter, we discussed additional reasons for why the Portilla-Simoncelli texture
model is an acceptable working hypothesis for the information that is retained by the
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peripheral visual system. In particular, we identified ambiguities in representing
complicated stimuli with many types of junctions, and increased ambiguities when
stimuli have elements on both sides of contrast of the background. In later chapters,
we show that these types of mistakes underlie why certain types of visual search tasks
are slow, and why some illusions occur.
Additionally, we present an algorithm to visualize the statistical parameters of
all the pooling regions in the simulated visual field, and present the results of the
syntheses on some number of examples. Some future lines of research are identified
based on the work presented here.
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Chapter 4
Visual Search
4.1 Outline
In Chapter 2, we noted that there is evidence that the visual system compresses
visual information, and so it gives rise to ambiguities about what stimuli produced
it. Because the periphery comprises most of the visual field, many tasks should have
performance affected by these peripheral limitations.
Visual search is a task where subjects are asked to find a target among a number
of distractors in a search display. For example, in Figure 4-1, the task is to find
the 0 among the distracting Qs. Very little of the display is foveal, so peripheral
effects would matter in trying to find the target. In many search tasks, items may
be clustered together. But results from visual crowding indicate that identification
performance is reduced for a particular target whenever it is surrounded by distract-
ing items, which is the case in visual search displays with items clustered close to
each other. Perhaps the peripheral mechanisms that cause reduced performance in
crowding displays similarly have an effect in visual search.
In this chapter, we discuss the puzzle of search. The amount of time it takes to
find a target in a search display depends strongly on what the target and distractors
look like. Feature search (tilted line among vertical lines) is easy, configural search is
difficult (Ts among rotated Ls), and there are asymmetries (Q among Os is easy, but
0 among Qs is difficult). The discriminability of individual target and distractors is
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generally not predictive of search performance. Prior research has tried to explain
these confusing results, resulting in various well-known theories like Feature Integra-
tion Theory [54]. When peripheral considerations are taken into account, however,
we show that instead of the discriminability of single items, one should consider patch
discriminability.
We replicate classic visual search results (measuring how quickly subjects find the
target in five search tasks) and run a separate experiment to estimate the discrim-
inability of the statistical information contained in target present patches as compared
to target absent patches. The results show a strong correlation between statistical
discriminability and search efficiency, lending evidence for the claim that the informa-
tion contained in the statistical representation of the patches is predictive of search
performance.
The work in this chapter presents research that I conducted in collaboration with
Ruth Rosenholtz, Benjamin Balas, and Jie Huang [44]. In this chapter, I present parts
of that research in which I had a direct involvement in. My specific contributions are
in helping design, run, and analyze the search experiment, as well as running and
analyzing the statistical discriminability experiment.
4.2 Puzzles of Visual Search
Figure 4-1 shows a typical search display, where the task in this case is to locate
the "O" among the "Q" distractors. As one might expect, the choice of target and
distracting items affects how easily one can find the target. The time taken to find
the target is typically linear in the number of items in the search display, but the
slope of the line varies depending on the choice of target and distractor.
Perhaps a simple and intuitive idea applies. Does the discriminability of a target
item from a distractor item predict search rates? It turns out that this hypothesis
can only explain the data in some limited cases. For example, Palmer et al find that
it is easier to find an 0 among Xs than to find an 0 among Qs [36]. However, there
are many cases where the discriminability of a single target item to a single distractor
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Figure 4-1: A typical visual search task: search for 0
item is trivial, yet search performance ranges from easy to difficult. For instance, it
is easy to discriminate a single white vertical bar from a vertical black bar or from
a horizontal white bar, but the search for a white vertical bar among vertical black
bars and horizontal white bars is difficult. The latter (more difficult) instance is a
case of feature conjunction search [54]. Configural type searches, like for a T among
Ls, is also difficult [60], even though it is trivial to discriminate a T from an L.
Problematic for the single item discriminability hypothesis is the existence of
search asymmetries [53, 52, 59]. Clearly, the discriminability of a Q compared to an
O is the same as that of an 0 to a Q, so one might predict that search times for those
two situations would be similar, yet the search for Q among Os is much faster than
the search for 0 among Qs [53].
Beyond the problems of single item discriminability not being able to predict
search results, there are additional factors where search rates are unrelated to the
choice of target or distractor. For example, how the items are placed in a search
display, and whether/how items group together [57, 7].
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Treisman is often credited, and deservedly so, for pioneering research on visual
search. She suggested the field's first attempt at solving these puzzles: Feature In-
tegration Theory (FIT) [54). Later work by Wolfe built on those ideas to suggest a
theory of Guided Search, which addressed behavior in target absent trials and how
features may guide attention while searching for the target [58]. FIT proposes that
the visual system first computes a number of features in the visual field in parallel.
In the case of easy feature searches, finding the target is simply a matter of detecting
the target feature in these parallel feature channels. But when multiple features are
necessary to distinguish the target from the distractors. the visual field has to em-
ploy a slower serial attentional spotlight to bind features together at any particular
location in order to test whether that location has the target properties.
FIT, therefore, can explain why feature search for a target like a tilted line among
vertical lines is easy (simply detect the presence of an oriented line), but the conjunc-
tion search for a white vertical bar among black vertical bars and horizontal white
bars is difficult (serial attention is needed to bind features at the various item lo-
cations). However, whether FIT correctly determines how easy a search condition
is will depend on what features one incorporates into the model. Vision researchers
have searched for the set of features that the visual system computes. However,
many features had to be added in order to explain search results of puzzling exper-
iments. Among the list of features identified include low-level computations such as
color and orientation. But in addition, other features like 3D shape and reflectance
were proposed as additional features that were computed in parallel when the search
experiments suggested these conditions allowed fast visual search [11, 48].
In addition, FIT is better thought of as a theoretical framework of how the visual
system might work in a visual search task as opposed to a model that can predict how
quickly one can search for a target in an image. In general, the field lacks a model
of visual search that can estimate the average search time given an arbitrary image
and what the target looks like. Towards that goal, this chapter proposes a method
to estimate the difficulty of search for an arbitrary search condition.
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4.3 Relationship Between Peripheral Vision and
Search
Most of the visual field is peripheral, and consequentially, so are most visual search
displays. If the information in the periphery is ambiguous about where in the display
the target is, it will be difficult to efficiently guide the fovea to find the target.
This insight is key in unraveling the puzzle of visual search. Our model of the
peripheral visual system contains overlapping pooling regions throughout the visual
field whose sizes grow linearly with its distance from the fixation (major axis radius
.5 eccentricity). Because many pooling regions will be large, some will contain
multiple items. Research on crowding indicates that when there are multiple items
within a pooling region, discriminability is much lower than when there is only a
single item. Perhaps the discriminability of patches with a target vs patches without
underlie why some search conditions are easy or difficult. This discrimination task
is essentially what the peripheral visual system is trying to solve when determining
where to fixate next.
In Chapter 3, we noted that the representational ability of the statistical model
we use has difficulty in representing complex stimuli with multiple rotated Ls and
Ts. It also cannot accurately represent phase information, for example when there
are bars with colors on opposite sides of contrast of the background placed in a fairly
disorganized manner. The types of mistakes the model makes here seem indicative of
search difficulty for T among L and for conjunction search.
To formalize the intuition, the model predicts that search will be easy if the
summary statistics of a target-present patch are very different from the summary
statistics of a target-absent patch. This requires us to estimate the separability or
discriminability of those types of patches.
To achieve this, we could theoretically use machine learning techniques to esti-
mate how easy it is to tell apart target-present and target-absent summary statistics.
However, as discussed in Chapter 3, when the set of stimuli are this simple (artificial
Ls and Ts on a gray background, as opposed to rich, naturalistic stimuli), it would
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be trivial for any classifier to discriminate. An internal noise model of the statistics
must be learned on an independent, rich, and large dataset in order to use machine
learning on these types of stimuli.
Balas et al [3] propose a different method to obtain the separability of the summary
statistics. They note that there are presently no reliable algorithms for mimicking
human pattern recognition, however they can simulate human pattern recognition by
using actual human observers. For each condition of interest, the information present
in the statistics of some sample stimuli are visualized using a texture synthesis algo-
rithm [41]. This is repeated a number of times to generate a set of images which share
the same summary statistics. Humans are then asked to discriminate between synthe-
sized images that share the same statistics as patches from one category, compared to
patches from a different category. This discriminability provides a measure of the sta-
tistical discriminability of these categories of images. This methodology also accounts
for human ability to use higher-level knowledge in the discrimination task. We apply
the same methodology to estimate how discriminable the target-present patches are
from target-absent patches using only the information from the statistical summary.
In order to judge whether the model is accurately predicting search results, we
need to estimate how difficult visual search is on a number of different search condi-
tions. Experiment 1 measures search efficiency on a number of classic visual search
conditions. In Experiment 2, we estimate statistical discriminability of target present
and target absent patches as described above. We show that the statistical discrim-
inability strongly depends on the condition, and further, that it predicts how difficult
the visual search task is.
4.4 Experiment 1: Classic Visual Search
In Experiment 1, subjects participated in five classic search tasks. Results for these
tasks already exist in the literature, but to accurately compare across conditions, it
is important to standardize the search displays, and minimize subject variances by
using the same subjects to perform all five tasks.
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4.4.1 Method
Ten subjects (six male) participated in the search experiment after giving informed
written consent. Ages ranged between 18 and 40. All subjects reported normal or
corrected-to-normal vision, and received monetary compensation.
Procedure
We tested five classic search conditions: Conjunction search (targets defined by the
conjunction of luminance contrast and orientation), search for T among Ls, search
for 0 among Qs, search for Q among Os, and feature search for a tilted line among
vertical lines. Target and distractor items are shown in the left two columns of Figure
4-3.
Stimuli were presented on a 40 cm x 28 cm monitor, with subjects seated 75 cm
away in a dark room. We ran our experiments in MATLAB, using the Psychophysics
Toolbox [5]. Eye movements were recorded at 240 Hz using an ISCAN RK-464 video-
based eyetracker for the purposes of quantitatively modeling the number of fixations
to find the target which we discuss in Chapter 5. The search displays consisted of a
number of items (set size), consisting of either all distractors (target absent trial) or
one target and the rest distractors (target present trial). Target present and target
absent displays occurred with equal probability.
Each search task had four set size levels: 1, 6, 12, or 18 total items. Stimuli were
randomly placed on 4 concentric circles, with added positional jitter (up to 1/8 deg).
The radii of the circles were 4, 5.5, 7, and 8.5 degrees of visual angle (v.a.) at a
viewing distance of 75 cm. Example target-present stimuli for 0 among Qs is shown
in Figure 4-1 for set size=18.
On each trial, the search display was presented on the computer screen until sub-
jects responded. Subjects indicated with a key press whether each stimulus contained
or did not contain a target, and were given auditory feedback. Each subject finished
144 trials for each search condition (72 target-present and 72 target-absent), evenly
distributed across four set sizes. The order of the search conditions was counterbal-
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anced across subjects, and blocked by set size.
4.4.2 Results
Search difficulty is quantified as the slope of the best-fit line relating mean reaction
time (RT) to the number of items in the display. Only target-present trials when
subjects correctly detected a target were included in this analysis. Figure 4-2 plots
the mean reaction time on correct target-present trials against set size of search
display, along with the best linear fit. These results are consistent with previously
reported search studies.
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Figure 4-2: Mean reaction times (RTs) for correct target-present trials are shown,
averaged across subjects, for each combination of condition and set size. The legend
gives the slope of the RT vs. set size function for each condition, a typical measure
of ease of search.
4.5 Experiment 2: Mongrel Discrimination
4.5.1 Subjects
Five subjects (four male) participated in this experiment. Their ages ranged from 18
to 45 years. Each reported normal or corrected-to-normal vision, and were compen-
sated for participation.
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4.5.2 Procedure
To measure the discriminability between target+distractor and distractor-only patches
using only summary statistics, we used a similar methodology to Balas et al [3]. First,
we generated 10 unique distractor-only and 10 unique target +distractor patches for
the five visual search conditions described above (see Figure 4-3, columns 1 and
2). For each patch, we synthesized 10 new image patches that closely match the
same summary statistics as the original patch (Figure 4-3, last 4 columns), using
the Portilla-Simoncelli texture synthesis algorithm [41]. The resulting synthesized
patches are nearly equivalent to the original input in terms of the summary-statistics
measured by the model.
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Original Images
Target + Distractors
Distractors Only
Synthesized Images
with Same Statistics
Taraet+Distrators Distractors Only
Figure 4-3: : Example target+distractor and distractor-only patches (columns 1 and
2) for five classic visual search conditions: (a) tilted among vertical; (b) orientation-
contrast conjunction search; (c) T among L; (d) 0 among Q; and (e) Q among 0.
For each patch, we synthesized 10 images with approximately the same summary
statistics as the original patch. Examples are shown in the rightmost 4 columns, at
increased contrast, for visibility). In Experiment 2, observers viewed each synthesized
image for unlimited time and were asked to categorize them according to whether they
thought there was a target present in the original patch.
During each trial of the mongrel task, a mongrel was presented at the center of
the computer screen until subjects made a response. Each mongrel subtended 3.8 x
3.8 degrees v.a. at a viewing distance of 75 cm. Subjects were asked to categorize
each mongrel according to whether or not they believed a target was present in the
original patch. We wanted to determine the inherent difficulty in discriminating tar-
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get+distractor from distractor-only patches using summary statistics, and therefore
chose to optimize observer performance at this task so subjects had unlimited time
to freely view the syntheses. Observers viewed the mongrels at increased contrast, as
shown in Figure 4-3.
Each of the five conditions (corresponding to one of our search tasks) had a total
of 100 target+distractor and 100 distractor-only patches to be discriminated in this
mongrel task, with the first 30 trials (15 target+distractor and 15 distractor-only)
serving as training, to familiarize observers with the nature of the stimuli. Observers
received auditory feedback about the correctness of their responses throughout the
experiment.
4.5.3 Results
Performance of the mongrel task in each condition was described by discriminabil-
ity, d', computed in the standard way, using the correct identification of a tar-
get+distractors mongrel as a Hit and the incorrect labeling of a distractor-only mon-
grel as a False Alarm,
d z(Hit rate) - z(False Alarm rate)
where z(p) indicates the z-score corresponding to proportion p. This measure of
the discriminability of the mongrel images gives us an estimate of the discriminability
of target+distractor from distractor-only patches based on their summary statistics,
and from here on out we will refer to this d' as the statistical discriminability.
4.6 Discussion
Our model proposes that to a first approximation, discriminability based on summary
statistics should predict whether a given search task is difficult or not. Specifically, the
model predicts that when distractor-only patches have summary statistics similar to
target+distractor ones, the corresponding search task should be difficult. To examine
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our model's prediction, we carried out correlation analysis for each task's search
reaction time slope and corresponding statistical discriminability.
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Figure 4-4: The correlation of the log of the search slopes to the log of the statistical
discriminability (R 2 = .99)
Figure 4-4 plots log(search slope) on these five tasks versus log(d) from our mon-
grel experiment. The data shows a clear relationship between search performance and
our measure of the statistical discriminability of target+distractor from distractor-
only patches (R 2 = .99, p < 0.001). The significant relationship echoes the insights
gleaned from viewing the synthesized images and agrees with our predictions. When
it is difficult to discriminate between target +distractor patch statistics and distractor-
only statistics, search is slow; when the statistics are easy to discriminate, search is
fast. The results of these experiments demonstrate the feasibility of thinking of visual
search in terms of a summary statistic representation in peripheral vision.
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4.6.1 Varying the number of items in each patch
It should be noted that the patches used in the statistical discrimination experiment
are not necessarily the types of patches observed in pooling regions during a visual
search trial. In particular, the number of items are not always six, but may vary from
one to many. This variable was investigated by a collaborator, Jie Huang, and those
results (along with the results presented here) are published in [44]. The findings
are that in general, as the number of items increase, the statistical discriminability
decreased for the various conditions. These discriminabilities based on the number of
items are used by the quantitative model described in Chapter 5.
4.7 Future Work
While the statistical discriminability correlates well with human performance in search
tasks, additional conditions should be tested to verify these initial findings. When
sufficiently many experiments are conducted, we will eventually be able to better
characterize the space of summary statistics and its relationship to perception of
stimuli in the periphery, and soon bypass the need to run subjects on a synthesis
discrimination task like in Experiment 2.
4.8 Conclusion
In this chapter, we observe that when we take peripheral limitations into account,
the puzzles of visual search seems more straight-forward. Single item discriminability
does not predict visual search performance because of the same reason that crowding
effects occur. It makes sense that search asymmetries occur, because we are com-
paring target-present patches (Q+000) to target-absent patches (0000), and so
asymmetries are to be expected. A simple model considering the limited discrim-
inability in peripheral vision predicts how difficult five classic visual search conditions
are.
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Chapter 5
Modeling Visual Search
5.1 Outline
In Chapter 4, we showed that the statistical discriminability correlates well with
the mean reaction time for humans to find the target in visual search tasks. If the
difficulty of a search task is constrained by how discriminable stimuli are in the
periphery, then ordinary free-viewing search involves gathering information in each
fixation and saccading to a new location roughly every 200 ms until the target has
been found. So, one can alternatively measure the difficulty of a free-viewing visual
search task by counting the number of fixations a subject makes to find the target. In
fact, mean reaction time is strongly correlated with the number of fixations subjects
make in finding a target in visual search trials [61].
We would like to eventually be able to estimate how many fixations it would
take on average to find the target in an arbitrary display. Towards that goal, we
describe a model of visual search that can estimate the number of fixations needed
to find a target, given the discriminabilities for the search condition being tested, the
number of items in the display, and the experimental parameters for how items are
placed. The purpose of this chapter is to evaluate whether a plausible model of visual
search based on the peripheral limitations described in the previous chapter can be
constructed.
There are a number of possible choices and parameters in such a model. Some
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considerations about how the model should be constructed are discussed and tested.
We show that it indeed is possible to create a model that can replicate human per-
formance in the visual search experiment, but caution that more research and data
is necessary to draw deeper conclusions.
The work in this chapter presents research I conducted in collaboration with Ruth
Rosenholtz, Livia Ilie, and Jie Huang. Rosenholtz and Ilie started some initial work
on this model, and Huang added considerations of number of items in a pooling
region, as well as a preliminary (pit-stop) model of saccade limitations. All other
considerations, analysis, designs, and model derivations presented in this chapter are
my contributions.
5.2 Introduction
In Chapter 4, we have argued that the visual system's task in visual search is not
to distinguish between individual targets and distractors, but rather to discriminate
between sizable, crowded target +distractor patches and distractor-only patches. As
has been repeated throughout this thesis, we argue that those patches are represented
by a rich set of summary statistics. The experiments in Chapter 4 lent credence to
this view of search, by demonstrating that statistical discriminability of crowded
target+distractor and distractor-only patches can predict the qualitative difficulty of
a set of classic search tasks.
Can a peripheral vision plus eye movements story account for search? Zelinsky
has previously provided evidence that eye movements, rather than attention, may
underlie natural search tasks [61]. In this chapter, we further test this hypothesis
by developing a model that makes quantitative predictions of eye movements during
visual search.
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5.3 Modeling Visual Search
On each fixation, the model collects local summary statistics throughout the visual
field and chooses the next fixation based on the available information. This process
continues until the observer finds the target. In this chapter, we test the feasibility
of a model of free-viewing search in which information is limited by a summary
statistic representation in peripheral vision, and the primary method of gaining new
information is to move ones eyes to a new fixation location.
We identified four questions about how such a model should work. (1) How does
the model perform if it simply uses a heuristic to identify where next to saccade, as
opposed to computing the maximum a posteriori solution of where next to saccade
given the evidence? (2) Humans are known to make multiple saccades to move their
eyes to a far away location [61]. How should the model implement this constraint,
and does it affect the model results? (3) There is debate on whether or not memory
is used in visual search. How does the model perform with and without memory? (4)
How does changing the density of pooling regions affect the model?
5.3.1 Ideal vs Heuristic
Previous ideal observer models of search [35, 51, 21, 8] have assumed that the main
limit on peripheral information, if any, was due to changing contrast sensitivity func-
tion with eccentricity (e.g. [21]). The main limiting factor in our search displays is
visual crowding. The jumbling of features between neighboring items in crowding
implies that in the presence of a target, multiple pooling regions may see that target.
This situation is incompatible with previous ideal observers, and so we derive a new
ideal observer model below.
Ideal model
We hypothesize that at a given instant, the visual system measures, in parallel, noisy
estimates of the targetness from a number of overlapping pooling regions across the
visual field, as shown in Figure 5-1. Targetness here is an abstraction of how much
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the collected statistics in a pooling region resemble a target+distractor patch as
compared to a distractor-only patch. Some pooling regions will be more discriminative
than others, depending upon the degree of crowding - a function of both the search
condition (i.e., which target and which distractors, as seen in Chapter 4) and the
number of items in a pooling region.
For uncrowded pooling regions (numerosity = 1 or 0), we use a single d/ for all
conditions, reasoning that for the five search conditions tested in the previous chapter,
acuity was a minimal issue, and thus all uncrowded items were equally discriminable
with a di of 5. We use this same large d/ to generate observations for empty pooling
regions, reasoning that the observer should easily be able to tell that a pooling region
contains no search items, and thus no target. Note that this assumption has more
recently been called into question and is the subject of some ongoing research. This
is discussed in the section on Future Work for this chapter 5.5.
Figure 5-1: The model measures noisy estimates of "targetness" from overlapping
pooling regions across the visual field.
Given measures of targetness, where should the observer fixate next? Visual search
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researchers have developed two main kinds of ideal observers for predicting fixations.
An ideal saccadic targeter, as in [51], always makes fixations to the location with the
maximum a posteriori (MAP) probability of containing a target. An ideal searcher,
as in [21], maximizes the probability of identifying the target on the next fixation.
As a result, an ideal searcher sometimes fixates at a location between neighboring
candidate targets so as to simultaneously resolve them both. In this thesis, consider
two variations of the saccadic targeter: simply moving to the location with the highest
average targetness of overlapping pooling regions (heuristic), and the ideal saccadic
targeter that moves to the location with the highest posterior probability of being
the target location given the evidence.
After choosing the location to saccade to next, this process repeats until the model
fixates sufficiently close to the target to unambiguously recognize it; say, within 1
degree of the target. Note that our model does not know the locations of the items
in the display, but instead has to infer the target location only from the observations
in the periphery.
Derivation of Ideal Model
The model takes as input, a vector of noisy observations, one for each of the N pooling
regions: 0 {oi, 02, ... , ON}. As per the ideal saccadic targeter model [51], we select
the maximum a posteriori location of the target given the observations.
argmax(,y)P(Target location:T = (x, y) | Observations:O {oi, o2, ... , ON)
Applying Bayes' Rule, and canceling terms which are constant with respect to (X, y),
we get:
P(O = {oi, 02, ... , ON} I T = (x, y))P(T = (x, y))
' P(O = {oi, 02, ... , ON})
We assume that the observations of the different pooling regions are independent,
conditioned on whether the pooling region contains a target, and on the numerosity
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of the pooling region. This means we can simplify the above equation to:
N
argmax(x,y) 17 P(oj | T = (x, y))
j=1
We can further simplify this equation by dividing the set of pooling regions into those
that do (C(x,y)) and do not (C(,y)) contain the location (x,y).
argmax(X,y) 17 P(oj I T = (x, y)) 11 P(oj I T = (x, y))
jEC(XY) jf(X,Y)
The observations from pooling region, j, not containing the target are normally dis-
tributed with a unit variance, and mean of pabsent,j = aj. Observations from any
pooling region, j, that contains the target is distributed with a mean of p-presenti =
a3 + dj/. Here, dj/ is the discriminability between target-present and target-absent
patches for pooling region, j, which is a function of the numerosity of the pooling
regions as well as the search condition. The offset, aj, is unknown, but as we will
later show, the model predictions are independent of the choice of aj. By plugging in
these conditional probabilities and taking the log, we obtain:
= argmin(,y) E (o, - aj - d3/)2 + E (o, - aj)2
jE2C(-,Y) jgC(X,Y)
We can implement this ideal observer model by evaluating this equation for every
hypothesized target location (x, y) and selecting the hypothesis that yields the min-
imum sum. However, all locations that share the same pooling region membership
also share the same value in the sum in that equation. For example, if locations
(XI, Yi) and (X 2 , Y2) are both within pooling regions m and n, and in no other pooling
regions, then P(T = (Xi, y1i)0 ) = P(T = (x 2 , y 2 ) | 0). To the model, these two
points are equally good (or bad) choices for the next fixation. We address this in our
implementation by directing the model to fixate at the center of mass of the set of
points yielding the MAP solution.
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Further Intuitions about the Ideal Saccadic Targeter
The MAP decision rule is described in the previous segment. In running the model,
one generates observations for each pooling region. For a pooling region, j, that
contains the target, we can write the observation zj + aj + dj/, where zj is a standard
normal random variable. The observation for a pooling region, k, that does not
contain the target can be written Zk + ak. A real observer will not know a priori
which pooling regions contain a target, but by plugging in these observations, we
can gain additional insight into the implications of the MAP decision rule. Pooling
regions fall into four categories, according to whether the presence or absence of
a target in that region is consistent (=) or inconsistent () with a given candidate
target location, (x, y): (1) (T, =) Pooling regions containing the target, and also the
candidate location, (x, y). (2) (no T, =) Pooling regions containing neither the target
nor location (x,y). (3) (T, #) Pooling regions containing the target, but not (x, y),
and (4) (no T, #) Pooling regions containing (x,y) but not the target. Splitting the
MAP decision rule into these four categories yields the following:
argmin(x,y) (Z3 + a. + d_7/ - a_ - dy/) 2 + E (z. + a. - aj) 2
jC(T,=) jC(noT,=)
+ E (z. + a. + dj - aj)2 + E (z3 - d.7/) 2
j C(T,#) j C(noT,:)
The terms corresponding to consistent pooling regions (containing either both the
target and (x, y) or neither) are identical. Since zj is a standard normal variable, and
thus symmetric about 0, the same is true for inconsistent pooling regions. Therefore,
collapsing across target presence, we obtain:
= argmin(x,y) Z Z + S (z3 - dj)2
jCConsistent jEInconsistent
All the offsets, aj, cancel out in the computation. Thus, the unknown aj terms do
not contribute to the model. When determining the (x, y) that minimizes the sum
in this equation, each pooling region consistent with a hypothesized target location
(x, y) incurs a small noise penalty, in that any value sampled from the standard
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normal random variable, zy, is squared, and counts as "evidence" against that (X, y)
position being the target location. An inconsistent region, on the other hand, on
average incurs a greater penalty due to that pooling region containing point (x, y)
but not the target, or vice versa because the value dl/ is added to zj and is squared.
For small d/, the contribution of the two types of terms (consistent vs inconsistent)
is similar, which makes it difficult to discriminate between regions containing the
target and those which do not. As d/ increases, inconsistent pooling regions are more
heavily penalized, making it easier to distinguish candidate locations likely to contain
the target from those that are not.
Heuristic model
The heuristic model is much simpler than the ideal model. It simply decides to sac-
cade to the location with the highest average targetness of all the pooling regions that
contain that location. There may be other heuristics one could imagine, for example,
selecting the center of the pooling region that produced the strongest response. How-
ever, this choice requires many more pooling regions in order to localize items well.
It is also impractical to test all possible heuristic models, and so we test a choice that
is intuitive and simple.
While the ideal model is independent of the offset of the targetness value, the
heuristic model is not. Because we have several values for d/ depending on the number
of items in a pooling region, we place the centerpoint between the target present and
target absent distribution at 0. Then the heuristic model simply decides to saccade
to:
ZjC(r) O%
argmin(,Y) I| C(Y) I
where | C(2,y) I corresponds to the number of pooling regions that contain (z, y).
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5.3.2 Saccade Length
Beyond the limitations on search performance due to the available information in the
periphery, the visual system may operate with additional constraints on saccades.
Previous research has reported that one requires more eye movements to acquire a
stimulus at larger eccentricities ( 8 degrees v.a.) than closer to fixation ( 4 degrees
v.a.) [61]. This is also supported by the phenomenon of normal hypometria (not
making a long enough saccade to reach a target location) often observed in saccades
to distant targets [13].
Without any constraints on saccade length, the model would make a single saccade
to the MAP location, regardless of the distance. To account for the observation that
the visual system prefers shorter saccades, we considered several methods for imposing
a saccade limitation: (1) no limitations; (2) a "pit stop" model that forces the saccader
to only saccade within 3, 7, or 11 degrees; or (3) an exponential cost model which
applies a penalty that is a function (exponential distribution density function) of the
saccade length. Figure 5-2 illustrates the various saccade model choices.
In the "pit stop" model, whenever the model chooses a location that is too far from
the current fixation, it fixates at a number of intermediate locations until it reaches
the planned location, such that no eye movements exceed the limit on saccade length.
For instance, if the desired saccade location is 10 degrees away, and the saccadic limit
is 7 degrees, the model will make a saccade in the direction of the MAP location, but
only travel 7 degrees in that direction. The model will then make its next saccade
the rest of the way to the desired location.
The exponential cost model applies a multiplicative cost of saccading to any loca-
tion before deciding on the location to saccade to next. The curves are given by the
equation Ae-A,. The three curves indicate three different choices of parameter for the
exponential cost function. The parameter controls the strength of inhibition for the
various saccade lengths.
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Desired
saccade cos
target
Current 3 7
Fixation
Pit Stop every EpnnilCs(3, 7, 1 1, -o) degrees EpnnilCs
Figure 5-2: Various methods of imposing a saccade cost
5.3.3 Memory
Do humans use memory of previous fixations to guide search? An open issue is what,
if any, memory is available to the visual system during search. This issue has been
the source of some debate. For some serial search tasks, with a moderate number of
items (< 16), search appears to be memory-less: Horowitz and Wolfe [19] showed no
costs in search efficiency when search items are relocated continuously during search,
suggesting no memory for search. However, with greater set sizes, there is evidence
suggesting that memory for locations may play a role in search [23].
We look at the effect of allowing the model to recall observations from the last K
fixations for K = 0, 1, 4, oc. This was done by letting the model have access to the
past K observations when deciding where next to saccade. In the case of K = 00
memory, observations can be perfectly integrated over time by maintaining a map of
the posterior probability (i.e., likelihood of each pixel (x, y) being the target, and not
of every item), and updating it each time the model receives new observations.
5.3.4 Pooling Region Density
We know little about the number and overlap of the pooling regions that the visual
system may process in parallel. Fewer pooling regions, which overlap less, would lead
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to less information available to the model, and as a result lead to predictions of more
fixations required to find the target.
nang
15 18 21 27
1.75
C 1.50
1.25
Figure 5-3: Visualization of pooling regions in a patch from the visual field, as the
pooling region placement parameters are varied.
Pooling regions in this model are laid out in a log-polar grid. Two parameters
control how densely the pooling regions span the visual field: (1) nang number of
pooling regions in each ring, and (2) g the ratio between two successive rings' distance.
Figure 5-3 depicts the density of the pooling regions of a patch as the two variables
are varied. We observe how the model performs with that set of parameter choices.
5.4 Experiment
Using the discriminabilities of the five classic visual search tasks measured in the
previous chapter, we evaluate how the model performs, as we vary the model choices
enumerated above. For each set size, condition, and parameter setting, we run 1000
Monte Carlo simulations of the model to estimate the number of fixations needed to
find the target in that situation. Model results are compared against subjects' eye
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movement data from the previous chapter.
5.4.1 Results and Discussion
5 5- 5.
Tamong L 0 among Q Conjunction
4i 41 4i
3 434 3
A21 2 2
Q among O Tilt among Vert # Fixations
4 41
3 31
Set Si
2 ~ 2 Best models (solid lines)
S.1Human results (black squares)
Figure 5-4: Results of some of the best fitting models
We can find some parameters in the model to match human data. Across all
the possible models choices, the models that best mimicked human performance are
shown in figure 5-4. The top models have in common some parameter choices: using
the smooth exponential cost for saccades (A = 1), and using the heuristic rather than
the ideal integration rule. They varied most in whether the last observations were
remembered or not, and in pooling region density.
There are only 20 data points, but many possibilities for a choice of model, in
addition to all the implicit choices in the model that had already been made. The
number of data points are simply too few to do any quantitative analysis about what
the true parameters should be. However, we are still able to perform some qualitative
analysis of how the parameters affect model performance. We can get a sense of how
the model predictions vary with the various choices for the model. This is described
below.
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5.4.2 Ideal vs Heuristic
The mean squared error between the model data and the predictions of the best
performing ideal model was 0.6, while the best performing heuristic model had error
0.2. The lower error for the heuristic model indicates that the heuristic based model
performs more like humans do. When model performance was averaged across all
other parameters, the ideal decision model found the target in 1.2 fixations (averaged
over search conditions), while the heuristic found the target in 1.3 fixations. The
ideal model is too efficient.
2.5
2
1.5
0
SLU 1
0.5
0
0 0.2 0.4 0.6 0.8 1 1.2
d' multiplier
Figure 5-5: Error of the ideal decision model as experimental d/ is scaled
Perhaps the ideal model is too efficient because the di measurements were artifi-
cially high. Figure 5-5 shows the mean squared error as the experimental d/ values
were multiplied by a scaling factor, so the ideal decision model is more viable if we
are able to account for a .3 scaling factor for the experimentally derived di values.
Uncrowded pooling regions may need to be estimated in a separate experiment. One
can make mistakes in viewing a single item peripherally, especially for complicated
stimuli. There is evidence that some objects are subject to self-crowding [29], and
perhaps some items in our search displays are as well. To be certain, experiments are
necessary to test this possibility.
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5.4.3 Saccade Constraints
1.8 X
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Saccade Rule
Figure 5-6: Normalized Search Time for the Various Saccade Rules
Figure 5-6 shows the normalized search time (average number of fixations needed
to find the target, averaged across all other model parameters). The graph indicates
that when the pit stop model can saccade to about 11 degrees or more (up to oo)
search is extremely efficient, but when the pit stop model can saccade to 3 degrees
away, the model is much slower. Saccading at most 7 degrees makes the pit-stop
model perform similarly to the exponential model. The choice of parameter in the
exponential model has little effect on performance.
5.4.4 Memory
Figure 5-7 shows the normalized search time (average number of fixations needed to
find the target, averaged across all other model parameters). The graph indicates
that the mean effect of memory, averaged across all other model parameters, is not
strong. This may be because subjects tended to find the target in about 4 fixations
in the worst case. If the model finds the target quickly, then there will not be a
large difference between remembering observations from a few previous fixations, as
compared to an infinite number of fixations. We may find a more important role for
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Figure 5-7: Normalized Search Time for the Various Amounts of Memory
memory in visual search tasks that are more difficult than the ones tested.
5.4.5 Pooling Region Density
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Figure 5-8:
Density
Normalized Search Time for the Various Amounts of Pooling Region
Figure 5-8 shows the normalized search time (average number of fixations needed
to find the target, averaged across all other model parameters). The graph indicates
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that as the density of pooling region increases, the efficiency in finding the target
improves as well.
5.5 Future Work
As mentioned in the previous chapter, more visual search conditions will help verify
the model. Testing different conditions can help provide a larger dataset against
which to verify the model. Varying item placements can distinguish between the
various models of pooling region placement and help narrow down choices for those
model parameters. The role of memory can be better tested by running visual search
experiments that are more difficult; the more fixations needed to find a target, the
greater the divergence will be between the performance of models that do and do not
use memory. Additionally, the d/ for pooling regions with only one item need to be
experimentally measured.
In the models presented, a location is either contained in a pooling region or not,
regardless of whether the location is in the middle of the pooling region or on its edge.
It seems unlikely that the visual system functions over pooling regions that have hard
boundaries. A weighted ownership model might be a better description of how the
visual system functions.
5.6 Conclusion
In this chapter, we introduced a search model, and take a step towards a general
purpose model that can work on arbitrary images and targets. A derivation of an
ideal saccadic targeter is shown, and various modeling considerations are evaluated
on the data from the previous chapter. Our modeling results show that it is possible
to construct a model in which fixations are guided by summary statistic information,
gathered in parallel across the visual field from overlapping pooling regions. We
additionally showed various effects on search efficiency when parameter choices are
varied.
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Chapter 6
Visual Illusions
6.1 Outline
In this chapter, we explore another instance where statistical ambiguities in the pe-
riphery can affect perception. If the peripheral representation allows for ambiguities
that make it difficult for the visual system to know what is out there, the visual
system may make mistakes. We would expect to find illusions due, at least in part,
to the limitations of peripheral vision.
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Consider the Pinna-Gregory illusions [40] shown in Figure 6-1 (a) and (b). These
images consist of black and white squares arranged in concentric circles. This is easily
proved by tracing the circles with a pen. However, the percept is not of concentric
circles. In Figure 6-la, the squares seem to be arranged in a spiraling vortex. Rotating
the squares in every other ring yields an illusion of intertwining curves seen in Figure
6-1b. We shall refer to Figures 6-1a and 6-1b as the spiral illusion and intertwining
illusion, respectively.
We show that our statistical model of peripheral information predicts how polarity,
item width, and angle of tilt affect the perception of the illusion. These predictions
are tested in an experiment that queries how illusory each image is within a dataset.
We find that the results agree with the predictions. Furthermore, when we visualize
the peripheral information as described in Chapter 3, we observe many qualities from
our perception of the illusion. While we are not able to provide a full account of all
aspects of this illusion, we are able to provide many intuitions that lead to predictions
about these illusions.
All the work presented in this chapter is research I conducted myself, under the
primary supervision of Ruth Rosenholtz and occasional discussions with Benjamin
Balas.
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6.2 Pinna-Gregory Illusions
(a) Spiraling Illusion
(b) Intertwining Illusion
Figure 6-1: Pinna-Gregory Illusions
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Figure 6-2: The Pinna Illusion.
One might notice that there are illusory motions as eye movements are made, or when
moving towards or away from these figures. Pinna has also discussed a motion illusion
[39] in which there are two rings of squares, and when an observer moves towards the
figure, the inner and outer rings rotate in opposite directions (see Figure 6-2). He
suggests that peripheral motion detection mechanisms in conjunction with grouping
mechanisms underlie both the Pinna illusion as well as the illusory motion observed in
the spiraling and intertwining illusions. While motion can play a role in the illusions
in Figure 6-la and 6-1b, there remains a strong illusory percept even with minimal
eye or head movements. For readers interested in the aspects of the illusion that are
motion-related, we refer them to [39] for further details. Here we focus on only static
aspects of the illusion.
What might underlie these illusions? Pinna and Gregory [40] proposed that the
illusory percepts were due to global integration elicited by the Gestalt factor of good
continuation. We agree in principle that the illusions are probably related to good
continuation. However, this explanation is somewhat unsatisfying without further
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specifying a model of good continuation and demonstrating that it does in fact predict
the percepts. A Gestalt-based understanding of these illusions should specify how
grouping by similarity, proximity, and good continuation interact to produce these
percepts. Beyond this suggestion of the role of good continuation, to our knowledge
no other attempts have been made to explain these illusions.
For both the spiral and intertwining illusions, the illusory percept is reduced at
fixation, which should be accounted for by any explanation of the phenomena. This
suggests that these illusions may be a by-product of peripheral visual processing
mechanisms. Can the model of peripheral vision we have been developing in this
thesis account for the illusory percepts in the Pinna-Gregory illusions?
The general model of peripheral vision predicts that images which share highly
similar summary statistics are difficult for the human visual system to discriminate
in the periphery. This prediction hints at a possible explanation for the illusion. Per-
haps the statistics in the peripheral pooling regions of the spiraling and intertwining
illusion are easily confused with statistics consistent with actual spiral-like contours,
or intertwining-curves-like contours. When you have seen these statistics before, they
were much more likely to come from a spiraling-vortex-like pattern or from intersect-
ing contours, both of which happen with relative frequency, and were less likely to
have come from concentric circles with a bunch of alternately colored tilted squares,
which almost never happens. This is, however, difficult to test directly because it is
hard to be sure exactly what the percept is.
6.3 Prior work
Fermuller and Malm [6] propose that uncertainty in visual processes cause bias in
the estimation of lines and their intersections. In most situations, they argue that
these biases are not noticeable, but they are highly pronounced in some illusions like
the Zollner illusion. This uncertainty leads to ambiguity in where image features are
spatially located, resulting in an illusory percept. In particular, if the process of edge
localization is thought of as finding zero crossings of the derivative of the image, then
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the edge location may vary depending on the scale of the derivative filters applied
to the image. Noise and uncertainty in the neural processing were approximated by
blurring the image with some Gaussian kernel whose width depended on the elements
of the illusion they were analyzing. They showed that the uncertainty in estimating
lines and junctions corresponded to the illusory percept. While their analysis was
applied to the family of tilt illusions (Zollner, Fraser, etc), one can extrapolate and
predict that the same uncertainty might underlie, or be at least related to the Pinna-
Gregory illusion.
Fermuller and Malm argue that uncertainties are the underlying cause of the
misperceived tilts, but in their account, the sources of the uncertainty are under-
specified. They propose that the eventual perception of a line tilted in some direction
was due to solving for the line in a least squares estimation problem, from the detected
edge elements. In this manuscript, we supplement the Fermuller and Malm account by
suggesting that the largest source of uncertainty is the periphery, and we additionally
suggest that the statistical model we propose captures the nature of that uncertainty.
We are not the first to propose that the same peripheral mechanisms that underlie
crowding may also underlie some illusions. Shapiro et al suggested that acuity loss
cannot account for some peripheral motion illusions, and instead suggest that the
perceived illusory motions are due to feature blur in the periphery [46]. Feature blur,
as they have defined, refers to the combination of different features. In particular, they
suggest that the motion energy of the original stimulus (first order motion energy)
and the motion energy of the full-wave rectified contrast of the image (second order
motion energy) are combined in the periphery so the motion signals are inseparable to
their original feature sources. This blurring of features in the periphery, they note, is
similar to the excessive feature integration account of crowding previously discussed,
which we note, is related to the formulation of our statistical model.
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6.4 Polarity
Recall from Chapter 3, that the periphery does not accurately represent phase in
stimuli that have elements whose colors are on positive and negative sides of polarity
of a background, and are relatively balanced. This suggests that perhaps the squares
being black and white allow more ambiguous interpretations in the periphery.
(a) Sample (b) Synthesized
(c) Sample (d) Synthesized
Figure 6-3: The statistics in the black squares image in (a) are not ambiguous, which
is why the synthesis in (b) reflects a good replication of (a). But when polarity
variations are introduced in (c), the statistics of the black and white squares image
show some ambiguity, as seen in the synthesis in (d). Some squares have both black
and white edges, and there is more noise in the image. This suggests that the statistics
allows some phase ambiguity and do not accurately represent the visual information
in the original image.
Figure 6-3 shows that some ambiguities in the statistics may arise even in fairly
simple contours, so long as polarity is varied. In more complicated contours with both
a curved contour and tilted squares (Figure 6-4), variations of polarity in the image
make it difficult for the set of statistics our model is based on to accurately represent
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(a) Sample (b) Synthesized
(c) Sample (d) Synthesized
Figure 6-4: The statistics in the white squares image in (a) produce syntheses that are
fairly unambiguous as seen in (b), but the statistics allow more errors when polarity
is varied on the lines in (c), as can be seen from the visualization of those statistics
in (d). Notice that the synthesis hallucinates a connection from the bottom line to
the top line.
the image. The syntheses generated for Figures 6-3 and 6-4 were constrained to agree
with the original image outside the central circular window, but were unconstrained
in a central circular region. See Appendix B for more example syntheses of these
patches.
When all the squares are the same color, there is less ambiguity. This leads to the
model's first prediction: we should see less illusion when polarity is not alternated
along contours. Indeed, turning all the squares white as in Figure 6-5 makes the
illusory percept disappear. Instead, we perceive only concentric circles.
If polarity is important for this illusion, we can test it further by running an
experiment to determine the relative illusory strength of variants of the Pinna-Gregory
illusions that we modify to study the effect of polarity.
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Figure 6-5: White Squares diminish the illusory effect of the intertwining stimulus
6.4.1 Experiment 1: Effects of Polarity
This experiment was conducted through the Mechanical Turk website.
Subjects
Subjects participated after indicating they consented to the task, and were compen-
sated for their time. Subjects who reported vision that was not normal or corrected-
to-normal were dropped from the study. Subjects on the Mechanical Turk website
were allowed to participate in either one or both sets of images.
Intertwining Set: Thirty subjects participated, ages 20 to 65.
Spiraling Set: Thirty subjects, participated, ages 20 to 63.
Method
The experiment was presented to subjects through their web browser. Subjects were
asked to indicate which of two displayed images were more illusory. More specifically,
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the subjects were asked, "The two images below are both made up of concentric
circles. Please use your judgment to decide which looks more illusory (or which looks
most like it's not just made up of concentric circles)." All possible image pairs within
a given set were presented to the subject in a randomized order.
As with any experiment run over the internet, measures must be taken to ensure
the quality of responses from participants. Subjects whose browsers were not able to
display the stimulus without scrolling or were not able to display stimuli in color were
not allowed to participate. Additionally, we inserted two types of quality measures:
that of internal consistency, and ability to follow the instructions given. To measure
internal consistency, each pair was presented twice, with the order reversed the second
time that pair was shown. We also presented pairs from a standard set of images where
there is no doubt which image should be selected as the more illusory of the pair in
order to measure how well subjects were able to follow instructions. Subjects (a)
whose scores for internal consistency fell below 75 percent in addition to responding
too quickly, or (b) had reported the correct answer for less than 90 percent of the
gold standard set were dropped from the analysis. Criteria (a) attempts to detect
subjects who did not make a serious attempt to answer the question, and criteria (b)
attempts to detect subjects who were randomly guessing.
In the intertwining set, 8 subjects were dropped for not meeting these standards,
and in the spiraling set, 9 subjects were dropped. Figure 6-6 and Figure 6-7 show
some of the images in the intertwining and spiraling set, respectively. Appendix A
lists all the images used in these sets.
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(a) A multi colored square image that alter-
nates polarity along the rings
(b) A two color image whose colors are both
on the positive side of polarity
Figure 6-6: One pair from the intertwining tilts polarity set
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(a) A two color image that alternates polarity
along the rings
(b) A two-tone image whose tones are both on
the positive side of polarity
Figure 6-7: One pair from the spiraling tilts polarity set
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Gold Standard Test
Figure 6-8: A typical pairing from the gold standard questions. It should be obvious
which image looks more illusory.
Pairs from the gold standard test were randomly inserted in trials for the experiment.
The pairs in this test are selected so that there is a very obvious answer to which of
the pair is more illusory. Figure 6-8 shows an example of such a pairing. Appendix
A lists all the images used in the gold standard test.
Results and Discussion
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Figure 6-9: Results from the polarity experiment on the intertwining images
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Figure 6-10: Results from the polarity experiment on the spiraling images
The results are shown in Figures 6-9 and 6-10. All possible pairs from the re-
spective image set were presented to subjects. The relative illusory strength of an
image is the percentage of times that image was judged to be more illusory than a
competing image (across all subjects). By inspecting the two figures, one can see
that there seems to be no difference in the ranking of images between the spiraling
case and the intertwining tilts. Images which varied polarity along rings were rated
more illusory than those that did not. This result was predicted from the statistical
understanding of how peripheral vision works. So, we can conclude that polarity, as
expected, helps induce the illusory perception.
6.5 Square Width
The visual system should be more likely to make mistakes when it is hard to dis-
tinguish one type of contour (squares along a circular path) from another (the area
between circles). When the widths of the squares increase, the responses to orienta-
tions in the image occupy a larger area, and can lead to changes in how things are
grouped in the image. In particular, it may lead to grouping between rings. This
suggests we can point to a specific part of the statistical computation, orientation
magnitudes, to see what types of ambiguity arise as the widths of the squares vary.
The statistics we use are computed by first decomposing the image using a steer-
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able complex pyramid [41]. If there is ambiguity in the local magnitude of the oriented
subbands, there will be ambiguity in the further compressed statistical representation.
The local magnitude of the oriented subbands correspond to, roughly, orientation
maps of the image that are agnostic about color.
(a) White squares with intertwining (b) Visualization of orientation in-
tilts formation
Figure 6-11: (a) White squares with Intertwining Tilts. (b) shows a visualization
of the magnitudes of the oriented subbands in the steerable complex pyramid of the
white squares stimuli in (a).
To visualize the types of ambiguity present in the local magnitudes of the com-
plex steerable pyramid, we create a new synthesis algorithm that imposes the oriented
magnitudes onto a seed image, iteratively modifying them until the oriented magni-
tudes of the synthesized image matches the original image. The synthesis procedure
is agnostic about color, and seeks only to preserve orientation structures. We use a
blank gray image as the seed instead of random noise so as not to insert spurious
orientation cues that may artificially inflate the nature of the ambiguity contained in
the magnitudes of the oriented subbands.
For example, Figure 6-11 shows a synthesis of the white-squares image. Notice
that the encoding allows black and white squares even though there were no black
squares in the original image, but it synthesizes the colors so that in this case, polarity
isn't alternated in the synthesized image. More important for the following analysis,
observe that the contours between rings are blank, so it is unambiguous where the
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rings and blank spaces are. The squares within each ring in the visualization do not
alternate in polarity.
Figure 6-12: Width 1.0
Figure 6-13: Width 2.0
Figures 6-12, 6-13, and 6-14 show that as the width of the squares increase, so
does the confusability of the blank region between the rings, and the rings them-
selves. This demonstrates that the orientation computations themselves in the steer-
able complex pyramid give rise to ambiguities in where the contours in the image lie,
and which parts of the images are actually rings or blank areas. Because the statistics
are computed over the steerable pyramid, it can only encode less information than
the steerable pyramid itself. Without encoding the additional phase information,
this representation does not encode the original ring contours well. This analysis
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Figure 6-14: Width 3.0
indicates that as width increases, statistics are more ambiguous, and will lead to a
stronger illusory percept. We test this hypothesis by running another Mechanical
Turk experiment.
6.5.1 Experiment 2: Effects of Square Width
This experiment was also conducted through the Mechanical Turk website.
Subjects
Subjects participated after indicating they consented to the task, and were compen-
sated for their time. Subjects who reported vision that was not normal or corrected-
to-normal were dropped from the study. Subjects on the Mechanical Turk website
were allowed to participate in either one or both sets of images.
Intertwining Set: Thirty subjects participated, ages 19 to 65.
Spiraling Set: Thirty subjects, participated, ages 20 to 65.
Method
The methodology is identical to that of Experiment 1, except different images are
used. Please refer to the section on square width in Appendix A for all the images
used in these sets. In the intertwining set, 9 subjects were dropped for not meeting
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the standards as mentioned in Experiment 1, and in the spiraling set, 9 subjects were
dropped.
Results and Discussion
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Figure 6-15: Results from the width experiment on the intertwining and spiraling
images
The results are shown in Figure 6-15. As in Experiment 1, all possible pairs
from the respective image set were presented to subjects and the relative illusory
strength was computed similarly. Using spiraling or intertwining tilts did not alter
the ranking of how illusory the various images were. As predicted, when the width
increased, so did the perceived illusory strength. The width of the squares affects
the illusory perception in a particular direction, and the representational ambiguities
about where orientations are in the image explain why.
6.6 Square Tilts
By changing the tilt of the squares, one can alter the percept from a spiraling vortex
to one of intertwining curves. When all the squares are aligned with the tangent of
the rings, the illusory percept is reduced (Figure 6-16). The tilts, therefore, play an
important role in this illusion.
To gain intuition, we inspect a non-oriented subband of the illusion in Figure 6-
17. Notice that centers of black squares respond in the same way that edges of white
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Figure 6-16: When squares are aligned to the tangent of the ring they lie on, there is
reduced illusory percept.
squares do. Parallel to the edges of the squares are edges of opposite color. Spec-
ulatively, the oriented subband responses "bridge" the blank gap between two rings
with the appropriate oriented responses in that region. Additionally, the appropriate
angle of tilt can align the center of a square to the edge of the neighboring square,
leading to an illusory percept of there being long connected tilted lines along each
ring, as in Figure 6-18.
The visual system may count this orientation structure as evidence for grouping
across the gap between the rings because those types of orientation measurements
usually indicate a curve from one ring to the next. If true, then the "optimal" tilt
angle, i.e., tilt angle that maximizes the illusory percept, occurs when the center of
the square is aligned with the neighboring square's edges. We can investigate this
by looking at the oriented filter responses of the image to identify whether there are
smooth curves through the center of a square and the edges of its two neighborings
squares.
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Figure 6-17: Non-oriented subband of Figure 6-16
Figure 6-19 shows patches taken from tilting squares by 5 to 45 degrees from
the tangent. The columns are, respectively, the original patch, the oriented subband
(or first derivative), and the detected lines (thresholded second derivative). Notice
that the lines detected are longest at around 20 degrees. We can quantify this by
plotting the mean line length against the tilt angles, as in Figure 6-20. In both, we
generally see the length of the lines are highest between 15 and 25 degrees. Does this
correspond to perceived illusory strength?
6.6.1 Experiment 3: Effects of Tilt Angle
This experiment was also conducted through the Mechanical Turk website.
Subjects
Subjects participated after indicating they consented to the task, and were compen-
sated for their time. Subjects who reported vision that was not normal or corrected-
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Figure 6-18: Filling in the middle of the "square" with the alternate polarity of
the sides roughly visualizes the oriented filter responses (as appropriately rotated).
Speculatively, the middle line corresponds to "illusory" line segments that are aligned
along the squares' tilt on each ring. These give the impression of longer tilted line
segments along each "ring".
to-normal were dropped from the study. Subjects on the Mechanical Turk website
were allowed to participate in either one or both sets of images.
Intertwining Set: Thirty subjects participated, ages 19 to 64.
Spiraling Set: Thirty subjects, participated, ages 20 to 63.
Method
The methodology is identical to that of Experiment 1, except different images are
used. Please refer to the section on square tilts in Appendix A for all the images used
in these sets. In the intertwining set, 11 subjects were dropped for not meeting the
standards as mentioned in Experiment 1, and in the spiraling set, 6 subjects were
dropped.
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Figure 6-19: Patches taken from applying various tilts to the squares of the spiraling
illusion. From left to right: original patch, oriented subband (first derivative), and
"bumps" or local maxima (i.e., thresholded second derivative)
Results and Discussion
The results are shown in Figure 6-21. As in Experiment 1, all possible pairs from
the respective image set were presented to subjects and the relative illusory strength
was computed similarly. The spiraling tilts varied slightly from the intertwining tilts
in perceived illusory strength. In both conditions, the perceived illusory strength at
least qualitatively match the graph of line length vs tilt amount.
6.7 Visualizing the statistics of the illusions
We have demonstrated that various aspects of the illusion are predicted by a statistical
understanding of peripheral vision. It would be desirable to train a machine classifier
to use the statistics from the image to predict its percept. To achieve this, one needs
a dataset with lots of examples of each type of percept. However, we only have a
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small dataset of artificially generated stimuli that differ only slightly from each other
so there is very little variation. Training a classifier with such a dataset will cause
it to overtrain (i.e, incorrectly generalize that one can classify the percepts based on
the artificial differences between these images).
Because training a robust machine classifier is not currently an option available
to us, we turn to visualizing the statistics once more. Can we use the techniques
from Chapter 3 to visualize the ambiguities that arise from the original images and
quantify the result in a meaningful way?
Figure 6-22 visualizes the available statistical information if one were fixating
in the middle of the image. The synthesis seems to create contours between rings
in inconsistent directions. While the synthesis captures some of the aspects of the
percept of the intertwining circles illusion, it fails at matching the regularity of the
illusory percept. We speculate that some of the "chaos" is likely some synthesis
artifacts, and that some form of regularity priors may prefer the ambiguities to be
interpreted as a regular pattern instead of these somewhat chaotic contours all over
the visual field that the synthesis produced.
Figure 6-23 visualizes statistics from the spiraling illusion. Notice that the synthe-
sis creates contours between rings in a consistent clockwise direction and hallucinates
line segment cues connecting the rings.
And finally, in Figure 6-24, the statistics of the white squares image are less
ambiguous than in the intertwining and spiraling case, but the model indicates am-
biguities about the tilts of the squares throughout the image. The model does not
predict any contours between rings, and except for some noise in the image, essentially
shows a set of slightly noisy concentric circles.
To better understand these visualizations, we attempt to quantify the differences
between them by analyzing their orientation profiles. We do this by extracting the
"rings" of stuff by finding non background pixels (i.e. pixels that are not gray), then
we apply a Gaussian filter with o- approximately equal to the width of the ring to
fill in any gaps. This captures the entire concentric rings structure. Figures 6-25,
6-26, and 6-27 show the extracted rings from the three original illusions and their
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corresponding syntheses.
Then, we warp these images to (radius, 0) coordinates to effectively "linearize"
the rings. If the rings were perfectly concentric, this operation will warp each ring
to a line with a constant radius (x-axis) value. The linearized rings are shown in
the first row of Figures 6-28 and 6-29. Notice that in the non-synthesized images,
the rings are essentially perfectly concentric, which is why the linearized rings have a
constant radius.
The orientation profile of the linearized rings are computed by plotting the ori-
entations with the most votes (top 0.1 percent) as computed by using the Hough
transform for line detection, as shown in the bottom rows of the same figures. There
is little to no variance in the orientation profile of the linearized original images,
and only little variance in the synthesized white squares image. There is a distinct
non-zero tilt in the spiraling synthesized image, and there is higher variance in the
intertwining image.
These orientation profiles are consistent with qualitative assessments of the per-
cepts of the illusions. The white-squares synthesis elicited a percept that there was
little or no illusion, and the analysis shows little or no deviation from concentric
rings. The analysis of the spiraling illusion synthesis shows evidence of a tilt in the
linearized rings, indicative of a spiral present. And finally, the analysis of the inter-
twining contours illusion synthesis shows more randomly oriented curves, consistent
with the percept of intertwining contours. This analysis shows at least a proof of
concept that the visualization of the statistics captures many qualities of the percept
of these illusions. With more examples of images, we would be better able to quantify
the variances present in this method, and will eventually allow us to use this method
to predict the percept of an image.
6.7.1 Spirals vs Circles
It should also be noted that spirals and circles are extremely similar. Figure 6-30
illustrates this point with a demonstration. It is difficult to notice that the spiraling
image is on the left when only allowed to stare at the red dot. The spiraling illusion
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presented in this chapter seems to be more than simply a spiral, but more like multiple
spirals or a vortex. The analysis in section 6.7 does not capture this qualitative aspect,
but we argue that the syntheses do seem to exhibit qualities that loosely resemble it
by visualizing very subtle lines between rings. Quantifying and further testing that
concept is left for future research.
6.8 Conclusion
In this chapter, we showed that a statistical understanding of peripheral vision cor-
rectly predicts how polarity and widths of squares affect the perception of the Pinna-
Gregory illusions. In addition, we show that visualizing the statistics in the spiraling
and intertwining illusion shows many qualities that correspond to the percept of those
illusions.
In future, it is important to test the model on a number other parameters and
to lesion the model to see which parts of the model are necessary in capturing this
illusion. The robustness of this algorithm must also be tested to see how variable the
results of synthesis from this model is.
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Figure 6-21: Relative Illusory Strength vs Tilt Angle
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Figure 6-22: Visualization of the statistics in the intertwining illusion
Figure 6-23: Visualization of the statistics in the spiraling illusion
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Figure 6-24: Visualization of the statistics in the white squares stimuli
(a) Original Image (b) Synthesis Image
Figure 6-25: Rings extracted from the intertwining image: original and synthesized
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(a) Original Image (b) Synthesis Image
Figure 6-26: Rings extracted from the spiraling image: original and synthesized
(a) Original Image (b) Synthesis Image
Figure 6-27: Rings extracted from the white squares image: original and synthesized
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Figure 6-28: Orientation Profile of "Linearized" Illusory Images. Because these im-
ages are actually composed of concentric circles, their resulting orientation profiles
are of lines with constant radius (x-axis)
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Figure 6-29: Orientation Profile of "Linearized" Visualizations of Statistics from il-
lusory Images. These synthesized images exhibit some properties of the percept from
their respective original images. The orientation profile of the white-squares synthesis
essentially resembles concentric circles, as per 6-28, while that of the spiraling and
intertwining syntheses produce orientation profiles that are consistent with spiraling
or multiple oriented curves.
Figure 6-30: Stare at the red dot. It is difficult to classify which image is actually
the spiral. They share highly similar visual statistics.
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Chapter 7
Object Substitution Masking
7.1 Outline
In this chapter, Object Substitution Masking (OSM) and its relation to grouping is
examined. Object substitution masking describes a form of masking where a sparse,
non-overlapping, and temporally trailing mask impairs the perception of an object
when attention is distributed over a large region.
We investigated whether different types of groupings can affect masking strength.
We find that collinear grouping produced less masking, but containment grouping
produced more. This result is in contradiction of a theory about OSM which predicts
that grouping should increase masking strength. Our results suggests that there is a
complex relationship between grouping and OSM.
We speculate a potential link between the statistical model of the periphery to
OSM, and suggest a future line of research to investigate its merit.
All the work presented in this chapter is research I conducted by myself under the
primary supervision of Ruth Rosenholtz and occasional discussions with Benjamin
Balas.
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Figure 7-1: Object Substitution Masking
7.2 OSM
Object Substitution Masking refers to the phenomena in which perception of an object
is impaired by a non-overlapping, temporally trailing mask. Figure 7-1 illustrates the
phenomena. Subjects are asked to identify what shape was surrounded by the four
dot mask. In the case when the object disappears at the same time as the four dots,
subjects are easily able to report the identity of the indicated object. Intriguingly, if
the four dots remain visible after the object has disappeared, identifying the object
is very difficult, and some subjects report that the object was never there [12].
Figure 7-2: Each box represents a different hypothesis. The stimuli on display activate
various hypotheses about what object is present at a given location. These hypotheses
have temporal inertia in order to be robust to noise, and their strengths slowly degrade
in time. [28]
Enns and Di Lollo identify a few conditions for producing this effect [12]. (1)
Attention should be distributed over a large region by, for example, having many
objects on screen. (2) a sparse mask. (3) the mask remains on screen after the objects
are no longer visible. The timing of each stage in the standard OSM experiment affects
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the amount of masking observed in a complex manner [15].
Expanding on their earlier work, Di Lollo, Enns and Rensink later proposed a
theory for what is going on. They suggested that the stimulus activated a number of
possible hypotheses in parallel. Figure 7-2 shows an example of possible hypotheses of
the stimuli. Each hypothesis' activation strength depends on how well the appearance
of the stimuli matches up with hypothesis' expectation of its appearance [28].
When the objects disappear, the activation signals slowly degrade over time. In the
simultaneous offset case, where everything disappears at the same time, all hypothe-
ses' strengths degrade over time, and so it is possible to still pick out the maximum
of the competing hypotheses. Performance is still good because people can remember
what was there.
However, in the delayed offset situation, all hypotheses' activation signals degrade
except for the hypothesis that only a mask was present at that location all along. That
hypothesis of only the mask being present does not decay due to longer exposure of
the mask. Subjects' performance in this case deteriorates. Many report only seeing
the mask and cannot recall the original shape.
Later work on OSM suggests other rules for how it works. Moore and Lleras show
that when mask and target are grouped by color or motion, the resulting masking
effect is stronger. They hypothesize that when the mask and target are within the
same "object file", the trailing mask "overwrites" the file so only the mask is easily
remembered. When mask and target are not grouped, there are two "object files",
so the mask only overwrites itself [32].
If this hypothesis about how OSM is affected by the interaction of grouping and
"object files" is true, then all types of groupings are equivalent and will affect OSM
in the same manner. Masking should occur for many kinds of groupings, and not
only color and motion. However, it is unclear whether this observation that grouping
leads to more masking holds for all types of grouping. Further, there is reason to
suspect that different types of groupings will behave differently. In our statistical
model, not all types of groupings are alike. Grouping by containment, for example, is
more visually complex then grouping by collinearity. Our statistical model represents
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collinear groupings more faithfully than it does containment groupings. We inves-
tigated how collinearity and containment grouping between target and mask affects
masking strength.
7.3 Experiment 1: Collinearity Grouping
Twelve subjects participated in this experiment after giving informed written consent.
They received monetary compensation for participation. All subjects reported normal
or corrected-to-normal vision.
7.3.1 Method
I I
I I 0 I I
I I
Figure 7-3: A trial where the mask was collinear with the target.
Stimuli were presented on a 40 cm x 28 cm monitor, with subjects seated 75 cm
away in a dark room. We ran our experiments in MATLAB, using the Psychophysics
Toolbox [5]. Subjects were presented with a ring of eight items. The ring had a
radius of 9 degrees v.a., and each item was 1.4 degrees v.a. by 1.4 degrees v.a.. The
target was cued by a four-dot mask. Subjects had to report the orientation of the
target. The target could either be a pair of horizontal or vertical lines. These lines
were either collinear with the mask as in Figure 7-3 or not collinear as in Figure 7-4
122
a *
II|
Figure 7-4: A trial where the mask was not collinear with the target
by rotating the mask by 45 degrees. Subjects finished 256 trials with factors Target
Horizontal. Target Vertical X Mask Collinear, Mask Non-Collinear X Delayed offset,
Simultaneous offset) equally and randomly distributed in the trials. Target location
was randomized.
The order and timing of the events are as follows: Subjects view a fixation cross
for 500ms, followed by presentation of the ring of 8 objects with a four dot mask
around one of the randomly selected objects for 30 ms, after which either everything
disappears (the simultaneous offset case) or only the four dot mask remains for 320
ms (delayed offset case).
7.3.2 Results
We look at the masking effect (percent correct simultaneous delay - percent correct
delayed offset), a commonly used measure of the amount of masking in OSM tasks
[32]. Collinearity significantly (p = .0002) relieved masking, with a masking effect of
8.07 percent (93.53 percent minus 83.46 percent) for the collinear mask, and 17.45
percent (91.01 percent minus 73.57 percent) for the diamond mask.
Collinearity is often a strong grouping cue, and so when target and mask were
arranged collinearly, they formed a stronger group than when target and mask were
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not arranged collinearly. We find that when the items were grouped collinearly, the
masking effect was relieved compared to when the items were not grouped. This
result contradicts the prediction made by the "object file" account that grouping
should always produce stronger masking effects.
7.4 Experiment 2: Containment Grouping
7.4.1 Subjects
Twelve subjects participated in this experiment after giving informed written consent.
They received monetary compensation for participation. All subjects reported normal
or corrected-to-normal vision.
7.4.2 Method
Like in Experiment 1, stimuli were presented on a 40 cm x 28 cm monitor, with
subjects seated 75 cm away in a dark room. We ran our experiments in MATLAB,
using the Psychophysics Toolbox [5]. Subjects were presented with a ring of eight
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Figure 7-5:
stimuli. In
Figure 7-6: A trial where the mask was inside the target.
items. The ring had a radius of 9 degrees v.a., and each item was 1.4 degrees v.a. by
1.4 degrees v.a.. The target was cued by a four-dot mask that could either appear
inside or outside a target item. Subjects had to report whether target was wavy
or spiky, in cases where the mask was inside (Figure 7-6 )or outside (Figure 7-7) the
shape. Subjects completed 256 trials with factors Target Wavy, Target Spiky X Mask
Inside, Mask Outside X Delayed offset, Simultaneous offset) equally and randomly
distributed in the trials. Target location was randomized.
The order and timing of the events are the same as in Experiment 1. Subjects
view a fixation cross for 500ms, followed by presentation of the ring of 8 objects with
a four dot mask around one of the randomly selected objects for 30 ms, after which
either everything disappears (the simultaneous offset case) or only the four dot mask
remains for 320 ms (delayed offset case).
7.4.3 Results
We find that masking effect was significantly (p=.0419) stronger when the mask was
inside, 18.36percent (85.29 percent minus 66.93 percent), compared to outside, 11.85
percent (72.40 percent minus 60.55 percent).
Grouping is stronger when an object encircles another object, as opposed to when
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0Figure 7-7: A trial where the mask was outside the target
a sparse set of dots are located outside another object. We found that in the strong
grouping condition (when the shape encircled or contained the mask), the masking
effect was stronger. In this case, grouping did produce a stronger OSM masking effect.
7.5 Discussion
Interestingly, grouping by collinearity produced less masking effect, while grouping
by containment produced a stronger masking effect. This suggests that the strength
of grouping between target and mask does not directly predict the magnitude of
the masking effect. We speculate that there could be an explanation of this effect,
based on a space-time version of the peripheral model we have been presenting in this
thesis. There are many other temporal peripheral illusions that some have attributed
to temporal crowding [46].
In addition, Holcombe has listed several instances where the speed at which stimuli
changes affects what information one is able to report [18]. For example, when green
dots move left then change color to red and move right, the rate at which the stimuli
is presented affects performance in identifying which color was associated with left
or right motion, yet people are able report that they perceived left and right motion
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Figure 7-8: OSM impairs performance more when the four dots are inside the target
item, indicating that containment grouping produce more masking.
as well as seeing green and red dots. It was only the conjunction of direction of
motion as well as the color that proved difficult to report, which seem analogous to
the difficulty in reporting color and orientation conjunctions that was discussed in
Chapter 3. This suggests a link to temporal crowding.
McDermott and Simoncelli have used a temporal version of the Portilla-Simoncelli
statistics to represent audio perception [31]. However, it remains to be seen whether
the statistical encoding presented in this thesis can be generalized to include space
and time. One simple method of extending the model towards that goal is to consider
placing ellipsoidal pooling regions that pool visual information over space and time,
and whose size increases both with distance from fovea, and with time in a three
dimensional block of video.
OSM affects peripherally displayed stimuli more than foveally displayed items [12].
That observation seems to indicate that OSM is a promising area for research to see
whether the ambiguities in peripheral representations also underlie some aspects of
OSM. With a space-time version of the model, we could test this hypothesis. If space-
time statistics underlie OSM, the model should have more ambiguities in representing
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a video clip of object+mask followed by mask, compared to that of a video clip of
object+mask followed by nothing. In this situation, the model must also be able to
explain why the timing matters greatly in producing this phenomena.
One observation that may explain why "collinearity" relieved masking is that
grouping by collinearity is special in that it is easily represented by correlations,
while containment is not. It is possible that collinearity is inherently more easily rep-
resented by statistics, while containment is not. Perhaps the difficulty in representing
a stimulus also plays a role in object substitution masking.
7.6 Conclusion
In conclusion, we have shown that an "object file" account of Object Substitu-
tion Masking is complicated by the results presented in this chapter. Grouping
by collinearity produced less masking, but grouping by containment produced more
masking effect.
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Chapter 8
Applications and Conclusions
8.1 Outline
In this chapter, we apply the peripheral vision model to gain insight into user interface
design, perception of mazes, and classic visual cognition tasks. We suggest some lines
of future work for applying the statistical model of the periphery developed in this
thesis. We argue that the model can help inform designers about how to modify a
user interface design in order to improve user experience. We also show some work
in progress regarding maze perception and classic visual cognition puzzles.
We discuss the relationship of the work presented in this thesis to some computer
vision methods used to represent objects and scenes with local feature descriptors.
The pros and cons of using this statistical model for general computer vision algo-
rithms are evaluated. Some ideas for future work are presented as well.
Finally, we conclude with a summary of the contributions made in this thesis.
The preliminary work presented in this chapter is the result of applying the work
on visualizing statistical information that was presented in Chapter 3. This work was
done in collaboration with Ruth Rosenholtz and Benjamin Balas.
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8.2 Efficient User Interactions
At any given instant, much of a display appears in a user's peripheral vision. Based
on the information available in the periphery, the user moves their eyes, scanning
the display for items of interest, and piecing together a coherent view of the display.
Much of this processing happens unconsciously.
We argue that an understanding of what types of information the periphery is
capable of representing well can help design better information visualizations and
user interfaces by making important information comprehensible at a glance. The
statistical encoding has some implications for what type of information is available
to a user in the periphery.
Some of these implications may be expressed in general rules of thumb. For
instance, users are able to perceive some low-level idea of what shapes are present,
but details on position and phase information are likely to be incorrect. Text is
difficult to read in the periphery, and designers should not expect users to be able
to read peripheral text in general. More cognitive effort is required to comprehend
visually complicated parts of a display.
Beyond those rules of thumb, we can visualize the information available in the
periphery, as discussed in Chapter 3, to answer specific questions a display. For
example, we might want to know whether a driver will be able to tell whether he
needs to turn left very shortly with only one look at the GPS. What information can
a user comprehend in one glance at a map?
8.2.1 Analysis of some designs
Figure 8-1 shows an image of (a) a GPS unit, and (b) the information contained in
the periphery should one be fixating on the car. Most of the text is not readable.
The general layout of streets seems preserved in the statistics, though some details
are incorrect. In this case, it seems that the model predicts that people will be able
to tell that a turn is coming up.
What can a designer expect someone to notice while looking at a location on a
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(a) Original (b) Synthesized
Figure 8-1: (a) What can people tell about the GPS display? (b) Visualization of
information available in the periphery, fixating on the car.
(a) Original (b) Synthesized
Figure 8-2: (a) The New York city subway map (b) Visualization of information
available in the periphery while fixating on "city hall".
map? Figure 8-2 shows (a) the typical map of the New York subway system, and (b)
the information in the periphery if the model fixates on "city hall". The large land
mass' shape is roughly preserved in the visualization, but many details about where
lines connect and travel get messed up. When using a more stylized version of the
subway map in Figure 8-3 (a), the visualization of peripheral information in (b), also
fixated on "city hall", shows that most of the lines are preserved well. In both styles,
text is mostly unreadable in the periphery.
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(a) Original (b) Synthesized
Figure 8-3: (a) Stylized New York city subway map (b) Visualization of information
available in the periphery while fixating on "city hall".
8.2.2 Future Work
These syntheses indicate potential for a fully developed tool to aid visual designers.
Studies are required to test its efficacy in aiding designers, and improvements in the
algorithm's efficiency is needed for it to be useful to designers who will not want to
wait many hours to see the results of the algorithm.
8.3 Mazes
Once again, we repeat the theme of this thesis. If the peripheral visual system allows
ambiguities on complex stimuli, we should expect to see performance limited by the
information contained in the periphery. Two particular situations we examine here
are how easily one can solve a maze, or whether one can determine if two dots are on
the same line or not.
In Figure 8-4, a relatively simple maze is shown. The information in the periphery,
shown in (b), essentially exhibits a clear path from the start to the exit with little
ambiguity. This probably means that one can solve the maze without many additional
fixations, and so the maze is easy.
In Figure 8-5, the maze is more complex. The visualization of the information
in the periphery shows many ambiguities arise just a short distance away from the
fixation point. This then requires one to make many fixations to find out where a
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(a) Original (b) Synthesized
Figure 8-4: (a) This maze is trivial to solve (b) Visualizing the statistics shows that
one can easily find a path from the start to the end without needing to move the
fixation
path leads, making this a more difficult puzzle to solve.
8.3.1 Future Work
This is some preliminary evidence that the peripheral information limitations underlie
how difficult some maze tasks are. Additional work is being conducted by Benjamin
Balas, exploring how the statistics of mazes are affected by changing the thickness of
the walls and why the layout of the pooling regions predict why stretching the image
in one direction will hamper performance, but enlarging the image while maintaining
its aspect ratio will not cause much difference in performance.
8.4 Summary of Contributions
This thesis extends previous work on a statistical model of the peripheral visual
system. If the periphery loses the information this model suggests, then we should
see evidence of it in tasks that use peripheral vision.
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Show Amy the way to her tricyde. -
(a) Original (b) Synthesized
Figure 8-5: (a) This maze is more difficult to solve (b) Visualizing the statistics shows
that one needs to make more fixations to figure out where a path leads.
This thesis shows that many classic visual search results can be explained by
the ambiguities in representing peripheral stimuli. Beyond showing the correlation
of search results and the discriminability of the statistical representations [44], this
thesis also proposes a quantitative model of visual search that tries to estimate the
average number of fixations needed to find a target. We show that it is possible to
construct such a model to fit human performance in visual search.
Next, this thesis shows that the Pinna-Gregory illusion is predicted by the am-
biguities in the statistical representation of peripheral vision. In particular we show
how item width and polarity affect the perceived illusory strength of several modi-
fications of the basic illusion. We also show that a visualization of the information
contained in the periphery exhibits many qualities present in the illusory percepts.
The thesis also describes work in showing that a phenomenon known as Object
Substitution Masking (OSM) has different effects when grouping by collinearity than
when grouping by containment. This result is in contradiction of some work in the
field which predicts that OSM should behave in the same way to all kinds of grouping.
We also suggest a future line of research in which a spatio-temporal version of the
peripheral model might underlie OSM as well.
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Appendix
Images Used In Mechanical Turk
Experiment
A.1 Gold Standard Dataset
Figure A-1: Two-Lines Intertwining Illusion
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A
Figure A-2: Concentric Circles Alternating Polarity of Rings
Figure A-3: Dots in Concentric Circles Alternating Polarity of Rings
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Figure A-4: Concentric White Circles
Figure A-5: Concentric White Dots in Circles
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Figure A-6: Concentric Circles With Black Lines
Figure A-7: Concentric Circles With White Lines
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Figure A-8: Concentric Circles With White Lines 2
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A.2 Color and Polarity
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-9: Unmodified Illusions
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-10: Alternating Polarity in Color
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(a) Intertwining Illusion
Figure A-11: Alternating Polarity with Multiple Colors
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-12: Alternating Polarity with Multiple Colors, Randomized Slightly
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(b) Spiraling Illusion
(a) Intertwining Illusion
Figure A-13: Alternating Polarity of Rings
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-14: Positive Polarity in One Tone
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(b) Spiraling Illusion
(a) Intertwining Illusion
Figure A-15: Positive Polarity in Two Tones
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-16: Positive Polarity in Two Colors
143
(b) Spiraling Illusion
A.3 Square Width
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-17: Width 0.5
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-18: Width 1.0
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(a) Intertwining Illusion
Figure A-19: Width 1.5
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-20: Width 2.0
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(b) Spiraling Illusion
(a) Intertwining Illusion
Figure A-21: Width 2.5
(a) Intertwining Illusion (b) Spiraling Illusion
Figure A-22: Width 3.0
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(b) Spiraling Illusion
A.4 Shape of Elements
(a) Intertwining (b) Spiraling
Figure A-23: Squares (Unmodified Illusion)
(a) Intertwining (b) Spiraling
Figure A-24: One Line
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(a) Intertwining (b) Spiraling
Figure A-25: Two Lines
(a) Intertwining (b) Spiraling
Figure A-26: Three Lines
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(a) Intertwining
Figure A-27: Three Lines, Middle Line Opposite Polarity
(a) Intertwining (b) Spiraling
Figure A-28: Double Triangle 1
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(b) Spiraling
(a) Intertwining (b) Spiraling
Figure A-29: Double Triangle 2
A.5 Tilt of Squares
(a) Intertwining (b) Spiraling
Figure A-30: Tilted 50
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(a) Intertwining
Figure A-31: Tilted 100
(a) Intertwining (b) Spiraling
Figure A-32: Tilted 150
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(b) Spiraling
(a) Intertwining (b) Spiraling
Figure A-33: Tilted 20'
(a) Intertwining (b) Spiraling
Figure A-34: Tilted 250
152
(a) Intertwining (b) Spiraling
Figure A-35: Tilted 300
(a) Intertwining (b) Spiraling
Figure A-36: Tilted 350
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I
(a) Intertwining (b) Spiraling
Figure A-37: Tilted 400
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Appendix B
Illusory Patch Statistics
B.1 Patches from Illusion
Figures B-2 and B-4 show, respectively, visualizations of statistics taken from the
images in Figures B-1 and B-3.
Figure B-1: Two-Lines Spiral Tilt: Black-White
155
Width: 5
I.
7U , 9
3,
11
UUU
13
U
I.
Figure B-2: Visualization of the statistics from Figure B-1. Each column corresponds
to a different autocorrelation width window. Larger windows will collect more spatial
information. The different rows correspond to different randomly generated seeds.
Figure B-3: Two-Lines Spiral Tilt: White
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7 9 11
Figure B-4: Visualization of the statistics from the Figure B-3. Each column corre-
sponds to a different autocorrelation width window. Larger windows will collect more
spatial information. The different rows correspond to different randomly generated
seeds.
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