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POWER SERIES SOLUTIONS TO ORDINARY DIFFERENTIAL EQUATIONS 
John David LaGrange May 2001 54 Pages 
Directed by: Daniel C. Biles 
Department of Mathematics Western Kentucky University 
In this thesis, the reader will be made aware of methods for finding power 
series solutions to ordinary differential equations. In the case that a solution to a 
differential equation may not be expressed in terms of elementary functions, it is 
practical to obtain a solution in the form of an infinite series, since many differential 
equations which yield such a solution model an actual physical situation. 
In this thesis, we introduce conditions that guarantee existence and 
uniqueness of analytic solutions, both in the linear and nonlinear case. 
Several methods for obtaining analytic solutions are introduced as well. For the 
sake of pure mathematics, and particularly in the applications involving these 
differential equations, it is useful to find a radius of convergence for a power series 
solution. For these reasons, several methods for finding a radius of convergence 
are given. We will prove all results in this thesis. 
V 
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Chapter 1 
Introduction 
Differential equations often possess solutions expressible in terms of elementary 
functions such as polynomials, exponentials, sines, and cosines. There are many 
methods existing for finding such solutions. For example, the linear, first-order 
differential equation y' = t is easily solved by way of "separation of variables." 
This method yields the family of elementary solutions y = cx, c an arbitrary 
constant. Although the ability to apply such a parsimonious method is desirable, 
we are not always so fortunate. Many important equations arise that do not have 
solutions that can be so easily expressed. When differential equations do not have 
elementary solutions, they can often be solved by means of a power series. 
Nagle and Saff credit a German astrophysicist from the early 1900's, Robert 
Emden, for encountering the following problem: 
"Determine the first point on the positive x-axis where the solution to the initial 
value problem 
xy"(x) + 2 y ' ( x ) + x y ( x ) = 0, >(0) = 1, y'(0) = 0 
is zero" ([7], p. 403). 
This problem models a physical situation, suggesting that there exists an 
analytic solution. However, because of the variable coefficients, standard methods 
for constructing solutions in terms of elementary functions may not apply. This 
problem illustrates our need for methods of obtaining solutions expressible as an 
infinite series. 
7 
In this thesis, we will first cover topics relative to power series solutions to linear 
differential equations. Among these topics are questions of existence and 
uniqueness of solutions. Another important topic covered is finding a lower bound 
for the radius of convergence. In any application, it would be useful to know where 
a solution will converge. 
More research is devoted to nonlinear differential equations, as there are many 
unanswered questions in this case. Therefore, the bulk of this thesis deals with 
power series solutions in the nonlinear case. We will introduce methods for 
obtaining these solutions. From there, we attempt to answer questions dealing with 
existence and uniqueness of solutions. Also, several methods for finding a radius of 
convergence will be introduced. We will support our theory with several examples in 
each case. 
Before we introduce the theory involving differential equations, we will first recall 
a theorem that will illustrate a general property of the type of solution with which we 
are concerned. 
Theorem 1.1: Let 
co 
J ] CnX'1 
n=0 
be a power series that converges for x = x0 and diverges for x = xi. Then 
i.) the series converges absolutely for |x| < |*0|; and 
ii.) the series diverges for \x\ > |xi|. 
8 
If a differential equation yields a power series solution, this theorem is of some 
use in that, if we can find an x0 which makes the series converge, then |x0| maybe 
regarded as a lower bound for the radius of convergence. When dealing with linear 
differential equations, we can find a lower bound for the radius of convergence of 
any solution, without even finding a solution! We justify this statement in Theorem 
2.1. 
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Chapter 2 
Power Series Solutions for Linear Differential Equations 
For differential equations with variable coefficients, it is sometimes useful to find 
a convergent power series solution. 
Theorem2.1: Let t0 be a real number, and suppose the coefficients ai,...,an in 
L{y) = j ( n ) + + ... + an(t)y have convergent power series expansions in 
powers of t-to on an interval \t-10\ < R , R > 0. Then if a\,... ,an are any n constants, 
there exists a solution cp to the problem L(y) = 0, y(t0) = ai,... = an with a 
power series expansion 
CO 
<p(t) = ^cn(t-to)n, 
n=0 
with a radius of convergence of at least R about t0. 
We will use methods from [2, p. 132-136], [3, p.138-142], and [9, p.280-282] to 
prove this theorem for the homogeneous case of a linear, second-order differential 
equation where t0 = 0. (Note that t0 = 0 covers every case since, for solutions about 
xo = a, the transformation t = x-a can be performed.) Thus, we consider 
y"+p(t)y' + q(t)y = 0. (1) 
Proof. We know that p and q have the convergent power series representations 
oo co 
p(t) = ^pktk, <7(0 = (2) 
k=0 
Now, if there is a solution q> that is analytic in some neighborhood about to = 0, 
we can write 
10 
cp{t) = Y,Cktk, <p'(t) = (p"(t) = J^ckk(k-l)tk~2. (3) 
k=0 k=l k=2 
Substituting (2) and (3) into (1), 
q>"(t)+p(t)q>\t) + q(f)q>{t) = 0 
oo oo co oo 
k=2 k=0 k=\ k=0 k=0 
Shifting indices, we obtain 
co 
J ] cn+2{n + 2){n + l)/'1 + J^pnt" • XI + W + £ ' £ = 
tt=0 72=0 n=0 
CO 00 CO 00 
=> XCn+2(n + 2)(n+ 1)?" + [Oo +p\t + p2t2 + ...) • (a + 2c2t + 3c3t2 + ...)] 
n=0 
+ [(q0 + qit + q2t2 + ...)• (c0 + c\t + c2t2 + ...)J = 0 
co 
=> Xc,1+2(n + 2){n + 1)?" + [cipo + (cipi + 2c2p0)t + {c\p2 + 2c2p\ + 3 c 3 p 0 ) t 2 + ...J 
n=0 
+ [c0<?0 + {c\qo + C0qi)t+ (c2qo + c\q\ + c0q2)tz + ...J = 0 
co co n co n 
=> X C n + 2 ( n + 2 ) ( " + i y i + X [ £ ( m + + X [ £ CmQn-m ] t n = o 
n=0 n=0 m=0 n=0 m=0 
oo n n 
=> X [C'<+2(" + 2 ) ( " + + X ( - + ^Cm+lPn-'n'" + X C"'Ci'^»itn] = 0 n=0 m=0 m=0 
Equating coefficients, we have 
C/l+2(// + 2)(n + 1) + X ) [ ( m + l)cm+\Pn-m + Cmqn-m] = 0 
m=0 
11 
cn+2(n + 2 ){n + 1) = - X ) [ ( m + n-m i CmQn-m J , n = 0,1,... (4) 
ni=0 
Now, since and Y j c U t j a r e convergent, from calculus, l im \pjtj\ = 0 and 
j=0 j=0 co 
l im |gjtJ\ = 0 for all |r|< R. If we fix 0 < r < R, we have |pj|rJ' and \qj\rj bounded by /-•CO 
some M > 0. This fact is not difficult to see since 
l im \pj\rJ = l im \qj\r> = 0 
hm i^ 
implies there exists integers N > 0 and D > 0 such that 
\pj\rj<l ( j > N ) ; \pj\r' < 1 (j > D). 
Now, let M be the largest number among 
\po\, \pi\r, ...,\pN\rN , \qo\, \qi\r, ...,\qD\rD, 1. 
Then \pj\r' < M and \qj\rj < M for j = 0,1,.... So < M - , and \qj\ < 
for j = 0,1,.... 
Now, from (4), we have, for n = 0,1,2,..., 
(n + l)(n + 2)cn+1 = [im + l)cm+ip 
m=0 
< 
- V ) [(m+ l)cm+\pn-m + 
m=0 
< 
m=0 
< X [ ( m + l ) 
m=0 
C/H+l M 
12 
m = 0 
n 
< S [ O + l)ki«+i | + |cHi|]rm + M|c„+i |r, 
m=0 
where the nonnegative term M|c„+i|r added to the right side only increases this 
side of the inequality. 
We define 
= |c0| and = |ci| 
and for « > 2 by 
n 
(n + l ) (n + 2)^,+2 = ^ [ ( m + + + ^ 
m=0 
Now, comparing this with 
n 
(n + 1 )(/z + 2)cn+2 < ^ 2 + 1)IC"I+11 + + M l c ' , + 1 l r ' 
m=0 
we claim 0 < |c*| < A: = 0,1,... 
Proof of claim: By definition, we know that |c0 | < and |a | < So we assume 
\cn\<%n for n = 0, l,...,n0, where n0 e {1,2,....}. For n = n0 - 1 , we have 
n0-l 
+ cmq„0-i-m] 
;/i=0 
and 
n o - l 
n0(«o + l)£no+i = £ + + + 
m=0 
So 
13 
|c«o+i| = 
" 0 - 1 
C m+\P iiQ-l-m + cmqno-\-m] 
m=0 
no(no + 1) 
n0-l 
< m=0 
«o(«o + 1) 
«0-l 
E [("»+ 1) h + 1 • T ^ r I + • \Yl + M^or 
< m=0 
no(«o + 1) 
< 
«0-l 
M m=o , M%„0r , + ; ~ = Sno+l-
r«0-l no(no + 1) no(no + 1) 
So |c„0+i| < 1. Therefore, by induction, 0 < \ck\ < £,k , k = 0,1,.... 
Now, if converges in \t\ < R, then, by the comparison test, ^cntn also 
n=0 n=0 
converges in \t\ < i?, which is the desired result. 
We will show converges by first replacing n in (5) by (« - 1) so that 
n = 0 
n-1 
(w + 1X„+i = -M- J ] [(m + l)6n+i + + M^nr. (6) 
m=0 
And from (5), 
M_ 
r
r X [(m + l)£«.+i + = (n + l ) (n + 2 ) ^ + 2 - Ml; n+\r. 
m=0 
On the other hand, we have (where (6) gives the second equality) 
M 
r> 
n-1 
m=0 m=0 
+ M(n+ !)£„+! + M£,n 
14 
= -jr(n + 1 K » + I - M£„ + M(n + l)£n + i + M$n (7) 
Combining (5) and (7), we have 
(n + 2)(n+ 1) £„+2 -M£n+\r = -f (« + l)«£n+i + M(n + l)£„+i . 
So, 
<g„+2 _ Mr + 4-Qz+ l )n + M(rc + 1) = Mr2 + (n+l)n + Mr{n + 1) 
kn+\ ~ ( « + l ) ( n + 2) ~ r ( « + l ) ( « + 2) 
oo 
Now, since l im = - f , the ratio test shows that Yj^nt'1 converges in < r. 
n=0 
Since r is an arbitrary element of (0,/?), this implies that the series converges for 
|f| < R. 
Thus it has been established that a differential equation of the form 
y"+p(t)y'+q(t)y = 0, 
where p and q have power series expansions about t = 0 and converge in \t\ < R, 
has a solution q> to the problem j (0 ) = a i , / ( 0 ) = a2 where q> has a power 
series representation with a radius of convergence of at least R. Having shown this 
statement to be true, there are still other questions to be raised. Can one say 
anything about the exact radius of convergence? The previous theorem provides a 
lower bound for the radius of convergence, but does not eliminate the possibility that 
it could be larger. For example, consider the linear, homogeneous, second-order 
differential equation 
i — t I -
15 
Since - 1 and 1 are singular points, p and q have series expansions which 
converge for |r| < 1 when expanding about t = 0. We will now find a solution to this 
differential equation whose radius of convergence exceeds 1. 
We first rewrite the equation; 
(1 -t2)y" -ty' +y = Q. 
Since p and q are analytic at t = 0, 
co oo co 
cp(t) = ^ c k t k , q>\t) = J^ckktk~\ q>"{t) = YJCkk{k-l)tk~2. 
k=0 k= 1 /t=2 
Substituting, 
co co co 
(l-t2)^ckk(k-iy~2 - tY,Ckktk~l + J^Cktk = 0 
k=2 k= 1 k=Q 
co 00 oo co 
X ) c k k ( k - v** '2 - 2 c k k ( k - ^ - 2 c k k f k + 2 C k f k = 
4=2 4=2 k= 1 fc=0 
Shifting indices, 
oo co co co 
2 + ! ) («+2 )? " - 2 - w - 2 + 2 C n f l = 0 
«=0 n=2 ;i=l «=0 
QO 
=> (co + 2c2) + 6c3? + [c„+2(n + 1 ){n + 2) - c„n(n - 1) - c„n + cn]tn = 0. 
n=2 
So, co + 2c2 = 0 => c2 = —y- , 6C3 = 0 => <?3 = 0 , and 
cn+2(n + l)(n + 2) - c„(ra(« - 1) + n - l ) = 0 
_ cn{n2 - 1) _ cn(n- 1) 9 
(« + 1 )(n + 2) n + 2 
So 
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ca = —i-co 
C5 = 0 
Then cp{t) = c 0 ( l - j;t2 - + ...) + cxt. 
This is a general solution composed by two linearly independent solutions. So c\t 
is, itself, a solution. Further, since c\t is a polynomial, it can be thought of as a 
power series with an infinite radius of convergence, supporting the notion that the 
nearest singular point gives only a lower bound for the radius of convergence of a 
power series solution. 
Use of the nearest singular point is of some worth since having a lower bound is 
stronger than not knowing anything about the radius of convergence. However, for 
particular types of differential equations, there is a method that has been proven to 
give an exact value. 
Recall, from calculus, that the ratio test gives an exact value for the radius of 
convergence (when it can be applied). This property justifies the method of which we 
speak. We now introduce a slightly more general version of a theorem from [4], 
co 
Theorem 2.2: Suppose that q>(t) = E cn{t - t0)n represents the general solution 
n=o 
to the second-order linear differential equation 
L{y) = 0. 
Assume that the method used in the proof of theorem 2.1 yields a recurrence 
17 
relation of the form 
Cn+p = f(n)Cn 
where / is a rational function for some positive integer p. From elementary facts it 
follows that cp can be represented as the linear combination of two linearly 
independent power series solutions 
co 
J ] < W f - f o ) p * + i ' ' , i = 1 , 2 , 
fc=o 
where si, s2 are distinct elements of the set {0,1 ,...,p - 1}. For each i = 1,2 , we 
have one of the following: 
C a s e l : Suppose there exists some £=1,2 , . . . such that cpk+Sl. = 0. Then, the 
corresponding power series solution is a polynomial, hence the radius of 
convergence is oo. 
Case 2: Otherwise, we have one of the following: 
a. If 
\im\f(pk + s,') I * 0 , k-* oo 
then the radius of convergence is 
[ l im| / (n ) | ] ^ . 
b. If 
]im\f(pk +
 S i ) \ = 0, k-Ko 
then the radius of convergence is oo. 
(Note that the case 
lim|/(£>& + = co 
18 
cannot occur, since the proof below would yield 0 as the radius of convergence, 
which is a contradiction to theorem 2.1.) 
Proof. Case 1: 
Suppose there exists some k = 1,2,... such that cpk+Si = 0, say 
k = k0. Then 
£>(*o+l)+.v; = cpk0+s.+p = Kpk0 + sd Cpko+Si = fipko + Si) (0) = 0. 
Hence, by the principle of induction, every coefficient c„ such that n > pk0 + s, is 
0. So the corresponding power series solution is a polynomial. Hence, the radius 
of convergence is a>. 
Case 2a: 
Fixing i, using the ratio test, the limit of the absolute value of the 
ratio of successive terms is represented by 
where fp = limlf(pk) + 5,1 ^ o. k~* oo 
Note that this limit will exist since / is a rational function. And, from the ratio 
test, the series converges when fp\t-t0\p < I or • Therefore, the series 
cj jp 
L 
converges when 11 - < fP '' • The proof for Case (2b) follows from the proof 
of Case (2a). Note that if 
\\m\f(pk +
 Sl)\ = 0, 
then 
19 
\im[\f{pk + si)\\t-to\p] = 0 < 1 k-*co 
for any choice of t. Therefore, the radius of convergence is co. 
Again, consider the differential equation 
It was shown earlier that the general solution is 
<p{t) = c 0 ( l - j t 2 - j t 4 + ...) + at 
and 
Then letting 5 = 0 (which corresponds to 1 - y?2 - y f 4 + ...) and applying Case (2a) 
[ l i m ^ ) | ] " f = [ l i m | f { 2 k ) \ ] ^ = [ l im 
K-+ 00 AT-+O0 K-* CO 
However, if we consider the solution ci?, we see that, since c„ = 0 for n > 2, we 
must apply Case 1, and obtain co for the radius of convergence. 
Relative to the method which uses the nearest singular point, Theorem 2.2 is 
obviously a stronger method for determining the radius of convergence. However, 
the application of Theorem 2.2 is limited to those recurrence relations which are of 
two terms. There are particular forms of homogeneous, linear, second-order 
differential equations that always yield two-term recurrence relations. 
Theorem 2.3 A homogeneous, linear, second order differential equation will 
yield a recurrence relation of the form 
2k - 1 
2k+ 2 r
y
 = i . 
20 
- X [ ( m + l)Cm+lPn-/« + Cmqn-m] 
{n+ l ) (n + 2) = ^ 7 t t t ^ /i = 0,1,. 
This recurrence relation is of two terms if and only if 
ii 
~ I ] [im + l)Cm+\Pn-m + Cmqn-m] 
m=0 
= f{n + s)cn+s for some integer s < i. (n + l )(n + 2) 
The proof of this theorem follows from (4) in the proof of Theorem 2.1. 
At first glance, this theorem appears redundant. However, its usefulness is 
evident in the following corollary: 
Corollary 2.1: Any differential equation of the form y" + try + tr~ly = 0, where r 
is a positive integer, will yield a two-term recurrence relation. 
Proof. Obviously, p and q are analytic at t = 0, and so 
oo 
P ® = J^P"1'1 = f 
n=0 
implies pr = 1 and pn = 0 for all n ± r. Similarly, 
co 
q(t) = = f~l 
n=0 
implies qr-1 = 1 and qn = 0 for all n * r- 1. Now, 
Pn-m = Pr = > fl~ m = T = > 111 = 11 — r 
and 
qn-m = qr-1 => n - m = r - 1 => m = n - r + 1. 
Substituting, 
21 
n-m + cmqn-m] 
m=0 
Cn+2 = (n+ l ) (n + 2) 
= ~r + 1 n-r+lPr + Cn-r+\qr-l\ 
C
'
l+2
 (n + l)(n + 2) 
= -[(» ~r+ l)cn-r+\ + c,w+ i j 
C
'
i+2
 (n + l ) (n + 2) 
_ - p i - r + 2) 
Cn+2 / , \ , Cn-r+\ (.n + 1 ){n + 2) 
=> Cn+2 = f(n)Cn-r+\. 
Corollary 2.2: Any differential equation of the form 
(r + /m)y" + t'"-ly' + t"l~2y = 0, r e Z - {0}, m > 2, m e Z, 
will yield a two term recurrence relation. 
The proof is similar to the proof of Corollary 2.1. 
Thus far, our discussion has focused on conditions that guarantee the 
existence of power series solutions to differential equations. However, one should 
note that not all solutions have power series representations. The following 
example, from [8, p. 4-5], illustrates that an initial value problem with a linear 
differential equation may have only non-analytic solutions. 
We consider the piecewise, linear differential equation 
, f ,t * 0 
y =
 1 A A = C [0 ,t = 0 
Note that a unique solution exists. [1, p.67], 
22 
In this example, [8] shows that the solution y is not analytic, meaning that y 
has no power series representation. This analysis is carried out by showing that 
[0 ,t = 0 
is infinitely dif ferentiate, and that all of its derivatives at t = 0 are equal to zero. 
That is, 
S(0) = * ' (0) = g"( 0) = ... = g« (0 ) = ... = 0, 
And since g is infinitely differentiable, it would have the Maclaurin series 
representation 
k=0 
if it were analytic. But for this case, 
g(t) = §(0) + -^g ' (O) + 0) + ... + 0) + ... = 0. 
Therefore g(t) = 0 throughout any interval containing 0, which is a contradiction 
because only #(0) = 0. Therefore, g is not analytic. Hence, the general solution 
for y = g(r), 
y = f g(t)dt + c, J
 o 
which is valid for all t, is not analytic at t = 0 either; that is, y has no power 
series representation. 
The previous example illustrates that a linear differential equation may have a 
23 
unique solution that is not analytic. The next example shows that a linear differential 
equation may have a set of solutions with more than one element - some analytic, 
some not. 
Consider the initial value problem 
3x2y" - Ixy' + ly = 0 y(0) = 0, / ( 0 ) = 0. 
It can be shown that y = c\x^ is a solution for all a e R. In fact, if a = 0, the 
solution is analytic. However, if a * 0, then the solution is not analytic. 
24 
Chapter 3 
Constructing Power Series Solutions of Nonlinear Differential Equations 
We have discussed series of powers of t for the solution cp of the linear, 
second order, homogeneous differential equation. We now move on to the 
nonlinear case. 
Again, we seek a solution of the form 
OO 
(pit) = J^Cnt11. 
n=0 
In the linear case, a direct substitution allowed us to form a recurrence relation given 
that the coefficients of powers of t were zero. A direct substitution in the 
non-linear case will also allow us to determine the coefficients of t by equating 
coefficients of like terms. Hence, we first apply the method of undetermined 
coefficients. 
In the application of this method, we first write / in powers of t and ;y. 
According to Taylor's theorem for an analytic function / , the coefficients amn, for an 
expansion about (0,0), are given by 
1 
mini 
d"1+"f{t,y) 
dt'"dyn r=0 
>-=0 
The inconvenience of this formula is evident, as computing higher order derivatives 
may become tedious. However, it will often be unnecessary to use this formula 
directly. 
Consider y' = .f{t,y) with the initial condition y(0) = 0. With this initial 
25 
condition, the solution series is 
y(t) = 0 + c\t + c2t2 + .... 
Assume, now, that we are able to write 
f(t,y) = a oo + awt + a0iy + anty + a20t2 + a02y2 + .... 
Then / = j{t,y) becomes 
c\ + 2c2t + 3c3t2 + ... = aoo + a\ot + ao\y + a\\ty + a2ot2 + ao2y2 + ••• 
= aoo + a\ot + ao\{c\t + c2t2 + ...) + a\\t(c\t + c2t2 + ...) + a2ot2 + ao2(c\t2 + ...) + .... 
Now, carrying out the multiplication on the right of this equation and equating the 
coefficients, we have 
c\ = aoo, 2ci = a\o + aoici, 3c3 = ao\c2 + a\ici + a2o + ao2c2, .... 
Upon determining the values of these coefficients, substitution into 
(p(t) = C\t + c2t2 + ... 
gives the series solution. 
Example 3.1 
Consider the initial value problem 
y' = 1 +y2 y(0) = 0. 
We seek a solution 
(pit) = CO + C\t + c2t2 + .... 
With the given initial condition, it is clear that c0 = 0. Then y = f(t,y) gives us 
26 
c\ + 2c2t + 3c3r2 + 4c4?3 + 5c5?4 + ... = 1 + (ci / + c2t2 + ...)2 
= 1 + c2?2 + 2cic2?3 + (2c,c3 + cl)tA + .... 
Now, equating coefficients, 
ci = 1, 2c2 = 0, 3c3 = c2, 4c4 = 2cic2 , 5cs = 2c\c3 +c 
1 ? 
= > CI = 1, C2 = 0 , C3 = Y , C 4 = 0 , C$ = > — 
Substituting into <p, we have the solution 
(p(t) = t+ -^t3 + t5 + .... 
Note that we need not restrict this method to differential equations of first order. 
In fact, this method is valid for a differential equation of any order. To illustrate this 
fact we consider an example of the second order non-linear differential equation 
y" = At,y,y'). 
Example 3.2 
Consider the initial value problem 
y" = t2 + yy' + y2 y{ 0 ) = 0 , y ' ( 0 ) = 1. 
Again, we seek a solution 
(p(t) = Co + C\t + c2t2 + .... 
Given the initial conditions, it is clear that c0 = 0 and a = 1. Substituting, we have 
2C2 + 6 c3t + 12 c4t2 + 20 c5t3 + ... 
27 
= t2 + 0 + c2t2 + c3t3 + ...)(1 + 2 C2t + 3 C3t2 + ...) + (t + c2t2 + ...)2 
Carrying out the multiplication on the right and collecting like terms, we have 
2c2 + 6c3t + \2cAt2 + 20cst3 + ... = t + (2 + 3c2)r2 + (4 c3 + 2c^ + 2c2)t3 + .... 
Equating coefficients, we have 
2c2 = 0, 6c3 = 1, 12C4 = 2 + 3C2, 20C5 = 4C3 + + 2C2 
^ C 2 = 0 , C3 = -I-, C4 = | , C 5 = 30"-
Substituting into cp, we have the solution 
<p(0 = t+ -^t3 + + -±rt5 + .... 
D D 3D 
One should note that this method is only as convenient as the ability to write f(t,y) 
as a function in powers of t and y. For example, consider 
y' = cos (t + y). 
The power series representation of / is required in order to apply this method. In 
this case, a method based on Taylor's theorem (which will be introduced 
momentarily) is more convenient. 
Another inconvenience that should be noted is the problem of / being defined by 
large powers of y. For example, substitution into / defined by 1 + y17 would be 
painful as carrying out c0 + c\t + c2t2 + ... to the 17th power would be long and 
tedious. We should note as well that, by computing finitely many terms, we have no 
idea about the radius of convergence of these solutions. 
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We now move on to another method which will provide an alternative to solving 
these differential equations by use of the previous method. 
From Taylor's formula, we know that the solution can be written 
So we have, for y' = f(t,y), 
y'( 0) =/[0,.y(0)] 
y" (0) = mX0) ]+ / , [ 0 ,3<0 ) ] / [ 0 ,X0 ) ] 
Z'(O) = fu [0, y(0)]+2fty [0, )> (0)]/[0, y (0)]+/y>, [0, y (0) ] /2 [0, y (0)] 
Clearly, the existence of all derivatives of / is required for this procedure. 
Example 3.3 [6, p.75] 
Consider the initial value problem 
y'=cos(t + y) y( 0) = 0. 
As we mentioned earlier, use of the method of undetermined coefficients would 
require that we know the power series representation of cosp + y). This is 
unnecessary when using this method. 
Differentiating successively, we have the following derivatives: 
y" = - sinp + y) - sin(/ + 
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y'" = -cos(t + y)-2cos(t + y)^r - cos(t + y)(^-)2 - sin(t + 
y ™ = sm(t +
 y) + 3sm(t + y ) ^ + 3sm(t + y)(^)2-3cos(t + y)^-3cos(t + y ) ^ ^ -
+ sm(t + y ) ( ^ y -sm(t + y)~^-. 
Now, from the initial conditions, we know that t = 0 implies y = 0. Hence, we have 
y(0) = 0, y'(0) = 1, / ' ( 0 ) = 0, / " ( 0) = -4 , y ^ = 0. 
So, from 
1! Zl n\ t" + 
i : z! n: 
we have the solution 
As in the method formerly introduced, this method is not restricted to differential 
equations of first order. 
Example 3.4 
Again, we consider the intial value problem 
y»=f-+yy>+y2 y( 0 ) = 0 , / ( 0 ) = 1. 
From the initial conditions, t = 0 implies y = 0. Then, it is clear that V'(0) = 0. 
Now, differentiating, we have the following: 
in , ( dy \2 , o dy d2y y =2 
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= 2 + 2 ^ ^ f
 + 2 { ^ ) \ 2 y dt dt2 v dt J y 
d2y dy d2y d3y 
+ 
Hence, 
y(0) = 0, y(0) = 1, / ( 0 ) = 0, / " ( 0 ) = 1, y™ = 4, yM = 4. 
So, from Taylor's formula, we have the solution 
6 
which is consistent with the results of the former method. 
From these examples, it is evident that the derivatives of y become more and 
more complicated, the higher the order, thus illustrating the disadvantage of this 
method. Also, by calculating only a finite number of terms, we are unable to say 
anything about the radius of convergence. 
Note that for the general initial condition 
Now, a simple transformation can be made in order to rewrite the initial condition in 
the special form y(0) = 0. 
If we introduce new variables £ and 77 with 
y Oo) = jo, 
we modify the form of the solution to 
y(t) = yo + c\(t -10) + c2(t -10)2 +.... 
c = t - to and rj = y - y0, 
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then we have 
dy _ drj_ 
dt d^ 
and may write 
f(t,y) = M + to,ri+ y o) = T]) 
with the initial condition 77(0) = 0. 
Upon determining the coefficients of the series solution for 
v1 = v&y), 
substituting t-t0 in for and y-yo in for 77 gives the solution for 
y' =My), 
with y(t0) = yo-
At this point, it should be clear that the most efficient method depends on the 
differential equation for which we wish to find a solution. Now that we have the tools 
to find solutions, we wish to introduce conditions that will guarantee existence and 
uniqueness. We will then be left with questions of convergence. For example, if a 
solution exists, will it have a positive radius of convergence? If so, how large is this 
radius? In the linear case, we can answer these questions by way of theorem 2.1. 
In the nonlinear case, we will rely on a procedure based on the "method of 
majorants." This task is more complicated, and will be dealt with in chapter 5. 
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Chapter 4 
Existence and Uniqueness of Analytic Solutions for Nonlinear Differential Equations 
Now that we have some methods for finding solutions to nonlinear differential 
equations, we are left with questions of whether an analytic solution exists, and if so, 
where does it converge. We will consider the existence and uniqueness of an 
analytic solution in this chapter. 
We consider the initial value problem 
W'(z) = F[Z,W(Z)\, W(ZO) = WO, 
with z complex. A solution to this initial value problem satisfies 
w(z) = wo + | F ^ w C s ) ] ^ . 
Zo 
Let T be an operator defined by 
z 
Zo 
For existence, it suffices to show that there is a function w so that T[w]{z) = w(z). 
This theory is known as the "fixed point method." 
Consider the equation w'(z) = F[z,w(z)]. If F is analytic in the dicylinder 
D: \z-zo\<a, | w - w o | < & 
for some a,b > 0 then, since D is closed and bounded, F is bounded, say, by 
some constant M. Likewise, the partial derivative of F with respect to w must 
be bounded. 
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Therefore, for u,v e D, there is a constant k so that 
\F{z,u) - F(z,v)\ < k\u - v|. 
Ultimately, our goal in this chapter is to prove the following theorem. The basic 
outlines of the proofs in this chapter come from [5, p. 9-10, 45-46]. 
Theorem 4.1: Consider the equation 
w'(z) = F[z,w(z)], 
where F is analytic in the dicylinder 
D: \z~zo\<a, \w -wo\<b. 
The equation has a unique analytic solution in the disk 
Do : \z-zo\ < R, 
where R < m i n { a , j } , satisfying the initial condition w(zo) = w0, where M,k 
are as defined above. 
Before proving this theorem, we must obtain certain tools which will be required in 
the development of the proof. Let { x n } be a sequence in a metric space X. Then, 
by definition, x„ converges to x0 if \imd(xo,xn) = 0, where d{a,P) is the distance 
between any pair of points a and (3. 
Definition 4.1: A metric space is complete if all Cauchy sequences converge to 
elements of the space. 
Definition 4.2: Let T : X X be a mapping of a complete metric space into itself. 
We say that this mapping is a contraction if there is a constant k, 
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0 < k < 1, such that d[T(a),T(P)]< kd(a,fi). 
The following theorem (Banach's Theorem) states that there is one point in X which 
will not "move" under T. This theorem will be crucial to the proof of Theorem 4.1. 
Theorem 4.2: If T is a contraction defined on a complete metric space X, then 
there is one and only one fixed point. 
Proof. We begin by arbitrarily choosing xi e X and form its successive 
transformations under T : 
Xn+l = T(xn), ft =1 ,2 , .... 
Since T is a contraction, there is a constant k, 0 < k < 1, with 
d(xm,xm+1) = d[T(xm-\),T(xm)] < kd(xm-\,xin), 
d(Xm- ljXm") = d[T(xm-2),T(xm-1)] < kd(xm-2,xm-\), 
d(x2,x3) = d[T(x\),T(x2)] < kd(x\,x2). 
Then, for any m e N, 
d(xm,xm+i) < kd(xm-\,xm) < k\kd(xm-2,xm-i)\ < ... < k"l~]d{xi,x2). 
Applying the triangle inequality, we have, for any positive integer p, 
d(xm,xni+p) 5: d(xm,xm+\) + d(xm+\,xm+2) + ••• + d(xm+p-\,xm+p) 
< km-1d(xhx2) + k'nd(xux2) + ... + k'"+P~2d(xx,x2) 
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= (km~l + km + ... + km+p-2)d(x
 ux2) 
= km-\\ + k + k2 + ... + kP-l)d(xx,x2) 
1 — K 
Here, k"1'1 (~^:)d(x},x2) can be made as small as we please by choosing m large 
enough. Hence, letting s > 0 be given, there is no e i V so that when n > no, p > 0, 
d(xn,xn+p) < s. Therefore, regardless of how we choose xu {x„} will be Cauchy. 
Then, since X is complete, limx„ exists and belongs to X, say limx„ = x0. 
Since xn+i = T(xn), then 
xo = limx,1+i = limr(x,i). 
But T is continuous. Therefore, limTO,,) = r( l imx„) = T(x0). We have shown 
n-> co n-> oo 
that xo = T(xo), and so it is clear that there exists a fixed point, namely, x0 . 
For uniqueness, now assume that y0 is also a fixed point. Then 
d(xo,yo) = d[nxo),T(yo)] < kd(xo,yo)• 
Then (1 - ^)[<i(x0,yo)]< 0. But k < 1, so d(x0,yo) = 0. Therefore x0 = yo. 
Hence, the fixed point is unique. 
Having established Theorem 4.2, we now have the tools to prove Theorem 4.1. 
proof. Let X be the set of all functions c -»• <?(;.), analytic and bounded in D0 so 
that g(zo) = w0 and suplg(z) - wo\ < b. Note that X is non-empty since g(z) = w0 
belongs to X. Then the composite function z F[z,g(z)] exists and is analytic on 
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Do, and < M for all z e D0. (Analyticity follows from Theorem 1.11.1 of 
[5].) Now, the integral from zo to z of an analytic function is analytic. Therefore, 
z TfeJCz) i s a l s o analytic. Clearly, for any g e X, z with \z-zo\ < R, it 
follows that T[g](z0) = w0 and 
ITfoKz) - wo | = 
Zo 
< MR < b. 
This inequality follows since \F{z,w)\ < M, and R<mm{a,^,j}. 
Then, since the image of T is analytic, and is bounded on Do, we see that T 
maps X into itself. 
Now, from the Lipschitz condition, we have for any g,h e X, z with 
\T[g](z)-T[h](z)\ 
Zo 
< 
Zo 
But from R < min{a, j } , we see that kR < 1. Therefore, T is a contraction. 
Also, X is a complete metric space under the sup norm. 
Now, all of the assumptions of Theorem 4.2 are satisfied, and we conclude that X 
has a unique fixed point under T. Call this fixed point w. We then have that 
7fw](z) = w(z) = wo + | F[s, w(.y)]<is. 
zo 
So w(z) is the unique solution of w'(z) = F[z,w(z)]. 
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We have now established the existence of a unique solution under certain 
assumptions. Theorem 4.1 does not provide a lower bound for the radius of 
convergenceof a solution as well. But an upper bound allows for values that may 
be very small. Therefore, we cannot say anything about the radius of convergence 
at this point. We will introduce methods that yield a lower bound in chapter 5. 
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Chapter 5 
Methods of Determining a Radius of Convergence 
In our discussion of finding a radius of convergence to solutions of these 
nonlinear differential equations, we will introduce a method that will prove to 
be the foundation of our procedure in finding these values. We should first note, 
however, that in some rare cases, a recurrence relation can be found. If so, 
then we may apply the ratio test. 
An illustration of this can be found in [10, p. 99], 
This case is a special one, as we will not always be able to find a recurrence 
relation. For example, the solution to the initial value problem in example 3.1 given 
by 
(p{t) = t+^t3 + rt5 + .... 
has no obvious pattern to yield any recurrence relation. Therefore, we must seek 
other methods. 
In the proof of theorem 2.1, it was shown, by comparison, that the power series 
representation of a solution to a linear differential equation has a radius 
of convergence of at least R. In the "method of majorants," we identify a 
differential equation whose solution has a known radius of convergence 
and use this, by comparison, to give a lower bound on the radius of 
convergence of a power series solution of a given differential equation. 
The methods used in our discussion and general outlines of our 
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proofs in this chapter come from [10, p.109-116] and [5, p. 51-62], 
Definition: Let a function f(z) have the power series representation 
OO 
f { Z ) = J ^ C n Z n 
n=0 
with complex coefficients. 
Let 
00 
8(z) = 
n=0 
be a power series with non-negative coefficients, having a radius of 
convergence R. Then g(z) is a majorant of f(z), symbolized by / « g, 
if \cn\ < for all n. 
Given this condition, it must be the case that the radius of convergence of f(z), 
by comparison, is at least R. This concept extends to functions of several variables 
as well. 
Theorem 5 A Let 
00 00 
F(z, w) = 2 2 c.ikz'wk 
j=0 k=0 
and 
co co 
j=0 k=0 
be analytic functions of (z,w) in the region 
D : \z\ < a, |w| < b 
with 
F(z,w) <c G(z,w). 
Suppose the problem 
W'(z) = G[z,W(z) J, W(0) = 0 
has a solution 
OO 
= J^^nZ"', 
m= 1 
absolutely convergent for |z| < Suppose that 
co 
w(z) = Yu C,„zm 
m= 1 
is a "formal" solution of 
w'(z) = F[z,w(z) J, w(0) = 0. 
Then 
w(z) c W(z). 
Further 
OO 
w(z) = 
m=l 
is absolutely convergent for \z\ < R. 
Note that by "formal," it is meant that the operations to get the form of the 
from the differential equation have been performed without due justification. 
However, if the series is absolutely convergent, the legitimacy of these steps 
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can be justified a posteriori. 
Proof. In this proof, we first use the method of undetermined coefficients to find the 
form of the solution to 
Substituting 
into 
we have 
w'(z) = F[zMz)]. 
w(z) = X CmZ" 
rn= 1 
w'(z) = F[zMz) ], 
CO 00 
= E 
j= 1 j=0 k=0 m= 1 
= Coo + C01[C1Z + C2Z2 + C3Z3 + ...J+C02[CiZ2 + 2C1C2Z3 + ...] 
+ c03[c3z3 + •••]+••• + Cwz + cuz[c\z + C2Z2 + C3Z3 + ...J 
+ cnz[c]z2 + 2cic2z3 + ...]+... + C20Z2 + C21Z2[C1Z + C2Z.2 + ...]+... 
+ C30Z3 + -
= Coo + [ c o i c i + C i o ] z + [C01C2 + C02C2 + C l l C i + C 2 o ] z 2 + ( 1 ) 
Equating equal powers of z and substituting cjk for cj recursively on the right 
hand side, we have 
c 1 = COO 
C2 = ycoicoo + ~2 c io 
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C3 = -g"(coi)2coo + -^"CoiCio + yC02(coo)2 + yCnCoo + yC20 
c„+1 = M„(cjk) 
Here, M„ are polynomials in cjk. The numerical constants that enter when the &th 
powers are formed are positive integers. The rearrangement of the result (1) as a 
power series in z is justified since the series F[z, w(z)] is absolutely convergent. 
If the same procedure is applied to the majorant equation 
W'(z) = G[z,W(z)], 
we obtain the exact same %jk's for determining 's, provided that we replace the 
cjk's in Mn by the corresponding 's. It is then clear that \cn\ < for all n. 
Therefore, W(z) is a majorant of w(z). Then, since W(z) converges at least for 
\z\ < .ft, that w(z) will have a radius of convergence at least as large as R. Then the 
operations performed on the series are justified, and the formal series is an actual 
solution. Q.E.D. 
Having established theorem 5.1, we now see that for any problem 
w'{z) = F[zMz)], w(0) = 0, 
that has a solution with a positive radius of convergence, if we can find a problem 
W'(z) = G[z,W(z) J, W(0) = 0, 
where 
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and the solution to 
W'(z) = G[z,W(z)] 
is absolutely convergent with a known radius of convergence, say R, then the radius 
of convergence of the solution to 
w'(z) = F[zMz)] 
is at least R. We will use this theorem in the proof of the Theorem 5.2. The next 
theorem uses what is known as Cauchy's majorant. 
Theorem 5.2 Let F : C x C ->• C be analytic in 
D : \z\< a, \w\ < b 
and 
OO CO 
Hz, w) = X X cjkZjwk. 
j=0 k=0 
The problem 
w'(z) = F[zMz)], w (0) = 0, 
has a series solution 
co 
n= 1 
which is absolutely convergent in the disk |z| < R with 
R = a-a&xp(- 2^0, 
where B is an upper bound for the terms of the series 
X' co 
M(a,b) = (2) 
h 0 k=Q 
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Proof. Consider the problem 
w'(z) = F[zMz)], W( 0) = 0, 
with 
co co 
f(z,w) = y y Cjkzjwk, 
h o 4=0 
where the double series is absolutely convergent in the region 
D :\z\< a, |w| < b. 
We wish to prove the convergence of the formal solution 
co 
n=l 
Since the series representation of F is absolutely convergent in D, the series 
(2) is convergent. Therefore, its terms are bounded, say, by B. Then 
\cjk\ajbk < B 
for all j and k, that is, 
Then 
is a majorant of 
\cjk\ < Ba >b-k. 
co co 
y y JB-zJM>k 
^ f r f ajbk ]=0 4=0 
y=0 4=0 
Now, for \z\ < a, |w| < b, 
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UJ VJ VJ WJ 
c f c » > - E E - f e ^ 1 - fiEE ( ^ y ( l ) ' 
5 
2-i
 n j u k z w B a / \ h ; n _ i _ v i _ jv.) 
7=o b.o a ^ ,=o jm> 0 u fl ; u 6 ; 
by the formula for the sum of a geometric series. 
Since 
B( 1 - •§• ) - 1 ( l - p " 1 = Bab(a - z)~l{b - w)~\ 
we consider the problem 
W'(z) = G[z, W(Z)] = Bab(a - z)~\b - W(z))~l, W(0) = 0. 
Now, 
W(z) = - z ) - 1 ^ - TO)"1 
bW'(z) - W'(z)W(z) = Bab(a - z)~l 
=> W\z) - ^Wl(z)W(z) = - z)~\ 
We solve this explicitly: 
| W'(v)dv - ± J W'(v)W(v)dv = 5 a J ( a - v)"1 dv 
0 0 0 
=> w(z) - ~^[w(z)]2 = -Balogil - -§•) , where |z| < a. 
This equation is quadratic. We choose the negative sign for the square root so that 
W(0) = 0 and obtain 
= b-[b2 + 2abB\og(l-f)]^. 
We now find a lower bound on the radius of convergence by finding the nearest 
singularity of W(z). The singularities are of the logarithm, and of the square root. 
We attempt to maximize the lower bound on the radius of convergence by taking 
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the principal value of the logarithm (which corresponds to the real Inu, u > 0). In 
this manner, the distance from the origin to the nearest singularity of the logarithm is 
maximized. Notice that, since 
Log z = ln|z| + iArg z, 
the singularity of the logarithm in W[z) is 
z = a. 
Also, the singularity of the square root occurs when 
b2 + 2abBLog{\ - -§-) = 0. 
Solving for a real value forz, 
=> z = a -
Since 
a-aexp[ - < a, 
we have 
R = a-aex 2aB 
Then, by theorem 5.1, the solution to 
w'(z) = F[z,w(z)] 
is absolutely convergent for |z| < R. 
At this point, this proof may be regarded as a proof of existence of a 
positive radius of convergence, or we may try to find an optimal choice 
47 
of a and b (which determine B). In other words, we could try to maximize 
As stated in [5], "this usually is a difficult problem, and one may have to be satisfied 
with something less than the best result." 
Before moving on to an alternative method which also involves majorants, we 
apply Cauchy's method to some first-order nonlinear differential equations. 
Example 5.1 
Again, we consider the initial value problem from example 3.1 
/ = 1 + y2 XO) = 
As noted before, there is no obvious pattern in the solution to yield any recurrence 
relation. Therefore, we apply theorem 5.2. 
It is clear that F(t,y) = 1 +y2 is absolutely convergent in the region 
D : \t\ < co , [y | < oo. 
Therefore, we choose a and b in D to find an appropriate value for B 
and obtain the equation 
R{a, b) = a - a exp [ 
2o(l +b2) r 
By numerical experimentation, we find that the largest ^-values occur for 5 = 1 and 
large a and are roughly .249. 
Therefore, the solution 
q>(t) = t+^t3 + -2jt5 + ... 
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to the given initial value problem is convergent for < .249. 
Example 5.2 
Consider the initial value problem 
= ( t 3 7 ) ( t 4 ^ ) w(0) = 0. 
We know that 
has a convergent series expansion in a disk with radius as large as the distance 
from the origin to the nearest singular point. Hence, 
D : \z\< a, |w| < b where a,b e (0,1). 
So, we choose a,b to find an appropriate B. 
Let a = y , b = y . Then 
oo oo 
M(a,b) = = 2 • 2 = 4-
,2=0 n=0 
So, we may choose 5 = 4. Then 
R = } ~ | e x p [ - = - ^ f - ) - .059 
represents a lower bound for the radius of convergence of a series solution to the 
given initial value problem. 
As noted before, there may be other values of a and b that would yield a 
larger R. Nevertheless, we have found a lower bound for R. 
Cauchy's method goes back to 1839 and was the only method of majorants for 
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approximately 60 years. In 1896, Ernst Lindelof observed that a majorant of F(z,w) 
may be obtained by replacing the coefficients cjk by their absolute values [5, p. 60]. 
Consider 
\F(z,w)\ = 
7=0 4=0 
< = E L ^ = G ( * > y ) 
7=0 4=0 /'=0 4=0 
where E,jk, xj, and yk are real and non-negative. Then, since \cjk\ < for all./ 
and we have 
F(z,w) < G(x,y). 
With this choice of a majorant, the whole discussion can be carried out in the real 
domain. Also, the question of convergence is now a question of boundedness. In 
other words, it suffices to show that the partial sums of G(x,y) are bounded. 
Theorem 5.3 The problem 
w'(z) = F[z,w(z)\ w(0) = 0 
has a series solution 
co 
0 = 1 
which is absolutely convergent in the disk |z| < R with 
R = mm [a,-J>-rr] L
 M(a, b) J 
where a, b are values for which the series G(x,y) as defined above is convergent 
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and M(a,b) = G(a,b). 
proof. Let 
OO 
m= 1 
represent the formal series solution of the problem 
y'(x) = y(0) = 0. 
Let 
n 
Pn{x) = X 
m=l 
represent its nth partial sum. Note that 
P ^ I to = + + 3^3X2 + ... + 0 + 1 ) ^ 1 * " . 
Suppose G is convergent for x = a, y = b so that 
co co 
=
 M
^ < 
j=0 £=0 
It can be shown (albeit tediously) by proceeding as in the first part of Theorem 5.1 
that 
n n 
p l , to < 
j=0 
(This follows since P'n+i(x) has n terms which will all cancel with the terms of 
n n 
0 £=0 
leaving the possibility that there may remain positive terms on the right side of the 
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inequality.) Now, let 
R = min [a, 1 L
 M(a,b) ' 
and suppose that, for some n, 
P„(x) < b for 0 < x < R. 
Then, since 
0 < x < R , 
we have 
n n n n 
k+iw < E E ^ ^ w i 4 < ^ Y ^ R ' i P n w r . 
7=0 4=0 7=0 4=0 
And since 
Pn{R) < b 
we have 
n n n n 
7=0 4=0 7=0 4=0 
Integrating, we have 
j > ; i + , ( v > / v < \M(a,b)dv 
0 0 
=> Pn+1 < xM(a, b) < RM{a, b) < b. 
Now, Pi(x) = t^oox < RM(a,b) < b. Assuming that Pn(x) < b for some n, we 
have shown above that Pn+\(x) < b. Then, by induction, Pn{x) < b for all n. Then, 
the partial sums of the formal solution to 
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y\x) = G[x,y(x)], y(0) = 0, 
are bounded, and hence, the solution is convergent for 0 < x < R. So the formal 
solution is an actual solution to the problem 
y\x) = g[x,j(x)J, y{ 0) = 0, 
and has a radius of convergence of at least R. Then, by theorem 5.1, 
w'(z) = F[z,w(z)], w(0) = 0 
has a solution absolutely convergent for \z\ < R. 
Example 5.3 [10, p. 115] 
Consider the initial value problem 
w\z) = (1 -z-w)~\ w(0) = 0. 
Here, 
co 00 
F(z, w) = ( 1 - z - w ) " 1 = J ] E jv!jziwk' m j=0 k=0 J 
Then 
So, we let 
M(a,b) = (1 -a-b) -i 
R = min\_a,b( 1 - a- b)J. 
In the absence of any further information, we let 
a = b(\ - a - b) 
b - b 2 => a = 
1 +b ' 
53 
Now, 
db (l +b)2 
da _ (1 - 1b)(l + b) - (b - b2)
 Q 
b = - 1 + 2 t 
is the value of b for which the maximum of a is attained. When substituted into 
b-b2 
1 +b ' 
we have 
a « .1716. 
Then, the series solution to the initial value problem is absolutely convergent for 
|z| < .1716. 
54 
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