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Resumo
Um código cíclico é um tipo especíﬁco de código linear. Sua relevância
consiste no fato de que todas suas principais informações são intrinsecas à
estrutura dos ideais no anel quociente K[x]/(xn − 1) via um isomorﬁsmo.
Neste trabalho, caracterizamos os códigos cíclicos em correspondência biuní-
voca com os ideais deste anel quociente. Apresentaremos também sua matriz
geradora, a matriz de paridade e aboradaremos sua codiﬁcação e decodiﬁca-
ção.
Palavras-chave: códigos corretores de erros, códigos cíclicos, matriz gera-
dora, matriz de paridade, anel quociente.
Abstract
A cyclic code is a speciﬁc type of linear code. Its relevance consists in the
fact that all its main information is intrinsic to the structure of the ideals
in the quotient ring K[x]/(xn − 1) via an isomorphism. In this work, we
characterize the cyclic codes in biunivocal correspondence with the ideals
of this quotient ring. We will also present its generating matrix, the parity
matrix and we will discuss its codiﬁcation and decoding.
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Introdução
Em diversas situações do cotidiano os códigos corretores de erros estão pre-
sentes: no uso do celular, internet e wi-ﬁ, por exemplo. Tais códigos tem
como principal ﬁnalidade corrigir informações que sofreram algum tipo de
alteração durante sua transmissão ou armazenamento.
Pensar em tudo o que há por trás do envio de uma simples mensagem por
telefone ou envio de fotos por sondas espaciais é um estímulo ao estudo deste
tema. Além disso, por ser uma teoria largamente utilizada e com problemas
em aberto, desperta também o interesse proﬁssional.
A teoria sobre códigos corretores de erros nasceu em 1948, fundada pelo
matemático C. E. Shannon, foi bastante desenvolvida pelos matemáticos
da época e, a partir dos anos 70, despertaram o interesse de engenheiros
que ajudaram a continuar no desenvolvimento da mesma. Hoje, sempre
que se deseja transmitir dados com conﬁabilidade, os códigos corretores são
utilizados.
Neste trabalho, exploramos aplicações para conceitos abstratos bastante
conhecidos na matemática, alguns desde o ensino básico, tendo como ﬁnali-
dade principal a caracterização dos códigos corretores lineares cíclicos. Para
isto, o texto foi dividido em três capítulos da seguinte forma:
No primeiro capítulo abordaremos conceitos de Álgebra necessários para
o entendimento do tema, tais como: Anéis de Polinômios sobre corpos ﬁnitos,
Ideais de um Anel e Anéis Quocientes.
O segundo capítulo tráz o conceito de código linear e como funciona a
sua codiﬁcação e decodiﬁcação.
Por ﬁm, traremos no capítulo três o conceito de código linear cíclico, cujo
diferencial é a velocidade de codiﬁcação e decodiﬁcação.
O texto requer do leitor certo conhecimento algébrico, como por exemplo:




1.1 Anéis de Polinômios
1.1.1 Polinômios
Nesse texto decidimos abordar a deﬁnição de Polinômios de forma pouco
convencional, aﬁm de dar ao leitor uma oportunidade de estudar essa teoria
de forma alternativa.
Deﬁnição 1 Seja A um anel comutativo. Uma sequência inﬁnita (a0, a1, a2,
a3, ...) com ai ∈ A, onde todos os elementos são nulos exceto para uma
quantidade ﬁnita de índices é chamada Polinômio. Os a′is são chamados
coeﬁcientes do Polinômio.
Diremos que dois polinômios (a0, a1, a2, a3, ...) e (b0, b1, b2, b3, ...) são iguais
se ai = bi, ∀i ∈ {0, 1, 2, ...}. Além disso, a sequência nula (0, 0, 0, ...) será
chamada de polinômio nulo e representada apenas por 0.
Neste trabalho denotaremos por A[x] o conjunto de todos os polinômios
p(x) com coeﬁcientes em A, mais adiante explicaremos o aparecimento desse
"x"em nossa notação.
Deﬁnição 2 Chamaremos de grau de p(x), ou simplesmente gr(p(x)), o
índice i tal que
gr(p(x)) = max{i|ai 6= 0}
Obs.: Seguiremos a convenção de que gr(0) =∞.
1.1.2 Operações em A[x]
Teorema 1 As seguintes operações em A[x] estão bem deﬁnidas:
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Adição:
(a0, a1, a2, a3, ...) + (b0, b1, b2, b3, ...) = (c0, c1, c2, c3, ...)
onde ci = ai + bi∀i ∈ {0, 1, 2, ...}.
Multiplicação:
(a0, a1, a2, a3, ...) · (b0, b1, b2, b3, ...) = (d0, d1, d2, d3, ...)
onde di =
∑i
j=0 ajbi−j = a0bi+a1bi−1+· · ·+ai−1b1+aib0∀i ∈ {0, 1, 2, ...}.
Prova: Sejam p(x), q(x) ∈ A[x], se p(x) ou q(x) é o polinômio nulo, então
p(x) + q(x) é p(x) ou q(x) e p(x) · q(x) = 0. Suponhamos então p(x) e q(x)
não nulos, com graus n e m respectivamente. Se tomarmos um valor t >
max {n,m}, então at + bt = 0, onde ai e bi são os coeﬁcientes de p(x) e
q(x) respectivamente. Além disso, pela deﬁnição 2, teríamos gr(p(x)+ q(x))
igual a n ou m. Dessa forma p(x) + q(x) é uma sequência inﬁnita com um
número ﬁnito de coeﬁcientes não nulos e portanto está em A[x].
Para mostrar que a multiplicação p(x) · q(x) também é um polinômio
em A[x], tomemos t > n +m, assim teremos dt = 0, onde dt representa o
coeﬁciente de índice t do polinômio p(x) · q(x). De fato, se tivermos j > n,
então aj = 0, donde ajbt−j = 0. Caso tenhamos j 6 n, então −j > −n,
dái t > n + m implica t − j > n + m − n, ou seja, t − j > m e portanto
ajbt−j = 0 pois bt−j = 0. Sendo assim, todas as parcelas do somatório que
deﬁne dt seriam nulas e consequentemente dt = 0. Dessa forma, mais uma
vez temos uma sequência inﬁnita com um número ﬁnito de termos não nulos,
logo p(x) · q(x) está em A[x].

Teorema 2 O conjunto A[x] munido das operações de soma e multiplicação
deﬁnidas acima é um Anel comutativo.
Prova: Basta veriﬁcarmos que A[x] satisfaz as propriedades de um Anel
comutativo:
Considere os polinômios em A[x]: p(x) = (a0, a1, a2, ...), q(x) = (b0, b1, b2, ...)
e s(x) = (c0, c1, c2, ...).
A1) Associatividade:
(p(x) + q(x)) + s(x) =
= ((a0, a1, a2, ...) + (b0, b1, b2, ...)) + (c0, c1, c2, ...) =
= (a0 + b0, a1 + b1, a2 + b2, ...) + (c0, c1, c2, ...) =
= (a0 + b0 + c0, a1 + b1 + cc, a2 + b2 + c2, ...) =
= (a0, a1, a2, ...) + (b0 + c0, b1 + c1, b2 + c2, ...) =
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= (a0, a1, a2, ...) + ((b0, b1, b2, ...) + (c0, c1, c2, ...)) =
= p(x) + (q(x) + s(x))
A2) Comutatividade:
p(x) + q(x) =
= (a0, a1, a2, ...) + (b0, b1, b2, ...)
= (a0 + b0, a1 + b1, a2 + b2, ...)
= (b0 + a0, b1 + a1, b2 + a2, ...)
= (b0, b1, b2, ...) + (a0, a1, a2, ...)
= q(x) + p(x)
A3) Existência de um elemento neutro para adição:
O polinômio nulo 0 = (0, 0, 0, ...) é tal que p(x) + 0 = 0 + p(x) = p(x) (A
veriﬁcação deste fato é trivial).
A4) Todo elemento em A[x] possui inverso aditivo:
Sendo p(x) = (a0, a1, a2, ...), então −p(x) = (−a0,−a1,−a2, ...) ∈ A[x] é tal
que p(x) + (−p(x)) = 0
M1) A multiplicação é associativa:
O n-ésimo coeﬁciente de (p(x) · q(x)) · s(x), pela deﬁnição será:
((a0, a1, a2, ...) · (b0, b1, b2, ...)) · (c0, c1, c2, ...) =










j=0 ajbi−j)cn−i, tomando u = j, v = i − j, w = n − i, temos
u+ v + w = n, dessa forma o somatório pode ser reescrito desta forma:
=
∑
u+v+w=n aubvcw, com u, v, w ≥ 0 (*)
De forma análoga podemos analisar o n-ésimo coeﬁciente de p(x) · (q(x) ·
s(x)):
(a0, a1, a2, ...) · ((b0, b1, b2, ...) · (c0, c1, c2, ...)) =










j=0 bjcn−i−j), tomando u = i, v = n−i, w = n−i−j, temos




u+v+w=n aubvcw, com u, v, w ≥ 0 (**)
Por (*) e (**), temos (p(x) · q(x)) · s(x) = p(x) · (q(x) · s(x))
M2) A multiplicação é comutativa:
Sendo o Anel A comutativo, então
p(x) · q(x) =∑ij=0 ajbi−j =∑ij=0 bi−jaj, fazendo a mudança de variável
k = i− j, temos ∑ik=0 bkai−k = q(x) · p(x)
M3) Existência de um elemento neutro para a multiplicação:
O Elemento 1 = (1, 0, 0, 0, ...) ∈ A[x] é tal que p(x) · 1 = 1 · p(x) = p(x).
A veracidade dessa aﬁrmação é clara, pois no somatório
∑i
j=0 ajbi−j =
a0bi+ a1bi−1+ · · ·+ ai−1b1+ aib0, que deﬁne a multiplicação de dois polinô-
mios, todas as parcelas da soma são zeradas sempre que i− j 6= 0
AM) A multiplicação é distributiva com relação à adição:
Tomando p(x) · (q(x) + s(x)) =
= (a0, a1, a2, ...) · ((b0, b1, b2, ...) + (c0, c1, c2, ...))
= (a0, a1, a2, ...) · (b0 + c0, b1 + c1, b2 + c2, ...)
=
∑i





= p(x) · q(x) + p(x) · s(x)

Teorema 3 Seja A[x] o anel dos polinômios sobre um anel A. Se A∗ ⊂ A[x]
é o conjunto de todos os polinômios da forma (a, 0, 0, ...), a ∈ A, então A∗ é
subanel de A[x] e isomorfo a A.
Prova: Deﬁna a aplicação φ : A → A∗, a 7→ φ(a) = (a, 0, 0, ...). Dessa
forma, temos
φ(a+ b) = (a+ b, 0, 0, ...) = (a, 0, 0, ...) + (b, 0, 0, ...) = φ(a) + φ(b)
e
φ(a · b) = (a · b, 0, 0, ...) = (a, 0, 0, ...) · (b, 0, 0, ...) = φ(a) · φ(b).
Além disso, φ(1A) = (1, 0, 0, ...) = 1A[x]. Isto mostra que φ é um homomor-
ﬁsmo, resta veriﬁcar se é bijetor. Perceba que se φ(a) = (0, 0, 0, ...), então
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a = 0, em outras palavras esse homomorﬁsmo possui núcleo nulo e, portanto,
injetivo.
E quanto à sobrejetividade de φ, como os elementos em A∗ são da forma
(a, 0, 0, ...), com a ∈ A, segue que, para todo (a, 0, 0, ...) ∈ A∗, existe a ∈ A
tal que φ(a) = (a, 0, 0, ...).

1.1.3 A notação polinomial anxn + an−1xn−1 + · · ·+ a1x+ a0
Deﬁnição 3 Um polinômio do tipo (a, 0, 0, ...) ∈ A[x], será chamado de
polinômio constante e o representaremos apenas por: a. Além disso, cha-
maremos de x o polinômio (0, 1, 0, 0, ...) ∈ A[x].
Proposição 1 xn = (0, 0, ..., 1, 0, ...) com 1 na n-ésima posição.
Prova por indução em n: Por deﬁnição de potência e multiplicação
de polinômios, temos
x0 = 1
x1 = x = (0, 1, 0, 0, ...)
x2 = x · x = (0, 0, 1, 0, ...)
x3 = x2 · x = (0, 0, 0, 1, ...)
Mostrando assim que a proposição é válida para alguns valores de n. Su-
ponhamos agora a proposição válida para n−1, ou seja, xn−1 = (0, 0, ..., 1, 0, ...)
com 1 na entrada de índice n− 1, então
xn = xn−1 · x = (0, 0, ..., 0, 1, 0, ...) com 1 na n-ésima posição.

Tendo em mãos a proposição e a deﬁnição acima, é fácil ver que
axn = (a, 0, 0, ...) · (0, 0, ..., 1, 0, ...) = (0, 0, ..., a, 0, ...)
com a na n-ésima posição. Daí segue que, dado um polinômio de grau n
(a0, a1, a2, a3, ...) em A[x] pode ser reescrito da seguinte forma:
(a0, a1, a2, a3, ...) =
= (a0, 0, 0, 0, ...) + (0, a1, 0, 0, ...) + (0, 0, 0, a3, ...) + ...+ (0, 0, 0, ..., an, ...)
= a0 + a1x+ a2x
2 + a3x
3 + ...+ anx
n
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Cada uma das parcelas aixi da soma será chamada de termo, sendo
o termo não nulo de maior índice chamado de termo líder de p(x), ou
simplesmente TL(p(x)).
Perceba que da deﬁnição de igualdade de polinômios, temos que se b0 +
b1x+ b2x
2 + b3x
3 + ...+ bmx
m é uma outra representação para o polinômio
(a0, a1, a2, a3, ...), então n = m e ai = bi∀i. Em outras palavras a represen-
tação dada acima é única.
Proposição 2 Seja A um domínio de integridade. Temos que
i) ∀ p(x), q(x) ∈ A[x]− {0}, gr(p(x) · q(x)) = gr(p(x)) + gr(q(x))
ii) A[x] é um domínio de integridade.
iii) Os elementos invertíveis de A[x] são os elementos invertíveis de A.
Prova: i)Sejam p(x) = a0+a1x+...+anxn e q(x) = b0+b1x+...+bmxm,
com an 6= 0 e bm 6= 0. Logo, p(x) · q(x) = a0b0 + ...+ anbmxn+m. Como A é
domínio, anbm 6= 0, logo
gr(p(x) · q(x)) = n+m = gr(p(x)) + gr(q(x))
ii)Decorre de i), aﬁnal se p(x) · q(x) 6= 0, então anbm 6= 0, logo an 6= 0 e
bm 6= 0, donde p(x) 6= 0 e q(x) 6= 0.
iii) É claro que todo elemento invertível em A também o será em A[x],
basta então mostrarmos que dado um elemento p(x) ∈ A[x] invertível, então
p(x) também será invertível em A.
Sendo p(x) invertível, existe então q(x) ∈ A[x] tal que p(x) · q(x) = 1, logo
p(x) 6= 0 e q(x) 6= 0, donde gr(p(x))+gr(q(x)) = gr(p(x)·q(x)) = gr(1) = 0.
Isso implica dizer que gr(p(x)) = gr(q(x)) = 0 e portanto p(x) e q(x) ∈ A
com p(x) · q(x) = 1. Logo, p(x) é invertível em A.

Deﬁnição 4 Se gr(p(x)) = n e an = 1, diremos que p(x) é um polinômio
mônico.
A partir deste ponto trabalharemos apenas com polinômios sobre um
corpo K. A primeira observação que pode ser feita nesse caso é que todo
polinômio é mônico em K[x] a menos de uma multiplicação por uma cons-
tante. Em outras palavras, temos p(x) = a0 + a1x + a2x2 + ... + anxn =
an · (a−1n a0 + a−1n a1x+ a−1n a2x2 + ...+ xn)
A deﬁnição e proposição abaixo somente far-se-ão necessárias quando
formos tratar de códigos cíclicos.
Deﬁnição 5 Seja p(x) ∈ K[x]. Chamaremos de polinômio recíproco de
p(x) o polinômio
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Ressaltaremos aqui apenas umas das propriedades dos polinômios recí-
procos:
i) (g(x) · d(x))∗ = g∗(x) · d∗(x)
Prova: Sejam g(x) =
∑n
i=0 aix
i e d(x) =
∑m
i=0 bix
i. Dessa forma, temos
g(x) · d(x) =∑n+mi cixi, sendo ci =∑j+k=i aibk, donde
(g(x) · d(x))∗ = xn+m ·∑n+mi ci(1x
)i
.
Por outro lado, temos g∗(x) = xn·∑ni=0 ai(1x
)i




g∗(x) · d∗(x) = xn · xm∑n+mi ci(1x
)i
, sendo ci =
∑
j+k=i aibk.
Portanto, temos (g(x) · d(x))∗ = g∗(x) · d∗(x). 
A seguinte proposição decorre imediatamente da propriedade i).
Proposição 3 Se p(x) e g(x) em K[x] são tais que g(x) divide p(x), então
g∗(x) divide p∗(x).
1.2 Divisibilidade em K[x]
O algorítmo da divisão entre polinômios é algo simples, lecionado inclusive
no ensino básico, o que nos leva a esquecer da força algébrica que há por trás
deste procedimento. O teorema logo abaixo e a sua prova estão aí para nos
lembrar como e porque esta técnica funciona.
Teorema 4 (Algoritmo da divisão) Seja K um corpo e p(x), g(x) ∈ K[x]
com g(x) 6= 0. Então existem únicos polinômios q(x), r(x) ∈ K[x] tais que
p(x) = q(x)g(x) + r(x)
com r(x) = 0 ou gr(r(x)) < gr(g(x)).
Prova:(Existência) Se p(x) = 0 ou gr(p(x)) < gr(g(x)), basta tomarmos
r(x) = p(x) e q(x) = 0. Por outro lado, suponhamos gr(p(x)) ≥ gr(g(x)).
Nesse caso a prova será por indução completa em n = gr(p(x)). É fácil
veriﬁcar a veracidade para o caso gr(p(x)) = gr(g(x)) = 0, pois seriam da
forma p(x) = a e g(x) = b, com a, b ∈ K, donde a = ab−1b + 0, ou seja,
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q(x) = ab−1 e r(x) = 0. Vamos agora supor nossa aﬁrmação válida para
todo polinômio com grau menor que n.
O polinômio h(x) = p(x)− TL(p(x))
TL(g(x))
· g(x) tem grau menor que o de n,
tendo em vista que p(x) e
TL(p(x))
TL(g(x))
· g(x) possuem o mesmo termo líder.
Sendo assim, por hipótese indutiva, existem q1(x) e r(x) ∈ K[x] tais que
h(x) = q1(x)g(x) + r(x), com r(x) = 0 ou gr(r(x)) < gr(g(x)). Logo,
h(x) = p(x)− TL(p(x))
TL(g(x))







·g(x)+r(x), com r(x) = 0 ou gr(r(x)) <
gr(g(x)).
Logo, pelo princípio de indução, nossa aﬁrmação é verdadeira para todo
n inteiro positivo.
(Unicidade) Para provar a unicidade de q(x) e r(x), vamos supor que
existem q2(x) e r2(x) ∈ K[x] tais que p(x) = q2(x)g(x)+r2(x), com r2(x) = 0
ou gr(r2(x)) < gr(g(x)). Dessa forma temos
q2(x)g(x) + r2(x) = p(x) = q(x)g(x) + r(x), donde
(q(x)− q2(x))g(x) = r2(x)− r(x)
Perceba que temos acima uma igualdade de polinômios, desta forma o grau
do polinômio que está a esquerda da igualdade deve ser igual ao grau do
polinômio que está a direita. Entretanto, pela Proposição 2, se q(x)−q2(x) 6=
0 temos gr((q(x) − q2(x))g(x)) = gr(q(x) − q2(x)) + gr(g(x)) que será um
valor maior ou igual a gr(g(x)). Por outro lado, como r2(x) e r(x) possuem
grau estritamente menor que gr(g(x)), então gr(r2(x)−r(x)) é estritamente
menor que gr(g(x)), o que gera uma contradição. Desta forma temos q(x)−
q2(x) = 0, ou equivalentemente q(x) = q2(x), o que nos leva a r2(x)−r(x) =
0, ou seja, r2(x) = r(x).

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1.3 Ideais em K[x]
Deﬁnição 6 Um subconjunto não vazio I de um dado anel A é um ideal se
as seguintes propriedades forem satisfeitas:
i) Se a, b ∈ I, então a+ b ∈ I;
ii) Se r ∈ A e a ∈ I, então r · a ∈ I.
Note que, de acordo com as propriedades acima, dado um ideal I ⊂ A, 0 ∈ I,
qualquer que seja este ideal. Além disso, I = A e I = {0} são Ideais.
Exemplo 1 O subconjunto P ⊂ Z, onde P é o conjunto dos números pares
é um Ideal do Anel Z.
Exemplo 2 Se a ∈ A, então o conjunto I(a) = {c · a : c ∈ A} é um Ideal.
Este em particular, será chamado de Ideal principal gerado por a. Mais
geralmente, se I(a1, ..., an) = {c1 ·a1+ ...+ cn ·an : c1, ..., cn ∈ A} é um Ideal
de A. Os elementos a1, ..., an são chamados geradores deste.
Proposição 4 Todo ideal em K[x] é da forma I(p(x)), com p(x) ∈ K[x].
Prova: Seja I um ideal de K[x]. Se I = {0} basta tomarmos p(x) = 0 e
a proposição é válida. Caso I 6= {0}, tomemos p(x) ∈ I não nulo com menor
grau possível. Vamos provar que I é gerado por p(x), ou seja, I = I(p(x)).
Como p(x) ∈ I, então I(p(x)) ⊂ I. Para provar que I ⊂ I(p(x)) vamos
considerar um polinômio qualquer g(x) ∈ I. Pelo Algorítmo da Divisão,
existem polinômios q(x) e r(x), com gr(r(x)) = 0 ou gr(r(x)) < gr(p(x))
tais que
g(x) = p(x) · q(x) + r(x).
Como −p(x) · q(x) ∈ I, temos
r(x) = g(x)− p(x) · q(x) ∈ I
Dessa forma, se r(x) 6= 0, teríamos um elemento em I de grau menor que
p(x), o que não é possível. Sendo assim, tem-se r(x) = 0, logo g(x) = p(x) ·
q(x), donde g(x) ∈ I(p(x)). Contudo, I ⊂ I(p(x)) e, portanto, I = I(p(x)).

Um fato importante sobre a proposição acima é que o polinômio p(x) que
gera o ideal I(p(x)) não é único, mas há uma relação entre os polinômios
que geram este ideal. Se g(x) ∈ K[x] também gera I(p(x)), então dizemos
que ele é associado à p(x). Sabendo que dois polinômios associados geram
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o mesmo ideal conclui-se que eles são iguais a menos de uma multiplicação
por um polinômio constante:
Dado um ideal I ⊂ K[x], com I = I(p(x)) = I(g(x)), temos
p(x) = g(x) · a(x) e g(x) = p(x) · b(x).
Se p(x) = 0, então g(x) = 0, logo são iguais. Se p(x) 6= 0, das relações acima
obtemos
p(x) = p(x) · a(x) · b(x)
⇒ p(x) · a(x) · b(x)− p(x) = 0
⇒ p(x) · (a(x) · b(x)− 1) = 0, sendo K[x] um Domínio
⇒ a(x) · b(x) = 1
Dessa forma, a(x) e b(x) são invertíveis em K[x] e portanto invertíveis em
K, de acordo com a Proposição 2. Contudo, a(x) e b(x) são polinômios
constantes.
Corolário 1 Seja I 6= {0} um ideal de K[x]. Existe apenas um polinômio
mônico em K[x] que gera I.
Prova: De fato, pela proposição 3, todo ideal em K[x] é gerado por
um polinômio p(x) ∈ K[x], dessa forma consideremos o coeﬁciente do seu
termo líder como sendo an. Se an = 1, nada temos a demonstrar quanto
à existência, caso an 6= 1 consideremos o polinômio s(x) = a−1n · p(x). Por
deﬁnição de Ideal, s(x) ∈ I(p(x)). Além disso, p(x) = an · s(x), donde
s(x) também gera o ideal I(p(x)). Resta mostrar que s(x) é único. Seja
t(x) ∈ K[x] um polinômio mônico que gera I(p(x)). Dessa forma s(x) e t(x)
são associados e portanto são iguais a menos de uma multiplicação por um
polinômio constante, porém multiplicar um deles por um polinômio constante
diferente de 1 acabaria por torna-lo não mônico, logo s(x) e t(x) são iguais.

Deﬁnição 7 Um Anel onde todo Ideal é principal é chamado de Anel Prin-
cipal, caso seja um domínio1 de integridade podemos chamar de Domínio
Princial ou Domínio de Ideais Principais, DIP.
Pelas proposições 4 e 2-ii), temos que K[x] é um Domínio de Ideais
Principais, por exemplo.
1O anel A é domínio de integridade quando: dados a, b ∈ A, se a 6= 0 e b 6= 0, então
a · b 6= 0
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1.4 O Anel K[x]/I
1.4.1 Congruência Módulo I e Anéis Quocientes
Deﬁnição 8 Seja I um ideal do Anel A e sejam a, b ∈ A. Diremos que a é
congruente a b módulo I sempre que a− b ∈ I. Notação: a ≡ b(modI).
Exemplo 3 Os casos de congruência módulo n no Anel Z, para algum n ∈ Z
são congruências módulo I(n), mais precisamente, Zn = Z/(n).
Exemplo 4 Seja F o Anel de todas as funções contínuas de R em R e seja
I ⊂ F o ideal das funções g tais que g(2) = 0. Se f(x) = x2+6 e h(x) = 5x,
temos
(f − h)(2) = f(2)− h(2) = 0
Logo, f ≡ h(modI).
Proposição 5 Seja I um ideal do Anel A. Se a ≡ b(modI) e c ≡ d(modI),
então
i) a+ c ≡ b+ d(modI);
ii) a · c ≡ b · d(modI).
Prova: i) Temos por hipótese que (a− b) ∈ I e (c− d) ∈ I, sendo I um
ideal, a soma de dois de seus elementos também estará em I. Desta forma,
(a−b+c−d) ∈ I, donde (a+c−(b+d)) ∈ I, e portanto a+c ≡ b+d(modI).
ii)Pela deﬁnição de Ideal, podemos aﬁrmar que c · (a−b) ∈ I e b · (c−d) ∈ I,
dessa forma c·(a−b)+b·(c−d) ∈ I, donde (ac−bd) ∈ I, logo ac ≡ bd(modI).

Deﬁnição 9 Seja A um anel. Dado a ∈ A, chamaremos de classe de con-
gruência de a módulo I o conjunto de todos elementos de A que são congru-
entes a ele módulo I. Denotaremos essa classe por a.
Denotaremos por A/I o conjunto de todas as classes de equivalência de um
dado Anel A módulo I.
Deﬁnem-se em A/I duas operações:
Adição: a+ b = a+ b
Multiplicação: a · b = a · b
Veja que de fato as leis acima deﬁnem efetivamente operações em A/I,
pois sendo
a = {z : a ≡ z(modI)} e b = {z′ : b ≡ z′(modI)}, pela Proposição 5 veriﬁca-
se que
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a+ b = {z + z′ : z ∈ a, z′ ∈ b} = {z + z′ : a+ b ≡ z + z′(modI)} = a+ b
e de forma análoga,
a · b = {z · z′ : z ∈ a, z′ ∈ b} = {z · z′ : a · b ≡ z · z′(modI)} = a · b
Com as operações deﬁnidas acima, A/I é um Anel, chamado de Anel
Quociente. Onde 0 é o elemento neutro da adição, 1 é o elemento neutro da
multiplicação e −a é o inverso aditivo de a.
1.4.2 K[x]/I
Seja I um Ideal em K[x]. Sendo K[x] um DIP, existe então um p(x) ∈ K[x]
mônico tal que I = I(p(x)). Se p(x) é nulo temos K[x]/(0) = K[x], ou seja,
se g(x) ∈ K[x], então g(x) = {r(x) ∈ K[x] : g(x) − r(x) ∈ I(0)} = {g(x)}.
Caso tenhamos p(x) = a , onde a ∈ K − {0}, então K[x]/(a) = (0), ou seja,
dado novamente um g(x) ∈ K[x], então g(x) = {r(x) ∈ K[x] : g(x)− r(x) ∈
I(a)} = {r(x) ∈ K[x] : r(x) ∈ I(a) = K[x]} = 0. Vejamos agora o caso não
trivial, onde
n = gr(p(x)) > 0.
Temos, K[x]/I(p(x)) = {g(x) : g(x) ∈ K[x]}, onde g(x) = {h(x) ∈
K[x] : g(x) − h(x) ∈ I(p(x))}. Segundo o algorítmo da divisão em K[x],
existem únicos q(x) e r(x), com gr(r(x)) = 0 ou gr(r(x)) < gr(p(x)) = n
tais que g(x) = q(x)p(x) + r(x), sendo que desta última igualdade obtemos:
g(x) = q(x)p(x) + r(x) = q(x)p(x) + r(x) = r(x)
Portanto, toda classe g(x) ∈ K[x]/I(p(x)) possui um representante de grau
≤ n−1, sendo que este representante é único, pois se tomarmos r2(x) ∈ K[x],
com gr(r2(x)) ≤ n−1 e tal que g(x) = r(x) = r2(x), teríamos r(x)−r2(x) =
0, donde r(x)− r2(x) = 0. Se r(x) 6= r2(x) teremos r(x)− r2(x) = p(x)s(x),
com s(x) ∈ K[x], o que seria uma contradição, visto que o grau do polinômio
que está à esquerda da igualdade é sempre ≤ n − 1 e o grau do que está à
direita é sempre ≥ n. Logo r(x) = r2(x).
Contudo, podemos aﬁrmar que K[x]/I(p(x)) = {r(x) : r(x) ∈ K[x] e
gr(r(x)) ≤ n− 1}.
Analisando ainda o caso não trivial em que n = gr(p(x)) > 0, mostra-
remos agora que o anel quociente K[x]/I é um espaço vetorial sobre K
sendo o conjunto {1, x, x2, ..., xn−1} uma base para ele.
Seja K = {a : a ∈ K} ⊂ K[x]/I o conjunto das classes dos polinômios
constantes em K[x]. A aplicação
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ϕ|K : K → K[x]/I, a→ a
deﬁne um homomorﬁsmo de núcleo nulo, consequentemente injetivo, e pos-
sui como imagem o conjunto K. Dessa forma, podemos concluir que K é
ismorfo a K e faremos a identiﬁcação a := a, para todo a ∈ K e obtemos a
inclusão K ⊂ K[x]/I.
Pelas conclusões acima, podemos agora escrever:
K[x]/I(p(x)) = {r(x) : r(x) ∈ K[x] e gr(r(x)) ≤ n− 1}
= {b0 + ...+ bn−1xn−1 : bi ∈ K}
= {b0 + b1x+ ...+ bn−1xn−1 : bi ∈ K}
= {b0 + b1x+ ...+ bn−1xn−1 : bi ∈ K}
Note que dessa forma podemos aﬁrmar que todos os elementos de
K[x]/I(p(x)) são combinações lineares de 1, x, ..., xn−1 ∈ K[x]/I(p(x)) com
coeﬁcientes em K. Além disso, as propriedades de Espaço Vetorial com re-
lação à soma entre vetores e multiplicação por escalar são satisfeitas, pois
K[x]/I é Anel e com respeito à multiplicação por elementos de K é distri-
butivo, comutativo e 1 ·g(x) = g(x), ∀ g(x) ∈ K[x]/I. Por ﬁm, mostraremos
que 1, x, ..., xn−1 ∈ K[x]/I(p(x)) não só gera esse espaço vetorial como tam-
bém é um conjunto linearmente independente e por isso uma base. Suponha
que
c0 + c1x+ ...+ cn−1xn−1 = 0, então
c0 + ...+ cn−1xn−1 = 0, ou seja,
c0 + ...+ cn−1xn−1 = p(x) · q(x), porém, como gr(p(x)) = n, temos
necessariamente que q(x) = 0, donde c0 = c1 = ... = cn−1 = 0.

A partir daqui escreveremos K[x]/I(p(x)) apenas como K[x]/(p(x)).
Proposição 6 Todo ideal de K[x]/p(x) é da forma I(f(x)) onde f(x) é um
divisor de p(x).
Prova: Seja I um ideal de K[x]/p(x). Considere o conjunto dos polinômios
em K[x] tais que sua classe pertence ao ideal I:
J = {g(x) ∈ K[x]; g(x) ∈ I}
A princípio perceba que J é um ideal de K[x]:
i)Se g1(x), g2(x) ∈ J , então g1(x), g2(x) ∈ I, dessa forma temos
g1(x) + g2(x) = g1(x) + g2(x) ∈ I
e, consequentemente, g1(x) + g2(x) ∈ J
ii)Se g(x) ∈ J e h(x) ∈ K[x], como g(x) ∈ I e h(x) ∈ K[x]/p(x) temos
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g(x) · h(x) = g(x) · h(x) ∈ I, logo g(x) · h(x) ∈ J
Note que J 6= {0}, pois p(x) = 0 ∈ I, e portanto p(x) ∈ J . Além disso,
segue da proposição 4 que existe f(x) ∈ K[x], não nulo, tal que J = I(f(x)).
Dessa forma, temos que f(x) é divisor de p(x).
Contudo, veja que podemos escrever o ideal I da seguinte forma:





Aﬁnal, o que é um código? A melhor maneira de entender esse conceito é
imagina-lo como sendo um idioma, composto de palavras. A título de ilus-
tração considere o seguinte exemplo:
Imagine que você quer passar uma ordem ao seu computador, cujo idi-
oma obviamente não é igual ao seu, pois estes só entendem o chamado código
binário. Obviamente você terá que traduzir para que ele entenda, essa mu-
daça de idioma é o que chamamos de codiﬁcar, essa primeira codiﬁcação vai
gerar o que chamaremos de código fonte. Codiﬁcada a ordem você agora
precisa transmití-la ao computador, por um caminho que chamaremos de
Canal (rede wi-ﬁ, por exemplo), que por vezes pode causar interferência no
que está sendo transmitido e, por conta disso, sua ordem chega ao computa-
dor com erros, digamos que um dos dígitos trocados (digo dígitos porque o
código binário é composto por números), por conta disso há uma má inter-
pretação e o computador acaba por não cumprir tal ordem. É aí que nasce
a necessidade de um "código corretor de erros".
Dando continuidade ao exemplo acima, suponha agora que os comandos,
que chamaremos de palavras no decorrer do texto, possíveis para enviarmos
ao computador, já escritos em código binário, são 11 e 00. Além disso, seja
11 a ordem que nós enviamos. Caso de fato ocorra uma interferência e o
código chegue ao computador como 10, ele não saberá sequer qual dos dois
dígitos está errado e portanto não poderá corrigir o erro. Mas se imple-
mentarmos nosso código reeescrevendo-o como 1101 e 0010? Essa seria uma
segunda codiﬁcação, aﬁm de aprimorar nosso código fonte, teríamos agora o
chamado código corretor de erros. Perceba que havendo novamente um erro
na transmissão e ao enviar a ordem 1101 ela chegue ao computador como
0101, ﬁca mais claro qual é o dígito errado, já que comparando com as duas
únicas ordens conhecidas ela difere apenas um dígito da primeira, enquanto
que da segunda ela difere três dígitos. Essa quantidade de dígitos diferentes
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entre as palavras 0101, 1101 e 0010 é o que chamamos mais tarde de distân-
cia entre elas.
Agora que o leitor está mais familiarizado com o objeto de estudo deste
trabalho, vejamos algumas deﬁnições que vão formalizar as ideias transmiti-
das no texto acima.
2.1 Deﬁnições
Formalmente, dado um conjunto ﬁnito A e um natural n, chamamos de
código corretor de erros um subconjunto próprio qualquer de An, sendo este
último o conjunto de todas as n-uplas com elementos em A. O fato desse
subconjunto ter que ser próprio vai ser melhor entendido mais a frente, o
leitor perceberá que, se o código corretor fosse o An, então a distância mínima
entre as palavras seria 1 e, consequentemente, o código corretor não seria
capaz de corrigir nada, perdendo assim seu sentido.
A seguinte deﬁnição formaliza a idéia de distância entre palavras de um
código.
Deﬁnição 10 (Métrica de Hamming1) Dados dois elementos u, v ∈ An, a
distância de hamming entre u e v é deﬁnida da seguinte maneira:
d(u, v) = |{i : ui 6= vi, 1 ≤ i ≤ n}|
ou seja, a distância entre u e v é a quantidade caracteres diferentes entre
eles, como mostra o seguinte caso:
Sendo A = {0, 1}, em A4 temos
d(0101, 1101) = 1 e d(0101, 0010) = 3
A distância deﬁnida acima satisfaz as propriedades usuais de métrica na
matemática:
(i) Positividade: d(u, v) ≥ 0;
(ii) Simetria: d(u, v) = d(v, u);
(iii) Desigualdade triangular: d(u, v) ≤ d(u,w) + d(w, v).
As duas primeiras propriedades seguem diretamente da deﬁnição, prova-
remos a seguir apenas a desigualdade triangular.
Prova: A princípio, recorde da deﬁnição de distância de hamming que
a contribuição das i-ésimas coordenadas de u e v para d(u, v) é igual a zero
se ui = vi, e igual a um se ui 6= vi. Analisando cada um desses dois casos,
temos: No caso em que a contribuição é zero, obviamente a contribuição das
1Em homenagem a Richard Hamming, que introduzio o conceito fundamental sobre
códigos de Hamming: Error detecting and error correcting codes, em 1950.
18
i-ésimas coordenadas a d(u, v) é menor ou igual a das i-ésimas coordenadas
a d(u,w) + d(w, v) (que por sua vez podem ser = 0, 1 ou 2).
No outro caso, temos que ui 6= vi e, portanto, não podemos ter ui = wi
e wi = vi. Consequentemente, a contribuição das i-ésimas coordenadas de u
e v para d(u,w) + d(w, v) é maior ou igual a um, que é a contribuição das
i-ésimas coordenadas a d(u, v).

Chamaremos de distância mínima de um código C o número
d = min{d(u, v);u, v ∈ C e u 6= v}
Deﬁnição 11 (disco e esfera em C) Dados um elemento a ∈ An e um
número real t ≥ 0, deﬁnimos o disco e a esfera de centro a e raio t como
sendo, respectivamente, os conjuntos
D(a, t) = {u ∈ An; d(u, a) ≤ t},
S(a, t) = {u ∈ An; d(u, a) = t}.







onde [t] representa a parte inteira de t.
Lema 1 Seja C um código com distância mínima d. Se c e c′ são palavras
distintas de C, então
D(c, κ) ∩D(c′, κ) = ∅.
Prova: Suponha, por absurso, D(c, κ) ∩ D(c′, κ) 6= ∅. Dessa forma, existe
x nesta intersecção tal que d(x, c) ≤ κ e d(x, c′) ≤ κ. Pela simetria e
desigualdade triangular, temos






, perceba que temos 2κ = d−1 se d for ímpar e 2κ < d−1
se d for par. Logo,
d(c, c′) ≤ d(c, x) + d(x, c′) ≤ 2κ ≤ d− 1,
absurdo, pois d(c, c′) ≥ d.

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Teorema 5 Seja C um código com distância mínima d. Então C pode cor-





erros e detectar até d− 1 erros.
Prova: Se durante a transmissão de uma palavra c do código cometemos t
erros, com t ≤ κ, recebendo assim a palavra r, então d(r, c) = t ≤ κ; dessa
forma temos que c é univocamente determinado por r, pois, de acordo com
o lema 1, a distância de r a qualquer outra palavra do código é maior que κ.
Por outro lado, dada uma palavra c do código, podemos nela introduzir
até d−1 erros sem que ela se torne qualquer outra palavra do código, e assim,
é possível detectar o erro.

Vale ressaltar uma pequena sutileza no teorema acima no que se refere à
detectar até d−1 erros: conseguimos detectar apenas que há erro na palavra
recebida, entretanto não sabemos quais ou quantos dígitos são os errados.
Deﬁnição 12 Diremos que uma função F : An → An é uma isometria de
An se ela preserva distâncias de Hamming. Ou seja,
d(F (x), F (y)) = d(x, y); ∀ x, y ∈ An.
Deﬁnição 13 Sejam C e C ′ dois códigos em An, diremos que eles são equi-
valentes se existir uma isometria F de An tal que F (C) = C ′.
Teorema 6 2 Sejam C e C ′ dois códigos em An. Temos que C e C ′ são
equivalentes se, e somente se, existem uma permutação pi de {1, ..., n} e
bijeções f1, ..., fn de A tais que
C ′ = {(fpi(1)(xpi(1)), ..., (fpi(n)(xpi(n)); (x1, ..., xn) ∈ C}
O teorema acima é muito importante porque caracteriza códigos equiva-
lentes: Sejam C e C ′ dois códigos em An, dizemos que estes são equivalente
se, e somente se, um pode ser obtido a partir do outro por meio de uma
sequência de operações do tipo:
i)Substituição das letras numa dada posição ﬁxa em todas as palavras do
código por meio de uma bijeção de A.
ii) Permutação das posições das letras em todas as palavras do código, me-
diante uma permutação ﬁxa de {1, ..., n}.
Exemplo 5 Considere A = {1, 2, 3, 4, 5} e o código C = {112, 123, 345, 224} ⊂
A3. Vamos através do teorema 6, obter um código C ′ equivalente à C. To-
memos f1, f2, f3 como sendo as seguintes bijeções em A:
2A prova deste teorema pode ser vista no apêndice da referência [1].
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f1 : A→ A f2 : A→ A f3 : A→ A
1 7→ 1 1 7→ 1 1 7→ 2
2 7→ 2 2 7→ 3 2 7→ 3
3 7→ 3 3 7→ 4 3 7→ 1
4 7→ 4 4 7→ 2 4 7→ 5
5 7→ 5 5 7→ 5 5 7→ 4
Tomemos também a permutação de {1, 2, 3}, pi = (2, 3). Dessa forma, apli-
cando as operações i) e ii) descritas acima, temos
112 99K f1(1)f2(1)f3(2) 99K 131
123 99K f1(1)f2(2)f3(3) 99K 113
345 99K f1(3)f2(4)f3(5) 99K 342
224 99K f1(2)f2(2)f3(4) 99K 253
Contudo, nosso código equivalente a C é C ′ = {131, 113, 342, 253}.
Denotaremos por K um corpo ﬁnito com q elementos tomado como alfa-
beto. Dessa forma, dado um n natural, temos que Kn é um espaço vetorial
de dimensão n sobre o corpo K.
Deﬁnição 14 Um código C ⊂ Kn será chamado de código linear se for
um subespaço vetorial de Kn.
Perceba que dado um corpo ﬁnito K com q elementos, um código li-
near C ⊂ Kn de dimensão k possui exatamente qk elementos, pois, sendo
{v1, ..., vk} uma base de C todos os seus elementos são escritos como combi-
nação linear dessa base
λ1v1 + λ2v2 + ...+ λkvk,
onde os λi, i = 1, ..., k, são elementos de K. Dessa forma podemos construir
a relação
|C| = qk, donde dim C = k = logq qk = logq |C|.
Deﬁnição 15 Seja u ∈ Kn, chamaremos de peso de u o inteiro
ω(u) := |{i : ui 6= 0}|
ou seja, o peso de u é a quantidade de caracteres diferentes de 0 que ele
possui. Dessa forma temos que, ω(u) = d(u, 0).
Deﬁnição 16 O peso de um código linear C é o inteiro
ω(C) := min{ω(u) : u ∈ C − {0}}
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Proposição 7 Seja C ⊂ Kn um código linear com distância mínima d. Te-
mos que
1) ∀ x, y ∈ Kn, d(x, y) = ω(x− y).
2) d = ω(C).
Prova: Perceba que dadas as deﬁnições de distância de hamming e peso,
o item 1) se torna óbvio. O item 2) decorre do fato que tomados x, y ∈ C,
com x 6= y, temos z = x − y ∈ C − {0} e d(x, y) = ω(z), dessa forma se x
e y forem o par de elementos em C com a menor distância possível, o peso
de z será também mínimo e portanto d = d(x, y) = ω(z) = ω(C).

Deﬁnição 17 Dados dois códigos lineares em Kn, dizemos que estes são
linearmente equivalentes se existir uma isometria linear T : Kn → Kn
tal que T (C) = C ′.
Esta deﬁnição é muito parecida com a deﬁnição 13, e nos trará um resultado
semelhante ao teorema 6:
Dois códigos lineares são linearmente equivalentes se, e somente se, cada
um deles pode ser obtido a partir do outro mediante uma sequência de ope-
rações do tipo:
i) Multiplicação dos elementos numa dada posição ﬁxa por um escalar não
nulo em todas as palavras.
ii) Permutação das posições de todas as palavras do código, mediante uma
permutação ﬁxa de {1, 2, ..., n}.
Em outras palavras, dado um código C ∈ Kn, um código equivalente a
ele é do tipo:
C ′ = {c1xpi(1), ..., cnxpi(n); (x1, ..., xn) ∈ C}
O caminho até este resultado está mais detalhado em [1].
2.2 Matriz Geradora
Seja C ⊂ Kn um código linear. Dessa forma C é um subespaço vetorial e
portanto é gerado por uma base β = {v1, ..., vk}, onde k ≤ n. Chamaremos





 v11 v12 · · · v1n... ... . . . ...
vk1 vk2 · · · vkn

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Com uma matriz geradora como esta podemos fazer uma codiﬁcação,
veja: Dado um código fonte Kk montaremos uma transformação linear aﬁm
de transforma-lo num código corretor de erros C ∈ Kn
T : Kk → Kn
x 7→ xG
donde T (Kk) = C.
A matriz G não é única, pois depende da base escolhida de C, mas assim
como podemos obter uma nova base através de operações elementares3 em
vetores de uma base dada, o mesmo podemos fazer com a matriz G, obtendo
assim uma matriz G′ geradora do mesmo código.
Exemplo 6 Tomemos K = Z2 e
G =
 1 0 1 0 11 1 0 1 0
1 1 1 1 1
.
A transformação linear abaixo possui como imagem um código corretor ge-
rado pela matriz G:
T : K3 → K5
x 7→ xG
Dada uma palavra (1, 0, 1) em K3, depois de codiﬁcada pela transformação
acima ela se tornará (0, 1, 0, 1, 0) ∈ K5
O processo de decodiﬁcação de uma palavra y ∈ Kn de um código linear
gerado por uma matriz G consiste em encontrar um x ∈ Kk que seja solução
do sistema xG = y. Algo que facilita muito esse processo é o escalona-
mento da matriz G, pois como foi dito acima podemos utilizar as operações
elementares para obter uma nova matriz geradora do mesmo código.
Deﬁnição 18 Dizemos que uma matriz geradora G está na forma padrão se
G = (Idk|A),
ou seja, as primeiras k colunas da matriz G formam a matriz identidade de
ordem k e A é uma matriz de ordem k × (n− k).
Note que dada uma matriz G geradora de um código C, as seguintes
operações sobre G são equivalentes às operações i) e ii) em C, descritas na
página 22 deste trabalho:
C1) Permutação das colunas.
3As três operações elementares são descritas em livros de Álgebra Linear ou até mesmo
nos capítulos sobre matrizes nos livros de ensino básico.
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C2) Multiplicação de uma coluna por um escalar não nulo.
Dessa forma, efetuando operações C1 e C2 na matriz G obteremos uma
matriz G′, que por sua vez vai gerar um código C ′ linearmente equivalente
ao código C.
Teorema 7 Dado um código C, existe um código C ′ com matriz geradora
na forma padrão.
A prova deste teorema resume-se a escalonamento de matrizes, feito utili-
zando as operações elementares já comentadas. O fato das linhas de uma
matriz geradora G serem linearmente independentes garante que nenhuma
delas será nula, mesmo depois do escalonamento. Além disso, G tendo k
linhas, se uma das k primeiras colunas for nula, basta utilizarmos a operação
C1.
2.3 Códigos Duais
Nesta sessão deﬁniremos a matriz teste de paridade de um código corretor
C, uma matriz talvez até mais relevante que a matriz geradora de C, sendo
uma de suas funções a de veriﬁcar se uma dada palavra pertence ou não a
um determinado código.
Deﬁniremos o seguinte produto interno em Kn:
Dados u = (u1, ..., un) e v = (v1, ..., vn) em Kn, temos
〈u, v〉 = u1v1 + ...+ unvn ∈ K
É fácil ver que este produto é simétrico, 〈u, v〉 = 〈v, u〉, e também bilinear
〈u+ λw, v〉 = 〈u, v〉+ λ〈w, v〉, para todo λ ∈ K.
Proposição 8 Dado um código C ⊂ Kn com matriz geradora G, o conjunto
C⊥ = {v ∈ Kn; 〈u, v〉 = 0, ∀u ∈ C} ⊂ Kn,
conhecido na álgebra linear como complemento ortogonal de C, é um subes-
paço vetorial de Kn que chamaremos de código dual 4 de C. Além disso,
x ∈ C⊥ ⇔ Gxt = 0.
Prova: Considere u, v ∈ C⊥ e λ ∈ K. Temos, para todo x ∈ C, que
〈u+ λv, x〉 = 〈u, x〉+ λ〈v, x〉 = 0,
e, portanto, u + λv ∈ C⊥, provando assim que C⊥ é subespaço vetorial de
Kn. Quanto à segunda aﬁrmação temos que x ∈ C⊥ se, e somente se, x é
ortogonal (produto interno nulo) a todos os elementos de C, em particular aos
elementos de uma dada base de C, logo x ∈ C⊥ se, e somente se, Gxt = 0,
visto que as linhas de G formam uma base para C.
4Em Álgebra Linear, o espaço dual de um dado espaço vetorial V sobre K é o espaço
dos funcionais linear f : V → K, deﬁnição esta diferente da de código dual.
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Proposição 9 Seja C ⊂ Kn um código linear de dimensão k com matriz
geradora G = (Idk|A), na forma padrão. Então
i)dim C⊥ = n− k;
ii)H = (−At|Idn−k) é uma matriz geradora de C⊥.
Prova: i) Pela proposição 8, x = (x1, ..., xn) ∈ C⊥ se, e somente se,
Gxt = 0. Donde,
1 0 · · · 0 a1(k+1) · · · a1n








0 0 · · · 1 ak(k+1) · · · akn
 · (x1, ..., xn)t = 0⇔
⇔

x1 + 0 + · · ·+ 0 + a1(k+1)xk+1 + · · ·+ a1nxn
0 + x2 + · · ·+ 0 + a2(k+1)xk+1 + · · ·+ a2nxn
...
0 + 0 + · · ·+ xk + ak(k+1)xk+1 + · · ·+ aknxn
 = 0⇔
⇔
x1 = −a1(k+1)xk+1 − · · · − a1nxn
x2 = −a2(k+1)xk+1 − · · · − a2nxn
...








Portanto, sendo q o número de elementos no corpo ﬁnito K, o código C⊥
possui qn−k palavras, já que os aij da matriz A são ﬁxos e existem q escolhas
possíveis para cada um dos xk+1, ..., xn . Logo, C⊥ tem dimensão n− k.5
ii)Por conta do bloco Idn−k podemos garantir que as linhas da matriz
H são linearmente independentes, portanto elas foram uma base para um
espaço vetorial de dimensão n− k. Além disso, cada uma dessas linhas são
ortogonais a G 6 e, por isso, o espaço gerado por elas está contido em C⊥
cuja dimensão também é n − k. Segue daí que o espaço gerado pelas linhas
de H é C⊥.

Diremos que a matriz geradora do código linear C⊥, H = (−At|Idn−k),
escrita dessa forma, é também uma matriz na forma padrão. A intenção
5Em caso de dúvida quanto à relação entre número de elementos e dimensão, ver página
21 deste trabalho.
6Perceba que as linhas de H são justamente os vetores x que satisfazem (∗) com xk+m =
1 na linha m.
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aqui é de complementar a deﬁnição dada sobre a forma padrão da matriz
geradora.
O Corolário a seguir generaliza o item i) da proposição acima para qual-
quer código emKn, independentemente de sua matriz estar na forma padrão.
A prova deste resultado pode ser encontrada em [1] e não será posta aqui
porque utiliza resultados que fogem aos nossos objetivos.
Corolário 1 Se D é um código linear em Kn de dimensão k, então D⊥ é
um código de dimensão n− k.
Lema 2 Suponha que C seja um código de dimensão k em Kn com matriz
geradora G. Uma matriz H de ordem (n − k) × n, com coeﬁcientes em K
e com linhas linearmente independentes, é uma matriz geradora de C⊥ se, e
somente se,
G ·Ht = 0.
Prova: Perceba inicialmente que as linhas linearmente independentes de H
geram um subespaço vetorial de Kn de dimensão n−k, que é igual à dimensão
de C⊥. Por outro lado, representando por h1, ..., hn−k e por g1, ..., gk as
linhas de H e G respectivamente, temos que
(G ·Ht)i,j = 〈gi, hj〉.
Desta forma, G ·Ht = 0 equivale a dizer que todos os vetores do subespaço
gerado pelas linhas de H estão em C⊥, mas como este subespaço contido em
C⊥ tem a mesma dimensão que ele, conclui-se que são o mesmo.

Um leitor com certo conhecimento em Álgebra Linear poderia perguntar-
se por que não provar o seguinte resultado usando o fato das dimensões de C e
C⊥ se completarem, dim C + dim C⊥ = n = dim Kn, como habitualmente
é feito em livros de álgebra linear. Porém, em corpos ﬁnitos, esses dois
subespaços vetoriais não necessariamente são disjuntos e dessa forma não
teríamos uma soma direta. A título de ilustração, veja que no exemplo 8 na
página 29 deste trabalho, C⊥ ⊂ C.
Corolário 2 (C⊥)⊥ = C.
Prova: Sejam G e H respectivamente matrizes geradoras de C e C⊥. Logo,
G ·Ht = 0. Tomando transpostas dessa última igualdade, temos que H ·Gt =
0, logo, G é matriz geradora de (C⊥)⊥.

Proposição 10 Seja C um código linear e suponhamos que H seja uma
matriz geradora de C⊥. Temos então que
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v ∈ C se, e somente se, Hvt = 0.
Prova: Este resultado decorre imediatamente do corolário 2 e da Proposição
8, pois estes mostram que v ∈ C se, e somente se, v ∈ (C⊥)⊥ se, e somente
se, Hvt = 0.

Perceba que fazendo uso da proposição acima podemos determinar se um
vetor v pertence ou não a um dado código apenas utilizando a matriz H de
seu código dual. Esta matriz é chamada de matriz teste de paridade.
A matriz teste de paridade é de fato muito signiﬁcativa, pois dado y ∈ Kn
seria necessário analisar se o sistema Gx = y admite solução, aﬁm de desco-
brir se y pertence ou não ao código gerado por G, algo que requer um custo
computacional maior do que veriﬁcar se Hyt = 0.
Dado um código C ⊂ Kn com matriz teste de paridade H e um vetor
v ∈ Kn, chamaremos o vetor Hvt de síndrome de v.
Exemplo 7 Tomemos o corpo ﬁnito Z3 e um código C ⊂ Z53 com matriz
geradora
G =
2 0 0 1 20 2 0 2 0
0 0 1 0 2

Perceba que multiplicando a primeira e a segunda linha da matriz G por 2,
obteremos a matriz G′ na forma padrão:
G′ =
1 0 0 2 10 1 0 1 0
0 0 1 0 2
.
Pela proposição 9 (ii), é fácil obter a matriz teste de paridade H
H =
(
2 1 0 1 0
1 0 2 0 1
)
.
Dados v1 = (1, 2, 1, 2, 0) e v2 = (1, 0, 2, 0, 1) em Z53, vejamos qual destes é










Logo, v1 ∈ C e v2 /∈ C.
A matriz teste de paridade traz também informações importantes sobre
o peso do código, como mostra a seguinte proposição.
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Proposição 11 Seja H(n−k)×n a matriz teste de paridade de um código C ⊂
Kn, com dim C = k. Temos que o peso de C é maior do que ou igual a s se,
e somente se, quaisquer s− 1 colunas de H são linearmente independentes.
Prova: (⇐) Vamos supor inicialmente que qualquer conjunto de s − 1
colunas de H é linearmente independente. Seja c = (c1, c2, ..., cn) uma pala-
vra não nula em C e sejam hij os elementos de H. Como Hct = 0, temos
h11c1 + h12c2 + ...h1ncn = 0
h21c1 + h22c2 + ...h2ncn = 0
...



















 cn = 0.
Chamando de hi a coluna i da matriz H, temos
h1c1 + h
2c2 + ...+ h
ncn = 0
Perceba que se c possui t < s componentes não nulas, ou seja, t = ω(c) < s,
teríamos uma combinação linear nula de t colunas de H,
hi1ci1 + h
i2ci2 + ...+ h
itcit = 0, onde h
it representa alguma das colunas de
H.
mas como t ≤ s − 1 então essas t colunas são L.I., e por tanto essas t
componentes de c são obrigatoriamente nulas, donde c = 0, o que é uma
contradição. Logo, ω(c) ≥ s, donde ω(C) ≥ s.
(⇒) Reciprocamente, suponhamos que ω(C) ≥ s. Suponhamos também,
por absurdo, que H tenha um conjunto de s− 1 colunas que são linearmente
dependentes: hi1 , hi2 , ..., his−1. Dessa forma, pela deﬁnição de L.D., existem
ci1 , ci2 , ..., cis−1 em K, não todos nulos, tais que
hi1ci1 + h
i2ci2 + ...+ h
is−1cis−1 = 0.
Logo, c = (0, ..., ci1 , ..., cis−1 , 0, ..., 0) ∈ C, e consequentemente, ω(c) ≤ s −
1 < s, o que seria um absurdo, visto que nossa hipótese inicial é que ω(C) ≥
s.

Teorema 8 Seja H a matriz teste de paridade de um código C. Temos que
o peso de C é igual a s se, e somente se, quaisquer s− 1 colunas de H são
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linearmente independentes e existem s colunas de H linearmente dependen-
tes.
Prova:(⇒) Supondo ω(C) = s, a proposição 10 acima nos garante que
quaiquer s − 1 colunas de H são linearmente independentes, além disso, se
não existir um conjunto com s colunas de H que sejam linearmente depen-
dentes, então teríamos ω(C) ≥ s+ 1.
(⇐) Supondo agora que todo conjunto de s− 1 colunas de H são linear-
mente dependentes e que existem s colunas linearmente dependentes, a pro-
posição 9 nos garante que ω(C) ≥ s. Entretanto, ω(C) não pode ser maior
do que s, pois dessa forma, também pela proposição 10, todo conjunto com s
colunas de H é linearmente independente, contradizendo nossa hipótese.

O seguinte exemplo demonstra a utilização de alguns resultados apresen-
tados nesta sessão.
Exemplo 8 Construa um código binário C de comprimento 7, dimensão 4
e distância mínima 3 por meio de uma matriz teste de paridade. Determine
uma matriz geradora para este código.
Solução: Nossa matriz teste de paridade H possui n − k = 3 linhas
que são linearmente independentes, além disso, Pelo Teorema 8, para d =
s = 3, é necessário que quaisquer par de colunas em H seja linearmente
independente e que exista algum conjunto com três colunas de H que seja
linearmente dependentes. A seguinte matriz satisfaz estes requisitos:
H =
1 1 0 1 0 0 10 1 1 1 1 0 0
1 0 0 1 1 1 0

A matriz geradora de C possui k = 4 linhas linearmente independentes que
geram o código, uma das formas de obtermos essas linhas é o usar o fato
mostrado na proposição 10: Seja c = (c1, ..., c7) ∈ C, temos Hct = 0, logo
1 1 0 1 0 0 10 1 1 1 1 0 0












c1 + c2 + c4 + c7 = 0
c2 + c3 + c4 + c5 = 0
c1 + c4 + c5 + c6 = 0
Uma coisa interessante sobre código binário é que o inverso aditivo de um ele-
mento é sempre ele mesmo, dessa forma, resolvendo o sistema linear acima
temos
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c = (c1, c2, c2 + c4 + c5, c4, c5, c1 + c4 + c5, c1 + c2 + c4) =
= c1 · (1, 0, 0, 0, 0, 1, 1) + c2 · (0, 1, 1, 0, 0, 0, 1) + c4 · (0, 0, 1, 1, 0, 1, 1) + c5 ·
(0, 0, 1, 0, 1, 1, 0)
Ou seja, todo c ∈ C é uma combinação dos vetores acima, donde nossa
matriz geradora será então
G =

1 0 0 0 0 1 1
0 1 1 0 0 0 1
0 0 1 1 0 1 1
0 0 1 0 1 1 0

O código que construímos acima é um exemplo de Código de Hamming, um
dos vários tipos de códigos lineares. Um código de Hamming de ordem m
sobre K = Z2 é um código com matriz teste de paridade Hm de ordemm×n,
cujas colunas são os elementos de Kn − {0} numa ordem qualquer.
2.4 Decodiﬁcação
Este é um dos pontos altos deste trabalho, aﬁnal a detecção e correção de
erros ocorrem durante a decodiﬁcação. Deﬁniremos inicialmente o vetor erro
e, que nada mais é do que a diferença entre a palavra transmitida c e a
palavra recebida r, ou seja, e = r − c. Note que desta forma, o peso do
vertor erro corresponde justamente ao número de erros cometidos durante a
transmissão da palavra. Outro detalhe importante é que o vetor erro possui
a mesma síndrome que a palavra recebida:
Como e = r − c, então Het = H(r − c)t = Hrt − Hct = Hrt, já que
Hct = 0.(*)
De forma análoga ao que foi feito na prova da proposição 11, podemos
chamar de hi a i-ésima coluna de H e se e = (α1, ..., αn), temos∑n
i=1 αih
i = Het = Hrt.
Lema 3 Seja C um código linear em Kn com capacidade de correção κ. Se
r ∈ Kn e c ∈ C são tais que d(c, r) ≤ κ, então existe um único vetor e com
ω(e) ≤ κ, cuja síndrome é igual à síndrome de r e tal que c = r − e.
Prova: A existência do vetor e satisfazendo as condições acima é óbvia,
basta tomarmos e = r − c, já que ω(e) = d(c, r) ≤ κ e (*). Para pro-
var a unicidade, vamos supor dois vetores que satisfazem o lema, a saber:
e1 = (α1, ..., αn) e e2 = (β1, ..., βn). Dessa forma, seja H a matriz teste de










=⇒∑ni=1(αi − βi)hi = 0,
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sendo esta última uma combinação linear das n colunas de H, entretanto,
como os vetores e1 e e2 possuem no máximo κ termos não nulos, esta com-
binação linear é na verdade feita com no máximo 2κ ≤ d−1 colunas de H e,
pelo Teorema 7, concluímos que a mesma é linearmente independente, donde
αi = βi para todo i, logo e1 = e2.

O resultado acima é de suma importância, pois recebida uma palavra
r existirá apenas um vetor e com mesma síndrome, levando em conta as
hipóteses do Lema. A pergunta agora é: Como determinar este único vetor
e a partir da síndrome Hrt?
A seguir, apresentaremos um algorítmo capaz de detectar e corrigir até
um erro (ω(e) ≤ 1). Porém, antes disso, note que supondo um código C
com distância mínima d ≥ 3, matriz teste de paridade H e que o vetor e,
introduzido entre a palavra transmitida c e a palavra recebida r, seja tal que
ω(e) ≤ 1, temos que se Het = 0, então r ∈ C e se toma c = r, ou seja,
nenhum erro foi introduzido na transmissão, por outro lado, se Het 6= 0,
então ω(e) = 1 e, portanto, e tem apenas uma coordenada não nula. Nesse
caso, consideremos que e = (0, ..., α, ..., 0) com α 6= 0 na i-ésima posição.
Logo,
Het = αhi,
onde hi é a i-ésima coluna da H. Portanto, não conhecendo e, mas conhe-
cendo
Het = Hrt = αhi,
podemos determinar e como sendo o vetor com todas as componentes nulas
exceto a i-ésima componente que é α. Note que i acima é bem determinado,
pois d ≥ 3, ou seja, com uma distância mínima igual a 2, por exemplo, po-
deriam haver duas palavras c e c′ equidistantes de r.
Algoritmo de decodiﬁcação em códigos corretores de um erro:
Seja H a matriz teste de paridade do código C e seja r um vetor recebido.
(Suponha d ≥ e).
(i) Calcule Hrt.
(ii) Se Hrt = 0, aceite r como sendo a palavra transmitida.
(iii) Se Hrt = st 6= 0, compare st com as colunas de H.
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(iv) Se existirem i e α tais que st = αhi, para α ∈ K, então e é a n-upla
com α na posição i e zeros nas outras posições. Corrija r pondo c = r − e.
(v) Se o contrário de (iv) ocorrer, então mais de um erro foi cometido.
Exemplo 9 Considere o código C construído no Exemplo 8. Esse código
tem matriz teste de paridade:
H =
1 1 0 1 0 0 10 1 1 1 1 0 0
1 0 0 1 1 1 0
.
Seja r = (0, 1, 1, 1, 0, 1, 0) uma palavra recebida, logo
Het = Hrt =
 01
0
 = 1 · h3.
Portanto, e = (0, 0, 1, 0, 0, 0, 0) e, consequentemente,
c = r − e = (0, 1, 0, 1, 0, 1, 0).
Introduziremos agora algumas deﬁnições e resultados necessários na cons-
trução de um algorítmo que seja capaz de corrijir um vetor r recebido com
mais de um erro. Seja C ⊂ Kn um código corretor de erros com matriz teste






que e e r possuem a mesma síndrome e, se ω(e) = d(r, c) ≤ κ, então e é
univocamente determinado por r.
Deﬁnição 19 Seja v ∈ Kn. Chamaremos de classe lateral de v segundo C
o conjunto
v + C = {v + c; c ∈ C}
É fácil ver que
v + C = C ⇔ v ∈ C
Lema 4 Os vetores u e v de Kn têm a mesma síndrome se, e somente se,
u ∈ v + C.
Prova: Hut = Hvt ⇔ H(u−v)t = 0⇔ u−v = c com c ∈ C ⇔ u = v+c
com c ∈ C ⇔ u ∈ v + C.

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As classes laterias possuem as seguintes propriedades:
(i) v + C = v′ + C ⇔ v − v′ ∈ C;
(ii) (v + C) ∩ (v′ + C) 6= ∅ =⇒ v + C = v′ + C;
(iii) ∪v∈Kn(v + C) = Kn;
(iv) |(v+C)| = |C| = qk, sendo k a dimensão de C e q o número de elementos
em K.
Demonstraremos apenas a primeira propriedade, aﬁm de ganhar habili-
dade no manuseio de classes laterais:
Prova (i): v + C = v′ + C ⇔ v ∈ v′ + C e v′ ∈ v + C ⇔ v = v′ + c′ e
v′ = v + c, com c, c′ ∈ C, ⇔ v − v′ = c′ ∈ C e v′ − v = c ∈ C.






claro, aﬁnal como duas classes ou são iguais ou são disjuntas, quaisquer dois
vetores v e v′ em C terão a mesma classe segundo C, apenas os que terão
classes diferentes são os vetores que não estão em C, justamente n−k vetores.
Deﬁnição 20 Um vetor de peso mínimo numa classe lateral é chamado
de elemento líder dessa classe, podendo haver mais de um líder em cada
classe.
Proposição 12 Seja C um código linear em Kn com distância mínima d.







então u é o único elemento líder de sua classe.









. Logo, u− v = c ∈ C, além disso











sendo assim, teríamos ω(u− v) = d(u, v) < d, logo u− v = 0, donde u = v.

Mostraremos agora um algoritmo capaz de corrigir palavras que tenham
sido recebidas com um número de erros menor ou igual à capacidade de
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. Começamos determinando todos os
elementos u ∈ Kn tais que ω(u) ≤ κ. Dessa forma, pela proposição acima,
estaremos encontrando líderes de classes laterais, sendo cada um deles o
único líder em sua classe. É claro que não há no código C um vetor u tal
que ω(u) ≤ κ, pois ω(C) = d > κ, então perceba que esses vetores que
estamos buscando são todos os vetores erro e com até κ erros e que estes
serão líderes de classe.
O próximo passo é organizar estes vetores numa tabela e calcular suas
respectivas síndromes. Feito isso, basta seguir o algoritmo abaixo.
Algoritmo de Decodiﬁcação em códigos corretores de até κ er-
ros
Seja r uma palavra recebida. (i) Calcule a síndrome Hrt = st
(ii) Se s = 0, aceite r como sendo a palavra transmitida. Caso contrário vá
para (iii).
(iii) Se s está na tabela, seja l o elemento líder da classe determinada por s;
troque r por r − l.
(iv) Se s não está na tabela, então na mensagem recebida foram cometidos
mais do que κ erros.
Exemplo 10 Imaginemos uma situação hipotética em que enviamos uma
ordem de movimento à um robô, sendo que este só obedece quatro direções:
Norte, Sul, Leste e Oeste. Determinemos inicialmente nosso código fonte






Construiremos aqui um código corretor C com capacidade de correção
κ = 2, para isso, basta construir uma matriz teste de paridade para este
código satisfazendo o Teorema 7 com s = 5:
H =

1 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 1 1
0 0 0 0 1 0 0 0 1
0 0 0 0 0 1 0 0 1








1 1 1 1 0 0 0 1 0
0 0 0 1 1 1 1 0 1
)
.






A seguir temos todos os vetores em Z92 com peso ≤ 2 e suas respectivas
síndromes.
vetor síndrome vetor síndrome
000000000 0000000 010000010 1011000
100000000 1000000 010000001 0101111
010000000 0100000 001100000 0011000
001000000 0010000 001010000 0010100
000100000 0001000 001001000 0010010
000010000 0000100 001000100 0010001
000001000 0000010 001000010 1101000
000000100 0000001 001000001 0011111
000000010 1111000 000110000 0001100
000000001 0001111 000101000 0001010
110000000 1100000 000100100 0001001
101000000 1010000 000100010 1110000
100100000 1001000 000100001 0000111
100010000 1000100 000011000 0000110
100001000 1000010 000010100 0000101
100000100 1000001 000010010 1111100
100000010 0111000 000010001 0001011
100000001 1001111 000001100 0000011
011000000 0110000 000001010 1111010
010100000 0101000 000001001 0001101
010010000 0100100 000000110 1111001
010001000 0100010 000000101 0001110
010000100 0100001 000000011 1110111
Com esses dados, o algoritmo de decodiﬁcação já pode entrar em ação. Supo-
nhamos uma palavra recebida r = (111011000). Logo Hrt = (1110110)t. Ob-
serve que esta síndrome não se encontra na tabela, o que signiﬁca que na pala-
vra r foram cometidos mais do que 2 erros de transmissão. Agora considere-
mos a palavra recebida r = (111011100). Logo Hrt = (1110111)t, que está na
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tabela e é a síndrome referente à (000000011). Logo, na palavra recebida ha-
viam dois erros, fazendo a correção, temos c = (111011100)−(000000011) =




O leitor deve ter percebido que a codiﬁcação e sobretudo a decodiﬁcação
apresentadas no capítulo anterior apesar de simples requerem muitas contas
e, consequentemente, um custo computacional elevado. Parte daí a necessi-
dade de aperfeiçoar a estrutura dos códigos corretores aﬁm de dar-lhes novas
propriedades que facilitem a codiﬁcação e a decodiﬁcação. O primeiro passo
a ser dado nessa direção são os códigos cíclicos.
3.1 Caracterização dos códigos cíclicos
Para este capítulo continuaremos tratando K como sendo um corpo ﬁnito e
representaremos as coordenadas de um vetor em Kn por (x0, ..., xn−1).




Como visto na seção 3.4, este Anel quociente, é também um espaço vetorial
sobre K de dimensão n com base {1, x, x2, ..., xn−1} e, portanto, isomorfo a
Kn segundo a transformação linear
ν : Kn → Rn
(a0, ..., an−1) 7→ a0 + a1x+ ...+ an−1xn−1
O isomorﬁsmo acima mostra que dado um código linear C ⊂ Kn podemos
transportá-lo para Rn, isso dará propriedades adicionais ao código, visto que
agora além de subespaço vetorial ele é também um subanel.
Deﬁnição 21 Um código linear C ⊂ Kn será chamado de código cíclico
se, para todo c = (c0, ..., cn−1) ∈ C, o vetor (cn−1, c0, ..., cn−2) também per-
tence a C.
Equivalentemente, o código linear C será um código cíclico se, dada a




i− 1, se i ≥ 1
n− 1, se i = 0
e sendo
Tpi(c0, c1, ..., cn−1) = (cn−1, c0, ..., cn−2),
temos que Tpi(c) ∈ C,∀c ∈ C, ou seja, Tpi(C) ⊂ C.
A transformação linear Tpi em Kn traduz-se, por meio da bijeção ν, na
multiplicação por x em Rn. Ou seja, tomando c = (c0, c1, ..., cn−1), temos
Tpi(c) = (cn−1, c0, ..., cn−2) e
ν(Tpi(c)) = cn−1 + c0x+ ...+ cn−2xn−1 = x · c0 + c1x+ ...+ cn−1xn−1 =
x · ν(c).
Exemplo 11 Seja v ∈ Kn. O espaço vetorial
〈v〉 = α1v + α2Tpi(v) + ...+ αn−1Tn−1pi (v), com αi ∈ K,
é claramente um código linear cíclico (note que Tnpi = Id). Em particular é
cíclico o código 〈0〉.
Lema 5 Seja V um subespaço vetorial de Rn. Então, V é um ideal de Rn
se, e somente se, V é fechado pela multiplicação por x.
Prova: (=⇒) Supondo inicialmente V ideal de Rn, por deﬁnição de ideal
e já que x ∈ Rn, temos x · p(x) ∈ V , ∀ p(x) ∈ V .
(⇐=) Suponhamos agora que V seja fechado com relação à multiplicação
por x. Como V é subespaço vetorial, é fechado com relação à soma. Basta
então mostrar que g(x) · p(x) ∈ V , para todo g(x) ∈ Rn e todo p(x) ∈ V .
Como V é subespaço de Rn, é claro que a · p(x) ∈ V , ∀ a ∈ K. Como por
hipótese,
x · p(x) = x · p(x) ∈ V ,
então
x2 · p(x) = x · x · p(x) ∈ V .
Indutivamente, obtemos, ∀ m ∈ N, que
xm · p(x) = xm · p(x) ∈ V .
Agora, escrevendo g(x) = a0 + a1x+ ...+ an−1xn−1, temos que
g(x) · p(x) = g(x)p(x) = (a0 + a1x+ ...+ an−1xn−1) · p(x) =
a0p(x) + a1x · p(x) + ...+ an−1xn−1 · p(x) ∈ V ,
pois cada parcela da última expressão pertence à V .

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Teorema 9 Um subespaço C de Kn é um código cíclico se, somente se,
ν(C) é um ideal de Rn.
Prova: Pelo Lema 5, temos que ν(C) é um ideal de Rn se, e somente
se, este subespaço é fechado pela multiplicação por x. Por outro lado, vimos
que a multiplicação por x traduz-se por meio de ν−1 na ação Tpi, descrita
no início desta sessão. Portando, dizer que ν(C) é fechado com relação a
multiplicação por x é o mesmo que dizer que C é cíclico.

Portanto, pela proposição 6 temos que um código C em Kn é cíclico se,
e somente se, ν(C) = I(g(x)), onde g(x) ∈ K[x] é um divisor de xn − 1.





O leitor pode perceber uma certa semelhança entre a base descrita no
teorema abaixo e a base de 〈v〉 do exemplo 10, em suma, temos no teorema a
seguir um código cíclico visto em Rn, equanto que no exemplo 10 temos um
código cíclico visto em Kn. O corolário 3 mais adiante e sua prova elucidam
bem essa relação.
Teorema 10 Seja I = I(g(x)), onde g(x) é um divisor de xn− 1 de grau s.
Temos que g(x), xg(x), x2g(x), ..., xn−s−1g(x) é uma base de I como espaço
vetorial sobre K.
Prova: Vamos veriﬁcar inicialmente que os elementos acima são line-
armente independentes. De fato, suponhamos que
a0g(x) + a1xg(x) + ...+ an−s−1xn−s−1g(x) = 0.
Logo,
g(x) · (a0 + a1x+ ...+ an−s−1xn−s−1) = 0.
Como a classe do polinômio do lado esquerdo da igualdade igual à classe do
zero, então para algum d(x) ∈ K[x], temos que
g(x) · (a0 + a1x+ ...+ an−s−1xn−s−1) = d(x) · (xn − 1)
Daí, segue que
a0 + a1x+ ...+ an−s−1xn−s−1 = d(x) · h(x).
Como o grau de h(x) é n − s, a única possibilidade para a igualdade acima
ser verdadeira é se d(x) = 0. Logo,
a0 + a1x+ ...+ an−s−1xn−s−1 = 0 e, consequentemente,
a0 = a1 = ... = an−s−1 = 0
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Resta mostrar agora que os elementos sitados no teorema geram o espaço
vetorial I sobre K. Seja p(x) ∈ I, como I é um ideal gerado por g(x), temos
que
p(x) = d(x) · g(x), para algum d(x) ∈ Rn, logo,
p(x) ≡ d(x) · g(x) mod(xm − 1).
Pelo algoritmo da divisão, temos que d(x) = c(x) · h(x) + r(x), com r(x) =
a0+a1x+ ...+an−s−1xn−s−1, pois r(x) = 0 ou gr(r(x)) < gr(h(x)) = n−s.
Logo,
p(x) ≡ d(x) · g(x) ≡ c(x) · h(x) · g(x) + r(x) · g(x) ≡
c(x) · (xn − 1) + r(x) · g(x) ≡ r(x) · g(x) mod(xn − 1)
e portanto,
p(x) ≡ (a0 + a1x+ ...+ an−s−1xn−s−1) · g(x) mod(xn − 1), donde
p(x) = a0g(x) + a1xg(x) + ...+ an−s−1xn−s−1g(x).

Corolário 3 Dado um código cíclico C, existe v ∈ C tal que C = 〈v〉.
Prova: Seja I = ν(C). Logo, I é gerado como espaço vetorial sobre
K por g(x) + xg(x) + ... + xn−s−1g(x), onde g(x) é um divisor de xn − 1
de grau s. Portanto, colocando v = ν−1(g(x)), temos que C é gerado por
v, Tpi(v), ..., T
n−s−1
pi (v) e, portanto, C = 〈v〉.

3.2 Matriz Geradora e Matriz Teste de Paridade
O seguinte corolário é decorrente do teorema 10 e diz respeito à matriz
geradora de um código cíclico.
Corolário 4 Seja g(x) = g0+g1x+ ...+gsxs um divisor de xn−1 de grau s.










g0 g1 · · · gs 0 · · · 0






0 · · · 0 g0 · · · · · · gs
.
Perceba que da forma como deﬁnimos nosso h(x), temos que ele é também
um divisor de xn − 1, com grau n− s. Além disso, o polinômio recíproco de
h(x) = h0 + h1x+ ...+ hn−sxn−s (Deﬁnição 5),
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= hn−s + hn−s−1x+ ...+ h0xn−s,
é também um divisor de xn − 1 (Proposição 3, capítulo 1), e portanto, é o
polinômio gerador de algum código cíclico que identiﬁcaremos adiante.
Teorema 11 Seja C = ν−1(I) um código cíclico, onde I = I(g(x)), com
g(x) um divisor de xn − 1 de grau s. Então C⊥ é cíclico e C⊥ = ν−1(J),
onde J = I(h∗(x)).
Prova: Sejam
g(x) = g0 + g1x+ ...+ gsx
s e h(x) = h0 + h1x+ ...+ hn−sxn−s.




g0 g1 · · · gs 0 · · · 0






0 · · · 0 g0 · · · · · · gs
, matriz geradora do código C =









hn−s hn−s−1 · · · h0 0 · · · 0






0 · · · 0 hn−s · · · · · · h0
.
Mostraremos aqui que da forma como foi deﬁnida a matriz H, ela é tal
que G ·Ht = 0, e portanto, pelo Lema 2, segue que H é uma matriz geradora
de C⊥ e, além disso, pelo Teorema 11, C⊥ = ν−1(J), onde J = I(h∗(x)).
É fácil ver que as linhas de H são linearmente independentes.
Além disso, seja {e1, e2, ..., en} a base canônica de Kn. A i-ésima linha de
G é
Gi = g0ei + g1ei+1 + ...+ gsei+s, 1 ≤ i ≤ n− s,
e a j-ésima coluna de Ht, ou sejam a j-ésima linha de H, é
Hi = hn−sej + hn−s−1ej+1 + ...+ h0ej+n−s, 1 ≤ j ≤ s.
Suponhamos que i ≤ j. O produto interno de Gi por Hj é dado por
gj−ihn−s + gj−i+1hn−s−1 + ...+ gn−shj−i,
onde j − i = 0, ..., s− 1.
Mas a soma acima é precisamente igual ao coeﬁciente xn−s+j−i no pro-
duto g(x) · h(x) = xn − 1. Como 1 ≤ n− s+ j − i ≤ n− 1, temos que esse
coeﬁciente é igual a zero. O caso j ≤ i é análogo. Logo, G ·Ht = 0.
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Note que C⊥ é cíclico, pois J é ideal de Rn.
Em suma, o que obtemos do teorema acima é que a matriz H que cons-
truímos é geradora de C⊥ e portanto amatriz teste de paridade do código
C = ν−1(I), em que I = I(g(x)).
3.3 Codiﬁcação e Decodiﬁcação de um Código Cí-
clico
Seja
µ : Ks → K[x]s−1 ⊂ K[x]




o isomorﬁsmo de K-espaços vetoriais, onde K[x]s−1 é o espaço vetorial dos
polinômios de grau menor ou igual a s− 1. Esse isomorﬁsmo será de grande
utilidade no que se segue.
Teorema 12 Seja C ⊂ Kn um código cíclico. Suponhamos que C = ν−1(I),
onde I = I(g(x)), com g(x) um divisor de xn−1 de grau s. Seja R a matriz
(n− s)× s cuja i-ésima linha é
Ri = −µ−1(ri(x)), 1 ≤ i ≤ n− s,
onde ri(x) é o resto da divisão de xs−1+i por g(x). Então, (R|Idn−s) é uma
matriz geradora de C.
Prova: Sejam qi(x) e ri(x) o quociente e o resto da divisão de xs−1+i
por g(x). Logo,
xs−1+i = g(x)qi(x) + ri(x), com ri(x) = 0 ou gr(ri(x)) ≤ s− 1.
Portanto, xs−1+i − ri(x) pertence a I, e se pensarmos nos graus desses po-
linômios para i = 1, ..., n − s veremos que são linearmente independentes
sobre K e portanto uma base para I(g(x)) como espaço vetorial. Como
ν−1(xs−1+i − ri(x)) = es−1+i − µ−1(ri(x)), temos que a matriz
−µ−1(r1(x)) 1 0 · · · 0





−µ−1(rn−s(x)) 0 0 · · · 1

é uma matriz geradora de C.

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Vimos na sessão 2.2 deste trabalho que, dado um código fonte Kk, po-
demos fazer uma codiﬁcação aﬁm de transformá-lo num código corretor de
erros C ⊂ Kn, e que essa codiﬁcação consiste em multiplicar cada palavra
em Kk pela matriz geradora de C. Com códigos cíclicos isso também funci-
ona, entretanto é possível fazer essa codiﬁcação utilizando os polinômios da
matriz geradora na forma reduzida como se segue.
Seja Kn−s um código fonte e C um código corretor cíclico com matriz na
forma padrão G = (R|Idn−s). Dado (a1, ..., an−s) ∈ Kn−s, esse vetor pode
ser codiﬁcado como elemento de C como se segue:
(a1, ..., an−s)(R|Idn−s) = (b0, ..., bs−1, a1, ..., an−s),
onde
(b0, ..., bs−1) = −a1µ−1(r1(x))− · · · − an−sµ−1(rn−s(x)) =
−µ−1(a1r1(x) + · · ·+ an−srn−s(x)) =
−µ−1(∑n−si=1 airi(x)).
Teorema 13 Seja C ⊂ Kn um código cíclico gerado por um polinômio g(x)
de grau s com matriz geradora na forma padrão (R|Idn−s) e matriz teste de
paridade H = (Ids| − Rt). Se v = (v0, ..., vn−1) ∈ Kn, então a síndrome de
v com relação à matriz H é dada por
µ−1(r(x)),
onde r(x) é o resto da divisão de v0 + v1x+ · · ·+ vn−1xn−1 por g(x).
Prova: Vimos na sessão 2.4 deste trabalho que a síndrome de v é o vetor
Hvt = (Ids| −Rt)vt, além disso perceba que podemos escrever
Ids = (µ
−1(1), µ−1(x), ..., µ−1(xs−1)), sendo assim,
(Ids| −Rt)vt =
(µ−1(1), µ−1(x), ..., µ−1(xs−1), µ−1(r1(x)), ..., µ−1(rn−s(x)))vt =
µ−1(v0 + v1x+ · · ·+ vs−1xs−1 + vsr1(x) + · · ·+ vn−1rn−s(x)),
entretanto,
r(x) = v0 + v1x+ · · ·+ vs−1xs−1 + vsr1(x) + · · ·+ vn−1rn−s(x)
é o resto da divisão de v0 + v1x + · · · + vn−1xn−1 por g(x). Daí segue o
resultado.

No seguinte exemplo mostraremos na prática a codiﬁcação de um código
fonte para um código cíclico e o cálculo da síndrome de uma palavra recebida.
Exemplo 12 Considere o polinômio x7− 1 sobre Z2. A fatoração de x7− 1
é dada por
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x7 − 1 = (1 + x)(1 + x+ x3)(1 + x2 + x3).
Fatorar polinômios sobre corpos ﬁnitos não é uma tarefa simples, seria in-
clusive um bom tema para uma outra dissertação de mestrado, a referência
[4] mostra que já existem algoritmos que facilitam essa tarefa.
Vamos considerar o código C ⊂ Z72 gerado pelo polinômio g(x) = x3 +
x2 + 1. Analisaremos aqui a codiﬁcação e a decodiﬁcação em C. É fácil ver
que a dimensão de C é 4. Agora, pelo Teorema 12, determinaremos uma
matriz geradora para C na forma padrão:
x3 = (x3 + x2 + 1) + (x2 + 1)
x4 = (x3 + x2 + 1) · (x+ 1) + (x2)
x5 = (x3 + x2 + 1) · (x2 + x+ 1) + (x+ 1)




1 0 1 1 0 0 0
0 0 1 0 1 0 0
1 1 0 0 0 1 0
0 1 1 0 0 0 1
.
Vimos que dado um vetor (a1, a2, a3, a4) ∈ Z42, do código fonte, então a
codiﬁcação desse vetor é dada por (b0, b1, b2, a1, a2, a3, a4), onde b0, b1 e b2
são os coeﬁcientes do polinômio
a1(x
2 + 1) + a2(x
2) + a3(x+ 1) + a4(x
2 + x) =
a1 + a3 + (a3 + a4)x+ (a1 + a2 + a4)x
2.
Portanto, a codiﬁcação de (a1, a2, a3, a4) é
(a1 + a3, a3 + a4, a1 + a2 + a4, a1, a2, a3, a4).
Por outro lado, temos a seguinte matriz teste de paridade para C
H =
 1 0 0 1 0 1 00 1 0 0 0 1 1
0 0 1 1 1 0 1
.
O vetor (1, 1, 1, 1, 1, 1, 1) ∈ Z72, pelo Teorema 13, possui síndrome relativa a
H igual a µ−1(r(x)), onde r(x) é o resto da divisão de 1+x+x2+x3+x4+
x5 + x6 por g(x) = x3 + x2 + 1. Portanto, r(x) = 0 e, consequentemente, a
síndrome é 0, donde podemos aﬁrmar que este vetor pertence ao código C.
Vimos como é possível trabalhar com códigos cíclicos por meio de operações
sobre polinômios, isso torna os algoritmos de codiﬁcação e decodiﬁcação mais
rápidos e eﬁcientes. Entretanto, a determinação da distância mínima em um
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código cíclico é um assunto delicado e é, em parte, uma questão em aberto.
Parte daí a necessidade de implementar esses códigos cíclicos, surgindo dessa
forma os códigos BCH1, onde podemos construir famílias de códigos cujas
distâncias mínimas possuem cotas inferiores.
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