Abstract| A new combined precoding/shaping technique for fast digital transmission over twisted pair lines is proposed. Major advantages of this \dynamics shaping" are: Dynamics of the signal at the input of the decision device are reduced by a great amount. Thereby, A/D-conversion, adaptive equalization, and symbol timing are rather facilitated. A trade-o between signal dynamics at the transmitter output, decision device input and SNR-gain by noise whitening is o ered. For dynamics limitation relevant in practice, gains up to 6 dB are achieved. Additionally, the transmitter can be xed to a typical application because, in contrast to Tomlinson-Harashima or other precoding techniques, blind adaptive equalization is practicable to remove residual intersymbol interference in the case of a mismatch of precoding and actual cable characteristics. The residual SNR-loss is negligible in most applications. SNR-gains due to noise prediction, channel coding and signal shaping simply can be combined using dynamics shaping. Nevertheless, system complexity is of the order of other precoding/shaping techniques. Although numerical results are only presented for a HDSL-application in the German Telekom subscriber network, the proposed transmission scheme may simplify all kinds of high-speed data communications via copper lines as LANs, ADSL, CDDI, etc.
I. Introduction F AST digital transmission over twisted pair lines, such as high-rate digital subscriber lines (HDSL) with 2.048 Mbit/s in Europe, asymmetric digital subscriber lines (ADSL) or local area networks with higher bit rates is a eld of growing interest and large economic opportunities. Applying these techniques, new digital services can be provided cost-e ectively to a wide clientele.
An important result 30] in digital transmission theory is that the capacity of intersymbol interference (ISI) producing channels can asymptotically be achieved by coding techniques developed for the additive white Gaussian noise (AWGN) channel, if ideal (i.e. errorfree) decision-feedback equalization (DFE) is applied. This result suggests that an optimum receiver with maximum likelihood sequence estimation, if practicable with nite expenditure at all, is not necessary. Hence, a whitened matched lter 11] combined with zero-forcing (ZF) DFE has become a popular technique for fast digital transmission. Unfortunately, DFE suffers from error propagation, and more worse, coded modu-R. Fischer, W. Gerstacker, and J. Huber are with the Institute for Communications Engineering at the University of Erlangen{ Nuernberg, Cauerstrasse 7, D-91058 Erlangen, E-mail: scher@nt.etechnik.uni-erlangen.de lation 35 ] cannot be applied in a straightforward manner, since DFE needs zero delay decisions which is irreconcilable with the basic idea of channel coding.
Tomlinson-Harashima precoding (THP) 15], 20], 33] is a practicable solution to overcome these problems. Since channel equalization is done at the transmitter, error propagation is excluded and coding techniques can be applied in the same way as for channels without ISI. But there are some serious drawbacks of THP: The signal at the input of the decision device exhibits a huge dynamic range for a satisfying degree of noise whitening, especially if the discrete-time channel includes spectral nulls. These dynamics cause a very high sensitivity to equalization and symbol clock jitter. For THP, the channel impulse response has to be known at the transmitter. Thus, a backward channel has to be available for adaptive equalization. In order to avoid a blocking of equalization in the usual situation, that both, forward and backward channel are initially misequalized in a similar way, complex set-up procedures, e.g. with reduced data rates, are necessary. In order to avoid retransmission of channel data, the precoder can be xed to a cable with typical electric characteristics and eld length. A FIR adaptive equalizer at the receiver may remove residual ISI caused by mistuning of the precoder to the actual cable characteristics and length. We show that the loss of this structure to an optimum tuned precoder is negligible as long as the di erence between the real and the designed cable length is smaller than about 25% of the designed length. But, unfortunately, an extraction of equalizer data for blind adaptive equalization is prohibited because the probability density function (pdf) of the signal to be recovered is approximately discrete Gaussian for a scheme with THP.
For the solution of these problems, we propose two new precoding procedures called dynamics limited precoding and dynamics shaping, respectively. Both schemes are extensions of THP. The main objectives are to limit the maximum amplitude of the discrete-time signal at the output of the receiver input lter and to a ect this signal in such a way that blind equalization is enabled, while retaining the advantages of THP and low complexity. Dynamics shaping, a combined precoding/shaping method, additionally reduces transmit power. For a xed limitation of the dynamic range of the receiver input signal, a combined prediction/shaping gain much greater than the \ultimate shaping gain" of 1.53 dB can be achieved by dynamics shaping compared to a straightforward approach. After introducing our model of a HDSL environment, we give a brief review of THP in Section 2. All results are given exemplarily for a HDSL transmission in the German Telekom network. But the results are valid in general for all kinds of high speed data transmission in copper networks. Maximum achievable signal-to-noise ratios are given and the losses due to a xed precoder and residual equalization are discussed. Section 3 gives a detailed description of dynamics limited precoding and dynamics shaping. The principles are enlightened and the performance is studied via simulations. Geometrical considerations explain the basic phenomena. Finally, the convergence of a blind adaptive residual equalizer is shown in Section 4. The implementation of coded transmission schemes over twisted pair lines such as HDSL, ADSL or other high rate copper loops is rather facilitated or even made possible by the proposed methods.
II. HDSL-Transmission and General Facts
A. Channel Model and Noise Whitening Filter Fig. 1 shows the system model applied throughout this paper. For simplicity and as we deal with HDSL a baseband transmission is assumed, therefore all quantities are real. The extension to passband transmission, e.g. ADSL, is immediately possible, now with complex quantities in the equivalent lowpass domain. In a precoder, a sequence hx(k)i, k 2 Z Z, of channel symbols is generated from the sequence ha(k)i of data symbols. This sequence hx(k)i is passed through the transmit lter with transfer function G T (f) and fed to a linear dispersive channel H K (f;`);`denotes the eld length of the twisted pair lines. Additive noise is assumed to be Gaussian and stationary with power density spectrum (pds) n0n0 (f). This model is justi ed because we expect a lot of independent, interfering, crosstalk producing signals with random phases (\phase randomizing"). The receiver input lter may be decomposed (cf. Fig. 1 ) into a linear equalizer H R (f) and a discrete-time lter H(z). We assume that the equalizer H R (f) produces intersymbol interference free samples at k T with maximum signal-to-noise ratio (SNR) (optimum linear zero-forcing equalizer).
Because in HDSL-transmission schemes the main impairment is near-end crosstalk from other identical HDSL systems (self-NEXT) which is usually dominating over farend crosstalk (FEXT), the average pds of the additive Gaussian noise can be written by 26]: n0n0 (f) = xx (e j2 fT ) jG T (f)j 2 jH X (f)j 2 =T; (1) where xx (e j2 fT ) denotes the pds of the sequence hx(k)i and H X (f) the crosstalk transfer function. According to 30] , 21] the performance can be expressed in terms of a single parameter, the spectral SNR at the receiver input SNR(f) = xx (e j2 fT ) jG T (f)j 2 jH K (f;`)j 2 xx (e j2 fT ) jG T (f)j 2 jH X (f)j 2 ; (2) which is independent of the transmit lter as well as of the pds of the channel symbols. Thus, in the subsequent derivations G T (f) has not to be speci ed. (Notice, that, in contrast to the AWGN channel, transmitter pulses with in nite bandwidth, e.g. rectangular pulses, are optimum for a crosstalk environment 21] .) The T-spaced sampled output r 0 (k) of the linear equalizer is given by r 0 (k) = x(k) + n 0 (k); (3) where n 0 (k) are Gaussian noise samples with pds n 0 n 0 (e j2 fT ) = xx (e j2 fT )=T 2
with autocorrelation (Ef g: expected value) ' n 0 n 0 ( ) = E fn 0 (k + ) n 0 (k)g: ' n 0 n 0 ( ? k) h(k) = ?' n 0 n 0 ( ); for 2 f1; 2; : : :; pg:
For given order p, (7) yields the optimum minimum mean-squared error (MMSE) prediction lter. Furthermore, hh(k)i is stable, monic, causal and minimum-phase 23], 34]. The residual noise is denoted by n(k). As p goes to in nity, the whole receiver input lter H R (f) H(e j2 fT ) (cf. Fig. 1 ) tends to Forney's whitened matched lter 11], which is the optimum feedforward lter for zero-forcing decision-feedback-equalization (ZF-DFE). For nite p, a trade-o between system complexity and prediction gain
exists. Finally, the equivalent discrete-time channel model consists of the channel lter H(z) and additive Gaussian noise n(k) with variance 2 n = Efn(k) n (k)g. For a sufcient order p, the sequence hn(k)i can be assumed to be white. Since signal components at or close to DC cannot be transmitted over twisted pair lines because of transformer coupling, or because high attenuation of low frequency noise (e.g. impulse noise) is desired, we extend our channel model. This can be done by forcing H(z) to have a spectral zero at DC. The optimum MMSE lter subject to the additional constraint of a spectral zero can be determined in two steps. First, we assume hr 0 (k)i to be ltered with 1?z ?1 , in order to generate the desired spectral zero. The optimum prediction error lter H 0 (z) of order p tted to the new noise sequence is again calculated by (7), replacing ' n 0 n 0 ( ) by ' n 0 n 0 ( ) h?1; 2; ?1i ( denotes convolution).
In the second step, H 0 (z) and the zero are combined to the channel model (consequently of order p + 1)
(9) For simplicity, in spite of the spectral null the residual noise sequence can be assumed to be white, because the width of the spectral zero tends to zero as p grows.
For simulation results, the approximations of 37] are used to characterize twisted pair lines of the German Telekom with line diameter 0.4 mm (close to 26AWG) and eld length`(measured in kilometers km]): The intersymbol interference, which is introduced by the noise whitening lter, can be removed by DFE (or, equivalently, the noise prediction structure may be applied 18]). These techniques su er from error propagation, but the heaviest drawback is that channel coding cannot be combined with DFE in a direct way. In 4], 5] techniques are presented to overcome zero delay decisions, but they increase complexity or introduce a large signal delay caused by interleaving and therefore will not be considered here.
The disadvantages of DFE can be avoided if H(z) is known at the transmitter and precoding is applied. Since linear precoding increases the transmit power or, in the case of a spectral zero, even doesn't exist, a nonlinear technique employing modulo arithmetics called TomlinsonHarashima precoding (14) where n(k) is a near white Gaussian noise sequence. Thus, the decoder (which without channel coding is a simple slicer) has to work on the dynamic range of the periodically extended signal constellation. The dynamic range of v(k) becomes very large for severe ISI producing channels and this fact rather complicates implementation. On the one hand, as H R (f) and H(e j2 fT ) are usually combined to one continuous-time receiver input lter, the range of the A/D-converter has to be adapted to the maximum possible amplitude of v(k). Additionally, the arithmetics thereafter have to be carried out with high word length to avoid overow errors. On the other hand, the demands on the accuracy of the equalization are extremely high because even small residual pre-and post-cursors of pulses weighted by large coe cients v(k) cause intolerable ISI. Furthermore, accuracy of timing recovery is another crucial point, as ISI also extremely grows up with symbol clock jitter. In the foregoing subsection, we assumed H R (f) and H(z) to be well tted to H K (f;`) and the noise characteristics. In reality, the exact cable and noise parameters are unknown. The obvious strategy (denoted by a; adjusted lters) of equalization would be to tune the receiver input lter and the noise whitening lter adaptively. But the precoder also has to be tuned adaptively, i.e. the predictor coe cients have to be retransmitted from the receiver to the transmitter. If the backward channel is also misequalized, the equalization process is blocked.
An alternative way (strategy m) is to design a xed transmitter lter for a certain reference cable whose parameters are close to the actual ones. Intersymbol interference due to mismatched lters is processed by an adaptive equalizer only in the receiver. Thus, noise enhancement has to be taken into account for strategy m.
In order to compare the performance of both equalization strategies, we suppose for example that in the mismatched case all cable and noise parameters are known, except for the cable length. The lters are matched to a certain reference length`0. For a steady state analysis, an equalizer with in nite degree to remove residual intersymbol interference and an in nite degree of the noise whitening lter are assumed.
The noise variance relative to the squared distance 1 of the signal points to the nearest threshold, i.e. the SNR 0;a (`) = 1= 2 n for all lters adjusted to the true length 
(17) The sampling phase 0 has to be chosen for each`for maximum SNR 0;m (`). Figure 2 shows SNR 0 versus cable length`for both cases. The German Telekom demands 10 log 10 (SNR 0 ) = 20 dB for the designed length (bit error rate 10 ?7 plus 6 dB margin) 38]. With the transfer functions given in (10) to (12) 0 = 2:745 km results. The curves show that the loss due to strategy m doesn't exceed 0.8 dB in the range 2.0 km ` 3.5 km. Consequently, we prefer strategy m because the necessity of a reliable retransmission in the start up procedure is avoided at a price of only minor degradation. 
III. Dynamics Limited Precoding and Dynamics Shaping
In this section, we assume adjusted lters and therefore the transmission scheme is completely speci ed by the discrete-time channel (prediction-error lter) H(z). At rst, we present the principles of dynamics limited precoding (DLP). Thereafter, the extension to dynamics shaping (DS) is discussed which provides an additional shaping gain. Simulation results show the performance of these both new techniques in comparison with THP and trellis precoding 7].
In the last years, two basic methods to design a precoder have been the focus of attention. In 8], 24] exible precoding or distribution-preserving precoding is proposed. The basic concept is, that the transmit signal is obtained by adding a \dither sequence" to the data sequence. This dither sequence can be the quantization error of a feedback signal. At the receiver the dither or equivalently the feedback sequence has to be recovered via a system 1=H(z). Therefore, error propagation is unavoidable, or even worse, if H(z) has spectral nulls the receiver no longer is stable. Although we have investigated a method for using exible precoding for channels with a zero at DC and/or the Nyquist frequency 10], exible precoding seems to be unsuitable for HDSLtransmission because severe error-propagation would occur and shaping techniques developed for the AWGN channel, e.g. shell mapping can not be applied. Consequently, we restrict our interest to the well known principle of modulo precoding 14] via multiple symbol representation based on congruent signal levels. As we have seen from Section 2, the noise-free received signal hr(k)i is the e ective data sequence hv(k)i. In order to produce a suitable receiver input signal we have to control the e ective data symbols v(k). A restriction on the dynamic range can directly be achieved by xing the maximum amplitude of v(k), i.e. by bounding the number of possible signal levels. For conciseness, the subsequent derivations are restricted to onedimensional signal sets; the generalization to multidimensional sets is straightforward and discussed later. Thus, the set V of \e ective signal points" is given by
(18) As v(k) and a(k) di er only in integer multiples of 2M, a(k) can be recovered from v(k) at the receiver by a reduction to the interval (?M; +M] via a modulo 2M operation. Now, the question is how to choose the representative v(k) for a given a(k). We recall that the average transmit power should be kept as low as possible as, via crosstalk, signal is noise, too. For a symbol-by-symbol selection, the transmit signal with minimumamplitude has to be chosen. For DLP the symbol v(k) is taken which A) is congruent to a(k) and B) produces the channel symbol x(k) with minimum magnitude. Fig. 4 illustrates the precoder for DLP, using a nonlinear time-variant element. This nonlinear memoryless function f a (q) = min d jq + 2M dj with d 2 D a = f j 2 Z Z; ja + 2M j V max g (19) Following Section 2, the e ective data symbols v(k) are given by v(k) = a(k) + 2M d(k), where the unique integer d(k) satis es the conditions (19) . In Fig. 5 the M = 4 nonlinear functions are plotted for quaternary transmission and V max = 10, i.e. V = f 1; 3; 5; 7; 9g. Obviously, DLP is a straightforward extension of THP. For V max V TH (cf. (15)) DLP and THP are identical. The advantage of DLP is a lower dynamic range of the receiver input signal. The price to be paid is that the transmit symbol x(k) no longer lies exclusively in the interval (?M; +M]. The dynamic range of x(k) is (slightly) increased in order to limit jv(k)j; DLP o ers a trade-o between these two elds. One extreme point of DLP is THP with minimumdynamics of channel input, but largest range of channel output symbols. The other one is linear pre-equalization with maximum dynamics of channel input and least range of channel output symbols. Furthermore, average transmit power is also increased, but this e ect is very slight as long as dynamics limitation on v(k) is not extreme. (Subsequently this precoding procedure is combined with signal shaping in order to alleviate or even compensate this disadvantage.) Since analytical calculations seem to be very di cult because strange geometric structures with certain swellings and vertices in multidimensional spaces have to be speci ed and analyzed, simulation results are presented to show the trade-o between dynamic ranges and transmit power. If V max 2M ? 1, i.e. the signal set is at least doubled, DLP produces a stable output, even if H(e j2 fT ) has discrete spectral nulls. This is due to the fact, that in all cases sequences ha(k)i with spectral components, which would be boost in nitely by 1=H(e j2 fT ), can be converted into alternative sequences hv(k)i from the expanded signal set V. Only if every signal point is represented at least twice, this statement holds in general.
For 16 ] is important for implementation. Trellis shaping uses a multiple (generally double) representation of the symbols. That sequence of representatives is selected by a trellis-decoding procedure, which gives a signal closest to the desired properties. For this purpose, shaping bits have to be scrambled with the data symbols 16]. At the receiver a syndrome former is necessary to recover the information. Thus, error multiplication occurs by which shaping gain is lost in parts.
The extension of trellis shaping to intersymbol interference channels is called trellis precoding 7]. Trellis precoding is a combination of trellis shaping and THP. Due to this fact, it is reasonable that error multiplication at the receiver and a huge dynamic range expansion occur in common. To overcome these problems, we rst introduce a new shaping technique for intersymbol interference channels, called shaping without scrambling 22] and then show, how to decrease the dynamic range using methods proposed in the preceding subsection.
B.1 Shaping without Scrambling
In order to avoid a descrambler at the receiver, we regard shaping and precoding as a unity. These two operations can be done in common if the e ective data sequence hv(k)i (cf. Fig. 3 ) is chosen suitably. In other words, shaping and precoding should be achieved by selecting a sequence hd(k)i of integers to create an e ective data sequence v(k) = a(k)+2M d(k) in that way, that the output of the formal inverse 1=H(z) exhibits some desired properties. With the knowledge of ha(k)i an algorithm has to determine (\decode") the best sequence hd(k)i.
As the sequences hd(k)i build a tree all sequential decoders may be applied, e.g. Fano-or M-algorithm. The in uence of 1=H(z) is taken into consideration by means of parallel decision-feedback (PDF decoder), a simple member of the RSSE family 6], 7]. In practice however, there are great problems, because an in nite number of branches
constellation in order to achieve an almost Gaussian distribution of the sequence hx(k)i and to reduce the average transmit power. Thus, the channel symbols may be restricted to x(k) 2 (?2M; +2M]. The restriction can be done by a modulo 4M operation, just as THP would work on a signal set with 2M points. Now the sequence hd(k)i can be split into two parts: The one component hm(k)i is due to the modulo operation and the second is the output sequence hb(k)i of the algorithm. The structural representation of shaping without scrambling is shown in Fig. 6 (the decoding delay is not marked). Due to the modulo operation, all odd integers b(k) have the same in uence on the channel symbols x(k); the same is true for all even integers b(k). Consequently, we only have to distinguish between odd and even integers, i.e. we restrict b(k) to 0 and 1: A binary decoding tree results. At the moment, we only want to reduce the average transmit power and the branch metrics
The advantage of this shaping technique is the compatibility with THP. A simple modulo device at the receiver is su cient to eliminate the redundancy and recover the data sequence. Since there is no extra scrambling of the message together with a shaping sequence { this work is done exclusively by the lter 1=H(z) {, no dispersive system such as a syndrome former is necessary and hence no error multiplication occurs.
A last modi cation leads to a decoder which is more suitable for fast hardware implementation, as it is indispensable for HDSL-transmission. If we imagine, that the binary sequence hb(k)i is the output of a certain scrambler, i.e. a linear, dispersive, discrete-time system operating in the Galois eld with two elements GF(2) (i.e. using modulo-2 arithmetics), the sequential decoder can be replaced by a Viterbi decoder which is applied to the trellis of the imaginary scrambler. This method of working in a trellis of an imaginary scrambler has simultaneously come up in source coding theory, named trellis-coded quantization 28]. All other components of the proposed shaping/precoding scheme remain the same; in particular the described advantages are kept. But some additional remarks on the decoder seem to be necessary: For trellis shaping and trellis precoding it is essential to guarantee a continuous-path integrity in order to avoid systematic errors. Hence, a decoder with nite path memory has to test each decision for discontinuities. Since shaping without scrambling and dynamics shaping need no descrambler this demand can be dropped. The decoder is simpler. Fig. 7 illustrates the loss caused by error multiplication for trellis precoding. The bit error rate for HDSL- transmission with a noise whitening lter of order p = 10 and a spectral zero at DC is plotted versus the signalto-noise ratio. The three lines correspond to a transmission with THP, trellis precoding 7] and shaping without scrambling, respectively. The decoders (each using a 16-state trellis and decoding delay of 16 symbols) are adjusted to get the same gross shaping gain of about 0.7 dB. For trellis precoding, the e ect of error multiplication can be recognized, i.e. the shaping gain is lost in parts, whereas net and gross shaping gain are equal for shaping without scrambling. As stated already above, due to the spectral zero exible precoding proposed in 8], 24] can not be applied in this case.
B.2 Principles of Dynamics Shaping
Shaping without scrambling, as developed until now, only serves for a reduction of average transmit power, but dynamics of the e ective data sequence are of the same order as those of THP. Dynamics shaping (DS) 9] is a combination of DLP and shaping without scrambling. Starting point is again Fig. 3 . Now, the representative v(k) 2 V (cf. (18) ) no longer is chosen symbol-by-symbol. The aim is to minimize the average transmit power in the long term.
In the same way as explained above, a Viterbi algorithm can be applied, working on the trellis of an imaginary The branches of the trellis of an imaginary scrambler are labeled with scrambler output bits b(k) 2 f0; 1g. In each step, only the subset V b(k) assigned to the branch of the trellis is considered and the element of V b(k) , which minimizes the magnitude of the corresponding channel symbol, is selected. The decoder determines the path through the imaginary trellis which corresponds to the transmit sequence with least average power. In order to guarantee the desired dynamics restriction continuous-path integrity is essential. For implementation it is again more suitable to illustrate the precoder using a nonlinearity (Fig. 8) . Now there are Notice, if V max < 2M ? 1, i.e. some symbols a(k) have only one representative v(k), D p = f g happens for these symbols and b(k) = 1. Then f p (q) has to be chosen in nity; the corresponding branch in the trellis has to be blocked.
The decoder performs as already explained using the branch metrics
: (22) With these metrics, shaping works related to two signals: The average power of the transmit signal x(k) is minimized under the restriction of a limited amplitude of the received noise-free signal r(k) = v(k). Thus, mixed L 2 =L 1 criteria for the channel in-and output signals are applied. But in general, all properties of these signals may be a ected by shaping. Examples are to shape the pdf of v(k), the spectra of x(k) and/or v(k), etc.
C. Simulation Results and Geometrical Interpretation
Since analytical calculations are very di cult or even impossible, we present simulation results and give an interpretation of the results based on geometrical considerations.
A 4-ary 2.048 Mbit s HDSL-transmission (M = 4) over a distance of`= 2:745 km is assumed. The data for the twisted pair line and the NEXT-noise are given in Section 2. The whitening lter H(z) is calculated via Yule-Walker equations and in all cases a spectral zero at DC is forced (cf. (9)).
The rst object is the exchange between the average transmit power and the dynamics of the e ective data sequence, see Fig. 9 for dynamics limited precoding and dynamics shaping. The average transmit power is normalized the dynamics are forced to be less than V max = 10, a loss occurs. Fig. 10 shows the trade-o between the combined prediction and shaping gain relative to linear zero-forcing equalization without spectral null at DC (H(z) = 1) and the dynamics of v(k). Using THP an exchange of gain and dy- Another price to be paid for decreasing the dynamics of the received signal is an increase of the maximum amplitude of the transmit signal (jx(k)j X max ), shown in Fig. 11 . For DLP the peak amplitude of the transmit signal increases rapidly from 4 up to about 16, versus falling dynamic range of the received signal. Applying DS, the interval for x(k) is initially doubled to 8. As V max decreases, X max increases only very slightly. Only for a strong restriction at the receiver a signi cant dynamics extension at the transmitter is recognizable. As we will see in next section, it is reasonable to choose V max to about 3M. Thus, dynamics shaping increases the peak power at the transmitter only by a small amount when compared to trellis precoding, but the e ective data sequence is bounded to a much smaller, well de ned interval. When compared with THP and DLP, DS o ers a great reduction in average and peak power. For these results, the following geometrical interpretation can be given: Consider PAM-transmission with a onedimensional signal set A. A sequence of N symbols corresponds to a point in a N-dimensional space over orthogonal base functions 12]. The discrete-time channel, i.e. the noise whitening lter H(z), transforms this N-dimensional constellation and dimensions no longer are independent, i.e. ISI is produced or equivalently orthogonality is lost, cf. 19]. This linear distortion may be compensated by predistortion at the transmitter in order to preserve orthogonality at the receiver. But peak and average transmit signal power is heavily increased by linear predistortion, see Fig. 12 b) signal constellation within the dotted borders 36]. This e ect is avoided by a periodical extension of the N-dimensional constellation in each dimension, i.e. multiple representation of symbols by signal points. For THP M N signal points within a N-dimensional hypercube are chosen for transmission, because limitation is done independently for each dimension. At the channel output the feasible signal points lie within a parallelepiped (Fig. 12  c) . For large N, the average of the projections to each dimension is approximately Gaussian.
For DLP the extension of the constellation is limited. The region of points for representing symbol sequences is now given in part by the intersection of the hypercube due
tersection, the representatives with least power outside the hypercube have to be chosen. This e ect corresponds to the \linear branch" of the nonlinearity f a ( ) for large input values. Therefore, if V max < V TH the transmit sequence no longer lies exclusively within a cube, see Fig. 13 a) (only the boundary regions are shown). Hence, an increase of the average power and especially of the peak power of the channel symbols occurs due to the bumps of the constellation when compared to THP. The extension of DLP to DS minimizes average transmit power for a given dynamics restriction of the received signal. The optimum region of points representing symbol sequences in N dimensions is the intersection of the parallelepiped due to dynamics limitation and a hypersphere, see Fig. 13 b) . The radius of the hypersphere is adjusted in that way that all M N points are comprised by the intersection. The optimality of this con guration can immediately be proved by means of usual Lagrange methods. In contrast to DLP certain bumps and vertices are avoided which results in a high reduction in peak power when compared to DLP. Additionally, it becomes obvious that the gain in average power from DLP to DS with equal dynamics limitation no longer is bounded to e 6 because channel symbols x(k) are not distributed uniformly for DLP. (This limitation is only valid when compared to uniformly distributed symbols.) Because of the dynamics limitation, the pdf of the e ective data sequence is far away from discrete Gaussian.
In Fig. 14 pdfs of the channel symbols x(k) and the received symbols v(k), i.e. the e ective data sequence are given for V max = 12. (Please pay attention to the di erent scales of axes.) Because of the same reasons given in 14] for THP the pdfs of the e ective data sequence v(k) for DLP and DS are \Nyquist-spectrum-like", i.e. when aliased modulo Finally, a remark to power spectra. It is known that THP produces a white sequence of channel symbols 15], 29]. Consequently, the e ective data sequence has a pds proportional to jH(e j2 fT )j 2 . In contrast, linear predistortion produces a transmit sequence with a pds proportional to 1=jH(e j2 fT )j 2 for a white data sequence. DLP and DS o er an exchange in this domain. In the region of reasonable dynamics limitation the pds of hx(k)i is found to be close to the \geometrical mean" 1=jH(e j2 fT )j of these two borderline cases. Assuming self-next environment where all systems use DS, shaping the signal spectrum by DS has no e ect, because the spectral SNR at the receiver input is independent of xx (e j2 fT ) (cf. (2)). The interference to other systems depends on the dynamics limitation, but only if V max is very low, the increased crosstalk at high frequencies may exceed the bene cial shaping gain.
IV. Blind Equalization for Transmission with Precoding
In Subsection 2.3 two strategies of adaptive equalization were discussed and the strategy with xed TH precoder, designed for a reference length`0, and cancellation of residual ISI by an adaptive equalizer in the receiver, was found to o er some advantages in practice. Performance results were given for the theoretical limit, i.e. a precoder and an equalizer of in nite order (for reference, this limit is repeated in Fig. 15 ). In this section, the more realistic case of a FIR equalizer of nite order is discussed. It turns out, that blind adaptation of this equalizer (i.e. adaptation without an initial training sequence) with a standard blind algorithm, the Sato-Benveniste algorithm, is possible, if DS is used.
A. Decision-Directed LMS Algorithm Fig. 15 shows the signal to noise ratio relative to the half spacing of signal points, SNR 0 , versus cable length`f or the well known decision-directed least-mean-squared error (DDLMS) algorithm 31] in conjunction with THP. The precoder is adjusted to a reference length`0 = 2:745 Fig. 15 . Signal-to-noise ratio 10 log 10 (SNR 0 ) relative to the half distance of signal points versus cable length`for di erent adaptation algorithms (precoder reference length`0 = 2:745 km).
km as in Subsection 2.3. The region of convergence of an adaptive FIR equalizer with order q = 64 is about 2:5 ` 3:0. This region seems not to be satisfying in practice at all. In order to reduce the large dynamics of v(k), we discuss the application of DS, exemplarily with V max = 12, a value with a good trade-o between dynamics range and transmit power. The resulting SNR 0 at the equalizer output is also shown in Fig. 15 . The region of convergence for DS remains exactly the same as for THP. Obviously, the large signal values in the e ective data sequence producing severe ISI, which occur for THP with small probabilities, do not in uence the performance of the DDLMS algorithm in a crucial way. In summary, we reject the DDLMS algorithm because the region of convergence is not satisfying in practice and propose to apply true blind equalization procedures.
B. Sato-Benveniste Algorithm
It is well known that T-spaced blind equalization is impossible in principle, if the signal to be recovered has a Gaussian distribution 1]. Because of this fact, blind equalization at the receiver side cannot be combined with THP or trellis precoding, cf. Fig. 14 a: The discrete distribution is very close to continuous Gaussian, see dotted line. This statement was con rmed by a lot of simulation tests. A control of the pdf of the e ective data sequence is essential for blind equalization. A proper pdf control is achieved by DLP or DS. In this section, examples are presented only for DS.
The Sato algorithm 1], 32] is a standard blind equalization algorithm (actually, the work of Sato was one of the rst in this eld) and can be implemented very easily. The algorithm works with a modi ed error signal when compared with the DDLMS algorithm, namely e Sato (k) = y(k) ? sign(y(k)); = Efjv(k)j 2 g Efjv(k)jg (23) instead of e DDLMS (k) = y(k) ?v(k); (24) where y(k) denotes the equalizer output andv(k) the decision of the slicer, which quantizes the equalizer output.
The coe cients g i (k); 0 i q, of the FIR equalizer of degree q are recursively adjusted in order to minimize Efe 2 Sato (k)g according to the stochastic gradient procedure: 
Here, r(k) denotes the equalizer input and 0 the step size of the algorithm.
It has been shown in 1] that for an equalizer with in nite order and in the absence of noise, Efe 2 Sato (k)g has only one local minimum to which the equalizer converges for all initializations of the vector of coe cients g(k), if v(k) is an i.i.d. signal with a sub-Gaussian pdf. In this minimum the equalizer totally cancels intersymbol interference. If q is nite, or the pdf of v(k) is not or only approximately subGaussian, which is the case for all discrete distributions, Efe 2 Sato (k)g can have spurious local minima, to which the algorithm may converge; this would lead to a failure of equalization procedure 3].
A drawback of the Sato algorithm is its high excess error in the steady state. Therefore, the following modi cation was proposed in 2], here called Sato-Benveniste algorithm (SaBe). The equalizer coe cients are adapted according to g(k + 1) = g(k) ? e SaBe (k) r(k) (27) with e SaBe (k) = c 1 e DDLMS (k) + c 2 je DDLMS (k)j e Sato (k); (28) where c 1 and c 2 denote positive weight factors. The algorithm combines the blind equalization capability of the Sato algorithm with the low excess error of the DDLMS algorithm in the steady state. Initially, the second (Sato) portion in e SaBe (k) dominates. When the coe cients are near to the optimum, the rst (DDLMS) portion gets more and more in uence, and we have a smooth transition to the DDLMS algorithm. Figure 15 depicts simulation results for the SaBe algorithm with two di erent equalizer degrees (q = 64 and q = 32). The SaBe constants are chosen to c 1 = c 2 = 1 and the equalizer coe cients are initialized with zero except for one coe cient, which is chosen in such a way, that the maximumof the overall system impulse response equals one. Such an initialization corresponds to the application of an additional automatic gain control (AGC). In contrast to the pure DDLMS algorithm, the SaBe algorithm shows convergence in the whole range of misadjusted cable length 1.5 km ` 4.0 km. For the adjustment length 0 = 2.745 km, we have SNR 0;a = 18:1 dB compared to SNR 0;a = 18:4 dB for the DDLMS algorithm. This loss of 0.3 dB results from the modi ed error signal of the SaBe algorithm, which leads to a higher excess error in the steady state. The remaining loss of 1.6 dB to the results for in nite predictor and equalizer degrees arises from the application of a predictor with nite degree, which causes 1.8 dB loss for p = 10 + 1. This loss is reduced by DS with dynamics limitation V max = 12 to 1.6 dB, see Fig. 10 . In the range` 2:2 km we have a remarkable di erence in performance for the two equalizers. In this region residual intersymbol interference dominates over noise. For >`0, the noise covers the intersymbol interference, and both equalizers perform approximately equal.
The application of the SaBe algorithm in work together with DS to trellis-coded signals is possible in the same way as for uncoded signals. 4-dimensional trellis-coded modulation with an eight level signal constellation per dimension and a rate of 2.75 bit/dimension is given for example. A minimum required SNR 0 after equalization (at the decoder input, relative to the 8-ary signal and without net coding gain) of 14 dB is assumed for the reference length and lters of in nite order. In this case a su cient margin for reliable transmission is guaranteed by a code with a moderate net coding gain. According to 21], the reference length can be enlarged by 4D-coding to`0 = 3:4 km for the same cable and crosstalk characteristics as de ned in Section 2. Figure 16 gives SNR 0 at the equalizer output for an adaptive equalizer with order q = 64. The SaBe algorithm shows convergence for cable lengths 2.4 km ` 3.75 km. This range is su cient in practice, because for`> 3:75 km no reliable transmission is possible, even for ideal equalization and a high additional net coding gain. It should be emphasized, that in all examples the signal to be recovered is neither i.i.d. nor sub-Gaussian, nevertheless the algorithm fails in no case. An analytical proof of the convergence could not be obtained because, at present, little is known on the e ects of data correlation on the convergence of blind equalizers; only special cases of channels and equalizers of very low orders have been analyzed in literature 25]. The convergence time of the algorithm lies below 15 seconds for all cable lengths in the range 1.5 km ` 4.0 km. (Convergence time is not a crucial design parameter for HDSL-transmission, because adaptation processes from reset are very rare.)
V. Extensions and Conclusions
In this paper we proposed new combined precoding/shaping techniques for fast digital transmission over twisted pair lines. With dynamics shaping, blind adaptive equalization is enabled to remove residual intersymbol interference if the precoder and the actual cable characteristics are mismatched. Additionally, A/D-conversion and symbol timing are facilitated by a great amount.
Dynamics limited precoding and dynamics shaping were only introduced for baseband transmission. Hence all systems and signals were real. But the extension to other systems, described by e.g. complex low-pass signals, is possible in a straightforward way. The sequence h2M d(k)i has to be replaced by a sequence chosen from the precoding lattice 7]. In this context, DS can be seen as a very special case of trellis precoding. In terms of 7], the rst specialization is that the code sequence hc s (k)i in the shaping convolutional code C s is chosen to be the all zero sequence. Shaping is done exclusively by the precoding lattice. The second fact is that the precoding lattice is not in nite, as it is for trellis precoding, but it is restricted to a nite set. Finally, with the tools of multidimensional constellations 13] the generalization of DS even to higher dimensional precoding/shaping procedures is evident.
Simulation results, based on a typical application of highbit rate digital subscriber lines in the German Telekom network, were presented. But the general results are valid for all kinds of high performance copper networks.
The introduced transmission scheme considerably simpli es high-speed data communication. Implementation is much easier, as no retransmission of channel data is necessary. Furthermore, coded modulation can be applied in the same way as for a ISI-free channel. The additional complexity of dynamics shaping and adaptive residual equalization is moderate and well invested, compared to the various advantages gained by these methods.
