Abstract: Uniform designs are space filling designs that find applications in many diverse fields. Specifically, uniform designs may be used for computer experiments when the underlying model is too complicated and also for experiments pertaining to industries when the knowledge about the underlying model is vague. Usually, good lattice point sets are used to generate uniform designs. Some practical limitations require the use of F-square based designs. Fang, Shiu and Pan (1999) obtained uniform designs based on cyclic Latin squares. In this paper, we have obtained uniform designs based on cyclic F-squares. These designs have considerably less discrepancies as compared to those obtained by Wang and Fang (1981) . The threshold accepting algorithm proposed by Fang, Shiu and Pan (1999) has been employed to obtain the cyclic F-squares with smallest L 2 -discrepancy. Numerical comparisons of centred L 2 -discrepancy of Latin square based designs with F-uniform designs indicate that the F-uniform designs have lower discrepancy.
Introduction
obtained uniform designs (UD) by applying number theoretic methods to experimental designs. Since then, there has been a tremendous research on uniform designs which are space filling and robust to the underlying model assumptions. One of the several benefits of performing UD is that it helps to study the relationships between the factors and the response of interest using economical number of runs. For s factors and n runs without loss of generality, the experimental domain is assumed to be the unit cube C s = [0,1] s . Uniform designs (UDs) scatter the n experimental points uniformly over C s . Discrepancy measure given by Warnock (1972) is adopted to choose the n points with the smallest discrepancy.
Uniform designs have been variously considered by Wang and Fang (1981) , Fang and Wang (1994) , Fang and Li (1995) , Wang and Fang (1996) , , Fang and Mukerjee (2000) , , Fang, Ma and Winker (2001) and Fang and Ma (2002) among others. In particular, Fang, Shiu and Pan (1999) obtained uniform designs based on Latin squares. Some practical considerations require the presence of two or more experimental components to be present in equal values. Gold forms alloys with most metals but the most common alloying metals for jewellery are silver, copper and zinc. White gold (18 k) contains gold 75%, palladium 10%, nickel 10% and zinc 5%. Here, palladium and nickel are present in equal proportions. Consider the case of nickelcopper alloy, namely, Ni-Cu 400 (Max.) which is resistant to seawater and steam at high temperatures as well as salt and caustic solutions. This particular alloy is characterised by good corrosion resistance, good weldability and moderate to high strength, and hence finds applications in chemical, marine and oil industries. This facilitates the use of F-squares rather than the usual Latin square. Aggarwal et al. (2009) obtained mixture designs in orthogonal blocks using F-squares. Four component D-, A-and E-optimal orthogonal block designs in two blocks based on F-squares for Darroch and Waller's quadratic mixture model, and Becker's and K-model were given by Aggarwal et al. (2008) and Aggarwal et al. (2013) , respectively. Nearly optimal orthogonal block designs for four mixture components based on F-squares designs were obtained by Aggarwal et al. (2011a) . Orthogonally blocked mixture component-amount designs via projections of F-squares were considered by Aggarwal et al. (2011b) . Husain and Sharma (2015) presented optimal orthogonal designs in two blocks based on F-squares for mixture inverse model in four components. In this paper, we have obtained uniform designs based on cyclic F-squares.
Preliminaries
This section presents the prerequisites on uniform designs as well as F-squares. Definition 1.1 A U-type design of size n × s, denoted by U n,s = (u ij ), is an n × s (s ≤ n) matrix with rank s such that each column is a permutation of {1, 2, …, n}. Its induced matrix is X n,s = (x ij ), where x ij = (u ij -0.5)/n, for i = 1, 2, …, n and j = 1, 2, …, s. The design points in U n,s and X n,s may be put in a one-to-one correspondence, implying that they may be used interchangeably. The matrix X n,s may be considered as n points in C s . A U-uniform design is U n,s with induced matrix X n,s having the smallest discrepancy. Equivalent U-type designs are the ones which may be obtained from each other by permuting rows and/or columns. Without loss of generality, the first column of a U-uniform design may always be taken as (1, 2, …, n)′. There are (n! − 1) possible permutations for the second column, (n! − 2) choices for the third column and so on. The search for the best s columns might involve intolerable computing time even for moderate n and s. Wang and Fang (1981) presented the use of good lattice point (glp) sets in order to reduce the computing cost and time.
In this paper, we have proposed a subset of UL-type designs called the UF-type designs based on F-squares. A UF-type design may be obtained by selecting s linearly independent columns of a cyclic F-square. F-squares have been studied by Finney (1945 Finney ( , 1946a Finney ( , 1946b , Freeman (1966) , Addleman (1967) , Hedayat and Seiden (1970) and Hedayat, Raghavarao and Sieden (1975) By substituting the number 4 = 3 in the latin square, FSI(4) is obtained. FSI(4) generates two distinct F-squares via permutations of the last three columns. F-squares are identified by simply writing down the first row of the square. Hence we will represent square number 2 obtained from FSI(4) by simply writing its first row as 1 3 3 2. Aggarwal et al. (2009) gave the following definitions.
Definition 1.2
An F-square with the first row and first column in natural order is called a standard F-square where by natural order implies that each element is followed by the same element (if it assumes an equal proportion) or the next element cyclically. For four components, we have taken 4 = 3 as it yields minimum L 2 -discrepancy, the natural order being 1 2 3 3. Hence for general q, the natural order is 1 2 … (q − 1) (q − 1) throughout for our calculations.
Definition 1.3
Two F-squares are equivalent if one can be derived from the other by permutations of rows and/or permutations of columns and/or permutations of elements. Fang, Shiu and Pan (1999) obtained a subset of U-type designs based on cyclic Latin squares called the UL-type designs. In this paper, we have constructed another subset of U-type designs based on cyclic F-squares. This new subset of U-type designs called UF-type designs may be obtained by selecting linearly independent columns of cyclic F-squares. We use the threshold accepting (TA) algorithm proposed by Dueck and Scheuer (1990) and applied by Fang, Shiu and Pan (1999) in order to determine the 'best' UF-type design. We denote the F-uniform design so obtained by UF n (n s ). Section 2 presents some measures of uniformity. For the two difference schemes, namely, DS 1 and DS 2 defined in Section 3, we study the properties of UF-type designs that may be used to reduce the computing time. Section 4 gives the TA algorithm followed by some numerical comparisons between G-uniform designs and F-square designs followed by comparisons between Latin square based designs and F-uniform designs. Conclusions and additional discussions are dealt with in the last section.
Uniform designs
If there are s factors of interest on a standard domain C s , then the purpose is to choose a set of n experimental points X = (x 1 , x 2 , …, x n ) ⊂ C s that is uniformly scattered on C s . Let M(X) be a measure of uniformity of X such that the smaller M corresponds to better uniformity. The following subsection presents some of the standard measures of uniformity available in literature.
Measures of uniformity
Let F (x) be the uniform distribution on C s and F n (x) be the empirical distribution function of X, i.e.,
where I{.} is the indicator function and all inequalities are understood to be component wise. The L p -discrepancy of X is defined as
where F(x) is the distribution function of the uniform distribution over C s . When p = ∞, D ≡ D∞ is also called the discrepancy (or star-discrepancy). This is probably the most commonly used measure of discrepancy and can further be expressed as
No general algorithm is available for calculating discrepancy in multidimensional situations. Bundschuh and Zhu (1993) presented a method for exact calculation of the discrepancy of low dimensional finite point sets. Warnock (1972) gave the following analytic formula for calculating L 2 -discrepancy
where x k = (x k1 , x k2 , …, x ks ). Wang and Fang (1981) presented a note on uniform distribution and experimental design and gave the following formula to compute the discrepancy of the G-uniform design.
( )
where ( ) a a k n a n k n a n = ≤ < ≤ < = . Hickernell (1998) gave three modified L 2 -discrepancies: the symmetric L 2 -discrepancy (SD 2 ), the centred L 2 -discrepancy (CD 2 ) and the modified L 2 -discrepancy (MD 2 ). These uniformity measures are described in . The analytical expression for the centred discrepancy is ( ) (
U-type designs based on cyclic F-squares
Let x 1 , …, x n be the entries of an F-square. We define the left shift operator L on the F-square by LF(x 1 , …, x n ) = (x 2 , x 3 , …, x n , x 1 ). We now present the following definitions. Let P n = {(x 1 , …, x n ) : (x 1 , …, x n ) is a permutation of {1, …, n − 1}}. An LCFS is uniquely determined by its first row. The LCFS with the first row α ϵ P n is denoted by
LCF(α).
Any s columns of an LCFS form a U-type design called a UF-type design.
Definition 3.2:
A left cyclic standard F-square (LCSFS) of order n is a standard F-square of order n such that x i+1 = LFx i , i = 1,…, n − 1, where x i is the ith row of the standard F-square.
uniquely determined by its first row. The LCSFS with the first row α ϵ P n is denoted by
LCF(α). Any s columns of an LCSFS form a U-type design called a USF-type design.
We now present the definition of difference sequence in the setup of F-squares. Table 4 conform to the sequence DS 1 . We have obtained the 'best' F-squares having the least L 2 -discrepancy as shown in Table 5 . If the difference sequence assumes values in {1, 2, …, (n − 1)}, then we denote this sequence as DS 2 . Note that the first row of the LCFS in Table 5 Table 1 . There is no change in L 2 -discrepancy (11.717E-02) in all these F-squares. Square number 6 1 2 3 3 1 2 3 3 1 3 2 3 1 3 2 3 1 3 3 2 1 3 3 2 2 3 3 1 2 3 1 3 2 3 3 1 2 1 3 3 2 3 1 3 2 1 3 3 3 3 1 2 3 3 2 1 3 1 3 2 3 2 3 1 3 1 2 3 3 2 1 3 3 1 2 3 3 1 3 2 3 2 1 3 3 3 1 2 3 2 3 1 3 3 2 1
The first row of the 24 distinct LCSFS with their common L 2 -discrepancy are given in Table 2 for the difference sequence DS 1 . Table 3 presents the LCFS for the difference sequence DS 2 . L 2 -discrepancy in Tables 2 and 3 are 6.4817E-02 and 6.1394E-02, respectively. Table 2 LCSFS with difference sequence DS 1 for n = 5 
F-uniform designs, threshold accepting algorithm and numerical comparisons
To construct the 'best' UF-type design, we use the two stage procedure presented by Fang, Shiu and Pan (1999) for the case of Latin square based uniform designs. First, an
The design ( )
Since it is comparatively easier to calculate L 2 -discrepancy (2.4), we use it in the first stage towards obtaining the 'best' UF-type design. Dueck and Scheuer (1990) presented the TA algorithm to facilitate the search for the best α. The TA algorithm begins with an arbitrary element χ in order to minimise a certain function over it. In our case, χ is P n . By hit and trial method, we keep on changing the thresholds throughout our search towards attaining a local minimum. This search ultimately leads to the global minimum. The number of possible α that need to be considered is reduced to (n − 1)! since LCF (α) and LCF (L m α) are obviously equivalent for m = 1, …, n − 1. Let α = (ɑ 1 , …, ɑ n )∈ χ. A part of the final results are given in Tables 4 and 5 for both the difference sequence DS 1 and DS 2 . 
Obviously D 2 (LCF(α)) is much lower than the corresponding expected value of D 2 in (4.2). We have arrived at our results by programming the calculations on C++. In the second stage, towards constructing the 'best' UF-type designs, we have applied Theorems 1 and 2 for n ≤ 50 and s ≤ 7. We have presented our results till n = 32. Table 5 The first row of LCFS with difference sequence DS 2
Figures 1 and 2 present the decreasing plot of log (D 2 (LCF(α))) against n for DS 1 and DS 2 , respectively. Figures 3 and 4 present the L 2 -discrepancy against n for the difference sequences DS 1 and DS 2 , respectively. Table 6 presents the G-uniform designs of Wang and Fang (1981) for the particular case n = 5 and s = 4. On comparing the discrepancy of the G-uniform designs and the F-uniform designs for both difference sequence DS 1 and DS 2 , we conclude that for s ≥ 2, the F-uniform designs perform better than the G-uniform designs for many n. Let D g be the discrepancy of the G-uniform design and D f the discrepancy of the F-uniform design for given n and s. The relative improvement in discrepancy is given by
Numerical comparison between G-uniform designs and F-square designs
Our results show that I 1 and I 2 range from 0.01% to above 300% for Table 7 presents the comparison of centred L 2 -discrepancy (CD 2 ) of Latin square based designs with F-uniform designs for n = 4 to 32. D L and D F is the centred L 2 -discrepancy of Latin square based designs and F-uniform designs for DS 1 and DS 2 , respectively. Note that the numerical value of the centred L 2 -discrepancy for both the sequences DS 1 and DS 2 is the same. We have made the comparisons till n = 32 and have arrived at the conclusion that the centred L 2 -discrepancy is lower for F-uniform designs as compared to Latin square based designs given by Fang, Shiu and Pan (1999) . 
Numerical comparison between Latin square based designs and F-uniform designs

Conclusions
In many cases, the proposed F-uniform designs may significantly improve the uniformity of the corresponding G-uniform designs. The TA algorithm is powerful in finding the 'best' LCFS. LCSFS and LCFS whose first rows are given in Tables 4 and 5 have full rank for both difference sequences DS 1 and DS 2 . Therefore, we always have n linearly independent columns for constructing F-uniform designs while there are fewer choices for G-uniform designs. Moreover, for the same n and s, we have two difference sequences, namely DS 1 and DS 2 which may be chosen according to the practical requirements. Our results show that indeed, the G-uniform designs have poor uniformity as postulated by Fang, Shiu and Pan (1999) . However, as far as centred L 2 -discrepancy is concerned, both the sequences DS 1 and DS 2 are equivalent and the centred L 2 -discrepancy is lower for F-uniform designs as compared to the Latin square based designs of Fang, Shiu and Pan (1999) .
