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The notion of asymptotic structure of an infinite dimensional Banach space was intro-
duced by Maurey, Milman and Tomczak-Jaegermann. The asymptotic structure consists of
those finite dimensional spaces which can be found everywhere ‘at infinity’. These are de-
fined as the spaces for which there is a winning strategy in a certain vector game. The above
authors introduced the class of asymptotic `p spaces, which are the spaces having simplest
possible asymptotic structure. Key examples of such spaces are Tsirelson’s space and James’
space. We prove some new properties of general asymptotic `p spaces and also compare the
notion of asymptotic `2 with other notions of asymptotic Hilbert space behaviour such as
weak Hilbert and asymptotically Hilbertian.
We study some properties of smooth functions defined on subsets of asymptotic `∞ spaces.
Using these results we show that that an asymptotic `∞ space which has a suitably smooth
norm is isomorphically polyhedral, and therefore admits an equivalent analytic norm. We
give a sufficient condition for a generalized Orlicz space to be a stabilized asymptotic `∞
space, and hence obtain some new examples of asymptotic `∞ spaces. We also show that
every generalized Orlicz space which is stabilized asymptotic `∞ is isomorphically polyhedral.
In 1991 Gowers and Maurey constructed the first example of a space which did not contain
an unconditional basic sequence. In fact their example had a stronger property, namely that
it was hereditarily indecomposable. The space they constructed was ‘`1-like’ in the sense
that for any n successive vectors x1 < . . . < xn,
1
f(n)
∑n
i=1 ‖xi‖ ≤ ‖
∑n
i=1 xi‖ ≤
∑n
i=1 ‖xi‖,
where f(n) = log2(n + 1). We present an adaptation of this construction to obtain, for
each p ∈ (1,∞), an hereditarily indecomposable Banach space, which is ‘`p-like’ in the sense
described above.
We give some sufficient conditions on the set of types, T(X), for a Banach space X to
contain almost isometric copies of `p (for some p ∈ [1,∞)) or of c0. These conditions involve
compactness of certain subsets of T(X) in the strong topology. The proof of these results
relies heavily on spreading model techniques. We give two examples of classes of spaces
which satisfy these conditions. The first class of examples were introduced by Kalton, and
have a structural property known as Property (M). The second class of examples are certain
generalized Tsirelson spaces.
We introduce the class of stopping time Banach spaces which generalize a space introduced
by Rosenthal and first studied by Bang and Odell. We look at subspaces of these spaces
which are generated by sequences of independent random variables and we show that they
are isomorphic to (generalized) Orlicz spaces. We deduce also that every Orlicz space, hφ,
embeds isomorphically in the stopping time Banach space of Rosenthal. We show also,
by using a suitable independence condition, that stopping time Banach spaces also contain
subspaces isomorphic to mixtures of Orlicz spaces.
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1.1 Motivation
During the last half century, mathematicians have sought to understand the structure of
infinite dimensional Banach spaces. The hope was to find some kind of ‘nice’ subspaces in
any given Banach space. There have been many suggestions about what ‘nice’ subspace
should be taken to mean. One conjecture, was that every Banach space should contain a
subspace isomorphic to `p, for some p ∈ [1,∞), or to c0. Another weaker question that
could be asked is whether every Banach space contains a subspace isomorphic to `1, c0, or
a reflexive subspace. A third possibility, related to the first two, is to ask whether every
Banach space contains a subspace with an unconditional basis. In the last decade it has been
shown that no such simple structural theory exists. Examples constructed by Gowers and
Maurey have shown that there is a much more varied structure than was first expected. We
will discuss these examples in Section 1.2.
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However, the structure of finite dimensional subspaces of Banach spaces has been well
understood. Many results on the behaviour of high dimensional subspaces have been found.
The results usually demonstrate some kind of regularity in the properties of finite dimensional
subspaces as their dimension increases to infinity. We will mention some results in this area
in Section 1.1.1.
In a 1995 article (see [59]), Maurey, Milman and Tomczak-Jaegermann, used similar
asymptotic methods to study infinite dimensional properties. Their idea was to disregard
finite dimensional information, and study those finite dimensional subspaces that occur ‘ar-
bitrarily far away’. This leads to the concept of asymptotic finite dimensional spaces, which
we discuss in Section 1.1.2.
1.1.1 Asymptotic theory of finite dimensional spaces
Asymptotic theory of finite dimensional spaces is part of what is known as the Local Theory
of Banach spaces, which relates the structure of an infinite dimensional Banach space to the
structure of its lattice of finite dimensional subspaces. There are several books which deal
with this subject (see e.g. [60]). Many of the results in this area can be stated in terms
of finite representability. We will define this concept precisely in Section 2.1.4, but roughly
speaking we say that Z is finitely representable in X if every finite dimensional subspace of Z
can be found in X. One of the first results of this kind is Dvoretzky’s Theorem, which states
that `2 is finitely representable in every Banach space. Another famous result is Krivine’s
Theorem (Theorem 2.1.5), which states that given a suitable sequence (xi)
∞
i=1 in a Banach
space, there exists p ∈ [1,∞], such that for all ε > 0 and for any N , there are N successive
block vectors with respect to (xi)
∞
i=1 which are (1+ε)-equivalent to the standard basis of `
N
p .
Another notion which has been useful in the study of local theory is that of type and
cotype. We say that a Banach space X has type p (1 ≤ p ≤ 2) if there is a constant C, such
that for every x1, . . . , xn ∈ X we have
1
2n
∑
εi=±1
∥∥∥∥∥
n∑
i=1
εixi
∥∥∥∥∥ ≤ C
(
n∑
i=1
‖xi‖p
) 1
p
.
Similarly, we say that a Banach space X has cotype q (2 ≤ q ≤ ∞) if there is a constant C,
such that for every x1, . . . , xn ∈ X we have
1
2n
∑
εi=±1
∥∥∥∥∥
n∑
i=1
εixi
∥∥∥∥∥ ≥ C
(
n∑
i=1
‖xi‖q
) 1
q
.
2
Chapter 1. Introduction
Notice that the type and cotype of a space are determined completely by the finite dimensional
structure of the Banach space. One famous theorem using these ideas is the Maurey-Pisier
theorem which we state.
Theorem 1.1.1 ([60, Theorem 13.2]) Let X be an infinite dimensional Banach space.
Define pX = sup{p : X has type p } and qX = inf{q : X has cotype q }. Then `pX and `qX
are finitely representable in X.
1.1.2 Asymptotic structure of Banach spaces
Let X be an infinite dimensional Banach space. We want to look at finite dimensional
subspaces which occur ‘at infinity’. The picture that the reader should have in mind is
that of a Banach space with a basis, and the asymptotic spaces as being those finite block
subspaces which occur arbitrarily far down the basis.
We will define asymptotic spaces using a vector game between two players V and S. Let
B(X) be a family of infinite dimensional subspaces of X satisfying the filtration condition
F, G ∈ B(X)⇒ ∃H ∈ B(X) s.t. H ⊆ F ∩G.
For example, we could take B(X) to be the finite co-dimensional subspaces of X, or if X has
a basis we could take the family of tail subspaces. Throughout this thesis we will be looking
at Banach spaces with a basis, so we will assume that the family B(X) is the collection of
tail subspaces from now onwards.
The game is played as follows. S chooses a subspace X1 ∈ B(X). V responds by choosing
a normalized vector x1 ∈ X1. S then chooses a subspace X2 ⊆ X1 with X2 ∈ B(X). V
then responds by choosing a normalized vector x2 ∈ X2 such that {x1, x2} is basic with
basis constant ≤ 2. The game continues in this vein until the nth turn, where S selects a
subspace Xn ∈ B(X) with Xn ⊆ Xn−1, and V chooses a normalized vector xn ∈ Xn such
that {x1, . . . , xn} is basic with basic constant ≤ 2.
Given a finite dimensional Banach space E with basis (ei)
n
i=1 with basis constant ≤ 2,
and ε > 0, we say that V wins the game for E and ε, if the vectors {x1, . . . , xn} are (1 + ε)-
equivalent to (ei)
n
i=1. We will call E an asymptotic space of X, if V has a winning strategy
for the game for E and every ε > 0. The collection of all n-dimensional asymptotic spaces
for X will be denoted by {X}n.
It is a consequence of Krivine’s theorem (see Section 2.1.4 and [59, 1.6.3]) that there exists
p ∈ [1,∞] such that for every n, `np (with its standard basis) is in {X}n. Hence, the simplest
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possible asymptotic structure that can occur is where the basis (ei)
n
i=1 of every E ∈ {X}n
is C-equivalent to the standard basis of `np for some C independent of n. We will call such
spaces asymptotic `p spaces. Later in Chapter 3, we will see an alternative description of
these spaces in terms of block vectors which will be more useful for our purposes.
1.2 Distortion and hereditarily indecomposable spaces
1.2.1 Distortion
An infinite dimensional Banach space X is said to be λ-distortable, where λ > 1, if there
exists an equivalent norm |||·||| on X such that for any infinite dimensional subspace Y of X,
sup
{ |||y|||
|||z||| : ‖y‖ = ‖z‖ = 1
}
≥ λ.
A Banach space X is said to be distortable if it is λ-distortable for some λ > 1, and X is
said to be arbitrarily distortable if it is λ-distortable for every λ > 1.
It is a classical result due to James (see [53, Proposition 2.e.3.]) that `1 and c0 are not
distortable. The first example of an arbitrarily distortable Banach space, Schlumprecht space,
was constructed in [74], using a Tsirelson type construction. For a long time it was unknown
whether `p spaces (1 < p <∞) were distortable, or indeed whether the Hilbert space `2 was
distortable. However, using Schlumprecht’s space, it was shown in [64] (see also [57]) that
every `p space (1 < p < ∞) is distortable, and in fact arbitrarily distortable. The reader
is referred to [63] for a review of these results. Another longstanding open problem is the
question of whether every distortable space is arbitrarily distortable. The primary candidate
for a counterexample to this question is Tsirelson’s space. It is known that Tsirelson’s space
is (2 − ε)-distortable for every ε > 0, but it is not known whether or not it is arbitrarily
distortable. Much work has been done on the distortion of Tsirelson type spaces (see [68],
[4] and [69]).
The question of distortability has connections with the asymptotic structure of the Banach
space. In particular, we have the following theorem.
Theorem 1.2.1 ([61, Theorem 0.7]) Let X be an infinite dimensional Banach space. If
X does not contain an arbitrarily distortable subspace, then X contains a subspace which is
asymptotic `p, for some p ∈ [1,∞].
It is shown in [56] that every asymptotic `p space with an unconditional basis which does
not contain `n1 uniformly is arbitrarily distortable. This combines with Theorem 1.2.1 to show
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that every Banach space with an unconditional basis which does not contain `n1 uniformly,
contains an arbitrarily distortable subspace. A result from [75] also shows that a Banach
space of type p > 1 always has an arbitrarily distortable subspace.
Asymptotic biorthogonal systems
It is difficult to show whether or not a given Banach space is distortable. In this section we
describe a useful sufficient condition which guarantees that a space is arbitrarily distortable.
We begin with a couple of definitions.
Definition 1.2.2 Let X be a Banach space, and A ⊆ SX . Then we say that A is an
asymptotic set if A∩SY 6= ∅ for every infinite dimensional (not necessarily closed) subspace
Y of X.
Definition 1.2.3 Let X be a Banach space, and (An)
∞
n=1, (A
∗
n)
∞
n=1 be sequences of subsets of
the unit sphere of X, and the unit ball of X∗ respectively. We will say that (An)∞n=1, (A∗n)∞n=1
form an asymptotic biorthogonal system with constant δ (with 0 < δ < 12) if the following
conditions are satisfied;
(i) For every n, An is an asymptotic set.
(ii) For every n, and every x ∈ An, there exists x∗ ∈ A∗n such that x∗(x) > 1− δ.
(iii) If n 6= m then |x∗(x)| < δ for every x ∈ An and x∗ ∈ A∗m.
Notice the definition above is uninteresting if δ > 12 , since one may take An = SX and
A∗n =
1
2BX∗ for every n in this case. However, whenever δ <
1
2 , the existence of asymptotic
biorthogonal systems is non-trivial. The existence of asymptotic biorthogonal systems for all
δ > 0 tells us in particular that the space is arbitrarily distortable.
Proposition 1.2.4 ([12, Proposition 13.28]) If X admits an asymptotic biorthogonal
system with constant δ for every δ ∈ (0, 12), then X is arbitrarily distortable.
The proof of Proposition 1.2.4 follows by defining a new norm, for an arbitrary ε > 0, by
|||x||| = ε ‖x‖+ sup{|x∗(x)| : x∗ ∈ A∗1}.
This norm is a (1 + ε− δ)/(ε+ δ) distortion of the original norm. This is enough since δ and
ε can be chosen as close to zero as we wish.
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The existence of asymptotic biorthogonal systems also has implications on properties of
unconditional basic sequences in X, as the next theorem shows. This theorem reveals the
important connection between distortability and the unconditional basic sequence problem.
Theorem 1.2.5 ([33, Theorem 2]) Let X be a separable Banach space which admits an
asymptotic biorthogonal system with δ < 136 . Then there is an equivalent norm on X such
that the unconditional constant of every basic sequence in X (with respect to the new norm)
is at least (36δ)−
1
2 .
1.2.2 Hereditarily indecomposable spaces
One of the first results proved about the structure of Banach spaces was the fact that every
Banach space contains a basic sequence (see e.g. [53, Theorem 1.a.5]). It is therefore a natural
question to ask whether every Banach space contains an unconditional basic sequence. This
problem proved to be very difficult and was not solved until 1991, when Gowers and Maurey
produced an example which contained no unconditional basic sequence (see [33]). In fact this
example had a stronger property, namely that it is hereditarily indecomposable. We say that a
Banach space X is hereditarily indecomposable or H.I. if no infinite dimensional subspace of
X can be written as a topological direct sum Y ⊕Z, where Y and Z are infinite dimensional.
An equivalent definition is that for any two infinite dimensional subspaces Y and Z of X
and ε > 0 there exist y ∈ Y and z ∈ Z with ‖y‖ = ‖z‖ = 1 such that ‖y − z‖ < ε.
It is clear that an H.I. space can not contain an unconditional basic sequence, since any
space with an unconditional basis (ei)
∞
i=1 can be decomposed into Y = span({e2i}∞i=1) and
Z = span({e2i−1}∞i=1).
One of the properties of H.I. spaces is that they have a ‘small’ space of operators. If X is a
complex H.I. Banach space then every bounded linear operator T : X → X can be written in
the form T = λI+S, where λ ∈ C and S is strictly singular (see [33], [21], [32]). Recall that an
operator is said to be strictly singular if it is not an isomorphism on any infinite dimensional
subspace. Equivalently, S : X → X is strictly singular if for every ε > 0 and every infinite
dimensional subspace Y of X, there exists y ∈ Y with ‖Sy‖ < ε ‖y‖. The strictly singular
operators form an ideal in the space of operators ([53, Proposition 2.c.5]) which contains all
the compact operators. In general however, not all strictly singular operators are compact.
The fact that every operator can be decomposed in this way has been used in operator theory
to investigate the behaviour of C0-semigroups and C0-groups on H.I. spaces (see e.g. [72]). In
fact, H.I. spaces can be characterized by the property of having ‘small’ spaces of operators,
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as the following theorem shows.
Theorem 1.2.6 ([21]) A complex Banach space X is hereditarily indecomposable if and
only if every operator T : Y → X from a subspace Y of X into X is the sum of a multiple of
the inclusion map and a strictly singular operator.
Since the first example of an H.I. space was found, many others have been constructed. In
[29], Gowers constructed an example of an H.I. space that has an asymptotically unconditional
basis. This space contains arbitrarily long finite 2-unconditional sequences, but does not
contain any unconditional basic sequence. An example of a uniformly convex H.I. space has
been constructed by Ferenczi in [22]. More examples have been found by Gasparis in [26],
who constructed a continuum of totally incomparable H.I. spaces. Also, an example of an
H.I. space that is asymptotic `1 has been constructed (see [6]).
Gowers has also proved a dichotomy for Banach spaces in terms of H.I. subspaces (see
[30] and [78]) which, roughly speaking, says that any Banach space contains either a ‘nice’
subspace, or a ‘very bad’ subspace.
Theorem 1.2.7 ([30, Theorem 2]) Let X be a Banach space. Then at least one of the
following two conditions holds;
(i) X contains an unconditional basic sequence.
(ii) X has an H.I. subspace.
The proof of the above theorem by Gowers uses vector games and Ramsey theory results.
Another proof has been given by Maurey in [58] which does not use the vector game approach.
Recent papers have shown that the class of H.I. spaces is quite large (see [8], [23]). For
example, it is shown that every Banach space either contains `1 or contains a quotient of an
H.I. space. Also, in [5], it is shown that if a Banach space is universal for all reflexive H.I.
spaces then it is actually universal for all separable Banach spaces.
1.2.3 Homogeneous Banach spaces, the hyperplane problem and the c0-`1-
reflexive subspace problem
In this section we briefly discuss the three problems mentioned in the above title. These
were all long-standing open problems which were solved as a result of the work of Gowers
and Maurey on H.I. spaces.
A Banach space is said to be homogeneous if it is isomorphic to all of its closed subspaces.
It was a longstanding open problem, posed by Banach, whether the only homogeneous Banach
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space is `2. This problem was recently solved by Gowers in [30] (see also [76]), who showed
that the only homogeneous Banach space is indeed `2. The proof of this result hinges on
Gowers’ dichotomy (Theorem 1.2.7). If X is a homogeneous Banach space, then since all
subspaces of X are isomorphic to X, the dichotomy tells us that either X is H.I. or X has
an unconditional basis. It follows from a result in [46] that a homogeneous space with an
unconditional basis is isomorphic to `2. This leaves the case of X being a homogeneous H.I.
space. To exclude this possibility we need to know some results from operator theory.
Definition 1.2.8 An operator T : X → Y is said to be a Fredholm operator if there exist
subspaces X1, B of X and Y1, C of Y , such that X = X1 ⊕ B, Y = Y1 ⊕ C, TB= 0, TX1
is an isomorphism onto Y1, and dimB < ∞, dimC < ∞. The index, i(T ), of a Fredholm
operator is then defined by i(T ) = dimB − dimC.
It is a classical result that if T is Fredholm and S is strictly singular, then T + S is
Fredholm with the same index as T (see [31, Lemma 18]). Therefore since every operator
T : X → X, can be written as T = λI + S, where S is strictly singular, it follows that T is
either strictly singular (if λ = 0), or Fredholm with index 0 (if λ 6= 0). In either case T can
not be an isomorphism onto a proper subspace of X. We thus obtain the following theorem,
which strongly contradicts the possibility of an H.I. space being homogeneous.
Theorem 1.2.9 ([30, Theorem 4]) Let X be a hereditarily indecomposable Banach space.
Then X is not isomorphic to any proper subspace of itself.
The above theorem is also relevant to the so-called hyperplane problem. This asks whether
every Banach space is isomorphic to its hyperplanes i.e. its closed subspaces of co-dimension
1. The theorem implies that an H.I. space fails the above property. Other examples are known
of such spaces. For instance, the first known example of such a space had an unconditional
basis and was constructed by Gowers in [28].
The final problem that we will mention that was solved as a result of the work of Gowers’
and Maurey’s solution of the unconditional basic sequence problem is the c0-`1-reflexive
subspace problem. This asks whether every Banach space contains either c0, `1 or a reflexive
subspace. It is well-known that a space with an unconditional basis is reflexive if and only if
it does not contain `1 and c0. Thus, the answer is positive for any space which possesses an
unconditional basic sequence. However, in general, this need not be the case. In [27], Gowers
modified the Gowers-Maurey construction of an H.I. space to obtain a space not containing
either c0, `1 or a reflexive subspace.
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1.3 Stable Banach spaces
We call a sequence (xn)
∞
n=1 ⊆ X type determining if for every x ∈ X, limn→∞ ‖x+ xn‖
exists. The limiting function will be called a type of X. We will discuss types later in greater
depth (see Section 2.4 and Chapter 6). We define stable Banach spaces and weakly stable
Banach spaces in terms of these sequences.
Definition 1.3.1 A Banach space is said to be stable (resp. weakly stable) if whenever
(xn)
∞
n=1 and (ym)
∞
m=1 are type determining sequences (resp. weakly convergent type deter-
mining sequences) then the following iterated limits exist and are equal
lim
m→∞ limn→∞ ‖xn + ym‖ = limn→∞ limm→∞ ‖xn + ym‖ .
Stable Banach spaces were studied by Krivine and Maurey in [49]. The main result of
this article was that every stable Banach space contains a subspace isomorphic to `p for some
p ∈ [1,∞). It was later observed that the corresponding result is true for weakly stable
Banach spaces, namely that every weakly stable Banach space contains a subspace which is
isomorphic to either c0 or to `p for some p ∈ [1,∞). The main tools in the proof of these
results is the theory of types and spreading models. The general procedure is to prove the
existence of a special type which generates an `p (or c0) spreading model, and then to pull
the spreading model back into our Banach space. We shall use similar methods in Chapter
6 to prove existence of `p subspaces under a different set of hypotheses.
1.4 Overview of this thesis
In Chapter 2 we will explain the notation which will be used throughout this thesis. We
will then introduce some examples of Banach spaces which will be particularly useful for us.
These will include Tsirelson’s space, and various generalizations of it, James’ space, and the
classes of Orlicz and generalized Orlicz spaces. We will briefly describe the Brunel-Sucheston
construction of spreading models, and give an alternative construction using ultrafilters.
Finally, we will introduce the space of types and strong types on a Banach space, and describe
the topologies and operations that can can be applied to these spaces.
Chapter 3 is devoted to asymptotic `p spaces. We define the notions of asymptotic `p
and stabilized asymptotic `p spaces with respect to a given basis. Some key examples of
such spaces are introduced. We review some known properties of these spaces including
properties of the basis and duality results, and then go on to give some results that do not
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appear in the existing literature. These include a proof that asymptotic `p spaces have a
stabilized asymptotic `p subspace, a result about finite representability of `p in subspaces of
asymptotic `p spaces, and properties of the spreading models of these spaces. Finally, we
describe the classes of weak Hilbert and asymptotically Hilbertian spaces and compare these
notions with asymptotic `2 spaces.
In Chapter 4 we prove a renorming result for asymptotic `∞ spaces. We show that if the
norm on the asymptotic `∞ space is suitably smooth, then we can find an equivalent analytic
norm on the space. We then give a construction of some asymptotic `∞ spaces and show
that they are different from the known examples of asymptotic `∞ spaces. The results of
this chapter are motivated by the relationship between smooth bump functions and smooth
norms for separable spaces. It is not clear how one could construct a smooth norm given a
smooth bump function. Thus, some of these spaces may be candidates for spaces which have
smooth bump functions but do not admit equivalent smooth norms.
In Chapter 5 we construct hereditarily indecomposable spaces which have upper `p esti-
mates and a type of lower `p estimate. We do this by modifying the original construction of
Gowers and Maurey. This construction should be contrasted with that of Ferenczi (see [22]),
where a similar type of space is constructed using interpolation techniques.
Chapter 6 presents some results proving existence of almost isometric copies of `p spaces
(or c0), given some compactness conditions in the space of types or strong types. The proof
proceeds by deducing existence of `p (or c0) spreading models and then pulling the spreading
model back into the Banach space. We then present some examples to which this result
applies. One application is to a class of spaces studied by Kalton in [44]. We also show that
the result applies to certain generalized Tsirelson spaces.
In Chapter 7 we introduce the class of spaces called stopping time Banach spaces. This
class generalizes a space, S d, studied by Bang and Odell in [9] and [10], although we use
a more probabilistic description than was used in these papers. The norms in these spaces
enjoy a backwards recursion property which proves very useful to us. This enables us to
prove a correspondence between the block types on S d and integrable martingales. We
also look at certain subspaces of general stopping time Banach spaces, which are generated
by independent random variables and prove that they are isomorphic to Orlicz spaces (or
generalized Orlicz spaces). We are then able to show that S d contains isomorphic copies of
Orlicz spaces hφ for any Orlicz function φ. We also introduce the so called mixtures of Orlicz
spaces and show that they arise as subspaces of stopping time Banach spaces generated by
sequences of random variables satisfying a ‘conditional independence’ condition.
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2.1 Notation
2.1.1 Banach space notation
The notation that we will use is standard from the literature on this subject. All of the
Banach spaces we consider will be over the field of real numbers unless we specify otherwise.
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Given a Banach space X, we will denote the unit sphere by SX , and the closed unit ball by
BX . Given a set A ⊂ X, we will denote the linear span of A by span(A), and the closed
linear span by span(A). In the case of a sequence (xi), we will denote the closed linear span
by [xi]. We will denote by c00 the collection of finitely supported sequences of real numbers.
Sometimes we will use the notation R(N) when it is standard in existing literature to do so.
Whenever we talk of subspaces of a Banach space, we will mean closed subspaces, and usually
infinite dimensional subspaces unless we state otherwise.
If X, Y are two isomorphic Banach spaces then we will denote by d(X,Y ) the Banach-
Mazur distance between X and Y .
We will say that two Banach spaces X and Y are totally incomparable if no infinite
dimensional subspace of X is isomorphic to an infinite dimensional subspace of Y .
2.1.2 Bases and Basic sequences
Most of the spaces we consider will have a (Schauder) basis which will typically be denoted
by (ei)
∞
i=1. This means that every x ∈ X has a unique expansion of the form x =
∑∞
i=1 xiei.
A sequence (xn) in X is said to be a basic sequence if it forms a basis for span({xn : n ∈ N}).
Given a basis (ei)
∞
i=1, we define a sequence of projections by
Pn
( ∞∑
i=1
xiei
)
=
n∑
i=1
xiei.
It is straightforward to show that supn ‖Pn‖ = K < ∞. We call this K the basis constant.
If K = 1 then we say that the basis is monotone. We will say that the basis is bimonotone
if for every n ∈ N,
‖x‖ ≥ max
(∥∥∥∥∥
n∑
i=1
xiei
∥∥∥∥∥ ,
∥∥∥∥∥
∞∑
i=n+1
xiei
∥∥∥∥∥
)
.
We will denote by e∗n the nth coordinate functional defined by e∗n(x) = xn. The sequence
(e∗n)∞n=1 always forms a basic sequence in X∗. We call the basis (ei)∞i=1 shrinking if (e
∗
n)
∞
n=1
forms a basis for X∗. We will call the basis (ei)∞i=1 boundedly complete if
∑∞
i=1 xiei converges
in X whenever supn ‖
∑n
i=1 xiei‖ < ∞. It is well known ([53, Theorem 1.b.5]) that a space
with a basis is reflexive if and only if the basis is both shrinking and boundedly complete.
We say that two basic sequences (xi)
∞
i=1 and (yi)
∞
i=1 are C-equivalent if, for any scalars (ai),
1
C
∥∥∥∥∥
∞∑
i=1
aiyi
∥∥∥∥∥ ≤
∥∥∥∥∥
∞∑
i=1
aixi
∥∥∥∥∥ ≤ C
∥∥∥∥∥
∞∑
i=1
aiyi
∥∥∥∥∥ .
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We say that the basic sequences are equivalent if they are C-equivalent for some C ≥ 1. An
alternative definition is that (xi)
∞
i=1 and (yi)
∞
i=1 are equivalent provided
∑∞
i=1 aixi converges
in X if and only if
∑∞
i=1 aiyi converges.
Block bases and notation involving bases
Let X be a Banach space with a basis (ei)
∞
i=1. We define supp(x), the support of x =
∑
i xiei,
to be the set {i ∈ N : xi 6= 0}. Given a subset E of N, we define Ex =
∑
i∈E xiei. If x ∈ X
and n ∈ N, then we will write n ≤ x if n ≤ min supp(x). If x, y ∈ X, then we will write
x < y if x is finitely supported and max supp(x) < min supp(y). We say that x is a block
vector with respect to the basis (ei)
∞
i=1 if x =
∑q
i=p xiei for some finite p and q. A block basis
is then a sequence of successive block vectors x1 < x2 < . . .. A block basis is again a basic
sequence. A block subspace is defined to be the closed linear span of a block basis.
Unconditional bases
We will say that a basis (ei)
∞
i=1 is C-unconditional if for every choice of signs (εi) ∈ {±1}N∥∥∥∥∥
∞∑
i=1
εiaiei
∥∥∥∥∥ ≤ C
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ .
We will call the smallest C for which the above is valid the unconditional basis constant. It
is useful to note that in this situation, if λ ∈ `∞, then∥∥∥∥∥
∞∑
i=1
λixiei
∥∥∥∥∥ ≤ C ‖λ‖∞
∥∥∥∥∥
∞∑
i=1
xiei
∥∥∥∥∥ .
In particular, if a basis is 1-unconditional then for every choice of signs,∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
±aiei
∥∥∥∥∥ .
We will call a basis conditional if it is not C-unconditional for any C. If a space has an
unconditional basis then we can show (see [53]) that the following hold;
(i) The basis is shrinking if and only if `1 6↪→ X.
(ii) The basis is boundedly complete if and only if c0 6↪→ X.
Hence a space with an unconditional basis is reflexive if and only if `1 6↪→ X and c0 6↪→ X.
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2.1.3 The p-Convexification of a Banach space
Suppose that X is a Banach space with a 1-unconditional basis (ei)
∞
i=1 and that 1 < p <∞.
We define a new space X(p), the p-convexification of X, to be
X(p) = {(xi)∞i=1 : xp =
∞∑
i=1
|xi|pei ∈ X},
and we equip X(p) with the norm
‖x‖X(p) = ‖xp‖
1
p
X .
Notice that the sequence of coordinate vectors in X (p) forms a 1-unconditional basis for X(p).
Also, it follows from the triangle inequality in X that X (p) satisfies an upper `p estimate. In
other words, if x1 < . . . < xn are successive block vectors in X
(p) then∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥ ≤
(
n∑
i=1
‖xi‖p
) 1
p
.
This idea also extends in a natural way to Banach lattices (see [54]), but we will not use this
here.
2.1.4 Finite representability and Krivine’s Theorem
We say that a Banach space Z is finitely representable in a Banach space X if every finite
dimensional subspace of Z can be found as a finite dimensional subspace of X. More precisely,
we make the following definitions.
Definition 2.1.1 We say that a Banach space Z is finitely representable in a Banach space
X if and only if for every C > 1 and for all finite dimensional subspaces E ≤ Z there exists
a subspace F ≤ X with d(E,F ) < C.
Definition 2.1.2 We say that a Banach space Z is crudely finitely representable in a Banach
space X if and only if there exists C > 1 such that for all finite dimensional subspaces E ≤ Z
there exists a subspace F ≤ X with d(E,F ) < C.
Later, we will need to use the following result due to Krivine (proved in [48]).
Theorem 2.1.3 ([48, Section III]) If `p is crudely finitely representable in X then `p is
finitely representable in X.
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We will also need an alternative form of finite representability, namely that of block finitely
representability, which we define below.
Definition 2.1.4 A sequence (yj)
∞
j=1 in a Banach space X is said to be block finitely repre-
sentable in a sequence (xi)
∞
i=1 in a Banach space Y , if for every ε > 0 and for every integer
n, there exist vectors (zi)
n
i=1 in Y which are successive block vectors with respect to (xi)
∞
i=1
such that for any scalars (aj)
n
j=1,
(1− ε)
∥∥∥∥∥∥
n∑
j=1
ajzj
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
n∑
j=1
ajyj
∥∥∥∥∥∥ ≤ (1 + ε)
∥∥∥∥∥∥
n∑
j=1
ajzj
∥∥∥∥∥∥ .
The following result, Theorem 2.1.5, is a deep result of great importance in Banach space
theory. This was proved in [48] (see also [51] for an alternative proof). There are various
forms of this result. The following theorem is one of the simplest statements.
Theorem 2.1.5 (Krivine’s Theorem) Let (xi)
∞
i=1 be a basic sequence in a Banach space.
Then the unit vector basis of c0 or of some `p (for 1 ≤ p <∞) is block finitely representable
in (xi)
∞
i=1.
This can be strengthened to give the following theorem, which appeared in this form in [51]
and [73].
Theorem 2.1.6 Let C ≥ 1, n ∈ N and ε > 0. There exists m = m(C, n, ε) ∈ N such that
if (xi)
m
i=1 is a finite basic sequence in some Banach space with basis constant C then there
exists p ∈ [1,∞] and a block basis (yi)ni=1 of (xi)mi=1 so that (yi)ni=1 is (1 + ε)-equivalent to the
unit vector basis of `np .
Krivine’s Theorem also has the following corollary (stated in this form in [11, Chapter 6,
Section 1, Corollary 3])
Corollary 2.1.7 Let (xk)
∞
k=1 be a bounded sequence in a Banach space, without any conver-
gent subsequences. Then there exists p ∈ [1,∞], such that for each n ≥ 1 and each ε > 0,
there is a sequence (zk)
∞
k=1 of successive blocks with respect to (xk)
∞
k=1 (with each zk having
the same coefficients), such that any n of the zk generate a subspace (1 + ε)-isomorphic to
`np .
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2.2 Some important examples of Banach spaces
2.2.1 Tsirelson’s space
We will present here the Figiel-Johnson construction of Tsirelson’s space T (see [15]). This is
in fact the dual of the space which was originally constructed by Tsirelson in [77], which was
the first example of a Banach space which does not contain any `p or c0. This property is
also satisfied by T . The key difference between Tsirelson’s space and classical Banach spaces
is that the norm on T is defined implicitly. The norm satisfies the implicit equation
‖x‖ = max
(
‖x‖∞ , sup
{
1
2
n∑
i=1
‖Eix‖ : n ≤ E1 < . . . < En intervals
})
.
We then define T to be the completion of c00 under this norm. T is a reflexive Banach space,
and the coordinate vectors (en)
∞
n=1 form a 1-unconditional basis for T .
There are many variants of Tsirelson’s space. The simplest are the spaces Tθ where
0 < θ < 1. These are defined exactly as above except the norm satisfies the implicit equation
‖x‖ = max
(
‖x‖∞ , sup
{
θ
n∑
i=1
‖Eix‖ : n ≤ E1 < . . . < En intervals
})
.
Tθ has many of the same properties as T , but surprisingly the spaces Tθ are in a sense very
different from one another. If θ 6= φ, then Tθ is totally incomparable to Tφ (see [15, Theorem
X.a.3.]).
Since T has a 1-unconditional basis, we may also form the p-convexification for any
p ∈ (1,∞). The norm in the resulting space T (p) then satisfies the implicit equation
‖x‖ = max
‖x‖∞ , sup
2− 1p
(
n∑
i=1
‖Eix‖p
) 1
p
: n ≤ E1 < . . . < En intervals

 .
2.2.2 Schlumprecht’s space
Schlumprecht’s space, S, first appeared in [74] and is defined in a manner very similar to
Tsirelson’s space. S has a 1-unconditional basis (ei)
∞
i=1 and the norm satisfies the implicit
equation
‖x‖ = max
(
‖x‖∞ , sup
{
1
f(n)
n∑
i=1
‖Eix‖ : n ∈ N, E1 < . . . < En intervals
})
,
where f(n) = log2(n + 1). This space is arbitrarily distortable and is the starting point for
the Gowers-Maurey construction of an H.I. space.
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2.2.3 More general Tsirelson type spaces
The construction of Tsirelson space and Schlumprecht’s space have obvious similarities. We
present here a class of spaces which generalizes both of these spaces. Suppose that M is a
collection of finite subsets of N. We say that a sequence (Ei)ni=1 is M-admissible if there
exists {k1, . . . , kn} ∈ M such that
k1 ≤ E1 < k2 ≤ . . . < kn ≤ En.
Suppose that ∅ 6= I ⊆ N (I may be either finite or infinite), and for each k ∈ I, Mk is
a collection of finite subsets of N, and that θk ∈ [0, 1] for each k ∈ I. We can define a
mixed Tsirelson space T ((Mk, θk)k∈I) to be the completion of c00 under a norm satisfying
the implicit equation
‖x‖ = max
(
‖x‖∞ , sup
{
θk
n∑
i=1
‖Eix‖ : k ∈ I, (Ei)ni=1 Mk-admissible
})
.
Note that this class of spaces includes both Tsirelson’s space and Schlumprecht’s space. We
define the Schreier family, S = {A ⊆ N : |A| ≤ minA}, and Ak = {A ⊆ N : |A| ≤ k}. Then
T (S, 12) is Tsirelson’s space, and T ((Ak, (log2(k + 1))−1)∞k=1) is Schlumprecht’s space.
We can further generalize this construction by taking a sequence of scalars (θk,i)
∞
i=1 con-
tained in [0, 1] for each k ∈ I and obtain a space whose norm satisfies the implicit equation
‖x‖ = max
(
‖x‖∞ , sup
{
n∑
i=1
θk,i ‖Eix‖ : k ∈ I, (Ei)ni=1 Mk-admissible
})
.
For example, if a = (a1, . . . , ak) and each ai ∈ [0, 1], then T (Ak,a) is the space whose norm
is given implicitly by
‖x‖ = max
(
‖x‖∞ , sup
{
k∑
i=1
ai ‖Eix‖ : E1 < E2 < . . . < Ek
})
.
2.2.4 Generalized Tsirelson spaces
A more general form of Tsirelson space has been constructed in [13]. We will not give this
definition in its full generality, since we will only use a special case of it in this thesis. This
definition replaces the sequence of constants (θk,i) in the above, with a sequence of norms
(Fk) on c00. For convenience we will describe this only in the case where a single norm is
used, and just for a simple admissibility condition.
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Definition 2.2.1 Let f be a 1-unconditional normalized norm on Rk. We define T (Ak, f),
to be the completion of c00 under the norm which satisfies the implicit equation
‖x‖ = ‖x‖∞ ∨ sup {f(‖E1x‖ , . . . , ‖Ekx‖) : E1 < . . . < Ek} .
As for the original Tsirelson space, the coordinate vectors (ei) form a 1-unconditional
basis of T (Ak, f).
Spaces of the form T (Ak, f) have been studied in [13]. In many situations they turn out
to be isomorphic to either some `p space or to c0. Necessary and sufficient conditions on the
norm f are given for this to be the case. An example which is not isomorphic to any `p or
to c0 is also constructed.
2.2.5 James’ space
We define James’ space J to be the vector space of real sequences (ai) which satisfy both;
(i) limi→∞ ai = 0, and
(ii) supn1<...<nk
∑k−1
i=1 (ani+1 − ani)2 <∞.
We then equip J with the norm given by
‖(ai)‖ = sup
n1<...<nk
(
k−1∑
i=1
(ani+1 − ani)2
) 1
2
.
With this norm J is a Banach space. The reason J was first introduced is that it is a space
which is isomorphic to its second dual J∗∗, but is not reflexive. In fact J is of codimension 1
in J∗∗, so in some sense J is very close to being reflexive. We let (ei)∞i=1 be the sequence of
coordinate vectors in J . It is straightforward to show that (ei)
∞
i=1 is a conditional basis for
J .
2.2.6 Orlicz sequence spaces
Orlicz sequence spaces are a class of spaces which are natural generalizations of `p spaces
for 1 ≤ p < ∞ and of c0. Each Orlicz space will be determined by an Orlicz function. The
Orlicz functions φ(t) = tp will generate the `p spaces.
Definition 2.2.2 We will call a function φ : [0,∞)→ [0,∞) an Orlicz function if φ(0) = 0,
φ is convex, continuous, non-decreasing and limt→∞ φ(t) =∞.
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Let x = (xi)
∞
i=1 be a sequence of real numbers. Then we define,
Iφ(x) =
∞∑
i=1
φ(|xi|).
The Orlicz space, `φ, is then defined by,
`φ =
{
x : Iφ
(
x
ρ
)
<∞ for some ρ > 0
}
.
We will also be interested in the subset, hφ, of `φ given by,
hφ =
{
x : Iφ
(
x
ρ
)
<∞ for all ρ > 0
}
.
It is easy to show that hφ is a closed subspace of `φ, and the sequence of coordinate vectors
form a 1-unconditional basis for hφ.
There are three standard norms on Orlicz spaces. The first norm ‖·‖Oφ is known as the
Orlicz norm, and is the one originally introduced by Orlicz. We define the Orlicz norm by,
‖x‖Oφ = sup{
∞∑
i=1
xiyi :
∞∑
i=1
φ∗(|yi|) ≤ 1},
where φ∗ is the function complementary to φ, defined by
φ∗(v) = sup{tv − φ(t) : 0 < t <∞}.
The second norm is the Luxemburg norm. This is the norm that we will usually use on our
Orlicz spaces. It is defined by
‖x‖φ = inf{ρ > 0 : Iφ
(
x
ρ
)
≤ 1}.
The third norm is the Amemiya norm, given by
‖x‖Aφ = inf
k>0
1
k
(1 + Iφ(kx)).
These three norms are all equivalent. In fact, in [43], it is shown that ‖x‖Aφ = ‖x‖Oφ for every
x ∈ `φ. It is also quite easy to verify that
‖x‖φ ≤ ‖x‖Aφ ≤ 2 ‖x‖φ .
For further details concerning Orlicz spaces we refer the reader to [53] and [47].
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2.2.7 Generalized Orlicz spaces
Suppose that Φ = (φj)
∞
j=1 is a sequence of Orlicz functions. Then, we can define a generalized
Orlicz space in an analogous way to Orlicz spaces. We define
`Φ =
(xi) :
∞∑
j=1
φj
( |xj |
ρ
)
<∞ for some ρ > 0
 ,
and
hΦ =
(xi) :
∞∑
j=1
φj
( |xj |
ρ
)
<∞ for all ρ > 0
 .
As in the Orlicz space case, hΦ is a closed subspace of `Φ with the coordinate vectors forming
a 1-unconditional basis. Again, there are various norms that can be put on a generalized
Orlicz space. The usual norm is the analogue of the Luxemburg norm given by
‖x‖Φ = inf{ρ > 0 :
∞∑
j=1
φj
( |xj |
ρ
)
≤ 1}.
We can also consider the analogue of the Amemiya norm, given by
‖x‖AΦ = inf
k>0
1
k
(1 +
∞∑
j=1
φj(kxj)).
As for Orlicz spaces it is easy to check that ‖·‖Φ and ‖·‖AΦ are equivalent norms on `Φ satisfying
‖x‖Φ ≤ ‖x‖AΦ ≤ 2 ‖x‖Φ .
2.3 Spreading models of Banach spaces
We will explain briefly here the construction of spreading models of a Banach space. Given
a separable Banach space X and a bounded sequence (xn) (with suitable properties) we will
define a new Banach space, which will be the completion of X ⊕R(N), equipped with a norm
which extends the original norm in X. We will denote the coordinate sequence in R(N) by
(ei). We will then call the closed linear span of {ei : i ∈ N} a spreading model of X. It will
be immediate from our definition that the structure of this space will only depend on the
asymptotic properties of the sequence (xn), in the sense that if (yn) is another sequence such
that ‖xn − yn‖ → 0, then the spreading model associated with (yn) will be the same as that
for (xn).
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2.3.1 Brunel-Sucheston construction of spreading models
The standard way of constructing spreading models is due to Brunel and Sucheston (see
[11]). We will briefly explain this method, and then explain an alternative construction using
ultrafilters. The key to the Brunel-Sucheston construction is the following lemma, which can
be proved using Ramsey theory.
Lemma 2.3.1 ([11, Chapter 1, Proposition 1]) Let X be a separable Banach space, and
(xn) be a bounded sequence in X. Then there exists a subsequence (x
′
n) of (xn), such that for
any k ∈ N and any x ∈ X and any scalars a1, . . . , ak the following limit exists
L(x,a) = lim
n1→∞
. . . lim
nk→∞
∥∥∥∥∥x+
k∑
i=1
aix
′
ni
∥∥∥∥∥ .
A subsequence (x′n) satisfying the conclusion of Lemma 2.3.1 will be called a Brunel-Sucheston
sequence.
The limit given by the preceding lemma allows us to define a semi-norm on X ⊕ R(N) by∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ := L(x,a).
Notice that this semi-norm extends the original norm on X. It is straightforward to see
that this in fact defines a norm if and only if the sequence (x′n) that we extracted does not
converge (see [11, Chapter 1, Proposition 2]). In this situation we define the extension F of
X to be the completion of X ⊕R(N) under the given norm. We call the closed linear span of
the coordinate vectors in R(N) a spreading model of X.
It is important to note that a bounded sequence (xn) may contain many different Brunel-
Sucheston subsequences which may give very different spreading models.
2.3.2 Construction of spreading models using ultrafilters
We will now describe an alternative construction of spreading models using ultrafilters. This
method avoids the use of Ramsey theory.
If U is any ultrafilter on a Banach space X, and f : X → R is a bounded function then
we can define lim
x→U
f(x), to be the real number λ such that for all ε > 0, there exists U ∈ U
such that |f(x)− λ| < ε for all x ∈ U . The existence of such a limit can be proved similarly
to the proof of the Bolzano-Weierstrauss Theorem, and uniqueness is immediate from the
definition.
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We will be interested in limits of the form limz→U ‖x+ z‖ where x ∈ X is fixed. Since the
function z 7→ x + z is unbounded, the above comment does not immediately apply. Indeed
the above limit need not exist for an arbitrary ultrafilter U . Consider
B = {X \ nBX : n ∈ N}.
B forms a filter base (i.e. it consists of non-empty sets and is closed under finite intersections).
Let F be the filter generated by B, (i.e. F = {A ⊆ X : ∃B ∈ B s.t. B ⊆ A}), and let U be
any ultrafilter which contains F . It is easy to see that every U ∈ U must be unbounded, and
therefore it is clear that limz→U ‖x+ z‖ is undefined for every x ∈ X.
Now suppose that U contains a bounded set U . Then consider the restriction of z 7→ x+z
to the set U , which is a bounded function from U to R. The ultrafilter U induces an ultrafilter
U ′ on U by
U ′ = {U ∩ V : V ∈ U} ⊆ U .
By the above comment, limz→U ′ ‖x+ z‖ exists, and it is immediate from the definitions that
this is the same as limz→U ‖x+ z‖.
Hence given an ultrafilter (that contains a bounded set) we can define for every x ∈ X
and scalars a1, . . . , ak a semi-norm on X ⊕ R(N) by∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ = limx1→U . . . limxn→U ‖x+ a1x1 + . . .+ anxn‖ .
We will now show that this will in fact be a norm provided the ultrafilter U does not converge.
This corresponds to the non-convergence of the Brunel-Sucheston sequence. To do this we
need the following lemma about ultrafilters on complete metric spaces.
Lemma 2.3.2 Let (X,d) be a complete metric space, and U be an ultrafilter on X which
does not converge. Then there exists δ > 0 such that diam(U) ≥ δ for all U ∈ U .
Proof. Suppose the result is false. Then for every n ∈ N, there exists a set Un ∈ U such
that diam(Un) <
1
n . We define for each n, the set Vn = U1 ∩ . . .∩Un ∈ U . Since Vn ⊆ Un, we
have diam(Vn) ≤ diam(Un) ≤ 1n . Now choose a sequence xn ∈ Vn for every n. Since (Vn) is
a decreasing sequence of sets whose diameters converge to 0, (xn) is a Cauchy sequence, and
so converges to some point x ∈ X. Let ε > 0, and choose N such that d(xn, x) < ε2 for every
n ≥ N and 1N < ε2 . Then VN ⊆ B 1N (xN ) ⊆ B ε2 (xN ) ⊆ Bε(x). Hence Bε(x) ∈ U . Therefore
U → x, giving us a contradiction.
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Proposition 2.3.3 The semi-norm defined on X ⊕ R(N) by∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ = limx1→U . . . limxn→U ‖x+ a1x1 + . . .+ anxn‖ ,
is a norm if and only if the ultrafilter U does not converge.
Proof. Suppose that U → x. Then limz→U ‖x− z‖ = 0. Therefore ‖x− e1‖ = 0, and ‖·‖ is
not a norm on X ⊕ R(N).
Now suppose that U does not converge, and that
∥∥∥x+∑ki=1 aiei∥∥∥ = 0. By Lemma
2.3.2, there is a δ > 0 such that diam(U) > δ for all U ∈ U . For fixed x1, . . . , xk−1, let
λ = limxk→U
∥∥∥x+∑ki=1 aixi∥∥∥. For any ε > 0, there exists U ∈ U such that for all y ∈ U ,∣∣∣∣∣
∥∥∥∥∥x+
k−1∑
i=1
aixi + aky
∥∥∥∥∥− λ
∣∣∣∣∣ < ε.
Choose two elements y1, y2 ∈ U with ‖y1 − y2‖ ≥ δ. Then
δ|ak| ≤ |ak| ‖y1 − y2‖
=
∥∥∥∥∥(x+
k−1∑
i=1
aixi + aky1)− (x+
k−1∑
i=1
aixi + aky2)
∥∥∥∥∥
≤ 2λ+ 2ε.
Since ε is arbitrary, we have λ ≥ 12δ|ak|, and therefore
∥∥∥x+∑ki=1 aiei∥∥∥ ≥ 12δ|ak|. Thus in
our situation,
∥∥∥x+∑ki=1 aiei∥∥∥ = 0 implies that ak = 0. Iterating this gives that all of the
scalars ai are zero. Then x = 0 follows from the positive definiteness of the norm on X.
Therefore ‖·‖ defines a norm as required.
2.3.3 Properties of spreading models
The basic properties of spreading models can be found in [11]. The key properties we shall
use are as follows;
(i) The sequence (ei) is spreading, (or 1-subsymmetric over X) i.e. for every increasing
sequence n1 < . . . < nk of integers,∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥x+
k∑
i=1
aieni
∥∥∥∥∥ .
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(ii) The extension F of X is finitely representable in X. In fact a stronger property holds.
Indeed, if F is a finite dimensional subspace of X, ε > 0, and k ∈ N, then there exists
x1 ∈ X such that the mapping
x+
k∑
i=1
aiei 7→ x+ c1x1 +
k∑
i=2
aiei,
from F ⊕ [ei]ki=1 → F ⊕ [x1]⊕ [ei]ki=2 is a (1 + ε)-isomorphism.
Spreading models have several applications in the theory of Banach spaces. For ex-
ample, the non-existence of spreading models isomorphic to `1 has connections to various
Banach-Saks type properties. Another application is stable Banach spaces. Spreading mod-
els techniques can be used to prove the existence of subspaces isomorphic to `p for some
p ∈ [1,∞) (see [49]). The spreading models of certain Tsirelson type spaces have also been
studied. One particularly striking example is that of a space similar to Schlumprecht’s space,
all of whose spreading models do not contain a subspace isomorphic to any `p or c0. For this,
and other examples and applications see [67], [65] and [66].
2.4 Types and strong types
The notions of type and strong type have been used in several papers (see e.g. [55], [42], [39],
[62]). The idea is to associate to a Banach space X, the topological spaces T(X) and S(X)
of types and strong types on X. There are various topologies that are of interest on these
spaces. We then hope to deduce properties of our original Banach space X from topological
properties of T(X) and S(X). For example, in [42], separability of a certain topology on
T(X) is used to deduce that the Banach space X contains either `1 or a reflexive subspace.
2.4.1 Types
Let X be a Banach space, and let x ∈ X. Consider the map θx : X → R defined by
θx(y) = ‖x+ y‖ .
We will call this map a degenerate type. We consider the collection of these degenerate types,
X˜ = {θx : x ∈ X}, as a subset of RX =
∏
y∈X R equipped with the Tychonoff product
topology. We then define T(X), the set of types, to be the closure of X˜ in this topology. The
topology induced on T(X) by RX is that of pointwise convergence, which we will call the
24
Chapter 2. Preliminaries
weak topology. Thus if θ ∈ T(X), then there exists a bounded net (xi) in X such that
θ(y) = lim
i
‖xi + y‖ for all y ∈ X.
Alternatively, if θ ∈ T(X), then there is an ultrafilter U on X such that
θ(y) = lim
x→U
‖x+ y‖ for all y ∈ X.
If X is a separable Banach space then with the weak topology, T(X) is a separable metrizable
space. Observe that each type is a Lipschitz function with Lipschitz constant 1 (this follows
from the triangle inequality for the degenerate types, and is immediate for general types by
taking pointwise limits). Also notice that T(X) is locally compact in the weak topology. In
particular, for each r ≥ 0, the sets
{θ ∈ T(X) : θ(0) ≤ r},
are weakly compact, since they are closed subsets of the compact set
∏
y∈X [0, ‖y‖+ r]. We
will often write ‖θ‖ for θ(0).
There are various other topologies of interest on T(X). One that will be of use to us in
this thesis is the so called strong topology, also called the topology of uniform convergence
on bounded sets. This is induced by the pseudometrics
dM(θ, φ) = sup{|θ(y)− φ(y)| : ‖y‖ ≤M}.
In other words, a set U ⊆ T(X) is open in the strong topology if for every θ ∈ U there exists
M and ε > 0 such that {φ ∈ T(X) : dM(θ, φ) < ε} ⊆ U . The strong topology on T(X) is
always metrizable. We can take the metric to be
d(θ, φ) =
∞∑
m=1
1
2m
dm(θ, φ).
The map x 7→ θx is a bijection between X and X˜. It can also be shown to be a homeomor-
phism whenever X˜ is given the topology induced by either the weak or the strong topologies
on T(X). Hence we may identify the elements of X˜ with the elements in X. Also it follows
that if T(X) is strongly separable, then X must be separable. The converse is however not
true. For example it is shown in [42] that T(c0) is not strongly separable. In the same paper
it is proved that if X is a Banach space with strongly separable types, then X contains either
a reflexive subspace, or a subspace isomorphic to `1.
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We have a natural ‘scalar multiplication’ on T(X). We will call this map a dilation. Given
a scalar α 6= 0, and a type θ, we define
(α · θ)(x) = |α|θ(α−1x) for all x ∈ X.
In the case where α = 0 we set (0 · θ) = θ0. Notice that for degenerate types dilation
corresponds to scalar multiplication,
(α · θy)(x) = ‖αy + x‖ = θαy(x),
and if θ is given by a net (xi)i∈I , then α · θ is given by the net (αxi)i∈I .
2.4.2 Strong types
We now introduce the concept of a strong type on a Banach space. We construct these in
a similar way to that of the constructing the types. We consider the following collection of
real-valued functions defined on the types of X,
X¯ = {τx : x ∈ X} ⊆ RT(X),
where,
τx(θ) = θ(x) for all θ ∈ T(X).
We put the Tychonoff product topology on RT(X), and then we define the set of strong types,
S(X), to be the closure of X¯ in this topology. Hence if τ is a strong type on X, then there
is a bounded net (xi)i∈I in X such that
τ(θ) = lim
i→∞
θ(xi) for all θ ∈ T(X).
Again, we have an equivalent formulation in terms of ultrafilters, so that if τ is a strong type
on X, then there is an ultrafilter U on X such that
τ(θ) = lim
x→U
θ(x) for all θ ∈ T(X).
The topology on S(X) is again locally compact. To see this, let τ ∈ S(X), and suppose
that τ(θ) = limx→U θ(x). Given ε > 0, we can find U ∈ U such that |τ(θ0)− ‖x‖ | < ε for all
x ∈ U . For any θ ∈ T(X), we can find V ∈ U such that |τ(θ)− θ(x)| < ε for all x ∈ V . Pick
any x ∈ U ∩ V . Then
τ(θ) ≤ θ(x) + ε
≤ θ(0) + ‖x‖+ ε
≤ θ(0) + τ(θ0) + 2ε.
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We will often write ‖τ‖ for τ(θ0). The above then shows that τ(θ) ≤ ‖τ‖+‖θ‖. In particular,
{τ ∈ S(X) : ‖τ‖ ≤M} ⊆
∏
θ∈T(X)
[0,M + ‖θ‖].
Hence, by Tychonoff’s theorem, {τ ∈ S(X) : ‖τ‖ ≤M} is compact in S(X).
We have a natural map p : S(X) → T(X) given by (p(τ))(x) = τ(θx). This is clearly a
map into RX . Also, (p(τy))(x) = τy(θx) = θx(y) = ‖x+ y‖ = θy(x). Thus p maps X¯ onto
X˜. p is also continuous. For if (τi) is a net converging to τ in S(X), then for any x ∈ X,
(p(τi))(x) = τi(θx) → τ(θx) = (p(τ))(x), i.e. p(τi) → p(τ) in the weak topology of T(X).
Hence p is indeed a map into T(X). We can also show that p is surjective, for if θ ∈ T(X) is
given by a bounded net (xi)i∈I , then by the local compactness of S(X) we can find a limit
point, τ , of {τxi : i ∈ I}. It is straightforward to show that p(τ) = θ.
We again have a dilation defined on the strong types similar to that for types. For α 6= 0
we set
(α · τ)(θ) = |α|τ(α−1θ) for all θ ∈ T(X),
and for α = 0 we set (0 · τ) = τ0. Again, if τ is a strong type given by a net (xi)i∈I then α · τ
is given by the net (αxi)i∈I .
We have another operation on the strong types which we will call convolution. We will
construct this in a series of steps. Suppose x ∈ X and θ ∈ T(X). We define
(x ∗ θ)(y) = θ(x+ y), for all y ∈ X.
Consider the map θ 7→ x ∗ θ from T(X) into RX . It is easy to see that this map sends X˜ into
X˜ (since x ∗ θz = θx+z). We will show that it is also a continuous map, from which it follows
that x ∗ θ ∈ T(X). For convenience let f denote the map θ 7→ x ∗ θ. Suppose that U ⊆ RX is
open (in the Tychonoff topology) and that θ ∈ f−1(U). Since x ∗ θ ∈ U , there exists ε > 0
and x1, . . . , xn ∈ X such that
{g ∈ RX : |g(xi)− (x ∗ θ)(xi)| < ε for i = 1, . . . , n} ⊆ U.
Let W = {φ ∈ T(X) : |φ(x + xi) − θ(x + xi)| < ε for i = 1, . . . , n}, which is a weak neigh-
bourhood of θ in T(X). It is immediate that W ⊆ f−1(U). Thus f−1(U) is open in T(X),
and so f is a continuous map.
We now do the same for strong types. Given τ ∈ S(X), we define a map x ∗ τ in RT(X)
by
(x ∗ τ)(θ) = τ(x ∗ θ).
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By the same method as above, we see that the map τ 7→ x ∗ τ is continuous from S(X) into
RT(X), and maps X¯ into X¯. Hence x ∗ τ ∈ S(X).
Now suppose that τ ∈ S(X) and θ ∈ T(X). We define τ ∗ θ ∈ RX by
(τ ∗ θ)(y) = τ(y ∗ θ) for all y ∈ X.
Notice that when τ = τx, we get (τx ∗ θ)(y) = τx(y ∗ θ) = (y ∗ θ)(x) = θ(x + y). Hence
this definition agrees with our definition of x ∗ θ (identifying x and τx). Also note that the
mapping τ 7→ τ ∗ θ is a continuous map from S(X) to RX which maps X¯ into T(X). Hence
τ ∗ θ ∈ T(X).
Finally, if σ, τ ∈ S(X) then we define
(σ ∗ τ)(θ) = σ(τ ∗ θ).
Again, the map σ 7→ σ ∗ τ is continuous from S(X) to RT(X), maps X¯ into S(X), and so
σ ∗ τ ∈ S(X).
Suppose that (xi) and (yj) are nets such that σ(θ) = limi θ(xi) and τ(θ) = limj θ(yj) for
every θ ∈ T(X). Then
(σ ∗ τ)(θ) = σ(τ ∗ θ)
= lim
i
(τ ∗ θ)(xi)
= lim
i
τ(xi ∗ θ)
= lim
i
lim
j
(xi ∗ θ)(yj)
= lim
i
lim
j
θ(xi + yj).
It is straightforward to show that convolution is associative i.e. if ρ, σ, τ ∈ S(X) then
ρ ∗ (σ ∗ τ) = (ρ ∗ σ) ∗ τ.
It also follows from the definitions that
(α · σ) ∗ (α · τ) = α · (σ ∗ τ).
This convolution operation will prove to be a useful tool in Chapter 6. It should be noted
that a similar convolution defined on the types has been useful in the study of stable Banach
spaces (see Section 1.3).
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In this chapter we will introduce the class of asymptotic `p spaces and give some examples
of such spaces. We will then review some basic properties of these spaces which are already
known, and give some further simple properties. We will also investigate spreading models
of asymptotic `p spaces. In the reflexive case, these turn out to be all isomorphic to `p. The
non-reflexive case is not so simple, but we will show that the spreading models still retain
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some `p structure. Finally, we look at the relationships between asymptotic `2 spaces and
some other forms of asymptotic Hilbert space behaviour that were introduced by Pisier.
3.1 Definition of asymptotic `p spaces
The notion of an asymptotic `p space first appeared in [61], where the collection of spaces that
are now known as stabilized asymptotic `p spaces were introduced. It was shown here that
every Banach space with bounded distortions has a subspace that is stabilized asymptotic `p
for some p ∈ [1,∞]. Later, in [59], a more general collection of spaces, known as asymptotic
`p spaces was introduced. We will be interested only in the case of Banach spaces with a
basis, where these notions are more easily visualized. Roughly speaking, in this situation,
a space will be said to be asymptotic `p if for any N , any N normalized successive block
vectors (xi)
N
i=1 behave like the unit vector basis for `
N
p provided the vectors are far enough
down the basis and sufficiently spread out. More precisely we make the following definition.
Definition 3.1.1 A Banach space X is said to be asymptotic `p with respect to a basis (ei)
∞
i=1,
if there exists a constant C ≥ 1 (the asymptotic constant), such that for every N ∈ N there
is a function FN : N → N, so that whenever x1 < . . . < xN are successive normalized block
vectors, with supp(xi) = [pi, qi] with p1 ≥ FN (0) and pi+1 ≥ FN (qi) for i = 1, . . . , N − 1,
then (xi)
N
i=1 are C-equivalent to the unit vector basis of `
N
p i.e. for any N -tuple of scalars
a = (a1, . . . , aN ),
1
C
‖a‖p ≤
∥∥∥∥∥
N∑
i=1
aixi
∥∥∥∥∥ ≤ C ‖a‖p .
The notion of stabilized asymptotic `p is similar, except we only require the N block
vectors (xi) to start far enough down the sequence (depending on N). We do not require the
vectors to be spread out as we did in the above definition.
Definition 3.1.2 A Banach space X is said to be stabilized asymptotic `p with respect to a
basis (ei)
∞
i=1, if there exists a constant C ≥ 1, such that for every N ∈ N, there exists m ∈ N,
so that whenever m ≤ x1 < . . . < xN are successive normalized block vectors, then (xi)Ni=1
are C-equivalent to the unit vector basis of `Np .
3.2 Examples of asymptotic `p spaces
For p ∈ [1,∞), `p is a trivial example of an asymptotic `p space with respect to its usual
basis. Similarly c0 is an asymptotic `∞ space. We will introduce in this section some more
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interesting asymptotic `p spaces. These are spaces that have been much studied in their own
rights for many years, and will be useful examples throughout this thesis.
3.2.1 Tsirelson’s space
Consider first the usual Tsirelson’s space T (see Section 2.2.1). It is immediate from the
definition of the norm that if x1 < . . . < xn are n normalized block vectors (with respect to
(ei)
∞
i=1) with min suppx1 ≥ n then for any scalars a1, . . . , an,
1
2
n∑
i=1
|ai| ≤
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ ≤
n∑
i=1
|ai|.
In other words, Tsirelson’s space is a stabilized asymptotic `1 space. The same argument
applies to the spaces Tθ.
Now suppose that p ∈ (1,∞). Then the p-convexification T (p) of T is a stabilized asymp-
totic `p space. For if x1 < . . . < xn are n normalized block vectors (with respect to the
standard basis) with min suppx1 ≥ n, then for any scalars a1, . . . , an,
2
− 1
p
(
n∑
i=1
|ai|p
) 1
p
≤
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ ≤
(
n∑
i=1
|ai|p
) 1
p
.
3.2.2 James’ space
James’ space (see Section 2.2.5) is an asymptotic `2 space with respect to its standard basis.
Indeed, if x1 < x2 < . . . < xn are n normalized blocks with respect to this basis such that
max suppxi + 1 < min suppxi+1 for i = 1, . . . , n− 1, then for any scalars a1, . . . , an we have(
n∑
i=1
|ai|2
) 1
2
≤
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ ≤ √2
(
n∑
i=1
|ai|2
) 1
2
.
Note however that James’ space is not a stabilized asymptotic `2 space, because we require
a gap between each of the block vectors xi.
3.3 Some known properties of asymptotic `p spaces
3.3.1 The basis of asymptotic `p spaces
In this section we will look at the basis of an asymptotic `p space. It should be noted that
when we say that a space is asymptotic `p with respect to a given basis then the choice of
basis is important. There are examples of spaces which are asymptotic `p with respect to
one basis, but not with respect to another basis. We have the following proposition.
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Proposition 3.3.1 Let X be asymptotic `p with respect to a basis (ei)
∞
i=1. Then the following
hold;
(i) If p > 1, then the basis (ei)
∞
i=1 is shrinking.
(ii) If p < ∞, then the basis (ei)∞i=1 is boundedly complete provided either the basis is
unconditional, or X is stabilized asymptotic `p with respect to (ei)
∞
i=1.
Proof. The proof of (i), and the proof of (ii) in the stabilized asymptotic `p case can be
found in [59, 4.2]. The result in the unconditional case seems to be new, so we include
the proof. Suppose that the basis is not boundedly complete. Then there is a sequence of
scalars (ai)
∞
i=1 such that for any n ∈ N, ‖
∑n
i=1 aiei‖ ≤ 1 but
∑n
i=1 aiei does not converge as
n→∞. Since the sequence of partial sums is not Cauchy, there exists ε > 0 and a sequence
of successive vectors x1 < x2 < . . . such that ‖xi‖ ≥ ε for all i and each xi is of the form
xi =
∑qi
j=pi
ajej. Fix N ∈ N. Choose y1 < y2 < . . . < yN from the sequence (xi) which are
sufficiently spread out so that (yi/ ‖yi‖)Ni=1 are C-equivalent to the unit vector basis of `Np .
Then using the unconditionality of the basis,
ε
C
N
1
p ≤
∥∥∥∥∥
N∑
i=1
‖yi‖ yi‖yi‖
∥∥∥∥∥ =
∥∥∥∥∥
N∑
i=1
yi
∥∥∥∥∥ ≤ K,
where K is the unconditional basis constant. This gives us a contradiction, since N is
arbitrary and p <∞.
This immediately yields the following corollary.
Corollary 3.3.2 If 1 < p < ∞ and X is either stabilized asymptotic `p or asymptotic `p
with respect to an unconditional basis, then X is reflexive.
Remark 3.3.3 If p <∞ and X is an asymptotic `p space, then we will see later that X can
not contain a subspace isomorphic to c0. Hence, by [53, Theorem 1.c.10], if the basis of X
is unconditional then this tells us immediately that the basis is boundedly complete.
Observe that Proposition 3.3.1 can not be improved. For example asymptotic `1 spaces
need not have a shrinking basis (e.g. `1), and asymptotic `∞ spaces need not have a boundedly
complete basis (e.g. c0). Even if 1 < p <∞, then the basis need not be boundedly complete.
For example James’ space is asymptotic `2 with respect to its standard basis, but the basis
is not boundedly complete (the basis is shrinking, but J is not reflexive). Recall that the
standard basis for James’ space is conditional and that J is not stabilized asymptotic `2.
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3.3.2 Duality of asymptotic `p spaces
It was proved in [59] that for p ∈ (1,∞), the dual of a reflexive asymptotic `p space is
asymptotic `q, where
1
p +
1
q = 1. The proof of this result actually proves the following.
Theorem 3.3.4 ([40, Theorem 1]) Let X be a Banach space with a shrinking basis (ei)
∞
i=1.
If X∗ is asymptotic `q with respect to (e∗i )
∞
i=1 then X is asymptotic `p with respect to (ei)
∞
i=1.
It is worth remarking that it is not known whether the dual of an asymptotic `p space
is always asymptotic `q even when p ∈ (1,∞). For example, J∗, the dual of James’ space,
is not asymptotic `2 with respect to the biorthogonal functionals (e
∗
i )
∞
i=1. However, J
∗ is
known to be asymptotic `2. It is however certainly not true when p = 1. In [40], an example
of an asymptotic `1 space is constructed whose dual is isomorphic to `1, and so is certainly
not asymptotic `∞.
3.4 Further properties of asymptotic `p spaces
3.4.1 The relationship between asymptotic `p and stabilized
asymptotic `p spaces
It is clear from the definitions that a stabilized asymptotic `p space is asymptotic `p. We
show in this section, that an asymptotic `p space contains a block subspace which is stabilized
asymptotic `p.
Theorem 3.4.1 Let X be an asymptotic `p space with respect to a basis (ei)
∞
i=1. Then there
is an increasing sequence of integers (kn)
∞
n=1 such that [ekn ]
∞
n=1 is a stabilized asymptotic `p
space.
Proof. We start with some observations about asymptotic `p spaces. Firstly it is clear that
the functions FN in the definition can be assumed to be increasing functions from N to N.
Also, for fixed n ∈ N, we may as well suppose that FN (n) is strictly increasing as a function of
N . (Otherwise, we can define F˜N (n) = max(F1(n), F2(n), . . . , FN (n)), and the space will still
be asymptotic `p with respect to the functions F˜N ). Thus we may assume that if N1 ≥ N2
and n1 ≥ n2, then FN1(n1) ≥ FN2(n2).
We can now define the integers kn. Let k2 = F2(0), and kn+1 = Fn+1(kn) for n ≥ 2. Use
the notation that k1 = 0 so that kn = Fn(kn−1) for all n ≥ 2. We define Y = [ekn ]n≥2 and
claim that any N normalized block vectors with respect to the natural basis in Y , starting
after N are C-equivalent to the unit vector basis of `Np . Let N ≥ 2. Suppose that kN ≤ y1 <
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y2 < . . . < yN are normalized block vectors with yi =
∑qi
j=pi
ajekj , p1 ≥ N and qi + 1 ≤ pi+1
for i < N . Then kp1 ≥ kN = FN (kN−1) ≥ FN (0). Also kpi+1 ≥ kqi+1 = Fqi+1(kqi) ≥ FN (kqi).
Hence, by the definition of the asymptotic `p space X, (yi)
N
i=1 is C-equivalent to the unit
vector basis of `Np . Thus Y is a stabilized asymptotic `p space.
3.4.2 Finite representability of `p in subspaces of asymptotic `p spaces
In this section we will show that `p is finitely representable in every subspace of an asymptotic
`p space. We begin with two easy lemmas.
Lemma 3.4.2 Let X be a Banach space with a basis, and let Pn be the natural projections
associated with the basis. Let Y be an infinite dimensional subspace of X. Then Y ∩ ker(Pn)
is infinite dimensional for all n ∈ N.
Proof. Suppose for a contradiction that Y ∩ ker(Pn) were finite dimensional with basis
y1, . . . , yk. Since Y is infinite dimensional we can find n + 1 vectors z1, . . . , zn+1 in Y such
that y1, . . . , yk, z1, . . . , zn+1 are linearly independent. Now consider Pn(z1), . . . , Pn(zn+1),
which are n+ 1 vectors in an n-dimensional space. Thus there exist scalars (ai)
n+1
i=1 , not all
zero, such that z =
∑n+1
i=1 aizi lies in ker(Pn). Hence we obtain a z 6= 0 which is in ker(Pn)∩Y ,
but which is not in the span of y1, . . . , yk. Thus Y ∩ ker(Pn) is infinite dimensional.
Lemma 3.4.3 Fix p ∈ [1,∞]. Let ε > 0, and (xi)ni=1 be C-equivalent to the unit vector
basis of `np . Then there exists η = η(n, ε) such that whenever (ui)
n
i=1 are vectors such that
‖xi − ui‖ ≤ η for all i, then (ui)ni=1 are (C + ε)-equivalent to the unit vector basis of `np .
Proof. We can take η(n, ε) = n−1/qε/C(C + ε), where 1p +
1
q = 1.
We can now proceed with our proof that `p is finitely representable in every infinite
dimensional subspace of an asymptotic `p space.
Theorem 3.4.4 Let X be an asymptotic `p space with respect to its basis (ei)
∞
i=1, and let Y
be an infinite dimensional subspace of X. Then `p is finitely representable in Y .
Proof. By Theorem 2.1.3 we only have to prove that `p is crudely finitely representable in
Y . Fix N ∈ N, and let p1 = FN (0). Then by Lemma 3.4.2, Y ∩kerPp1 is infinite dimensional.
Pick a normalized vector y1 ∈ Y ∩ kerPp1 . Then we can write y1 =
∑∞
j=p1
aj,1ej . Let u1 =∑q1
j=p1
aj,1ej/
∥∥∥∑q1j=p1 aj,1ej∥∥∥, where q1 is chosen sufficiently large that ‖y1 − u1‖ < η(N, 1).
Now consider Y ∩kerPFN (q1), which is infinite dimensional by Lemma 3.4.2. In particular, we
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can pick a normalized vector y2 =
∑∞
j=FN (q1)
aj,2ej . Restricting this vector to a block vector
as before, and continuing in the obvious way, we get a sequence of vectors y1, . . . , yN and
corresponding normalized block vectors u1 < u2 < . . . < uN such that ‖yi − ui‖ < η(N, 1) for
each i, and also so that the vectors (ui)
N
i=1 are sufficiently spread out to be C-equivalent to
the unit vector basis of `Np . By Lemma 3.4.3, we have that y1, . . . , yN are (C + 1)-equivalent
to the unit vector basis of `Np . Writing W = span(y1, . . . , yN ) we have a subspace W ≤ Y
such that d(W, `Np ) ≤ 1 + C. We have shown that `p is crudely finitely representable in Y
and we are done.
3.4.3 Subspaces of asymptotic `p spaces isomorphic to `q or c0
In this section we show that for p < ∞, asymptotic `p spaces can not contain subspaces
isomorphic to c0 or to any `q, except possibly for q = p. We also show that asymptotic `∞
spaces can not contain subspaces isomorphic to `q for any q ∈ [1,∞).
Theorem 3.4.5 Let X be an asymptotic `p space. Then the following hold;
(i) If p <∞ then c0 6↪→ X and `q 6↪→ X for q 6= p.
(ii) If p =∞ then `q 6↪→ X for all q ∈ [1,∞).
Proof. Suppose that p > 1. By Proposition 3.3.1 the basis of X is shrinking, and in
particular X∗ is separable. But if `1 ↪→ X then X∗ is non-separable. Therefore `1 6↪→ X.
To deal with the case of c0 and `q for 1 < q < ∞, we can consider the standard bases
in these spaces. We consider the case of `q with q 6= 1 and q 6= p. The proof for the c0
case is the same, putting q = ∞. If `q ↪→ X, then the coordinate sequence of `q gives us a
weakly null sequence (xi) in X which is M -equivalent to the usual basis of `q. By a moving
hump argument we get a subsequence which is 2-equivalent to a sequence of successive block
vectors. If we fix N ∈ N then we can choose N vectors, y1, . . . , yN from this subsequence such
that (yi/ ‖yi‖)Ni=1 are 2C-equivalent to the unit vector basis of `Np , but also so that (yi)Ni=1
are M -equivalent to the unit vector basis of `Nq . By considering
∥∥∥∑Ni=1 yi∥∥∥, we find that
N |1/p−1/q| ≤ 2M2C,
which gives a contradiction for sufficiently large N .
3.4.4 Spreading models of asymptotic `p spaces
Suppose that X is an asymptotic `p space, and that (xn) is a normalized Brunel-Sucheston
sequence in X which generates a spreading model. If (xn) is a sequence of successive block
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vectors then it is clear that the spreading model will be isomorphic to `p. If (xn) is a
weakly null sequence, then by approximating these vectors by block vectors and passing to a
subsequence, we again see that the spreading model is isomorphic to `p (or to c0 if p =∞).
If (xn) is a weakly convergent sequence converging to x, then by [11, Chapter 1, Section 5,
Proposition 5], the spreading models generated by (xn) and (xn − x) are isomorphic, so yet
again we get spreading models isomorphic to `p or c0. This immediately gives the following
corollary.
Corollary 3.4.6 If X is a reflexive asymptotic `p space, then every spreading model of X is
isomorphic to `p if 1 ≤ p <∞, and to c0 if p =∞.
Proof. By reflexivity, every bounded sequence in X has a weakly convergent subsequence.
Since the spreading model generated by a subsequence of (xn) is the same as that generated
by (xn), it follows from the discussion above that every spreading model is isomorphic to `p
or c0.
For a non-reflexive space X, Corollary 3.4.6 need not hold. For example, James’ space
has spreading models that are isomorphic to James’ space (see [11, Chapter 4]), but James’
space is asymptotic `2. However, James’ space does contain subspaces isomorphic to `2. We
will show that every spreading model of an asymptotic `p will at least contain a subspace
isomorphic to `p or to c0 if p =∞.
From the discussion above we only need to consider the case where (xn) is a sequence
which has no weakly convergent subsequences. By Rosenthal’s `1 theorem, any bounded
sequence either has a subsequence which is equivalent to the unit vector basis of `1 or has a
weakly Cauchy subsequence. If (xn) has a subsequence equivalent to the unit vector basis of
`1, then the spreading model generated by (xn) will be `1. In our settings of asymptotic `p
spaces, by Theorem 3.4.5, this can only happen if p = 1. Therefore we need to investigate
what happens when (xn) is a normalized weakly Cauchy sequence which has no weakly
convergent subsequences.
Let (xn) be a normalized weakly Cauchy sequence with no weakly convergent subse-
quences, and suppose that X is an asymptotic `p space with 1 ≤ p < ∞. Since (xn) is
not norm convergent, we can find δ > 0 such that for all N , there exists n > m ≥ N with
‖xn − xm‖ ≥ δ. Using this we obtain a sequence of differences yi = xai − xbi with ‖yi‖ ≥ δ
for every i and a1 < b1 < a2 < b2 < . . .. (yi)
∞
i=1 is then a weakly null sequence. For a fixed k
and scalars a1, . . . , ak we will consider
∥∥∥∑ki=1 ai(e2i−1 − e2i)∥∥∥. Given ε > 0, we can find an
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N such that ∣∣∣∣∣
∥∥∥∥∥
k∑
i=1
ai(e2i−1 − e2i)
∥∥∥∥∥−
∥∥∥∥∥
k∑
i=1
ai(xn2i−1 − xn2i)
∥∥∥∥∥
∣∣∣∣∣ < ε,
whenever N ≤ n1 < n2 < . . . < n2k. In particular, whenever q1 < . . . < qk and q1 is
sufficiently large, we have∣∣∣∣∣
∥∥∥∥∥
k∑
i=1
ai(e2i−1 − e2i)
∥∥∥∥∥−
∥∥∥∥∥
k∑
i=1
aiyqi
∥∥∥∥∥
∣∣∣∣∣ < ε.
Since (yi)
∞
i=1 is weakly null we can apply a moving hump argument, and we obtain (passing
to a subsequence which for convenience we will again call (yi)
∞
i=1) a sequence of successive
block vectors (zi)
∞
i=1 such that ‖yi − zi‖ < δ/2i for each i. Provided we choose q1 sufficiently
large, we get for q1 < . . . < qk,∣∣∣∣∣
∥∥∥∥∥
k∑
i=1
ai(e2i−1 − e2i)
∥∥∥∥∥−
∥∥∥∥∥
k∑
i=1
aizqi
∥∥∥∥∥
∣∣∣∣∣ < 2ε,
Since X is asymptotic `p, provided we choose the qi suitably spread out (and q1 sufficiently
large), the vectors (zqi/ ‖zqi‖)ki=1 will be C-equivalent to the unit vector basis for `kp. Thus,
1
C
(
k∑
i=1
|ai|p ‖zqi‖p
) 1
p
− 2ε ≤
∥∥∥∥∥
k∑
i=1
ai(e2i−1 − e2i)
∥∥∥∥∥ ≤ C
(
k∑
i=1
|ai|p ‖zqi‖p
) 1
p
+ 2ε.
Since ‖zqi‖ ≥ δ/2 and ‖zqi‖ ≤ 2 + δ2 for every i, we obtain on letting ε ↓ 0, that
δ
2C
(
k∑
i=1
|ai|p
) 1
p
≤
∥∥∥∥∥
k∑
i=1
ai(e2i−1 − e2i)
∥∥∥∥∥ ≤ C
(
2 +
δ
2
)( k∑
i=1
|ai|p
) 1
p
.
The corresponding argument also works when p = ∞ to show that a spreading model of an
asymptotic `∞ space always contains a subspace isomorphic to c0.
3.5 Comparison between asymptotic `2 spaces and other no-
tions of asymptotic structure
In this section we compare the class of asymptotic `2 spaces to other classes of spaces which
are ‘asymptotically’ like Hilbert spaces. We will briefly introduce weak Hilbert spaces and
asymptotically Hilbertian spaces, and show some of the relationships between these and
asymptotic `2 spaces.
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3.5.1 Weak Hilbert Spaces
It is well known that a Banach space is isomorphic to a Hilbert space if and only if it is both
type 2 and cotype 2 (see [50]). In this section we describe two weaker properties, namely
weak type 2 and weak cotype 2, and use them to define the class of weak Hilbert spaces.
These spaces were first introduced by Pisier in [70].
We begin with some definitions. Let T : X → Y be an operator between two Banach
spaces X and Y . We define the approximation numbers of T by
an(T ) = inf{‖T − S‖ : S : X → Y, rankS < n}.
Suppose that E is a Banach space, u : `n2 → E is a linear operator, and γn is the canonical
Gaussian probability measure on Rn. Then we define,
l(u) =
(∫
Rn
‖u(x)‖2 dγn(x)
) 1
2
.
Finally, suppose that v : E → `n2 is a linear operator. Then, we define
l∗(v) = sup{
n∑
i=1
< v∗(ei), u(ei) >: l(u) ≤ 1}.
We are now able to define what we mean by weak type 2 and weak cotype 2.
Definition 3.5.1 Let X be a Banach space. We say that X is weak cotype 2 if there exists
a constant C1 such that for all n, and for all operators u : `
n
2 → X, we have,
sup
k
k
1
2ak(u) ≤ C1 l(u).
X is said to be weak type 2 if there exists a constant C2 such that for all n, and all operators
v : X → `n2 , we have,
sup
k
k
1
2ak(v) ≤ C2 l∗(v).
It can be shown that type 2 implies weak type 2, and cotype 2 implies weak cotype 2 (see
[71, Chapters 10,11]). In view of Kwapien’s isomorphic characterization of Hilbert spaces, it
is then natural to make the following definition.
Definition 3.5.2 A Banach space X is called a weak Hilbert space if it is both weak type 2
and weak cotype 2.
38
Chapter 3. Asymptotic `p spaces
We will now mention some simple properties of weak Hilbert spaces. Many of these
appeared in [70] (see also [71]). Suppose that X is a weak Hilbert space. Then all subspaces
and quotients of X are also weak Hilbert. If Y is finitely representable in X, then Y is again
weak Hilbert. Also, X has type p and cotype q for every p < 2 and every q > 2. Thus, in
a sense, weak Hilbert spaces are close to Hilbert spaces. It is also known that X is weak
Hilbert if and only if X∗ is weak Hilbert. In fact, as for Hilbert spaces, weak Hilbert spaces
are all reflexive and possess the approximation property.
A non-trivial example of a weak Hilbert space is T (2), the 2-convexified Tsirelson space.
In fact, T (2) is of weak cotype 2 and type 2. However, it is not isomorphic to a Hilbert space,
and does not even contain a subspace isomorphic to `2. Further examples of weak Hilbert
spaces can be found in [2].
3.5.2 Property (H) and Asymptotically Hilbertian spaces
In this section we introduce two properties related to the weak Hilbert property. These arose
naturally in W.B. Johnson’s proof (see [71]) of the reflexivity of weak Hilbert spaces.
Definition 3.5.3 We will say that the Banach space X possesses property (H) if for each
λ > 1 there is a constant K(λ) such that for any n and any normalized λ-unconditional basic
sequence x1, . . . , xn we have
K(λ)−1n
1
2 ≤
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥ ≤ K(λ)n 12 .
Definition 3.5.4 A Banach space X is said to be asymptotically Hilbertian if there exists
a constant K such that for every m there exists a finite co-dimensional subspace Xm of X
such that every m-dimensional subspace of Xm is K-isomorphic to `
m
2 .
These two properties are related to the weak Hilbert property as follows.
Weak Hilbert ⇒ property (H) ⇒ asymptotically Hilbertian.
It should be noted that asymptotically Hilbertian spaces need not have property (H) (see
[71, Chapter 14]). However, there is no known example of a space with property (H) which
is not weak Hilbert. The proof that weak Hilbert spaces are reflexive proceeds by showing
that asymptotically Hilbertian spaces are reflexive. In contrast with weak Hilbert spaces,
asymptotically Hilbertian spaces need not have the approximation property (see [14]). Thus,
in particular, an asymptotically Hilbertian space may not have a basis.
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3.5.3 Relationships between asymptotically Hilbertian spaces and asymp-
totic `2 spaces
There is a clear similarity between the definitions of asymptotically Hilbertian spaces and
asymptotic `2 spaces. Indeed, the standard examples of weak Hilbert spaces or asymptotically
Hilbertian spaces, such as T (2), are also asymptotic `2 spaces. It is natural therefore to
explore the relationship between these two classes of spaces. Note that since asymptotically
Hilbertian spaces need not have a basis, we need to be slightly careful about what we mean
by such a space being asymptotic `2.
Let X be asymptotically Hilbertian and suppose we take B(X) to be the family of finite
co-dimensional subspaces of X. Now consider the vector game described in Section 1.1.2.
When the game is played (for any fixed n ∈ N), the subspace player, S, can only improve
his chances of winning by choosing at each stage a subspace contained in the finite co-
dimensional subspace, Xn, given by the asymptotic Hilbertian property. Therefore, all of
the asymptotic spaces, {X}n, are K-isomorphic to `n2 . Hence, an asymptotically Hilbertian
space is asymptotic `2 with respect to the family of finite co-dimensional subspaces.
Now suppose that X is an asymptotically Hilbertian space which has a basis. Since X is
reflexive, the basis is shrinking, and therefore the asymptotic structure of X with respect to
the finite co-dimensional subspaces and with respect to the tail subspaces is the same (see
[59, 1.6.1]). Hence, X is asymptotic `2 in the sense of Definition 3.1.1. In fact, since any finite
co-dimensional subspace contains a subspace which is almost isometric to a tail subspace, it
follows that X is stabilized asymptotic `2.
The converse however is not true. An asymptotic `2 space need not be asymptotically
Hilbertian (e.g. James’ space which is asymptotic `2, but fails to be reflexive). Even a sta-
bilized asymptotic `2 space, which is reflexive by Corollary 3.3.2, need not be asymptotically
Hilbertian. In the remainder of this section we present an example of such a space.
Generalized Schreier families
The Schreier family S, occurs naturally in the definition of Tsirelson’s space, and is defined
by
S = {A ⊆ N : |A| ≤ minA}.
The generalized Schreier families were first introduced in [1]. They have since appeared in
various papers, including [6], [4] and [69], where some mixed Tsirelson spaces defined using
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these families have been studied. The generalized Schreier families are defined recursively by
F0 = {∅} ∪ {{n} : n ∈ N},
and for n ≥ 0,
Fn+1 = {∅} ∪ {∪ki=1Ai : k ∈ N, Ai ∈ Fn, k ≤ A1 < . . . < Ak}.
The definition can also be extended to define Fα for any countable ordinal α, but we shall
not need to use this here. Note that F1 = S and that the families (Fn)∞n=1 are increasing.
The starting point for our example is a mixed Tsirelson space of the form T [(Fn, θn)∞n=1].
Since F1 = S it follows that such a space is stabilized asymptotic `1 with respect to its
standard basis. Also the basis is 1-unconditional and the space is reflexive. We will need to
make use of the following result.
Theorem 3.5.5 ([7, Theorem 1.6]) Let (θn)
∞
n=1 be a sequence of real numbers such that
θn ∈ (0, 1) for all n, θn ↓ 0, θn+m ≥ θnθm for all n,m ∈ N and lim θ1/nn = 1. Let X =
T [(Fn, θn)∞n=1]. Then for all ε > 0, every infinite dimensional block subspace Y of X contains
for every n, a sequence (yi)
n
i=1 of disjointly supported vectors which are (1 + ε)-equivalent to
the usual basis of `n∞.
Let (θn)
∞
n=1 be any sequence of real numbers satisfying the conditions of Theorem 3.5.5.
Since the basis of T [(Fn, θn)∞n=1] is 1-unconditional we can form the 2-convexification X =
T (2)[(Fn, θn)∞n=1]. It is then immediate that X is a stabilized asymptotic `2 space with respect
to its natural basis, and the natural basis is again 1-unconditional. However, X is not an
asymptotically Hilbertian space. Suppose for a contradiction that X were asymptotically
Hilbertian. Then for any n ∈ N, let Y be a finite co-dimensional subspace of X such that
any n-dimensional subspace of Y is K-isomorphic to `n2 . Let ε > 0 be arbitrary. Then, Y
contains a further subspace Z which is (1+ε)-isomorphic to a block subspace of X. Therefore,
by Theorem 3.5.5, we can find vectors (yi)
n
i=1 in Y (corresponding to disjointly supported
vectors in Z) which are (1 + 2ε)-equivalent to the usual basis of `n∞. However, by the choice
of Y , span{yi : 1 ≤ i ≤ n} is K-isomorphic to `n2 . This gives us the required contradiction for
sufficiently large n. Hence, X is a stabilized asymptotic `2 space which is not asymptotically
Hilbertian.
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In this chapter we will prove a renorming result for asymptotic `∞ spaces. We will show
that if an asymptotic `∞ has a sufficiently smooth norm then in fact it automatically admits
an equivalent analytic norm. Recall that a norm ‖·‖ is said to be analytic if for each x 6= 0,
there exists δ > 0 such that if ‖h‖ < δ, then
‖x+ h‖ = ‖x‖+
∞∑
n=1
pn(h),
where pn is a homogeneous polynomial of degree n, and convergence is uniform over all
‖h‖ < δ.
We will begin by looking at suitably smooth functions on subsets of asymptotic `∞ spaces
and proving that the derivative maps neighbourhoods of each point to a relatively compact
set. To do this we will use methods from [36], [37] and [18]. We will then deduce from this
that an asymptotic `∞ space with suitably smooth norm is isomorphically polyhedral. Then
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using results from [38], the existence of an equivalent analytic norm follows immediately.
Finally, we will give a method of constructing some new asymptotic `∞ spaces, and show
that they are isomorphically polyhedral.
Motivation
Recall that a bump function on a Banach space X is a function φ : X → R with bounded non-
empty support. It is well known that for a separable space X, the existence of a C 1-smooth
bump function is equivalent to the existence of a C 1-smooth norm. However for separable
X and k > 1, the relationship between C k-smooth norms and C k-smooth bump functions
is not known. It will follow from the results in this chapter that if X is an asymptotic `∞
space which has a C 2-smooth norm, then there is a countable sequence (Kn)∞n=1 of relatively
compact sets in X∗ which cover a boundary of X (see Definition 4.3.1). If we assume instead
the existence of a C 2-smooth bump function then the proof is still valid, except the set we
obtain need no longer be a boundary for X. It is not at all clear how to overcome this
problem. Therefore, it may be fruitful to look for a space admitting a C 2-smooth bump
function but no C 2-smooth norm in the class of asymptotic `∞ spaces.
4.1 Strong sequential continuity
We begin by introducing the notion of strong sequential continuity of a function defined on
a subset of a Banach space. This definition is the natural analogue of the one in [18], where
the functions considered were defined on the whole of some abelian topological group.
Definition 4.1.1 Let X and Y be Banach spaces, and B,U,G ⊆ X such that B + U ⊆ G.
Let f : G→ Y be a function. We say that f is strongly sequentially continuous on B relative
to U if for every sequence (xn) ⊆ B and every weakly null sequence (hi) ⊆ U , one has
lim
i→∞
(
lim inf
n→∞ ‖f(xn + hi)− f(xn)‖
)
= 0.
The usefulness of the above definition hinges on the following proposition which gives an
alternative characterization of strong sequential continuity.
Proposition 4.1.2 Let f , B, U and G be as above. Then the following are equivalent;
(i) f is strongly sequentially continuous on B relative to U .
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(ii) For any weakly null sequence (hi) ⊆ U , the functions
fn(x) = inf{‖f(x+ hi)− f(x)‖ : i ≤ n}
converge uniformly to zero on B.
Proof. (i) ⇒ (ii). Suppose that there is a weakly null sequence (hi) ⊆ U such that fn
does not converge uniformly to zero on B. Since the sequence (fn) is a monotone decreasing
sequence of functions, this implies that ∃ε > 0 such that ∀n ∈ N, ‖fnB‖∞ ≥ ε. Hence
∀n ∈ N, there exists xn ∈ B such that ‖f(xn + hi)− f(xn)‖ ≥ ε for all i ≤ n. Hence for a
fixed i ∈ N, lim infn→∞ ‖f(xn + hi)− f(xn)‖ ≥ ε. Thus
lim
i→∞
(
lim inf
n→∞ ‖f(xn + hi)− f(xn)‖
)
can not be zero. Therefore f is not strongly sequentially continuous on B relative to U .
(ii) ⇒ (i). Suppose that f is not strongly sequentially continuous on B relative to U . Then
there is a sequence (xn) ⊆ B, and a weakly null sequence (hi) ⊆ U such that
lim
i→∞
(
lim inf
n→∞ ‖f(xn + hi)− f(xn)‖
)
either does not exist, or is non-zero. In either case, by passing to a subsequence of (hi)
we may assume that lim infn→∞ ‖f(xn + hi)− f(xn)‖ > ε > 0 for all i ∈ N. Then by
passing to a subsequence of (xn) and a Cantor diagonalisation argument, we may suppose
that ‖f(xn + hi)− f(xn)‖ > ε for all n ≥ i. Thus ‖fnB‖∞ ≥ ε for all n, so that (fn) does
not converge to 0 uniformly on B.
We now show that a strongly sequentially continuous function will map certain weak
Cauchy sequences to norm convergent sequences. This corresponds to the notion of local
weak sequential continuity in [36] and [37].
Lemma 4.1.3 Let X, Y be Banach spaces, V ⊆ BX be such that V + V − V ⊆ BX and
f : BX → Y be strongly sequentially continuous on V with respect to V − V . Then f maps
weak Cauchy sequences (xi) ⊆ V to norm convergent sequences (f(xi)) in Y .
In particular, for any δ such that 0 < δ ≤ 13 , if f : BX → Y is strongly sequentially
continuous on δBX with respect to 2δBX , then f maps weak Cauchy sequences (xi) ⊆ δBX
to norm convergent sequences (f(xi)) in Y .
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Proof. Suppose the result is false. Then there is a weak Cauchy sequence (xi) ⊆ V such
that (f(xi)) is not norm convergent. Let S = {f(xi) : i ∈ N}. If S is relatively compact in Y ,
then S has at least two accumulation points, and so there exists ε > 0 and two subsequences
(yn), (zm) of (xi) such that ‖f(yn)− f(zm)‖ ≥ ε for all n,m ∈ N. If S is not relatively
compact in Y , then there exists an ε-separated sequence (f(ui)) in S. Taking yn = u2n and
zm = u2m+1, gives two sequences such that ‖f(yn)− f(zm)‖ ≥ ε for all n,m ∈ N. Hence in
either case for any n,m, i ∈ N
ε ≤ ‖f(yn)− f(zm)‖ ≤ ‖f(yn)− f(yn + (zm − xi))‖+ ‖f(zm + (yn − xi))− f(zm)‖ .
By Ramsey’s theorem for triples we have two possibilities;
(i) ∀i, n,m ∈ N, m < i < n, ‖f(yn)− f(yn + (zm − xi))‖ ≥ ε/2.
(ii) ∀i, n,m ∈ N, m < i < n, ‖f(zm)− f(zm + (yn − xi))‖ ≥ ε/2.
If (i) holds then, in particular
lim inf
n→∞ ‖f(yn)− f(yn + (zi−1 − xi))‖ ≥ ε/2,
for all i ≥ 1. But (zi−1 − xi) ⊆ V − V is weakly null, and so this contradicts the fact that
f is strongly sequentially continuous on V relative to V − V . If (ii) holds then we have in
particular that ‖f(z0)− f(z0 + (yi+1 − xi))‖ ≥ ε/2 for all i ∈ N. But this contradicts the fact
that f is sequentially continuous at z0 (with respect to sequences in V −V ). Hence the result
is proved. The final conclusion follows immediately from the first by taking V = δBX .
4.2 Smooth functions on asymptotic `∞ spaces
We now turn to the particular case in which we are interested. We look at smooth functions
f defined on the unit ball of an asymptotic `∞ space. To be more precise, we require that
f is Fre´chet differentiable with uniformly continuous derivative on BX . We will first define
precisely what we mean by this.
Definition 4.2.1 Given a continuous function f from a metric space (X1, d1) into a met-
ric space (X2, d2), we define the modulus of continuity to be the increasing function ω(δ) :
[0,∞)→ [0,∞] given by
ω(δ) = sup {d2(f(x1), f(x2)) : d1(x1, x2) ≤ δ} .
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We say that f is uniformly continuous if
lim
δ→0
ω(δ) = 0.
We now state the main result that we will need to use. The important point is that the
minimum size of the n depends only upon the modulus of continuity ω.
Lemma 4.2.2 ([36, Lemma 5]) Let ε > 0, f be a real function on Bcm0 with uniformly
continuous derivative (with modulus of continuity ω(δ)) and such that supBcm0
‖f ′‖1 ≤ ω(2).
Let v ∈ Bcm0 and (ui)ni=1 be a block sequence such that v + ui ∈ Bcm0 . If n is large enough,
then mini |f(v + ui)− f(v)| < ε.
We now show that if f is a suitably smooth real-valued function on the unit ball of an
asymptotic `∞ space then f is strongly sequentially continuous on a smaller ball. It then
follows that weak Cauchy sequences in a smaller ball must get mapped to norm convergent
sequences.
Proposition 4.2.3 Let X be an asymptotic `∞ space with asymptotic constant C ≥ 1, and
f : BX → R be Fre´chet differentiable with uniformly continuous derivative on BX . Let
δ1 > 0, δ2 > 0 be such that δ1 +Cδ2 ≤ 1. Then f is strongly sequentially continuous on δ1BX
relative to δ2BX .
Proof. Suppose the result is false. Then there exists a weakly null sequence (hi) ⊆ δ2BX
such that fn(x) = inf{|f(x+ hi)− f(x)| : i ≤ n} does not converge to 0 uniformly on δ1BX .
Thus there is an ε > 0 such that ‖fn‖∞ ≥ ε for all n ∈ N. Notice that (hi) does not converge
to 0 in norm. By a perturbation argument and passing to a subsequence, we may assume
that (hi) are successive block vectors and ‖hi‖ = δ (where 0 < δ ≤ δ2) for all i ∈ N. Now fix
N ∈ N. Choose y1 < y2 < . . . < yN from the sequence hi which are sufficiently spread out
with respect to the asymptotic structure of X. Suppose that yN = hk. Then as ‖fk‖∞ ≥ ε,
there exists x ∈ δ1BX such that |f(x+ yi)− f(x)| ≥ ε for i = 1, 2, . . . , N . But the yi are Cδ
equivalent to the unit vector basis of cN0 i.e. for any choice of scalars (ai)
N
i=1,
δ
C
max
i=1,...,n
|ai| ≤
∥∥∥∥∥
N∑
i=1
aiyi
∥∥∥∥∥ ≤ δC maxi=1,...,n |ai| ≤ δ2C maxi=1,...,n |ai|.
Define a function g : BcN0
→ R by
g ((b1, . . . , bN )) = f
(
x+
N∑
i=1
biyi
)
.
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Then g is differentiable with uniformly continuous derivative (with modulus of continuity
Cδ2ωf ) on BcN0
and |g(ei)−g(0)| ≥ ε for i = 1, . . .N . For N sufficiently large this contradicts
Lemma 4.2.2.
Corollary 4.2.4 Let X be an asymptotic `∞ space with asymptotic constant C ≥ 1. Let
f : BX → R be Fre´chet differentiable with uniformly continuous derivative on BX . Let δ > 0
such that δ ≤ 11+2C . Then f maps weak Cauchy sequences (xi) ⊆ δBX into norm convergent
sequences (f(xi)) in Y .
Proof. By Proposition 4.2.3 with δ1 = δ and δ2 = 2δ, f is strongly sequentially continuous
on δBX relative to 2δBX . Since C ≥ 1, we have that δ ≤ 11+2C ≤ 13 . Thus, by the last part
of Lemma 4.1.3, f maps weak Cauchy sequences (xi) ⊆ δBX into norm convergent sequences
(f(xi)) in R.
The following lemma relates weak sequential continuity with compactness properties of
the derivative.
Lemma 4.2.5 ([37, Lemma 5]) Let X be a Banach space such that `1 6↪→ X. Let U be
an open, bounded and convex subset of X and let f be a real valued function with uniformly
continuous derivative on U . Then the following are equivalent;
(i) f is weakly sequentially continuous on U i.e. f maps weak Cauchy sequences in U to
norm convergent sequences in R.
(ii) f ′(U) is relatively compact in X∗.
We can combine Corollary 4.2.4 and Lemma 4.2.5 to give the following result.
Corollary 4.2.6 Let X be an asymptotic `∞ space with asymptotic constant C ≥ 1. Let
f : BX → R be Fre´chet differentiable with uniformly continuous derivative on BX . Then
f ′( 11+2CBX) is relatively compact in X
∗.
Proof. Let U be the open ball in X of radius 11+2C centred at 0, and let B be the closed
ball of the same radius. Since X is an asymptotic `∞ space, `1 6↪→ X by Theorem 3.4.5.
Therefore, by Corollary 4.2.4 and Lemma 4.2.5, f ′(U) is relatively compact in X∗. As f ′ is
continuous on BX , we have
f ′(B) = f ′(U) ⊆ f ′(U).
Thus f ′(B) is relatively compact in X∗, and we are done.
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4.3 A renorming result for asymptotic `∞ spaces
We know that an asymptotic `∞ space has separable dual. Thus by [17, Theorem 5.3] we
know that an asymptotic `∞ space always admits an equivalent Fre´chet differentiable norm.
In this section we address the question of higher order smoothness. To be more precise, we
will show that if the norm on an asymptotic `∞ space X is suitably smooth, namely Fre´chet
differentiable (on X \ {0} as is usual in renorming theory) with locally uniformly continuous
derivative, then in fact there is an equivalent norm on X which is analytic. To do this we
will use results and methods from [38], [35] and [16]. We start with some definitions.
Definition 4.3.1 We will say that a set B ⊆ X∗ is a boundary for X, if for every x ∈ X,
there is an f ∈ B such that ‖x‖ = |f(x)|.
Definition 4.3.2 A Banach space X is isomorphically polyhedral if there is an equivalent
polyhedral norm on X. A norm is said to be polyhedral if every finite dimensional section of
the unit ball (with respect to the given norm) is a polytope.
Isomorphically polyhedral spaces were studied first by Fonf in [24] and [25]. In particular,
he proved that a separable isomorphically polyhedral Banach space is c0-saturated and has
a separable dual. Consequently, a separable isomorphically polyhedral space can not be
reflexive.
We will start by showing that an asymptotic `∞ space X (with suitably smooth norm)
admits an equivalent norm which has a countable boundary. To do this we will need the
following theorem giving an equivalent condition for the existence of a norm with a countable
boundary. This result was first proved by Fonf, but only published in Russian, and was later
proved independently by Ha´jek.
Theorem 4.3.3 ([35, Theorem 1]) Let (X, ‖·‖) be a normed space. Then the following
are equivalent;
(i) X admits an equivalent norm having a countable boundary.
(ii) X admits an equivalent norm with a boundary B, such that there is a sequence (Kn)n∈N
of norm compact sets in X∗ satisfying B ⊆ ⋃n∈NKn.
We are now able to prove the following proposition.
Proposition 4.3.4 Let X be an asymptotic `∞ space whose norm ‖·‖ is Fre´chet differentiable
with locally uniformly continuous derivative. Then X admits an equivalent norm having a
countable boundary.
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Proof. We verify condition (ii) in Theorem 4.3.3. We define a function f : X \ {0} → R
by f(x) = ‖x‖, and let δ : X \ {0} → X∗ denote the derivative of f , which by assumption
is locally uniformly continuous. Now notice that for any x ∈ SX , the functional δx ∈ S∗X
is a functional (in fact, the unique functional by Smu˘lyan’s Lemma) such that (δx)(x) = 1.
Therefore B := δ(SX) is a boundary for X. Thus we want to show that B is covered by a
countable union of norm compact sets in X∗. This will follow from Corollary 4.2.6. Indeed,
for every x ∈ SX , we obtain by Corollary 4.2.6 an open ball Ux centred at x whose image
δ(Ux) is relatively compact in X
∗. Since X is separable, by the Lindelo¨f property, we can
obtain a countable sub-covering (Ui)i∈N of SX consisting of these balls. Then
B = δ(SX) ⊆ δ
(⋃
i∈N
Ui
)
=
⋃
i∈N
δ(Ui) ⊆
⋃
i∈N
δ(Ui).
Thus condition (ii) of Theorem 4.3.3 is verified and therefore X admits an equivalent norm
which has a countable boundary.
The following result from [24] shows that the existence of a norm with countable boundary
is equivalent to being isomorphic polyhedral.
Theorem 4.3.5 Let X be a separable Banach space. Then X is isomorphically polyhedral if
and only if X admits an equivalent norm with a countable boundary.
The following theorem shows that an isomorphically polyhedral space admits an equivalent
analytic norm.
Theorem 4.3.6 ([16, Theorem 3.1]) Every separable isomorphically polyhedral Banach
space X admits an equivalent analytic norm.
In conclusion, we have proved the following theorem.
Theorem 4.3.7 Let X be an asymptotic `∞ space whose norm ‖·‖ is Fre´chet differentiable
with locally uniformly continuous derivative. Then X admits an equivalent analytic norm.
4.4 Generalized Orlicz spaces which are asymptotic `∞ spaces
In this section we will give a method of constructing new asymptotic `∞ spaces. We will
then show that these spaces are all isomorphically polyhedral. It follows immediately that
they admit an equivalent analytic norm. The known examples of asymptotic `∞ spaces are
c0 and T
∗ the dual of Tsirelson’s space (and other such Tsirelson type spaces). It is clear
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that c0 has a countable boundary, is isomorphically polyhedral, and so admits an equivalent
analytic norm. There are also explicit constructions of such norms (see e.g. [19]). On the
other hand, T ∗ is not isomorphically polyhedral since isomorphically polyhedral spaces are
c0-saturated. We will give a necessary and sufficient condition for the spaces we construct
not to be isomorphic to c0. As these spaces will be isomorphically polyhedral, they will also
not be isomorphic to T ∗.
The spaces we are going to construct are generalized Orlicz sequences spaces (see Section
2.2.7). We will suppose that the norm is the Luxemburg norm. For convenience we will
suppose that all the Orlicz functions we use are normalized i.e. φ(1) = 1. This condition
guarantees that the coordinate vectors each have norm 1.
4.5 A sufficient condition for hΦ to be an asymptotic `∞ space
Our first proposition in this section is a simple characterization of those generalized Orlicz
spaces which are stabilized asymptotic `∞ spaces.
Proposition 4.5.1 Let Φ = (φj)
∞
j=1 be a sequence of normalized Orlicz functions. Then the
following are equivalent;
(i) hΦ is stabilized asymptotic `∞ (with respect to its standard basis).
(ii) There exists λ ≥ 1 such that for all n ∈ N, there exists N ∈ N such that whenever
N ≤ p1 ≤ q1 < p2 ≤ . . . < pn ≤ qn, and
∑qi
j=pi
φj(|aj|) ≤ 1 for i = 1, . . . , n, then
n∑
i=1
qi∑
j=pi
φj
( |aj |
λ
)
≤ 1.
(iii) There exists λ ≥ 1 such that for all n ∈ N, there exists N ∈ N such that whenever
N ≤ p ≤ q and ∑qj=p φj(|aj|) ≤ 1, then
q∑
j=p
φj
( |aj |
λ
)
≤ 1
n
.
Proof. (i) ⇔ (ii). By definition hΦ is a stabilized asymptotic `∞ space if and only if there
exists λ ≥ 1 such that for every n ∈ N, there exists N ∈ N so that any n successive normalized
block vectors, N ≤ x1 < . . . < xn, satisfy∥∥∥∥∥
n∑
i=1
bixi
∥∥∥∥∥ ≤ λmaxi |bi|.
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The required lower bound is trivial by the 1-unconditionality of the basis in a generalized
Orlicz space. The above condition is clearly equivalent by homogeneity to∥∥∥∥∥
n∑
i=1
bixi
∥∥∥∥∥ ≤ λ,
whenever |bi| ≤ 1 for each i. This can be rewritten as∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥ ≤ λ,
whenever N ≤ y1 < . . . < yn and ‖yi‖ ≤ 1 for each i. If we write out the block vectors as
yi =
∑qi
j=pi
ajej, then the second condition in the statement of this proposition is precisely
what we obtain when we rewrite the above condition using the definition of the norm in a
generalized Orlicz space.
(ii) ⇔ (iii). It is clear that (iii) ⇒ (ii). We prove the converse statement. Suppose that
(ii) holds but (iii) does not. Then there exists n ∈ N such that for any M ∈ N there
exist M ≤ p ≤ q and scalars (aj) such that
∑q
j=p φj(|aj |) ≤ 1 and
∑q
j=p φj
( |aj |
λ
)
> 1n .
Let N ∈ N be the natural number given by (ii) and use the above result n times to find
N ≤ p1 ≤ q1 < p2 ≤ . . . < pn ≤ qn and scalars (aj), such that
∑qi
j=pi
φj(|aj |) ≤ 1 and∑qi
j=pi
φj
( |aj |
λ
)
> 1n for i = 1, . . . , n. But then,
∑n
i=1
∑qi
j=pi
φj
( |aj |
λ
)
> 1, which contradicts
(ii).
In fact, the stabilized property is not important in the above proposition. We show in
the next proposition that the only possible asymptotic `∞ spaces in the class of generalized
Orlicz spaces are stabilized asymptotic `∞.
Proposition 4.5.2 If hΦ is asymptotic `∞ (with respect to its standard basis), then hΦ is
actually stabilized asymptotic `∞ (with respect to its standard basis).
Proof. Suppose that hΦ is asymptotic `∞ with asymptotic constant λ. We will show that
(iii) holds in Proposition 4.5.1. Suppose for a contradiction that (iii) does not hold. Then,
as before, there exists n ∈ N such that for any M ∈ N there exist M ≤ p ≤ q and scalars
(aj) such that
∑q
j=p φj(|aj|) ≤ 1 and
∑q
j=p φj
( |aj |
λ
)
> 1n . Let Fn denote the function given
in Definition 3.1.1 corresponding to n. Then, applying the above result n times, we find
(pi)
n
i=1, (qi)
n
i=1 and scalars (ai) such that Fn(0) ≤ p1 ≤ q1 < p2 ≤ q2 < pn . . . ≤ qn with
pi+1 ≥ Fn(qi) for each i and such that both
∑qi
j=pi
φj(|aj |) ≤ 1 and
∑qi
j=pi
φj(|aj |/λ) > 1n
for each i = 1, . . . , n. In particular
∑n
i=1
∑qi
j=pi
φj(|aj|/λ) > 1. On the other hand, by the
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definition of the generalized Orlicz space norm, if we write xi =
∑qi
j=pi
ajej, then ‖xi‖ ≤ 1
for each i. By the choice of the pi and qi, (xi/ ‖xi‖)ni=1 is λ-equivalent to the usual basis of
`n∞. Therefore, ‖
∑n
i=1 xi‖ ≤ λ, which implies
∑n
i=1
∑qi
j=pi
φj(|aj|/λ) ≤ 1. This gives us the
required contradiction.
We define a sequence of real numbers (ψλ(j))
∞
j=1 by
ψλ(j) = inf
{
φj(λt)
φj(t)
: t > 0
}
.
Note that for any j ∈ N and any t ≥ 0, ψλ(j)φj(t) ≤ φj(λt). We are now able to give a
simple sufficient condition on Φ for hΦ to be a stabilized asymptotic `∞ space.
Proposition 4.5.3 Let Φ = (φj)
∞
j=1 be a sequence of normalized Orlicz functions. Suppose
that for some λ > 1, ψλ(j)→∞ as j →∞. Then hΦ is a stabilized asymptotic `∞ space.
Proof. We show that (iii) holds in Proposition 4.5.1. Let n ∈ N, and choose N sufficiently
large that ψλ(j) ≥ n for every j ≥ N . Suppose that N ≤ p ≤ q, and
∑q
j=p φj(|aj|) ≤ 1.
Then,
q∑
j=p
φj
( |aj|
λ
)
≤
q∑
j=p
1
ψλ(j)
φj (|aj|)
≤ 1
n
q∑
j=p
φj(|aj|)
≤ 1
n
.
Therefore, by Proposition 4.5.1, hΦ is a stabilized asymptotic `∞ space.
Example 4.5.4 If we define αj = log2(j+ 1), and we define φj(t) = t
αj for t ≥ 0. Then the
functions (φj)
∞
j=1 satisfy the conditions of Proposition 4.5.3 with λ = 2 and ψ2(j) = j+ 1 for
every j ∈ N.
4.6 A necessary and sufficient condition for hΦ ∼ c0
Proposition 4.6.1 Suppose that Φ = (φj)
∞
j=1 is a sequence of normalized Orlicz functions
such that for some t0 > 0, ∞∑
j=1
φj(t0) ≤ 1.
Then hΦ is isomorphic to c0.
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Proof. Suppose x 6∈ c0. Then there exists an ε > 0 such that |xj | ≥ ε infinitely often. Hence
φj(|xj|/ε) ≥ φj(1) = 1 infinitely often, so that
∑
j φj(|xj|/ε) does not converge. Therefore
x 6∈ hΦ i.e. hΦ ⊆ c0.
Now suppose that x ∈ c0. Let ρ > 0 be fixed. Then there exists a J such that j ≥ J
implies that |xj| ≤ ρt0. Thus φj(|xj |/ρ) ≤ φj(t0) for j ≥ J . Hence
∑
j φj(|xj|/ρ) converges,
and so x ∈ hΦ. Hence, as sets, hΦ = c0. Now consider the identity map I : hΦ → c0. It is
immediate from the definition of the norm that ‖x‖ ≥ ‖x‖∞ for all x ∈ hΦ, so that I is a
continuous bijection. By the open mapping theorem, I is an isomorphism.
Remark 4.6.2 Notice that the condition
∑∞
j=1 φj(t0) ≤ 1 for some t0 > 0 is equivalent to
the existence of t1 > 0 such that
∑∞
j=1 φj(t1) < ∞. This follows from the monotonicity of
the φj’s, their continuity and since φj(0) = 0. It is also clear that any such numbers t0 and
t1 must be in (0, 1), since φj(1) = 1.
The converse of Proposition 4.6.1 is also true. To prove this we will need the following
proposition, concerning the ‘uniqueness’ of the basis in c0.
Proposition 4.6.3 ([53, Proposition 2.b.9]) Every normalized unconditional basis in c0
is equivalent to the unit vector basis of c0.
Proposition 4.6.4 Suppose that Φ = (φj)
∞
j=1 is a sequence of Orlicz functions such that for
all t ∈ (0, 1),
∞∑
j=1
φj(t) > 1.
Then hΦ is not isomorphic to c0.
Proof. Suppose that η > 1 is arbitrary. Then because
∑
j φj(
1
η ) > 1, there exists N ∈ N
such that
∑N
j=1 φj(
1
η ) > 1. Hence
∥∥∥∑Ni=1 ei∥∥∥ > η. We will show that this can not happen if
hΦ ∼ c0.
Suppose that hΦ ∼ c0, and let T : hΦ → c0 be an isomorphism such that for all x ∈ hΦ,
1
M1
‖x‖ ≤ ‖Tx‖∞ ≤M1 ‖x‖ .
Define yi = Tei/ ‖Tei‖∞. Then (yi)∞i=1 is a normalized unconditional basis for c0, and hence
by Proposition 4.6.3, is equivalent to the unit vector basis of c0. Therefore there exists an
M2 such that for any scalars ai,
1
M2
sup
i
|ai| ≤
∥∥∥∥∥
∞∑
i=1
aiyi
∥∥∥∥∥
∞
≤M2 sup
i
|ai|.
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Thus for any n ∈ N, ∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥ ≤M1
∥∥∥∥∥
n∑
i=1
‖Tei‖∞ yi
∥∥∥∥∥
∞
≤M1M2 max
i
‖Tei‖∞
≤M21M2.
Since η was arbitrary, we have a contradiction, and so hΦ 6∼ c0.
4.7 New examples of asymptotic `∞ spaces
We can now construct some new examples of stabilized asymptotic `∞ spaces using the results
of Section 4.5 and Section 4.6. These will be from the class of generalized Orlicz spaces and
not isomorphic to c0. However, they will contain subspaces isomorphic to c0, and in fact,
we will later see that they are c0-saturated. In particular, this implies that they can not be
isomorphic to T ∗, the dual of Tsirelson’s space.
We begin with a simple observation. Let Φ = (φj)
∞
j=1 be a sequence of normalized Orlicz
functions. Suppose λ > 1 and that ψλ(j) → ∞ as j → ∞. Then by Proposition 4.5.3, hΦ
is a stabilized asymptotic `∞ space. Now choose an increasing sequence (jk)∞k=1 of natural
numbers, such that ψλ(jk) ≥ k for every k ∈ N. Then,
φjk
(
1
λ2
)
≤ 1
ψλ(jk)
φjk
(
1
λ
)
≤ 1
ψλ(jk)2
φjk(1) =
1
ψλ(jk)2
≤ 1
k2
.
Thus,
∑∞
k=1 φjk
(
1
λ2
)
< ∞. Therefore by Proposition 4.6.1 (and Remark 4.6.2), it follows
that [ejk ]
∞
k=1 is isomorphic to c0. As we commented above, this implies immediately that hΦ
is not isomorphic to T ∗.
It remains to show that we can find a sequence of Orlicz functions satisfying the above
conditions, but such that hΦ is not isomorphic to c0. Consider Example 4.5.4, where φj(t) =
tαj , with αj = log2(j + 1). These functions satisfy the conditions of Proposition 4.5.3 with
λ = 2 and ψ2(j) = (j+ 1). It follows similarly to the above argument that for these φj , hΦ is
isomorphic to c0. However we show now that it is easy to obtain from Φ a sequence of Orlicz
functions Γ such that hΓ is not isomorphic to c0.
Suppose that Φ is any sequence of non-degenerate Orlicz functions such that for some
λ > 1, ψλ(j) converges to infinity as j → ∞. We now choose a strictly increasing sequence
of integers (nj)
∞
j=0 recursively as follows. We take n0 = 0 and then iteratively choose nj
such that (nj − nj−1)φj(1/j) > 1. Now define γk(t) = φj(t) when nj−1 < k ≤ nj , and
ψ˜λ(k) = inf {γk(λt)/γk(t) : t > 0}. Then ψ˜λ(k) = ψλ(j) whenever nj−1 < k ≤ nj , and
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therefore, ψ˜λ(k)→ ∞ as k → ∞. Writing Γ = (γk)∞k=1, Proposition 4.5.3 tells us that hΓ is
a stabilized asymptotic `∞ space. We now show that hΓ is not isomorphic to c0. Suppose
that 0 < t < 1. Choose an integer j such that 1/j < t. Then
∞∑
k=1
γk(t) ≥
∞∑
k=1
γk
(
1
j
)
≥
nj∑
k=nj−1+1
γk
(
1
j
)
= (nj − nj−1) φj
(
1
j
)
> 1.
Thus, by Proposition 4.6.4, hΓ is not isomorphic to c0. In conclusion, we have shown that
given any sequence Φ of non-degenerate Orlicz functions, satisfying the hypotheses of Propo-
sition 4.5.3, we can extend Φ to a sequence Γ such that hΓ is a stabilized asymptotic `∞
space which is not isomorphic to c0 or T
∗.
4.8 Isomorphically polyhedral generalized Orlicz spaces
In this section we show that if a generalized Orlicz space hΦ is stabilized asymptotic `∞ then
hΦ is isomorphically polyhedral. As we have already mentioned, this implies in particular
that these spaces admit equivalent analytic norms and are c0-saturated.
We will need to make use of the following characterization of isomorphically polyhedral
spaces given in [52].
Theorem 4.8.1 ([52, Theorem 3]) Let (en) be a shrinking basis of a Banach space (E, ‖·‖).
Then the following are equivalent;
(i) E is isomorphically polyhedral.
(ii) There exists an equivalent norm |||·||| on E such that (en) is a monotone basis with
respect to |||·|||, and for all ∑n anen ∈ E, there exists m ∈ N such that∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∞∑
n=1
anen
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
m∑
n=1
anen
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ .
Using this characterization, we will prove the result that we stated at the beginning of this
section.
Theorem 4.8.2 Let Φ = (φj)
∞
j=1 be a sequence of Orlicz functions. If hΦ is stabilized
asymptotic `∞ then hΦ is isomorphically polyhedral.
Proof. Throughout this proof we will denote by λ > 1 the asymptotic constant of hΦ.
Observe that by Proposition 3.3.1 the basis of an asymptotic `∞ space is automatically
shrinking, and so we may make use of Theorem 4.8.1.
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Given n ∈ N, let f(n) be the natural number given by condition (iii) of Proposition 4.5.1.
In other words, whenever f(n) ≤ p ≤ q and ∑qj=p φj(|aj|) ≤ 1, then ∑qj=p φj (|aj|/λ) ≤ 1n .
Without loss of generality we may suppose that (f(n))∞n=1 is a strictly increasing sequence
with f(1) = 1. We define also g(m) = sup{n : f(n) ≤ m}. Then (g(m))∞m=1 is an increas-
ing sequence of natural numbers converging to infinity as m → ∞. It follows from these
definitions that if
∑m+k
j=m φj(|aj|) ≤ 1, then
∑m+k
j=m φj (|aj |/λ) ≤ 1/g(m). We now choose a
sequence (ηk)
∞
k=1 decreasing to 1 such that for each k,
ηk >
(
1− 1
g(k + 1)
)−1
.
(If g(k + 1) = 1 (i.e. k + 1 < f(2)), then we may take ηk = 3.)
We define a new norm |||·||| on hΦ by,
|||(an)||| = sup
k
ηk ‖(a1, a2, . . . , ak, 0, . . . , )‖ .
Notice that ηk ‖(a1, a2, . . . , ak, 0, . . . , )‖ → ‖(an)‖ as k →∞. Thus it is clear that
‖(an)‖ ≤ |||(an)||| ≤ η1 ‖(an)‖ .
It is also easy to check that (ei)
∞
i=1 forms a monotone basis with respect to |||·|||. We aim to
show that |||·||| satisfies (ii) in Theorem 4.8.1.
Suppose that (an) ∈ hΦ. We claim that there exists a k such that
‖(an)‖ ≤ ηk ‖(a1, . . . , ak, 0, . . .)‖ .
Otherwise, for all k, ‖(an)‖ > ηk ‖(a1, . . . , ak, 0, . . .)‖. By homogeneity, we may assume that
‖(an)‖ = 1. Hence
∑∞
j=1 φj(|aj |) = 1 and
∑k
j=1 φj(ηk|aj|) ≤ 1. Choose an integer m ≥ f(2)
such that
‖(0, . . . , 0, am, am+1, . . .)‖ ≤ λ−1.
This implies that
∑∞
j=m φj(λ|aj|) ≤ 1, and therefore
∑∞
j=m φj(|aj |) ≤ 1/g(m). Thus,
1 =
∞∑
j=1
φj(|aj |) =
m−1∑
j=1
φj(|aj|) +
∞∑
j=m
φj(|aj|)
≤ 1
ηm−1
m−1∑
j=1
φj(ηm−1|aj |) + 1
g(m)
≤ 1
ηm−1
+
1
g(m)
< 1.
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This contradiction proves our claim. Thus there exists a k such that
‖(an)‖ ≤ ηk ‖(a1, . . . , ak, 0, . . .)‖ .
Since ηj ‖(a1, a2, . . . , aj , 0, . . . , )‖ → ‖(an)‖ as j →∞, this tells us that the supremum in the
definition of |||·||| is always attained. Suppose that it is attained at j for the vector (an).
Then,
|||(an)||| = ηj ‖(a1, a2, . . . , aj , 0, . . .)‖
≤ |||(a1, a2, . . . , aj , 0, . . .)|||
≤ |||(an)||| .
Thus |||(an)||| = |||(a1, a2, . . . , aj , 0, . . .)||| and by Theorem 4.8.1, hΦ is isomorphically poly-
hedral.
Recall that the motivation for the work in this chapter was to investigate the question
of whether there is an asymptotic `∞ space which admits a C 2-smooth bump function but
no C 2-smooth norm. The results of this section shows that no generalized Orlicz space can
possibly satisfy these conditions. Any such space which is asymptotic `∞ is isomorphically
polyhedral and so, in particular, always admits an equivalent analytic norm.
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We say that a Banach space X with a basis has an upper `p estimate (1 < p <∞) with
constant C, if for any successive block vectors x1 < x2 < . . . < xn,∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥ ≤ C
(
n∑
i=1
‖xi‖p
) 1
p
.
We will also be interested in spaces satisfying a type of lower `p estimate. Given a function
f : N→ R+, we will say that X has a lower (`p, f) estimate if for any vector x,
‖x‖ ≥ sup
 1f(n) 1p
(
n∑
i=1
‖Eix‖p
) 1
p
: n ∈ N, E1 < E2 < . . . < En intervals
 .
In this chapter we will construct a Banach space X which is hereditarily indecomposable,
satisfies an upper `2 estimate and a lower (`2, f) estimate. A similar construction can be used
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to construct spaces with an upper `p estimate and a lower (`p, f) estimate for any p ∈ (1,∞).
Spaces with similar properties have been constructed by Ferenczi in [22], using complex
interpolation methods. The method we will use is based upon that of Gowers and Maurey
in [33], where the first example of an hereditarily indecomposable space was constructed.
5.1 2-convexified Schlumprecht Space S(2)
We will start by constructing an example of a space which satisfies an upper `2 estimate and
a lower (`2, f) estimate, where f(x) = log2(x+ 1). Let S denote Schlumprecht space which
was introduced in [74] (see Section 2.2.2). Since S has a 1-unconditional basis, we may form
its 2-convexification (see Section 2.1.3), which we will denote by S(2) i.e.
S(2) = {x = (xi) : x2 = (x2i ) ∈ S},
‖x‖ = (∥∥x2∥∥
S
) 1
2 .
Proposition 5.1.1 For every vector x ∈ S(2),
‖x‖ = ‖x‖∞ ∨ sup
{(
1
f(n)
n∑
i=1
‖Eix‖2
) 1
2
: n ≥ 2, E1 < . . . < En intervals
}
.
Proof.
‖x‖2 = ∥∥x2∥∥
S
=
∥∥x2∥∥∞ ∨ sup
n≥2
(
1
f(n)
n∑
i=1
∥∥Ei(x2)∥∥S)
= ‖x‖2∞ ∨ sup
n≥2
(
1
f(n)
n∑
i=1
∥∥(Eix)2)∥∥S)
= ‖x‖2∞ ∨ sup
n≥2
(
1
f(n)
n∑
i=1
‖Eix‖2
)
.
Proposition 5.1.2 S(2) has an upper `2 estimate with constant 1.
Proof. Let x1 < x2 < . . . < xn be successive vectors in S
(2). Then∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
2
=
∥∥∥∥∥∥
(
n∑
i=1
xi
)2∥∥∥∥∥∥
S
=
∥∥∥∥∥
n∑
i=1
x2i
∥∥∥∥∥
S
≤
n∑
i=1
∥∥x2i ∥∥S = n∑
i=1
‖xi‖2 .
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We now define a class of functions, F , to be those functions f : [1,∞) → [1,∞) which
satisfy the following conditions;
(i) f(1) = 1 and f(x) < x for every x > 1.
(ii) f is strictly increasing and tends to infinity.
(iii) limx→∞ x−qf(x) = 0 for every q > 0.
(iv) The function x/f(x) is concave and non-decreasing.
(v) f(xy) ≤ f(x)f(y) for every x, y ≥ 1.
For our purposes we will be considering the function f(x) = log2(x+ 1) which is in F . It is
important to note that
√
f ∈ F too.
We also define a class of normed spaces, X , to be the collection of spaces of the form
X = (c00, ‖·‖) such that (ei) form a normalized bimonotone basis for X, with an upper `2
estimate with constant 1, and a lower (`2, f) estimate for some f ∈ F .
In our construction, certain special vectors, which we call `N2+-averages, will be very
important. Our first result is to show that every block subspace of a space in X contains a
large number of these special vectors.
Definition 5.1.3 Given a Banach space Y with a basis, y ∈ Y is said to be an `N2+-average
with constant C, if ‖y‖ = 1, and there exist successive vectors y1 < . . . < yN , such that
y =
∑N
i=1 yi with ‖yi‖ ≤ CN−
1
2 .
We say that y is an `N2+-vector, if there exist successive vectors y1 < . . . < yN , such that
y =
∑N
i=1 yi with ‖yi‖ ≤ CN−
1
2 ‖y‖.
Lemma 5.1.4 Let X ∈ X , C > 1, n ∈ N, Y a block subspace of X. Then Y contains an
`n2+-average with constant C.
Proof. Suppose that C > 1, n ∈ N are given and the result were false. Fix k ∈ N, and let
N = nk. Choose N successive normalized block vectors x1 < x2 < . . . < xN in Y , and define
x =
∑N
i=1 xi. Now for 0 ≤ i ≤ k, 1 ≤ j ≤ nk−i, define
x(i, j) =
jni∑
t=(j−1)ni+1
xt.
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Then notice that for 1 ≤ j ≤ nk, we have x(0, j) = xj , and x(k, 1) = x. Further, each
x(i+1, j) is a sum of n different x(i, r)s. Since by hypothesis Y contains no `n2+-average with
constant C, by induction we get that
‖x(i, j)‖ ≤ C−in i2 .
In particular, we get ‖x‖ = ‖x(k, 1)‖ ≤ C−kn k2 = N−qN 12 , where C = nq and q > 0. But
since the norm of X satisfies a lower (`2, f) estimate we get
‖x‖ ≥
(
N
f(N)
) 1
2
.
Thus we get that
N−qf(N)
1
2 ≥ 1,
but this yields a contradiction if we choose k, and hence N , sufficiently large.
We now obtain a simple, but useful norm inequality, which applies to `N2+-vectors.
Lemma 5.1.5 Let X ∈ X , M,N ∈ N, C ≥ 1, x be an `N2+-vector with constant C, and
E1 < E2 < . . . < EM be intervals. Then( M∑
j=1
‖Ejx‖2
) 1
2
≤ C
(
1 +
2M
N
) 1
2
‖x‖ .
Proof. Write x =
∑N
i=1 xi where x1 < . . . < xN and ‖xi‖ ≤ CN−
1
2 ‖x‖. Define
Aj = {i : supp(xi) ⊆ Ej},
Bj = {i : supp(xi) ∩ Ej 6= ∅}.
By bimonotonicity, and from the upper `2 estimate we find
‖Ejx‖ ≤
∥∥∥∥∥∥
∑
i∈Bj
xi
∥∥∥∥∥∥ ≤
(∑
i∈Bj
‖xi‖2
) 1
2
≤ CN− 12 ‖x‖ |Bj | 12 .
Thus, ( M∑
j=1
‖Ejx‖2
) 1
2
≤ CN− 12 ‖x‖
( M∑
j=1
|Bj |
) 1
2
≤ CN− 12 ‖x‖
( M∑
j=1
(|Aj |+ 2)
) 1
2
≤ CN− 12 ‖x‖ (N + 2M) 12
= C
(
1 +
2M
N
) 1
2
‖x‖ .
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We now look at certain finite sequences of `2+-vectors which we will call rapidly increasing
sequences. Define a function Mf : [1,∞)→ [1,∞) by Mf (x) = f−1(144x4). This function is
used to specify how rapidly the sequences increase.
Definition 5.1.6 A sequence x1 < x2 < . . . < xN is a rapidly increasing sequence of `2+-
averages (RIS), for f of length N with constant 1 + ε, if each xk is an `
nk
2+-average with
constant 1 + ε for each k, where
n1 ≥ max
(
2(1 + ε)
ε′f ′(1)
Mf
(
N
ε′
)
,
1 + ε+ ε′
ε′N
)
,
(ε′)2
4
f(nk)
1
2 ≥ | supp(xk−1)| when 1 < k ≤ N.
We will also want to consider certain special elements of the dual space, which we will
call (M,g)-functionals.
Definition 5.1.7 A functional x∗ is said to be an (M,g)-functional if ‖x∗‖ ≤ 1 and there
exist functionals x∗1 < x∗2 < . . . < x∗M with ‖x∗i ‖ ≤ g(M)−
1
2 and constants (αj)
M
j=1 with∑M
j=1 α
2
j ≤ 1 such that
x∗ =
M∑
j=1
αjx
∗
j .
The remaining lemmas in this section are very important to our construction. They give
us inequalities involving the norm of the sum of an RIS which will be vital to our construction
of an H.I. space. Throughout the rest of this section, when ε > 0, we will write ε′ = min(ε, 1).
Lemma 5.1.8 Let f, g ∈ F with g ≥ f 12 , X ∈ X satisfy a lower (`2, f) estimate, ε > 0,
x1, x2, . . . , xN be an RIS in X for f with constant 1 + ε, x =
∑N
i=1 xi, M ≥ Mf (Nε′ ), x∗ an
(M,g)-functional, and E ⊆ N an interval. Then
|x∗(Ex)| ≤ 1 + ε+ ε′.
Proof. Notice first that if x∗ is an (M,g)-functional, then so is Ex∗. Hence we may ignore
the interval E in the statement of the lemma. Let ni be maximal such that xi is an `
ni
2+-
average with constant 1+ε. Write x∗ = g(M)−
1
2
∑M
j=1 αjx
∗
j where
∑
α2j ≤ 1 and ‖x∗j‖ ≤ 1 for
every j. Finally, we write Ej = supp(x
∗
j ). We now estimate x
∗(xi). Firstly, since ‖x∗‖ ≤ 1,
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we have |x∗(xi)| ≤ 1. Also, as ‖x∗j‖ ≤ 1 for each j,
|x∗(xi)| =
∣∣∣∣∣∣g(M)− 12
M∑
j=1
αjx
∗
j (xi)
∣∣∣∣∣∣
≤ g(M)− 12
( M∑
j=1
α2j
) 1
2
( M∑
j=1
|x∗j(xi)|2
) 1
2
≤ g(M)− 12
( M∑
j=1
‖Ejxi‖2
) 1
2
.
By applying the above estimate, and the lower (`2, f) estimate for the norm of xi we can
obtain,
|x∗(xi)| ≤ g(M)− 12 f(| supp(xi)|) 12 ≤ f(M)− 14 f(| supp(xi)|) 12 .
Alternatively, by applying Lemma 5.1.5, we can show,
|x∗(xi)| ≤ g(M)− 12 (1 + ε)
(
1 +
2M
ni
) 1
2
≤ f(M)− 14 (1 + ε)
(
1 +
2M
ni
) 1
2
.
Let t be maximal such that nt ≤M . If i < t then,
f(| supp(xi)|) ≤ 4i−t+1f(| supp(xt−1)|).
Also,
f(| supp(xt−1)|) ≤ (ε
′)2
4
f(nt)
1
2 ≤ (ε
′)2
4
f(M)
1
2 .
Putting all of these inequalities together gives,
|x∗(x)| ≤
N∑
i=1
|x∗(xi)|
≤
t−1∑
i=1
2i−t+1
f(M)
1
4
f(| supp(xt−1)|) 12 + 1 +
N∑
i=t+1
(1 + ε)f(M)−
1
4
(
1 +
2M
ni
) 1
2
≤ ε′ + 1 + (N − t)(1 + ε)f(M)− 14
√
3
≤ 1 + ε′ +N(1 + ε)
√
3f(M)−
1
4 .
But since M ≥Mf (Nε′ ), we know that f(M) ≥ 144 N
4
(ε′)4 . Hence f(M)
1
4 ≥ 2√3Nε′ . Thus,
|x∗(x)| ≤ 1 + ε′ +N(1 + ε)
√
3ε′
2
√
3N
= 1 + ε′ + (1 + ε)
ε′
2
≤ 1 + ε+ ε′.
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Corollary 5.1.9 Let ε, M , x1, . . . , xN , x be as in Lemma 5.1.8, and E1 < E2 < . . . < EM
be intervals, and E be any interval. Then
f(M)−
1
2
( M∑
i=1
‖EiEx‖2
) 1
2
≤ 1 + ε+ ε′.
Proof. Let x∗j be a support functional for EjEx, and let x
∗ = f(M)−
1
2
M∑
i=1
αix
∗
i , where the
αi will be chosen later to satisfy
∑
α2i ≤ 1. Then x∗ is an (M,f)-functional, and so by
Lemma 5.1.8,
f(M)−
1
2
M∑
i=1
αi ‖EiEx‖ = f(M)− 12
M∑
i=1
αix
∗
i (Ex) = x
∗(Ex) ≤ 1 + ε+ ε′.
We complete the proof by choosing
αi =
‖EiEx‖(∑M
j=1 ‖EjEx‖2
) 1
2
.
To state the next result we need some more notation. Let x1 < . . . < xN be an RIS for
f with constant 1 + ε. For each i, suppose that xi is an `
ni
2+-average with constant 1 + ε.
Write xi = xi,1 + . . .+ xi,ni , where ‖xi,j‖ ≤ (1 + ε)n
− 1
2
i for every j. Let E be an interval in
N, and let iE and jE be respectively the minimal i and maximal j such that E meets xi and
xj . Let rE and sE denote the minimal r and maximal s such that E meets xiE ,r and xjE ,s.
We define λ(E), the length of E, to be jE − iE + sE/njE − rE/niE . The length of E gives us
a fractional measure of how many of the xis are covered by E. It follows from the definitions
that if E1 < . . . < Em and E = ∪mi=1Ei, then
∑m
i=1 λ(Ei) ≤ λ(E). We will use this in the
proof of the next lemma.
Lemma 5.1.10 Let f, g ∈ F with g ≥ f 12 , X ∈ X satisfy a lower (`2, f) estimate, ε > 0,
x1 < x2 < . . . < xN be an RIS for f with constant 1 + ε, x =
∑N
i=1 xi. Suppose that
‖Ex‖ ≤ sup{|x∗(Ex)| : M ≥ 2, x∗ an (M,g)-functional},
for every interval E such that λ(E) ≥ 1. Then
‖x‖ ≤ (1 + ε+ ε′)
(
N
g(N)
) 1
2
.
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Proof. By bimonotonicity and the upper `2 estimate in X we have
‖Ex‖ ≤
∥∥∥∥∥∥
niE∑
r=rE
xiE ,r +
jE−1∑
i=iE+1
xi +
sE∑
s=1
xjE ,s
∥∥∥∥∥∥
≤
( niE∑
r=rE
‖xiE ,r‖2 +
jE−1∑
i=iE+1
‖xi‖2 +
sE∑
s=1
‖xjE ,s‖2
) 1
2
≤
(
(niE − rE + 1)
(1 + ε)2
niE
+ jE − iE − 1 + sE (1 + ε)
2
njE
) 1
2
≤ (1 + ε)
(
λ(E) +
1
niE
) 1
2
≤ (1 + ε)
(
λ(E) +
1
n1
) 1
2
.
Hence, if λ(E) ≥ (1 + ε)/(ε′n1), then ‖Ex‖ ≤ (1 + ε+ ε′)λ(E) 12 .
We now define the function
G(x) =
{
x if 0 ≤ x ≤ 1,
x/g(x) if x ≥ 1.
Then G is concave and increasing on R+ and also satisfies G(xy) ≥ G(x)G(y) for any x, y.
We now claim that if E is an interval such that λ(E) ≥ (1 + ε)/(ε′n1), then ‖Ex‖ ≤
(1 + ε+ ε′)G(λ(E))
1
2 . Notice that from the above, this is immediate provided λ(E) ≤ 1.
Suppose that this result were false. Then let E be an interval of minimal length such that
λ(E) ≥ (1 + ε)/(ε′n1) but the result does not hold. Then clearly λ(E) ≥ 1. By hypothesis
there exists an (M,g)-functional x∗ = g(M)−
1
2
∑M
i=1 αix
∗
i , such that ‖Ex‖ ≤ |x∗(Ex)|. Then
by Lemma 5.1.8 the inequality would fail unless M ≤Mf (N/ε′).
Write Ei = E ∩ supp(x∗i ). Then,
‖Ex‖ ≤ |x∗(Ex)| = g(M)− 12
∣∣∣∣∣
M∑
i=1
αix
∗
i (Ex)
∣∣∣∣∣ ≤ g(M)− 12
(
M∑
i=1
‖Eix‖2
) 1
2
.
Let λi = λ(Ei). Then for each i, either λi ≤ (1 + ε)/(ε′n1), or by the minimality of E,
‖Eix‖ ≤ (1 + ε+ ε′)G(λi) 12 .
We now define,
A = {i : λi ≤ (1 + ε)/(ε′n1)},
B = Ac.
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Let k = |A|, so that |B| = M − k.
Recall Jensen’s inequality in the following form. If f is concave, and
∑
i αi = 1, then
f(
∑
i
αixi) ≥
∑
i
αif(xi).
Applying this result to the concave function G gives,∑
i∈B
‖Eix‖2 ≤ (1 + ε+ ε′)2
∑
i∈B
G(λi) ≤ (1 + ε+ ε′)2(M − k)G(λ/(M − k)).
Hence,
‖Ex‖2 ≤ g(M)−1
(∑
i∈A
‖Eix‖2 +
∑
i∈B
‖Eix‖2
)
≤ g(M)−1
(∑
i∈A
(1 + ε)2
(
λi +
1
n1
)
+ (1 + ε+ ε′)2(M − k)G
(
λ
M − k
))
≤ (1 + ε+ ε′)2
(
(1− k
M
)G((1− k
M
)−1λ) + k
1 + ε
n1ε′
)
.
Let G′(1) denote the right derivative of G at 1. We can define another concave function
H : R+ → R by,
H(x) =
{
G(x) for x ≥ 1,
G(1) + xG′(1)−G′(1) for 0 ≤ x ≤ 1.
Hence for any t ∈ [0, 1] and x ∈ R+, we have
(1− t)H(x) + tH(0) ≤ H((1− t)x).
Taking 0 ≤ t < 1, and x = λ/(1− t) where λ ≥ 1 tells us that
(1− t)G
(
λ
1− t
)
+ t(G(1)−G′(1)) ≤ G(λ),
for every λ ≥ 1 and 0 ≤ t < 1. Also, by differentiating we get G(1) − G′(1) = g′(1),
and as g ≥ √f , we have g′(1) ≥ 12f ′(1). From the definition of RIS we have n1 ≥ 2(1 +
ε)/(ε′f ′(1))Mf (N/ε′), and hence
k
1 + ε
n1ε′
≤ k
M
(1 + ε)
Mf (N/ε
′)
ε′n1
≤ k
M
f ′(1)
2
≤ k
M
g′(1).
Hence putting t = k/M ,
‖Ex‖2 ≤ (1 + ε+ ε′)2
(
(1− k
M
)G((1− k
M
)−1λ) + k
1 + ε
n1ε′
)
≤ (1 + ε+ ε′)2 ((1− t)G((1− t)−1λ) + tg′(1))
≤ (1 + ε+ ε′)2G(λ).
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But this then contradicts our choice of interval E, so the claim is proved.
Since in the definition of RIS, n1 ≥ (1+ε+ε′)/(ε′N), we know that N ≥ (1+ε+ε′)/(ε′n1).
Hence we may take any interval E which covers all of x, so that λ(E) = N − 1n1 ≥ (1 +
ε)/(ε′n1). Then the above claim gives
‖x‖ ≤ (1 + ε+ ε′)
(
N
g(N)
) 1
2
.
5.2 Construction of an asymptotic biorthogonal system in S(2)
Let δ ∈ (0, 1) and let N1 < N2 < . . . be a sequence of integers such that f(N1)/N1 < δ2/4,
f(N1) > 16δ
−2, Nj > Mf (2Nj−1) and Nj > 4N2j−1.
We define Ak to be the set of norm-one vectors of the form x =
∑Nk
i=1 xi, where x1, . . . , xNk
is a multiple of an RIS with constant 1 + δ/2. From the definition of the norm in S(2), if
we suppose this multiple to be α, then |α| ≤ ( f(Nk)Nk )
1
2 . We define A∗k to be the set of
(Nk, f)-functionals.
Suppose we have y∗ ∈ A∗j and x ∈ Ak. If j > k, then we know that Nj > Mf (2Nk). Thus
by Lemma 5.1.8, with ε = 1/2, M = Nj ,
|y∗(x)| ≤
(
f(Nk)
Nk
) 1
2
(1 + ε+ ε′) = 2
(
f(Nk)
Nk
) 1
2
≤ 2
(
f(N1)
N1
) 1
2
< δ.
If j < k, then by Lemma 5.1.10 with g = f , ε = 1/2, whenever A ⊆ {1, 2, . . . , Nk},∥∥∥∥∥∑
i∈A
xi
∥∥∥∥∥ ≤ 2
(
f(Nk)|A|
Nkf(|A|)
) 1
2
.
But if |A| ≥ √Nk, then this gives
∥∥∑
i∈A xi
∥∥ ≤ 2√2( |A|Nk ) 12 . Dividing x into √Nk pieces gives
that x is an `
√
Nk
2+ -average with constant 2
√
2. But then Lemma 5.1.5 gives,
|y∗(x)| ≤ f(Nk)−
1
2
( Nk∑
i=1
‖Eix‖2
) 1
2
≤ f(Nk)−
1
2 2
√
2
(
1 +
2Nj√
Nk
) 1
2
≤ 4f(Nk)−
1
2 < δ.
If j = k then let x∗i be a support functional for xi. Then by Lemma 5.1.10 with ε = δ/2, for
each i we have
1 = ‖x‖ ≤ (1 + δ)
(
Nk
f(Nk)
) 1
2
‖xi‖ .
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Let x∗ = f(Nk)−
1
2
∑Nk
i=1N
− 1
2
k x
∗
i ∈ A∗k. Then
x∗(x) = f(Nk)−
1
2
Nk∑
i=1
N
− 1
2
k x
∗
i (x)
= f(Nk)
− 1
2
Nk∑
i=1
N
− 1
2
k ‖xi‖
≥ f(Nk)−
1
2
Nk∑
i=1
f(Nk)
1
2
(1 + δ)Nk
=
1
1 + δ
> 1− δ.
Hence the sets Ak, A
∗
k form an asymptotic biorthogonal system in S
(2).
5.3 An hereditarily indecomposable space X satisfying an up-
per `2 estimate
Let Q be the set of scalar sequences with finite supports taking rational values of modulus
at most one at each coordinate. Let J ⊆ N be written in increasing order as {j1, j2, j3, . . .}
such that f(j1) > 45
4, and such that
n < m , n,m ∈ J ⇒ log log logm ≥ 8n4.
Let K = {j1, j3, j5, . . .} and L = {j2, j4, j6, . . .}.
Let σ be an injection from the set of finite sequences of successive vectors in Q to L such
that if z1, z2, . . . , zs is such a sequence, and we write z =
∑s
i=1 zi and l = σ(z1, . . . , zs), then
1
400f(l
1/40)
1
2 ≥ | supp(z)|.
Let Z = (c00, ‖·‖). Then let A∗m(Z) be the set of functionals of the form f(m)−1/2
m∑
i=1
αifi
where
m∑
i=1
α2i ≤ 1, ‖fi‖∗ ≤ 1 for each i, and f1 < f2 < . . . < fm. If k ∈ N, then let
Γk(Z) be the set of sequences g1, g2, . . . , gk such that gi ∈ Q for each i, g1 ∈ A∗j2k(Z) and
gi+1 ∈ A∗σ(g1,g2,...,gi)(Z) for i = 1, 2, . . . , k − 1. We will call the elements of Γk(Z) special
sequences. We want to define special functionals in the same kind of way as in [33], but in
order to get a space which satisfies an upper `2 estimate we need to be more careful. To
explain this we will need to consider restrictions of functionals in A∗m(Z) to intervals.
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Let z∗ be in A∗m(Z). We can write z∗ as
z∗ = f(M)−
1
2
M∑
i=1
αifi,
where
∑M
i=1 α
2
i ≤ 1 and ‖fi‖∗ ≤ 1. Let E be an interval contained in N. Then
Ez∗ = f(M)−
1
2
M∑
i=1
αiEfi
= f(M)−
1
2
∑
j
α2j ‖Efj‖2
 12 M∑
i=1
αi ‖Efi‖(∑
j α
2
j ‖Efj‖2
)1/2 Efi‖Efi‖ .
This tells us that the functional
Ez∗(∑
j α
2
j ‖Efj‖2
) 1
2
is also in A∗m(Z). In the case where ‖·‖
also satisfies a lower (`2, f) estimate we also get
‖Ez∗‖ ≤
∑
j
α2j ‖Efj‖2
− 12 .
To simplify the notation we will define
β(E) =
∑
j
α2j ‖Efj‖2
 12 .
Then the above results can be restated as Ez∗/β(E) is in A∗m(Z) and ‖Ez∗‖ ≤ β(E) when
the norm satisfies a lower (`2, f) estimate.
We are now in a position to define our special functionals. Given a sequence of successive
functionals g1, . . . , gk ∈ Γk(Z) and an interval E of N, we define
i(E) = min{i : E meets supp(gi)},
j(E) = max{i : E meets supp(gi)}.
Define B∗k(Z) to be the set of functionals of the form
λf(k)−1/4
 j(E)∑
j=i(E)
βj(E)
2
− 12 j(E)∑
j=i(E)
FEgj ,
such that |λ| ≤ 1, g1, . . . , gk ∈ Γk(Z) and E, F are intervals contained in N. We will call
elements in B∗k(Z), special functionals of length k. A functional will be called a special
69
Chapter 5. Hereditarily Indecomposable Banach Spaces with upper `p estimates
functional if it is in B∗k(Z) for some k ∈ K. It should be noted that if we replace the λ in
the definition above by 1 then it will not affect our construction but it is useful to include it
for technical reasons that will become apparent later.
Lemma 5.3.1 Let ‖·‖ be a bimonotone norm on X with an upper `2 estimate with constant
1. Then X∗ satisfies a lower `2 estimate with constant 1 on successive blocks.
Proof. Let f1 < . . . < fn be a sequence of successive functionals on X, and write f =∑n
i=1 fi. Since the norm on X is bimonotone we can find vectors xi ∈ SX such that suppxi ⊆
supp fi and fi(xi) = ‖fi‖. Then, for any constants αi ≥ 0, applying the upper `2 estimate in
X gives
‖f‖ ≥ f(
∑n
i=1 αixi)
‖∑ni=1 αixi‖ =
∑n
i=1 αi ‖fi‖
‖∑ni=1 αixi‖ ≥
∑n
i=1 αi ‖fi‖
(
∑n
i=1 α
2
i )
1/2
.
If we choose
αi =
‖fi‖
(
∑
j ‖fj‖2)
1
2
,
then this shows that
‖f‖ ≥
(
n∑
i=1
‖fi‖2
) 1
2
.
Remark 5.3.2 Suppose that E is an interval in N and that E1 < E2 < . . . < En are
successive intervals contained in E. It follows from Lemma 5.3.1 that if a space has an upper
`2 estimate then for any functional f ,
‖Ef‖2 ≥
n∑
i=1
‖Eif‖2 .
In particular, this means that
β(E)2 ≥
n∑
i=1
β(Ei)
2.
Lemma 5.3.3 Let ‖·‖ be a bimonotone norm on c00 which satisfies an upper `2 estimate
with constant 1. Define a new norm |||·||| on c00 by
|||x||| = max{‖x‖ , sup{|z∗(x)| : z∗ ∈ B∗k((c00, ‖·‖)), k ∈ K}}.
Then |||·||| defines a bimonotone norm on c00 which satisfies an upper `2 estimate with con-
stant 1.
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Proof. We show the bimonotone property to begin with. Since ‖·‖ is bimonotone it suffices
to check that |z∗(Fx)| ≤ |||x||| whenever F is an interval in N and z∗ is in some B∗k. But this
is immediate since by definition Fz∗ ∈ B∗k, and so z∗(Fx) = Fz∗(x) ≤ |||x|||.
Now we show that the new norm satisfies the upper `2 estimate. Suppose that x1 <
x2 < . . . < xn are successive vectors in c00, and write x =
∑n
i=1 xi. Since ‖·‖ satisfies an
upper `2 estimate, it suffices to prove that |z∗(x)| ≤
(∑n
i=1 |||xi|||2
) 1
2
for every z∗ ∈ B∗k.
Suppose that z∗ = f(k)−
1
4
(∑j(E)
j=i(E) βj(E)
2
)− 1
2 ∑j(E)
j=i(E) FEz
∗
j . For each i, let Ei be the
interval E ∩ Supp(xi). Then,
|z∗(x)| =
∣∣∣∣∣∣∣f(k)−
1
4
 j(E)∑
j=i(E)
βj(E)
2
− 12 n∑
i=1
j(E)∑
j=i(E)
FEz∗j (xi)
∣∣∣∣∣∣∣
≤ f(k)− 14
 j(E)∑
j=i(E)
βj(E)
2
− 12 n∑
i=1
∣∣∣∣∣∣
j(Ei)∑
j=i(Ei)
FEiz
∗
j (xi)
∣∣∣∣∣∣ .
By the definition of |||·||| and B∗k it follows that,
f(k)−
1
4
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
j(Ei)∑
j=i(Ei)
FEiz
∗
j
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∗
≤
 j(Ei)∑
j=i(Ei)
βj(Ei)
2
 12 .
Hence by Cauchy-Schwartz and Remark 5.3.2 we have,
|z∗(x)| ≤
 j(E)∑
j=i(E)
βj(E)
2
− 12 n∑
i=1
 j(Ei)∑
j=i(Ei)
βj(Ei)
2
 12 |||xi|||
≤
 j(E)∑
j=i(E)
βj(E)
2
− 12  n∑
i=1
j(Ei)∑
j=i(Ei)
βj(Ei)
2
 12 ( n∑
i=1
|||xi|||2
) 1
2
≤
(
n∑
i=1
|||xi|||2
) 1
2
.
5.4 Recursive definition of X
In this section we define two sequences (‖·‖n)∞n=1 and (‖·‖′n)∞n=0 of bimonotone norms on c00
which satisfy an upper `2 estimate with constant 1. We will denote by Xn and X
′
n the space
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c00 with the norms ‖·‖n and ‖·‖′n respectively. We will define these norms by applying Lemma
5.3.3 at each iteration. We begin by defining ‖x‖0 = ‖x‖∞. Trivially, ‖·‖0 is bimonotone and
satisfies an upper `2 estimate with constant 1. Given a bimonotone norm ‖·‖n which satisfies
an upper `2 estimate, we define
‖x‖′n = ‖x‖n ∨ sup
f(N)− 12
(
N∑
i=1
‖Eix‖2n
) 1
2
: E1 < . . . < EN
 .
It follows easily from the corresponding properties of ‖·‖n that ‖·‖′n is bimonotone and satisfies
an upper `2 estimate with constant 1. Hence by Lemma 5.3.3 we can define a new bimonotone
norm satisfying an upper `2 estimate with constant 1 by
‖x‖n+1 = max{‖x‖′n , sup{|z∗(x)| : z∗ ∈ B∗k(X ′n), k ∈ K}}.
Therefore the norms we have constructed satisfy
‖x‖n ≤ ‖x‖′n ≤ ‖x‖n+1 for all n ∈ N.
It also follows from the upper `2 estimate that each of these norms satisfy that ‖x‖n ≤ ‖x‖`2 .
Hence we can finally define a norm on c00 by ‖x‖ = limn→∞ ‖x‖n. It follows from the
properties of ‖·‖n that ‖·‖ is bimonotone and satisfies an upper `2 estimate with constant 1.
Also, from the definition of ‖·‖′n, it follows that ‖·‖ satisfies a lower (`2, f) estimate. We let
X be the space c00 equipped with the norm ‖·‖, which by the comments above is in X . It
also follows from the increasing property of these norms that B∗k(X
′
n) ⊆ B∗k(X ′n+1). (This is
where the scalar λ is important in the definition of B∗k(Z).)
We have an alternative implicit definition of the above norm in the usual way by
‖x‖ = ‖x‖∞ ∨ sup{f(n)−
1
2
(
n∑
i=1
‖Eix‖2
) 1
2
: n ≥ 2, E1 < . . . < En intervals}
∨ sup{|z∗(x)| : k ∈ K, z∗ ∈ B∗k(X)}.
5.5 Properties of rapidly increasing sequences in X
The next construction will be vital to our study of the properties of X. We will use exactly
the same notation as in [33]. Let K0 ⊆ K, and define a function φ : [1,∞)→ [1,∞) by
φ(x) =
{
f(x)1/2 if x ∈ K0,
f(x) otherwise.
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Let h be the submultiplicative hull of φ, and H(x) = x/h(x), and let G be the concave
envelope of H. Finally, let g(x) = x/G(x). It is shown in [33] that f 1/2 ≤ g ≤ φ ≤ f , and
that g ∈ F . The following lemma, again contained in [33], is vitally important.
Lemma 5.5.1 If N ∈ J \K0 then g(x) = f(x) for every x in the interval [logN, expN ].
Lemma 5.5.2 Let N ∈ L, n ∈ [logN, expN ], ε > 0, and x1, x2, . . . , xn be an RIS with
constant 1 + ε. Then ∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥ ≤ (1 + ε+ ε′)
(
n
f(n)
) 1
2
.
Proof. Clearly the norm of X satisfies a lower (`2, f) estimate. Let g be the function given
in the case when K0 = K. Then every vector in X either has the supremum norm or is
normed by an (M,g)-functional. Also, it is clear that a vector of the form Ex can not have
the supremum norm whenever λ(E) ≥ 1. Since g ≥ f 1/2, we may apply Lemma 5.1.10 to
give ∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥ ≤ (1 + ε+ ε′)
(
n
g(n)
) 1
2
.
Then Lemma 5.5.1 tells us that g(n) = f(n), so the result is proved.
Lemma 5.5.3 Let N ∈ L, 0 < ε < 14 , M = N ε, and x1, x2, . . . , xN be an RIS with constant
1 + ε. Then x =
∑N
i=1 xi is an `
M
2+-vector with constant 1 + 4ε.
Proof. Let m = N/M = N1−ε. For 1 ≤ j ≤ M , let yj =
∑jm
i=(j−1)m+1 xi. Then yj
is the sum of an RIS of length m with constant 1 + ε. By Lemma 5.5.2, we have that
‖yj‖ ≤ (1 + 2ε)
(
m
f(m)
)1/2
. But
∥∥∥∑Mj=1 yj∥∥∥ = ‖x‖ ≥ ( Nf(N))1/2. Then,
‖yj‖ ≤ (1 + 2ε)
(
mf(N)
Nf(m)
)1/2
‖x‖
= (1 + 2ε)
(
f(N)
f(m)
)1/2
M−1/2 ‖x‖
≤ (1 + 2ε)
(1− ε)1/2M
−1/2 ‖x‖
≤ (1 + 4ε)M−1/2 ‖x‖ .
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5.6 X is hereditarily indecomposable
We will now show thatX is hereditarily indecomposable. Let Y , Z be two infinite dimensional
subspaces with Y ∩ Z = {0}. Let δ > 0 and pick k ∈ K with δ ≥ 245 f(k)−1/4. Without loss
of generality we may suppose that Y , Z are block subspaces. By Lemma 5.1.4 every block
subspace of X contains, for every ε > 0 and N ∈ N an `N2+-average with constant 1 + ε. Also,
from the definition of the norm, each vector either has the supremum norm or satisfies
‖Ex‖ ≤ sup{|x∗(Ex)| : M ≥ 2, x∗ an (M,g)-functional}.
Let x1 ∈ Y be a normalized sum of an RIS of length M1 = j2k ∈ L and constant 1 + ε/4
where ε = 1/10 and M
ε/4
1 = N1 ≥ 4Mf (k/ε)/εf ′(1). Let the non-normalized RIS whose
sum is x1 be x11, . . . , x1M1. By Lemma 5.5.3, x1 is an `
N1
2+-average with constant 1 + ε. By
Lemma 5.1.10, 1 = ‖x1‖ ≤ (1 + ε)
(
M1
g(M1)
)1/2 ‖x11‖. For j between 1 and M1 let x∗1j be a
support functional for x1j. Let (x
∗
1)
′ be the (M1, g)-functional g(M1)−1/2M
−1/2
1
∑M1
j=1 x
∗
1j .
Then (x∗1)′(x1) = (M1/g(M1))1/2 ‖x11‖ ≥ 1/(1 + ε). Thus we may find an (M1, g)-functional
x∗1 ∈ Q such that |x∗1(x1)− 1/2| ≤ k−1 and supp(x1) = supp(x∗1).
Now let M2 = σ(x
∗
1), and pick a normalized RIS vector x2 ∈ Z of length M2 with
constant 1 + ε/4 such that x1 < x2. Then x2 is an `
N2
2+-average with constant 1 + ε, where
N2 = M
ε/4
2 . As above, we can find an (M2, g)-functional x
∗
2 such that |x∗2(x2)− 1/2| ≤ k−1
and supp(x∗2) = supp(x2).
Continuing in this way, we obtain a pair of sequences x1, . . . , xk and x
∗
1, . . . , x
∗
k with the
following properties. xi ∈ Y for odd i, and xi ∈ Z for even i. ‖xi‖ = 1 for each i, and
‖x∗i ‖ ≤ 1 for each i. Also |x∗i (xi) − 1/2| ≤ 1/k for every i. The choice of σ and our lower
bound for N1 ensures that x1, . . . , xk form an RIS of length k. Also, x
∗
1, . . . , x
∗
k, form a special
sequence of length k. Thus, from the implicit definition of the norm, we get∥∥∥∥∥
k∑
i=1
xi
∥∥∥∥∥ ≥ f(k)−1/4
 k∑
j=1
βj(N)2
− 12 k∑
i=1
x∗i (xi).
Since βj(N) ≤ 1, this give us∥∥∥∥∥
k∑
i=1
xi
∥∥∥∥∥ ≥ f(k)−1/4k−1/2
k∑
i=1
x∗i (xi) ≥ f(k)−1/4k−1/2(k/2− 1) ≥
1
4
k1/2
f(k)1/4
.
We will be done provided we can find a suitable upper bound for∥∥∥∥∥
k∑
i=1
(−1)i−1xi
∥∥∥∥∥ .
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We will do this in Lemma 5.6.2. First we need another result which says that if x is a sum
of an RIS then ‖Fx‖ can not be too small provided F is large enough.
Lemma 5.6.1 Let x1, . . . , xk be an RIS where each xi is an `
ni
2+ average with constant 1 + ε
(ε = 110), and let x =
∑k
i=1 xi. Let F be an interval in N such that λ(F ) ≥ 1. Then
‖Fx‖ > 15 .
Proof. Since λ(F ) ≥ 1, the interval F must cover at least one half of some xi. Write this
xi as
∑ni
j=1 xi,j where ‖xi,j‖ ≤ (1 + ε)n
− 1
2
i . Let r and s be respectively the minimal and
maximal j such that F covers xi,j . Then by bimonotonicity and the upper `2 estimate,
‖Fx‖ ≥
∥∥∥∥∥∥
s∑
j=r
xi,j
∥∥∥∥∥∥
≥ ‖xi‖ −
∥∥∥∥∥∥
∑
j<r, j>s
xi,j
∥∥∥∥∥∥
≥ 1−
 ∑
j<r, j>s
‖xi,j‖2
 12
≥ 1− (1 + ε)
 ∑
j<r, j>s
n−1i
 12
≥ 1− (1 + ε)
(ni
2
n−1i
) 1
2
= 1− 1 + ε√
2
.
Remembering that ε = 110 , this shows that ‖Fx‖ > 15 .
Lemma 5.6.2 Let ε = 110 . Then∥∥∥∥∥
k∑
i=1
(−1)ixi
∥∥∥∥∥ ≤ (1 + 2ε)
(
k
f(k)
) 1
2
.
Proof. By Lemma 5.5.3, each xi is an `
Ni
2+-average with constant 1+ε, where Ni = M
ε/4
i . By
the choice of σ, and the lower bound for N1, x1, x2, . . . , xk is an RIS of length k with constant
1+ε. Note that the same is also true for the alternating sequence x1,−x2, x3, . . . , (−1)k−1xk.
We will prove that
∥∥∥∑ki=1(−1)ixi∥∥∥ is not normed by any special functional arising from
a special sequence of length k. Let z∗1, z∗2 , . . . , z∗k be any special sequence of length k, and E,
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F be any intervals contained in N. We will show that |z∗(x)| ≤ 15 where,
z∗ = f(k)−1/4
 j(E)∑
j=i(E)
βj(E)
2
− 12 j(E)∑
i=i(E)
FEz∗i
is a (k, f1/2)-functional and x =
∑k
i=1(−1)ixi.
Let t ≤ s be maximal such that z∗t = x∗t or zero if no such t exists. If i 6= j or one of i, j
is greater than t+ 1, then since σ is injective, there exist L1, L2 ∈ L with L1 6= L2 such that
z∗i is an (L1, f)-functional and xj is the normalized sum of an RIS of length L2 and also is
an `
L′2
2+-average with constant 1 + ε, where L
′
2 = L
ε/4
2 . Since z
∗
i is an (L1, f)-functional, we
know that Ez∗i /βi(E) is also an (L1, f)-functional.
If L1 < L2, then the definition of L gives L1 < L
′
2. Also, L1 ≥ j2k as L1 appears in
a special sequence of length k. Write Ez∗i /βi(E) = f(L1)
−1/2∑L1
r=1 γrfr. Then by Lemma
5.1.5, writing Fr = F ∩ supp fr we have∣∣∣∣ Ez∗iβi(E)(Fxj)
∣∣∣∣ = 1
f(L1)
1
2
L1∑
r=1
γrfr(Fxj)
≤ 1
f(L1)
1
2
(
L1∑
r=1
‖Frxj‖2
) 1
2
≤ 1
f(L1)
1
2
(1 + ε)
(
1 + 2
L1
L′2
) 1
2
≤
√
3(1 + ε)
f(L1)
1
2
.
From the definition of L, f(l) ≥ 4k4 whenever l ≥ j2k, so |Ez∗i (Fxj)| < 1/k2βi(E).
Suppose now that L1 > L2. By Lemma 5.1.8 (with ε = 1) applied to the non-normalized
sum x′j of the RIS we get |((Ez∗i )/βi(E))(Fx′j)| ≤ 3 (Note that the definition of L gives
Mf (L2) < L1). Hence
|((Ez∗i )/βi(E))(Fxj)| ≤
3
‖x′i‖
≤ 3
(
f(L2)
L2
) 1
2
≤ 1
k2
by the choice of L. So again, we have |Ez∗i (Fxj)| < 1/k2βi(E).
We now estimate |z∗(Fx)|.
|z∗(Fx)| =
∣∣∣∣∣∣∣f(k)−1/4
 j(E)∑
j=i(E)
βj(E)
2
− 12 j(E)∑
i=i(E)
k∑
j=1
Ez∗i (F (−1)jxj)
∣∣∣∣∣∣∣ .
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We split this double sum into three separate parts. The first part is
j(E)∑
i=t+2
k∑
j=1
Ez∗i (F (−1)jxj).
By applying the above estimates this is at most
j(E)∑
i=t+2
1
k
βi(E).
The second term corresponds to those given by the functional z∗t+1. This is
k∑
j=1
Ez∗t+1(F (−1)jxj),
and its modulus is bounded above by
1
k
βt+1(E) +
∥∥Ez∗t+1∥∥ ≤ 2βt+1(E).
The final term consists of the remaining terms,
t∑
i=i(E)
k∑
j=1
Ez∗i (F (−1)jxj).
For i in this range, z∗i = x
∗
i and recall also that for each i, suppxi = suppx
∗
i . Choose
r, s to be respectively the first and last x∗i such that E ∩ F meets suppxi = suppx∗i and
i(E) ≤ r ≤ s ≤ t. Since x∗i (xi) is within 1k of 12 we have the following estimate.∣∣∣∣∣∣
t∑
i=i(E)
k∑
j=1
Ez∗i (F (−1)jxj)
∣∣∣∣∣∣ =
∣∣∣∣∣
s∑
i=r
(−1)iEx∗i (Fxi)
∣∣∣∣∣
≤ ‖Ex∗r‖+
∣∣∣∣∣
s−1∑
i=r+1
(−1)ix∗i (xi)
∣∣∣∣∣+ ‖Ex∗s‖
≤ βr(E) + 2 + βs(E).
Observe that if r + 1 ≤ i ≤ s− 1 then E covers all of the functional z∗i = x∗i . Hence
βi(E) ≥ ‖Ex∗i ‖ = ‖x∗i ‖ ≥
1
2
− 1
k
≥ 1
4
.
Hence,
2 ≤ 8
s−1∑
i=r+1
βi(E)
s− r − 1 .
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Applying Cauchy-Schwartz to the whole sum tells us that
|z∗(Fx)| ≤ 9f(k)− 14 < 1
5
by the choice of K.
Let φ′ be the function
φ′(x) =
{
(log2(x+ 1))
1/2 if x ∈ K, x 6= k,
log2(x+ 1) otherwise.
Let g′ be the function obtained from φ′ by the construction before Lemma 5.5.1, in the case
where K0 = K \ {k}. Then Lemma 5.5.1 tells us that g′(l) = f(l) for every l ∈ L ∪ {k}.
By Lemma 5.6.1, for every interval F such that λ(F ) ≥ 1, we have ‖Fx‖ > 1/5. Hence
we know that Fx can not be normed by a special functional arising from a special sequence
of length k. Thus
1
5
< ‖Fx‖ ≤ sup{|x∗(Fx)| : M ≥ 2, x∗ an (M,g′)-functional}
for any interval F such that λ(F ) ≥ 1. Thus by Lemma 5.1.10 we have that
‖x‖ ≤ (1 + 2ε)(k/g′(k))1/2 = (1 + 2ε)(k/f(k))1/2.
We can now complete our proof that X is hereditarily indecomposable. Let y ∈ Y be the
sum of the odd xis and z ∈ Z be the sum of the even xis. Then
‖y + z‖ =
∥∥∥∥∥
k∑
i=1
xi
∥∥∥∥∥ ≥ 14 k1/2f(k)1/4 ,
and by Lemma 5.6.2,
‖y − z‖ =
∥∥∥∥∥
k∑
i=1
(−1)i−1xi
∥∥∥∥∥ ≤ (1 + 2ε)(k/f(k))1/2.
Therefore,
‖y + z‖ ≥ 1
4
k1/2
f(k)1/4
≥ 1
4(1 + 2ε)
f(k)1/4 ‖y − z‖
=
5
24
f(k)1/4 ‖y − z‖
≥ δ−1 ‖y − z‖ .
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But as δ is arbitrary, this implies that the projection y + z 7→ y is not continuous. Indeed,
suppose that the map y˜ + z˜ 7→ y˜ were continuous from Y + Z to Y . Then there exists a
constant K > 0 such that ‖y˜‖ ≤ K ‖y˜ + z˜‖ for all y˜ ∈ Y , z˜ ∈ Z. This implies also that
‖z˜‖ ≤ (K + 1) ‖y˜ + z˜‖ for all y˜ ∈ Y , z˜ ∈ Z. Suppose first that the vectors y and z that we
have constructed satisfy ‖z‖ ≤ ‖y‖. Then,
1
K
‖y‖ ≤ ‖y − z‖ ≤ δ ‖y + z‖ ≤ 2δ ‖y‖ .
Otherwise, if ‖y‖ ≤ ‖z‖, then,
1
K + 1
‖z‖ ≤ ‖y − z‖ ≤ δ ‖y + z‖ ≤ 2δ ‖z‖ .
Hence, in either case δ ≥ 12(K+1) , which gives us the required contradiction for sufficiently
small δ. Therefore we have shown that X is hereditarily indecomposable.
Finally, it is easy to show that X is reflexive.
Proposition 5.6.3 X is reflexive.
Proof. We show that the basis of X is shrinking and boundedly complete. Suppose that
the basis is not shrinking. Then there is a norm one functional x∗ and successive normalized
block vectors x1 < x2 < . . . such that x
∗(xn) ≥ ε for all n ∈ N. But then for any N ∈ N,
Nε ≤ x∗
(
N∑
i=1
xi
)
≤
∥∥∥∥∥
N∑
i=1
xi
∥∥∥∥∥ ≤
(
N∑
i=1
‖xi‖2
) 1
2
= N
1
2 ,
which gives us a contradiction for sufficiently large N .
Now suppose that the basis is not boundedly complete. Then there is a sequence of
scalars (ai) such that supn ‖
∑n
i=1 aiei‖ = M < ∞ but
∑∞
i=1 aiei does not converge. Thus
there exist an ε > 0 and a sequence of block vectors y1 < y2 < . . . where each yi has the form
yi =
∑qi
j=pi
ajej such that ‖yi‖ ≥ ε. Then
M ≥
∥∥∥∥∥
qN∑
i=1
aiei
∥∥∥∥∥ ≥ 1f(N) 12
 N∑
j=1
‖yj‖2
 12 ≥ ε( N
f(N)
) 1
2
,
which gives us the required contradiction for large N .
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In this chapter we will consider the consequences of strong compactness of certain subsets
of T(X), the set of types on X. We will show that in certain circumstances, we can deduce
the existence of spreading models that are `p over X for some p (or c0 over X) i.e. for any
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x ∈ X and any scalars (ai)ni=1,∥∥∥∥∥x+
n∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥∥x+
(
n∑
i=1
api
) 1
p
e1
∥∥∥∥∥∥ .
We will also show that, under the same conditions, X will then contain (1 + ε)-isomorphic
copies of `p or c0. We then give some examples of spaces for which this compactness condition
is true.
6.1 Existence of symmetric strong types
Definition 6.1.1 A strong type τ is said to be symmetric if τ = (−1) · τ .
Our proof that symmetric strong types exist uses the Borsuk-Ulam Theorem, which can
be found in any introductory book on algebraic topology (see e.g. [34, 26.15]).
Theorem 6.1.2 (Borsuk-Ulam Theorem) If n > m, and f : Sn → Rm is a map such
that f(−x) = −f(x) for all x ∈ Sn, then there exists x0 ∈ Sn such that f(x0) = 0.
We are now able to prove our existence result.
Lemma 6.1.3 If X is an infinite dimensional Banach space, then S(X) contains a non-
degenerate symmetric strong type.
Proof. Notice first that the only degenerate symmetric strong type is τ0. For if τy is
symmetric, then in particular for any x ∈ X,
‖x+ y‖ = τy(θx) = τy(−1 · θx) = τy(θ−x) = ‖x− y‖ .
Taking x = y tells us that y = 0.
Suppose that F = {θ1, . . . , θn} is a finite subset of T(X), and consider the mapping
x 7→ (θj(x)− θj(−x))nj=1 from X to Rn. By the Borsuk-Ulam Theorem, there exists xF ∈ SX
such that θj(xF ) = θj(−xF ) for j = 1, . . . , n. Then for every such F , τxF ∈ S1(X) = {σ ∈
S(X) : ‖σ‖ ≤ 1}, which is a compact subset of S(X). We define a filter F on S1(X) by
F = {A ⊆ S1(X) : ∃F ⊆ T(X) finite s.t. τxG ∈ A when G ⊇ F}.
By the compactness of S1(X), F has an accumulation point τ in S1(X). We will show that
τ is a symmetric strong type.
81
Chapter 6. Consequences of strong compactness in T(X)
Suppose that θ ∈ T(X) and ε > 0. Define a neighbourhood U of τ in S(X) by
U = {σ ∈ S(X) : |σ(θ)− τ(θ)| < ε, |σ(−θ)− τ(−θ)| < ε},
and a member A of F by
A = {τxG : G ⊇ {θ}}.
Since τ is an accumulation point of F , U ∩ A 6= ∅. Thus, there exists a finite subset G
containing θ, such that |τxG(θ) − τ(θ)| < ε and |τxG(−θ) − τ(−θ)| < ε. Notice that since
θ ∈ G, τxG(−θ) = θ(−xG) = θ(xG) = τxG(θ). Hence
|τ(θ)− (−τ)(θ)| = |τ(θ)− τ(−θ)|
≤ |τ(θ)− τxG(θ)|+ |τxG(−θ)− τ(−θ)|
≤ 2ε.
Since ε is arbitrary, this shows that τ = −1 · τ . Also, since for every F ⊆ T(X), ‖τxG‖ =
‖xG‖ = 1, an argument similar to the above one shows that ‖τ‖ = 1. Thus, τ 6= τ0, and so
τ is non-degenerate.
6.2 Spreading models induced by strong types
Let τ be a non-degenerate strong type given by τ(θ) = limx→U θ(x) for every θ ∈ T(X).
Using τ , we can obtain a spreading model of X, by defining∥∥∥∥∥x+
k∑
i=1
ciei
∥∥∥∥∥ = (p(c1τ ∗ . . . ∗ ckτ)(x)).
Observe that,
(p(c1τ ∗ . . . ∗ ckτ))(x) = (c1τ ∗ . . . ∗ ckτ)(θx)
= (c1τ)((c2τ ∗ . . . ∗ ckτ) ∗ θx)
= lim
x1→U
((c2τ ∗ . . . ∗ ckτ) ∗ θx)(c1x1)
= lim
x1→U
(c2τ ∗ . . . ∗ ckτ)(θx+c1x1)
= lim
x1→U
(p(c2τ ∗ . . . ∗ ckτ))(x+ c1x1).
Iterating this, gives
(p(c1τ ∗ . . . ∗ ckτ))(x) = lim
x1→U
. . . lim
xk−1→U
(p(ckτ))
(
x+
k−1∑
i=1
cixi
)
= lim
x1→U
. . . lim
xk→U
∥∥∥∥∥x+
k∑
i=1
cixi
∥∥∥∥∥ .
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We know that the above defines a spreading model provided the ultrafilter U does not con-
verge. This follows from the fact that τ is non-degenerate, for if U → x, then it is clear that
τ = τx.
Now suppose that in addition τ is symmetric. Then clearly for any scalars c1, . . . , ck,
(±c1τ) ∗ . . . ∗ (±ckτ) = c1τ ∗ . . . ∗ ckτ.
In other words, the spreading model generated by τ is 1-unconditional over X i.e.∥∥∥∥∥x+
k∑
i=1
±ciei
∥∥∥∥∥ =
∥∥∥∥∥x+
k∑
i=1
ciei
∥∥∥∥∥ .
Hence Lemma 6.1.3 guarantees the existence of spreading models that are 1-unconditional
over X.
6.3 Sufficient conditions allowing us to pull the spreading
model back into X
Definition 6.3.1 Given τ ∈ S(X), we define K(τ) to be the closure in S(X) of
{c1τ ∗ . . . ∗ ckτ : k ∈ N and c1, . . . , ck ∈ R}.
We then define, for any M > 0,
KM (τ) = {σ ∈ K(τ) : ‖σ‖ ≤M}.
Remark 6.3.2 K1(τ) is a closed subset of the compact set {σ ∈ S(X) : ‖σ‖ ≤ 1}, and
hence is itself compact. Since p : S(X) → T(X) is continuous, it follows that p(K1(τ)) is
compact in the weak topology of T(X). In particular, p(K1(τ)) is closed in the weak topology,
and therefore closed in the strong topology. In what follows therefore we shall consider the
consequences if we have the stronger property that p(K1(τ)) is strongly compact.
Our first lemma shows that strong compactness of p(K1(τ)) implies strong compactness
of p(KM (τ)) for any M > 0.
Lemma 6.3.3 If τ ∈ S(X) is such that p(K1(τ)) is strongly compact, then p(KM (τ)) is
strongly compact for all M > 0.
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Proof. Let qM : S(X) → S(X) denote the map σ 7→ M · σ, and rM : T(X) → T(X)
denote the map θ 7→ M · θ. Observe that ‖p(σ)‖ = (p(σ))(0) = σ(θ0) = ‖σ‖ and that
‖α · σ‖ = |α| ‖σ‖. Thus it is clear that KM (τ) = qM (K1(τ)), since qM maps K(τ) into K(τ)
and qM is invertible. It is immediate from the definitions that p(qM (σ)) = rM (p(σ)). Hence
p(KM (τ)) = rM (p(K
1(τ))). To complete the proof it suffices to show that rM is continuous
from T(X) to itself when T(X) is equipped with the strong topology. Let U ⊆ T(X) be open
in the strong topology, and let θ ∈ r−1M (U). Hence M ·θ ∈ U , and so there exists N and ε > 0
such that
dN (M · θ, φ) < ε⇒ φ ∈ U.
Since dN (M · θ,M · ψ) = MdN/M (θ, ψ), it is immediate that
dN/M (θ, ψ) <
ε
M
⇒M · ψ ∈ U ⇒ ψ ∈ r−1M (U).
Therefore r−1M (U) is open in the strong topology, and we are done.
Lemma 6.3.4 For any x, y ∈ X, x ∗ τy is a continuous function from T(X), equipped with
its strong topology, to R. Further, if p(K1(τ)) is strongly compact, then for any M1,M2 > 0,
the set {
(x ∗ τy)p(KM (τ)): ‖x‖ ≤M1 and ‖y‖ ≤M2
}
,
is a relatively compact subset of C(p(KM (τ)), where we again have the strong topology on
p(KM (τ)).
Proof. Let (θi)i∈I be a net contained in T(X) which converges to θ in the strong topology.
Then in particular, (θi) converges to θ weakly. Hence
(x ∗ τy)(θi) = τy(x ∗ θi) = (x ∗ θi)(y) = θi(x+ y)→ θ(x+ y) = (x ∗ τy)(θ).
Thus, x ∗ τy is a continuous function on T(X) equipped with the strong topology.
If p(K1(τ)) is strongly compact then by Lemma 6.3.3, p(KM (τ)) is strongly compact
and the strong topology is metrizable. Therefore, to prove relative compactness of a sub-
set of C(p(KM (τ)) it suffices, by the Arzela-Ascoli Theorem, to show that the family is
equicontinuous and uniformly bounded.
We start by showing equicontinuity. Recall that the strong topology has the metric
d(θ, φ) =
∑∞
m=1 2
−mdm(θ, φ). Therefore whenever ‖x‖ ≤M1 and ‖y‖ ≤M2, letting N be an
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integer bigger than M1 +M2, we have
|(x ∗ τy)(θ)− (x ∗ τy)(φ)| = |θ(x+ y)− φ(x+ y)|
≤ dN (θ, φ)
≤ 2Nd(θ, φ).
This completes the proof of the equicontinuity.
If θ ∈ p(KM (τ)), then ‖θ‖ ≤M . Hence,
|(x ∗ τy)(θ)| = |θ(x+ y)| ≤ ‖x+ y‖+ ‖θ‖ ≤M1 +M2 +M.
Hence
{
(x ∗ τy)p(KM (τ)): ‖x‖ ≤M1 and ‖y‖ ≤M2
}
is a uniformly bounded family of func-
tions as well as being equicontinuous. It follows by the Arzela-Ascoli theorem that this set
is relatively compact in C(p(KM (τ))).
We will also need the following lemma due to Haydon and Maurey. We use the notation
λ
1+ε∼ µ to mean (1 + ε)−1λ ≤ µ ≤ (1 + ε)λ.
Lemma 6.3.5 ([42, Lemma 1.1]) Let U be a normed space, V a normed space containing
U as a closed subspace, and v an element of V \ U . Given ε > 0, there exists M and η > 0
such that, if W is a normed space containing U , and w ∈W satisfies
| ‖w + z‖ − ‖v + z‖ | ≤ η for all z ∈ U with ‖z‖ ≤M,
then
‖w + z‖ 1+ε∼ ‖v + z‖
for all z ∈ U .
Lemma 6.3.6 Suppose τ is a symmetric non-degenerate strong type such that p(K1(τ))
is strongly compact, and consider the spreading model given by τ . Then for every finite
dimensional subspace F of X, and every ε > 0 there exists x1 ∈ X such that for all x ∈ F
and every k and every sequence of scalars c1, . . . , ck,∥∥∥∥∥x+
k∑
i=1
ciei
∥∥∥∥∥ 1+ε∼
∥∥∥∥∥x+ c1x1 +
k∑
i=2
ciei
∥∥∥∥∥ .
Proof. We will apply Lemma 6.3.5 with
U = F ⊕ span({en : n ≥ 2}),
V = X ⊕ span({en : n ≥ 1}),
W = X ⊕ span({en : n ≥ 1}).
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We take the vector e1 ∈ V \ U . Thus we have M and η > 0 such that if y ∈ W satisfies
| ‖y + z‖−‖e1 + z‖ | < η for all z ∈ U with ‖z‖ ≤M , then ‖y + z‖ 1+ε∼ ‖e1 + z‖ for all z ∈ U .
Suppose that (yi)i∈I is a net such that τ(θ) = limi→∞ θ(yi) for all θ ∈ T(X). We may
assume that the net (yi) is bounded, with say ‖yi‖ ≤ K for all i ∈ I. By Lemma 6.3.4,{
(x ∗ τy)p(K2M (τ)): ‖x‖ ≤M and ‖y‖ ≤ K
}
is a relatively compact subset of C(p(K2M (τ)). For all θ ∈ T(X), (x ∗ τyi)(θ) → (x ∗ τ)(θ)
as i→∞. Choose a finite η3 -net, E , for MBF . By the compactness in C(p(K2M (τ)), we can
find x1 ∈ X (which will be one of the yi) such that
|(x ∗ τx1)(θ)− (x ∗ τ)(θ)| <
η
3
for all x ∈ E and all θ ∈ p(K2M (τ)). It follows from this that
|(x ∗ τx1)(θ)− (x ∗ τ)(θ)| < η. (6.1)
for all x ∈MBF and all θ ∈ p(K2M (τ)).
Suppose that z ∈ U with ‖z‖ ≤ M . We write z = x + ∑ki=2 ciei with x ∈ F . Since
τ is symmetric, the spreading model is 1-unconditional over X. Hence ‖x‖ ≤ M and∥∥∥∑ki=2 ciei∥∥∥ ≤ 2M . Now,
‖x1 + z‖ =
∥∥∥∥∥x+ x1 +
k∑
i=2
ciei
∥∥∥∥∥
= (p(
k∗
2
ciτ))(x+ x1)
= τx+x1(p(
k∗
2
ciτ))
= (x ∗ τx1)(p(
k∗
2
ciτ)),
and similarly,
‖e1 + z‖ =
∥∥∥∥∥x+ e1 +
k∑
i=2
ciei
∥∥∥∥∥
= τ((
k∗
2
ciτ) ∗ θx)
= τ(x ∗ p(k∗
2
ciτ))
= (x ∗ τ)(p(k∗
2
ciτ)).
86
Chapter 6. Consequences of strong compactness in T(X)
Now x1 ∈ X ⊆W , x ∈MBF and p(k∗
2
ciτ)) ∈ p(K2M (τ)), and hence by (6.1) we have
| ‖x1 + z‖ − ‖e1 + z‖ | =
∣∣∣∣(x ∗ τx1)(p(k∗2ciτ))− (x ∗ τ)(p(k∗2ciτ))
∣∣∣∣ < η.
Thus by the result of Lemma 6.3.5,
‖x1 + z‖ 1+ε∼ ‖e1 + z‖ for all z ∈ U.
In other words for all x ∈ F , all k and scalars c2, . . . , ck,∥∥∥∥∥x+ x1 +
k∑
i=2
ciei
∥∥∥∥∥ 1+ε∼
∥∥∥∥∥x+ e1 +
k∑
i=2
ciei
∥∥∥∥∥ .
Hence, for all c1, . . . , ck, ∥∥∥∥∥x+ c1x1 +
k∑
i=2
ciei
∥∥∥∥∥ 1+ε∼
∥∥∥∥∥x+
k∑
i=1
ciei
∥∥∥∥∥ .
This follows by homogeneity for c1 6= 0, and by continuity for c1 = 0. This completes the
proof of the lemma.
Theorem 6.3.7 Let τ be a symmetric non-degenerate strong type and suppose that p(K1(τ))
is strongly compact. Then for any ε > 0 there is a sequence (xn) in X which is (1 + ε)-
equivalent to the sequence (en) in the spreading model determined by τ . Moreover, in the
case where X is separable and (yn) is a Brunel-Sucheston sequence for this spreading model,
then (xn) may be taken to be a subsequence of (ym).
Proof. This follows easily from Lemma 6.3.6. Choose a sequence (εi) of positive numbers
such that
∏∞
i=1(1 + εi) ≤ (1 + ε). We define our sequence (xn) in X recursively. We begin
by choosing x1 to be the vector given by Lemma 6.3.6 with F = {0} and ε = ε1. Then given
x1, . . . , xn−1, we take xn to be the vector given by Lemma 6.3.6 with F = span(x1, . . . , xn−1)
and ε = εn. Then for any k and any constants c1, . . . , ck we have,∥∥∥∥∥
k∑
i=1
ciei
∥∥∥∥∥ 1+ε1∼
∥∥∥∥∥c1x1 +
n∑
i=2
ciei
∥∥∥∥∥
(1+ε1)(1+ε2)∼
∥∥∥∥∥c1x1 + c2x2 +
n∑
i=3
ciei
∥∥∥∥∥
. . .Qk
i=1(1+εi)∼
∥∥∥∥∥∥
k∑
j=1
cjxj
∥∥∥∥∥∥
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Thus, ∥∥∥∥∥
k∑
i=1
ciei
∥∥∥∥∥ 1+ε∼
∥∥∥∥∥
k∑
i=1
cixi
∥∥∥∥∥ ,
which completes our proof. If our spreading model is given by a Brunel-Sucheston sequence,
then notice that in the proof of Lemma 6.3.6 we can choose the vectors xi to be elements of
the Brunel-Sucheston sequence.
6.4 Sufficient conditions for existence of spreading models
that are `p over X
Lemma 6.4.1 Let τ be a non-degenerate strong type on X. For every n ∈ N and ε > 0
there exists a strong type σ = (c1 · τ) ∗ . . . ∗ (cl · τ) and λ1, . . . , λn ∈ R with the property that
‖σ‖ = 1 and
sup
θ∈T(X)
|(σ ∗ . . . ∗ σ)︸ ︷︷ ︸
m terms
(θ)− (λm · σ)(θ)| ≤ ε for m = 1, 2, . . . , n.
Proof. Let Y = R(J) where J = Q ∩ (0, 1). We define a norm on Y by∥∥∥∥∥∥
m∑
j=1
cjeqj
∥∥∥∥∥∥ = (c1τ ∗ . . . ∗ cmτ)(θ0),
where q1 < q2 < . . . < qm. We define operators T1, . . . , Tn on Y by
Tkeq =
k−1∑
j=0
e( q+jk )
.
Tk is the operator on Y which takes the vector x ∈ Y to the vector which repeats x k-times
in the intervals (0, 1k ), . . . , (
k−1
k , 1). These operators commute, with TiTj = Tij = TjTi, and
they are each continuous, since if y =
∑n
j=1 cjeqj , then
‖Tky‖ =
∥∥∥∥∥∥
k−1∑
r=0
n∑
j=1
cje“ qj+r
k
”
∥∥∥∥∥∥
≤
k−1∑
r=0
∥∥∥∥∥∥
n∑
j=1
cje“ qj+r
k
”
∥∥∥∥∥∥
=
k−1∑
r=0
∥∥∥∥∥∥
n∑
j=1
cjeqj
∥∥∥∥∥∥
= k ‖y‖ .
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Hence we can find λ1, . . . , λn ≥ 0, and a sequence (ym)∞m=1 ⊆ Y such that ‖ym‖ = 1 and
‖Tkym − λkym‖ → 0 for 1 ≤ k ≤ n.
Given ε > 0, choose m sufficiently large that ‖Tkym − λkym‖ ≤ ε for 1 ≤ k ≤ n. Write
ym =
∑l
i=1 cieqi . If we transfer this into the language of spreading models, then this tells us
that in the spreading model generated by τ ,∥∥∥∥∥∥
k−1∑
j=0
l∑
i=1
ciejl+i − λk
l∑
i=1
cieki
∥∥∥∥∥∥ ≤ ε. (6.2)
Now if θ ∈ T(X), then notice that
(
k−1∗
j=0
l∗
i=1
ciτ
)
(θ) = lim
x1→U
. . . lim
xkl→U
θ
k−1∑
j=0
l∑
i=1
cixjl+i
 ,
and, (
l∗
i=1
ciτ
)
(θ) = lim
x1→U
. . . lim
xkl→U
θ
(
l∑
i=1
cixki
)
,
Also, by (6.2) we have
lim
x1→U
. . . lim
xkl→U
∥∥∥∥∥∥
k−1∑
j=0
l∑
i=1
cixjl+i − λk
l∑
i=1
cixki
∥∥∥∥∥∥ ≤ ε.
Hence, given η > 0 we can find x1, . . . , xkl ∈ X such that∣∣∣∣∣∣
(
k−1∗
j=0
l∗
i=1
ciτ
)
(θ)− θ
k−1∑
j=0
l∑
i=1
cixjl+i
∣∣∣∣∣∣ < η,∣∣∣∣∣
(
λk · l∗
i=1
ciτ
)
(θ)− θ
(
l∑
i=1
λkcixki
)∣∣∣∣∣ < η and,∥∥∥∥∥∥
k−1∑
j=0
l∑
i=1
cixjl+i − λk
l∑
i=1
cixki
∥∥∥∥∥∥ ≤ ε+ η.
Using these inequalities and the fact that θ is Lipschitz with Lipschitz constant 1, tells us
that ∣∣∣∣(k−1∗j=0 l∗i=1 ciτ
)
(θ)−
(
λk · l∗
i=1
ciτ
)
(θ)
∣∣∣∣ < ε+ 3η.
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We take σ =
l∗
i=1
ciτ , which then satisfies for any θ ∈ T(X)
|(σ ∗ . . . ∗ σ)︸ ︷︷ ︸
m terms
(θ)− (λm · σ)(θ)| ≤ ε for m = 1, 2, . . . , n.
The fact that ‖σ‖ = 1 follows from the condition that ‖ym‖ = 1.
Lemma 6.4.2 p(K(τ)) ⊆ T(X) is closed in the weak topology.
Proof. For any M , KM (τ) = {σ ∈ K(τ) : ‖σ‖ ≤M} is compact in S(X), as a closed subset
of the compact set {σ ∈ S(X) : ‖σ‖ ≤ M}. Also the map p : S(X) → T(X) is a continuous
surjection when T(X) is given the weak topology. Thus p(KM (τ)) is compact in the weak
topology of T(X), and so is closed in the weak topology.
Suppose that (θi)i∈I is a net in p(K(τ)) such that θi → θ weakly in T(X). Now we write
θi = p(τ i) where τ i ∈ K(τ) for each i ∈ I. Now,∥∥τ i∥∥ = τ i(θ0) = p(τ i)(0) = θi(0)→ θ(0).
Thus, we may assume that (
∥∥τ i∥∥)i∈I is bounded by M say. Then
θi = p(τ i) ∈ p(KM (τ)).
Since p(KM (τ)) is closed in the weak topology, it follows that θ ∈ p(KM (τ)) ⊆ p(K(τ)).
Thus p(K(τ)) is closed in the weak topology of T(X).
Lemma 6.4.3 Suppose that θ, θi ∈ T(X) and τ, τi ∈ S(X) are such that τi → τ in S(X),
‖τi‖ ≤M , and θi → θ strongly in T(X). Then τi ∗ θi → τ ∗ θ weakly in T(X).
Proof. Let x ∈ X, and ε > 0 then
|(τi ∗ θi)(x)− (τ ∗ θ)(x)| ≤ |(τi ∗ θi)(x)− (τi ∗ θ)(x)|+ |(τi ∗ θ)(x)− (τ ∗ θ)(x)|
= |τi(x ∗ θi)− τi(x ∗ θ)|+ |τi(x ∗ θ)− τ(x ∗ θ)|.
Since τi → τ in S(X), |τi(x ∗ θ)− τ(x ∗ θ)| < ε provided i is sufficiently large. Suppose that
Ui is an ultrafilter such that τi(φ) = limz→Ui φ(z) for all φ ∈ T(X). Since ‖τi‖ ≤ M , there
exists U ∈ Ui such that ‖z‖ ≤M +1 for all z ∈ U . Choose an N such that N ≥M +1+‖x‖.
Then
|τi(x ∗ θi)− τi(x ∗ θ)| = | lim
z→U1
(x ∗ θi)(z)− (x ∗ θ)(z)|
= | lim
z→U1
θi(x+ z)− θ(x+ z)|
≤ dN (θi, θ)
≤ ε for i sufficiently large.
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Thus, for large enough i,
|(τi ∗ θi)(x)− (τ ∗ θ)(x)| ≤ 2ε,
i.e. (τi ∗ θi) converges weakly to (τ ∗ θ) in T(X).
We will need to use the following simple lemma from topology.
Lemma 6.4.4 Suppose that A is a set, and S and T are topologies on A, such that S ⊆ T .
Suppose that (A,S) is Hausdorff and (A, T ) is compact. Then S = T .
Lemma 6.4.5 Let τ be a strong type on X and suppose that p(K1(τ)) is strongly compact.
Then
(σ1, . . . , σn) 7→ p(σ1 ∗ . . . ∗ σn)
is continuous from K(τ)n → p(K(τ)), where K(τ) is equipped with its weak topology.
Proof. We will do this by induction on n. Notice that we need to prove that the above map
is into p(K(τ)). If n = 1, then the map σ 7→ p(σ) is a map that takes K(τ) into p(K(τ)). It
is continuous, since, if (σi) is a net converging to σ in S(X) then for any x ∈ X,
p(σi)(x) = σi(θx)→ σ(θx) = p(σ)(x).
Now suppose that the map (σ1, . . . , σn−1) 7→ p(σ1 ∗ . . .∗σn−1) is continuous from K(τ)n−1 →
p(K(τ)). Let (σi1, . . . , σ
i
n)i∈I be a net in K(τ)n converging to (σ1, . . . , σn). Let x ∈ X, and
observe that
p(σi1 ∗ . . . ∗ σin)(x) = (σi1 ∗ . . . ∗ σin)(θx)
= σi1((σ
i
2 ∗ . . . ∗ σin) ∗ θx)
= σi1((σ
i
2 ∗ . . . ∗ σin) ∗ θx)
= (σi1 ∗ ((σi2 ∗ . . . ∗ σin) ∗ θx))(0).
For any y ∈ X,
((σi2 ∗ . . . ∗ σin) ∗ θx)(y) = (σi2 ∗ . . . ∗ σin)(θx+y) (6.3)
= p(σi2 ∗ . . . ∗ σin)(x+ y)
→ p(σ2 ∗ . . . ∗ σn)(x+ y) by inductive hypothesis
= ((σ2 ∗ . . . ∗ σn) ∗ θx)(y).
We may suppose that
∥∥σi1∥∥ ≤ M and ∥∥σi2∥∥ + . . . + ∥∥σin∥∥ ≤ M for every i ∈ I. By the
inductive hypothesis, p(σi2 ∗ . . . ∗ σin) ∈ p(KM (τ)) for every i ∈ I . Consider the weak and
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strong topologies on p(KM (τ)). The strong topology is finer than the weak topology, the weak
topology is Hausdorff and the strong topology on p(KM (τ)) is compact. By Lemma 6.4.4,
the weak and strong topologies on p(KM (τ)) coincide. Therefore p(σi2 ∗ . . .∗σin) converges to
p(σ2 ∗ . . . ∗σn) in the strong topology. Hence by (6.3), ((σi2 ∗ . . . ∗σin) ∗ θx) actually converges
to ((σ2 ∗ . . . ∗ σn) ∗ θx) in the strong topology of T(X). Thus, by Lemma 6.4.3, we have
(σi1 ∗ ((σi2 ∗ . . . ∗ σin) ∗ θx))(0)→ (σ1 ∗ ((σ2 ∗ . . . ∗ σn) ∗ θx))(0).
In other words,
p(σi1 ∗ . . . ∗ σin)(x)→ p(σ1 ∗ . . . ∗ σn)(x).
This shows that the map (σ1, . . . , σn) 7→ p(σ1 ∗ . . . ∗ σn) is continuous from K(τ)n to T(X).
It is clear that if each σj has the form c1τ ∗ . . . cnτ , then p(σ1 ∗ . . . ∗ σn) ∈ p(K(τ)). By the
continuity, for general σj ∈ K(τ), the image is in the weak closure of p(K(τ)). Hence by
Lemma 6.4.2, the map is into p(K(τ)). This completes our proof.
Proposition 6.4.6 Let τ be a non-degenerate strong type on X, and suppose that p(K1(τ))
is strongly compact. Then there exists a normalized strong type σ ∈ K(τ) with the property
that for all m ∈ N,
p((
k∗
j=1
cjσ) ∗ σ ∗ . . . σ︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσ)) = p((
k∗
j=1
cjσ) ∗ (λm · σ) ∗ ( n∗
j=1
ck+jσ)).
Proof. To begin with, consider a fixed n ∈ N. Then for each ε > 0, let σε be the strong
type given by Lemma 6.4.1. Then for any m ≤ n,
p((
k∗
j=1
cjσε) ∗ σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε))(x) = (
k∗
j=1
cjσε)(σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε) ∗ θx).
Using the notation that a
ε
= b if |a− b| ≤ ε, it follows from the conclusion of Lemma 6.4.1
that for any y ∈ X,
(σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε) ∗ θx)(y) = (σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε))(θx+y)
= (σε ∗ . . . σε︸ ︷︷ ︸
m terms
)((
n∗
j=1
ck+jσε) ∗ θx+y)
ε
= (λm · σε)(( n∗
j=1
ck+jσε) ∗ θx+y)
= ((λm · σε) ∗ ( n∗
j=1
ck+jσε))(θx+y)
= ((λm · σε) ∗ ( n∗
j=1
ck+jσε) ∗ θx)(y).
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It is straightforward to show that if ρ ∈ S(X), and θ1, θ2 ∈ T(X) are such that θ1(y) ε= θ2(y)
for all y ∈ X, then ρ(θ1) ε= ρ(θ2). It follows that
(
k∗
j=1
cjσε)((σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε)) ∗ θx) ε= ( k∗
j=1
cjσε)((λm · σε) ∗ ( n∗
j=1
ck+jσε) ∗ θx). (6.4)
Notice also that,
p((
k∗
j=1
cjσε) ∗ (λm · σε) ∗ ( n∗
j=1
ck+jσε))(x) = (
k∗
j=1
cjσε)((λm · σε) ∗ ( n∗
j=1
ck+jσε) ∗ θx).
Hence, (6.4) shows that
p((
k∗
j=1
cjσε) ∗ σε ∗ . . . σε︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσε))(x)
ε
= p((
k∗
j=1
cjσε) ∗ (λm · σε) ∗ ( n∗
j=1
ck+jσε))(x). (6.5)
Now consider {σ1/r : r ∈ N}. This set is contained in the compact set S1(X) = {ρ ∈
S(X) : ‖ρ‖ ≤ 1}. Let σ be any limit point of {σ1/r : r ∈ N}. Since
∥∥σ1/r∥∥ = 1 for every
r ∈ N, ‖σ‖ = 1, and also as each σ1/r ∈ K(τ), we also have σ ∈ K(τ). Using the continuity
result from Lemma 6.4.5, it follows from (6.5) that for every x ∈ X and every m ≤ n,
p((
k∗
j=1
cjσ) ∗ σ ∗ . . . σ︸ ︷︷ ︸
m terms
∗ ( n∗
j=1
ck+jσ))(x) = p((
k∗
j=1
cjσ) ∗ (λm · σ) ∗ ( n∗
j=1
ck+jσ))(x).
Now to complete the proof we do this for every n to obtain a normalized strong type σn
satisfying the above equation for every m ≤ n. We then take an accumulation point σ of
{σn : n ≥ 1}, and this is the required strong type.
The result of Proposition 6.4.6, tells us that in the spreading model generated by σ, we
have for every x ∈ X and every k,∥∥∥∥∥x+
k∑
i=1
ciei +
m∑
i=1
ek+i +
n∑
i=1
ck+iek+m+i
∥∥∥∥∥ =
∥∥∥∥∥x+
k∑
i=1
ciei + λmek+1 +
n∑
i=1
ck+iek+m+i
∥∥∥∥∥ .
If we also suppose that σ is symmetric, then we can apply an argument due to Lemberg (see
[51]), which actually only requires the above result for m = 2, 3, to prove that the spreading
model is isometric to `p over X for some p, or isometric to c0 over X.
Suppose that u, v are vectors in the spreading model with suppu < j < j+3k−1 < supp v.
93
Chapter 6. Consequences of strong compactness in T(X)
Then, ∥∥∥∥∥∥x+ u+
2k∑
i=1
ej+i + v
∥∥∥∥∥∥ =
∥∥∥∥∥∥x+ u+ λ2
2k−1∑
i=1
ej+i + v
∥∥∥∥∥∥
=
∥∥∥∥∥∥x+ u+ λ22
2k−2∑
i=1
ej+i + v
∥∥∥∥∥∥
= . . .
=
∥∥∥x+ u+ λk2ej + v∥∥∥ .
In particular,
∥∥∥∑2ki=1 ei∥∥∥ = λk2 ‖e1‖. Similarly, ∥∥∥∑3ki=1 ei∥∥∥ = λk3 ‖e1‖.
Since we are supposing that σ is a symmetric type, the spreading model generated by σ
is 1-unconditional over X. Hence,
2k ≥ 3m ⇒ λk2 ≥ λm3 ,
2k ≤ 3m ⇒ λk2 ≤ λm3 .
(6.6)
We now consider two cases. Firstly, suppose that λ2 = 1. Notice that this holds if
and only if λ3 = 1 too. Let (ai)
k
i=1 be scalars, with a = max |ai| = |aI |. Then by the
1-unconditionality and the fact that λ2 = 1, it follows that∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ ≤
∥∥∥∥∥x+ a
k∑
i=1
ei
∥∥∥∥∥
= ‖x+ ae1‖ .
But on the other hand, ∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ ≥ ‖x+ aeI‖
= ‖x+ ae1‖ .
Thus, ∥∥∥∥∥x+
k∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥x+ maxi |ai|e1
∥∥∥∥ ,
which means that the spreading model is isometric to c0 over X.
The second case is when λ2 > 1, which will hold if and only if λ3 > 1. It follows from
(6.6) that we can find a p ∈ [1,∞) such that λ2 = 2
1
p and λ3 = 3
1
p . Let k ∈ N and ε > 0. By
a result in [73], we can find n,m, n′,m′ ∈ N such that
2n3−m ≤ k < 2n′3−m′ ≤ (1 + ε)2n3−m. (6.7)
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Let M = max(m,m′), then using the 1-unconditionality, we find∥∥∥x+ (2n3M−m) 1p e1∥∥∥ = ∥∥∥x+ λn2λM−m3 e1∥∥∥
=
∥∥∥∥∥∥x+
2n3M−m∑
i=1
ei
∥∥∥∥∥∥
≤
∥∥∥∥∥∥x+
3Mk∑
i=1
ei
∥∥∥∥∥∥
=
∥∥∥∥∥x+ 3Mp
k∑
i=1
ei
∥∥∥∥∥
≤
∥∥∥∥∥∥x+
2n
′
3M−m
′∑
i=1
ei
∥∥∥∥∥∥
=
∥∥∥x+ (2n′3M−m′) 1p e1∥∥∥
≤
∥∥∥x+ ((1 + ε)2n3M−m) 1p e1∥∥∥ .
Letting ε ↓ 0 tells us that ∥∥∥∥∥x+
k∑
i=1
ei
∥∥∥∥∥ = ∥∥∥x+ k 1p e1∥∥∥ .
Now suppose that αi are scalars with αi = (2
ni3−mi)
1
p for i = 1, . . . , k. Let M = maximi,
and βi = αi3
M
p . Then,
∥∥∥∥∥x+
k∑
i=1
βiei
∥∥∥∥∥ =
∥∥∥∥∥∥∥x+
P
j 2
nj 3M−mj∑
i=1
ei
∥∥∥∥∥∥∥
=
∥∥∥∥∥∥x+
(∑
i
βpi
) 1
p
e1
∥∥∥∥∥∥ .
It follows that for any x ∈ X,∥∥∥∥∥x+
k∑
i=1
αiei
∥∥∥∥∥ =
∥∥∥∥∥∥x+
(
k∑
i=1
αpi
) 1
p
e1
∥∥∥∥∥∥ .
Since we can approximate any scalars by numbers of the form 2n3−m as in (6.7), this implies
that the spreading model is isometric to `p over X.
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6.5 Strong compactness of certain subsets of T(X) implies X
contains (1 + ε)-isomorphic copies of `p or c0
Theorem 6.5.1 Let X be a Banach space. Suppose that there exists a non-degenerate strong
type τ on X with p(K1(τ)) strongly compact. Then there is a spreading model that is `p over
X for some p ∈ [1,∞) or c0 over X, and either there exists p ∈ [1,∞) such that `p 1+ε↪→ X
for all ε > 0, or c0
1+ε
↪→ X for all ε > 0.
Proof. Our first step is to show that there is a non-degenerate symmetric strong type in
K(τ). We do this in a similar way to the proof of Lemma 6.1.3. Let K = {σ ∈ S(X) :
‖σ‖ ≤ 1}, which is a compact subset of S(X). For each n, let En denote the subspace of the
spreading model spanned by e1, . . . , en. Given a finite subset F = {θ1, . . . , θn} of T(X), we
define a map φ : SEn+1 → Rn, by
φ(α) = (τα(θi)− τ−α(θi))ni=1,
where
α = α1e1 + . . .+ αn+1en+1,
and
τα = α1τ ∗ . . . ∗ αn+1τ.
Then the Borsuk-Ulam Theorem implies that there is an αF ∈ SEn+1 such that φ(αF ) = 0.
In other words, ταF (θi) = (−ταF )(θi) for i = 1, . . . , n. Note that
‖ταF ‖ = ‖p(ταF )‖ = ‖α1e1 + . . .+ αn+1en+1‖ = 1.
Hence each ταF ∈ K, and so taking an accumulation point τ ′ as in the proof of Lemma
6.1.3, gives a symmetric strong type. Since each ταF is contained in the weak closed set
K(τ), we also have τ ′ ∈ K(τ). By Lemma 6.4.5, we see that for any scalars c1, . . . , cn,
p(c1τ
′ ∗ . . . ∗ cnτ ′) ∈ p(K(τ)) and thus by continuity we have that p(K(τ ′)) ⊆ p(K(τ)).
Hence p(K1(τ ′)) ⊆ p(K1(τ)), and since p(K1(τ ′)) is weakly closed and thus closed in the
strong topology, p(K1(τ ′)) is strongly compact. Thus we may apply Proposition 6.4.6 to
obtain a normalized strong type σ in K(τ ′), which will automatically be symmetric since τ ′
is symmetric. We can then apply the Lemberg argument to the spreading model generated by
σ and show that it is isometric to c0 or to some `p over X. Similarly to the above, p(K
1(σ))
is strongly compact and so we can apply Theorem 6.3.7 to obtain (1 + ε)-isomorphic copies
of c0 or `p in X.
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From a practical point of view, Theorem 6.5.1 is not of much use. It is difficult to describe
the strong types on a Banach space, and thus it is difficult to find a strong type τ such that
p(K1(τ)) is strongly compact. We now want to show that a compactness condition on a more
easily identified subset of T(X) is also sufficient. The subset we will be interested in is the so
called weakly null types, which we will define below. This will be more useful, since in some
cases we can find a simple description of the weakly null types.
Definition 6.5.2 We define T0(X) to be the set consisting of limit points in T(X) of se-
quences (θxn) with (xn) weakly null. We further define T
1
0(X) to denote the subset of T0(X),
where the weakly null sequence (xn) satisfies ‖xn‖ ≤ 1 for every n. We will call an element
of T0(X) a weakly null type.
The condition we will be interested in is strong compactness of T10(X). If this condition
holds, then notice that in particular, T10(X) is weakly compact, and therefore weakly closed.
In general this need not be the case, but we have the following result.
Proposition 6.5.3 Let X be a Banach space with X∗ separable. Then T0(X) is closed in
the weak topology on T(X). In particular, the result holds if X is a separable reflexive space.
Proof. Suppose that (θi) ⊆ T0(X) such that θi → θ in T(X). We may suppose that for
every x ∈ X
θi(x) = lim
n→∞ θxi,n(x),
where (xi,n)
∞
n=1 is weakly null. Since X and X
∗ are both separable we may choose dense
sequences (ur) ⊆ X and (fs) ⊆ X∗. By a Cantor diagonalisation argument, we may assume
that
|fs(xi,n)| < 1
2i
for every i and n ≥ s, (6.8)
and
|θi(ur)− θxi,n(ur)| <
1
2i
for every i and n ≥ r. (6.9)
Consider the sequence yn = xn,n. Using (6.8) we can show that (yn) is weakly null. Indeed,
given f ∈ X∗ and ε > 0, we choose s such that ‖f − fs‖ < ε2 . Then for n ≥ s,
|f(yn)| ≤ ε
2
‖yn‖+ |fs(yn)|
≤ ε
2
‖yn‖+ 1
2n
.
(6.10)
Since limi→∞ limn→∞ ‖xi,n‖ = θ(0), we may assume that the sequences (xi,n) are uniformly
bounded. Hence (yn) is bounded, so (6.10) tells us that (yn) is weakly null.
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We now show that θ is a limit point of (θyn)
∞
n=1 and hence θ ∈ T0(X). Let U be a
neighbourhood of θ. Without loss of generality we may suppose that
U = {φ : |φ(zt)− θ(zt)| < ε for t = 1, . . . , k },
and that each zt is an element in the sequence (ur). Choose S sufficiently large that
{z1, . . . , zk} ⊆ {u1, . . . , uS}. Then for n ≥ S and every i, we have by (6.9) that
|θi(zt)− θxi,n(zt)| <
1
2i
.
Since θi → θ, there exists I such that for i ≥ I,
|θi(zt)− θ(zt)| < ε
2
for t = 1, . . . , k.
Hence, for n ≥ max(S, I) we have
|θ(zt)− θyn(zt)| <
ε
2
+
1
2n
for t = 1, . . . , k.
Thus, for sufficiently large n, we have θyn ∈ U which completes our proof.
In general, the result of Proposition 6.5.3 need not hold. The essential difficulty in the
proof is the selection of a diagonal weakly null subsequence. This can not always be done
(for example in spaces of the form `1(`p)). In view of this result, we will be interested in
what we can deduce from strong compactness of T
1
0(X), the weak closure of T
1
0(X).
The next proposition gives a simple, but useful, way of deciding which weakly null types
are in T10(X) and T
1
0(X).
Proposition 6.5.4 T10(X) = {θ ∈ T0(X) : ‖θ‖ ≤ 1}. If we denote the weak closure of T10(X)
by T
1
0(X) (and similarly for T0(X)), then T
1
0(X) =
{
θ ∈ T0(X) : ‖θ‖ ≤ 1
}
.
Proof. We prove the first claim, the proof of the second being similar. It is clear that every
element in T10(X) has norm at most 1. Conversely, suppose that θ is a limit of (θxn), where
(xn) is weakly null and ‖θ‖ ≤ 1. Since X is separable, we may assume by passing to a
subsequence that θ(x) = limn→∞ θxn(x) for every x ∈ X. Hence limn→∞ ‖xn‖ = ‖θ‖ ≤ 1.
If limn→∞ ‖xn‖ < 1, then it is clear that θ ∈ T10(X). Now suppose that limn→∞ ‖xn‖ = 1.
Consider yn = xn/ ‖xn‖. Then for any x ∈ X,
|θyn(x)− θxn(x)| = | ‖x+ yn‖ − ‖x+ xn‖ |
≤ ‖yn − xn‖
= ‖xn‖
∣∣∣∣ 1‖xn‖ − 1
∣∣∣∣
→ 0 as n→∞.
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Hence, θ is the limit of the sequence θyn , and the sequence (yn) is a normalized weakly null
sequence. Thus, θ ∈ T10(X).
We are now nearly ready to prove our main result for this section. Before we do this, we
will need prove the following two lemmas, which will be used in the proof of our result.
Lemma 6.5.5 If τ is an accumulation point of the sequence (τzn) in S(X), then p(τ) is an
accumulation point of (θzn) in T(X).
Proof. Let U be an open set in T(X) such that p(τ) ∈ U , and N ∈ N. Since p : S(X) →
T(X) is continuous, it follows that p−1(U) is open in S(X), and τ ∈ p−1(U). Since τ is an
accumulation point of the sequence (τzn), there exists n ≥ N such that τzn ∈ p−1(U). Hence
θzn = p(τzn) ∈ U . Thus, p(τ) is an accumulation point of (θzn).
Lemma 6.5.6 Suppose that σ, τ ∈ S(X) are such that τ is a limit point of (τyn) in S(X),
and p(σ) is a limit point of (θzn) in T(X). Then, p(τ ∗ σ) is a limit point in T(X) of
{θyn+zm : m > n}.
Proof. For any x ∈ X,
p(τ ∗ σ)(x) = (τ ∗ σ)(θx)
= τ(σ ∗ θx).
Similarly,
(τ ∗ p(σ))(x) = τ(x ∗ p(σ)).
For any y ∈ X,
(σ ∗ θx)(y) = σ(y ∗ θx)
= σ(θx+y)
= p(σ)(x+ y)
= (x ∗ p(σ))(y).
Thus,
p(τ ∗ σ) = τ ∗ p(σ).
Suppose that U is an open set in T(X) such that p(τ ∗σ) ∈ U . Without loss of generality
we may suppose that U = {θ ∈ T(X) : |θ(xi)−p(τ ∗σ)(xi)| < ε for i = 1, . . . , k}. Let N ∈ N.
Then, since τ is a limit point of (τyn) in S(X), there exists n ≥ N such that for i = 1, . . . , k,
|τ(xi ∗ p(σ))− τyn(xi ∗ p(σ))| <
ε
2
.
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In other words, for i = 1, . . . , k,
|(τ ∗ p(σ))(xi)− p(σ)(xi + yn)| < ε
2
.
Since p(σ) is a limit point of (θzn) in T(X), there exists m > n such that for i = 1, . . . , k,
|p(σ)(xi + yn)− θzm(xi + yn)| <
ε
2
.
Hence, for i = 1, . . . , k,
|p(τ ∗ σ)(xi)− θyn+zm(xi)| < ε.
Hence θyn+zm ∈ U which completes our proof.
Corollary 6.5.7 If X is separable and the set T
1
0(X) is strongly compact, then there exists
p ∈ [1,∞) such that `p 1+ε↪→ X, or c0 1+ε↪→ X.
Proof. Suppose that `1 6↪→ X. Since `1 is not distortable this is equivalent to the condition
that `1 61+ε↪→ X for some ε > 0. By Rosenthal’s `1 theorem, every bounded sequence in X has
a subsequence that is weakly Cauchy. Suppose that we take a Brunel-Sucheston sequence
(xn) in X, then by passing to a subsequence we may assume that (xn) is weakly Cauchy.
Now consider the vectors yn,m = xn − xm where n < m. These form a weakly null sequence
which we will denote by (zn). Let τ be any accumulation point in S(X) of (τzn).
We will now show by induction that for every k, p(c1τ ∗ . . . ∗ ckτ) is a limit point in T(X)
of
{θc1zn1+...+ckznk : n1 < . . . < nk}.
The case k = 1 follows from Lemma 6.5.5 since c1τ is an accumulation point of (τc1zn1 ).
Given the result for k−1, we can deduce the result for k from Lemma 6.5.6. Note that c1τ is
a limit point of (τc1zn1 ) in S(X), and by the inductive hypothesis p(c2τ ∗ . . . ∗ ckτ) is a limit
point of {θc2zn2+...+ckznk : n2 < . . . < nk}. Thus the result follows by Lemma 6.5.6.
It is immediate from this that p(c1τ ∗ . . . ∗ ckτ) ∈ T0(X) for any k and any scalars ci.
By definition T0(X) is closed in the weak topology. Hence, since p is continuous from S(X)
into T(X), it follows that p(K(τ)) ⊆ T0(X). Also, p preserves norms, so it follows from
Proposition 6.5.4 that p(K1(τ)) ⊆ T10(X). K1(τ) is compact in S(X) and p continuous,
so p(K1(τ)) is weakly compact in T(X). Therefore p(K1(τ)) is weakly closed and there-
fore closed in the strong topology. Thus by the strong compactness of T
1
0(X), it follows
that p(K1(τ)) is strongly compact. Note that τ is non-degenerate because for any x ∈ X,
p(τ)(x) = ‖x+ e1 − e2‖. This shows that p(τ) is non-degenerate, and hence τ is too. The
result then follows by Theorem 6.5.1.
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In fact we can prove a slightly stronger result.
Corollary 6.5.8 Let X be a separable Banach space such that T
1
0(X) is strongly compact.
Then if Y is a subspace of X, there exists p ∈ [1,∞) such that `p 1+ε↪→ Y , or c0 1+ε↪→ Y , for
every ε > 0.
Proof. Let θ ∈ T10(Y ). Then there exists a weakly null sequence (yn) contained in Y such
that θ(y) = limn→∞ ‖y + yn‖ for every y ∈ Y . The sequence (yn) is also weakly null in the
larger space X, so we may pass to a subsequence (y′n) such that θ˜(x) = limn→∞ ‖x+ y′n‖
exists for every x ∈ X. Hence every θ ∈ T10(Y ) is a restriction to Y of an element θ˜ ∈ T10(X).
Since every element of T
1
0(Y ) is a pointwise limit of a sequence in T
1
0(Y ), it follows that every
θ ∈ T10(Y ) is a restriction to Y of an element θ˜ ∈ T10(X).
Thus, given a sequence (θi) ⊆ T10(Y ), we consider the sequence (θ˜i) ⊆ T10(X). By strong
compactness of T
1
0(X) there exists a subsequence (θ˜ni) which converges uniformly on every
bounded subset of X. Hence, in particular, (θni) converges uniformly on every bounded
subset of Y . Thus T
1
0(Y ) is strongly compact and the result follows from Corollary 6.5.7.
6.6 A class of spaces such that T
1
0(X) is strongly compact
In this section we introduce a class of spaces for which T
1
0(X) is strongly compact. These
spaces have a structural property known as property (M). This property was introduced
by Kalton in [44], where it arose in the classification of spaces, X, such that the compact
operators K(X) form an M-ideal in L(X). For further properties of spaces with property
(M), we refer the reader to [20], [45] and [3].
Definition 6.6.1 Let X be a Banach space. We say that X has property (M), if whenever
u, v ∈ X satisfy ‖u‖ = ‖v‖, and (xn) is a weakly null sequence then
lim sup
n→∞
‖u+ xn‖ = lim sup
n→∞
‖v + xn‖ .
Notice that property (M) is an isometric invariant, but not an isomorphic invariant. It
is shown in Kalton’s paper that every generalized Orlicz space can be equivalently renormed
so as to have property (M).
Proposition 6.6.2 Let X be a separable Banach space with property (M). If θ ∈ T0(X),
then there exists a 1-Lipschitz function f : R+ → R+ such that
θ(x) = f(‖x‖) for all x ∈ X.
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Proof. Suppose to start with that θ ∈ T0(X). Since X is separable, we may suppose that
θ(x) = limn→∞ ‖x+ xn‖ for every x ∈ X, where (xn) is a weakly null sequence. Since X has
property (M), it follows immediately that if x, y ∈ X satisfy ‖x‖ = ‖y‖, then θ(x) = θ(y). If
θ ∈ T0(X), then θ is a pointwise limit of a sequence (θi) ⊆ T0(X), and therefore θ(x) = θ(y)
whenever ‖x‖ = ‖y‖. Hence there exists a function f : R+ → R+ such that θ(x) = f(‖x‖)
for all x ∈ X. Fix a vector x ∈ SX , then for any scalars α, β ≥ 0, using the fact that types
are 1-Lipschitz, we have
|f(α)− f(β)| = |θ(αx)− θ(βx)| ≤ ‖αx− βx‖ = |α− β|.
Proposition 6.6.3 If X is a separable Banach space with property (M) then T
1
0(X) is strongly
compact.
Proof. By Proposition 6.6.2, we can associate with T
1
0(X) a family S of 1-Lipschitz functions
f : R+ → R+ with 0 ≤ f(0) ≤ 1. Fix any M ∈ R, and consider SM = {f[0,M ]: f ∈ S} ⊆
C([0,M ]). [0,M ] is a compact metric space, and since each of the functions in SM is 1-
Lipschitz, SM is an equicontinuous family. Also, for any f ∈ S and any α ∈ [0,M ], we have
|f(α)| ≤ f(0)+α ≤ 1+M , so the family SM is also uniformly bounded. By the Arzela-Ascoli
theorem therefore, SM is a relatively compact subset of C([0,M ]).
We will now show that T
1
0(X) is strongly compact. Since the strong topology is always
metrizable it suffices to show that it is sequentially strongly compact. Let (θi) be a sequence
in T
1
0(X). Let fi be the Lipschitz function associated to θi in Proposition 6.6.2. By the
compactness result proved above, given any M ∈ R we can pass to a subsequence of (fi) such
that the subsequence converges uniformly on [0,M ]. Repeating this for every M ∈ N and
passing to a diagonal subsequence gives us a subsequence (gi) of (fi) such that (gi) converges
pointwise to some function g, with convergence being uniform on each interval [0,M ]. Hence
if we let (φi) be the subsequence of (θi) corresponding to (gi), then for any x ∈ X we have
φi(x) = gi(‖x‖)→ g(‖x‖),
and the convergence is uniform over x ∈ MBX for any M ∈ N. Hence φi(x) converges in
the strong topology, and since T
1
0(X) is in fact strongly closed, we have shown that T
1
0(X) is
strongly compact.
Corollary 6.6.4 If X is a separable Banach space with property (M), then either `p
1+ε
↪→ X
for some p ∈ [1,∞), or c0 1+ε↪→ X.
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Proof. This follows immediately from Proposition 6.6.3 and Corollary 6.5.7.
Notice that property (M) is hereditary i.e. if X has property (M) and Y is a subspace of
X then Y also property (M). Thus Corollary 6.6.4 immediately yields the following corollary.
Alternatively, this follows from Corollary 6.5.8. This result has been proved previously using
a different method (see [44, Proposition 8]).
Corollary 6.6.5 Let X be a separable Banach space with property (M). Then for any sub-
space Y of X, there either exists a p ∈ [1,∞) such that `p 1+ε↪→ Y for every ε > 0, or c0 1+ε↪→ Y
for every ε > 0.
6.7 An application of strong compactness of types to Tsirelson
type spaces
We will consider here spaces of the form X = T (A2, (a, b)) where a, b < 1. These spaces are
defined to be the completion of (c00, ‖·‖), where the norm ‖·‖ satisfies the implicit relation
‖x‖ = ‖x‖∞ ∨ sup{a ‖E1x‖+ b ‖E2x‖ : E1 < E2}.
The natural basis of such a space is 1-unconditional and so we lose nothing by the additional
assumption that the sets E1 and E2 are adjacent intervals. We will begin by obtaining a
description of the weakly null types which will allow us to prove that the set T
1
0(X) is strongly
compact. In fact, we will prove a result which is stronger than we require.
6.7.1 Notation
We first introduce the uniform metric on T(X). Given two types θ1, θ2 ∈ T(X), we define
ρ(θ1, θ2) = sup{|θ1(x)− θ2(x)| : x ∈ X}.
ρ(θ1, θ2) is always finite since every type is given by a bounded net (xi)i∈I . For example, if
X is separable, then every type is given by a bounded sequence. Hence if θ1 and θ2 are limits
of (θxi)
∞
i=1 and (θyi)
∞
i=1 respectively, where ‖xi‖ ≤ M and ‖yi‖ ≤ M for all i ∈ N, then for
any x ∈ X, |θ1(x)− θ2(x)| ≤ 2M since,
| ‖x+ xi‖ − ‖x+ yi‖ | ≤ ‖xi − yi‖ ≤ 2M.
Given a vector x ∈ X, we will need a collection of functions to describe how the norm of
x is obtained. The implicit definition of the norm leads naturally to the use of dyadic trees
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of intervals (see [41]). The approach we use here is similar, but slightly different, following
the method in [62], in which the types of Tsirelson’s space are studied. Our situation is on
the one hand simpler because we do not have an admissibility condition, but on the other
hand we have the added complication of the scalars a, b.
If n = (n1, . . . , nk) ∈ {0, 1}k, we will call a finite sequence {Ei}ki=1 of (possibly empty)
subsets of N an n-partition if the following properties are satisfied;
(i) Ei = ∅ if ni = 0.
(ii) If S = {i : 1 ≤ i ≤ k, ni = 1} and S = {s1, . . . , sr} when written in increasing order,
then Esr < Esr−1 < . . . < E2 < E1.
Given j ∈ {1, . . . , k}, we define
n(j) = |{i < j : ni = 0}| .
We also define l(j) = j − 1− n(j) and r(j) = 1 + n(j). Finally, we set
fn(x) = sup

k∑
j=1
al(j)br(j) ‖Ejx‖ : {Ei}ki=1 is an n-partition
 ,
and
f∅(x) = ‖x‖ .
Remark 6.7.1 If x ∈ X and n ∈ {0, 1}k, then ‖x‖ ≥ fn(x). For example, if we take
n = (0, 1, 0, 1), and if (Ei)
4
i=1 is an n-partition, then E1 = E3 = ∅ and E4 < E2. Given a
subset E of N, we will denote the interval [0,minE − 1] by ←−E . Then,
‖x‖ ≥ a
∥∥∥(←−E4)x∥∥∥+ b ‖(E4 ∪E2)x‖
≥ b ‖(E4 ∪E2)x‖
≥ b(a ‖E4x‖+ b ‖E2x‖)
= b2 ‖E2x‖+ ab ‖E4x‖
=
4∑
j=1
al(j)br(j) ‖Ejx‖ .
The following lemma is the most important part of our example. It will allow us to
identify the weakly null types on X with a suitable metric space, and will provide us with a
useful estimate for ρ(θ, φ) for θ, φ ∈ T10(X).
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Lemma 6.7.2 Let u, x, y ∈ X with max suppu < min(suppx ∪ supp y), and put γ =
max(a, b). Then for any k ∈ N,
| ‖u+ x‖ − ‖u+ y‖ | ≤ max
{
|fn(x)− fn(y)| : n ∈ {0, 1}k ∪ {∅}
}
+ γk(‖x‖+ ‖y‖).
Proof. We will show that
‖u+ x‖ ≤ ‖u+ y‖+ max
{
|fn(x)− fn(y)| : n ∈ {0, 1}k ∪ {∅}
}
+ γk(‖x‖+ ‖y‖).
Consider ‖u+ x‖. Suppose first of all that ‖u+ x‖ = ‖u+ x‖∞. Then either ‖u+ x‖ = ‖u‖∞
or ‖u+ x‖ = ‖x‖∞. In the first case,
‖u+ x‖ = ‖u‖∞ ≤ ‖u‖ ≤ ‖u+ y‖ ,
and in the second,
‖u+ x‖ = ‖x‖∞ ≤ ‖x‖ ≤ ‖y‖+ | ‖x‖ − ‖y‖ | ≤ ‖u+ y‖+ |f∅(x)− f∅(y)|.
Otherwise, ‖u+ x‖ = a ‖F1(u+ x)‖+ b ‖F2(u+ x)‖. By 1-unconditionality of the norm,
we may suppose that F1 < F2 are consecutive intervals which cover all of u and x, and that
F1 meets u and F2 meets x. Now, at most one of the intervals F1 and F2 meets both u and x.
If F2 meets only x, then put n1 = 1, otherwise we put n1 = 0. We now look at the interval
Fi which possibly meets both u and x and consider ‖Fi(u+ x)‖. We continue this process,
until after a finite number of steps, we obtain a sequence of intervals E1 > E2 > . . . > Et,
with Ei = ∅ if ni = 0, which do not meet both u and x, and n = (n1, . . . , nt). This gives us,
‖u+ x‖ = U +
t∑
j=1
al(j)br(j) ‖Ejx‖ , (6.11)
where U is the contribution from u.
Fix k ∈ N. Suppose that t ≤ k, and set p = (n1, . . . , nt, 0, . . . , 0︸ ︷︷ ︸
k−t
). It follows from (6.11),
that ‖u+ x‖ ≤ U + fp(x). Now suppose that k < t, and we define p = (n1, . . . , nk), and
q = (nk+1, . . . , nt). Let A denote the number of zeros in p. Then
t∑
j=k+1
al(j)br(j) ‖Ejx‖ = ak−AbA
t∑
j=k+1
al(j)+A−kbr(j)−A ‖Ej(x)‖
≤ ak−AbAfq(x)
≤ ak−AbA ‖x‖ by Remark 6.7.1.
≤ γk ‖x‖ .
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Hence, by (6.11), it follows that
‖u+ x‖ ≤ U +
k∑
j=1
al(j)br(j) ‖Ejx‖+ γk ‖x‖
≤ U + fp(x) + γk ‖x‖ .
It also follows from the definition of the norm, and the fact that suppu < supp y, that
U + fp(y) ≤ ‖u+ y‖ .
Hence,
‖u+ x‖ ≤ U + fp(x) + γk ‖x‖
≤ ‖u+ y‖+ fp(x)− fp(y) + γk ‖x‖ .
This gives the required result.
6.7.2 A description of the weakly null types on X
Define ∆ =
⋃∞
k=1{0, 1}k∪{∅}, and define a map X → R∆ by x 7→ ωx where ωx = (fn(x))n∈∆.
We equip R∆ with the Tychonoff product topology and we then define A0 to be the set of
limits in R∆ of sequences (ωxn) where (xn) is weakly null, and A0 to be the closure of A0 in
R∆. R∆ is a complete separable metric space and therefore A0 is also a complete separable
metric space. Given n ∈ ∆, we let fn denote the coordinate function defined on R∆. Hence,
each fn is a continuous function on R∆. Also, since fn(xn) ≤ ‖xn‖ = f∅(xn) for every n, we
get that fn(ω) ≤ f∅(ω) for each ω ∈ A0. We will now show using Lemma 6.7.2 that we can
identify A0 with T0(X), and A0 with T0(X).
Suppose that (xn) is a weakly null sequence such that ω = limωxn . Let ε > 0, and
suppose that ‖xn‖ ≤ M for all n. Choose k sufficiently large that 2Mγk ≤ ε2 . Now there
exists N such that n,m ≥ N implies that
|fn(xn)− fn(xm)| < ε
2
for all n ∈ {0, 1}k ∪ {∅}.
Hence, Lemma 6.7.2 (and a moving hump argument), tells us that
| ‖u+ xn‖ − ‖u+ xm‖ | < ε for all u ∈ X.
Hence θ(u) = limn→∞ ‖u+ xn‖ exists for all u ∈ X, and defines a type θ ∈ T0(X).
Conversely, if θ(u) = limn→∞ θxn(u) for all u ∈ X, where xn is weakly null, then it
is a consequence of Tychonoff’s theorem, that we can find a subsequence (x′n) such that
ω = limn→∞ ωx′n exists in R
∆. Hence we can identify A0 with T0(X).
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Suppose that θ, φ ∈ T0(X), with θ = limωxn and φ = limωyn , where (xn) and (yn) are
weakly null sequences. Then for any k ∈ N, and any u ∈ X, writing ∆k = {0, 1}k ∪ {∅},
|θ(u)− φ(u)| = lim
m→∞ | ‖u+ xm‖ − ‖u+ ym‖ |
≤ lim
m→∞
(
max {|fn(xm)− fn(ym)| : n ∈ ∆k}+ γk(‖xm‖+ ‖ym‖)
)
= max
{
lim
m→∞ |fn(xm)− fn(ym)| : n ∈ ∆k
}
+ lim
m→∞ γ
k(‖xm‖+ ‖ym‖)
= max {|fn(θ)− fn(φ)| : n ∈ ∆k}+ γk(θ(0) + φ(0)).
(6.12)
Now we consider A0. Let ω be an element in A0. Then there exists a sequence (ωi) ⊆ A0
such that ωi → ω in R∆. Let θi denote the weakly null type identified with ωi. Then for any
x ∈ X,
|θi(x)− θj(x)| ≤ max {|fn(θi)− fn(θj)| : n ∈ ∆k}+ γk(θ(0) + φ(0)).
Since (ωi) converges in R∆ to ω, this guarantees that θ(x) = limi→∞ θi(x) exists for every
x ∈ X and so defines θ ∈ T0(X). Conversely, if θ ∈ T0(X) and θ(x) = limi→∞ θi(x) for each
x ∈ X, where θi ∈ T0(X), let ωi denote the element of A0 corresponding to θi. Then for
any n ∈ ∆, we have fn(ωi) ≤ f∅(ωi) = θi(0). Since θi(0)→ θ(0), Tychonoff’s theorem gives
us a subsequence such that (ωir)
∞
r=1 converges in R∆. Therefore, we have a correspondence
between T0(X) and A0.
Suppose that θ, φ ∈ T0(X), then by taking pointwise limits in (6.12) we find that,
ρ(θ, φ) = sup
u∈X
|θ(u)− φ(u)|
≤ max
{
|fn(θ)− fn(φ)| : n ∈ {0, 1}k ∪ {∅}
}
+ γk(θ(0) + φ(0)).
(6.13)
We now define a sequence (ρk) of pseudometrics on T0(X) by
ρk(θ, φ) = max
{
|fn(θ)− fn(φ)| : n ∈ {0, 1}k ∪ {∅}
}
.
Then (6.13) can be rewritten as
ρ(θ, φ) ≤ ρk(θ, φ) + γk(θ(0) + φ(0)).
6.7.3 Strong compactness of T
1
0(X)
Suppose that (θi) ⊆ T10(X). Then for any n ∈ ∆, 0 ≤ fn(θi) ≤ f∅(θi) ≤ 1. Hence we can
pass to a subsequence (θ1i ) of (θi) such that fn(θ
1
i ) converges for every n ∈ {0, 1}1 ∪{∅}. By
choosing this subsequence suitably, we may suppose that
|fn(θ1i )− fn(θ1j )| <
1
2i
,
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whenever i < j for every n ∈ {0, 1}1 ∪ {∅}.
We then iterate this procedure, so that for each k ∈ N we have a subsequence (θki ) of
(θk−1i ) such that
|fn(θki )− fn(θkj )| <
1
2i
,
whenever i < j for every n ∈ {0, 1}k ∪ {∅}.
We now pass to a diagonal subsequence (ψi) where ψi = θ
i
i. Suppose that n ∈ {0, 1}k ∪
{∅}, and that k ≤ i < j. Then there exists r < s in N with i ≤ r such that ψi = θii = θkr and
ψj = θ
j
j = θ
k
s . Hence
|fn(ψi)− fn(ψj)| = |fn(θkr )− fn(θks )| <
1
2r
≤ 1
2i
. (6.14)
Suppose that ε > 0. Choose k sufficiently large that 2γk < ε2 and 2
−k < ε2 . If j > i ≥ k,
then by (6.14),
ρk(ψi, ψj) <
1
2i
≤ 1
2k
<
ε
2
.
Thus,
ρ(ψi, ψj) ≤ ρk(ψi, ψj) + γk(ψi(0) + ψj(0))
≤ ε
2
+ 2γk < ε.
Hence, every sequence in T
1
0(X) admits a subsequence which converges uniformly over all of
X. Since T
1
0(X) is closed under pointwise limits, the limiting function is also in T
1
0(X). Also,
since the convergence is uniform over all of X, it follows in particular, that this subsequence
converges in the strong topology on T(X). Since the strong topology is metrizable, this shows
that T
1
0(X) is strongly compact.
6.8 Strong compactness of types for spaces T (A2, f)
In this section we extend the result of Section 6.7 to more general Tsirelson type spaces of the
form T (A2, f), for a suitable norm f on R2. We take f(·, ·) to be a normalized 1-unconditional
norm on R2 of the form
f(α, β) = max (‖(α, β)‖∞ , g(α, β)) ,
where g(·, ·) is also a 1-unconditional norm on R2 such that g(1, 0) ≤ γ and g(0, 1) ≤ γ,
where γ < 1. The shaded area in Figure 6.1 denotes the part of the unit ball of f(·, ·) in
the quadrant x ≥ 0, y ≥ 0. Notice that the unit sphere has corners where it meets the lines
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y
x
g(1, 0)−11
1
g(0, 1)−1
Figure 6.1: The positive quadrant of the unit ball for f(·, ·) in R2
x = 1 and y = 1, so that the tangents at these points meet the x and y axes at some point
greater than 1.
The norm on X = T (A2, f) satisfies the implicit relation
‖x‖ = ‖x‖∞ ∨ sup{f(‖E1x‖ , ‖E2x‖) : E1 < E2},
and the standard basis of this space forms a 1-unconditional basis.
We will introduce a collection of functions gn, where n ∈ {0, 1}k ∪{∅} for some k, which
will describe how the norms of vectors in X are obtained. We define g∅(α1, α2) = g(α1, α2),
and then given n ∈ {0, 1}k we define recursively
g(0,n)(α1, . . . , αk+3) = g(α1, gn(α2, . . . , αk+3)),
g(1,n)(α1, . . . , αk+3) = g(gn(α1, . . . , αk+2), αk+3).
Similarly, we define a collection of functions fn, replacing g by f in the above definitions.
We begin by looking at some simple properties of these functions gn and fn. We state
these results for gn, but the same results clearly hold for fn.
Lemma 6.8.1 If n ∈ {0, 1}k ∪ {∅}, and α,β ∈ Rk+2, then
|gn(α)− gn(β)| ≤ gn(α− β).
Proof. The case where n = ∅ is immediate from the triangle inequality applied to the norm
g(·, ·). In general we prove the result by induction on the length of n. Suppose the result is
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true for every n ∈ {0, 1}k. If m ∈ {0, 1}k+1 is of the form (0,n) (the argument for (1,n) is
similar), then applying the triangle inequality for the norm g gives,
|gm(α)− gm(β)| = |g(α1, gn(α2, . . . , αk+3))− g(β1, gn(β2, . . . , βk+3))|
≤ g(α1 − β1, gn(α2, . . . , αk+3)− gn(β2, . . . , βk+3)).
But by inductive hypothesis,
|gn(α2, . . . , αk+3)− gn(β2, . . . , βk+3)| ≤ gn(α2 − β2, . . . , αk+3 − βk+3).
Using the 1-unconditionality of the norm g gives us that
|gm(α)− gm(β)| ≤ g(α1 − β1, gn(α2 − β2, . . . , αk+3 − βk+3))
= gm(α− β).
Lemma 6.8.2 If n ∈ {0, 1}k ∪ {∅}, and α ∈ Rk+2, then gn(α) ≤ fn(α).
Proof. This follows by induction on k. For n = ∅, this is immediate from the definition of
f in terms of g. Suppose the result is true for every n ∈ {0, 1}k. If m ∈ {0, 1}k+1 is of the
form (0,n) (again the case of (1,n) is similar), then
gm(α) = g(α1, gn(α2, . . . , αk+3))
≤ f(α1, gn(α2, . . . , αk+3))
≤ f(α1, fn(α2, . . . , αk+3))
= fm(α).
Given n ∈ {0, 1}k, we define r(n) to be the number of zeros in n.
Lemma 6.8.3 Given n ∈ {0, 1}k and M ∈ N, there exists a finite subset An,M of Rr(n) such
that whenever α ∈ Rr(n) satisfies fn(α,0) ≤ M , there exists α′ ∈ An,M such that for every
γ ∈ Rk+2−r(n)
|fn(α,γ)− fn(α′,γ)| < 1
k
.
Proof. This follows by a compactness argument. Let A = {α ∈ Rr(n) : fn(α)} ≤ M . Note
that any coordinate of an element in A is at most M . Hence given a sequence of elements
of A, we can choose a subsequence so that the corresponding sequence of coordinates all
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converge. It follows by continuity that the limit lies in A. Thus A is compact. Now we
choose An,M to be a finite η-net for A. Provided we choose η sufficiently small, Lemma 6.8.1
implies that,
|fn(α,γ)− fn(β,γ)| ≤ fn(α− β,0) < 1
k
.
Definition 6.8.4 We define a collection of functions Gn,α : X → R for n ∈ {0, 1}k ∪ {∅},
and α ∈ Rr(n), by
Gn,α(x) = sup
{
fn(α, 0, 0, ‖E1x‖ , . . . ,
∥∥Ek−r(n)x∥∥) : E1 < . . . < Ek−r(n)} ,
whenever n ∈ {0, 1}k, and we also define
G∅,∅(x) = ‖x‖ .
Lemma 6.8.5 Suppose that u, x, y ∈ X are such that max suppu < min(suppx ∪ supp y)
with ‖u‖ ≤M . Then for every k ∈ N,
| ‖u+ x‖ − ‖u+ y‖ | ≤ sup{|Gn,α(x)−Gn,α(y)| : n ∈ {0, 1}k ∪ {∅},α ∈ An,M}
+
2
k
+ γk(‖u‖+ ‖x‖+ ‖y‖).
Proof. Consider ‖u+ x‖. Suppose first of all that ‖u+ x‖ = ‖u+ x‖∞. If ‖u+ x‖ = ‖u‖∞,
then
‖u+ x‖ = ‖u‖∞ ≤ ‖u‖ ≤ ‖u+ y‖ .
Else, ‖u+ x‖ = ‖x‖∞, and hence
‖u+ x‖ = ‖x‖∞ ≤ ‖x‖ ≤ ‖y‖+ | ‖x‖ − ‖y‖ | ≤ ‖u+ y‖+ |G∅,∅(x)−G∅,∅(y)|.
The second case is where ‖u+ x‖ = f(‖E1(u+ x)‖ , ‖E2(u+ x)‖) for some intervals E1 < E2.
If ‖u+ x‖ = ‖E1(u+ x)‖ or ‖u+ x‖ = ‖E2(u+ x)‖ then we may consider ‖E1(u+ x)‖ or
‖E2(u+ x)‖ instead. Hence we may suppose that ‖u+ x‖ = g(‖E1(u+ x)‖ , ‖E2(u+ x)‖).
At most one of the intervals E1 and E2 meets both u and x. If E1 meets only u then we let
n1 = 0, otherwise we set n1 = 1. We continue in this way, splitting the interval which meet
both u and x. Suppose we continue down to k levels, then we get n ∈ {0, 1}k and intervals
F1 < . . . Fr(n) < G1 < G2 < E1 < . . . < Ek−r(n) such that
‖u+ x‖ = gn(‖F1u‖ , . . . ,
∥∥Fr(n)u∥∥ , ‖G1(u+ x)‖ , ‖G2(u+ x)‖ , ‖E1x‖ , . . . , ∥∥Ek−r(n)∥∥).
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The intervals G1 and G2 are the two obtained from the last splitting, and as usual at most
one of these meets both u and x. For convenience we will write α for (‖F1u‖ , . . . ,
∥∥Fr(n)u∥∥),
and β for (‖E1x‖ , . . . ,
∥∥Ek−r(n)∥∥). By Lemma 6.8.1,
‖u+ x‖ = gn(α, ‖G1(u+ x)‖ , ‖G2(u+ x)‖ ,β)
≤ gn(α, 0, 0,β) + gn(0, ‖G1(u+ x)‖ , ‖G2(u+ x)‖ ,0)
≤ gn(α, 0, 0,β) + γkg(‖G1(u+ x)‖ , ‖G2(u+ x)‖)
≤ gn(α, 0, 0,β) + γk(‖u‖+ ‖x‖)
≤ fn(α, 0, 0,β) + γk(‖u‖+ ‖x‖).
Notice that if the above method of norming u+ x ends in fewer than the k stages then since
f(1, 0) = f(0, 1) = 1 we can extend n by zeros and the above expression still holds with the
α extended by zeros.
Since u < y, we automatically get from the implicit definition of the norm that
‖u+ y‖ ≥ fn(α, 0, 0,γ),
where γ = (‖E˜1y‖, . . . , ‖E˜k−r(n)y‖) and E˜1 < . . . < E˜k−r(n).
Hence,
‖u+ x‖ − ‖u+ y‖ ≤ fn(α, 0, 0,β)− fn(α, 0, 0,γ) + γk(‖u‖+ ‖x‖).
Note that in particular
M ≥ ‖u‖ ≥ fn(α, 0, 0,0),
and hence we may choose α′ ∈ An,M satisfying the conclusion of Lemma 6.8.3. Hence,
‖u+ x‖ − ‖u+ y‖ ≤ fn(α′, 0, 0,β)− fn(α′, 0, 0,γ) + 2
k
+ γk(‖u‖+ ‖x‖).
It follows that
‖u+ x‖ − ‖u+ y‖ ≤ |Gn,α′(x)−Gn,α′(y)|+ 2
k
+ γk(‖u‖+ ‖x‖).
This proves our result using the symmetry between x and y.
6.8.1 A description of the weakly null types on T (A2, f)
We define,
∆ = {(∅,∅)} ∪
∞⋃
k=1
∞⋃
M=1
{(n,α) : n ∈ {0, 1}k,α ∈ An,M}.
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Given k,M ∈ N we will also write ∆k,M to denote the finite set
{(∅,∅)} ∪ {(n,α) : n ∈ {0, 1}k,α ∈ An,M}.
∆ is countable, and hence R∆, when equipped with the Tychonoff topology, is metrizable.
We define a map from X into R∆, by x 7→ ωx = (Gδ(x))δ∈∆. We then define A0(X) to be
the set of limits in R∆ of sequences (ωxn) where (xn) is a weakly null sequence in X, and
let A0(X) denote the closure of A0(X) in R∆. We can identify A0(X) with the weakly null
types on X. Indeed, suppose that ω is the limit of the sequence (ωxn) where (xn) is weakly
null. Let K be such that ‖xn‖ ≤ K for all n. Choose any M ∈ N and let ε > 0 be arbitrary.
Choose k sufficiently large that 2k + γ
k(M + 2K) < ε2 . Then whenever ‖u‖ ≤M , by Lemma
6.8.5, we have
| ‖u+ xn‖ − ‖u+ xm‖ | ≤ sup{|Gδ(xn)−Gδ(xm)| : δ ∈ ∆k,M}+ ε
2
.
Since (ωxn) converges in R∆, we find N = N(ε) such that | ‖u+ xn‖ − ‖u+ xm‖ | < ε
whenever n,m ≥ N . Thus the limit limn→∞ ‖u+ xn‖ exists for every u ∈ X, and so defines
a weakly null type (and in fact this limit exists uniformly over bounded subsets of X).
Conversely, suppose (xn) is a weakly null sequence which generates a weakly null type.
We may assume that ‖xn‖ ≤ K for all n ∈ N and some K. If n ∈ {0, 1}k and α ∈ An,M , then
Gn,α(xn) ≤ M + K by Lemma 6.8.1, and G∅,∅(xn) ≤ K. Hence, by Tychonoff’s theorem,
there is a subsequence (x′n) of (xn) such that the (ωxn) converges in R∆.
Given δ ∈ ∆ we will denote by Gδ the coordinate function on R∆. These functions are
continuous from R∆ to R.
Now suppose that θ, φ are in T0(X) and that under the above identification we have
θ = limωxn and φ = limωyn , where (xn) and (yn) are weakly null. Then for each k ∈ N and
‖u‖ ≤M , we have by Lemma 6.8.5 that,
lim
n→∞ | ‖u+ xn‖ − ‖u+ yn‖ | ≤ limn→∞ sup{|Gδ(xn)−Gδ(yn)| : δ ∈ ∆k,M}
+
2
k
+ lim
n→∞ γ
k(‖u‖+ ‖xn‖+ ‖yn‖).
Thus whenever ‖u‖ ≤M we have
|θ(u)− φ(u)| ≤ sup{|Gδ(θ)−Gδ(φ)| : δ ∈ ∆k,M}+ 2
k
+ γk(‖u‖+ θ(0) + φ(0)).
We can also identify A0(X) with T0(X). Suppose that ω ∈ A0(X) is the limit of the
sequence (ωi)
∞
i=1 ⊆ A0(X). Let θi be the weakly null type corresponding to ωi. Then if
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‖u‖ ≤M ,
|θi(u)− θj(u)| ≤ sup{|Gδ(θi)−Gδ(θj)| : δ ∈ ∆k,M}+ 2
k
+ γk(‖u‖+ θi(0) + θj(0)).
Since, ω is a limit point of (ωi)
∞
i=1, it follows that θ(u) = limi→∞ θi(u) exists for every u
and defines a type θ ∈ T0(X). Conversely, if θ(u) = limi→∞ θi(u) for every u ∈ X, where θi
is a weakly null type, let ωi be the element in A0(X) corresponding to θi. Then for every
n ∈ {0, 1}k and every α ∈ An,M , G(n,α)(ωi) ≤ M + θi(0). Hence, by Tychonoff’s theorem,
we can pass to a subsequence of (ωi) which converges in R∆. We identify the limit ω of this
subsequence with θ.
Suppose that θ, φ ∈ T0(X). Then it follows from the above that
dM(θ, φ) ≤ ρk,M (θ, φ) + 2
k
+ γk(M + θ(0) + φ(0)),
where dM is the one of the pseudometrics that defines the strong topology on T(X), and
ρk,M (θ, φ) = sup{|Gδ(θ)−Gδ(φ)| : δ ∈ ∆k,M}.
6.8.2 Strong compactness of T
1
0(X)
Let (θi) be a sequence contained in T
1
0(X). Observe that Gδ(θi) ≤M+1 whenever δ ∈ ∆k,M .
Since ∆1,1 is a finite set, we can pass to a subsequence (θ
1
i ) such that ρ1,1(θ
1
i , θ
1
j ) <
1
2 for all i, j.
Iterating this procedure we can find a subsequence (θki ) of (θ
k−1
i ) such that ρk,k(θ
k
i , θ
k
j ) <
1
2k
for all i, j. Passing to a diagonal subsequence, gives us a sequence (φi) of (θi) such that
ρk,k(φi, φj) <
1
2k
whenever k ≤ i < j. So for this subsequence we have
dk(φi, φj) ≤ 1
2k
+
2
k
+ γk(k + 2),
whenever k ≤ i < j.
So if ε > 0, and M ∈ N is given, then choose k sufficiently large that 1
2k
+ 2k +γ
k(k+2) < ε
and such that k ≥M . Then, whenever k ≤ i < j, we have
dM(φi, φj) ≤ dk(φi, φj) < ε.
Thus, our subsequence converges uniformly on bounded subsets of X. Hence T
1
0(X) is
strongly compact.
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The idea of a stopping time Banach space was first introduced by Rosenthal in an un-
published article. Some properties of this space were studied by Bang and Odell in [9] and
[10]. The spaces which we will define in this chapter are generalizations of Rosenthal’s space.
7.1 Definition and simple properties of stopping time Banach
spaces
Definition of stopping time Banach spaces
Let (Ω,F ,P) be a probability space, and let F0 ⊆ F1 ⊆ F2 ⊆ . . . be an increasing sequence
of σ-subalgebras of F .
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Definition 7.1.1 We say that a sequence of random variables, (Xn)
∞
n=0, is adapted (with
respect to the filtration (Fn)
∞
n=0) if for each n, Xn is Fn-measurable.
Definition 7.1.2 We say that a random variable T , taking values in N∪{∞}, is a stopping
time if for each n, {ω ∈ Ω : T (ω) = n} ∈ Fn. We denote by T , the collection of stopping
times.
Suppose that X = (X0,X1, . . . ,Xn, 0, . . .) is a finitely supported adapted process. We
define
‖X‖S = sup
T∈T
E(|XT |).
The stopping time Banach space, S , is then defined to be the completion of the finitely
supported adapted processes under this norm.
The dyadic stopping time Banach space S d
The dyadic stopping time Banach space is the one studied by Bang and Odell in [9] and
[10]. The description given in these papers is different to the one that we will give but it is
easy to see that they are equivalent. Let Ω = [0, 1], F be the Borel subsets of [0, 1], and let
P be Lebesgue measure on [0, 1]. We define a filtration by taking F dn to be the σ-algebra
generated by
{[(j − 1)/2n, j/2n) : 1 ≤ j ≤ 2n}.
A function is then F dn -measurable if and only if it is constant valued on each of the intervals
[(j − 1)/2n, j/2n). The stopping time Banach space defined by this filtration will be called
the dyadic stopping time Banach space, and will be denoted by S d. This is the simplest
example of such a space because each of the random variables can only take finitely many
values.
Notation
We will introduce some notation to describe finitely supported processes. Given an Fi-
measurable random variableXi, we will denote the adapted process (0, . . . , 0,Xi, 0, . . .), where
the Xi occurs in the i
th position, by Xiei. So for example, we may represent an adapted
process (X0,X1, . . . ,Xn, 0, . . .) by
∑n
i=0Xiei.
We shall also frequently be using conditional expectations, E(X
∣∣Fi), of random variables
conditional on our filtration. To simplify our working, we shall often denote E(X
∣∣Fi) by
Ei(X).
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7.1.1 Backwards recursion property of the stopping time norm
In this section we prove an important property of the norm in any stopping time Banach
space, S . This will enable us to calculate the norms of finitely supported vectors in a
systematic way.
Lemma 7.1.3 Let X = (X0,X1, . . . ,Xn,Xn+1, 0, . . .) be a finitely supported adapted process,
and X˜ = (X0,X1, . . . , ,Xn−1, |Xn| ∨ En(|Xn+1|), 0, 0, . . .). Then ‖X‖S = ‖X˜‖S .
Proof. Let T be a stopping time, and for each i, let Bi = {ω ∈ Ω : T (ω) = i}. Let
B = {ω : T (ω) > n} ∈ Fn. Then
E(|XT |) =
n+1∑
i=0
∫
Bi
|Xi| dP
≤
n∑
i=0
∫
Bi
|Xi| dP+
∫
B
|Xn+1| dP.
By the definition of conditional expectation, since B ∈ Fn,∫
B
|Xn+1| dP =
∫
B
En(|Xn+1|) dP.
Define a new stopping time
T ′(ω) =
{
T (ω) if ω ∈ B0 ∪ . . . ∪Bn−1,
n if ω ∈ Bn ∪B.
Then,
E(|XT |) ≤
n∑
i=0
∫
Bi
|Xi| dP+
∫
B
En(|Xn+1|) dP
=
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
Bn
|Xn| dP+
∫
B
En(|Xn+1|) dP
≤
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
Bn∪B
(|Xn| ∨ En(|Xn+1|)) dP
= E(|X˜T ′ |).
This shows that ‖X‖S ≤ ‖X˜‖S . We now establish the opposite inequality in a similar
way. Let T be any stopping time, and as before we let Bi = {ω ∈ Ω : T (ω) = i} and
C = {ω : T (ω) > n− 1} ∈ Fn−1 ⊆ Fn. Let D = {ω : |Xn| < En(|Xn+1|)} ∈ Fn. Note that
C ∩D and C ∩Dc are therefore in Fn. Define a new stopping time
T ′(ω) =

T (ω) if ω ∈ B0 ∪ . . . ∪Bn−1,
n if ω ∈ C ∩Dc,
n+ 1 if ω ∈ C ∩D.
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Then,
E(|X˜T |) =
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
Bn
(|Xn| ∨ En(|Xn+1|)) dP
≤
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
C
(|Xn| ∨ En(|Xn+1|)) dP
=
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
C∩Dc
|Xn| dP+
∫
C∩D
En(|Xn+1|) dP
=
n−1∑
i=0
∫
Bi
|Xi| dP+
∫
C∩Dc
|Xn| dP+
∫
C∩D
|Xn+1| dP
= E(|XT ′ |).
Therefore, we have established that ‖X˜‖S ≤ ‖X‖S , which proves the lemma.
We now introduce some notation to simplify the statement of the above lemma. Given
a finitely supported adapted process, X = (X0,X1, . . . ,Xn, 0, . . .), we can define (by ‘back-
wards recursion’),
σn(X) = |Xn|,
σj(X) = |Xj| ∨ Ej(σj+1(X)) for j < n.
Then by induction, using Lemma 7.1.3, we can prove the following corollary.
Corollary 7.1.4 If X = (X0,X1, . . . ,Xn, 0, . . .) is a finitely supported adapted process then
for each k ≤ n,
‖X‖S = ‖(X0,X1, . . . ,Xk−1, σk(X), 0, . . .)‖S .
In particular,
‖X‖S = E(σ0(X)) = ‖σ0(X)‖L1(Ω) .
7.2 Block types on S d
In this section we give a characterization of the sequences of successive block vectors which
determine types on S d. Our first lemma appears in [9], though we rewrite the proof in terms
of our probabilistic description of S d.
Lemma 7.2.1 Let (Y k)
∞
k=1 be a sequence of successive block vectors in S
d. (Y k)
∞
k=1 is
type determining if and only if for every n ∈ N and every E ∈ Fn, (E(σn(Y k);E))∞k=1 is
convergent. Further if (Zk)
∞
k=1 is another type determining sequence of successive blocks
then (Zk)
∞
k=1 determines the same type as (Y
k)
∞
k=1 if and only if limk E(σn(Y k);E) and
limk E(σn(Zk);E) are the same for every n and every E ∈ F dn .
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Proof. (⇐) Let X be a finitely supported adapted sequence with X ≤ n. Then for suf-
ficiently large k,
∥∥X + Y k∥∥
Sd
=
∥∥(X0,X1, . . . ,Xn, σn+1(Y k), 0, . . .)∥∥Sd . Since σn+1(Y k) is
F dn+1-measurable, if we write Ej = [(j − 1)/2n+1, j/2n+1) then
σn+1(Y
k) =
2n+1∑
j=1
E(σn+1(Y k);Ej)
P(Ej)
 
Ej .
Let λ(n,E) denote limk→∞ E(σn(Y k);E), then
∥∥∥X + Y k∥∥∥
Sd
=
∥∥∥∥∥∥(X0,X1, . . . ,Xn,
2n+1∑
j=1
E(σn+1(Y k);Ej)
P(Ej)
 
Ej , 0, . . .)
∥∥∥∥∥∥
Sd
→
∥∥∥∥∥∥(X0,X1, . . . ,Xn,
2n+1∑
j=1
λ(n+ 1, Ej)
P(Ej)
 
Ej , 0, . . .)
∥∥∥∥∥∥
Sd
Hence, we have shown that (Y k)
∞
k=1 determines a type.
(⇒) Suppose that (Y k)∞k=1 defines a type θ, but there exists some n and an E ∈ F dn
such that E(σn(Y k);E) does not converge as k → ∞. Without loss of generality we
may suppose that E is an atom in the σ-algebra F dn . Since (Y
k)∞k=1 determines a type,
limk→∞
∥∥Y k∥∥
Sd
exists, and so by homogeneity we may suppose that ‖Yk‖Sd ≤ 1 for all k
and limk→∞
∥∥Y k∥∥
Sd
= 1. Since (E(σn(Y k);E))∞k=1 is a bounded non-convergent sequence,
we may find two sequences (nk)
∞
k=1 and (mk)
∞
k=1 of integers such that
r = lim
k
E(σn(Y nk);E) 6= lim
k
E(σn(Y mk);E) = s.
Let Xn =
1
P(E)
 
E , and X = Xnen. Then,
θ(X) = lim
k
‖X + Y nk‖Sd
= lim
k
E(Xn ∨ σn(Y nk)).
Notice that
∫
E σn(Y
k)dP ≤ ∥∥Y k∥∥
Sd
≤ 1, and therefore σn(Y nk) ≤ 1P(E) on E. Thus,
θ(X) = lim
k
E(
 
EXn +
 
Ecσn(Y
nk))
= lim
k
(E(Xn;E) + E(σn(Y nk))− E(σn(Y nk);E))
= 2− r.
An identical argument shows that θ(X) = 2− s, which gives the desired contradiction.
For the final claim, notice that the proof of (⇐) shows that the value taken by a type
only depends on the values of λ(n,E). This immediately implies the claim.
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The preceding theorem has the following immediate corollary, which gives us a correspon-
dence between the block types on S d and integrable martingales.
Corollary 7.2.2 There is a correspondence between block types on S d and integrable mar-
tingales (with respect to (F dn)
∞
n=0).
Proof. Let (Y k)
∞
k=1 be a block sequence determining a type, and let Wn = limk σn(Y
k) ∈
L1(Fn). Then for large k, σn(Y k) = En(σn+1(Y k)). Letting k tend to infinity implies that
Wn = En(Wn+1). Therefore (Wn)∞n=0 forms a martingale.
Conversely, given a martingale (Wn)
∞
n=0, let Z
k = Wkek. Then σn(Z
k) = Wn for k ≥ n.
Hence, by Lemma 7.2.1, (Zk)
∞
k=1 determines a type, which is the same as that determined
by the block sequence (Y k)
∞
k=1.
The backwards recursion property of the stopping time norm should be contrasted with
the behaviour of the norm in spaces with Property (M). Roughly speaking, if x < y are
successive block vectors in a space with Property (M), then ‖x+ y‖ does not depend on the
specific form of x. In a stopping time Banach space, however, ‖x+ y‖ does not depend on the
specific form of y (by backwards recursion). The results of Chapter 6 applied to spaces with
Property (M). Unfortunately, we can not apply the same results to stopping time Banach
spaces because as the next proposition shows T
1
0(S
d) fails to be strongly compact.
Proposition 7.2.3 T
1
0(S
d) is not strongly separable, and therefore not strongly compact.
Proof. Let ∆ = {0, 1}N. Given α ∈ ∆ and k ≥ 1, we define
lk(α) =
k∑
i=1
1
2i
αi,
and,
rk(α) = lk(α) +
1
2k
.
We define Xk(α) = 2k
 
[lk(α),rk(α)). Note that X
k(α) is F dk -measurable with E(Xk(α)) = 1.
Also the support of Xk(α) is an atom of F dk , with the support of X
j(α) contained in that
of Xk(α) whenever j ≥ k. Thus, Ek(Xj(α)) = Xk(α) whenever j ≥ k. It follows from
Corollary 7.2.2 that (Xk(α)ek)
∞
k=1 determines a block type, θα, on S
d. In fact, it is easy
to show that (Xk(α)ek)
∞
k=1 is 1-equivalent to the usual basis of c0, and so in particular is
weakly null. Therefore, θα is in T
1
0(S
d).
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Now suppose that α, β ∈ ∆ with α 6= β. Let k be the first coordinate where αk 6= βk.
Then, since Xk(β) and Xn(α) have disjoint supports whenever n ≥ k,
θα(X
k(β)ek) = lim
n→∞
∥∥∥Xk(β)ek +Xn(α)en∥∥∥
Sd
=
∥∥∥Xk(β)ek +Xk(α)ek∥∥∥
Sd
= 2.
However,
θβ(X
k(β)ek) = lim
n→∞
∥∥∥Xk(β)ek +Xn(β)en∥∥∥
Sd
= 1.
Therefore, sup{|θα(x) − θβ(x)| : ‖x‖Sd ≤ 1} ≥ 1. Recalling the definition of the metric for
the strong topology (see Section 2.4.1), this shows that
d(θα, θβ) ≥ 1
2
whenever α,β ∈ ∆, α 6= β.
Since ∆ is uncountable, this shows that T
1
0(S
d) is not strongly separable. Also, a compact
metric space must be separable, and therefore T
1
0(S
d) is not strongly compact.
7.3 Subspaces of S arising from independent random variables
Let X0,X1, . . . be a sequence of random variables with Xi ≥ 0 and E(Xi) = 1 such that
each Xi is independent of Fi−1 (i.e. the value of Xi is independent of the information
available at time i − 1). Let Fi denote the cumulative distribution function of Xi. Then,
Ej(Xi) = E(Xi) = 1 almost surely whenever j < i, since Xi is independent of Fj . In this
situation we can apply Lemma 7.1.3 to obtain a simple expression for the norm. For u, v ∈ R,
we define functions Φi : R× R→ R+ by
Φi(u, v) = E(|u|Xi ∨ |v|).
It is important to note that Φi only depends on the distribution function of Xi. Indeed for
any u, v ≥ 0,
Φi(u, v) = E(uXi ∨ v)
= v + E((uXi − v)+)
= v +
∫ ∞
0
P(uXi − v > t) dt
= v + u
∫ ∞
v
u
1− Fi(s) ds.
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Since 1 = E(Xi) =
∫∞
0 1− Fi(s) ds, it follows that
Φi(u, v) = u+ u
∫ v
u
0
Fi(s) ds. (7.1)
We can then apply Lemma 7.1.3, to obtain,∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
=
∥∥∥∥∥
n−2∑
i=0
αiXiei + (αn−1Xn−1 ∨ αnEn−1(Xn))en−1
∥∥∥∥∥
S
=
∥∥∥∥∥
n−2∑
i=0
αiXiei + (αn−1Xn−1 ∨ αn)en−1
∥∥∥∥∥
S
Since Xn−1 is independent of Fn−2 it follows that (αn−1Xn−1 ∨ αn) is also independent of
Fn−2. Therefore applying Lemma 7.1.3 again gives,∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
=
∥∥∥∥∥
n−3∑
i=0
αiXiei + (αn−2Xn−2 ∨ En−2(αn−1Xn−1 ∨ αn))en−2
∥∥∥∥∥
S
=
∥∥∥∥∥
n−3∑
i=0
αiXiei + (αn−2Xn−2 ∨ Φn−1(αn−1, αn))en−2
∥∥∥∥∥
S
Continuing this process we find that,∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
=
∥∥(α0X0 ∨ Φ1(α1,Φ2(. . . ,Φn−1(αn−1, αn) . . .))e1∥∥S
= Φ0(α0,Φ
1(α1,Φ
2(. . . ,Φn−1(αn−1, αn))) . . .).
Therefore if we recursively define
(Φ0 ∗ Φ1)(α0, α1, α2) = Φ0(α0,Φ1(α1, α2)),
(Φ0 ∗ Φ1 ∗ . . .Φn+1)(α0, α1, . . . , αn+2) = Φ0(α0, (Φ1 ∗ . . .Φn+1)(α1, . . . , αn+2)),
then we can express the norm of finite linear combinations of {Xiei}∞i=1 by∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
= (Φ0 ∗ . . . ∗ Φn−1)(α0, . . . , αn).
In the situation where the Xi are also identically distributed then we get a simpler ex-
pression for the norm. If Φ(·, ·) is the function Φi defined above (which is independent of i
in this case), then ∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
= Φn(α0, . . . , αn),
where the function Φn = Φ ∗ . . . ∗ Φ︸ ︷︷ ︸
n
.
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Remark 7.3.1 Suppose that n0 < n1 < n2 < . . . is a strictly increasing sequence of natural
numbers and that (Xi)
∞
i=0 is a sequence of non-negative random variables such that E(Xi) = 1,
Xi is Fni-measurable and independent of Fni−1. We may regard
∑n
i=0 αiXieni as being an
element in the stopping time space with respect to the filtration (Fni)
∞
i=0. Therefore, the
result of the previous section still applies giving,∥∥∥∥∥
n∑
i=0
αiXieni
∥∥∥∥∥
S
= (Φ0 ∗ . . . ∗ Φn−1)(α0, . . . , αn).
Example 7.3.2 In this example we consider a simple subspace of S d given by a sequence of
independent identically distributed random variables.
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Figure 7.1: A sequence of independent random variables
Let X1,X2, . . . be the sequence of random variables represented in Figure 7.1. It is easy to
check that each Xi is independent of Fi−1. The Xi each satisfy E(Xi) = 1 and are identically
distributed, with cumulative distribution function,
F (x) =
{
1
2 if 0 ≤ x < 2,
1 if x ≥ 2.
Hence, we can calculate Φ(u, v), giving for u, v ≥ 0,
Φ(u, v) =
{
u+ 12v if v < 2u,
v if v ≥ 2u.
It is trivial that for any n, ∥∥∥∥∥
n∑
i=1
αiXiei
∥∥∥∥∥
Sd
≥ max
i
|αi|.
In fact, we can prove that ∥∥∥∥∥
n∑
i=1
αiXiei
∥∥∥∥∥
Sd
≤ 2 max
i
|αi|.
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This will follow if we prove the stronger claim, that for every n,
Φn−1(α1, . . . , αn) ≤
(
2− 1
2n−1
)
max
i
|αi|.
We prove this by induction on n. The case n = 1 is trivial, and the case n = 2 is easy since,
Φ1(α1, α2) ≤ max
(
|α1|+ 1
2
|α2|, |α2|
)
≤ 3
2
max
i
|αi|.
Given the result for n,
Φn(α1, . . . , αn+1) = Φ(α1,Φn−1(α2, . . . , αn+1))
≤ Φ
(
α1,
(
2− 1
2n−1
)
max
i≥2
|αi|
)
≤ max
(
|α1|+
(
1− 1
2n
)
max
i≥2
|αi|,
(
2− 1
2n−1
)
max
i≥2
|αi|
)
≤
(
2− 1
2n
)
max
1≤i≤n
|αi|.
This proves our claim. Hence we have shown that [Xiei]
∞
i=1 is isomorphic to c0.
7.4 Isomorphic structure of subspaces generated by indepen-
dent random variables
In this section we show that for any stopping time Banach space, S , the closed linear span
of {Xiei}∞i=0, where Xi are identically distributed with E(Xi) = 1 and each Xi independent
of Fi−1, is in fact isomorphic to an Orlicz space. Let Φ(·, ·) be the function introduced in
Section 7.3, which is a norm on R2. Define a function φ : R+ → R+ by
φ(t) = Φ(t, 1)− 1.
It follows from the properties of a norm and Φ(0, 1) = 1 that φ is an Orlicz function. We will
show that [Xiei]
∞
i=0 is isomorphic to hφ. For instance, in Example 7.3.2, we get
φ(t) =
{
0 if t < 12 ,
t− 12 if t ≥ 12 .
Thus, in this case, φ is a degenerate Orlicz function. It is straightforward to show that the
Orlicz space, hφ, is isomorphic to c0, which agrees with the result of Example 7.3.2.
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Lower Orlicz norm estimates
In this section we show that we can bound ‖∑ni=0 αiXiei‖S below by the Luxemburg norm
in `φ. Let α0, . . . , αn be any scalars with αn 6= 0, and for convenience let
α ·X =
n∑
i=0
αiXiei.
Then,
Φn(α0, . . . , αn) = Φ(α0,Φn−1(α1, . . . , αn))
= Φn−1(α1, . . . , αn) Φ
(
α0
Φn−1(α1, . . . , αn)
, 1
)
= Φn−1(α1, . . . , αn)
(
1 + φ
( |α0|
Φn−1(α1, . . . , αn)
))
= Φn−1(α1, . . . , αn) + Φn−1(α1, . . . , αn)φ
( |α0|
Φn−1(α1, . . . , αn)
)
.
(7.2)
Hence, (7.2) tells us that
‖α ·X‖S = Φn−1(α1, . . . , αn) + Φn−1(α1, . . . , αn)φ
( |α0|
Φn−1(α1, . . . , αn)
)
. (7.3)
We repeat this procedure n− 1 times, by substituting (7.2) (with appropriate n) for the first
term in (7.3), giving
‖α ·X‖S = Φ(αn−1, αn) +
n−2∑
i=0
Φn−i−1(αi+1, . . . , αn)φ
( |αi|
Φn−i−1(αi+1, . . . , αn)
)
= |αn|+
n−1∑
i=0
Φn−i−1(αi+1, . . . , αn)φ
( |αi|
Φn−i−1(αi+1, . . . , αn)
)
.
We rearrange this into the form,
1 =
|αn|
‖α ·X‖S
+
n−1∑
i=0
Φn−i−1(αi+1, . . . , αn)
‖α ·X‖S
φ
( |αi|
Φn−i−1(αi+1, . . . , αn)
)
. (7.4)
Now, since φ is convex and φ(0) = 0, it follows that for any x ≥ 0 and any λ ∈ [0, 1],
φ(λx) = φ(λx + (1 − λ)0) ≤ λφ(x). In particular, since φ(1) = Φ(1, 1) − 1 ≤ 1, φ(λ) ≤ λ
whenever λ ∈ [0, 1]. In particular,
|αn|
‖α ·X‖S
≥ φ
( |αn|
‖α ·X‖S
)
, (7.5)
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and for 0 ≤ i ≤ n− 1,
Φn−i−1(αi+1, . . . , αn)
‖α ·X‖S
φ
( |αi|
Φn−i−1(αi+1, . . . , αn)
)
≥ φ
( |αi|
‖α ·X‖S
)
. (7.6)
Therefore, combining (7.5) and (7.6) with (7.4) shows that
n∑
i=0
φ
( |αi|
‖α ·X‖S
)
≤ 1,
Thus, we have shown that ‖α‖φ ≤ ‖α ·X‖S .
Upper Orlicz norm estimates
In this section we show that we can bound ‖∑ni=0 αiXiei‖S above by the Amemiya norm of
(α0, . . . , αn, 0, . . .). Clearly,∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
= sup
T∈T
E(|αT |XT ) ≤ E( max
0≤i≤n
|αi|Xi).
Let t > 0 be arbitrary. Then,
E
(
max
0≤i≤n
|αi|Xi
)
≤ t+
n∑
j=0
E((|αj|Xj − t)+)
= t+
n∑
j=0
(E(|αj|Xj ∨ t)− t)
= t+ t
n∑
j=0
(
E
( |αj |
t
Xj ∨ 1
)
− 1
)
= t+ t
n∑
j=0
(
Φ
( |αj |
t
, 1
)
− 1
)
= t+ t
n∑
j=0
φ
( |αj |
t
)
.
Therefore, ∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
≤ inf
t>0
t+ t n∑
j=0
φ
( |αj |
t
)
= inf
k>0
1
k
1 + n∑
j=0
φ(k|αj |)

= ‖α‖Aφ .
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We have shown that
‖α‖φ ≤
∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
≤ ‖α‖Aφ ≤ 2 ‖α‖φ .
Therefore, [Xiei]
∞
i=0 is isomorphic to hφ.
Remark 7.4.1 If instead of the above situation we know that the Xi are each indepen-
dent of Fi−1, but not necessarily identically distributed then the above proof, with suitable
modifications, shows that [Xiei]
∞
i=0 is isomorphic to the generalized Orlicz space hΨ, where
Ψ = (φi)
∞
i=0, with φi(t) = Φ
i(t, 1)− 1.
Remark 7.4.2 Suppose that n0 < n1 < n2 < . . . is a strictly increasing sequence of natural
numbers and that (Xi)
∞
i=0 is a sequence of non-negative random variables such that E(Xi) = 1,
Xi is Fni-measurable and independent of Fni−1 . Then for the same reasons as we mentioned
in Remark 7.3.1, the results of this section still hold. In other words, [Xieni ]
∞
i=0 is isomorphic
to an Orlicz space if the Xi are identically distributed, and to a generalized Orlicz space
otherwise.
7.5 Subspaces of S d almost isometric to subspaces of S
In this section we prove a theorem which is a useful tool for finding subspaces of S d. We
show that for an arbitrary stopping time Banach space, S , the subspaces of S described in
Section 7.3 also occur almost isometrically in S d.
Theorem 7.5.1 Let S be a stopping time Banach space with respect to some filtration
(Fi)∞i=0. Let (Xi)
∞
i=0 be a sequence of non-negative random variables such that Xi is Fi-
measurable and independent of Fi−1 and E(Xi) = 1. Then for every ε > 0 there exists a
subspace of S d which is (1 + ε)-isomorphic to [Xiei]
∞
i=0.
Proof. Let ε > 0 and choose a sequence of positive numbers (εn)
∞
n=0, converging to zero
sufficiently rapidly that
∞∏
i=0
(1 + εi) ≤ 1 + ε and
∞∏
i=0
(1− εi) ≥ 1
1 + ε
.
Let Fi be the distribution function of Xi. Since E(Xi) = 1 and Xi ≥ 0, 1−Fi(x) ∈ L1(0,∞)
with L1-norm equal to one. By approximating by step functions, if we choose n0 sufficiently
large then we can find an F dn0-measurable random variable Y0 ≥ 0, with distribution function
G0 such that
‖(1− F0(x))− (1−G0(x))‖L1(0,∞) < ε0.
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(see Figure 7.2. The shaded area represents the function 1−G0(x)).
1− F (x)
x0
0
1
Figure 7.2: Approximating 1− F (x)
By re-scaling we may suppose that E(Y0) = 1. We then repeat this argument forX1, which
yields us a F dn1-measurable random variable Y1, which we can also choose to be independent
of F dn0, with distribution function G1 such that
‖(1− F1(x))− (1−G1(x))‖L1(0,∞) < ε1.
Continuing in this way we construct a sequence of random variables Yi ≥ 0 with E(Yi) = 1
and Yi F dni-measurable, independent of F
d
ni−1 and
‖(1− Fi(x))− (1−Gi(x))‖L1(0,∞) < εi.
Let Φk(u, v) = E(max(|u|Xk, |v|)) and Ψk(u, v) = E(max(|u|Yk, |v|)). Then for each k, and
any u, v ≥ 0,
|Φk(u, v)−Ψk(u, v)| =
∣∣∣∣∣
(
v + u
∫ ∞
v
u
(1− Fk(s))ds
)
−
(
v + u
∫ ∞
v
u
(1−Gk(s))ds
)∣∣∣∣∣
= u
∣∣∣∣∣
∫ ∞
v
u
(1− Fk(s))− (1−Gk(s))ds
∣∣∣∣∣
≤ εku
≤ εkΨk(u, v).
Therefore, for any u, v ∈ R and any k ∈ N,
(1− εk)Ψk(u, v) ≤ Φk(u, v) ≤ (1 + εk)Ψk(u, v).
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Using the right-hand inequality twice shows that
(Φn−2 ∗ Φn−1)(αn−2, αn−1, αn) = Φn−2(αn−2,Φn−1(αn−1, αn))
≤ (1 + εn−2)Ψn−2(αn−2,Φn−1(αn−1, αn))
≤ (1 + εn−2)Ψn−2(αn−2, (1 + εn−1)Ψn−1(αn−1, αn))
≤ (1 + εn−2)(1 + εn−1)Ψn−2(αn−2,Ψn−1(αn−1, αn))
= (1 + εn−2)(1 + εn−1)(Ψn−2 ∗Ψn−1)(αn−2, αn−1, αn).
Iterating this procedure gives,
(Φ0 ∗ . . . ∗ Φn−1)(α0, . . . , αn) ≤
n−1∏
i=0
(1 + εi) (Ψ
0 ∗ . . . ∗Ψn−1)(α0, . . . , αn)
≤ (1 + ε) (Ψ0 ∗ . . . ∗Ψn−1)(α0, . . . , αn).
(7.7)
A similar argument also shows,
(Φ0 ∗ . . . ∗ Φn−1)(α0, . . . , αn) ≥
n−1∏
i=0
(1− εi) (Ψ0 ∗ . . . ∗Ψn−1)(α0, . . . , αn)
≥ 1
1 + ε
(Ψ0 ∗ . . . ∗Ψn−1)(α0, . . . , αn).
(7.8)
Hence, by the results of Section 7.3, (7.7) and (7.8) tell us that
1
1 + ε
∥∥∥∥∥
n∑
i=0
αiYieni
∥∥∥∥∥
Sd
≤
∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
≤ (1 + ε)
∥∥∥∥∥
n∑
i=0
αiYieni
∥∥∥∥∥
Sd
.
Therefore, [Xiei]
∞
i=0 is (1 + ε)-isomorphic to [Yieni ]
∞
i=0.
7.6 Subspaces of S d almost isometric to `p
It is easy to find subspaces of S d that are isometric to `1 and c0 (see e.g. Section 7.7).
In fact, it is possible to find subspaces that are almost isometric to `p for any p ∈ (1,∞).
This result is mentioned in [10] as a result of Schechtmann. The proof does not seem to
appear in the literature, so we include a proof, which is presumably the same method used
by Schechtmann.
Fix p ∈ (1,∞) and suppose that X is a random variable which has cumulative distribution
function given by
F (x) =
{
xp−1(1 + xp)
1
p
−1
if x ≥ 0,
0 if x < 0.
(7.9)
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By differentiating, we find that the density function of this random variable is given by
f(x) =
{
(p− 1)xp−2(1 + xp) 1p−2 if x ≥ 0,
0 if x < 0.
Then,
E(X) =
∫ ∞
0
tf(t)dt = (p− 1)
∫ ∞
0
tp−1(1 + tp)
1
p
−2
dt
=
p− 1
p
∫ ∞
0
du
(1 + u)
2− 1
p
=
p− 1
p
[
(1 + u)
1
p
−1
1
p − 1
]∞
u=0
= 1.
For this distribution function F we can explicitly calculate Φ. For u, v ≥ 0, we have
Φ(u, v) = u+ u
∫ v
u
0
sp−1(1 + sp)
1
p
−1
ds
= u+ u
[
(1 + sp)
1
p
] v
u
s=0
= u(1 +
(
1 +
(v
u
)p) 1p − 1)
= (up + vp)
1
p .
(7.10)
It is well known that we can construct a sequence X0,X1, . . . of independent random variables
on a suitable probability space (Ω,F ,P), each having (7.9) as its distribution function. We
define a filtration by Fi = σ(X0, . . . ,Xi). Then each Xi is Fi-measurable and independent
of Fi−1. Let S be the stopping time Banach space associated with this filtration. It follows
easily from (7.10) that ∥∥∥∥∥
n∑
i=0
αiXiei
∥∥∥∥∥
S
=
(
n∑
i=0
|ai|p
) 1
p
,
so that [Xiei]
∞
i=0 is isometric to `p. Hence, by Theorem 7.5.1, S
d contains almost isometric
copies of `p.
7.7 Orlicz subspaces of S d
In Section 7.4, we showed that subspaces arising from sequences of independent identically
distributed random variables are isomorphic to an Orlicz space, hφ. It is therefore natural
to ask for which Orlicz functions, φ, can we embed hφ in S
d. We shall address this question
in this section.
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Properties of our Orlicz functions
In Section 7.4, the Orlicz functions which arose were of the form
φ(t) = Φ(t, 1)− 1,
where Φ(t, 1) = E(max(tX, 1)), and X is a non-negative random variable with E(X) = 1.
We obtain the following elementary estimate,
1 + (t− 1)+ = max(t, 1) ≤ Φ(t, 1) ≤ t+ 1.
Therefore,
(t− 1)+ ≤ φ(t) ≤ t for all t ≥ 0.
In particular, this implies that φ ′−(t) ≤ φ ′+(t) ≤ 1 for all t ≥ 0, where φ ′± denote the left and
right derivatives of φ at t. Also, for any t ≥ 1,
1− 1
t
≤ φ(t)
t
≤ 1,
and therefore limt→∞
φ(t)
t = 1. Also,
φ(t)
t = E(max(X,
1
t )) − 1t = E((X − 1t )+). Note that
(X − 1t )+ → 0 pointwise as t → 0, and |(X − 1t )+| ≤ X. Therefore, by the dominated
convergence theorem,
φ(t)
t
= E
((
X − 1
t
)+)
→ 0 as t→ 0.
Recovering the distribution from the Orlicz function
The Orlicz function φ is completely determined by the distribution of X. Indeed, if F is the
distribution function of X, then by (7.1),
φ(t) = Φ(t, 1)− 1 = t+ t
∫ 1
t
0
F (s) ds− 1.
Rearranging the above expression shows that,
φ(t)− t+ 1
t
=
∫ 1
t
0
F (s) ds.
Since F is right-continuous, we can take the left-derivative of both sides, and rearrange to
obtain
F
(
1
t
)
= φ(t)− tφ ′−(t) + 1. (7.11)
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In the remainder of this section we show that if φ is an Orlicz function satisfying suitable
conditions, then (7.11) defines a cumulative distribution function of some random variable
which in turn induces the Orlicz function φ. We will deduce from this a sufficient condition
on φ, for hφ to embed in S
d.
Lemma 7.7.1 Let φ be an Orlicz function such that (t − 1)+ ≤ φ(t) ≤ t for all t ≥ 0 and
such that limt→0
φ(t)
t = 0. Define F : (0,∞)→ R by
F (s) = φ
(
1
s
)
− 1
s
φ ′−
(
1
s
)
+ 1.
Then F is the distribution function of some non-negative random variable X with E(X) = 1.
Proof. The conditions on φ ensure that φ ′−(t) ≤ 1 for all t. Hence,
φ(t)− tφ ′−(t) ≥ φ(t)− t ≥ (t− 1)+ − t ≥ −1.
Thus, F (s) ≥ 0 for all s > 0. It is also immediate that lims→∞ F (s) = 1. F is right continuous
since φ ′− is left continuous (see [47, Lemma 1.2]). Thus, F will be a cumulative distribution
function of some non-negative random variable provided we show that F is increasing, or
equivalently that ψ : t 7→ φ(t)− tφ ′−(t) + 1 is decreasing. Let 0 ≤ u < v. Then
ψ(u)− ψ(v) = φ(u)− φ(v) + vφ ′−(v)− uφ ′−(u).
Since φ is convex,
φ(v)− φ(u)
v − u ≤ φ
′
−(v).
Therefore,
ψ(u)− ψ(v) ≥ (u− v)φ ′−(v) + vφ ′−(v)− uφ ′−(u)
= u(φ ′−(v)− φ ′−(u)).
Since t 7→ φ ′−(t) is increasing, this shows that ψ(u) ≥ ψ(v). Therefore F is a distribution
function for some non-negative random variable X.
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Let ε > 0. By [47, Theorem 1.1], φ(u) =
∫ u
0 φ
′−(t)dt for all u ≥ 0. Therefore,∫ 1
ε
ε
1− F (s)ds =
∫ 1
ε
ε
(
−φ
(
1
s
)
+
1
s
φ ′−
(
1
s
))
ds
= −
∫ 1
ε
ε
∫ 1
s
0
φ ′− (t) dtds+
∫ 1
ε
ε
1
s
φ ′−
(
1
s
)
ds
= −
∫ ε
0
∫ 1
ε
ε
φ ′− (t) dsdt−
∫ 1
ε
ε
∫ 1
t
ε
φ ′− (t) dsdt+
∫ 1
ε
ε
1
s
φ ′−
(
1
s
)
ds
= (ε− 1
ε
)φ(ε) + ε(φ(1/ε)− φ(ε))
= εφ(1/ε)− φ(ε)
ε
→ 1 as ε→ 0.
Since, 1− F (s) ≥ 0 for all s, we can apply the monotone convergence theorem, to obtain,
E(X) =
∫ ∞
0
1− F (s) ds = 1.
Lemma 7.7.2 Let φ be an Orlicz function satisfying the conditions of Lemma 7.7.1, then
for every t > 0,
φ(t) = t+ t
∫ 1
t
0
F (s)ds− 1.
Proof. Let ε > 0. Then for any t > 0
t+ t
∫ 1
t
ε
F (s) ds− 1 = t− 1 + t
∫ 1
t
ε
(
φ
(
1
s
)
− 1
s
φ ′−
(
1
s
)
+ 1
)
ds
= t(1− ε) + t
∫ 1
t
ε
∫ 1
s
0
φ ′−(p) dpds− t
∫ 1
t
ε
1
s
φ ′−
(
1
s
)
ds
= t(1− ε) + t
∫ t
0
∫ 1
t
ε
φ ′−(p)dsdp+ t
∫ 1
ε
t
∫ 1
p
ε
φ ′−(p) dsdp
− t
∫ 1
t
ε
1
s
φ ′−
(
1
s
)
ds
= t(1− ε) + t
(
1
t
− ε
)
φ(t)− εt(φ(1/ε)− φ(t))
= t− εt+ φ(t)− tεφ(1/ε)
→ φ(t) as ε→ 0.
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Applying the monotone convergence theorem shows that
φ(t) = t+ t
∫ 1
t
0
F (s) ds− 1.
Corollary 7.7.3 Let φ be an Orlicz function such that (t− 1)+ ≤ φ(t) ≤ t for all t ≥ 0 and
such that limt→0
φ(t)
t = 0. Then the Orlicz space, hφ, embeds isomorphically into S
d.
Proof. Let F be the cumulative distribution function obtained in Lemma 7.7.1. As in
Section 7.6, we can construct (on a suitable probability space) a sequence (Xi)
∞
i=0 of in-
dependent random variables each having distribution function F . Define a filtration by
Fi = σ(X0, . . . ,Xi), and let S be the corresponding stopping time Banach space. Then by
Lemma 7.7.2, and the result in Section 7.4, it follows that [Xiei]
∞
i=0 is 2-isomorphic to hφ.
Thus by Theorem 7.5.1 we can find subspaces of S d that are (2 + ε)-isomorphic to hφ for
every ε > 0.
Embedding Orlicz spaces in S d
In fact, we can show that every Orlicz space, hφ, embeds isomorphically in S
d. This will
follow from the fact that hφ is determined up to isomorphism by the behaviour of φ on any
neighbourhood of 0. More precisely, we have the following proposition.
Proposition 7.7.4 ([53, Proposition 4.a.5]) Let φ1 and φ2 be two Orlicz functions. Then
the following assertions are equivalent;
(i) `φ1 = `φ2 (i.e. both spaces consist of the same sequences) and the identity mapping is
an isomorphism between `φ1 and `φ2.
(ii) The unit vector bases of hφ1 and hφ2 are equivalent.
(iii) φ1 and φ2 are equivalent at zero i.e. there exist constants k > 0, K > 0 and t0 > 0
such that, for all 0 ≤ t ≤ t0, we have
K−1φ2(k−1t) ≤ φ1(t) ≤ Kφ2(kt).
Let φ be any Orlicz function. The function t 7→ φ(t)t is increasing and for every t ≥ 0,
φ ′+(0) ≤
φ(t)
t
≤ φ ′−(t). (7.12)
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We now consider two cases. First, suppose that limt→0
φ(t)
t = 0. It follows from (7.12) that
φ ′+(0) = 0. Recall that t 7→ φ ′+(t) is an increasing right-continuous function, and therefore
there exists t0 > 0 such that φ
′−(t) ≤ φ ′+(t) ≤ 1 for all t ≤ t0. Without loss of generality we
may suppose that t0 ≤ 1. Define
ψ(t) =
{
φ(t) if t ≤ t0,
t− t0 + φ(t0) if t > t0.
Then ψ is an Orlicz function which satisfies the conditions of Corollary 7.7.3, and therefore hψ
embeds isomorphically into S d. However, ψ and φ coincide on [0, t0], and so by Proposition
7.7.4, hφ is isomorphic to hψ. Hence we have shown that hφ embeds isomorphically into S
d.
The remaining case is when limt→0
φ(t)
t = δ > 0. Then, there exists a t0 > 0 such that
δt ≤ φ(t) ≤ 2δt whenever t ∈ [0, t0].
Thus, φ is equivalent at zero to the Orlicz function ψ : t 7→ t. Hence, by Proposition 7.7.4,
hφ is isomorphic to hψ = `1. It is straightforward to find subspaces of S
d that are isomorphic
to `1. Indeed, if we take X1,X2, . . . to be the sequence of random variables in Figure 7.3,
then [Xiei]
∞
i=1 is isometric to `1.
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Figure 7.3: A sequence of random variables generating `1
For any n ∈ N, we define a stopping time T by
T =
n∑
i=1
i
 
[1− 1
2i−1 ,1−
1
2i
) + (n+ 1)
 
[1− 1
2n
,1).
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Then, ∥∥∥∥∥
n∑
i=1
aiXiei
∥∥∥∥∥
Sd
≥ E(|aTXT |)
= E
(
n∑
i=1
|ai|Xi   [1− 1
2i−1 ,1−
1
2i
)
)
=
n∑
i=1
|ai|.
The opposite inequality is immediate from the triangle inequality, and therefore for any n ∈ N
and any scalars (ai), ∥∥∥∥∥
n∑
i=1
aiXiei
∥∥∥∥∥
Sd
=
n∑
i=1
|ai|.
In summary, we have proved the following result.
Theorem 7.7.5 Let φ be any Orlicz function. Then S d has a subspace which is isomorphic
to hφ.
7.8 Mixtures of Orlicz spaces
Suppose that F0 ⊆ F1 ⊆ F2 ⊆ . . . is an increasing sequence of σ-subalgebras of F , and that
ω 7→ φw is an F0-measurable mapping such that φw is an Orlicz function for each ω ∈ Ω.
We define a mixture of Orlicz spaces to be the completion of the finitely non-zero sequences
of real numbers a = (ai)
∞
i=1 under the norm,
‖a‖ =
∫
ω∈Ω
‖a‖φω dP.
In this section we construct subspaces of a stopping time Banach space which are isomorphic
to mixtures of Orlicz spaces. The existence of these subspaces will follow from the results of
Section 7.4, and a conditional backwards recursion property corresponding to that in Lemma
7.1.3. It should be noted that this construction works in an arbitrary stopping time Banach
space, but it is only of interest in the case where F0 is not discrete. In the discrete case,
these spaces are all isomorphic to c0.
Lemma 7.8.1 Let X = (0,X1,X2, . . . ,Xn,Xn+1, 0, . . .) be an adapted process, and X˜ =
(0,X1,X2, . . . , ,Xn−1, |Xn| ∨ En(|Xn+1|), 0, 0, . . .). Then,
sup
T∈T
E0(|XT |) = sup
T∈T
E0(|X˜T |) almost surely.
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Proof. Let T be any stopping time, and define Bi = {ω : T (ω) = i} ∈ Fi and B = {ω :
T (ω) > n} ∈ Fn. Then,
E0(|XT |) =
n+1∑
i=1
E0(
 
Bi |Xi|)
≤
n−1∑
i=1
E0(
 
Bi |Xi|) + E0(
 
Bn |Xn|+
 
B|Xn+1|)
≤
n−1∑
i=1
E0(
 
Bi |Xi|) + E0(
 
Bn∪B(|Xn| ∨ En(|Xn+1|))).
(7.13)
The last step follows since
E0(
 
BEn(|Xn+1|)) = E0(En(   B(|Xn+1|))) as B ∈ Fn
= E0(
 
B|Xn+1|).
Therefore, (7.13) shows that E0(|XT |) ≤ E0(|X˜T ′|) almost surely, where T ′ is the stopping
time defined by
T ′(ω) =
{
T (ω) ω ∈ B1 ∪ . . . ∪Bn−1,
n ω ∈ Bn ∪B.
We now prove the opposite inequality in a similar way. Let T be any stopping time, and
define Bi = {ω : T (ω) = i} ∈ Fi, C = {ω : T (ω) ≥ n} ∈ Fn−1 ⊆ Fn and D = {ω :
|Xn|(ω) ≥ En(|Xn+1|)(ω)} ∈ Fn. Then
E0(|X˜T |) =
n−1∑
i=1
E0(
 
Bi |Xi|) + E0(
 
Bn(|Xn| ∨ En(|Xn+1|)))
≤
n−1∑
i=1
E0(
 
Bi |Xi|) + E0(
 
C(|Xn| ∨ En(|Xn+1|)))
=
n−1∑
i=1
E0(
 
Bi |Xi|) + E0(
 
C∩D|Xn|+   C∩DcEn(|Xn+1|)).
(7.14)
Now,
E0(
 
C∩DcEn(|Xn+1|)) = E0(   C∩DcEn(|Xn+1|))
= E0(En(
 
C∩Dc |Xn+1|)) as C ∩Dc ∈ Fn
= E0(
 
C∩Dc|Xn+1|).
(7.15)
Hence, substituting (7.15) into (7.14) shows that, E0(|X˜T |) ≤ E0(|XT ′|), where T ′ is the
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stopping time defined by
T ′(ω) =

T (ω) ω ∈ B1 ∪ . . . ∪Bn−1,
n ω ∈ C ∩D,
n+ 1 ω ∈ C ∩Dc.
Combining these two inequalities gives us the result that, almost surely,
sup
T∈T
E0(|XT |) = sup
T∈T
E0(|X˜T |).
Lemma 7.8.1 allows us to apply backwards recursion as we did in Corollary 7.1.4. Using
this result repeatedly shows that, almost surely,
sup
T∈T
E0(|XT |) = sup
T∈T
E0(|YT |),
where Y = (0, σ1(X), 0, 0, . . .). Therefore,
sup
T∈T
E0(|XT |) = E0(σ1(X)),
and thus, taking expectations,
E( sup
T∈T
E0(|XT |)) = E(E0(σ1(X)))
= E(σ1(X))
= ‖X‖S .
(7.16)
7.8.1 Independence conditional on F0
In Section 7.4, we showed that if (Xi)
∞
i=1 were a sequence of random variables such that each
Xi is independent of Fi−1 then [Xiei]∞i=1 was isomorphic to an Orlicz space. Mixtures of
Orlicz spaces will arise in a similar way, with a different notion of independence. We introduce
this in the next definition. Recall that two random variables X and Y are independent if
and only if E(f(X)g(Y )) = E(f(X))E(g(Y )), whenever f and g are measurable functions
for which these expectations exist. This motivates the following definition of conditional
independence.
Definition 7.8.2 Suppose F0 ⊆ G ⊆ H are σ-algebras, and that X is a H -measurable
random variable. Then we say that X is independent of G conditional on F0, if for every
measurable function f : R→ R such that f(X) ∈ L1(H ) and every Y ∈ L∞(G ),
E0(f(X)Y ) = E0(f(X))E0(Y ).
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A well known result in probability is that if a random variable X is independent of a
σ-algebra G , then E(X
∣∣G ) = E(X) almost surely. Our next lemma is the corresponding
result for conditional independence.
Lemma 7.8.3 Let F0 ⊆ G be σ-algebras, and suppose that X satisfies
E0(X
 
G) = E0(X)E0(
 
G) for all G ∈ G .
Then,
E(X
∣∣G ) = E0(X) almost surely.
In particular, this result holds if X is independent of G conditional on F0.
Proof. Let G ∈ G . Then,
E0(X
 
G) = E0(X)E0(
 
G) (by conditional independence)
= E0(E0(X)
 
G).
Taking expectations implies,∫
G
XdP = E(X   G) = E(E0(X)
 
G) =
∫
G
E0(X)dP.
E0(X) is F0-measurable and so in particular is G -measurable, and satisfies the defining
condition of E(X
∣∣G ). Therefore, E(X∣∣G ) = E0(X) almost surely.
7.8.2 Mixtures of Orlicz spaces
Suppose that X1,X2, . . . is a sequence of non-negative random variables satisfying the fol-
lowing conditions;
(i) Xi is Fi-measurable for each i ≥ 1.
(ii) Xi is independent of Fi−1 conditional on F0, for each i ≥ 1.
(iii) Conditional on F0, X1,X2, . . . are identically distributed with expectation 1.
By (iii), we mean that there is a F0-measurable mapping ω 7→ Fω, such that each Fω is a
distribution function, and the conditional distribution of each Xi given F0 is given by F
i.e. P(Xi ≤ x
∣∣F0)(ω) = Fω(x) for each i ≥ 1. We shall suppress the dependence of F on
ω throughout the remainder of this section. As in Section 7.3, the norm in [Xiei]
∞
i=1 will be
determined by a function Φ which we define by
Φ(u, v) = E0(|u|X1 ∨ |v|).
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Notice that in this new situation however Φ(u, v) is an F0-measurable random variable
instead of a real number. Φ is determined totally by the random distribution F . Indeed, for
u, v ≥ 0,
Φ(u, v) = E0(uX1 ∨ v) = E0(v + (uX1 − v)+)
= v +
∫ ∞
0
P((uX1 − v) > t
∣∣F0)dt
= v + u
∫ ∞
v
u
(1− F (s))ds.
It is clear from this formula, and (iii), that for any k ≥ 1, Φ(u, v) = E0(|u|Xk ∨ |v|). Also,
taking u = 1 and v = 0, shows that E0(Xk) =
∫∞
0 (1 − F (s))ds = 1. Therefore, if j < k,
then by Lemma 7.8.3, Ej(Xk) = E0(Xk) = 1 almost surely. We will use these facts later.
Before we can show that [Xiei]
∞
i=1 is isomorphic to a mixture of Orlicz spaces we need some
technical results which we will prove in the following two lemmas.
Lemma 7.8.4 Suppose that Y ≥ 0 is F0-measurable. Then for any k ≥ 1,
E0(aXk ∨ Y ) = Φ(a, Y ).
Proof. Suppose first that Y is simple. Then Y =
∑n
i=1 bi
 
Ai , where the Ai are pairwise
disjoint F0-measurable sets. Without loss of generality we may assume that
⋃n
i=1Ai = Ω.
Then,
E0(aXk ∨ Y ) = E0(
n∑
i=1
 
Ai(aXk ∨ bi))
=
n∑
i=1
 
AiE0(aXk ∨ bi)
=
n∑
i=1
 
AiΦ(a, bi)
= Φ(a, Y ).
Now suppose that Y is an arbitrary non-negative element of L1(F0). Choose an increasing
sequence (Yn)
∞
n=1 of non-negative simple functions converging to Y almost surely. Then
(aXk ∨ Yn)∞n=1 is pointwise increasing and converges to aXk ∨ Y almost surely. Also,
E(aXk ∨ Yn) ≤ aE(Xk) + E(Yn) ≤ aE(Xk) + E(Y ) <∞.
Hence, by the monotone convergence theorem, aXk∨Yn → aXk∨Y in L1(F ). The mapping
X 7→ E0(X) is continuous from L1(F ) to L1(F0), and therefore E0(aXk∨Yn)→ E0(aXk∨Y )
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in L1(F0). By passing to a subsequence, we may also assume that E0(aXk∨Yn)→ E0(aXk∨
Y ) pointwise almost surely.
On the other hand,
Φ(a, Yn)(ω) = Yn(ω) + a
∫ ∞
Yn(ω)
a
(1− Fω(u))du.
Yn(ω)→ Y (ω) almost surely, and for almost every u ∈ [0,∞),
 
[Yn(ω)/a,∞)(u)(1− Fω(u))→
 
[Y (ω)/a,∞)(u)(1− Fω(u)).
Also for every u,
|   [Yn(ω)/a,∞)(u)(1− Fω(u))| ≤ (1− Fω(u)) ∈ L1(0,∞).
Therefore, by the dominated convergence theorem,∫ ∞
Yn(ω)
a
(1− Fω(u))du→
∫ ∞
Y (ω)
a
(1− Fω(u))du.
Thus, we have shown that Φ(a, Yn)→ Φ(a, Y ) almost surely.
Since each Yn is simple, we know from the first part of this proof that E0(aXk ∨ Yn) =
Φ(a, Yn). Taking pointwise limits on both sides shows that E0(aXk ∨ Y ) = Φ(a, Y ) almost
surely, completing our proof.
Lemma 7.8.5 Suppose that F0 ⊆ G ⊆H are σ-algebras. Let Y ≥ 0 be F0-measurable, and
X be H -measurable and independent of G conditional on F0. Then,
E(X ∨ Y ∣∣G ) = E0(X ∨ Y ).
Proof. The proof follows a similar method to that of Lemma 7.8.4. We will show that
E0((X ∨ Y )   G) = E0(X ∨ Y )E0(   G) for all G ∈ G . The result then follows immediately by
Lemma 7.8.3.
Fix G ∈ G . Suppose first that Y is simple, with Y = ∑ni=1 bi   Ai , where the Ai are
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pairwise disjoint F0-measurable sets and
⋃n
i=1Ai = Ω. Then,
E0((X ∨ Y )   G) = E0((
n∑
i=1
(X ∨ bi)   Ai)
 
G)
= E0(
n∑
i=1
(X ∨ bi)   Ai
 
G)
=
n∑
i=1
 
AiE0((X ∨ bi)
 
G)
=
n∑
i=1
 
AiE0(X ∨ bi)E0(
 
G)
= E0(X ∨ Y )E0(   G).
Now suppose that Y is an arbitrary non-negative element of L1(F0). Let (Yn)∞n=1 be
a pointwise increasing sequence of simple functions converging almost surely to Y . Then
((X ∨ Yn)   G)∞n=1 is a pointwise increasing sequence converging to (X ∨ Y )
 
G almost surely.
By the monotone convergence theorem, (X ∨ Yn)   G → (X ∨ Y )   G in L1(H ). Since the
map Z 7→ E0(Z) is continuous from L1(H ) to L1(F0), it follows that E0((X ∨ Yn)   G) →
E0((X ∨ Y )   G) in L1(F0). By passing to a subsequence we may assume that we have
pointwise convergence almost everywhere. The same argument (with G = Ω) shows that
E0((X ∨ Yn)) → E0((X ∨ Y )) in L1(F0) and again we may assume pointwise convergence
almost surely. Since each Yn is simple, E0((X ∨ Yn)   G) = E0(X ∨ Yn)E0(   G), and therefore
letting n→∞ shows that E0((X ∨ Y )   G) = E0(X ∨ Y )E0(   G) almost surely.
We are now able to show that [Xiei]
∞
i=1 is isomorphic to a mixture of Orlicz spaces. Our
next proposition gives a formula for E0(σ1(α ·X)) in terms of a convolution of Φ.
Proposition 7.8.6 Let α1, . . . , αn be a finite sequence of scalars, and α ·X =
∑n
i=1 αiXiei.
Then,
E0(σ1(α ·X)) = (Φ ∗ . . . ∗ Φ︸ ︷︷ ︸
n−1
)(α1, . . . , αn).
Proof. We calculate σ1(α · X) using the recursive definition of the σi. We suppose for
convenience that αi ≥ 0 for all i. Recall that σn(α ·X) = αnXn. Then,
σn−1(α ·X) = αn−1Xn−1 ∨ En−1(σn(α ·X))
= αn−1Xn−1 ∨ αnEn−1(Xn)
= αn−1Xn−1 ∨ αn.
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Substituting the above equation into the definition of σn−2(α ·X) gives,
σn−2(α ·X) = αn−2Xn−2 ∨ En−2(σn−1(α ·X))
= αn−2Xn−2 ∨ En−2(αn−1Xn−1 ∨ αn)
= αn−2Xn−2 ∨ E0(αn−1Xn−1 ∨ αn) by Lemma 7.8.5
= αn−2Xn−2 ∨ Φ(αn−1, αn).
Similarly,
σn−3(α ·X) = αn−3Xn−3 ∨ En−3(σn−2(α ·X))
= αn−3Xn−3 ∨ En−3(αn−2Xn−2 ∨ Φ(αn−1, αn))
= αn−3Xn−3 ∨ E0(αn−2Xn−2 ∨ Φ(αn−1, αn)) by Lemma 7.8.5
= αn−3Xn−3 ∨ Φ(αn−2,Φ(αn−1, αn)) by Lemma 7.8.4.
Continuing this process, ultimately gives
σ1(α ·X) = α1X1 ∨ Φ(α2,Φ(α3, . . . ,Φ(αn−1, αn) . . .)).
Therefore, by Lemma 7.8.4, E0(σ1(α ·X)) = Φ(α1,Φ(α2, . . . ,Φ(αn−1, αn) . . .)).
By (7.16), ∥∥∥∥∥
n∑
i=1
αiXiei
∥∥∥∥∥
S
= E(E0(σ1(α ·X))),
and Proposition 7.8.6 implies that,
E0(σ1(α ·X))(ω) = (Φω ∗ . . . ∗ Φω︸ ︷︷ ︸
n−1
)(α1, . . . , αn).
It follows immediately from the results in Section 7.4 that, E0(σ1(α ·X))(ω) is 2-equivalent
to ‖α‖φω , where φω is the Orlicz function defined by
φω(t) = Φω(t, 1)− 1.
Hence, taking expectations shows that,∫
Ω
‖α‖φω dP ≤ ‖α ·X‖ ≤ 2
∫
Ω
‖α‖φω dP.
Thus, we have shown that [Xiei]
∞
i=1 is isomorphic to a mixture of Orlicz spaces.
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