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Abstract
We will characterize the compactness of linear combinations of composition operators on the Banach algebra of bounded analytic
functions on the open unit disk. Furthermore we will estimate the norms and the essential norms of them.
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1. Introduction
Let H∞ = H∞(D) be the space of all bounded analytic functions on the open unit disk D in the complex plane C.
Then H∞ is a Banach algebra with the supremum norm
‖f ‖∞ = sup
{∣∣f (z)∣∣: z ∈ D}.
Denote by ballH∞ the closed unit ball of H∞. For z,w ∈ D, the pseudo-hyperbolic distance between z and w is
given by
ρ(z,w) =
∣∣∣∣ z −w1 − z¯w
∣∣∣∣.
We denote by S(D) the set of analytic self-maps of D. The object of the study here is composition operators induced
by analytic self-maps of D. More precisely, for ϕ ∈ S(D), we define the composition operator Cϕ on H∞ by
Cϕf = f ◦ ϕ for f ∈ H∞.
It is clear that Cϕ is linear and bounded on H∞.
The study of compact composition operators on H∞ was begun by H.J. Schwartz in his thesis [15]. Schwartz
proved that Cϕ is compact on H∞ if and only if ‖ϕ‖∞ < 1. Composition operators have been investigated mainly in
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properties of the symbol ϕ; see the books [3,16] and [20] for a thorough treatment on such classical settings. In a recent
paper, MacCluer, Zhao and the second author [13] studied the topological structure of the set C(H∞) of composition
operators on H∞ with the operator norm that was originally investigated by Shapiro and Sundberg [17] in the case of
the Hilbert–Hardy space. A study on the Hardy spaces was first studied by Berkson [2]. To determine the topological
structure of C(H∞), one of the important problems is to estimate the norm and the essential norm of difference of two
composition operators. In [13], it is proved that Cϕ and Cψ are in the same connected component in C(H∞) if and
only if ‖Cϕ −Cψ‖ < 2 if and only if
sup
z∈D
ρ
(
ϕ(z),ψ(z)
)
< 1,
and Cϕ −Cψ is compact on H∞ if and only if
lim sup
|ϕ(z)|→1
ρ
(
ϕ(z),ψ(z)
)= lim sup
|ψ(z)|→1
ρ
(
ϕ(z),ψ(z)
)= 0.
In [12], Hosokawa, Zheng, and the first author showed that Cϕ is not isolated in C(H∞) if and only if ϕ is not an
extreme point of ballH∞, and Cϕ and Cψ are in the same connected component in C(H∞) if and only if Cϕ and Cψ
are in the same essentially connected component. In [10], Hosokawa and the first author studied the estimate of the
essential norm ‖Cϕ −Cψ‖e.
After these works, H∞ has attracted much attention in the study of this area; see, for example, [8,11,18] and [19].
In particular, Toews [18] extended the results of [12] and [13] to the setting of several variables. Gorkin, Mortini and
Suárez [8] gave upper and lower bounds for the essential norm of difference of two composition operators on H∞,
where the setting is on the unit ball of Cn (n 1). Moreover Aron, Galindo and Lindström [1] extended to the more
general case.
In [7], Gorkin and Mortini studied norms and essential norms of linear combinations of endomorphisms on uni-
form algebras. In this article, we investigate properties of linear combinations of composition operators on H∞. We
will present norms and essential norms in the explicit form. In Section 2, we study the compactness of them. The
extremeness of analytic self-map in ballH∞ appeared in the characterization of the compactness of the differences,
see [12]. We here give the relation between the extremeness and the compactness of linear combinations of compo-
sition operators. Furthermore we estimate the norms in Section 3 and explore the essential norms in Section 4. We
will obtain Theorem 4.2 under the assumption that real parts of coefficients are positive. We do not know whether
Theorem 4.2 holds or not without this assumption. This means that the proof of Theorem 4.4 in [10] is not correct.
We discuss with this at the end of the paper.
2. Compactness
We shall need the following proposition whose proof is an easy modification of that of Proposition 3.11 in [3].
Proposition 2.1. Let ϕ1, ϕ2, . . . , ϕN be distinct functions in S(D), and λi ∈ C with λi = 0 for every i. Then∑N
i=1 λiCϕi is compact on H∞ if and only if whenever {fn}n is a bounded sequence in H∞ such that {fn}n con-
verges to 0 uniformly on any compact subset of D, then ‖∑Ni=1 λiCϕi fn‖∞ tends to 0 as n → ∞.
Let ϕ1, ϕ2, . . . , ϕN be distinct functions in S(D) and N  2. LetZ =Z(ϕ1, ϕ2, . . . , ϕN) be the family of sequences
{zn}n in D satisfying the following three conditions:
(a) |ϕi(zn)| → 1 as n → ∞ for some i,
(b) {ϕi(zn)}n is a convergent sequence for every i,
(c)
{
ϕj (zn)− ϕi(zn)
1 − ϕj (zn)ϕi(zn)
}
n
is a convergent sequence for every i, j .
Condition (c) implies that
(c′) {ρ(ϕi(zn), ϕj (zn))}n is a convergent sequence for every i, j .
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satisfying {znj }j ∈Z .
For {zn}n ∈Z , we write
I
({zn})= {i: 1 i N, ∣∣ϕi(zn)∣∣→ 1 as n → ∞}.
By condition (a), I ({zn}) = ∅. By (b), there exists δ with 0 < δ < 1 such that |ϕj (zk)| < δ < 1 for every j /∈ I ({zn})
and k. For each t ∈ I ({zn}), we write
I0
({zn}, t)= {j ∈ I({zn}): ρ(ϕj (zn),ϕt (zn))→ 0 as n → ∞}. (2.1)
For s, t ∈ I ({zn}), we have either I0({zn}, s) = I0({zn}, t) or I0({zn}, s) ∩ I0({zn}, t) = ∅. Hence there is a subset
{t1, t2, . . . , t} ⊂ I ({zn}) such that
I
({zn})= ⋃
p=1
I0
({zn}, tp)
and I0({zn}, tp)∩ I0({zn}, tq) = ∅ for p = q .
When we consider the compactness of linear combinations
∑N
i=1 λiCϕi , some Cϕi could be compact, that is,‖ϕi‖∞ < 1. We may exclude such trivial ones from our linear combinations.
Gorkin and Mortini [7, Theorem 11] characterized necessary conditions for linear combinations of composition
operators to be compact on some uniform algebras. We here obtain necessary and sufficient conditions on the com-
pactness.
Theorem 2.2. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. Then the following conditions are equivalent.
(i) ∑Ni=1 λiCϕi is compact on H∞.
(ii) ∑{λi : i ∈ I0({zn}, t)} = 0 for every {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) and t ∈ I ({zn}).
Proof. (i) ⇒ (ii). Suppose that ∑Ni=1 λiCϕi is compact on H∞. Let {zn}n ∈ Z and t ∈ I ({zn}). For each positive
integer k, we write
fk(z) = 1 − |ϕt (zk)|
2
1 − ϕt (zk)z
∏
j /∈I0({zn},t)
ϕj (zk)− z
1 − ϕj (zk)z
.
Then fk ∈ H∞,‖fk‖∞  2, and {fk}k converges to 0 uniformly on every compact subset of D. We have∥∥∥∥∥
N∑
i=1
λiCϕi fk
∥∥∥∥∥∞ 
∣∣∣∣∣
N∑
i=1
λifk
(
ϕi(zk)
)∣∣∣∣∣
=
∣∣∣∣ ∑
i∈I0({zn},t)
λi
1 − |ϕt (zk)|2
1 − ϕt (zk)ϕi(zk)
∏
j /∈I0({zn},t)
ϕj (zk)− ϕi(zk)
1 − ϕj (zk)ϕi(zk)
∣∣∣∣.
Here
1 − |ϕt (zk)|2
1 − ϕt (zk)ϕi(zk)
= 1 + ϕt (zk) ϕi(zk)− ϕt (zk)
1 − ϕt (zk)ϕi(zk)
.
For i ∈ I0({zn}, t), by (2.1) ρ(ϕi(zk), ϕt (zk)) → 0 as k → ∞. Hence
1 − |ϕt (zk)|2
1 − ϕt (zk)ϕi(zk)
→ 1
as k → ∞.
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ϕj (zk)− ϕi(zk)
1 − ϕj (zk)ϕi(zk)
− ϕj (zk)− ϕt (zk)
1 − ϕj (zk)ϕt (zk)
= ϕt (zk)− ϕi(zk)
1 − ϕt (zk)ϕi(zk)
(1 + ϕt (zk) ϕj (zk)−ϕt (zk)1−ϕt (zk)ϕj (zk) )
1 + ϕt (zk) ϕi (zk)−ϕt (zk)1−ϕt (zk)ϕi (zk)
×
(
1 + ϕj (zk) ϕi(zk)− ϕj (zk)
1 − ϕj (zk)ϕi(zk)
)
.
Since ρ(ϕi(zk), ϕt (zk)) → 0, by (c) we have
lim
k→∞
ϕj (zk)− ϕi(zk)
1 − ϕj (zk)ϕi(zk)
= lim
k→∞
ϕj (zk)− ϕt (zk)
1 − ϕj (zk)ϕt (zk)
.
Since j /∈ I0({zn}, t), by (2.1) and (c)
lim
k→∞
ϕj (zk)− ϕt (zk)
1 − ϕj (zk)ϕt (zk)
= βj,t = 0
for some βj,t ∈ C.
By condition (i) and Proposition 2.1,∥∥∥∥∥
N∑
i=1
λiCϕi fk
∥∥∥∥∥∞ → 0
as k → ∞. Therefore we get( ∑
i∈I0({zn},t)
λi
) ∏
j /∈I0({zn},t)
βj,t = 0.
Consequently, we have∑
i∈I0({zn},t)
λi = 0.
(ii) ⇒ (i). Suppose that ∑Ni=1 λiCϕi is not compact on H∞. Then there exists a sequence {fn}n in ballH∞ such
that fn → 0 uniformly on every compact subset of D and∥∥∥∥∥
N∑
i=1
λifn ◦ ϕi
∥∥∥∥∥∞  0
as n → ∞. For some ε > 0, considering a subsequence of {fn}n, we may assume that∥∥∥∥∥
N∑
i=1
λifn ◦ ϕi
∥∥∥∥∥∞ > ε > 0
for every n. Take zn ∈ D with |zn| → 1 and∣∣∣∣∣
N∑
i=1
λifn
(
ϕi(zn)
)∣∣∣∣∣> ε.
Considering subsequence of {zn}n, we may assume that ϕi(zn) → αi as n → ∞ for every i. Since fn → 0 uniformly
on every compact subset of D, |αi | = 1 for some i. Moreover we may assume that {zn}n ∈Z . Also we have
lim inf
k→∞
∣∣∣∣ ∑ λifk(ϕi(zk))
∣∣∣∣ ε. (2.2)i∈I ({zn})
824 K.J. Izuchi, S. Ohno / J. Math. Anal. Appl. 338 (2008) 820–839Recall that there exists a subset {t1, t2, . . . , t} ⊂ I ({zn}) such that
I
({zn})= ⋃
p=1
I0
({zn}, tp)
and I0({zn}, tp) ∩ I0({zn}, tq) = ∅ for p = q . Let i ∈ I0({zn}, tp). Then ρ(ϕi(zk), ϕtp (zk)) → 0 as k → ∞. By
Schwarz’s lemma, see [6, p. 2],
ρ
(
fk
(
ϕi(zk)
)
, fk
(
ϕtp (zk)
))
 ρ
(
ϕi(zk), ϕtp (zk)
)→ 0 (2.3)
as k → ∞. Since {fk(ϕi(zk))}k is bounded, considering a subsequence of {zk}k , we may assume that fk(ϕi(zk)) → βi
as k → ∞ for every i. By (2.3), βi = βtp for every i ∈ I0({zn}, tp). Therefore
lim
k→∞
∑
i∈I ({zn})
λifk
(
ϕi(zk)
)= lim
k→∞
∑
p=1
∑
i∈I0({zn},tp)
λifk
(
ϕi(zk)
)
=
∑
p=1
∑
i∈I0({zn},tp)
λiβtp
=
∑
p=1
βtp
∑
i∈I0({zn},tp)
λi
= 0 by condition (ii).
This contradicts condition (2.2). 
The following corollaries follow from Theorem 2.2.
Corollary 2.3. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If ∑i∈J λi = 0 for every subset J of {1,2, . . . ,N}, then ∑Ni=1 λiCϕi is not compact on H∞.
This says that the sum
∑N
i=1 Cϕi is never compact on H∞ for every ϕi ∈ S(D) with ‖ϕi‖∞ = 1, i = 1, . . . ,N .
Corollary 2.4. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0
for every i. Suppose that ∑Ni=1 λi = 0 and ∑i∈J λi = 0 for every non-empty proper subset J of {1,2, . . . ,N}. Then∑N
i=1 λiCϕi is compact on H∞ if and only if Cϕi −Cϕj is compact on H∞ for every i, j with i = j .
Proof. Suppose that
∑N
i=1 λiCϕi is compact on H∞. Then by Theorem 2.2(ii), for every {zn}n ∈ Z , I ({zn}) ={1,2, . . . ,N} and I0({zn}, t) = {1,2, . . . ,N} for every t ∈ I ({zn}). Hence
lim|ϕi(z)|→1
ρ
(
ϕi(z), ϕj (z)
)= 0.
By [13], Cϕi −Cϕj is compact for every i, j .
Suppose that Cϕi −Cϕj is compact for every i, j . Since
N∑
i=1
λiCϕi =
(
N∑
i=1
λi
)
Cϕ1 +
N∑
i=2
λi(Cϕi −Cϕj ) =
N∑
i=2
λi(Cϕi −Cϕj ),
we have that
∑N
i=1 λiCϕi is compact. 
We recall that the Bloch space B consists of all analytic functions f on D such that ‖f ‖B = supz∈D(1 − |z|2)×
|f ′(z)| < ∞. It is well known that B is a Banach space under the norm ‖f ‖ = |f (0)| + ‖f ‖B . Then, under the
assumption of Corollary 2.4, we obtain the following by Theorem 3 in [13].
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every i. Suppose that
∑N
i=1 λi = 0 and
∑
i∈J λi = 0 for every non-empty proper subset J of {1,2, . . . ,N}. Then the
following conditions are equivalent.
(i) ∑Ni=1 λiCϕi : H∞ → H∞ is compact.
(ii) ∑Ni=1 λiCϕi : B→ H∞ is compact.
It would be another problem to characterize the boundedness and compactness of
∑N
i=1 λiCϕi acting from B to
H∞ in general. The boundedness and compactness of the differences of two composition operators acting from B
to H∞ is concerning to the component problem of the set C(H∞) of composition operators on H∞ [13].
Example 1. We show the existence of ϕ1, ϕ2, ϕ3 ∈ S(D) with ‖ϕi‖∞ = 1 such that Cϕ1 −Cϕ2 −Cϕ3 is compact. Let
σ(z) = (1 + z)/(1 − z) and
ϕ1(z) =
√
σ(z)− 1√
σ(z)+ 1
be a lens map [16]. Also let
ϕ2(z) = 1 −
√
1 − z.
Denote by ∂D the boundary of D. Then ϕ1, ϕ2 ∈ S(D), ϕ1(±1) = ±1, |ϕ1(eiθ )| < 1 for eiθ ∈ ∂D with eiθ = ±1,
ϕ2(1) = 1, and |ϕ2(eiθ )| < 1 for eiθ ∈ ∂D with eiθ = 1. As Example (i) in [11, p. 513],
ρ
(
ϕ1(z), ϕ2(z)
)= ∣∣∣∣
√
σ(z)(1 − ϕ2(z))− (1 + ϕ2(z))√
σ(z)(1 − ϕ2(z))+ (1 + ϕ2(z))
∣∣∣∣
=
∣∣∣∣
√
1 + z − (1 + ϕ2(z))√
1 + z¯
√
1−z√
1−z¯ + (1 + ϕ2(z))
∣∣∣∣.
Since
Re
√
1 − z√
1 − z¯ > 0 for z ∈ D,
we have
lim
z→1ρ
(
ϕ1(z), ϕ2(z)
)= 0.
Let
ϕ3(z) = −1 +
√
1 + z.
Then ϕ3 ∈ S(D), ϕ3(−1) = −1, and |ϕ3(eiθ )| < 1 for eiθ ∈ ∂D with eiθ = −1. Similarly we have
lim
z→−1ρ
(
ϕ1(z), ϕ3(z)
)= 0.
Hence by Theorem 2.2, Cϕ1 −Cϕ2 −Cϕ3 is compact.
Here we give a sufficient condition on ϕ ∈ ballH∞ for which ϕ is not an extreme point of ballH∞. We denote by
ϕ∗(eiθ ) the radial limit function of ϕ(z). It is known as the deLeeuw and Rudin theorem [4], ϕ ∈ ballH∞ is not an
extreme point of ballH∞ if and only if
2π∫
0
log
(
1 − ∣∣f ∗(eiθ )∣∣) dθ
2π
> −∞.
The extremeness appeared in the characterization of the compact difference of two composition operators and the
isolation problem in the set C(H∞). In [12], it is proved that ϕ is not an extreme point of ballH∞ if and only if Cϕ
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extremeness plays an interesting role in our situation.
For ζ ∈ D and 0 < r < 1, we denote by Δ(ζ, r) the pseudo-hyperbolic disk with center ζ and radius r , that is,
Δ(ζ, r) = {z ∈ D: ρ(z, ζ ) < r}.
For each z ∈ Δ(ζ, r) we have
|ζ | − r
1 − r|ζ |  |z|
|ζ | + r
1 + r|ζ | ,
see [6, p. 3].
Theorem 2.6. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕ1‖∞ = 1. If
lim sup
|ϕ1(z)|→1
min
2jN
ρ
(
ϕ1(z), ϕj (z)
)
< 1,
then ϕ1 is not an extreme point of ballH∞.
Proof. By the assumption, there are positive numbers δ, σ with max{δ, σ } < 1 satisfying
sup
|ϕ1(z)|>δ
min
2jN
ρ
(
ϕ1(z), ϕj (z)
)
< σ < 1.
Write
Dδ =
{
z ∈ D: ∣∣ϕ1(z)∣∣> δ}. (2.4)
For each z ∈ Dδ , there is j (z) with 2 j (z)N satisfying
ρ
(
ϕ1(z), ϕj (z)(z)
)
< σ.
Then
ϕ1(z)+ ϕj(z)(z)
2
∈ Δ(ϕ1(z), σ )= {w: ρ(w,ϕ1(z))< σ},
so we have
|ϕ1(z)| − σ
1 − σ |ϕ1(z)| 
∣∣∣∣ϕ1(z)+ ϕj(z)(z)2
∣∣∣∣.
Hence
1 −
∣∣∣∣ϕ1(z)+ ϕj(z)(z)2
∣∣∣∣ 1 + σ1 − σ
(
1 − ∣∣ϕ1(z)∣∣)
on Dδ . Thus we get
min
2jN
log
(
1 −
∣∣∣∣ϕ1(z)+ ϕj (z)2
∣∣∣∣
)
 log 1 + σ
1 − σ + log
(
1 − ∣∣ϕ1(z)∣∣)
on Dδ . Write
E =
{
eiθ ∈ ∂D: ∣∣ϕ∗1(eiθ )∣∣> 1 + δ2
}
. (2.5)
By (2.4), we have
min
2jN
log
(
1 −
∣∣∣∣ϕ
∗
1 (e
iθ )+ ϕ∗j (eiθ )
2
∣∣∣∣
)
 log 1 + σ
1 − σ + log
(
1 − ∣∣ϕ∗1(eiθ )∣∣)
a.e. on E. Since (ϕ1 + ϕj )/2 is not an extreme point of ballH∞, by the deLeeuw and Rudin theorem, we have
−∞ <
∫
log
(
1 −
∣∣∣∣ϕ
∗
1 (e
iθ )+ ϕ∗j (eiθ )
2
∣∣∣∣
)
dθ
2π
.E
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−∞ <
∫
E
min
2jN
log
(
1 −
∣∣∣∣ϕ
∗
1 (e
iθ )+ ϕ∗j (eiθ )
2
∣∣∣∣
)
dθ
2π
.
Therefore
−∞ <
∫
E
log
(
1 − ∣∣ϕ∗1(eiθ )∣∣) dθ2π .
By (2.5), we have
−∞ <
2π∫
0
log
(
1 − ∣∣ϕ∗1(eiθ )∣∣) dθ2π .
By the deLeeuw and Rudin theorem again, ϕ1 is not an extreme point of ballH∞. 
Combining Theorems 2.2 and 2.6, we have the following.
Corollary 2.7. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If ∑Ni=1 λiCϕi is compact on H∞, then no ϕi is an extreme point of ballH∞.
Proof. It is sufficient to show that ϕ1 is not an extreme point of ballH∞. By Theorem 2.2,∑{
λi : i ∈ I0
({zn}, t)}= 0
for every {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) and t ∈ I ({zn}). This shows that
lim sup
|ϕ1(z)|→1
min
2jN
ρ
(
ϕ1(z), ϕj (z)
)= 0.
By Theorem 2.6, ϕ1 is not an extreme point of ballH∞. 
Example 2. By the proof of Corollary 2.7, if
∑N
i=1 λiCϕi is compact on H∞, then
lim sup
|ϕk(z)|→1
min
j : j =k ρ
(
ϕk(z),ϕj (z)
)= 0
for every k,1 k N . But the converse does not hold. We show the existence of distinct functions ϕ1, ϕ2, ϕ3 ∈ S(D)
with ‖ϕi‖∞ = 1 satisfying the following conditions:
(i) lim sup
|ϕk(z)|→1
min
j : j =k ρ
(
ϕk(z),ϕj (z)
)= 0 for every k,1 k  3,
(ii) λ1Cϕ1 + λ2Cϕ2 + λ3Cϕ3 is not compact on H∞ for every λi ∈ C with λi = 0, i = 1,2,3.
As in Example 1, let σ(z) = (1 + z)/(1 − z) and
ϕ1(z) =
√
σ(z)− 1√
σ(z)+ 1 and ϕ2(z) = 1 −
√
1 − z.
Note that
lim
z→1ρ
(
ϕ1(z), ϕ2(z)
)= 0.
By Example 1 and Corollary 2.7, ϕ1 is not an extreme point of ballH∞. Hence there exists ε(z) ∈ H∞ such that
|ϕ1(eiθ )| + |ε(eiθ )| = 1 a.e. on ∂D, see [9, p. 138]. Let
ϕ3(z) = ϕ1(z)+ 1ε(z)2.2
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lim|ϕ1(z)|→1
ρ
(
ϕ1(z), ϕ3(z)
)= 0.
Hence
lim
z→1ρ
(
ϕ2(z), ϕ3(z)
)= 0.
Thus we get (i).
Suppose that λ1Cϕ1 + λ2Cϕ2 + λ3Cϕ3 is compact for some λi ∈ C with λi = 0, i = 1,2,3. By Theorem 2.2,
λ1 + λ2 + λ3 = 0 and λ1 + λ3 = 0.
But this is a contradiction.
3. Norms
In this section, we estimate the norms of linear combinations of composition operators on H∞. If λi/|λi | = λj/|λj |
for every i, j , then one easily sees that∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥=
N∑
i=1
|λi |.
In [7, Theorem 5], Gorkin and Mortini gave an estimate of ‖∑Ni=1 λiCϕi‖ on a uniform algebra. On H∞, we can give
a complete characterization of ϕ1, ϕ2, . . . , ϕN ∈ S(D) satisfying∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥=
N∑
i=1
|λi |.
Theorem 3.1. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D), and λi ∈ C with λi = 0 for every i. Suppose
that λi/|λi | = λj/|λj | for some i, j . Then
(i)
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥=
N∑
i=1
|λi |
if and only if there exists a sequence {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) satisfying
(ii) ρ(ϕi(zn), ϕj (zn)) → 1 as n → ∞ for every i, j with λi/|λi | = λj/|λj |.
To prove this, we need a lemma due to Gorkin and Mortini, see [7, Proof of Theorem 5].
Lemma 3.2. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D). Let {zn}n be a sequence in D with |zn| → 1. If
lim
n→∞ mini =j ρ
(
ϕi(zn), ϕj (zn)
)= 1,
then for eiθj ∈ ∂D,1 j N , there exists a sequence of functions {fn}n in ballH∞ satisfying fn(ϕj (zn)) → eiθj as
n → ∞ for every j .
Proof of Theorem 3.1. Suppose that (i) holds. Then there exists a sequence of functions {fn}n in ballH∞ satisfying∥∥∥∥∥
N∑
λifn ◦ ϕi
∥∥∥∥∥ →
N∑
|λi |i=1 ∞ i=1
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N∑
i=1
λifn
(
ϕi(zn)
)∣∣∣∣∣→
N∑
i=1
|λi |
as n → ∞. Since |λifn(ϕi(zn))| |λi | for each i, we have that
fn
(
ϕi(zn)
)→ λ¯i|λi | (3.1)
as n → ∞ for every i. By considering a subsequence of {zn}n, we may assume that
ϕi(zn) → αi and ϕj (zn)− ϕi(zn)
1 − ϕj (zn)ϕi(zn)
→ βi,j (3.2)
as n → ∞ for some αi,βi,j ∈ C.
Let i, j with λi/|λi | = λj/|λj |. Then
1 = lim
n→∞ρ
(
fn
(
ϕi(zn)
)
, fn
(
ϕj (zn)
))
by (3.1)
 lim inf
n→∞ ρ
(
ϕi(zn), ϕj (zn)
)
by Schwarz’s lemma.
Hence ρ(ϕi(zn), ϕj (zn)) → 1 as n → ∞. This shows that by (3.2) either |αi | = 1 or |αj | = 1. Therefore {zn}n ∈Z =
Z(ϕ1, ϕ2, . . . , ϕN). Thus we get (ii).
Next, suppose that there is a sequence {zn}n ∈Z satisfying condition (ii). By (c′) in Section 2,
ρ
(
ϕi(zn), ϕj (zn)
)→ γi,j
as n → ∞. In the set I = {1,2, . . . ,N}, we can define an equivalence relation i ∼ j by γi,j < 1. By condition (ii), if
i ∼ j , then λi/|λi | = λj/|λj |. We choose one element from each equivalence class, and make a set, say J . Note that
for every i, j ∈ J with i = j , we have
ρ
(
ϕi(zn), ϕj (zn)
)→ γi,j = 1
as n → ∞. By Lemma 3.2, there exists a sequence {fn}n in ballH∞ satisfying
fn
(
ϕj (zn)
)→ λ¯j|λj | (3.3)
as n → ∞ for every j ∈ J . We have∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
∣∣∣∣∣
N∑
i=1
λifn
(
ϕi(zn)
)∣∣∣∣∣
=
∣∣∣∣∑
j∈J
λjfn
(
ϕj (zn)
)+ ∑
i∈I\J
λifn
(
ϕi(zn)
)∣∣∣∣.
By (3.3), we have∑
j∈J
λjfn
(
ϕj (zn)
)→∑
j∈J
|λj |
as n → ∞.
For each i ∈ I \ J , there is j ∈ J with i ∼ j , that is,
ρ
(
ϕi(zn), ϕj (zn)
)→ γi,j < 1. (3.4)
Note that λi/|λi | = λj/|λj |. We have
ρ
(
fn
(
ϕi(zn)
)
, fn
(
ϕj (zn)
))
 ρ
(
ϕi(zn), ϕj (zn)
)
,
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fn
(
ϕi(zn)
)→ λ¯j|λj | .
Hence
λifn
(
ϕi(zn)
)→ λj |λi ||λj |
λ¯j
|λj | = |λi |
as n → ∞. Thus we get∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
N∑
i=1
|λi |.
It is trivial that∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
N∑
i=1
|λi |.
This completes the proof. 
Corollary 3.3. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If ∑Ni=1 λiCϕi is compact on H∞, then ‖∑Ni=1 λiCϕi‖ <∑Ni=1 |λi |.
Proof. By Theorem 2.2, λi/|λi | = λj/|λj | for some i, j . Suppose that ‖∑Ni=1 λiCϕi‖ =∑Ni=1 |λi |. By Theorem 3.1,
there is a sequence {zn}n ∈ Z = Z(ϕ1, ϕ2, . . . , ϕN) satisfying ρ(ϕi(zn), ϕj (zn)) → 1 as n → ∞ for every i, j with
λi/|λi | = λj/|λj |. Let i1, i2 satisfying λi1/|λi1 | = λi2/|λi2 |. Since ρ(ϕi1(zn), ϕi2(zn)) → 1, we may assume that|ϕi1(zn)| → 1, that is, i1 ∈ I ({zn}). By Theorem 2.2 again,∑{
λj : j ∈ I0
({zn}, i1)}= 0,
where
I0
({zn}, i1)= {j ∈ I({zn}): ρ(ϕj (zn),ϕi1(zn))→ 0}.
By the assumption, λi1 = 0. So this implies that there is i3 ∈ I0({zn}, i1) satisfying λi3/|λi3 | = λi1/|λi1 |. Since
ρ(ϕi1(zn), ϕi3(zn)) → 0, this is a contradiction. 
By the proof of Corollary 2.7, if
∑N
i=1 λiCϕi is compact on H∞,
lim sup
|ϕk(z)|→1
min
j : j =k ρ
(
ϕk(z),ϕj (z)
)= 0
for every k,1 k N . The following is a direct corollary of Theorem 3.1.
Corollary 3.4. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. Suppose that λi/|λi | = λj/|λj | for every i, j with i = j . If
lim sup
|ϕk(z)|→1
min
j : j =k ρ
(
ϕk(z),ϕj (z)
)
< 1
for every k,1 k N , then ‖∑Ni=1 λiCϕi‖ <∑Ni=1 |λi |.
Example 3. Let ϕ1, ϕ2, ϕ3 be distinct functions in S(D) given in Example 2. It holds that ‖ϕi‖∞ = 1 for i = 1,2,3,
and
lim sup
|ϕk(z)|→1
min
j : j =k ρ
(
ϕk(z),ϕj (z)
)= 0
for every k,1 k  3. In this case, we have ‖Cϕ1 −Cϕ2 +Cϕ3‖ = 3. For, take {zn}n as zn → −1, then by Theorem 3.1,
we get the assertion.
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In this section, we will explore essential norms of linear combinations of composition operators on H∞. Recall
that the essential norm of a bounded linear operator T on H∞ is defined as
‖T ‖e = inf
{‖T −K‖: K is compact on H∞}.
Gorkin and Mortini [7, Theorem 8] studied essential norms of linear combinations of endomorphisms on a uniform
algebra. Its H∞-version is as follows.
Theorem 4.1. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D), and λi ∈ C with λi = 0 for every i. Suppose
that there exists a sequence {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) satisfying
lim
n→∞ρ
(
ϕi(zn), ϕj (zn)
)= 1 (i = j)
and |ϕi(zn)| → 1 as n → ∞ for every i. Then∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
=
N∑
i=1
|λi |.
Under the assumption that Reλi > 0 for every i, we can characterize ϕ1, ϕ2, . . . , ϕN ∈ S(D) satisfying∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
=
N∑
i=1
|λi |.
Theorem 4.2. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with Reλi > 0
for every i. Then
(i)
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
=
N∑
i=1
|λi |
if and only if there exists a sequence {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) satisfying the following conditions:
(ii) ρ(ϕi(zn), ϕj (zn)) → 1 as n → ∞ for every i, j with λi/|λi | = λj/|λj |,
(iii) |∏Ni=1 ϕi(zn)| → 1 as n → ∞.
To give lower bounds of essential norms, we use the following lemma.
Lemma 4.3. Let T be a bounded linear operator on H∞. If there exist a sequence {fn}n in ballH∞ and a positive
number σ such that ‖Tfn‖∞ → σ and fn → 0 weakly as n → ∞, then ‖T ‖e  σ .
Proof. Let K be a compact operator on H∞. Then ‖Kfn‖∞ → 0. Hence
‖T +K‖ ∥∥(T +K)fn∥∥∞  ‖Tfn‖∞ − ‖Kfn‖∞ → σ.
This shows that ‖T ‖e  σ . 
For f ∈ H∞ and U ⊂ D, we write
‖f ‖U = sup
z∈U
∣∣f (z)∣∣.
Proof of Theorem 4.2. Suppose that (i) holds. Assume that
for every {zn}n ∈Z , either (ii) or (iii) does not hold. (4.1)
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U0 =
{
z ∈ D:
∣∣∣∣∣
N∏
i=1
ϕi(z)
∣∣∣∣∣ δN
}
and Uj =
{
z ∈ D: ∣∣ϕj (z)∣∣< δ} (4.2)
for every j with 1 j N . Then
N⋃
j=0
Uj = D. (4.3)
We have two cases; either∥∥∥∥∥
N∏
i=1
ϕi
∥∥∥∥∥∞ = 1 (4.4)
or ∥∥∥∥∥
N∏
i=1
ϕi
∥∥∥∥∥∞ < 1. (4.5)
Under (4.4), by condition (4.1), there exist some k,  with 1 k, N (k = ) such that λk/|λk| = λ/|λ|, and (4.1)
is equivalent to
σ := lim sup
|∏Ni=1 ϕi(z)|→1
min
{
ρ
(
ϕ(z),ϕk(z)
)
: λ/|λ| = λk/|λk|
}
< 1.
In this case, we can take δ as
sup
z∈U0
min
{
ρ
(
ϕ(z),ϕk(z)
)
: λ/|λ| = λk/|λk|
}
<
1 + σ
2
. (4.6)
When (4.5) holds, condition (iii) does not hold, and we may take δ as∥∥∥∥∥
N∏
i=1
ϕi
∥∥∥∥∥∞ < δ
N < 1.
Hence in this case, U0 = ∅.
Let K be the compact operator on H∞ defined by Kg = g(0) for g ∈ H∞. For r > 0 and f ∈ ballH∞, by (4.3)
we have∥∥∥∥∥
(
N∑
i=1
λiCϕi − rK
)
f
∥∥∥∥∥∞ = max0jN
∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
Uj
. (4.7)
For a sufficiently small r > 0, we shall prove the existence of a constant L with
0 <L<
N∑
i=1
|λi | (4.8)
satisfying
max
0jN
∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
Uj
 L (4.9)
for every f ∈ ballH∞. If this is true, then by (4.7)–(4.9), we get∥∥∥∥∥
N∑
i=1
λiCϕi − rK
∥∥∥∥∥ L<
N∑
i=1
|λi |.
This contradicts our assumption (i).
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Li, = sup
ρ(z,w)< 1+σ2
∣∣λif (z)+ λf (w)∣∣. (4.10)
It is not difficult to see that Li, < |λi | + |λ|, so
max
λi/|λi |=λ/|λ|
(
Li, +
∑
k:k =i, k =
|λk|
)
<
N∑
i=1
|λi |.
Hence there is r > 0 such that
L0 := r + max
λi/|λi |=λ/|λ|
(
Li, +
∑
k:k =i, k =
|λk|
)
<
N∑
i=1
|λi |. (4.11)
For each z ∈ U0, by (4.6) there exist i, , depending on z, such that λi/|λi | = λ/|λ| and
ρ
(
ϕi(z), ϕ(z)
)
<
1 + σ
2
< 1.
Then ∣∣∣∣∣
N∑
k=1
λkf
(
ϕk(z)
)− rf (0)
∣∣∣∣∣ r + ∣∣λif (ϕi(z))+ λf (ϕ(z))∣∣+
∑
k:k =i, k =
|λk|
 r + sup
ρ(z,w)< 1+σ2
∣∣λif (z)+ λf (w)∣∣+ ∑
k:k =i, k =
|λk|
 L0 by (4.10) and (4.11).
Thus we get∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
U0
 L0 <
N∑
i=1
|λi | (4.12)
for every f ∈ ballH∞.
Next, for each j with 1 j N , we shall estimate∥∥∥∥∥
(
N∑
i=1
λiCϕi − rK
)
f
∥∥∥∥∥
Uj
= sup
z∈Uj
∣∣∣∣∣
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∣∣∣∣∣
for f ∈ ballH∞. Clearly∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
Uj

∥∥λjf (ϕj (z))− rf (0)∥∥Uj + ∑
i:i =j
|λi |. (4.13)
To estimate ‖λjf (ϕj (z))− rf (0)‖Uj we may assume that f (0) 0. We write
λj = |λj |eiθj , where −π/2 < θj < π/2.
We may further assume r > 0 satisfying the following conditions:
A := 1 + 3δ
2 + δ + δ2 + r max1iN
1
|λi | < 1 (4.14)
and
r max
1iN
1
|λi | < cos θj . (4.15)
Recall that
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1 − δf (0)  |w|
f (0)+ δ
1 + δf (0) (4.16)
for w ∈ Δ(f (0), δ) = {w: ρ(w,f (0)) < δ}. By (4.2) and Schwarz’s lemma, we have
ρ
(
f
(
ϕj (z)
)
, f (0)
)
 ρ
(
ϕj (z),0
)= ∣∣ϕj (z)∣∣< δ for z ∈ Uj ,
so
f
(
ϕj (z)
) ∈ Δ(f (0), δ) for z ∈ Uj . (4.17)
Let z ∈ Uj . Suppose that f (0) (1 + δ)/2. By (4.16) and (4.17), we have∣∣f (ϕj (z))∣∣ f (0)+ δ1 + δf (0)  1 + 3δ2 + δ + δ2 < 1.
So we get∥∥λjf (ϕj (z))− rf (0)∥∥Uj = sup
z∈Uj
∣∣λjf (ϕj (z))− rf (0)∣∣
 |λj |
(
1 + 3δ
2 + δ + δ2 +
rf (0)
|λj |
)
 |λj |
(
1 + 3δ
2 + δ + δ2 +
r
|λj |
)
.
Therefore by (4.14)∥∥(λjCϕj − rK)f ∥∥Uj A|λj | < |λj | (4.18)
for every f ∈ ballH∞ with 0 f (0) (1 + δ)/2.
We denote by D(z, r) the Euclidean disk with center z and radius r . Suppose that f (0) > (1 + δ)/2. By (4.15), the
line segment[
r(1 + δ)
2
min
1iN
1
|λi | , r max1iN
1
|λi |
]
is contained in the disk
D
(
eiθj
2
,
1
2
)
.
Since
Δ(f (0), δ) ⊂ D
(
1
2
,
1
2
)
,
we have
eiθj Δ(f (0), δ) ⊂ D
(
eiθj
2
,
1
2
)
.
Hence there exists a constant R with 1/2 <R < 1 such that[
r(1 + δ)
2
min
1iN
1
|λi | , r max1iN
1
|λi |
]
⊂ D(Reiθj ,1 −R) (4.19)
and
eiθj Δ
(
f (0), δ
)⊂ D(Reiθj ,1 −R). (4.20)
Since
r(1 + δ)
min
1
<
rf (0)  r  r max 1 ,
2 1iN |λi | |λj | |λj | 1iN |λi |
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rf (0)
|λj | ∈ D
(
Reiθj ,1 −R). (4.21)
By (4.17),
eiθj f
(
ϕj (z)
) ∈ eiθj Δ(f (0), δ),
so by (4.20) we get
eiθj f
(
ϕj (z)
) ∈ D(Reiθj ,1 −R).
Hence by (4.21),∣∣∣∣eiθj f (ϕj (z))− rf (0)|λj |
∣∣∣∣< 2(1 −R) < 1.
Therefore we get∣∣λjf (ϕj (z))− rf (0)∣∣= |λj |
∣∣∣∣eiθj f (ϕj (z))− rf (0)|λj |
∣∣∣∣< 2(1 −R)|λj |.
Thus we get∥∥λjf (ϕj (z))− rf (0)∥∥Uj  2(1 −R)|λj | (4.22)
for every f ∈ ballH∞ with f (0) > (1 + δ)/2.
Write
B = max{A,2(1 −R)}.
Note that B < 1. Combining (4.18) and (4.22), we get∥∥λjf (ϕj (z))− rf (0)∥∥Uj  B|λj |,
so by (4.13)∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
Uj
 B|λj | +
∑
i:i =j
|λi | <
N∑
i=1
|λi | (4.23)
for every f ∈ ballH∞. Write
Lj = B|λj | +
∑
i:i =j
|λi | (1 j N) and L = max
0jN
Lj .
Then by (4.11), we have (4.8). By (4.12) and (4.23), we get
max
0jN
∥∥∥∥∥
N∑
i=1
λif
(
ϕi(z)
)− rf (0)
∥∥∥∥∥
Uj
 max
0jN
Lj = L
for every f ∈ ballH∞. Thus we get (4.9).
Next, we prove the converse. This part is essentially proved by Gorkin and Mortini [7, Theorem 8]. For the sake
of completeness, we give a proof of H∞-version. The idea of the proof comes from the one of [10, Theorem 3.1].
Suppose that there exists {zn}n ∈ Z satisfying conditions (ii) and (iii). By (iii), ϕi(zn) → αi as n → ∞ for some
αi ∈ ∂D for every i. By (c′) in Section 2,
ρ
(
ϕi(zn), ϕj (zn)
)→ βi,j (4.24)
as n → ∞. As the proof of Theorem 3.1, in the set I = {1,2, . . . ,N} we can define an equivalence relation i ∼ j by
βi,j < 1. By condition (ii), if i ∼ j , then λi/|λi | = λj/|λj |. We choose one element from each equivalence class, and
make a set, say J . Let E = {αj : j ∈ J } ⊂ ∂D. Since E is a finite subset of ∂D, there exists a function h ∈A(D), the
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have
h
(
ϕj (zn)
)→ 1 (4.25)
as n → ∞ for every j ∈ J , 1 − h = 0 on E, and |1 − h| > 0 on D \E. By replacing h by (h+ 1)/2, we may assume
that ‖1 − h‖∞ < 1.
Note that(
1 − h(z))1/ → 1 (4.26)
as  → ∞ for each z ∈ D \E. For each positive integer k, by (4.25) there exists a positive integer nk such that∣∣1 − hk(ϕj (znk ))∣∣< 1k
for every j ∈ J . By (4.26), there exists a positive integer mk such that
∣∣1 − (1 − h(ϕj (znk ))) 1mk hk(ϕj (znk ))∣∣< 1k (4.27)
for every j ∈ J . By Lemma 3.2, there exists a sequence {gn}n in ballH∞ satisfying
gn
(
ϕj (zn)
)→ λj|λj | (4.28)
as n → ∞ for every j ∈ J . Now we write
fnk (z) =
(
1 − h(z)) 1mk hk(z)gnk (z). (4.29)
Then fnk ∈ ballH∞, and by (4.27) and (4.28)
fnk
(
ϕj (znk )
)→ λj|λj |
as k → ∞ for every j ∈ J . Hence∥∥∥∥
(∑
j∈J
λjCϕj
)
fnk
∥∥∥∥∞ 
∣∣∣∣∑
j∈J
λjfnk
(
ϕj (znk )
)∣∣∣∣
→
∑
j∈J
|λj | as k → ∞.
Suppose that i ∈ I \J . Then there exists j ∈ J with i ∼ j . Hence βi,j < 1 and λi/|λi | = λj/|λj |. By condition (iii)
and (4.24),
lim
k→∞fnk
(
ϕi(znk )
)= lim
k→∞fnk
(
ϕj (znk )
)= λj|λj | ,
we get∥∥∥∥∥
(
N∑
i=1
λiCϕi
)
fnk
∥∥∥∥∥∞ 
∣∣∣∣∑
j∈J
∑
i:i∼j
λifnk
(
ϕi(znk )
)∣∣∣∣
→
∑
j∈J
∑
i:i∼j
|λi | as k → ∞
=
N∑
|λi |.
i=1
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lim
k→∞
∥∥∥∥∥
(
N∑
i=1
λiCϕi
)
fnk
∥∥∥∥∥∞ =
N∑
i=1
|λi |.
Since (
1 − h(z)) 1mk hk(z) = 0 on E
and (1−h(z)) 1mk hk(z) → 0 uniformly on every compact subset of D\E, by (4.29) fnk → 0 weakly in H∞ as k → ∞.
By Lemma 4.3,
N∑
i=1
|λi |
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e

N∑
i=1
|λi |.
Thus we get condition (i). 
Remark. As we say earlier, we do not know whether Theorem 4.2 holds or not without the condition “Reλi > 0 for
every i.”
Corollary 4.4. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D). Suppose that λi > 0 for every i. Then∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
=
N∑
i=1
λi
if and only if ‖∏Ni=1 ϕi‖∞ = 1.
The proof of the sufficiency of Theorem 4.2 actually proves the following theorems. The first one is a slight
generalization of Gorkin–Mortini’s theorem [7, Theorem 8], and the second is [7, Theorem 9].
Theorem 4.5. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If there exists a sequence {zn}n ∈Z =Z(ϕ1, ϕ2, . . . , ϕN) satisfying the following conditions:
(i) ρ(ϕi(zn), ϕj (zn)) → 1 as n → ∞ for every i, j with λi/|λi | = λj/|λj |,
(ii) |∏Ni=1 ϕi(zn)| → 1 as n → ∞,
then ∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
=
N∑
i=1
|λi |.
Theorem 4.6. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0
for every i. Let {zn}n ∈ Z = Z(ϕ1, ϕ2, . . . , ϕN). Suppose that |ϕj (zn)| → 1 as n → ∞ for every j ∈ I ({zn}) and
ρ(ϕj (zn), ϕk(zn)) → 1 as n → ∞ for every i, j ∈ I ({zn}) with λi/|λi | = λj/|λj |. Then
∑
j∈I ({zn})
|λj |
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
.
Corollary 4.7. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If ‖ϕiϕj‖∞ < 1 for every i, j with i = j , then
max
1iN
|λi |
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
.
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space of H∞, that is, M(H∞) is the set of all non-zero multiplicative linear functionals on H∞ with the weak∗-
topology. We identify a function ϕ ∈ H∞ with its Gelfand transform. Write{|ϕ| = 1}= {x ∈ M(H∞): ∣∣ϕ(x)∣∣= 1}.
A closed subset E of M(H∞) is called a peak set for H∞ if there exists f ∈ H∞ such that f = 1 on E and |f | < 1
on M(H∞) \E. Such a function f is called a peak function for E, see [5].
Theorem 4.8. Let ϕ1, ϕ2, . . . , ϕN (N  2) be distinct functions in S(D) with ‖ϕi‖∞ = 1, and λi ∈ C with λi = 0 for
every i. If ‖ϕiϕj‖∞ < 1 for every i, j with i = j and there exist pairwise disjoint peak sets Ei for H∞ such that
{|ϕi | = 1} ⊂ Ei for every i, then
max
1iN
|λi | =
∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
.
Proof. By the assumption, there is a peak function fi ∈ H∞ for Ei for every i. For any ε > 0, there exist a positive
integer n and pairwise disjoint neighborhoods Ui of Ei such that∣∣f ni (z)∣∣< ε∑N
j=1 |λj |
for z /∈ Ui
for every i. Let K =∑Ni=1 λi(1 − f ni )Cϕi . We can check that K is a compact operator on H∞, see [10,14]. Then for
h ∈ ballH∞,∥∥∥∥∥
(
N∑
j=1
λjCϕj −K
)
h
∥∥∥∥∥
Ui
= sup
z∈Ui
∣∣∣∣∣
N∑
j=1
λjf
n
j h
(
ϕj (z)
)∣∣∣∣∣
 ε + |λi |.
Similarly, we can get∥∥∥∥∥
(
N∑
j=1
λjCϕj −K
)
h
∥∥∥∥∥
D\⋃Ni=1 Ui
 ε.
As ε is arbitrary,∥∥∥∥∥
N∑
i=1
λiCϕi
∥∥∥∥∥
e
 max
1iN
|λi |.
By Corollary 4.7, we obtain the result. 
Example 4. Let ϕ1(z) = (z + 1)/2 and ϕ2(z) = (z − 1)/2. Then it holds that ‖Cϕ1 +Cϕ2‖e = 1.
Correction. As mentioned in Introduction, the proof of Theorem 4.4 in Hosokawa and the first author’s paper [10] is
wrong, more precisely the last inequality in page 683 of [10] does not hold. Also Corollary 4.5 and the necessary part
of the proof of Theorem 4.6 in [10] are not correct. These assertions have remained unproved, so still we are having
the following problem.
Problem. Let ϕ,ψ ∈ S(D) with ‖ϕ‖∞ = ‖ψ‖∞ = 1. When ‖ϕψ‖∞ < 1, does ‖Cϕ −Cψ‖e < 2 hold?
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