For a quantum channel with additive Gaussian quantum noise, at the large input energy side, we prove that the one shot capacity is achieved by the thermal noise state for all Gaussian state inputs, it is also true for non-Gaussian input in the sense of first order perturbation. For a general case of n copies input, we show that up to first order perturbation, any non-Gaussian perturbation to the product thermal state input has a less quantum information transmission rate when the input energy tend to infinitive. PACS number(s): 03.67. -a, 89.70.+c, 42.50.Dv Quantum capacity is one of the main issues in quantum information theory. It is concerned with the transmission ability of unknown quantum state on a given quantum channel. The critical quantity involved in the quantum capacity is the coherent information (CI)
Quantum capacity exhibits a kind of nonadditivity [6] that makes it extremely hard to deal with. The first example with calculable quantum capacity is quantum erasure channel [7] . Other examples are depolarizing qubit channel, and continuous variable lossy channel [8] , where the channels are either degradable or anti-degradable. Gaussian quantum channel [9] (we may call it thermal noise channel, it differs from the terminology of quantum Gaussian channel which is a general mapping that maps Gaussian state to Gaussian state) is quite essential in quantum information theory. Unfortunately, this channel is neither degradable nor anti-degradable [10] , makes the technics developed for calculating the quantum capacity unapplicable.
The quantum capacity of the Gaussian quantum channel has been conjectured as [11] Q = max{0, − log 2 (eN n )}, (2) where N n specifies the Gaussian quantum channel. It can be achieved by quantum error-correction codes [9] . For additive Gaussian quantum channel, we have [9] [12]
where D (α) = exp(αa † − α * a) is the displacement operator. Any quantum state σ can be equivalently specified by its characteristic function χ σ (µ) = tr[σD(µ)], and inversely σ = [ i 
where N is the average photon number. The noisy state is
′a † a , with average photon number N ′ = N + N n , this accounts for the 'additive' of the channel.
We now consider a Gaussian state ρ G (which comprises thermal noise state as its special case) input to the channel. A single mode Gaussian state is described by its real correlation matrix α (we drop the first moments for they can be removed by local operations) which can be generated from that of thermal noise state ρ with a symplectic transformation [13] . We have α = αα qp α qp α pp with det(α) = (N + 
where D G = (N n + 2E) 2 + 1 − (2E) 2 x, with x = y −2 , and y = E/(N + 1 2 ). Here g(s) = (s+1) log(s+1)−s log s is the bosonic entropy function. With the condition det(α) = (N + 2 , it is not difficult to prove that y has its global minimum y = 1 when α= α pp = N + 1 2 , α qp = 0. At sufficiently large input energy E, calculate dIc(ρ G ,E) dx and expand the expression with E −1 , we have
Because N n < 1/e (Otherwise I c = 0, this is shown by (2) , also by numeric results of Gaussian input), thus for sufficiently large input energy,
is negative. While x has its global minimum value x = 1, so the coherent information achieves its maximum at x = 1 which corresponds to thermal noise state input. Hence we can conclude that for sufficient large but definite input energy, the one-shot quantum information capacity of Gaussian quantum channel is achieved by thermal noise state input of all Gaussian state inputs.
For thermal state input ρ, denote the annihilation and creation operators of the 'reference' R system as b and b † , we have [12] 
By a proper symplectic transformation, ρ QR ′ can be transformed to a direct product of two thermal states with average photon numbers N A and N B , respectively, where
The coherent information will be [11] 
One of the useful formula is
with r is the parameter of the symplectic transformation, and tanh 2r = 2 N (N + 1)/(2N + N n + 1).
To treat with the non-Gaussian perturbation, we need the following lemmas:
With the characteristic function χ QR of ρ QR , the lhs can be written as
After the integral on µ = (µ 1 , µ 2 ), and a displacement on α (in the ordered operator product): α → α + a; α * → α * + a † , the lhs can be further written as
where the notation : F : refers to that F is in its ordered operator product, that is, all creation operators are at the left of the annihilation operators. The integral can be worked out with the formula I =
, and its derivatives are
We have
Removing the ordered notation by moving all creation operators to the left of ρ 
exchanging b † with b and further with ρ QR ′ , where the
is used, after all the summation, the lemma 1 is proved.
proof: The lhs is
where the formula : e −a † a := |0 0| is used. Note that
After the integral on α, the lemma 2 is proved.
In the single mode situation, we expand the input state ρ ε at the vicinity of ρ, the characteristic function of the input state is χ ε (µ) =Tr(ρ ε D(µ)) = χ(µ)(1 + εf (µ, µ * )). The perturbation item f (µ, µ * ) is a polynomial of µ and µ * . Typically, this may contain (1) |µ| 2n (n > 1, the n = 1 is a Gaussian type perturbation) and (2)
The first type of perturbation will contribute to the first order perturbation of the eigenvalues of ρ, while the second type of perturbation has not a first order perturbation to the eigenvalues of ρ, it can only contribute to the second order perturbation.
For the first type perturbation |µ|
with its eigenvector |k . The moments of φ can be calculated by T r(a †l a l φ) = (−1)
, thus for l < n, the moments are nullified. The entropy of ρ ε can be expanded up to the second order of ε as S(ρ ε ) = S(ρ) − 
The purification of ρ is
then is expanded in ε to the linear item (the ε 2 term is less important in the large N limit). ρ
Using lemma 1, we arrive at
The first order perturbation to the eigenvalues will be Φ
We can construct an operator Ω which is the diagonal part of Φ ′ in the basis |km ′ , that is,
Where we have used the following lemma.
These two equalities can be proved with mathematical induction.
For ρ QR ′ is a direct product state in the basis |km ′ , we can treat the two new modes separately. Up to ε 2 item, the entropy will be S(ρ
, where η is the item comes from the ε 2 item in the expansion of ρ 
where Eq.(10) has been used, and B = N B (N B +1) cosh 4 r, A = N A (N A + 1) sinh 4 r. At the limit of N → ∞,we have N ′ → N, the difference of CI between ρ ε and ρ is
If we have a linear combination of above type perturbations, see c 1 |µ| 2n1 + c 2 |µ| 2n2 (n 1 < n 2 ), the interference
dN n 2 ) = 0, the similar zero interference can be proved for the perturbation to the joint state ρ QR ′ . Thus each item act separately to the coherent information. So that up to the first order perturbation and at the sufficiently large input energy, we have proved that thermal noise state input achieves the one shot quantum capacity of a Gaussian quantum channel.
In the n use of the channel with an input Gaussian state ρ n ,the algebraic equations of the symplectic eigenvalues [11] are not analytically solvable. Fortunately, when the input state is a two mode squeezed thermal state, we can obtain analytical result. For the input state of
] is a two mode squeezing operator with real parameter r 2 , the coherent information is
2 )}, where in the expression of d i , E should be substituted with E/2, now E is the total energy of the two mode state; and x = 1/ cosh 2 r 2 . The detail of the calculation will be given elsewhere. The conclusion is that the maximum coherent information is achieved by the product thermal state ρ ⊗ ρ when the input state is two mode squeezed thermal state at sufficiently large input energy. Also with Lagrange multiplier method, it is easy to prove that at sufficiently large input energy, for all n mode product thermal states, the product of identical thermal state will achieve the maximal of coherent information. Thus an unbalanced energy distribution among modes will not increase the total coherent information. Hence, we have sufficient reason to suppose that the ρ n = ρ ⊗n is the state which achieves the channel capacity of Eq.(2).
We now turn to the first order multi-mode perturbation. We will omit the case that the perturbation can be treated separately for each mode. What left is the perturbation with particle exchange among modes. A typical case is
(the requirement of first order perturbation). We may denote the perturbation as (k, l), with
The perturbed input state is ρ nε = ρ ⊗n + φ. To simplify the calculation, we introduce a generation function
.
The
In the subspace, we may specify φ as M j . The eigenvalues of M j is supposed to be Λ ji , then i Λ
, where j ′ may not be in the j subspace. Here we have used the fact that j| φ |j ′ = 0 for j ′ / ∈the subspace of j. The perturbation to the entropy will be
Where the linear term of ε is nullified by the fact that T r(M j ) = 0. For
Thus
In obtain Eq.(25), we first work out the operator integral of I part, which have an operator that conceal the 1/ρ ⊗n operator. Eq.(25) exhibits that any interference item of T r(φφ ′ /ρ ⊗n ) type will be nullified for (k, l) = (k ′ , l ′ ). Thus each perturbation item contributes to the entropy separately.
The perturbation to the joint QR state is more sophisticated. With almost the same routine as we do in obtaining the perturbation operator in one mode situation, we can get ρ QR nε = ρ QR⊗n + εΦ. Care should be taken in obtaining the operator Φ for complex coefficient c, when c is real, there are no problem; while c is complex, there are extra phase factors in transforming the eigenbasis of φ into the basis of direct product of the modes. However the phase factor can be absorbed in the purification process, that is, if we have e iθ |j |j in the purified state, it will make no difference with |j |j in obtaining the reduced state. We thus have Φ =
QR⊗n . 
The action of the channel then is
, the sum of the square of the eigenvalue of is T rM 2 ij . We obtain the contribution to the entropy by first evaluating i, i;j, j|
We expand the exponent of the operators to drop the terms that do not keep the total particle numbers in A and B parts respectively. De-
Then in the calculation of the contribution to the entropy become a trace on the whole space, the restriction on the subspace is removed. We have the generation function
Where we have used another generation function in evaluating F, and at the final step we exchange the orders of summation and make use of Eq. (10) 
The situation is strictly like that of the single mode case. Eq.(27) indicates that each perturbation term contributes to the entropy separately. Also , the corresponding η term which comes from ε 2 term in expanding is negligible at large input energy.
We have shown that all first order perturbation to the input product identical thermal state can only decrease the coherent information at large input energy. In one mode case of Gaussian input, in two mode of squeezed thermal input, and non-Gaussian perturbation of one mode as well multi-mode to thermal state input, thermal or their identical product achieve quantum capacity at infinitive input energy. Hence, in a quite general way, we have proved that the channel capacity of additive Gaussian quantum channel is described by the long standing conjecture formula (2) .
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