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ON THE FAST REDUCTION OF SYMMETRIC RATIONALLY GENERATED
TOEPLITZ MATRICES TO TRIDIAGONAL FORM∗
K. FREDERIX†, L. GEMIGNANI‡, AND M. VAN BAREL†
Abstract. In this paper two fast algorithms that use orthogonal similarity transformations to convert a symmetric
rationally generated Toeplitz matrix to tridiagonal form are developed, as a means of ﬁnding the eigenvalues of the
matrix efﬁciently. The reduction algorithms achieve cost efﬁciency by exploiting the rank structure of the input
Toeplitz matrix. The proposed algorithms differ in the choice of the generator set for the rank structure of the input
Toeplitz matrix.
Key words. Toeplitz matrices, eigenvalue computation, rank structures
AMS subject classiﬁcations. 65F15
1. Introduction. The design of fast algorithms for Toeplitz matrices is a wide, active
research ﬁeld in structured numerical linear algebra. One of the most fruitful ideas relies
upon the exploitation of the relationships between the properties of Toeplitz matrices and
Laurent series, whose domain is the unit circle in the complex plane. An up-to-date survey
of this beautiful mathematical theory can be found in [6]. For a given complex function
f(z) =
 +∞
j=−∞ tjzj deﬁned for |z| = 1 we denote Tn = (tj−i)n
i,j=1 the n × n Toeplitz
matrix generatedby the function f(z), knownas the symbol of Tn, n ≥ 1. The representation
of a Toeplitz matrix by its symbol is a way to capture the structure which enables the initial
matrix problem to be recast into a functional setting.
The knowledge of the eigenvalues and the singular values of Toeplitz matrices is of con-
siderable interest in many applications, especially time series analysis and signal processing;
see [35, 36, 37] and the references given therein. Efﬁcient algorithms have been devised for
Hermitian Toeplitz matrices generated by a Laurent polynomial or a rational function.
The methods by Trench [34, 33] and by Bini, Pan and Di Benedetto [4, 3, 5] employ the
speciﬁc form of the generating function to efﬁciently evaluate the characteristic polynomial
pn(z) = det(zI − Tn) and/or the Newton ratio pn(z)/p′
n(z). The resulting methods are
suited for the computation of a few selected eigenvalues of Tn.
Alternatively, the eigenvalue algorithms proposed in [1, 27] and [15] for banded and
rationally generated symmetric Toeplitz matrices, respectively, can be used to compute the
whole eigensystem of Tn. Here the approachis to ﬁnd an approximationof the input Toeplitz
matrix Tn in a certain algebra of matrices that are simultaneously diagonalized by a fast
trigonometric transform. In the rational case the eigenproblem for Tn is thus converted to a
generalized eigenproblem for the matrix pencil H
(1)
n + Z
(1)
n − z(H
(2)
n + Z
(2)
n ), where for
i = 1,2, H
(i)
n belongs to the considered matrix algebra and Z
(i)
n is of small rank. By similar-
ity the pencil is further transformed into the modiﬁed form D
(1)
n +   Z
(1)
n − z(D
(2)
n +   Z
(2)
n ),
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where for i = 1,2, D
(i)
n is diagonal and rank(  Z
(i)
n ) = rank(Z
(i)
n ).
The latter (generalized) eigenproblem can be addressed by performing a sequence of
successive rank-one updates. The eigensystem of a matrix (pencil) modiﬁed by a rank-one
correction is obtained by solving the associated secular equation [24, 7]. The caveat of this
strategy is that at each step the complete eigensystem of the unperturbed matrix (pencil) is
required. It is well known [25, 41] that computing the eigenvectors of a matrix can be prone
to numerical instabilities and ill-conditioning problems even if the matrix is Hermitian. For
this reason, the method is not recommendedwheneveronly the eigenvalues of Tn are sought.
If, otherwise, we are interested in computing both the eigenvalues and the eigenvectors of Tn
then special techniques such as in [26] should be considered in the practical implementation
of the updating process.
In this paper we propose a novel eigenvalue algorithm for symmetric rationally gen-
erated Toeplitz matrices based on the matrix technology for rank-structured matrices. The
systematic study of this class of structured matrices was initiated in [19, 20, 21, 22], in the
monograph[14] and in[38]. The interestedreadercanconsultthe books[39, 40] formorede-
tails concerningrank structuredmatrices. The approximaterank-structureof general Toeplitz
matrices has been investigated in [30, 42, 31] for the purpose of ﬁnding efﬁcient direct and
iterative linear solvers.
First, the interplay between Toeplitz matrices and Laurent series is used to establish the
exact rank structure of rationally generated Toeplitz matrices. Then, we develop efﬁcient al-
gorithms to compute the generators of the rank structure from the coefﬁcients of the Laurent
polynomials deﬁning the rational symbol. Two generator sets associated with two different
representations of the rank structures are speciﬁcally analyzed. Finally, we adapt the al-
gorithms developed in [8, 18] and [12] to efﬁciently transform by similarity the symmetric
Toeplitz matrix represented in condensed form via the generators of its rank structure into
a tridiagonal form. Efﬁcient available QR implementations can be used to compute all the
eigenvalues of a Hermitian tridiagonal matrix using O(n2) ﬂops.
The complexity of our composite eigensolvers depends on the size n of the matrix and
on its rank structure. It is shown that the rank structure can be speciﬁed by O(n   g(l,m))
parameters, where l and m denote the degrees of the numerator and the denominator of the
symbol, respectively,and g(x,y) is a polynomialof low degreeindependentof n, l and m. If,
as is usual in applications, n ≫ max{l,m}then the overallcost of oureigenvaluealgorithms
is O(n2). Furthermore, all the computations are carried out using unitary transformations
and, therefore, the algorithms are both fast and numerically robust.
The paper is organized as follows. In Section 2, we provide a description of the rank
structure of symmetric rationally generated Toeplitz matrices. In Section 3, we develop fast
algorithms to compute a condensed representation for this structure and to transform by uni-
tary similarity the input Toeplitz matrix represented via its generators into a tridiagonal form.
In Section 4, an alternative tridiagonalization procedure dealing with a different generator
set is presented. In Section 5, we discuss the practical implementation of our eigenvalue
algorithms and report the results of numerical experiments and comparisons. Finally, our
conclusions are stated in Section 6.
2. Rank structure of symmetric rationally generated Toeplitz matrices. Let
a(z) = a0 + a1z + ... + aqz
q, c(z) = clz
−l + ... + c1z
−1 + c0 + c1z + ... + clz
l,
be two real Laurent polynomials, where a0,...,aq and c0,...,cl are real, aq,cl  = 0, and,
moreover, a(z) has no zeros in |z| ≤ 1. Then the rational function
t(z) =
c(z)
a(z)a(1/z)ETNA
Kent State University 
http://etna.math.kent.edu
FAST REDUCTION OF SYMMETRIC TOEPLITZ MATRICES 131
admits a Laurent expansion
t(z) =
∞  
j=−∞
t|j|zj, tj ∈ R,
in an open annulus around the unit circle in the complex plane [28].
Here we investigate the rank structure of the symmetric rationally generated Toeplitz
matrices
Tn =






t0 t1 ... tn−1
t1
...
...
. . .
. . .
...
... t1
tn−1 ... t1 t0






∈ R
n×n,
for increasing n.
The ﬁrst result gives a useful decomposition of t(z) as considered in [16]. For the sake
of simplicity, in the sequel a (Laurent) polynomial of negative degree is understood to be the
zero polynomial and, similarly, a banded matrix with negative bandwidth reduces to the zero
matrix.
THEOREM 2.1. There exist a polynomial p(z) of degree at most q and a symmetric
Laurent polynomial s(z) of degree at most l − q such that
(2.1) c(z) = s(z)a(z)a(1/z)+ p(1/z)a(z) + p(z)a(1/z),
which implies
(2.2) t(z) =
c(z)
a(z)a(1/z)
= s(z) +
p(1/z)
a(1/z)
+
p(z)
a(z)
.
Proof. We ﬁrst determine s(z) =
 l−q
i=q−l s|i|zi by imposing that
q(z) = c(z) − s(z)a(z)a(1/z) has degree less than or equal to q. From aq,a0  = 0 it fol-
lows that a(z)a(1/z) =
 q
i=−q γ|i|zi is a symmetric Laurent polynomial of degree exactly
q, that is, γq  = 0. The condition on the degree of q(z) =
 q
i=−q β|i|zi is then equivalent to
determining s1,...,sl−q to satisfy the invertible triangular linear system


 


γq
γq−1
...
. . .
...
...
γ2q+1−l ... γq−1 γq


 





sl−q
. . .
s1


 =



cl
. . .
cq+1


.
Now observe that the computation of p(z) = p0 +p1z +...+pqzq is reduced to solving the
linear system
(2.3) Jp = β, pT = [p0,...,pq], β
T = [β0,...,βq],
where J ∈ R(q+1)×(q+1) is the Toeplitz-plus-Hankel matrix deﬁned by
(2.4) J =


 


a0 ... ... aq
...
. . .
...
. . .
a0


 


+


 


a0 ... ... aq
. . . ...
. . . ...
aq


 


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Since all the zeros of a(z) have modulus greater than 1 it can be shown [13] that J is invert-
ible and therefore p is uniquely obtained from (2.3).
The additive decomposition (2.2) of the symbol t(z) yields additive decompositions for
the Toeplitz matrices Tn, n ≥ 1, which can be used to establish their rank structures. To
be precise, for any given pair of natural numbers l ≤ n and m ≤ n let us denote by
Fl,m,n ⊂ Cn×n the class of n × n rank structured matrices A = (ai,j) ∈ Cn×n satisfy-
ing the rank constraints
(2.5) max
1≤k≤n−1
rankA(k + 1: n,1: k) ≤ l, max
1≤k≤n−1
rankA(1: k,k + 1: n) ≤ m,
where B(i: j,k: l) is the submatrix of B with entries having row and column indices in the
ranges i through j and k through l, respectively.
THEOREM 2.2. For any n ≥ 1, we have
(2.6) Tn = Sn + Qn,
where Sn is a symmetric banded Toeplitz matrix with bandwidth at most l − q and
Qn ∈ Fq,q,n. Whence, it follows that Tn ∈ Fm′,m′,n with m′ = max{l,q}.
Proof. We can assume that deg(p(z)) < deg(a(z)). If, otherwise,
deg(p(z)) = deg(a(z)) = q, we can consider ˆ p(z) = p(z) − δa(z) with δ determined
so that deg(ˆ p(z)) < q. Moreover, let us suppose that the zeros µ1,...µq of a(z) are all
distinct. Then the partial fraction decomposition of p(z)/a(z) gives
p(z)
a(z)
=
q  
i=1
ρi
z − µi
.
Since |µi| > 1 it follows that
ρi
z − µi
has a convergent Taylor series expansion in an open
disk centered at the origin of radius greater than 1. By straightforward calculations we obtain
that the rationally generated Toeplitz matrix with symbol
ρi
z − µi
is an upper triangular ma-
trix belonging to F0,1,n. The proof is then completed by invoking a continuity argument to
eliminate the conditions on the zeros of a(z) being distinct.
It is worth noting that from the proofs of Theorems 2.1 and 2.2 it follows that the addi-
tive decomposition (2.6) is essentially unique in the sense that both Sn and Qn are uniquely
deﬁned up to a diagonal correction which does not affect their rank structures. In the next
sections the properties of this decomposition are exploited in order to design a fast and nu-
merically robust tridiagonalization procedure for the matrix Tn.
3. Condensed representationof Tn. A basic preliminarystep in the efﬁcient reduction
of symmetric rationally generated Toeplitz matrices into tridiagonal form is the computation
of a condensed representation of the matrix entries, i.e., the coefﬁcients of the associated
symbol, according to the rank-structure-revealingdecomposition stated in Theorem 2.2. The
desired quadratic cost of the tridiagonalization scheme is achieved by working directly on
this representation rather than on the input data. The rationale is that, unlike the Toeplitz-like
structure, the rank structure is maintained during the process so that the amount of work does
not increase signiﬁcantly.
Let us assume that the rational symbol t(z) is given in the form (2.2) speciﬁed by the
polynomials s(z), a(z) and p(z). Note that if we know q = deg(a(z)), then these polynomi-
als can be computed from the coefﬁcients of the Laurent series of t(z) in O(l2 + q2) ﬂops.
The matrix Sn is a symmetric banded Toeplitz matrix of bandwidth l − q and, therefore, itETNA
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can be speciﬁed compactly by its matrix entries, that is, the coefﬁcients of s(z). In this and
the next section we design algorithms that compute a parameterizationforthe rank structured
matrix Qn based on the knowledgeof a(z) and p(z). Addingthese two representationsyields
the input description for the matrix Tn which is modiﬁed in the tridiagonalization process.
For the sake of notational simplicity here and hereafter we restrict ourselves to the case
l ≤ q, meaning that Qn and Tn can only differ from the elements on the diagonal, that
is, Tn = αIn + Qn, n ≥ 1. The general case can be treated similarly with just some
technical modiﬁcations. To represent Qn, there are several possibilities. We can use the
quasiseparable [20], the Givens-weight or the unitary-weight representation [11]. Once this
representation is obtained, several algorithms can be used to solve the corresponding system
of linear equations [22, 10] or to solve the eigenvalue problem [23, 9, 18, 12]. Solving the
linearsystem can be performedin O(q2n) ﬂops. Solving the eigenvalueproblemcan be done
in several ways, e.g., one can directly use the QR-algorithm on the rank structured matrix
Qn or one can transform Qn into an orthogonally similar Hessenberg (and by symmetry
tridiagonal) matrix. The reduction into a tridiagonal matrix requires O(qn2) ﬂops.
In this section, we describe a tridiagonalization algorithm exploiting the quasisepara-
ble representation of Qn, whereas, in the next section an alternative approach based on the
Givens-weight parametrization is presented.
3.1. Thequasiseparablerepresentation. LetTa, Tp denotethelowertriangularToeplitz
matrices (of size as appropriate in the equations) corresponding to the polynomials a(z) and
p(z) respectively. Then we can express Qn as follows [17]:
(3.1) Qn = T −1
a Tp + T T
p T −T
a .
Note that the ﬁrst term is a lower triangular Toeplitz matrix and the second term is its trans-
pose.
A representation for the rank structure of Qn can be easily obtained by partitioning Ta
and Tp in block bidiagonal form. Suppose that n = m   q + k, 0 ≤ k < q. The block
partitioning of Ta and Tp is
Ta =




 


  A0
−   A−1 A0
−A−1
...
...
...
−A−1 A0




 


,Tp =




 


  B0
  B−1 B0
B−1
...
...
...
B−1 B0




 


,
where   A0,   B0 ∈ Rk×k,   A−1,   B−1 ∈ Rq×k, Aj,Bj ∈ Rq×q, j = 0,−1, and
A0 =





a0
a1 a0
. . .
...
...
aq−1 ... a1 a0





, B0 =





p0
p1 p0
. . .
...
...
pq−1 ... p1 p0





,
A−1 = −





aq aq−1 ... a1
...
...
. . .
aq aq−1
aq





, B−1 =





pq pq−1 ... p1
...
...
. . .
pq pq−1
pq





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and
  A0 = A0(1: k,1: k),   B0 = B0(1: k,1: k),
  A−1 = A−1(1: q,q − k + 1: q),   B−1 = B−1(1: q,q − k + 1: q).
Let Fa ∈ Rq×q be the companion matrix associated with zqa(z−1), i.e.,
FT
a =


 

−a1/a0 −a2/a0 ... −aq/a0
1 0 ... 0
...
...
. . .
1 0


 

.
From Barnett’s factorization [2], it follows that
A−1   A
−1
0 = F q
a.
Since the spectral radius of F q
a is less than 1, the power sequence of the matrix tends to zero.
Let ∆ =   A−1   A
−1
0 ∈ Rq×k. The inverse of Ta is the block matrix given by
T −1
a =





 


  A
−1
0
A
−1
0 ∆ A
−1
0
A
−1
0 Fq
a∆ A
−1
0 Fq
a
...
. . .
. . .
...
...
A
−1
0 F
(m−1)q
a ∆ A
−1
0 F
(m−1)q
a ... A
−1
0 Fq
a A
−1
0





 


.
Therefore, by using (3.1) we arrive at the following block condensed representation of Qn.
THEOREM 3.1. The symmetric Toeplitz matrix Qn deﬁned by (3.1) can be partitioned
in a block form Qn = (Q
(n)
i,j )
m+1
i,j=1, where Q
(n)
i,j ∈ Rni×nj, n1 = k, n2 = ...m = q,
Q
(n)
i,j = Qj−i for j ≥ i ≥ 2, and
Q
(n)
i,j =
 
A
−1
0   F
q(i−2)
a   Γ
(n)
0 , if i ≥ 2, j = 1;
A
−1
0   F
q(i−j−1)
a   Γ1, if i − j ≥ 1, j ≥ 2,
where
Γ
(n)
0 = ∆   B0 +   B−1, Γ1 = F
q
aB0 + B−1.
Representations of this form for rank structured matrices have been introduced in [14, 20]
in the framework of quasiseparable matrices and matrices with small Hankel rank. In order
to merge the rank structures of Qn and Sn, we ﬁnd a suitable decomposition of Qn by per-
forming a step of block Neville elimination. Let Bn be the block lower bidiagonal matrix
partitioned commensurable with Qn and deﬁned by
Bn =








Ik
Iq
−Σ
...
...
...
−Σ Iq








, Σ = A
−1
0 F
q
aA0.ETNA
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Then we have the following theorem.
THEOREM 3.2. The matrix Pn = Bn   Qn   BT
n is a symmetric block tridiagonal matrix
with subdiagonal blocks
P
(n)
2,1 = Q
(n)
2,1, P
(n)
i+1,i = P T
1 = QT
1 − ΣQ0, 2 ≤ i ≤ m,
and diagonal blocks
P
(n)
1,1 = Q
(n)
1,1, P
(n)
2,2 = Q
(n)
2,2 = Q0,
and
P
(n)
i,i = P0 = Q0 + ΣQ0ΣT − ΣQ1 − QT
1 ΣT, 3 ≤ i ≤ m + 1.
From this theorem we conclude that
(3.2) Tn = B−1
n   (Pn + αBn   BT
n)   B−T
n = B−1
n   Zn   B−T
n ,
where the “middle” factor
Zn = Pn + αBn   BT
n
is a banded matrix with bandwidth 2q − 1 at most. In the next subsection we exploit this
representation of Tn for the design of an efﬁcient tridiagonalization procedure. Note that
when l > q the “middle” factor Zn = Pn + BnSnBT
n is a banded matrix with bandwidth
q + l − 1 at most.
3.2. Tridiagonal reduction algorithm. In this section we describe a fast block algo-
rithmforreducing Tn intotridiagonalformbyunitarytransformations. Inprinciplethereduc-
tion may be carried out using the scalar algorithm given in [18] for rank structured matrices
represented in quasiseparable form. The efﬁciency could be further improved by adjusting
the algorithm to work directly with block rather than scalar quasiseparable representations,
similarly to the approach followed in [21] for the QR factorization of rank structured ma-
trices. Although the generalization is possible, the form (3.2) of Tn suggests the use of a
different block reduction scheme related to the scalar technique proposed in [8].
The building blocks of the tridiagonalizationprocedureare the QR factorization of small
matrices of size O(q) and standard bulge-chasing schemes for banded reduction [32]. Let
B−1
n = B
(0)
n and Zn = Z
(0)
n . Moreover, let U(1) ∈ R2q×2q be an orthogonal matrix deter-
mined to satisfy
U
(1)T
=
 
U
(1)
1,1 U
(1)
1,2
U
(1)
2,1 U
(1)
2,2
 
, U
(1)T
 
Iq
Σ
 
=
 
R(1)
0
 
,
where U
(1)
1,1,U
(1)
2,2 ∈ Rq×q and R(1) ∈ Rq×q is upper triangular. It is immediately seen that
the block Givens-like matrix
G(1) = I(m−2)q+k ⊕ U(1)T
is such that
G(1)  B(0)
n =



 




Ik
B
(0)
n (k + 1: (m − 2)q,k + 1: (m − 2)q)
Σm−2R(1) ... ...... ... ΣR(1)
0 ... ...... ... 0
R(1) U
(1)
1,2
0 U
(1)
2,2



 




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The matrix on the right-hand side can be rewritten as

 





Ik
B
(0)
n (k+1: (m−2)q,k+1: (m−2)q)
Σ
m−2R
(1) ... ...... ... ΣR
(1)
0 ... ...... ... 0
I2q

 





  (I(m−2)q+k ⊕
 
R(1) U
(1)
1,2
0 U
(1)
2,2
 
).
Set
B(1)
n =

 





Ik
B
(0)
n (k + 1: (m − 2)q,k + 1: (m − 2)q)
Σm−2R(1) ... ...... ... ΣR(1)
0 ... ...... ... 0
I2q

 





,
and
Z(1)
n = (I(m−2)q+k ⊕
 
R(1) U
(1)
1,2
0 U
(1)
2,2
 
)   Z(0)
n   (I(m−2)q+k ⊕
 
R(1) U
(1)
1,2
0 U
(1)
2,2
 
)T.
It is found that Z
(1)
n is still block tridiagonal.
Now let U(2) ∈ R2q×2q be the orthogonal matrix determined to satisfy
U(2)T
=
 
U
(2)
1,1 U
(2)
1,2
U
(2)
2,1 U
(2)
2,2
 
, U(2)T
 
Iq
R(1)Σ
 
=
 
R(2)
0
 
,
where R(2) ∈ Rq×q is upper triangular. Let us deﬁne the block Givens-like matrix G(2) by
G(2) = I(m−3)q+k ⊕ U(2)T
⊕ Iq.
Observe that
G(2)   B(1)
n =



 






Ik
B
(0)
n (k+1: (m−3)q,k+1: (m−3)q)
Σ
m−3R
(2) ... ...... ... ΣR
(2)
0 ... ...... ... 0
R(2) U
(2)
1,2
0 U
(1)
2,2
Iq



 






.
Again we can write
G
(2)   B
(1)
n = B
(2)
n   (I(m−3)q+k ⊕
 
R(2) U
(2)
1,2
0 U
(2)
2,2
 
⊕ Iq),ETNA
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where
B(2)
n =



 



 

Ik
B
(0)
n (k + 1: (m − 3)q,k + 1: (m − 3)q)
Σm−3R(2) ... ...... ... ΣR(2)
0 ... ...... ... 0
. . . ... ...... ...
. . .
I3q



 



 

.
Set
Z(2)
n = (I(m−3)q+k ⊕
 
R(2) U
(2)
1,2
0 U
(2)
2,2
 
⊕Iq) Z(1)
n  (I(m−3)q+k ⊕
 
R(2) U
(2)
1,2
0 U
(2)
2,2
 
⊕Iq)T.
As a result of these matrix multiplicationsthe block tridiagonalstructureof Z
(1)
n is destroyed.
Speciﬁcally, we have that
Z(2)
n ((m − 3)q + k: n,(m − 3)q + k: n) =

 

Z
(2)
m−1,m−1 Z
(2)
m,m−1
T
Z
(2)
m+1,m−1
T
Z
(2)
m,m−1 Z
(2)
m,m Z
(2)
m+1,m
T
Z
(2)
m+1,m−1 Z
(2)
m+1,m Z
(2)
m+1,m+1

 
,
thatis, abulgeinposition(m+1,m−1) anditssymmetricanalogueinposition(m−1,m+1)
appear. To chase away this bulge we can determine an orthogonal matrix W (1) ∈ R2q×2q
such that the matrix
W (1)T
 
Z
(2)
m,m−1 Z
(2)
m,m
Z
(2)
m+1,m−1 Z
(2)
m+1,m
 
is upper triangular. Then the transformation
Z
(2)
n ← (I(m−2)q+k ⊕ W
(1)T
)   Z
(2)
n   (I(m−2)q+k ⊕ W
(1))
is used to restore the block tridiagonal structure of Z
(2)
n . It is worth noting that B
(2)
n and
(I(m−2)q+k ⊕ W (1)) commute so that the process can continue in a similar fashion. The
overall complexity is O(m2q3) = O(n2q) ﬂops.
4. An alternative approach. In this section, an alternative method for reducing Qn
into tridiagonal form by unitary transformations is described. The proposed approach relies
upon the construction of a Givens-weight representation for the rank structured matrix Qn
based on the knowledge of a(z) and p(z); see equation (3.1). In the following subsections,
the algorithm that computes a Givens-weight representation for the rank structured matrix
Qn based on the knowledge of a(z) and p(z), and the algorithm to bring the matrix into
Hessenberg form is explained.
4.1. Givens-weight representation. A rank structured matrix can be represented by a
Givens-weight representation. It is a compact internal representation which consists of a
sequence of Givens arrows which have width r (this means that the Givens arrow consists
of r Givens transformations, with r the rank of the structure blocks), and a weight matrix
containing compressed information about the elements in the rank structure. The weights are
stored during this process of determining the sequence of Givens arrows.ETNA
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(a) (b)
FIG. 4.1. Example of a Givens-weight representation: (a) the rank structure, (b) the corresponding Givens-
weight representation.
Figure 4.1(a)shows an exampleof the kindof rankstructuredmatrix whichis considered
in this paper. Figure 4.1(b) shows the corresponding Givens-weight representation of the
rank structured matrix. At the left the arrows denote the Givens arrows (consisting of r
Givens transformations, in this case r = 2), and the elements in gray denote the weights.
The representation is internal. Therefore elements outside the rank structure are not touched.
For a more detailed description about the computation of such a compact representation the
interested reader is referred to [11].
Computing a Givens-weight representation for Qn consists of ﬁnding a sequence of
Givens arrows whose product is the orthogonal matrix Q such that
QTQn = Rq,
with Rq a lower banded matrix with q subdiagonals. It is important to see now that applying
an orthogonaltransformation QT to the rows of Qn is the same as applying Q to the columns
of Ta in the ﬁrst term and to the columns of Tp in the second term in (3.1), i.e.,
(4.1) QTQn = (TaQ)−1Tp + (TpQ)TT −T
a .
The matrix Q is the product of a sequence of Givens arrows which consist of q Givens trans-
formationswhereeachGivensarrowworksfromrighttoleftonthecolumnsofthe matrixand
makes a subdiagonal of Ta zero. It can be shown that TaQ is a nonsingular upper triangular
matrix (having q nonzero superdiagonals) while TpQ is a banded matrix having q superdiag-
onals. Therefore (TaQ)−1Tp has q subdiagonals and (TpQ)TT −T
a has q subdiagonals. The
sequence of Givens arrows consisting of q Givens transformations is the Givens-part of the
Givens-weight representation.
The Givens transformations and the weights are determined in the same order as when
computing a Givens-weight representation, meaning going from the bottom to the top of the
structure. Instead of working on the matrix Qn, we will work on the matrix Ta by making it
upper triangularto determine the weights. The algorithm is explained for a 7×7 matrix with
q = 2. This is shown in Figure 4.2.
In fact, the algorithm only requires the information of the ﬁrst term T −1
a Tp because the
second term describes the upper triangular part of Qn. But for completeness the result of
the actions of the algorithm on the matrix Qn and the second term T T
p T −T
a are also shown.
The bold box in Qn denotes the weights which we want to compute or which already have
been computed. In the other matrices (the sum), it denotes the elements we have to compute
to obtain the weights. Note that Ta,T T
a is represented as a matrix in the ﬁgures and not
T −1
a ,T −T
a , respectively.
Before we can start to make Ta upper triangular, the weights of the bottom q blocks are
computed, denoted in the bold box in Qn in Figure 4.2(a). These elements lie inside the rank
structure, but no Givens transformations will act on them, so the real elements will be stored.
To compute these elements, only information of the elements in the two bold boxes of theETNA
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Qn Tp Tp Ta
−1 Ta
−T
=
−1 −1
+
T
(a) Computation of the weights of the bottom q blocks.
=
−1 −1
+
(b) Making the bottom row of Ta upper triangular.
=
−1 −1
+
(c) Computation of the weight of the q + 1 structure block.
FIG. 4.2. Computation of the weights.
term T −1
a Tp is required; see Figure 4.2(a). The product of the bold boxes in the second term
will give an upper triangularmatrix, so this cannot be of any inﬂuence on the elements which
we want to compute.
To compute these weights, the elements of a submatrix of size (q + 1) ×(q + 1) of T −1
a
are required. Let us represent the whole lower block triangular matrix Ta and its inverse by
Ta =
 
A 0
B C
 
, T −1
a =
 
A−1 0
−C−1BA−1 C−1
 
,
with A ∈ C(n−q−1)×(n−q−1), B ∈ C(q+1)×(n−q−1) and C ∈ C(q+1)×(q+1). Matrix C−1 is
the submatrix (denoted in the bold box in the ﬁrst term of Figure 4.2(a)) we need to compute
the weights. Instead of invertingthe whole matrix Ta, only the inversion of a small submatrix
is necessary. The weights of the q bottom structure blocks are obtained by multiplying the
inverse of C with the correspondingcolumns of Tp. This is shown in Figure 4.2(a). This step
is a preparation step because no Givens transformations were computed.
Nowthe actual constructionof the Givens-weightrepresentationis explained. In general,
the matrix Ta will be successively made upper triangularby applying Givens transformations
and the corresponding weights will be computed. The process starts with creating zeros in a
speciﬁc row of Ta (this row correspondsto the row in the matrix Qn, where we want to create
zeros) by applying q Givens transformations to the columns of this matrix. To be complete,
the transposed Givens transformations have to be applied to the matrix Qn and also to the
second term; this is shown in Figure 4.2(b) (gray elements denote compressed elements). It
is consideredthat the transposed Givens transformationon Qn is only applied to the columns
inside the rank structure. This limited number of columns is called the action radius of the
Givens transformation. The action radius is denoted with a bold line in Figure 4.2(b).
Now it is possible to compute the weight of the structure block. This time the second
term also has no inﬂuence on the weight. To compute the weight, the inverse of a submatrix
of TaQ1 (Q1 is the product of the q Givens transformations already applied to the columnsETNA
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FIG. 4.3. Givens-weight representation for Qn.
of the matrix) of size (q +1)×(q +1), C, is needed. TaQ1 is upper block triangularand we
represent the matrix and its inverse as follows:
TaQ1 =


A 0 0
B C D
0 0 E

, (TaQ1)
−1 =


A−1 0 0
−C−1BA−1 C−1 −C−1DE−1
0 0 E−1

,
with A ∈ C(n−q−2)×(n−q−2), B ∈ C(q+1)×(n−q−2), C ∈ C(q+1)×(q+1), D ∈ C(q+1)×1 and
E ∈ C. Onlythe inverseofthesmall matrix C, ofsize (q+1)×(q+1),is requiredtocompute
the weight. When this inverse is computed, it can be multiplied with the corresponding
column of Tp to obtain the weight of the structure block; see Figure 4.2(c).
This process of making a row of Ta upper triangular and then computing the weight by
invertingasmall submatrixofsize q+1×q+1andmultiplyingittothecorrespondingcolumn
of Tp is continueduntil all the weights of the blocks in the rank structure are computed. After
each step, the bold box in T −1
a Tp will move up along the diagonal by one element. The result
of the algorithm is shown in Figure 4.3. The q Givens transformations which belong to one
weight are represented by a Givens arrow of width q.
4.2. Tridiagonal reduction algorithm. The next step is to reduce the rank structured
matrix with the correspondingGivens-weight representation into a Hessenberg (and by sym-
metry tridiagonal) matrix. To do this the method to transform a given matrix with a Givens-
weight representation into a Hessenberg matrix discussed in [12] is simpliﬁed. In [12], the
given Givens-weight representation is transformed into a zero-creating Givens-weight repre-
sentation and then the matrix is brought in Hessenberg form by peeling off the tails of the
Givens transformations meanwhile making the structure blocks one-by-one upper triangular,
or in other words, bringing the columns in Hessenberg form.
In this paper, the transformationto a zero-creatingGivens-weight representationis omit-
tedandtheprocessis notgoingtopeeloffthetails oftheGivenstransformations. Theprocess
is split into two parts: in the ﬁrst part the precomputed Givens arrows are applied outside the
rank structure and in the second part the matrix is brought into Hessenberg form.
During the ﬁrst part, the precomputedGivens transformationsare applied in the same or-
der as when constructing the Givens-weight representation (§4.1) to the elements outside the
rank structure. This means that the Givens transformations are applied successively outside
their action radii. During the second part, each column is brought into Hessenberg form by
applying a Householder transformation. Also the symmetry of the matrix will be exploited.
Theinitial situationofthe algorithmis shownin Figure 4.3(thisis theendsituationofthe
construction of the Givens-weight representation). For each weight, there are q precomputed
Givens transformations. These are combined in a Givens arrow of width q, and each Givens
arrow has a speciﬁc action radius. The algorithm applies the computed Givens arrows of the
Givens-weight representation successively to the elements outside the rank structure (or in
other words, outside the action radius) in the same order as they were computed. In order to
preserve the eigenvalue spectrum, the transposes of the Givens transformations are applied to
the columns.ETNA
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(a) (b) (c) (d)
FIG. 4.4. Exploiting symmetry. (a) Compute the required superdiagonal element, and ﬁll it in into the weight
matrix, (b) Apply the current Givens transformation to the rows, (c) Apply the transposed Givens transformation to
the columns, (d) The current superdiagonal element has no role anymore, and therefore it is removed from the weight
matrix.
In Figure 4.4, the exploitation of the symmetry is explained. Only the diagonal and the
q subdiagonals are considered, since the rest is known by symmetry. The ﬁrst Givens arrow
is decomposed into its q Givens transformations. When we want to apply the current Givens
transformation(denotedin bold) to the rows, the correspondingsuperdiagonalelement has to
be computed (by symmetry) and has to be ﬁlled in into the weight matrix. This is shown in
Figure 4.4(a).
Then the Givens transformationcan be applied outside the action radius until the column
of the added superdiagonal element; see Figure 4.4(b). Notice that after this the top element
of the corresponding weight element is turned from gray to white; see Figure 4.4(c). This
weight element is “completely released”, meaning that no more Givens transformations act
on it (the other Givens transformations have smaller action radii). To complete the similarity
transformation, the transposed Givens transformation has to be applied to the columns; see
Figure 4.4(c). Now the superdiagonal element has no role anymore, therefore it is removed
from the weight matrix; see Figure 4.4(d).
The same principle as explained in Figure 4.4 is used during the whole algorithm. So,
the same principle is done for the second Givens transformation of the ﬁrst Givens arrow.
The result is shown in Figure 4.5(a). Notice that after the application of the Givens arrow, the
corresponding weight is “completely released”.
Starting from Figure 4.5(a), the ﬂow of the algorithm is explained. Apply the q Givens
transformations of the current Givens arrow outside their action radius, as explained in Fig-
ure 4.4 (this is shown in Figure 4.5(a)- 4.5(b)). Notice that when this is done, the matrix has
no q subdiagonals anymore, and some ﬁll-in elements appear in the matrix. This is shown in
Figure 4.5(b). The next step is to remove these ﬁll-in elements (in Figure 4.5(b) there is only
one ﬁll-in element located at position (7,4)) by applying Givens transformations to create
again a matrix with q subdiagonals. Because of similarity reasons, the transposed Givens
transformation is also applied to the columns. This process is shown in Figure 4.5(c)-4.5(d).
This process of applying the Givens transformations outside the rank structure and re-
moving the ﬁll-in elements is continued until all the Givens arrows are applied outside their
action radius. At the end, a matrix R = QQnQH with q subdiagonals is obtained. Then the
matrix R+αI has to be transformed into a Hessenberg (or by symmetry tridiagonal) matrix.
Note that when l > q the matrix Sn has to be updated under the action of the Givens
transformations of the Givens-weight representation of Qn: S = QSnQH. The matrix S is a
matrix with l subdiagonals. The sum of the two matrices R and S results in a matrix with l
subdiagonals which has to be transformed into a Hessenberg matrix.
To bring the matrix into Hessenberg form the columns are brought one-by-one into Hes-
senberg form, this time starting at the top of the structure. Again the symmetry is exploited.
Figure 4.6(a) gives the matrix when the ﬁrst column has already been brought into Hessen-
berg form. This is done by applying a Householder transformation. Notice that there is aETNA
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(a) (b) (c) (d)
FIG. 4.5. Process to apply the Givens transformation outside the rank structure. (a) Apply the current Givens
transformation to the rows and the transposed Givens transformation to the columns, remove the current superdiag-
onal element, (b) Apply the current Givens transformation to the rows and the transposed Givens transformation to
the columns, remove the current superdiagonal element, (c) Remove the ﬁll-in element by applying a Givens trans-
formation to the rows and also the transposed Givens transformation to the columns, (d) The matrix has again q
subdiagonals. The next Givens transformation can be applied.
(a) (b) (c) (d)
FIG. 4.6. Process to bring the matrix into Hessenberg form. (a) First column has been brought in Hessenberg
form, (b) Apply Givens transformation to make block upper triangular, (c) Apply the transposed Givens transforma-
tion to the columns, (d) Remove superdiagonal element, notice that there has been some ﬁll in.
ﬁll-in element in position (5,2).
Now the second Householder transformation has to be applied for bringing the second
column into Hessenberg form (second structure block has to become upper triangular). Be-
fore this can be done some superdiagonal elements have to be added; see Figure 4.6(b). To
complete the similarity transformation the Hermitian transposed operation has to be applied
to the columns; see Figure 4.6(c). After this there will be ﬁll-in elements in columns 3 and 4;
see Figure 4.6(d). These will be removed when the next column is brought into Hessenberg
form by applying another Householder transformation.
ThisprocessiscontinueduntiltheHessenbergformisobtained. Nowefﬁcientalgorithms
can be used to compute the eigenvalues of the matrix.
5. Numericalresults. Tochecktheaccuracyandthenumericalstabilityoftheproposed
fast tridiagonalizationalgorithms, we have performedseveral numericalexperiments. For the
sake of comparison the algorithm of Section 3, named alg 1, exploiting the quasiseparable
representation of the input matrix entries and the algorithm of Section 4, referred to as alg 2,
dealing with the Givens-weight representation of these entries have been implemented in
MATLAB1. To test the proposed algorithms, ﬁrst three typical numerical examples taken
from [35] are tested and then more speciﬁc test problems are considered. The ﬁrst three
examples are the following:
1. The Toeplitz matrix (Kac, Murdock and Szeg¨ o [29]) considered is:
Tn = (0.5
|i−j|)
n
i,j=1.
The corresponding rational function is
t(z) =
0.75
(1 − 0.5z)(1− 0.5z−1)
.
1MATLAB is a registered trademark of The MathWorks, Inc.ETNA
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TABLE 5.1
Numerical errors generated by alg 1 for example 1, 2, 3.
n Example 1 Example 2 Example 3
10 1.0 × 10−15 6.4 × 10−16 1.6 × 10−15
50 2.0 × 10−15 1.2 × 10−15 3.2 × 10−15
100 4.1 × 10−15 1.7 × 10−15 3.3 × 10−15
500 1.4 × 10−14 3.5 × 10−15 1.0 × 10−14
1000 2.3 × 10−14 5.6 × 10−15 1.6 × 10−14
TABLE 5.2
Numerical errors generated by alg 2 for example 1, 2, 3.
n Example 1 Example 2 Example 3
10 5.2 × 10−16 6.6 × 10−16 1.3 × 10−15
50 1.1 × 10−15 1.3 × 10−15 2.6 × 10−15
100 1.4 × 10−15 1.2 × 10−15 4.1 × 10−15
500 1.7 × 10−15 4.1 × 10−15 8.2 × 10−15
1000 1.6 × 10−15 4.0 × 10−15 1.8 × 10−15
2. The rational function is
t(z) =
z−2 − 3.5z−1 + 1.5 − 3.5z + z2
a(z)a(z−1)
,
where a(z) = (1 − 0.1z)(1 − 0.2z).
3. The rational function is
t(z) =
z−3 − z−2 + 2z−1 + 1 + 2z − z2 + z3
a(z)a(z−1)
,
where a(z) = 1 − 0.4z − 0.47z2 + 0.21z3.
Thecomputedeigenvaluesarecomparedtothe exacteigenvaluesof thematrix Tn, which
are computed with the function eig in MATLAB. The results of the numerical experiments
of these three examples are shown in Table 5.1 and Table 5.2 for algorithm alg 1 and alg 2,
respectively. Speciﬁcally, the tables contain the relative errors (in norm) between the com-
puted and exact eigenvalues for the three examples and different matrix sizes. The accuracy
of the two algorithms is comparable, the computed eigenvalues are very accurate in all the
cases, and the error increases slightly when the matrix size increases.
The previous three examples are simple examples because the values for q are small
q = 1,2,3, (l = 0,2,3). Therefore other speciﬁc problems will be tested. For a speciﬁc
value of q, we will distinguish three different cases for the zeros of the polynomial a(z)
(these are the poles of t(z)). The polynomial c(z) does not vary in the three cases and its
degree equals the degree of polynomial a(z) (l = q). The zeros of the polynomial are chosen
outside but close to the unit circle in three different ways. In case 1, the argumentof the poles
are normally distributed around the unit circle; in case 2, some zeros of a(z) are clustered
together but there are still zeros at the left of the unit circle; and in case 3 all the zeros are
located at one side of the unit circle. Figure 5.1 shows the localization of the zeros of a(z)
and c(z) for q = 6.
The main goal of these numerical experiments is the investigation of the behaviour of
the fast algorithms under less favourable conditions. In particular, as an effect of the location
of the poles it is seen that the coefﬁcients of the Laurent expansion of the rational function
1/(a(z)a(z−1) vary much in magnitude. This implies that the inverse of the Jury matrix J
in (2.4) can also have a large norm thus yielding a large absolute error in the computedETNA
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FIG. 5.1. Localization of the zeros of a(z) and c(z) around the unit circle for q = 6. A plus sign denotes a
zero of a(z), and a circle denotes a zero of c(z).
solution ˆ p of the linear system (2.3). Suppose that ˆ p − p = δ. Then from
ˆ p(1/z)
a(1/z)
+
ˆ p(z)
a(z)
=
p(1/z)
a(1/z)
+
p(z)
a(z)
+
δ(1/z)a(z) + δ(z)a(1/z)
a(z)a(1/z)
,
it follows that  ∆ , ∆ = ˆ Tn − Tn, can be large, too. The matrix ˆ Tn denotes the Toeplitz
matrix generated by the perturbed symbol
ˆ p(1/z)
a(1/z) +
ˆ p(z)
a(z). Speciﬁcally, a rough qualitative
estimationsays that the perturbationerrorshouldbe of orderκ(J) Tn , where κ(J) denotes
the condition number of J, which gives a relative error of order κ(J).
Table5.3-5.8showsthe resultsforthreedifferentvaluesofthe degreeof polynomiala(z)
(q = 6,10,20). Each table contains the results for the three different cases described above
and for different matrix sizes. The condition number of the matrix J is also reported in the
bottom row of the tables.
The experimental results displayed in the tables are in good accordance with the theo-
retical expectations. Both algorithms are numerically robust and the condition number of the
matrix J gives a good indication of the loss in accuracy in the computed eigenvalues. It can
also be seen that the accuracy slightly increases when the matrix size increases.
TABLE 5.3
Numerical errors generated by alg 1 for Example q = 6 in the three different cases.
n Case 1 Case 2 Case 3
100 2.9 × 10−15 2.5 × 10−12 6.8 × 10−9
500 4.7 × 10−15 2.6 × 10−12 7.3 × 10−9
1000 6.8 × 10−15 2.6 × 10−12 7.5 × 10−9
κ(J) 5.8 × 100 2.0 × 103 4.4 × 106
TABLE 5.4
Numerical errors generated by alg 2 for Example q = 6 in the three different cases.
n Case 1 Case 2 Case 3
100 1.3 × 10−15 7.8 × 10−13 2.0 × 10−9
500 3.1 × 10−15 8.6 × 10−13 2.9 × 10−9
1000 3.1 × 10−15 1.0 × 10−12 3.3 × 10−9
κ(J) 5.8 × 100 2.0 × 103 4.4 × 106
6. Conclusion. We introducedtwo novel O(n2) fast algorithmsto reducean n×nsym-
metric rationally generated Toeplitz matrix into tridiagonal form by unitary transformations.
Both algorithms rely upon the exploitation of the rank structures of the Toeplitz matrix thatETNA
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TABLE 5.5
Numerical errors generated by alg 1 for Example q = 10 in the three different cases.
n Case 1 Case 2 Case 3
100 1.7 × 10−15 2.2 × 10−13 1.1 × 10−5
500 3.1 × 10−15 3.4 × 10−13 1.2 × 10−5
1000 5.1 × 10−15 4.0 × 10−13 1.3 × 10−5
κ(J) 6.6 × 100 2.4 × 103 3.7 × 109
TABLE 5.6
Numerical errors generated by alg 2 for Example q = 10 in the three different cases.
n Case 1 Case 2 Case 3
100 1.1 × 10−15 7.6 × 10−13 3.2 × 10−6
500 2.3 × 10−15 8.4 × 10−13 4.5 × 10−6
1000 3.3 × 10−15 8.7 × 10−13 4.9 × 10−6
κ(J) 6.6 × 100 2.4 × 103 3.7 × 109
TABLE 5.7
Numerical errors generated by alg 1 for Example q = 20 in the three different cases.
n Case 1 Case 2 Case 3
100 1.3 × 10−15 5.7 × 10−13 8.0 × 10−4
500 4.8 × 10−15 5.6 × 10−13 1.3 × 10−3
1000 5.3 × 10−15 5.6 × 10−13 1.4 × 10−3
κ(J) 7.5 × 100 1.6 × 104 1.6 × 1011
TABLE 5.8
Numerical errors generated by alg 2 for Example q = 20 in the three different cases.
n Case 1 Case 2 Case 3
100 1.6 × 10−15 1.1 × 10−13 2.0 × 10−4
500 3.0 × 10−15 1.3 × 10−13 4.9 × 10−4
1000 7.5 × 10−15 1.7 × 10−13 6.3 × 10−4
κ(J) 7.5 × 100 1.6 × 104 1.6 × 1011
are enlightenedby a suitable additive decompositionof the rational matrix symbol. The com-
putation of such a decomposition reduces to the solution of an associated Jury system. The
two proposed algorithms differ in the choice of the generator set for the rank structures of
the Toeplitz matrices. Numerical experiments show that the proposed approaches are numer-
ically reliable and, whenever the Jury system is well-conditioned, the error in the computed
eigenvalues is of the order of the norm of the input matrix.
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