This paper establishes the existence of smooth solutions for the Doi-Edwards rheological model of viscoelastic polymer fluids in shear flows. The problem turns out to be formally equivalent to a K-BKZ equation but with constitutive functions spanning beyond the usual mathematical framework. We prove, for small enough initial data, that the solution remains in the domain of hyperbolicity of the equation for all t ≥ 0.
Today's modeling of non-Newtonian and viscoelastic industrial flows (and of the rheological behavior in general) relies heavily on molecular theories. The rheology of various linear/branched polymer liquids is very well described by the so-called tube-reptation theories initiated by Doi and Edwards (DE), see de1 [7] . At the heartcore of any kinetical model one finds a configurational probability diffusion equation (a parabolic PDE) the solution of which is needed to obtain the stress tensor, i.e. the corresponding constitutive equation (CE). For the full, non-linear DE model, in chp1 [5] we proved the existence and uniqueness of solutions for the diffusion equation using the Schauder fixed point theorem and the Galerkin's approximation method. Moreover, this work is related to that in bcip [4] . Here we focus on an equally crucial issue, that of existence of solutions to shear flows. The corresponding constitutive equation is that of the simplified DE theory commonly called Independent Alignment Approximation (IAA). The governing equations for the shear flow are given below:
In the above, the notations are common to the mathematical and the related continuum mechanics, rheology, and polymer physics literature: v = v(x, t) is the scalar velocity field, θ = θ(x, t) is the stress, and F (t, u, s, x) the configurational probability function. The flow occurs in the x direction during time t, s ∈ (0, 1) is the polymer chain's primitive path curvilinear coordinate, and u = (u 1 , u 2 , u 3 ) the unitary vector pointing outwardly the unit sphere S 2 . Similar to notations in where Ω ⊂ R is the range for x, while v 0 (x) and F 0 (u, s, x) are initial data. From Now equation ( 0i7 0i7
1.9) -here obtained on molecular dynamics grounds -has been focused on within the area of viscoelastic fluids as it comes out when one studies shear flows for the K-BKZ fluids. There is no contingency here as in their 1978 original paper de0 [6] , Doi and Edwards have shown the simplified IAA version of their nonlinear model actually enters the class of K-BKZ integral models, which are based on continuum mechanics concepts (for more on see In this paper we study equation ( 0i7 0i7
1.9) with more general functions g and a replacing g DE and a DE , respectively. We prove a global in time solution existence result for small enough data. Uniqueness is the focus of an upcoming paper hbg [11] . Equation ( 0i7 0i7
1.9) -as well as variants of it -was studied by various authors, see Renardy [2] are known under more restrictive conditions compared to those stated in this paper. One of the assumptions in enl1 [8] and bh1 [2] is g ′ (y) < −γ, for any y ∈ R, with γ > 0, which is not verified by the function g = g DE . Here we make use of the less restrictive assumption g ′ (y) < 0, for any y ∈ [−θ, θ], with θ > 0, and show that the argument of g ′ is confined to [−θ, θ]. The requirement g ′ < 0 is a necessary hyperbolicity condition for the solution local existence. For the work presented in this paper, this condition being valid only locally makes it necessary to control, w.r.t. time t, the argument t 0 ∂v ∂x (x, τ )dτ of g ′ . Observe that at a first sight, this argument may become large with increasing t. Next, among the restrictive hypotheses invoked by the authors of bh1 [2] for function a is that a ′′ ∈ L 1 (0, +∞), which a = a DE does not verify. Comparatively, here we shall place significantly less restrictions on a and accordingly will construct a class of totally monotone functions, an element of which is a = a DE .
The manuscript is organized as following:
In Section ibvps ibvps 2 we introduce the problem and enunciate the main result. Section prl prl 3 is devoted to the proof of several necessary results such as a Gårding type inequality and an inversion formula for the operator u → a * u which differs from the one given in bh1 [2] . In Section appe appe 4 we introduce an approximated problem and obtain useful estimates for its solution. In particular we obtain an estimate for the argument of g ′ with the help of a maximal function. The proof of the main result is achieved in Section pmrs pmrs
5.
In the ending Section ax ax 6 we construct a class of totally monotone functions that is compatible with the hypothesis made about a.
2 Presentation of the problem and of the main results. 
The aim is to search for a solution v : Ω × [0, +∞) → R to the below given initial boundary value problem:
In the above, v x ≡ ∂v ∂x and a ′ stands for the derivative of a. Throughout this paper, any function defined for t ≥ 0 is understood as being set equal to 0 for t < 0, i.e. it has domain R. Moreover, for a function ϕ ∈ W k,1 (0, +∞) we denote by ϕ (k) the distributional derivative of ϕ on R * + , derivative which is understood to be extended to R by 0. Definē
2.1) now takes on a simpler form:
Drawing inspiration from
2.4) can be re-written as
where
Convolution with respect to t is denoted as usually by * ; therefore ( p5 p5
2.5) can be re-written in a more close form as
We now proceed to presenting several constitutive assumptions. The function g is taken such that:
The function f is such that
is the set of all functions w : [0, +∞) → X which are bounded and continous, and X is a Banach space.
Next, let v 0 be such that
We assume that f and v 0 are compatible with the already stated initial-boundary conditions:
Let the measures associated to f and v 0 be defined as:
For any function ϕ ∈ L 1 ((0, +∞)) we denote by F ϕ (or alternatively byφ) and Lϕ the corresponding Fourier and Laplace transforms, i.e.:
Let us now assume the function a is such that
There exists a sequence of functions (a n ) n∈N , a n ∈ C
(a 2 ). a ′ n (t) ≤ 0 ∀ t ≥ 0, such that (a n ) n∈N bounded in W 1,1 (0, +∞) and a n
(a 4 ). there exist constants M 1 > 0 and n 0 ∈ N s.t. Re (F a n (ω)) ≥ M 1 1 + ω 2 , ∀n ∈ N, n ≥ n 0 , ∀ω ∈ R; observe that this is a strong positivity condition, common for this type of problems (see
denotes the ball in L 1 (R) centered at 0 and of radius M 2 ; this assumption will be used to obtain a representation for the solution u of a n * u = b (see Theorem il il 3.1). 
2.3).
Next we take on to introducing (and explaining) the proof stages for the aforementioned Theorem mr mr 2.1. In short, first we obtain a regularized problem (P n ) obtained from ( p5 p5 2.5) with a being replaced by a sequence a n satisfying hypotheses (a 1 ) to (a 4 ). Doing this allows to obtain a local in time existence and uniqueness result capitalizing on Renardy's result in ren [16] . Next goal is to obtain estimates independent of n granting the global existence of the solution for the approximated problem (P n ) and in the end, letting n → +∞, obtaining our result. How to get these estimates is explained below.
norms of all derivatives in x and t of u up to third order and of all squared L 4.4)). We prove that if E(t) is "small" for t close to 0 (a consequence of the assumption made on data v 0 and f ), then E(t) stays "small" for any t. We do this by obtaining an inequality of the type E(t) ≤ 1 2 E(t) + "small enough" quantities depending uniquely on V 0 and F (2.12) expl1
Getting the second term in the rhs of ( expl1 expl1
2.12) requires previously calculated upper bounds of v and its up to second order derivatives in x and t, and of u and its up to third order derivatives in x and t. Equation ( p5 p5 2.5) is equivalently written as:
Next, we calculate three energy estimates (in a way similar in nature with that of Brandon and Hrusa
bh1
[2]: we derivate ( expl2 expl2 2.13) i-times (with i ∈ {0, 1, 2}) w.r.t. time t , then multiply the result by d i v dt i and integrate on Q t := Ω × (0, t). To calculate the second order derivative one uses a finite difference operator △ h w(t) = w(t + h) − w(t), see ( fd1 fd1 3.4). We sum up the resulting three equations and get an equality in which the most important term originates from the convolution part in the lhs of ( expl2 expl2 2.13). This term reads
where Q(w, t, a) = 2.14) using the Plancherel-Parseval equality and assumption (a 4 ) and get (with w = 0 outside (0, t))
Notice the presence of M 1 1 + ω 2 does not render the rhs of ( expl4 expl4 2.15) sufficiently coercive, however we use it to obtain the necessary coercivity for Q(w, t, a) + Q (w t , t, a) instead of Q(w, t, a). The procedure is given in sufficient detail in Lemma 4.6). We point out that the aforementioned energy estimates do not provide norm estimates for v xx . To cope with this difficulty we use ( expl2 expl2 2.13) which allows to express v xx as a function of v t , f and G with the help of an inversion Theorem for the operator w → a * w and using the previously obtained estimates. We cannot use the resolvent kernel technique like in Brandon and Hrusa
. Because of that we prove a point-wise inversion Theorem for the convolution of a assuming pretty weak constraints on a: see Theorem il il 3.1.
3 Preliminaries.
prl
We shall frequently employ the following inequalities:
The above is true for any T > 0, F 1 ∈ L 1 (0, +∞), and F 2 ∈ L p (0, T ), with p ≥ 1. Functions F 1 and F 2 are extended to R by 0.
For any
where w is considered as extended by 0 on (T, +∞). For any T > 0 and h ∈ (0, T ), we define the finite difference operator ∆ h
). Moreover, if X(J) denotes a space of functions defined on J ⊂ R and I ⊂ J, then X I (J) stands for the subspace of functions X(J) the supports of which are included in I (i.e. that vanish on J − I).
Recall that b ∈ L 1 (R + ) is of positive type if, for any t ≥ 0 and any ϕ ∈ L 2 (R + ), it satisfies 
Proof. Part (
which gives the result. Part ( adl24 adl24
ii): one has
and the result follows.
We continue by proving the following result:
Then:
and of ( sp1 sp1
3.9)
Part ( lmh2 lmh2
ii): one has Re [(F e −t ) (ω)] = 1 1 + ω 2 . This fact, together with Theorem 2.4 on page 494 of grip1 [10] imply that the function t ∈ [0, +∞) → b(t) − Me −t is of positive type. From the same Theorem one also gets Re [
iii) is a consequence of ( lmh2 lmh2 ii) and the fact that
, ∀ω ∈ R, it suffices to prove that there exist
The following Lemma is a Gårding type inequality with boundary terms. It is proved in bd1
[3] using preliminary results due to Staffans
[9] and tay [19] ). Here we shorten the original proof of bd1 [3] and remove the extraneous assumptions
with C > 0 independent of T , t, w and b.
Proof. Assuming that inequality ( ah1 ah1
3.10) holds true, we undertake to proving ( ah2 ah2
Applying ( ah1 ah1
3.10) to w h and passing to the limit lim inf
3.11).
We now prove (
(Ω)) be defined byw = w a.e. in [0, t] andw = 0 outside. Denote by Dw the distributional derivative ofw and byw ′ its regular part, i.e.
Due to the Parseval identity we have
and a similar equation with w ′ instead of w as well. For λ > 0 (to be later determined) define I(w) by
By ( ah4 ah4
3.13) and ( ah5 ah5
3.14) and the strong positivity of b,
Since for any (a, b, c) ∈ C 3 we have |a
3.16) implies
But:
with L > 0 independent of t, w, b. Choose λ = L + 1/4. By ( ah8 ah8
3.17) and ( ah10 ah10
3.19) we get
which is ( ah1 ah1
3.10).
We now prove that, under suitable assumptions application w → b * w is invertible, and obtain an inversion formula. We use truncated Neumann series and a special assumption (see (b 3 ) below) in order to control the remainder term.
For b ∈ L 1 (R), let the k-times convolution de denoted as b
+∞ and t 0 ∈ (0, +∞], the mapping R t 0 ,q is defined by:
Here b * w(t) := t 0 b(t − s)w(s)ds, for any t < t 0 . We always write R in place of R +∞,2 .
Next, function b is assumed to comply with:
Notice that (b 1 ) and (b 2 ) imply the following: there exists M > 0 s.t.
(see the proof of part (iii) in Lemma lm1 lm1
3.3). Our goal is to prove the following inversion Theorem:
(ii) functions B 1 , B 2 that depend only on b and are being given by
For the proof we first need to introduce and prove two preliminary Lemmas.
Proof. We begin by showing R t 0 ,q is well defined and continous. Since
which proves R t 0 ,q is indeed continous. Next, assume w ∈ L q [0,t 0 ) (−∞, t 0 ) satisfies R t 0 ,q (w) = 0. Derivating the later leads to
Multiply ( pl13 pl13
3.28) by e −θs , θ > 0, and set
3.28) can now be re-written as
It implies that
Notice that
3.30) we get w 1 L 1 (0,t) = 0. Finally w = 0 and R t 0 ,q is an injection mapping.
pl2 Lemma 3.6. The Theorem il il 3.1 holds true for t 0 = +∞ and q = 2.
Proof. The proof consists of three steps.
Step 1.
First we prove R is a Banach isomorphism. Due to Lemma pl1 pl1 3.5, one only needs to prove R is surjective. To begin with, one establishes that, for any w ∈ L 2 R + (R), one has (with M > 0 the constant in ( hl7 hl7
Actually using Parseval's identity and ( hl7 hl7
3.23) one gets
Since (1 + |ω|) ≤ 2(1 + ω 2 ), inequality ( 3.31) prove that R L 2 R + (R) is closed. Therefore, in order to prove that R is surjective it is sufficient to show that the dense subset (C
Since we are unable to identify the support of w by Fourier transform, we use Laplace transform instead. Consider the function
which is well defined based on (b 2 ) and the fact that r ∈ (C ∞ c ) (0,+∞) (R). This function is clearly continuous on Re(z) ≥ 0 and analytic on Re(z) > 0. As for any z ∈ C and γ ∈ N, Lr (γ) (z) = z γ Lr(z), and as r (γ) ∈ L 1 (R), we deduce that there exists m 1 ≥ 0 s.t.
Now it easily follows the existence of m 2 ≥ 0 s.t.
Next, with the help of Bromwich-Mellin formula, for any t ∈ R and for fixed x > 0, define w as
Owing to Cauchy's formula and invoking ( pl26 pl26
3.33), w thus defined is independent of x > 0. Also, for fixed t < 0, letting x → +∞ in ( pl27 pl27 3.34) leads to w(t) = 0. This is w(t) = 0 for any t < 0. Next, for any fixed t ∈ R, using Lebesgue's Theorem we calculate the limit for x → 0 of ( pl27 pl27 3.34) and obtain w = F (R) and satisfies R(w) = r. Therefore R is surjective.
Step 2.
The task now is proving the representation formula. Let w ∈ L 2 R + (R) and set l = R(w). Derivation of the later gives
Convolute ( pl28 pl28
3.35) with the operator
We obtain:
Since l = b * w, we get F l = F bF w. Hence
3.25).
3.36) gives the representation formula
Step 3.
Let us now show that the support of B 1 and that of B 2 are included in R + . Since the support of b ′ is in R + , B 1 also has its support in R + due to formula ( il4 il4
3.24). Let ρ ∈ D R + (R) and set w = R −1 (ρ) (see Step 1.). Equation ( pl231 pl231
3.38) now ensures that, a.e. t < 0,
Since ρ ′ (s) = 0 a.e. s < 0 and since B 1 has support in R + , we get (B 2 * ρ) (t) = 0, a.e. t < 0 (3.40) pl233
Take ρ ≥ 0, ρ = 0, and set ρ n (t) = nρ (nt), n ∈ N * , t ∈ R. We know that:
Taking ρ = ρ n in ( pl233 pl233
3.40) and using ( pl234 pl234
3.41) we obtain B 2 = 0 a.e. t < 0. Hence B 2 has support in R + .
We are now in a position allowing to prove the previously stated Inversion Theorem il il 3.1.
Proof. Proof of the Inversion Theorem il1 il1
3.1 Let q ∈ [1, +∞) and t 0 ∈ R * + ∪ {+∞}. Define the mapping S t 0 ,q by:
3.25). Clearly S t 0 ,q is well defined and continuous. We begin by studying the case t 0 = +∞.
, and S +∞,q and R +∞,q are continuous, we find that S +∞,q • R +∞,q is the identity on L q R + (R). Similarly, R +∞,q • S +∞,q is the identity on W 1,q R + (R). This proves the Theorem for t 0 = +∞.
Assume now that t 0 > 0 and q ∈ [1, +∞]. We know from Lemma pl1 pl1
3.5 that R t 0 ,q is continuous and injective. We now prove that R t 0 ,q is surjective and that S t 0 ,q is its inverse.
, and:
This is w = S t 0 ,q (l). This proves the Theorem.
Notice that from hypotheses (a 1 ), (a 4 ), (a 5 ) and Lemma lm1 lm1
3.3, the above Inversion Theorem can be used with b = a n .
4 Approximated problems and estimates. Remark that a is not smooth enough to ensure a straightforward local in time existence result for a solution v to our problem. As a consequence we study the following approximated problem which we denote by P n . Problem P n : find
Given the assumptions on g we conclude there exist γ > 0 and θ ∈ [0, 1] s.t.
Clearly we can take the same θ as in assumption (g 1 ). Moreover, there exists K > 0 s.t.
In the above one may consider the same K as in (g 1 ).
Let us denote, for almost every x ∈ Ω,
The proof of the next Proposition is very similar to that of Theorem III.10 in rhn [15] and is omitted. 
with θ as in (g 4 ), then T n = +∞.
Notice that our functional framework is different from that of bh1 [2] . As a consequence, here it is necessary to obtain new estimates on u n H 3 (Ω) .
In this Section we obtain the necessary estimates to proving T n = +∞. These estimates will be proved to be independent of n, fact which allows to pass to the limit as n → +∞. To simplify notations, we drop the subscript n of a n , v n and T n .
Drawing inspiration from
For simplicity let us denote
In fact E 1 (t) collects the terms of E(t) which will be estimated in a first step with the help of energy estimates. Remark that, due to Sobolev inequalities, there exists a constant C Ω > 0 s.t.
Next, from ( p6 p6
2.6) we get
All subsequent estimates will be obtained under the following smallness hypothesis on E(t):
which implies sup x∈Ω 0≤t≤T
Let r 0 : R + → R + , r 0 (s) := min s, √ s . We have the following estimates:
4.10) is satisfied. Then: 
Proof. (i) On one hand, as a consequence of (g 1 ) and ( pr62 pr62
4.12) we have
On the other hand,
which gives the result.
(ii) From ( p6 p6
2.6) and ( le1 le1
i) above one gets: i), the fact that g ′′ (0) = 0 and 0 ≤ θ ≤ 1 to obtain:
Energy estimates.
The next Lemmas give energy estimates for the terms in E 1 (t) (see ( imeq1 imeq1
4.6)), as in bh1 [2] . In what follows, the notation C > 0 stands for a generic constant that is independent of n. 
Proof. For a fixed t ∈ (0, T 0 ), we multiply ( p5 p5 2.5) by v(x, t) and integrate on Ω and on (0, t). We get
Observe that
Now, using Lemma le le
we get
Using part (i) of Lemma adl2 adl2
3.2 with w 1 = v, w 2 = v xx and ϕ = |ψ| one gets
thus ending the proof. 
4.10) is fulfilled , one has the following inequality:
Proof. First, we derivate ( p5 p5
2.5) w.r.t. t and obtain
Secondly, multiplying the above by v t and integrating on Ω and on [0, t] leads to
Observe now that
One now gets:
Notice that v t (x, 0) = f (x, 0) (4.27) eel9 which gives
Finally, invoking part (iii) of Lemma le le
and part (i) of Lemma adl2 adl2
3.2 we deduce that
and with the obtainment of this last estimates the proof ends.
Next, in order to obtain energy estimates for
tt (x, t)dx we shall use the difference operator (△ h w) (x, t) = w(x, t + h) − w(x, t), for h > 0 small enough. 
4.10) is fulfilled, one has:
For the Proof, see the Appendix Section. Since ν(t) and E(t) are non-increasing functions in t, we obtain as a consequence of Lemma 4.10) one has
4.3 Non-energy estimates.
In the following we obtain estimates for the other constitutive terms of E(t). Now, from ( p5 p5 2.5) and using for a.e. x ∈ Ω the result of Theorem il il 3.1 with b = a,
, and w(t) = v xx (x, t), we deduce the equality
[0,+∞) (R) are two functions that depend on a n , with bounded L 1 norms which are independent of n, due to (a 2 ) and (a 5 ).
We have the following estimate:
sl Lemma 4.6. Under the assumption stated in ( pr6 pr6
4.10) one has
Proof.
We multiply ( sl0 sl0
4.33) by v xx and integrate on Ω. It is clear that, for any η > 0, we have
From part (iii) in Lemma le le
we obtain
Further, with the help of part (ii) in Lemma adl2 adl2
For any η > 0 one has
and also
We now have:
This gives
Likewise,
Now, from the above estimates ( 4.43), with η > 0 small enough leads to
Step 2. We multiply ( sl0 sl0
4.33) by v xx and integrate on (0, t) and on Ω. Proceeding as in Step 1., using part (i) in Lemma adl2 adl2 3.2, one gets for any η > 0 that
We are left to focus on terms that contain v tt . Invoking density arguments,
which gives, using ( eel9 eel9
4.27),
Finally we have:
Again, calling in the density arguments leads to
From equalities ( sl21 sl21
4.48) and ( sl22 sl22
4.49) one easily gets:
Now, adding inequalities ( 4.50) and upon using ( sl11 sl11
4.44) it allows us to get
Step 3. We now multiply ( eel5 eel5
4.23) by v tt and integrate on Q t . We have the listed below results:
We then obtain, taking η small enough and using ( sl24 sl24
4.51), that
Now from estimates ( 4.33) w.r.t. t; one gets:
We shall use in the following the below Lemma:
Proof. The proof is a direct consequence of Fubini's Theorem.
Recall from ( eel9 eel9
4.57) can be re-written in the form
We deduce from the above equation that
We can now prove the following:
al4 Lemma 4.8. Assume the assumption formulated in ( pr6 pr6
4.10) holds true. Then
where C > 0 is a constant which is independent of n.
Proof. The proof is performed in two steps.
Here we obtain the necessary estimates for G(t), 
and this gives
On the other hand, using ( p6 p6
2.6) and ( ap7 ap7
4.2), we have that
Now we have by Sobolev inclusions:
is the maximal function of s → ṽ(·, s) H 2 (Ω) (see ste1 [18] ). Now, the maximal inequality (see Theorem 1, page 5 in ste1 [18] ) in this case leads to
Then, from ( al10 al10
4.67) and ( al13 al13
4.70) by Sobolev inclusions we have that:
Next, with the help of ( al9 al9
4.66) we deduce
Next, let G x (x, t) = I 1 + I 2 , where
, where
Since v t (s) = u(t) − u(t − s), using again part (i) in Lemma le le 4.1 we obtain
This gives further down by Sobolev inclusion:
Next, as in ( al7 al7
4.64), one easily obtains that
Moreover,
As in the proof of ( al5 al5
4.61) we have the following estimates:
Using again the maximal inequality from ste1 [18] and the Sobolev embeddings leads to
that is
Finally, for I 4 we proceed as for obtaining ( al15n al15n
4.73) and get
The above estimates lead to the below ones:
Step 2. From ( al3 al3
4.59) we obtain:
Using now ( al7 al7
4.64) and ( al15n al15n
4.73) and the fact that ν(t) and E(t) are increasing functions we obtain ( al5 al5 4.61). Next,( al5n al5n 4.62) is obtained in a similar manner: one produces an equality like that of ( al17 al17 
Smallness estimates.
The next Proposition proves the uniform boundedness of E(t).
smr Proposition 4.2. There exist two numbers E > 0 and δ > 0 independent of n such that, whenever v 0 and f verify
Proof. Remark first that, capitalizing on ( eel5 eel5
4.23) and ( 0) . From the definition of E(t) we deduce
We now use the fact that the seminorm
(Ω), equivalent to the usual norm in H 2 (Ω). We shall as well make use of the inequality 4.8 we deduce
4.10) holds true. Recall also the inequality ( pr4 pr4 4.7):
Then, we deduce from ( smr4 smr4
4.92) that
with c 1 > 0 a constant independent of n. Now observe that we can choose E > 0 and δ > 0 such that
Let us now prove that, for any t ∈ [0, T ), ( smr1 smr1
4.89) holds true. Indeed, if the contrary were true, then invoking the continuity w.r.t. time there exists t 2 ∈ (0, T ) s.t. E(t) ≤ E, for any t ∈ (0, t 2 ), but inequality ( smr1 smr1
4.89) is false on an interval (t 1 , t 2 ) with 0 < t 1 < t 2 . From the second inequality in ( 4.95) one gets
, hence a contradiction. This later fact ends the proof.
5 Proof of the main result.
pmrs
Remark that from Proposition smr smr 4.2 we actually deduce that for v n -solution of (P n ) 1 , (P n ) 2 , (P n ) 3 -we have the following upper bounds:
We then deduce from Proposition 
and
By the trace theorem we have v = 0 for x ∈ ∂Ω, t ≥ 0, and v(x, 0) = v 0 (x), for x ∈ Ω. Now remark that the equation (P n ) 1 can be written in the form
We now pass to the limit in ( ub3 ub3
5.3) above, for any fixed t ≥ 0. By the trace theorem it is
weakly. Next, we take on to proving that
Let φ ∈ L 2 (Ω) be fixed; we have to prove that
By Sobolev compact inclusion we have that (u n ) x C(Qt)
5.2), with T n = +∞ we deduce
Making use of ( ap6 ap6
??) leads to the strong convergence 6 A class of totally monotone functions compliant with hypotheses (a 1 ) to (a 5 ).
ax
The goal here is to introduce a large class of functions a compliant with assumptions (a 1 )-(a 5 ).
The following Lemma deals with sufficient conditions so that (a 5 ) holds.
ax1 Lemma 6.1. Assume that b ∈ W 1,1 (0, +∞) satisfies the following conditions
Then there exists M 5 > 0 depending only on M 3 ,M 4 , α 1 , α 2 and α 3 , and p ∈ N * depending only on α 1 and α 2 and α 3 , s.t.
suffices to consider the
From hypotheses (ii) and (iii) it is clear that, for p large enough depending on α 1 and α 2 , we have
where M 5 depends on M 3 , M 4 and α 2 . We also have E ′ = E 1 − E 2 , with
, from the above mentioned assumptions we get there exists p large enough depending on α 1 and α 2 s.t.
From assumption (iv) and the fact that (F b) ′ = |F (tb)| we have that the function ω −→
Then there exists p large enough depending on α 1 , α 2 and α 3 s.t.
with M 5 as before. From ( ax4 ax4
6.3), ( ax7 ax7
6.6) and ( ax8 ax8
6.7) the claimed result follows.
Let µ be a positive, finite and non-zero Borel measure on R + , satisfying
Remark that, as a consequence of these hypotheses, the function
We now consider the following totally monotone function (see
This Section main result is contained in the below theorem: 
Proof. Since the measure µ is finite, it is clear thatã n ∈ C ∞ (R + ), and for any t ∈ R + and
. This givesã n ∈ W p,∞ (0, +∞), for any p ∈ N and alsoã ′ n < 0. Let k ∈ N and q ∈ R + . Then
Taking τ = ρt in the integral w.r.t. t leads to
Invoking hypotheses (µ 1 ) and (µ 2 ) gives
For q = 0 and k = 0 or k = 1 one sees that ( axr3 axr3
6.11) is verified, therefore (a 1 ) and (a 2 ) are valid.
For q = 2 and k = 1 ( 
Now, assumption (µ 1 ) gives µ ({0}) = 0, so, there exists µ and µ s.t. 0 < µ < µ and µ µ, µ > 0. Take n > µ to get
which proves (a 4 ). Now we prove that the hypotheses of Lemma ax1 ax1
6.1 are verified for b =ã n , with constants independent of n.
The last inequality also proves that (ii) of Lemma ax1 ax1 6.1 is verified with M 3 independent of n and α 1 = 2. Taking q = k = 1 (which satisfy ( axr3 axr3 6.11)) we deduce that part (i) of Lemma ax1 ax1 6.1 is also verified, and that tã ′ n L 1 (0,+∞) is bounded. Next, on one hand, we easily calculate
We deduce that
On the other hand now, we use the fact that
6.12), for ω = 0,
Then, ( axr5 axr5
6.13) and ( axr6 axr6
6.14) give
Then the assumption formulated in (iii) of Lemma ax1 ax1
6.1 is verified with α 2 = γ and a constant M 4 independent of n.
Finally, the inequality ( axr3 axr3
6.11) is verified with q = 1 and k = 0. From ( axr1 axr1
6.9) and assumption (µ 2 ) we get
The above entails tã n is bounded in H −1 (R); consequently hypothesis (iv) of Lemma ax1 ax1
6.1 is verified with β = −1. We then deduce that the conclusion of Lemma ax1 ax1 6.1 is verified with a constant M 6 > 0 independent of n. Then hypothesis (a 5 ) is verified. 
In the following, ∂ 1 ξ, ∂ 2 ξ, ∂ 22 ξ stand for ∂ξ ∂s , ∂ξ ∂t , and ∂ 2 ξ ∂t 2 , respectively. The first step is proving the following:
ies Lemma 7.1. Invoking the above defined notations,
(ii) assuming ( pr6 pr6
4.10) holds true, one has the following estimates a.e. x ∈ Ω, s ∈ [0, +∞)
The above derivatives may be considered in the classical sense, as they are defined for s = t.
Proof. Observe that 
Proof. Derivate ( Observing that
x (x, τ )) s △ h v xt (x, s)dτ dxds = I 1 + I 2 + I 3 + I 4 (7.8) lies4
where: Integrating by parts w.r.t. s leads to I 1 = I 11 + I 12 , where:
[v x (x, s + h) − v x (x, s + h − τ )] dτ dxds Observe that
By integrating the first term by parts w.r.t. τ one gets
Next, dividing the above by h 2 , passing to the limit for h → 0 + and using the fact that v and its derivatives up to order 2 belong to C 2 ([0, T ); L 2 (Ω)) leads to The term I 2 can be re-written as
Divide the above by h 2 and taking the lower limit for h → 0 + gives lim inf Next we end up with the same result as in ( lies164 lies164
7.28) with lim inf We now deal with the second term in I 41 ; we have: 7.43) can easily be bounded by cν k (t)E(t). Using Lemma 7.45) can also be easily bounded by cν k (t)E(t). We then obtain that there exists a constant c > 0 s.t. J 1 + J 2 + J 4 ≤ c ν(t) + ν 3 (t) E(t) (7.46) bfj5
The estimates for J 3 , J 01 and J 04 are simpler to obtain since they contain initial data. Using ( eel9 eel9
4.27) we get v xt (x, 0) = f x (x, 0). It easily follows that 7.49), the result stated in the Lemma now follows.
