ABSTRACT
INTRODUCTION

The early detection of cancers is critical with respect to treatment and patient survival. There is a growing need for new diagnostic techniques which are noninvasive, reliable and cost effective. A number of imaging and spectroscopic techniques have been explored for general use in pathological tissue diagnosis including: ultrasound imaging, Infrared (IR) techniques and high-resolution, real-time optical microscopy. Terahertz (THz) spectroscopy and imaging is a promising new modality for studying cancer. A number of international studies have shown that THz techniques can be used to differentiate between normal and cancerous tissue.
1-3
Studies using PET and MRI 4 
have shown that tumours have increased water content. As water has some prominent resonances in the THz band, imaging in this region is very sensitive to water concentration and increased image contrast has been observed in THz imaging of BCC.
1 THz can also excite many additional energy transitions that correspond to rotational, vibrational and translational modes in complex organic molecules.
Vast information may lie in the THz spectroscopic responses of tissue samples and sophisticated computational pattern recognition and related multivariate statistical tools are needed to analyse and classify this data. The development of a software tool for classification and analysis of spectral signatures will not only potentially allow for the detection of cancer but also the discrimination between cancers of various type and developmental stage. Further, the development of such a tool may even provide new information about the molecular mechanisms involved in cell differentiation and growth in tumor. Support Vector Machines (SVM) using Finite Impulse Response (FIR) filter coefficients as input is a technique that allows for the differentiation of data into discrete and disjoint groups.
Finite impulse response filters attempt to describe the response of a system by considering the output sequence y[n] and x [n] , and matching up a transfer function h[n] to these: 
FINITE IMPULSE RESPONSE FILTERS AND SUPPORT VECTOR MACHINES
Finite impulse response filters
Support vector machines
In order to explain SVMs properly, we first introduce generalised optimisation problems as these are a key component of SVMs, being used to fit surfaces to separate the samples as best as possible. We then introduce a simple type of SVM, the C-SVM, where the C is a classification parameter used in the algorithm. Finally we describe a newer type of SVM, the ν-SVM, which is essentially the same as the C-SVM, but with the advantage that the parameter ν has two useful interpretations as both the upper bound on the fraction of training errors and a lower bound of the fraction of support vectors that would be classified correctly.
SVMs are formulated as a particular constrained optimisation problem. In this section we first present an overview of a generalised constrained optimisation problem. 9 A constrained optimisation problem can be written as, min
that is, in general, a mix of inequality constraints f i (x), and equality constraints h j (x). The primal Lagrangian of the problem is
The dual Lagrangian is then 
* As the flask is a silica-based material there is minimal absorption, dispersion and delay of THz pulses. † The growth media is aqueous based and so is more of a problem.
Thus the dual Lagrangian (and hence dual problem) always provides a lower bound to the primal problem. This optimal lower bound can be found by solving the dual problem, 
This is true for both types of SVMs that we present here.
As an aside, the primal problem and dual problem can be written more concisely, by noting that
Then the primal problem can be written as
and the dual problem as
In SVMs, we wish to find a function f (x) : The main algorithm we use to train the support vector machine is the C-support vector classification.
10, 11
This solves the problem,
where x i ∈ R n subject to
The dual problem is
subject to
where e is a vector with 1's in all its entries, C > 0 is the upper bound, Q is an (l × l) positive semidefinite matrix a particular set of parameters y i , α i , b, i = 1, . . . , l. . These are then used in a decision function: 
(see below for more on kernel functions). Once the system is trained, this results in
The dual is: min
where Q is a matrix as defined above for C-SVMs. subject to,
The decision function is the same as for C-SVMs.
Four kernels can be applied within the software package we used: Figures 2 and 3 Plots of the normal cell data. The filtered reference pulse should look like a time-delayed version of the sample pulse, and it does but with noticeable differences. Compared with the cancer cell data in Figure 3 , there is less of a drop in amplitude, and less of a phase difference between the reference and sample pulses, most likely due to less water in the normal cells compared with the cancer cells, in line with Woodward et al. Plots of the normal cell data. The filtered reference pulse should look like a time-delayed version of the sample pulse, and it does but with noticeable differences. Compared with the normal cell data in Figure 3 , there is more of a drop in amplitude, and more of a phase difference between the reference and sample pulses, most likely due to more water in the cancer cells compared with the normal cells, in line with Woodward et al. 
radial basis function (RBF):
K(x i , x j ) = exp (−γ x i − x j ) , γ > 0,
RESULTS
Time and frequency domain plots of the normal, reference, and FIR filtered reference pulses for particular normal cells and cancerous cells samples are shown in
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