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Abstract
Let G be a group and Ω be an arbitrary set. A map F :G → 2Ω is called subadditive if F(gh) ⊂
F(g) ∪ F(h) for all g,h ∈ G. Denoting by |M| the number of elements of a subset M ⊂ Ω we show
that |⋃g∈GF(g)| 4 supg∈G |F(g)|. We also establish the extensions of this inequality to maps with val-
ues in measurable subsets of a measure space and to maps with values in subspaces of a linear space. We
apply this technique to study some functional equations of addition theorem type.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study some functional equations known as addition theorems. The simplest
examples of such equations are the Cauchy functional equations
f (x + y) = f (x) + f (y) and f (x + y) = f (x)f (y).
They have many generalized versions, see for example [1]. All these functional equations are
special cases of the Levi-Cività equation [2]
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N∑
i=1
ui(x)vi(y). (1.1)
Its general solution in the class of continuous complex-valued functions on R is a quasipolyno-
mial of N -th order:
f (x) =
m∑
k=1
Pk(x)e
λkx,
here Pk are polynomials,
∑m
k=1(degPk + 1) = N .
The Levi-Cività equation, in the form
f (gh) =
N∑
i=1
ai(g)bi(h) (1.2)
can be considered for functions on arbitrary semigroup G. All continuous solutions of (1.2) can
be described as matrix elements of an N -dimensional continuous representation of G in a linear
space.
The Levi-Cività equation describes scalar functions f for which f (x + y) belongs to the
algebra generated by functions of one variable. It is interesting to consider multivariable ex-
tensions of (1.1). The general task in this direction is to describe scalar functions f for which
f (x1 + · · · + xn) belongs to an algebra generated by functions of fewer variables. In [3] a less
general problem was studied — namely, for which f the function f (x1 +· · ·+xn) can be written
as a sum of products of functions depending on disjoint sets of arguments. For example in the
case of functions of three real arguments the studied functional equation has the form:
f (x + y + z) =
n∑
i=1
ai(x)bi(y, z) +
m∑
i=1
ci(y)di(x, z) +
k∑
i=1
ui(z)vi(x, y). (1.3)
In general we deal with scalar functions on an arbitrary (non-necessarily commutative) topo-
logical semigroup G. Thus, in the case of n variables, we are looking for functions admitting an
addition theorem of the form
f (g1g2 · · ·gn) =
∑
E
NE∑
j=1
uEj v
E
j (1.4)
where E runs through all proper non-empty subsets of {1,2, . . . , n}, NE ∈N and for each E, the
functions uEj only depend on variables gi with i ∈ E, while the vEj only depend on gi with i /∈ E.
It was proved in [3] that if G is a topologically finitely generated semigroup, then a continuous
complex-valued function f , satisfying (1.4), is a matrix element of a finite-dimensional contin-
uous representation of G. In this case each function uEj (and vEj ) can be chosen as a product of
functions of one argument. Here we will show that this statement holds for bounded continuous
functions on arbitrary topological group:
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isfies (1.4) if and only if it is a matrix element of a bounded finite-dimensional continuous
representation of G.
This will be proved in Theorem 6.4, which contains also an estimation of the order of the
matrix element.
As in [3,4], our main technical tool is the analysis of finite-dimensional subspaces, invariant
under the action of a topological semigroup on a topological vector space. But in the present
paper this analysis is based on a quite general consideration of set-valued maps which can have
an independent interest.
A map F from a group G to the set 2Ω of all subsets of some set Ω is called subadditive
if F(gh) ⊂ F(g) ∪ F(h) for all g,h ∈ G. We prove in Section 2 a statement which can be
considered as the second main result of the paper:
If F :G → 2Ω is a subadditive map, and each F(g) contains  n elements then all F(g) are
contained in some set M whose cardinality < 4n.
An example is constructed that shows that the factor 4 here cannot be changed by any C < 2.
Then in Section 3 we consider subadditive maps to the set of measurable subsets of some
measure space and show that if μ(F(g)) a for each g, then
⋃
g∈G F(g) ⊂ M with μ(M) 4a.
We consider also a “perturbation” of this result, showing that a close statement remains true if the
usual inclusion of sets is changed by the δ-inclusion A ⊂δ B , which means that μ(A \ B)  δ,
for a given δ > 0.
In Section 4 we consider a “non-commutative” version of subadditivity: the maps from G to
the set of all subspaces of a linear space; such a map is called subadditive if F(gh) ⊂ F(g) +
F(h) for all g,h ∈ G. Our aim is to show that the image of F is contained in a subspace of
restricted dimension if dimensions of all F(g) are bounded by a common constant. In general
this is not true but we obtain a positive result assuming that all F(g) are invariant subspaces of a
bounded representation of finite multiplicity in a Banach space.
In Section 5 we apply the result on non-commutative subadditivity to the study of subspaces
in Banach space with some restrictions on the orbits under the action (g, x) → Tgx of a bounded
group representation T of finite multiplicity. Namely we show that if a finite-dimensional sub-
space L is such that, for each g ∈ G, TgL ⊂ L + L(g) where L(g) is an invariant subspace of
restricted dimension then L is contained in a finite-dimensional invariant subspace. This gives us
the possibility to obtain in Section 6 the applications to functional equations which we discussed
above.
Throughout the paper all functions are assumed to be complex-valued, all linear spaces are
over the field of complex numbers, all topological spaces are Hausdorff.
2. Sets
Let G be a semigroup, Ω an arbitrary set. We call a map F from G to the set 2Ω of all subsets
of Ω subadditive if
F(gh) ⊂ F(g)∪ F(h) (2.1)
for all g,h ∈ G. An example of such a map is given by any homomorphism from G to Fm2 (F2 is
the field with 2 elements), because Fm2 can be interpreted as the set of all subsets of a given set
Ω of cardinality m endowed with the product given by the symmetric difference of two sets.
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each subadditive function F , the condition
n(F ) := sup
g∈G
∣∣F(g)∣∣< ∞ (2.2)
implies
N(F) :=
∣∣∣∣⋃
g∈G
F(g)
∣∣∣∣< ∞. (2.3)
Moreover we say that G has property SA(C), for some constant C > 0, if
N(F) Cn(F) (2.4)
for all subadditive F . In this case the minimal possible C exists; it will be denoted by Csa(G).
It is not difficult to check that each semigroup with finite number m of generators possesses
the property SA(C) with C = m (we will see that in fact Csa(G) can be less than m). Moreover
the same is true if G is the union of the increasing net of subsemigroups with m generators. In
particular the additive semigroup Q+ of positive rational numbers has the property SA(1).
Let us show that the free abelian semigroup F∞ with generators {ei : i ∈ N} does not have
(SA). Indeed set Ω = N. Each g ∈ F∞ can be uniquely written in the form g =∑i∈K niei ,
ni ∈N, for some finite subset K of N. Let us define F(g) as the one-element set {ig} where ig is
the maximal element in K . Clearly F is subadditive, n(F ) = 1 and⋃g∈G F(g) =N.
We are going to prove that each group has the property SA(C) with C  4. But firstly we
consider a more general result which involves some modification of the condition (2.1).
Theorem 2.1. Let G be a semigroup and let a map F :G → 2Ω satisfy the conditions
F(g) ⊂ F(h)∪ F(gh) (2.5)
and
F(h) ⊂ F(g)∪ F(gh) (2.6)
for all g,h ∈ G. Then
N(F) < 2n(F ) (2.7)
where n(F ) and N(F) are defined by (2.2) and (2.3) respectively.
Proof. Let us prove first of all that
∣∣F(g)∣∣+ ∣∣F(h)∣∣ 2∣∣F(g)∩ F(h)∣∣+ ∣∣F(gh)∣∣. (2.8)
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F(g) \ (F(g)∩ F(h))⊂ F(gh)
and
F(h) \ (F(g)∩ F(h))⊂ F(gh).
Since left parts of these inclusions are disjoint we get
∣∣F(g) \ (F(g)∩ F(h))∣∣+ ∣∣F(h) \ (F(g)∩ F(h))∣∣ ∣∣F(gh)∣∣,∣∣F(g)∣∣− ∣∣F(g)∩ F(h)∣∣+ ∣∣F(h)∣∣− ∣∣F(g)∩ F(h)∣∣ ∣∣F(gh)∣∣,
which implies (2.8).
To show that (2.7) holds we use induction in n(F ).
If n(F ) = 1 then for each g,h with non-empty F(g),F (h), we get from (2.8): 1 + 1 
2|F(g) ∩ F(h)| + 1. Hence F(g) ∩ F(h) = ∅, so F(g) = F(h). It follows that all non-empty
sets F(g) coincide, N(F) = 1 < 2n(F ).
Suppose now that (2.7) is proved for maps with n(F ) < k, and let n(F ) = k. Choose g0 ∈ G
with |F(g0)| = k, then (2.8), for g = g0, gives us
k + ∣∣F(h)∣∣ 2∣∣F(h)∩ F(g0)∣∣+ k,
that is
∣∣F(h)∩ F(g0)∣∣ ∣∣F(h)∣∣/2. (2.9)
Let E = F(g0)c , the complement of F(g0), and set F1(h) = E ∩ F(h) for all h ∈ G. It
is straightforward to check that the map F1 satisfies (2.5), (2.6). Furthermore, |F1(g)| =
|F(g)| − |F(g) ∩ F(g0)|  |F(g)|/2  [k/2], for all g ∈ G. By the induction hypothe-
sis |⋃g∈GF1(g)| < 2[k/2]  k. Since F(g) ⊂ F1(g) ∪ F(g0) for each g ∈ G, we get that|⋃g∈G F(g)| |⋃g∈GF1(g)| + k < 2k. 
Now we may obtain our main result on subadditive set-valued functions.
Theorem 2.2. Each group has the property SA(4).
Proof. Let F :G → 2Ω be a subadditive map of a group G. If F(g) = F(g−1) for all g, then
F(g) = F(ghh−1) ⊂ F(gh) ∪ F(h−1) = F(gh) ∪ F(h), and F(h) = F(g−1gh) ⊂ F(g−1) ∪
F(gh) = F(g) + F(gh). We showed that F satisfies the conditions (2.5) and (2.6). By Theo-
rem 2.1, |⋃g∈G F(g)| < 2n(F ).
In the general case set F1(g) = F(g) ∪ F(g−1). Then F1 is also a subadditive map, and
n(F1) 2n(F ). Hence∣∣∣∣⋃ F(g)
∣∣∣∣
∣∣∣∣⋃ F1(g)
∣∣∣∣< 2(2n(F ))= 4n(F ). 
g∈G g∈G
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Example 2.3. For each n ∈ N, let Gn = 〈x1, . . . , xn|x2i = e, xixj = xjxi〉, the additive group of
n-dimensional space over the field Z2. Let Ωn be a set with 2n − 1 elements, Φn be the set 2Ωn
of all subsets of Ωn considered as a group with respect to symmetric difference AB . We will
show that there are (i) a subgroup En of Φn consisting of 2n−1-element sets and ∅, such that⋃
A∈En A = Ωn, and (ii) the isomorphism Fn :Gn → En.
The proof proceeds by induction. For n = 1, the claim is evident. Suppose that for some n
we constructed Ωn = {a1, . . . , a2n−1}, the subgroup En and the isomorphism Fn. Denote by Ω˜n
a set whose elements are denoted by a˜1, . . . , a˜2n−1, and for each subset A = {ai1, . . . , aik } ⊂ Ωn,
denote by A˜ the subset {a˜i1, . . . , a˜ik } ⊂ Ω˜n. Let Ωn+1 = Ωn ∪ Ω˜n ∪ {b} where b is some new
element.
The subgroup En+1 will consist of the empty set and subsets of the following two types:
(I): M ∪ M˜ where M ∈ En;
(II): Mc ∪ M˜ ∪ {b} where M ∈ En and Mc = Ωn \M .
Clearly the sets of the type (I) have |M ∪ M˜| = 2 × 2n−1 = 2n elements (if M = ∅; otherwise
we get M ∪ M˜ = ∅). Furthermore |Mc ∪ M ∪ {b}| = 2n − 1 − 2n−1 + 2n−1 + 1 = 2n if M = ∅;
|∅c ∪ ∅˜ ∪ {b}| = 2n − 1 + 0 + 1 = 2n.
Now for each M,N ∈ En, one has
(M ∪ M˜)(NN˜) = (MN)∪ (M˜N˜) = (MN) ∪ M˜N ∈ En+1,(
Mc ∪ M˜ ∪ {b})(N ∪ N˜) = McM˜{b}NN˜ = ΩnMM˜{b}NN˜
= Ωn(MN) ˜(MN){b} = (MN)c ˜(MN){b} ∈ En+1
and similarly
(
Mc ∪ M˜ ∪ {b})∪ (Nc ∪ N˜ ∪ {b})= (MN)∪ M˜N ∈ En+1.
We proved that En+1 is a subgroup of Φn+1. Furthermore the union of all elements of En+1
contains each ai because
⋃
M∈En = Ωn. In the same way it contains all a˜i and clearly contains b.
Thus this union coincides with Ωn+1.
To define the isomorphism Fn+1, note that each element g ∈ Gn+1 either belongs to Gn or
can be written in the form hxn+1 for some h ∈ Gn. Now we set
Fn+1(g) = Fn(g)∪ F˜n(g)
for g ∈ Gn, and
Fn+1(hxn+1) = Fn(h)c ∪ F˜n(h)∪ {b}.
It is clear that the map Fn+1 is bijective (it follows from injectivity of Fn that F(g) = ∅ if
and only if g = e; surjectivity of Fn shows that Fn+1 is surjective). To check that Fn+1 is a
homomorphism, one have to repeat the above calculations.
Problem 2.4. Is the constant 4 in Theorem 2.2 precise?
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the minimal constant cannot be less than 2.
3. Measure spaces; Perturbations of subadditivity
Now we are going to extend the previous results to subadditive maps from a semigroup G to
the σ -algebraM(Ω,μ) of measurable subsets of a measure space (Ω,μ). For A,B ∈M(Ω,μ),
we write A ⊂ B if μ(B \ A) = 0. In this sense we understand the subadditivity condition (2.1)
for a map F :G →M(Ω,μ).
Theorem 3.1. Let G be a group, F :G → M(Ω,μ) a subadditive map. If μ(F(g))  a, for
some a > 0 and all g ∈ G, then there is A ∈M(Ω,μ) such that μ(A) 4a and F(g) ⊂ A for
all g ∈ G.
Proof. Let us assume firstly that the condition F(g) = F(g−1) holds for all g ∈ G. Then as in
the proof of Theorem 2.2, we have that the conditions (2.5) and (2.6) hold as well. Arguing as in
the proof of Theorem 2.1 we get that
μ
(
F(g)
)+μ(F(h)) 2μ(F(g)∩ F(h))+μ(F(gh)). (3.1)
Set a0 = supg∈Gμ(F(g)). We choose ε > 0 and g1 ∈ G with μ(F(g1)) > (1 − ε)a0. Set K1 =
F(g1), E1 = Ω \K1, then taking h = g1 in (3.1) we get:
μ
(
F(g)
)+ (1 − ε)a0  2μ(F(g)∩K1)+ a0
whence
μ
(
F(g)
)− εa0  2μ(F(g))− 2μ(F(g)∩E1),
2μ
(
F(g)∩E1
)
 μ
(
F(g)
)+ εa0  a0 + εa0,
μ
(
F(g)∩ E1
)
 1 + ε
2
a0, for all g ∈ G.
Let now F1(g) = F(g) ∩ E1, for g ∈ G. This is a subadditive map and we apply to
it the previous argument with the change of Ω by E1, and of a by 1+ε2 a0. Thus setting
a1 = supg∈Gμ(F1(g)) we find sets K2 ⊂ E1, E2 = E1 \ K2, define a subadditive map F2 by
F2(g) = F1(g)∩E2, and show that μ(F2(g)) 1+ε2 a1 for all g ∈ G.
Proceeding in this way we, for each n ∈N, find sets Kn, En with Kn ⊂ En−1, En = En−1\Kn,
and number an such that an  ( 1+ε2 )an−1, μ(Kn) an−1 and μ(F(g)∩En) an for each g ∈ G.
Clearly an  ( 1+ε2 )na.
Set now Kε =⋃∞n=1 Kn, then
μ(K)
∞∑(1 + ε
2
)n
a = 2a
1 − ε .
n=0
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(
Ω \
N⋃
n=1
Kn
)
∩ F(g) = F(g)∩EN,
we get that μ((Ω \ Kε) ∩ F(g)) = 0, that is F(g) ⊂ Kε for all g ∈ G. Setting K =⋂∞m=1 K1/m
we have that μ(K) 2a and F(g) ⊂ K for all g ∈ G.
In the general case we apply this result to the map F˜ :g → F(g) ∩ F(g−1). It is subadditive
and μ(F˜ (g))  2a. Hence there is a subset K of measure  4a with F˜ (g) ⊂ K . Therefore
F(g) ⊂ K . 
Let us consider now the situation where a map F :G →M(Ω,μ) satisfies the subadditivity
condition (2.1) only “approximately”.
Let δ > 0; for A,B ∈M(Ω,μ), we write A⊂δB if μ(A \B) < δ.
Let us call a map F :G →M(Ω,μ) δ-subadditive if
F(gh) ⊂δ F (g)∪ F(h) for all g,h ∈ G. (3.2)
Of course it is natural to consider such maps for sufficiently small δ; in the following theorem
we impose the corresponding restriction. The constants we obtain in this theorem are definitely
not the best one.
Theorem 3.2. Let F :G →M(Ω,μ) be a δ-subadditive function on a group G and μ(F(g)) <
a for all g ∈ G. Assume that δ < a/3. Then there is a set K ⊂ Ω such that μ(K)  6a and
F(g) ⊂8δ K .
Proof. Let us firstly consider the symmetric case: F(g) = F(g−1) for all g ∈ G. Then
F(g) = F (ghh−1)⊂δ F (gh)∪ F (h−1)= F(gh)∪ F(h)
and
F(h) = F (g−1gh)⊂δ F (g−1)∪ F(gh) = F(g)+ F(gh).
Hence
F(g) \ (F(g)∩ F(h))⊂δ F (gh)
and
F(h) \ (F(g)∩ F(h))⊂δ F (gh).
Since left parts of these inclusions are disjoint we get
μ
(
F(g) \ (F(g)∩ F(h)))+μ(F(h) \ (F(g)∩ F(h))) μ(F(gh))+ 2δ,
μ
(
F(g)
)−μ(F(g)∩ F(h))+ μ(F(h))−μ(F(g)∩ F(h)) μ(F(gh))+ 2δ,
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(
F(g)
)+μ(F(h)) 2μ(F(g)∩ F(h))+μ(F(gh))+ 2δ. (3.3)
Set a0 = supg∈Gμ(F(g)). We choose ε > 0 and g1 ∈ G with μ(F(g1)) > (1 − ε)a0. Set K1 =
F(g1), E1 = Ω \ K1, then taking h = g1 in (3.3) and arguing as in the proof of Theorem 3.1 we
get:
μ
(
F(g)
)− εa0  2μ(F(g))− 2μ(F(g)∩E1)+ 2δ,
2μ
(
F(g)∩ E1
)
 μ
(
F(g)
)+ εa0 + 2δ  a0 + εa0 + 2δ,
μ
(
F(g)∩E1
)
 1 + ε
2
a0 + δ, for all g ∈ G.
Let now F1(g) = F(g) ∩ E1, for g ∈ G. This is a δ-subadditive map from G to measurable
subsets of E1, which satisfies the same conditions as F with 1+ε2 a0 instead of a. Thus setting
a1 = supg∈Gμ(F1(g)) we find sets K2 ⊂ E1, E2 = E1 \ K2, define a subadditive map F2 by
F2(g) = F1(g)∩E2, and show that μ(F2(g)) 1+ε2 a1 + δ for all g ∈ G.
Proceeding in this way we, for each n ∈N, find sets Kn, En with Kn ⊂ En−1, En = En−1\Kn,
and number an such that
an 
(
1 + ε
2
)
an−1 + δ, a0 = a, (3.4)
μ(Kn) an−1 and μ(F(g) ∩En) an for each g ∈ G.
It follows easily from (3.4) that
an 
(
1 + ε
2
)n
a + 2δ
1 − ε (3.5)
for all n. Hence setting Mn =⋃n−1m=0 Km, we have
μ(Mn)
n−1∑
m=0
am <
2a
1 − ε + n
2δ
1 − ε .
Let us show that there are n and ε such that
μ(Mn) < 3a and an < 4δ. (3.6)
The first inequality holds if 2a1−ε +n 2δ1−ε < 3a, that is n < a(1−3ε)2δ . The second inequality holds if
( 1+ε2 )
na + 2δ1−ε < 4δ, that is n >
log( δ
a
(4− 21−ε ))
1+ε
2
. An integer n satisfying both inequalities exists if
log( δ
a
(4 − 21−ε ))
1+ε + 1 <
a(1 − 3ε)
2δ
.2
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δ
we rewrite the inequality in the form
log t + log
(
4 − 2
1 − ε
)
< t
1 − 2ε − 3ε2
4
− 1 + ε
2
. (3.7)
Since ε > 0 can be taken arbitrarily small it suffices to show that this inequality holds for ε = 0:
log t + log 2 < t/4 − 1/2 (3.8)
which is true because t > 3 in our assumptions (all values of the function x → x/4− log 2x−1/2
on [e,∞) are positive).
We proved that the inequalities (3.6) hold, for some n and ε. If we take K = Mn then our
construction gives: F(g) ⊂4δ K , μ(K) 3a.
In the general case we come to the map F˜ (g) = F(g) ∪ F(g−1); it is clearly 2δ-subadditive,
symmetric and μ(F˜ (g))  2a for all g. Hence there is a set K with μ(K)  6a such that
F˜ (g) ⊂8δ K . Hence the same is true for F . 
4. Subspace-valued maps
It is interesting and important to consider a version of subadditivity for maps to a non-
commutative analog of 2Ω — the structure S(X) of subspaces in a linear space X. Let us call a
map F :G → S(X) subadditive if
F(gh) ⊂ F(g)+ F(h) (4.1)
where by the sum of (a finite or infinite family of) subspaces we call the linear span of their
union.
Assume that all subspaces F(g), for g ∈ G, are finite-dimensional, and set
n(F ) = sup
g∈G
dimF(g), N(F ) = dim
∑
g∈G
F(g). (4.2)
Again it is clear that N(F)  Cn(F) if G is finitely generated. But, in distinction from the
commutative case, this does not extend to all groups. To see this let us consider the following
example.
Example 4.1. Let G = X, a linear space considered as a group with respect to the addition.
For each 0 = x ∈ G, let F(x) = Cx, the one-dimensional subspace of X containing x. Let also
F(0) = {0}. Then clearly F is a subadditive map of G to S(X), n(F ) = 1, N(F) = ∞. 
To obtain a correct version we have to restrict the range of a map. We will do this, considering
the maps to the structure of invariant subspaces of some group representations.
Let T be a representation of a group Γ on a linear space X and let π be a finite-dimensional
irreducible representation of Γ . Let us say that π occurs in T if there is an invariant subspace
Y ⊂ X such that the restriction T |Y of T to Y is equivalent to π . In this case we call Y a
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subspaces in X is finite-dimensional; equivalently, the number of elements in any family of
linearly independent π -subspaces does not exceed some number m = m(π,T ).
Let us say that T is fm-representation if each irreducible representation of Γ which occurs in
T occurs with finite multiplicity.
Moreover if the multiplicity m(π,T ) of each occurring in T irreducible representation π can
be evaluated via the dimension of this representation:
m(π,T ) φ(dimπ),
where φ :R→R is an increasing function, then we say that T has uniform multiplicity φ.
We will consider representations by bounded operators on Banach spaces; a representation
T is uniformly bounded if supg∈G ‖Tg‖ < ∞. This restriction gives us the possibility to decom-
pose finite-dimensional subrepresentations into direct sums of irreducible ones. Thus it would
be sufficient to assume that restrictions of T to all finite-dimensional invariant subspaces are
bounded.
Theorem 4.2. Let T be a uniformly bounded fm-representation of a group Γ and E be the
structure of all finite-dimensional T -invariant subspaces. Let G be a group and F :G → E be a
map such that F(g1g2) ⊂ F(g1) + F(g2) and dimF(g) n for each g ∈ G. Then ∑g∈G F(g)
is finite-dimensional. Moreover if T has uniform multiplicity φ then
dim
(∑
g∈G
F(g)
)
 (4n− 1)nφ(n).
Proof. Denote by Ω the set of all (equivalence classes of) irreducible finite-dimensional
bounded representations of Γ , and by M(g) the set of those π ∈ Ω which occur in T |F(g).
Since each finite-dimensional bounded representation of a group can be decomposed into a
direct sum of irreducible ones, M(g1g2) ⊂ M(g1) ∪ M(g2) and |M(g)| n. Therefore, by The-
orem 2.2, |M| := |⋃g∈G M(g)| 4n− 1. Denoting by π1, . . . , π4n−1 the elements of M and by
Yπ1 , . . . , Yπ4n−1 the corresponding subspaces of X we obtain
dim
∑
g∈G
F(g) dimYπ1 + · · · + dimYπ4n−1 < ∞
due to finite multiplicity of each πi . Moreover if T has the uniform multiplicity φ then dimYπi 
φ(dimπi)dimπi  φ(n)n whence dim
∑
g∈GF(g) (4n− 1)nφ(n). 
Remark 4.3. The proof of the above theorem shows that if the dimensions of all irreducible
representations do not exceed a number k then one can obtain a better estimation:
dim
∑
g∈G
F(g) (4n− 1)kφ(k). (4.3)
Example 4.4. If T is the right regular representation of Γ on the space Cb(Γ ) of all bounded
continuous functions on Γ , then each Yπ is the space of all matrix elements of πi , thereforei
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φ(t) = t , and we get the estimation
dim
∑
g∈G
F(g) (4n − 1)n2.
Moreover if G is commutative then all πi are one-dimensional; applying (4.3) with k = 1 we get
that dim
∑
g∈GF(g) < 4n, the same estimation as for sets.
If in Example 4.1 one takes for X a Banach space and for T the trivial representation of a
group on a Banach space then all subspaces are invariant, so we see that for this (bounded) rep-
resentation Theorem 4.2 does not hold. Thus the condition of finite multiplicity is essential. The
following example shows that our restriction by uniformly bounded representations on Banach
spaces also cannot be removed.
Example 4.5. Let Γ be the (additive) group of all sequences x = (x1, . . . , xn, . . .) where all xi
are in Z and only finite number of them are non-zero. Let X be the space of all complex-valued
functions on Γ , and T the representation of Γ on X by shifts: Txξ(y) = ξ(x + y). Then each
irreducible representation π of Γ occurs in T with multiplicity 1. Indeed π acts on C via multi-
plication by a character χ(x). So if T |L is equivalent to π then dimL = 1 and Txξ(y) = χ(x)ξ(y)
for any ξ ∈ L. Thus ξ(x + y) = χ(x)ξ(y) and setting y = 0 we see that ξ is proportional to χ ,
L =Cχ .
Now we take G = Γ and construct a subadditive map of G as follows. Set (x, y) =∑xiyi , for
x, y ∈ Γ . For a ∈ G, define ξa ∈ X by ξa(x) = (x, a). Let F(a) be the linear span of the functions
1 and ξa . Then it is easy to see that F(a) is an invariant subspace of T , F(a+b) ⊂ F(a)+F(b),
n(F ) = 2, N(F) = ∞.
5. Locally invariant subspaces
Let a representation T of a group G on a linear space X be given and suppose that we have to
prove that some finite-dimensional subspace L of X is contained in a finite-dimensional invariant
subspace. Sometimes for this it suffices to know that the image of L under each operator Tg is
close to L in some sense. Here we will establish a result of this kind.
Theorem 5.1. Let T be a uniformly bounded fm-representation of a group G on a Banach
space X, and N ∈ N. Suppose that a finite-dimensional subspace L ⊂ X has the property that
for any g ∈ G, there is an invariant subspace L(g) ⊂ X with dimL(g)N and
TgL ⊂ L+ L(g). (5.1)
Then L is contained in a finite-dimensional invariant subspace L˜ of X. Moreover if T has uni-
form multiplicity φ then
dim L˜ dimL+ (4N − 1)Nφ(N). (5.2)
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dimensional invariant subspace. Indeed if M0 = M ∩ L where M is an invariant subspace of
finite dimension then it suffices to consider a direct complement L1 of M0 in L instead of L.
Furthermore we may assume that for each g ∈ G, L(g) is the smallest element in the set U(g)
of all invariant subspaces K satisfying the condition TgL ⊂ L + K . Indeed if K1,K2 ∈ U(g),
then each element ξ ∈ TgL can be written as ξ = l1 + k1 and ξ = l2 + k2 where li ∈ L, ki ∈ Ki .
Hence k1 − k2 = l2 − l1 ∈ L. Since k1 − k2 belongs to the invariant subspace K1 +K2, which, by
our assumption, has trivial intersection with L, we conclude that k1 − k2 = 0, whence k1 = k2 ∈
K1 ∩K2. Since ξ ∈ TgL is arbitrary, TgL ⊂ L+K1 ∩K2, that is K1 ∩K2 ∈ U(g). Thus U(g) is
closed under intersections and therefore has the smallest element.
Now for every g,h ∈ G, we have
TghL = Tg
(
Th(L)
)⊂ Tg(L+L(h))⊂ TgL+ L(h) ⊂ L+L(g)+ L(h).
In other words L(g) + L(h) ∈ U(gh). Since L(gh) is the smallest element of U(gh), we get
the subadditivity of the map g → L(g). Applying Theorem 4.2, we get that the invariant sub-
space M =∑g∈G L(g) is finite-dimensional, and dimM  (4N − 1)Nφ(N) if T has uniform
multiplicity φ.
Setting L˜ = L+M we have that
TgL˜ ⊂ TgL+M ⊂ L+L(g) +M ⊂ L+M = L˜.
Thus L˜ is a finite-dimensional invariant subspace containing L. If T has uniform multiplicity φ
then dim L˜ = dimL+ dimM  dimL+ (4N − 1)Nφ(N). 
Corollary 5.2. Let T be a uniformly bounded fm-representation of a group G on a Banach
space X, and let N ∈ N. Suppose that a vector ξ ∈ X and a finite-dimensional subspace L ⊂ X
have the property that for any g ∈ G,
Tgξ ∈ L+R(g), (5.3)
where R(g) is an invariant subspace of X with dimR(g)N .
Then ξ belongs to a finite-dimensional invariant subspace E of X. If T has uniform multi-
plicity φ then
dimE m+ (16mN − 2)mNφ(2mN), (5.4)
where m = dimL.
Proof. We may assume that L is a minimal subspace that satisfies our assumptions.
For each g ∈ G, choose u(g) ∈ L and v(g) ∈ R(g) such that Tgξ = u(g) + v(g). It follows
that
Thu(g) ⊂ Thgξ + ThR(g) ⊂ L+ R(hg) +R(g) = L+Mh,g
where Mh,g is an invariant subspace of X with dimMh,g  2N .
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ing a basis u(g1), . . . , u(gn) in L we get that ThL ⊂ L+M(h,g1)+M(h,g2)+· · ·+M(h,gm).
Denoting M(h,g1) + M(h,g2) + · · · + M(h,gm) by L(h) we get that Lh is an invariant sub-
space of X with dimLh  2Nm, and ThL ⊂ L + Lh for each h. Applying Theorem 5.1
we get that L and all R(g) are contained in a finite-dimensional invariant subspace E, and
ξ = Teξ ∈ L+R(e) ⊂ E.
If T has the uniform multiplicity φ then (5.4) follows from (5.2) (by the change of N by
2Nm). 
6. Functional equations
Here we apply the previous results to the functional equation (1.4) on a topological group G,
and prove that bounded continuous complex-valued solutions of (1.4) are exactly the matrix
elements of bounded finite-dimensional continuous representations of G. Recall that a matrix
element of a representation π of G on a topological vector space X is a function f on G of
the form f (g) = η(π(g)ξ) where ξ ∈ X, η ∈ X∗. The dimension of π is sometimes called the
order of f . Furthermore a vector ξ ∈ X is called a finite vector of π if it is contained in a finite-
dimensional subspace Y ⊂ X invariant under π .
We will use the following elementary observation:
Lemma 6.1. Let V be a linear space, W a subspace of V , and v1, v2, . . . , vp a family of elements
of V . Let a1(t), a2(t), . . . , ap(t) be a linearly independent family of functions on a set T , such
that
∑p
i=1 ai(t)vi = w(t) ∈ W for each t ∈ T . Then all vi belong to W .
Proof. Set a(t) = (a1(t), . . . , ap(t)) ∈Cp . It follows from the condition of linear independence
that the rank of the system {a(t): t ∈ T } is equal to p. So there are points t1, . . . , tp ∈ T such that
the matrix A = (ai(tj ))pi,j=1 is non-degenerate. Since A−→v ∈ Wp where −→v = (v1, v2, . . . , vp), we
conclude that vi ∈ W . 
Let Cb(G) be the Banach space of bounded continuous complex-valued functions on G.
Lemma 6.2. A function f ∈ Cb(G) is a matrix element of a bounded finite-dimensional continu-
ous representation of G if and only if it is a finite vector of the right regular representation T of
G on Cb(G).
Proof. Let π be a continuous representation of G on a finite-dimensional space X; easy calcu-
lations with matrices show that the linear span of all matrix elements of π is a finite-dimensional
subspace in Cb(G) invariant under T . Hence any matrix element of π is a finite vector for T .
Conversely, let f (g) belong to a finite-dimensional invariant subspace L ⊂ Cb(G). Let π =
T |L. Choosing a base fj in L we may assume that f = f1. We have the system of equalities
fi(gh) = Thfi(g) =
n∑
j=1
αij (h)fj (g), 1 i  n, (6.1)
where αij (h) are the matrix elements of π .
For each g ∈ G, the function h → fi(gh) belongs to Cb(G). Since the functions fj (g) are
linearly independent then applying Lemma 6.1 with W = Cb(G) we get that all matrix elements
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h = 1 and i = 1 in (6.1) we see that f is a linear combination of matrix elements, whence f
is a matrix element of the representation 1n ⊗ π where 1n is the trivial representation on n-
dimensional space. 
Remark 6.3. It is follows from the proof that the order f as a matrix element coincides with the
dimension of the minimal finite-dimensional invariant subspace in Cb(G) containing f .
Theorem 6.4. A bounded continuous complex-valued function f on a topological group G
satisfies (1.4) if and only if it is a matrix element of a bounded finite-dimensional continuous
representation of G. The order rn(K) of the matrix element can be estimated as
rn(K) 32
3n−2−1
2 K
5·3n−2−3
2 , (6.2)
where K is a number of summands in the right-hand side of the equation.
Proof. It will be convenient to call a function Φ on Gn decomposable if it can be written as
a finite sum of products Φ1 · · ·Φk where all Φi depend on disjoint sets of variables. Note that
without reducing generality one can suppose that k = 2 in all summands. So the decomposable
functions can be written in the form
Φ(x1, . . . , xn) =
∑
E
∑
j
AEj B
E
j (6.3)
where E runs through all non-void proper subsets of {1, . . . , n}, and for each E and j , the func-
tion AEj only depends on variables xi with i ∈ E, while BEj only depends on the variables xi
with i /∈ E.
We use induction on n. For n = 2, the result was proved in [5]. Let n > 2 and suppose that the
statement is true for n − 1. Let f (g1g2 · · ·gn) be decomposable. The summands of the form
a(gn)A(g1, . . . , gn−1) in the decomposition (6.3) of f (g1g2 · · ·gn) will be called special. If
the decomposition has no special summands then setting gn = e we obtain that the function
f (g1 · · ·gn−1) is a decomposable function of n − 1 arguments. By induction, f is a matrix ele-
ment of order rn−1(K).
It remains to consider the case
f (g1g2 · · ·gn) =
p∑
i=1
ai(gn)Ai(g1, . . . , gn−1)+
K−p∑
j=1
PjQj (6.4)
where the second sum has no special summands. We may assume that functions ai are linearly
independent. Moreover we may assume also that each factor Pj depends on variables in a set
Ej ⊂ {g1, . . . , gn−1} (only Qj can depend on gn).
Let W be the set of all continuous functions Φ(g1, . . . , gn−1) which are sums of functions of
the form PjSj , where Sj depend on variables in {g1, . . . , gn−1} \ Ej , and functions depending
on the product g1 · · ·gn−1. Clearly W is a linear subspace of C(Gn−1). It follows from (6.4) that
for a fixed gn, the function
∑p
i=1 ai(gn)Ai(g1, . . . , gn−1) belongs to W . By Lemma 6.1, all Ai
belong to W . Thus, each Ai can be written in the form
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K−p∑
j=1
PjSij , i = 1, . . . p, (6.5)
with the same factors Pj as in (6.4). Therefore (6.4) can be rewritten as
f (g1g2 · · ·gn) =
p∑
i=1
ai(gn)ψi(g1 · · ·gn−1)+
K−p∑
j=1
PjRj , (6.6)
each Pj and Rj depend on disjoint sets of variables and no one of these sets contains all
g1, . . . , gn−1. We underline that the lengths of both sums do not exceed the corresponding ones
in (6.4).
For a fixed gn, let us set
u(g) = f (ggn) −
p∑
i=1
ai(gn)ψi(g).
Then it follows from (6.6) that u(g1 · · ·gn−1) is a decomposable function of g1, . . . , gn−1. By the
induction hypothesis, u is a matrix element of order rn−1(K − p).
Let g → Tg be the right regular representation of G on Cb(G). It is uniformly bounded (in
fact, isometric). We have that for any h ∈ G, the function u = Thf −∑pi=1 ai(h)ψi is a finite
vector for the representation T , the orbit of u belongs to a finite-dimensional invariant subspace
of dimension rn−1(K − p). Denoting by L the linear span of all ψi we may apply Corollary 5.2
and conclude that f is a finite vector for T . Moreover, f belongs to a finite-dimensional invariant
subspace E whose dimension can be estimated by formulae (5.4) with m = p, φ(N) = N , N =
rn−1(K − p):
dimE m+ 4m2N2(8mN − 1) 32m3N3  32p3(rn−1(K − p))3  32K3(rn−1(K))3
 32K3
(
32
3n−3−1
2 K
5·3n−3−3
2
)3 = 32 3n−2−12 K 5·3n−2−32 .
This means that f is a matrix element of a continuous finite-dimensional representation of G and
the order of f satisfies the inequality (6.2). 
The estimation of the order obtained in Theorem 6.4 is not the best possible, but for n = 2 it
coincides with the precise one: r2(N) = N .
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