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Abstract: The problem of factorising an nth-degree polynomial P,,(x) = x” + aIxn-* + . . . + a,_,x + a,,, where the 
coefficients a, are real, into two polynomials Q(x) and R(x) of degrees nQ and na can be posed as a system of n 
quadratic equations. An efficient implementation of Newton’s method for the solution of these equations is achieved 
by exploiting the block Toeplitz structure of the Jacobian matrix which arises when np and nR are restricted to 
{m-l, m, m +llm = [in]}, where [x] is the largest integer <x. This polynomial factorisation permits the 
development of a divide and conquer method for the simultaneous calculation of all the zeros of a polynomial. 
Keywords: Polynomial zeros, divide and conquer, Newton’s method, Toeplitz matrix. 
1. Introduction 
For many years the divide and conquer approach has been used to solve successfully a variety 
of numerical problems. Perhaps the best-known examples of divide and conquer methods are 
adaptive quadrature methods in numerical integration [15, p.2211 and the FFT algorithm for 
calculating discrete Fourier transforms [7]. A more recent application of the divide and conquer 
approach has been to the calculation of the eigensystem of a symmetric tridiagonal matrix 
[8,9,11,14,16]. Much recent interest in divide and conquer methods has been stimulated by the 
need to develop numerical algorithms suitable for parallel computers (see, for example, [20]). 
In this paper we demonstrate how the divide and conquer approach can be used to calculate 
numerically all the zeros of the polynomial 
P,(x) = xn + Lzlxn-l + u*X”-2 + . * * +a,_,x + a,, (1-U 
where the coefficients ai (i = 1, 2, . . . , n) are assumed to be real. Note that, without loss of 
generality, P,(x) is assumed to be normalised so that the coefficient of xn is unity. In 
subsequent sections we present an algorithm for dividing P,(x) into two polynomials Q(x) and 
R(x), each with real coefficients and each of degree m - 1, m or m + 1, where m = [in] and [x] 
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denotes the largest integer G x. The cases when n is divisible by 4, n is odd and n is even but 
not divisible by 4, are treated separately in Sections 2, 3 and 4. The algorithm is based on a 
Newton iteration to solve the quadratic equations which relate the unknown coefficients of the 
polynomials Q(x) and R(x) to the known coefficients of P,(x). With such a Newton iteration it 
is necessary to solve, on each iteration, a system of linear equations with the Jacobian matrix of 
the quadratic equations as the coefficient matrix. In this case the Jacobian matrix is a block 
Toeplitz matrix so that the linear equations can be solved in 0( n*) operations and the Newton 
iteration can be implemented very efficiently. 
In Section 5 we consider the numerical performance of the proposed method on several of the 
test problems proposed by Henrici and Watkins [13]. 
2. Factorising a polynomial of degree divisible by 4 
When P,(x) of (1.1) has degree divisible by 4 then there exist polynomials QN(x) and RN(x) 
of degrees N = :n such that 
p,(x) = Q,b)R,b), (2.1) 
and Qhr( x) and RN(x) each have real coefficients. If we write 
Q,(x) = xN + b,xN-’ + . -a +b,_,x + b,, (2.2) 
R,(x)=x~+c~x~-~+ ... +c~_~x+c~, (2.3) 
then equating coefficients of x“ (k = n - 1, n - 2,. . . , 0) in (2.1) leads to the system of quadratic 
equations for bj, ci (i = 1, 2,. . . , N) 
b, + cl - aI = 0, 
b, + b,c, + c2 - a2 = 0, 
b, + b,c, + b,c, + cg - a3 = 0, 
b,+b,_,c,+b,_,c,+ ... +b,c,_,+c,-a,=O, 
b,c, + b,_,c, + - * * +b,c, - aj,,+l = 0, 
b,c, + b,_,c, + * - * +b,C, - UN+2 = 0, 
b,c, - a, = 0. 
These equations can be written as 
0, c) = 0, 
where the k th element of f is 
f,@, c>=+& +-ak, k=l,2,..., n, 
(2.4 
(2.5) 
(2.6) 
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k-l 
b,+ c bk_jCj+Ck, k=1,2 ,..., N, 
+k@, c> = 
j=l 
i bj-Nck-j+Ny k=N+l, N+2 ,..., n, 
j=k 
and where bT=(bl, b2 ,..., bN), cT=(cl, c2 ,..., cN). 
The Newton iteration for the solution of (2.5) is given by 
where 
-f(k), 
(2.7) 
(2.8) 
and J denotes the Jacobian matrix of f(x), xT = [bTcT]. For i = 1, 2,. . . , n, 
I 
j=1,2 N, T---T 
Jij( x) = 
afi 
G(X), j=N+l, N+2 ,..., n. 
The superscript k on J and f denotes evaluation at x (k) For the function f of (2.3, J is given . 
by 
where 
‘1 0 *-- 0 
1 -. : 
A=: . .‘O 
CN-1 *.* Cl 1 
CN CN-1 *‘. Cl 
I 
\ ’ 1 0 . . . 0' 
b, 1 -. : 
> B= . . : 0, 
I 
bNLl ..I b,’ 1 
lb, b,_, . -- b, \ 
0 b, b 
D= . . :” .‘. 
(j ..: 0’ b, 
I 
This is a block matrix with blocks which are Toeplitz matrices [12]. If we partition 
(2.9) 
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where fi and f2 are N-vectors, and omit the superfix k, then the linear system (2.8) can be 
written as 
ASb + BSC = -fi, 
Cab + DSc = - jz. 
(2.10) 
(2.11) 
Toeplitz 
Toeplitz 
It can be shown [4,22] that the inverse of a triangular Toeplitz matrix is a triangular 
matrix. Thus D-i and D-’ (provided that b, # 0) are lower and upper triangular 
matrices, respectively. If we premultiply (2.10) by D-i and (2.11) by D-l we obtain 
B-‘ASb + SC = -B-‘f,, D-‘Cab + 6c = -D-‘f2. 
Hence eliminating 6c gives 
@-‘A - D-‘C)Gb = D-‘f2 - B-l&. (2.12) 
Brankin [4] shows that the product of lower (upper) triangular Toeplitz matrices is a lower 
(upper) triangular Toeplitz matrix. Thus (2.12) can be written as 
T6b = f, (2.13) 
where T = B-IA - D-‘C is a full Toeplitz matrix and f^= D-‘& - Bplfl. Equation (2.13) can be 
solved using the routine TSLS from the TOEPLITZ package [l]. This routine is based on the 
algorithm of Trench [23] (see also [24,25]), and it requires approximately 3N2 operations. Bunch 
[6] has shown that this algorithm may be unstable if the coefficient matrix is not positive definite. 
In extensive testing by the first author, in which (2.13) was solved both by the TOEPLITZ 
package and by the NAG routine F04ATF [18] which uses Crout’s factorisation with partial 
pivoting, this potential instability was never detected. In fact the self-correcting property of 
Newton’s method means that the occasional poor solution of (2.13) due to instability should not 
affect adversely the algorithm being discussed here. The total cost of calculating 66 and then 6c 
is approximately FN2 operations [4]. 
The determinant of J of (2.9) is the Sylvester determinant and it can be shown (see [3]) that 
det J= + fi (a-~,), 
i,j=l 
where 
Q,(x)=~~+b~x~-~+ ... +b,_,x+b,= fi(x-p,,, 
i=l 
RN(X) = XN + clxN-l + *. * +c,_,x + CN = fi (x - yi). 
i=l 
Hence J is singular if and only if QN(x) and RN(x) have at least one common zero. 
Ortega [19, Theorem 8.1.101 establishes the local convergence (in the sense that there exists an 
open neighbourhood of the solution within which convergence is assured) of Newton’s method 
provided that the Jacobian matrix at the solution is nonsingular. The theorem further establishes 
the quadratic rate of convergence of Newton’s method under mild differentiability conditions. 
Thus the proposed divide and conquer method is locally convergent and has a quadratic rate of 
convergence provided that QN( x) and RN(x) have no common zeros, which is assured if P,(x) 
has simple zeros. 
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If P,(X) has a k-fold multiple zero (Y and all k copies of (Y appear in one of the factored 
polynomials, then the proposed method remains locally convergent with a quadratic rate of 
convergence. If however the copies of the multiple zero (Y appear in both of the factored 
polynomials QN(x) and RN(x), then the matrix J is singular at the solution of the equations 
(2.4) and the local convergence of the method is no longer guaranteed. In this latter case the 
Newton iteration (2.7) has a slow (linear) rate of convergence, and thus in principle the difficulty 
could be detected by the algorithm. At present the authors are unable to suggest a remedy for the 
difficulty and therefore the algorithm is really only appropriate for polynomials with simple 
zeros. 
3. Factorising an odd degree polynomial 
When the degree n of P,,(x) of (1.1) is odd, then there exist polynomials Qhi(x) and R,+,(x) 
of degrees N and N + 1 respectively, where N = [in] is the largest integer less than :n, such that 
C(x)= Q&)&+dx), (3-U 
and Q&9, RN+1 (x) have real coefficients. If we write QN( x) as in (2.2) and 
R,+,(x) = xN+l + clxN + . . . +c,x + c~+~, (3.2) 
and proceed as in Section 2, we obtain the equations 
f@, c> =o, 
where 
and 
fk(b, C)=&#‘, C)--k, k=l,T..., n, 
+k@, c> = 
( k-l 
b, + c b,_,c,+ Ck, 
j=l 
cN+l + ? bj-N-1C2N+1-j, 
j=N+2 
n 
c bj-N-ICk-j+N+l, 
~ j=k 
P-3) 
k=l, 2 ,..., N, 
k=N+l, 
k=N+2, N+3 ,..., n. 
The Newton iteration for the solution of (3.3) is given by (2.7) and (2.8) where the Jacobian 
matrix is now given by 
where 
A= 9 B= 
1 0 . . . . . . 0 
b, 1 -. 
(3 4 
3 
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C= 
’ cN CN-1 **’ Cl ’ lb, b,_, . . . b, 1 
‘N+l CN -0. =2 0 b, *. b, 
0 cN+l . . ’ DE : *. *. *. : 
CN b, bN.-, 
(j ..: 0’ 
cN+l) 
(j . . . ..: 0 b, 
and we note that D is an (N + 1) X (N + 1) triangular Toeplitz matrix and B, C are rectangular 
matrices. If we partition 
where fi is an N-vector and f2 is an (N + l)-vector, then the linear system (2.8) can be written 
as 
ASb+Bk= -fi, (3.5) 
CSb + DSc = -fi. (3.6) 
T If we let B = (ii IO), where 0 is an N-vector of zeros, and let ScT = (SC , a~,+,), then (3.5) can 
be written as 
A66 + i.& = -fi. (3.7) 
BP’ and D-’ (provided that b, # 0) are lower and upper triangular Toeplitz matrices, respec- 
tively. If we premultiply (3.5) by %’ and (3.6) by D-l we obtain 
klASb + 6c = -ii-‘f,, (3.8) 
D-‘CSb + 6c = -D-lf2. (3.9) 
%‘A is an N X N 1 ower triangular Toeplitz matrix and D-‘C is an (N + 1) X N upper 
Hessenberg Toeplitz matrix. If we let E denote the first N rows of D-lC and g denote the first 
N entries of -D-‘f2, then we can eliminate 6c from (3.8), (3.9) to give 
TSb = f: (3.10) 
where T = k’A - E is a full Toeplitz matrix and f^= g - B-‘f,. Equation (3.10) can now be 
solved using the routing TSLS from the TOEPLITZ package and the overall cost of finding Sb 
and 6c is again approximately yN2 operations. The determinant of J of (3.4) can be shown to 
be nonsingular if and only if QN( x) and RN+ 1( x) have no common zeros. 
4. Factorising a polynomial whose degree is even but not divisible by 4 
In this case it can be shown that P,(x) can be factorised as 
P,(x) = Q,(x>R,+,(-d (4.1) 
where Q,(x), RN+2 (x) are polynomials with real coefficients of degrees N and N + 2 respec- 
tively, and where N = in - 1. Rather than repeat the algebra of Sections 2 and 3, we just quote 
the form of the Jacobian matrix in this case and note that the Newton correction vector can be 
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calculated in approximately y-N* operations as before. Assuming that Q,,,(x) is given by (2.2) 
and 
the Jacobian matrix is given by 
where 
A= 
1 0 
Cl 1 
CN-1 ... 
CN ‘N-1 
‘N+l CN 
‘N+2 ‘N+l 
0 ‘N+2 
(j ..: 
. . . 
Cl 
. . . 
. . . 
0’ 
01 
0 ’ 
1 
Cl 
c2 
CN 
cN+l 
‘N+2 
B= 
D= 
1 0 
4 1 
bN-_l . . 1 
‘N bN-l 
’ bN 
0 . . . 
. . . . . . 
b,’ 1’ 
. . . 
bl 
. . . 
b2 
. . . . . . 
0 0 
. . . . . . 
. . . . 
0 0 
(4.4 
(4.3) 
\ 
> 
\ 
/ 
/ 
1 0 
bl 1 
bN bN-l 
’ bN 
5. Numerical performance of the proposed method 
Clearly a divide and conquer method for finding polynomial zeros will use the algorithms 
described in Sections 2, 3 and 4 to reduce a given polynomial to its simple factors (linear, 
quadratic and, perhaps, cubic factors) so that the zeros can be found. Two aspects of the 
algorithm which have yet to be described are the convergence criterion and the selection of 
starting values for the Newton iteration. The convergence condition for the current implementa- 
tion of the algorithm is that the largest relative correction to the components of b and c is less 
than or equal to TOL. This test is modified to an absolute test for those components of b and c 
which are close to zero. 
To generate the starting values we first calculate a bound r on the moduli of the zeros of 
P,(x) using [17, Theorem 27.11. The b starting values are given by 
bi=O, i=1,2 ,..., N-l, b,=r, 
so that initially the zeros of QN(x) are ( rllN x N)th roots of unity. 
The c starting values can be calculated either by forward substitution through the leading 
equations of (2.4) or by backward substitution through the final equations of (2.4). 
We now compare the performance of this algorithm, referred to as DIVCON, with an 
implementation of the Durand-Kemer algorithm (POLSOL) for polynomials with real coeffi- 
cients. POLSOL is based on the generalised Durand-Kemer method presented in [lo] and also 
simultaneously approximates all the zeros of P,(x). 
78 T.L. Freeman, R. W. Brankin / Method for polynomial zeros 
Table 1 
Numerical performance of DIVCON and POLSOL 
Test polynomial Degree 
Brodlie [5] 6 
Bairstow [2] 8 
Henrici, Table 1, Problem 27 10 
Henrici, Table 1, Problem 28 12 
Hemici, Table 1, Problem 29 13 
Henrici, Table 1, Problem 30 15 
Henrici, Table 1, Problem 31 18 
Hemici, Table 1, Problem 32 19 
Henrici, Table 2, Problem 5 8 
Henrici, Table 2, Problem 6 8 
Henrici, Table 2, Problem 7 8 
Her&i, Table 2, Problem 8 8 
Henrici, Table 2, Problem 9 9 
Henrici, Table 2, Problem 10 9 
Henrici, Table 2, Problem 11 15 
Hemici, Table 2, Problem 12 18 
Henrici, Table 2, Problem 13 36 
Number of iterations 
DIVCON POLSOL 
10 12 
14 18 
10 19 
10 45 
11 58 
12 22 
16 25 
10 26 
7 10 
* 19 
* 34 
23 39 
17 26 
11 11 
* 36 
13 42 
19 22 
Table 1 summarises the performances of the two algorithms on the test problems suggested by 
Bairstow [2] and by Brodlie [5] together with all the Henrici test problems which have degrees 
greater than or equal to 8 (see [13,21]). The results were obtained on an Amdahl 5890-300 at 
UMRCC using about 14 decimal digit accuracy, with TOL equal to 10m6. The number of 
iterations for DIVCON is weighted to reflect that the degree of P,,(x) decreases as the algorithm 
progresses. Each weighed iteration of DIVCON requires approximately $n’ floating-point 
operations and each iteration of POLSOL requires approximately $n’ floating-point operations. 
Thus a measure of the cost of solving a given test problem by DIVCON is y X number of 
iterations whilst a measure of the cost of solving a given problem by POLSOL is $ X number of 
iterations. * indicates that DIVCON fails to converge in 10 X degree iterations. 
Excluding those three cases where it fails to converge, DIVCON requires, on average, about 
half the number of iterations for convergence required by POLSOL. Additionally each iteration 
of DIVCON requires less (by a factor of $) floating-point operations compared with POLSOL. 
The increased efficiency of DIVCON is somewhat counterbalanced by the greater robustness of 
POLSOL. 
Since both DIVCON and POLSOL simultaneously approximate all the zeros of a polynomial, 
they are very suitable for implementation on MIMD computers. 
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