In recent years, active three-dimensional (3D) active vision systems or range cameras for short have come out of research laboratories to find niche markets in application fields as diverse as industrial design, automotive manufacturing, geomatics, space exploration and cultural heritage to name a few. Many publications address different issues link to 3D sensing and processing but currently these technologies pose a number of challenges to many recent users, i.e., "what are they, how good are they and how do they compare?". The need to understand, test and integrate those range cameras with other technologies, e.g. photogrammetry, CAD, etc. is driven by the quest for optimal resolution, accuracy, speed and cost. Before investing, users want to be certain that a given range camera satisfy their operational requirements. The understanding of the basic theory and best practices associated with those cameras are in fact fundamental to fulfilling the requirements listed above in an optimal way. This paper addresses the evaluation of active 3D range cameras as part of a study to better understand and select one or a number of them to fulfill the needs of industrial design applications. In particular, object material and surface features effect, calibration and performance evaluation are discussed. Results are given for six different range cameras for close range applications.
INTRODUCTION
Active three-dimensional (3D) active vision systems or range cameras for short are concerned with extracting information from the geometry and the texture of the visible surfaces in a scene, processing the data and finally, communicating the results. With recent technological advances and improved demand for range cameras, the market place has been flooded with numerous 3D vision systems that address all sorts of needs [1] . In order to take full advantage of these 3D vision systems, one must understand not only their advantages but also their limitations. This paper covers some important issues that must be addressed before embarking in a 3D project. In particular, resolution, uncertainty and accuracy of 3D information measurement in the context of close-range active 3D systems are covered here. A number of examples illustrating these issues are shown. The goal is not to survey all commercial 3D vision systems or present an exhaustive list of tests of the systems chosen for this paper. Instead, some theory about 3D sensing is presented and is accompanied by selected results that should give the reader some pointers in order to become more critical when picking a 3D vision system. In particular, object material and surface features effects, calibration and evaluation of distance measuring devices, and performance evaluation of range camera systems are discussed. Six range cameras were tested, four are laser-based and two fringe projection-based systems. These tests were part of a study to better understand and select range cameras to fulfill the needs of industrial design applications which are essentially aimed at re-designing a particular object or finding a mathematical model (NURBS) to a physical object [2] . A short review of active 3D methods is presented in section 2. This is followed by a description of objects material and surface features effects on 3D measurements. Issues on calibration and evaluation of range cameras are discussed in section 4. Section 5 is dedicated to the performance evaluation of six close range cameras. Finally, in order to help the readers further their study of this topic; conclusion remarks are given and a number of references are listed.
ACTIVE 3-D SENSING
The desire to capture shape by optical means dates back to the beginning of photography [3] . It is only with the advent of compact and powerful computers that the process of capturing shape by optical means has regained substantial interest. For example, in the early 70's, Shirai [4] published a paper describing object recognition algorithms based on range images generated by a triangulation-based active range camera. Non-contact measurement techniques like those based on structured light (active 3D vision) and passive stereo are examples of fields that have benefited from technological advances of the last 35 years or so [5] . Active range cameras that use light waves for 3D measurements can be divided into classes according to different characteristics. A number of taxonomies exist in the literature [5] [6] . Here we summarize the main classes and give the practical operating distance camera-to-object:
Triangulation: distance scanner-object about 0.1 cm to 500 cm
• Single spot (1D)
• Profile measurement (2D)
• Area measurement (3D really 2.5D: only surface measurements and not volume measurements) o Area measurement using micro-channel plates or custom build silicon chips (pulsed or AM).
• Interferometric and Holographic: wide distance range Surprisingly, only a few optical methods exist to measurement surface information (3D images) in the range from 0.1 cm to about 500 cm. But as surveyed in reference [1] , a large number of systems are offered on the market especially those based on optical triangulation. System level differences and performance in terms of spatial resolution, overall accuracy and speed distinguish those commercial offerings between them. We first look at some issues related to the impact of the interaction light-matter on the quality of the 3D measurements.
OBJECTS MATERIAL AND SURFACE FEATURES
It is said that with structured light (active) approaches, minimal operator assistance is required to generate the 3D coordinates, and that the 3D information becomes relatively insensitive to background illumination and surface texture. The first comment is indeed true if you compare to methods based on contact probes and rulers. But one must be aware that not all the 3D information is reliable [7] [8] [9] [10] 15] . The latter comment about surface texture is somewhat true as long as focusing and image processing techniques are used wisely. Furthermore, one should remember that the underlying hypothesis of active optical geometric measurements is that the imaged surface is opaque and diffusely reflecting. Hence, not all materials can be measured accurately like vapor-blasted aluminum. Problems arise when trying to measure glass, plastics, machined metals, or marble. As reported by Godin [11] , "marble departs from this hypothesis, and exhibits two important optical properties in this context: translucency, and non-homogeneity at the scale of the measurement process. This structure generates two key effects on the geometric measurement: a bias in the distance measurement, as well as in increase in noise level, when compared to a reference opaque surface". This paper shows that with marble, the noise or range uncertainty varies with the spot size and a systematic bias appears in the surface location measurement. Similar considerations can be drawn when measuring an object made of a plastic material. Figure 1a) shows the level of noise (uncertainty) when measuring a plastic soap bottle. Artificial shading of the 3D data is used to enhance the surface details. Figure 1c) shows an error histogram resulting from the alignment of two range images. The bottle was then painted with a primer and the measurement repeated (Figure 1b) . The error histogram resulting from the alignment of the two new range images is shown in Figure 1d ). The histograms contours remain bell-shaped but the standard deviation drops from 147 μm to 54 μm. The alignment was performed with Innovmetric PolyWorks Modeler Additionally, the type of feature being measured is an important factor affecting the accuracy of a machine vision system. The accuracy of active 3D cameras drops when measurements are performed on objects with sharp discontinuities such as edges, holes, and targets. This means that systems based on only range will not provide sufficient data for these applications. The integration of range and intensity data to improve vision-based three-dimensional measurement has proven to work well [8] . Therefore, selecting a vision system for a particular application must take into account the ability of the system to measure the features of interest with the required accuracy. In a large number of applications (like industrial design), different types of features are required to fully represent an object. In the processing steps, an object is represented by geometric entities: vertices (points), boundaries (edges), and surfaces. In addition, topological parameters, or the relationships between these entities, are also part of the object representation. In some objects, such as polyhedron types and simple sheet metals, vertices and edges may be sufficient. However, many other manufactured objects will also require curved and free form surfaces to be measured. The capabilities of a vision system to extract and to measure accurately these different types of primitives vary from one technology to another. In addition, many applications (like found in cultural heritage) do not allow any alterations to the object to suite the vision system, e.g., by placing markings or changing the reflectivity of the surface. Finally, one should also quantify the systematic errors and uncertainties introduced by the 3D modeling or inspection software. The statement of uncertainty is usually based on comparisons with standards traceable to the national units (SI units) as requested by ISO 9000-9004 [10] . For example, manufacturers of theodolites and CMM manufacturers use specific standards to assess their measuring instruments. A guideline called VDI/VDE 2634 is being prepared in Germany for particular optical 3D vision systems. It contains acceptance testing and monitoring procedures useful for practical purposes for evaluating the accuracy of optical 3D measuring systems based on area scanning. The guideline applies to optical 3D measuring systems based on area scanning, which works according to the principle of triangulation, e.g. fringe projection (see section 2), moiré techniques and photogrammetric/scanning systems based on area scanning [12] .
CALIBRATION AND EVALUATION OF DISTANCE MEASURING DEVICES
Though no internationally recognized standard or certification method exists to evaluate the accuracy, the resolution, the repeatability or the measurement uncertainty of range cameras, for the time being, the user has to devise techniques to ensure a confidence level on what is being measured. Calibration and evaluation methods along with definitions of terms are fundamental in a standard. The calibration of any range camera is concerned with the extraction of the internal parameters of the range camera when a mathematical model exists (focal length, lens distortions, scanning parameters, etc.) or with a mapping of the distortions in a look-up table when some elements cannot be modeled very well. After this phase, the range measurements are available in a rectangular co-ordinate system. Following the calibration process, the accuracy, repeatability, resolution and measurement uncertainties of a range camera can be determined. This is the evaluation stage. For instance, definitions for these terms can be found in the VIM standard for metrology [13] . Usually, accuracy is measured with different positions/orientations of a calibration object (avoid using the same control points). One must also make sure that it was built with a piece of equipment that is traceable to a known standard.
A number of methods are available for the laboratory. Some evaluation methods can be quite accurate but cumbersome to use on a remote site. In practice, an object that is distinct from the calibration equipment and for which the accuracy is ten times better than that of the range camera will be employed in such an evaluation. Unfortunately, it is not easy to bring to a site an evaluation object, especially if it has to be accurate. For instance, a ball bar made of a stable material with a low thermal dilatation coefficient, e.g., Invar (linear coefficient of 2 ppm/ o C) can be used as a compact traveling standard. Figure 2 shows a photograph of a ball bar made of a very stable material. This type of object can be used to verify the accuracy of a range camera. A laboratory at the Institute for Information Technology (IIT) of the NRC has been dedicated to calibration and evaluation of machine vision sensors and systems (see Figure 3a) . The objectives are 1) to perform precise calibration of various types of sensors and systems, 2) to monitor sensor stability over time and under variations in environmental conditions such as temperature and ambient light, 3) to evaluate system geometric measurement accuracy on a wide range of specially designed standard objects and high-precision positioning devices, and, 4) to validate computer vision algorithms, such as target and edge measurement, multi-view registration, model-based recognition, and sensor fusion. Objects with known features and surfaces were manufactured from stable materials, with tight tolerances and measured with a CMM calibrated to 1 μm in NRC's standards laboratory (INMS). Some of these objects are used for calibration and evaluation of vision systems (see Figure 3b) . Figure 4a ) and b) show two more test objects that can be used to evaluate the performance of a range camera. The cost of test objects depend on the material used as well as the care that was put in their construction and certification. Furthermore, the algorithms applied to the raw range measurements obtained from the range camera will have an impact on the uncertainty attached to the whole measurement chain.
PERFORMANCE EVALUATION OF 3D VISION SYSTEMS

Laser beam/non-coherent light propagation and spatial resolution
Optical triangulation resolution is limited by the diffraction of the laser light. Even in the best emitting conditions (single mode) the laser light does not maintain collimation with distance. In fact, the smaller the laser beam, the bigger is the divergence produced by diffraction. Figure 5 illustrates that constraint. The solid line shows the relationship between the X and Y axes (direction perpendicular to the laser projection) and the physical dimensions of the object to be scanned (axis marked 'Volume'). A detailed analysis of this propagation property can be found in [3, 14] . Triangulation sensors based upon fringe projection will suffer from a similar effect. The requirements for a small aperture (f-number) for sharp focusing over large distances, a high signal-to-noise ratio and compactness are all conflicting requirements that limit both depth of field and spatial resolution. No curve is given here but we should expect that for a given measurement volume similar curves could be generated. 
Measurement uncertainty
Diffraction limits impose a constraint on the resolving power along the X and Y-axes as described above, but along the range axis (Z) one could expect a continuous improvement as the amount of laser power is increased or if smaller pixels are used on the position sensor [16] . Unfortunately this is not the case; indeed the coherence of the laser light produces damaging interference effects that limit the resolving power of a position sensor. This is known as the speckle effect and typically (for visible wavelength) it limits the position sensitivity to about 2-5 µm. When this figure is projected back into the scene it often means hundreds of micrometers. It is important to remember this limitation (doted line in Figure 5 ). For fringe projection systems though no speckle is present (in normal operating conditions) defocusing will limit the ability of the system to measure shape accurately especially away from the best focus point. Lack of fringe pattern sharpness will limit their accurate extraction. When high levels of ambient light are present, laser-based systems are the preferred choice. 
Test Results
The resolution and uncertainty tests were performed on a typical object produced from a design house. The sugar bowl or sugar container (designed by Alessi) shown on Figure 6 was measured with six different triangulation-based active 3D vision systems. Four of the systems are laser-based and the other two, fringe projection-based. In this paper, we could have listed the range cameras model and make used, but instead, we decided not to mention them so we could concentrate on the real issues, i.e., the understanding of camera specifications through a comparative experiments. The other important point is that given that there is no recognized international standard to evaluate and certify range cameras, then camera manufacturers or users could criticize the following test measurements. The authors hope that these criticisms can be constructive and can spark a dialogue between manufacturers, user groups and certification agencies. In the end, a user can ask the legitimate question, "Why can't I go through all the specifications given by manufacturers and be able to compare those commercial range cameras knowing that the definitions are the same?".
Let us start by a description of the experiment. The sugar container was measured by either the scanner manufacturer or by a service provider. Table 1 gives the average spatial sampling on the surface using the different range cameras. The sampling was recovered by looking at the meshes obtained from each range image. System A could measure a volume slightly larger that the test object. The other five systems have a volume smaller than the object. The standoff distance was picked so that the range uncertainty is optimal for each system. Looking at the table, one can expect that system D can measure edges with a much better resolution (sharpness) than the other five systems. That system was built by and is used by the NRC-IIT for special projects. Table 1 . Best spatial sampling possible with the six systems (as given by the mesh). In a separate experiment, the actual system spatial resolution was evaluated using a T-10 resolution chart (see Figure 7) . This type of chart shows in one image (intensity image acquired along with the range image) the spatial resolution in X and Y. One line pair represents a combination of one dark and one light line. Figure 7a) shows the image generated by the laser scanner B. On Figure 7b) , results of the same experiment that was conducted on the laser scanner C is shown. A closer look at the region of 3.2 line-pair per mm (LPM) is given for each scanner. Scanner B (Figure 7c) gives a completely out of focus image. Instead, system C ( Figure 7d ) gives a fairly good image but one sees that one axis (vertical bars) is sharper that the other (horizontal bars right under the number 3.2). The resolution along both axes of system B does not exceed 1.6-1.8 PLM (or close to 275-300 μm) as opposed to C, which is about 2.8-3.2 LPM (or 150-175 μm). It was found that the spatial resolution marked on the commercial systems specification sheet is usually optimistic by a factor of about two compared to the measured one. Figure 8 shows qualitatively the level of noise (uncertainty) as well as the spatial resolution using synthetic shadings. Systems A and B were discarded for the application because of the rather high level of noise appearing on the surfaces and the lack of sharpness on the edges. System C gave an alignment uncertainty between two range images in the order of 33 μm (histogram not shown here). The edges are also well defined with this system. The fringe projection system 1, was discarded because of the lack of sharpness. The measurement uncertainty histogram obtained after aligning two 3D images from laser system D and two 3D images from fringe projection system 2 are reported Figure 9a ) and b) respectively. The range uncertainty is about the same but what distinguishes (or separates) the two systems from each other is the high spatial resolution, which is noticeable on edges Figure 8d ). System C gave very good spatial resolution results though the alignment error is about 3 times larger than for the laser camera model C and the fringe projection system 2. In the end, the laser camera model C was chosen because the laser camera model D is not available commercially and the fringe projection system 2 cost including maintenance was about 4 times the cost of C. We discussed uncertainty (noise) that represents the random part of the total system errors. The other part that is as important is known as the systematic error. Both laser-based and fringe projection-based systems exhibit this type of error to different degrees and for different reasons. One that is common to both is the presence of waves in the raw 3D images. They can be removed by proper sensor design or filtering the raw 3D images. Unfortunately, filtering will altar the spatial resolution. These waves or undulations are shown in Figure 10 . To check this phenomenon, a second object was used. It is a lemon juicer made of metal Figure 10b ) (designed by Alessi). A close-up of two aligned views showing an undulation pattern is visible on Figure 10c ). These images were obtained after requesting raw (un-filtered) test scans from one of the manufacturer. Figure 10d ) shows the filtered model where the waves are now gone. Filtering as a preprocessing step can be very useful to remove undesired systematic errors or acquisition artifacts like those left by fiducial markings (see Figure 8f ). But one must keep in mind that edge quality or even surface continuity might suffer greatly in the process. 
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CONCLUSION
Recent technological advances have made possible the construction of reliable and accurate three-dimensional active range cameras. Consequently, both research laboratories and companies have developed many three-dimensional data acquisition systems. Though the optical principles are rather simple, the specifications stated by the manufacturers of these cameras still create a lot of confusion. The purpose of measuring 3D objects could be for documentation, inspection or visualization and possibly all of them. But for industrial design, 3D acquisition is used to acquire mainly the shape of objects (rarely of its appearance, i.e. Color). Essentially, the goal is to re-design a particular object or to find a mathematical model (e.g., fitting of NURBS) to a physical object. For industrial design applications both high quality surfaces and sharp edges are required. Therefore such requirements are very demanding on range cameras. We reviewed some of the basic characteristics like measurement uncertainty, spatial resolution and evaluating accuracy. A number of results were given after conducting tests on six close range active 3D vision systems where five of them are commercially available. More tests will be required to provide a clearer picture of the whole assortment of active 3D vision systems available for industrial design applications and other industrial or non-industrial applications. A standard for range cameras would have to address the whole measuring chain from acquisition, processing, to methodology and obviously it must deal with the user skill level.
