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Abstract
The gluon tree amplitudes of open twistor string theory, defined as contour integrals over
the ACCK link variables, are shown to satisfy the BCFW relations, thus confirming that
they coincide with the corresponding amplitudes in gauge field theory. In this approach,
the integration contours are specified as encircling the zeros of certain constraint functions
that force the appropriate relation between the link variables and the twistor string world-
sheet variables. To do this, methods for calculating the tree amplitudes using link variables
are developed further including diagrammatic methods for organizing and performing the
calculations.
1 Introduction
In this paper we demonstrate that all gluon tree amplitudes in open twistor string theory
[1]–[3] are identical with the corresponding amplitudes in N = 4 super Yang-Mills theory.
To do this we develop further the approach we used in [4, 5] to evaluate amplitudes in
twistor string theory using the link variables of Arkani-Hamed, Cachazo, Cheung and Kaplan
(ACCK) [6, 7] (see also [8, 9, 10]). In particular, in [5], we explicitly evaluated all split-helicity
tree amplitudes in twistor string theory and showed that this class of amplitudes coincides
with the corresponding amplitudes in Yang-Mills theory, by using the Britto-Cachazo-Feng-
Witten (BCFW) relations [11, 12], which effectively determine all gluon tree amplitudes in
Yang-Mills theory in terms of three point functions.
The proof of the BCFW relations [12] proceeds by making a shift, linear in a complex variable
z, in two of the momenta on which the amplitude depends and writing the amplitude as a
sum over residues of its poles as a function of z. We use the fact that this shift is equivalent
to a shift by z in just one of the link variables, to analyze poles of the contour integral
expression for the twistor string tree amplitude, viewed as a function of z, identifying the
location of the poles and calculating the residues to produce exactly the terms in the BCFW
relation.
We begin section 2 by reviewing the introduction of the link variables cir and the how the
general twistor string gluon tree amplitude can be expressed as a contour integral over these
variables with the contour drawn precisely to encircle the poles provided by zeros of certain
constraint functions, sextic in the cir, in the denominator of the integrand. (The constraint
functions reflect the relation of the link variables to the independent world-sheet variables
describing the twistor string.) The contour must include the complex zeros of the constraints
in order to produce the tree amplitudes of gauge theory, which are rational functions of the
momenta (restricting to just the real roots would yield an irrational amplitude in general),
but exclude roots where any of the cir are zero, which are ‘spurious’ contributions [4, 8, 13].
A proof of the BCFW relation for tree amplitudes in twistor string theory at the level of the
string path integral has been given by Skinner [14], following [15]. Here we establish this
relation for the twistor string gluon tree amplitudes defined as integrals over link variables
over the contours just described.
In section 3, we discuss the form of the integrand function, F , for the general gluon tree
amplitude, which we find convenient to write as a function G multiplied by the numerator
function, F split, for the corresponding split-helicity amplitude. We give simple rules for
writing G down in the general case in terms of a line that snakes through a tabular graph
whose rows are labeled by the positive helicities and whose columns are labeled by the
negative felicities. The poles in F can be characterized in terms of the ‘snake’ line.
Using these results, we list in section 4 the points in the space of link variables that correspond
to poles of the amplitude, dividing these into four classes labeled (A), (B), (C) and (D), and
determining the corresponding location of the pole in z. This enables us to state in our
notation the BCFW relation that we are trying to prove. In sections 5, 6 and 7, we calculate
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the contributions of classes (A) and (B), of class (C), and of class (D), respectively, showing
that these provide exactly all the terms in the BCFW relation (4.25). Then, in section
8, we complete the proof of the relation by confirming that there are no other residues
contributing to it. The results of the paper and their implications are reviewed in section 9.
The representations of amplitudes developed here may lead to simple explicit representations
and diagrammatic rules for gluon tree amplitudes and approaches to studying loop amplitudes
in twistor string theory [16]–[23].
In Appendix A a number of forms for the function G are derived in terms of rules applied to
the ‘snake line’, while Appendix B gives Jacobians necessary to evaluate the various classes
of residues; and in Appendix C, we outline diagrammatic methods that help organize and
facilitate calculations of twistor string amplitudes.
2 Twistor String Amplitudes
We consider a twistor string tree amplitude for N gluons, with momenta pα and helicities
ǫα, 1 ≤ α ≤ N . We suppose that there are m positive helicity gluons, labeled i1, . . . , im, and
n negative helicity gluons, labeled r1, . . . , rn, where the helicities of the same sign are not
in general adjacent, and N = m+ n. Write I = {i1, . . . , im} and R = {r1, . . . , rn}; and the
gluon momenta paαa˙ = π
a
απαa˙. The link variables cir, i ∈ I, r ∈ R satisfy the 2(m + n) linear
equations
πi =
∑
r∈R
cirπr πr = −
∑
i∈I
πicir. (2.1)
where we have suppressed the spinor indices. (See [16, 4] for our conventions.) These equa-
tions are not independent because they imply momentum conservation [6], and for momenta
satisfying this consistency condition they provide 2(m + n)− 4 constraints on the mn vari-
ables cir, leaving NR = (m− 2)(n − 2) independent degrees of freedom, which can be taken
to be ciarb , 2 ≤ a ≤ m− 1, 2 ≤ b ≤ n− 1.
In [4], we showed how to write the general twistor string gluon tree amplitude ,
MA1A2...ANmn (p1, p2, . . . pN ) = f
A1A2...AN δ4
(∑
α
παπα
)
Mmn(p1, p2, . . . pN ), (2.2)
where the sum α is over both positive and negative helicities, in terms of a contour integral
Mmn = Kmn
∮
O
Fmn(c)
m−1∏
a=2
n−1∏
b=2
dciarb
Cab
. (2.3)
taken around a contour encircling the simultaneous zeros of the NR constraint functions Cab,
which are defined by
Cab ≡ C
ia−1iaia+1
rb−1rbrb+1
= 0, 2 ≤ a ≤ m− 1, 2 ≤ b ≤ n− 1, (2.4)
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where
Cijkrst =
∣∣∣∣∣∣
ciscit citcir circis
cjscjt cjtcjr cjrcjs
cksckt cktckr ckrcks
∣∣∣∣∣∣ (2.5)
= citckrc
ij
rsc
jk
st − circktc
jk
rsc
ij
st, (2.6)
where
cijrs = circjs − ciscjr. (2.7)
The NR constraints (2.4) imply that the general constraint (2.5) vanishes for any i, j, k ∈ I,
and r, s, t ∈ R. The contour O should exclude any zero of the constraints at which any of
the cir is zero [4].
The functions Fmn(c) are simple rational functions of the cir described in section 3, and the
constant
Kmn = 〈r1, rn〉
2−m[i1, im]
2−n, (2.8)
where 〈α, β〉 ≡ 〈πα, πβ〉, [α, β] ≡ [πα, πβ]. In (2.3) the variables ciarb for a = 1,m or b = 1, n
are determined in terms of terms of the integration variables ciarb , 2 ≤ a ≤ m− 1, 2 ≤ b ≤
n−1, using the momentum constraints (2.1). [The constraints of the form (2.4) were termed
‘contiguous constraints’ in [5] and what we have called F (c) here was termed Fˆ (c) there.]
Following [12], we consider making a shift in momentum by sending
πi1 7→ πi1(z) = πi1 + zπrn , πrn 7→ πrn(z) = πrn − zπi1 , (2.9)
and leaving the other πα, α 6= i1 and πβ, β 6= rn, unchanged,
πα 7→ πα(z) = πα + zπrnδαi1 , πβ 7→ πβ(z) = πβ − zπi1δβrn . (2.10)
The corresponding amplitude, which we shall denote Mmn(z) is given by (2.3) but where
now the variables ciarb are subjected to constraints given by the shifted momenta. If we use
c˜iarb for the expression for the link variables in the expression for Mmn(z), we have
Mmn(z) = Kmn
∮
O
Fmn(c˜)
m−1∏
a=2
n−1∏
b=2
dc˜iarb
Cab(c˜)
. (2.11)
where
πi + zπrnδii1 =
∑
r∈R
c˜irπr πr − zπi1δrrn = −
∑
i∈I
πic˜ir. (2.12)
We can shift the dependence on z from the momentum constraints into the integrand by
noting that if we write cir = c˜ir − zδii1δrrn the shifted constraints (2.12) become just the
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original momentum constraints (2.1). Thus, writing
cir(z) ≡ c˜ir = cir + zδii1δrrn , (2.13)
Mmn(z) = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
, (2.14)
where the variables cir (rather than cir(z)) are subject to the momentum constraints (2.1).
In other words, Mmn(z) can be computed from (2.3) by just making the simple shift
ci1rn 7→ ci1rn + z (2.15)
throughout the integrand (but not the momentum constraints) and leaving all the other cir
unchanged.
The rational function F (c), defined in section 3, does not involve ci1rn in its numerator (and
only rarely in its denominator) and the only constraint function to involve ci1rn is C2,n−1,
which is linear in the variable z. In consequence, Mmn(z) decreases as z → ∞ at least as
fast as z−1, and, since it will be seen to be meromorphic, we can write it as the sum of the
residues Mzimn at its poles zi,
Mmn(z) =
∑
zi
Mzimn
z − zi
so that Mmn =Mmn(0) = −
∑
zi
1
zi
Mzimn. (2.16)
We shall show that, as would be hoped, the terms in this expression for Mmn are just those
in the BCFW relation for gluon tree amplitudes in Yang-Mills theory, so that, given the
equalities already established for three-point functions, the gluon tree amplitudes are the
same in twistor string theory and Yang-Mills theory.
3 The Form of Fmn(c)
The form of Fmn(c) for a general gluon tree amplitude was calculated in [4] but using a
different form of the constraint functions Cab from that specified by (2.4). The form appro-
priate to the choice (2.4) can be calculated using the method employed in [5] to calculate
it for contiguous constraints in the split-helicity case, where all the helicities of the same
sign are adjacent. Alternatively, the calculation may be performed more quickly, by noting
that the ratio of the functions Fmn(c) appropriate for two different choices of constraints
is independent of the order of the helicities. Thus, for a given order of helicities, we can
obtain Fmn(c) by multiplying the form given in [4] by the ratio of the function F
split
mn (c) for
split-helicity amplitudes appropriate to contiguous constraints to the corresponding form for
split-helicity amplitudes given in [4]. Thus
Fmn(c) = Gmn(c)F
split
mn (c) (3.1)
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where Gmn(c) is the function for the amplitude divided by that for the split-helicity ampli-
tude, which can be calculated using any choice of constraints.
From equation (13) of [5], we have
F splitmn (c) =
1
ci1i2r1r2c
im−1im
rn−1rn
m−2∏
a=2
n−2∏
b=2
ciaia+1rbrb+1ciarbcia+1rb+1
m−2∏
a=2
ciar1cia+1rn
n−2∏
b=2
ci1rbcimrb+1
m−1∏
a=2
n−1∏
b=2
ciarb .
(3.2)
Consider an amplitude, with m positive helicities and n negative helicities, where i1 = 1
and rn = m+ n, with the first m1 helicities being positive, the next n1 being negative, the
next m2 −m1 being positive, the next n2 − n1 being negative, and so on until we end with
mp−mp−1 positive helicities followed by np−np−1 negative heliciites. Thus p is the number
of strings of adjacent positive helicities, and so also the number of strings of adjacent negative
helicities, mp = m,np = n and we write m0 = n0 = 0. Then, from [4],
Gmn(c) =
1
cimr1
p∏
e=1
cimerne−1+1
p−1∏
e=1
c
ime ime+1
rnerne+1
cimerne cime rne+1cime+1rne+1
. (3.3)
We have assumed that the first helicity is positive and the last helicity is negative. We can
always arrange that this is the case by taking a suitable starting point for numbering the
gluons. We give a proof of (3.3) in Appendix A and also expressions for Gmn(c) that begin
or end with other helicities.
We can label this amplitude by a diagram consisting of a rectangular array of squares with m
rows and n columns, labeled by the positive and negative helicities, on which we draw a line
which snakes from the top left hand corner to the bottom right hand corner, first taking m1
steps downwards, then n1 steps to the right, followed by m2 −m1 steps downward and then
n2 − n1 to the right and so on until the bottom right hand corner is reached with n− np−1
steps to the right. Such a diagram has corners at points with coordinates (me, ne−1), 1 ≤
e ≤ p, relative to axes pointing downwards and to the right, and at points with coordinates
(me, ne), 1 ≤ e ≤ p−1. With a corner of the first type we associate a factor of cime rne−1+1 , and
with a corner of the second type we associate a factor of c
ime ime+1
rnerne+1 /cime rne cimerne+1cime+1rne+1 .
Gmn(c) is the product of these factors divided by cimr1 .
i1
i2
i3
i4
i5
i6
i7
r1 r2 r3 r4 r5 r6 r7 r8
✉
✉ ✉ ✉ ✉
✉
✉ ✉ ✉
❤ ❤ ❤
❤
❤ ❤ ❤ ❤
❤
Figure 1
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Figure 1 illustrates this diagram for a 15-point amplitude with helicities
(+,+,+,−,−,−,−,+,+,−,−,−,+,+,−) (3.4)
for which p = 3.
The contributions to the BCFW recursion for the Yang-Mills tree amplitude with these
helicities can be labeled by points on the ‘snake’ line. The contribution associated with
a point α steps along the ‘snake’ corresponds to the product of gluon tree amplitudes with
helicities (ǫ1, . . . , ǫα, ǫ) and (−ǫ, ǫα+1, . . . , ǫN ), for ǫ = ±1; we shall refer to those with ǫ = −1
as negative helicity contributions and those with ǫ = +1 as positive helicity contributions.
Not all of these contributions are nonzero. In the case illustrated in Figure 1, the nonzero
negative helicity contributions have been indicated by solid (salmon) circles and the nonzero
positive helicity contributions by open (green) circles. More generally, the point (m′, n′) on
the ‘snake’ corresponds to a nonzero negative helicity contribution if
(m′, n′) = (2, 0) or (m,n − 2) or 2 ≤ m′ ≤ m− 1 and 1 ≤ n′ ≤ n− 2 (3.5)
and to a nonzero positive helicity contribution if
(m′, n′) = (1, 1) or (m− 1, n − 1) or 1 ≤ m′ ≤ m− 2 and 2 ≤ n′ ≤ n− 1. (3.6)
We shall show that we get precisely these contributions for the twistor string tree amplitudes
in the expansion (2.16).
In general, the factors in the denominator of Gmn(c) (3.3), other than cimr1 , are canceled
by factors in the numerator of F splitmn (c) (3.2) so, typically, the denominator of Fmn(c) is
cimr1c
i1i2
r1r2
c
im−1im
rn−1rn . More specifically, the singularities of Fmn(c) are at:
(a) ci1i2r1r2 = 0 unless m1 = n1 = 1;
(b) cim−1imrn−1rn = 0 unless mp−1 = m− 1, np−1 = n− 1;
(c) cimr1 = 0 unless p = 1; (3.7)
and, exceptionally, they are at:
(d) ci1rn−1 = 0 if m1 = 1 and n1 = n− 2 or n− 1;
(e) ci2rn = 0 if mp−1 = 1 or 2 and np−1 = n− 1;
(f) ci1rn = 0 if p = 2, m1 = 1, n1 = n− 1, m2 = m and n2 = n. (3.8)
4 The Poles in Mmn(z)
For any value of z, Mm,n(z), as defined by (2.14),
Mmn(z) = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
,
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receives contributions from the points which are the common solutions of the NR = (m −
2)(n − 2) constraints Cab(c(z)) = 0 and the momentum constraints (2.1), which provide the
2(m + n) − 4 additional conditions necessary to determine all the mn variables ciarb . The
contour O is defined as encircling these solutions but excluding ones at which, for generic
momenta, any of the ciarb vanish, which correspond to spurious solutions [4].
Poles ofMm,n(z) in z will arise when, as z varies, the contour O is pinched between a pole of
the integrand, corresponding to one of the factors, d(z), say, in the denominator of Fmn(c(z)),
and the poles corresponding to the vanishing of the constraints Cab. The residue of such a
pole, at z = zi, say, will be given by
ResziMmn = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
dz, (4.1)
where the contour O encircles the solutions of
d(z) = 0; Cab(z) = 0, 2 ≤ a ≤ m− 1, 2 ≤ b ≤ n− 1, (4.2)
at z = zi. The locations, zi, of the poles are determined by the intersection of the (2(m+n)−
4)-dimensional surfaces of solutions to (4.2) with the hyperplane specified by the momentum
constraints (2.1). [Note that, although zeros of the constraints at which one of the cir vanishes
are excluded from O at z = 0, zeros of the cir can develop at the pinch corresponding to
a pole at z = zi, and we shall see that this is typically the case.] In section 8, we analyze
the possible (2(m + n) − 4)-dimensional surfaces of solutions to (4.2). Here we discuss the
general form of what results.
(A) If we consider the pole in the integrand given by (3.7(a)), ci1i2r1r2 = 0, the corresponding
solutions satisfy
ci1i2rbrb+1(z) = 0, 1 ≤ b ≤ n− 1; Cab = 0, 3 ≤ a ≤ m− 1, 2 ≤ b ≤ n− 1. (4.3)
(B) Similarly, if we consider the pole given by (3.7(b)), c
im−1im
rn−1rn = 0, the corresponding
solutions satisfy
ciaia+1rn−1rn(z) = 0, 1 ≤ a ≤ m− 1; Cab = 0, 2 ≤ a ≤ m− 1, 2 ≤ b ≤ n− 2. (4.4)
(C) If we consider the the pole given by (3.7(c)), cimr1 = 0, there is a range of potential
solutions, labeled by integers (m′, n′), 2 ≤ m′ ≤ m− 1, 1 ≤ n′ ≤ n− 2, satisfying
ciarb = 0, m
′ < a ≤ m, 1 ≤ b ≤ n′; ciaia+1rbrb+1(z) = 0, 1 ≤ a < m
′, n′ < b < n;
Cab = 0, 2 ≤ a ≤ m
′ − 1, 2 ≤ b ≤ n′ or m′ < a ≤ m− 1, n′ + 2 ≤ b ≤ n− 1. (4.5)
Not all these solutions, (A), (B), (C), will give nonzero residues for a particular amplitude.
We shall see those of classes (A), (B) or (C) will if the ‘snake’ line associated with the
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amplitude, defined in section 3, contains the point (2, 0), (m,n − 2) or (m′, n′), respectively.
These residues correspond precisely to the negative helicity contributions to the BCFW
relations.
(D) There is a fourth class of potential solutions, labeled by integers (m′, n′), 1 ≤ m′ ≤
m− 2, 2 ≤ n′ ≤ n− 1, or (m′, n′) = (1, 1) or (m− 1, n− 1), satisfying
ciarb(z) = 0, 1 ≤ a ≤ m
′, n′ < b ≤ n; ciaia+1rbrb+1 = 0, m
′ < a < m, 1 ≤ b < n′;
Cab = 0, 2 ≤ a ≤ m
′, 2 ≤ b ≤ n′ − 1 or m′ < a ≤ m− 1, n′ + 1 ≤ b ≤ n− 1. (4.6)
The solutions in this class will give nonzero residues if the ‘snake’ line contains the point
(m′, n′) and they correspond precisely to the positive helicity contributions to the BCFW
relations as listed in section 3. They correspond to residues associated with pinches with the
poles given by (3.8(d,e,f)) and also spurious contributions.
Each of these four classes of solutions fit into the following framework. We divide the positive
indices I into two complementary subsets I1, I2, and R into two complementary subsets
R1, R2 and impose the following conditions
cir(z) = 0, i ∈ I2, r ∈ R1; c
ij
rs(z) = 0, i, j ∈ I1, r, s ∈ R2; (4.7)
Cijkrst = 0, i, j, k ∈ I1, r, s, t ∈R1 or i, j, k ∈ I¯2, r, s, t ∈ R2, (4.8)
where R1 is defined by appending to R1 a point of R2 and I¯2 is defined by appending to I2 a
point of I1. We stipulate that either i1 ∈ I2 and rn ∈ R1 or i1 ∈ I1 and rn ∈ R2, so that one
of the conditions (4.7) involves z (but none of those in (4.8) do). The two sets of conditions
Cijkrst = 0 in (4.8) contain (m
′ − 2)(n′ − 1) and (m′′ − 1)(n′′ − 2) conditions respectively,
where m′, n′,m′′, n′′ denote the number of elements of I1, I2, R1, R2, respectively, so that
m′ +m′′ = m and n′ + n′′ = n. The total number of independent conditions provided by
(4.7) and (4.8) is NR + 1.
The equations (4.7) determine the value of z at which any pole associated with these condi-
tions occurs. It follows from equations (2.10), (2.12) and (2.13) that
πi(z) =
∑
r∈R
cir(z)πr(z), πr(z) = −
∑
i∈I
πi(z)cir(z). (4.9)
Let us consider the implications of the conditions (4.7) for these equations, for convenience
temporarily suppressing the dependence on z. The conditions cijrs = 0, i, j ∈ I1, r, s ∈ R2
enable us to write
cir = λiµr, i ∈ I1, r ∈ R2, for some λi, µr. (4.10)
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The relations (4.9) become:
for i ∈ I1, πi =
∑
r∈R1
cirπr + cir0πr0 , where cir0 = λi, πr0 =
∑
r∈R2
µrπr;
for r ∈ R1, πr = −
∑
i∈I1
πicir, and set πr0 = −
∑
i∈I1
πiλi = −
∑
i∈I1
πicir0 ;
for r ∈ R2, πr = −πi0ci0r −
∑
i∈I2
πicir, where ci0r = µr, πi0 =
∑
i∈I1
πiλi;
for i ∈ I2, πi =
∑
r∈R2
cirπr, and set πi0 =
∑
r∈R2
µrπr =
∑
r∈R2
ci0rπr. (4.11)
So, if we adjust the definitions above by writing R1 = R1 ∪ {r0} and I¯2 = I2 ∪ {i0}, the
conditions (4.9) are satisfied with I and R replaced with I1 and R¯1, respectively, or with I¯2
and R2, respectively. Note that πi0 = πr0 and πi0 = −πr0 .
In the cases (A), (B) and (C),
I1 = {i1, . . . , im′}, R1 = {r1, . . . , rn′}, I2 = {im′+1, . . . , im}, R2 = {rn′+1, . . . , rn},
(4.12)
with R1 = Ø in case (A) and I2 = Ø in case (B). In these cases, the conditions associated with
I1, R¯1 are those appropriate to an amplitude with helicities (m
′, n′ + 1) and the conditions
associated with I¯2, R2 are those appropriate to an amplitude with helicities (m
′′ + 1, n′′), as
is appropriate for negative helicity contributions.
In the case (D),
I2 = {i1, . . . , im′}, R2 = {r1, . . . , rn′}, I1 = {im′+1, . . . , im}, R1 = {rn′+1, . . . , rn}.
(4.13)
In this case, the conditions associated with I¯2, R2 are those appropriate to an amplitude with
helicities (m′ + 1, n′) and the conditions associated with I1, R¯1 are those appropriate to an
amplitude with helicities (m′′, n′′ + 1), as is appropriate for positive helicity contributions.
Because the conditions (4.9) guarantee momentum conservation,∑
i∈I1
πiπi +
∑
r∈R1
πrπr = −πr0πr0 = πi0πi0 = −
∑
i∈I2
πiπi −
∑
r∈R2
πrπr. (4.14)
Restoring the explicit dependence on z, we can determine its value by squaring (4.14). This
gives
z = zA ≡ sA/[i1|PA|rn〉, (4.15)
where
sA =
(∑
α∈A
pα
)2
, [i1|PA|rn〉 =
∑
α∈A
[i1, α]〈α, rn〉 (4.16)
and A = I1 ∪ R1 if i1 ∈ I1 and A = I2 ∪ R2 if i1 ∈ I2. In each of the four cases (A) to (D)
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described above, A = {i1, . . . , im′ , r1, . . . , rn′}, and so, in these cases, as in [12],
z = zm′n′ ≡ sm′n′/[i1|Pm′n′ |rn〉 (4.17)
where sm′n′ = (pi1 + . . .+ pim′ + pr1 + . . .+ prn′ )
2 and Pm′n′ is similarly defined.
Noting that
πia(zm′n′) = πia + zm′n′πrnδa1, πia(zm′n′) = πia , 1 ≤ a ≤ m,
πrb(zm′n′) = πrb , πrb(zm′n′) = πrb − zm′n′πi1δbn, 1 ≤ b ≤ n, (4.18)
in cases (A), (B) and (C), the momenta associated with the (m′, n′ + 1) amplitude are:
πia(zm′n′), πia(zm′n′), 1 ≤ a ≤ m
′; πrb(zm′n′), πrb(zm′n′), 1 ≤ b ≤ n
′; πr0 , πr0 ; (4.19)
the momenta associated with the (m′′ + 1, n′′) amplitude are:
πi0 , πi0 ; πia(zm′n′), πia(zm′n′),m
′ < a ≤ m; πrb(zm′n′), πrb(zm′n′), n
′ < b ≤ n; (4.20)
in case (D), the momenta associated with the (m′ + 1, n′) amplitude are:
πia(zm′n′), πia(zm′n′), 1 ≤ a ≤ m
′; πrb(zm′n′), πrb(zm′n′), 1 ≤ b ≤ n
′; πi0 , πi0 ; (4.21)
the momenta associated with the (m′′, n′′ + 1) amplitude are:
πr0 , πr0 ; πia(zm′n′), πia(zm′n′),m
′ < a ≤ m; πrb(zm′n′), πrb(zm′n′), n
′ < b ≤ n; (4.22)
where, by (4.14),
πi0 = πr0 = κPm′n′ |i1], πi0 = −πr0 = ∓κ¯Pm′n′ |rn〉, (4.23)
[i1, i0]〈r0, rn〉 =[i1|Pm′n′ |rn〉 = (κκ¯)
−1. (4.24)
where we take the upper sign in (4.23) in cases (A), (B) and (C), and the lower sign in case
(D).
The BCFW [11, 12] relations that we are seeking to prove may now be stated as
Mmn =
∑
(m′,n′)
1
sm′n′
[
Mm′,n′+1Mm′′+1,n′′ +Mm′+1,n′Mm′′,n′′+1
]
(4.25)
where the sum is over the points (m′, n′) on the ‘snake’ line specified by (3.5) and (3.6); and
the arguments of Mm′,n′+1 and Mm′+1,n′ are pαi(zm′n′) = παiπαi(zm′n′), 1 ≤ i ≤ m
′ + n′,
together with πr0πr0 in former case and πi0πi0 in the latter case, while the arguments of
Mm′′+1,n′′ and Mm′′,n′′+1 are pαi(zm′n′) = παi(zm′n′)παi ,m
′ + n′ < i ≤ N , together with
πi0πi0 in former case and πr0πr0 in the latter case. For a given (m
′, n′), the first term in
the sum will be present only if there is a negative helicity contribution corresponding to this
point on the ‘snake’ line and the second only if there is a positive helicity contribution.
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5 Contributions of Types (A) and (B)
In the split-helicity case, which we discussed in [5], there are only two contributions to (4.25),
a negative helicity corresponding to the point (2, 0) on the ‘snake’ line, and a positive helicity
contribution corresponding to (m,n − 2). For a general amplitude, we see from (3.5) that
(4.25) will contain a contribution corresponding to (2, 0) provided that m1 > 1 and, from
(3.6), a contribution corresponding to (m,n− 2) provided that np−1 < n− 1. In this section,
we shall show that, under these conditions, the type (A) contribution given by (4.3) and the
type (B) contribution given by (4.4) provide the appropriate terms in (4.25).
In (3.7(a)), we noted that the denominator of Fmn(c) = Gmn(c)F
split
mn (c) has a factor c
i1i2
r1r2
unless m1 = n1 = 1. In the case that it has such a factor, Mmn(z) has a pole at z = z20,
defined by (4.17), with residue given by (4.1),
Resz20Mmn = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
dz,
where the contour O encircles ci1i2r1r2 = 0 and the zeros of the Cab. From (2.6),
C22 = C
i1i2i3
r1r2r3
= ci1r3ci3r1c
i1i2
r1r2
ci2i3r2r3 − ci1r1ci3r3c
i2i3
r1r2
ci1i2r2r3 = −ci1r1ci3r3c
i2i3
r1r2
ci1i2r2r3 (5.1)
at ci1i2r1r2 = 0, exposing a factor of c
i1i2
r2r3
in the denominator of Fmn(c(z)), unless it is cancelled
by a similar factor in the numerator. From (3.1) and (3.3), there will be such a factor if and
only if m1 = 1, n1 = 2. Proceeding iteratively in this way for 2 ≤ b ≤ n− 1, at c
i1i2
rb−1rb
= 0,
C2b = C
i1i2i3
rb−1rbrb+1
= −ci1rb−1ci3rb+1c
i2i3
rb−1rb
ci1i2rbrb+1 , (5.2)
producing a factor of ci1i2rbrb+1 in the denominator of the integrand unless m1 = 1, n1 = b. If
m1 = 1, then n1 = b for some b with 2 ≤ b ≤ n − 1, so one of the poles at c
i1i2
rb−1rb
= 0 will
be cancelled unless m1 > 1. Note that, for b = n − 1, the final factor in (5.2) should be
ci1i2rn−1rn(z). Then, for m1 > 1, performing the integrations with respect to c2b, 2 ≤ b ≤ n− 1,
and z,
Resz20Mmn = −Kmn
∮
O˜
F˜mn(c)
ci2rn−1J
A
m−1∏
a=3
n−1∏
b=2
dciarb
Cab(c)
, (5.3)
where the contour O˜ encircles the zeros of the Cab(c), J
A is the Jacobian of
ci1i2r1r2 , c
i1i2
r2r3
, . . . , ci1i2rn−2rn−1 with respect to ci2r2 , ci2r3 , . . . , ci2rn−1 , when c
i1i2
rbrb+1
= 0, 1 ≤ b ≤
n− 2, calculated in Appendix B(b), and
F˜mn(c) = Gmn(c)F
split
mn (c)c
i1i2
r1r2
n−1∏
b=2
1
ci1rb−1ci3rb+1c
i2i3
rb−1rb
= Gm−1,n(c)F
split
m−1,n(c)
1
ci1r1
n−1∏
b=1
ci2rb . (5.4)
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In (5.4), the arguments of F splitm−1,n(c) are cab, 2 ≤ a ≤ m, 1 ≤ b ≤ n, and Gm−1,n(c) = Gmn(c)
does not depend on c1b, 1 ≤ b ≤ n, as m1 > 1.
Defining cR2b = µb, c
R
ab = cab, 3 ≤ a ≤ m − 2, 2 ≤ b ≤ n − 2, where µb is as in (B.6), then
C2b(c) = λ
2
2C2b(c
R), F splitm−1,n(c) = λ
n−4
2 F
split
m−1,n(c
R), and Gm−1,n(c) = Gm−1,n(c
R). Writing
Fm−1,n(c
R) = Gm−1,n(c
R)F splitm−1,n(c
R),
Resz20Mmn =
Km−1,n
〈rn, r0〉λ1λ
2
2
∮
O˜
Fm−1,n(c
R)
m−1∏
a=3
n−1∏
b=2
dcRiarb
Cab(cR)
, (5.5)
where
Km−1,n = 〈r1, rn〉
3−m[i0, im]
2−n. (5.6)
From (4.11), λ1 = −[r0, i2]/[i1, i2], λ2 = [r0, i1]/[i1, i2], and using (4.24) together with πr0 =
−πi0 ,
Resz20Mmn = −
[i1, i2]
3
[i1|P20|rn〉[i1, r0][r0, i2]
Km−1,n
∮
O˜
Fm−1,n(c
R)
m−1∏
a=3
n−1∏
b=2
dcRiarb
Cab(cR)
,
= −
z20
s20
M2,1Mm−1,n, (5.7)
where the arguments of M2,1 and Mm−1,n are the momenta described in (4.19) and (4.20),
and we obtain the appropriate contribution to BCFW relation (4.25) whenever m1 > 1, i.e.
whenever the point (2, 0) lies on the ‘snake’ line described in section 3. Similarly, it can be
shown that, whenever the point (m,n− 2) lies on the ‘snake’ line,
Reszm,n−2Mmn = −
zm,n−2
sm,n−2
Mm,n−1M1,2, (5.8)
provides the appropriate contribution to (4.25).
6 Contributions of Type (C)
We now consider contributions to (2.16) arising from poles in Mmn(z) corresponding to the
pinching of a pole in Fmn(c(z)) at cimr1 = 0, as in (3.7(c)), with the contour in (2.14).
Fmn(c(z)) has such a pole provided that p > 1, that is in all cases except for split-helicity
amplitudes. The potential contributions of this form come from the solutions of the equations
(4.5)
ciarb = 0, m
′ < a ≤ m, 1 ≤ b ≤ n′; ciaia+1rbrb+1(z) = 0, 1 ≤ a < m
′, n′ < b < n;
Cab = 0, 2 ≤ a ≤ m
′ − 1, 2 ≤ b ≤ n′ or m′ < a ≤ m− 1, n′ + 2 ≤ b ≤ n− 1.
and are labeled by integers (m′, n′), 2 ≤ m′ ≤ m − 1, 1 ≤ n′ ≤ n − 2. We shall investigate
for which values of (m′, n′) these correspond to nonzero solutions, showing that this hap-
pens precisely when (m′, n′) lies on the ‘snake’ line, and that then it gives the appropriate
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contribution to the BCFW relation (4.25).
To evaluate the potential contributions (m′, n′) specified by (4.5), it is convenient to rewrite
(4.1),
Reszm′n′Mmn = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
dz, (6.1)
where now the contour O encircles cimr1 = 0 and the zeros of the constraints Cab, by rewriting
some of these constraints. The set of constraints
Cab ≡ C
ia−1iaia+1
rb−1rbrb+1
= 0, c ≤ a ≤ m− 1, 2 ≤ b ≤ d, (6.2)
is equivalent to the set
Cia−1iaia+1rb−1rbrb+1 = 0, c ≤ a ≤ m− 1, 2 ≤ b ≤ d, (a, b) 6= (c, d); C
ic−1icim
r1rdrd+1
= 0, (6.3)
so that, in effect, we have replaced the constraint Ccd ≡ C
ic−1icic+1
rd−1rdrd+1 = 0 with Ĉcd ≡ C
ic−1icim
r1rdrd+1 =
0. Using the techniques section of 2.1 of [5], we can calculate the Jacobian factor that needs
to be included if we make this replacement in (6.1),
m−1∏
a=c
d∏
b=2
1
Cab
→
[
cicimr1rd cic−1r1cimrd+1
c
icic+1
rd−1rdcic−1rd−1cic+1rd+1
]
1
Ĉcd
m−1 d∏∏
a=c b=2
(a,b) 6=(c,d)
1
Cab
(6.4)
For the purpose of evaluating the potential contribution (m′, n′) to (6.1), we shall divide the
constraints into four sets as in the products:
m−1∏
a=2
n−1∏
b=2
1
Cab
=
m′−1∏
a=2
n′∏
b=2
1
Cab
m−1∏
a=m′+1
n−1∏
b=n′+2
1
Cab
m−1 n′+1∏∏
a=m′ b=2
(a,b) 6=(m′,n′+1)
1
Cab
m′∏
a=2
n−1∏
b=n′+1
1
Cab
. (6.5)
The first two products will provide the constraints for subamplitudes Mm′,n′+1, Mm′′+1,n′′ ,
when the contribution is nonzero; the constraints in the last two products we shall rewrite
and simplify. The fourth product can be rewritten using (6.4), starting with C2,n−1 and
working towards Cm′,n′+1,
m′∏
a=2
n−1∏
b=n′+1
1
Cab
→
m′∏
a=2
n−1∏
b=n′+1
[
ciaimr1rb cia−1r1cimrb+1
c
iaia+1
rb−1rbcia−1rb−1cia+1rb+1
]
1
Ĉab
. (6.6)
As cimr1 → 0, Ĉab → −cimrbcimrb+1cia−1r1ciar1c
ia−1ia
rbrb+1 , c
iaim
r1rb
→ ciar1cimrb . In this way, we can
successively replace the condition Cab = 0 by c
ia−1ia
rbrb+1 = 0, the factors of c
iaia+1
rb−1rb in (6.6) cancel-
ing those in the numerator of F splitmn (c) and so in the numerator of Fmn(c) = Gmn(c)F
split
mn (c),
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unless Gmn(c) provides extra factors. Thus,
m′∏
a=2
n−1∏
b=n′+1
1
Cab
→
m′∏
a=2
n−1∏
b=n′+1
[
−
1
c
iaia+1
rb−1rbcia−1rb−1cia+1rb+1
]
1
c
ia−1ia
rbrb+1
. (6.7)
Using
Cab = −cia−1rb−1ciarb−1cia+1rbcia+1rb+1c
ia−1ia
rbrb+1
if cia+1rb−1 = 0, (6.8)
gives
Reszm′n′Mmn = Kmn
∮
O˜
F split
m′,n′+1
m′−1∏
a=2
n′∏
b=2
1
Cab
F split
m′′+1,n′′
m−1∏
a=m′+1
n−1∏
b=n′+2
1
Cab
[
−
cimr1c
2
im′ rn′+1
cim′r1cimrn′+1
]
Gmn
×
m′∏
a=2
n−1∏
b=n′+1
[
−
ciarb
c
ia−1ia
rbrb+1
]
m∏
a=m′+1
n′∏
b=1
[
−
1
ciarb
]m−1∏
a=2
n−1∏
b=2
dciarbdz,
(6.9)
where the contour O˜ encircles the solution of (4.5) and F split
m′,n′+1
and F split
m′′+1,n′′
have arguments
ciarb for 1 ≤ a ≤ m
′, 1 ≤ b ≤ n′ + 1 and for m′ ≤ a ≤ m,n′ + 1 ≤ b ≤ n, respectively.
The expression (6.9) for the residue at z = zm′n′ will vanish if Gmn, defined by (3.3), contains
a factor in its numerator which is zero on the set defined by (4.5) at which we are calculating
the residue. Thus none of the factors cime rne−1+1 , 1 ≤ e ≤ p, must be among the set ciarb ,
m′ + 1 ≤ a ≤ m, 1 ≤ b ≤ n′, so that we must have
m′ ≥ me, if n
′ > ne−1, 1 ≤ e ≤ p, (6.10)
and none of the factors c
ime ime+1
rnerne+1 , 1 ≤ e ≤ p − 1, must be among the set c
iaia+1
rbrb+1 , 1 ≤ a ≤
m′ − 1, n′ + 1 ≤ b ≤ n− 1, so that
m′ ≤ me if n
′ < ne, 1 ≤ e ≤ p− 1. (6.11)
From (6.10) and (6.11), it follows that
m′ = me if ne−1 < n
′ < ne, and me ≤ m
′ ≤ me+1 if n
′ = ne, 1 ≤ e ≤ p− 1. (6.12)
Thus we see that the contribution (C) will vanish unless (m′, n′) lies on the ‘snake’ line.
If (m′, n′) lies on the ‘snake’ line, we can form the corresponding lines for the associated
amplitudes Mm′,n′+1 and Mm′′+1,n′′ that occur in the negative helicity contribution to the
BCFW relation by severing the line in two at this point and adding a horizontal step to
the end of the first part and vertical step to the beginning of the second part. If GLm′,n′+1
and GRm′′+1,n′′ denote the functions associated, as in (3.1), with the two subamplitudes, they
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satisfy the following relation to Gmn,[
cimr1cim′rn′+1
cim′r1cimrn′+1
]
Gmn = G
L
m′,n′+1
GR
m′′+1,n′′
, (6.13)
provided that cim′+1rn′ = 0. To establish (6.13), consider the possibilities for the position of
(m′, n′) on the snake line: either it is on a vertical part of the line, or it is on an horizontal
part, or it is at a corner of the form (me, ne), or at a corner of the form (me, ne−1). In each
of the first three cases, there is one more corner of the first form for the two ‘snake’ lines for
the subamplitudes taken together than for that for the original amplitude and this produces
a factor of cim′rn′+1 ; in the fourth case, there are no corners at (m
′, n′) on the ‘snake’ lines
for the subamplitudes, but the factor associated with the corner of the second form reduces
to the inverse of cim′rn′+1 when cim′+1rn′ = 0. The remaining factors on the left hand side
of (6.13) correspond to the ratio of the first factors in the definition (3.3) for the amplitude
and subamplitudes, thus establishing the relation (see also Appendix A).
Performing the integrations with respect to ciarb , m
′ ≤ a ≤ m − 1, 2 ≤ b ≤ n′ + 1, and
2 ≤ a ≤ m′, n′ + 1 ≤ b ≤ n − 1, and z, and using the expression for the relevant Jacobian
given in (B.25),
Reszm′n′Mmn =−
Km′,n′+1Km′′+1,n′′
[i1|Pm′n′ |rn〉
∮
OL
µm
′
n′+1F
split
m′,n′+1G
L
m′,n′+1
m′−1∏
a=2
n′∏
b=2
dciarb
Cab
×
∮
OR
λn
′′
m′F
split
m′′+1,n′′G
R
m′′+1,n′′
m−1∏
a=m′+1
n−1∏
b=n′+2
dciarb
Cab
, (6.14)
where the contoursOL andOR encircle the solutions of Cab = 0 for 2 ≤ a ≤ m
′−1, 2 ≤ b ≤ n′,
m′ + 1 ≤ a ≤ m− 1, n′ + 2 ≤ b ≤ n− 1, respectively,
Km′,n′+1 = 〈r1, r0〉
m′−2[i1, im′ ]
n′−1, Km′′+1,n′′ = [i0, im]
n′′−2〈rn′+1, rn〉
m′′−1, (6.15)
and ciarb = λaµb for 1 ≤ a ≤ m
′, n′ < b ≤ n, (a, b) 6= (1, n), as in (B.15).
Defining
cLiarb = ciarb , c
L
iarn′+1
= λa, 1 ≤ a ≤ m
′, 1 ≤ b ≤ n′,
cRiarb = ciarb , c
R
im′rb
= µb, m
′ < a ≤ m, n′ < b ≤ n,
(6.16)
and Fm′,n′+1 = F
split
m′,n′+1G
L
m′,n′+1, Fm′′+1,n′′ = F
split
m′′+1,n′′G
R
m′′+1,n′′ ,
Fm′,n′+1(c) = µ
m′−4
n′+1 Fm′,n′+1(c
L), Fm′′+1,n′′(c) = λ
n′′−4
m′ Fm′′+1,n′′(c
R) (6.17)
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so that, using (6.13) and (4.17), we can rewrite (6.14) in the form
Reszm′n′Mmn = −
zm′n′
sm′n′
Mm′,n′+1Mm′′+1,n′′ (6.18)
where the arguments of Mm′,n′+1 and Mm′′+1,n′′ are the momenta described in (4.19) and
(4.20), and we obtain the appropriate contribution to BCFW relation (4.25) whenever the
point (m′, n′) lies on the ‘snake’ line described in section 3.
7 Contributions of Type (D)
Lastly, we consider contributions to (2.16) arising from poles in Mmn(z) corresponding to
the pinching of a pole in Fmn(c(z)) at ci1rn−1 = 0, as in (3.8(d)), ci2rn = 0, as in (3.8(e)), or
ci1rn = 0, as in (3.8(f)), with the contour in (2.14). The potential contributions of this form
come from the solutions of the equations (4.6)
ciarb(z) = 0, 1 ≤ a ≤ m
′, n′ < b ≤ n; ciaia+1rbrb+1 = 0, m
′ < a < m, 1 ≤ b < n′;
Cab = 0, 2 ≤ a ≤ m
′, 2 ≤ b ≤ n′ − 1 or m′ < a ≤ m− 1, n′ + 1 ≤ b ≤ n− 1. (7.1)
and are labeled by integers (m′, n′), 1 ≤ m′ ≤ m − 2, 2 ≤ n′ ≤ n − 1, or (m′, n′) = (1, 1)
or (m− 1, n− 1). The equations (7.1) also describe ‘spurious’ contributions [4], which occur
when there are contributions to (2.3) corresponding to points at which some cjs = 0 which
need to be subtracted. These ‘spurious’ contributions and those corresponding to poles of
the form (3.8) have the same form. We shall investigate for which values of (m′, n′) these
correspond to nonzero solutions, showing again that this happens precisely when (m′, n′) lies
on the ‘snake’ line, and that then it gives the appropriate contribution to the BCFW relation
(4.25).
We follow the approach of section 6 to evaluate the potential contributions (m′, n′) specified
by (4.6), and rewrite (4.1),
Reszm′n′Mmn = Kmn
∮
O
Fmn(c(z))
m−1∏
a=2
n−1∏
b=2
dciarb
Cab(c(z))
dz, (7.2)
where now the contour O encircles ci1rn = 0 and the zeros of the constraints Cab, and we
shall again rewrite some of these constraints. The set of constraints
Cab ≡ C
ia−1iaia+1
rb−1rbrb+1
= 0, 2 ≤ a ≤ c, d ≤ b ≤ n− 1, (7.3)
is equivalent to the set
Cia−1iaia+1rb−1rbrb+1 = 0, 2 ≤ a ≤ c, d ≤ b ≤ n− 1, (a, b) 6= (c, d); C
i1icic+1
rd−1rdrn
= 0, (7.4)
where the constraint Ccd ≡ C
ic−1icic+1
rd−1rdrd+1 = 0 has been replaced with C˜cd ≡ C
i1icic+1
rd−1rdrn = 0.
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Following (6.4), we can make the replacement
c∏
a=2
n−1∏
b=d
1
Cab
→
[
ci1icrdrncic+1rnci1rd−1
c
ic−1ic
rdrd+1cic−1rd−1cic+1rd+1
]
1
C˜cd
c n−1∏∏
a=2 b=d
(a,b) 6=(c,d)
1
Cab
(7.5)
in (7.2). To evaluate the potential contribution (m′, n′) to (7.2), we again divide the con-
straints into four sets as in the products:
m−1∏
a=2
n−1∏
b=2
1
Cab
=
m′∏
a=2
n′−1∏
b=2
1
Cab
m−1∏
a=m′+2
n−1∏
b=n′+1
1
Cab
m′+1 n−1∏∏
a=2 b=n′
(a,b) 6=(m′+1,n′)
1
Cab
m−1∏
a=m′+1
n′∏
b=2
1
Cab
. (7.6)
The first two products will provide the constraints for subamplitudes Mm′+1,n′ , Mm′′,n′′+1,
when the contribution is nonzero; we shall rewrite the constraints in the last two products. To
rewrite the fourth product, we use (7.5), starting with Cm−1,2 and working towards Cm′+1,n′ ,
m−1∏
a=m′+1
n′∏
b=2
1
Cab
→
m−1∏
a=m′+1
n′∏
b=2
[
ci1iarbrncia+1rnci1rb−1
c
ia−1ia
rbrb+1cia−1rb−1cia+1rb+1
]
1
C˜ab
. (7.7)
As ci1rn → 0, C˜ab → −ci1rb−1ci1rbciarncia+1rnc
iaia+1
rb−1rb , c
i1ia
rbrn
→ ci1rbciarn . In this way, we can
successively replace the condition Cab = 0 by c
iaia+1
rb−1rb = 0, the factors of c
ia−1ia
rbrb+1 in (7.5) cancel-
ing those in the numerator of F splitmn (c) and so in the numerator of Fmn(c) = Gmn(c)F
split
mn (c),
unless Gmn(c) provides extra factors. Thus,
m−1∏
a=m′+1
n′∏
b=2
1
Cab
→
m−1∏
a=m′+1
n′∏
b=2
[
−
1
c
ia−1ia
rbrb+1cia−1rb−1cia+1rb+1
]
1
c
iaia+1
rb−1rb
. (7.8)
Using
Cab = −cia−1rb−1cia−1rbciarb+1cia+1rb+1c
iaia+1
rb−1rb
if cia−1rb+1 = 0, (7.9)
gives
Reszm′n′Mmn = Kmn
∮
O˜
F split
m′+1,n′
m′∏
a=2
n′−1∏
b=2
1
Cab
F split
m′′,n′′+1
m−1∏
a=m′+2
n−1∏
b=n′+1
1
Cab
[
−
ci1rnc
2
im′+1rn′
ci1rn′ cim′+1rn
]
Gmn
×
m−1∏
a=m′+1
n′∏
b=2
[
−
ciarb
c
iaia+1
rb−1rb
]
m′∏
a=1
n∏
b=n′+1
[
−
1
ciarb
]m−1∏
a=2
n−1∏
b=2
dciarbdz,
(7.10)
where the contour O˜ encircles the solution of (4.6) and F split
m′+1,n′
and F split
m′′,n′′+1
have arguments
ciarb for 1 ≤ a ≤ m
′ + 1, 1 ≤ b ≤ n′ and for m′ + 1 ≤ a ≤ m, n′ ≤ b ≤ n, respectively. It is
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convenient to use for Gmn the second form (A.13), equivalent to (3.3), given in Appendix A,
Gmn =
ci1r1ci1rncimrn
ci1imr1rn
p−1∏
e=1
cime+1rne
p∏
e=1
c
ime ime+1
rne−1 rne−1+1
cime rne−1 cime+1rne−1 cime+1rne−1+1
. (7.11)
The expression (7.10) for the residue at z = zm′n′ will vanish if Gmn, defined by (3.3),
contains a factor in its numerator which is zero on the set defined by (4.6) at which we are
calculating the residue. Thus none of the factors cime+1rne , 1 ≤ e ≤ p, must be among the
set ciarb , 1 ≤ a ≤ m
′, n′ + 1 ≤ b ≤ n, so that we must have
m′ ≤ me if n
′ < ne, 1 ≤ e ≤ p− 1. (7.12)
and, using the form (A.13) for Gmn, none of the factors c
im1 im1+1
r1r2 , c
ime ime+1
rne−1 rne−1+1
, 2 ≤ e ≤ p−1,
c
im−1im
rnp−1rnp−1+1
, must be among the set c
iaia+1
rbrb+1 , m
′ + 1 ≤ a ≤ m− 1, 1 ≤ b ≤ n′ − 1, so that
m′ ≥ me, if n
′ > ne−1, 1 ≤ e ≤ p. (7.13)
Conditions (7.12) and (7.13) are the same as (6.11) and (6.10), respectively, and so it follows
that
m′ = me if ne−1 < n
′ < ne, and me ≤ m
′ ≤ me+1 if n
′ = ne, 1 ≤ e ≤ p− 1, (7.14)
implying that the contribution (D) will vanish unless (m′, n′) lies on the ‘snake’ line.
If (m′, n′) lies on the ‘snake’ line, we form the corresponding lines for the associated ampli-
tudesMm′+1,n′ andMm′′,n′′+1 that occur in the positive helicity contribution to the BCFW
relation by again severing the line at this point and adding a vertical step to the end of the
first part and a horizontal step to the beginning of the second part. If GLm′+1,n′ and G
R
m′′,n′′+1
denote the functions associated, as in (3.1), with the two subamplitudes, from (A.26), they
satisfy the following relation to Gmn,[
ci1rncim′+1rn′
ci1rn′ cim′+1rn
]
Gmn = G
L
m′+1,n′
GR
m′′,n′′+1
, (7.15)
provided that ci1rn = cim′ rn′+1 = c
imim′+1
r1rn′
= 0, which hold for contributions of type D.
Performing the integrations with respect to ciarb , m
′ + 1 ≤ a ≤ m − 1, 2 ≤ b ≤ n′, and
2 ≤ a ≤ m′ + 1, n′ ≤ b ≤ n − 1, and z, and using the expression for the relevant Jacobian
given in (B.38),
Reszm′n′Mmn =−
Km′+1,n′Km′′,n′′+1
[i1|Pm′n′ |rn〉
∮
OL
λn
′
m′+1F
split
m′+1,n′G
L
m′+1,n′
m′∏
a=2
n′−1∏
b=2
dciarb
Cab
×
∮
OR
µm
′′
n′ F
split
m′′,n′′+1G
R
m′′,n′′+1
m−1∏
a=m′+2
n−1∏
b=n′+1
dciarb
Cab
, (7.16)
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where the contoursOL andOR encircle the solutions of Cab = 0 for 2 ≤ a ≤ m
′, 2 ≤ b ≤ n′−1,
m′ + 2 ≤ a ≤ m− 1, n′ + 1 ≤ b ≤ n− 1, respectively,
Km′+1,n′ = 〈r1, rn′〉
m′−1[i1, i0]
n′−2, Km′′,n′′+1 = [im′+1, im]
n′′−1〈r0, rn〉
m′′−2, (7.17)
and ciarb = λaµb for m
′ < a ≤ m, 1 ≤ b ≤ n′, (a, b) 6= (1, n), as in (B.28).
Defining
cLiarb = ciarb , c
L
im′+1rb
= µb, 1 ≤ a ≤ m
′, 1 ≤ b ≤ n′,
cRiarb = ciarb , c
R
iarn′
= λa, m
′ < a ≤ m, n′ < b ≤ n, (7.18)
and Fm′+1,n′ = F
split
m′+1,n′G
L
m′+1,n′ , Fm′′,n′′+1 = F
split
m′′,n′′+1G
R
m′′,n′′+1,
Fm′+1,n′(c) = λ
n′−4
m′+1Fm′+1,n′(c
L), Fm′′,n′′+1(c) = µ
m′′−4
n′ Fm′′,n′′+1(c
R) (7.19)
so that (7.16) can be written
Reszm′n′Mmn = −
zm′n′
sm′n′
Mm′+1,n′Mm′′,n′′+1 (7.20)
where the arguments of Mm′+1,n′ and Mm′′,n′′+1 are the momenta described in (4.21) and
(4.22), and we obtain the appropriate contribution to BCFW relation (4.25) whenever the
point (m′, n′) lies on the ‘snake’ line. Taking this together with the results of sections 5 and
6, we have established the BCFW relation provided that there are no contributions from
other poles of Mmn(z). We shall establish this in the next section.
8 Absence of Other Contributions
As we discussed in section 4, the poles of Mmn(z), are generated by pinches between poles in
the integrand corresponding to factors in the denominator of Fmn and poles corresponding
to the constraints Cab, and these are determined by the intersection between the hyperplane
specified by the momentum constraints (2.1) and surfaces of solutions to (4.2) of dimension
2(m+n)− 4, that is codimension (m− 2)(n− 2)+ 1 in the space of the ciarb , 1 ≤ a ≤ m, 1 ≤
b ≤ n, and z.. In this section, we analyze the possible form of such surfaces.
The possible poles in Fmn are listed in (3.7) and (3.8). Those arising from factors c
i1i2
r1r2
(3.7a)
and c
im−1im
rn−1rn (3.7b) were discussed in Section 5 and lead to the (2(m + n) − 4)-dimensional
surfaces (4.3) and (4.4), respectively. In other cases, the poles in Fmn correspond to factors
cir for some particular i and r. We now discuss this case. Consider the surface of codimension
(m− 2)(n − 2) + 1 specified by the conditions
(i) Cjklrst = 0 for j, k, l ∈ I, s, t, u ∈ R;
(ii) cir = 0 for a particular i ∈ I and r ∈ R, (8.1)
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where |I| = m and |R| = n. We shall show by induction on m and n that the space of
solutions comprises surfaces of the form
(a) cjs = 0 j ∈ I2, s ∈ R1,
(b) cjkst = 0 j, k ∈ I1, s, t ∈ R2,
(c) Cjklstu = 0 for j, k, l ∈ I1, s, t, u ∈ R1;
(d) Cjklstu = 0 for j, k, l ∈ I2, s, t, u ∈ R2, (8.2)
where I1, I2 are complementary subsets in I, i.e. I = I1 ∪ I2, I1 ∩ I2 = Ø, and similarly for
R1, R2 in R; I2 = I2 ∪ {i
′}, R1 = R1 ∪ {r
′}, where i′ ∈ I1, r
′ ∈ R2 are arbitrarily chosen.
The choice does not matter because of (b).
The result is easily seen to be true for m = n = 3, because, from (2.6), if cir = 0, C
ijk
rst =
−ciscitcjrckrc
jk
st and one of these five factors has to vanish. If c
jk
st = 0, we have (8.2) with
I2 = {i}, R1 = {r}; if cis = 0, we have (8.2) with I2 = {i}, R1 = {r, s}, and similarly for the
other factors.
Now suppose the result holds for particular values of m and n, and suppose we seek to
prove it for m + 1, n, with I replaced by I ′ = I ∪ {i∗}. We assume the hypothesis (8.1)
holds for I ′, R. Then consider Cjki∗stu = 0, where j ∈ I2, k ∈ I1, s ∈ R1, t, u ∈ R2. Then
cjtcjucksci∗sc
ki∗
tu = 0, then cjt, cju, cks are each generically nonzero, or we should have too
many conditions on the surface, so that either ci∗s = 0 or c
ki∗
tu = 0. Since s ∈ R1 is arbitrary,
we have that cki∗tu = 0, unless ci∗s = 0 for all s ∈ R1. In the latter case, (8.2) holds with I2
replaced by I ′2 = I2 ∪ {i∗}. Otherwise, c
ki∗
tu = 0 for all k ∈ I1, t, u ∈ R2 and (8.2) holds with
I1 replaced by I
′
1 = I1 ∪ {i∗}, establishing the induction and hence the result.
The conditions (8.2), together with the momentum constraints (4.9), imply an equation of
the form of (4.14), ∑
i∈I1
πiπi +
∑
r∈R1
πrπr = −
∑
i∈I2
πiπi −
∑
r∈R2
πrπr, (8.3)
where πi1 stands for πi1(z) = πi1 + zπrn and πrn stands for πrn(z) = πrn − zπi1 . If either
i1 ∈ I1 and rn ∈ R1 or i1 ∈ I2 and rn ∈ R2, the z-dependence cancels out from (4.14) and
the conditions (8.2) imply a relationship between momenta and do not correspond to the
contribution of a pole in Mmn. In the other two cases, i1 ∈ I1 and rn ∈ R2 or i1 ∈ I2 and
rn ∈ R1, we have, as in (4.15),
z = zA ≡ sA/[i1|PA|rn〉, (8.4)
where A = I1 ∪R1 if i1 ∈ I1 and A = I2 ∪R2 if i1 ∈ I2. We shall show that these two cases,
which we label (1) and (2), respectively, correspond to case (C) (4.5) and to case (D) (4.6),
respectively.
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Now consider a contribution to
ReszAMmn = Kmn
∮
O
F splitmn Gmn
m−1∏
a=2
n−1∏
b=2
dciarb
Cab
dz, (8.5)
for which cir = 0 for some particular i ∈ I and r ∈ R. Then, if {i, j, k} and {r, s, t} are each
sets of adjacent indices, Cijkrst is one of the constraints in the denominator of the integrand
in (8.5) and it factorizes, Cijkrst = −ciscitcjrckrc
jk
st , so that one or more of these factors has
to vanish for the contribution. Similarly, if cjkst = 0 for the contribution, and, {j, k, l} and
{s, t, u} are each sets of adjacent indices, the constraint Cjklstu factorizes, C
jkl
stu = −cjscluc
jk
tuc
kl
st,
so that one or more of these factors has to vanish for the contribution. Progressing in this way,
by factorizing constraints, we generate successively from the initial condition cir = 0 a set
of conditions of the form cjs = 0 and c
kl
tu = 0 that, together with the remaining constraints,
which are of the form C
ia−1iaia+1
rb−1rbrb+1 , defining a (2(m+n)− 4)-dimensional surface. This surface
must therefore be of the form (8.2), but with the particular feature that the indices in each
of the individual sets I1, I2, R1, R2 are consecutive. For |I1|, |I2|, |R1|, |R2| ≥ 3, this is clear
but if one of them is smaller it needs a more detailed argument. If they are consecutive, it
follows that they must be as in case (C) (4.5) and to case (D) (4.6), depending on whether
we are in case (1) or case (2), respectively, of (8.3) and (8.4).
To see in detail that I1, I2, R1, R2 are consecutive, suppose that |R1|, |I2| ≥ 2 and |I1|, |R2| ≥
3, then considering Cijkrst for any i, j, k ∈ I1, r, s ∈ R1, t ∈ R2 shows that I1 must consist of
consecutive indices, and similarly for R2. Also, it follows that, for any r, s ∈ R1, {r, s, t} must
be consecutive for some t ∈ R2 and, given that R2 has been shown to be consecutive, r, s can
not be separated by the indices of R2. Thus the indices of R1 are consecutive and similarly
for I2, establishing that, if |R1|, |I2| ≥ 2 and |I1|, |R2| ≥ 3, the individual sets I1, I2, R1, R2
are consecutive.
If |R1|, |I2| ≥ 2, |I1| ≥ 3 and |R2| = 2, the same argument shows that I1 is consecutive. If
i1 ∈ I1, so that rn ∈ R2 as in case (1), then i2 ∈ I1 and im ∈ I2; if we also had r1 ∈ R2, we
should have a condition ci1i2r1rn = 0, where r1, rn are neither adjacent nor next to adjacent. But
all the conditions cijrs = 0 that come from factorizing a constraint C
ijk
rst = 0 with consecutive
indices, involve indices separated by no more than other index. It follows that we have
r1 ∈ R1 and im ∈ I2. The alternative is to have i1 ∈ I2 and rn ∈ R1, as in case (2). In the
former case, the denominator of (8.8) will not vanish as ci1i2rbrn → 0 unless b = n−1, so we will
not get a nonzero residue unless both rn−1, rn ∈ R2 as well as i1, i2 ∈ I1; in the latter case,
it follows similarly that im−1, im ∈ I1, r1, r2 ∈ R2, and so, in each case, the sets I1, I2, R1, R2
are each consecutive. The result follows similarly if |R1|, |I2| ≥ 2, |I1| = 2 and |R2| ≥ 3. If
|R1|, |I2| ≥ 2 and |I1| = |R2| = 2, because the sole condition of the form c
ij
rs = 0 has indices
which are consecutive or next to consecutive, we can not have both i1 ∈ I1 and im ∈ I1 and
we can not have both r1 ∈ R2 and rn ∈ R2, so that if i1 ∈ I1 and rn ∈ R2, as in case (1),
then im ∈ I2 and r1 ∈ R1 and again, using the argument below, we have that the sets I1, R2
are again positioned in a corner and each of the sets is consecutive. Thus the result holds
whenever |I1|, |I2|, |R1|, |R2| ≥ 2. If |R2| = 1, we must have |I2| = 1 to avoid a relationship
between momenta, and, similarly, if |I1| = 1, then |R1| = 1; so it only remains to consider a
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situation in which either |I2| = 1 or |R1| = 1, the cases being similar.
Suppose |R1| = 1; if |I2|, |R2| ≥ 3, the above arguments shows that I2, R1 and R2 are
consecutive. This leaves the cases where |R2| = 2, which is an NMHV amplitude, and
|I2| = 2. In either case, it is straightforward to show by explicit calculation that the only
contribution comes when the sets are consecutive.
If cimr1 = 0, so that im ∈ I2, r1 ∈ R1,we can use (6.4) to rewrite the factors of Cab successively
in (8.5), starting with C2,n−1
C2,n−1 →
[
ci2i3rn−2rn−1ci1rn−2ci3rn
ci2imr1rn−1ci1r1cimrn
]
Cimi1i2r1rn−1rn → −c
i1i2
rn−1rn
ci2i3rn−2rn−1ci1rn−2ci3rn , (8.6)
and working towards Cm−1,2,
m′∏
a=2
n−1∏
b=n′+1
1
Cab
→
m′∏
a=2
n−1∏
b=n′+1
[
−
1
c
iaia+1
rb−1rbcia−1rb−1cia+1rb+1
]
1
c
ia−1ia
rbrb+1
, (8.7)
cimr1 → 0, giving
ReszAMmn = Kmn
∮
O
′
Gmn
∏m−1
a=2
∏n−1
b=2 ciarbdciarb
ci1r1cimrn
∏m−1
a=1
∏n−1
b=1 c
iaia+1
rbrb+1(z)
dz, (8.8)
where, labeling I1, I2, R1, R2 as in (4.12), appropriate to case C, the contour O
′
is the sum
of contours each encircling the zeros of ciarb ,m
′ < a ≤ m, 1 ≤ b ≤ n′ and c
iaia+1
rbrb+1(z), 1 ≤
a < m′, n′ < b < n, at least one of the factors c
ia−1ia
rbrb+1 , c
iaia+1
rb−1rb , cia−1rb−1 , cia+1rb+1 , for 2 ≤ a ≤
m′ − 1, 2 ≤ b ≤ n′, and m′ < a ≤ m − 1, n′ + 2 ≤ b ≤ n − 1. As in section 6, we can
show that (8.8) vanishes unless (m′, n′) lies on the ‘snake’ line, defined in section 3. Thus
the negative helicity contributions to Mmn can be written as a sum of contributions of the
form (8.8) with the residue taken at a combination of factors of the denominator. We hope
to discuss this further elsewhere. Case D can be treated similarly.
9 Conclusions
In this paper, we have developed the techniques of [4, 5] for calculating general gluon tree
amplitudes, with m positive helicities and n negative helicities, expressed in terms of link
variables. Our analysis is based on the approach of writing the integrand function, Fmn, for
a general amplitude in the terms of the ratio, Gmn, of that function to the corresponding
function, F splitmn , for the split helicity amplitude. The form of Gmn, which is independent of
the choice of constraints, can be given in terms of simple rules described in terms of the
particular sequence of positive and negative helicities, which can be conveniently encoded
using a ‘snake’ line on an m×n tabular diagram. The form of Fmn is also quite simple if we
use contiguous constraints, as in (2.4), generalizing [5].
Our main objective in this paper has been to establish directly the BCFW relation [12] for
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all twistor string gluon tree amplitudes, using the link variable approach, so confirming the
equivalence of these amplitudes to the corresponding amplitudes in N = 4 super Yang Mills
theory. Making a displacement in the momenta, linear in z, following [12], which is equivalent
to translating one of the link variables by z, to obtain the amplitude,Mmn(z), as a function
of z, the BCFW relation is established by writing Mmn(z) as a sum over its poles. These
poles arise from poles in Fmn pinching the contour onto the singularities in the integrand
coming from the zeros of the constraint functions, as well as some spurious contributions as
in [4].
The possible poles in Fmn are simply listed in (3.7) and (3.8). This leads to four classes
of residues or contributions (4.3)–(4.6) to the BCFW relation (4.25), which provide all the
necessary terms. The ‘snake’ line plays a central role that precisely the right terms contribute
as residues, and also that the functions Gmn factorize at points corresponding to the poles
into two functions associated with the subamplitudes. The demonstration, in section 8, that
there are no other contributions completes a proof of the relation.
The algebraic expressions for the integrands in this paper can be conveniently represented
and manipulated using diagrammatic techniques, extending those used in [5], outlined in
Appendix C. These can also be used to provide expressions for gluon tree amplitudes as a
sum of a suitable set of diagrams.
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A Relations for Gmn
(a) Expressions for Gmn. The integrand for the amplitude (2.3) is determined by Gmn, the
integrand divided by the integrand for the split-helicity case, Gmn(c) = Fmn(c)/F
split
mn (c). To
find an expression for Gmn(c) it is convenient to re-express the link variables, cir, in terms of
the twistor string variables kα, ρα.The constraints (2.4) are equivalent to the link variables
being of the form [4]
cir =
ki
kr(ρi − ρr)
, i ∈ I, r ∈ R. (A.1)
In terms of these variables,
Fmn(c) = f(k, ρ)
N∏
α=1
1
ρα − ρα+1
(A.2)
where the function f(k, ρ) is the same for each N -gluon amplitude, independently of the order
of the helicities, and ρN+1 ≡ ρ1. Consider an amplitude, such as that specified following (3.2),
in which, cyclically, there are p strings of both positive and negative helicities, with ǫα = +1
for rne−1 + 1 ≤ α ≤ ime and ǫα = −1 for ime + 1 ≤ α ≤ rne , 1 ≤ e ≤ p. Here we identify the
indices α and e cyclically so that α ≡ α + N and e ≡ e + p, and, similarly, ia+m = ia and
rb+n = rb. [In section 3, we assumed that the first helicity was positive, i1 = 1, and the last
negative, rn = N , but here we shall allow for the other three possibilities as well.] For such
an amplitude
g(ρ) ≡
N∏
α=1
1
ρα − ρα+1
=
p∏
e=1
(ρime − ρime+1)(ρrne − ρrne+1)
(ρime − ρrne−1+1)(ρrne − ρime+1)
m∏
a=1
1
ρia − ρia+1
n∏
b=1
1
ρrb − ρrb+1
(A.3)
and the corresponding function for the split-helicity case is
gsp(ρ) =
(ρim − ρi1)(ρrn − ρr1)
(ρim − ρr1)(ρrn − ρi1)
m∏
a=1
1
ρia − ρia+1
n∏
b=1
1
ρrb − ρrb+1
, (A.4)
so that
Gmn =
g(ρ)
gsp(ρ)
=
(ρim − ρr1)(ρrn − ρi1)
(ρim − ρi1)(ρrn − ρr1)
p∏
e=1
(ρime − ρime+1)(ρrne − ρrne+1)
(ρime − ρrne−1+1)(ρrne − ρime+1)
(A.5)
=
ci1r1cimrn
ci1imr1rn
p∏
e=1
cime rne−1+1
p∏
e=1
c
ime ime+1
rnerne+1
cime rne cimerne+1cime+1rne+1
. (A.6)
This expression for Gmn holds independently of the signs of the first and last helicities.
If the first helicity is positive and the last negative, as in section 3, we may take rnp = rn = N ,
rnp+1 = r1, imp = im, and imp+1 ≡ i1 = 1. Then, the e = p term in the last product in (A.6)
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largely cancels the first term on the right hand side, implying (3.3),
Gmn =
1
cimr1
p∏
e=1
cimerne−1+1
p−1∏
e=1
c
ime ime+1
rnerne+1
cimerne cime rne+1cime+1rne+1
. (A.7)
If both the first and the last helicities are positive, we may arrange that the adjacent indices
im, i1 are contained in the sequence of adjacent indices imp+1, . . . , im1 , then rnp = rn, rnp+1 =
r1, and
Gmn =
ci1r1cimrnc
imp imp+1
rnr1
ci1imr1rncimp rncimpr1cimp+1r1
p∏
e=1
cimerne−1+1
p−1∏
e=1
c
ime ime+1
rnerne+1
cimerne cime rne+1cime+1rne+1
. (A.8)
If both the first and the last helicities are negative, we may arrange that the adjacent indices
rn, r1 are contained in the sequence of adjacent indices rnp−1+1, . . . , rnp , then imp = im,
imp+1 = i1, and
Gmn =
ci1r1cimrnc
imi1
rnprnp+1
ci1imr1rncimrnp cimrnp+1ci1rnp+1
p∏
e=1
cime rne−1+1
p−1∏
e=1
c
ime ime+1
rne rne+1
cime rne cimerne+1cime+1rne+1
. (A.9)
If the first helicity is negative and the last positive, we may obtain a simpler expression for
Gmn, comparable to (A.7), by first writing
Gmn =
(ρim − ρr1)(ρrn − ρi1)
(ρim − ρi1)(ρrn − ρr1)
p∏
e=1
(ρime − ρime+1)(ρrne−1 − ρrne−1+1)
(ρime − ρrne−1+1)(ρrne − ρime+1)
(A.10)
=
ci1r1cimrn
ci1imr1rn
p∏
e=1
cime+1rne
p∏
e=1
c
ime ime+1
rne−1 rne−1+1
cime rne−1 cime+1rne−1 cime+1rne−1+1
, (A.11)
which provides an alternative expression to (A.6) for Gmn holding independently of the signs
of the first and last helicities. If the first helicity is negative and the last positive, we may
take imp = im = N , imp+1 = i1, rnp−1 = rn, and rnp−1+1 = r1. Then,
Gmn =
1
ci1rn
p∏
e=1
cime+1rne
p−1∏
e=1
c
ime ime+1
rne−1rne−1+1
cimerne−1 cime+1rne−1 cime+1rne−1+1
. (A.12)
If the first helicity is positive and the last negative, as in section 3, again taking rnp = rn = N ,
rnp+1 = r1, imp = im, and imp+1 ≡ i1 = 1, then we may rewrite (A.11) as
Gmn = k
c
im1 im1+1
r1r2 c
im−1im
rnp−1rnp−1+1
c
im−1im
r1r2
p−1∏
e=1
cime+1rne
p−1∏
e=2
c
ime ime+1
rne−1rne−1+1
cimerne−1 cime+1rne−1 cime+1rne−1+1
, (A.13)
where
k =
cim−1r1cim−1r2cimr2
cimrnp−1 cim−1rnp−1 cim−1rnp−1+1cim1r2cim1+1r2cim1+1r1
. (A.14)
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To deduce (A.13), we have used identities of the form [4]
cijrscitcjtciucju
cijtucircjrciscjs
=
ktku(ρt − ρu)
krks(ρr − ρs)
=
cklrscktcltckuclu
ckltuckrclrckscls
. (A.15)
(b) Relation between G,GL and GR for Negative Helicity Contributions. We derive the rela-
tion between Gmn and the functions, G
L
m′,n′+1, G
R
m′′+1,n′′ , associated with the subamplitudes
considered in section 6. The corresponding functions g(ρ), gL(ρ), gR(ρ) satisfy
gL(ρ)gR(ρ)
g(ρ)
=
(ρα − ρβ)(ρrn − ρi1)
(ρα − ρrn′+1)(ρrn′+1 − ρi1)(ρrn − ρim′ )(ρim′ − ρβ)
, (A.16)
where α = im′ or rn′ and β = im′+1 or rn′+1. The functions associated for the corresponding
split amplitudes satisfy,
gLsp(ρ)g
R
sp(ρ)
gsp(ρ)
=
(ρrn − ρi1)(ρim − ρr1)
(ρim′ − ρr1)(ρrn′+1 − ρi1)(ρrn − ρim′ )(ρim − ρrn′+1)
. (A.17)
Then
GL
m′,n′+1
GR
m′′+1,n′′
Gmn
=
gL(ρ)gR(ρ)gsp(ρ)
g(ρ)gLsp(ρ)g
R
sp(ρ)
=
(ρα − ρβ)(ρim′ − ρr1)(ρim − ρrn′+1)
(ρα − ρrn′+1)(ρim′ − ρβ)(ρim − ρr1)
=
cim′rn′+1cimr1
cim′r1cimrn′+1
×
[
(ρα − ρβ)(ρi′m − ρrn′+1)
(ρα − ρrn′+1)(ρim′ − ρβ)
]
. (A.18)
The second factor on the right hand side of (A.18) is unity for the permitted values of α and
β, except for α = rn′ , β = im′+1, when it equals cim′ rn′ cim′+1rn′+1/c
im′ im′+1
rn′rn′+1
, which also equals
unity when cim′+1rn′ = 0, establishing (6.13),[
cimr1cim′rn′+1
cim′r1cimrn′+1
]
Gmn = G
L
m′,n′+1
GR
m′′+1,n′′
, (A.19)
provided that cim′+1rn′ = 0, which holds for contributions of type C.
(c) Relation between G,GL and GR for Positive Helicity Contributions. We now derive the
relation between Gmn and the functions, G
L
m′+1,n′ , G
R
m′′,n′′+1, associated with the subampli-
tudes considered in section 7. The corresponding functions g(ρ), gL(ρ), gR(ρ) satisfy
gL(ρ)gR(ρ)
g(ρ)
=
(ρα − ρβ)(ρrn − ρi1)
(ρα − ρim′+1)(ρim′+1 − ρi1)(ρrn − ρrn′ )(ρrn′ − ρβ)
(A.20)
where α = im′ or rn′ and β = im′+1 or rn′+1. The functions associated for the corresponding
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split amplitudes satisfy,
gLsp(ρ)g
R
sp(ρ)
gsp(ρ)
=
(ρrn − ρi1)(ρim − ρr1)
(ρim′+1 − ρr1)(ρrn′ − ρi1)(ρrn − ρim′+1)(ρim − ρrn′ )
. (A.21)
GL
m′+1,n′
GR
m′′,n′′+1
Gmn
=
gL(ρ)gR(ρ)gsp(ρ)
g(ρ)gLsp(ρ)g
R
sp(ρ)
=
(ρα − ρβ)(ρim′+1 − ρr1)(ρrn′ − ρr1)(ρrn − ρim′+1)(ρim − ρrn′ )
(ρα − ρim′+1)(ρim′+1 − ρi1)(ρrn − ρrn′ )(ρrn′ − ρβ)(ρim − ρr1)
=
ci1rncim′+1rn′
ci1rn′ cim′+1rn′
[
(ρα − ρβ)(ρim′+1 − ρr1)(ρim − ρrn′ )(ρi1 − ρrn)(ρim′+1 − ρrn′ )
(ρα − ρim′+1)(ρim′+1 − ρi1)(ρrn − ρrn′ )(ρrn′ − ρβ)(ρim − ρr1)
]
. (A.22)
For the permitted values of α, β, other than α = im′ , β = rn′+1, the second factor in (A.22)
equals
cimr1cim′+1rncim′+1rn′ ci1rn′
cim′+1r1cimrn′ c
im′+1i1
rnrn′
, (A.23)
and
cimr1cim′+1rncim′+1rn′ ci1rn′
cim′+1r1cimrn′ c
im′+1i1
rnrn′
∣∣∣∣∣∣
ci1rn=0
=
cimr1cim′+1r′n
cimr1cim′+1rn
, (A.24)
which is unity for c
imim′+1
r1rn′
= 0. For α = im′ , β = rn′+1, the second factor in (A.22) reduces
to (A.23) multiplied by
cim′rn′ cim′+1rn′+1
c
im′ im′+1
rn′rn′+1
, (A.25)
which is unity for cim′ ,rn′+1 = 0. Thus we have[
ci1rncim′+1rn′
ci1rn′ cim′+1rn
]
Gmn = G
L
m′+1,n′
GR
m′′,n′′+1
, (A.26)
provided that ci1rn = cim′ rn′+1 = c
imim′+1
r1rn′
= 0, which hold for contributions of type D.
B Jacobians
(a) Independent Variables. The momentum constraints (4.9),
πj =
∑
r∈R
cjrπr, πs = −
∑
i∈I
πicis,
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can be used to express all the link variables cir, i ∈ I, r ∈ R, in terms of the independent
variables, ciarb , 2 ≤ a ≤ m − 1, 2 ≤ b ≤ n − 1. [We suppress the z dependence in what
follows.] In particular,
ci1rb = −
[im, rb]
[im, i1]
−
m−1∑
a=2
[im, ia]
[im, i1]
ciarb ; cimrb = −
[i1, rb]
[i1, im]
−
m−1∑
a=2
[i1, ia]
[i1, im]
ciarb ; (B.1)
ciar1 =
〈ia, rn〉
〈r1, rn〉
−
n−1∑
b=2
ciarb
〈rb, rn〉
〈r1, rn〉
; ciarn =
〈ia, r1〉
〈rn, r1〉
−
n−1∑
b=2
ciarb
〈rb, r1〉
〈rn, r1〉
; (B.2)
and
ci1r1 = −
[im, r1]
[im, i1]
+
〈i1, rn〉
〈r1, rn〉
−
[im|P |rn〉
[im, i1]〈r1, rn〉
+
m−1∑
a=2
n−1∑
r=2
[im, ia]
[im, i1]
ciarb
〈rb, rn〉
〈r1, rn〉
, (B.3)
where [i|P |r〉 =
∑m
a=1[i, ia]〈ia, r〉, and with similar relations for ci1rn , cimr1 , and cimrn .
(b) Jacobian for Cases (A) and (B). We calculate the Jacobian, JA, of
ci1i2r1r2 , c
i1i2
r2r3
, . . . , ci1i2rn−2rn−1 with respect to ci2r2 , ci2r3 , . . . , ci2rn−1 , (B.4)
when
ci1i2rbrb+1 = 0, 1 ≤ b ≤ n− 2, (B.5)
in which case we can write
ciarb = λaµb, (B.6)
for a = 1, 2 and 1 ≤ b ≤ n− 1.
JAbd =
∂ci1i2rbrb+1
∂ci2rd+1
=
[im, i0]
[im, i1]
(
µbδbd − µb+1δb,d+1 + µ2
〈rd+1, rn〉
〈r1, rn〉
δb1
)
, 1 ≤ b, d ≤ n− 2; (B.7)
where, as in (4.11), πi0 = πi1λ1 + πi2λ2.
Then det JA = det J˜A, where
J˜Abd =
n−2∑
e=d
µe+1
µb+1
JAbe =
[im, i0]
[im, i1]
(
µbδbd +
n−2∑
e=d
µe+1
〈re+1, rn〉
〈r1, rn〉
δb1
)
(B.8)
and thus
det JA = det J˜A =
[im, i0]
n−2
[im, i1]n−2
〈r0, rn〉
〈r1, rn〉
n−2∏
b=2
µb
=
1
λn−22 µ1ci2rn−1
[im, i0]
n−2
[im, i1]n−2
〈r0, rn〉
〈r1, rn〉
n−1∏
b=1
ci2rb , (B.9)
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where, as in (4.11), πr0 =
∑n
b=1 µbπrb .
Similarly, for the Jacobian, JB , of
ci2i3rn−1rn , c
i3i4
rn−1rn
, . . . , cim−1imrn−1rn with respect to ci2rn−1 , ci3rn−1 , . . . , cim−1rn−1 , (B.10)
when
cia+1ia+2rn−1rn = 0, 1 ≤ a ≤ m− 2, (B.11)
so that (B.6) holds for 2 ≤ a ≤ m and b = n− 1, n
det JB =
[i1, i0]
[i1, im]
〈r0, r1〉
m−2
〈rn, r1〉m−2
m−1∏
a=3
λa
=
1
λmµ
m−2
n−1 ci2rn−1
[i1, i0]
[i1, im]
〈r0, r1〉
m−2
〈rn, r1〉m−2
m∏
a=2
ciarn−1 , (B.12)
where now πi0 =
∑m
a=1 πiaλa and πr0 = µn−1πrn−1 + µnπrn .
(c) Jacobian for Case (C). We calculate the Jacobian, JC , of
ciarb , m
′ < a ≤ m, 1 ≤ b ≤ n′, cia−1iarbrb+1 , 2 ≤ a ≤ m
′, n′ < b < n, (a, b) 6= (2, n−1), (B.13)
with respect to
ciarb , m
′ < a < m, 2 ≤ b ≤ n′, and a = m′, 2 ≤ b ≤ n′,
and m′ < a < m, b = n′ + 1, and 2 ≤ a ≤ m′, n′ < b < n. (B.14)
at c
ia−1ia
rbrb+1 = 0 for 2 ≤ a ≤ m
′, n′ < b < n, (a, b) 6= (2, n − 1), and ciarb = 0 for m
′ < a ≤
m, 1 ≤ b ≤ n′. This implies
ciarb = λaµb for 1 ≤ a ≤ m
′, n′ < b ≤ n, (a, b) 6= (1, n). (B.15)
For 2 ≤ c < m, 2 ≤ d < n,
∂ciarb
∂cicrd
= δacδbd, m
′ < a < m, 2 ≤ b ≤ n′; (B.16)
∂cimrb
∂cicrd
= −
[i1, ic]
[i1, im]
δbd, 2 ≤ b ≤ n
′;
∂ciar1
∂cicrd
= −
〈rd, rn〉
〈r1, rn〉
δac, m
′ < a < m. (B.17)
From this it follows that
detJC =
[i1, im′ ]
n′−1〈rn′+1, rn〉
m′′−1
[i1, im]n
′−1〈r1, rn〉m
′′−1
det JˆC (B.18)
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where the Jacobian matrix JˆC is defined by
JˆCab,cd =
∂c
ia−1ia
rbrb+1
∂cicrd
, 2 ≤ a ≤ m′, n′ < b < n, (a, b) 6= (2, n − 1),
=
[
λaδa−1,c − λa−1δac −
[im, ic]
[im, i1]
λ2δa2
] [
µb+1δbd − µbδb+1,d +
〈rd, r1〉
〈rn, r1〉
µn−1δb,n−1
]
,
JˆC2 n−1,cd =
∂cimr1
∂cicrd
=
[i1, ic]
[i1, im]
〈rd, rn〉
〈r1, rn〉
(B.19)
for 2 ≤ c ≤ m′, n′ < d < n.
λcµd
λaµb
JˆCab,cd =
[
λa−1(δa−1,c − δac)−
[im, ic]
[im, i1]
λcδa2
] [
µb+1(δbd − δb+1,d) +
〈rd, r1〉
〈rn, r1〉
µdδb,n−1
]
for (a, b) 6= (2, n − 1);
λcµd
λ2µn−1
JˆC2 n−1,cd =
λcµd
λ2µn−1
[i1, ic]
[i1, im]
〈rd, rn〉
〈r1, rn〉
. (B.20)
Then
J˜Cab,cd =
m′∑
e=c
d∑
f=n′+1
λeµf
λaµb
JˆCab,ef =
[
−λa−1δac −
[im, i
′
c]
[im, i1]
δa2
] [
µb+1δbd +
〈r′d, r1〉
〈rn, r1〉
δb,n−1
]
for (a, b) 6= (2, n − 1);
J˜C2 n−1,cd =
m′∑
e=c
d∑
f=n′+1
λeµf
λaµb
JˆC2 n−1,cd =
1
λ2µn−1
[i1, i
′
c]
[i1, im]
〈r′d, rn〉
〈r1, rn〉
, (B.21)
where i′c and r
′
d stand for
π′ic =
c∑
e=m′
λeπie , π
′
rd
=
d∑
f=n′+1
µfπrf . (B.22)
The matrix J˜Cab,cd is straightforward to diagonalize and so det J˜
C
ab,cd is seen to be the product
of the diagonal elements:
det J˜Cab,cd =
[i1, i0]〈r0, rn〉
λ2µn−1
[im, i0]
n′′−2〈r0, r1〉
m′−2
[im, i1]n
′′−1〈rn, r1〉m
′−1
m′−1∏
a=2
λn
′′−1
a
n−1∏
b=n′+2
µm
′−1
b (B.23)
where, as in (4.11),
πi0 =
m′∑
e=1
λeπie , πr0 =
n∑
f=n′+1
µfπrf . (B.24)
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Thus, using (4.24), the Jacobian determinant is given by
detJC =
[i1|Pm′n′ |rn〉[i0, im]
n′′−2〈r1, r0〉
m′−2[i1, im′ ]
n′−1〈rn′+1, rn〉
m′′−1
λ2µn−1[i1, im]n−2〈r1, rn〉m−2
m′−1∏
a=2
λn
′′−1
a
n−1∏
b=n′+2
µm
′−1
b
=
[i1|Pm′n′ |rn〉[i0, im]
n′′−2〈r1, r0〉
m′−2[i1, im′ ]
n′−1〈rn′+1, rn〉
m′′−1
ci2rn−1λ
n′′
m′µ
m′
n′+1[i1, im]
n−2〈r1, rn〉m−2
cim′rn′+1
m′∏
a=2
n−1∏
b=n′+1
ciarb
(B.25)
(d) Jacobian for Case (D). We calculate the Jacobian, JD, of
ciarb , 1 ≤ a ≤ m
′, n′ < b ≤ n, (a, b) 6= (1, n), ciaia+1rb−1rb , m
′ < a < m, 2 ≤ b ≤ n′, (B.26)
with respect to
ciarb , 2 ≤ a ≤ m
′, n′ < b < n, and a = m′ + 1, n′ < b < n,
and 2 ≤ a ≤ m′, b = n′, and m′ < a < m, 2 ≤ b ≤ n′. (B.27)
at c
iaia+1
rb−1rb = 0 for m
′ < a < m, 2 ≤ b ≤ n′, and ciarb = 0 for 1 ≤ a ≤ m
′, n′ < b ≤
n, (a, b) 6= (1, n). We first assume that m′ ≤ 2 and n′′ ≤ 2 and deal with the remaining cases
(m′, n′) = (1, 1) or (m− 1, n − 1) later. The conditions c
iaia+1
rb−1rb = 0 imply
ciarb = λaµb for m
′ < a ≤ m, 1 ≤ b ≤ n′. (B.28)
For 2 ≤ c < m, 2 ≤ d < n,
∂ciarb
∂cicrd
= δacδbd, 2 ≤ a ≤ m
′, n′ < b < n; (B.29)
∂ci1rb
∂cicrd
= −
[im, ic]
[im, i1]
δbd, n
′ < b < n;
∂ciarn
∂cicrd
= −
〈rd, r1〉
〈rn, r1〉
δac, 1 < a ≤ m
′. (B.30)
From this it follows that
det JD =
[im, im′+1]
n′′−1〈rn′ , r1〉
m′−1
[im, i1]n
′′−1〈rn, r1〉m
′−1
det JˆD (B.31)
where the Jacobian JˆD is defined by
JˆDab,cd =
∂c
iaia+1
rb−1rb
∂cicrd
, m′ < a < m, 2 ≤ b ≤ n′,
=
[
λaδa+1,c − λa+1δac −
[i1, ic]
[i1, im]
λm−1δa,m−1
] [
µb−1δbd − µbδb−1,d +
〈rd, rn〉
〈r1, rn〉
µ2δb2
]
(B.32)
for m′ < c < m, 2 ≤ d ≤ n′.
32
λcµd
λaµb
JˆDab,cd =
[
λa+1(δa+1,c − δac)−
[i1, ic]
[i1, im]
λcδa,m−1
] [
µb−1(δbd − δb−1,d) +
〈rd, rn〉
〈r1, rn〉
µdδb2
]
(B.33)
Then
J˜Dab,cd =
c∑
e=m′+1
n′∑
f=d
λeµf
λaµb
JˆCab,ef =
[
−λa+1δac −
[i1, i
′
c]
[i1, im]
δa,m−1
] [
µb−1δbd +
〈r′d, rn〉
〈r1, rn〉
δb2
]
(B.34)
where i′c and r
′
d stand for
π′ic =
c∑
e=m′+1
λeπie , π
′
rd
=
n′∑
f=d
µfπrf . (B.35)
The matrix J˜Dab,cd is straightforward to diagonalize and so det J˜
D
ab,cd is seen to be the product
of the diagonal elements:
det J˜Dab,cd =
[i1, i0]
n′−1〈r0, rn〉
m′′−1
[i1, im]n
′−1〈r1, rn〉m
′′−1
m−1∏
a=m′+2
λn
′−1
a
n′−1∏
b=2
µm
′′−1
b (B.36)
where, as in (4.11),
πi0 =
m∑
e=m′+1
λeπie , πr0 =
n′∑
f=1
µfπrf . (B.37)
Again, using (4.24),
detJD = [i1|Pm1n1 |rn〉
[im′+1, im]
n′′−1〈r1, rn′〉
m′−1[i1, i0]
n′−2〈r0, rn〉
m′′−2
[i1, im]n−2〈r1, rn〉m−2
m−1∏
a=m′+2
λn
′−1
a
n′−1∏
b=2
µm
′′−1
b
= [i1|Pm1n1 |rn〉
[im′+1, im]
n′′−1〈r1, rn′〉
m′−1[i1, i0]
n′−2〈r0, rn〉
m′′−2
λn
′
m′+1µ
m′′
n′ [i1, im]
n−2〈r1, rn〉m−2
cm′+1,n′
m−1∏
a=m′+1
n′∏
b=2
cab.
(B.38)
In the remaining cases, (m′, n′) = (1, 1) or (m − 1, n − 1), the terms involving c
iaia+1
rb−1rb are
absent from (B.26) and it is straightforward to calculate det JD, leading again to (B.38).
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C Diagrammatic Methods
We can use diagrams to represent, manipulate and organize the integrands that arise in the
calculation of gluon tree amplitudes in twistor string theory. We denote the various factors
that occur in the integrands diagrammatically by using a single circle for cir , a double circle
for c2ir, a triple circle for c
3
ir, and so on, a rectangle for c
ij
rs, and a solid disk for the constraint
function Cijkrst , suitably positioned on a grid whose rows are labeled by the positive helicities
and the columns by negative helicities, as illustrated in Figure 2:
i
r
❡ ≡ cir; i
r
❡❜ ≡ c2ir; i
r
❤❡❜ ≡ c3ir;
j
i
r s
≡ cijrs;
k
j
i
r s t
④ ≡ Cijkrst .
Figure 2
Each of these can appear in either black, red, gold, and we shall use black (•) to denote
factors in the numerator of an integrand, red (•) for factors in the denominator, and gold
(•) for factors in the denominator at which residues are being taken. With this notation, the
integral for the split-helicity amplitude given by (2.3) with Fmn = F
split
mn , defined by (3.2), for
m = 7, n = 8, is described by the diagram,
i1
i2
i3
i4
i5
i6
i7
r1 r2 r3 r4 r5 r6 r7 r8
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
❡ ❡ ❡ ❡ ❡
❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜ ❜❤ ❤ ❤ ❤
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜ ❜❤ ❤ ❤ ❤
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜ ❜❤ ❤ ❤ ❤
❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜
❡ ❡ ❡ ❡ ❡
❡
❡
❡
❡
❡
❡
❡
❡
❡
❡
Figure 3
The corresponding diagram for the 15-point amplitude with helicites (3.4), corresponding to
the ‘snake’ line illustrated in Figure 1, is given by multiplying Gmn, described by Figure 4a,
by the diagram of Figure 3, to give Figure 4b,
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❡❡
❡
❡
❡ ❡
❡
❡
❡
❡
→
Figure 4a
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
④ ④ ④ ④ ④ ④
❡
❡ ❡ ❡ ❡ ❡
❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜ ❜❜ ❤ ❤
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜ ❜❤ ❤ ❤
❡ ❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜❤ ❤ ❤ ❤❦
❡ ❡ ❡ ❡ ❡❜ ❜ ❜ ❜ ❜
❡ ❡ ❡ ❡ ❡ ❡
❡
❡
❡
❡
❡
❡
❡
❡
Figure 4b
The rules for Gmn given before Figure 1 in section 3 are represented in our diagrammatic
notation by
❡
❡
❡ia
ia+1
rb rb+1
↔
c
iaia+1
rbrb+1
ciarbciarb+1cia+1rb+1
;
❡ia
ia+1
rb rb+1
↔
Figure 5
ciarb+1 ; ❡
im−1
im
r1 r2
↔
1
cimr1
.
Calculating the negative helicity contribution corresponding to the point on the ‘snake’ line
indicated in Figure 6a, following section 6, involves taking residues as illustrated in Figure
6b,
✉
Figure 6a
④ ④ ④
④ ④ ④
④ ④
④ ④
❡ ❡ ❡ ❡
❡ ❡ ❡ ❡
❡ ❡ ❡ ❡
Figure 6b
which produces
④ ④ ④
④ ④ ④
④ ④
④ ④
❡
❡
❡
❡❡
❡❜❡
❡❜❡❜
❡❡ ❡
❡ ❡ ❡❜ ❡
❡ ❡❜ ❡❜ ❡
❡ ❡
×
Figure 7a
❡ ❡ ❡ ❡
❡ ❡ ❡ ❡
❡ ❡ ❡ ❡
❡ ❡ ❡
❡ ❡ ❡
❡ ❡ ❡
❜
Figure 7b
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where the two subamplitudes into which the contribution factors are described by the sub-
diagrams in blue and green boxes in Figure 7a; the two subamplitudes correspond to the
‘snake’ lines illustrated by Figure 8a and Figure 8b.
Figure 8a Figure 8b
This corresponds to an equation of the form of (6.18),
Resz4,4M7,8 = −
z4,4
s4,4
M4,5M4,4. (C.1)
We concluded in section 8 that negative helicity contributions can be written as sums of
residues of (8.8) and this has the diagrammatic representation
❡
❡
❡
❡
❡ ❡
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❡
❡
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×
Figure 4a
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