We study the Langevin dynamics of the adaptive immune system, modelled by a lymphocyte network in which the B cells are interacting with the T cells and antigen. We assume that B clones and T clones are evolving in different thermal noise environments and on different timescales. We derive stationary distributions and use statistical mechanics to study clonal expansion of B clones in this model when the B and T clone sizes are assumed to be the slow and fast variables respectively and vice versa. We derive distributions of B clone sizes and use general properties of ferromagnetic systems to predict characteristics of these distributions, such as the average B cell concentration, in some regimes where T cells can be modelled as binary variables. This analysis is independent of network topologies and its results are qualitatively consistent with experimental observations. In order to obtain full distributions we assume that the network topologies are random and locally equivalent to trees. The latter allows us to employ the Bethe-Peierls approach and to develop a theoretical framework which can be used to predict the distributions of B clone sizes. As an example we use this theory to compute distributions for the models of immune system defined on random regular networks.
Introduction
The main task of the immune system is to defend the organism from invading pathogens such as viruses, bacteria, parasites, etc. In complicated multicellular organisms, such as vertebrates, the immune system is usually divided into two subsystems: the innate immune system and the adaptive immune system [1] . The former can be seen as a first line of defence on which the organism is relying for its protection in the first hours and days of infection with a new pathogen, but its immune response is not specific to this particular pathogen. The latter is a second line of defence, which is usually triggered by the innate immune system, whose immune response is more specific and also offers a more long-term immunity. These properties of the adaptive immune system arise from its ability to learn and memorise a wide range of pathogens, an important part of which is learning to recognise the molecules Figure 1 . Network of T-clones and B-clones generated by the T-dependent immune response. Red (blue) link between the helper (regulator) T-clone i and the B-clone µ implies that the B-clone receives the signal to expand (contract). are thought to be strongly influenced by the presence of regulator T cells [22] .
Finally, we note that our main focus in this paper will be on the properties of B clone distributions and how they are affected by the other parameters of the model such as network topology, concentration of Ag, etc. Recently, the importance of these properties in our understanding of the ageing immune system was emphasised in [23] and we also envisage that these properties are important in tumour immunology [21] .
Dynamics
We consider M B-clones interacting with N T-clones on the bipartite graph G = (V, F, E), where N = |V|, M = |F| and E is the set of edges. The set of indices ∂µ points to all T-clones i connected to the B-clone µ and similarly the set ∂i involves all B-clones µ connected to the T-clone i. The B-clones are specified by the logconcentration variables b = (b 1 , . . . , b M ) and we assume that these variables are governed by the Langevin equation
where the noise χ µ (t), with χ µ (t) = 0 and χ µ (t)χ ν (t ) = 2τ bβ −1 δ µν δ(t − t ), is controlled by the "temperature" parameterT =β −1 . In this dynamics the µ-th Bclone receives the "signal" i∈∂µ ξ µ i σ i from |∂µ| T-clones which are specified by the concentrations σ = (σ 1 , . . . , σ N ). The i-th T-clone is either formed by T helper cells or by T regulator cells . The T-helper clones and T-regulator clones are encoded respectively by the ξ µ i > 0 and ξ µ i < 0 variables. The signal from the T-clones i∈∂µ ξ µ i σ i is modulated by the interaction J µ = M ν=1 S µν a µ where the Ag/Ags is given by the vector of epitope "concentrations" a = (a 1 , . . . , a M ). Here S µν ≥ 0 is an element of an "affinity" matrix which specifies how well the ν-th epitope is "matched" by the µ-th B-clone. A very specialised B-clone will interact with only one epitope (for example S µν = δ µν ) and poly-reactive B-clone [3, 4] can interact with many different epitopes (for example S µν > 0 for all ν). The θ µ term gives possibility of B-clone activation even in the absence of the signal (or weak signal) from the T clones, i.e. it facilitates T-independent activation. Thus positive (negative) "field" F µ (σ) , where F µ (σ) = J µ i∈∂µ ξ µ i σ i + θ µ , has excitatory (inhibitory) effect on the growth of µth B-clone. Furthermore, the growth of this clone is kept in check by the "apoptosis" therm −ρb µ , which limits the amplitude of b µ , and is subject to noise χ µ (t). For J µ = 0, i.e. without Ag, the distribution of log-concentration b µ in equilibrium is the Gaussian e − 1 2 ρβb 2 µ / 2π/ρβ. In order to derive the dynamic equation for the T-clones we will proceed as follows. Firstly, we note that if we define the energy (or Hamiltonian) function
then the equation (1) can be written in the form
We note that above equation is invariant under the transformation H(b, σ) → H(b, σ) + V (σ) where V (σ) is any function of σ. Secondly, we assume that
where the noise η i (t), with η i (t) = 0 and η i (t)η j (t ) = 2τ σ β −1 δ ij δ(t − t ), is controlled by the "temperatures" T = β −1 . From above follows the equation
For now we will leave the function V (σ), which will be used later to "restrict" the range of σ i 's , unspecified but such that it allows us to define various thermodynamic functions in what follows. The relation between the time-scales (τ b τ σ or τ σ τ b ) of T-clone and B-clone subsystems will give us two possible scenarios of the equilibrium [24] .
Fast equilibration of B-clones
Let us assume that the B-clone variables b µ are the "fast" variables and equilibrate before the T-clone σ i variables then this gives us that in equilibrium (t → ∞) these variables are governed by the distribution
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where Zβ(σ) = db e −βH(b,σ) is a partition function. Then using above and the dynamic equation (4) we obtain the equation
where Fβ(σ) = −β −1 log Zβ(σ) is (formally) a free energy of a state σ. It follows from the above that in equilibrium the T-clones are governed by the distribution
where Z β,β = dσ e −βFβ (σ) . The distributions (6) and (8) allows us to construct the joint distribution P β,β (b, σ) = Pβ(b|σ)P β,β (σ). (9) In order to compute the joint distribution (9) we consider the partition function Zβ(σ) = db e −βH(b,σ) = e −βV (σ)
Fast equilibration of T-clones
Here we assume that the T-clones equilibrate first and are governed by the distribution
where Z β (b) = dσ e −βH (b,σ) . Then the dynamics of B-clones is given by the equation
, and in equilibrium they are governed by the distribution
where n =β/β. We can use above and the distribution (18) to construct the joint distribution
In order to compute the joint distribution (21) we first consider the partition function
where W β (b) = Dσ e β M µ=1 bµFµ(σ) . Using above result in the equation (21) gives us the joint distribution
The marginals of this distribution are given by
and
Let us first consider the case when n ∈ Z + . Then
Statistical mechanics of lymphocyte networks modelled with slow and fast variables 9 Figure 3 . Enlargement of the T-clone network in the system with fast T-clone equilibration and n ∈ Z + . All n copies of a T-clone clique (shown here only for one link in this clique) associated with the µ-th B-clone are interconnected in a such way that they form a fully connected (weighted) network of n × |∂µ| nodes.
and for any function f (σ) its average f (σ) = DσPβ ,β (σ)f (σ) satisfies the following "replica" relation
where we have defined the average 
can be represented as a clique constructed from n × |∂µ| T-clones which are controlling the B-clone µ. Thus for n ∈ Z + the fast T-clone equilibration leads to the enlargement of the T-clone system (see Figure 3 ).
The density
can be computed by using the identity (26) in the distribution (24) which gives us
with the distribution of (replicated) fields
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Let us now compute the distribution (23) for a more general case of n ∈ R + . In order to do this we first consider the integral
The last line in the above was obtained by assuming that Dσ = e −β N i=1 V (σi) dσ. Using this result in the joint distribution (23) gives us its marginal distributions
log Dσ e βσ µ∈∂i bµ Jµξ µ i (33) and
where Zβ ,β = db e and Dσ = e −βV (σ) dσ. The distributions (33) and (34) can be used to construct the densities
, where the marginal distribution P i (σ) is given by the equation
respectively. In a similar manner, using the definition
we can derive the distribution of fields 
Analysis of equilibrium
In this article we consider simplest case when the T clones (or T cells) are modelled by the (binary) Ising variables σ i ∈ {−1, 1} or by the binary variables σ i ∈ {0, 1}. The former and the latter can be obtained by using the double well potentials
where the "chemical" potential ω allows us to control the number of activated T cells N i=1 δ σi;1 , in the integral measure Dσ. Taking the ∆ → ∞ limit converts the N -dimensional integral Dσf (σ), for example in the equation (27) , into the sum σ f (σ) over binary variables. Furthermore, the choice of σ i ∈ {−1, 1}, combined with ξ µ i = 1, gives us the scenario when the T cell is either a regulator cell or a helper cell. On one hand the fact that the i-th T cell can change from the regulator σ i = −1 to the helper σ i = 1 , or vice versa, can be seen as an assumption that the change in the T cell function occurs on the same time scale as the immune response to the Ag. On the other hand in the experiments [20, 27] one usually has access only to the number of T cells of either type and such assumption could be sufficient to capture the observed phenomena. For the choice of σ i ∈ {0, 1} with ξ µ i ∈ {−1, 1} (in this case ξ µ i = ξ i ) the number of regulating T cells N i=1 δ ξi;−1 is independent from the immune response. The consequences of our choice for the variables σ i , when T cells are fast variables with n =∈ Z + (see section 2.2), is that the T cells are governed by the distribution
where F µ (σ α ) = J µ i∈∂µ ξ µ i σ α i + θ µ , which is equivalent to the ferromagnetic Ising spin model for σ i ∈ {−1, 1} or the "lattice gas" for σ i ∈ {0, 1}. For the latter we need to add the term − 1 2 βω N i=1 n α=1 σ α i to the "energy" function in the exponential of (37) . We note that the distribution of T-clones (13) 
in the fast B clone equilibration
Similarly to a B-clone the i-th T-clone experiences the field µ∈∂j bµJµξ µ j (see equation (35)) .
regime can be obtained from the distribution (37) by setting n = 1, so for T-clones the case of integer n covers both equilibration scenarios. Let us for now discuss the case of n = 1 and θ µ = 0. For the Ising case the average "magnetization" m = 1 N N i=1 σ i , which is related to the fraction of helper (regulator) T-cells via the identity m + = 1−m − (m − = 1−m 2 ), has a phase transition at β c = β from the disordered paramagnetic (PM) m = 0 phase to the ordered ferromagnetic (FM) phase m = 0 (see Figure 4 ) when N → ∞ [28] .
We not that there are many possible topologies of a bipartite graph G for which the T cell system (37) has finite β c . Suppose we choose one of such topologies (see Figure 5 ) then for β ∈ (β c , ∞) the fraction of helper (regulator) T cells m + ( m − ) is either a monotonic non-decreasing or a monotonic non-increasing function of the noise parameter β (see Figure 4 ) and interaction J 2 µ ρ This is follows from the Griffiths-Kelly-Sherman (GKS) theorem [29] which is true for any ferromagnetic Ising spin system. Furthermore, if we know the average magnetization m ≡ m ρ . We note that the ratio of the number of regulator T cells to the total number of T cells was observed, during a normal immune response to the Ag stimulation, to be in the range 0.1 − 0.25 in the experiments on mice [20] . In the phase diagram (see Figure 4 ) this corresponds to the lower branch of the m − plot. Also in this regime the ratio of helper T-cells m + is a monotonic non-decreasing function of Ag concentration (in our model J µ ∝ Ag concentration) which is consistent with the experimental data [27] . We note that the case of "lattice gas" gas σ i ∈ {0, 1} and ξ i = 1 (this is a scenario when we have only T helper cells) which are either active, σ i = 1, or inactive, σ i = 0, can be also mapped (for example using σ i = 1+si 2 , where s i ∈ {−1, 1}) into the ferromagnetic Ising model with (positive) external field [28] . The effect of this on the phase diagram in Figure 4 is that the fraction of helper T clones m + = 1 − m − is a continuous function of β and J 2 µ ρ [29] . We now turn to the analysis of B clone properties in the fast B clone and fast T clone (n ∈ Z + ) equilibration regimes. For the former the average B clone size (or average B cell concentration) c can be computed from the distribution (17) and for the latter the same average can be computed from the distribution (31) . In order to simplify the analysis of both equilibration regimes, we define the distribution
where
The distribution (38) is the distribution of B clone sizes for the fast B-clone and fast T-clone equilibration regimes when n = 1 andβ = nβ respectively. We note that the log-normal distribution in the equation (38) can be interpreted as the (asymptotic) distribution of the "size" c i of an element in the growth process where each element changes its size with the rate w(c → c ) = λδ (c − (1 + g)c), where λ is a (mean) growth rate and g is a growth factor [30] . In this interpretation the growth factor g is related to the apoptosis parameter ρ via the equation log 2 (1 + g) = ρ −1 and the noise parameterβ is related to the (rescaled) time λt , where λ is a (mean) growth rate, via
and hence the distribution (38) is an average over random initial conditions. Since c is a clone size, the growth process picture is consistent with the adaptive immune response: the B-cells which "survived" interactions with the T cells, there are c 0 such cells, serve as an initial condition for the subsequent B cell proliferation process.
Let us now consider the distribution (38). Its first moment is given by the equation
and its variance is given by the equation
Let us define the function e F/nρ β = e F/nρ P (F )dF and consider its properties. For β → 0 this function can be expanded around β = 0 which gives us e F/nρ β = Jµ ρ (|∂µ|+θµ) (for θ µ = 0 the dynamics (5) can also "select" the (1, . . . , 1) state as N → ∞), so e F/nρ ∞ ≥ e F/nρ 0 . Furthermore, e F/nρ β is monotonic non-decreasing function of β which for N < ∞ is smooth everywhere but at β c when N → ∞ with θ µ = 0 (see Appendix A for details).
From above analysis of the function e F/nρ β we conclude that in the fast Bclone equilibration regime (n = 1) the average number of B-cells c is a monotonic non-decreasing function of β (see Figure 4 for one of possible behaviours). If we combine two plots in the Figure 4 then it is clear that c is a monotonic nondecreasing (non-increasing) function of the fraction of helper T-cells m + (regulator T-cells m − ) which is consistent with what is observed in in vivo [27, 20] . We note that the variance (c − c ) 2 has a similar behaviour in this regime (the function e 2F/nρ β = e 2F/nρ P (F )dF used in the variance equation (41) has the same behaviour as the function e F/nρ β ). The case of fast T-clone equilibration with n ∈ Z + , because of the relationβ = nβ, is not so clear. Here the average c = e 1/2ρnβ e F/nρ β is diverging as β → 0 (it is finite when β → ∞) and the derivative ∂ ∂β c = e 1/2ρnβ ∂ ∂β e F/nρ β − 1 2ρnβ 2 e F/nρ β is negative when β → 0 (in this limit ∂ ∂β e F/nρ β < ∞ and 1 2ρnβ 2 e F/nρ β ∈ O(1/β)) and could be positive or negative (in this limit 1 2ρnβ 2 e F/nρ β ∈ O(1/β 2 ) but we expect the convergence of ∂ ∂β e F/nρ β → 0 to be strongly influenced by the properties of T-clone network) when β → ∞.
The fast T-clone equilibration regime with n ∈ R + is much more difficult to analyse, but in the low B-clone noiseβ → ∞ limit we expect at least in some regimes the same phase diagram as in the Figure 4 . To show this we first note that the marginal distribution (35) can be written as the integral
This integral can be computed exactly by the Laplace method [31] which gives us
where b * µ is a solution of the system of equations
corresponding to a maximum of the function φ(b). From the first moment
of the distribution (44) and the extremum condition (45) follows that
which gives us the equation
.
(48)
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Solutions of this equation can be used to compute the marginal T clone distribution (44) via the equation
and the distribution (36) via the equation
The 
In the case of Ising variables σ i ∈ {−1, 1} and ξ µ i ∈ {−1, 1}, which also includes the binary case σ i ∈ {0, 1}, the above framework gives us the equation
A simplest case here is a regular network topology (such as in the Figure 5 ) with the uniform interactions J µ = J and without the self-activation, i.e. θ µ = 0. For this case the equation (52) simplifies considerably: here b µ = J ρ K σ i , where |∂µ| = K, by the equation (47) and if we define m = σ i , then this gives us the equation
where |∂i| = L, for the average magnetization m and the average B cell concentration c = e J ρ Km follows from the equation (51). Also, the distribution of fields (50) takes a more simple form and is given by the equation
where P (F ) = P µ (F ). The equation (53) has m = 0 as its solution for any β but this solution becomes unstable for β > β c , where β c = ρ J 2 LK , and two stable solutions |m| = 0 emerge. Furthermore, the average number of B cells, c , is a monotonic non-increasing function of the fraction of T regulator cells m − = 1 2 (1 − m) (the case of J = ρ = 1 is studied in the Figure 6 ). The B-clones are receiving predominantly excitatory (inhibitory) signal from the T clones, which is governed by the distribution P (F ), when m − < 1 2 (m − > 1 2 ) as can be seen in the Figure 6 . For β < β c the point m = 0 is the only solution and the B cells are no longer controlled by the T cells : c = 1 for all β.
So far we were able to discuss behaviour of T clones and B clones by making a very weak assumptions about the topologies of networks and their interactions. This analysis is very qualitative and it only covers the cases where we can map our model Statistical mechanics of lymphocyte networks modelled with slow and fast variables 16 onto the ferromagnetic Ising spin systems which are quite well understood [29, 28] . Unfortunately, we can not construct such arguments for the case of σ i ∈ {0, 1} with ξ µ i ∈ {−1, 1} which is also equivalent to the the Ising model but it is no longer ferromagnetic (the map σ : {−1, 1} → {0, 1}, where σ = 1+s 2 , gives rise to sitedependent external fields which could be positive or negative). Furthermore, to make quantitive predictions about the observables such as fractions of T cells, m ± , and concentrations of B cells, c , and for a more informative observables, such as the B-clone distribution (38), we have to be more specific about the graph G and the interactions {ξ µ i }, {J µ }. Since we don't have such detailed knowledge about the real immune systems, we will follow the "Bayesian" route here and choose these parameters to be random, but subject to biological constraints such as the average number of regulator T cells p = 1 N N i=1 δ ξi;−1 or the number of T cells a single T cell can interact with (for example in two graphs in the Figure 5 these numbers are 4 and 8) which can be deduced by the arguments presented in [32] .
We note that in the real immune systems the interactions of lymphocytes with the Ag are occurring in a 3-dimensional (3d) volume, so it is reasonable to choose a regular 3d lattice for the graph topology. However, even if we choose a simpler 2d lattice there are many possibilities how to construct the graph G (two possible constructions are presented in the Figure 5 ). Also, systems interacting on d-dimensional (d > 1) lattices are very difficult to study analytically and one often uses locally tree-like [33] random graph topologies as an approximation which is expected to be quite good away from the phase transitions [34] .
Bethe−Peierls approximation
For the systems interacting on trees the local observables, such us for example the distribution of fields (36) , can be computed recursively. Let us first consider the distribution (37) , which governs the (replicated) T-clone variables {σ α i } in both the fast B-clone (n = 1) and fast T-clone (n ∈ Z + ) equilibration regimes, defined on a factor-tree T µ (r) of radius r which is centred at the factor-node µ (see Figure B1 in
where the cavity distribution P µi [σ] can be computed recursively ¶ , starting from the variables laying on the boundary ∂T µ of the tree T µ , via the equation
Similarly, if we consider the distribution (37) which is defined on a factor-tree T i with the variable-node i at its root then, using the replica identity (27), we can also compute the local magnetization +
is the distribution of variable σ i on a graph where the link (µ, i) is removed. To distinguish such a "cavity" distributions from the distributions on graphs with all links intact, such as the distribution of σ i , P i (σ), for example, we will use the square brackets [. . .] in their definitions throughout this paper. + The details of derivation of the first three equations of this section are provided in the Appendix B.
We note that the structure of these equations is not affected by the choice for the σ α i variables, but in the Ising case σ α i ∈ {−1, 1} with θ µ = 0 the recursion (56) preserves the spin-reversal symmetry, i.e. the equality
2 is a solution of this map for any β but for n > 1 the uniform distribution P ν [σ] = 1 2 n is a solution of (56) only when β = 0. The consequence of the symmetry P µj [σ] = P µj [−σ] is that the local magnetization σ i = 0 and the distribution (39) is symmetric, i.e. P µ (F ) = P µ (−F ).
The equations (39)-(57) can be simplified if we define the replica "magnetization" distribution
For example using above definition in (39) and (56) gives us respectively the equations
Let us now consider the distribution (33) which governs B-clones in the fast Tclone equilibration regime with n ∈ R + . Using the same factor-tree T µ allows us to compute * the marginal (see Appendix C) Statistical mechanics of lymphocyte networks modelled with slow and fast variables 19
of this distribution, where the cavity distribution P νi [b] can be computed recursively via the equation
For n ∈ Z + the above equation, with the identity 2 n cosh n (x) = σ 1 ,...,σ n e x n α=1 σ α and the definition
can be used to recover the equation (56) and all other equations of n ∈ Z + which use the cavity distribution P iµ [σ i ].
To compute the local magnetization σ i = σ P i (σ)σ from the distribution (35) we need to know the joint distribution of the variable in the set {b µ : µ ∈ ∂i}. Computing this distribution for the factor-tree centred at node i (see Appendix C) gives us the equation
Statistical mechanics of lymphocyte networks modelled with slow and fast variables 20
Also, in order to compute the distribution (65) we need to know the joint distribution P µ (b, {b ν }) of the variable b = b µ and of all its immediate neighbours b ν (see Figure  C1 in the Appendix C). This distribution can be "read off", using the identity
, from the equation (61) which gives us the equation
The equation (62) Finally, we note that the equations derived in this section can be used to compute local observables, such as the distribution P µ (F ) or the local magnetization σ i , on locally-tree like graphs. In these graphs a "ball" of radius r centred on any variable node i (or factor node µ ) converges to the tree of radius r centred at this node, T i (r), when N → ∞ (also M → ∞ with M N < ∞), for any r [33] . Then an observable associated with the node i in such graph is usually approximated by the same observable computed on T i (∞) . Furthermore, local observables computed on random trees can be used to compute densities: for example assuming that the density P (F ) = lim M →∞ 1 M M µ=1 P µ (F ) is self-averaging [33] we replace this average with the average over the trees T µ (∞) which for n ∈ Z + gives us the equation
Above equation was derived for the ensemble of random graphs with the prescribed distributions P (L) and P (K) of the variable-node and factor-node connectivities respectively. Also we have assumed that the parameters {ξ i }, {J µ } and {θ µ } are independent random variables which are drown from the distributions P (ξ), P (J) and P (θ) respectively. The distribution W [{P }] is usually approximated by the
) which is obtained by the population dynamics algorithm [33] which at each step replaces a member i of the population P = {P j [h|ξ]} with the new value
. . , N }) ( L and K are random numbers generated from the distributions LP (L) L ≥1L P (L) and KP (K) K ≥1K P (K) respectively) randomly and uniformly chosen from the population P. The parameters {ξ a i }, {J a } and {θ a } are also random numbers from the distributions P (ξ), P (J) and P (θ) respectively.
Analysis of homogeneous systems on random regular factor-graphs
A simplest non-trivial case which allows us to obtain a more quantitative results is to consider models defined on random regular factor-graphs. The ensemble of these graphs contains all graphs with the fixed connectivities of variable-nodes, |∂i| = L, and factor-nodes, |∂µ| = K . The regularity imposes the constraint L K = M N on the ratio of factor-nodes (B-clones) to variable nodes (T-clones) M N . Also, we assume that J µ = J and θ µ = θ and consider the case of σ i ∈ {−1, 1} with n ∈ Z + . For N → ∞ random regular factor-graphs are locally tree-like [33] and we expect the the "tree approximation", described in the previous section, to be exact on such graphs. Furthermore, the (local) topology of the T-clones system (37) in this connectivity regime resembles a variant of the Bethe lattice [28] where each node is connected to exactly L fully connected graphs (cliques) of size K (see Figure 7) . From now on we will call such a graph a random (K, L)-regular clique graph.
Let us consider the system (37) on one of such graphs. Since the variable nodes and factor nodes in this graph are all equivalent, the cavity distribution P iµ [h] in the equation (60) is the same for all i and µ, i.e. P iµ [h] = P [h], which gives us the recursive equation
where h ∈ {−n, −n + 1, . . . , n − 1, n} and the binomial coefficient n n+h 2 is a result of the computation σ 1 ,...,σ n δ h; n α=1 σ α . The solution of this equation can be used to compute the field distribution (59), via the equation phase when β > β c . In FM phase the distribution P (F ) is no longer symmetric (see Figures 8) and distribution of B-clones behaves as a "power law" when β → ∞ (see Figures 9) . We note that in this regime the distribution (38) is dominated by the probability P (F ) evaluated at the field value F = JK or F = −JK, corresponding to the magnetization m > 0 or m < 0, which gives rise to such behaviour. In particular when β → ∞, we have that
Also, in FM phase the average concentration of B cells (40) can be controlled by the fraction m − of regulating T-clones (see Figures 9) .
In the regime of fast T-clone equilibration with n ∈ Z + (n > 2) we solve the recurrence equation (68) using the initial condition
where the parameter m 0 ∈ Figure 11 ). However, as n → ∞ the interval [0, M − ) is shrinking and in this limit we expect to recover the exact equations (53) and (54) of the (equivalent)β → ∞ limit. The "power law" behaviour of the distribution P (c) is less pronounced (see Figure 11 ) than in the Figure 9 of the fast B-clone case. We ascribe this to the dependence on β of the log-normal part of the distribution (38) via the relationβ = nβ.
Finally, we note that the equation (68), which thus far we were able to analyse only numerically, can be studied in a much more analytical manner when the connectivity L or K is large. Also, this analysis allows us to probe the extreme regime of large B cell number M N or large T cell number (N M ).
3.2.1. Large L and finite K (or M N → ∞) regime To start we note that the equation (68) can be also written in the form 
Let us define the functional
, which is a Kullback−Leibler (KL) "distance" [37] between the distributions
, and use the identity (73) to compute the numerator in the equation (72). This computation is greatly simplified if we assume that J 2 = 1 L−1 and take the limit of L − 1 → ∞ which gives us
where h = h P [h]h. Using above result to compute the distribution (72) gives us that this distribution
is only a function of its first moment. We note that in this limit the cavity P [h] and the physical P (h) distributions are the same and the average h n is equals to the average magnetization m.
Let us define the average
then the RHS of the equation (76) is given by h x , where x = h . The function h x has the following properties:
From i) follows that h = 0 is a fixed point of the recursion (76). By ii) this point becomes unstable when ∂ ∂x h
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. Thus there exists (finite) β c such that the solution h = 0 of the recursion (76) becomes unstable. By i) and iii) the function h x is concave (convex) on the interval x ∈ (0, ∞) (x ∈ (−∞, 0)) and hence this function crosses the diagonal x only once on this interval when ∂ ∂x h x | x=0 > 1. This intersection corresponds to the stable solution | h | = 0 of the equation (76).
To show iii) we use the identity n n+h 2 = {σ α } δ h; n α=1 σ α in the equation (77) which gives us the equation
From the above follows that the average h x is equal to the average magnetization in ferromagnetic Ising system with the interactions and external field being equal to 1 nρ and (K − 1)x respectively. By the the Griffiths-Hurst-Sherman (GHS) theorem [38] the average magnetization in such system is a concave function of positive external field and hence the inequality iii) is true. Furthermore, using (80) to compute the average h 2 0 we obtain the identity 
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where S 1+M 2 is the Shannon entropy of a binary variable [37] . From the above follows that m satisfies the equation
which recovers theβ → ∞ equation (53) in the limit of L → ∞ with J 2 = 1 L−1 . Finally, we note that the field distribution (69) converges to δ (F ) in the limit of L → ∞ with J 2 = 1 L−1 and although the T-clones are responding to Ag in this regime (one can set J 2 =J 2 L−1 ) the are unable to control the B-clones. 
Finite
where h N [h] = K − 1 and N [h] ∈ {0, 1, . . . , K − 1}. Using above in the equation (84) gives us
Let us consider the multinomial distribution in the equation (86). Using the formula K! = ρ K K K e −K with ρ 0 = 1 and
where the functional
is a KL distance between the distributions N [h]
K−1 and P [h]. Also we have defined the remainder
Let us consider the average
For K − 1 large, with the interaction J = 1 K−1 , the above average is dominated by the summands N ) when K − 1 → ∞, so this limit is equivalent to the infinite temperature regime β = 0 and the T-clones are unable to control the B-clones.
Discussion
In this paper we studied the lymphocyte network model of adaptive immune system. We first derived dynamic equation for the B cell clones (B clones), which is a function of T cell clones (T clones) and antigen, and then we assumed that the Hamiltonian of this dynamic equation is also governs dynamics of T clones. Furthermore, we assumed that the dynamics of B clones and T clones is subject to different thermal noises and also that they evolve on different timescales. The latter assumption allows to compute the stationary distribution of this process in the limit of infinite separation of timescales which corresponds to the equilibration scenario when the fast (slow) B cell clone variables are interacting with the slow (fast) T clone variables. The stationary distribution is then used to compute the average density of B clone sizes and the thermal averages of other macroscopic observables.
To simplify the analysis we consider the scenario when T clones (or T cells ) are modelled by the Ising spin variables {−1, 1} and binary variables {0, 1}. The former corresponds to the activated helper, modelled by +1, and regulator, modelled by −1, T cells and the latter corresponds to the inactive, modelled by 0, and active, modelled by +1, T helper cells. We show that in the fast B clone equilibration regime and in the fast T clone equilibration regime, with the ratio of B clone noise to T clone noise parameter n =β β ∈ Z + , the behaviour of T cells is governed by the equilibrium distribution of n × N interacting Ising spins in the ferromagnetic model with inverse temperature β and interactions J 2 µ ρ . The consequences of this is that there are network topologies for which there exists the critical noise β c such that for β > β c the fraction of helper (regulator) T cells is a monotonic function of the Ag concentration. Furthermore, we show that in the fast B clone equilibration regime the average B cell clone size (or average B cell concentration), c , is a monotonic increasing (decreasing) function of the fraction of helper (regulator) T cells m + (m − ). We note that this result is consistent with the experimental data [27, 20] . Unfortunately, at present we are unable to carry out such an independent of the network topology analysis for the fast T clone equilibration regime with n ∈ R + .
Obtaining distributions of B clone sizes, P (c), requires a more detailed knowledge about the topology of networks. Assuming that these topologies are locally equivalent to trees we use the Bethe-Peierls (BP) approximation to derive the equations for the distribution P (c) and other observables in the models defined on random networks. We solve these equations for the case when the model is homogeneous (J µ = J for all µ) and is defined on a random regular graph where each B clone is connected to exactly K T-cells and each T cell is connected to exactly L B-clones; here the ratio of B clones to T cells α = M N is equals to α = L K . We study this model in the fast B cell clone equilibration regime and in the fast T cell clone equilibration regime with n ∈ Z + andβ → ∞. We find that in the regime of fast B cell clone equilibration the distribution P (c) in the "overregulated" (m − = 0.9) immune response regime is different from the distribution in the "normal" (m − = 0.1) immune response regime: it behaves as a "power law" when m − = 0.9. We note that the latter value corresponds to the "branch" of the phase diagram (see Figure 4) where the "signal" from the T cells to the B cell clones is predominantly suppressive (see Figure 8 ). We envisage that in the real immune system such a situation can occur when the B cell clones are self-reactive which is possible in the immune response to tumours [22] .
For the same model we find that in the fast T clone equilibration regime with n ∈ Z + the average B cell concentration c is still a monotonic function of the average fraction of T regulator cells m − but it is both increasing and decreasing (see Figure  11 ). We note that such a behaviour is seems to be quite counterintuitive but, perhaps, can not be ruled out [39] . The region where c is increasing with m − is shrinking as n getting larger and completely vanishes as n → ∞ (see Figure 6 ). We also study the regimes when α → ∞ ('large" B cell number limit) and α → 0 ("large" T cell number limit) with the rescaled, for technical reasons, interactions J 2 = 1 L−1 and J = 1 K−1 respectively. We find that in both of these regimes B clones are operating independently of T cells. In the regime of α → ∞ we find the response of T cells to Ag is following the same phase transition pattern as in the Figure 4 . Also, in this regime the "cavity" distribution equation (56) simplifies significantly and much can be learned about this equation analytically (for finite K, L and n > 1 we were unable to find an explicit solution to this equation even in the "simple" high temperature phase). The regime of α → 0 is equivalent to the infinite temperature regime where T cells are insensitive to the Ag stimulation.
In future we plan to compute phase diagram for the model in the fast T clone equilibration regime with n ∈ R + . A good starting point here would be to consider the regular case (see Appendix E). Also, it would interesting to consider the case when we the fraction T regulator cells is fixed and all T cells could be active or inactive, i.e. the case of σ i ∈ {0, 1} and ξ i ∈ {−1, 1}. Here one could assume that that the networks and interactions are random and compute the phase diagrams by solving the equation (67) by population dynamics. In order to model the affinity maturation one can also assume that, in addition to B clones and T clones, the interactions J µ are also evolving in time and use the slow (or fast) variable assumptions to compute stationary distributions of the process. However, the most important would be to connect the theoretical framework developed in this article with the concrete experimental data.
[38] Robert B Griffiths, Charles A Hurst, and Seymour Sherman. Concavity of magnetization of an ising ferromagnet in a positive external field. J. Math. Phys., 11 (3) Appendix A. Analysis of e F/nρ β function
In this section we study how the average
, is behaving as a function of β. In particular we are interested in the derivative
(A.2)
Using the power series representation this derivative can be written as the infinite sum
Finally, using the identity
where S is a subset of the set [ ] = {1, . . . , }, to rewrite the products ( n α=1 F ν (σ α )) = α1,...,α j=1 F ν (σ αj ) as sums we obtain the equation
Now, by the GKS theorem, the correlation terms in the above sum are positive from which follows that ∂ ∂β e F/nρ β ≥ 0 and hence the average e F/nρ β is a monotonic non-decreasing function of β.
The distribution P (σ 1 , . . . , σ n ) used in the definition (A.1) can be written in the canonical form P (σ 1 , . . . , σ n ) ∝ e −βE(σ 1 ,...,σ n ) , where E(σ 1 , . . . ,
2 is energy function. Then the specific heat (density)
. . , σ n ) , where T = 1 β , is given by the equation
Comparing above with the equation (A.4) we note that the derivative 2nρ ∂ ∂β e F/nρ β = 2N β 2 M C(β) + · · ·. As N → ∞, with 0 < N M < ∞, then the specific heat C(β) is diverging in some systems, such as ferromagnetic Ising model on d-dimensional lattice, or in some systems, such as ferromagnetic Ising model on random trees, it jumps when β → β − c or β → β + c .
Appendix B. Computation on a factor tree for n ∈ Z + Let us assume that the system (37) is defined on a factor tree T µ (r) of radius r rooted at the factor-node µ (see Figure B1 ). Then the distribution of (replicated) field on µ
can be computed recursively as follows. Firstly, we compute the "partition" function
Statistical mechanics of lymphocyte networks modelled with slow and fast variables 35 Figure B1 . The interaction topology of a replicated spin system on a factortree Tµ rooted at factor-node µ. All spins are represented by circular "variable" nodes, and each term in the "Boltzmann factor" e β 2nρ ν∈Tµ ( n α=1 Fν (σ α )) 2 = ν∈Tµ Fν ({σ j : j ∈ ∂ν}) corresponds to a square "factor" node. A link between variable node and factor node ν implies that σ acts as an argument of Fν .
where in above we defined factor tree T i (of radius r − 1) rooted at variable node i. The partition function Z µ (F ) can be used to construct the distribution of field
which, if we define the "cavity", i.e. the edge (i, µ) is removed (see Figure B1 ), distribution
,
gives us the equation (55). Secondly, we compute the partition function
Using above with in the definition (B.4) gives us the equation (56). Finally, we note that the partition function
which is defined on a factor-tree T i (R) rooted at the variable node i, can be used to construct the distribution
which gives us the equation (57) for the local magnetization σ i = σ P i (σ) 1 n n α=1 σ α .
Appendix C. Computation on a factor tree for n ∈ R + Let us assume that the distribution (33) , which is given by the equation
when it is adopted to the Ising case σ i ∈ {−1, 1}, is defined on a factor-tree T µ (r) of radius r rooted at the variable-node µ (see Figure C1 ). Then to compute the marginal distribution
we consider the partition function Figure C1 . The interaction topology of a replicated system of real valued spins on a factor-tree Tµ rooted at variable-node µ. All spins are represented by circular "variable" nodes, and each term in the "Boltzmann factor" e Using above in the definition (C.5) gives us the recursive equation (62) for this distribution. Furthermore, the above approach can be used to compute any marginal of (C.1). In particular, the joint distribution of the variables in the set {b µ : µ ∈ ∂i}
which we use to compute the local magnetization (64), is derived by considering the distribution (C.1) defined on a factor-tree T i rooted at the factor-node i. Figure D1 ). We note that for L > 2 and K = 2 the equation (D.9) recovers the result β c = tanh −1 1 L−1 of ferromagnetic Ising model on Bethe lattice.
Appendix E. n ∈ R + regime of of homogeneous system on a random regular factor-graph
The equations derived in the section Appendix C can be easily adopted to study the system (C.1) which is homogeneous and defined on a random regular factor-graph (see section 3.2 for details). The marginal distribution P (b) = P µ (b) in such system is given by the equation We note that the distributions P (b) and P [b] are related by the transformation K − 1 → K.
Finally, once we know the distribution P [b] then the magnetization can be also computed.
