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1. INTRODUCTION 
Let Lo denote the formal differential operator Lo = (d/A)“, n = 2v, Y even, 
defined on (- CO, m) and let L1 = (d/dx)n + q(x), where q(x) is a continuous 
function on (- Co, co), p(x) = 0, - co < x < 0, p(x) E Za(- 00, co). 
Assume that the formal differential operators Li, i = 0, 1 determine self- 
adjoint operators Hi on Ps(- 03, ok) with purely continuous spectrums 
on [0, co). The spectral measures F(d) corresponding to H* have the form 
EV) u = 1 
A 
$Yx, 1) (jm SkO’(Y, 1)U(Y) dr) 4m) 
--m 
where d _C [0, co), u E -Eca(- co, co) and the indices j, k are summed 
j, K = I,..., n. The functions +(x, I), j = I,..., n are the generalized eigen- 
functions and piK(Z), 0 < I < co, j, K = I,..., n are the spectral density 
matrices, i = 0, 1. In general the inverse problem is the problem of deter- 
mining the function q(x) corresponding to a given spectral density matrix 
f&(l), 0 < 1 < co, j, K = l,..., n. In this paper we give sufficient conditions 
for existence and uniqueness of the solution of the inverse problem. These 
conditions, which are stated in Section 2, involve a function F(x, y) defined as 
F(x, Y) = /,” (11 %O(XI 1) q (/l SkO(Y9 1) dY) bm (1.1) 
ujk(l) = (&(I) - &(I)), 0 < I < 03, j, k = I,..., n. The function F(x,y) 
has the property that Q,(x, y) = (a/ax> (E@y)F(x, y) is formally the kernel 
of the operator (WC - 1) where WC is the continuous part of the weight 
operator associated with Ho, H1 [I]. Th e main result of the paper is formulated 
as Theorem 7 of Section 4. We employ the general methods of I. M. Gel’fand 
and B. M. Levitan for solution of the inverse problem and make extensive 
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use of the results of L. A. SahnoviE concerning the inverse problem for ordin- 
ary differential operators of degree greater than two on [0, 00) [2, 3, 41. 
Analogous results hold for n = 2v, v odd, if Lo is taken to be LO = - (d/dx)“. 
2. DEFINITIONS AND ASSUMPTIONS 
Let [u, V] (x) be the bilinear boundary form associated with the differential 
operator Lo = (d/dx)” defined as 
n-1 
[u, w] (x) = 1 (- l)i &-r-j)(X) .(j)(x). 
f-0 
Lagrange’s identity asserts that 
s ;{(LOu) w - u(LOv)} dt = [u, w] (x) - [u, a] (y). (2.1) 
It will be assumed that q(x) is a continuous function on (- co, co), q(x) = 0, 
x < 0, and q(x) E 9s(- co, co). We moreover assume that the formal dif- 
ferential operators Lo = (dfdx)“, L1 = (d/dx)” + q(x) determine self-adjoint 
operators Ho, H1 on Ps(- co, co) which have purely continuous spectrums 
on [0, 00). The domains of Hi, denoted by 9(P), consist of those functions 
U(X) such that &J(x) are continuous, j = 0, l,..., n - 2, - 03 < x < co, 
u(+~)(x) is absolutely continuous in every bounded subinterval of (- 00, co), 
and LC E gs(- 00, co), i = 0,l. The values of Hi on B(H”) = 9(H1) are 
given by H% = Liu, i = 0, 1. We shall employ interchangeably complex 
variables X, w where h = reie, w = rlln exp(ie/n), Y > 0, 0 < B < 27~. Define 
functions +*(x, h) = exp(eiwx), j = l,..., n where ei , j = 1, 2 ,..., n are com- 
plex roots of unity with increasing argument, 
- f < arg e, < ***<arge,<3$. 
The functions sjo(x, X), j = l,..., n form a fundamental set of solutions of the 
equation Lay = hy, - 03 < x < CO. Let sjl(x, h), j = l,..., n denote a 
fundamental set of solutions of the equation Lly = Xy such that 
Q(x, A) = sjo(x, A), x < 0, j = l,..., n. According to the general theory of 
ordinary differential operators there exist functions f,*(h), j, K = l,..., n 
with the property that if 
Wj(X, 4 = f f,“(h) s,l(x, A), j = l,..., n 
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then w, ,... w, E -%!(- a, 01, w,+1 ,..., w, E %[O, a), WV # 0 [I, 51. 
Green’s function corresponding to the operator L1 is given by 
Gl(x, y, A) = i Mjk(A) sj’(x, A) $(Y, A) 
j.k=l 
for x >, y, with variables interchanged when x < y, where 
and F(E, /3) is the inverse of the matrix [wa , ws] (0), OT, p = I,..., n. Green’s 
function corresponding to the differential operator Lo, which is similar to 
Green’s function for L1, may be calculated explicitly. For x > y 
Go@, Y, 4 = & (2.2) 
with variables (x, y) interchanged with x < y. Let a matrix Nj”(A) be defined 
to be that matrix such that the equality 
5.k-1 i.k-1 
holds for Im(h) # 0. The spectral density matrix corresponding to the opera- 
tor H1 may be written in terms of M5k(A) as 
Pik(l) = liIiI (&) /;+{M5k(l + ia) - Njk(l + 31 dl (2.3) 
with an analogous formula holding for the spectral measure pik(Z) corre- 
sponding to Ho [5]. The spectral measures E(d), A _C [0, co), corresponding 
to the operators Hi have the representation 
E’(d) = j” +(% 1) (fin &‘, 1) u(Y) 4) d&(l), i=o, 1, (2.4) 
A -co 
where u E P.s(- co, co) and the indices are summed j, k = I,..., n. The 
generalized Fourier expansion formula corresponding to (2.4) asserts that 
f(x) = Lii 1,” d(% 1) (j-ym SkiY> l)f(Y) 4) dp:k(l) (2.5) 
ORDINARY DIFFERENTIAL OPERATORS OF EVEN ORDER 145 
for f E Pa(- co, co). The transformation defined by (2.5) is inner product 
preserving so that for f, g E Zs(- oo, co) 
with 
#(l) = Jrn +(x, l)f(x) dx, $kV) = s m sk*(x, 1) g(x) dx, (2.7) -m --m 
and in particular, using characteristic functions of intervals, 
for f, g E &(- co, co) and a < x < b < y, i = 0,l. The spectral densities 
&I) satisfy p$&l) = 0 for indices j, k with 1 < j < Y or 1 < K < V, 
LI = (1, I,], 0 < Zr < I, < co, since otherwise (2.5) does not hold for all 
u E PS(- oo, co). In addition to the generalized eigenfunctions s$((x, I) we 
shall employ generalized eigenfunctions fji(x, 1) which are normalized so 
that (d/dx)k-l cji(x, Z)]5=,, = $, , j, k = l,..., n. The functions +(x, I), 
4$(x, I) are related by a nonsingular matrix I’&) such that 
Q(x, I) = V,,(I) sI,“(x, I) where the elements of V&J are independent of i, 
analytic in I except at I = 0, and I’;.&) = O(l), I --t + co. If &(I) are the 
spectral density matrices associated with the generalized eigenfunctions 
S;i(~, I) then 
and &(I) are real symmetric with the properties that &&I) = 0, for 
V+l<k<TZ, and 2 I p;.kw I < PjjW + p”i&), Ll = (11, la], 
0 < I1 < 1, < co, j, k = l,..., n [6, Chap. lo]. Since the functions &0(x, I) 
are linear combinations of the functions Q(x, I) = exp(e$sx) they have the 
property that given a > 0 there exists P > 0 such that 
fj”(x, 1) - sjk 
I 
for 
A matrix pjk(l), 0 < I < CO, j, k = I,.., n will be called a spectral 
matrix, whether or not it is associated with a spectral measure, if it 
has the following five properties: (a) pjk(l) is Hermitean, 0 < I < 00. 
(,3)p&l) = &lr) - P,&J is positive semidelinite for I, > 2, , d = (I,, S,]. 
(y) The total variation of p&) is finite on every finite subinterval of 
409/26/I-10 
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0 < Z < c-0. (6) p&l) = 0 for 1 <j <v or 1 <K <v, d = (I1 , Is]. 
(6) The matrix i&(Z) associated with p&) is real symmetric, p&l) = 0, for 
v + 1 <j ,( n or v + 1 ,< k < n, and 2 I ,&(d) I < p”&l) +p”k&Qd = (I, ,.&I, 
I, < 1s . Properties (a), (p), (y) hold f or any spectral density matrices and 
properties (a), (E) hold for the spectral density matrices p$$), &(l), i = 0, I 
discussed above which are associated with the generalized eigenfunctions 
sjo(x, r) and s”jO(x, I), j = I,..., n. Let B be the set of (x, y) such that x > 0, 
- x < y < x, and let 8B denote the boundary of B. Cm(B) will denote the 
set of functions which are continuously differentiable up to mth order on B 
and Cm(B u i3B) the set of functions which are continuously differentiable up 
to mth order on B and which approach continuous limits along the boundary 
of B. 
For (x, y) in B u aB let F(x, y) be defined by (1.1) and let &(x, y) be 
defined formally as J&(X, y) = (a/ax) (a/ay)F(x, y) for x + y 3 0 and 
&(x, y) = 0, x + y < 0. Assuming that p&(a), 0 < I < co, j, K = l,..., n is 
given and J&(x, y) is known, the general procedure due to I. M. Gel’fand, 
B. M. Levitan, for solution of the inverse problem is to relate the gener- 
alized eigenfunctions $(x, I), j = l,..., n, i = 0, 1 by means of an integral 
transformation of the form 
+(x, 1) = siO(x, 0 + j-’ k&y) sjO(y, 1) 4, j = I,..., n, (2.8) 
--2 
where the kernel k(x, y) is in C’“(B), Cn-l(B U aB) and k(x, y) = 0 for 
(x, y) outside B u aB. The kernel k(x, y) of the transformation operator is 
obtained by solving the integral equation 
for (x, y) in B u aB. Finally the function q(x) is obtained from k(x, y) by 
the relationship 
cl(x) = - (;) g 1 Q”-’ k(x, y) i,J * (2.10) 
For n > 2 formula (2.10) is due to L. A. SahnoviE [3]. In this paper we shall 
show that this inverse problem has a unique solution provided that &(I), 
0 <I < co,j, k = l,..., n is a spectral matrix andF(x, y) satisfy the following 
conditions : 
(i) F(x, y) E C”+“(B) 
(ii) F(x, y) E Cn+l(B u aB) 
(iii) (a/aq+l(a/ay)qx,y)I,,-,=o16(j,n-l), j=O,l,..., n-l. 
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The proof of sufficiency of these conditions is given in Section 4 of this paper. 
Conditions (i), (ii) are analogous to the condition imposed by I. M. Gel’fand, 
B. M. Levitan for the case of ordinary differential operators of order 12 = 2 
[2, p. 2571. Our argument also makes essential use of condition (iii), which 
does not appear in the second-order case. This condition is imposed to 
insure that the solution k(x, y) of the integral equation (2.9) has mixed partial 
derivatives which vanish up to (n - 3)rd order along the boundary aB of B. 
This proved in Theorem 6. The vanishing of these mixed partial derivatives 
is a necessary condition for the solution of the inverse problem by the 
Gel’fand-Levitan method as will be seen by reference to Theorem 1. Non- 
trival examples in which conditions (i), (ii), (iii) hold have been constructed 
for the case n = 4 by the writer in an earlier paper [7]. 
3. PRELIMINARY THEOREMS 
We shall suppose in what follows that &(I), 0 < I < co, is a given 
spectral density matrix, j, K = l,..., 7t and that F(x, y) defined in terms of 
&(I) by (1.1) satisfies the assumptions (i), (ii), (iii) stated in Section 2. As a 
consequence of these assumptions the function J&(X, y) = (a/ax) (a/ay)F(x, y) 
exists for (x, r) in B u aB, Q, E C”(B), J& E Cn-l(B U aB) and 
( ) $ ’ in,(x,y) Iv..--2 = aS(j, n - l), j = 0, l,..., n - 1. 
In general throughout this section k(x, y) represents a solution of (2.9) and 
sjl(x, I), j = l,..., n are functions associated with K&y) by the integral 
transformation (2.8). The object in this section is to state several theorems 
and lemmas in a form suitable for application in Section 4. Details of proofs 
will be omitted when these may be found elsewhere. 
We first formulate a lemma and a theorem concerning K&y) and p(x) 
which are modifications of corresponding results of L. A. SahnoviE. The 
modification consists in changes in the left-hand boundary condition. This 
is required because SahnoviE considered operators on the space -Epz[O, co) 
(or ss[O, 11) while we wish to deal with operators on -Es(- co, a~). 
LEMMA 1 (L. A. SahnoviE). Let K(x, y) be a function in P(B), 
Cn-l(B U aB) which satisfies the conditions 
0 I sik =0, i = 0, l,..., n - 3 y=f2 
($)I-2klv=kz = (-;) ~:“pcy,dy. (3-l) 
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Then k&y) satisfies the conditions 
For y = + x the Eqs. (3.2) have been derived by L. A. Sahnovic from the 
y = + x part of (3.1) [3, pp. 68-701. The case y = - x may be reduced to 
the case y = + x by the change of variables, 7 = - y, h(x, 7) = K(x, - y). 
THEOREM 1 (L. A. SahnoviE). Let k(x, y) be afunction such that k E C”(B), 
k E Cn-l(B u LB), k = 0, x < 0, 
(($,” - (;)3k = -4(4k, (X,Y)EB 
and 
0 I fik = 0, j=O,l n-3 ,--*, u=fx 
Then thefunctions s,l(x, A), j - l,..., n given by the integral transformation (2.8) 
are generalized eigenfunctions corresponding to the operator L1. 
This theorem is proved in the same way as the corresponding theorem of 
L. A. SahnoviE using Lemma 1 [8, pp. 66-671. 
The next three theorems are generalizations of results which will be found 
in the paper of I. M. Gel’fand, B. M. Levitan for the case n = 2 [2]: 
THEOREM 2 (I. M. Gel’fand, B. M. Levitan). Let k(x, y) be a solution of 
the integral equation (2.9) for (x, y) in (B U B). Then k E C”(B), 
k E C’+l(B u a@. 
By assumptions (i), (ii) !&(x, y) E C”(B), sZ,(x, y) E Cn-l(B u all). The 
continuity of the derivatives of the solutions of (2.9) follows from the con- 
tinuity of the functions Z&(X, y) by a lemma of I: M. Gel’fand, B. M. Levitan 
[2, p. 2731. 
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THEOREM 3. Let functions sjl(x, l), j = I,..., n be defined in terms of a 
function k(x, y) by the integral transformation (2.8) where k(x, y) is any function 
such that k E P(B), k E Cn-l(B u B), K = 0, x < 0. Then there exists a 
function k,(x, y) dual to k(x, y) such that 
sj’(x, 1) = sj’(x, 1) + 1’ k&y) SAY, 1) 4, j = l,..., n (3.5) --r 
and k,(x, y) E P(B), k,(x, y) E C+l(B u Xi). 
PROOF. The equation (2.8) may be written in the symbolic form 
sjl = (I + K)s,D, j = I,..., n, where K is the integral operator with kernel 
k(x, y). This integral equation has properties like the Volterra equation. An 
inverse for (1 + K) may be obtained formally by iterations. 
(1 + K)-1 24. = f (- l)jK&. 
j=O 
(34 
If k,,(x, y) is the kernel of the integral transformation corresponding to 
(1 + K)-l then it may be defined by a series in terms of k(x, y) corresponding 
to (3.6) and it is easily seen that k, E C”(B), k, E Cn-l(B u aB> and that (3.5) 
holds. 
THEOREM 4 (I. M. Gel’fand, B. M. Levitan). Let functions st(x, I), 
j = l,..., n be dejined in terms of k(x, y) by the integral transformation (2.8) 
where k(x, y) is any function such that k E P(B), k E C’+l(B u CB), k = 0, 
x < 0. For (Y > 0 let sjl(x, I), j = l,..., n satisfy the condition 
lim s” (j”’ s&c, 1) dx) (]:‘: s,?(y, 1) dr) 4&(l) = 2e + O(E), 
iv- o a-e 
(3.7) 
E + 0. Then the operator El(A) defined by 
El(A) u = j-, sjl(xs 1) (fw s,l(y, f) U(Y) dr) h-&c(~) (3.8) 
-m 
for u E &(- co, co) is a spectral measure, where A are Bore1 sets in [0, 00). 
For the case of differential operators of order n = 2 this theorem has been 
proved by ‘I. M. Gel’fand, B. M. Levitan [2, p. 2781. The method of proof 
is to show that condition (3.7) implies that Parseval’s formula, formula (2.7) 
with f = g, holds. The proof for higher-order differential operators follows 
the same steps used in the second-order case. 
The following four lemmas are generalizations of results which will be 
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found in the paper of I. M. Gel’fand, B. M. Levitan for the case n = 2 [6]. 
We shall give detailed proofs of these lemmas since the statements of the 
lemmas and the method of proof is quite different in the nth-order case from 
the second order case. In particular for the proof of lemma 4 we use a con- 
struction due to E. A. Coddington and N. Levinson [6, p. 2631. 
LEMMA 2. If F(x, y) satisfies assumptions (i), (ii) then 
m 
.r (I 
++f 
sjo(t, I) dt E--+0 (3.9) 
0 z--6 
j (j”” s,O(t, I) dtj dqk(Z) = O(E), 
Y--E 
uniformly in (x, y) in any bounded subregion of B u aB. 
PROOF. By assumption (ii) Qc(x, y) E Cn-l(B U ZJB). By the definition of 
partial derivatives 
4(x, Y) = g-g 
x jm (sjo(x + E, 1) - sjo(x - + 'Y I) - 'k"(y - '2 I>> doj,(J). 
0 
(3.10) 
For (x, y) in any bounded subregion of B u aB, (3.9) follows from (3.10). 
LEMMA 3. If F(x, y) sati@es assumptions (i), (ii), (iii), then for all a > 0 
z j,” ~-2n+Pd~;j(I) < co. (3.11) 
PROOF. F(x, y) may be written as 
F(x, y) = jm (j’ qO(t, 1) dtj (j: &‘(t, 1) dtj d&(Z), 
0 0 
where c&) = &(I) - I$$) and S;O(x, I) are generalized eigenfunctions 
such that (d/dx)*-l ~O(X, I) I@=0 = ajk , j, k = l,..., n. As asserted in Section 2, 
a constant P > 0 may be chosen such that 
1 (&,"I s;.O(x, I) - hi, [ < & (3.12) 
for 0 < x < PE, 0 < I < (l/e”), c > 0. Given E > 0 let f(x, E) be any non- 
negative function, continuous with continuous derivatives up to vth order 
on - 00 < x < co, such that 
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j = 0, I,..., Y, and such the f(x, .z) together with its first v derivatives vanish 
outside the interval 0 < x < Pt-. Let F(x, y, C) denote the integral 
qx, y, E) = j’-’ (jZ qyt, I) dt) (j#y fkly4 I) dt) d&L(Z). (3.13) 
0 0 
F(x, y, e) converges to F&y), E -+ 0, and by assumptions (i), (ii), for 
O<m<v 
PC PE 
= il dx dy(f'"'(x)f("'(y))F(x, y, e) = o(E-2m), E + 0. (3.14) 0 0 
Next by the Parseval equality 
jr If’“-“(x) I2 dx = j,” (j;f ’“-“40 dt) ( j:f ‘““s,O dt) d&(l) 
2 j’-’ ( \“f (“+; dt) (jr f(m-l)fko dt) d&(Z) 
0 ‘0 
= j~(jaf((&)(m-l)f~) dt) 
x ( j:f (($)+) f*“) dt) d&(Z). (3.15) 
Now employing (3.12) 
(3.16) 
Summing over m, m = l,..., v in (3.16) and using (3.14), (3.15) 
since 
i s’-’ d$j(Z) = o(e-2”+l), E-+0 (3.17) j=l 0 
s 
; lf(“+l)(x, E) I2 dx = O(e-2m+l), E -+ 0. 
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By formula (3.17) for some c > 0 
@-;$(I) - p;j(o +) < CZ1-“n, z - +a 
or equivalently for some c’ > 0 
il ,&(I) < c’ j’, Z-‘ln dZ + O(l), Z -+ + co. (3.18) 
This implies (3.11). 
LEMMA 4. Let F(x, y) satisfy assumptions (i), (ii), (iii), let k(x, r) be a so& 
tion of (2.9) such that h E C(B), k E Cn-l(B u al?), (alay) K Jyp*s = 0, 
j = O,..., n - 3, and letfunctions sjl(x, I), j = l,..., n be dejined by the integral 
transformation (2.8). Then for 01 > 0 the estimate (3.7) holds. 
PROOF. Integrating by parts, using (2.8) 
s 
a+c 
sj’(t, I) dt = 
a---E 
j”+’ s,O(t, I) dt + j”” dt f , h(t, y) s,O(y, 1) dy 
w-6 a--E 
s a+C Q(t, 1) dt = a--E j”’ sj’(t, I) dt + j”’ dt jl, h(t, y) sj”(y, I) dy d-6 a--E 
=s Ci+r e--E sj’(t, 1) dt + w , 
wheregi(c, 1) = O(C), E -+ 0, j = 1 or v + l,..., n. Since st(t, I’) are uniformly 
continuous in (t, I) in any bounded region, for a > 0, 
j,” (j”‘s,“(t, 1) dt) (j”’ s,j(t, I) dt d&(Z) = O(E’), ) i=o, l,E30. 
CL-c oi-6 
By using (3.19) 
(3.20) 
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By Lemma 3 
(3.22) 
By assumptions (i), (ii) and Parseval’s equality (2.16) 
Since 
= 2c + O(E), c + 0. (3.23) 
lrn (f-+’ sio dt) ( jm+’ sko dt) d&(Z) = j-“’ l2 dt = 2~. 
0 a-< a--E m-c 
The estimates (3.22), (3.23) together with the Schwarz inequality imply 
Finally (3.7) follows from (3.20), (3.21), (3.22), (3.23), (3.24). 
4. THE INVERSE PROBLEM 
In this section it is shown that if the function F(x, y) defined by (1.1) 
satisfies the conditions (i), (ii), (iii) g iven in Section 2 then the integral 
equation (2.9) has a unique solution k(x, y) for which the lemmas and theo- 
rems given in Section 3 hold. From this it follows that the inverse problem has 
a unique solution. 
THEOREM 5. Let F&y) satisfy (i), (ii), (iii) and let g&y) be a futxtz’on 
such that g(x, y) E CI(B u aB), and 
J‘ ’ g(x, YJ I~,(Y, , Y) @, + & Y> = 0, (x,y)~BuaB. (4.1) --Y 
Then g(x, y) = 0, (x, y) E B U i?B. 
PROOF. Let x > 0 be fixed and set h(y) = g(x, y), - x < y < x. Then 
by (4.1) for - x <y < x 
I z Q(Y, ,Y> h(y,) dy, + h(y) = 0. --a! (4.2) 
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Multiplying by h(y) and integrating from - x to x yields (compare [3, p. 271)] 
w = j”,jl, 4 Q YI JYZ) %YI) XY,) dyl 4, + [” WY,) 4’1 = 0. (4.3) z 
Now we shall show that I(h) = 0 implies h(y) = 0, - x < y < X, when 
h(x) = h(- 2) = 0. Integrating (4.3) by parts 
I(h) = j;zj~zF(~, 9 ~2) I' h'(ys.1 4, ~YZ +jz h2(yJ ~YI = 0. (4.4) --z 
By the definition of F(x, y) 
+t(q = _ jr, (dyl ;,;’ - ‘) h’(y,) dy, = + ,“, s?(y, 9 1) I ~YI - 
Parseval’s formula implies 
(4.6) 
(4.7) 
Therefore 
The functions #‘(I) are entire with exponential growth in 1. Since &(I) is a 
spectral density matrix and has an infinite number of points of increase in 
every finite positive interval it follows $jo(l) = 0 for some j. Therefore 
h(y)=O, --x,(y<x. 
In case h(y) # 0, y = x = - X, we may choose a sequence of functions 
k(y), n = 1, Z..., with h,(x) = h,(- x) = 0, such that /z, converges to h in 
the mean square sense. Then I(h) = limn+ I(&) = 0 implies h(y) = 0, 
- x < y < X. Therefore A(y) = g(x, y) = 0 for ally such that - x < y < X. 
Note that in the hypothesis of the theorem we may replace the assumption 
that g(x, y) E C1(B u 8B) by the assumption g(x, y) E C(B) by a limiting 
argument. 
THEOREM 6. Let F(x, y) satisfy assumptions (i), (ii), (iii), let k(x, y) be a 
ORDINARY DIFFERENTIAL OPERATORS OF EVEN ORDER 155 
solution of (2.9) and let q(x) b e e ne in terms of k(x, y) by (2.10). Then d J; d 
k E P(B), k E P-l(B u Sl) and for (x, y) in B u 823 
and for (x, y) in ??I? 
0 I ;‘k =o, j-o,1 ,..., n-3 V-&Z 
(4.10) 
PROOF. The inhomogeneous integral equation (2.9) has a unique solution 
if and only if the corresponding homogeneous equation (4.1) has only the 
trivial solution. Therefore by Theorem 5 the solution k(x, y) of (2.9) exists and 
is unique. By assumptions (i), (ii) J&(X, y) 8 P(B), Q&z, y) E Cn-i(B u M) 
and it follows from Theorem 2 that k E C”(B), k E Cn-l(B u ZB). Since 
k(x, y) satisfies the integral equation (2.9) we have, employing assumption (iii), 
and differentiating with respect to y 
($)’ k(x, y) = - ($)5 Q&c, y) - j-1, k@, YJ ($)’ %YI 3 3’) dY, 
.I * = 0, l,..., n - 1. (4.11) 
It follows immediately from (4.11) that 
-(f-~k(~,y)/~=~~=a8(j,n-l), j=O,l,..., n-l. 
Let p be the least integer 2 <p < n such that 
Hold p fixed and define qp(x) by 
1 +* =-- 
s P 0 
4P(Y) dY* 
V-+X 
O<x<co, QP(4 = 0, -m<x<o. 
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Employing assumption (iii), Lagrange’s identity, and the symmetry of 
the function Q&Y, y) in x, y, Q&x, y) = B(x + y) for some B(x) and 
a* = 
i 1s ax --y 4% Yl> %Yl j Y) dY 
= $li&,““k Iys2 4(x, Y> 1 +((;)*-’ k I,-.) s2e(xj Y) 
+ j”, ((L)” 4x, ~1,) Q(YI 9 Y) ~YI (4-W 
a* x 
i 1s ar --21 k@, rd -WY, 3 Y) dr 
+ j=+ ((+-,” k(x, xl) %(YI 2 Y) ~YI 
= - ((5)*-l k I,=.) Q& Y)- +(($)p-2 k I,-.) ((;) Q&G Y))
+ jz ((&)" k)WY, 9 ) 4, -
--Y 
(4.13) 
By (2.8), (4.12), (4.13), and Lemma 1 
= I(&) ((&--” kI,-,) + (&,“‘k IyE2 + (;)?~uq + d”)1 %(% r)
- j”, ~((~)” - (A$-,” + P*(4) kl -%Yl 9 Y) dY1 
= - jy, I(($-,” - (g-,” + &)).k1 QdYl ,Y) dY1- (4.14) 
According to (4.14) the function (((a/&)? - (@y)p +qP) k(x, y)) satisfies 
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a homogeneous equation of the form (4.1). Therefore by Theorem 5 this 
function is zero for (x, y) in B and K(x, y) satisfies 
(x, y) in B. Applying Theorem 1 the functions st(x, I), i = l,..., n defined 
by the integral transformation (2.8) satisfy the differential equation 
((g)” + q&) - I) 4Yx, 1) = 09 j = l,..., n. (4.15) 
If p < n the equation (4.15) h as only p independent solutions such that 
sjl(x, I) = s$O(x, I), - co < x < 0, i = l,..., p. On the other hand the set 
of functions Q(x, S),i = I,..., n given by (2.8) are independent since +O(x, I), 
3 - ‘--I ,--*, n are independent functions. Therefore we may conclude thatp = n. 
Thus the conclusions of the theorem hold with q,(x) = qn(x) = q(x), 
ogx<co. 
The results stated in Theorems 5, 6, taken together with the results stated 
in Section 3, lead immediately to the following theorem: 
THEOREM 7. Let p&(Z), 0 < I < co, be a given spectral density matrix, 
j, k = l,..., n and let the corresponding function F(x, y) satisfy assumptions (i), 
(ii), (iii). Then: (a) Th ere exists a unique function k(x, y) satisf$ng the integral 
equation (2.9) fw (x, y) in B u aB such that k E C”(B), k E P-l(B u 3B). 
(b) If functions s,l(x, I), j = l,.,., n are defined in terms of the functions k(x, y) 
by the integral transformation (2.8) the-n +(x, ,I), &(I), 0 < Z < 03, 
j, k = l,..., n are respectiveZy generalized eigenfunctions and spectral density 
matrix corresponding to a self-adjoint operator H1 on gz(- 00, co). (c) The 
self-adjoint operator H1 is the operator determined by a formal d#erential 
operator L1 defined by L1 = (d/dx)” + q(x) where q(x) is the function 
q(x) = -ct, (2 I($,” k I,_,/ ’ 
o<x<m, q(x) = 0, - co < x < 0. 
PROOF. Conclusion (a) is by Theorem 6. Conclusion (b) follows from 
Lemma 4 and Theorem 4 where H1 is the self adjoint operator whose spectral 
measure is El(d), d C [0, CO). Conclusion (c) is by Theorem 1 and Theo- 
rem 6. 
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