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Abstract
The concept of an “approximation algorithm” is usually only applied to optimization prob-
lems, since in optimization problems the performance of the algorithm on any given input is
a continuous parameter. We introduce a new concept of approximation applicable to decision
problems and functions, inspired by Bayesian probability. From the perspective of a Bayesian
reasoner with limited computational resources, the answer to a problem that cannot be solved
exactly is uncertain and therefore should be described by a random variable. It thus should
make sense to talk about the expected value of this random variable, an idea we formalize in the
language of average-case complexity theory by introducing the concept of “optimal polynomial-
time estimators.” We prove some existence theorems and completeness results, and show that
optimal polynomial-time estimators exhibit many parallels with “classical” probability theory.
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0 Introduction
0.1 Motivation
Imagine you are strolling in the city with a friend when a car passes by with the license plate
number “7614829”. Your friend proposes a wager, claiming that the number is composite and
offering 10 : 1 odds in your favor. Knowing that your friend has no exceptional ability in mental
arithmetic and that it’s highly unlikely they saw this car before, you realize they are just guessing.
Your mental arithmetic is also insufficient to test the number for primality, but is sufficient to
check that 7614829 ≡ 1 (mod 3) and 1ln 7614829 ≈ 0.06. Arguing from the prime number theorem
and observing that 7614829 is odd and is divisible neither by 3 nor by 5, you conclude that the
probability 7614829 is prime is 1ln 7614829 × 2× 32 × 54 ≈ 22%. Convinced that the odds are in your
favor, you accept the bet1.
From the perspective of frequentist probability, the question “what is the probability 7614829
is prime?” seems meaningless. It is either prime or not, so there is no frequency to observe (unless
the frequency is 0 or 1). From a Bayesian perspective, probability represents a degree of confidence;
however, in classical Bayesian probability theory it is assumed that the only source of uncertainty
is lack of information. The number 7614829 already contains all information needed to determine
whether it is prime, so the probability again has to be 0 or 1. However, real life uncertainty is not
only information-theoretic but also complexity-theoretic. Even when we have all of the information
needed to obtain the answer, our computational resources are limited, and so we remain uncertain.
The rigorous formalization of this idea is the main goal of the present work.
The idea of assigning probabilities to purely mathematical questions was studied by several
authors [1–5], mainly in the setting of formal logic. That is, their approach was looking for functions
from the set of sentences in some formal logical language to [0, 1]. However, although there is a
strong intuitive case for assigning probabilities to sentences like
ϕ1 := “7614829 is prime”
it is much less clear there is a meaningful assignment of probabilities to sentences like
ϕ2 := “there are no odd perfect numbers”
or (even worse)
ϕ3 := “there is no cardinality κ s.t. ℵ0 < κ < 2ℵ0”
A wager on ϕ1 can be resolved in a predetermined finite amount of time (the amount of time it
takes to test it directly). On the other hand, it is unknown how long the resolution of ϕ2 will take.
It is possible that there is an odd perfect number but finding it (or otherwise becoming certain
of its existence) will take a very long time. It is also possible there is no odd perfect number,
a fact that cannot be directly verified because of its infinite nature. It is possible that there a
proof of ϕ2 within some formal theory, but accepting such a proof as resolution requires us to be
completely certain of the consistency of the theory (whereas it is arguable that the consistency
1Alas, 7614829 = 271× 28099.
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of formal mathematical theories, especially more abstract theories like ZFC, is itself only known
empirically and in particular with less than absolute certainty). Moreover, there is no knowing a
priori whether a proof exists or how long it will take to find it. For ϕ3 there is no way to “directly”
verify neither the sentence nor its negation, and it is actually known to be independent of ZFC.
In the present work we avoid choosing a specific category of mathematical questions. Instead,
we consider the abstract setting of arbitrary distributional decision problems. This leads to the
perspective that an assignment of probabilities is a form of approximate solution to a problem.
This is not the same sense of approximation as used in optimization problems, where the approx-
imation error is the difference between the ideal solution and the actual solution. Instead, the
approximation error is the prediction accuracy of our probability assignment. This is also different
from average-case complexity theory, where the solution is required to be exact on most input
instances. However, the language of average-case complexity theory (in particular, the concept
of a distributional decision problem) turns out to be well-suited to our purpose. The concept of
“optimal polynomial-time estimator” that arises from the approach turns out to behave much like
probabilities, or more generally expected values, in “classical” probability theory. They display an
appropriate form of calibration. The “expected values” are linear in general and multiplicative for
functions that are independent in an appropriate sense. There is a natural parallel of conditional
probabilities. For simple examples constructed from one-way functions we get the probability values
we expect. They are also well behaved in the complexity-theoretic sense that a natural class of re-
ductions transforms optimal polynomial-time estimators into optimal polynomial-time estimators,
and complete problems for these reductions exist for important complexity classes.
Optimal polynomial-time estimators turn out to be unique up to a certain equivalence relation.
The existence of optimal polynomial-time estimators depends on the specific variety you consider.
We show that in the non-uniform case (allowing advice) there is a variety of optimal polynomial-
time estimators that exist for completely arbitrary problems. Uniform optimal polynomial-time
estimators of this kind exist for a certain class of problems we call “samplable” which can be very
roughly regarded as an average-case analogue of NP∩coNP. More generally mapping the class of
problems which admit optimal polynomial-time estimators allows for much further research.
0.2 Overview
Consider a language L ⊆ {0, 1}∗ and a family {Dk}k∈N where each Dk is a probability distribution
on {0, 1}∗. A pair (D, L) is called a distributional decision problem [6]. Our goal is defining and
studying the probabilities of “events” of the form x ∈ L2 associated with the uncertainty resulting
from limited computational resources. (Specifically, we will consider the resources of time, random
and advice.)
The distributional complexity class HeurnegP is defined as the set of distributional decision
problems which admit a polynomial-time heuristic algorithm with negligible error probability [6].
That is, (D, L) ∈ HeurnegP iff there is A : N× {0, 1}∗ alg−−→ {0, 1} (an algorithm which takes in-
put in N× {0, 1}∗ and produces output in {0, 1}) s.t. A(k, x) runs in time polynomial in k and
Prx∼Dk [A(k, x) 6= χL(x)] is a negligible function of k. We have the following equivalent condition.
(D, L) ∈ HeurnegP iff there is P : N× {0, 1}∗ alg−−→ Q s.t. P (k, x) runs in time polynomial in k and
Ex∼Dk [(P (k, x) − χL(x))2] is a negligible function of k. In the language of the present work, such
a P is a called an “Fneg(Γ10,Γ10)-perfect polynomial-time estimator for (D, χL).”
Our main objects of study are algorithms satisfying a related but weaker condition. Namely,
2We will actually consider the more general case of a function f : {0, 1}∗ → R and the “expected value” of f(x),
but for most purposes there is no difference of principle.
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we consider P s.t. its error w.r.t. χL is not negligible but is minimal up to a negligible function.
That is, we require that for any Q : N× {0, 1}∗ alg−−→ Q s.t. Q(k, x) also runs in time polynomial in
k, there is a negligible function ε(k) s.t.
Ex∼Dk [(P (k, x) − χL(x))2] ≤ Ex∼Dk [(Q(k, x) − χL(x))2] + ε(k)
Such a P is called an “Fneg(Γ10,Γ10)-optimal polynomial-time estimator for (D, χL).” More
generally, we replace negligible functions by functions that lie in some space F which can represent
different asymptotic conditions and we consider estimators that use certain asymptotic amounts of
random and advice represented by a pair Γ of function spaces. This brings us to the concept of an
“F(Γ)-optimal polynomial-time estimator.”
DenoteOP[F(Γ)] the set of distributional decision problems that admit F(Γ)-optimal polynomial-
time estimators. Obviously OP[Fneg(Γ10,Γ10)] ⊇ HeurnegP. Moreover, if one-way functions exist
the inclusion is proper since it is possible to use any function with a hard-core predicate to con-
struct an example where the constant 12 is an Fneg(Γ10,Γ10)-optimal polynomial-time estimator (see
Theorem 2.3). Thus, it seems that we constructed novel natural distributional complexity classes.
The distributional complexity class HeurP is defined as the set of distributional decision prob-
lems with admit a polynomial-time heuristic scheme [6]. That is, (D, L) ∈ HeurP iff there is
S : N2 × {0, 1}∗ alg−−→ {0, 1} s.t. S(K0,K1, x) runs in time polynomial in K0,K1 and3
Prx∼DK0 [S(K0,K1, x) 6= χL(x)] ≤ (K1 + 1)−1. Analogously to before, we have the following equiv-
alent condition. (D, L) ∈ HeurP iff there is P : N2 × {0, 1}∗ alg−−→ Q s.t. P (K0,K1, x) runs in time
polynomial in K0,K1 and for some M > 0, Ex∼DK0 [(P (K0,K1, x)− χL(x))2] ≤M(K1 + 1)−1. In
the language of the present work, such a P is a called an “F(K1+1)−1(Γ20,Γ20)-perfect polynomial-
time estimator for (Dη, χL),” where Dη is a two-parameter (K0,K1 ∈ N) family of distributions
which is constant along the parameter K1.
Again we can consider the corresponding weaker condition
Ex∼DK0 [(P (K0,K1, x)− χL(x))2] ≤ Ex∼DK0 [(Q(K0,K1, x)− χL(x))2] +M(K1 + 1)−1
Such a P is called an “F(K1+1)−1(Γ20,Γ20)-optimal polynomial-time estimator for (Dη, χL).”
It is also useful to introduce the closely related concept of an “F ♯(Γ)-optimal polynomial-time
estimator.” For example, an F ♯
(K1+1)−1
(Γ20,Γ
2
0)-optimal polynomial-time estimator P has to satisfy
that for each S : Nn × {0, 1}∗ alg−−→ Q that is also polynomial-time there is M > 0 s.t.
|Ex∼DK0 [(P (K0,K1, x)− χL(x))S(K0,K1, x)]| ≤M(K1 + 1)−1
We show that e.g. every F ♯
(K1+1)−1
(Γ20,Γ
2
log)-optimal polynomial-time estimator is in particular
an F(K1+1)−1(Γ20,Γ2log)-optimal polynomial-time estimator (see Theorem 2.2) whereas every
F(K1+1)−1(Γ20,Γ2log)-optimal polynomial-time estimator is in particular an F ♯
(K1+1)
− 12
(Γ20,Γ
2
log)-optimal
polynomial-time estimator (see Theorem 2.1). Here, Γ2log indicates that we consider algorithms with
advice of logarithmic length.
We claim that the concept of an optimal polynomial-time estimator is a formalisation of the
intuition outlined in 0.1. A priori, this is plausible because the mean squared error is a proper
scoring rule (the Brier score). Moreover, it is the only scoring rule which is “proper” for arbitrary
3We slightly reformulated the definition given in [6]: replaced the rational input parameter δ by the integer input
parameter K1. The equivalence of the two formulations may be observed via the substitution δ = (K1 + 1)
−1.
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expected value assignment rather than only probability assignment. To support this claim, we
prove a number of results that form a parallel between probability theory and the theory of optimal
polynomial-time estimators:
• According to Borel’s law of large numbers, every event of probability p occurs with asymptotic
frequency p. Therefore, if some algorithm P represents a notion of probability for x ∈ L, we
expect that given a, b ∈ Q and considering x ∼ Dk s.t. a ≤ P (x) ≤ b, the frequency with
which x ∈ L is asymptotically (in k) between a and b. In Bayesian statistics, probability
assignments satisfying such a property are said to be “well calibrated” (see e.g. [7]). With
some assumptions about allowed advice and the portion of the distribution falling in the [a, b]
interval, F(Γ)-optimal polynomial-time estimators are well calibrated (see Corollary 3.1). In
particular, if the aforementioned portion is bounded from below, this frequency lies in [a, b]
up to a function of the form
√
ε for ε ∈ F .
• Given L1, L2 ⊆ {0, 1}∗ s.t. L1 ∩ L2 = ∅ we expect a reasonable notion of probability to satisfy
Pr[x ∈ L1 ∪ L2] = Pr[x ∈ L1] + Pr[x ∈ L2]. To satisfy this expectation, we show that given
D any family of distributions, P1 an F ♯(Γ)-optimal polynomial-time estimator for (D, L1)
and P2 an F ♯(Γ)-optimal polynomial-time estimator for (D, L2), P1 + P2 is an F ♯(Γ)-optimal
polynomial-time estimator for (D, L1 ∪ L2). This observation in itself is trivial (see Proposi-
tion 3.1) but applying it to examples may require passing from an F(Γ)-optimal polynomial-
time estimator to an F ♯(Γ)-optimal polynomial-time estimator using the non-trivial Theo-
rem 2.1.
• Consider L,M ⊆ {0, 1}∗ and suppose we are trying to formalize the conditional probability
Pr[x ∈ L | x ∈M ]. There are two natural approaches. One is reducing it to unconditional
probability using the identity
Pr[x ∈ L | x ∈M ] = Pr[x ∈ L ∩M ]
Pr[x ∈M ]
We can then substitute optimal polynomial-time estimators for the numerator and denomina-
tor. The other is considering an optimal polynomial time-estimator for a family of conditional
distributions. Luckily, these two approach yield the same result. That is, we show that given
D a family of distributions, PLM an optimal polynomial time estimator for (D, L ∩M), PM
an optimal polynomial-time estimator for (D,M) and assuming DK(M) is not too small (e.g.
bounded from below), P−1M PLM is an optimal polynomial-time estimator for (D |M,L) (see
Theorem 3.3). Conversely, given PL|M an optimal polynomial-time estimator for (D |M,L),
PMPL|M is an optimal polynomial-time estimator for (D, L ∩M) (see Theorem 3.2).
• For some pairs L1, L2 ⊆ {0, 1}∗, the “events” x ∈ L1 and x ∈ L2 can be intuitively regarded
as independent since learning whether x ∈ L2 doesn’t provide any information about whether
x ∈ L1 that a polynomial-time algorithm can use. We formalize one situation when this
happens and show that in this situation the product of an F ♯(Γ)-optimal polynomial-time
estimator (in certain form) for (D, L1) by an F ♯(Γ)-optimal polynomial-time estimator for
(D, L2) is an F ♯(Γ)-optimal polynomial-time estimator for (D, L1 ∩ L2) (see Theorem 3.4).
This is precisely analogous to the property of probabilities where the probability of the con-
junction of independent events is the product of the separate probabilities. This is one of the
central results of the present work.
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Different complexity classes often have corresponding types of reductions that preserve them.
In particular, reductions in average-case complexity theory have to satisfy an extra-condition that
intuitively means that typical problem instances should not be mapped to rare problem instances.
We define a class of reductions s.t. pull-backs of optimal polynomial-time estimators are optimal
polynomial-time estimators. This requires stronger conditions than what is needed for preserving
average-case complexity. Namely, a reduction π of (D, L) to (E ,M) has to be “pseudo-invertible”
i.e. there should be a way to sample D | π−1(y) in polynomial time for y sampled from π∗D, up to
an error which is asymptotically small on average.
We give separate proofs for the invariance of F ♯(Γ)-optimal polynomial-time estimators (see
Corollary 4.4) and the invariance of F(Γ)-optimal polynomial-time estimators (see Corollary 4.5)
without relying on Theorem 2.1 and Theorem 2.2 in order to produce a slightly stronger bound. We
also show that this reduction class is rich enough to support complete problems for many problem
classes e.g. SampNP (see Theorem 4.4).
Explicit construction of optimal polynomial-time estimators is likely to often be difficult because
it requires proving a hardness result (that no polynomial-time estimator can outperform the given
polynomial-time estimator). However, for a specific choice of F which we denote F (n)uni , we prove
two broad existence theorems.
The first (Theorem 5.1) shows that for suitable Γ (in particular it has to allow sufficiently long
advice strings, e.g. logarithmic advice is sufficient), any distributional decision problem (D, L) ad-
mits an F (n)uni (Γ)-optimal polynomial-time estimator for (Dη, L). The construction of this estimator
is rather trivial: the advice string for (K0,K1) is the optimal (i.e. least Ex∼DK0 [(P (x) − f(x))2])
program that runs in time K1 and is of length at most l(K0,K1) where l : N
2 → N is some func-
tion which determines the allowed asymptotical advice length (Γ depends on l and an analogous
function r : N2 → N which determines the allowed asymptotical number of random bits used by the
estimators). The non-trivial part here is the definition of F (n)uni which is s.t. allowing any estimator
an amount of resources greater by a polynomial always translates to a reduction in error which lies
in F (n)uni .
The second (Theorem 5.2), which is another central result, shows that for suitable Γ (logarithmic
advice and enough random e.g. logarithmic amount of random bits is sufficient), any distributional
decision4 problem (D, L) which is samplable (i.e. it is possible to efficiently sample pairs (x, t)
where x ∈ {0, 1}∗ is distributed approximately according to D and t ∈ Q is an estimate of χL(x)
which is approximately unbiased on average) admits an F (n)uni (Γ)-optimal polynomial-time estimator
with the same advice strings as the sampler. In particular, if the sampler is uniform the estimator
is also uniform.
The samplability property allows recasting the estimation problem as a learning problem. That
is, we use the sampler to generate a number (we use l(K0,K1)
4) of problem instances for which
an unbiased estimate of the correct answer is known, and we should now generalize from these
instances to the a instance for which the correct answer is unknown. The optimal polynomial-
time estimator we construct accomplishes this using the empirical risk minimization principle from
statical learning theory, applied to a hypothesis space which consists of programs. Specifically, the
estimator iterates over all programs of length at most l(K0,K1), runs each of them on the samples
{(xi, ti)}i∈[l(K0,K1)4] for time K1 getting estimates {pi}i∈[l(K0,K1)4] and computes the empirical risk∑
i∈[l(K0,K1)4](pi − ti)2. It then selects the program with the minimal risk and runs it on the input
for time K1 to get the desired estimate. This is similar to Levin’s universal search which dovetails
4All of the theorems are described for decision problems in the overview for the sake of simplicity but we actually
prove them for “estimation” problems i.e. f : {0, 1}∗ → R instead of L ⊆ {0, 1}∗. Here this generalisation is more
important since any efficient algorithm producing (x, t) pairs is the sampler of some distributional estimation problem.
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all programs to get optimality. The optimality of this estimator is also closely related to the
fundamental theorem of statistical learning theory for agnostic PAC learning [8]: like in agnostic
PAC learning we get an estimate which is not perfect but is optimal within the hypothesis space
(which in our case is the space of efficient estimators).
On the other hand, we rule out the existence of optimal polynomial-time estimators in the
uniform case for certain problems. These negative results rely on the simple observation that if the
veracity of x ∈ L for x ∼ Dk depends only on k, then advice strings of size O(1) enable storing the
exact answer to all such questions. Additionally, it is easy to see that an optimal polynomial-time
estimator in the uniform case is still optimal when we allow O(1) advice. This means that any
optimal polynomial-time estimator for such a problem has to be a perfect polynomial-time estima-
tor. So, any problem of this form that doesn’t have uniform perfect polynomial-time estimators
also doesn’t have uniform optimal polynomial-time estimators. Consequently, any problem that is
reducible to the former sort of problem also doesn’t have optimal polynomial-time estimators.
Finally, we examine the uniqueness of optimal polynomial-time estimators for a fixed problem.
We prove that if such an estimator exists, it is unique up to a difference which is asymptotically
small on average (see Theorem 5.3). For example, given (D, L) a distributional decision problem s.t.
the length of any x ∼ Dk is bounded by some polynomial in k and P1, P2 two F ♯(Γ10,Γ10)-optimal
polynomial time estimators, Ex∼Dk [(P1(k, x) − P2(k, x))2] is a function of k that lies in F .
We are able to prove a stronger uniqueness result for optimal polynomial-time estimators for
problems of the form (D |M,L) (see Theorem 5.4). Namely, if there is an optimal polynomial-time
estimator PM for (D,M) which takes values with a sufficiently strong lower bound then any PL1, PL2
optimal polynomial-time estimators for (D |M,L) have an asymptotically small difference on av-
erage with respect to D (rather than D |M). Informally, this means that whenever determining
that x 6∈M is sufficiently hard, there are well-defined (up to an asymptotically small perturbation)
probabilities for events of the form x ∈ L conditioned by x ∈M , even for instances which actually
lie outside ofM . That is, optimal polynomial-time estimators allow us asking counterfactual “what
if” questions that are meaningless from a “classical” mathematical perspective due to the principle
of explosion.
Many of our results make use of algorithms with advice strings, where the allowed asymptotic
length of the advice strings is determined but the space of functions ΓA. Such algorithms are not
entirely realistic, but one way to interpret them is as real-time efficient (since we assume polynomial
time) algorithms that require inefficient precomputation (at least this interpretation is valid when
the advice strings are computable). The strength of the concept of an “F(Γ)-optimal polynomial-
time estimator” depends ambiguously on the size of ΓA, since on the one hand larger ΓA allows for
a greater choice of candidate optimal polynomial-time estimators, on the other hand the estimator
is required to be optimal in a larger class5. Sometimes it is possible to get the best of both worlds
by having an estimator which uses few or no advice but is optimal in a class of estimators which
use much advice (see e.g. Theorem 5.2).
Note that most of the theorems we get about F(Γ)-optimal polynomial-time estimators require
a lower bound on ΓA through the assumption that F is ΓA-ample (see Definition 2.12). Theo-
rem 2.1 which shows when an F(Γ)-optimal polynomial-time estimator is also an F 12 ♯(Γ)-optima
polynomial-time estimator also assumes a lower bound on ΓA, but a weaker one. On the other
hand, the converse Theorem 2.2 makes no such assumption and so do all other theorems about
F ♯(Γ)-optimal polynomial-time estimators (except indirectly since Theorem 2.1 is often required
to construct an F ♯(Γ)-optimal polynomial-time estimator in the first place).
5The same observation is true about the space ΓR which controls the allowed quantity of random bits.
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0.3 Related Work
Several authors starting from Gaifman studied the idea of assigning probabilities to sentences in
formal logic [1–5]. Systems of formal logic such as Peano Arithmetic are very expressive, so such
an assignment would have much broader applicability than most of the examples we are concerned
about in the present work. On the other hand, the constructions achieved by those authors are
either much further from realistic algorithms (e.g. require halting oracles or at least very expensive
computations6) or have much weaker properties to attest to their interpretation as “probabilities”.
Lutz [9] uses the theory of computable martingales to define when a set of sequences “appears
for a polynomial-time observer” to have certain ν-measure with respect to a fixed probability
measure ν on the set of infinite strings {0, 1}ω . In particular, if a singleton {x} has Lutz measure
1 (where x ∈ {0, 1}ω), this means that x “looks like” a random sequence sampled from ν, as far as
a polynomial-time observer can tell. This seems closely related to our idea of assigning “subjective
probabilities for polynomial-time observers” to events that are otherwise deterministic. Formally
relating and comparing the two setups remains a task for future work.
The notion that computational hardness often behaves like information-theoretical uncertainty
is well-known in complexity theory, although it hasn’t been systematically formalized. For example
see discussion of Theorem 7.5 in [10] or section 6.1 in [6]. Results such as Yao’s XOR lemma can
be interpreted as the transformation of “computational probabilities” under certain operations,
which is resonant with our results e.g. Theorem 3.4. It seems likely that it is possible to fruitfully
investigate these relations further.
Different brands of “optimal algorithms” were previously defined and investigated in various
contexts. Levin’s universal search is an algorithm that solves the candid search form of any problem
in NP in time which is minimal up to a polynomial (see Theorem 2.33 in [10]). Barak [11] uses
instance checkers to construct algorithms optimal in this sense for decision problems (in particular
for any problem that is EXP-complete). This concept also has a non-deterministic counterpart
called “optimal proof system”: see survey by Hirsch [12], which additionally discusses “optimal
acceptors” (optimal algorithms that halt only on the “yes” instances of the problem). Notably, the
latter survey also discusses the average-case rather than only the worst-case.
Khot’s Unique Games Conjecture implies that many optimization problems have an algorithm
which produces the best approximation factor possible in polynomial-time (see e.g. [13]). Barak
and Steurer [14] speculate that even if the Unique Games Conjugate is false, the existence of an
algorithm that is optimal in this sense for a large class of problems is plausible, and propose the
Sum-of-Squares algorithm as a candidate.
Optimal polynomial-time estimators are optimal in a sense different from the examples above:
they simultaneously run in polynomial-time, are applicable to decision problems and are of average-
case nature. The metric they optimize is the average squared difference (Brier score) with the true
function. Nevertheless, it might be interesting to explore connections and similarities with other
types of optimal algorithms.
The structure of the paper is as follows. Section 1 fixes notation. Section 2 introduces the
main definitions and gives a simple example using one-way functions. Section 3 shows the par-
allel between properties of optimal polynomial-time estimators and classical probability theory.
Section 4 discusses behavior of optimal polynomial-time estimators under reductions and shows
6In fact, Theorem 5.1 shows optimal polynomial-time estimators exist for completely arbitrary distributional
estimation problems, but the price is the need for advice strings which might be expensive or even uncomputable,
depending on the problem. Nevertheless, these estimators are still “real-time efficient” which makes them semi-
realistic in some sense.
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certain natural classes have complete problems under reductions that are appropriate. Section 5
discusses existence and uniqueness of optimal polynomial-time estimators. Section 6 discusses pos-
sible avenues for further research. The Appendix briefly reviews relevant material about hard-core
predicates and one-way functions.
1 Notation
1.1 Sets, Numbers and Functions
N is the set of natural numbers. We will use the convention in which natural numbers start from
0, so N = {0, 1, 2 . . .}.
Z is the ring of integers, Q is the field of rational numbers, R is the field of real numbers.
For F ∈ {Q,R}, F>0 := {x ∈ F | x > 0}, F≥0 := {x ∈ F | x ≥ 0}.
Given n ∈ N, N[K0,K1 . . . Kn−1] will stand for the set of polynomials with natural coefficients
in the n variables K0,K1 . . . Kn−1.
For any t ∈ R, ⌊t⌋ := max{n ∈ Z | n ≤ t}, ⌈t⌉ := min{n ∈ Z | n ≥ t}.
log : R≥0 → R ⊔ {−∞} will denote the logarithm in base 2.
Given n ∈ N, [n] := {i ∈ N | i < n}. Given sets X0,X1 . . . Xn−1, x ∈
∏
i∈[n]Xi and m ∈ [n],
xm ∈ Xm is the m-th component of the n-tuple x i.e. x = (x0, x1 . . . xn−1).
Given a set X and x, y ∈ X, δxy (or δx,y) will denote the the Kronecker delta
δxy :=
{
1 if x = y
0 if x 6= y
Given a set X and a subset Y , χY : X → {0, 1} will denote the indicator function of Y (when
X is assumed to be known from the context)
χY (x) :=
{
1 if x ∈ Y
0 if x 6∈ Y
θ : R→ {0, 1} will denote the Heaviside step function θ := χ[0,∞). sgn : R→ {0, 1} will denote
the function 2θ − 1.
1.2 Probability Distributions
For X a set, P(X) will denote the set of probability distributions on X. A probability distribution
on X can be represented by a function D : X → [0, 1] s.t. ∑x∈X D(x) = 1. Abusing notation, we
will use the same symbol to denote the function and the probability distribution. Given A a subset
of X, we will use the notation
D(A) := Prx∼D[x ∈ A] =
∑
x∈A
D(x)
For X a set, D ∈ P(X), V a finite dimensional vector space over R and f : X → V , Ex∼D[f(x)]
will denote the expected value of f with respect to D, i.e.
Ex∼D[f(x)] :=
∑
x∈X
D(x)f(x)
We will the abbreviated notations ED[f(x)], E[f(x)], ED[f ], E[f ] when no confusion is likely to
occur.
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Given a set X and D ∈ P(X), suppD will denote the support of D i.e.
suppD = {x ∈ X | D(x) > 0}
Given X,Y sets, D ∈ P(X) and f : X → Y a mapping, f∗D ∈ P(Y ) will denote the corre-
sponding pushforward distribution i.e.
(f∗D)(y) :=
∑
x∈f−1(y)
D(x)
Given X,Y sets, the notation f : X
mk−−→ Y signifies f is a Markov kernel with source X and
target Y . Given x ∈ X, fx is the corresponding probability distribution on Y and f(x) is a random
variable sampled from fx. Given D ∈ P(X), D ⋉ f ∈ P(X × Y ) (resp. f ⋊D ∈ P(Y ×X)) is the
semidirect product distribution. f∗D ∈ P(Y ) is the pushforward distribution, i.e. f∗D := π∗(D⋉f)
where π : X × Y → Y is the projection.
For X a set, D ∈ P(X) and A a subset of X s.t. D(A) > 0, D | A will denote the corresponding
conditional probability distribution, i.e. (D | A)(B) := D(B∩A)D(A) . Given Y another set, f : X
mk−−→ Y
and A a subset of Y s.t. (D ⋉ f)(X ×A) > 0, D | f−1(A) ∈ P(X) is defined by
(D | f−1(A))(B) := (D ⋉ f | X ×A)(B × Y )
Note that when f is deterministic (i.e. fx is a Dirac measure for every x), this corresponds to
conditioning by the inverse image of A with respect to f . When A = {a} we will use the shorthand
notation D | f−1(a).
Given X a set and D, E ∈ P(X), dtv(D, E) will denote the total variation distance between D
and E i.e.
dtv(D, E) := 1
2
∑
x∈X
|D(x)− E(x)|
For X a set and x ∈ X, δx will denote the Dirac measure associated with x, i.e. δx(y) := δxy.
1.3 Algorithms
{0, 1}∗ is the set of all finite binary strings (words), i.e. {0, 1}∗ := ⊔n∈N{0, 1}n. For any x ∈ {0, 1}∗,
|x| is the length of x i.e. x ∈ {0, 1}|x|. λ ∈ {0, 1}∗ is the empty string. For any n ∈ N
{0, 1}≤n := {x ∈ {0, 1}∗ | |x| ≤ n}
{0, 1}>n := {x ∈ {0, 1}∗ | |x| > n}
For any x ∈ {0, 1}∗ and n ∈ N, x<n stands for the prefix of x of length n if |x| ≥ n and
x otherwise. Given x, y ∈ {0, 1}∗, xy stands for the concatenation of x and y (in particular
|xy| = |x| + |y|). Given n ∈ N and x0, x1 . . . xn−1 ∈ {0, 1}∗,
∏
i∈[n] xi is also concatenation. Given
n ∈ N and x, y ∈ {0, 1}n, x ·y stands for⊕i∈[n] xiyi. For any n ∈ N, Un ∈ P({0, 1}n) is the uniform
probability distribution.
Given n ∈ N and x0, x1 . . . xn−1 ∈ {0, 1}∗, 〈x0, x1 . . . xn−1〉 ∈ {0, 1}∗ denotes the encoding of
(x0, x1 . . . xn−1) obtained by repeating each bit of x0, x1 . . . xn−1 twice and inserting the separators
01.
11
Definition 1.1. An encoded set is a set X together with an injection cX : X → {0, 1}∗ (the en-
coding) s.t. Im cX is decidable in polynomial time.
There are standard encodings we implicitly use throughout. 1 denotes an encoded set with 1
element • whose encoding is the empty string. {0, 1}∗ is an encoded set with the trivial encoding
c{0,1}∗(x) := x. N is an encoded set where cN(n) is the binary representation of n. Q is an encoded
set where cQ(
n
m
) := 〈n,m〉 for an irreducible fraction n
m
. For any encoded set X and L ∈ P,
{x ∈ X | cX(x) ∈ L} is an encoded set whose encoding is the restriction of cX . For X0,X1 . . . Xn−1
encoded sets,
∏
i∈[n]Xi is an encoded set with encoding
c∏
i∈[n]Xi
(x0, x1 . . . xn−1) := 〈cX0(x0), cX1(x1) . . . cXn−1(xn−1)〉
For any n ∈ N we use the shorthand notation cn := c({0,1}∗)n .
Given n ∈ N, encoded sets X0,X1 . . . Xn−1 and encoded set Y we use the notation
A :
∏
i∈[n]Xi
alg−−→ Y to mean a Turing machine with n input tapes that halts on every input for
which the i-th tape is initialized to a value in Im cX and produces an output in Im cY . Given
{xi ∈ Xi}i∈[n] the notation A(x0, x1 . . . xn−1) stands for the unique y ∈ Y s.t. applying A to
the input composed of cXi(xi) results in output cY (y). We use different input tapes for different
components of the input instead of encoding the n-tuple as a single word in order to allow A to
process some components of the input in time smaller than the length of other components. This
involves abuse of notation since a Cartesian product of encoded sets is naturally an encoded set,
but hopefully this won’t cause much confusion.
Given A : X
alg−−→ Y and x ∈ X, TA(x) stands for the number of time steps in the computation
of A(x).
For any n ∈ N, we fix Un, a prefix free universal Turing machine with n + 1 input tapes: 1
program tape and n tapes that serve as input to the program. Given n, k ∈ N, a ∈ {0, 1}∗ and
{xi ∈ {0, 1}∗}i∈[n], evk(a;x0, x1 . . . xn−1) stands for the output of Un when executed for k time
steps on program a (continued by an infinite sequence of 0s) and inputs {xi ∈ {0, 1}∗}i∈[n].
2 Fundamentals
2.1 Basic Concepts
2.1.1 Distributional Estimation Problems
We start with a simple model to help build intuition and motivate the following definitions.
Consider finite sets X and Y , D ∈ P(X), a mapping m : X → Y and a function f : X → R.
Suppose x was sampled from D and we were told y := m(x) (but not told x itself). Our expected
value of f(x) in these conditions is Ex∼D[f(x) | m(x) = y].
Let P : X → R be the function P (x) := Ex′∼D[f(x′) | m(x′) = m(x)]. How can we characterize
P without referring to the concept of a conditional expected value? For any Q : X → R we can
consider the “error” ED[(Q − f)2]. Q is called “efficient” when it factors as Q = q ◦m for some
q : Y → R. It is easy to see that P has the least error among all efficient functions.
Note that the characterization of P depends not only on f but also on D. That is, the accuracy
of an estimator depends on the prior probabilities to encounter different questions. In general, we
assume that the possible questions are represented by elements of {0, 1}∗. Thus we need to consider
a probability distribution on {0, 1}∗. However, in the spirit of average-case complexity theory we
will only require our estimators to be asymptotically optimal. Therefore instead of considering a
single probability distribution we consider a family of probability distribution indexed by integer
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parameters7, where the role of the parameters is defining the relevant limit. We thereby arrive at
the following:
Definition 2.1. Fix n ∈ N. A word ensemble of rank n is a family {DK ∈ P({0, 1}∗)}K∈Nn .
We will use the notation suppD := ⋃K∈Nn suppDK .
We now introduce our abstraction for a “class of mathematical questions” (with quantitative
real-valued answers). This abstraction is a trivial generalization of the concept of a distributional
decision problem from average-case complexity theory (see e.g. [6]).
Definition 2.2. Fix n ∈ N. A distributional estimation problem of rank n is a pair (D, f) where
D is a word ensemble of rank n and f : suppD → R is bounded.
2.1.2 Growth Spaces and Polynomial-Time Γ-Schemes
In the motivational model, the estimator was restricted to lie in a class of functions that factor
through a fixed mapping. Of course we are interested in more realistic notions of efficiency. In the
present work we consider restrictions on time complexity, access to random bits and size of advice
strings. Spatial complexity is also of interest but treating it is out of our current scope. It is possible
to consider weaker or stronger restrictions which we represent using the following abstraction:
Definition 2.3. Fix n. A growth space Γ of rank n is a set of functions γ : Nn → N s.t.
(i) 0 ∈ Γ
(ii) If γ1, γ2 ∈ Γ then γ1 + γ2 ∈ Γ.
(iii) If γ1 ∈ Γ, γ2 : Nn → N and ∀K ∈ Nn : γ2(K) ≤ γ1(K) then γ2 ∈ Γ.
(iv) For any γ ∈ Γ there is a p ∈ N[K0,K1 . . . Kn−1] s.t. γ ≤ p.
Example 2.1. For any n ∈ N, we define Γn0 , a growth space of rank n. γ ∈ Γn0 iff γ ≡ 0.
Example 2.2. For any n ∈ N, we define Γn1 , a growth space of rank n. γ ∈ Γn1 iff there is c ∈ N
s.t. γ ≤ c.
Example 2.3. For any n ∈ N, we define Γnpoly, a growth space of rank n.
Γnpoly := {γ : Nn → N | ∃p ∈ N[K0,K1 . . . Kn−1] : γ ≤ p}
Example 2.4. For any n ∈ N, we define Γnlog, a growth space of rank n. γ ∈ Γnlog iff there is c ∈ N
s.t. γ(K0,K1 . . . Kn−1) ≤ c
∑
i∈[n] log(Ki + 1).
Definition 2.4. Fix n ∈ N>0. γ : Nn → N is said to be steadily growing when
(i) γ ∈ Γnpoly
(ii) ∀J ∈ Nn−1, k, l ∈ N : k < l =⇒ γ(J, k) ≤ γ(J, l)
7It is convenient to allow more than 1 parameter for reasons that will become clear in section 5. Roughly, some
parameters represent the complexity of the input whereas other parameters represent the amount of computing
resources available for probability estimation.
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(iii) There is s ∈ N[K0,K1 . . . Kn−1] s.t. ∀J ∈ Nn−1, k ∈ N : γ(J, k) ≤ 12γ(J, s(J, k)).
Example 2.5. For any n ∈ N>0 and γ∗ steadily growing, we define Γγ∗ , a growth space of rank n.
γ ∈ Γγ∗ iff there is p ∈ N[K0,K1 . . . Kn−1] s.t. γ(J, k) ≤ γ∗(J, p(J, k)).
To verify condition ii, consider γ1, γ2 s.t. γ(J, k) ≤ γ∗(J, p1(J, k)) and γ2(J, k) ≤ γ∗(J, p2(J, k)).
Choose p, s ∈ N[K0,K1 . . . Kn−1] s.t. p ≥ max(p1, p2) and s is as in condition iii of Definition 2.4.
γ1(J, k) + γ2(J, k) ≤ γ∗(J, p1(J, k)) + γ∗(J, p2(J, k))
γ1(J, k) + γ2(J, k) ≤ 2γ∗(J, p(J, k))
γ1(J, k) + γ2(J, k) ≤ γ∗(J, s(J, p(J, k)))
In particular taking γ∗poly(J, k) := k and γ
∗
log(J, k) := ⌊log(k + 1)⌋ we have Γnpoly = Γγ∗poly ,
Γnlog = Γγ∗log .
We now introduce our notion of an “efficient” algorithm.
Definition 2.5. Fix n ∈ N and Γ = (ΓR, ΓA) a pair of growth spaces of rank n. Given encoded
sets X and Y , a polynomial-time Γ-scheme of signature X → Y is a triple (S, rS , aS) where
S : Nn ×X × {0, 1}∗ × {0, 1}∗ alg−−→ Y , rS : Nn × {0, 1}∗ alg−−→ N and aS : Nn → {0, 1}∗ are s.t.
(i) maxx∈X maxy,z∈{0,1}∗ TS(K,x, y, z) ∈ Γnpoly
(ii) maxz∈{0,1}∗ TrS(K, z) ∈ Γnpoly
(iii) The function r : Nn → n defined by r(K) := rS(K, aS(K)) lies in ΓR.
(iv) |aS | ∈ ΓA
Abusing notation, we denote the polynomial-time Γ-scheme (S, rS , aS) by S. S
K(x, y, z) will
denote S(K,x, y, z), SK(x, y) will denote S(K,x, y, aS(K)) and S
K(x) will denote the Y -valued
random variable which equals S(K,x, y, a(K)) for y sampled from UrS(K). UKS will denote U
rS(K).
We think of S as a randomized algorithm with advice where y are the internal coin tosses and aS
is the advice8. Similarly, rS(K) will denote rS(K, aS(K)).
We will use the notation S : X
Γ−→ Y to signify S is a polynomial-time Γ-scheme of signature
X → Y .
There is a natural notion of composition for polynomial-time Γ-schemes.
Definition 2.6. Fix n ∈ N and Γ = (ΓR, ΓA) a pair of growth spaces of rank n. Consider encoded
sets X, Y , Z and S : X
Γ−→ Y , T : Y Γ−→ Z. Choose p ∈ N[K0,K1 . . . Kn−1] s.t. |aS(K)| ≤ p(K)
and |aT (K)| ≤ p(K). We can then construct U : X Γ−→ Z s.t. for any K ∈ Nn, a, b ∈ {0, 1}≤p(K),
v ∈ {0, 1}rT (K,a), w ∈ {0, 1}rS(K,b) and x ∈ X
8Note that the number of random bits rS(K) has to be efficiently computable modulo the advice aS(K) rather
than being an arbitrary function. This requirement is needed to prevent using the function rS as advice in itself. In
particular, when ΓA = Γ
2
0, S represents a uniform randomized algorithm.
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aU (K) = 〈aT (K), aS(K)〉 (2.1)
rU (K, 〈a, b〉) = rT (K,a) + rS(K, b) (2.2)
UK(x, vw, 〈a, b〉) = TK(SK(x,w, b), v, a) (2.3)
Such a U is called the composition of T and S and denoted U = T ◦S. There is a slight abuse of
notation due to the freedoms in the construction of U but these freedoms have no real significance
since all versions of T ◦ S induce the same Markov kernel from X to Z.
It will also be useful to consider families of polynomial-time Γ-schemes satisfying uniform re-
source bounds.
Definition 2.7. Fix n ∈ N, Γ = (ΓR, ΓA) a pair of growth spaces of rank n and encoded sets X,
Y . A set F of polynomial-time Γ-schemes of signature X → Y is called a uniform family when
(i) maxS∈F maxx∈X maxy,z∈{0,1}∗ TS(K,x, y, z) ∈ Γnpoly
(ii) maxS∈F maxz∈{0,1}∗ TrS (K, z) ∈ Γnpoly
(iii) maxS∈F rS ∈ ΓR
(iv) maxS∈F |aS(K)| ∈ ΓA
(v) There are only finitely many different machines S and rS for S ∈ F .
The details of this definition are motivated by the following proposition.
Proposition 2.1. Fix n ∈ N and Γ = (ΓR, ΓA) a pair of growth spaces of rank n s.t. 1 ∈ ΓA.
Consider X, Y encoded sets, F a uniform family of polynomial-time Γ-schemes of signature X → Y
and a collection {SK ∈ F}K∈Nn. Then, there is ∆S : X Γ−→ Y s.t. for any K ∈ Nn, x ∈ X and
y ∈ Y , Pr[∆KS (x) = y] = Pr[SKK (x) = y].
Proof. Choose p, q ∈ N[K0,K1 . . . Kn−1] and {aK , bK ∈ {0, 1}∗}K∈Nn s.t. there is only a finite num-
ber of different words aK and bK and for any K,L ∈ Nn, x ∈ X and y, z ∈ {0, 1}∗
evq(L)(bK ; cNn(L), z) = rSK (L, z)
evp(L)(aK ; cNn(L), x, y, z) = S
L
K(x, y, z)
Construct ∆S s.t. for any K ∈ Nn, x ∈ X, y,w ∈ {0, 1}∗, u ∈ {0, 1}≤maxK∈Nn |aK | and
v ∈ {0, 1}≤maxK∈Nn |bK |
a∆S (K) = 〈aK , bK , aSK (K)〉
r∆S (K, 〈u, v, w〉) = evq(K)(v; cNn(K), w)
∆KS (x, y, 〈u, v, w〉) = evp(K)(u; cNn(K), x, y, w)
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2.1.3 Fall Spaces
Fix n ∈ N and Γ a pair of growth spaces of rank n. Given a distributional estimation problem
(D, f) and Q : {0, 1}∗ Γ−→ Q, we can consider the estimation error E(x,y)∼DK×UKQ [(Q
K(x, y)−f(x))2].
It makes little sense to require this error to be minimal for every K ∈ Nn, since we can always
hard-code a finite number of answers into Q without violating the resource restrictions. Instead we
require minimization up to an asymptotically small error. Since it makes sense to consider different
kind of asymptotic requirements, we introduce an abstraction that corresponds to this choice.
Definition 2.8. Given n ∈ N, a fall space of rank n is a set F of bounded functions ε : Nn → R≥0
s.t.
(i) If ε1, ε2 ∈ F then ε1 + ε2 ∈ F .
(ii) If ε1 ∈ F , ε2 : Nn → R≥0 and ∀K ∈ Nn : ε2(K) ≤ ε1(K) then ε2 ∈ F .
(iii) There is h ∈ N[K0,K1 . . . Kn−1] s.t. 2−h ∈ F .
Example 2.6. We define Fneg, a fall space of rank 1. For any ε : N → R≥0 bounded, ε ∈ Fneg iff
for any d ∈ N, limk→∞ kdε(k) = 0.
Example 2.7. For any n ∈ N and ζ : Nn → R≥0, we define Fζ to be the set of ε : Nn → R≥0
bounded s.t. there is M ∈ R for which ε ≤Mζ. If there is h ∈ N[K0,K1 . . . Kn−1] s.t. ζ ≥ 2−h
then Fζ is a fall space of rank n.
Example 2.8. For any n ∈ N>0 and ϕ : Nn−1 → N ⊔ {∞}, we define F (ϕ)uni , a fall space of rank n.
For any ε : Nn → R≥0 bounded, ε ∈ F (ϕ)uni iff there are M ∈ R>0 and p ∈ N[J0, J1 . . . Jn−2] s.t.
∀J ∈ Nn−1 :
ϕ(J)−1∑
k=2
ε(J, k)
k log k
≤M log log p(J) (2.4)
To verify condition iii note that 2−Kn−1 ∈ F (t)uni.
For ϕ ≡ ∞ we use the notation F (n)uni := F (ϕ)uni .
Example 2.9. For any n ∈ N>0, we define F (n)mon, a fall space of rank n. For any ε : Nn → R≥0
bounded, ε ∈ F (n)mon iff the function ε¯ : Nn → R≥0 defined by ε¯(J, k) := supl≥k ε(J, l) satisfies ε¯ ∈ F (n)uni .
The main motivation for examples 2.8 and 2.9 are the existence theorems proven in Section 5.
We note a few simple properties of fall spaces which will be useful in the following.
Proposition 2.2. For any fall space F , 0 ∈ F .
Proof. Follows from conditions ii and iii, since 0 ≤ 2−h.
Proposition 2.3. For any fall space F , ε ∈ F and c ∈ R≥0, cε ∈ F .
Proof. By induction, condition i implies that for any m ∈ N, mε ∈ F . It follows that cε ∈ F since
cε ≤ ⌈c⌉ε.
Proposition 2.4. For any fall space F and ε1, ε2 ∈ F , max(ε1, ε2) ∈ F
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Proof.
max(ε1, ε2) ≤ ε1 + ε2
Proposition 2.5. For any fall space F , ε ∈ F and α ∈ R, if α ≥ 1 then εα ∈ F .
Proof.
εα = (sup ε)α(
ε
sup ε
)α ≤ (sup ε)α ε
sup ε
∈ F
Definition 2.9. For any fall space F and α ∈ R>0, we define Fα := {εα | ε ∈ F}.
Proposition 2.6. Consider F a fall space and α ∈ R>0. Then, Fα is a fall space.
Proof. To check condition i, consider ε1, ε2 ∈ F .
If α > 1, (εα1 + ε
α
2 )
1
α ≤ ε1 + ε2 ∈ F hence (εα1 + εα2 )
1
α ∈ F and εα1 + εα2 ∈ Fα.
If α ≤ 1, (εα1 + εα2 )
1
α = 2
1
α (
εα1+ε
α
2
2 )
1
α ≤ 2 1α ε1+ε22 ∈ F hence (εα1 + εα2 )
1
α ∈ F and εα1 + εα2 ∈ Fα.
Conditions ii and iii are obvious.
Proposition 2.7. Consider F a fall space and α1, α2 ∈ R>0 with α1 ≤ α2. Then, Fα2 ⊆ Fα1 .
Proof. Follows from Proposition 2.5.
Definition 2.10. For any n ∈ N, fall space F of rank n and γ : Nn → R s.t. inf γ > 0, we define
γF := {γε bounded | ε ∈ F}.
Proposition 2.8. For any n ∈ N, fall space F of rank n and γ : Nn → R s.t. inf γ > 0, γF is a
fall space.
Proof. Conditions i and ii are obvious. To verify condition iii note that for any ε ∈ F we have
ε
γ
≤ εinf γ ∈ F and therefore ε = γ εγ ∈ γF . In particular if h ∈ N[K0,K1 . . . Kn−1] is s.t. 2−h ∈ F
then 2−h ∈ γF .
We will use several shorthand notations for relations between functions that hold “up to a
function in F .” Given f, g : Nn → R, the notation f(K) ≤ g(K) (mod F) means
∃ε ∈ F∀K ∈ Nn : f(K) ≤ g(K) + ε(K)
Similarly, f(K) ≥ g(K) (mod F) means
∃ε ∈ F∀K ∈ Nn : f(K) ≥ g(K)− ε(K)
f(K) ≡ g(K) (mod F) means |f − g| ∈ F .
For families {fα, gα : Nn → R}α∈I (where I is some set), fα(K)
α≤ gα(K) (mod F) means that
∃ε ∈ F∀α ∈ I,K ∈ Nn : fα(K) ≤ gα(K) + ε(K)
fα(K)
α≥ gα(K) (mod F) and fα(K) α≡ gα(K) (mod F) are defined analogously.
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2.1.4 Optimal Polynomial-Time Estimators
We are now ready to give our central definition, which corresponds to a notion of “expected value”
for distributional estimation problems.
Definition 2.11. Fix n ∈ N, Γ a pair of growth spaces of rank n and F a fall space of rank n.
Consider (D, f) a distributional estimation problem and P : {0, 1}∗ Γ−→ Q with bounded range. P
is called an F(Γ)-optimal polynomial-time estimator for (D, f) when for any Q : {0, 1}∗ Γ−→ Q
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] (mod F) (2.5)
For the sake of brevity, we will say “F(Γ)-optimal estimator” rather than “F(Γ)-optimal
polynomial-time estimator.”
Distributional decision problems are the special case when the range of f is {0, 1}. In this special
case, the outputs of an optimal polynomial-time estimator can be thought of as probabilities9.
2.2 Basic Properties
From now on we fix n ∈ N>0, Γ := (ΓR,ΓA) a pair of growth spaces of rank n and F a fall space
of rank n. All word ensembles and distributional estimation problems will be of rank n unless
specified otherwise.
In this subsection we discuss some basic properties of optimal polynomial-time estimators which
will be used in the following.
2.2.1 Optimality Relatively to Uniform Families
Note that ε in 2.5 depends on Q. However in some sense the optimality condition is automatically
uniform w.r.t. the resources required by Q.
Proposition 2.9. Consider (D, f) a distributional estimation problem, P an F(Γ)-optimal esti-
mator for (D, f) and F a uniform family of polynomial-time Γ-schemes of signature {0, 1}∗ → Q.
Then there is ε ∈ F s.t. for any Q ∈ F
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] + ε(K) (2.6)
Proof. For any K ∈ Nn, {EDK×UKQ [(Q
K−f)2] | Q ∈ F} is a finite set because F is a uniform family
so the runtime of QK is bounded by a polynomial in K that doesn’t depend on Q. Therefore we
can choose
QK ∈ argmin
Q∈F
EDK×UKQ [(Q
K − f)2]
By Proposition 2.1, there is Q¯ : {0, 1}∗ Γ−→ Q s.t. Q¯K(x) is distributed the same as QKK(x).
Since P is an F(Γ)-optimal estimator, there is ε ∈ F s.t.
EDK×UKP [(P
K − f)2] ≤ EDK×UK
Q¯
[(Q¯K − f)2] + ε(K) (2.7)
9With some caveats. First, P can take values outside [0, 1] but it’s easy to see that clipping all values to [0, 1]
preserves optimality. Second, PK(x, y) = 1 doesn’t imply f(x) = 1 and PK(x, y) = 0 doesn’t imply f(x) = 0. We can
try to fix this using a logarithmic error function instead of the squared norm, however this creates other difficulties
and is outside the scope of the present work.
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For any Q ∈ F , we have
EDK×UK
Q¯
[(Q¯K − f)2] = EDK×UKQK [(Q
K
K − f)2]
EDK×UK
Q¯
[(Q¯K − f)2] ≤ EDK×UKQ [(Q
K − f)2] (2.8)
Combining 2.7 and 2.8 we get the desired result.
2.2.2 Random versus Advice
As usual, random is no more powerful than advice (see e.g. Theorem 6.3 in [10]). This is demon-
strated by the following two propositions.
Proposition 2.10. Observe that Γ¯R := ΓR + ΓA is a growth space and denote Γ¯ := (Γ¯R,ΓA).
Consider (D, f) a distributional estimation problem and P an F(Γ)-optimal estimator for (D, f).
Then, P is also an F(Γ¯)-optimal estimator for (D, f).
Proof. Consider any Q : {0, 1}∗ Γ¯−→ Q. Suppose rQ = rR + rA where rR ∈ ΓR and rA ∈ ΓA. For any
K ∈ Nn, choose
a¯Q(K) ∈ argmin
y∈{0,1}rA(K)
E(x,z)∼DK×UrR(K) [(Q
K(x, yz)− f(x))2]
As easy to see, there is Q¯ : {0, 1}∗ Γ−→ Q s.t. for all K ∈ Nn, x ∈ suppDK and z ∈ {0, 1}rR(K)
aQ¯(K) = 〈aQ(K), a¯Q(K)〉
rQ¯(K) = rR(K)
Q¯K(x, z) = QK(x, a¯Q(K)z)
It follows that there is ε ∈ F s.t.
EDK×UKP [(P
K − f)2] ≤ EDK×UrR(K) [(Q¯K − f)2] + ε(K)
Obviously EDK×UrR(K) [(Q¯
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] therefore
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] + ε(K)
Proposition 2.11. Denote Γ¯R := ΓR + ΓA and Γ¯ := (Γ¯R,ΓA). Consider (D, f) a distributional
estimation problem and P¯ an F(Γ¯)-optimal estimator for (D, f). Then, there exists an F(Γ)-
optimal estimator for (D, f).
Proof. Suppose rP¯ = rR + rA where rR ∈ ΓR and rA ∈ ΓA. For any K ∈ Nn, choose
a¯P (K) ∈ argmin
y∈{0,1}rA(K)
E(x,z)∼DK×UrR(K) [(P¯
K(x, yz)− f(x))2]
We can construct P : {0, 1}∗ Γ−→ Q so that for all K ∈ Nn, x ∈ suppDK and z ∈ {0, 1}rR(K)
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aP (K) := 〈aP¯ (K), a¯P (K)〉
rP (K) = rR(K)
PK(x, z) = P¯K(x, a¯P (K)z)
Clearly EDK×UrR(K) [(P
K − f)2] ≤ EDK×UK
P¯
[(P¯K − f)2] and therefore P is an F(Γ)-optimal es-
timator for (D, f).
2.2.3 Optimality of Weighted Error
Although the word ensemble plays a central role in the definition of an optimal polynomial-time
estimator, the dependence on the word ensemble is lax in some sense. To see this, consider the
following proposition.
Definition 2.12. Given a growth space Γ∗ of rank n, F is called Γ∗-ample when there is
ζ : Nn → (0, 12 ] s.t. ζ ∈ F and ⌊log 1ζ ⌋ ∈ Γ∗.
Example 2.10. Any fall space of rank n is Γnpoly-ample, due to condition iii of Definition 2.8.
Example 2.11. F (n)uni is Γnlog-ample since we can take ζ(K) := (Kn−1 + 2)−1.
Proposition 2.12. Assume F is ΓA-ample. Consider (D, f) a distributional estimation problem,
P an F(Γ)-optimal estimator for (D, f), Q : {0, 1}∗ Γ−→ Q and W : {0, 1}∗ Γ−→ Q≥0 bounded s.t.
rW ≥ max(rP , rQ). Denote DKW := DK ×UKW . Then
EDKW [W
K(x, y)(PK(x, y<rP (K))− f(x))2] ≤ EDKW [W
K(x, y)(QK(x, y<rQ(K))− f(x))2] (mod F)
(2.9)
To relationship to the role of the word ensemble is as follows.
Corollary 2.1. Assume F is ΓA-ample. Consider (D, f) a distributional estimation problem
and P an F(Γ)-optimal estimator for (D, f). Consider W : {0, 1}∗ Γ−→ Q≥0 bounded s.t. for any
K ∈ Nn there is x ∈ suppDK and y ∈ {0, 1}rW (K) s.t. WK(x, y) > 0. Define γ : Nn → R by
γ(K) := EDK×UKW [W
K ]−1 and denote FW := γF . Define the word ensemble E by
EK(x) :=
Ey∼UKW [W
K(x, y)]DK(x)
E(x′,y)∼DK×UKW [W
K(x′, y)]
Then, P is an FW (Γ)-optimal estimator for (E , f).
Proof. Consider any Q : {0, 1}∗ Γ−→ Q. Proposition 2.12 implies there is ε ∈ F s.t.
EDK×UKP ×UKW [W
K(PK − f)2] ≤ EDK×UKQ ×UKW [W
K(QK − f)2] + ε(K)
EDK×UKP [EUKW [W
K ](PK − f)2] ≤ EDK×UKQ [EUKW [W
K ](QK − f)2] + ε(K)
Dividing both sides of the inequality by EDK×UKW [W
K(x)] we get
20
EEK×UKP [(P
K − f)2] ≤ EEK×UKQ [(Q
K − f)2] + ε(K)
EDK×UKW [W
K(x)]
Let M be the supremum of the left hand side.
EEK×UKP [(P
K − f)2] ≤ EEK×UKQ [(Q
K − f)2] + min( ε(K)
EDK×UKW [W
K(x)]
,M)
The second term on the right hand side is clearly in FW .
We now give the proof of Proposition 2.12.
Proof of Proposition 2.12. Consider ζ : Nn → (0, 12 ] s.t. ζ ∈ F and ⌊log 1ζ ⌋ ∈ ΓA. For any K ∈ Nn
and t ∈ R, let ρKζ (t) ∈ argmin
s∈Q∩[t−ζ(K),t+ζ(K)]
|cQ(s)|. Denote M := supW . It is easy to see that there
is γ ∈ ΓA s.t. for any t ∈ [0,M ], |cQ(ρKζ (t))| ≤ γ(K).
For any t ∈ R there is Qt : {0, 1}∗ Γ−→ Q s.t. rQ = rW and for any x ∈ suppDK and
y ∈ {0, 1}rW (K)
QKt (x, y) =
{
QK(x, y<rQ(K)) if W
K(x, y) ≥ ρKζ (t)
PK(x, y<rP (K)) if W
K(x, y) < ρKζ (t)
Moreover we can construct the Qt for all t ∈ [0,M ] s.t. they form a uniform family. By
Proposition 2.9 there is ε ∈ F s.t. for all t ∈ [0,M ]
EDK×UKP [(P
K − f)2] ≤ EDK×UKW [(Q
K
t − f)2] + ε(K)
E(x,y)∼DK×UKW [(P
K(x, y<rP (K))− f(x))2 − (QKt (x, y)− f(x))2] ≤ ε(K)
The expression inside the expected values vanishes when WK(x, y) < ρKζ (t). In other cases,
QKt (x, y) = Q
K(x, y<rQ(K))
We get
E(x,y)∼DK×UKW [θ(W
K(x, y)−ρKζ (t)) ·((PK(x, y<rP (K))−f(x))2−(QK(x, y<rQ(K))−f(x))2)] ≤ ε(K)
We integrate both sides of the inequality over t from 0 to M .
E[
∫ M
0
θ(WK − ρKζ (t)) dt · ((PK − f)2 − (QK − f)2)] ≤Mε(K) (2.10)
For any s ∈ R
∫ M
0
θ(s− ρKζ (t)) dt =
∫ s−ζ(K)
0
θ(s− ρKζ (t)) dt+
∫ s+ζ(K)
s−ζ(K)
θ(s− ρKζ (t)) dt+
∫ M
s+ζ(K)
θ(s− ρKζ (t)) dt
|ρKζ (t)− t| ≤ ζ(K) therefore the integrand in the first term is 1 and in the last term 0:
21
∫ M
0
θ(s− ρKζ (t)) dt =
∫ s−ζ(K)
0
dt+
∫ s+ζ(K)
s−ζ(K)
θ(s− ρKζ (t)) dt
∫ M
0
θ(s− ρKζ (t)) dt = s− ζ(K) +
∫ s+ζ(K)
s−ζ(K)
θ(s− ρKζ (t)) dt
∫ M
0
θ(s− ρKζ (t)) dt− s = ζ(K) +
∫ s+ζ(K)
s−ζ(K)
θ(s− ρKζ (t)) dt
∫ M
0
θ(s− ρKζ (t)) dt− s ∈ [0, 3ζ(K)] (2.11)
Combining 2.10 and 2.11 we conclude that for some M ′ ∈ R≥0
E[WK · ((PK − f)2 − (QK − f)2)] ≤Mε(K) +M ′ζ(K)
2.2.4 Amplification from Zero to O(1) Advice
The following will be handy to prove negative existence results (see section 5).
Proposition 2.13. Assume ΓA = Γ
n
0 . Consider (D, f) a distributional estimation problem and P
an F(Γ)-optimal estimator for (D, f). Denote Γ1 := (ΓR,Γn1 ). Then, P is also an F(Γ1)-optimal
estimator for (D, f).
Proof. Consider any Q : {0, 1}∗ Γ1−→ Q. Choose l ∈ N s.t. ∀K ∈ Nn : |aQ(K)| ≤ l. For each
a ∈ {0, 1}≤l, construct Qa : {0, 1}∗ Γ−→ Q s.t. for any K ∈ Nn, x, y ∈ {0, 1}∗
rQa(K) = rQ(K,a)
QKa (x, y) = Q
K(x, y, a)
For some εa ∈ F we have
EDK×UKP [(P
K − f)2] ≤ EDK×UKQa [(Q
K
a − f)2] + εa(K)
Since the above holds for every a ∈ {0, 1}≤l, we get
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] + εaQ(K)(K)
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] +
∑
a∈{0,1}≤l
εa(K)
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2.3 Orthogonality Theorems
There is a variant of Definition 2.11 which is nearly equivalent in many cases and often useful.
We can think of functions f : suppD → R as vectors in a real inner product space with inner
product 〈f, g〉 := ED[fg]. Informally, we can think of polynomial-time Γ-schemes as a subspace
(although a polynomial-time Γ-scheme is not even a function) and an F(Γ)-optimal estimator for
(D, f) as the nearest point to f in this subspace. Now, given an inner product space V , a vector
f ∈ V , an actual subspace W ⊆ V and p = argmin
q∈W
‖q− f‖2, we have ∀v ∈W : 〈p− f, v〉 = 0. This
motivates the following:
Definition 2.13. Consider (D, f) a distributional estimation problem and P : {0, 1}∗ Γ−→ Q with
bounded range. P is called an F ♯(Γ)-optimal polynomial-time estimator for (D, f) when for any
S : {0, 1}∗ ×Q Γ−→ Q with bounded range10
E(x,y,z)∼DK×UKP ×UKS [(P
K(x, y)− f(x))SK(x, PK(x, y), z)] ≡ 0 (mod F) (2.12)
For the sake of brevity, we will say “F ♯(Γ)-optimal estimator” rather than “F ♯(Γ)-optimal
polynomial-time estimator.”
The following theorem is the analogue in our language of the previous fact about inner product
spaces.
Theorem 2.1. Assume there is ζ : Nn → (0, 14 ] s.t. ζ ∈ F
1
2 and ⌊log log 1
ζ
⌋ ∈ ΓA11. Consider
(D, f) a distributional estimation problem and P an F(Γ)-optimal estimator for (D, f). Then, P
is also an F 12 ♯(Γ)-optimal estimator for (D, f).
Proof. Assume without loss of generality that there is h ∈ N[K0,K1 . . . Kn−1] s.t. ζ ≥ 2−h (oth-
erwise we can take any h ∈ N[K0,K1 . . . Kn−1] s.t. 2−h ∈ F and consider ζ ′ := ζ + 2−h). Fix
S : {0, 1}∗ × Q Γ−→ Q bounded. Consider any σ : Nn → {±1} and m : Nn → N s.t. m ≤ log 1
ζ
(in particular m ≤ h). Define t(K) := σ(K)2−m(K). It is easy to see there is Qt : {0, 1}∗ Γ−→ Q s.t.
rQt = rP +rS and given K ∈ Nn, x ∈ suppDK , y ∈ {0, 1}rP (K) and z ∈ {0, 1}rS(K)
QKt (x, yz) = P
K(x, y)− t(K)SK(x, PK(x, y), z)
Moreover, we can construct Qt for all admissible choices of t (but fixed S) to get a uniform
family.
Applying Proposition 2.9, we conclude that there is ε ∈ F which doesn’t depend on t s.t.
EDK×UKP [(P
K − f)2] ≤ EDK×UKP ×UKS [(Q
K
t − f)2] + ε(K)
EDK×UKP [(P
K − f)2] ≤ EDK×UKP ×UKS [(P
K − t(K)SK − f)2] + ε(K)
EDK×UKP ×UKS [(P
K − f)2 − (PK − t(K)SK − f)2] ≤ ε(K)
EDK×UKP ×UKS [(−t(K)S
K + 2(PK − f))SK ]t(K) ≤ ε(K)
10The Q-valued argument of S is only important for non-trivial ΓR, otherwise we can absorb it into the definition
of S using P as a subroutine.
11If Γnlog ⊆ ΓA then this condition holds for any F since we can take ζ = 2
−h for h ∈ N[K0,K1 . . .Kn−1].
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−EDK×UKP ×UKS [(S
K)2]t(K)2 + 2EDK×UKP ×UKS [(P
K − f)SK ]t(K) ≤ ε(K)
2EDK×UKP ×UKS [(P
K − f)SK ]t(K) ≤ EDK×UKP ×UKS [(S
K)2]t(K)2 + ε(K)
2EDK×UKP ×UKS [(P
K − f)SK ]t(K) ≤ (sup|SK |)2t(K)2 + ε(K)
2EDK×UKP ×UKS [(P
K − f)SK ]σ(K)2−m(K) ≤ (sup|SK |)24−m(K) + ε(K)
Multiplying both sides by 2m(K)−1 we get
EDK×UKP ×UKS [(P
K − f)SK ]σ(K) ≤ 1
2
((sup|SK |)22−m(K) + ε(K)2m(K))
Let σ(K) := sgnEDK×UKS [(P
K − f)SK ].
|EDK×UKP ×UKS [(P
K − f)SK ]| ≤ 1
2
((sup|SK |)22−m(K) + ε(K)2m(K))
Let m(K) := min(⌊12 log max( 1ε(K) , 1)⌋, ⌊log 1ζ(K)⌋).
|E[(PK − f)SK ]| ≤ (sup|SK |)2max(min(ε(K) 12 , 1), ζ(K)) + 1
2
ε(K)min(max(ε(K)−
1
2 , 1), ζ(K)−1)
|E[(PK − f)SK ]| ≤ (sup|SK |)2max(ε(K) 12 , ζ(K)) + 1
2
max(ε(K)
1
2 , ε(K))
The right hand side is obviously in F 12 .
Note that it would still be possible to prove Theorem 2.1 if in Definition 2.13 we allowed S to
depend on y directly instead of only through P . However, the definition as given appears more
natural since it seems necessary to prove Theorem 3.4 in full generality.
Conversely to Theorem 2.1, we have the following:
Theorem 2.2. Consider (D, f) a distributional estimation problem and P an F ♯(Γ)-optimal esti-
mator for (D, f). Then, P is also an F(Γ)-optimal estimator for (D, f).
Proof. Consider any Q : {0, 1}∗ Γ−→ Q. We have
EDK×UKQ [(Q
K − f)2] = EDK×UKQ ×UKP [(Q
K − PK + PK − f)2]
E[(QK − f)2] = E[(QK − PK)2] + 2E[(QK − PK)(PK − f)] + E[(PK − f)2]
E[(PK − f)2] + E[(QK − PK)2] = E[(QK − f)2] + 2E[(PK −QK)(PK − f)]
E[(PK − f)2] ≤ E[(QK − f)2] + 2E[(PK −QK)(PK − f)]
We can assume Q is bounded without loss of generality since given any Q it easy to construct
bounded Q˜ s.t. E[(Q˜K − f)2] ≤ E[(QK − f)2]. Applying 2.12, we get 2.5.
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2.4 Simple Example
The concept of an optimal polynomial-time estimator is in some sense complementary to the concept
of pseudorandom: a pseudorandom process deterministically produces output that appears random
to bounded algorithms whereas optimal polynomial-time estimators compute the moments of the
perceived random distributions of the outputs of deterministic processes. To demonstrate this
complementarity and give an elementary example of an optimal polynomial-time estimator, we
use the concept of a hard-core predicate (which may be regarded as en elementary example of
pseudorandom).
Theorem 2.3. Consider D a word ensemble of rank 1 s.t. for any different k, l ∈ N,
suppDk ∩ suppDl = ∅, f : suppD → {0, 1}∗ one-to-one and B a hard-core predicate of (D, f) (see
Definition A.1). Define m : suppD → N by
∀x ∈ suppDk : m(x) := k
For every k ∈ N, define Dkf := fk∗Dk. Finally, define χB : suppDf → {0, 1} by
χB(f(x)) := B
m(x)(x)
Let Γ := (Γ1poly,Γ
1
0). Let P : {0, 1}∗ Γ−→ Q satisfy P ≡ 12 . Then, P is an Fneg(Γ)-optimal
estimator for (Df , χB).
Proof. Assume to the contrary that P is not optimal. Then there is Q : {0, 1}∗ Γ−→ Q, d ∈ N, an
infinite set I ⊆ N and ǫ ∈ R>0 s.t.
∀k ∈ I : EDk
f
[(
1
2
− χB)2] ≥ EDk
f
×UkQ [(Q
k − χB)2] + ǫ
kd
∀k ∈ I : EDkf×UkQ [(Q
k − χB)2] ≤ 1
4
− ǫ
kd
∀k ∈ I : EDk
f
[(EUkQ
[Qk]− χB)2] ≤ 1
4
− ǫ
kd
There is G : {0, 1}∗ Γ−→ {0, 1} s.t. for all x ∈ {0, 1}∗,
|E[Qk(x)] − Pr[Gk(x) = 1]| ≤ 2−k
Gk works by evaluating α← Qk and then returning 1 with probability α± 2−k and 0 with
probability 1 − α ± 2−k, where the 2−k error comes from rounding a rational number to a binary
fraction. Denoting
δ(x) := E[Qk(x)]− Pr[Gk(x) = 1]
we get
∀k ∈ I : EDk
f
[(PrUkG
[Gk = 1] + δ − χB)2] ≤ 1
4
− ǫ
kd
∀k ∈ I : EDkf [(PrUkG [G
k = 1]− χf )2] + 2EDkf [(PrUkG [G
k = 1]− χB)δ] + EDkf [δ
2] ≤ 1
4
− ǫ
kd
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∀k ∈ I : EDk
f
[(PrUkG
[Gk = 1]− χB)2]− 2 · 2−k − 4−k ≤ 1
4
− ǫ
kd
Since 2−k falls faster than k−d, there is I1 ⊆ N infinite and ǫ1 ∈ R>0 s.t.
∀k ∈ I1 : EDk
f
[(PrUkG
[Gk = 1]− χB)2] ≤ 1
4
− ǫ1
kd
∀k ∈ I1 : EDk
f
[|PrUkG [G
k = 1]− χB|] ≤
√
1
4
− ǫ1
kd
∀k ∈ I1 : EDkf [PrUkG [G
k 6= χB ]] ≤
√
1
4
− ǫ1
kd
∀k ∈ I1 : Ex∼Dk [PrUkG [G
k(f(x)) 6= Bk(x)]] ≤
√
1
4
− ǫ1
kd
∀k ∈ I1 : PrDk×UkG [G
k(f(x)) 6= Bk(x)] ≤
√
1
4
− ǫ1
kd
Since
√
t is a concave function and the derivative of
√
t is 1
2
√
t
, we have
√
t ≤ √t0+ t−t02√t0 . Taking
t0 =
1
4 we get
∀k ∈ I1 : PrDk×UkG [G
k(f(x)) 6= Bk(x)] ≤ 1
2
− ǫ1
kd
∀k ∈ I1 : PrDk×UkG [G
k(f(x)) = Bk(x)] ≥ 1
2
+
ǫ1
kd
This contradicts the definition of a hard-core predicate.
Corollary 2.2. Consider f : {0, 1}∗ alg−−→ {0, 1}∗ a one-to-one one-way function. For every k ∈ N,
define f (k) : {0, 1}k × {0, 1}k → {0, 1}∗ by f (k)(x, y) := 〈f(x), y〉. Define the distributional estima-
tion problem (D(f), χf ) by
Dk(f) := f (k)∗ (Uk ×Uk)
χf (〈f(x), y〉) := x · y
Let Γ := (Γ1poly,Γ
1
0). Let P : {0, 1}∗ Γ−→ Q satisfy P ≡ 12 . Then, P is an Fneg(Γ)-optimal
estimator for (D(f), χf ).
Proof. Follows immediately from Theorem 2.3 and Theorem A.1.
The following is the non-uniform version of Theorem 2.3 which we state without proof since the
proof is a straightforward adaptation of the above.
Theorem 2.4. Consider D a word ensemble s.t. for any different k, l ∈ N,
suppDk∩suppDl = ∅, f : suppD → {0, 1}∗ one-to-one and B a non-uniformly hard-core predicate
of (D, f) (see Definition A.2).
Let Γ := (Γ1poly,Γ
1
poly). Let P : {0, 1}∗
Γ−→ Q satisfy P ≡ 12 . Then, P is an Fneg(Γ)-optimal
estimator for (Df , χB).
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Corollary 2.3. Consider f : {0, 1}∗ alg−−→ {0, 1}∗ a one-to-one non-uniformly hard to invert one-way
function.
Let Γ := (Γ1poly,Γ
1
poly). Let P : {0, 1}∗
Γ−→ Q satisfy P ≡ 12 . Then, P is an Fneg(Γ)-optimal
estimator for (Df , χf ).
Proof. Follows immediately from Theorem 2.4 and Theorem A.2.
3 Optimal Estimators and Probability Theory
3.1 Calibration
From a Bayesian perspective, a good probability assignment should be well calibrated (see e.g. [7]).
For example, suppose there are 100 people in a room and you assign each person a probability they
are married. If there are 60 people you assigned probabilities in the range 70%-80%, the number of
married people among these 60 should be close to the interval 60 × [0.7, 0.8] = [42, 48]. The same
requirement can be made for expected value assignments. For example, if you now need to assign
an expected value to the age of each person and you assigned an expected age in the range 30-40
to some sufficiently large group of people, the mean age in the group should be close to the interval
[30, 40].
We will now show that optimal polynomial-time estimators satisfy an analogous property.
Theorem 3.1. Assume F is ΓA-ample. Consider (D, f) a distributional estimation problem, P
an F(Γ)-optimal estimator for (D, f) and W : {0, 1}∗ Γ−→ Q≥0 bounded s.t. rW ≥ rP and for every
K ∈ Nn there is x ∈ suppDK and y ∈ UKW with WK(x, y) > 0. Denote
α(K) := E(x,y)∼DK×UKW [W
K(x, y)]
δ(K) := E(x,y)∼DK×UKW [W
K(x, y)(PK(x, y<rP (K))− f(x))]
Then, α−1δ2 ∈ F .
To see the relationship between Theorem 3.1 and calibration, consider the following corollary.
Corollary 3.1. Assume F is ΓA-ample. Consider (D, f) a distributional estimation problem, P
an F(Γ)-optimal estimator for (D, f) and A,B : 1 Γ−→ Q s.t. rA ≡ 0 and rB ≡ 0. Denote
α(K) := Pr(x,y)∼DK×UKP [A
K ≤ PK(x, y) ≤ BK ]
Then, there is ε ∈ F s.t.
AK −
√
ε(K)
α(K)
≤ E(x,y)∼DK×UKP [f(x) | A
K ≤ PK(x, y) ≤ BK ] ≤ BK +
√
ε(K)
α(K)
(3.1)
The appearance of α in the denominator in 3.1 is not surprising since we only expect calibration
to hold for large sample size.
We now proceed with the proofs.
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Proof of Corollary 3.1. Construct W : {0, 1}∗ Γ−→ {0, 1} s.t.
rW (K) = rP (K)
WK(x, y) = θ(PK(x, y)−AK)θ(BK − PK(x, y))
Denote δ(K) := EDK×UKP [W
K(PK − f)] and ε := δ2
α
. According to Theorem 3.1, ε ∈ F . We
get
EDK×UKP [W
K(PK − f)]2
α(K)
= ε(K)
EDK×UKP [θ(P
K(x, y)−AK)θ(BK − PK(x, y))(PK − f)]2
α(K)
= ε(K)
(EDK×UKP [θ(P
K(x, y) −AK)θ(BK − PK(x, y))] E[PK − f | AK ≤ PK ≤ BK ])2
α(K)
= ε(K)
(α(K) E[PK − f | AK ≤ PK ≤ BK ])2
α(K)
= ε(K)
α(K) E[PK − f | AK ≤ PK ≤ BK ]2 = ε(K)
|E[PK − f | AK ≤ PK ≤ BK ]| =
√
ε(K)
α(K)
(3.2)
On the other hand
E[f | AK ≤ PK ≤ BK ] = E[PK − PK + f | AK ≤ PK ≤ BK]
E[f | AK ≤ PK ≤ BK ] = E[PK | AK ≤ PK ≤ BK]− E[PK − f | AK ≤ PK ≤ BK ]
Applying 3.2
E[f | AK ≤ PK ≤ BK ] ≤ E[PK | AK ≤ PK ≤ BK ] +
√
ε(K)
α(K)
E[f | AK ≤ PK ≤ BK ] ≤ BK +
√
ε(K)
α(K)
In the same manner, we can show that
E[f | AK ≤ PK ≤ BK ] ≥ AK −
√
ε(K)
α(K)
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Proof of Theorem 3.1. Consider ζ : Nn → (0, 12 ] s.t. ζ ∈ F and ⌊log 1ζ ⌋ ∈ ΓA. Define
I := {K ∈ Nn | |δ(K)|
α(K)
≥ ζ(K)}
EK := Q ∩ [ |δ(K)|
2α(K)
,
|δ(K)|
α(K)
]
ǫ(K) ∈ (sgn δ(K)) · argmin
t∈EK
|cQ(t)|
It is easy to see that |cQ(ǫ)| = O(log α|δ|), hence we can construct Q : {0, 1}∗
Γ−→ Q s.t. for any
K ∈ I and x, y ∈ {0, 1}∗
aQ(K) = cQ(ǫ(K))
rQ(K) = rP (K)
QK(x, y) = PK(x, y)− ǫ(K)
Applying Proposition 2.12 to P , Q and W , we conclude there is ε ∈ F s.t.
EDK×UKW [W
K(PK − f)2] ≤ EDK×UKW [W
K(QK − f)2] + ε(K)
EDK×UKW [W
K(PK − f)2] ≤ EDK×UKW [W
K(PK − f − ǫ(K))2] + ε(K)
EDK×UKW [W
K((PK − f)2 − (PK − f − ǫ(K))2] ≤ ε(K)
ǫ(K) EDK×UKW [W
K(2(PK − f)− ǫ(K))] ≤ ε(K)
ǫ(K)(2EDK×UKW [W
K(PK − f)]− EDK×UKW [W
K ]ǫ(K)) ≤ ε(K)
ǫ(K)(2δ(K) − α(K)ǫ(K)) ≤ ε(K)
Dividing both sides by α(K) we get
ǫ(K)(
2δ(K)
α(K)
− ǫ(K)) ≤ ε(K)
α(K)
δ(K)2
α(K)2
− (ǫ(K)− δ(K)
α(K)
)2 ≤ ε(K)
α(K)
ǫ is between δ2α and
δ
α
therefore (ǫ− δ
α
)2 ≤ ( δ2α − δα )2 which yields
δ(K)2
α(K)2
− ( δ(K)
2α(K)
− δ(K)
α(K)
)2 ≤ ε(K)
α(K)
3
4
· δ(K)
2
α(K)2
≤ ε(K)
α(K)
δ(K)2
α(K)
≤ 4
3
ε(K)
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3.2 Algebraic Properties
In this subsection and subsection 3.4, we show that several algebraic identities satisfied by expected
values have analogues for optimal polynomial-time estimators.
3.2.1 Linearity
Given F1, F2 random variables and t1, t2 ∈ R, we have
E[t1F1 + t2F2] = t1 E[F1] + t2 E[F2] (3.3)
Optimal polynomial-time estimators have an analogous property:
Proposition 3.1. Consider D a word ensemble, f1, f2 : suppD → R bounded and t1, t2 ∈ Q.
Denote f := t1f1 + t2f2. Suppose P1 is an F ♯(Γ)-optimal estimator for (D, f1) and P2 is an
F ♯(Γ)-optimal estimator for (D, f2). Construct P : {0, 1}∗ Γ−→ Q s.t. for any x ∈ suppDK ,
y1 ∈ {0, 1}rP1(K) and y2 ∈ {0, 1}rP1(K)
aP (K) = 〈aP1(K), aP2(K)〉 (3.4)
rP (K) = rP1(K) + rP2(K) (3.5)
PK(x, y1y2) = t1P
K
1 (x, y1) + t2P
K
2 (x, y2) (3.6)
Then, P is an F ♯(Γ)-optimal estimator for (D, f).
Proof. Consider any bounded S : {0, 1}∗ ×Q Γ−→ Q. We have
E[(PK − f)SK ] = E[(t1PK1 + t2PK2 − (t1f1 + t2f2))SK ]
E[(PK − f)SK ] = t1 E[(PK1 − f1)SK ] + t2 E[(PK2 − f2)SK ]
|E[(PK − f)SK ]| ≤ |t1| · |E[(PK1 − f1)SK ]|+ |t2| · |E[(PK2 − f2)SK ]|
Using 2.12 for P1 and P2 we see that the right hand side is in F .
3.2.2 Conditional Expectation
Consider a random variable F and an event A. Denote χA the {0, 1}-valued random variable
corresponding to the indicator function of A. We have
E[F | A] = E[χAF ]
Pr[A]
(3.7)
This identity is tautologous if interpreted as a definition of E[F | A]. However, from the
perspective of Bayesian probability it is more natural to think of E[F | A] as an atomic entity (the
subjective expectation of F after observing A).
The language of optimal polynomial-time estimators provides a natural way to define an ana-
logue of conditional expectation. Namely, consider a distributional estimation problem (D, f) and
a decision problem L ⊆ {0, 1}∗. Then, P : {0, 1}∗ Γ−→ Q represents the conditional expectation of
f given L when it is an optimal polynomial-time estimator for (D | L, f). That is, the conditional
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expectation is the best estimate of f(x) when the problem instance x is sampled with the promise
x ∈ L.
The above perspective allows us stating and proving non-tautological theorems analogous to
3.7. We give two such theorems, corresponding to two different ways to group the variables in 3.7.
Theorem 3.2. Consider (D, f) a distributional estimation problem and L ⊆ {0, 1}∗ s.t. for all
K ∈ Nn, DK(L) > 0. Define γL : Nn → R by γL(K) := DK(L)−1 and FL := γLF . Let PL
be an F ♯(Γ)-optimal estimator for (D, χL) and Pf |L be an F ♯L(Γ)-optimal estimator for (D | L, f).
Construct Pχf : {0, 1}∗ Γ−→ Q s.t. rPχf = rPL +rPf |L and for any x ∈ {0, 1}∗, y ∈ {0, 1}rPL (K) and
z ∈ {0, 1}rPf |L(K)
PKχf (x, yz) = P
K
L (x, y)P
K
f |L(x, z) (3.8)
Then, Pχf is an F ♯(Γ)-optimal estimator for (D, χLf).
Proof. Consider any K ∈ Nn, x ∈ suppDK , y ∈ {0, 1}rPL(K) and z ∈ {0, 1}rPf |L(K).
PKχf (x, yz) − χL(x)f(x) = PKL (x, y)PKf |L(x, z) − χL(x)f(x)
PKχf (x, yz)− χL(x)f(x) = PKL (x, y)PKf |L(x, z)− χL(x)PKf |L(x, z) + χL(x)PKf |L(x, z)− χL(x)f(x)
PKχf (x, yz) − χL(x)f(x) = (PKL (x, y)− χL(x))PKf |L(x, z) + χL(x)(PKf |L(x, z) − f(x))
Consider any S : {0, 1}∗ ×Q Γ−→ Q bounded. We get
EDK×UKPχf ×U
K
S
[(PKχf−χLf)SK ] = EDK×UKPχf ×UKS [(P
K
L −χL)PKf |LSK)]+EDK×UKPχf ×UKS [χL(P
K
f |L−f)SK ]
Using the fact that PKL is F ♯(Γ)-optimal for (D, χL),
EDK×UKPχf ×U
K
S
[(PKχf − χLf)SK ] ≡ EDK×UKPχf ×UKS [χL(P
K
f |L − f)SK ] (mod F)
EDK×UKPχf ×U
K
S
[(PKχf − χLf)SK ] ≡ DK(L) E(DK |L)×UKPχf ×UKS [(P
K
f |L − f)SK ] (mod F)
Using the fact that PK
f |L is F ♯L(Γ)-optimal for (D | L, f), we conclude
|EDK×UKPχf ×UKS [(P
K
χf − χLf)SK ]| ≡ 0 (mod F)
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Theorem 3.3. Consider (D, f) a distributional estimation problem and L ⊆ {0, 1}∗ s.t. for all
K ∈ Nn, DK(L) > 0. Define γL : Nn → R by γ(K) := DK(L)−1 and FL := γLF . Let PL be an
F ♯(Γ)-optimal estimator for (D, χL) and Pχf be an F ♯(Γ)-optimal estimator for (D, χLf). Choose
any M ∈ Q s.t. M ≥ sup|f | and construct Pf |L : {0, 1}∗ Γ−→ Q s.t. rPf |L = rPL +rPχf and for any
x ∈ {0, 1}∗, y ∈ {0, 1}rPL(K) and z ∈ {0, 1}rPχf (K)
PKf |L(x, yz) =


PKL (x, y)
−1PKχf (x, z) if this number is in [−M,M ]
M if PKL (x, y) = 0 or P
K
L (x, y)
−1PKχf (x, z) > M
−M if PKL (x, y)−1PKχf (x, z) < −M
(3.9)
Then, Pf |L is an F ♯L(Γ)-optimal estimator for (D | L, f).
In order to prove Theorem 3.3, we will need the following.
Consider s, t ∈ Q, an [s, t]-valued random variable F and an event A. Denote χA the {0, 1}-
valued random variable corresponding to the indicator function of A. We have
Pr[A]s ≤ E[χAF ] ≤ Pr[A]t (3.10)
For optimal polynomial-time estimators the analogous inequalities don’t have to hold strictly
(they only hold within an asymptotically small error), but the following proposition shows they
can always be enforced.
Proposition 3.2. Consider (D, f) a distributional estimation problem, L ⊆ {0, 1}∗ and s, t ∈ Q
s.t. s ≤ inf f , t ≥ sup f . Let PL be an F ♯(Γ)-optimal estimator for (D, χL) and Pχf be an F ♯(Γ)-
optimal estimator for (D, χLf). Construct P˜χf : {0, 1}∗ Γ−→ Q s.t. rP˜χf = rPL +rPχf and for any
y ∈ {0, 1}rPL(K) and z ∈ {0, 1}rPχf (K), P˜Kχf (x, yz) = min(max(PKχf (x, z), PKL (x, y)s), PKL (x, y)t). De-
note
DKP := DK ×UKPL ×UKPχf
Then, for any S : {0, 1}∗ ×Q2 Γ−→ Q bounded
EDKP ×UKS [(P˜
K
χf (x)− χL(x)f(x))SK(x, PKL (x), PKχf (x))] ≡ 0 (mod F) (3.11)
In particular, P˜ is also an F ♯(Γ)-optimal estimator for (D, χLf).
Proof. PL is an F ♯(Γ)-optimal estimator for (D, χL), therefore
EDKP [(P
K
L − χL)θ(PKχf − PKL t)] ≡ 0 (mod F) (3.12)
Pχf is an F ♯(Γ)-optimal estimator for (D, χLf), therefore
EDKP [(P
K
χf − χLf)θ(PKχf − PKL t)] ≡ 0 (mod F) (3.13)
Multiplying 3.12 by t and subtracting 3.13 we get
EDKP [(P
K
L t− PKχf − χL · (t− f))θ(PKχf − PKL t)] ≡ 0 (mod F)
EDKP [(P
K
L t− PKχf )θ(PKχf − PKL t)] ≡ EDKP [χL · (t− f)θ(P
K
χf − PKL t)] (mod F)
32
The left-hand side is non-positive and the right-hand side is non-negative, therefore
EDKP [(P
K
L t− PKχf )θ(PKχf − PKL t)] ≡ 0 (mod F)
EDKP [(P˜
K
χf − PKχf )θ(PKχf − P˜Kχf )] ≡ 0 (mod F) (3.14)
In the same way we can show that
EDKP [(P
K
L s− PKχf )θ(PKL s− PKχf )] ≡ 0 (mod F)
EDKP [(P˜
K
χf − PKχf )θ(P˜Kχf − PKχf )] ≡ 0 (mod F) (3.15)
Subtracting 3.14 from 3.15, we get
EDKP [(P˜
K
χf − PKχf )(θ(P˜Kχf − PKχf )− θ(PKχf − P˜Kχf ))] ≡ 0 (mod F)
EDKP [|P˜
K
χf − PKχf |] ≡ 0 (mod F) (3.16)
Consider any S : {0, 1}∗ ×Q2 Γ−→ Q bounded.
EDKP ×UKS [(P˜
K
χf − χLf)SK(x, PKL , PKχf )] = EDKP ×UKS [(P˜
K
χf − PKχf + PKχf − χLf)SK(x, PKL , PKχf )]
EDKP ×UKS [(P˜
K
χf − χLf)SK ] = EDKP ×UKS [(P˜
K
χf − PKχf )SK ] + EDKP ×UKS [(P
K
χf − χLf)SK ]
Using the fact that Pχf is an F ♯(Γ)-optimal estimator for (D, χLf), we get
EDKP ×UKS [(P˜
K
χf − χLf)SK ] ≡ EDKP ×UKS [(P˜
K
χf − PKχf )SK ] (mod F)
|EDKP ×UKS [(P˜
K
χf − χLf)SK ]| ≤ EDKP ×UKS [|P˜
K
χf − PKχf |] supS (mod F)
Applying 3.16 we conclude that
EDK
P
×UKS [(P˜
K
χf − χLf)SK ] ≡ 0 (mod F)
Proof of Theorem 3.3. Construct P˜χf : {0, 1}∗ Γ−→ Q s.t. rP˜χf = rPL +rPχf and for any x ∈ {0, 1}∗,
y ∈ {0, 1}rPL(K) and z ∈ {0, 1}rPχf (K)
P˜Kχf (x, yz) = min(max(P
K
χf (x, z),−PKL (x, y)M), PKL (x, y)M)
For any x ∈ {0, 1}∗, y ∈ {0, 1}rPL(K) and z ∈ {0, 1}rPχf (K), we have
P˜Kχf (x, yz) = P
K
L (x, y)P
K
f |L(x, yz)
P˜Kχf (x, yz) − χL(x)f(x) = PKL (x, y)PKf |L(x, yz) − χL(x)f(x)
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P˜Kχf (x, yz)− χL(x)f(x) = PKL (x, y)PKf |L(x, z)− χL(x)PKf |L(x, yz) + χL(x)PKf |L(x, yz)− χL(x)f(x)
P˜Kχf (x, yz)− χL(x)f(x) = (PKL (x, y)− χL(x))PKf |L(x, yz) + χL(x)(PKf |L(x, yz) − f(x))
χL(x)(P
K
f |L(x, yz) − f(x)) = P˜Kχf (x, yz)− χL(x)f(x)− (PKL (x, y) − χL(x))PKf |L(x, yz)
Consider any S : {0, 1}∗ ×Q Γ−→ Q bounded. Denote
DKPS := DK ×UKPL ×UKPχf ×UKS
We have
EDKPS [χL(P
K
f |L−f)SK(x, PKf |L)] = EDKPS [(P˜
K
χf−χLf)SK(x, PKf |L)]−EDKPS [(P
K
L −χL)PKf |LSK(x, PKf |L)]
Applying Proposition 3.2 to the first term on the right-hand side and the fact PKL is an F ♯(Γ)-
optimal estimator for (D, χL) to the second term on the right-hand side,
EDK
PS
[χL(P
K
f |L − f)SK(x, PKf |L)] ≡ 0 (mod F)
DK(L) E(DK |L)×UKPL ×UKPχf ×UKS [(P
K
f |L − f)SK(x, PKf |L)] ≡ 0 (mod F)
E(DK |L)×UKPL ×U
K
Pχf
×UKS [(P
K
f |L − f)SK(x, PKf |L)] ≡ 0 (mod FL)
3.3 Polynomial-Time MΓ-Schemes and Samplers
The next subsection and subsequent sections will require several new concepts. Here, we introduce
these concepts and discuss some of their properties.
3.3.1 Congruent Measure Families
The notation f(K) ≡ g(K) (mod F) can be conveniently generalized from real-valued functions to
families of probability distributions.
Definition 3.1. Consider a set X and two families {DK ∈ P(X)}K∈Nn and {EK ∈ P(X)}K∈Nn .
We say that D is congruent to E modulo F when dtv(DK , EK) ∈ F . In this case we write
DK ≡ EK (mod F) or D ≡ E (mod F).
Congruence of probability distributions modulo F has several convenient properties which follow
from elementary properties of total variation distance.
Proposition 3.3. Congruence of probability distributions modulo F is an equivalence relation.
Proof. Obvious since dtv is a metric.
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Proposition 3.4. Consider X a set, {DK ∈ P(X)}K∈Nn , {EK ∈ P(X)}K∈Nn and
{fK : X → R}K∈Nn a uniformly bounded family of functions. Assume D ≡ E (mod F). Then
Ex∼DK [f
K(x)] ≡ Ex∼EK [fK(x)] (mod F) (3.17)
Proof. |Ex∼DK [fK(x)]− Ex∼EK [fK(x)]| ≤ (sup f − inf f) dtv(DK , EK)
Proposition 3.5. Consider X, Y sets, {DK ∈ P(X)}K∈Nn , {EK ∈ P(X)}K∈Nn and
{fK : X mk−−→ Y }K∈Nn a family of Markov kernels. Then, D ≡ E (mod F) implies
DK ⋉ fK ≡ EK ⋉ fK (mod F) (3.18)
Proof. Total variation distance is contracted by semi-direct product with a Markov kernel therefore
dtv(DK ⋉ fK, EK ⋉ fK) ≤ dtv(DK , EK).
Proposition 3.6. Consider X, Y sets, {DK ∈ P(X)}K∈Nn , {EK ∈ P(X)}K∈Nn and
{fK : X mk−−→ Y }K∈Nn a family of Markov kernels. Then, D ≡ E (mod F) implies
fK∗ DK ≡ fK∗ EK (mod F) (3.19)
Proof. Total variation distance is contracted by pushforward therefore
dtv(f
K
∗ DK , fK∗ EK) ≤ dtv(DK , EK)
Proposition 3.7. Consider X1, X2 sets, {DK1 ∈ P(X1)}K∈Nn, {EK1 ∈ P(X1)}K∈Nn,
{DK2 ∈ P(X2)}K∈Nn and {EK2 ∈ P(X2)}K∈Nn. Then, D1 ≡ E1 (mod F) and D2 ≡ E2 (mod F)
imply
DK1 ×DK2 ≡ EK1 × EK2 (mod F) (3.20)
Proof. Total variation distance is subadditive w.r.t. direct products therefore
dtv(DK1 ×DK2 , EK1 × EK2 ) ≤ dtv(DK1 , EK1 ) + dtv(DK2 , EK2 )
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3.3.2 Polynomial-Time MΓ-Schemes
The concept of a polynomial-time Γ-scheme can be generalized in a way which allows the advice
to become random in itself.
Definition 3.2. Given encoded sets X and Y , a polynomial-time MΓ-scheme of signature X → Y
is a triple (S, rS ,MS) where S : N
n ×X × {0, 1}∗ × {0, 1}∗ alg−−→ Y , rS : Nn × {0, 1}∗ alg−−→ N and
{MKS ∈ P({0, 1}∗)}K∈Nn are s.t.
(i) maxx∈X maxy,z∈{0,1}∗ TS(K,x, y, z) ∈ Γnpoly
(ii) maxz∈{0,1}∗ TrS(K, z) ∈ Γnpoly
(iii) There is r ∈ ΓR s.t. for any K ∈ Nn and z ∈ suppMKS , rS(K, z) ≤ r(K).
(iv) There is l ∈ ΓA s.t. for any K ∈ Nn, suppMKS ⊆ {0, 1}l(K).
Abusing notation, we denote the polynomial-time MΓ-scheme (S, rS,MS) by S.
rKS (z) will denote rS(K, z). UM
K
S ∈ P({0, 1}∗ × {0, 1}∗) is given by
UMKS (y, z) := M
K
S (z)δ|y|,rKS (z)2
− rKS (z)
SK(x, y, z) will denote S(K,x, y, z). Given w = (y, z), SK(x,w) will denote S(K,x, y, z). SK(x)
will denote the Y -valued random variable which equals S(K,x, y, z) for (y, z) sampled from UMKS .
SKx will denote the probability distribution of this random variable i.e. S
K
x is the push-forward of
UMKS by the mapping (y, z) 7→ S(K,x, y, z).
We think of S as a randomized algorithm with advice which is random in itself. In particular
any polynomial-time Γ-scheme can S can be regarded as a polynomial-time MΓ-scheme with
MKS (z) := δz aKS
We will use the notation S : X
MΓ−−→ Y to signify S is a polynomial-time MΓ-scheme of signature
X → Y .
We introduce composition of MΓ-schemes as well.
Definition 3.3. Consider encoded sets X, Y , Z and S : X
MΓ−−→ Y , T : Y MΓ−−→ Z. Choose
p ∈ N[K0,K1 . . . Kn−1] s.t.
suppMKS ⊆ {0, 1}≤p(K)
suppMKT ⊆ {0, 1}≤p(K)
We can then construct U : X
Γ−→ Z s.t. for any K ∈ Nn, a, b ∈ {0, 1}≤p(K), v ∈ {0, 1}rS(K,a),
w ∈ {0, 1}rT (K,b) and x ∈ X
MKU = c
2
∗(M
K
S ×MKT ) (3.21)
rU (K, 〈a, b〉) = rT (K,a) + rS(K, b) (3.22)
UK(x, vw, 〈a, b〉) = TK(SK(x,w, b), v, a) (3.23)
Such a U is called the composition of T and S and denoted U = T ◦ S.
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3.3.3 Samplers and Samplability
The concept of a samplable word ensemble is commonly used in average-case complexity theory.
Here we introduce a relaxation of this concept which allows approximate sampling with an er-
ror compatible with the given fall space. We then proceed to introduce samplable distributional
estimation problems.
Samplable word ensembles can be thought of as those ensembles which can be produced by a
computationally bounded process. Samplable distributional estimation problems can be thought
of as those questions that can be efficiently produced together with their answers, like an exam
where the examinee cannot easily find the answer but the examinator knows it (even though the
examinator is also computationally bounded).
Definition 3.4. A word ensemble D is called polynomial-time F(MΓ)-samplable (resp. polynomial-
time F(Γ)-samplable) when there is a polynomial-time MΓ-scheme (resp. polynomial-time Γ-
scheme) σ of signature 1→ {0, 1}∗ s.t. DK ≡ σK• (mod F).
In this case, σ is called a polynomial-time F(MΓ)-sampler (resp. polynomial-time F(Γ)-sampler)
of D.
Definition 3.5. A distributional estimation problem (D, f) is called polynomial-time F(MΓ)-
samplable (resp. polynomial-time F(Γ)-samplable) when there is a polynomial-time MΓ-scheme
(resp. polynomial-time Γ-scheme) σ of signature 1→ {0, 1}∗ ×Q s.t.
(i) σ0 is a polynomial-time F(MΓ)-sampler (resp. polynomial-time F(Γ)-sampler) of D.
(ii) For any K ∈ Nn, denote XKσ := suppσK0•. For any x ∈ {0, 1}∗, denote
fKσ (x) :=

Ez∼UMKσ [σ
K(z)1 | σK(z)0 = x] if x ∈ XKσ
0 if x 6∈ XKσ
We require that the function ε(K) := Ex∼DK [|fKσ (x)− f(x)|] is in F .
When sup |σ1| <∞ (since f is bounded, this can always be assumed without loss of generality),
σ is called a polynomial-time F(MΓ)-sampler (resp. polynomial-time F(Γ)-sampler) of (D, f).
For sufficiently large ΓA the requirements of F(MΓ)-samplability become very weak, as seen in
the following propositions.
Proposition 3.8. Consider a word ensemble D s.t. for some l ∈ ΓA
DK({0, 1}≤l(K)) ≡ 1 (mod F) (3.24)
Denote I := {K ∈ Nn | DK({0, 1}≤l(K)) > 0}. Consider σ : 1 MΓ−−→ {0, 1}∗ s.t. for any K ∈ I
MKσ := DK | {0, 1}≤l(K)
σK(y, z) = z
Then, σ is a polynomial-time F(MΓ)-sampler of D. In particular, since such an σ can always
be constructed, D is polynomial-time F(MΓ)-samplable.
37
Proof. χI ≥ DK({0, 1}≤l(K)), 1− χI ≤ 1−DK({0, 1}≤l(K)) and therefore 1− χI ∈ F .
Given K ∈ I, σK• = DK | {0, 1}≤l(K) and we get
dtv(DK , σK• ) = dtv(DK ,DK | {0, 1}≤l(K))
dtv(DK , σK• ) =
1
2
∑
x∈{0,1}∗
|DK(x)− (DK | {0, 1}≤l(K))(x)|
Denote χK := χ{0,1}≤l(K) .
dtv(DK , σK• ) =
1
2
∑
x∈{0,1}∗
|DK(x)− χ
K(x)DK(x)
DK({0, 1}≤l(K)) |
dtv(DK , σK• ) =
1
2
∑
x∈{0,1}∗
DK(x)|1 − χ
K(x)
DK({0, 1}≤l(K)) |
dtv(DK , σK• ) =
1
2
(
∑
x∈{0,1}≤l(K)
DK(x)|1− χ
K(x)
DK({0, 1}≤l(K)) |+
∑
x∈{0,1}>l(K)
DK(x)|1− χ
K(x)
DK({0, 1}≤l(K)) |)
dtv(DK , σK• ) =
1
2
(
∑
x∈{0,1}≤l(K)
DK(x)( 1DK({0, 1}≤l(K)) − 1) +
∑
x∈{0,1}>l(K)
DK(x))
dtv(DK , σK• ) =
1
2
(DK({0, 1}≤l(K))( 1DK({0, 1}≤l(K)) − 1) + 1−D
K({0, 1}≤l(K)))
dtv(DK , σK• ) = 1−DK({0, 1}≤l(K))
Given arbitrary K ∈ Nn,
dtv(DK , σK• ) ≤ max(1−DK({0, 1}≤l(K)), 1− χI)
Proposition 3.9. Assume F is ΓA-ample. Consider a distributional estimation problem (D, f)
s.t. for some l ∈ ΓA, 3.24 holds. Then, (D, f) is polynomial-time F(MΓ)-samplable.
Proof. Consider ζ : Nn → (0, 12 ] s.t. ζ ∈ F and ⌊log 1ζ ⌋ ∈ ΓA. For any K ∈ Nn and t ∈ R, let
ρK(t) ∈ argmin
s∈Q∩[t−ζ(K),t+ζ(K)]
|cQ(s)|. For any K ∈ Nn, define αK : {0, 1}∗ → {0, 1}∗ by
αK(x) := 〈x, cQ(ρK(f(x)))〉
Denote
I := {K ∈ Nn | DK({0, 1}≤l(K)) > 0}
Construct σ : 1
MΓ−−→ {0, 1}∗ ×Q s.t. for any K ∈ I
MKσ := α
K
∗ (DK | {0, 1}≤l(K))
σK(y, 〈z, cQ(t)〉) = (z, t)
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By Proposition 3.8, σ0 is a polynomial-time F(MΓ)-sampler of D.
Let fKσ be defined as in Definition 3.5. Consider any K ∈ Nn. It is easy to see that for any
x ∈ suppDK ∩ {0, 1}≤l(K), fKσ (x) = ρK(f(x)) (for K 6∈ I this is vacuously true). Also, for any
x ∈ {0, 1}>l(K), fKσ (x) = 0. Denote
pK := DK({0, 1}≤l(K))
We get
EDK [|fKσ (x)−f(x)|] = pK EDK [|fKσ (x)−f(x)| | |x| ≤ l(K)]+(1−pK) EDK [|fKσ (x)−f(x)| | |x| > l(K)]
EDK [|fKσ (x)− f(x)|] = pK EDK [|ρK(f(x))− f(x)| | |x| ≤ l(K)] + (1− pK) EDK [|f(x)| | |x| > l(K)]
EDK [|fKσ (x)− f(x)|] ≤ pKζ(K) + (1− pK) sup|f |
The right hand side is obviously in F .
We now introduce the notions of samplability over a given “base space” Y .
Definition 3.6. Consider a word ensemble D, an encoded set Y and a family of Markov kernels
{πK : suppDK mk−−→ Y }K∈Nn . D is called polynomial-time F(MΓ)-samplable (resp. polynomial-time
F(Γ)-samplable) relative to π when there is a polynomial-time MΓ-scheme (resp. polynomial-time
Γ-scheme) σ of signature Y → {0, 1}∗ s.t. Ey∼πK∗ DK [dtv(DK | (πK)−1(y), σKy )] ∈ F .
In this case, σ is called a polynomial-time F(MΓ)-sampler (resp. polynomial-time F(Γ)-sampler)
of D relative to π.
Definition 3.7. Consider a distributional estimation problem (D, f), an encoded set Y and a
family of Markov kernels {πK : suppDK mk−−→ Y }K∈Nn . (D, f) is called polynomial-time F(MΓ)-
samplable (resp. polynomial-time F(Γ)-samplable) relative to π when there is a polynomial-time
MΓ-scheme (resp. polynomial-time Γ-scheme) σ of signature Y → {0, 1}∗ ×Q s.t.
(i) σ0 is a polynomial-time F(MΓ)-sampler (resp. polynomial-time F(Γ)-sampler) of D relative
to π.
(ii) For any K ∈ Nn, y ∈ Y , Denote XKσ,y := suppσK0y. For any x ∈ {0, 1}∗, denote
fKσ (x, y) :=

Ez∼UMKσ [σ
K(y, z)1 | σK(y, z)0 = x] if x ∈ XKσ,y
0 if x 6∈ XKσ,y
We require that the function ε(K) := E(x,y)∼DK⋉πK [|fKσ (x, y)− f(x)|] is in F .
When sup |σ1| < ∞, σ is called a polynomial-time F(MΓ)-sampler (resp. polynomial-time
F(Γ)-sampler) of (D, f) relative to π.
Note that relative samplability reduces to absolute (ordinary) samplability when Y = 1.
The following propositions are basic properties of samplable ensembles and problems which
often come in handy.
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Proposition 3.10. Consider a word ensemble D, an encoded set Y , a family
{πK : suppDK mk−−→ Y }K∈Nn, a set I and a uniformly bounded family
{hKα : (suppD)× Y → R}α∈I,K∈Nn. Suppose σ is a polynomial-time F(MΓ)-sampler of D relative
to π. Then
E(x,y)∼DK⋉πK [h
K
α (x, y)]
α≡ E(y,z)∼πK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)] (mod F) (3.25)
Proof. If we sample (x, y) from DK⋉πK and then sample x′ from DK | (πK)−1(y), (x′, y) will obey
the distribution DK ⋉ πK . Denote DKy := DK | (πK)−1(y). We get
E(x,y)∼DK⋉πK [h
K
α (x, y)] = E(x,y)∼DK⋉πK [Ex′∼DKy [h
K
α (x
′, y)]]
EDK⋉πK [h
K
α (x, y)]− EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)] =
EDK⋉πK [EDKy [h
K
α (x
′, y)]]− EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)]
EDK⋉πK [h
K
α (x, y)]−EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)] = EDK⋉πK [EDKy [h
K
α (x
′, y)]−EUMKσ [h
K
α (σ
K(y, z), y)]]
EDK⋉πK [h
K
α (x, y)]− EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)] = EDK⋉πK [EDKy [h
K
α (x
′, y)]− EσKy [hKα (x′, y)]]
|EDK⋉πK [hKα (x, y)] − EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)]| ≤ EDK⋉πK [|EDKy [hKα (x′, y)]− EσKy [hKα (x′, y)]|]
|EDK⋉πK [hKα (x, y)]− EπK∗ DK×UMKσ [h
K
α (σ
K(y, z), y)]| ≤ (suph− inf h) EDK⋉πK [dtv(DKy , σKy )]
Using the defining property of σ, we get the desired result.
Proposition 3.11. Consider a distributional estimation problem (D, f), an encoded set Y , a family
{πK : suppDK mk−−→ Y }K∈Nn, a set I and a uniformly bounded family
{hKα : (suppD)× Y → R}α∈I,K∈Nn
Denote DKπ := DK ⋉ πK . Suppose σ is a polynomial-time F(MΓ)-sampler of (D, f) relative to
π. Then
EDKπ [h
K
α (x, y)f(x)]
α≡ EπK∗ DK×UMKσ [h
K
α (σ
K(y, z)0, y)σ
K(y, z)1] (mod F) (3.26)
Proof. Let fKσ be defined as in Definition 3.7.
EDKπ [h
K
α (x, y)f(x)]− EDKπ [hKα (x, y)fKσ (x, y)] = EDKπ [hKα (x, y)(f(x) − fKσ (x, y))]
|EDKπ [hKα (x, y)f(x)]− EDKπ [hKα (x, y)fKσ (x, y)]| ≤ EDKπ [|hKα (x, y)| · |f(x)− fKσ (x, y)|]
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|EDKπ [hKα (x, y)f(x)]− EDKπ [hKα (x, y)fKσ (x, y)]| ≤ (sup|h|) EDKπ [|f(x)− fKσ (x, y)|]
By property (ii) of Definition 3.7
EDKπ [h
K
α (x, y)f(x)]
α≡ EDKπ [hKα (x, y)fKσ (x, y)] (mod F)
Using property (i) of Definition 3.7 we can apply Proposition 3.10 to the right hand side and
get
EDKπ [h
K
α (x, y)f(x)]
α≡ EπK∗ DK×UMKσ [h
K
α (σ
K(y, z)0, y)f
K
σ (σ
K(y, z)0, y)] (mod F)
EDKπ [h
K
α (x, y)f(x)]
α≡
EπK∗ DK×UMKσ [h
K
α (σ
K(y, z)0, y) Ez′∼UMKσ [σ
K(y, z′)1 | σK(y, z′)0 = σK(y, z)0]] (mod F)
EDKπ [h
K
α (x, y)f(x)]
α≡ EπK∗ DK×UMKσ [h
K
α (σ
K(y, z)0, y)σ
K(y, z)1] (mod F)
3.4 Independent Variables
Independent random variables F1, F2 satisfy
E[F1F2] = E[F1] E[F2] (3.27)
To formulate an analogous property for optimal polynomial-time estimators, we need a notion
of independence for distributional decision problems which doesn’t make the identity tautologous.
Consider distributional decision problems (D, f1), (D, f2). Informally, f1 is “independent” of f2
when learning the value of f2(x) provides no efficiently accessible information about f1(x). In the
present work, we won’t try to formalise this in full generality. Instead, we will construct a specific
scenario in which the independence assumption is justifiable.
We start with an informal description. Suppose that f1(x) depends only on part π(x) of the
information in x i.e. f1(x) = g(π(x)). Suppose further that given y = π(x) it is possible to efficiently
produce samples x′ of D | π−1(y) for which f2(x′) is known. Then, the knowledge of f2(x) doesn’t
provide new information about g(π(x)) since equivalent information can be efficiently produced
without this knowledge. Moreover, if we can only efficiently produce samples x′ of D | π−1(y)
together with f˜2(x
′) an unbiased estimate of f2(x′), we still expect the analogue of 3.27 to hold
since the expected value of f˜2(x
′)− f2(x′) vanishes for any given x′ so it is uncorrelated with f1(x).
The following theorem formalises this setting.
Theorem 3.4. Consider D a word ensemble, f1, f2 : suppD → R bounded, (E , g) a distributional
estimation problem and π : {0, 1}∗ Γ−→ {0, 1}∗. Assume the following conditions:
(i) πK∗ (DK) ≡ EK (mod F)
(ii) Denote g¯ : {0, 1}∗ → R the extension of g by 0. We require
E(x,z)∼DK×UKπ [|f1(x)− g¯(π
K(x, z))|] ∈ F
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(iii) (D, f2) is polynomial-time F(MΓ)-samplable relative to π.
Suppose P1 is an F ♯(Γ)-optimal estimator for (g, E) and P2 is an F ♯(Γ)-optimal estimator for
(D, f2). Denote Pπ := P1◦π. Construct P : {0, 1}∗ Γ−→ Q s.t. rP = rPπ +rP2 and for any x ∈ {0, 1}∗,
z1 ∈ {0, 1}rPπ (K) and z2 ∈ {0, 1}rP2(K)
PK(x, z1z2) = P
K
π (x, z1)P
K
2 (x, z2) (3.28)
Then, P is an F ♯(Γ)-optimal estimator for (D, f1f2).
In order to prove Theorem 3.4 we will need the following proposition.
Proposition 3.12. Consider (D, f) a distributional estimation problem, P an F ♯(Γ)-optimal es-
timator for (D, f) and S : {0, 1}∗ ×Q MΓ−−→ Q bounded. Then
EDK×UKP ×UMKS [(P
K(x, y)− f(x))SK(x, PK(x, y), z, w)] ≡ 0 (mod F) (3.29)
Proof. For any K ∈ Nn, choose
wK ∈ argmax
w∈suppMKS
|EDK×UKP ×UrKS (w) [(P
K(x, y) − f(x))SK(x, PK(x, y), z, w)]|
Construct S¯ : {0, 1}∗ ×Q Γ−→ Q s.t.
rS¯(K) = r
K
S (w
K)
S¯K(x, t, z) = SK(x, t, z, wK)
P is an F ♯(Γ)-optimal estimator for (D, f), therefore
EDK×UKP ×UKS¯ [(P
K(x, y)− f(x))S¯K(x, PK(x, y), z)] ≡ 0 (mod F)
EDK×UKP ×Ur
K
S
(w) [(P
K(x, y)− f(x))SK(x, PK(x, y), z, wK )] ≡ 0 (mod F)
By construction of wK , the absolute value of the left hand side is no less than the absolute
value of the left hand side of 4.1.
Proof of Theorem 3.4. Consider K ∈ Nn, x ∈ suppDK , z1 ∈ {0, 1}rP1(K), z2 ∈ {0, 1}rP2(K) and
z3 ∈ {0, 1}rπ(K).
PK(x, z1z3z2)− f1(x)f2(x) = PKπ (x, z1z3)PK2 (x, z2)− f1(x)f2(x)
Adding and subtracting PKπ (x, z1z3)f2(x) from the right hand side and grouping variables, we
get
PK(x, z1z3z2)− f1(x)f2(x) = PKπ (x, z1z3)(PK2 (x, z2)− f2(x)) + (PKπ (x, z1z3)− f1(x))f2(x)
For any bounded S : {0, 1}∗ ×Q Γ−→ Q we get
|E[(PK − f1f2)SK ]| ≤ |E[(PK2 − f2)PKπ SK ]|+ |E[(PKπ − f1)f2SK ]|
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P2 is an F ♯(Γ)-optimal estimator for (D, f2) therefore the first term on the right hand side is
in F .
|E[(PK − f1f2)SK ]| ≤ |E[(PKπ − f1)f2SK ]| (mod F)
|E[(PK−f1f2)SK ]| ≤ |E[(PKπ −f1)f2SK ]−E[(PKπ −g¯◦πK)f2SK ]+E[(PKπ −g¯◦πK)f2SK ]| (mod F)
|E[(PK−f1f2)SK ]| ≤ |E[(PKπ −f1)f2SK ]−E[(PKπ −g¯◦πK)f2SK ]|+|E[(PKπ −g¯◦πK)f2SK ]| (mod F)
|E[(PK − f1f2)SK ]| ≤ |E[(g¯ ◦ πK − f1)f2SK ]|+ |E[(PKπ − g¯ ◦ πK)f2SK ]| (mod F)
|E[(PK − f1f2)SK ]| ≤ (sup|f2|)(sup|S|) E[|g¯ ◦ πK − f1|] + |E[(PKπ − g¯ ◦ πK)f2SK ]| (mod F)
Condition ii implies the first term on the right hand side is in F .
|E[(PK − f1f2)SK ]| ≤ |E[(PKπ − g¯ ◦ πK)f2SK ]| (mod F)
Denote UKtot := U
K
P1
×UKP2 ×UKS . We change variables inside the expected value on the right
hand side by y := πK(x, z3). Observing that (x, y) obeys the distribution DK ⋉ πK we get
|E[(PK−f1f2)SK ]| ≤ |EDK⋉πK×UKtot [(P
K
1 (y, z1)−g¯(y))f2(x)SK(x, PK1 (y, z1)PK2 (x, z2), z4)]| (mod F)
|E[(PK−f1f2)SK ]| ≤ |EDK⋉πK [EUKtot [(P
K
1 (y, z1)−g¯(y))SK(x, PK1 (y, z1)PK2 (x, z2), z4)]f2(x)]| (mod F)
Let σ be a polynomial-time F(MΓ)-sampler of (D, f2) relative to π. Applying Proposition 3.11
to the right hand side we get
|E[(PK−f1f2)SK ]| ≤ |EπK∗ DK×UMKσ [E[(P
K
1 (y)−g¯(y))SK(σK(y)0, PK1 (y)PK2 (σK(y)0))]σK(y)1]| (mod F)
Using condition i we conclude that
|E[(PK−f1f2)SK ]| ≤ |EEk×UMKσ [E[(P
K
1 (y)−g(y))SK(σK(y)0, PK1 (y)PK2 (σK(y)0))]σK(y)1]| (mod F)
|E[(PK−f1f2)SK ]| ≤ |EEk×UKtot×UMKσ [(P
K
1 (y)−g(y))SK(σK(y)0, PK1 (y)PK2 (σK(y)0))σK(y)1]| (mod F)
By Proposition 3.12, this implies
|E[(PK − f1f2)SK ]| ≡ 0 (mod F)
The following corollary demonstrates one natural scenario in which the conditions of Theo-
rem 3.4 hold.
Corollary 3.2. Consider (D1, f1), (D2, f2) distributional estimation problems. Suppose P1 is
an F ♯(Γ)-optimal estimator for (D1, f1), P2 is an F ♯(Γ)-optimal estimator for (D2, f2), σ1 is a
polynomial-time F(MΓ)-sampler for D1 and σ2 is a polynomial-time F(MΓ)-sampler for (D2, f2).
Define
DK := c2∗(Dk1 ×Dk2). Define f : suppD → R by f(〈x1, x2〉) := f1(x1)f2(x2). Then, there is P , an
F ♯(Γ)-optimal estimator for (D, f), s.t. rP = rP1 +rP2 and for any K ∈ Nn, x1 ∈ suppσK1•,
x2 ∈ {0, 1}∗, z1 ∈ {0, 1}rP1 (K) and z2 ∈ {0, 1}rP2(K)
PK(〈x1, x2〉, z1z2) = PK1 (x1, z1)PK2 (x2, z2) (3.30)
In order to prove Corollary 3.2, we’ll need the following propositions
Proposition 3.13. Consider D1, D2 word ensembles and σ1, σ2 which are polynomial-time F(MΓ)-
samplers for D1 and D2 respectively. Define Dk := c2∗(Dk1 ×Dk2). Suppose π : {0, 1}∗ Γ−→ {0, 1}∗ is
s.t. for any K ∈ Nn, x1 ∈ suppσK1•, x2 ∈ suppσK2• and z ∈ {0, 1}rπ(K), πK(〈x1, x2〉, z) = x1. Then
πK∗ DK ≡ DK1 (mod F)
Proof. σK1• ≡ DK1 (mod F) and σK2• ≡ DK2 (mod F). By Proposition 3.7,
σK1• × σK2• ≡ DK1 ×DK2 (mod F)
Denote DKσ := c2∗(σK1•×σK2•). We getDKσ ≡ DK (mod F) and therefore πK∗ DKσ ≡ πK∗ DK (mod F)
(by Proposition 3.6). Obviously πK∗ DKσ = σK1•. We conclude that πK∗ DK ≡ σK1• (mod F) and there-
fore πK∗ DK ≡ D1 (mod F) (by Proposition 3.3).
Proposition 3.14. Consider D1, D2 word ensembles and σ1, σ2 which are polynomial-time F(MΓ)-
samplers for D1 and D2 respectively. Suppose π : {0, 1}∗ Γ−→ {0, 1}∗ is s.t. for any K ∈ Nn,
x1 ∈ suppσK1•, x2 ∈ suppσK2• and z ∈ {0, 1}rπ(K), πK(〈x1, x2〉, z) = x1. Then, for any
g : suppD1 → R bounded and g¯ : {0, 1}∗ → R its extension by 0, we have
E(x1,x2,z)∼DK1 ×DK2 ×UKπ [|g(x1)− g¯(π
K(〈x1, x2〉, z))|] ∈ F
Proof. Denote M := sup g − inf g.
E[|g(x1)− g¯(πK(〈x1, x2〉))|] ≤M PrDK1 ×DK2 [(x1, x2) 6∈ suppσ
K
1• × suppσK2•]
E[|g(x1)− g¯(πK(〈x1, x2〉))|] ≤M PrσK1•×σK2• [(x1, x2) 6∈ suppσ
K
1• × suppσK2•] (mod F)
E[|g(x1)− g¯(πK(〈x1, x2〉))|] ≡ 0 (mod F)
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Proposition 3.15. Consider word ensembles D1 and D2 with polynomial-time F(MΓ)-samplers
σ1 and σ2 respectively. Define Dk := c2∗(Dk1 ×Dk2). Suppose π : {0, 1}∗ Γ−→ {0, 1}∗ is s.t. for any
K ∈ Nn, x1 ∈ suppσK1•, x2 ∈ {0, 1}∗ and z ∈ {0, 1}rπ(K), πK(〈x1, x2〉, z) = x1 and, conversely, if
x ∈ {0, 1}∗ is s.t. πK(x, z) = x1 then x is of the form 〈x1, x′2〉 for some x′2 ∈ {0, 1}∗. Consider
σ : {0, 1}∗ MΓ−−→ {0, 1}∗ s.t. UMKσ = UMKσ2 and for any x ∈ suppσK1•, σK(x, z, w) = 〈x, σK2 (z, w)〉.
Then, σ is a polynomial-time F(MΓ)-sampler of D relative to π. In particular, since such an σ
can always be constructed, D is polynomial-time F(MΓ)-samplable relative to π.
Proof.
DK ≡ c2∗(σK1• × σK2•) (mod F)
πK∗ DK ≡ πK∗ c2∗(σK1• × σK2•) (mod F)
πK∗ DK ≡ σK1• (mod F)
Denote DKx := D | (πK)−1(x).
Ex∼πK∗ DK [dtv(DKx , σKx )] ≡ Ex∼σK1• [dtv(D
K
x , σ
K
x )] (mod F)
For any x ∈ suppσK1•, DKx = c2∗(δx ×DK2 ) and σKx = c2∗(δx × σK2•).
Ex∼πK∗ DK [dtv(DKx , σKx )] ≡ Ex∼σK1• [dtv(c
2
∗(δx ×DK2 ), c2∗(δx × σK2•))] (mod F)
Ex∼πK∗ DK [dtv(DKx , σKx )] ≡ Ex∼σK1• [dtv(D
K
2 , σ
K
2•)] (mod F)
Ex∼πK∗ DK [dtv(DKx , σKx )] ≡ dtv(DK2 , σK2•) (mod F)
Ex∼πK∗ DK [dtv(DKx , σKx )] ≡ 0 (mod F)
Proposition 3.16. Consider D1 a word ensemble with polynomial-time F(MΓ)-sampler σ and
(D2, f) a distributional estimation problem with polynomial-time F(MΓ)-sampler τ . Define the
distributional estimation problem (D, f¯) by
Dk := c2∗(Dk1 ×Dk2)
f¯(〈x1, x2〉) = f(x2)
Suppose π : {0, 1}∗ Γ−→ {0, 1}∗ is s.t. for any K ∈ Nn, x1 ∈ suppσK• , x2 ∈ {0, 1}∗ and
z ∈ {0, 1}rπ(K), πK(〈x1, x2〉, z) = x1 and, conversely, if x ∈ {0, 1}∗ is s.t. πK(x, z) = x1 then x
is of the form 〈x1, x′2〉 for some x′2 ∈ {0, 1}∗. Then, (D, f¯) is polynomial-time F(MΓ)-samplable
relative to π.
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Proof. Construct τ¯ : {0, 1}∗ MΓ−−→ {0, 1}∗ ×Q s.t. UMKτ¯ = UMKτ and for any x ∈ suppσK•
τ¯K(x, y, z) = (〈x, τK(y, z, w)0〉, τK(y, z, w)1)
By Proposition 3.15, τ¯0 is a polynomial-time F(MΓ)-sampler of D relative to π.
DK ≡ c2∗(σK• × τK0•) (mod F)
DK ⋉ πK ≡ c2∗(σK• × τK0•)⋉ πK (mod F)
Let fKτ and f
K
τ¯ be defined as in Definition 3.7.
E(x,y)∼DK⋉πK [|fKτ¯ (x, y)− f¯(x)|] ≡ E(x,y)∼c2∗(σK• ×τK0•)⋉πK [|f
K
τ¯ (x, y)− f¯(x)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ E(x1,x2)∼σK• ×τK0• [|f
K
τ¯ (〈x1, x2〉, x1)− f¯(〈x1, x2〉)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ E(x1,x2)∼σK• ×τK0• [|EUMKτ¯ [τ¯
K
1 (x1) | τ¯K(x1)0 = 〈x1, x2〉]− f(x2)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ E(x1,x2)∼σK• ×τK0• [|EUMKτ [τ
K
1 | 〈x1, τK0 〉 = 〈x1, x2〉]− f(x2)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ E(x1,x2)∼σK• ×τK0• [|EUMKτ [τ
K
1 | τK0 = x2]− f(x2)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ Ex2∼τK0• [|f
K
τ (x2)− f(x2)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ Ex2∼DK2 [|f
K
τ (x2)− f(x2)|] (mod F)
EDK⋉πK [|fKτ¯ − f¯ |] ≡ 0 (mod F)
Proposition 3.17. Consider word ensemble D1 with polynomial-time F(MΓ)-sampler σ and (D2, f)
a distributional estimation problem. Define the distributional estimation problem (D, f¯) by
Dk := c2∗(Dk1 ×Dk2)
f¯(〈x1, x2〉) = f(x2)
Suppose P is an F ♯(Γ)-optimal estimator for (D2, f). Let P¯ : {0, 1}∗ Γ−→ Q be s.t. rP¯ = rP and
for any K ∈ Nn, x1 ∈ suppσK• , x2 ∈ suppDK2 and z ∈ {0, 1}rP (K), P¯K(〈x1, x2〉, z) = PK(x2, z).
Then, P¯ is an F ♯(Γ)-optimal estimator for (D, f¯).
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Proof. Consider any S : {0, 1}∗ ×Q Γ−→ Q bounded. Denote UKPS := UKP ×UKS , DKPS := DK ×UKPS .
EDKPS [(P¯
K(x)− f¯(x))SK(x, P¯K(x))] =
EDK1 ×DK2 ×UKPS [(P¯
K(〈x1, x2〉)− f¯(〈x1, x2〉))SK(〈x1, x2〉, P¯K(〈x1, x2〉))]
EDKPS [(P¯
K(x)−f¯(x))SK(x, P¯K(x))] = EDK1 ×DK2 ×UKPS [(P¯
K(〈x1, x2〉)−f(x2))SK(〈x1, x2〉, P¯K(〈x1, x2〉))]
EDKPS [(P¯
K(x)−f¯(x))SK(x, P¯K(x))] = EDK1 [EDK2 ×UKPS [(P¯
K(〈x1, x2〉)−f(x2))SK(〈x1, x2〉, P¯K(〈x1, x2〉))]]
Applying Proposition 3.10 (with Y = 1) to the right hand side, we get
EDKPS [(P¯
K−f¯)SK ] ≡ EUMKσ [EDK2 ×UKPS [(P¯
K(〈σK , x2〉)−f(x2))SK(〈σK , x2〉, P¯K(〈σK , x2〉))]] (mod F)
EDKPS [(P¯
K − f¯)SK ] ≡ EUMKσ [EDK2 ×UKPS [(P
K(x2)− f(x2))SK(〈σK , x2〉, PK(x2))]] (mod F)
EDKPS [(P¯
K − f¯)SK ] ≡ EDK2 ×UKPS ×UMKσ [(P
K(x2)− f(x2))SK(〈σK , x2〉, PK(x2))] (mod F)
Using the fact that P is an F ♯(Γ)-optimal estimator for (D2, f), we conclude
EDKPS [(P¯
K − f¯)SK ] ≡ 0 (mod F)
Proof of Corollary 3.2. Define f¯1, f¯2 : suppD → R by f¯1(〈x1, x2〉) = f1(x1), f¯2(〈x1, x2〉) = f2(x2).
Construct π : {0, 1}∗ Γ−→ {0, 1}∗ s.t. rπ ≡ 0, for any K ∈ Nn, x1 ∈ suppσK1• and x2 ∈ {0, 1}∗,
πK(〈x1, x2〉) = x1 and, conversely, if x ∈ {0, 1}∗ is s.t. πK(x) = x1 then x is of the form 〈x1, x′2〉 for
some x′2 ∈ {0, 1}∗. This is possible because the runtime of σK1 is bounded by a polynomial in K so
the length of σK1 ’s output is also bounded by a polynomial in K, implying π
K only has to read a
polynomial size prefix of its input in order to output x1. On the other hand, if the input is not of
the form 〈x1, x2〉 for x1 sufficiently short to be in suppσK1•, π may output a string too long to be
in suppσK1•.
Construct P¯ : {0, 1}∗ Γ−→ Q s.t. rP¯ = rP2 and for any x1 ∈ suppσK1•, x2 ∈ {0, 1}∗ and
z ∈ {0, 1}rP2(K), P¯K(〈x1, x2〉, z) = PK2 (x2, z). This is possible for the same reason as above: P¯
skips the polynomial size prefix corresponding to x1 and then executes a simulation of running P2
on x2, even if x2 is too long to read in full. By Proposition 3.17, P¯ is an F ♯(Γ)-optimal estimator
for (D, f¯2).
We apply Theorem 3.4 where f¯1, f¯2 play the roles of f1, f2 and (D1, f1) plays the role of (E , g):
condition i holds due to Proposition 3.13, condition ii holds due to Proposition 3.14 and condition iii
holds due to Proposition 3.16. This gives us P , an optimal polynomial-time estimator for (D, f)
s.t. rP = rP1 +rP2 and for any z1 ∈ {0, 1}rP1 (K) and z2 ∈ {0, 1}rP1(K)
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PK(x, z1z2) = P
K
1 (π
K(x), z1)P¯
K(x, z2)
In particular, for any x1 ∈ suppσK1• and x2 ∈ {0, 1}∗
PK(〈x1, x2〉, z1z2) = PK1 (x1, z2)PK2 (x2, z2)
4 Reductions and Completeness
In this section we study notions of Karp reduction between distributional estimation problems
such that the pull-back of an optimal polynomial-time estimator is an optimal polynomial-time
estimator. It is also interesting to study Cook reductions but we avoid it in the present work.
First, we demonstrate that the notion of Karp reduction used in average-case complexity theory
is insufficiently strong for our purpose.
Consider the setting of Corollary 2.2. Denote Dk := U2k and define χ : suppD → {0, 1} s.t. for
any x, y ∈ {0, 1}k , χ(xy) = x · y. Construct πf : {0, 1}∗ Γ−→ {0, 1}∗ s.t. for any
x, y ∈ {0, 1}k, πkf (xy) = 〈f(x), y〉. πf can be regarded as a Karp reduction of (D, χ) to (D(f), χf )
since for any z ∈ suppDk we have χf (πkf (z)) = χ(z) and (πf )∗D = D(f)12. However, the pullback
of P is not an Fneg(Γ)-optimal estimator for (D, χ) since its error is Ez∼Dk [(12 − χ(z))2] = 14
whereas we can construct Q : {0, 1}∗ Γ−→ Q s.t. for any z ∈ suppDk, Qk(z) = χ(z) and therefore
Ez∼Dk [(Qk(z) − χ(z))2] = 0.
We will describe several types of reductions that preserve optimal polynomial-time estimators.
After that, we will characterize reductions that can be constructed by composing those types and
prove a completeness theorem.
4.1 Strict Pseudo-Invertible Reductions
Definition 4.1. Consider (D, f), (E , g) distributional estimation problems and π : {0, 1}∗ Γ−→ {0, 1}∗.
π is called a precise strict pseudo-invertible F(Γ)-reduction of (D, f) to (E , g) when
(i) πK∗ DK ≡ EK (mod F)
(ii) Denote g¯ : {0, 1}∗ → R the extension of g by 0. We require
E(x,z)∼DK×UKπ [|f(x)− g¯(π
K(x, z))|] ≡ 0 (mod F)
(iii) D is polynomial-time F(MΓ)-samplable relative to π.
Note that condition iii is violated in the one-way function example above.
Precise strict pseudo-invertible F(Γ)-reductions preserve F ♯(Γ)-optimal estimators as a simple
corollary of Theorem 3.4:
Corollary 4.1. Consider (D, f), (E , g) distributional estimation problems and π a precise strict
pseudo-invertible F(Γ)-reduction of (D, f) to (E , g). Suppose P is an F ♯(Γ)-optimal estimator for
(E , g). Then, P ◦ π is an F ♯(Γ)-optimal estimator for (D, f).
12This is a much stronger condition than what is needed for a reduction to preserve average-case complexity. See [6]
for details.
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Proof. Follows directly from Theorem 3.4 for f1 = f , f2 ≡ 1, P2 ≡ 1. This relies on the trivial
observation that (D, 1) is samplable relative to π iff D is samplable relative to π.
F(Γ)-optimal estimators are also preserved.
Theorem 4.1. Consider (D, f), (E , g) distributional estimation problems and π a precise strict
pseudo-invertible F(Γ)-reduction of (D, f) to (E , g). Suppose P is an F(Γ)-optimal estimator for
(E , g). Then, P ◦ π is an F(Γ)-optimal estimator for (D, f).
Proposition 4.1. Consider (D, f) a distributional estimation problem and P an F(Γ)-optimal
estimator for (D, f). Then, for any Q : {0, 1}∗ MΓ−−→ Q bounded
E(x,y)∼DK×UKP [(P
K(x, y)− f(x))2] ≤ E(x,y)∼DK×UMKQ [(Q
K(x, y)− f(x))2] (mod F) (4.1)
Proof. For any K ∈ Nn, choose
wK ∈ argmax
w∈suppMKQ
E
(x,z)∼DK×Ur
K
Q
(w) [(Q
K(x, z, w) − f(x))2]
Construct Q¯ : {0, 1}∗ Γ−→ Q s.t.
rQ¯(K) = r
K
Q (w
K)
Q¯K(x, z) = Q¯K(x, z, w)
Equation 2.5 for Q¯ implies 4.1.
Proposition 4.2. Consider {FK}K∈Nn, {GK1 }K∈Nn, {GK2 }K∈Nn uniformly bounded families of
random variables and suppose E[|GK1 −GK2 |] ∈ F . Then
E[(FK +GK1 )
2] ≡ E[(FK +GK2 )2] (mod F) (4.2)
Proof.
E[(FK +GK1 )
2]− E[(FK +GK2 )2] = E[(2FK +GK1 +GK2 )(GK1 −GK2 )]
|E[(FK +GK1 )2]− E[(FK +GK2 )2]| ≤ (2 supF + supG1 + supG2) E[|GK1 −GK2 |]
Proof of Theorem 4.1. Let σ be an F(MΓ)-sampler of D relative to π. Consider anyQ : {0, 1}∗ Γ−→ Q
bounded. Applying Proposition 4.1 for P and Q ◦ σ, we get
EEK×UKP [(P
K − g)2] ≤ EEK×UKQ ×UMKσ [((Q ◦ σ)
K − g)2] (mod F)
Using condition i of Definition 4.1
EπK∗ DK×UKP [(P
K − g¯)2] ≤ EπK∗ DK×UKQ ×UMKσ [((Q ◦ σ)
K − g¯)2] (mod F)
EπK∗ DK×UKP [(P
K − g¯)2] ≤ EπK∗ DK×UMKσ [EUKQ [((Q ◦ σ)
K − g¯)2]] (mod F)
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The right hand side has the form of the right hand side in 3.25 enabling us to apply Proposi-
tion 3.10 and get
EπK∗ DK×UKP [(P
K − g¯)2] ≤ EDK×UKπ [EUKQ [(Q
K − g¯ ◦ πK)2]] (mod F)
EDK×UKπ ×UKP [((P ◦ π)
K − g¯ ◦ πK)2] ≤ EDK×UKπ ×UKQ [(Q
K − g¯ ◦ πK)2] (mod F)
By Proposition 4.2 and condition ii of Definition 4.1
EDK×UKπ ×UKP [((P ◦ π)
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] (mod F)
We now consider a more general type of reduction which only preserves the function on average
(the only difference is in condition ii):
Definition 4.2. Consider (D, f), (E , g) distributional estimation problems and π : {0, 1}∗ Γ−→ {0, 1}∗.
π is called a strict pseudo-invertible F(Γ)-reduction of (D, f) to (E , g) when
(i) πK∗ DK ≡ EK (mod F)
(ii) Denote g¯ : {0, 1}∗ → R the extension of g by 0. We require
E(x,z)∼DK [|f(x)− EUKπ [g(π
K(x, z))]|] ≡ 0 (mod F)
(iii) D is polynomial-time F(MΓ)-samplable relative to π.
Theorem 4.2. Suppose γ ∈ Γnpoly is s.t. γ−
1
2 ∈ F . Consider (D, f), (E , g) distributional estimation
problems, π a strict pseudo-invertible F(Γ)-reduction of (D, f) to (E , g) and Pg an F ♯(Γ)-optimal
estimator for (E , g). Assume γ(rP +rπ) ∈ ΓR. Construct Pf s.t. for any {zi ∈ {0, 1}rπ(K)}i∈[γ(K)]
and {wi ∈ {0, 1}rPg (K)}i∈[γ(K)]
rPf (K) = γ(K)(rPg(K) + rπ(K)) (4.3)
PKf (x,
∏
i∈[γ(K)]
wizi) =
1
γ(K)
∑
i∈[γ(K)]
PKg (π
K(x, zi), wi) (4.4)
Then, Pf is an F ♯(Γ)-optimal estimator for (D, f).
Proposition 4.3. Consider γ ∈ Γnpoly, D a word ensemble and g¯ : {0, 1}∗ → R bounded. Then,
E(x,z)∼DK×∏i∈[γ(K)] UKπ [|Ez∼UKπ [g¯(π
K(x, z))] − 1
γ(K)
∑
i∈[γ(K)]
g¯(πK(x, zi))|] ≤ sup|g¯|
γ(K)
1
2
(4.5)
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Proof. Denote UKγ :=
∏
i∈[γ(K)]U
K
π .
E[|E[g¯(πK(x, z))] − 1
γ(K)
∑
i∈[γ(K)]
g¯(πK(x, zi))|] ≤
EDK [EUKγ [(EUKπ [g¯(π
K(x, z))] − 1
γ(K)
∑
i∈[γ(K)]
g¯(πK(x, zi)))
2]
1
2 ]
E[|E[g¯(πK(x, z))] − 1
γ(K)
∑
i∈[γ(K)]
g¯(πK(x, zi))|] ≤ 1
γ(K)
1
2
EDK [VarUKπ [g¯(π
K(x, z))]
1
2 ]
Proof of Theorem 4.2. Consider any S : {0, 1}∗ × Q Γ−→ Q bounded. Denote UKPS := UKPf ×UKS .
Using condition ii of Definition 4.2
EDK×UKPS [(P
K
f (x)−f(x))S(x, PKf (x))] ≡ EDK×UKPS [(P
K
f (x)−EUKπ [g(π
K(x))])S(x, PKf (x))] (mod F)
Using the construction of Pf , the assumption on γ and Proposition 4.3, we get
E[(PKf − f)S] ≡
EDK×UKPS [(
1
γ(K)
∑
i∈[γ(K)]
PKg (π
K(x, zi), wi)− 1
γ(K)
∑
i∈[γ(K)]
g¯(πK(x, zi)))S(x, P
K
f (x))] (mod F)
E[(PKf − f)S] ≡
1
γ(K)
∑
i∈[γ(K)]
EDK×UKPS [(P
K
g (π
K(x, zi), wi)− g¯(πK(x, zi)))S(x, PKf (x))] (mod F)
All the terms in the sum are equal, therefore
E[(PKf − f)S] ≡ EDK×UKPS [(P
K
g (π
K(x, z0), w0)− g¯(πK(x, z0)))S(x, PKf (x))] (mod F)
Let σ be a polynomial-time F(MΓ)-sampler of D relative to π. Denote
DKπ := πK∗ DK
UK0 := (
∏
i∈[γ(K)]
UKPg)× (
∏
i∈[γ(K)]\0
UKπ )×UKS ×UMKσ
Applying Proposition 3.10 we get
E[(PKf − f)S] ≡ EDKπ ×UK0 [(P
K
g − g¯)S(σK ,
1
γ(K)
(PKg +
∑
i∈[γ(K)]\0
PKg (π
K(σK , zj))))] (mod F)
Using condition i of Definition 4.2, we get
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E[(PKf − f)S] ≡ EEK×UK0 [(P
K
g − g)S(σK ,
1
γ(K)
(PKg +
∑
i∈[γ(K)]\0
PKg (π
K(σK , zj))))] (mod F)
Pg is a F ♯(Γ)-optimal estimator for (E , g), therefore
E[(PKf − f)S] ≡ 0 (mod F)
Theorem 4.3. Suppose γ ∈ Γnpoly is s.t. γ−
1
2 ∈ F . Consider (D, f), (E , g) distributional estimation
problems, π a strict pseudo-invertible F(Γ)-reduction of (D, f) to (E , g) and Pg an F(Γ)-optimal
estimator for (E , g). Assume rP +γ rπ ∈ ΓR. Construct Pf s.t. for any {zi ∈ {0, 1}rπ(K)}i∈[γ(K)]
and w ∈ {0, 1}rPg (K)
rPf (K) = rPg(K) + γ(K) rπ(K) (4.6)
PKf (x,w
∏
i∈[γ(K)]
zi) =
1
γ(K)
∑
i∈[γ(K)]
PKg (π
K(x, zi), w) (4.7)
Then, Pf is an F(Γ)-optimal estimator for (D, g).
Proposition 4.4. Consider F a bounded random variable and s, t ∈ R. Then
E[(F − s)2 − (F − t)2] = (E[F ]− s)2 − (E[F ]− t)2 (4.8)
Proof.
E[(F − s)2 − (F − t)2] = E[(2F − s− t)(t− s)]
E[(F − s)2 − (F − t)2] = (2E[F ]− s− t)(t− s)
E[(F − s)2 − (F − t)2] = (E[F ]− s)2 − (E[F ]− t)2
Proof of Theorem 4.3. Let σ be an F(MΓ)-sampler of D relative to π. Consider any
Qf : {0, 1}∗ Γ−→ Q bounded. Construct Qg : {0, 1}∗ MΓ−−→ Q s.t. for any zσ ∈ UMKσ , zQ ∈ {0, 1}rQf (K),
zπ ∈ {0, 1}γ(K) rπ(K) and zg ∈ {0, 1}rPg (K)
MKQg = c
4
∗(M
K
σ ×MKQf ×MKπ ×MKPg)
rKQg(〈zσ1, aQf (K), aπ(K), aPg(K)〉) = rKσ (zσ1) + rQf (K) + γ(K) rπ(K) + rPg(K)
QKg (x, zσ0zQzπzg, 〈zσ1, aQf (K), aπ(K), aPg(K)〉) = QKf (σK(x, zσ), zQ)− PKf (σK(x, zσ), zgzπ) + PKg (x, zg)
Applying Proposition 4.1 for Pg and Qg, we get
EEK×UKPg
[(PKg − g)2] ≤ EEK×UMKQg [(Q
K
g − g)2] (mod F)
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Using condition i of Definition 4.2
EπK∗ DK×UKPg
[(PKg − g¯)2] ≤ EπK∗ DK×UMKQg [(Q
K
g − g¯)2] (mod F)
EπK∗ DK×UKPg
[(PKg − g¯)2] ≤ EπK∗ DK×UMKQg [((Qf ◦ σ)
K − (Pf ◦ σ)K + PKg − g¯)2] (mod F)
The right hand side has the form of the right hand side in 3.25 enabling us to apply Proposi-
tion 3.10 and get
EDK×UKπ ×UKPg [((Pg◦π)
K−g¯◦πK)2] ≤ EDK×UKπ ×UKQf ×UKPf [(Q
K
f −PKf +(Pg◦π)K−g¯◦πK)2] (mod F)
We can consider the expressions within the expected values on both sides as random variables
w.r.t. UKπ while fixing the other components of the distribution. This allows us applying Proposi-
tion 4.4 to the difference between the right hand side and the left hand side (with the terms that
don’t depend on UKπ playing the role of the constants), which results in moving the expected value
over UKπ inside the squares:
EDK×UKPg
[EUKπ [(Pg◦π)
K−g¯◦πK ]2] ≤ EDK×UKQf ×UKPf [(Q
K
f −PKf +EUKπ [(Pg◦π)
K−g¯◦πK ])2] (mod F)
EDK×UKPg [(EUKπ [(Pg ◦ π)
K ]− EUKπ [g¯ ◦ π
K ])2] ≤
EDK×UKQf ×U
K
Pf
[(QKf − PKf + EUKπ [(Pg ◦ π)
K ]− EUKπ [g¯ ◦ π
K ])2] (mod F)
We now apply Proposition 4.2 via condition ii of Definition 4.2
EDK×UKPg
[(EUKπ [(Pg ◦ π)
K ]− f)2] ≤ EDK×UKQf ×UKPf [(Q
K
f − PKf + EUKπ [(Pg ◦ π)
K ]− f)2] (mod F)
Denote yi := π
K(x, zi) where the zi are sampled independently from U
K
π . Applying Proposi-
tion 4.2 via Proposition 4.3 and the assumption on γ, we get
EDK×UKPf
[(
1
γ(K)
∑
i∈[γ(K)]
PKg (yi)−f)2] ≤ EDK×UKQf ×UKPf [(Q
K
f −PKf +
1
γ(K)
∑
i∈[γ(K)]
PKg (yi)−f)2] (mod F)
EDK×UKPf
[(PKf − f)2] ≤ EDK×UKQf ×UKPf [(Q
K
f − PKf + PKf − f)2] (mod F)
EDK×UKPf
[(PKf − f)2] ≤ EDK×UKQf [(Q
K
f − f)2] (mod F)
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4.2 Dominance
Next, we consider a scenario in which the identity mapping can be regarded as a valid reduc-
tion between distributional estimation problems that have the same function but different word
ensembles.
Definition 4.3. Consider D, E word ensembles. D is said to be F(Γ)-dominated by E when there
is W : {0, 1}∗ Γ−→ Q≥0 bounded s.t.
∑
x∈{0,1}∗
|EK(x) EUKW [W
K(x)]−DK(x)| ∈ F (4.9)
In this case, W is called a Radon-Nikodym F(Γ)-derivative of D w.r.t. E .
Proposition 4.5. Consider D, E word ensembles, f : suppD ∪ supp E → R bounded and P an
F ♯(Γ)-optimal estimator for (E , f). Suppose D is F(Γ)-dominated by E. Then, P is an F ♯(Γ)-
optimal estimator for (D, f).
Proof. LetW be a Radon-Nikodym F(Γ)-derivative of D w.r.t. E . Consider any S : {0, 1}∗ ×Q Γ−→ Q
bounded.
EEK×UKP ×UKW ×UKS [(P
K(x)− f(x))WK(x)SK(x, PK(x))] ≡ 0 (mod F)
∑
x∈{0,1}∗
EK(x) EUKW [W
K(x)] EUKP ×UKS [(P
K(x)− f(x))SK(x, PK(x))] ≡ 0 (mod F)
∑
x∈{0,1}∗
(EK(x) EUKW [W
K(x)]−DK(x)+DK(x)) EUKP ×UKS [(P
K(x)−f(x))SK(x, PK(x))] ≡ 0 (mod F)
∑
x∈{0,1}∗
(EK(x) EUKW [W
K(x)] −DK(x)) EUKP ×UKS [(P
K − f)SK ]+
∑
x∈{0,1}∗
DK(x) EUKP ×UKS [(P
K − f)S] ≡ 0 (mod F)
EDK×UKP ×UKS [(P
K−f)S] ≡ −
∑
x∈{0,1}∗
(EK(x) EUKW [W
K(x)]−DK(x)) EUKP ×UKS [(P
K−f)SK ] (mod F)
|EDK×UKP ×UKS [(P
K−f)S]| ≤ (sup|P |+sup|f |) sup|S|
∑
x∈{0,1}∗
|EK(x) EUKW [W
K(x)]−DK(x)| (mod F)
EDK×UKP ×UKS [(P
K − f)S] ≡ 0 (mod F)
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The corresponding statement for F(Γ)-optimal estimators may be regarded as a generalization
of Corollary 2.1.
Proposition 4.6. Assume F is ΓA-ample. Consider D, E word ensembles, f : suppD ∪ suppE → R
bounded and P an F(Γ)-optimal estimator for (E , f). Suppose D is F(Γ)-dominated by E. Then,
P is an F(Γ)-optimal estimator for (D, f).
Proof. Let W be a Radon-Nikodym F(Γ)-derivative of D w.r.t. E . Consider any Q : {0, 1}∗ Γ−→ Q
bounded. According to Proposition 2.12
EEK×UKW ×UKP [W
K(x)(PK(x)− f(x))2] ≤ EEK×UKW ×UKQ [W
K(x)(QK(x)− f(x))2] (mod F)
∑
x∈{0,1}∗
EK(x) EUKW [W
K(x)] EUKP
[(PK(x)− f(x))2] ≤
∑
x∈{0,1}∗
EK(x) EUKW [W
K(x)] EUKQ
[(QK(x)− f(x))2] (mod F)
Using the assumption on W
∑
x∈{0,1}∗
DK(x) EUKP [(P
K(x)− f(x))2] ≤
∑
x∈{0,1}∗
DK(x) EUKQ [(Q
K(x)− f(x))2] (mod F)
EDK×UKP [(P
K(x)− f(x))2] ≤ EDK×UKQ [(Q
K(x)− f(x))2] (mod F)
4.3 Ensemble Pullbacks
Finally, we consider another scenario in which the identity mapping is a valid reduction. This
scenario is a simple re-indexing of the word ensemble. For the remainder of section 4, we fix some
m ∈ N.
Definition 4.4. We denote Γmnpoly := {γ : Nm → Nn | ∀i ∈ [n] : γi ∈ Γmpoly}.
Definition 4.5. Consider Γ∗ a growth space of rank n and α ∈ Γmnpoly. We introduce the notation
Γ∗α := {γα : Nm → R≥0 bounded | ∃γ ∈ Γ∗ : γα ≤ γ ◦ α} (4.10)
Obviously Γ∗α is a growth space of rank m.
We also denote Γα := (ΓRα,ΓAα).
Definition 4.6. Consider α ∈ Γmnpoly. We introduce the notation
Fα := {εα : Nm → R≥0 bounded | ∃ε ∈ F : εα ≤ ε ◦ α} (4.11)
Proposition 4.7. For any α ∈ Γmnpoly, Fα is a fall space
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Proof. Conditions i and ii are obvious. To verify condition iii, consider h ∈ N[K0,K1 . . . Kn−1] s.t.
2−h ∈ F . Note that since the coefficients of h are non-negative it is non-decreasing in all arguments.
Consider p : Nm → Nn a polynomial map s.t. for any i ∈ [n], αi ≤ pi. We have 2−h◦p ≤ 2−h◦α and
therefore 2−h◦p ∈ Fα.
Definition 4.7. Consider D a word ensemble of rank n and α : Nm → Nn. The pullback of D by
α, denoted Dα, is the word ensemble of rank m given by (Dα)k := Dα(k).
Definition 4.8. Consider X, Y encoded sets, S : X
Γ−→ Y and α : Nm alg−−→ Nn s.t. α ∈ Γmnpoly as a
function and Tα ∈ Γmpoly. We define Sα : X
Γα−−→ Y by requiring that for any L ∈ Nm,
rSα(L) = rS(α(L)) and (S
α)L(x, y) = Sα(L)(x, y).
Proposition 4.8. Consider X, Y encoded sets, α : Nm
alg−−→ Nn and β ∈ Γnmpoly. Assume that
Tα ∈ Γmpoly and ∀L ∈ Nm : β(α(L)) = L. Then, for any S : X
Γα−−→ Y there is S˜ : X Γ−→ Y s.t. for
all K ∈ Nn that satisfy α(β(K)) = K, x ∈ X and y, z ∈ {0, 1}∗
aS˜(K) = aS(β(K)) (4.12)
rK
S˜
(z) = r
β(K)
S (z) (4.13)
S˜K(x, y, z) = Sβ(K)(x, y, z) (4.14)
Proof. To see there is no obstruction of time complexity, note that β can be computed by some
β∗ : Nn
alg−−→ Nm s.t. Tβ∗ ∈ Γnpoly. Given input K, β∗ works by iterating over all L within some
polynomial size range (thanks to the assumption β ∈ Γnmpoly) and checking the condition α(L) = K.
To see there are no obstructions of random or advice complexity, note there is γR ∈ ΓR s.t.
rS(L) ≤ γR(α(L)) and γA ∈ ΓA s.t. |aS(L)| ≤ γA(α(L)). In particular, if K ∈ Nn is s.t.
α(β(K)) = K then rS(β(K)) ≤ γR(K) and |aS(β(K))| ≤ γA(K).
Definition 4.9. α : Nm
alg−−→ Nn is called an efficient injection when α ∈ Γmnpoly as a function,
Tα ∈ Γmpoly and there is β ∈ Γnmpoly s.t. ∀L ∈ Nm : β(α(L)) = L.
Proposition 4.9. Consider (D, f) a distributional estimation problem of rank n, P an F ♯(Γ)-
optimal estimator for (D, f) and α : Nm alg−−→ Nn an efficient injection. Then, Pα is an Fα♯(Γα)-
optimal estimator for (Dα, f).
Proof. Consider any S : {0, 1}∗ ×Q Γα−−→ Q bounded. Construct S˜ : {0, 1}∗ ×Q Γ−→ Q by applying
Proposition 4.8 to S. There is ε ∈ F s.t. for any K ∈ Nn
|EDK×UKP ×UKS˜ [(P
K(x, y)− f(x))S˜K(x, PK(x, y), z)]| = ε(K)
Substituting α(L) for K, we get
|EDα(L)×Uα(L)P ×Uα(L)S˜ [(P
α(L)(x, y)− f(x))S˜α(L)(x, Pα(L)(x, y), z)]| = ε(α(L))
|E
(Dα)L×ULPα ×U
α(L)
S˜
[((Pα)L(x, y)− f(x))S˜α(L)(x, (Pα)L(x, y), z)]| = ε(α(L))
We have α(β(α(L)) = α(L), therefore
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|E
(Dα)L×ULPα ×U
β(α(L))
S
[((Pα)L(x, y)− f(x))Sβ(α(L))(x, (Pα)L(x, y), z)]| = ε(α(L))
|E(Dα)L×ULPα ×ULS [((P
α)L(x, y)− f(x))SL(x, (Pα)L(x, y), z)]| = ε(α(L))
Proposition 4.10. Consider (D, f) a distributional estimation problem of rank n, P an F(Γ)-
optimal estimator for (D, f) and α : Nm alg−−→ Nn an efficient injection. Then, Pα is an Fα(Γα)-
optimal estimator for (Dα, f).
Proof. Consider any Q : {0, 1}∗ Γα−−→ Q bounded. Construct Q˜ : {0, 1}∗ Γ−→ Q by applying Proposi-
tion 4.8 to Q. There is ε ∈ F s.t.
EDK×UKP [(P
K(x, y)− f(x))2] ≤ EDK×UK
Q˜
[(Q˜K(x, y)− f(x))2] + ε(K)
Substituting α(L) for K, we get
EDα(L)×Uα(L)P
[(Pα(L)(x, y)− f(x))2] ≤ EDα(L)×Uα(L)
Q˜
[(Q˜α(L)(x, y)− f(x))2] + ε(α(L))
E(Dα)L×ULPα [((P
α)L(x, y)− f(x))2] ≤ E
(Dα)L×Uα(L)
Q˜
[(Q˜α(L)(x, y)− f(x))2] + ε(α(L))
We have α(β(α(L)) = α(L), therefore
E(Dα)L×ULPα [((P
α)L(x, y)− f(x))2] ≤ E
(Dα)L×Uβ(α(L))Q
[(Qβ(α(L))(x, y) − f(x))2] + ε(α(L))
E(Dα)L×ULPα [((P
α)L(x, y)− f(x))2] ≤ E(Dα)L×ULQ [(Q
L(x, y)− f(x))2] + ε(α(L))
4.4 Lax Pseudo-Invertible Reductions
We now consider compositions of reductions of different types. For the remainder of the section,
we fix G, a fall space of rank m.
Definition 4.10. Consider (D, f) a distributional estimation problem of rank m, (E , g) a distribu-
tional estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π : {0, 1}∗ Γα−−→ {0, 1}∗.
π is called a precise pseudo-invertible G(Γ)-reduction of (D, f) to (E , g) over α when
(i) π∗D is G(Γα)-dominated by Eα.
(ii) Denote g¯ : {0, 1}∗ → R the extension of g by 0. We require
E(x,z)∼DK×UKπ [|f(x)− g¯(π
K(x, z))|] ≡ 0 (mod G)
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(iii) D is G(MΓα)-samplable relative to π.
Corollary 4.2. Consider (D, f) a distributional estimation problem of rank m, (E , g) distributional
estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π a precise pseudo-invertible
G(Γ)-reduction of (D, f) to (E , g) over α. Assume Fα ⊆ G. Suppose P is an F ♯(Γ)-optimal esti-
mator for (E , g). Then, Pα ◦ π is a G♯(Γα)-optimal estimator for (D, f).
Proof. By Proposition 4.9, Pα is an Fα♯(Γα)-optimal estimator (and in particular a G♯(Γα)-optimal
estimator) for (Eα, g). By Proposition 4.5 and condition i of Definition 4.10, Pα is also a G♯(Γα)-
optimal estimator for (π∗D, g). By Corollary 4.1 and conditions ii and iii of Definition 4.10, Pα ◦ π
is a G♯(Γα)-optimal estimator for (D, f).
Corollary 4.3. Consider (D, f) a distributional estimation problem of rank m, (E , g) distributional
estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π a precise pseudo-invertible
G(Γ)-reduction of (D, f) to (E , g) over α. Assume Fα ⊆ G and G is ΓAα-ample. Suppose P is an
F(Γ)-optimal estimator for (E , g). Then, Pα ◦ π is a G(Γα)-optimal estimator for (D, f).
Proof. Completely analogous to proof of Corollary 4.2.
Definition 4.11. Consider (D, f) a distributional estimation problem of rank m, (E , g) a distribu-
tional estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π : {0, 1}∗ Γα−−→ {0, 1}∗.
π is called a pseudo-invertible G(Γ)-reduction of (D, f) to (E , g) over α when
(i) π∗D is G(Γα)-dominated by Eα.
(ii) Denote g¯ : {0, 1}∗ → R the extension of g by 0. We require
E(x,z)∼DK [|f(x)− EUKπ [g(π
K(x, z))]|] ≡ 0 (mod G)
(iii) D is G(MΓα)-samplable relative to π.
The following corollaries are completely analogous to Corollary 4.2 and therefore given without
proof. We also drop the explicit constructions of the optimal polynomial-time estimators which are
obviously modeled on Theorem 4.2 and Theorem 4.3.
Corollary 4.4. Consider (D, f) a distributional estimation problem of rank m, (E , g) distributional
estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π a pseudo-invertible G(Γ)-
reduction of (D, f) to (E , g) over α. Assume Fα ⊆ G. Suppose there exist P an F ♯(Γ)-optimal
estimator for (E , g) and γ ∈ Γmpoly s.t. γ−
1
2 ∈ G and γ(rP ◦α+ rπ) ∈ ΓRα. Then, there exists a
G♯(Γα)-optimal estimator for (D, f).
Corollary 4.5. Consider (D, f) a distributional estimation problem of rank m, (E , g) distributional
estimation problem of rank n, α : Nm
alg−−→ Nn an efficient injection and π a pseudo-invertible G(Γ)-
reduction of (D, f) to (E , g) over α. Assume Fα ⊆ G and G is ΓAα-ample. Suppose there exist P
an F(Γ)-optimal estimator for (E , g) and γ ∈ Γmpoly s.t. γ−
1
2 ∈ G and rP ◦α+ γ rπ ∈ ΓRα. Then,
there exists a G(Γα)-optimal estimator for (D, f).
Note that the last results involved passing from fall space F and growth spaces Γ to fall space G
and growth spaces Γα, however in many natural examplesm = n, G = F and Γα = Γ. In particular,
the following propositions are often applicable.
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Proposition 4.11. Assume Γ∗ is a growth space of rank n s.t. for any γ ∈ Γ∗ and α ∈ Γnnpoly,
γ ◦ α ∈ Γ∗. Let α∗, β∗ ∈ Γnnpoly be s.t. β∗(α∗(K)) = K. Then, Γ∗α∗ = Γ∗.
Proof. For any γα ∈ Γ∗α∗ there is γ ∈ Γ∗ s.t. γα ≤ γ ◦ α ∈ Γ∗. Conversely, for any γ ∈ Γ∗ we have
γ = γ ◦ β ◦ α ∈ Γ∗α∗.
Proposition 4.12. Consider r : Nn → N steadily growing and p ∈ N[K0,K1 . . . Kn−1] increasing
in the last argument. Define αp : N
n → N by ∀J ∈ Nn−1, k ∈ N : αp(J, k) = (J, p(J, k)). Then,
Γrαp = Γr.
Proof. Consider γα ∈ Γrαp. There is γ ∈ Γr s.t. γα ≤ γ ◦ αp. There is q ∈ N[K0,K1 . . . Kn−1] s.t.
γ(J, k) ≤ r(J, q(J, k)). We get γα(J, k) ≤ γ(J, p(J, k)) ≤ r(J, q(J, p(J, k))) and therefore γα ∈ Γr.
Conversely, consider γ′ ∈ Γr. There is q′ ∈ N[K0,K1 . . . Kn−1] s..t γ′(J, k) ≤ r(J, q′(J, k)).
p(J, k) ≥ k and r is non-decreasing in the last argument, implying that r ≤ r ◦ αp. We conclude
that γ′(J, k) ≤ r(J, p(J, q′(J, k))) and therefore γ′ ∈ Γrαp.
4.5 Completeness
Fix r, s : Nn
alg−−→ N s.t.
(i) Tr,Ts ∈ Γnpoly
(ii) r and s are steadily growing.
(iii) ∀K ∈ Nn : 1 ≤ r(K) ≤ s(K)
Denote Γdet := (Γ
n
0 ,Γ
n
0 ), Γred := (Γr,Γ
n
0 ), Γsmp := (Γs,Γ
n
0 ).
We will show that certain classes of functions paired with F(Γsmp)-samplable word ensembles
have a distributional estimation problem which is complete w.r.t. precise pseudo-invertible F(Γred)-
reductions. This construction is an adaption of the standard construction of a complete problem
for SampNP.
Theorem 4.4. Consider an encoded set E which is prefix-free, i.e. for all φ,ψ ∈ E and z ∈ {0, 1}>0,
cE(φ) 6= cE(ψ)z. Consider F : E × N× {0, 1}∗ → R bounded. For any K ∈ Nn, define
ζK : {0, 1}∗2 → {0, 1}∗2 by
ζK(a,w) = (a, evKn−1(a; cNn(K), w)) (4.15)
Define the distributional estimation problem (DF, fF) by
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DKF := c4∗(Ur(K)× cN∗ δKn−1 × ζk∗ (Ur(K)×Us(K))) (4.16)
fF(〈b, cN(k), a, x〉) :=
{
F(φ, k, x) if ∃z ∈ {0, 1}∗ : b = cE(φ)z
0 if ∀φ ∈ E, z ∈ {0, 1}∗ : b 6= cE(φ)z
(4.17)
For any p ∈ N[K0,K1 . . . Kn−1], define αp : Nn → Nn by
∀J ∈ Nn−1, k ∈ N : αp(J, k) = (J, p(J, k)) (4.18)
Consider a distributional estimation problem (D, f) s.t. D is F(Γsmp)-samplable and there are
φ ∈ E and q ∈ N[k] s.t. for any x ∈ suppD and k ≥ q(|x|), f(x) = F(φ, k, x). Then, there is a
precise pseudo-invertible F(Γred)-reduction from (D, f) to (DF, fF) over αp for some
p ∈ N[K0,K1 . . . Kn−1] increasing in the last argument (it is easy to see that any such αp is an
efficient injection).
Proof. Let σ be an F(Γsmp)-sampler of D. Denote b = cE(φ). Choose p ∈ N[K0,K1 . . . Kn−1]
increasing in the last argument and a ∈ {0, 1}∗ s.t. for any K ∈ Nn, z ∈ {0, 1}∗, w1 ∈ {0, 1}rσ(K)
and w2 ∈ {0, 1}∗: p(K) ≥ q(maxx∈suppσK• |x|), r(αp(K)) ≥ |b|, r(αp(K)) ≥ |a|, s(αp(K)) ≥ rσ(K)
and
evp(K)(az; cNn(αp(K)), w1w2) = σ
K(w1)
The latter is possible because αp can be efficiently inverted using binary search over Kn−1.
Denote rp := r ◦ αp. Note that Γredαp = Γred by Proposition 4.12. We construct
π : {0, 1}∗ Γred−−→ {0, 1}∗ s.t. for anyK ∈ Nn, x ∈ suppσK• , zb ∈ {0, 1}rp(K)−|b| and za ∈ {0, 1}rp(K)−|a|
rπ(K) = 2rp(K)− |a| − |b| (4.19)
πK(x, zbza) = 〈bzb, cN(p(K)), aza, x〉 (4.20)
We also ensure that for any K ∈ Nn, x ∈ {0, 1}∗ and zb, za as above, either 4.20 holds or
πK(x, zbza) = λ
To verify condition i of Definition 4.10 (with αp playing the role of the efficient injection), fix
h ∈ N[K0,K1 . . . Kn−1] s.t. h ≥ rp and suppσK• ⊆ {0, 1}h(K). Construct W : {0, 1}∗
Γdet−−→ Q≥0 s.t.
WK(y) =
{
2|a|+|b| if ∃zb, za, x ∈ {0, 1}≤h(K) : y = 〈bzb, cN(p(K)), aza, x〉
0 otherwise
DK ≡ σK• (mod F) since σ is an F(Γsmp)-sampler of D. By Proposition 3.6
πK∗ DK ≡ πK∗ σK• (mod F)
It follows that
∑
y∈{0,1}∗
|Dαp(K)
F
(y)WK(y)− (πK∗ DK)(y)| ≡
∑
y∈{0,1}∗
|Dαp(K)
F
(y)WK(y)− (πK∗ σK• )(y)| (mod F)
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For any y ∈ {0, 1}∗, if WK(y) = 0 then (πK∗ σK• )(y) = 0, so the corresponding terms contribute
nothing to the sum on the right hand side. Denote π¯K(x, zb, za) := 〈bzb, cN(p(K)), aza, x〉.
∑
{0,1}∗
|Dαp(K)
F
WK−(πK∗ DK)| ≡
∑
zb∈{0,1}≤h(K)
za∈{0,1}≤h(K)
x∈{0,1}≤h(K)
|Dαp(K)
F
(π¯K(x, zb, za))2
|a|+|b|−(πK∗ σK• )(π¯K(x, zb, za))| (mod F)
∑
{0,1}∗
|Dαp(K)
F
WK−πK∗ DK | ≡
∑
zb∈{0,1}rp(K)−|b|
za∈{0,1}rp(K)−|a|
x∈{0,1}≤h(K)
|2−rp(K)2−rp(K)σK• (x)2|a|+|b|−(πK∗ σK• )(π¯K(x, zb, za))| (mod F)
∑
{0,1}∗
|Dαp(K)
F
WK−πK∗ DK | ≡
∑
z1∈{0,1}rp(K)−|a|
z2∈{0,1}rp(K)−|b|
x∈{0,1}≤h(K)
|2−2rp(K)+|a|+|b|σK• (x)−(πK∗ σK• )(π¯K(x, zb, za))| (mod F)
∑
{0,1}∗
|Dαp(K)
F
WK − πK∗ DK | ≡
∑
z1∈{0,1}rp(K)−|a|
z2∈{0,1}rp(K)−|b|
x∈{0,1}≤h(K)
|2−2rp(K)+|a|+|b|σK• (x)− 2−(rp(K)−|a|)2−(rp(K)−|b|)σK• (x)| (mod F)
∑
{0,1}∗
|Dp(K)
F
WK − πK∗ DK | ≡ 0 (mod F)
To verify condition ii of Definition 4.10, use Proposition 3.4 to get
EDK×UKπ [|f(x)− fF(π
K(x, z))|] ≡ EσK• ×UKπ [|f(x)− fF(π
K(x, z))|] (mod F)
EDK×UKπ [|f(x)− fF(π
K(x, z))|] ≡ EσK• ×UKπ [|f(x)− fF(〈bzb, cN(p(K)), aza, x〉)|] (mod F)
EDK×UKπ [|f(x)− fF(π
K(x, z))|] ≡ EσK• ×UKπ [|F(φ, p(K), x) − F(φ, p(K), x)|] (mod F)
EDK×UKπ [|f(x)− fF(π
K(x, z))|] ≡ 0 (mod F)
To verify condition iii of Definition 4.10, construct τ : {0, 1}∗ Γdet−−→ {0, 1}∗ s.t. for any
z1, z2 ∈ {0, 1}rp(K) and x ∈ suppσK• , τK(〈z1, cN(p(K)), z2, x〉) = x. By Proposition 3.6 and Propo-
sition 3.4
Ey∼πK∗ DK [dtv(DK | (πK)−1(y), τKy )] ≡ Ey∼πK∗ σK• [dtv(D
K | (πK)−1(y), τKy )] (mod F)
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Denoting UKba := U
rp(K)−|b|×Urp(K)−|a|
E[dtv(DK | (πK)−1(y), τKy )] ≡ E(zb,za,x)∼UKba×σK• [dtv(D
K | (πK)−1(π¯K(x, zb, za)), τKπ¯K (x,zb,za))] (mod F)
E[dtv(DK | (πK)−1(y), τKy )] ≡ E(zb,za,x)∼UKba×σK• [dtv(δx, δx)] (mod F)
E[dtv(DK | (πK)−1(y), τKy )] ≡ 0 (mod F)
Denote XF the set of bounded functions f : D → R (whereD ⊆ {0, 1}∗) satisfying the conditions
of Theorem 4.4, and SampXF[F(Γsmp)] the set of distributional estimation problems of the form
(D, f) for F(Γsmp)-samplable D and f ∈ XF. Obviously DF is F(Γsmp)-samplable. Therefore, if
fF ∈ XF then (DF, fF) is complete for SampXF[F(Γsmp)] w.r.t. precise pseudo-invertible F(Γred)-
reductions over efficient injections of the form αp.
Example 4.1. n = 1. ENP ⊆ {0, 1}∗ is the set of valid programs for the universal machine U2.
FNP is given by
FNP(φ, k, x) :=
{
1 if ∃y ∈ {0, 1}k : evk(φ;x, y) = 1
0 otherwise
(4.21)
Example 4.2. n = 1. EEXP ⊆ {0, 1}∗ is the set of valid programs for the universal machine U1.
FEXP is given by
FEXP(φ, k, x) :=
{
1 if ev2
k
(φ;x) = 1
0 otherwise
(4.22)
This completeness property implies that, under certain assumptions, optimal polynomial-time
estimators exist for all problems in SampXF[F(Γsmp)] if an optimal polynomial-time estimator
exists for (DF, fF). More precisely and slightly more generally, we have the following corollaries.
For the remainder of the section, fix m ∈ N s.t. m ≥ n. For any p ∈ N[K0,K1 . . . Kn−1], define
βp : N
m → Nm by
∀J ∈ Nn−1, k ∈ N, L ∈ Nm−n : βp(J, k, L) = (J, p(J, k), L) (4.23)
Define η : Nm → Nn by
∀K ∈ Nn, L ∈ Nm−n : η(K,L) = K (4.24)
Corollary 4.6. Fix F (m) a fall space of rank m and Γm = (ΓmR ,ΓmA ) growth spaces of rank m.
Assume that Fη ⊆ F (m), Γrη ⊆ ΓmR and for any p ∈ N[K0,K1 . . . Kn−1] increasing in the last argu-
ment, F (m)βp ⊆ F (m), ΓmRβp = ΓmR and ΓmA βp = ΓmA . In the setting of Theorem 4.4, assume there
is an F (m)♯(Γm)-optimal estimator for (Dη
F
, fF). Then, for any (D, f) ∈ SampXF[F(Γsmp)] there is
an
F (m)♯(Γm)-optimal estimator for (Dη, f).
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Proof. According to Theorem 4.4, there is π a precise pseudo-invertible F(Γred)-reduction of (D, f)
to (DF, fF) over αp for some p ∈ N[K0,K1 . . . Kn−1] increasing in the last argument. This implies
πη is a precise pseudo-invertible F (m)(Γm)-reduction of (Dη, f) to (Dη
F
, fF) over βp. Applying
Corollary 4.2, we get the desired result.
Corollary 4.7. Fix F (m) a fall space of rank m and Γm = (ΓmR ,ΓmA ) growth spaces of rank m
s.t. F (m) is ΓmA -ample. Assume that Fη ⊆ F (m), Γrη ⊆ ΓmR and for any p ∈ N[K0,K1 . . . Kn−1]
increasing in the last argument, F (m)βp ⊆ F (m), ΓmRβp = ΓmR and ΓmA βp = ΓmA . In the setting
of Theorem 4.4, assume there is an F (m)(Γm)-optimal estimator for (Dη
F
, fF). Then, for any
(D, f) ∈ SampXF[F(Γsmp)] there is an F (m)(Γm)-optimal estimator for (Dη, fφ).
Proof. Completely analogous to proof of Corollary 4.6.
In particular, the conditions of Corollary 4.6 and Corollary 4.7 can hold for F = Fζ and
F (m) = F (ϕ)uni :
Proposition 4.13. Consider ϕ : Nn → N non-decreasing in the last argument s.t. ϕ ≥ 3. Define
ζ : Nn → R by
ζ(K) :=
log log(3 +
∑
i∈[n]Ki)
log logϕ(K)
(4.25)
Assume ζ is bounded and there is h ∈ N[K0,K1 . . . Kn−1] s.t. ζ ≥ 2−h. Let m = n+ 1. Then,
Fζη ⊆ F (ϕ)uni and for any p ∈ N[K0,K1 . . . Kn−1] increasing in the last argument, F (ϕ)uni βp ⊆ F (ϕ)uni .
Proof. Consider any ε0 ∈ Fζ .
ϕ(K)−1∑
l=2
ε0(K)
l log l
≤ 3
2
(log 3)ε0(K)
∫ ϕ(K)
2
dt
t log t
ϕ(K)−1∑
l=2
ε0(K)
l log l
≤ 3
2
(log 3)(ln 2)2ε0(K) log logϕ(K)
For some M0 ∈ R>0, ε0 ≤M0ζ, therefore
ϕ(K)−1∑
l=2
ε0(K)
l log l
≤ 3
2
(log 3)(ln 2)2M0ζ(K) log logϕ(K)
ϕ(K)−1∑
l=2
ε0(K)
l log l
≤ 3
2
(log 3)(ln 2)2M0 log log(3 +
∑
i∈[n]
Ki)
We got ε0 ◦ η ∈ F (ϕ)uni . Now, consider any ε1 ∈ F (ϕ)uni and p ∈ N[K0,K1 . . . Kn−1] increasing in the
last argument. Clearly, p(K) ≥ Kn−1.
ϕ(J,k)−1∑
l=2
ε1(J, p(J, k), l)
l log l
≤
ϕ(J,p(J,k))−1∑
l=2
ε1(J, p(J, k), l)
l log l
For some M1 ∈ R>0 and q ∈ N[K0,K1 . . . Kn−1]
63
ϕ(J,k)−1∑
l=2
ε1(J, p(J, k), l)
l log l
≤M1 log log q(J, p(J, k))
We got ε1 ◦ βp ∈ F (ϕ)uni .
5 Existence and Uniqueness
5.1 Existence
5.1.1 Positive Results
We give two existence theorems for F (n)uni (Γ)-optimal estimators. Theorem 5.1 shows that, for ap-
propriate steadily growing functions r and l, all distributional estimation problems of rank n− 1
admit F (n)uni (Γr,Γl)-optimal estimators when trivially extended to rank n. The extra parameter
serves to control the resources available to the estimator. To illustrate its significance using the in-
formal13 example from the introduction, observe that the question “what is the probability 7614829
is prime?” should depend on the amount of available time. For example, we can use additional time
to test for divisibility by additional smaller primes (or in some more clever way) until eventually
we are able to test primality and assign a probability in {0, 1}.
However, in general the estimators constructed in Theorem 5.1 are non-uniform. Theorem 5.2
shows that, under certain stronger assumptions on r and l, for samplable distributional estimation
problems there is an estimator which requires only as much advice as the sampler. In particular, the
existence of a uniform sampler implies the existence of a uniform F (n)uni (Γr,Γl)-optimal estimator.
We will use the notation η : Nn → Nn−1 defined by
∀J ∈ Nn−1, k ∈ N : η(J, k) = J
Theorem 5.1. Fix l : Nn → N>0 steadily growing. Denote Γnadv := (Γn0 ,Γl). Fix r : 1
Γadv−−−→ N
steadily growing. Assume ΓR = Γr, ΓA = Γl. Consider (D, f) a distributional estimation prob-
lem of rank n− 1. Then, there exists an F (n)uni (Γ)-optimal estimator for (Dη, f).
Proposition 5.1. For any q ∈ N[J0, J1 . . . Jn−2] s.t. q ≥ 2 there are {ωKq ∈ P(N)}K∈Nn s.t. for
any ζ : Nn → R bounded, if
∀J ∈ Nn−1, k, k′ ∈ N : k′ ≥ (k + 2)⌊log q(J)⌋ − 2 =⇒ ζ(J, k′) ≤ ζ(J, k) (5.1)
then
ζ(J, k) ≡ Ei∼ωJkp [ζ(J, (k + 2)⌊log q(J)⌋ − 2 + i)] (mod F
(n)
uni ) (5.2)
Proof. Take any a ∈ R s.t. a ≥ 2.
∫ a⌊log q(J)⌋
t=a
d(log log t) = log log a⌊log q(J)⌋ − log log a
13Strictly speaking, this example cannot be formalized in the framework as presented here since the set of prime
numbers is in P. We can tackle it by e.g. taking NC instead of P as the permissible time complexity for our
estimators, but we don’t explore this variant in the present work.
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∫ a⌊log q(J)⌋
t=a
d(log log t) = log(⌊log q(J)⌋ log a)− log log a
∫ a⌊log q(J)⌋
t=a
d(log log t) = log⌊log q(J)⌋ + log log a− log log a
∫ a⌊log q(J)⌋
t=a
d(log log t) = log⌊log q(J)⌋
Consider any ζ : Nn → R bounded.
|
∫ a⌊log q(J)⌋
t=a
ζ(J, ⌊t⌋ − 2) d(log log t)| ≤ (sup|ζ|) log⌊log q(J)⌋
In particular
|
∫ 2⌊log q(J)⌋
t=2
ζ(J, ⌊t⌋ − 2) d(log log t)| ≤ (sup|ζ|) log⌊log q(J)⌋
Adding the last two inequalities
|
∫ 2⌊log q(J)⌋
t=2
ζ(J, ⌊t⌋ − 2) d(log log t)|+ |
∫ a⌊log q(J)⌋
t=a
ζ(J, ⌊t⌋ − 2) d(log log t)| ≤ 2(sup|ζ|) log⌊log q(J)⌋
∫ 2⌊log q(J)⌋
t=2
ζ(J, ⌊t⌋ − 2) d(log log t)−
∫ a⌊log q(J)⌋
t=a
ζ(J, ⌊t⌋ − 2) d(log log t) ≤ 2(sup|ζ|) log⌊log q(J)⌋
∫ a
t=2
ζ(J, ⌊t⌋ − 2) d(log log t)−
∫ a⌊log q(J)⌋
t=2⌊log q(J)⌋
ζ(J, ⌊t⌋ − 2) d(log log t) ≤ 2(sup|ζ|) log⌊log q(J)⌋
We have d(log log t⌊log q(J)⌋) = d(log log t) therefore we can substitute in the second term on the
left hand side and get
∫ a
t=2
ζ(J, ⌊t⌋ − 2) d(log log t)−
∫ a
t=2
ζ(J, ⌊t⌊log q(J)⌋⌋ − 2) d(log log t) ≤ 2(sup|ζ|) log⌊log q(J)⌋
∫ a
t=2
(ζ(J, ⌊t⌋ − 2)− ζ(J, ⌊t⌊log q(J)⌋⌋ − 2)) d(log log t) ≤ 2(sup|ζ|) log⌊log q(J)⌋
Assume ζ satisfies 5.1. ⌊t⌊log q(J)⌋⌋ − 2 ≥ ⌊t⌋⌊log q(J)⌋ − 2 therefore the integrand is non-negative.
Taking a to ∞ we get∫ ∞
t=2
(ζ(J, ⌊t⌋ − 2)− ζ(J, ⌊t⌊log q(J)⌋⌋ − 2)) d(log log t) ≤ 2(sup|ζ|) log⌊log q(J)⌋
∫ ∞
2
(ζ(J, ⌊t⌋ − 2)− ζ(J, ⌊t⌊log q(J)⌋⌋ − 2)) dt
(ln 2)2t log t
≤ 2(sup|ζ|) log⌊log q(J)⌋
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∞∑
k=0
∫ k+3
k+2
ζ(J, ⌊t⌋ − 2)− ζ(J, ⌊t⌊log q(J)⌋⌋ − 2)
t log t
dt ≤ 2(ln 2)2(sup|ζ|) log⌊log q(J)⌋
∞∑
k=0
∫ 1
0
ζ(J, k)− ζ(J, ⌊(k + t+ 2)⌊log q(J)⌋⌋ − 2)
(k + t+ 2) log(k + t+ 2)
dt ≤ 2(ln 2)2(sup|ζ|) log⌊log q(J)⌋
For k ≥ 2 we have (k + 3) log(k + 3) ≤ 52k log 52k ≤ 52k log klog 5 = 52(log 5)k log k.
∞∑
k=2
ζ(J, k)− ∫ 10 ζ(J, ⌊(k + t+ 2)⌊log q(J)⌋⌋ − 2) dt
5
2 (log 5)k log k
≤ 2(ln 2)2(sup|ζ|) log⌊log q(J)⌋
Define
IJkq (i) := {t ∈ [0, 1] | (k + t+ 2)⌊log q(J)⌋ − (k + 2)⌊log q(J)⌋ ∈ [i, i + 1)}
ωKq (i) :=
{
sup IKq − inf IKq if IKq 6= ∅
0 otherwise
We get
∞∑
k=2
ζ(J, k)−∑∞i=0 ζ(J, (k + 2)⌊log q(J)⌋ − 2 + i)ωJkq (i)
k log k
≤ 4
5
(ln 2)(ln 5)(sup|ζ|) log⌊log q(J)⌋
The above obviously implies 5.2.
Proposition 5.2. For any p ∈ N[K0,K1 . . . Kn−1] there are {ωKp ∈ P(N)}K∈Nn s.t. for any
ζ : Nn → R bounded, if
∀J ∈ Nn−1, k, k′ ∈ N : k′ ≥ p(J, k) =⇒ ζ(J, k′) ≤ ζ(J, k) (5.3)
then
ζ(J, k) ≡ Ei∼ωJkp [ζ(J, p(J, k) + i)] (mod F
(n)
uni ) (5.4)
Proof. Fix p ∈ N[K0,K1 . . . Kn−1]. Choose q ∈ N[J0, J1 . . . Jn−2] s.t. p(J, k) ≤ (k + 2)⌊log q(J)⌋ − 2.
Let {ωKq ∈ P(N)}K∈Nn be as in Proposition 5.1. Define {ωKp ∈ P(N)}K∈Nn by
Pri∼ωJkp [i ≥ k] = Pri∼ωJkq [i+ (k + 2)⌊log q(J)⌋ − 2− p(J, k) ≥ k]
Suppose ζ : Nn → R is bounded and s.t. 5.3 holds. In particular, 5.1 also holds. Therefore, we
have 5.2. We rewrite it as follows
ζ(J, k) ≡ Ei∼ωJkq [ζ(J, p(J, k) + i+ (k + 2)⌊log q(J)⌋ − 2− p(J, k))] (mod F
(n)
uni )
By definition of ωp, 5.4 follows.
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In the following, we use the notation αp(J, k) := (J, p(J, k)).
Proposition 5.3. Consider p ∈ N[K0,K1 . . . Kn−1], (D, f) a distributional estimation problem and
P,Q : {0, 1}∗ Γ−→ Q bounded. Suppose that
sup
i∈N
EDαp+i(K)×Uαp+i(K)P
[(Pαp+i(K) − f)2] ≤ EDK×UKP [(P
K − f)2] (mod F (n)uni ) (5.5)
sup
i∈N
EDαp+i(K)×Uαp+i(K)
P
[(Pαp+i(K) − f)2] ≤ EDK×UKQ [(Q
K − f)2] (mod F (n)uni ) (5.6)
Then
EDK×UKP [(P
K − f)2] ≤ EDK×UKQ [(Q
K − f)2] (mod F (n)uni ) (5.7)
Proof. Define ζ(K) := EDK×UKP [(P
K(x, y)− f(x))2] and observe that 5.5 implies 5.3, allowing us
to apply Proposition 5.2 and get
EDK×UKP [(P
K(x, y)− f(x))2] ≡ EωKp [EDαp+i(K)×Uαp+i(K)P
[(Pαp+i(K)(x, y)− f(x))2]] (mod F (n)uni )
Applying 5.6 to the right hand side, we get 5.7.
Proof of Theorem 5.1. Fix M ≥ sup|f | and construct D : {0, 1}∗ alg−−→ Q s.t.
D(x) =
{
D(x) = max(min(t,+M),−M) if x = cQ(t)
D(x) = 0 if x 6∈ Im cQ
Choose a∗ : Nn → {0, 1}∗ s.t.
a∗(K) ∈ argmin
a∈{0,1}≤l(K)
EDη(K)×Ur(K) [(D(ev
Kn−1(a;x, y)) − f(x))2] (5.8)
Construct P : {0, 1}∗ Γ−→ Q s.t. for any K ∈ Nn, x, y, b0 ∈ {0, 1}∗ and a0 ∈ {0, 1}≤l(K)
aP (K) = 〈a∗(K), ar(K)〉 (5.9)
rP (K, 〈a0, b0〉) = r(K, b0) (5.10)
PK(x, y, 〈a0, b0〉) = D(evKn−1(a0;x, y)) (5.11)
Consider Q : {0, 1}∗ Γ−→ Q bounded. Without loss of generality we can assume sup|Q| ≤ M
(otherwise we can replace Q by Q˜ := max(min(Q,+M),−M) and have E[(Q˜− f)2] ≤ E[(Q− f)2]).
Choose q ∈ N[K0,K1 . . . Kn−1] s.t. for any K ∈ Nn there exits aKQ ∈ {0, 1}l(αq (K)) for which
rQ(K) ≤ r(αq(K)) (5.12)
∀i ∈ N, x, z ∈ {0, 1}∗, y ∈ {0, 1}rQ(K) : D(evq(K)+i(aKQ ;x, yz)) = QK(x, y) (5.13)
Take any i ∈ N.
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EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y)−f(x))2] = EDη(K)×Ur(αq+i(K)) [(D(evq(K)+i(a∗(αq+i(K));x, y))−f(x))2]
Using 5.8
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y)− f(x))2] ≤ EDη(K)×Ur(αq+i(K)) [(D(evq(K)+i(aKQ ;x, y))− f(x))2]
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y)− f(x))2] ≤ EDη(K)×UKQ [(Q
K(x, y)− f(x))2]
By the same reasoning we can choose p ∈ N[K0,K1 . . . Kn−1] s.t. p ≥ q and
EDη(K)×Uαp+i(K)P
[(Pαp+i(K)(x, y) − f(x))2] ≤ EDη(K)×UKP [(P
K(x, y)− f(x))2]
Applying Proposition 5.3, we conclude that P is an F (n)uni (Γ)-optimal estimator for (Dη, f).
We now proceed to study the special case of samplable problems. These problems admit an op-
timal polynomial-time estimator which is essentially a brute-force implementation of the empirical
risk minimization principle in statistical learning. In particular, the optimality of this algorithm
can be regarded as a manifestation of the fundamental theorem of agnostic PAC learning (see e.g.
Theorem 6.7 in [8]). In our case the hypothesis space of the space of programs, so this algorithm
can also be regarded as a variation of Levin’s universal search. The advantage of this optimal
polynomial-time estimator on the fully general construction of Theorem 5.1 is that the required
advice is only the advice of the sampler.
Theorem 5.2. Fix r : Nn
alg−−→ N s.t.
(i) Tr ∈ Γnpoly
(ii) As a function, r ∈ Γnpoly.
(iii) r is non-decreasing in the last argument.
(iv) There is s ∈ N[K0,K1 . . . Kn−1] s.t. ∀K ∈ Nn : log(Kn−1 + 4)r(K) ≤ r(αs(K)).
In particular, r is steadily growing. Assume ΓR = Γr and ΓA = Γ
n
log. Consider (D, f) an dis-
tributional estimation problem of rank n− 1 and σ an F (n)mon(Γ)-sampler of (Dη, f). Then, there
exists P an F (n)uni (Γ)-optimal estimator for (Dη, f) s.t. aP = aσ. In particular, if σ is uniform (i.e.
aσ ≡ λ) then so is P .
Proposition 5.4. Fix r ∈ Γnpoly s.t.
(i) r is non-decreasing in the last argument.
(ii) There is s ∈ N[K0,K1 . . . Kn−1] s.t. ∀K ∈ Nn : log(Kn−1 + 4)r(K) ≤ r(αs(K)).
In particular, r is steadily growing. Consider any γ ∈ Γr and define γ′ : N→ N by
γ′(K) := ⌊log(Kn−1 + 2)⌋γ(K)
Then, γ′ ∈ Γr
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Proof. Choose p ∈ N[K0,K1 . . . Kn−1] s.t. p(K) ≥ Kn−1 and r(αp(K)) ≥ γ(K). We get
γ′(K) ≤ ⌊log(Kn−1 + 2)⌋r(αp(K))
γ′(K) ≤ ⌊log(p(K) + 4)⌋r(αp(K))
γ′(K) ≤ r(αs(αp(K)))
Proposition 5.5. Consider (D, f) a distributional estimation problem, σ an F(Γ)-sampler of
(D, f), I a set and {hKα : {0, 1}∗ mk−−→ R}α∈I,K∈Nn uniformly bounded. Then
EUKσ [E[(h
K
α ◦ σK0 − σK1 )2]]
α≡ EDK [E[(hKα − f)2]] + EUKσ [(f ◦ σ
K
0 − σK1 )2] (mod F) (5.14)
Proof. Denote hKσα := h
K
α ◦ σK0 , fKσ := f ◦ σK0 . Proposition 3.10 implies
EUKσ [(E[h
K
σα]− fKσ )fKσ ]
α≡ EDK [(E[hKα ]− f)f ] (mod F)
Applying Proposition 3.11 to the right hand side
EUKσ [(E[h
K
σα]− fKσ )fKσ ]]
α≡ EUKσ [(E[h
K
σα]− fKσ )σK1 ] (mod F)
EUKσ [(E[h
K
σα]− fKσ )(fKσ − σK1 )]]
α≡ 0 (mod F) (5.15)
On the other hand
EUKσ [E[(h
K
σα − σK1 )2]] = EUKσ [E[(h
K
σα − fKσ + fKσ − σK1 )2]]
EUKσ [E[(h
K
σα−σK1 )2]] = EUKσ [E[(h
K
σα−fKσ )2]]+2EUKσ [(E[h
K
σα]−fKσ )(fKσ −σK1 )]]+EUKσ [E[(f
K
σ −σK1 )2]]
Applying Proposition 3.10 to the first term on the right hand side and 5.15 to the second term
on the right hand side, we get 5.14.
Proof of Theorem 5.2. Fix M ≥ sup|f | and construct D : {0, 1}∗ alg−−→ Q s.t.
D(x) =
{
D(x) = max(min(t,M),−M) if x = cQ(t)
D(x) = 0 if x 6∈ Im cQ
Denote l(K) := ⌊log(Kn−1 + 2)⌋. Construct R : {0, 1}∗ Γ−→ Q s.t. for any K ∈ Nn, w ∈ {0, 1}∗,
a ∈ {0, 1}l(K), {yi ∈ {0, 1}rσ (K,w)}i∈[l(K)4] and {zi ∈ {0, 1}r(K)}i∈[l(K)4]
aR(K) = aσ(K) (5.16)
rR(K,w) = l(K)
4(rσ(K,w) + r(K)) (5.17)
RK(a,
∏
i∈[l(K)4]
yizi, w) =
1
l(K)4
∑
i∈[l(K)4]
(D(evKn−1(a;σK(yi, w)0, zi))− σK(yi, w)1)2 (5.18)
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That is, R generates l(K)4 estimates of f using σ and computes the “empirical risk” of the
program a w.r.t. these estimates. Here, 5.17 is legitimate due to Proposition 5.4.
Construct A : 1
Γ−→ {0, 1}∗ s.t. for any K ∈ Nn, w ∈ {0, 1}∗, {yi ∈ {0, 1}rσ (K,w)}i∈[l(K)4] and
{zi ∈ {0, 1}r(K)}i∈[l(K)4]
aA(K) = aσ(K) (5.19)
rA(K,w) = rR(K,w) (5.20)
AK(
∏
i∈[l(K)4]
yizi, w) ∈ argmin
a∈{0,1}≤l(K)
RK(a,
∏
i∈[l(K)4]
yizi, w) (5.21)
Finally, construct P : {0, 1}∗ Γ−→ Q s.t. for any K ∈ Nn, w ∈ {0, 1}∗, {yi ∈ {0, 1}rσ (K,w)}i∈[l(K)4],
{zi ∈ {0, 1}r(K)}i∈[l(K)4] and z∗ ∈ {0, 1}r(K)
aP (K) = aσ(K) (5.22)
rP (K,w) = rR(K,w) + r(K) (5.23)
PK(x, (
∏
i∈[l(K)4]
yizi)z∗, w) = D(evKn−1(AK(
∏
i∈[l(K)4]
yizi, w);x, z∗)) (5.24)
Define ̺K0 ∈ R by
̺K0 := EUKσ [(f(σ
K(y)0)− σK(y)1)2]
For any b ∈ {0, 1}∗, define ̺K(b) by
̺K(b) := EDη(K)×Ur(K) [(D(ev
Kn−1(b;x, z)) − f(x))2]
Consider any α : Nn → {0, 1}∗ s.t. |α(K)| ≤ l(K). Define hKα : {0, 1}∗ mk−−→ R by
∀s, t ∈ R : Pr[hKα (x) ∈ (s, t)] := Prz∼Ur(K) [D(evKn−1(α(K);x, z)) ∈ (s, t)]
By Proposition 5.5
EUKσ [E[(h
K
α (σ
K(y)0)− σK(y)1)2]] α≡
EDη(K) [E[(h
K
α (x)− f(x))2]] + EUKσ [(f(σ
K(y)0)− σK(y)1)2] (mod F (n)mon)
EUKσ [E[(h
K
α (σ
K(y)0)− σK(y)1)2]] α≡ ̺K(α(K)) + ̺K0 (mod F (n)mon) (5.25)
RK(α(K), y) is the average of l(K)4 independent and and identically distributed bounded ran-
dom variables. By 5.25, there is ε ∈ F (n)mon that doesn’t depend on α s.t. the expected value of these
random variables is in [̺K(α(K)) + ̺K0 − ε(K), ̺K(α(K)) + ̺K0 + ε(K)]. Applying Hoeffding’s in-
equality we conclude that for some ǫ ∈ R>0
∀b ∈ {0, 1}≤l(K) : PrUKR [R
K(b, y) > ̺K(b) + ̺K0 + ε(K) + l(K)
−1] ≤ 2−ǫl(K)2
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In particular, since for any b ∈ {0, 1}l(K), RK(AK(y), y) ≤ RK(b, y)
∀b ∈ {0, 1}≤l(K) : PrUKR [R
K(AK(y), y) > ̺K(b) + ̺K0 + ε(K) + l(K)
−1] ≤ 2−ǫl(K)2 (5.26)
Similarly, we have
∀b ∈ {0, 1}≤l(K) : PrUKR [R
K(b, y) < ̺K(b) + ̺K0 − ε(K)− l(K)−1] ≤ 2−ǫl(K)
2
PrUKR
[∃b ∈ {0, 1}≤l(K) : RK(b, y) < ̺K(b) + ̺K0 − ε(K)− l(K)−1] ≤ 2−ǫl(K)
2+l(K)+1
PrUKR
[RK(AK(y), y) < ̺K(AK(y)) + ̺K0 − ε(K)− l(K)−1] ≤ 2−ǫl(K)
2+l(K)+1 (5.27)
Combining 5.26 and 5.27, we conclude that for any b ∈ {0, 1}≤l(K)
PrUKR
[̺K(AK(y))+̺K0 −ε(K)− l(K)−1 > ̺K(b)+̺K0 +ε(K)+ l(K)−1] ≤ 2−ǫl(K)
2
+2−ǫl(K)
2+l(K)+1
PrUKR
[̺K(AK(y)) > ̺K(b) + 2(ε(K) + l(K)−1)] ≤ 2−ǫl(K)2+l(K)+2
It follows that for some M0 ∈ R>0
EUKR
[̺K(AK(y)] ≤ ̺K(b) + 2(ε(K) + l(K)−1) + 2−ǫl(K)2+l(K)+2M0
Denote ε1(K) := 2(ε(K) + l(K)
−1) + 2−ǫl(K)2+l(K)+1M0. It is easy to see that ε1 ∈ F (n)mon.
EUKR
[EDη(K)×Ur(K) [(D(ev
Kn−1(AK(y);x, z)) − f(x))2]] ≤ ̺K(b) + ε1(K)
∀b ∈ {0, 1}≤l(K) : EDη(K)×UKP [(P
K(x, y)− f(x))2] ≤ ̺K(b) + ε1(K)
Consider Q : {0, 1}∗ Γ−→ Q bounded. Without loss of generality we can assume sup|Q| ≤M .
Choose q ∈ N[K0,K1 . . . Kn−1] s.t. q(K) ≥ Kn−1 and for all K ∈ Nn, 5.12 and 5.13 hold.
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y) − f(x))2] ≤ ̺αq+i(K)(aKQ ) + ε1(αq+i(K))
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y)− f(x))2] ≤
EDη(K)×Ur(αq+i(K)) [(D(ev
q(K)+i(aKQ ;x, z)) − f(x))2] + ε1(αq+i(K))
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y) − f(x))2] ≤ EDη(K)×UKQ [(Q
K(x, z) − f(x))2] + ε1(αq+i(K))
Define ε¯1(K) := supk≥Kn−1 ε1(η(K), k). We have ε¯1 ∈ F
(n)
uni and ε1(αq+i(K)) ≤ ε¯1(K) therefore
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sup
i∈N
EDη(K)×Uαq+i(K)P
[(Pαq+i(K)(x, y)− f(x))2] ≤ EDη(K)×UKQ [(Q
K(x, z) − f(x))2] (mod F (n)uni )
By the same reasoning we can choose p ∈ N[K0,K1 . . . Kn−1] s.t. p ≥ q and
sup
i∈N
EDη(K)×Uαp+i(K)P
[(Pαp+i(K)(x, y)− f(x))2] ≤ EDη(K)×UKP [(P
K(x, y)− f(x))2] (mod F (n)uni )
Applying Proposition 5.3, we conclude that P is an F (n)uni (Γ)-optimal estimator for (Dη, f).
The above existence theorems employ the fall space F (n)uni whose meaning might seem some-
what obscure. To shed some light on this, consider the following observation. Informally, optimal
polynomial-time estimators represent “expected values” corresponding to the uncertainty resulting
from bounding computing resources. When a function can be computed in polynomial time, this
“expected value” has to approximate the function within F which corresponds to a state of “com-
plete certainty.” However, we will now demonstrate that when a function can only be computed in
quasi-polynomial time, it still corresponds to complete certainty in the context of F (n)uni (Γ)-optimal
estimators.
Definition 5.1. Consider (D, f) a distributional estimation problem and P : {0, 1}∗ Γ−→ Q bounded.
P is called an F(Γ)-perfect polynomial-time estimator for (D, f) when
E(x,y)∼DK×UKP [(P
K(x, y)− f(x))2] ≡ 0 (mod F) (5.28)
For the sake of brevity, we will say “F(Γ)-perfect estimator” rather than “F(Γ)-perfect polynomial-
time estimator.”
Perfect polynomial-time estimators are essentially objects of “classical” average-case complexity
theory. In particular, perfect polynomial-time estimators for distributional decision problems of
rank 1 are closely related to heuristic algorithms in the sense of [6] (their existence is equivalent
under mild assumptions), whereas perfect polynomial-time estimators for rank 2 problems of the
form (Dη, χL) with D of rank 1 are related to heuristic schemes.
Proposition 5.6. Consider (D, f) a distributional estimation problem, P : {0, 1}∗ Γ−→ Q bounded,
m ∈ N>0 and p ∈ N[J0, J1 . . . Jn−2] s.t. p ≥ 2. Define q : Nn → N by q(J, k) := 2⌊log p(J) logmax(k,1)⌋m .
Suppose that
sup
i∈N
E
(x,y)∼DK×Uαq+i(K)P
[(Pαq+i(K)(x, y)− f(x))2] ≡ 0 (mod F (n)uni ) (5.29)
Then, P is an F (n)uni (Γ)-perfect estimator for (D, f).
Proof. Define ε : Nn → R by
ε(K) := E(x,y)∼DK×UKP [(P
K(x, y)− f(x))2]
We have
∞∑
k=2
ε(J, k)
k log k
=
∫ ∞
2
ε(J, ⌊t⌋)
⌊t⌋ log⌊t⌋ dt
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∞∑
k=2
ε(J, k)
k log k
≤ 3
2
log 3
∫ ∞
2
ε(J, ⌊t⌋)
t log t
dt
∞∑
k=2
ε(J, k)
k log k
≤ 3
2
(log 3)(ln 2)2
∫ ∞
0
ε(J, ⌊t⌋) d(log log t)
Substitute t = 2(log p(J) log s)
m
. Denoting s0 = 2
(log p(J))−1
∞∑
k=2
ε(J, k)
k log k
≤ 3
2
(log 3)(ln 2)2m
∫ ∞
s=s0
ε(J, ⌊2(log p(J) log s)m⌋) d(log log s)
∞∑
k=2
ε(J, k)
k log k
≤ 3
2
(log 3)m
∫ ∞
s0
ε(J, ⌊2(log p(J) log s)m⌋)
s log s
ds
∞∑
k=2
ε(J, k)
k log k
≤ 3
2
(log 3)m
∫ ∞
s0
supi∈N ε(J, 2⌊log p(J) log⌊s⌋⌋
m
+ i)
s log s
ds
For some M ∈ R
∞∑
k=2
ε(J, k)
k log k
≤M + 3
2
(log 3)m
∫ ∞
2
supi∈N ε(J, 2⌊log p(J) log⌊s⌋⌋
m
+ i)
⌊s⌋ log⌊s⌋ ds
∞∑
k=2
ε(J, k)
k log k
≤M + 3
2
(log 3)m
∞∑
k=2
supi∈N ε(J, 2⌊log p(J) log k⌋
m
+ i)
k log k
Using 5.29 we get that for some M1 ∈ R>0 and p1 ∈ N[J0, J1 . . . Jn−2]
∞∑
k=2
ε(J, k)
k log k
≤M +M1 log log p1(J)
Denoting M2 := 2
M−11 M
∞∑
k=2
ε(J, k)
k log k
≤M1 log log p1(J)M2
5.1.2 Negative Results
The following propositions lead to disproving the existence of optimal polynomial-time estimators
for certain distributional estimation problems in the case ΓA = Γ
n
0 .
Proposition 5.7. Consider h : Nn → R bounded and D a word ensemble s.t. given K1,K2 ∈ Nn,
if K1 6= K2 then suppDK1 ∩ suppDK2 = ∅. Assume that either 1 ∈ ΓA and the image of h is a
finite subset of Q or F 12 is ΓA-ample. Define f : suppD → R by requiring that for any K ∈ Nn and
x ∈ suppDK , f(x) = h(K). Then, there exists an F(Γ)-perfect estimator for (D, f).
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Proof. In the case F 12 is ΓA-ample, let ζ : Nn → (0, 12 ] be s.t. ζ ∈ F
1
2 and ⌊log 1
ζ
⌋ ∈ ΓA. In the
other case, let ζ ≡ 0. For any K ∈ Nn, let ρ(K) ∈ argmin
s∈Q∩[h(K)−ζ(K),h(K)+ζ(K)]
|cQ(s)|. It is easy to
see that there is γ ∈ ΓA s.t. for any K ∈ Nn, |cQ(ρ(K))| ≤ γ(K). Construct P : {0, 1}∗ Γ−→ Q s.t.
for any K ∈ Nn, x ∈ {0, 1}∗ and t ∈ Q s.t. |cQ(t)| ≤ γ(K)
aP (K) = cQ(ρ(K))
rP (K) = 0
PK(x,λ, cQ(t)) = t
We have
Ex∼DK [(P
K(x)− f(x))2] = (ρ(K)− h(K))2
Ex∼DK [(P
K(x)− f(x))2] ≤ ζ(K)2
In the setting of Proposition 5.7, any F(Γ)-optimal estimator for (D, f) has to be an F(Γ)-
perfect estimator. In particular, if no uniform F(Γ)-perfect estimator exists then no uniform
F(Γ)-optimal estimator exists (and likewise for any other condition on the estimator).
Denote Γ0 := (ΓR,Γ
n
0 ), Γ1 := (ΓR,Γ
n
1 ). Taking Γ = Γ1 in Proposition 5.7 and using Proposi-
tion 2.13, we conclude that if the image of h is a finite subset of Q and there is no F(Γ0)-perfect
estimator for (D, f) then there is no F(Γ0)-optimal estimator for (D, f).
For distributional decision problems and F(Γ)-samplable word ensembles we have the following
stronger proposition.
Proposition 5.8. Let ∆ = (∆R,∆A) be a pair of growth spaces of rank n s.t. ∆R ⊆ ΓR, ∆A ⊆ ΓA
and 1 ∈ ∆A. Consider L ⊆ Nn and D a word ensemble s.t. given K1,K2 ∈ Nn, if K1 6= K2 then
suppDK1 ∩ suppDK2 = ∅. Define χ : suppD → {0, 1} by requiring that for any K ∈ Nn and
x ∈ suppDK , χ(x) = χL(K). Assume σ is an F(Γ)-sampler of D and P is an F(∆)-optimal
estimator for (D, χ). Then there is A : 1 Γ−→ {0, 1} s.t. aA(K) = 〈aσ(K), aP (K)〉 and
Pry∼UKA [A
K(y) = χL(K)] ≡ 1 (mod F) (5.30)
Proof. Construct A s.t. for any K ∈ Nn, y1 ∈ {0, 1}rL(K), y1 ∈ {0, 1}rP (K)
rA(K) = rσ(K) + rP (K)
AK(y1y2) =
{
0 if PK(σK(y1), y2) ≤ 12
1 if PK(σK(y1), y2) >
1
2
We get
Pry∼UKA [A
K(y) 6= χL(K)] ≤ Pry1∼UKσ ,y2∼UKP [|P
K(σK(y1), y2)− χL(K)| ≥ 1
2
]
Pry∼UKA [A
K(y) 6= χL(K)] ≤ Pry1∼UKσ ,y2∼UKP [(P
K(σK(y1), y2)− χL(K))2 ≥ 1
4
]
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Pry∼UKA [A
K(y) 6= χL(K)] ≤ 4Ey1∼UKσ ,y2∼UKP [(P
K(σK(y1), y2)− χL(K))2]
By Proposition 3.10
Pry∼UKA [A
K(y) 6= χL(K)] ≤ 4Ex∼DK ,y2∼UKP [(P
K(x, y2)− χL(K))2] (mod F)
Pry∼UKA [A
K(y) 6= χL(K)] ≤ 4Ex∼DK ,y2∼UKP [(P
K(x, y2)− χ(x))2] (mod F)
By Proposition 5.7, P is an F(∆)-perfect estimator for (D, χ), therefore
Pry∼UKA [A
K(y) 6= χL(K)] ≡ 0 (mod F)
Again, the statement can be reversed to disprove existence of F(∆)-optimal estimators for
∆A = Γ
n
0 .
Now we consider the special case F = F (ϕ)uni , ΓR = Γnpoly.
Proposition 5.9. Consider ϕ : Nn−1 → N superquasi-polynomial i.e. for any m ∈ N and
p ∈ N[J0, J1 . . . Jn−2] there is at most a finite number of J ∈ Nn−1 s.t. ϕ(J) ≤ 2⌈log p(J)⌉m . Sup-
pose ΓR = Γ
n
poly. Let ∆ = (∆R,∆A) be a pair of growth spaces of rank n s.t. ∆A ⊆ ΓA and
1 ∈ ∆A. Consider L ⊆ Nn−1 and D a word ensemble s.t. given K1,K2 ∈ Nn, if K1 6= K2 then
suppDK1 ∩ suppDK2 = ∅. Define χ : suppD → {0, 1} by requiring that for any J ∈ Nn−1, k ∈ N
and x ∈ suppDJk, χ(x) = χL(J). Assume σ is an F (ϕ)uni (Γ)-sampler of D and P is an F (ϕ)uni (∆)-
optimal estimator for (D, χ) s.t. aσ(J, k) and aP (J, k) don’t depend on k. Then, there are
m ∈ N, p ∈ N[J0, J1 . . . Jn−2] and B : 1 Γ−→ {0, 1} s.t. p ≥ 1, aB(K) = 〈aσ(K), aP (K)〉 and, defining
q : Nn−1 → N by q(J) := 2⌈log p(J)⌉m
∀J ∈ Nn−1 : Pr
y∼UJ,q(J)B
[BJ,q(J)(y) = χL(J)] ≥ 2
3
(5.31)
Proof. Obviously it is enough to construct m, p and B s.t. 5.31 holds for all but a finite number
of J ∈ Nn−1. Use Proposition 5.8 to construct A : 1 Γ−→ {0, 1}. Given any k ∈ N, define ωk ∈ P(N)
s.t. for some N ∈ R>0
ωk(i) :=


N
i log i if 2 ≤ i < k
0 if i < 2 or i ≥ k
Denote Γ1 := (Γ1poly,Γ
1
0). Adapting the standard argument that any computable distribution
is samplable, we can construct τ : 1
Γ1−→ N s.t. supp τk• ⊆ [k] and dtv(τk• , ωk) ≤ 16 . Construct
B : 1
Γ−→ {0, 1} s.t. for any J ∈ Nn−1, k ∈ N, y ∈ {0, 1}rτ (J,k) and z ∈ {0, 1}∗
rB(J, k) ≥ rτ (k) + max
i∈[k]
rA(J, i)
BJk(yz) = AJ,τ
k(y)(z<rA(J,τk(y)))
We know that from some M ∈ R≥0 and p ∈ N[J0, J1 . . . Jn−2] s.t. p ≥ 1
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ϕ(J)−1∑
k=2
Prz∼UJkA [A
Jk(z) 6= χL(J)]
k log k
≤M log log p(J)
Take m = ⌈ 6M(ln 2)2 ⌉. We get
Ek∼ωq(J) [Prz∼UJkA [A
Jk(z) 6= χL(J)]] =
∑q(J)−1
k=2
Pr
z∼UJk
A
[AJk(z)6=χL(J)]
k log k∑q(J)−1
k=2
1
k log k
Denote I := {J ∈ Nn−1 | ϕ(J) < q(J)}. We get
∀J ∈ Nn−1 \ I : Ek∼ωq(J) [Prz∼UJkA [A
Jk(z) 6= χL(J)]] ≤ M log log p(J)∫ q(J)
2
dt
t log t
∀J ∈ Nn−1 \ I : Ek∼ωq(J) [Prz∼UJkA [A
Jk(z) 6= χL(J)]] ≤ M log log p(J)
(ln 2)2 log log q(J)
∀J ∈ Nn−1 \ I : Ek∼ωq(J) [Prz∼UJkA [A
Jk(z) 6= χL(J)]] ≤ M log log p(J)
(ln 2)2m log⌈log p(J)⌉
∀J ∈ Nn−1 \ I : Ek∼ωq(J)[Prz∼UJkA [A
Jk(z) 6= χL(J)]] ≤ 1
6
∀J ∈ Nn−1 \ I : E
y∼Uq(J)τ [Prz∼UJ,τq(J)(y)A
[AJ,τ
q(J)(y)(z) 6= χL(J)]] ≤ 1
6
+ dtv(τ
q(J)
• , ωq(J))
∀J ∈ Nn−1 \ I : Pr
y∼UJ,q(J)B
[BJ,q(J)(y) 6= χL(J)] ≤ 1
3
By the assumption on ϕ, I is a finite set therefore we got the desired result.
For n = 2, we can think of L as a language using unary encoding of natural numbers. Propo-
sition 5.9 and Proposition 2.13 imply that if ∆A = Γ
n
0 , σ is uniform, and this language cannot
be decided in quasi-polynomial time by a bounded-error randomized algorithm, then there is no
F (ϕ)uni (∆)-optimal estimator for (D, χ).
Thanks to the results of section 4 and Theorem 2.2, these negative results imply non-existence
results for F ♯(∆)-optimal estimators14 for any distributional estimation problem s.t. a problem
admitting a negative result has an appropriate reduction to it.
14The need to use F♯(∆)-optimal estimators rather than F(∆)-optimal estimators arises because the theorems
about reductions as we formulated them don’t apply to F(∆)-optimal estimators with ∆ = Γn0 or ∆ = Γ
n
1 . This can
be overcome by using somewhat more special reductions which still admit a similar completeness theorem, but we
omit details in the present work.
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5.2 Uniqueness
Since we view optimal polynomial-time estimators as computing “expected values”, it is natural
to expect that their values only depend on the distributional estimation problem rather than the
particular optimal polynomial-time estimator. However, since they are defined via an asymptotic
property exact uniqueness is impossible. Instead, we have uniqueness up to an equivalence relation
that means “asymptotically small difference on average.”
Theorem 5.3. Consider (D, f) a distributional estimation problem. Assume there is
p ∈ N[K0,K1 . . . Kn−1] s.t.
DK({0, 1}≤p(K)) ≡ 1 (mod F) (5.32)
Suppose P and Q are F ♯(Γ)-optimal estimators for (D, f). Then
E(x,y,z)∼DK×UKP ×UKQ [(P
K(x, y)−QK(x, z))2] ≡ 0 (mod F) (5.33)
Proof. Construct S : {0, 1}∗ ×Q Γ−→ Q bounded s.t. for any K ∈ Nn, x ∈ {0, 1}≤p(K), t ∈ ImPK
and z ∈ {0, 1}rQ(K)
rS(K) = rQ(K)
SK(x, t, z) = t−QK(x, z)
Construct T : {0, 1}∗ ×Q Γ−→ Q bounded s.t. for any K ∈ Nn, x ∈ {0, 1}≤p(K), s ∈ ImQK and
y ∈ {0, 1}rP (K)
rT (K) = rP (K)
TK(x, t, y) = PK(x, y)− s
P is an F ♯(Γ)-optimal estimator for (D, f), therefore
E(x,y,z)∼DK×UKP ×UKS [(P
K(x, y)− f(x))SK(x, PK(x, y), z)] ≡ 0 (mod F)
The construction of S and 5.32 give
E(x,y,z)∼DK×UKP ×UKQ [(P
K(x, y)− f(x))(PK(x, y)−QK(x, z))] ≡ 0 (mod F) (5.34)
Q is an F ♯(Γ)-optimal estimator for (D, f), therefore
E(x,z,y)∼DK×UKQ ×UKT [(Q
K(x, z)− f(x))TK(x,QK(x, z), y)] ≡ 0 (mod F)
The construction of T and 5.32 give
E(x,z,y)∼DK×UKQ ×UKP [(Q
K(x, z) − f(x))(PK(x, y)−QK(x, z))] ≡ 0 (mod F) (5.35)
Subtracting 5.35 from 5.34, we get 5.33.
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The notion of “conditional expected value” introduced in subsection 3.2 allows conditions which
are occasionally false. In some sense this provides us with well-defined (probabilistic) answers
to “what if” questions that are meaningless in formal logic due to the principle of explosion, a
concept which was hypothesized to be useful for solving paradoxes in decision theory [15]. However,
Theorem 5.3 suggests that the values of an optimal polynomial-time estimator are only meaningful
inside suppDK whereas “conditional expected values” require using the word ensemble D | L (see
Theorem 3.3) so violation of the condition (i.e. x 6∈ L) means falling outside the support of the
word ensemble. On the other hand, we will now show that when the condition is unpredictable with
the given amount of computational resources, a stronger uniqueness theorem holds that ensures
“counterfactual” values are also stable.
Theorem 5.4. Consider (D, f) a distributional estimation problem and L ⊆ {0, 1}∗ s.t. for all
K ∈ Nn, DK(L) > 0. Define γL : Nn → R by γ(K) := DK(L)−1 and FL := γLF . Assume there is
p ∈ N[K0,K1 . . . Kn−1] s.t. 5.32 holds. Let R be an F ♯(Γ)-optimal estimator for (D, χL). Assume
ǫ : Nn → R>0 is s.t. for all x, y ∈ {0, 1}∗, RK(x, y) ≥ ǫ(K)DK(L). Suppose P and Q are F ♯L(Γ)-
optimal estimators for (D | L, f). Then
E(x,y,z)∼DK×UKP ×UKQ [(P
K(x, y)−QK(x, z))2] ≡ 0 (mod ǫ−1FL) (5.36)
Proof. R is an F ♯(Γ)-optimal estimator for (D, χL), therefore
E(x,y,z,w)∼DK×UKP ×UKQ ×UKR [(R
K(x,w) − χL(x))(PK(x, y)−QK(x, z))2] = 0 (mod F)
EDK×UKP ×UKQ ×UKR [R
K · (PK −QK)2] = EDK×UKP ×UKQ ×UKR [χL · (P
K −QK)2] (mod F)
EDK×UKP ×UKQ ×UKR [R
K · (PK −QK)2] = DK(L) EDK |L×UKP ×UKQ ×UKR [(P
K −QK)2] (mod F)
EDK×UKP ×UKQ ×UKR [ǫ(K)D
K(L)(PK−QK)2] ≤ DK(L) EDK |L×UKP ×UKQ ×UKR [(P
K−QK)2] (mod F)
ǫ(K) EDK×UKP ×UKQ ×UKR [(P
K −QK)2] ≤ EDK |L×UKP ×UKQ ×UKR [(P
K −QK)2] (mod FL)
Applying Theorem 5.3 to the right hand side, we conclude
ǫ(K) EDK×UKP ×UKQ ×UKR [(P
K −QK)2] ≡ 0 (mod FL)
EDK×UKP ×UKQ ×UKR [(P
K −QK)2] ≡ 0 (mod ǫ−1FL)
Theorem 5.4 implies that in simple scenarios, “counterfactual” optimal estimates behave as
intuitively expected, assuming L is “sufficiently unpredictable”. For example, if there is an efficient
algorithm that evaluates f correctly given the promise x ∈ L then a conditional optimal polynomial-
time estimator constructed using Theorem 3.3 will produce approximately the same values as this
algorithm whether x is in L or not.
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6 Discussion
The motivation for optimal polynomial-time estimators comes from the desire the quantify the
uncertainty originating in computational resource bounds. We used this motivation to arrive at an
intuitive definition, and proceeded to show the resulting object has many properties of “normal”
probability theory, justifying its interpretation as a brand of expected value. Moreover, there are
associated concepts of reductions and complete problems analogous to standard constructions in
average-case complexity theory.
Thus, the class of distributional estimation problems admitting F(Γ)-optimal estimators (or
F ♯(Γ)-optimal estimators) is a natural distributional complexity class. In light of the positive
and negative existence results we have demonstrated, these new classes are unlikely to trivially
coincide with any of the previously known classes. Mapping the boundary of these classes and
understanding their relationships with other classes in average-case complexity theory seems to be
ground for much further work. Moreover, it is possible to consider generalizations by including
more types of computational resources e.g. space, parallelism and/or non-determinism.
As an example of a natural open problem, consider (DNP, fNP), the complete problem for
SampNP resulting from Theorem 4.4 with n = 1, r(k) = s(k) = k, E = ENP and F = FNP. The-
orem 5.1 implies that e.g. there is an F (2)uni(Γ2poly,Γ2log)-optimal estimator for (DηNP, fNP). On the
other hand, Proposition 5.9 implies that it is unlikely that there is an F (2)uni(Γ2poly,Γ20)-optimal esti-
mator15. This, however, doesn’t tell us anything about the existence of an F (2)uni(Γ2poly,Γ21)-optimal
estimator. This question fits naturally into the theme of Impagliazzo’s “worlds” [16]: if there is an
F (2)uni(Γ2poly,Γ20)-perfect estimator for (DηNP, fNP) (a version of Impagliazzo’s “Heuristica” which is
considered unlikely), then the answer is tautologically positive. However, if there is no such perfect
polynomial-time estimator then the optimal polynomial-time estimator may or may not exist, a
possible new partition of “worlds”16.
One area where applying these concepts seems natural is Artificial General Intelligence. Indeed,
the von Neumann–Morgenstern theorem shows that perfect rational agents are expected utility
maximizers but in general the exact evaluation of expected utility is intractable. It is thus natural
to substitute an optimal polynomial-time estimator for utility, as the analogue of expected value in
the computationally bounded case. Further illuminating the connection, Theorem 5.2 shows how
optimal polynomial-time estimators result from agnostic PAC learning.
Some results we left out of the present work show the existence of systems of optimal polynomial-
time estimators that are “reflective” i.e. estimate systems of functions which depend on the estima-
tors themselves. We constructed such systems using the Kakutani-Glicksberg-Fan theorem which
requires the use of random advice strings, as in the definition of F(MΓ)-samplers. Such systems can
be used to model game theoretic behavior of computationally bounded rational agents, similarly
to the use of reflective oracles [17] for unbounded agents.
Finally, we wish to express the hope that the present work will lead to incorporating more
concepts from complexity theory into the theory of AGI, serving to create a stronger theoretical
foundation for AI in general. The importance of building such a theoretical foundation is enormous
since it is necessary to predict and control the outcome of the eventual creation of artificial agents
with superhuman intelligence, an event which might otherwise trigger a catastrophe [18].
15More precisely, it cannot exist assuming there is a unary language in NP that cannot be decided by a randomized
algorithm in quasi-polynomial time with bounded probability of error.
16The relation to the worlds is somewhat disturbed by the role of O(1) advice. We think there is a natural variant
of this question that doesn’t involve advice but it is out of the present scope.
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A Appendix
We review the definitions of hard-core predicate and one-way function and state the Goldreich-Levin
theorem.
We will use the notation Γdet := (Γ
1
0,Γ
1
0), Γrand := (Γ
1
poly,Γ
1
0), Γcirc := (Γ
1
0,Γ
1
poly).
Definition A.1. Given D a word ensemble17, f : suppD → {0, 1}∗ and B : {0, 1}∗ Γdet−−→ {0, 1}, B
is a called a hard-core predicate of (D, f) when for any S : {0, 1}∗ Γrand−−−→ {0, 1}
Pr(x,y)∼Dk×UkS [S
k(f(x), y) = Bk(x)] ≤ 1
2
(mod Fneg) (A.1)
Definition A.2. Given D a word ensemble, f : suppD → {0, 1}∗ and B : {0, 1}∗ Γdet−−→ {0, 1}, B is
a called a non-uniformly hard-core predicate of (D, f) when for any S : {0, 1}∗ Γcirc−−−→ {0, 1}
Prx∼Dk [S
k(f(x)) = Bk(x)] ≤ 1
2
(mod Fneg) (A.2)
Definition A.3. f : {0, 1}∗ alg−−→ {0, 1}∗ is called an one-way function when
(i) There is p : N→ N polynomial s.t. ∀x ∈ {0, 1}∗ : Tf (x) ≤ p(|x|).
(ii) For any S : {0, 1}∗ Γrand−−−→ {0, 1}∗
Pr(x,y)∼Uk ×UkS [f(S
k(f(x), y)) = x] ≡ 0 (mod Fneg) (A.3)
Definition A.4. f : {0, 1}∗ alg−−→ {0, 1}∗ is called a non-uniformly hard to invert one-way function
when
(i) There is p : N→ N polynomial s.t. ∀x ∈ {0, 1}∗ : Tf (x) ≤ p(|x|).
(ii) For any S : {0, 1}∗ Γcirc−−−→ {0, 1}∗
Prx∼Uk [f(S
k(f(x))) = x] ≡ 0 (mod Fneg) (A.4)
It is easy to see that any non-uniformly hard-core predicate is in particular a hard-core predicate
and any non-uniformly hard to invert one-way function is in particular a one-way function.
The following appears in [10] as Theorem 7.7. Here we state it in the notation of the present
work.
Theorem A.1 (Goldreich-Levin). Consider a one-way function f : {0, 1}∗ alg−−→ {0, 1}∗. Let
Dk := U2k, fGL : suppD → {0, 1}∗ and B : {0, 1}∗ Γdet−−→ {0, 1} be s.t. for any x, y ∈ {0, 1}k,
fGL(xy) = 〈f(x), y〉 and Bk(xy) = x · y. Then, B is a hard-core predicate of (D, fGL).
There is also a non-uniform version of the theorem which is not stated in [10], but its proof is
a straightforward adaptation.
Theorem A.2. In the setting of Theorem A.1, assume f is non-uniformly hard to invert. Then
B is a non-uniformly hard-core predicate of (D, fGL).
17The standard definition of a hard-core predicate corresponds to the case Dk = Uk. Here we allow for slightly
greater generality.
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