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Abstract
We study nonlinear n-term approximation in Lp(R2) (0 < p <∞) from Courant elements or (discontinuous)
piecewise polynomials generated by multilevel nested triangulations of R2 which allow arbitrarily sharp angles. To
characterize the rate of approximation we introduce and develop three families of smoothness spaces generated
by multilevel nested triangulations. We call them B-spaces because they can be viewed as generalizations of
Besov spaces. We use the B-spaces to prove Jackson and Bernstein estimates for n-term piecewise polynomial
approximation and consequently characterize the corresponding approximation spaces by interpolation. We
also develop methods for n-term piecewise polynomial approximation which capture the rates of the best
approximation.
 2003 Elsevier Inc. All rights reserved.
Keywords: Nonlinear approximation; Jackson and Bernstein estimates; Multivariate splines; Nested irregular triangulations;
Redundant representations; Courant elements
1. Introduction
Nonlinear approximation from piecewise polynomials and splines is a central theme in nonlinear
approximation theory. The ultimate problem is to characterize the rate of approximation in terms of
certain smoothness conditions. In the univariate case and in the regular case in d dimensions (d > 1), this
problem has found a completely satisfactory solution involving a certain class of Besov spaces and the
machinery of Jackson–Bernstein estimates and interpolation (see [6,9,11], and also [2,5]).
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triangulations consisting of n pieces. The difficulty of this problem stems from the highly nonlinear
nature of piecewise polynomials in dimensions d > 1. For instance, if S1 and S2 are two piecewise
polynomials over two distinct triangulations of [0,1]2 consisting of n pieces each, then, in general,
S1 + S2 is a piecewise polynomial over more than n2 triangles (in the univariate case, the number of
pieces is at most 2n). This makes the idea of using a single smoothness space scale (like Besov spaces)
and the recipe of proving Jackson and Bernstein estimates, and interpolation (like in the univariate case)
hopeless.
In this article, we take a different approach to this problem. First of all, we modify the problem by
considering nonlinear n-term approximation from piecewise polynomials generated by multilevel nested
triangulations of R2. We consider two types of such n-term approximation:
(a) from Courant elements (continuous piecewise linear elements) and
(b) from (discontinuous) piecewise polynomials over triangles.
More precisely, we consider nested triangulations {Tm}m∈Z such that each level Tm is a partition of R2
and a refinement of the previous level Tm−1, and define T :=⋃m∈Z Tm. Each nested triangulation T
generates a ladder of spaces · · · ⊂ S−1 ⊂ S0 ⊂ S1 ⊂ · · · (multiresolution analysis) consisting of piecewise
polynomials of a certain degree over the corresponding levels. In the case of continuous piecewise linear
functions, Sm (m ∈ Z) is spanned by Courant elements ϕθ supported on cells θ at the mth level Tm.
We impose some natural mild conditions on the triangulations in order to prevent them from possible
deterioration. At the same time, these conditions allow the triangles from T to have arbitrarily sharp
angles and a lot of flexibility. After this preliminary structuring, we consider nonlinear approximation
from n-term piecewise linear functions of the form S = ∑nj=1 aθj ϕθj or piecewise polynomials of
degree < k of the form S =∑nj=1 1j · Pj , where θj and j may come from different levels and
locations (1 denotes the characteristic function of ). Note that in both cases we have n-term nonlinear
approximation from redundant systems. So, by introducing such a multilevel structure, we make the
problem somewhat more accessible and simultaneously preserve a great deal of flexibility.
Although the approximation problem has been tamed to some extent, it still remains highly nonlinear.
It is crystal clear to us that such highly nonlinear approximation cannot be governed by a single (super)
space scale like the Besov spaces in the univariate case. For instance, it is well known that in presence
of functions supported on very “skinny” triangles or long and narrow regions the Besov spaces are
completely unsuitable and hence useless (see Section 2.5 below). Thus the second important concept
is to quantify the approximation process by using a family of smoothness spaces, say, Bα(T ) depending
on the triangulations. We called them B-spaces. So, the idea is to measure the smoothness of the functions
from a family (library) of space scales {Bα(T )}T instead of a single smoothness space scale.
The third important issue in our theory is the way we represent the functions. On the one hand, all
Courant elements as well as all polynomials restricted to triangles generated by a nested triangulation
form redundant systems. On the other hand, there are no good bases available which consist of piecewise
polynomials over general triangulations. On top of this, we want to approximate in Lp(R2), 0< p <∞.
There is, however, a good and well-known means of representing functions by using suitable linear or
nonlinear projectors onto the spaces {Sm} (see Sections 2.3 and 2.4). This is our way of representing the
functions.
Our approximation scheme is the following:
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which f exhibits the highest smoothness (equivalently, in which f has the sparsest representation).
(ii) Find an optimal (or near optimal) representation of f by Courant elements (or piecewise
polynomials) generated by Tf .
(iii) Using this representation of f , run an algorithm for n-term approximation that is capable of
achieving the rate of the best n-term approximation.
The first step in this scheme is the hardest one and we still do not have a satisfactory algorithm for
it. There is, however, an effective scalable algorithm for this step in the case of nonlinear approximation
from piecewise polynomials over dyadic partitions, see [12]. Once the triangulation T is determined, the
machinery of Jackson and Bernstein estimates combined with interpolation spaces works perfectly well.
As we advance through the implementation of the above program, we shall see that all technological
means exist or can be created so that a coherent theory can be developed. The lack of good bases
for our spaces is the main obstacle that makes some proofs nonstandard. In particular, the Bernstein
inequalities are the most troublesome and require fine analysis. We borrowed a few ideas from [12],
where similar results have been obtained in the much simpler setting of nonlinear approximation from
piecewise polynomials over dyadic boxes.
The B-spaces from this article can be considered as a generalization of Besov spaces (see Section 2.5
below). They are also a generalization of the approximation spaces from Section 3.4 in [10] (see the
references therein).
There are several aspects of our theory that we do not even touch in this article, including nonlinear
piecewise polynomial approximation in the uniform norm (p =∞), interpolation of B-spaces and other
aspects of the harmonic analysis of B-spaces, n-term approximation from smooth piecewise polynomials,
and numerical algorithms for nonlinear piecewise polynomial approximation and their implementation
in practice. Some of them will be tackled in a forthcoming article.
The outline of the paper is the following. Section 2 is devoted to the definition and development of
B-spaces. In Section 2.1, we introduce and study three types of nested triangulations of R2, which later
serve three different purposes. In Section 2.2, we give all necessary facts about local polynomial and
piecewise linear approximation. In Section 2.3, we introduce and develop the first family of B-spaces,
the slim B-spaces, which are later utilized for nonlinear n-term Courant element approximation. In
Section 2.4, we introduce the skinny B-spaces that are needed for nonlinear n-term approximation from
(discontinuous) piecewise polynomial. In Section 2.5, we introduce the fat B-spaces which are the most
immediate generalization of Besov spaces. Section 3 contains our main results about nonlinear piecewise
polynomial approximation. In Section 3.1, we give some general guiding principles and results for
nonlinear n-term approximation. In Section 3.2, we state and prove our main results concerning n-term
Courant element approximation except for the proof of the Bernstein inequality. In Section 3.3, we give
our results on n-term piecewise polynomial approximation. Section 3.4 is devoted to discussion of some
aspects of our theory and open problems. In Appendix A, we prove the Bernstein estimates we need.
Appendix B contains the proofs of some auxiliary results.
Throughout the article, the constants are denoted by c, c1, . . . , and they may vary at every occurrence.
The constants usually depend on some parameters that will be sometimes indicated explicitly. The
notation A ≈ B means that A and B are equivalent, i.e., there are two constants c1, c2 > 0 such that
c1A B  c2A. For G⊂R2, |G| denotes the Lebesgue measure of G and 1G denotes the characteristic
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(0 < q <∞), and Lloc∞ := C(R2).
2. B-spaces over triangulations
In this section, we introduce and explore three collections of smoothness spaces (B-spaces), which
will be needed in Section 3 for the characterization of the rates of nonlinear piecewise polynomial
approximation. The B-spaces can be defined on R2 or on any polygonal domain in R2 as well as in
R
d (d = 2). We shall restrict our attention to the case of B-spaces on R2. The B-spaces are defined using
multilevel nested triangulations which we discuss below.
2.1. Multilevel triangulations
Here we introduce several types of multilevel nested triangulations.
Weak locally regular (WLR) triangulations. We call T = ⋃m∈Z Tm a weak locally regular (WLR)
triangulation of R2 with levels {Tm}m∈Z if the following conditions are fulfilled:
(a) Every level Tm defines a partition of R2, that is, R2 =⋃∈Tm  and Tm consists of closed triangles
with disjoint interiors.
(b) The levels {Tm}m∈Z of T are nested, i.e., Tm+1 is a refinement of Tm.
(c) Each triangle ∈ Tm (m ∈ Z) has at least two and at most M0 children (subtriangles) in Tm+1, where
M0  2 is a constant.
(d) For any compact K ⊂R2 and any fixed m ∈ Z, there is a finite collection of triangles from Tm which
covers K .
(e) There exist constants 0 < r < ρ < 1 (r  1/2) such that for each  ∈ Tm (m ∈ Z) and any child
′ ∈ Tm+1 of 
r|| |′| ρ||. (2.1)
We denote by Vm and Em the sets of all vertices and edges of triangles in Tm, respectively. We also set
V := V(T ) :=⋃m∈Z Vm and E :=E(T ) :=⋃m∈ZEm.
Locally regular (LR) triangulations. We call T =⋃m∈Z Tm a locally regular (LR) triangulation of R2
if T is a WLR-triangulation of R2 and satisfies the following additional conditions:
(f) No hanging vertices (NHV) condition: No vertex of any triangle  ∈ Tm lies in the interior of an
edge of another triangle from Tm.
(g) The valence Nv of each vertex v of any triangle ∈ Tm (the number of the triangles from Tm which
share v as a vertex) is at most N0, where N0 is a constant.
(h) There exists a constant 0 < δ  1 independent of m such that for any ′,′′ ∈ Tm (m ∈ Z) with a
common edge
δ  |′|/|′′| δ−1. (2.2)
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triangles  ∈ Tm which have v as a common vertex. We denote by Θm := Θm(T ) the set of all cells
generated by Tm and set Θ :=Θ(T ) :=⋃m∈ZΘm.
Strong locally regular (SLR) triangulations. We call T = ⋃m∈Z Tm a strong locally regular (SLR)
triangulation of R2 if T is an LR-triangulation of R2 and satisfies the following additional condition:
(i) Affine transform angle condition (ATA-condition): There exists a constant β = β(T ), 0 < β  π/3,
such that if 0 ∈ Tm, m ∈ Z, and A :R2 → R2 is an affine transform that maps 0 one-to-one onto
an equilateral reference triangle, then for every  ∈ Tm which has at least one common vertex with
0 and for every child ∈ Tm+1 of 0, we have
min angle
(
A()) β, (2.3)
where A() is the image of  by the affine transform A, and min angle(′) denotes the magnitude of
the minimal angle of ′.
Obviously, (i) implies (2.2) with some δ = δ(β).
Regular (R) triangulations. By definition, T =⋃m∈Z Tm is a regular (R) triangulation if T is an LR-
triangulation and T satisfies the following condition:
(j) There exists a constant β = β(T ) > 0 such that the minimal angle of each triangle  ∈ T is  β.
Evidently, every regular triangulation is an SLR-triangulation.
Triangulations on compact polygonal domains in R2. A set E ⊂R2 is said to be a compact polygonal
domain if E can be represented as the union of a finite set T0 of closed triangles with disjoint interiors:
E =⋃∈T0 . Weak locally regular, locally regular, etc., triangulations T =⋃∞m0 Tm of such domain
E ⊂R2 are defined similarly as when E =R2. The only essential distinctions are that the levels {Tm}m0
now are consecutive refinements of an initial (coarse) level T0 and, if a vertex v ∈ Vm is on the boundary,
we should include in Vm as many copies of v as is its multiplicity.
Remarks. It is a key observation that the collection of all SLR-triangulations with given (fixed)
parameters is invariant under affine transforms. The same is true for similar classes of LR-triangulations
or WLR-triangulations.
Each type of triangulation depends on several parameters which are not completely independent. For
instance, the parameters of an LR-triangulation are M0,N0, r, ρ, and δ. We could set, e.g., M0 = 1/r and
ρ = 1− r , and eliminate these as parameters, but this would tend to obscure the actual dependence of the
estimates upon given triangulations.
We shall need to know what happens with the levels Tm of a triangulation T as m→−∞. The next
lemma answers this question.
Lemma 2.1. For each WLR-triangulation T there exists a finite cover T−∞ of R2 consisting of sets with
disjoint interiors such that each triangle ∈ T and all its ancestors are contained in a set ∞ ∈ T−∞. If
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∞ must be one of the following: the all of R2, a half-plane, or an infinite triangle (all
points on and between two rays that are not collinear and have a common beginning). The only possible
configurations for T−∞ are the following:
(a) R2 only;
(b) finitely many infinite triangles with a common vertex;
(c) two half-planes;
(d) a half-plane and finitely many infinite triangles which cover the other half-plane and have a common
vertex lying on the boundary between the two half-planes;
(e) two finite families of infinite triangles, each family covering one of two complimentary half-planes,
and such that all triangles from the same family have a common vertex lying on the boundary between
the two half-planes.
Moreover, if T satisfies the NHV-condition, then (a) and (b) are the only possible configurations for
T−∞.
Proof. Let  ∈ Tm for some m ∈ Z. Then there exist unique triangles {j }jm, j ∈ Tj , such that
 =: m ⊂m−1 ⊂ · · ·. We let ∞ :=⋃jmj . Clearly, if ′,′′ ∈ T then either ′∞ = ′′∞ or ′∞
and ′′∞ have disjoint interiors. To find out which subsets of R2 can be realized as ∞, we order the
vertices of the triangles {j }jm in a sequence {vk}. If {vk} does not have limit points we consider
two cases. First, if for every j there exists i < j such that j ⊂ ◦i , then using condition (d) from
the definition of WLR-triangulations one can easily see that ∞ is all of R2. Alternatively, if there
exists a j0 which is not contained in ◦j for any j < j0, then each j , j  j0, has an edge lying on
a given line l. Since {vk} does not have limit points, those edges grow infinitely in both directions, and
therefore the whole line l must be contained in ∞. Hence, since ∞ is always convex, it must be either
a half-plane or a strip. Using that {vk} does not have limit points and condition (d), one can prove that
supx∈∞ dist(x, l)=∞, which shows that ∞ cannot be a strip.
If the sequence {vk} has a limit point, say x0, then using condition (d) we obtain that there exists
j0 m such that x0 is a vertex of all j with j  j0. From condition (d), it follows that a vertex can have
only finite valence at any given level. This fact readily implies that {vk} cannot have more than one limit
point and also that if {vk} has exactly one limit point then ∞ is an infinite triangle.
Simple arguments utilizing condition (d) limit the possible configurations for T−∞ to those described
in the lemma. There are straightforward examples showing that each of those configurations can be
realized. ✷
Examples of triangulations and refinement schemes. We begin with the description of a standard
refinement scheme that can be used to refine a given triangle  infinitely many times. In the first step,
we select a point on each edge of  and then join each pair of new points by a line segment. This first
step gives us four disjoint triangles, say, 1,2,3,4 which become the first generation of triangles
(the children of ). In the second step, we subdivide each j in the way described in step one and
obtain the second generation of triangles. Proceeding inductively, we subdivide each triangle from a given
generation in the fashion of step one, thus producing the next generation of triangles. Let Tm() denote
the set of all triangles from the mth generation. Then T () :=⋃∞m=0 Tm() is a nested triangulation
of .
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Now, we describe a standard procedure for constructing triangulations of R2. We first cover R2 by
a sequence of growing triangles 0 ⊂ 1 ⊂ 2 ⊂ · · · , where every j is a child of j+1, and then
refine all children of all {j } using the standard refinement scheme described above. More precisely,
let 0 be any initial triangle. We select a triangle 1 so that 0 is a child of 1. We similarly define
2 ⊃1 so that 1 is a child of 2, etc. In this way we obtain a growing sequence of triangles. The only
additional condition that we impose on {j }, so far, is that R2 =⋃∞j=0 j . After having constructed the
sequence {j }, we subdivide the children of each j (j = 1,2, . . .) as it was described above. We denote
by {Tm}m∈Z the sets of triangles from each level and by T :=⋃m∈Z Tm the whole triangulation of R2.
Variety of other refinement schemes can be utilized.
How fast can the elements of triangles change? We investigate how the elements (|′|, min angle(′),
and max*(′), the longest edge of ′) of a triangle ′ ∈ Tm (m ∈ Z) can change as ′ moves away from
a fixed triangle ′′ ∈ Tm, for different types of triangulations T .
First, we consider the case of an arbitrary weak locally regular triangulation T . Clearly, even if
T satisfies the NHV-condition of the LR-triangulations, it may happen that ′,′′ ∈ Tm (m ∈ Z) are
two adjacent triangles and at the same time each of the ratios |′|/|′′|, (max*(′))/(max*(′′)), and
(min angle(′))/(min angle(′′)) is arbitrarily large (or small) independently of the other two. This is
possible because the first common ancestor of ′ and ′′ may be at an extremely distant level, or even ′
and ′′ may not have a common ancestor at all (see Lemma 2.1). This fact makes the WLR-triangulations
unsuitable for continuous piecewise polynomial approximation.
Secondly, we consider the case of an arbitrary locally regular triangulation T . By definition (see
(2.2)), if ′,′′ ∈ Tm and ′ and ′′ have a common edge, then |′| ≈ |′′|. However, it may happen
that the ratios (max*(′))/(max*(′′)) and (min angle(′))/(min angle(′′)) are uncontrollably large
(or small), see Fig. 1. To show that this situation is possible we shall need the following simple lemma.
Lemma 2.2. Let
⋃n
m=−∞ Tm, n ∈ Z, satisfy the conditions of the WLR-triangulations or LR-
triangulations or SLR-triangulations with some fixed parameters. Assume also that level Tn is refined
uniformly by introducing the midpoints on the edges of each  ∈ Tn and connecting them by line
segments (see the standard refinement scheme described above). Denote by Tn+1 the set of all triangles
obtained from the refinement of Tn. Then
⋃n+1
m=−∞ Tm satisfies the conditions of the corresponding type of
triangulation with exactly the same parameters.
Proof. This lemma is fairly obvious and its proof will be omitted. ✷
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of it. We start from a uniform triangulation T of R2 generated by an equilateral triangle 0 (see
the examples of triangulations above). Let Tm denote the levels of T for m  0. The incomplete
triangulation
⋃0
m=−∞ Tm obviously satisfies the conditions of the LR-triangulations with any parameters
0 < r < ρ < 1, r < 1/4, ρ > 1/4. We fix such r and ρ. We now refine T0. We choose any two triangles
′,′′ ∈ T0 with a common edge, say e. We may assume that e is horizontal. It is not very hard to see
(but it is not obvious) that T0 can be refined twice so that
⋃2
m=−∞ Tm satisfies the conditions of the LR-
triangulations with the already selected parameters r and ρ, and that there are two grandchildren, say, ′2
and ′′2 of ′ and ′′, respectively, with the following properties:
(a) ′2 and ′′2 have a common edge, say, e2 ⊂ e of length *(e2)= (1/4)*(e);
(b) |′2| = |′′2| = (1/16)|′| (= (1/16)|′′|);
(c) ′2 is equilateral and ′′2 is skewed to the right (or left) at ε · *(e2) with ε = ε(r, ρ) > 0.
More precisely, the vertex of ′′2 , which does not belong to e2, is shifted to the right from the midpoint
of e2 at distance ε · *(e2). We shall call the above an angle sharpening procedure. We next refine T2
sufficiently many times, by using only midpoints, until we reach a level, say, Ts1 at which there exist two
great-grandchildren, say, ′s1 and ′′s1 of ′2 and ′′2, respectively, such that ′s1 and ′′s1 have a common
edge, |′s1 | = |′′s1 |, ′s1 is equilateral, ′′s1 is similar to ′′2, and most importantly the minimal number of
edges from Vs1 (edges of triangles in Ts1) which connect an arbitrary vertex of ′s1 or ′′s1 with any vertex
of ′2 or ′′2 is sufficiently large (so, ′s1 and ′′s1 are located in the middle of ′2 ∪′′2). By Lemma 2.2,⋃s1
m=−∞ Tm satisfies the conditions of the LR-triangulations with the already fixed parameters ρ and r .
Since, in Ts1 , ′s1 and ′′s1 are surrounded by triangles that are equivalent to ′s1 or ′′s1 , we can again
apply our angle sharpening procedure, followed by sufficiently many midpoint refinements, and keep
going on in the same fashion. We use induction to complete the construction of the claimed example.
Let us consider now an arbitrary strong locally regular triangulation T . From the definition of SLR-
triangulations, it follows that if ′,′′ ∈ Tm, m ∈ Z, and ′ and ′′ have a common vertex, then
|′| ≈ |′′|, min angle(′)≈ min angle(′′), and max *(′)≈ max*(′′). However, this does not mean
that T is regular or close to regular. It may happen that some triangles of T have arbitrarily small angles,
while others are equilateral.
Example of an SLR-triangulation T with the property
inf
∈T
min angle()= 0.
We shall utilize the idea of the construction from the previous example. As above, we assume that
T =⋃0m=−∞ Tm is an incomplete uniform triangulation generated by an equilateral triangle 0. Clearly,
T satisfies the conditions of the SLR-triangulations for M0 = 4 and an arbitrary 0 < β < π/3. We fix β
and M0. Choose ∈ T0. It is readily seen that T0 can be refined so that ⋃1m=−∞ Tm satisfies the conditions
of the SLR-triangulations with the fixed parameters β and M0, and there exists at least one child, say,
1 ∈ T1 of  such that min angle(1) < q ·min angle() with q = q(β) < 1. The next step is to refine
T1 several times by using only midpoints until we obtain a great-grandchild, say, s1 ∈ Ts1 of 1 which
is sufficiently far from the boundary of 1 (in terms of number of edges from Vs1 needed to connect it
with the boundary). By Lemma 2.2, ⋃s1m=−∞ Tm satisfies the conditions of the SLR-triangulation with
the fixed parameters β and M0. After that, we apply the above angle sharpening procedure to s1 and
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triangulation.
We now introduce one more natural condition on triangulations:
Minimal angle condition (MA-condition): There exists a constant ϑ = ϑ(T ), 0 < ϑ < 1, such that if
0 ∈ Tm, m ∈ Z, then for every  ∈ Tm which has at least one common vertex with 0 and for every
 ∈ Tm+1 which is a child of 0,
ϑ  min angle()
min angle(0)  ϑ
−1. (2.4)
Lemma 2.3. If T is an SLR-triangulation, then T satisfies the MA-condition above with ϑ = ϑ(β).
However, the MA-condition is weaker than the ATA-condition.
Proof. Suppose T is an SLR-triangulation and let 0 ∈ Tm, m ∈ Z. We may assume that the largest edge
of 0 is of length one. We introduce a coordinate system Ox1x2 so that the origin O is at the vertex of
the sharpest angle of 0 and the largest edge of 0 lies on the positive half of the x1-axis. Without loss
of generality, we can assume that 0 is in the upper right quadrant of Ox1x2. We select the equilateral
reference triangle ′0 to be in the upper right quadrant of Ox1x2 and have one edge coinciding with the
longest edge of 0. Evidently, both the affine (linear in this case) transform A which maps 0 one-to-one
onto ′0 and its inverse A−1 have matrices of the form
[ 1 u1
0 u2
]
. Suppose that the angle of ′0 with vertex at
the origin and magnitude of π/3 is transformed by A−1 into an angle of magnitude γ , 0 < γ < π/3. In
this setting, routine (but not trivial) calculations show that A−1 transforms any angle of magnitude  β
into an angle of magnitude  cγ , where c = c(β) is a positive constant. We skip all details and only
note that it suffices to prove the above fact only for angles with vertex at the origin because the affine
transforms map parallel lines into parallel lines. This result implies that T satisfies the MA-condition.
The MA-condition does not imply the ATA-condition because the following configuration of triangles
is possible: Let 1 := [(0,0), (1,0), (ε/2, ε
√
3/2)], where ε > 0 is sufficiently small. Denote by 2
the triangle symmetric to 1 with respect to the x1-axis. Further, let 3 and 4 be the images of 1
and 2 after rotation of −2π/3 about the origin, and let 5, and 6 be the images of 1 and 2 after
rotation of 2π/3 about the origin. A triangulation containing this kind of configuration on one level can
be constructed for an arbitrary small ε by starting from some level of a uniform triangulation consisting of
equilateral triangles and “sharpening” the angles near a given node in three equiangular directions while
refining the rest of the triangulations uniformly, as in the previous example. Obviously, this configuration
does not violate the MA-condition but due to the presence of sharp angles in different directions the
ATA-condition fails. ✷
Our next theorem provides estimates for the rate of change of the elements of triangles from a given
level of a triangulation when moving away from a fixed triangle. For these estimates, we need the
following simple lemma.
Lemma 2.4. Suppose T is an LR-triangulation. If ′,′′ ∈ Tm, m ∈ Z, and ′ and ′′ can be connected
by < 2ν intermediate triangles (with common vertices) from Tm, then there exist 1,2 ∈ Tm−2N0ν with
a common vertex such that ′ ⊂1 and ′′ ⊂ 2, where N0 is from condition (g) of LR-triangulations.
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triangle from Tm is subdivided at least once after 2N0 steps of refinement. From this, we infer that if
G ⊂ R2, then Ωm(Ωm(G)) ⊂ Ωm−2N0(G), where Ωl(G) :=⋃{θ ∈ Θl: θ◦ ∩ G = ∅} (θ◦ denotes the
interior of θ ). Applying this fact ν times, we obtain that ′′ ⊂Ωm−2N0ν({v}), where v is an appropriate
vertex of ′. Then the existence of 1 and 2 follows readily. ✷
Theorem 2.5. (a) Let T be an LR-triangulation with parameters 0 < r < ρ < 1 and N0. If ′,′′ ∈ Tm,
m ∈ Z, and ′ and ′′ can be connected by n (n 1) intermediate triangles from Tm, then
c−11 n
−s  |
′|
|′′|  c1n
s (2.5)
with s := 2N0 log2(ρ/r) and c1 := δ−N0(ρ/r)2N0 .
(b) Let T be an SLR-triangulation with parameter 0 < β  π/3. If ′,′′ ∈ Tm, m ∈ Z, and ′ and
′′ can be connected by n (n 1) intermediate triangles from Tm, then
c−12 n
−t  min angle(
′)
min angle(′′)  c2n
t (2.6)
with t := 4N0 log2(1/ϑ) and c2 := ϑ−4N0−1, where N0 := [2π/β] and ϑ = ϑ(β) is the constant from the
MA-condition whose existence is established by Lemma 2.3.
Proof. (a) Let ν ∈ Z be such that 2ν−1  n < 2ν . By Lemma 2.4, there exist 1,2 ∈ Tm−2N0ν with
a common vertex such that ′ ⊂ 1 and ′′ ⊂ 2. By (2.2), δN0  |1|/|2|  δ−N0 , and by (2.1), it
follows that |′| ρ2N0ν|1| and |′′| r2N0ν |2|. Combining the above estimates, we obtain (2.5).
(b) The proof of (2.6) is quite similar to the proof of (2.5) and uses Lemma 2.3. We omit it. ✷
2.2. Local polynomial and piecewise linear approximation
We let Πk denote the set of all algebraic polynomials in two variables of total degree < k. For a
function f ∈ Lq(G), G ⊂ R2, 0 < q ∞, and k  1, we denote by Ek(f,G)q the error of Lq(G)-
approximation to f from Πk, i.e.,
Ek(f,G)q := inf
P∈Πk
‖f − P ‖Lq(G). (2.7)
Also, we denote by ωk(f,G)q the kth modulus of smoothness of f on G:
ωk(f,G)q := sup
h∈R2
∥∥8kh(f, ·)∥∥Lq(G), (2.8)
where 8kh(f, x)=8kh(f, x,G) :=
∑k
j=0(−1)k+j
(
k
j
)
f (x + jh) if the line segment [x, x + kh] is entirely
contained in G and 8kh(f, x) := 0 otherwise.
For an LR-triangulation T and  ∈ Tm (m ∈ Z), we denote by Ω the union of all triangles ′ ∈ Tm
which have a common vertex with , i.e.,
Ω :=
⋃
{′ ∈ Tm: ′ ∩ = ∅}. (2.9)
Also, we define
Ω2 :=
⋃
{′ ∈ Tm: ′ ∩Ω = ∅}. (2.10)
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SLR-triangulation of R2. If f ∈ Lq(G), 0 < q ∞, and k  1, then
Ek(f,G)q  cωk(f,G)q (2.11)
with c= c(q, k) or c= c(q, k, β), where β is the parameter of T from (2.3).
For the proof of this lemma, see Appendix B.
We shall often use the following lemma, which establishes relations between different norms of
polynomials over different sets.
Lemma 2.7. Let P ∈Πk, k  1, and 0< p,q ∞.
(a) Let ′ ⊂ be two triangles such that || c1|′|. Then
‖P ‖Lp()  c‖P ‖Lp(′) (2.12)
with c= c(p, k, c1).
(b) Suppose ′ ⊂ are two triangles such that |′| ρ|| with 0 < ρ < 1 or ′ = ∅. Then
‖P ‖Lp()  c‖P ‖Lp(\′) ≈ ||1/p−1/q‖P ‖Lq(\′) (2.13)
with constants depending only on p, q, k, and ρ.
(c) If T is an LR-triangulation and ∈ T , then
‖P ‖Lp(Ω) ≈ |Ω|1/p−1/q‖P ‖Lq(Ω) ≈ ||1/p−1/q‖P ‖Lq(Ω) (2.14)
with constants of equivalence depending only on p, q, k, N0, and δ.
(d) If P ∈Π2 and = [x1, x2, x3] ⊂R2 is a triangle, then
‖P ‖Lq() ≈ ||1/q max1j3
∣∣P(xj )∣∣, (2.15)
with constants of equivalence depending only on q.
Proof. Estimates (2.12)–(2.15) are invariant under affine transforms and hence they follow from the case
when  is an equilateral triangle with || = 1 by change of variables. The details will be omitted. ✷
We find useful the concept of near best approximation which we borrowed from [8]. A polynomial
P ∈Πk is said to be a near best Lq()-approximation to f from Πk with constant A if
‖f −P‖Lq() AEk(f,)q. (2.16)
Note that if q  1, then a near best Lq()-approximation P = P(f ) can be easily realized by a linear
projector.
Lemma 2.8. Suppose 0 < q  p and P is a near best Lq()-approximation to f ∈ Lp() from Πk.
Then P is a near best Lp()-approximation to f .
Proof. See Lemma 3.2 from [8] and also the proof of Lemma 2.12 in Appendix B. ✷
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and k  1, we let Skm := Sk(Tm) denote the set of all piecewise polynomial functions over Tm of degree
< k, i.e., S ∈ Skm if S =
∑
∈Tm 1 · P, where 1 is the characteristic function of  and P ∈Πk.
Now, let T =⋃m∈Z Tm be an LR-triangulation. For v ∈ Vm (m ∈ Z), we let θv denote the cell in Tm
associated with v (Section 2.1). The NHV-condition on LR-triangulations (Section 2.1) guarantees the
existence of a Courant element ϕθv supported on θv which is a continuous piecewise linear function that
takes the value one at v.
For m ∈ Z, we denote by S˜m := S˜(Tm) the set of all continuous piecewise linear functions over
Tm, i.e., S˜m = S2m ∩ C(R2). From the NHV-condition on T , each S ∈ S˜m has the representation:
S =∑v∈Vm S(v)ϕθv and hence S˜m = span{ϕθ : θ ∈Θm}.
Throughout the rest of this section, we assume that T is an LR-triangulation of R2 with parameters
M0, N0, r , ρ, and δ (see Section 2.1).
Lemma 2.9. Suppose {aθ }θ∈Θm , m ∈ Z, is a sequence of real numbers and S :=
∑
θ∈Θm aθϕθ . Let also
0 < q ∞. Then, for every ∈ Tm, we have
‖S‖Lq() ≈
( ∑
θ∈Θm :⊂θ
‖aθϕθ‖qq
)1/q
(2.17)
and, hence,
‖S‖Lq(R2) ≈
(∑
θ∈Θm
‖aθϕθ‖qq
)1/q
(2.18)
with constants of equivalence depending only on q, N0, and δ. In the case q =∞, the *q-norm above is
replaced by the sup-norm.
Proof. Clearly, S(vθ) = aθ (vθ is the “central point” of θ ) and ‖ϕθ‖q ≈ |θ |1/q . Therefore, using
Lemma 2.7, (d) and the regularity of T , we have, for ∈ Tm,
‖S‖Lq() ≈ ||1/q max
θ∈Θm: ⊂θ
|aθ | ≈ max
θ∈Θm: ⊂θ
|aθ ||θ |1/q ≈
( ∑
θ∈Θm: ⊂θ
‖aθϕθ‖qq
)1/q
. ✷
Quasi-interpolant. We shall utilize the following well-known quasi-interpolant for constructing
projectors into spaces of continuous piecewise linear functions
Qm(f )=Qm(f,T ) :=
∑
θ∈Θm
〈f, ϕ˜θ〉ϕθ , (2.19)
where 〈f,g〉 := ∫
R2 fg and {ϕ˜θ } are duals of {ϕθ } defined by
ϕ˜θ :=
∑
∈Tm,⊂θ
1 · λ˜,θ ,
with λ˜,θ the linear polynomial which assumes values 9/(Nvθ ||) at vθ (the “central point” of θ ) and−3/(Nvθ ||) at the other two vertices of  (here Nvθ is the valence of vθ ). Evidently,
〈ϕθ, ϕ˜θ ′ 〉 = δθθ ′, θ, θ ′ ∈Θm.
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(a) Qm :Lloc1 → S˜m is a linear operator.
(b) Qm is a projector into S˜m, i.e., Qm(S)= S for S ∈ S˜m.
Other properties will be given in the following.
Lemma 2.10. If f ∈ Llocη , 1 η∞, and ∈ Tm, m ∈ Z, then∥∥Qm(f )∥∥Lη()  c‖f ‖Lη(Ω)
with c= c(η,N0, δ).
Proof. It is readily seen that∣∣〈f, ϕ˜θ 〉∣∣ ‖f ‖Lη(θ)‖ϕ˜θ‖η′  c‖f ‖Lη(θ)‖ϕ˜θ‖∞|θ |1/η′  c|θ |−1/η‖f ‖Lη(θ)
and ‖ϕθ‖η  c|θ |1/η, where 1/η′ := 1− 1/η. Therefore, for every  ∈ Tm,∥∥Qm(f )∥∥Lη()  ∑
θ∈Θm, θ⊂Ω
∣∣〈f, ϕ˜θ 〉∣∣‖ϕθ‖η  c ∑
θ∈Θm, θ⊂Ω
‖f ‖Lη(θ)  c‖f ‖Lη(Ω). ✷
Lemma 2.11. If S ∈ S2m, 0< η∞, and  ∈ Tm, m ∈ Z, then∥∥Qm(S)∥∥Lη()  c‖S‖Lη(Ω)
with c= c(η,N0, δ).
Proof. If η  1, then the estimate follows by Lemma 2.10. Let 0 < η < 1. We use the estimate
‖ϕθ‖η  c|θ |1/η, properties of LR-triangulations (Section 2.1), and Lemma 2.7, (b), to obtain∥∥Qm(S)∥∥Lη()  c ∑
θ∈Θm, θ⊂Ω
∣∣〈S, ϕ˜θ 〉∣∣‖ϕθ‖η  c ∑
θ∈Θm, θ⊂Ω
‖ϕ˜θ‖∞‖S‖L1(θ)|θ |
1
η
 c
∑
θ∈Θm, θ⊂Ω
|θ |−1+ 1η ‖S‖L1(θ)  c
∑
′∈Tm,′⊂Ω
|′|−1+ 1η ‖S‖L1(′)
 c
∑
′∈Tm,′⊂Ω
‖S‖Lη(′)  c‖S‖Lη(Ω). ✷
Local piecewise linear approximation. For a given f ∈ Llocη , η > 0, and  ∈ Tm, m ∈ Z (recall that T
is an LR-triangulation), we define the error of Lη-approximation to f on Ω from S˜m by
S(f )η := S(f,T )η := inf
S˜∈S˜m
‖f − S˜‖Lη(Ω). (2.20)
Similarly as in the polynomial case, we say that S˜ ∈ S˜m is a near best Lη-approximation to f on Ω
from S˜m with a constant A if
‖f − S˜‖Lη(Ω) AS(f )η.
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S˜m. Then S is a near best Lη-approximation to f on Ω from S˜m.
The proof of this lemma is similar to the proof of Lemma 3.2 of [8] (see also Lemma 2.8 above). For
completeness, we give it in Appendix B.
The quasi-interpolant (defined above) is a simple and useful tool for constructing projectors into S˜m
with good localization properties. For η > 0 and f ∈ Llocη , let P,η = P,η(f ) be a near best Lη()-
approximation to f from Π2. Note that if η  1, then P,η(·) can be realized as a linear projector into
the space of linear polynomials restricted on . However, P,η(·) is nonlinear if η < 1. Let
Sm,η(f ) :=
∑
∈Tm
1 · P,η(f ) for m ∈ Z.
Clearly, Sm,η(f ) ∈ S2m and Sm,η(S)= S for every S ∈ S2m. We set
Tm,η(f )= Tm,η(f,T ) :=Qm
(
Sm,η(f )
)
. (2.21)
This construction is well known and is needed when working in Lη with 0 < η < 1. Evidently,
Tm,η(f ) ∈ S˜m and Tm,η(S˜)= S˜ for S˜ ∈ S˜m.
The next lemma establishes the good local approximation properties of the operators Qm and Tm.
Lemma 2.13. (a) If f ∈ Llocη , 1 η∞, and  ∈ Tm, m 0, then∥∥f −Qm(f )∥∥Lη()  cS(f )η. (2.22)
(b) If f ∈Llocη , 0 < η∞, and ∈ Tm, m 0, then∥∥f − Tm,η(f )∥∥Lη()  cS(f )η. (2.23)
The constants above depend only on η and the parameters of T .
Proof. To show that (2.23) holds, we choose S˜ ∈ S˜m for which S(f )η is attained, i.e., ‖f −
S˜‖Lη(Ω) = S(f )η. Then∥∥f − Tm(f )∥∥Lη() = ∥∥f −Qm(Sm(f ))∥∥Lη()
= ∥∥f − S˜ + S˜ −Qm(Sm(f ))∥∥Lη()
 c‖f − S˜‖Lη() + c
∥∥Qm(S˜ − Sm(f ))∥∥Lη()
 cS(f )η + c
∥∥S˜ − Sm(f )∥∥Lη(Ω)
 cS(f )η + c‖f − S˜‖Lη(Ω) + c
∥∥f − Sm(f )∥∥Lη(Ω)
 cS(f )η,
where we used that Qm(S˜)= S˜ on , Lemma 2.11, and the obvious inequality ‖f − Sm(f )‖Lη(Ω) 
‖f − S˜‖Lη(Ω). Thus (2.23) is proved. The proof of (2.22) is similar and will be omitted. ✷
Lemma 2.14. (a) If f ∈ Llocη , 1 η∞, then for  ∈ T∥∥f −Qm(f )∥∥ → 0 as m→∞. (2.24)Lη()
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Proof. Using (2.1) and simple geometric arguments, one can show that if e is an edge of a descendant
of , and e does not emanate from a vertex of , then |e| (1− r)diam(). By condition (g) on LR-
triangulations (Section 2.1), at any given level there can be at most 3N0 edges starting from the vertices
of . From conditions (c) and (g), it follows that every edge e is subdivided within less than 2N0 levels
after its first appearance, and by (2.1) each of the pieces of e has length  (1− r)diam(). Combining
the above observations, we conclude that after less than 6N20 levels of refinement all edges of descendants
of  will have lengths  (1− r)diam(). From this we derive that
max
{
diam(′): ′ ∈ Tm,′ ⊂Ω
}→ 0 as m→∞.
Hence, ‖f − Sm(f )‖Lη(Ω) → 0 and ‖f − S˜m(f )‖Lη(Ω) → 0 as m→∞, where S˜m(f ) is a (the) best
Lη-approximation to f on Ω from S˜m. Therefore,∥∥f − Tm(f )∥∥Lη()  c∥∥f − S˜m(f )∥∥Lη() + c∥∥Qm(S˜m(f )− Sm(f ))∥∥Lη()
 c
∥∥f − S˜m(f )∥∥Lη() + c∥∥S˜m(f )− Sm(f )∥∥Lη(Ω)
 c
∥∥f − S˜m(f )∥∥Lη(Ω) + c∥∥f − Sm(f )∥∥Lη(Ω) → 0
as m→∞, where we used that Qm(S˜)= S˜ on  and Lemma 2.11. Thus (2.25) is proved. The proof
of (2.24) is similar. ✷
2.3. Slim B-spaces
In this section, we introduce a collection of smoothness spaces (B-spaces) which we later used for
characterization of nonlinear n-term Courant element approximation. Throughout the section, we assume
that T is an arbitrary locally regular triangulation ofR2 (see Section 2.1). The B-spaces will depend on T .
This dependence may or may not be indicated explicitly.
Definition of slim B-spaces via local approximation. We define the slim B-space Bαpq(T ), α > 0,
0 < p,q ∞, as the set of all f ∈ Lp(R2) such that
‖f ‖Bαpq (T ) := ‖f ‖p +
(∑
m∈Z
[
2mα
( ∑
∈T , 2−m||<2−m+1
S(f )pp
)1/p]q)1/q
<∞, (2.26)
where S(f )q := S(f,T )q , for  ∈ Tm, denotes the error of Lq -approximation to f on Ω from S˜m
(see (2.20)), and the *q-norm is replaced by the sup-norm if q =∞.
We shall further study only a specific class of slim B-spaces which are exactly the smoothness spaces
needed for nonlinear Courant Lp-approximation (see Section 3.2). We assume that 0< p <∞ and α > 0,
and define τ by the identity 1/τ := α + 1/p. We shall need the slim B-space Bατ := Bατ (T ), which is a
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f ∈Lp(R2) (in place of f ∈ Lτ(R2)) such that
‖f ‖Bατ = ‖f ‖Bατ (T ) :=
(∑
∈T
(||−αS(f )τ )τ)1/τ <∞. (2.27)
Remark. In the above definition, the condition f ∈ Lp(R2) is not restrictive since Bατ (T ) is embedded
in Lp (see Theorems 2.15 and 2.16 below). Its only role is to eliminate a possible component S∞ of f ,
which is a piecewise polynomial on infinite triangles ∞ ∈ T−∞ (see Lemma 2.1). This condition can be
replaced, e.g., by the condition: |{x: |f (x)|> s}|<∞ for each s > 0 (see Theorem 2.15 below). It also
can be replaced by the condition f ∈ Lτ(R2) as in the definition of Bαττ (T ) (see (2.26)), which is a little
bit restrictive since the spaces Lp(R2) and Lτ(R2) (τ = p) are not embedded into one another. However,
this condition is not too restrictive since our approximation tool in Section 3.2 consists of compactly
supported piecewise polynomials and hence all theorems from Section 3.2 would hold if it is used.
Evidently,
‖f + g‖τ∗Bατ  ‖f ‖τ
∗
Bατ
+‖g‖τ∗Bατ , τ ∗ :=min{τ,1}.
Also, if ‖f ‖Bατ = 0, then S(f )τ = 0 for each ∈ T . From this, it readily follows that f coincides with
a linear polynomial on each ∞ ∈ T−∞. Therefore, using that f ∈ Lp, we infer that f = 0 a.e. Thus,
for a fixed LR-triangulation T , ‖ · ‖Bατ (T ) is a norm if τ  1 and a quasi-norm if τ < 1. In the following
“norm” will stand for “norm” or “quasi-norm”.
We next introduce other equivalent norms in Bατ (T ) which will enable us to operate more freely with
B-spaces. For f ∈ Llocη (R2), η > 0, we define
NS,η(f ) :=NS,η(f,T ) :=
(∑
∈T
(||−α+1/τ−1/ηS(f )η)τ)1/τ
=
(∑
∈T
(||1/p−1/ηS(f )η)τ)1/τ , (2.28)
where we used that 1/τ = α + 1/p. Clearly, NS,τ (f )= ‖f ‖Bατ .
Atomic decomposition of Bατ (T ). For f ∈Lp(R2), we define
NΦ(f )=NΦ(f,T ) := inf
f=∑θ∈Θ cθϕθ
(∑
θ∈Θ
(|θ |−α‖cθϕθ‖τ )τ)1/τ , (2.29)
where the infimum is taken over all representations f =∑θ∈Θ cθϕθ with convergence in Lp() for each ∈ T . (The existence of such representations of f follows by Lemma 2.14.) As will be seen in the proof
of Theorem 2.15 below∑(|θ |−α‖cθϕθ‖τ )τ <∞ implies ∥∥∥∥∑∣∣cθϕθ (·)∣∣∥∥∥∥
p
<∞
θ∈Θ θ∈Θ
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∑
θ∈Θ |cθϕθ(·)| converges a.e. and unconditionally in Lp(R2). Therefore, the order of the terms
in the series above is not essential. By Lemma 2.7, it follows that
NΦ(f )≈ inf
f=∑θ∈Θ cθϕθ
(∑
θ∈Θ
‖cθϕθ‖τp
)1/τ
. (2.30)
Definition of norms in Bατ (T ) via projectors. We define, for m ∈ Z,
qm :=Qm −Qm−1 and tm,η := Tm,η − Tm−1,η. (2.31)
For a given function f ∈ Llocη (R2), 1 η∞, clearly qm(f ) ∈ S˜m and we define uniquely the sequence{bθ (f )}θ∈Θm (m ∈ Z) from the expression
qm(f )=:
∑
θ∈Θm
bθ (f )ϕθ . (2.32)
Also, if f ∈ Llocη (R2), 0 < η∞, then tm,η(f ) ∈ S˜m. In this case, we define {bθ,η(f )}θ∈Θm by
tm,η(f )=:
∑
θ∈Θm
bθ,η(f )ϕθ . (2.33)
Evidently, {bθ(·)} and {bθ,η(·)} with η  1 are linear functionals, while {bθ,η(·)} are nonlinear if
0 < η < 1.
We define
NQ,τ (f )=NQ,τ (f,T ) :=
(∑
θ∈Θ
(|θ |−α∥∥bθ,τ (f )ϕθ∥∥τ )τ)1/τ , (2.34)
where bθ,τ (f ) := bθ (f ) are from (2.32) (or from (2.33)) if τ  1 and bθ,τ (f ) are from (2.33) if τ < 1.
More generally, we define
NQ,η(f )=NQ,η(f,T ) :=
(∑
θ∈Θ
(|θ |1/p−1/η∥∥bθ,η(f )ϕθ∥∥η)τ)1/τ . (2.35)
By Lemma 2.9, we have
NQ,η(f )≈
(∑
∈T
(||1/p−1/η∥∥qm(f )∥∥Lη())τ
)1/τ
if η 1, (2.36)
NQ,η(f )≈
(∑
∈T
(||1/p−1/η∥∥tm,η(f )∥∥Lη())τ
)1/τ
if 0< η < 1, (2.37)
and, in both cases,
NQ,η(f )≈
(∑
θ∈Θ
∥∥bθ,η(f )ϕθ∥∥τp)1/τ . (2.38)
Our next step is to show that the slim B-space Bατ (T ) is embedded in Lp(R2). To do this, we invoke
Theorem 3.3, proved later in Section 3.1, which is however completely independent of this section, and
can therefore safely be used.
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f ∈Lp(R2),
f =
∑
θ∈Θ
bθ,η(f )ϕθ absolutely a.e. on R2 (2.39)
and unconditionally in Lp(R2), and
‖f ‖p 
∥∥∥∥∑
θ∈Θ
∣∣bθ,η(f )ϕθ (·)∣∣∥∥∥∥
p
 cNQ,η(f ) (2.40)
with c depending only on α, p, η, and the parameters of T .
Remark. Observe that the condition: |{x: |f (x)|> s}|<∞ for each s > 0 is satisfied if f ∈Lq(R2) for
an arbitrary q <∞.
Proof. Let us consider the case when NQ,η(f ) is defined via the coefficients bθ,η(f ) from (2.33).
We introduce the following abbreviated notation: Tm := Tm,η(f ), tm := tm,η(f ), bθ := bθ,η(f ), and
N(f ) := (∑θ∈Θ ‖bθϕθ‖τp)1/τ . Note that NQ,η(f )≈N(f ), by (2.38). Since T is an LR-triangulation, the
sequence {Φm} := {bθϕθ }θ∈Θ satisfies requirements (i) and (ii) of the general embedding Theorem 3.3
below. Therefore,
∑
θ∈Θ |bθϕθ (·)|<∞ a.e. on R2 and∥∥∥∥∑
θ∈Θ
∣∣bθϕθ(·)∣∣∥∥∥∥
p
 cN(f ). (2.41)
Hence∑
j∈Z
∣∣tj (·)∣∣<∞ a.e. on R2 (2.42)
and ∥∥∥∥∑
j∈Z
∣∣tj (·)∣∣∥∥∥∥
p
 cN(f ) <∞. (2.43)
Evidently, (2.39) and (2.41) imply (2.40). Therefore, it suffices to prove that (2.39) holds. To this end, we
first show that
f = T0 +
∞∑
j=1
tj absolutely a.e. on R2. (2.44)
Set g := T0+∑∞j=1 tj pointwise. By (2.42), it follows that g is well defined. Clearly, g = Tm+∑∞j=m+1 tj
a.e. for m ∈ Z. Hence, by (2.43),
‖g − Tm‖p 
∥∥∥∥ ∞∑
j=m+1
∣∣tj (·)∣∣∥∥∥∥
p
→ 0 as m→∞. (2.45)
On the other hand, f ∈ Llocη (R2) and by Lemma 2.14 we have, for ∈ T ,
‖f − Tm‖Lη() → 0 as m→∞.
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We shall next prove that for every ∞ ∈ T−∞ (see Lemma 2.1) there exists a unique linear polynomial
P∞ such that
T0 − P∞ =
0∑
j=−∞
tj absolutely a.e. on ∞. (2.46)
Using Lemma 2.7, we have that for any ∈ Tj (j ∈ Z)
‖tj‖L∞()  c||−1/p‖tj‖Lp()  c||−1/p
∑
θ∈Θj : ⊂θ
‖bθϕθ‖p  c||−1/pN(f ). (2.47)
Since T is an LR-regular triangulation, if  ⊂ ′,  ∈ Tk, and ′ ∈ Tj , then ||  ρk−j |′|, where
0 < ρ < 1 is the parameter of T from (2.1). Using this and (2.47), we obtain, for  ∈ Tk, k ∈ Z,
k∑
j=−∞
‖tj‖L∞()  cN(f )||−1/p
k∑
j=−∞
ρ(k−j)/p  c||−1/pN(f ) <∞. (2.48)
For ∈ Tk, we set P := Tk −∑kj=−∞ tj pointwise. By (2.42), the series converges absolutely a.e. and,
therefore, P is well defined. Clearly, P = Tm −∑mj=−∞ tj for m k and, hence, by (2.48),
‖Tm − P‖L∞() 
∥∥∥∥ m∑
j=−∞
∣∣tj (·)∣∣∥∥∥∥
L∞()

m∑
j=−∞
‖tj‖L∞() → 0 as m→−∞. (2.49)
Since all tj ’s, j < k, are linear polynomials on  ∈ Tk , so is P. Moreover, P is the same polynomial
for all  ∈ T contained in a fixed ∞ ∈ T−∞. Indeed, let ′,′′ ∈ T , ′,′′ ⊂ ∞ (′ and ′′ are
possibly from different levels). Since ∞ is an infinite union of nested triangles, there exists ∈ T such
that ′,′′ ⊂ ⊂∞. By (2.49),
‖Tm − P′‖L∞(′) → 0 and ‖Tm − P‖L∞(′) → 0 as m→−∞.
Hence P′ ≡ P. Similarly, P′′ ≡ P. Therefore, there exists a unique linear polynomial P∞ such that
(2.46) holds.
Combining (2.44) with (2.46), we obtain
f −P∞ =
∑
j∈Z
tj absolutely a.e. on ∞, ∞ ∈ T∞. (2.50)
Using that
∑
j∈Z tj ∈ Lp(R2) and the hypothesis of the theorem, we obtain∣∣{x ∈∞: ∣∣P∞(x)∣∣> s}∣∣ ∣∣∣∣{x: ∣∣f (x)∣∣> s2
}∣∣∣∣+ ∣∣∣∣{x: ∣∣∣∣∑
j∈Z
tj (x)
∣∣∣∣> s2
}∣∣∣∣

∣∣∣∣{x: ∣∣f (x)∣∣> s2
}∣∣∣∣+( s2
)−p∥∥∥∥∑
j∈Z
tj
∥∥∥∥p
p
<∞,
for each s > 0. Since ∞ is an infinite triangle or a half plane or R2 and P∞ is a polynomial, this is
only possible whenever P∞ ≡ 0. Thus (2.39) is established.
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is the same and will be omitted. ✷
Theorem 2.16. For f ∈ Bατ (T ), the norms ‖f ‖Bατ (T ), NS,η(f ) (0 < η < p), NΦ(f ), and NQ,η(f )(0 < η < p), defined in (2.27)–(2.29) and (2.35) are equivalent with constants of equivalence depending
only on p, α, η, and the parameters of T .
Proof. By (2.30), (2.38), and Theorem 2.15, it follows that:
NΦ(f ) cNQ,η(f ). (2.51)
Clearly, if  ∈ Tm and ′ is the (unique) parent of  in Tm−1, we have∥∥tm,η(f )∥∥Lη()  c∥∥f − Tm,η(f )∥∥Lη() + c∥∥f − Tm−1,η(f )∥∥Lη(′)
 cS(f )η + cS′(f )η,
where we used (2.23). A similar estimate holds for ‖qm(f )‖Lη(), using (2.22). These imply
NQ,η(f ) cNS,η(f ). (2.52)
We next prove that if NΦ(f ) <∞, then
NS,µ(f ) cNΦ(f ) for 0<µ< p. (2.53)
By Hölder’s inequality, it follows that:
NS,µ(f )NS,τ (f ), 0<µ τ.
Thus it suffices to prove (2.53) only for τ < µ <p.
Suppose f ∈ Lp and NΦ(f ) <∞. Let f =∑θ∈Θ cθϕθ be an arbitrary representation of f , where the
convergence is in Lp() for every . Recall that
NS,µ(f ) :=
(∑
∈T
(|| 1p− 1µS(f )µ)τ) 1τ , (2.54)
where S(f )µ is defined in (2.20). Evidently, S(g)µ = 0 for∈ Tm if g ∈ S˜m, and S(g)µ  ‖g‖Lµ(Ω).
Now, fix ∈ Tn, n ∈ Z. Using the above properties of S(g)µ and Theorem 3.3 with {Φm} := {cθϕθ : θ ∈
Θ,θ ⊂Ω2} (for the definition of Ω2, see (2.10)), we obtain
S(f )τµ = S
( ∞∑
j=n+1
∑
θ∈Θj
cθϕθ
)τ
µ

∥∥∥∥∥
∞∑
j=n+1
∑
θ∈Θj
cθϕθ
∥∥∥∥∥
τ
Lµ(Ω)

∥∥∥∥∥
∞∑
j=n+1
∑
θ∈Θj , θ⊂Ω2
cθϕθ
∥∥∥∥∥
τ
µ
 c
∑
θ∈Θ,θ⊂Ω2
‖cθϕθ‖τµ
 c
∑
θ∈Θ,θ⊂Ω2
|θ |τ ( 1µ− 1τ )‖cθϕθ‖ττ ,
where for the last inequality we used that ‖ϕθ‖q ≈ |θ |1/q , 0 < q ∞. Substituting the above estimate in
(2.54), we get
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τ  c
∑
∈T
||τ ( 1p− 1µ )
∑
θ∈Θ,θ⊂Ω2
|θ |τ ( 1µ− 1τ )‖cθϕθ‖ττ
 c
∑
∈T
∑
θ∈Θ,θ⊂Ω2
( |θ |
||
)τ ( 1µ− 1p )(|θ | 1p− 1τ ‖cθϕθ‖τ )τ
 c
∑
θ∈Θ
(|θ | 1p− 1τ ‖cθϕθ‖τ )τ ∑
∈T : θ⊂Ω2
( |θ |
||
)τ ( 1µ− 1p )
, (2.55)
where we once switched the order of summation. By condition (g) on LR-triangulations (Section 2.1),
we have, for θ ∈Θj ,
#{ ∈ Tj : θ ⊂Ω2} c(N0),
and by (2.1) and (2.2), |θ | c(N0, δ)ρj ||, if θ ⊂Ω2 with ∈ Tm−j and θ ∈Θm. Hence, for θ ∈Θ ,∑
∈T : θ⊂Ω2
( |θ |
||
)τ ( 1µ− 1p )
 c
∞∑
j=0
ρ
jτ( 1
µ
− 1
p
)  c <∞, (2.56)
where we used that ρ < 1 and µ< p. Finally, combining (2.56) with (2.55), we obtain
NS,µ(f )
τ  c
∑
θ∈Θ
(|θ |−α‖cθϕθ‖τ )τ ,
which implies (2.53). Evidently, (2.51) and (2.53) imply the theorem. ✷
Remark. The following simple example shows that, in general, Theorem 2.16 is not valid for η p. Let
f := ϕθ for some θ ∈Θ . It is not hard to see that ‖f ‖Bατ (T ) ≈ |θ |1/p ≈ ‖ϕθ‖p , while NS,η(f,T )=∞, if
η p. Therefore, NS,η(f,T ) is not equivalent to ‖f ‖Bατ (T ) if η p.
2.4. Skinny B-spaces
In this section, we define a second family of B-spaces which we shall use in Section 3.3 for the
characterization of nonlinear (discontinuous) piecewise polynomial approximation generated by nested
triangulations.
Throughout this section, we assume that T is an arbitrary weak locally regular triangulation of R2
(see Section 2.1). We define the skinny B-space Bαkpq(T ), α > 0, 0 < p,q ∞, k  1, as the set of all
f ∈Lp(R2) such that
‖f ‖Bαkpq (T ) := ‖f ‖p +
(∑
m∈Z
[
2mα
( ∑
∈T ,2−m||<2−m+1
ωk(f,)pp
)1/p]q)1/q
<∞, (2.57)
where ωk(f,)p is the local modulus of smoothness of f , defined in (2.8).
As for the slim B-spaces, we shall explore in more details only the skinny B-spaces that are needed
in nonlinear piecewise polynomial Lp-approximation. Suppose 0 < p < ∞, α > 0, k  1, and let
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from above, and is defined as the set of all f ∈ Lp(R2) (in place of f ∈Lτ(R2)) such that
‖f ‖Bαkτ = ‖f ‖Bαkτ (T ) :=
(∑
∈T
(||−αωk(f,)τ )τ)1/τ <∞. (2.58)
Whitney’s estimate (Lemma 2.6) implies
‖f ‖Bαkτ (T ) ≈
(∑
∈T
(||−αEk(f,)τ )τ)1/τ , (2.59)
where Ek(f,)q is the error of Lτ -approximation to f on  from Πk (see (2.7)).
If ‖f ‖Bαk = 0, then Ek(f,)τ = 0 for each  ∈ T . From this, it readily follows that f = 1∞ · P∞
(P∞ ∈Πk) on each ∞ ∈ T−∞. Therefore, using that f ∈Lp , we infer that f = 0 a.e. Thus, ‖ · ‖Bαkτ (T )
is a norm if τ  1 and a quasi-norm if τ < 1.
Remark. The only difference between skinny B-spaces and slim B-spaces is that the local approximation
from continuous piecewise linear functions on sets Ω,  ∈ T , is replaced by local polynomial
approximation on triangles from T . The key is that the triangles from T form a tree with respect to the
inclusion relation, while the sets Ω,  ∈ T do not form a tree; they overlap more significantly. This fact
allows for developing the theory of the skinny B-spaces and their application to nonlinear (discontinuous)
piecewise approximation (see Section 3.3) under less restrictive conditions on the triangulations, namely,
for weak locally regular triangulations.
Next, we introduce two other equivalent “norms” in Bαkτ (T ). For f ∈Llocη (R2), η > 0, we define
Nω,η(f,T ) :=
(∑
∈T
(||−α+ 1τ − 1η ωk(f,)η)τ) 1τ
=
(∑
∈T
(|| 1p− 1η ωk(f,)η)τ) 1τ ≈ (∑
∈T
(|| 1p− 1η Ek(f,)η)τ) 1τ , (2.60)
where we used that 1/τ = α + 1/p. Clearly, Nω,τ (f,T )= ‖f ‖Bαkτ (T ).
For each  ∈ T and η > 0, we let P,η(f ) be a near best Lη()-approximation to f from Πk
with a constant A which is the same for all  ∈ T (see (2.16)). Note that if η  1, then P,η(f )
can be realized as a linear projector into the space of polynomials of degree < k restricted on . Let
Pm,η(f ) :=∑∈Tm 1 ·P,η(f ). Clearly, Pm,η(f ) is a near best Lη-approximation to f from Skm(T ) and
a projector into Skm(T ). We define
pm,η(f ) := pm,η(f,T ) := Pm,η(f )− Pm−1,η(f ) ∈ Skm(T ), (2.61)
and set p,η(f ) := 1 · pm,η(f ) for ∈ Tm. We define
NP,η(f,T ) :=
(∑(||1/p−1/η‖p,η(f )‖η)τ)1/τ . (2.62)
∈T
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NP,η(f,T )≈
(∑
∈T
(||−α∥∥p,η(f )∥∥τ )τ)1/τ ≈ (∑
∈T
∥∥p,η(f )∥∥τp)1/τ . (2.63)
The following embedding theorem is pivotal for our theory of nonlinear piecewise polynomial
approximation.
Theorem 2.17. If |{x: |f (x)| > s}| < ∞ for each s > 0 and NP,η(f,T ) < ∞ (0 < η ∞), then
f ∈Lp(R2),
f =
∑
m∈Z
pm,η(f ) absolutely a.e. on R2 (2.64)
and unconditionally in Lp , and
‖f ‖p 
∥∥∥∥∑
m∈Z
∣∣pm,η(f )∣∣∥∥∥∥
p
 cNP,η(f,T ) (2.65)
with c depending only on α, k, p, η, and the parameters of T .
Proof. Since T is a WLR-triangulation, the sequence {Φm} := {p,η(f )}∈T satisfies requirements (i)
and (ii) of Theorem 3.3 below. Therefore,∥∥∥∥∑
∈T
∣∣p,η(f )∣∣∥∥∥∥
p
 c
(∑
∈T
∥∥p,η(f )∥∥τp)1/τ ≈ cNP,η(f,T ) <∞. (2.66)
From this, similarly as in the proof of Theorem 2.15, it follows that for every ∞ ∈ T−∞ (see Lemma 2.1)
there exists a polynomial P∞ ∈Πk such that
f −P∞ =
∑
m∈Z
pm,η(f ) absolutely a.e. on ∞.
Using that |{x: |f (x)|> s}|<∞ for s > 0 and (2.66), we infer P∞ ≡ 0 and the theorem follows. ✷
We next give the equivalence of the skinny B-norms introduced above.
Theorem 2.18. For each f ∈ Bαkτ (T ), the norms ‖f ‖Bαkτ (T ), Nω,η(f,T ) (0 < η < p), and NP,η(f,T )
(0 < η < p) are equivalent with constants of equivalence depending only on α, k, p, η, and the
parameters of T .
Proof. The proof of this theorem is similar to (but easier than) the one of Theorem 2.16 and will be
omitted. The difference is that the role of S(f )µ is now played by ωk(f,)µ. See also the proof of
Theorem 2.20 below. ✷
Remark. The following simple example shows that, in general,Nω,η(f,T ) is not equivalent to ‖f ‖Bαkτ (T )
if η  p. Let f := 1 for some  ∈ T . It is easily seen that ‖f ‖Bαkτ (T ) ≈ ||1/p = ‖f ‖p , whileNω,η(f,T )=∞ if η p.
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Throughout this section, we assume that T is an arbitrary strong locally regular triangulation of R2
(Section 2.1). We define the fat B-space Bαkpq(T ), α > 0, 0 <p,q ∞, k  1, as the set of all f ∈Lp(R2)
such that
‖f ‖Bαkpq (T ) := ‖f ‖p +
(∑
m∈Z
[
2mα
( ∑
∈T ,2−m||<2−m+1
ωk(f,Ω)pp
)1/p]q)1/q
<∞,
where Ω is defined in (2.9).
As in the previous sections, we shall focus our attention only on the scale of fat B-spaces which
naturally occur in nonlinear approximation, namely, the spaces Bαkτ (T ), where α > 0, k  1, 0< p <∞,
and 1/τ := α + 1/p. We define the space Bαkτ (T ) as the set of all functions f ∈Lp(R2) such that
‖f ‖Bαkτ (T ) :=
(∑
∈T
(||−αωk(f,Ω)τ )τ)1/τ <∞, (2.67)
which is a modification of the space Bαkττ (T ) from above. By Whitney’s inequality (Lemma 2.6), we have
‖f ‖Bαkτ (T ) ≈
(∑
∈T
(||−αEk(f,Ω)τ )τ)1/τ ,
where Ek(f,Ω)τ is the error of Lτ -approximation to f on Ω from Πk (see (2.7)).
Note that the use of Ω in the definition of ‖f ‖Bαkτ (T ) is not crucial. It is almost obvious that, for
instance,
‖f ‖Bαkτ (T ) ≈
(∑
θ∈Θ
(|θ |−αωk(f, θ)τ )τ)1/τ .
It is critical, however, that the neighboring sets in the collections {Ω}∈T or {θ}θ∈Θ overlap significantly.
This makes the difference between the fat and skinny B-norms.
Clearly, for f ∈ Lτ(R2) and  ∈ T , we have the inequalities E2(f,)τ  S(f,T )τ  E2(f,Ω)τ ,
which yield the following comparison theorem.
Theorem 2.19. We have
‖f ‖Bαkτ (T )  ‖f ‖Bαkτ (T )
and
‖f ‖Bα2τ (T )  c‖f ‖Bατ (T )  c‖f ‖Bα2τ (T ).
We next introduce another norm in Bαkτ (T ). For f ∈Llocη (R2), η > 0, we define
Nω,η(f,T ) :=
(∑
∈T
(|| 1p− 1η ωk(f,Ω)η)τ) 1τ ≈ (∑
∈T
(|| 1p− 1η Ek(f,Ω)η)τ) 1τ . (2.68)
Evidently, Nω,τ (f,T )= ‖f ‖Bαk(T ).τ
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norm in Bαkτ (T ). For every ∈ T , we let P,η(f ) be a near best Lη-approximation to f on Ω from Πk
with a constant A which is the same for all Ω, ∈ T (see (2.16)). We define
Pm,η(f ) := Pm,η(f,T ) :=
∑
∈Tm
1 · P,η(f )
and
π,η(f ) := 1Ω ·
(
Pm+1,η(f )− P,η(f )
)
if ∈ Tm.
The new norm is defined by
Nπ,η(f,T ) :=
(∑
∈T
(||1/p−1/η∥∥π,η(f )∥∥η)τ)1/τ . (2.69)
Clearly, since T is an SLR-triangulation,
Nπ,η(f,T )≈
(∑
∈T
(||−α∥∥π,η(f )∥∥τ )τ)1/τ ≈ (∑
∈T
∥∥π,η(f )∥∥τp)1/τ .
Theorem 2.20. For f ∈ Bαkτ (T ), the norms ‖f ‖Bαkτ (T ), Nω,η(f,T ) (0 < η < p), and Nπ,η(f,T ) (0 <
η < p), defined in (2.67)–(2.69) are equivalent with constants of equivalence depending only on α, p, k,
η, and the parameters of T .
Proof. Using Hölder’s inequality and the properties of the SLR-triangulations, we readily obtain
Nω,η(f,T ) cNω,µ(f,T ), 0 < η <µ. (2.70)
As we pointed out earlier, Nω,τ (f,T )= ‖f ‖Bαkτ (T ). Therefore, it suffices to show that
Nω,µ(f,T )≈Nπ,η(f,T ) for all 0<µ,η < p.
From the definition of P,η(f ) and π,η(f ), it follows that for any ′ ∈ Tm∥∥π′,η(f )∥∥η  c∥∥f − Pm+1,η(f )∥∥Lη(Ω′ ) + c∥∥f − P′,η(f )∥∥Lη(Ω′ )
 c
∑
∈Tm+1,⊂Ω′
∥∥f − P,η(f )∥∥Lη() + cEk(f,Ω′)η
 c
∑
∈Tm+1,⊂Ω′
Ek(f,Ω)η + cEk(f,Ω′)η.
Substituting this estimate in the definition of Nπ,η(f,T ) in (2.69), we easily obtain
Nπ,η(f,T ) cNω,η(f,T ), η > 0. (2.71)
We next prove that if Nπ,η(f,T ) <∞, η > 0, then
Nω,µ(f,T ) cNπ,η(f,T ), τ < µ< p. (2.72)
Evidently, (2.70)–(2.72) yield the theorem.
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We also set ρm := Pm+1 −Pm and ρ := 1 · ρm = 1 · π for ∈ Tm. Evidently, ‖ρ‖p  ‖π‖p , and,
hence,(∑
∈T
‖ρ‖τp
)1/τ

(∑
∈T
‖π‖τp
)1/τ
≈Nπ,η(f,T ) <∞.
It is readily seen that the sequence {Φm} := {ρ}∈T satisfies conditions (i) and (ii) of Theorem 3.3.
Therefore,
∑
∈T |ρ(·)|<∞ a.e. on R2, and∥∥∥∥∑
∈T
∣∣ρ(·)∣∣∥∥∥∥
p
 cNπ,η(f,T ). (2.73)
On the other hand, since f ∈ Llocη (R2), ‖f − Pm‖Lη() → 0 as m→∞ for every  ∈ T . Exactly as in
the proof of Theorem 2.15, it follows that f − Pm+1 ∈Lp(R2) and
f − Pm+1 =
∞∑
j=m+1
ρj absolutely a.e. on R2 (2.74)
and unconditionally in Lp(R2). Now, fix ′ ∈ Tn, n ∈ Z. Since P′ is a polynomial of degree < k on
Ω′ , we have
ωk(f,Ω′)µ = ωk(f − P′,Ω′)µ  c‖f − P′‖Lµ(Ω′ ). (2.75)
Using (2.75), (2.74), and Theorem 3.3 with {Φm} := {ρ:  ∈ T ,⊂Ω′}, we obtain
ωk(f,Ω′)τµ  c‖Pn+1 − P′‖τLµ(Ω′ ) + c
∞∑
j=n+1
‖ρj‖τLµ(Ω′ )
 c‖π′‖τµ + c
∞∑
j=n+1
∥∥∥∥ ∑
∈Tj ,⊂Ω′
ρ
∥∥∥∥τ
µ
 c‖π′‖τµ + c
∑
∈T ,⊂Ω′
‖ρ‖τµ
 c
∑
∈T ,⊂Ω′
‖π‖τµ  c
∑
∈T ,⊂Ω′
||τ ( 1µ− 1η )‖π‖τη,
where we used Lemma 2.7 and the properties of the SLR-triangulations. Substituting the above estimate
in the definition of Nω,µ(f,T ), we proceed as in the proof of Theorem 2.16, to obtain (2.72). ✷
Comparison of regular B-spaces with Besov spaces. The Besov space Bsq(Lp) = Bsq(Lp(R2)), s > 0,
1 p,q ∞, is usually defined as the set of all functions f ∈Lp(R2) such that
|f |Bsq(Lp) :=
( ∞∫
0
(
t−sωk(f, t)p
)q dt
t
)1/q
<∞ (2.76)
with theLq -norm replaced by the sup-norm if q =∞, where k := [s]+1 and ωk(f, t)p is the kth modulus
of smoothness of f in Lp(R2), i.e., ωk(f, t)p := sup|h|t ‖8kh(f, ·)‖p . The norm in Bsq(Lp) is defined by
‖f ‖Bs (Lp) := ‖f ‖p + |f |Bs (Lp).q q
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be the same with an equivalent norm. However, the situation is different when p < 1 (see [11]). For this
reason we introduce k as an independent parameter of the Besov spaces in the next definition.
In this article, we are interested in nonlinear piecewise polynomial (spline) approximation in Lp(R2)
(0 < p <∞). The Besov spaces B2ατ (Lτ) with α > 0 and 1/τ := α + 1/p play a distinctive role in this
theory. Taking into account that B2ατ (Lτ ) is embedded in Lp and the above observation regarding the
independence of k and the smoothness parameter, we naturally arrive at the following slightly modified
version of the Besov space B2ατ (Lτ ).
Assuming that 0 < p <∞, α > 0, k  1, and 1/τ := α + 1/p, we define the Besov space B2α,kτ (Lτ )
as the set of all functions f ∈ Lp(R2) (in place of f ∈Lτ ) such that
‖f ‖
B
2α,k
τ (Lτ )
:=
( ∞∫
0
(
t−2αωk(f, t)τ
)τ dt
t
)1/τ
<∞. (2.77)
Notice that the B-spaces and Besov spaces are normalized differently with respect to the smoothness
parameter. Thus, e.g., the fat B-space Bαkτ (T ) corresponds to the Besov space B2α,kτ (Lτ ).
From the properties of ωk(f, t)τ , it readily follows that:
‖f ‖
B
2α,k
τ (Lτ )
≈
(∑
m∈Z
(
22αmωk
(
f,2−m
)
τ
)τ)1/τ
. (2.78)
Next, we give an equivalent norm for the Besov space B2α,kτ (Lτ ) in terms of local polynomial
approximation. We let D′m denote the set of all dyadic squares I of the form
I =
[
ν − 1
2m
,
ν
2m
)
×
[
µ− 1
2m
,
µ
2m
)
, ν,µ ∈ Z,
and let D′′m be the set of all shifts of I ∈D′m by the vector e := (2−m−1,2−m−1), i.e., D′′m := {I + e: I ∈
D′m}. We denote Dm :=D′m ∪D′′m and D :=
⋃
m∈ZDm. We now introduce the following norm:
N(f ) :=
(∑
I∈D
(|I |−αωk(f, I )τ)τ)1/τ ≈ (∑
I∈D
(|I |−αEk(f, I )τ)τ)1/τ , (2.79)
where Ek(f, I )τ is the error of Lτ(I )-approximation to f from Πk .
Lemma 2.21. If f ∈ B2α,kτ (Lτ ), then
N(f )≈ ‖f ‖
B
2α,k
τ (Lτ )
with constants of equivalence depending only on p, α, and k.
Proof. This lemma is well known and fairly easy to prove. Its proof hinges on the following equivalence:
ωk(f, I )
τ
τ ≈
1
|I |
∫
[0, *(I )]2
∫
I
∣∣8kh(f, x, I )∣∣τ dx dh, (2.80)
where *(I ) := |I |1/2 and 8kh(f, x, I ) :=
∑k
j=0(−1)k+j
(
k
j
)
f (x+jh) if [x, x+kh] ⊂ I and 8kh(f, x, I ) :=
0 otherwise (see [13] for the proof of (2.80) in the univariate case; the same proof applies to the
multivariate case as well). (See also [15].) ✷
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Theorem 2.22. If T ∗ is a regular triangulation then Bαkτ (T ∗)= B2α,kτ (Lτ ) with equivalent norms.
Proof. This theorem is an immediate consequence of Lemma 2.21 and the following lemma. ✷
Lemma 2.23. Suppose T ∗ is a regular triangulation with minimal angle β > 0. Then there exists
i0 = i0(β) such that the following hold:
(a) If I ∈Dm (m ∈ Z), then there exists ∈ T ∗ such that I ⊂Ω and || 2−2m+i0 .
(b) If ∈ T ∗ and 2−2m  ||< 2−2m+2, then there exists I ∈Dm−i0 such that Ω ⊂ I .
Proof. The proof of this obvious lemma will be omitted. ✷
Exactly as in the case of B-spaces, we introduce the following norm in the Besov space B2α,kτ (Lτ ):
Nη(f ) :=
(∑
I∈D
(|I | 1p− 1η ωk(f, I )η)τ) 1τ ≈(∑
I∈D
(|I | 1p− 1η Ek(f, I )η)τ) 1τ (2.81)
which in integral form gives
Nη(f )≈
( ∞∫
0
∫
R2
[
t
2( 1p− 1η )ωk
(
f,Bt(x)
)
η
]τ
t−3 dx dt
) 1
τ
, (2.82)
where Bt(x) := {y ∈R2: ‖y − x‖2  t} or Bt(x) := {y ∈R2: ‖y − x‖∞  t}.
Proposition 2.24. The norms Nη(·) with 0 < η < p and ‖ · ‖B2α,kτ (Lτ ) are equivalent.
Proof. Using Lemma 2.23 as in the proof of Theorem 2.22, one can show that Nη(·)≈Nω,η(·,T ∗) if T ∗
is a regular triangulation. From Theorems 2.20 and 2.22, we obtain
Nω,η(·,T ∗)≈ ‖ · ‖Bαkτ (T ∗) ≈ ‖ · ‖B2α,kτ (Lτ ). ✷
Remark. This result is (in essence) well known, see [15] and the references therein. The equivalence of
Nη(·) and ‖ · ‖B2α,kτ (Lτ ) clearly shows the intimate relation of B-spaces with Besov spaces.
Our last goal in this section is to find the range for the smoothness parameter α, where the Besov
B2ατ -spaces coincide with the corresponding slim or skinny B-spaces over regular triangulations.
Theorem 2.25. Suppose T ∗ is a regular triangulation of R2, 0< p <∞, and k  1.
(a) If 0< α < 1+ 1/p and 1/τ := α+ 1/p, then f ∈ Bατ (T ∗) if and only if f ∈ B2α,2τ (Lτ ), and
‖f ‖
B
2α,2
τ (Lτ )
≈ ‖f ‖Bατ (T ∗) (2.83)
with constants of equivalence depending only on p, α and β = β(T ∗). This equivalence is no longer
true if α  1 + 1/p. Moreover, for every θ ∈Θ(T ∗) and α  1 + 1/p, we have ‖ϕθ‖B2α,2τ (Lτ ) =∞,
while ‖ϕθ‖Bα(T ∗) ≈ ‖ϕθ‖p .τ
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‖f ‖
B
2α,k
τ (Lτ )
≈ ‖f ‖Bαkτ (T ∗) (2.84)
with constants of equivalence depending only on k, p, α, and β = β(T ∗). This equivalence is no
longer true if α  1/p. Moreover, for every ∈ T ∗ and α  1/p, we have ‖1‖B2α,kτ (Lτ ) =∞, while‖1‖Bαkτ (T ∗) ≈ ‖1‖p .
Proof. (a) From Theorems 2.19 and 2.22, we have ‖f ‖Bατ (T ∗)  c‖f ‖B2α,2τ (Lτ ) for α > 0. We next show
that
‖f ‖
B
2α,2
τ (Lτ )
 c ‖f ‖Bατ (T ∗), if 0 < α < 1+ 1/p. (2.85)
Let f ∈ Bατ (T ∗). Then by Theorems 2.15 and 2.16, and (2.38), it follows that f can be represented in the
form
f =
∑
θ∈Θ
bθϕθ absolutely a.e. on R2 (2.86)
and
‖f ‖Bατ (T ∗) ≈
(∑
θ∈Θ
‖bθϕθ‖τp
)1/τ
, (2.87)
where Θ :=Θ(T ∗).
Denote Ξj := {θ ∈Θ: 2−2j  |θ |< 2−2(j−1)}. Since T ∗ is regular, straightforward calculations show
that, for each θ ∈Θ ,
ω2(ϕθ , t)
τ
τ ≈
{ |θ |(1−τ )/2 · t1+τ , if 0 < t < |θ |1/2,
|θ |, if t  |θ |1/2,
and hence, for θ ∈Ξj and t > 0,
ω2(bθϕθ , t)
τ
τ ≈ min
{‖bθϕθ‖τp · 2−j (α−1−1/p)τ t1+τ ,‖bθϕθ‖τp · 2−j2ατ}, (2.88)
where we used that 1/τ = α + 1/p.
Denote fj :=∑θ∈Ξj bθϕθ . Since T ∗ is regular, #{θ ∈ Ξj : x ∈ θ}  c(β) for x ∈ R2 and j ∈ Z.
Therefore,
ω2(fj , t)
τ
τ  c
∑
θ∈Ξj
ω2(bθϕθ , t)
τ
τ , j ∈ Z. (2.89)
From (2.88) and (2.89), we derive that for any fixed m ∈ Z
ω2
(
fj,2−m
)τ
τ
 c
∑
θ∈Ξj
2−j (α−1−1/p)τ · 2−m(1+τ )‖bθϕθ‖τp, if j < m, (2.90)
and
ω2
(
fj,2−m
)τ
τ
 c
∑
θ∈Ξj
2−j2ατ‖bθϕθ‖τp, if j m. (2.91)
Let λ := min{τ,1}. Then, using (2.90) and (2.91), we have
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(
f,2−m
)λ
τ

∑
j∈Z
ω2
(
fj ,2−m
)λ
τ
 c
m−1∑
j=−∞
(∑
θ∈Ξj
2−j (α−1−
1
p )τ−m(1+τ )‖bθϕθ‖τp
) λ
τ
+ c
∞∑
j=m
(∑
θ∈Ξj
2−j2ατ‖bθϕθ‖τp
) λ
τ
.
Substituting this in (2.78), we obtain
‖f ‖τ
B
2α,2
τ (Lτ )
 c
∑
m∈Z
2m(α−1−
1
p
)τ
(
m∑
j=−∞
(
2−j (α−1−
1
p
)τ
∑
θ∈Ξj
‖bθϕθ‖τp
) λ
τ
) τ
λ
+ c
∑
m∈Z
2m2ατ
( ∞∑
j=m
2−j2ατ
(∑
θ∈Ξj
‖bθϕθ‖τp
) λ
τ
) τ
λ
,
where we used that 2ατ − τ −1 = τ(α−1−1/p) since 1/τ = α+1/p. To estimate the above sums, we
use the well known discrete Hardy inequalities. Namely, we apply, e.g., the inequality from Lemma 3.10
of [13] to estimate the first sum and Lemma 3.4 from [7] to the second sum. We obtain
‖f ‖τ
B
2α,2
τ (Lτ )
 c
∑
j∈Z
∑
θ∈Ξj
‖bθϕθ‖τp  c‖f ‖τBατ (T ∗),
which completes the proof of (2.85).
Using (2.88), we obtain
‖ϕθ‖τ
B
2α,2
τ (Lτ )
:=
∞∫
0
(
t−2αω2(ϕθ , t)τ
)τ dt
t
≈ |θ |(1−τ )/2
|θ |1/2∫
0
t (−2α+1)τ dt + |θ |
∞∫
|θ |1/2
t−2ατ−1 dt
≈ |θ |(1−τ )/2
|θ |1/2∫
0
t (−2α+1)τ dt + |θ |τ/p.
Therefore, ‖ϕθ‖B2α,2τ (Lτ ) = ∞ if (−2α + 1)τ  −1 which is equivalent to α  1 + 1/p, using that
1/τ = α + 1/p. It is easily seen that ‖ϕθ‖Bατ (T ∗) ≈ ‖ϕθ‖p , which follows from the Bernstein inequality
in Theorem 3.7 as well.
(b) Simple calculations show that ωk(1, t)ττ ≈ min{||1/2t, ||} for  ∈ T ∗ and t > 0. The rest of
the proof is similar to the proof of part (a) and will be omitted. ✷
Comparison between B-spaces over different triangulations and Besov spaces. Suppose T is an
arbitrary strong locally regular triangulation of R2 (Section 2.1) and 0 < p <∞. It can be proved that
there exists α0 = α0(p,β,M0) > 0 such that if 0< α < α0 and f ∈ Bατ (T ) with 1/τ := α+ 1/p, then
‖f ‖Bα2(T )  c‖f ‖Bα(T ).τ τ
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of Theorem 2.25. Thus the fat B-norm ‖f ‖Bα2τ (T ) is equivalent to the slim B-norm ‖f ‖Bατ (T ) for some
relatively small range 0 < α < α0 and becomes much larger when α  α0. The relationship between fat
and skinny B-spaces is quite similar. We skip the details.
It is essential for our theory that the Courant elements ϕθ , θ ∈ Θ(T ), have infinite smoothness
(smoothness of order α > 0 for every α) in the slim B-space scale Bατ (T ). At the same time each ϕθ
has limited smoothness α < α0 in the corresponding fat B-space scale.
If one compares a Bατ -space over an arbitrary triangulation with the corresponding Besov space
B2α,kτ (Lτ ) (or two B-spaces over different triangulations with each other), then everything changes
dramatically. As was shown in Section 2.1, there exist strong locally regular triangulations with
extremely skinny Courant elements which cause problems to Besov spaces. More precisely, let ϕθ be
the Courant element associated with a cell θ ∈ Θ which is convex, has length l > 0 and width εl with
0 < ε < 1. Simple calculations show that ω2(ϕθ , t)ττ ≈ min{ε−τ l1−τ t1+τ , εl2}. Furthermore, we have‖ϕθ‖B2α,2τ (Lτ ) ≈ ε−α‖ϕθ‖p if 0 < α < 1 + 1/p and ‖ϕθ‖B2α,2τ (Lτ ) =∞ if α  1 + 1/p. At the same time,‖ϕθ‖Bατ (T ) ≈ ‖ϕθ‖p for each α > 0. Therefore, even for small α the Besov norm of a Courant element
can be huge in comparison to its Lp-norm. This is why the Besov spaces are completely unsuitable for
the theory of n-term Courant element approximation in the case of nonregular triangulations.
B-spaces in dimensions d = 2. Slim, skinny, and fat B-spaces in d dimensions (d > 2) can be defined
and utilized similarly as in the two-dimensional case. We do not consider them in the present article
simply to avoid some complications that are unnecessary at this point. Of course, the B-spaces can be
defined in the univariate case as well. However, it can be shown that the univariate slim, skinny, and fat
B-spaces do not give anything better than the corresponding Besov spaces if 0 < p <∞ and, therefore,
are useless. The point is that in the univariate case the Bernstein inequality holds with no restrictions
on α > 0 (see [11]). In the case of p =∞, however, the B-spaces are different from the corresponding
Besov spaces.
3. Nonlinear piecewise polynomial approximation
In this section, we give our main results for nonlinear n-term approximation in Lp(R2) (0 < p <∞)
from: (a) Courant elements generated by LR-triangulations and (b) discontinuous piecewise polynomials
over WLR-triangulations.
3.1. Nonlinear n-term approximation: General principles
We begin with a brief description of the general principles that will be guiding us in developing the
theory of nonlinear n-term approximation by piecewise polynomials.
Let X be a normed or quasi-normed function space, where the approximation will take place (in this
article, X = Lp(R2), 0 < p <∞). Suppose Φ = {ϕθ }θ∈Θ is a collection of elements in X which is, in
general, redundant, and we are interested in nonlinear n-term approximation from Φ. We let Σn denote
the nonlinear set of all function S of the form
S =
∑
aθϕθ ,θ∈Λn
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defined by
σn(f ) := inf
S∈Σn
‖f − S‖X.
Our main objective in this article is to describe the spaces of functions of given rates of n-term
approximation. More precisely, we want to characterize the approximation space Aγq := Aγq (Φ), γ > 0,
0 < q ∞, consisting of all functions f ∈X such that
‖f ‖Aγq := ‖f ‖X +
( ∞∑
n=1
(
nγ σn(f )
)q 1
n
)1/q
<∞ (3.1)
with the *q -norm replaced by the sup-norm if q = ∞. Thus Aγ∞ is the set of all f ∈ X such that
σn(f ) cn−γ .
To achieve our goals, we shall use the machinery of Jackson and Bernstein estimates plus interpolation
spaces. Suppose B ⊂ X is a smoothness space with a (quasi-)norm ‖ · ‖B , satisfying the λ-triangle
inequality: ‖f + g‖λB  ‖f ‖λB + ‖g‖λB with 0 < λ  1 (in our case, B will be some B-space), and let
Φ ⊂ B . The K-functional is defined by
K(f, t) :=K(f, t;X,B) := inf
g∈B
(‖f − g‖X + t‖g‖B), t > 0.
The interpolation space (X,B)µ,q (real method of interpolation) is defined as the set of all f ∈ X such
that
‖f ‖(X,B)µ,q := ‖f ‖X +
( ∞∑
m=0
[
2mµK
(
f,2−m
)]q)1/q
<∞, 0 µ 1,
where the *q-norm is replaced by the sup-norm if q =∞ (see, e.g., [3,4]).
The well known machinery of Jackson and Bernstein estimates allows to characterize the rates of
n-term approximation from Φ:
Theorem 3.1. (a) Suppose the following Jackson estimate holds: There is α > 0 such that for f ∈ B
σn(f ) cn−α‖f ‖B, n 1. (3.2)
Then, for f ∈X,
σn(f ) cK
(
f,n−α
)
, n 1. (3.3)
(b) Suppose the following Bernstein inequality holds: There is α > 0 such that
‖S‖B  cnα‖S‖X, for S ∈Σn, n 1. (3.4)
Then, for f ∈X,
K
(
f,n−α
)
 cn−α
([
n∑
ν=1
1
ν
(
νασν(f )
)λ]1/λ+ ‖f ‖X
)
, n 1. (3.5)
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An immediate consequence of Theorem 3.1 is that if the Jackson and Bernstein inequalities (3.2)
and (3.4) hold, then σn(f ) = O(n−γ ), 0 < γ < α, if and only if K(f,n−α) = O(n−γ ). More generally,
Theorem 3.1 readily yields the following characterization of the approximation spaces Aγq (Φ):
Theorem 3.2. Suppose the Jackson and Bernstein inequalities (3.2) and (3.4) from Theorem 3.1 hold.
Then
Aγq (Φ)= (X,B)γα ,q, 0 < γ < α, 0< q ∞,
with equivalent norms.
General embedding theorem and Jackson estimate for nonlinear n-term approximation
Theorem 3.3. Suppose {Φm} is a sequence of functions in Lp(Rd), d  1, 0 < p <∞, which satisfies
the following additional properties when 1< p <∞:
(i) Φm ∈L∞(Rd), suppΦm ⊂Em with 0< |Em|<∞, and
‖Φm‖∞  c1|Em|−1/p‖Φm‖p.
(ii) If x ∈Em, then∑
Ej"x, |Ej ||Em|
( |Em|
|Ej |
)1/p
 c1,
where the summation is over all indices j for which Ej satisfies the indicated conditions. Denote
(formally) f :=∑mΦm and assume that for some 0< τ < p
N(f ) :=
(∑
m
‖Φm‖τp
)1/τ
<∞. (3.6)
Then
∑
m |Φm(·)|<∞ a.e. on Rd , and hence, f is well defined on Rd , f ∈Lp(Rd), and
‖f ‖p 
∥∥∥∥∑
m
∣∣Φm(·)∣∣∥∥∥∥
p
 cN(f ), (3.7)
where c= c(α,p, c1).
Furthermore, if 1 p <∞, condition (3.6) can be replaced by the weaker condition
N(f ) := ∥∥{‖Φm‖p}∥∥w*τ <∞, (3.8)
where ‖{xm}‖w*τ denotes the weak *τ -norm of the sequence {xm}:∥∥{xm}∥∥w*τ := inf{M: #{m: |xm|>Mn−1/τ} n for n= 1,2, . . .}. (3.9)
Theorem 3.4. Under the hypothesis of Theorem 3.3, suppose {Φ∗m}∞j=1 is a rearrangement of the sequence
{Φm} such that ‖Φ∗1‖p  ‖Φ∗2‖p  · · · . Denote Sn :=
∑n
j=1 Φ
∗
j . Then
‖f − Sn‖p  cn−αN(f ) with α = 1/τ − 1/p, (3.10)
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Furthermore, the estimate remains valid if condition (3.6) is replaced by (3.8) when 1 p <∞.
Proof of Theorems 3.3 and 3.4. Case I: 0< p < 1. Since τ < p, we have∥∥∥∥∑
m
∣∣Φm(·)∣∣∥∥∥∥
p

(∑
m
‖Φm‖pp
)1/p

(∑
m
‖Φm‖τp
)1/τ
=N(f )
which proves Theorem 3.3 in this case. To estimate ‖f − Sn‖p we shall use the following simple
inequality: If x1  x2  · · · 0 and 0 < τ < p, then( ∞∑
j=n+1
x
p
j
)1/p
 n1/p−1/τ
( ∞∑
j=1
xτj
)1/τ
. (3.11)
The proof of this inequality is given in Appendix B. Applying (3.11) with xj := ‖Φ∗j ‖p , we obtain
‖f − Sn‖p 
∥∥∥∥∥
∞∑
j=n+1
∣∣Φ∗j (·)∣∣
∥∥∥∥∥
p

( ∞∑
j=n+1
∥∥Φ∗j ∥∥pp
)1/p
 n1/p−1/τ
( ∞∑
j=1
∥∥Φ∗j ∥∥τp
)1/τ
= n−αN(f ),
which proves Theorem 3.4 in Case I.
Case II: 1 p <∞. We need the following lemma.
Lemma 3.5. Let F :=∑j∈Jn |Φj |, where #Jn  n, and ‖Φj‖p  L for j ∈ Jn. Then
‖F‖p  cLn1/p
with c= c(p, c1).
Proof. Let 1 < p <∞ (the case p= 1 is trivial). Using property (i) of the sequence {Φm}, we have
‖F‖p 
∥∥∥∥∑
j∈Jn
‖Φj‖∞ · 1Ej (·)
∥∥∥∥
p
 cL
∥∥∥∥∑
j∈Jn
|Ej |−1/p · 1Ej (·)
∥∥∥∥
p
.
We define E :=⋃j∈Jn Ej and E(x) := min{|Ej | and j ∈ Jn and Ej " x} for x ∈ E. Property (ii) yields∑
j∈Jn |Ej |−1/p · 1Ej (x) c1E(x)−1/p for x ∈R2. Therefore,
‖F‖p  cL
∥∥E(·)−1/p∥∥
Lp
= cL
(∫
E
E(x)−1 dx
)1/p
 cL
(∑
j∈Jn
|Ej |−1
∫
1Ej (x)dx
)1/p
= cL(#Jn)1/p  cLn1/p. ✷
R2
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2−µN(f )} and hence, using (3.6) or (3.8), we derive∑
νµ
#Ξν = #
(⋃
νµ
Ξν
)
 2µτ . (3.12)
Therefore,
#Ξµ 
∑
νµ
#Ξν  2µτ . (3.13)
We denote M :=∑µm #Ξµ. By (3.12), M  2mτ . Let Fµ :=∑j∈Ξµ |Φj |. Using Lemma 3.5 and (3.13),
we obtain
‖f − SM‖p 
∥∥∥∥∥
∞∑
µ=m+1
Fµ
∥∥∥∥∥
p

∞∑
µ=m+1
‖Fµ‖p
 c
∞∑
µ=m+1
2−µN(f )(#Ξµ)1/p  cN(f )
∞∑
µ=m+1
2−µ(1−τ/p)
= cN(f )2−m(1−τ/p)  cM−1/τ+1/pN(f )= cM−αN(f ).
This estimate readily implies (3.10). Evidently, (3.7) is also contained in the above result (take SM := 0).
This completes the proofs of Theorems 3.3 and 3.4. ✷
As will be seen in Sections 3.2 and 3.3, Theorem 3.4 easily gives the needed Jackson estimates for
piecewise polynomial approximation (see Theorems 3.6 and 3.10). However, there is no simple recipe
for proving Bernstein estimates (see Appendix A).
3.2. Nonlinear n-term Courant element approximation
In this section, we assume that T is a locally regular triangulation of R2. We denote by ΦT the
collection of all Courant elements ϕθ generated by T (see Section 2.1). Notice that ΦT is not a basis; ΦT
is redundant. We consider the nonlinear n-term approximation in Lp(R2) (0 < p <∞) from ΦT . Our
main goal is to characterize the approximation spaces generated by this approximation. We let Σ˜n(T )
denote the nonlinear set consisting of all continuous piecewise linear functions S of the form
S =
∑
θ∈Λn
aθϕθ ,
where Λn ⊂ Θ(T ), #Λn  n, and Λn may vary with S. We denote by σ˜n(f,T )p the error of Lp-
approximation to f ∈ Lp(R2) from Σ˜n(T ):
σ˜n(f,T )p := inf
S∈Σ˜n(T )
‖f − S‖p.
Throughout this section, we assume that 0< p <∞, α > 0, and 1/τ := α+ 1/p, and denote by Bατ (T )
the slim B-space introduced in Section 2.3. We next prove a pair of companion Jackson and Bernstein
estimates.
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σ˜n(f,T )p  cn−α‖f ‖Bατ (T ) (3.14)
with c depending only on α, p, and the parameters of T .
Remark. Estimate (3.14) remains valid if ‖f ‖Bατ (T ) is replaced by ‖{‖bθϕθ‖p}‖w*τ with {bθ } from (2.32)
or (2.33) as in the definition of NQ,τ (f ) (see (2.34)), where ‖ · ‖w*τ is the weak *τ -norm defined in (3.9).
Proof. By Theorem 2.15, it follows that:
f =
∑
θ∈Θ
bθ (f )ϕθ absolutely a.e. on R2,
where {bθ } are from (2.32) or (2.33). We use Theorem 3.4, (2.38), and Theorem 2.16 to obtain
σ˜n(f,T )p  cn−α
(∑
θ∈Θ
∥∥bθ (f )ϕθ∥∥τp)1/τ ≈ cn−αNQ,τ (f )≈ cn−α‖f ‖Bατ (T ). ✷
Theorem 3.7 (Bernstein estimate). If S ∈ Σ˜n(T ), then
‖S‖Bατ (T )  cnα‖S‖p (3.15)
with c depending only on α, p, and the parameters of T .
The proof of this theorem is more involved than the one of Theorem 3.6. We shall give it in
Appendix A.
We denote by A˜γq := A˜γq (Lp,T ) the approximation space generated by n-term Courant element
approximation (see (3.1)). The Jackson and Bernstein estimates from Theorems 3.6 and 3.7 yield the
following characterization of the approximation spaces A˜γq (Lp,T ) (see Theorem 3.2):
Theorem 3.8. If 0 < γ < α and 0 < q ∞, then
A˜γq (Lp,T )=
(
Lp,B
α
τ (T )
)
γ
α ,q
with equivalent norms.
“Algorithm” for nonlinear n-term Courant element approximation. One of our primary motivations for
this work was the development of methods for n-term Courant element approximation which capture the
rates of the best approximation. The proofs of Theorems 3.3 and 3.6 suggest the following approximation
scheme, where we assume that f ∈ Lp(R2), 1 < p <∞, and T is a fixed LR-triangulation of R2:
Step 1. We use the operators qm(f ) := qm(f,T ) induced by the quasi-interpolant (see (2.31)) to find
the following decomposition of f :
f =
∑
m∈Z
qm(f )=
∑
m∈Z
∑
θ∈Θm
bθ(f )ϕθ ,
where {bθ(f )} are defined by (2.32) and the identity was established by Theorem 2.15.
Step 2. We order the terms {bθ(f )ϕθ }θ∈Θ in a sequence {bθj (f )ϕθj }∞ such thatj=1
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Then we define the n-term approximant by
A˜n(f )p = A˜n(f,T )p :=
n∑
j=1
bθj (f )ϕθj .
This procedure becomes practically feasible in the setting of approximation of functions defined on
compact polygonal domains.
By Theorem 3.4, it follows that:∥∥f − A˜n(f )p∥∥p  cn−α‖f ‖Bατ (T ).
If 0 < p 1, we use the more complicated nonlinear operators tm,η(f ) (η < p) from (2.31) instead of
qm(f ) and the coefficients bθ (f ) := bθ,η defined in (2.33). The same estimate for the error holds again
by Theorem 3.4.
These results imply that the above algorithm achieves the rates of the best n-term Courant element
approximation. We shall further elaborate on this in a forthcoming article.
n-term approximation from the library {ΦT }. We denote by σ˜n(f )p the error of n-term approximation
to f ∈Lp(R2) from the best Courant element collection, i.e.,
σ˜n(f )p := infT σ˜n(f,T )p,
where the infimum is taken over all LR-triangulations T with some fixed parameters M0, N0, r , ρ, and δ.
The following result is immediate from Theorem 3.6.
Theorem 3.9. Suppose infT ‖f ‖Bατ (T ) <∞, where the infimum is taken over all LR-triangulations with
some fixed parameters M0, N0, r , ρ, and δ, and let f ∈Lp(R2). Then
σ˜n(f )p  cn−α infT ‖f ‖Bατ (T ),
where c depends on α, p, and the parameters M0,N0, r, ρ, δ.
It is an open problem to characterize the rates of approximation generated by {σ˜n(f )p}. The difficulty
stems from the highly nonlinear structure of approximation from the library {ΦT }T .
3.3. Nonlinear approximation from (discontinuous) piecewise polynomials
In this section, we assume that T is a weak locally regular triangulation of R2 (Section 2.1). We denote
by Σkn(T ), k  1, the nonlinear set of all n-term piecewise polynomial function of the form
S =
∑
∈Λn
1 · P,
where P ∈ Πk , Λn ⊂ T , #Λn  n, and Λn may vary with S. We denote by σn(f,T )p the error of
Lp-approximation to f ∈ Lp(R2) from Σkn(T ):
σn(f,T )p := inf
k
‖f − S‖p.
S∈Σn(T )
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proceed according to the recipe from Section 3.1. We shall first prove Jackson and Bernstein estimates.
Throughout the rest of the section, we assume that 0 <p <∞, k  1, α > 0, and 1/τ = α+ 1/p. Recall
that Bα,kτ (T ) denotes for the skinny B-space introduced in Section 2.4.
Theorem 3.10 (Jackson estimate). If f ∈ Bαkτ (T ), then
σn(f,T )p  cn−α‖f ‖Bαkτ (T )
with c depending only on p, α, k, and the parameters of T .
Remark. The conclusion of Theorem 3.10 remains valid if ‖f ‖Bαkτ (T ) is replaced by the weak *τ -norm‖{p,η(f )}∈T ‖w*τ of the sequence {p,η(f )}∈T , 0 < η < p, defined in (2.61) (see also (3.9) for the
definition of ‖ · ‖w*τ ).
Proof. By Theorem 2.17, we have f = ∑∈T p absolutely a.e. on R2 and ‖f ‖Bαkτ (T ) ≈
(
∑
∈T ‖p‖τp)1/τ , where p := p,η(f ) (0 < η < p) are from (2.61). Evidently, the sequence {Φj } :={p}∈T satisfies the requirements of Theorem 3.3 and, therefore,
σn(f,T )p  cn−α
(∑
∈T
‖p‖τp
)1/τ
 cn−α‖f ‖Bαkτ (T ). ✷
Theorem 3.11 (Bernstein estimate). If S ∈Σkn(T ), then
‖S‖Bαkτ (T )  cnα‖S‖p (3.16)
with c depending only on p, α, k, and the parameters of T .
We shall give the proof of this theorem together with the proof of Theorem 3.7 in Appendix A.
Now, we denote by Aγq := Aγq (Lp,T ) the approximation space generated by {σn(f,T )p} (see (3.1)).
The following characterization of the approximation spaces Aγq follows by Theorems 3.10 and 3.11 (see
Theorems 3.1 and 3.2):
Theorem 3.12. If 0< γ < α and 0< q ∞, then
Aγq (Lp,T )=
(
Lp,Bαkτ (T )
)
γ
α ,q
with equivalent norms.
Similarly as in the previous section, we set
σn(f )p := infT σn(f,T )p,
where the infimum is taken over all WLR-triangulations T with some fixed parameters r and ρ. The
following result is immediate from Theorem 3.10.
Theorem 3.13. Suppose infT ‖f ‖Bαkτ (T ) <∞, where the infimum is taken over all WLR-triangulations
with some fixed parameters r and ρ, and let f ∈Lp(R2). Then
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It is an open problem to characterize the rates of approximation generated by {σn(f )p}.
“Algorithm” for nonlinear n-term piecewise polynomial approximation. We assume that f ∈ Lp(R2),
0 < p <∞, and T is an arbitrary WLR-triangulation ofR2. The proofs of Theorems 3.3 and 3.10 suggest
the following approximation scheme:
Step 1. We use the local polynomial approximation to obtain the following decomposition of f :
f =
∑
m∈Z
pm,η(f )=
∑
∈T
p,η(f ),
where p,η(f )= 1 · pm,η(f ) if ∈ Tm, and η < p (see Theorem 2.17).
Step 2. We order the terms {p,η(f )}∈T in a sequence {pj ,η(f )}∞j=1 such that∥∥p1,η(f )∥∥p  ∥∥p2,η(f )∥∥p  · · · .
Then we define the n-term approximant by
An(f )p =An(f,T )p :=
n∑
j=1
pj ,η(f ).
By Theorem 3.10 and its proof, it follows that, for f ∈ Bαkτ (T ),∥∥f −An(f )p∥∥p  cn−α‖f ‖Bαkτ (T ).
Haar bases generated by general triangulations. An important point in this article is that we carry
out here nonlinear n-term approximation without using bases. In the exceptional case of nonlinear
approximation from piecewise constants, however, Haar bases can be constructed and utilized for
nonlinear n-term approximation in Lp, 1 < p < ∞. To make it simple, suppose that T is a weak
locally regular triangulation of R2 which is obtained by the standard refinement scheme described in
Section 2.1: Every triangle  ∈ T has four children obtained by choosing a point on each edge of 
and joining these points by line segments. Denote by 1, . . . ,4 the children of  so that 4 is the
triangle in the middle (with its vertices on the three edges of ). We associate with  the following three
Haar functions: H,1 := |1|−111 − | \ 1|−11\1, H,2 := |2|−112 − |3 ∪ 4|−113∪4, and
H,3 := |3|−113 −|4|−114 . The way we order the children of  is not important. Clearly, 1, H,1,
H,2, and H,3 form an orthogonal system which spans the set of all piecewise constants over {j }4j=1.
Then
HT := {H,1,H,2,H,3}∈T
is a Haar basis associated with T . It is easily seen that HT is an orthogonal basis in L2(R2). It can be
proved by a standard technique that HT is an unconditional basis for Lp(R2), 1 < p <∞, and that HT
characterizes the skinny Bα,1τ (T )-norm, α > 0, 1/τ = α + 1/p. As a consequence, the nonlinear n-term
Lp-approximation from HT can be characterized as above (compare with [12]). We skip the details of
these results.
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We bring forward again the fundamental question of how to measure the smoothness of the functions.
There is a close connection between sparsity of representation and smoothness of functions that we also
wish to discuss here. As we mentioned in Section 1, we believe that in highly nonlinear approximation
as well as in some other nonlinear problems the smoothness of the functions should not be measured
using a single space scale (like Besov spaces) but by a family (library) of suitable space scales. To
explain this concept more precisely we return to n-term Courant element approximation considered in
Section 3.2. For this type of approximation, a function f should naturally be considered of smoothness
order α > 0 if infT ‖f ‖Bατ (T ) <∞, which means that there exists an LR-triangulation Tf such that‖f ‖Bατ (Tf ) <∞. Then the rate of the n-term Lp-approximation of f from the library {ΦT } is at least
O(n−α). It is an open problem to develop effective procedures that: (a) determine (or estimate) the
maximal smoothness α of a given function f and (b) for a given function f , find an LR-triangulation
Tf such that ‖f ‖Bατ (Tf ) ≈ infT ‖f ‖Bατ (T ). Another related open problem is to determine whether for each
function f ∈ Lp there exists a single LR-triangulation Tf such that the n-term Lp-approximation of f
from the library {ΦT } can be characterized using the B-spaces Bατ (Tf ).
An important issue for discussion is the smoothness of the approximating tool ΦT := {ϕθ }θ∈Θ(T ).
Clearly, in nonlinear approximation, there is no saturation, which means that the corresponding
approximation spaces Aγq are nontrivial for all 0 < γ <∞. Therefore, the smoothness spaces to be
used should naturally be designed so that the basis functions {ϕθ } are infinitely smooth. This was
one of the guiding principles to us in constructing the B-spaces. For instance, the Courant elements
{ϕθ }θ∈Θ(T ) are infinitely smooth with respect to the Bατ (T ) space scale, namely, ‖ϕθ‖Bατ (T )  c‖ϕθ‖p
for 0 < α <∞ (see Section 2.3). This makes it possible that our direct, inverse, and characterization
theorems impose no restrictions on the rate of approximation 0 < α <∞ (see Sections 3.2 and 3.3).
Also, this explains the complete success of Besov spaces in the univariate nonlinear piecewise polynomial
(spline) approximation in Lp (p <∞). The important fact is that, any univariate piecewise polynomial
(with finitely many pieces) is infinitely smooth with respect to the corresponding Besov spaces. More
precisely, for univariate discontinuous piecewise polynomials, the Bernstein inequality holds without
any restriction on the smoothness parameter α (0 < α <∞) if p <∞ (see Theorem 2.2 from [11]).
In dimensions d > 1, however, the situation is totally different. Even for nonlinear approximation from
regular piecewise polynomials (piecewise polynomials generated by regular triangulations, in our terms),
the Besov spaces are not exactly the right smoothness spaces. Namely, the Besov spaces coincide with the
right smoothness spaces only for some range of the smoothness parameter α. For instance, for nonlinear
n-term Lp-approximation from Courant elements generated by a regular triangulation of R2, the Besov
spaces B2α,2τ (Lτ ), 1/τ := α + 1/p, 0 < p <∞, are the right spaces only for 0 < α < 1 + 1/p. In the
case of discontinuous piecewise polynomial approximation, the range is 0 < α < 1/p (see Section 2.5).
For the same reason, the fat B-spaces (Section 2.5) are not exactly the right spaces for characterization
of n-term Courant element approximation over general triangulations.
In nonlinear n-term approximation, it is natural to work with bases. Except for the simplest case
of n-term piecewise constant approximation (see the end of Section 3.3), we are not aware of good
(unconditional) bases for Lp(R2) (1 < p <∞) and the B-spaces over general triangulations. However,
as was shown in the previous sections there are equally powerful means to tackle the problems.
Namely, using simple projectors into subspaces of piecewise polynomials, one can get sufficiently
sparse representations of the functions, which allow to capture the rates of the best nonlinear n-term
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compactly supported piecewise polynomials (or other functions) over general triangulations.
Methods and algorithms for piecewise polynomial approximation are in demand. This was one of the
primary motivations for this work.
Appendix A
A.1. Proof of the Bernstein estimates
In this appendix, we prove Theorems 3.7 and 3.11. We recall our assumptions: 0 < p <∞, α > 0, and
τ := (α + 1/p)−1.
Tree structure in T generated by Λ⊂ T . Suppose T is a multilevel triangulation (WLR or better), and
let Λ⊂ T and #Λ<∞. The set Λ induces a tree structure in T that we want to bring forward here and
utilize in the proof later on. We shall use the parent–child relation in T induced by the inclusion relation:
Each triangle ∈ Tm has (contains) M0 children in Tm+1 and has a single parent in Tm−1.
Let Γ0 be the set of all  ∈ T such that  ⊃ ′ for some ′ ∈ Λ. We denote by Γb the set of all
branching triangles in Γ0 (triangles with more than one child in Γ0) and by Γ ′b the set of all children in T
of branching triangles (each of them may or may not belong to Γ0). Now, we extend Γ0 to Γ := Γ0 ∪Γ ′b.
We also extend Λ to Λ˜ := Λ ∪ Γb ∪ Γ ′b . In addition, we introduce the following subsets of Γ : Γf the
set of all final triangles in Γ (triangles in Γ containing no other triangles in Γ ) and Γch := Γ \ Λ˜ the
set of all chain triangles. Note that each triangle  ∈ Γch has exactly one child in Γ . Since the final
triangles in Γ0 belong to Λ, then #Γb  #Λ and hence #Γ ′b M0#Γb  c#Λ, #Γf  #Λ+ #Γ ′b  c#Λ,
and #Λ˜ #Λ+ #Γb + #Γ ′b  c#Λ. Note that #Γch can be uncontrolably larger than #Λ.
We next introduce chains in Γch. By definition λ= {1, . . . ,*} ⊂ Γch (* 1) is a finite chain in Γch if
′′λ ⊃1 ⊃ · · · ⊃ * ⊃′λ for some ′λ,′′λ ∈ Λ˜, 1 is a child of ′′λ, j is a child of j−1, j = 2, . . . , *,
and ′λ is a child of *. Notice that ′′λ /∈ Γb and hence 1 is the only child of ′′λ in Γ . We let L denote
the set of all finite chains in Γch. Also, by definition λ= {. . . ,−2,−1} ⊂ Γch is an infinite chain in Γch
if we have · · · ⊃ −2 ⊃−1 ⊃′λ for some ′λ ∈ Λ˜, j is a child of j−1, j =−1,−2, . . ., and ′λ is a
child of −1. We let L∞ denote the set of all infinite chains in Γch. Clearly, L ∪L∞ consists of disjoint
chains of triangles, Γch =⋃λ∈L∪L∞ λ, and #(L ∪L∞) #Λ˜.
Finally, we use the above sets to introduce rings generated by Λ˜. First, for each  ∈ Γ \ (Γb ∪ Γf),
we denote by ˜ (˜ = ) the unique largest triangle from Λ˜ contained in . We associate with each
 ∈ Γ \ (Γb ∪ Γf) a ring K defined by K :=  \ ˜. Also, we define K :=  if  ∈ Γf and K := ∅
if  ∈ Γb ∪ (T \ Γ ). Notice that if  ∈ λ for some λ ∈ L ∪ L∞, then ˜ = ′λ. It is readily seen that
K◦′ ∩K◦′′ = ∅ if ′,′′ ∈ Λ˜ and ′ = ′′,
=
⋃
′∈Λ˜,′⊂
K′ for ∈ Λ˜, (A.1)
and hence⋃
˜
 =
⋃
′ ˜
K′ . (A.2)
∈Λ  ∈Λ
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Lemma A.1. Suppose S =∑∈Λ 1 ·P, where P ∈Πk (k  1), Λ⊂ T with T a WLR-triangulation,
and #Λ<∞. Then(∑
∈Λ
||−ατ‖S‖τLτ ()
)1/τ
 c(#Λ)α‖S‖p
with c depending only on p, α, and the parameters of T .
Proof. We adopt all necessary notation from “Tree structure in T generated by Λ⊂ T ” developed above
with T and Λ from the hypotheses of the lemma. We may assume that
S =
∑
∈Λ˜
1 · P.
It is an important observation that S is a polynomial of degree < k on each ring K =  \ ˜. Hence,
using Lemma 2.7,
‖S‖Lτ (K) ≈ |K|1/τ−1/p‖S‖Lp(K) ≈ ||α‖S‖Lp(K). (A.3)
We shall also need the obvious estimate (see (2.1)):∑
∈Γ,⊃′
( |′|
||
)γ
 c(ρ, γ ) <∞, γ > 0. (A.4)
We use (A.1)–(A.4) to obtain∑
∈Λ˜
||−ατ‖S‖τLτ () =
∑
∈Λ˜
||−ατ
∑
′∈Λ˜,′⊂
‖S‖τLτ (K′ )
=
∑
′∈Λ˜
‖S‖τLτ (K′ )
∑
∈Λ˜,⊃′
||−ατ

∑
′∈Λ˜
‖S‖τLτ (K′ )|′|−ατ
∑
∈Γ,⊃′
( |′|
||
)ατ
 c
∑
′∈Λ˜
‖S‖τLp(K′ )  c
(∑
′∈Λ˜
‖S‖pLp(K′ )
)τ/p
(#Λ˜)1−τ/p  c(#Λ)ατ‖S‖τp,
where we once switched the order of summation and applied Hölder’s inequality. ✷
Proof of Theorem 3.7. Let S ∈ Σ˜n(T ) with T an LR-triangulation and suppose that S =:∑θ∈M cθϕθ ,
whereM⊂Θ(T ) and #M n. Let Λ be the set of all triangles ∈ T which are involved in all θ ∈M.
Then S =∑∈Λ S, where S =: 1 · P, P ∈Π2. Evidently, #Λ  N0#M cn. For the rest of the
proof, we adopt all the notation from “Tree structure in T generated by Λ⊂ T ”, given in the beginning
of this appendix, with T and Λ from the above. In addition, we denote
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 ∈ Tm: ⊂Ω′ for some ′ ∈ Λ˜∩ Tm},
X ∗∗m := { ∈ Tm: ⊂Ω2′ for some ′ ∈ Λ˜∩ Tm}, where for ∈ Tm,
Ω :=
⋃
{′ ∈ Tm: ′ ∩ = ∅} and Ω2 :=
⋃
{′ ∈ Tm: ′ ∩Ω = ∅}.
Also, we denote X ∗ :=⋃m∈ZX ∗m and X ∗∗ :=⋃m∈ZX ∗∗m . Evidently, we have #X ∗  3N0#Λ˜  cn and
#X ∗∗  3N20 #Λ˜ cn.
For m ∈ Z, we denote Sm :=∑θ∈M, level(θ)m cθϕθ . Clearly, Sm ∈ S˜m and, therefore, for  ∈ Tm,
S(S)τ = S(S − Sm)τ  ‖S − Sm‖Lτ (Ω). (A.5)
We shall also use the obvious inequality S(S)τ  ‖S‖Lτ (Ω).
Next, we estimate ‖S‖τ
Bατ (T ) :=
∑
∈T ||−ατS(S)ττ by splitting up T into two subsets, namely, X ∗
and T \X ∗.
(i) If ∈X ∗m, then ⊂Ω′ for some ′ ∈ Λ˜∩ Tm and hence Ω ⊂Ω2′ . From this, we find
S(S)ττ  ‖S‖τLτ (Ω) =
∑
N∈Tm,N⊂Ω
‖S‖τLτ (N) 
∑
N∈Tm,N⊂Ω2′
‖S‖τLτ (N)
and hence, using (2.2),
||−ατS(S)ττ  c
∑
N∈Tm,N⊂Ω2′
|N|−ατ‖S‖τLτ (N).
Therefore,∑
∈X ∗m
||−ατS(S)ττ  c
∑
∈X ∗∗m
||−ατ‖S‖τLτ ()
and, summing over m ∈ Z, we find∑
∈X ∗
||−ατS(S)ττ  c
∑
∈X ∗∗
||−ατ‖S‖τLτ ()  c(#X ∗∗)ατ‖S‖τp  cnατ‖S‖τp, (A.6)
where we applied Lemma A.1 to S with Λ replaced by X ∗∗ which is legitimate since X ∗∗ ⊃Λ and hence
S has the required representation.
(ii) Let ∈ Tm \X ∗m. Then Ω =:
⋃n
j=1j for some j ∈ (Γch ∩Tm)∪ (Tm \Γ ), j = 1, . . . , n, with
n  3N0. We have, using (A.5),
S(S)ττ = S(S − Sm)ττ 
n∑
j=1
‖S − Sm‖τLτ (j ). (A.7)
Note that if j ∈ Tm \ Γ , then S|j = Sm|j and hence ‖S − Sm‖Lτ (j ) = 0.
Suppose j ∈ Γch ∩ Tm. It is an important observation that, in this case, S|Kj = Sm|Kj = 1Kj · Pj
and Sm|j = 1j · Pj , for some Pj ∈Π2, where Kj := j \ ˜j (˜j ∈ Λ˜) is the ring associated withj . Using this, we find
‖S − Sm‖τLτ (j ) = ‖S − Sm‖τLτ (˜j )  c‖S‖
τ
Lτ (˜j ) + c‖Pj ‖
τ
Lτ (˜j )
 c‖S‖τ ˜ + c|˜j ||j |ατ−1‖S‖τL (K ). (A.8)Lτ (j ) p j
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‖Pj ‖τLτ (˜j )  |˜j |‖Pj ‖
τ
L∞(j )  c|˜j |‖Pj ‖τL∞(Kj )
 c|˜j ||j |−τ/p‖Pj ‖τLp(Kj )  c|˜j ||j |
ατ−1‖S‖τLp(Kj ), (A.9)
where we applied Lemma 2.7 and used that S|Kj = Pj |Kj . From (A.7) and (A.8), we infer∑
∈T \X ∗
||−ατS(S)ττ  c
∑
m∈Z
∑
∈Γch∩Tm
(
||−ατ‖S‖τ
Lτ (˜) +
|˜|
||‖S‖
τ
Lp(K)
)
 c
∑
∈Γch
||−ατ‖S‖τ
Lτ (˜) + c
∑
∈Γch
|˜|
||‖S‖
τ
Lp(K)
=:Σ1 +Σ2.
Switching the order of summation and applying (A.4), we obtain
Σ1 = c
∑
′∈Λ˜
‖S‖τLτ (′)
∑
∈Γch,⊃′
||−ατ
 c
∑
′∈Λ˜
‖S‖τLτ (′)|′|−ατ
∑
∈Γ,⊃′
( |′|
||
)ατ
 c
∑
′∈Λ˜
|′|−ατ‖S‖τLτ (′)  c(#Λ˜)ατ‖S‖τp, (A.10)
where for the latter estimate we applied Lemma A.1 to S with Λ˜ in place of Λ.
To estimate Σ2, we shall use the representation of Γch as a disjoint union of chains: Γch =⋃λ∈L∪L∞ λ.
Let λ ∈L and suppose λ= {1, . . . ,*}, where ′′λ ⊃1 ⊃ · · · ⊃ * ⊃′λ with ′λ,′′λ ∈ Λ˜ (′′λ /∈ Γb).
Then∑
∈λ
|˜|||−1‖S‖τLp(K)  ‖S‖τLp(′′λ\′λ)
*∑
j=1
|′λ||j |−1
 ‖S‖τLp(K′′
λ
)
*∑
j=1
ρ*−j+1  c‖S‖τLp(K′′
λ
).
If λ ∈L∞ and ∈ λ, then S|K = 0 and hence ‖S‖Lp(K) = 0.
Summing the above inequalities over all λ ∈L, we obtain
Σ2  c
∑
N∈Λ˜
‖S‖τLp(KN )  c
(∑
N∈Λ˜
‖S‖pLp(KN )
)τ/p
(#Λ˜)1−τ/p  c(#Λ˜)ατ‖S‖τp, (A.11)
where we used Hölder’s inequality and (A.2). Estimates (A.10) and (A.11) yield∑
∗
||−ατS(S)ττ  c(#Λ˜)ατ‖S‖τp  cnατ‖S‖τp.∈T \X
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Bατ (T )  cn
ατ‖S‖τp. ✷
Proof of Theorem 3.11. Let T be a WLR-triangulation and S ∈ Σkn(T ). Then S can be written in the
form S =∑∈Λ 1 · P, where P ∈Πk , Λ⊂ T , and #Λ  n. As in the previous proof, we adopt all
the notation from “Tree structure in T generated by Λ⊂ T ” with T and Λ from the above.
To estimate ‖S‖τBατ (T ) :=
∑
∈T ||−ατωk(S,)ττ , we shall split T into three subsets:
(i) If  ∈ T \ Γ , then S is a polynomial of degree < k on  and hence ωk(S,)τ = 0.
(ii) If  ∈ Λ˜, then evidently ωk(S,)τ  c‖S‖Lτ () and hence∑
∈Λ˜
||−ατωk(S,)ττ  c
∑
∈Λ˜
||−ατ‖S‖τLτ ()  c(#Λ˜)ατ‖S‖τp, (A.12)
where for the last inequality we used Lemma A.1 (with Λ replaced by Λ˜).
(iii) Let  ∈ Γch (recall that Γch := Γ \ Λ˜). Clearly, S|K = 1K · P for some P ∈ Πk, where
K :=  \ ˜ is the ring associated with . Therefore,
ωk(S,)ττ = ωk(S − P,)ττ  c‖S‖τLτ (˜) + c‖P‖
τ
Lτ (˜)
 c‖S‖τ
Lτ (˜) + c|˜|||
ατ−1‖S‖τLp(K), (A.13)
where we used that ‖P‖τLτ (˜)  c|˜|||ατ−1‖P‖
τ
Lp(K) which follows by Lemma 2.7 exactly as
in (A.9). From (A.13), we infer∑
∈Γch
||−ατωk(S,)ττ  c
∑
∈Γch
||−ατ‖S‖τ
Lτ (˜) + c
∑
∈Γch
|˜|||−1‖S‖τLp(K)
=:ΣN1 +ΣN2 .
We estimate ΣN1 and ΣN2 exactly as the sums Σ1 and Σ2 were estimated in (A.10) and (A.11),
respectively. We obtain∑
∈Γch
||−ατωk(S,)ττ  c(#Λ˜)ατ‖S‖τp  cnατ‖S‖τp.
Combining this estimate with (A.12), we find ‖S‖Bατ (T )  cnατ‖S‖p and the proof of Theorem 3.11 is
complete. ✷
Appendix B
Proof of Lemma 2.6 (Whitney). Suppose P ⊂ R2 is a parallelogram and f ∈ Lq(P). Evidently, there
exists an affine transform A which maps P one-to-one onto [0,1]2. Whitney’s estimate
Ek(f,P)q  cωk(f,P)q (B.1)
is invariant under affine transforms and, hence, follows from the case P := [0,1]2. For the proof of
Whitney’s inequality on [0,1]2, we refer the reader to [1] (for the case of q  1) and [14] (for the case of
0 < q < 1).
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 = [x1, x2, x3]. Let y1 := (x2 + x3)/2, y2 := (x1 + x3)/2, and y3 := (x1 + x2)/2 be the midpoints
of its edges, and let ′ := [y1, y2, y3]. Consider now the three parallelograms P1 := [x1, y3, y1, y2],
P2 := [x2, y1, y2, y3], and P3 := [x3, y2, y3, y1]. Clearly,  =⋃3j=1Pj and ′ =⋂3j=1Pj . We select
polynomials P′,P1,P2,P3 ∈ Πk such that ‖f − P′‖Lq(′) = Ek(f,′)q and ‖f − Pj‖Lq(Pj ) =
Ek(f,Pj )q for j = 1,2,3. Evidently, since ′ ⊂ Pj and |Pj | = 2|′|, using Lemma 2.7 and (B.1),
we have
‖Pj − P′‖Lq(Pj )  c‖Pj −P′‖Lq(′)  c‖f − Pj‖Lq(′) + c‖f −P′‖Lq(′)
 c‖f − Pj‖Lq(Pj ) + cEk(f,′)q  cEk(f,Pj )q
 cωk(f,Pj )q  cωk(f,)q
with c= c(q, k). From this, we obtain
Ek(f,)q  ‖f − P′‖Lq()  c
3∑
j=1
‖f − P′‖Lq(Pj )
 c
3∑
j=1
‖f − Pj‖Lq(Pj ) + c
3∑
j=1
‖P′ − Pj‖Lq(Pj )  cωk(f,)q,
where we again used (B.1). Thus (2.11) is proved for a triangle.
To prove (2.11) in the second case one can proceed similarly, using that the estimate is invariant under
affine transforms and most importantly that T is an SLR-triangulation (see Section 2.1). We omit the
details. ✷
Proof of Lemma 2.12. Let S˜ ∈ S˜m be an element of best Lη-approximation to f on Ω from S˜m. Using
Lemma 2.7(c) and Hölder’s inequality, we obtain
‖f − S‖Lη(Ω)  c‖f − S˜‖Lη(Ω) + c‖S˜ − S‖Lη(Ω)
 cS(f )η + c|Ω|1/η−1/µ‖S˜ − S‖Lµ(Ω)
 cS(f )η + c|Ω|1/η−1/µ
(‖f − S˜‖Lµ(Ω) + ‖f − S‖Lµ(Ω))
 cS(f )η + c|Ω|1/η−1/µ‖f − S˜‖Lµ(Ω)
 cS(f )η + c‖f − S˜‖Lη(Ω)  cS(f )η. ✷
Proof of inequality (3.11). We shall use the obvious inequality
aαbs−α  (a + b)s, if 0 < α  s and a, b > 0, (B.2)
which is immediate from (a/b)α  (a/b + 1)α  (a/b + 1)s . Now, set α := 1/τ − 1/p, s := 1/τ > α,
a := nxτn , and b :=
∑∞
j=n+1 x
τ
j . Applying inequality (B.2), we find( ∞∑
j=n+1
x
p
j
)1/p

(
xp−τn
∞∑
j=n+1
xτj
)1/p
= x1−τ/pn
( ∞∑
j=n+1
xτj
)1/p
= n−αaαb1/τ−α  n−α(a + b)1/τ  n−α
( ∞∑
xτj
)1/τ
. ✷j=1
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