A simple 1-D relativistic model for a diatomic molecule with a double point interaction potential is solved exactly in a constant electric field. The Weyl-Titchmarsh-Kodaira method is used to evaluate the spectral density function, allowing the correct normalization of continuum states. The boundary conditions at the potential wells are evaluated using Colombeau's generalized function theory along with charge conjugation invariance and general properties of self-adjoint extensions for point-like interactions. The resulting spectral density function exhibits resonances for quasibound states which move in the complex energy plane as the model parameters are varied. It is observed that for a monotonically increasing interatomic distance, the ground state resonance can either go deeper into the negative continuum or can give rise to a sequence of avoided crossings, depending on the strength of the potential wells. For sufficiently low electric field strength or small interatomic distance, the behavior of resonances is qualitatively similar to non-relativistic results. *
I. INTRODUCTION
The interaction of matter with very intense laser field has been a very active field of research in the last few decades and led to the discovery of very interesting phenomena such as above-threshold ionization, high harmonic generation and others [1, 2] . These studies were motivated mostly by the advent of new lasers reaching high intensity levels. In that regime, the traditional theoretical tools such as perturbation theory are not applicable and thus, many other avenues were explored to study these systems mathematically [1, 2] . More recently, the development in laser technologies have allowed to reach unprecedented intensity levels (10 20 W/cm 2 and higher [3] ) providing an opportunity to study a new range of nonperturbative parameters [4] . The interaction of these lasers with matter, such as electrons, atoms or molecules, allows to probe relativistic effects: the ponderomotive energy of an electron in that regime has an order of magnitude close to the rest mass energy [4, 5] .
In this setting, the Dirac equation should be used to give a consistent description of these phenomena instead of the non-relativistic Schrödinger equation.
From a mathematical point of view, finding a solution to the Dirac equation is a very challenging task because of its intricate matrix structure. For this reason, exact solutions can be found only for a few special cases describing highly symmetric systems [6] [7] [8] . Approximate solutions however can be determined through semi-classical techniques and in some cases, realistic systems can be analyzed by using these analytical methods [9] . Another approach is to use numerical methods; this is the subject of numerous studies for both the time-dependent [4] and time-independent cases [10, 11] . However, these solutions often require an important amount of computational resources and the numerical methods require special care to circumvent numerical artifacts. Moreover, these calculations are often very complicated, albeit being more realistic, and the correct physical interpretation is often harder to reach. For these reasons, it may be helpful to consider simpler models to understand the basic physical features of a given system. In this article, we adhere to this philosophy: we are considering a simplified relativistic model for a diatomic molecule in a quasi-static electric field. More precisely, the molecule is modeled by two attracting point-like potentials (double delta function potential) and is subjected to a constant electric field. This approximates in a crude way the short-range Coulomb potential of the nuclei and its interaction with a slowly varying electromagnetic laser field. To simplify the analysis further, we consider a one-dimensional model for which analytical solutions can be determined.
This last approximation can also be justified in the strong field limit where ionization along the electric field is the more important mechanism in which case a "real" linear polyatomic molecule behaves almost like a 1-D system [12, 13] .
This kind of simplified models using point-like interaction has been studied extensively both relativistically [14] [15] [16] [17] [18] [19] and non-relativistically [20, 21] for scattering and bound states problems when the electric field is absent. In these cases, an analytical solution can be calculated easily. In the presence of a constant homogeneous electric field, the mathematical problem is more challenging because the differential operator becomes singular on the domain limits (at x = ±∞), which complicates the boundary condition prescription. Also, the continuum spectrum σ c of the differential operator changes dramatically: there is a continuum on the whole range of energy (σ c = R) while bound states become resonances for sufficiently small field strength (a resonance corresponds to a pole of the resolvent operator on the "unphysical" Riemann sheet [22] ). This is to be contrasted with the zero field case in which the continuum spectrum is σ c = (−∞, −mc 2 ] ∪ [mc 2 , ∞), the bound states in this case are points in (−mc 2 , mc 2 ). To cope with these difficulties, analytical methods have been developed and applied to these simple models. For instance, Green's function methods were used in [23] [24] [25] to compute the Stark energy shift and decay rates of quasibound states. The
Weyl-Titchmarsh-Kodaira (WTK) method [26, 27] , which allows to compute the spectral density of second-order singular operators, was used to analyze many one-dimensional models [28, 29] and to develop numerical methods for arbitrary 1-D potentials [30] . The same kind of approach was used in [31] to evaluate the non-perturbative Stark effect in hydrogenlike atoms. Finally, the 1-D non-relativistic diatomic molecule with point-like interactions in a constant field has been investigated in [32] using this WTK technique. In their analysis, the authors were able to compute analytically the spectral density and showed results in very good qualitative agreement with real diatomic molecules. In our study, a similar approach is used to study the latter in the relativistic regime using the extension of the WTK method to the Dirac equation [33] . This methodology has been used in [34] [35] [36] [37] to study various potentials, while the atomic case with a single delta function potential was treated in [38] .
An important advantage of working with point-like potentials is that they can be characterized by boundary conditions on the Dirac potential well positions. This procedure in the non-relativistic case is well-known and a rigorous discussion of this subject can be found in [21] . For the Dirac equation, this has been the subject of debates in the last few decades because of ambiguous results: different methods yielded different boundary conditions [16] .
This ambiguity was related to the fact that the wave function has a jump discontinuity and is multiplied by a delta function, resulting in an ill-defined product of distributions [39, 40] .
This was also studied rigorously by looking at the self-adjoint extensions of the Dirac operator and it was shown that there exists a four-parameter family of self-adjoint operators corresponding to point interactions [17, [40] [41] [42] [43] [44] . In this work, we make use of certain results from the algebra of Colombeau's generalized function to deal with products of distributions [45] [46] [47] [48] . By combining these ideas with general properties of self-adjoint extensions [41] and charge conjugation invariance, we show that it is possible to select a specific boundary condition which corresponds to an electrostatic Dirac potential wells.
This article is separated as follows. In Section II, the WTK method is shortly presented.
This discussion focuses on general results which allow to comprehend the general ideas and to understand how to apply the methods in our case. In Section III, the free case (with no electric field nor point-like potential) is considered to show an implementation of the WTK method and an important qualitative difference with the non-relativistic case, i.e.
the appearance of the negative energy continuum. The diatomic molecule without electric field is considered in Section IV as a consistency check for the full case, which is treated in Section IV. The calculation of boundary conditions using Colombeau's theory is relegated to Appendix A, along with a few comments on the Dal Maso-Le Floch-Murat definition of products of distribution as a bounded Borel measure. Note that throughout this work, we are working in units where c = m = = 1, so that the Compton radius is unity (m and c are kept explicitly in all equations to easily switch to atomic or natural units).
II. GENERAL THEORY OF EIGENFUNCTION EXPANSION FOR THE DIRAC EQUATION
In this section, a brief review of the WTK method is presented. This discussion focuses on main results and we refer the interested reader to the extensive mathematical literature on the subject for more details [26, 49, 50] .
To begin, let us consider an equation defined on a domain x ∈ R of the form
where H is the Dirac operator, E is the eigenenergy and ψ ∈ L 2 (R)⊗C 2 is the wave function (bi-spinor). The main objective here is to expand the wave function over an eigenfunction (ψ E ) E basis. Assuming that H is a self-adjoint linear operator on D(H) defined in a Hilbert space, the spectral theorem gives the spectral decomposition:
where σ(H) is the spectrum of operator H and P E is a projection operator onto the eigenspace spanned by the eigenvectors ψ E . Written in this abstract form, the spectral theorem is of limited utility for practical applications: its mathematical properties can obviously be studied but it says little concerning the explicit expression of P E .
The WTK method provides an explicit realization of the spectral theorem for the Dirac operator in 1-D: it allows, from the knowledge of a solution of the equation, to construct a generalized eigenfunction expansion, in the form of (2) [51] . At the same time, it yields the spectral density which has a very important physical meaning since the latter exhibits the main features of the spectrum (bound states, resonances and continuum part). Finally, the WTK method can be used to treat "singular" problems where the operator H has a singularity on one or both domain boundaries. This case is relevant when the system is immersed in a static electric field, as considered in this study, and where we have lim x→± V (x) = ∓∞ for the potential V . The main result of the WTK analysis is that any smooth function f can be expanded as
where ρ ij (E) are the components of the matrix-valued spectral density, γ 0 (x, E) := u ± (x),
(the functions u and v will be defined later, see (12) and (13)) and
are Fourier-like coefficients. Note here that by applying the Hamiltonian H to f , one obtains an expression for the projection operator P E in terms of the spectral density. The latter can be specified explicitly because they can be related to the classical solution. This procedure will be discussed further in the following.
The WTK method was originally developed to extend the Sturm-Liouville problem to infinite domain with singular boundary conditions, but it can be carried to the relativistic case and more generally, for the solution of any first order systems of equation of the form [33] p
for all x ∈ R, where p, r, q are real functions which can have singularities on the domain boundaries. The 1-D Dirac equation is a special case of the last equation. More specifically,
we first consider the case where x − < x < x + (we will let x − → −∞ and x + → ∞ later) .
The Dirac equation is given by
where in 1-D, ψ is a bi-spinor, V is the scalar potential, m is the fermion mass and E is the energy. It is convenient to work in a representation where the Dirac matrices are given by α = −σ y and β = −σ z
which obey the appropriate anticommutation relations 1 . This representation ensures that we start with an equation of the form of (5) and (6) with real coefficients. Explicitly, we
Now, let u + , v + and u
, be two solutions of (10) and (11) having the following "initial data" [33] u
Here, x 0 can be chosen arbitrarily and from now on, we set x 0 = 0. This particular set of "initial" data guarantees that the condition u
1 (x) = 1 is fulfilled for all values of x, respectively (it can be shown that the value of this expression does not depend on the space coordinate) and that the solutions u ± and v ± are linearly independent. Thus, a set of two eigenfunctions is found with initial conditions (at an arbitrary point within the domain) chosen such that the Wronskian is normalized to 1. Thus, we can write the general solution as a linear combination of these solutions (up to an overall normalization constant) such as
where l ± ∈ C are integration constants that need to be fixed by boundary conditions at x = x ± , respectively. The choice of these boundary conditions is very important to ensure the self-adjointness of the operator H. A general choice is given by
where β ∈ R is an arbitrary parameter. This choice is very similar to the one in SturmLiouville problems: it contains the Dirichlet and Neumann conditions as special cases, and it ensures that the operator is self-adjoint. The integration constants obey l ± (E)
. The value of m ± (E) such that (16) are fulfilled lies on a circle in the complex plane parametrized by β and two outcomes are possible [26, 49] :
1 This can be easily obtained from the usual Dirac representation by using a change of representation transformation defined as
such that
Recall that the Dirac equation is invariant under these transformations.
1. The radius of the circle vanishes (limit-point).
2. The radius of the circle stays finite (limit-circle).
In the former, it can be proved (WTK theorem) that there exists a unique non-trivial [26, 49] . In the following, we consider only this limit-point case since the system under study falls into this category [33] . This can be seen easily by looking at the explicit solutions ψ ± calculated in the next sections and by noting that
This, by definition, is the limit-point type [49] .
The functions m ± (E) are the Weyl-Titchmarsh m-functions and their knowledge allow us to compute the spectral density. The general procedure to compute m ± (E) is to construct a linear combination of two solutions obeying (12) and (13) . Then, the functions m ± (E) are chosen such that the linear combination vanishes at the boundaries when the energy has a non-zero positive imaginary part. For example, if the singularity is at x = ∞, one must look at the asymptotic solution and make sure it vanishes in that limit when ℑ(E) > 0, guaranteeing that the solution is in L 2 (0, ∞) ⊗ C 2 and obeying the WTK theorem.
The spectral density described earlier in (3) can be related to the Weyl-Titchmarsh functions by applying the the resolvent operator on f and by comparing with usual results for the Green's function [50] . The final result is that the spectral density is given by
where the matrix M is defined as
However, it is more convenient for our purpose to work with the "trace spectral density"
given by ρ = Tr(ρ), or more explicitly by [30, 32] ρ(E) := lim
The latter contains all the physical information on the system, i.e. the whole spectrum is included in this expression [49] . Note here that if the potential is an even function, the relation m + (E) = −m − (E) holds and we have [33] ρ(E) = lim
Thus, for this specific case, we only have to construct the solution ψ + .
III. FREE CASE
Now, we consider an explicit example of the theory described in the preceding section:
the free case on the real line. This is probably the simplest possible case and the solution can be found in [17, 41] , although in the form of the resolvent operator. The reason for presenting this example is twofold: it allows to implement the method in a simple setting and also, it will serve as a validation tool for the results obtained in the next sections.
Specifically, the free Dirac equation is given by
The general solution to this system of equation can be easily computed in terms of trigonometric functions. This solution, for all x, is given by
where
we chose the Riemann sheet where ℑ(p) ≥ 0) and c 1,2 are integration constants. These integration constants have to be fixed by using suitable boundary conditions. According to the theory developed in the last section, we are interested in finding solutions obeying the boundary conditions in (12) and (13) . We define these solutions as u and v, and they are given explicitly for all x by
From these solutions, we now form the general solution ψ + (in the free case, the potential is even, so ψ − is not needed). It is given by
For general m + however, this solution is not in L 2 (0, ∞)⊗C 2 when ℑ(E) > 0, as can be seen by looking at the function behavior at infinity: asymptotically, we have ψ
x .
However, by following the WTK prescription and giving a small positive imaginary part ǫ to the eigenenergy, we have
and thus, there are three possible cases: 
Ensuring that the diverging exponentials are canceled can be done by choosing the WeylTitchmarsh m-function to be
The spectral density of the free case can then be easily computed from (20) and we get
This spectral density is plotted in Fig. 1 . Note the appearance of the negative energy continuum for E ≤ −mc 2 = −1.
IV. DOUBLE DELTA POTENTIAL WITHOUT ELECTRIC FIELD
The next case considered is the one of a double-delta potential without electric field. This represents physically a simple model for the ground state (symmetric) and first excited state (anti-symmetric) of a diatomic molecule. We recall to the reader that the same system was treated non-relativistically in [32] . In this case, the spectrum has a continuum component for E > 0 while bound states appear as Dirac delta peaks at the bound state energies.
Similar features are found in the relativistic case. The main differences however are the Specifically, the main goal is to compute the spectral density for a potential given by
where 2R is the interatomic distance and g is the strength of the Dirac delta potential wells.
The calculation proceeds as in the free case: the first step is to find two solutions obeying the boundary conditions (12) and (13), then one constructs a general solution in L 2 (0, ∞) ⊗ C 2 (ψ + ) from which we can obtain the m-functions and thus, the spectral density.
The main difference with the free case is the treatment of the point interaction. As usual with these kinds of potential, the solution can be found by solving the free Dirac equation
by including boundary conditions at x = ±R. However, it is well-known that there is an ambiguity in the definition of the boundary condition corresponding to the potential in (36) in the Dirac equation [16] . This ambiguity can be traced to the fact that the wave function should have a jump continuity at x = ±R and thus, the terms ψ(x)δ(x±R) appearing in the equation are actually products of distributions (or generalized function). The appearance of the jump discontinuity in the wave function can be understood heuristically in the following way, as suggested in [39] . Let us consider a massless Dirac equation at E = 0 (a finite E does not change the argument) and only one Dirac delta potential positioned at x = 0 such that −iα∂ x ψ(x) = δ(x)ψ(x). For this equality to hold, the wave function has to be of the form ψ ∼ H (where H is the Heaviside function) which implies a jump discontinuity.
The strategy used in this work to obtain the boundary conditions is to formulate everything in the weak sense and consider the product of the potential and wave function as a product of distributions from the outset. The main problem is that the set of distributions is not an algebra [52] . There exists however a mathematical construction that includes these product of distributions rigorously: the Colombeau's theory of generalized function [45] [46] [47] [48] .
In that framework, the value of a distribution product depends on the "local" structure of the distributions considered, i.e. the choice of the limiting function. Using these ideas, we derive in Appendix A a family of boundary conditions consistent with (A18) and thus, having the right mathematical properties (self-adjointness and non-relativistic limit). From this analysis, the following boundary conditions are obtained:
and
where we defined ψ(±R + ) = lim ǫ→0 ψ(±R + ǫ) and ψ(±R − ) = lim ǫ→0 ψ(±R − ǫ).
Having now all the necessary elements, it is possible to compute the spectral density for the double Dirac system without electric field. The procedure is now summarized:
1. Compute u and v for x ∈ [0, R), which are solutions obeying the boundary conditions (A18) and (A19)).
2. Compute u > and v > for x ∈ (R, ∞) using the conditions (37) and (38) . This yields the solutions on x ∈ [0, ∞) as (see Figure 2 for the domain of each function)
3. Compute m + by ensuring that ψ
FIG. 2: Domain of the solutions.

A. Solution in terms of trigonometric functions
The first part of the calculation was already performed in the free case. In the latter, the free Dirac equation, (21) and (22), was solved with suitable boundary conditions. The solution obtained in (25) to (28) thus corresponds to the needed solution in the region
(x) and v(x).
The next step is to compute the wave functions in the region x > R. They are given by
The value of the integration constants a 1 , a 2 , b 1 and b 2 can be determined from the boundary conditions in (37) and (38) . These conditions yield the following relations:
As usual, it is possible to solve for the coefficients and we get
This completes the derivation of the solution on x ∈ [0, ∞) for u + and v + . The solution on
x < 0 could be calculated in a similar way but can be easily obtained from ψ + owing to the symmetry of the potential. The next step is the evaluation of the m-function.
B. Evaluation of the Weyl-Titchmarsh m-function
In this section, the function m + is evaluated. Remember that the general solution ψ
A similar calculation was carried in the free case so the details are not repeated here. The final result is that
This choice ensures that the diverging exponentials are canceled as x → ∞ and ℑ(E) > 0.
Thus, by combining this last equation with the solution computed in the last section, we can evaluate the spectral density.
C. Evaluation of the spectral density
The spectral density is given by (20) when the potential is even. Having determined the m-function in the last section, it is now possible to evaluate the spectral density. It is a complicated function of the interatomic distance and potential strength, so a numerical evaluation seems better suited than showing the equation. However, the bound state energies have relatively simple expressions: they are given by the position of the poles in the spectral density and thus, satisfy the following transcendental equation Note here that for g ∼ 0 or g ≫ 1, the free spectral density is recovered.
In Fig. 4 , the spectral density is shown for many values of interatomic distance (R) and for fixed value of potential strength (g = 2.0). For small value of R, the energy difference between the ground and excited states is larger. As the interatomic distance increases, the ground state eigenenergy also increases while the excited state eigenenergy diminishes until they merge and form a quasi-degenerate state (at large R). Note also the qualitative change in the positive and negative continua: as R gets larger, the oscillating behavior is amplified.
This phenomenon was interpreted physically in [32] as the resonant backscattering between the two potential wells (the so-called Ramsauer-Townsend resonances).
V. DOUBLE DELTA POTENTIAL WITH ELECTRIC FIELD
In this section, we consider a more interesting system: the double delta function with an electric field. This system can be seen as a very simplified model of a diatomic molecule in a slowly varying electromagnetic field. Specifically, the main goal is to compute the spectral density for a potential given by
where 2R is the interatomic distance, F is the electric field and g is the strength of the Dirac delta potential wells. Clearly, this potential is singular at x = ±∞ and therefore, the general theory of eigenfunction expansion should be used. As described above, the first step is to find two solutions obeying the boundary conditions (12) and (13) . To do this, we start by finding the general solution in region −R < x < R and x < −R and x > R, i.e. when there is no delta wells. Once we know the general solution, the case with delta wells can be easily treated by using suitable boundary conditions at x = ±R. The boundary conditions on the point interaction are described in Appendix A.
A. Solution in terms of Parabolic Cylinder functions
The general solution in a constant electric field is known, it was solved in [33] , but we recapitulate the main steps here for completion. A similar calculation was also performed in [38] . Following [33] , we start by rewriting the spinor components as
Substituting the latter in (10) and (11), adding and subtracting the two equations, we find
Then, solving for Ω 2 in (60) and substituting in (61), we get, after a few manipulations
The second equation can be simplified further by letting y = e , and this
where a = i
. The last equation has well-known solutions and can involve any pairs of independent solutions among U(a, ±z),V (a, ±z) or U(−a, ±iz) where U and V are the parabolic cylinder functions [53, 54] . However, it is convenient to use a "numerically satisfactory pair of solution", that is a pair for which one solution is dominant while the other is recessive as ℜ(z) → ±∞. This facilitates the calculation of the m-functions. In our case, the phase of the argument is arg y = −π/4 and thus, a numerically satisfactory pair of solution is given by [54] Ω 1 (y) = c 1 U(a, y) + c 2 U(−a, −iy),
where U is the parabolic cylinder functions defined in [53] and c 1,2 are integration constants.
From this, we can evaluate the second component. In the y coordinates, it is given by
Then, using the recurrence relations for parabolic cylinder functions [53] 
we get that
Here and in the following , we define
which allows us to write the general solution as
(the factors 1/ √ 2 were absorbed by redefining integration constants). Following the same procedure as in the preceding cases, the integration constants have to be determined from boundary conditions ( (12) and (13)) yielding u and v for x ∈ (−R, R). The conditions in (37) and (38) will serve to find u > and v > for x ∈ (R, ∞), while (39) and (40) will serve to find u < and v < for x ∈ (−∞, −R).
It is now possible to evaluate the integration constants such that the boundary conditions (12) and (13) be the value where x = 0, we find the coefficients
for the first (u has integration constants c 1,2 ) and second (v has integration constants c ′ 1,2 ) boundary conditions respectively. The next step is to compute the solution for x ∈ (−∞, −R) and x ∈ (R, ∞).
The general solutions for x ∈ (R, ∞) can be written as
while for x ∈ (−∞, −R), we have
where the new coefficients a 1,2 , a
can be determined from the boundary conditions in (37) to (40) . First, let us define the following constants:
The boundary conditions at x = R now become
while at x = −R, they are given by
It is now possible to solve for a 1,2 , a ′ 1,2 , b 1,2 , b ′ 1,2 from these equations. We get
where U ± 1,2 := U 1,2 ±Ũ 1,2 and similar expressions for
However, as will be seen in the next section, the latter are not useful for the spectral density calculation.
The preceding calculation allowed us to evaluate the solutions u ± and v ± . Remember that these solutions are defined on x > 0 and x < 0 (see Figure 2 for the domain of each function). Moreover, these solutions still obey the boundary conditions of the WTK method, that is (12) and (13), and can be written as
We now have all the ingredients to compute the Titchmarsh m-functions and the spectral density.
B. Evaluation of the Weyl-Titchmarsh m-functions
The m-functions are constructed such that the solutions ψ ± = u ± + m ± (E)v ± are finite when x → ±∞ (with the energy obeying ℑ(E) > 0). This can be evaluated by looking at the asymptotic expansion of the solutions. Asymptotically, in the limit z ≫ |a|, the parabolic cylinder functions have the following behavior [53] :
where Γ is the usual Gamma function. From these relations and the fact that y =
, we find that for the solution ψ + to be in
as x → ∞, whereas for the solution ψ − to be in
as x → −∞. The other terms in the solutions would make the limits diverge in the last four expressions. Thus, the m-functions have to be chosen such that a form similar to (104), (105), (106) and (107) is recovered, which is achieved by choosing
These relations are very important because they relate the m-functions to the explicit solution allowing us to evaluate the spectral density function.
Substituting (96) to (99) in (108), we get finally
C. Spectral density and physical interpretation
Once the Weyl-Titchmarsh functions are known, it is straightforward to compute the spectral density using (19) , (109) and (110). It is a complicated functions of the interatomic distance R, the potential strength g and the electric field strength F . Because the potential is not bounded, it is expected that the spectrum will be a continuum on E ∈ R. Bound states on the other hand should become resonances for which the width is related to the decay time of these quasibound states. To analyze these assumptions, the spectral density is plotted in the following and compared to the case without electric field. The position of poles of ρ in the complex energy plane is also investigated. Finally, the "plunging" of the ground state resonance in the Dirac sea is discussed. Notice here that this section is included to show some qualitative features of the model; a more rigorous treatment would be required to understand all of these results and is presently under study. 
Dependence on field strength and interatomic distance
In Figure 5 , the spectral density for different values of the field strength is shown and compared to the case without electric field. As discussed previously, the system has two bound states when F = 0 (if the delta potential strength g lies in the interval −4mc
As the electric field is turned on, the bound states become Stark-shifted unstable states: the ground state and first excited states are shifted in opposite direction while their width increases. This behavior is very similar to the non-relativistic results [32] .
It can be understood mathematically as the occurrence of resonances, that is poles on the unphysical sheet of the analytically continued resolvent operator [22] (or Green's function)
given by (H − E) −1 (assuming of course that it admits an analytic continuation to the lower half complex plane in E). Recall that the resolvent operator has the same analytical structure in the complex energy E plane as the "trace spectral density" because the former is given by [49] 
, for x ≤ y
, for x > y
The solutions u ± and v ± have no poles in E, so the analytical structure in the energy plane would come from the terms:
which are included in ρ. When there is no electric field, there are poles lying on E ∈ R (bound states) and are solutions to (56) . When the electric field is nonzero, these poles move to the unphysical sheet and becomes eigensolutions to a non-hermitian operator [55] which allows complex valued eigenvalues. The effect of these poles shows up in the presence of peaks in the spectral density (if the poles are close enough to the real axis).
The continua also show the main features of the non-relativistic results: as the field strength decreases, the oscillation increases and average out to the zero-field case in the limit F → 0. For each bump of the continua corresponds a pole in the complex energy plane. It would be interesting to study if the branch cuts on (−∞, −mc 2 ] and [mc 2 , ∞)
when F = 0 degenerates into these poles as the electric field is turned on. Physically, these resonances were interpreted in [32] as an example of Ramsauer-Townsend resonances. The figure also shows that there are two frequencies of oscillation. The first one corresponds to the backscattering of the electron by the two delta potential wells (inducing a smaller frequency of oscillation and also existing in the case without electric field) while the second one is associated to the scattering on the whole system, including the electric potential (inducing a larger frequency for small enough F ) [32] .
In Figure 6 , the spectral density for various interatomic distances and fixed value of electric field strength (F = 0.2) is presented. It is well-known that as R → ∞ in the zero-field case, the two bound states becomes quasi-degenerate [32] . This is because the two potential wells become independent as the typical tunneling probability between them P tunnel → 0 as R → ∞. In the presence of the electric field, the two bound states are shifted and do not become degenerate, as shown in the picture. As the interatomic distance is increased, their energy shift becomes more important (the symmetric ground state is pushed to lower energy while the anti-symmetric excited state is pulled to higher energy) and their widths decrease. The latter is due to a larger tunneling barrier for the electron as R becomes larger. All of this is very similar to what one would expect from the non-relativistic analysis [32] . It also suggests a new process to probe the negative energy continuum: by taking R large enough for a given value of F , the real part of the ground state resonance could go into a region where it overlaps with negative energy states. We will see in Section V C 2 however that this interpretation is slightly too simplistic as avoided crossings may occur depending on the value of g.
"Plunging" deeper in the Dirac sea
For a given value of the electric strength, there is a critical value for the interatomic distance R for which the resonance energy E As the interatomic distance is increased further, one would expect that the resonance would go down below −mc 2 where most of the negative energy continuum states belongs. This phenomenon is hinted by the results obtained for the spectral density at large interatomic distance. A few examples of this are shown in Figure 7 where the spectral density for two electric strengths (F = 0.2 and F = 0.5) and two interatomic distances are presented. As seen in these pictures, the ground state resonance seems to cross the Ramsauer-Townsend resonances and seems to keep going to more negative energy and larger width as the interatomic distance is increased.
However, a careful analysis of the position of poles in the complex energy plane reveals that it is otherwise. For a given value of g and as R increases, there are two possibilities:
either the ground state resonance goes below −mc 2 monotonically or either it induces a series of avoided crossings (the crossing of resonances was discussed in [56] without electric field and in [25] for the non-relativistic case). An example of this is shown in Figure 8 
which corresponds to the denominator of the spectral density. The figures show how the position of the poles varies as a function of R in the complex energy plane. As seen in these pictures, for g = 3.0, the first avoided crossing occurs when the real part of the bound state resonance approaches −mc 2 . At that point, its imaginary part changes rapidly to take the value that the nearby resonance had before the avoided crossing. In some sense, the two resonances exchange their positions in the complex plane, which is why they were indistinguishable in the peak structure behavior of the spectral density. For g = 2.0, there is no avoided crossings: the ground state resonance keeps going to lower energy as the interatomic distance is increased. The physical implications of this phenomena (such as whether the system becomes overcritical [7] when the ground state resonance reaches ℜ(E F ground ) −mc 2 ), its extension to a real 3-D system and a systematic study of the poles behavior for all parameters will be presented elsewhere. shown that they behave in a similar fashion to the non-relativistic case, except when R or F is large enough in which case new relativistic effects were observed.
The main new physical feature of our analysis is the fact that a resonance having the properties of the ground state resonance can move into the negative energy sea (of the free operator) for a sufficiently large interatomic distance and electric field strength. As the interatomic distance is increased, this happens either by simply moving in this energy region or through a sequence of avoided crossings. This phenomenon is clearly absent from the nonrelativistic treatment. This suggests that the system becomes overcritical [7] in that case and thus, can produce particle-antiparticle pairs. Strictly speaking, as soon as the electric field is turned on, electron-positron pairs start to be produced from the Schwinger mechanism.
When there are no potential wells, the probability of producing a pair is very small and so is the number of pairs produced, unless the field reaches a certain large value. Our analysis seems to imply that the presence of the diatomic molecule would allow decreasing the threshold for pair production by using the Stark effect. However, our work considered only the single particle Dirac equation: a definite conclusion can only be reached by a Quantum Field Theory treatment, which will be the topic of a future publication. Finally, one should also note that only a few qualitative features of the system were presented in this
work. An exhaustive study of the resonance positions in the whole parameter space will be the topic of future investigations.
From the mathematical point of view, our work combined two main mathematical theories: the WTK method and the Colombeau's generalized function theory. The former is well-known and has been used to analyze many physically relevant equations and to obtain analytical solutions, as done in our analysis. To the best of our knowledge, it is the first time the latter is used to treat point interactions in the Dirac equation. Although the final result obtained is not completely new, we hope our analysis puts it on a more rigorous ground.
For instance, the usual way of dealing with the electrostatic point interaction is to integrate the Dirac equation around the point interaction, that is on [−ǫ, ǫ] (for V (x) = −gδ(x)) and then, make the following assumption [40, 57] :
Recall that ψ has a jump discontinuity at x = 0 and thus, the latter implies certain assumptions on the distribution representative of the potential and wave function. In our analysis, the Dirac equation is interpreted in the sense of Colombeau's distributions. We then use a symmetry argument and the general properties of self-adjoint extension of point interaction to fix the ambiguity in the product of distributions, allowing us to "derive" a relation similar to (114) and to obtain boundary conditions for a self-adjoint operator consistent with an electrostatic potential. The Dirac equation is given by
For the sake of this argument, we consider only one delta distribution interaction given by
The generalization to two or more delta interactions is straightforward. The goal is to find the boundary conditions for the wave function at x = 0. We do so by working in Colombeau's algebra which non-canonically embeds the set of Schwartz' distributions, allowing the multiplication of distributions, [45] [46] [47] [48] . First, it was argued in [39] that contrary to the Schrödinger equation, where the wave function is continuous (its derivative has a jump discontinuity), the wave function computed with the Dirac equation has a jump discontinuity. Therefore, when considering the term V (x)ψ(x), we are dealing with a product of distributions.
The first step to find the boundary conditions is to rewrite (A1) componentwise. This yields
which are true in the sense of distributions. Then, we are seeking discontinuous solutions of the form [47] 
where ψ 
such that ∀φ ∈ D(R) :
In the strong sense, these last equalities would require K ǫ (x) = H ǫ (x) (see [47] , for details on these definitions). In the strong sense [47] , we assume that H = K. We will show a posteriori that they are also equal in the strong sense. Substituting (A5) and (A6) in (A3) and (A4), we get, in Colombeau's distributional sense
where L is also a Heaviside function and
The fact that ψ ± 1,2 are solutions of the free Dirac equation was also used to cancel some terms. Then, to find the boundary conditions, we apply φ ∈ D(R) to (A7) and (A8):
Performing the integration and taking the limit ǫ → 0, we get φ(0) cψ 
where we used the fact that ψ ± are smooth and where a, b are real constants. These constants are obtained from Colombeau's theory which states that for all φ ∈ D(R)
for real constants a, b which value depend on the local structure of distributions. Now, we can get rid of the integral terms in (A11), (A12) by using again the fact that ψ ± 1,2 are solutions of the free Dirac equation and that the equality is satisfied for all φ. We get: 
Thus, we have the boundary conditions or jumps conditions on the wave function since we have lim ǫ→0 ψ(±ǫ) = ψ ± (0) from (A5) and (A6). They are ambiguous because the value of a, b is unknown: they should be fixed by some other physical or mathematical arguments. This is done in the following.
There are many ways to implement point interactions in the 1-D Dirac equation and each corresponds to a different self-adjoint extension of the Dirac operator. It was shown in [41] that the most general self-adjoint extension is given by a four-parameter family (α, δ, γ, β):
for each quadruple corresponds a different physical system. This is believed to be the main reason for the ambiguities arising in the definition of the boundary conditions. More precisely, the operator implementing point interactions is given by the free Dirac operator H on the domain [41] D(H) = ψ ∈ W 2,1 (R\{0}) ∩ AC loc (R\{0}) ⊗ C 2 |ψ(0
where W 2,1 is the Sobolev space, AC loc is the set of absolute continuous function and Λ is a 2 × 2 matrix implementing the following transformation:
where α, δ, γ, β ∈ R, αδ − γβ = 1, ω ∈ C and |ω| = 1. This choice of parameters guarantees that the Dirac operator is self-adjoint and reduces to the usual delta interaction of the Schrödinger equation in the non-relativistic limit. Therefore, the jump condition derived previously in (A15) and (A15) has to be consistent with these conditions to keep the selfadjointness of the operator. Moreover, it should also fulfill an important "physical" condition: the charge conjugation invariance. The latter guarantees that the particle-antiparticle duality is well-defined. Both of these requirements allow to fix the value of a, b uniquely, as shown in the following.
First, we show that K = H in the strong sense by demonstrating that a = b using the charge conjugation invariance. It can be easily found from the time-dependent Dirac equation in our representation that the wave function transforms as Cψ(x) = σ x ψ * (x) under the charge conjugation operator C. Recall that the potential then transforms as g → −g.
Then, (A15) and (A16) are written in the same form as (A18) and (A19), which yields
and also, it is convenient to invert these to get
These boundary conditions are consistent with the ones found in [57, 59] for static electric potential which were derived by using other but similar techniques. That is: "Hδ = δ/2", which is the same result obtained from Colombeau's theory. Details can be found in [60] , [61] .
