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Abstract
We consider a 2mth order elliptic operator of divergence form in a domain Ω of Rn, whose leading
coefficients are uniformly continuous. In the paper [Y. Miyazaki, The Lp theory of divergence form elliptic
operators under the Dirichlet condition, J. Differential Equations 215 (2005) 320–356], we developed the
Lp theory including the construction of Lp resolvents, assuming that the boundary of Ω is of class Cm+1.
The purpose of this paper is to show that the Lp theory also holds when Ω is a C1 domain, applying the
inequalities of Hardy type for the Sobolev spaces.
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1. Introduction
Let us consider the elliptic operator of divergence form
Au(x)=
∑
|α|m, |β|m
Dα
(
aαβ(x)D
βu(x)
) (1.1)
with the Dirichlet boundary condition defined in a domain Ω of Rn with n 2. Here
D = (D1, . . . ,Dn), Dj = −
√−1∂j (j = 1, . . . , n).
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the following:
(H1) The principal symbol a(x, ξ)=∑|α|=|β|=m aαβ(x)ξα+β of A satisfies the strong ellipticity
condition, i.e., there exists δ0 > 0 such that
Rea(x, ξ) δ0|ξ |2m for x ∈Ω, ξ ∈ Rn. (1.2)
(H2) All the coefficients aαβ are measurable and bounded in Ω . Moreover, the coefficients of
top order are uniformly continuous in the closure of Ω .
For p ∈ (1,∞) the operator A naturally defines a bounded linear operator Hm,p0 (Ω) →
H−m,p(Ω), where Hk,p(Ω) stands for the Lp Sobolev space of order k and Hk,p0 (Ω) is the
closure of C∞0 (Ω) in Hk,p(Ω). In [11–14] we constructed the Lp resolvent for A with the esti-
mate
∥∥(A− λ)−1∥∥
H−i,p(Ω)→Hj,p(Ω) K|λ|−1+(i+j)/2m
for 0 i m, 0 j m when λ is in some angular domain of C, and showed that the associ-
ated operator in Lp(Ω) generates an analytic semigroup, and evaluated the heat kernels and the
resolvent kernels with their derivatives of order <m. We assumed that Ω = Rn in [11], that Ω is
a domain with bounded boundary of class Cm+1 in [12,13] and that Ω is a uniform Cm domain
in [14].
In this paper we show that the above-mentioned results also hold if Ω is a uniform C1 domain,
applying the inequalities of Hardy type for the Sobolev spaces. We also consider the case of
Lipschitz domains, assuming that the Lipschitz constant is small enough. Furthermore, we give
the theorem of Lp spectral independence when Ω is bounded.
Many researchers dealt with C1 domains and Lipschitz domains mainly for second-order
elliptic operators. They used the method of layer potentials (see [6,16,18]), the method of ap-
proximating the domain by an increasing sequence {Ωk}∞k=1 of C∞ subdomains (see [2]), the
method of flatting out the domain by the map (x′, xn) = (x1, . . . , xn−1, xn) → (x′, xn − φ(x′))
when Ω is (locally) lying above the graph of a function φ(x′) (see [3]), and so on.
Our method in this paper is to flatten out the boundary by an appropriate C∞ map. The demerit
of the map (x′, xn) → (x′, xn −φ(x′)) is that we need to assume φ ∈ Cm or φ ∈ Cm−1,1 in order
to transform the operator A into an operator A˜ having coefficients a˜αβ(x) which are as smooth
as that of A. By using a C∞ map we can avoid this fault. But we encounter a new difficulty
that the coefficients a˜αβ(x) may tend to ∞ as x approaches the boundary. This difficulty can be
overcomed by using inequalities of Hardy type. Then we know that the map induces not only an
isomorphism between Hm,p0 (Ω) and H
m,p
0 (R
n+) but also an isomorphism between H−m,p(Ω)
and H−m,p(Rn+). Careful observation shows that A˜ is a perturbation of a certain operator which
satisfies conditions (H1) and (H2), although A˜ itself does not satisfy (H2). These facts enable us
to construct the resolvent of A˜, and hence that of A.
2. Main result
In order to state our result precisely, we define the following notations:
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{
δ0 > 0: (1.2) is satisfied
}
, MA = max|α|,|β|m‖aαβ‖L∞(Ω),
κA = sup
x∈Ω
sup
ξ∈Rn\{0}
∣∣arga(x, ξ)∣∣, ζA = (n,m,MA, δA, κA),
ωA(ε)= max|α|=|β|=m supx∈Ω sup|h|ε, x+h∈Ω
∣∣aαβ(x + h)− aαβ(x)∣∣,
Λ(R, θ)= {λ ∈ C: |λ|R, θ  argλ 2π − θ} for R > 0, θ ∈ (0,π).
It is easily seen that tanκA  δ−1A (
∑
|α|=|β|=m 1)MA. If (1.2) holds with Rea(x, ξ) replaced by
a(x, ξ), as assumed in [11,12], it holds that κA = 0.
We often regard a function as a multiplication operator and use the same symbol. So we can
rewrite (1.1) as
A=
∑
|α|m,|β|m
DαaαβD
β :H
m,p
0 (Ω)→H−m,p(Ω)
for each p ∈ (1,∞). When we want to stress p, we write Ap for A.
The definitions of a uniform C1 domain and a uniform Lipschitz domain will be given in
Sections 6 and 7, respectively.
Theorem 2.1. Assume that Ω is a uniform C1 domain, and let p ∈ (1,∞), θ ∈ (κA,π/2). Then
there exist R = R(θ, ζA,ωA,Ω), K1 = K1(p, θ, ζA,Ω) and K2 = K2(θ, ζA,Ω) such that for
λ ∈Λ(R,θ) the resolvent (Ap − λ)−1 exists and the estimate∥∥(Ap − λ)−1∥∥H−i,p(Ω)→Hj,p(Ω) K|λ|−1+(i+j)/2m (2.1)
holds for 0  i  m, 0  j  m with K = K1, and for 0  i < m, 0  j < m with K = K2.
Moreover, the resolvents are consistent in the sense that
(Ap − λ)−1f = (Aq − λ)−1f, f ∈H−m,p(Ω)∩H−m,q(Ω)
for p,q ∈ (1,∞) when λ ∈Λ(R,θ).
We define the operator A(p) in Lp(Ω) by
D(A(p))=
{
u ∈Hm,p0 (Ω): Apu ∈ Lp(Ω)
}
, A(p)u=Apu for u ∈D(A(p)).
Theorem 2.2. Assume that Ω is a uniform C1 domain, and let p ∈ (1,∞). Then the operator
−A(p) generates an analytic semigroup e−tA(p) of angle π/2−κA with kernel U(t, x, y) which is
independent of p. The derivatives ∂αx ∂βy U(t, x, y) with |α|<m, |β|<m are in C1−ε(Ω ×Ω) as
a function of (x, y) for any t ∈ C with |arg t |< π/2 − κA and any ε > 0 and satisfy the Gaussian
estimates (see [13, Theorem 1.2] for the details).
Theorem 2.3. Assume that Ω is a uniform C1 domain, and let p ∈ (1,∞), θ ∈ (κA,π/2). Then
there exists R =R(θ, ζA,ωA,Ω) such that for λ ∈Λ(R,θ) the resolvent (A(p)−λ)−1 exists and
it has a kernel Gλ(x, y) which is independent of p. The derivatives ∂αx ∂βy Gλ(x, y) with |α|<m,
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the estimates of exponential decay (see [13, Theorem 1.3] for the details).
If Ω is bounded, we have more information than Theorem 2.1. Let Bτ (Ω) with τ > 0 stand
for the Hölder–Zygmund space of order τ , that is, Bτ (Ω) = Bτ∞∞(Ω) in terms of the Besov
space (see [17]). We note that Ap is also regarded as a closed operator in H−m,p(Ω) whose
domain of definition D(Ap) is Hm,p0 (Ω), since the resolvents exist by Theorem 2.1.
Corollary 2.4. Assume that Ω is a bounded C1 domain, and let p ∈ (1,∞). Then Ap has a
discrete spectrum with finite-dimensional generalized eigenspaces, which is independent of p. If
λ ∈ ρ(Ap), the resolvent set of Ap , there exists K =K(λ,p, ζA,ωA,Ω) such that
∥∥(Ap − λ)−1∥∥H−i,p(Ω)→Hj,p(Ω) K (2.2)
for 0 i m, 0 j m. Moreover, the generalized eigenfunctions of Ap are in Bm−ε(Ω) for
any ε > 0.
Auscher and Qafsaoui [2] considered the second-order elliptic equation
n∑
i,j=1
DiaijDju=
n∑
j=1
Djfj
for u ∈ H 1,p0 (Ω) with given fj ∈ Lp(Ω) (j = 1, . . . , n) in a C1 domain under the assumption
that the coefficients aij are bounded and in VMO class, and showed the unique solvability with
the estimate
‖∇u‖Lp(Ω)  C
n∑
j=1
‖fj‖Lp(Ω). (2.3)
Their result is an improvement of that of Di Fazio [4], who assumed that the coefficients are
real-valued and symmetric and that ∂Ω , the boundary of Ω , is of class C1,1. Byun [3] refined
the assumptions in [2] by using the BMO seminorm of the coefficients and the Lipschitz constant
of the domain.
Corollary 2.4 is regarded as an extension of the result in [2] to the case where m  2 or the
case where the operator has lower terms, although we assume a stronger smoothness condition on
the coefficients than theirs. In fact, if the coefficients are uniformly continuous we can get their
result from Corollary 2.4 as follows. Let A =∑ni,j=1 DiaijDj . Then for p = 2 the existence of
A−12 is an immediate consequence of Gårding’s inequality and Lax–Milgram’s theorem. So Lp
spectral independence gives the existence of A−1p and estimate (2.3).
In the case of Lipschitz domains, the result is restrictive. Indeed, when A is the Laplacian,
there exists a Lipschitz domain and functions fj (j = 1, . . . , n) such that (2.3) does not hold for
some p > 2 (see [8]). In Theorem 2.5 below LΩ stands for the Lipschitz constant, which will be
defined in Section 7.
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Then there exist = (p, θ), R =R(θ, ζA,ωA,Ω), K =K(p, θ, ζA,Ω) such that if LΩ   then
for λ ∈Λ(R,θ) the resolvent (Ap − λ)−1 exists and satisfies (2.1) for 0 i m, 0 j m.
We conclude this section with a sketch of the proof of our main results. We can derive The-
orems 2.1–2.3 along the same line as in [13] if we establish Proposition 2.6 below, since the
Sobolev embedding theorem holds not only for a domain with bounded Cm+1 boundary, which
was the case in [13], but also for a uniform C1 domain. So our main task in this paper is to prove
Proposition 2.6, which is weaker than Theorem 2.1 in the sense that the constants R and K may
depend on p.
In order to prove Proposition 2.6 we construct a C∞ map between a special C1 domain Ω
and the half space Rn+, and evaluate its derivatives in Section 3. In Section 4 we derive two kinds
of Hardy’s inequalities, one for Hk,p0 (Ω) and another for H
−k,p(Ω) with a positive integer k,
and show that the C∞ map induces isomorphisms between the Lp Sobolev spaces. In Section 5
we prove Proposition 2.6 in the case of special C1 domains by the method of perturbation. As
mentioned in introduction, we have already obtained Proposition 2.6 when Ω is a uniform Cm
domain, especially when Ω = Rn+. So the proof of Proposition 2.6 for special C1 domains is
based on the result for the case Ω = Rn+. In Section 6 we complete the proof of Proposition 2.6,
and derive Corollary 2.4 from Theorem 2.1.
Theorem 2.5 can be proved by modifying the proof of Proposition 2.6. We carry out this in
Section 7.
Proposition 2.6. Assume that Ω is a uniform C1 domain, and let p ∈ (1,∞), θ ∈ (κA,π/2).
Then there exist R =R(p, θ, ζA,ωA,Ω) and K =K(p, θ, ζA,Ω) such that for λ ∈Λ(R,θ) the
resolvent (Ap−λ)−1 exists and satisfies (2.1) for 0 i m, 0 j m. Moreover, the resolvents
are consistent in the sense of Theorem 2.1.
3. C∞ diffeomorphism on a special C1 domain
In this section we construct a C∞ diffeomorphism between a special C1 domain and the half
space Rn+ = {x = (x′, xn): x′ ∈ Rn−1, xn > 0}.
Definition 3.1. Let Ω be the set of points lying above the graph xn = φ(x′) for a function
φ :Rn−1 → R, i.e.,
Ω = {x = (x′, xn): x′ ∈ Rn−1, xn > φ(x′)}. (3.1)
We say that Ω is a special C1 domain if the function φ satisfies the following conditions:
(i) φ ∈ C1(Rn−1).
(ii) |∂jφ(x′)|MΩ for x′ ∈ Rn−1, 1 j < n with some constant MΩ .
(iii) The first derivatives ∂jφ (1 j < n) are uniformly continuous in Rn−1, that is, there exists
a non-decreasing function ωΩ : [0,∞)→ [0,2MΩ ] such that limε→+0 ωΩ(ε)= 0 and∣∣∂jφ(x′)− ∂jφ(y′)∣∣ ωΩ(|x′ − y′|), x′, y′ ∈ Rn−1, 1 j < n. (3.2)
We call (MΩ,ωΩ) the bounds of the special C1 domain Ω .
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φ ∈ Cm(Rn−1) and ‖∂αφ‖L∞(Rn−1) < ∞ for 1  |α|  m, respectively. We note that in [14] a
different terminology was used for a special Cm domain, which we called a special Cmu domain.
If φ satisfies conditions (i), (ii) in Definition 3.1, it follows that
∣∣φ(x′)− φ(y′)∣∣ LΩ |x′ − y′|, x′, y′ ∈ Rn−1 (3.3)
with LΩ = √nMΩ . Until the end of Section 5 we shall assume that Ω is a special C1 domain
and that φ, MΩ , ωΩ and LΩ are associated with Ω as above.
In order to construct a C∞ map Φ :Rn+ → Ω by a convolution we choose a function ρ ∈
C∞0 (Rn−1) satisfying
suppρ ⊂ {x′ ∈ Rn−1: |x′|< 1}, ∫
Rn−1
ρ(x′) dx′ = 1,
and set ρε(x′)= ε1−nρ(ε−1x′) for ε > 0. Then we define a function φ˜ :Rn+ → R by
φ˜(x)= ρxn ∗ φ(x′)= x1−nn
∫
Rn−1
ρ
(
x−1n (x′ − z′)
)
φ(z′) dz′
=
∫
Rn−1
ρ(z′)φ(x′ − xnz′) dz′
for x = (x′, xn) ∈ Rn+. Simple calculation shows
∂
∂xj
{
ρε(x
′)
}= ε−1(∂jρ)ε(x′), 1 j < n, (3.4a)
∂
∂ε
{
ρε(x
′)
}= ε−1hε(x′), (3.4b)
where h(x′) = −∑n−1j=1 ∂j (xjρ(x′)). These relations are useful in the proof of the following
lemma.
Lemma 3.2. Let x = (x′, xn) ∈ Rn+, y ∈ Rn+. Then the following inequalities hold with some
constants C(n) and C(n,α):
(i) For 1 j  n,
∣∣∂j φ˜(x)∣∣ C(n)LΩ.
(ii) For 1 j  n,
∣∣∂j φ˜(x)− ∂j φ˜(y)∣∣ C(n)ωΩ(2|x − y|).
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Proof. Since
∫
Rn−1 ∂jρ(z
′) dz′ = 0 and ∫
Rn−1 h(z
′) dz′ = 0, relations (3.4) yield
∂j φ˜(x)= x−1n
∫
|z′|<1
∂jρ(z
′)
{
φ(x′ − xnz′)− φ(x′)
}
dz′, 1 j < n,
∂nφ˜(x)= x−1n
∫
|z′|<1
h(z′)
{
φ(x′ − xnz′)− φ(x′)
}
dz′.
Then (i) follows from (3.3).
We get (ii) from (3.2) and
∂j φ˜(x)=
∫
|z′|<1
ρ(z′)∂jφ(x′ − xnz′) dz′, 1 j < n,
∂nφ˜(x)= x−1n
∫
Rn−1
h(z′)φ(x′ − xnz′) dz′
= −
n−1∑
j=1
∫
|z′|<1
zjρ(z
′)∂jφ(x′ − xnz′) dz′.
To show (iii) we denote by N0 the set of non-negative integers and use (3.4) repeatedly.
Then it follows that for α ∈ Nn0 with |α|  2 there exists a function hα ∈ C∞0 (Rn−1) such that
hα = ∑|β|=|α|(ρβ)(β) with some functions ρβ ∈ C∞0 (Rn−1), β ∈ Nn−10 satisfying suppρβ ⊂
{z′: |z′|< 1} and that
∂αφ˜(x)= x1−n−|α|n
∫
Rn−1
hα
(
x−1n (x′ − z′)
)
φ(z′) dz′
= x−|α|n
∫
|z′|<1
hα(z
′)φ(x′ − xnz′) dz′. (3.5)
In view of |β| = |α| 2 it follows that hα is also written as hα =∑n−1j=1 ρ(ej )j with some functions
ρj ∈ C∞0 (Rn−1) satisfying
∫
Rn−1 ρj (z
′) dz′ = 0 and suppρj ⊂ {z′: |z′|< 1}, where ej stands for
the unit vector whose j th component is 1. So we have
∂αφ˜(x)= x1−|α|n
n−1∑
j=1
∫
|z′|<1
ρj (z
′)
{
∂jφ(x
′ − xnz′)− ∂jφ(x′)
}
dz′.
Then (iii) follows from (3.2). 
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0 < σ  1, C(n)LΩσ 
1
2
, (3.6)
where C(n) is the constant in Lemma 3.2, and define Φ :Rn+ → Ω by X = Φ(x) = (Φ1(x),
. . . ,Φn(x)) with
X′ = x′, Xn = xn + φ˜(x′, σxn).
Clearly Φ ∈ C∞(Rn+). This is a slight modification of the map used in [10, Chapter 6] (see
also [7]). Conditions (3.6) enable us to show that Φ is bijective as follows.
It is clear that Φ(x′, xn) =Φ(y′, yn) if x′ = y′. By Lemma 3.2(i) and (3.6) we have
∣∣∂nΦn(x)− 1∣∣= σ ∣∣∂nφ˜(x′, σxn)∣∣ C(n)LΩσ  12 . (3.7)
Then the mean value theorem gives
1
2
|xn − yn|
∣∣Φn(x′, xn)−Φn(x′, yn)∣∣ 32 |xn − yn| (3.8)
for x′ ∈ Rn−1, xn > 0, yn > 0. Hence Φ is injective.
By (3.7) we have ∂nΦn(x) 12 , which implies that Φn(x′, xn) is an increasing function of xn.
It is easily seen that limxn→+0 Φn(x′, xn) = φ(x′) by the definition of φ˜. Letting yn → +0
in (3.8), we get
1
2
xn Φn(x′, xn)− φ(x′) 32xn,
which implies limxn→+∞Φn(x′, xn)= +∞. Hence Φ is surjective.
Thus we know that Φ is a bijection. So Φ has an inverse Ψ =Φ−1 :Ω → Rn+. Using
∂jΦi(x)= δij (1 i < n, 1 j  n), (3.9a)
∂jΦn(x)= ∂j φ˜(x′, σxn) (1 j < n), ∂nΦn(x)= 1 + σ∂nφ˜(x′, σxn), (3.9b)
and (3.7), we have
1
2
 detΦ ′(x)= ∂nΦn(x) 32 . (3.10)
Then Ψ ∈ C∞(Ω) by the inverse function theorem.
Lemma 3.3. Let x = (x′, xn) ∈ Rn+, y ∈ Rn+. Then the following inequalities hold with some
constants C(n) and C(n,α):
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∂jΦi(x)= δij (1 i < n, 1 j  n),∣∣∂jΦn(x)∣∣ C(n)LΩ (1 j < n), 12  ∂nΦn(x) 32 .
(ii) For 1 j  n,
∣∣∂jΦn(x)− ∂jΦn(y)∣∣ C(n)ωΩ(2|x − y|).
(iii) For |α| 2,
∣∣∂αΦn(x)∣∣ C(n,α)x1−|α|n ωΩ(xn).
Proof. The lemma follows from Lemma 3.2, (3.9), (3.10) and ∂αΦn(x) = σαn∂αφ˜(x′, σxn) for
α = (α′, αn) ∈ Nn0, |α| 1. 
Lemma 3.4. Let X = Φ(x), Y = Φ(y) with x = (x′, xn) ∈ Rn+, y ∈ Rn+, and let Ψ =
(Ψ1, . . . ,Ψn). Then the following inequalities hold with some constants C(n) and C(n,α):
(i) The first derivatives of Ψ satisfy
∂jΨi(X)= δij (1 i < n, 1 j  n),∣∣∂jΨn(X)∣∣ C(n)LΩ (1 j < n), 23  ∂nΨn(X) 2.
(ii) For 1 j  n,
∣∣∂jΨn(X)− ∂jΨn(Y )∣∣ C(n,LΩ)ωΩ(2|x − y|).
(iii) For |α| 2,
∣∣∂αΨn(X)∣∣ C(n,α,LΩ,MΩ)x1−|α|n ωΩ(xn).
Proof. Since Ψ ′(X)=Φ ′(x)−1, we have from (3.9a)
∂jΨi(X)= δij (1 i < n, 1 j  n), (3.11a)
∂jΨn(X)= −∂jΦn(x)
∂nΦn(x)
(1 j < n), ∂nΨn(X)= 1
∂nΦn(x)
. (3.11b)
So (i) and (ii) follow from Lemma 3.3.
By induction we have for |α| 2,
Ψ (α)n (X)=
∑
const × Φ
(β1)
n (x) · · ·Φ(βl)n (x)
k
, (3.12)∂nΦn(x)
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(|β1| − 1)+ · · · + (|βl | − 1)= |α| − 1.
We note that |α| 2 implies that |βj | 2 for some βj . Then (iii) follows from Lemma 3.3 and
‖ωΩ‖L∞  2MΩ . 
4. Inequalities of Hardy type
In this section we continue to assume that Ω is a special C1 domain and that φ, MΩ , ωΩ ,
LΩ , Φ and Ψ are as in the previous section. We denote by dΩ(x) the distance from x to ∂Ω .
The next lemma is easily derived from (3.3).
Lemma 4.1. For x = (x′, xn) ∈Ω ,
xn − φ(x′)√
L2Ω + 1
 dΩ(x) xn − φ(x′).
According to [5, Theorem 3.4], for any domain Ω if u ∈ Lp(Ω) and d−kΩ u ∈ Lp(Ω) with
k ∈ N0 then u ∈ Hk,p0 (Ω). The converse is true when Ω is a bounded domain with suitably
smooth boundary (see [9]). We prove the converse for a special C1 domain. Let B(E,F ) stand
for the set of bounded linear operators from a Banach space E to a Banach space F .
Lemma 4.2. Let p ∈ (1,∞), k ∈ N0 and u ∈Hk,p0 (Ω). Then d−kΩ u ∈ Lp(Ω) and
∥∥d−kΩ u∥∥Lp(Ω)  C(p,n, k,LΩ)∥∥Dknu∥∥Lp(Ω).
In other words, d−kΩ ∈ B(Hk,p0 (Ω),Lp(Ω)).
Proof. The lemma is trivial for k = 0. So we assume k  1. By the density argument it is suffi-
cient to show the lemma for u ∈ C∞0 (Ω). Taylor’s formula gives
u(x′, xn)=
xn∫
φ(x′)
(xn − yn)k−1
(k − 1)! ∂
k
nu(x
′, yn) dyn, (x′, xn) ∈Ω,
since ∂jnu(x′, φ(x′))= 0 for 0 j < k. Changing variables, we have
t−k+1/pu
(
x′, t + φ(x′))=
t∫
(t − s)k−1s1−1/p
(k − 1)!tk−1/p
{
s1/p∂knu
(
x′, s + φ(x′))} ds
s
0
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kernel K(t, s) = (t − s)k−1s1−1/pt−k+1/p/(k − 1)!. Since
t∫
0
∣∣K(t, s)∣∣ds
s
=
∞∫
s
∣∣K(t, s)∣∣dt
t
=
1∫
0
(1 − s)k−1s−1/p
(k − 1)! ds <∞,
the integral operator is bounded. Hence we get
∥∥(xn − φ(x′))−ku(x′, xn)∥∥Lp(Ω)
= ∥∥∥∥t−k+1/pu(x′, t + φ(x′))∥∥
Lp(R+, dtt )
∥∥
Lp(Rn−1
x′ )
C
∥∥∥∥s1/p∂knu(x′, s + φ(x′))∥∥Lp(R+, dss )
∥∥
Lp(Rn−1
x′ )
= C∥∥∂knu∥∥Lp(Ω).
Then the lemma follows from Lemma 4.1. 
Lemma 4.3. Let p ∈ (1,∞) and k ∈ N0. Then the C∞ diffeomorphism Φ induces an isomor-
phism
Φ∗ :Hk,p0 (Ω)→Hk,p0
(
R
n+
)
with the estimates
∥∥Φ∗∥∥
H
k,p
0 (Ω)→Hk,p0 (Rn+)  C(p,n, k,LΩ,MΩ), (4.1)∥∥Ψ ∗∥∥
H
k,p
0 (R
n+)→Hk,p0 (Ω) C(p,n, k,LΩ,MΩ). (4.2)
Proof. The lemma is trivial for k = 0. So we assume k  1. Clearly Φ∗ induces an iso-
morphism between C∞0 (Ω) and C∞0 (R
n+). Hence it remains to prove (4.1) and (4.2). Let
X = Φ(x) with x ∈ Rn+ and set U(X) = u(x) for u ∈ C∞0 (Rn+). Let |α|  1. Repeated use
of DXjU(X)=
∑n
i=1 Ψ
(ej )
i (X)Dxi u(x) and Lemma 3.4(i) yield
DαXU(X)=
∑
|β||α|
bαβ(x)D
β
x u(x) (4.3)
with
bαβ(x)=
∑
const ×Ψ (γ1)n (X) · · ·Ψ (γh)n (X), (4.4)
where h and {γj }hj=1 satisfy 1 h |α|, |γj | 1 (j = 1, . . . , h) and
(|γ1| − 1)+ · · · + (|γh| − 1)= |α| − |β|. (4.5)
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∥∥DαXU∥∥Lp(Ω)  C ∑
|β||α|
∥∥x|β|−|α|n Dβx u∥∥Lp(Rn+)  C‖u‖H |α|,p0 (Rn+),
which together with (4.2) for k = 0 implies (4.2) for k  1. Similarly we get (4.1). 
Since H−k,p(Ω) is the dual space of Hk,p
′
0 (Ω) for k ∈ N0 and 1/p + 1/p′ = 1 (see [1]),
Lemma 4.3 implies that there is an isomorphism between H−k,p(Ω) and H−k,p(Rn+). The next
lemma gives a direct proof of this fact. It is also useful in the next section.
We note that f ∈H−k,p(Ω) with k ∈ N0 is written as
f =
∑
|α|k
Dαfα, fα ∈ Lp(Ω) (4.6)
with the norm
‖f ‖H−k,p(Ω) = inf
∑
|α|k
‖fα‖Lp(Ω),
where the infimum is taken over all {fα} satisfying (4.6).
Lemma 4.4. Let p ∈ (1,∞), k ∈ N0 and f ∈ Lp(Ω). Then d−kΩ f ∈ H−k,p(Ω). More precisely,
there exists F ∈ Lp(Ω) such that
d−kΩ f =DknF (4.7)
with
‖F‖Lp(Ω) C(p,n, k,LΩ)‖f ‖Lp(Ω). (4.8)
In other words, d−kΩ ∈ B(Lp(Ω),H−k,p(Ω)).
Proof. The lemma is trivial for k = 0. So we assume k  1. By the density argument we have
only to prove (4.7) and (4.8) for f ∈ C∞0 (Ω). Set
F(x′, xn)=
∞∫
xn
(
√−1)k(xn − yn)k−1
(k − 1)! dΩ(x
′, yn)−kf (x′, yn) dyn
for (x′, xn) ∈ Ω . Then it is easily seen that (4.7) holds. To estimate ‖F‖Lp(Ω) we change vari-
ables and have
t1/pF
(
x′, t + φ(x′))
=
∞∫
(
√−1)k(t − s)k−1t1/p
(k − 1)!dΩ(x′, s + φ(x′))ks−1+1/p
{
s1/pf
(
x′, s + φ(x′))}ds
s
t
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a bounded integral operator Lp(R+, dss )→ Lp(R+, dtt ). So we get (4.8). 
Lemma 4.5. Let p ∈ (1,∞) and k ∈ N0. Then the C∞ diffeomorphism Φ induces an isomor-
phism
Φ∗ :H−k,p(Ω)→H−k,p(Rn+)
with the estimates
∥∥Φ∗∥∥
H−k,p(Ω)→H−k,p(Rn+)  C(p,n, k,LΩ,MΩ), (4.9)∥∥Ψ ∗∥∥
H−k,p(Rn+)→H−k,p(Ω) C(p,n, k,LΩ,MΩ). (4.10)
Proof. The lemma is trivial for k = 0. So we assume k  1. Since Φ∗ is an isomorphism between
C∞0 (Ω) and C∞0 (R
n+), we have only to prove (4.9) and (4.10).
Let U ∈H−k,p(Ω) be written as
U =
∑
|α|k
DαUα, Uα ∈ C∞0 (Ω), (4.11)
and set uα =Φ∗Uα , that is, Uα(X)= uα(x) with X =Φ(x). By (4.3) and a variant of the Leibniz
formula
aDβu=
∑
β ′β
Cββ ′D
β ′(a(β−β ′)u),
we have
DαXUα(X)=
∑
|β||α|
∑
β ′β
Cββ ′D
β ′
x
(
b
(β−β ′)
αβ (x)uα(x)
)
.
Using (4.4), (3.9a) and ∂xi (Ψ (γ )n (X))=
∑n
j=1 Ψ
(γ+ej )
n (X)Φ
(ei)
j (x), we obtain by induction
DαXUα(X)=
∑
|β||α|
Dβx
(
cαβ(x)uα(x)
) (4.12)
with
cαβ(x)=
∑
const ×Ψ (γ1)n (X) · · ·Ψ (γh)n (X)Φ(δ1)n (x) · · ·Φ(δl)n (x), (4.13)
where {γj }hj=1 and {δj }lj=1 satisfy |γj | 1 (j = 1, . . . , h), |δj | 1 (j = 1, . . . , l) and
h∑(|γj | − 1)+ l∑(|δj | − 1)= |α| − |β|. (4.14)
j=1 j=1
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x
|α|−|β|
n cαβuα , we see that there exist functions vαβ ∈ Lp(Rn+) such that
cαβuα =D|α|−|β|n vαβ, ‖vαβ‖Lp(Rn+) C‖uα‖Lp(Rn+).
Hence (4.11) and (4.12) imply
Φ∗U =
∑
|α|k
∑
|β||α|
DβD|α|−|β|n vαβ
and
∥∥Φ∗U∥∥
H−k,p(Rn+)
 C
∑
|α|k
∑
|β||α|
‖vαβ‖Lp(Rn+)
 C
∑
|α|k
‖uα‖Lp(Rn+)  C
∑
|α|k
‖Uα‖Lp(Ω).
Taking the infimum of the last sum, we get∥∥Φ∗U∥∥
H−k,p(Rn+)
C‖U‖H−k,p(Ω).
This implies (4.9), since the set of the functions U which can be written as (4.11) is dense in
H−k,p(Ω). Similarly we get (4.10). 
5. Resolvents in special C1 domains
In this section we construct the Lp resolvent when Ω is a special C1 domain, assuming again
that φ, MΩ , ωΩ , LΩ , Φ and Ψ are as in Section 3.
We set A˜=Φ∗AΨ ∗ and a˜αβ = aαβ ◦Φ . Since (4.3) and (4.12) imply
Φ∗DβΨ ∗ =
∑
|β ′||β|
bββ ′D
β ′ , Φ∗DαΨ ∗ =
∑
|α′||α|
Dα
′
cαα′ ,
the operator A˜ is written as A˜= A˜0 + A˜1 with
A˜0 =
∑
|α|=|β|=m
∑
|α′|=|β ′|=m
Dα
′
cαα′ a˜αβbββ ′D
β ′ , (5.1)
A˜1 =
∑
α,β
∑
α′,β ′
Dα
′
cαα′ a˜αβbββ ′D
β ′ , (5.2)
where the sum for A˜1 is taken over α,β,α′, β ′ ∈ Nn0 satisfying |α|  m, |β|  m, |α′|  |α|,|β ′| |β| and one of the following conditions:
(i) |α| + |β|< 2m,
(ii) |α| = |β| =m, |α′| = |α|, |β ′|< |β|,
(iii) |α| = |β| =m, |α′|< |α|, |β ′| = |β|.
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K = K(p, θ, ζA,Ω) such that the resolvent (A˜0 − λ)−1 :H−m,p(Rn+) → Hm,p0 (Rn+) exists and
satisfies ∥∥(A˜0 − λ)−1∥∥H−i,p(Rn+)→Hj,p(Rn+) K|λ|−1+(i+j)/2m (5.3)
for 0 i m, 0 j m when λ ∈Λ(R,θ). Moreover, the resolvents are consistent.
Proof. Since Proposition 2.6 is true when Ω = Rn+ (see [13]), we have only to show that A˜0
satisfies conditions (H1) and (H2). Let a˜(x, ξ) be the principal symbol of A˜0. Then
a˜(x, ξ)= a(Φ(x), tΦ ′(x)−1ξ) δA∣∣tΦ ′(x)−1ξ ∣∣2m  δAc|ξ |2m
with some c, where the last inequality follows from ξ = tΦ ′(x)tΦ ′(x)−1ξ and Lemma 3.3(i).
Hence A˜0 satisfies (H1).
In (4.5) the equality |α| = |β| implies |γj | = 1 for any γj . So by (4.4) and Lemma 3.4 we
have
‖bββ ′ ‖L∞  C, ω(t;bββ ′) CωΩ(2t)
for |β ′| = |β|, where ω(t;bββ ′) denotes the modulus of continuity of bββ ′ . The same fact follows
for cαα′ with |α′| = |α| from (4.13), (4.14) and Lemmas 3.3, 3.4. Therefore A˜0 satisfies (H2). 
Lemma 5.2. Let p ∈ (1,∞) and ε ∈ (0,1). Then the operator A˜1 can be written as
A˜1 =
∑
|α|,|β|m
Aεαβ,
where Aεαβ :H
|β|,p
0 (R
n+) → H−|α|,p(Rn+) satisfies the following estimates. There exists C =
C(p,n,m,MA,Ω) such that
∥∥Aεαβ∥∥H |β|,p0 →H−|α|,p 
{
CωΩ(ε) (|α| = |β| =m),
Cε|α|+|β|−2m (|α| + |β|< 2m).
Proof. In order to investigate each term in (5.2) we set Jαα′ββ ′ = Dα′cαα′ a˜αβbββ ′Dβ ′ . First we
consider case (i) |α| + |β|< 2m. We write Jαα′ββ ′ as
Jαα′ββ ′ =Dα′x|α′|−|α|n
(
x|α|−|α′|n cαα′
)
a˜αβ
(
bββ ′x
|β|−|β ′|
n
)
x|β ′|−|β|n Dβ
′
.
As seen in the previous section, ‖x|α|−|α′|n cαα′‖L∞  C, ‖bββ ′x|β|−|β
′|
n ‖L∞  C. We have
x|β ′|−|β|n Dβ
′ ∈ B(H |β|,p0 (Rn+),Lp(Rn+)), Dα′x|α′|−|α|n ∈ B(Lp(Rn+),H−|α|,p(Rn+))
by Lemmas 4.2, 4.4. Therefore
‖Jαα′ββ ′ ‖ |β|,p −|α|,p  C Cε|α|+|β|−2m.H0 →H
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η(t)= 1 for t  2−1, η(t)= 0 for t  1,
and set ηε(x)= η(ε−1xn) for x = (x′, xn). We write Jαα′ββ ′ as
Jαα′ββ ′ =Dα′cαα′ a˜αβ
(
ηεbββ ′x
|β|−|β ′|
n
)(
x|β ′|−|β|n Dβ
′)
+Dα′cαα′ a˜αβ(1 − ηε)bββ ′Dβ ′
= T0 + T1.
As seen in the proof of Lemma 5.1, we have ‖cαα′ ‖L∞  C. In (4.5) the inequality |α| > |β|
implies |γj |  2 for some γj . So |bββ ′(x)|  Cx|β
′|−|β|
n ωΩ(xn) by (4.4) and Lemma 3.4. Then
we have by Lemma 4.2
‖T0‖Hm,p0 →H−m,p  C
∥∥ηεbββ ′x|β|−|β ′|n ∥∥L∞ CωΩ(ε),
‖T1‖
H
|β′|,p
0 →H−m,p
C
∥∥(1 − ηε)bββ ′∥∥L∞  Cε|β ′|−|β| = Cε|α|+|β ′|−2m.
Finally we consider case (iii) |α| = |β| =m, |α′|< |α|, |β ′| = |β|. We write Jαα′ββ ′ as
Jαα′ββ ′ =Dα′x|α′|−|α|n
(
x|α|−|α′|n cαα′ηε
)
a˜αβbββ ′D
β ′
+Dα′cαα′(1 − ηε)a˜αβbββ ′Dβ ′
= S0 + S1.
In the same way as in case (ii) we get ‖bββ ′ ‖L∞  C and |cαα′(x)|  Cx|α
′|−|α|
n ωΩ(xn) from
(4.13), (4.14) and Lemmas 3.3, 3.4. Then we have by Lemma 4.4
‖S0‖Hm,p0 →H−m,p  C
∥∥x|α|−|α′|n cαα′ηε∥∥L∞  CωΩ(ε),
‖S1‖Hm,p0 →H−|α′|,p  C
∥∥cαα′(1 − ηε)∥∥L∞  Cε|α′|−|α| = Cε|α′|+|β|−2m.
The above estimates for Jαα′ββ ′ yield the lemma. 
Proof of Proposition 2.6 for special C1 domains. First we shall show that A˜=Φ∗AΨ ∗ has re-
solvents satisfying the estimates like (2.1). Now that we have obtained Lemmas 5.1, 5.2, the proof
of this assertion is essentially the same as that of the perturbation theorem [12, Theorem 1.3],
which dealt with L∞ perturbation of coefficients.
For sake of completeness we give the detail. Since
(A˜− λ)(A˜0 − λ)−1 = I + A˜1(A˜0 − λ)−1,
(A˜0 − λ)−1(A˜− λ)= I + (A˜0 − λ)−1A˜1,
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(A˜− λ)−1 =
∞∑
N=0
(−1)NTN, TN =
{
(A˜0 − λ)−1A˜1
}N
(A˜0 − λ)−1. (5.4)
So it suffices to show the convergence of the series. To do so we note
TN =
∑
α1,β1
· · ·
∑
αN ,βN
(
N∏
k=1
(A˜0 − λ)−1Aεαkβk
)
(A˜0 − λ)−1
and set Mαβ = ‖Aεαβ‖H |β|,p0 →H−|α|,p . Then we have by Lemmas 5.1, 5.2
‖TN‖H−i,p→Hj,p

∑
α1,β1
· · ·
∑
αN ,βN
K|λ|−1+(i+|βN |)/2m
×MαNβNK|λ|−1+(|αN |+|βN−1|)/2m · · ·Mα1β1K|λ|−1+(|α1|+j)/2m
K|λ|−1+(i+j)/2m
( ∑
|α|,|β|m
KMαβ |λ|−1+(|α|+|β|)/2m
)N
K|λ|−1+(i+j)/2m(C0ωΩ(ε)+C1ε−1|λ|−1/2m)N (5.5)
for 0 i m, 0 j m when λ ∈ Λ(R,θ) and |λ| ε−2m. We choose ε ∈ (0,1) and R0  R
so that
C0ωΩ(ε) 4−1, C1ε−1R−1/2m0  4
−1, R0  ε−2m.
Then the series in (5.4) converges and the estimate
∥∥(A˜− λ)−1∥∥
H−i,p→Hj,p  2K|λ|−1+(i+j)/2m
holds for 0 i m, 0 j m and λ ∈Λ(R0, θ).
Next we shall consider the resolvent of A. By virtue of Lemmas 4.3, 4.5 the resolvent of A is
given by
(A− λ)−1 = Ψ ∗(A˜− λ)−1Φ∗.
It is easily seen that (A− λ)−1 satisfies estimate (2.1).
Finally we shall consider the consistency of the resolvents of A. In view of the above construc-
tion we know that (A− λ)−1 consists of the operators Φ∗, Ψ ∗, (A˜0 − λ)−1, Dα , multiplication
operators by functions, and so on. Since these operators are consistent, so are the resolvents
of A. 
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Following the definition of a domain with minimally smooth boundary by Stein [15, Chap-
ter VI, Section 3], we define a uniform C1 domain. For this purpose we also call Ω a special C1
domain, if Ω is obtained from a special C1 domain by a rotation in Rn. We note that Proposi-
tion 2.6 is also true for this type of special C1 domains, since a rotation keep the elliptic operator
in the same form and induces isomorphisms between the Sobolev spaces.
Definition 6.1. We say that Ω is a uniform C1 domain if there exist a family of open sets {Us}s∈Γ
with countable index set Γ , a positive integer N , d > 0, MΩ > 0 and a non-decreasing function
ωΩ : [0,∞)→ [0,2MΩ ] satisfying limε→+0 ωΩ(ε)= 0 such that the following conditions hold:
(i) Any N + 1 distinct sets of {Us}s∈Γ have an empty intersection.
(ii) For each x ∈ ∂Ω there exists s ∈ Γ such that {y ∈ Rn: |y − x|< d} ⊂Us .
(iii) For each s ∈ Γ there exists a special C1 domain Vs such that Vs has bounds (MΩ,ωΩ) and
that
Us ∩Ω =Us ∩ Vs.
Here are examples of the uniform C1 domain: (a) Rn+, (b) a special C1 domain, (c) a domain
whose boundary is bounded and of class C1, where the index set Γ is finite.
Proof of Proposition 2.6 for uniform C1 domains. The proposition follows from the result for
special C1 domains by using a partition of unity. The detail argument is found in [14], where we
derived the result for uniform Cm domains from that for special Cm domains. 
Proof of Corollary 2.4. The corollary is similar to [14, Corollary 6.2], where we considered the
operator A(p) in Lp(Ω) instead of Ap .
So if we modify its proof slightly, we can derive the corollary by using the following:
(i) Rellich’s theorem and the Riesz–Schauder theory,
(ii) Lq(Ω)⊂ Lp(Ω) if 1 <p < q <∞,
(iii) range(Ap − λ)−1 =Hm,p0 (Ω)⊂H−m,q(Ω) if 1 <p < q <∞ and 1/p − 1/q < 2m/n,
(iv) Hm,p0 (Ω)⊂ Bm−n/p(Ω) if 1 <p <∞ and m> n/p. 
7. Resolvents in Lipschitz domains
In this section we give the proof of Theorem 2.5. First we assume that Ω is a special Lipschitz
domain. Recall that Ω is a special Lipschitz domain if Ω satisfies (3.1) for a Lipschitz continuous
function φ fulfilling (3.3) with Lipschitz constant LΩ . Let φ˜, σ , Φ and Ψ be as in Section 3.
Corresponding to the case of special C1 domains, we have the following lemmas.
Lemma 7.1. For |α| 1,
∣∣∂αφ˜(x)∣∣ C(n,α)LΩx1−|α|n .
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∂αφ˜(x)= x−|α|n
∫
hα(z
′)
{
φ(x′ − xnz′)− φ(z′)
}
dz′,
since
∫
|z′|<1 hα(z
′) dz′ = 0. Then the lemma follows from (3.3). 
From the estimates for ∂αφ˜(x) with |α| = 1 in Lemma 7.1 we see that Φ is a diffeomorphism
from Rn+ onto Ω and have (3.10), for the argument above Lemma 3.3 works without change.
Lemma 7.2. Let x = (x′, xn) ∈ Rn+.
(i) The first derivatives of Φ satisfy
∂jΦi(x)= δij (1 i < n, 1 j  n),∣∣∂jΦn(x)∣∣ C(n)LΩ (1 j < n), ∣∣∂nΦn(x)− 1∣∣ C(n)LΩ.
(ii) For |α| 2, ∣∣∂αΦn(x)∣∣ C(n,α)LΩx1−|α|n .
Proof. The lemma follows from (3.9) and Lemma 7.1. 
Lemma 7.3. Let x = (x′, xn) ∈ Rn+ and X =Φ(x).
(i) The first derivatives of Ψ satisfy
∂jΨi(X)= δij (1 i < n, 1 j  n),∣∣∂jΨn(x)∣∣ C(n)LΩ (1 j < n), ∣∣∂nΨn(x)− 1∣∣C(n)LΩ.
(ii) For |α| 2,
∣∣∂αΨn(X)∣∣C(n,α)(LΩ +L2|α|−1Ω )x1−|α|n .
Proof. We have (3.11) and
∂nΨn(X)− 1 = 1 − ∂nΦn(x)
∂nΦn(x)
.
Then the lemma follows from (3.10), (3.12) and Lemma 7.2. 
For special Lipschitz domains all the lemmas in Section 4 are also valid if we just omit MΩ
in (4.1), (4.2), (4.9), (4.10), since Lemmas 4.1, 4.2, 4.4 can be proved without change, and Lem-
mas 4.3, 4.5 can be proved by using Lemmas 7.2, 7.3 in place of Lemmas 3.3, 3.4.
Unlike the case of special C1 domains, the derivatives ∂jΨn(X) are not necessarily uniformly
continuous. Therefore we need to split Φ∗AΨ ∗ differently.
Y. Miyazaki / J. Differential Equations 230 (2006) 174–195 193Lemma 7.4. Let p ∈ (1,∞) and 0 <LΩ  1. Then the operator Φ∗AΨ ∗ can be written as
Φ∗AΨ ∗ = A˜0 + A˜1 (7.1)
with
A˜0 =
∑
|α|,|β|m
Dα(aαβ ◦Φ)Dβ, A˜1 =
∑
|α|,|β|m
Aαβ,
where Aαβ :H |β|,p0 (R
n+)→H−|α|,p(Rn+) satisfies
‖Aαβ‖H |β|,p0 (Rn+)→H−|α|,p(Rn+) C(p,n,m,MA)LΩ.
Moreover, Lemma 5.1 is also valid for this A˜0.
Proof. Let X =Φ(x) with x ∈ Rn+ and set U(X)= u(x) for u ∈ C∞0 (Rn+). Then we have
DXjU(X)=Dxj u(x)+ψj (X)Dxnu(x), 1 j  n
with ψj(X)= ∂jΨn(X) for 1 j < n and ψn(X)= ∂nΨn(X)− 1. By induction we have
DαXU(X)=Dαx u(x)+
∑
1|β||α|
ψβ(X)D
β
x u(x),
where ψβ(X) is written as
ψβ(X)=
∑
const ×ψ(γ1)l1 (X) · · ·ψ
(γk)
lk
(X)
with the sum taken over 1 k  |α| and |γ1| + · · · + |γk| = |α| − |β|. Hence by Lemma 7.3 and
the inequality LkΩ LΩ for k  1 we have
Φ∗DβΨ ∗ =Dβ +
∑
|β ′||β|
bββ ′D
β ′
with bββ ′ ∈ C∞(Rn+) satisfying |bββ ′(x)| C(n,β)LΩx|β
′|−|β|
n . Similarly we have
Φ∗DαΨ ∗ =Dα +
∑
|α′||α|
Dα
′
cαα′
with cαα′ ∈ C∞(Rn+) satisfying |cαα′(x)|C(n,α)LΩx|α
′|−|α|
n .
Therefore with help of Lemmas 4.2, 4.4 we get (7.1) and the assertion on A˜1. Noting that the
principal symbol of A˜0 is equal to a(Φ(x), ξ) and that the modulus of continuity of aαβ ◦Φ with
|α| = |β| = m is evaluated by ωA(|Φ(x) − Φ(y)|)  ωA(C|x − y|), we know that A˜0 satisfies
conditions (H1) and (H2). Hence the assertion on A˜0 follows from Proposition 2.6. 
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boundary if in Definition 6.1 we replace special C1 domains Vs and bounds (MΩ,ωΩ) by special
Lipschitz domains Vs and a Lipschitz constant LΩ , respectively (see [15, Chapter VI, Section 3]).
Proof of Theorem 2.5. First we assume that Ω is a special Lipschitz domain and that 0 <
LΩ  1. Then we can proceed in the same way as in the proof of Proposition 2.6 for the case of
special C1 domains, except that we have instead of (5.5)
‖TN‖H−i,p→Hj,p K|λ|−1+(i+j)/2m
( ∑
|α|,|β|m
KC2LΩ |λ|−1+(|α|+|β|)/2m
)N
K|λ|−1+(i+j)/2m(C3LΩ)N
with some constants C2, C3 = C3(p, θ, ζA,Ω) for λ ∈ Λ(R,θ), and that the series in (5.4) con-
verges if C3LΩ  12 .
The result for uniform Lipschitz domains can be derived from that for special Lipschitz do-
mains by using a partition of unity. 
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