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Ahstrwt 
The most common application of genetic algorithms to combinatorial optimization problems has 
been restricted to the traveling salesman problem. We review some of these ideas and present some 
new results, especially in the case that severe time constraints are imposed on the running time of the 
algorithm. 
1. Introduction 
As the name suggests genetic algorithms are motivated by the theory of evolution, 
see [S, 9, 19,25,27]. 
In contrast to local search algorithms such as simulated annealing [l] and tabu 
search [6,7], which are based on manipulating one feasible solution, a genetic 
algorithm considers a population of feasible solutions. Working with populations 
permits us to identify and explore properties which good solutions have in common. 
In the early work on genetic algorithms a solution is encoded as a string consisting of 
elements chosen from a finite alphabet. A property is defined by fixing certain 
elements. A solution sati$es the property if all elements of the property are identical 
to corresponding elements of the solution. 
The quality of a property is defined as the average value of all solutions satisfying 
the property. We say that a property is represented in a population of solutions if at 
least one of the solutions in the population satisfies the property. Of course we can 
only explore properties which are represented in the population. Even for a property 
which is represented we are not able to calculate its quality exactly because not 
necessarily all solutions satisfying it are present in the population. Therefore the 
quality of a property is estimuted by the average value of the solutions in the 
population satisfying it. Since the number of different properties is exponential in the 
number of elements in the string it would be too time consuming to calculate the 
quality of every property explicitly. 
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A genetic algorithm consists of three simple operators on the population. The effect 
of the operators is that implicitly good properties are identified and combined into 
a new population which hopefully has the property that the best solution and the 
average value of the solutions are better than in the previous populations. The process 
is then repeated until some stopping criteria are met. It can be shown that the process 
converges to an optimal solution with probability one [ 1,5]. The proof is very similar 
to the convergence proof of simulated annealing [2]. A particular genetic algorithm 
can only be validated empirically. The three operators of a genetic algorithm are 
reproduction, crossover and mutation, defined below. 
For reproduction thejfitness value of a solution has to be defined. Usually the fitness 
value is the value of the objective function or some scaled version of it. Next a new 
population is constructed. Therefore a new temporary population is generated where 
each solution is a replica of one of the old population. A copy of an old solution is 
produced with probability proportional to its fitness value, i.e., better solutions 
probably get more copies. This implies that the number of properties of higher quality, 
i.e., which have above (below) average fitness value in the old population, has 
increased (decreased). This is a desirable feature but only if we are able to generate new 
solutions satisfying these properties. Until now we have only duplicated good solu- 
tions and have not obtained any new information. The generation of new solutions is 
handled by the crossover operator. 
In order to apply the crossover operator the population is randomly partitioned 
into pairs. Next for each pair the crossover operator is applied with a certain 
probability. The crossover is applied by choosing a certain position in the string and 
exchanging the tails (defined as the substring starting at the chosen position) of the 
two strings. The effect of the crossover can be that properties that were not repres- 
ented before are now represented and conversely that properties are no longer 
represented. If we define the dtlfining length of a property as the distance between the 
first and last fixed element, then the probability of survival of a property is propor- 
tional to its defining length. Properties with small defining length are called building 
blocks since they are combined to form new solutions. Consequently the representa- 
tion of a solution must be such that building blocks have a meaningful interpretation 
with respect to the original problem. 
The mutation operator which makes random changes to single elements of the 
string only plays a secondary role in genetic algorithms. Mutation serves to maintain 
diversity in the population. 
The traditional genetic algorithm based on a string representation is often unsuit- 
able for combinatorial optimization problems because it is very difficult to represent 
a solution of a combinatorial optimization problem by a string such that the building 
blocks have a meaningful interpretation. We will demonstrate this in the next section 
for the traveling salesman problem (TSP). 
However, we can apply the philosophy of genetic algorithms to combinatorial 
optimization problems by choosing a natural representation of solutions, by defining 
properties based on this representation and by constructing operators which manipu- 
late solutions in such a way that good properties are inherited by solutions in 
the next population. A disadvantage of this type of genetic algorithm is that it 
is very domain dependent. However, we believe that this is the ony way to construct 
genetic algorithms which can improve upon existing algorithms. We will review 
some results on a domain dependent genetic algorithm for the TSP in the next 
section. In Section 3 we will present some computational results comparing genetic 
algorithms with local search algorithms for the TSP given a time bound on the 
running time of the algorithm. In our algorithm local search as well as genetic 
operators will be incorporated. The neighbourhood definition is most important and 
we investigate whether the local search phase should be carried on to optimality or 
whether it should be truncated. Finally in Section 4 we provide some general guiding 
principles for applying genetic local search algorithms to combinatorial optimization 
problems. 
2. Genetic algorithms for the traveling salesman problem 
Given the (symmetric) distances between n cities the traveling salesman problem is 
to find a tour of shortest length, where a tour is a cycle visiting each city exactly once. 
The first attempt by Grefenstette et al. [13], Grefenstette [12] to solve the TSP by 
a traditional genetic algorithm used an ordinal representation. 
The ordinal representation starts with an ordering of the cities on a list, say 
1,2, . . . . n where 1 is assumed to be the starting and ending city of the tour. The 
first coordinate of the ordinal representation is 1 indicating that city 1 is first 
on the list. Then city 1 is deleted from the list. After the kth city of the tour has been 
assigned the list contains the remaining n - k cities. The (k + 1)th coordinate of the 
ordinal representation is the position on the current list of the (k + 1)th city in the 
tour. So the tour (1,3,2,5,4) corresponds to the ordinal representation 12121 as 
shown in Fig. 1. 
The ordinal representation results in a string over the alphabet ( 1,2,. . . , n) where 
the kth element has a value less than or equal to n - k + 1, k = 1, . . . . n. Conversely 
any string with this property represents a tour (simply reverse the construction). This 
representation is motivated by the simplicity of the crossover (cut the two sequences 
I 2 2 4 4 
2 3 4 5 
3 4 5 
4 5 
City: 1 3 2 5 4 
Position: 1 2 I 2 1 
Fig. 1. Calculating ordinal representation 
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and interchange the tails). The new obtained solutions still represent tours. However 
the building blocks have no direct relationship to subsets of edges in the tour. 
Therefore it comes as no surprise that this representation was not a success. Early 
attempts to solve the TSP with this genetic algorithm [13] lead to solutions as far as 
25% above the optimum even for a small number of cities. Based on these computa- 
tional results people started to look for genetic type algorithms based on a natural 
representation of a tour, i.e., as a sequence of edges. A property might be the 
occurrence of edges (or absence of edges). So, a property is defined by fixing certain 
edges. The defining length of a property is the maximum number of edges between two 
fixed edges in the tour and a building block is a sequence of consecutive edges. Hence 
a crossover advances clustering of the cities such that cities closer to each other are 
probably more often adjacent in the tours 1261. 
In their simplest form genetic algorithms take no account of the individual charac- 
teristics of a problem. They are thus unlikely to perform well in comparison with 
special purpose heuristics which have been developed for the traveling salesman 
problem (see [14,18]). As Suh and van Gucht [28] already suggest, heuristic improve- 
ment procedures have to be incorporated such that the genetic algorithm serves as 
a general strategy. Operating as a metaheuristic a genetic algorithm guides and 
combines the solutions of the population such that the incorporated heuristics are 
most effective. For instance an improvement heuristic may be applied to each solution 
of the population (see [29]). The construction of a crossover operator should also take 
into consideration that fitness values of offspring are not too far from the parents 
fitness. Offspring should be closely genetically related to their parents. From our 
experiments we recommend that heuristics are used for both local search and cross- 
over. Especially the latter should work linear in time. We consider two kinds of 
crossover. 
The Grefenstette crossover [12] constructs one new tour from two parent tours as 
follows. 
(i) Randomly choose a city as the current city of the tour. 
(ii) Consider all the edges incident to the current city in both parents and choose 
a shortest edge leading to an unvisited city. If all edges lead to an already visited city 
randomly choose an edge to one of the unvisited cities. Repeat until all cities have 
been visited. 
The procedure can be repeated to generate two offspring from the two parents. 
Variations are possible in step (ii); we may select edges at random or with a probability 
inversely proportional to their length. However choosing the shortest edge appears to 
work best. 
The Miihlenhein-Gorges-Schleuter crossover [ 10,231 chooses a path in one of the 
parents and incorporates this in the other parent while leaving as many of the edges as 
possible undisturbed. The length of the path is chosen randomly within the interval 
[n/3, n/2], also the first vertex of the path is chosen randomly. We will illustrate the 
Miihlenbein-Gorges-Schleuter crossover by an example, but first we have to define 
a 2-interchange. A 2-interchange on a tour is performed by deleting two nonadjacent 
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Fig. 2. 2-interchange. 
edges from the tour and replacing them by the two new edges necessary to construct 
a new tour. Figure 2 shows two 2-interchanges on the tour (1,8,4,6,3,5,2,7). In (b) we 
have interchanged the edges (1,8) and (53) by (1,3) and (5,8); in (c) we have 
interchanged the edges (1,7) and (3,6) by (1,3) and (6,7). Assume that we wish to 
implant the path (1,2,3) from parent (1,2,3,4,5,6,7,8) into parent (1,8,4,6,3,5,2,7), 
called the receiving parent. The first step to perform is to create a new tour from the 
receiving parent such that both endpoints of the path, city 1 and city 3 in our case, are 
adjacent. Adjacency can be reached by a 2-interchange as indicated in Fig. 2. Next all 
cities of this path are removed from their positions in the receiving parent while the 
order of all other cities remains untouched. Finally the path is implanted between the 
two endpoints. Hence we get Fig. 3(a) from Fig. 2(b) by insertion of 2 between 1 and 
3 and joining 5 to 7. The tour of Fig. 2(c) yields the tour of Fig. 3(b) which is obtained 
by inserting 2 between 1 and 3 and joining 7 to 5. The best tour is chosen as a result of 
the crossover. Similarly we get the second offspring. 
Several authors have noticed that a genetic algorithm based on one of these 
crossover operators can be improved by using local search improvement algorithms 
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Fig. 3. Miihlenbein-Gorges-Schleuter crossover. 
on some or all of the solutions in the population, see [lo, l&21-24,28,29]. See [17] 
for more information on local search and its complexity. Local search algorithms that 
were used for the traveling salesman problem are the algorithm of Lin-Kernighan 
[20] (cf. Johnson [16]) and 2-opt, i.e., repeated Lin-Kernighan interchanges or 
2-interchanges, respectively. A Lin-Kernigkan interchange is a k-interchange, where 
k is chosen such that exchanging k edges in the tour by k other edges results in an 
improvement, but it is not possible to add another edge of the tour to the k edges such 
that exchanging the k + 1 edges results in an improvement (cf. [l 81). Ulder et al. [29] 
report computational comparisons between simulated annealing, multiple start local 
search using 2-opt or Lin-Kernighan and a genetic algorithm based on populations of 
locally optimal solutions with respect to Lin-Kernighan or 2-opt. They use the 
Miihlenbein-Gorges-Schleuter crossover. The genetic algorithm outperforms all 
other algorithms. In their experiments all algorithms were given the same amount of 
time as used by the simulated annealing algorithm. In the next section we will report 
some computational results in the case of time bounds on the running time of the 
algorithms. 
3. Time restricted genetic local search for the TSP 
Following the line of Ulder et al. [29] we tested two basic versions of genetic guided 
local search algorithms for the TSP, using either 2-interchanges or Lin-Kernighan 
interchanges. Either algorithm starts with a randomly generated population of tours. 
Then either algorithm performs ‘3 I 2-interchanges or Lin-Kernighan interchanges, 
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respectively, applied to each solution of the ith population. Only interchanges which 
improve the tour were counted and we always chose the best (most improving) 
2-interchange as well as the (“locally best”) Lin-Kernighan interchange. The 
LinKernighan procedure is that one described in Cl83 without the special 4- 
exchange as used in [29] and without the various refinements discussed in [20]. We 
depart from a randomly chosen city which initiates one Lin-Kernighan interchange. 
A selection of a tour to undergo crossover is done according to its (unscaled) fitness, 
i.e., the probability of selecting a tour is inversely proportional to its length. Hence 
shorter tours are more often preferred. To let the 10% best tours of the old population 
survive crossover and to be included in the new population did not yield a substantial 
improvement in our experiments. Nor did the runs where each tour of the old 
population was chosen exactly twice for crossover. The crossover rate is always kept 
to one. The Grefenstette crossover is applied with a probability which is linearly 
decreased in the number of generations from one to almost zero (exactly 0.01). The 
reason for this is that the Grefenstette crossover is only useful to reduce the average 
length of the tours in a population until a certain average value is reached. The 
Miihlenbein-Gorges-Schleuter crossover is used with a probability increasing from 
zero to one. The mutation rate is kept zero. The population is ranged from 8 to 20, see 
also [ 111. The following list describes the parameters as we chose them for all problem 
instances. 
~ population sizes: 8,14, and 20, 
~ number of generations: 40,35, and 30 (corresponding to the population sizes), 
_ crossover rate: 1.0, 
~ crossover rate of the Grefenstette crossover in the first generation: 1.0, 
_ reduction of the crossover rate of the Grefenstette crossover from the ith to the 
(i + 1)th generation: S/(number of generations), 
~ minimum crossover rate of the Grefenstette crossover: 0.01, 
_ crossover rate of the MiihlenbeinGorges-Schleuter crossover: 1 - crossover 
rate for Grefenstette crossover, 
_ mutation rate: 0.0, 
- fitness evaluation: tour length without scaling, 
~ number of runs: five runs on GR0120 and GR0442, and three runs on LIN3 18, 
GR0532, and GR0666 (see below), 
_ number of improving (2- or Lin-Kernighan) interchanges in the ith gen- 
eration: i3. 
We compared our results with those obtained when we applied the local search 
heuristic to each tour of the population up to suboptimum. Comparisons with the 
complete local search algorithm applied to each tour and without drastic time limits 
can be found in [29]. Implementation was done in PASCAL. Computation was done 
on a VAX 8650 under VMS. We were mainly interested in a comparison of perfor- 
mance when approaching the optimum. The stopping criteria are to reach the 
maximum number of generations or when the genetic algorithm with a complete local 
280 A. Kolen. E. Pesch 
search on each tour of each population yields results exceeding the best result found in 
the “truncated version”. We considered the following five problem instances: 
l GR0120: instance with 120 cities due to Grotschel, 
l LIN318: instance with 318 cities due to Lin and Kernighan, 
l GR0442: instance with 442 cities due to Griitschel, 
l GR0532: instance with 532 cities due to Grotschel, 
l GR0666: instance with 666 cities due to Griitschel. 
To GR0120, LIN318, GR0442 and GR0532 we applied (see Table 1) 
(1) genetic algorithm with complete 2-opt (complete 2-opt), 
(2) genetic algorithm with truncated 2-opt (truncated 2-opt), 
(3) genetic algorithm with complete Lin-Kernighan (complete LK), 
(4) genetic algorithm with truncated Lin-Kernighan (truncated LK). 
For the GR0666 instance we renounced the 2-opt version. 
The results are presented in Table 1. For each instance we report the average time 
f(in seconds) needed over the five (or three) runs to come as close as % percent to the 
optimum where % is the average of the values found in the runs. Among all the 
population sizes we only give the results for that population size that gave the best 
performance. The size of the population is included in brackets beside the name of the 
problem instance. While smaller problems yield better results for larger population 
sizes the best results for the large problems are obtained with the smallest population 
size of 8. The reason might be that the standard deviation of the fitness values in small 
populations of small problem instances tends to become zero while this is not the case 
for the larger problem instances. Probably some scaling of fitness values could slow 
down convergence with small population sizes. In Table 1 the behavior of the runs for 
the more important fitness changes is presented. Table 2 presents the 120 cities 
problem in more detail. In both tables of each instance the first row of the “complete” 
columns is the result when the first population is made locally optimal. In all instances 
a truncated LinKernighan version in a genetic algorithm is worse than the complete 
version at the beginning, and worse at the end, though it performs better in between. 
This tends also to be true for larger problem instances and the 2-opt versions of the 
genetic local search algorithm. Compared to the 2-opt version the Lin-Kernighan 
version did not behave well in case of LIN3 18 and needed surprisingly a huge amount 
of time. It probably points up the danger of conclusions from only a small number of 
problem instances. 
Under severe time constraints Simulated Annealing [3], Threshold Accepting [4] 
or Multi Start Local Searches generally did not perform better than the truncated 
Lin-Kernighan algorithm incorporated into a genetic algorithm as can be seen by 
comparing the results given in Table 1 with those given by Ulder et al. [29]. 
If tight time constraints are imposed Tables 1 and 2 show that the tours in each 
population should not be made locally optimal with respect to 2-opt or Lin-Ker- 
nighan. To get good results it is sufficient to perform a limited number of interchanges. 
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Table 1 
truncated LK 
I % 
complete LK 
i % 
truncated 2-opt complete 2-opt 
I % t % 
GR0120(8) 
GR0120(14) 
0.8 5.68 7.8 0.77 
1.5 3.73 9.1 0.68 
2.4 1.60 11.1 0.53 
5.0 1.09 13.1 0.39 
6.5 0.39 16.8 0.26 
7.7 0.24 24.4 0.19 
LIN318(20) 348.8 5.4 1 282.8 5.82 298.1 7.66 288.3 6.22 
415.0 4.50 1001.8 4.89 356.6 6.79 338.4 4.93 
838.5 4.17 1677.8 4.26 424.9 5.31 382.3 4.29 
1028.1 3.97 1822.7 3.92 626.7 3.93 508.1 3.83 
GR0442(14) 320.9 2.07 401.7 1.60 550.6 4.93 517.7 8.38 
726.1 1.95 730.6 1.26 663.5 4.00 638.0 4.14 
752.5 1.07 1192.9 1.07 718.2 2.74 969.1 3.81 
GR0532(8) 2124.9 2.40 854.8 2.32 1915.8 8.75 1954.2 7.63 
3127.7 2.19 5389.2 1.71 2136.7 7.15 2365.4 5.70 
4212.7 1.61 6199.6 1.57 3557.2 5.32 4121.0 5.07 
GR0666(8) 3089.0 2.95 4112.4 2.72 
4821.8 2.40 6104.8 2.39 
5822.1 2.31 7370.0 2.29 
11.1 3.79 10.2 4.71 
13.7 3.14 12.5 2.41 
15.7 1.78 17.1 1.88 
19.1 1.49 19.3 1.54 
Table 2 
GR0120(20), i2 Lin-Kernighan interchanges in popula- 
tion i 
truncated LK complete LK 
f % I % 
2.2 5.67 17.9 0.52 
4.1 3.30 23.2 0.28 
7.0 2.2 1 25.4 0.24 
10.4 1.31 31.5 0.18 
14.4 0.34 34.2 0.11 
19.0 0.27 47.7 0.05 
26.3 0.14 
29.9 0.12 
33.6 0.08 
45.3 0.06 
55.5 0.02 
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They need less time than a complete local search alogrithm applied to each tour of the 
population. A genetic algorithm with a truncated 2-opt may even be superior in some 
cases to one that incorporates Lin-Kernighan interchanges. However, truncation 
only saves time for tour lengths up to about l/4% (GRO120), 1% (GR0442), 3/2% 
(GR0532), 5/2% (GR0666) above the optimum. Further progess can only be made if 
each solution is locally optimal with respect to the best available local search method, 
i.e., Lin-Kernighan (possibly in its more refined version) in the case of the TSP. 
We tried other experiments where we changed a few of the above mentioned 
parameters. Using a simple scaling where the scaled fitness of each tour equals the 
length of the tour minus the length of the optimal tour led to premature convergence 
on small problem sizes for our population sizes. A mutation rate of 0.001, where the 
mutation is simply the exchange of the positions of two randomly chosen cities in the 
tour, did not lead to some improvements. A lot of runs, in particular on the problems 
GR0120 and GR0442, with different crossover rates between 1.0 and 0.6 and 
different reductions for the Grefenstette crossover (ranging from no reduction to only 
use of the Miihlenbein-Gorges-Schleuter crossover) led to our choice of parameters. 
A genetic algorithm, without a local search heuristic, that uses only the Grefenstette 
crossover leads to populations with average tour lengths of about 20% above the 
optimum (depending on the problem size). The tours become more and more similar. 
The Miihlenbein-Gorges-Schleuter crossover does not decrease the average tour 
lengths; it maintains diversification of the tours in the population. Other increasing 
functions for the number of Lin-Kernighan interchanges like [i’/a], where a ranges 
from 0.1 to 10, usually gave better results for the GR0120 problem (see Table 2 for i’). 
For the smallest problem instance, GR0120, runs on a population size of at least 50 
and about 100 generations using quadratically increased Lin-Kernighan interchanges 
(i2/2) found the optimum in more than 95% of our runs. 
The algorithms are also running on PC’s under MS-DOS, however, in particu- 
lar for the two largest problem instances a powerful PC like a 80486, 33 Mhz is 
recommended. 
4. Conclusions 
The success of the genetic based algorithm for the TSP is based on the following 
factors: A natural representation of a tour, a reasonable local search procedure 
(preferable the best local search procedure available for the problem) and a crossover 
which has the property that it changes the structure of a locally optimal tour at the 
cost of a small increase in the length of the tour. The change of the structure is such 
that applying the local search procedure results in an improvement. 
If tight time constraints are imposed a complete (in particular time consuming) 
local search algorithm has to be truncated. For smaller problems (less than 60 cities) 
the truncated versions were not superior to others. We easily reached the optimum. 
The truncated version can be guided by a metaheuristic as a genetic algorithm. In this 
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way with a built-in heuristic genetic algorithms compete with Simulated Annealing. 
Genetic local search seems to perform better for larger problem instances, however for 
thousands of cities some clustering of the cities seems to be unavoidable and trunc- 
ations of local search heuristics might lead to drastic time reductions. For more 
information on genetic organization of local search algorithms as well as comparison 
to tabu search see [16]. 
Acknowledgement 
The authors would like to thank two anonymous referees for their helpful com- 
ments on earlier versions of the manuscript. 
References 
[I] E.H.L. Aarts, A.E. Eiben and K.H. van Hee, A general theory of genetic algorithms, Computing 
Science Notes, Eindhoven University of Technology, Eindhoven (1989). 
[2] E.H.L. Aarts and J. Korst, Simulated Annealing and Boltzmann Machines (Wiley, New York, 1989). 
[3] E.H.L. Aarts and P.J.M. van Laarhoven, A new polynomial time cooling schedule, in: Proceedings 
IEEE International Conference Computer-Aided Design, Santa Clara (1985) 2066208. 
[4] G. Dueck and T. Scheuer, Threshold accepting: A general purpose optimization algorithm, J. 
Comput. Phys. 90 (1990) 161-175. 
[S] A.E. Eiben, E.H.L. Aarts and K.H. van Hee, Global convergence of genetic algorithms: a Markov Chain 
analysis, in: H.-P. Schwefel and R. Manner, eds., Proceedings 1st International Workshop on Parallel 
Problem Solving from Nature, Lecture Notes in Computer Science 496 (Springer, Berlin, 1991) 4-9. 
[6] F. Glover, Tabu Search Part 1, ORSA J. Comput. 1 (1989) 190&206. 
[7] F. Glover, Tabu Search Part II, ORSA J. Comput. 2 (1990) 4432. 
[S] D.E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning (Addison-Wes- 
ley, Reading, MA, 1989). 
[9] D.E. Goldberg, Zen and the art of genetic algorithms, in: J.D. Schaffer, ed., Proceedings 3rd 
International Conference Genetic Algorithms (Morgan Kaufmann, Los Altos, CA, 1989) 80-85. 
[lo] M. Gorges-Schleuter, ASPARAGOS, a parallel genetic algorithm and population genetics, in: J.D. 
Schaffer, ed., Proceedings 3rd International Conference Genetic Algorithms (Morgan Kaufmann, Los 
Altos, CA, 1989) 422-427. 
[l l] J.J. Grefenstette, Optimization of control parameters for genetic algorithms, IEEE Trans. Systems 
Man Cybernet. (1986) 122-128. 
[12] J.J. Grefenstette, Incorporating problem specific knowledge into genetic algorithms, in: L. Davis, ed., 
Genetic Algorithms and Simulated Annealing (Pitman, London, 1987) 42-60. 
[13] J. Grefenstette, R. Gopal, B. Rosmaita and D. Van Gucht, Genetic algorithms for the Traveling 
Salesman Problem, in: J.J. Grefenstette, ed., Proceeding, 1st International Conference Genetic 
Algorithms and their Applications (Lawrence Erlbaum, London, 1985) 160-168. 
[14] M. Griitschel and 0. Holland, Solution of large-scale symmetric travelling salesman problems, Math. 
Programming 51 (1991) 141-202. 
[15] P. Jog, J.Y. Suh and D. Van Gucht, The effects of population size, heuristic crossover and local 
improvement on a genetic algorithm for the Traveling Salesman Problem, in: J.D. Schaffer, ed., 
Proceedings 3rd International Conference Genetic Algorithms (Morgan Kaufmann, Los Altos, CA, 
1989) 110-l 15. 
[I63 D.S. Johnson, Local optimization and the Traveling Salesman Problem, in: Proceedings 17th 
Colloquium Automata, Languages, and Programming (Springer, Berlin, 1990) 446-461. 
284 A. K&n, E. Pesch 
[17] D.S. Johnson, C.H. Papadimitriou and M. Yannakakis, How easy is local search?, J. Comput. System 
Sci. 37 (1988) 79-100. 
[18] E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan and D.B. Shmoys, The Traveling Salesman Problem 
(Wiley, New York, 1985). 
[19] G.E. Liepins and M.R. Hilliard, Genetic algorithms: foundations and applications, Ann. Oper. Res. 21 
(1989) 31-57. 
[20] S. Lin and B.W. Kernighan, An effective heuristic algorithm for the Traveling-Salesman Problem, 
Oper. Res. 21 (1973) 498-516. 
[21] H. Miihlenbein, Parallel genetic algorithms, population genetics and combinatorial optimization, in: 
J.D. Schaffer, ed., Proceedings 3rd International Conference Genetic Algorithms (Morgan Kaufmann, 
Los Altos, CA, 1989) 416-421. 
[22] H. Miihlenbein, M. Gorges-Schleuter and 0. Kramer, New solutions to the mapping problem of 
parallel systems: the evolution approach, Parallel Comput. 4 (1987) 269-279. 
[23] H. Miihlenbein, M. Gorges-Schleuter and 0. Kramer, Evolution algorithms in combinatorial optim- 
ization, Parallel Comput. 7 (1988) 65585. 
[24] H. Miihlenbein and J. Kindermann, Dynamics of evolution and learning - towards genetic neural 
networks, in: R. Pfeiffer, ed., Connectionism in Perspective (Elsevier, Amsterdan, 1989). 
[25] I. Rechenberg, Optimierung technischer Systeme nach Prinzipien der biologischen Evolution, Prob- 
lemata, Frommann-Holzboog (1973). 
[26] G. Reinelt, Fast heuristics for large geometric Traveling Salesman Problems, ORSA J. Comput. 
4 (1992) 206217. 
[27] H.-P. Schwefel, Numerische Optimierung von Computer-Modellen mittels der Evolutionsstrategie 
(Birkhluser, Basel, 1977). 
[28] J.Y. Suh and D. Van Gucht, Incorporating heuristic information into genetic search, in: J.J. Grefen- 
stette, ed., Proceedings 2nd International Conference Genetic Algorithms (Lawrence Erlbaum, Lon- 
don, 1987) 100~107. 
[29] N.L.J. Ulder, E.H.L. Aarts, H.-J. Bandelt, P.J.M. van Laarhoven and E. Pesch, Genetic local search 
algorithms for the traveling salesman problem, in: H.-P. Schwefel and R. Manner, eds., Proceedings 
1st International Workshop on Parallel Problem Solving from Nature, Lecture Notes in Computer 
Science 496 (Springer, Berlin, 1991) 109-l 16. 
