Abstract: Given a multi-dimensional Itô process whose drift and diffusion terms are adapted processes, we construct a weak solution to a stochastic differential equation that matches the distribution of the Itô process at each fixed time. Moreover, we show how to match the distributions at each fixed time of functionals of the Itô process, including the running maximum and running average of one of the components of the process. A consequence of this result is that a wide variety of exotic derivative securities have the same prices when the underlying asset price is modelled by the original Itô process or the mimicking process that solves the stochastic differential equation.
Introduction
We construct a process that mimics certain properties of a given Itô process, but is simpler in the sense that the mimicking process solves a stochastic differential equation (SDE), while the Itô process may have drift and diffusion terms that are themselves stochastic processes. This work is motivated by the problem of model calibration in finance. The financial engineer would like to identify a class of models for an underlying asset price that are flexible enough to allow for calibration to a wide range of possible market prices of derivative securities on that asset. The result of this paper shows the extent to which sophisticated models are no more powerful for calibration purposes than an SDE for the underlying asset price.
Our results are closely related to Krylov [20] and Gyöngy [14] . Krylov [20] calls the measure that records the average amount of time that an Itô process X spends in each Borel set before being killed at the first jump of an independent Poisson process with intensity λ In contrast to usual practice, here the shift operator can shift paths to the right because t can be negative, and in this case, the shifted path takes the value x(0) on [0, −t]. The difference operator actually maps into C with the product topology. We denote a generic element of Ω E,d by ω = (e, x) and define the random variable E(e, x) = e and the R d -valued process X(e, x) = x. For a random time T , we use the notation X T to denote the process X stopped at T , i.e., X T t (ω) = X t∧T (ω) (ω) = ∇ t X(ω), T (ω) , t ≥ 0. (3.1)
Definition 3.1. We say that Φ : Ω E,d → C E is an updating function provided Φ 0 (e, x) = e, e ∈ E, (3.2) Φ t (e, x) = Φ t e, ∇(x, t) , t ≥ 0, e ∈ E,
Θ Φ(e, x), t = Φ Φ t (e, x), ∆(x, t) , t ≥ 0, e ∈ E, x ∈ C d 0 .
(3.4)
In other words, Φ takes an initial condition in E (see (3.2) ) and a path in C d 0 and generates a path in C E . Property (3.3) says that the path Φ(e, x) stopped at t depends only on the initial condition e and the path of x stopped at t. This is a non-anticipative property. Property (3.4) is a type of Markov property, but on a path-by-path basis without the presence of a probability measure. It implies that the path of Φ(e, x) from time t onward depends only on the value of the path at time t and the increments of x from time t onward. Using the characterization of the Markov property as independence of the future and past given the present, it is easily verified that if ξ is a continuous R d -valued Markov process, and if for each t the value of ξ t can be deduced from the value of Φ t (ξ 0 , ξ − ξ 0 ), then Φ(ξ 0 , ξ − ξ 0 ) is also Markov. . We intepret a point (e 1 , e 2 ; x) ∈ Ω E,1 as a path e 1 + x with initial condition e 1 + x(0) = e 1 and the inital value of a running integral given by e 2 . It is then easy to check that Φ t (e 1 , e 2 ; x) = e 1 + x(t), e 2 + t 0 e 1 + x(s) ds is an updating function.
Example 3.4 (Maximum-to-date). Let E = {(e 1 , e 2 ) ∈ R 2 : e 1 ≤ e 2 } and Ω E,1 = E × C 1 0 . We regard the generic element (e 1 , e 2 ; x) ∈ Ω E,1 as a path e 1 + x with initial condition e 1 + x(0) = e 1 and the time-zero maximum-to-date e 2 . Given such a triple, the value of the path at a later time t and the maximum-to-date at that time t are e 1 + x(t) and e 2 ∨ max 0≤s≤t e 1 + x(s) , respectively. We thus define Φ t (e 1 , e 2 ; x) = e 1 + x(t), e 2 ∨ max 0≤s≤t e 1 + x(s) .
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 It is straightforward to verify that Φ is an updating function. If ξ is a continuous real-valued Markov process, then Φ t (ξ 0 , M 0 ; ξ − ξ 0 ) = (ξ t , M 0 ∨ max 0≤s≤t ξ s ) is also Markov, where M 0 is any random variable satisfying M 0 ≥ ξ 0 almost surely.
As a final extremal example, we give an updating function that records the entire history of the path. Given paths x ∈ C d and y ∈ C d 0 and a time s ≥ 0, ∇(x, s) + Θ(y, −s) is the path that follows x on [0, s] with y appended after time s. The second component of Φ t is this path stopped at time s + t. The first component of Φ t is the time s + t at which this path is stopped. As t marches forward, the second component of the operator Φ applied to (s, x; y) appends more and more of the path y to the path x, always appending at time s. It is tedious but straightforward to check that Φ is an updating function. For any continuous R d -valued process ξ, we have
where we recall from (3.1) that ξ t is the process ξ stopped at t. where W is an R r -valued Brownian motion under some probability measure P, b is an R dvalued process adapted to a filtration under which W is a Brownian motion, and σ is a d × r matrix-valued process adapted to the same filtration as b. Assume that E 
Furthermore, there exists a filtered probability space ( Ω, F, { F t } t≥0 , P) that supports a continuous R d -valued adapted process Y , a continuous E-valued adapted process Z, and a ddimensional Brownian motion W satisfying 8) and such that for each t ≥ 0, the distribution of Z t under P agrees with the distribution of Z t under P.
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 Although both Y in (3.6) and Y in (3.8) are d-dimensional processes, the "state" Z of the system in (3.8) can be of a much lower dimension that the state process needed to describe (3.6). In (3.6) the processes b and σ are typically given by stochastic differential equations driven by additional Brownian motions not mentioned in the statement of the theorem. The process Z is typically the process Y itself augmented by some functional of the path of Y . We give examples below. Indeed, the remainder of this section illustrates the applications of Theorem 3.6. In this section we also show by example that (3.8) can have multiple solutions and discuss conditions that guarantee uniqueness. The subsequent sections are devoted to the proof of Theorem 3.6.
As a first application, we take Y = X − X 0 and Z = X in Theorem 3.6 and use the updating function of Example 3.2. We then have the following corollary, which is the result obtained by Gyöngy [14] , but here without the boundedness and nondegeneracy assumptions of [14] .
Corollary 3.7 (Process itself). Suppose an R
d -valued process X is given by
where W , P, b and σ are as in Theorem 3.6. Then there exists a nonrandom R d -valued measurable function b and a nonrandom d × d matrix-valued measurable function σ, both defined on [0, ∞) × R d , and there exists a Lebesgue-null set N , so that
Furthermore, there exists a filtered probability space ( Ω, F, { F t } t≥0 , P) that supports a continuous R d -valued adapted process X and a d-dimensional Brownian motion W satisfying 11) and such that for each t ≥ 0, the distribution of X t under P agrees with the distribution of X t under P.
Taking Y = X − X 0 and Z t = (X t , A t ), and using the updating function in Example 3.3, we obtain the following corollary about the distribution of a process and its running integral.
Corollary 3.8 (Integral-to-date). Suppose a real-valued process X is given by (3.9) where W , P, b and σ are as in Theorem 3.6 with d = r = 1. Let A be a continuous process such that
Then there exists a nonrandom real-valued measurable function b and a nonrandom [0, ∞)-valued measurable function σ, both defined on [0, ∞) × R 2 , and there exists a Lebesgue-null set N , such that
Furthermore, there exists a filtered probability space ( Ω, F , { F t } t≥0 , P) that supports continuous real-valued adapted processes X and A and a real-valued Brownian motion W satisfying 12) and such that for each t ≥ 0, the distribution of the pair ( X t , A t ) under P agrees with the distribution of the pair (X t , A t ) under P.
Taking Y = X − X 0 and Z t = (X t , M t ), and using the updating function in Example 3.4, we obtain the following corollary about the distribution of a process and its running maximum.
Corollary 3.9 (Maximum-to-date). Suppose a real-valued process X is given by (3.9) where W , P, b and σ are as in Theorem 3.6 with d = r = 1. Let M 0 be a random variable satisfying M 0 ≥ X 0 almost surely and define
Furthermore, there exists a filtered probability space ( Ω, F , { F t } t≥0 , P) that supports continuous real-valued adapted processes X and M and a real-valued Brownian motion W satisfying 13) and such that for each t ≥ 0, the distribution of the pair ( X t , M t ) under P agrees with the distribution of the pair (X t , M t ) under P.
Taking Y = X − X 0 and Z t = (t, X t ), and using the updating function in Example 3.5, we obtain the following corollary, which states that every Itô process with integrable drift and covariance is a weak solution to an SDE with path-dependent coefficients. Furthermore, there exists a filtered probability space ( Ω, F, { F t } t≥0 , P) that supports a continuous R d -valued adapted process X and a d-dimensional Brownian motion W satisfying
and such that X has the same distribution under P as X has under P.
We close this section with a brief discussion of the nonuniqueness that can arise in equation (3.8) of Theorem 3.6 and its relationship to the strong Markov property. We first provide a simple example within the context of Corollary 3.7, where X and Z are the same process. 
. From (3.10) we see that σ(t, y) = 0 for 0 ≤ t ≤ 1, and for t > 1,
are solutions of (3.11). The weak solution X that has the same one-dimensional distributions as X is obtained by an initial randomization that is independent of W and determines whether X agrees with X 1 or X 2 , each of these events having probability 1 2 . This process is Markov, but not strong Markov, as can be seen by considering the stopping time that is the first time after time 2 that zero is reached. ✷ The previous example shows that the mimicking process may not be strong Markov. Nevertheless, if we are willing to impose further conditions on the coefficients b and σ appearing in Theorem 3.6, then we can often conclude that the solution to (3.11) is unique in law and strong Markov. In particular, if we assume that b appearing in Corollary 3.7 is bounded and measurable and that σ σ tr is bounded, strictly positive-definite, and continuous, then the results of Stroock and Varadhan [28] ensure that the mimicking process satisfying (3.11) in Corollary 3.7 is unique in law and strong Markov with respect to its natural filtration. In fact, more recent results of Krylov [21] imply that the mimicking process in Corollary 3.7 is unique in law and strong Markov when b is bounded and measurable and σ σ tr is bounded, locally uniformly positive-definite, and continuous in the sense of vanishing mean oscillation. If we restrict attention to the one-dimensional case, then the mimicking process in Corollary 3.7 is unique in law and strong Markov when b is bounded and measurable, and σ is bounded, locally uniformly positive, and measurable (Exercise 7.3.3 of [29] ).
Similarly, Theorem 5.10 of [3] asserts that the solution to (3.12) is uniquely determined in law when b is bounded and measurable and σ is bounded, strictly positive, and continuous. It then follows that the mimicking processes in Corollary 3.8 possesses the strong Markov property when these conditions hold. The two-dimensional process ( X, A) is degenerate, so the results of Stroock and Varadhan [28, 29] do not apply.
We observe finally that the path functional x → max s∈[0,t] x(s) is Lipschitz continuous for each fixed t ≥ 0. This implies that pathwise uniqueness holds for the mimicking equation (3.13) in Corollary 3.9 when b and σ are bounded and locally Lipschitz continuous. As a result, it is easy to check that the process ( X, M ) in Corollary 3.9 is strong Markov under these conditions.
To summarize, we cannot conclude in general that the mimicking process Z in Theorem 3.6 is unique in law and strong Markov. In many cases of interest, it is possible to identify conditions that may be imposed on the mimicking equation to ensure that the solution is unique and that the mimicking process possesses the strong Markov property. However, these conditions vary from case to case, and depend in an essential way on the structure of the updating function.
Concatenated measure
In this section we begin with a measure P and a partition Π of [0, ∞) and construct a concatenated measure. This is the continuous-time analogue of the measure induced on path space by the process Y or the pair (Z, Z) in Section 2. We use the notation introduced at the beginning of Section 3. On the space Ω
E⊗σ(X) and the filtration F
t } t≥0 -stopping times and let {G i } n i=0 be a collection of σ-fields satisfying G i ⊂ F
E,d
Ti for i = 0, . . . , n.
Ti+1 -measurable and F
Ti+1 = E ⊗ σ(X Ti+1 ), condition (a) in Definition 3.1 is equivalent to the apparently stronger condition
Ti , i = 0, 1, . . . , n, n + 1. (4.1)
✷
An extended partition is a model for observing and partially forgetting information over time. Partial forgetting occurs in Section 2 when we condition on the value of a process at time n rather than on F n . With an extended partition, at time T i we retain the information in G i as we move forward into the interval [T i , T i+1 ], but carry no other information from F
E,d
Ti forward. We then observe increments in X over the interval [T i , T i+1 ], so that the information we have at time T i+1 is H i+1 . This information is sufficient to tell us the length of time T i+1 −T i we conduct the observations. We then remember only the information in the sub-σ-field G i+1 of the information in H i+1 as we go forward into the interval [T i+1 , T i+2 ].
Existence and uniqueness of concatenated measure
Theorem 4.3 (n-fold concatenation). Let P be a probability measure on (Ω E,d , F E,d ), and let (T i , G i ) n i=0 be an extended partition. Then there exists a unique measure P ⊗Π satisfying
We interpret (4.3) to mean that every
i be the probability measure on C 1 0 assigning probability 1 to ω i , and set P = (δ 0 + δ 1 )/2. The sets
and (4.3) implies that
Integrating this equation over A 1 with respect to P ⊗Π , we see that
Considering all combinations of A j and B k , we conclude that
The remainder of this subsection is devoted to the proof of Theorem 4.
We first concatenate a deterministic initial path and a probability measure at a deterministic time. Given a fixed point ω = (e, x) ∈ Ω E,d , a time t ≥ 0, and a probability measure Q on (
The reader can easily check that the measure δ ω ⊗ t Q is uniquely determined by the properties
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 If Q[X t = x(t)] = 1, E = R d , and we identify Ω E,d with C d in the natural way, then this notation reduces to the construction given in Lemma 6.1.1 of [29] .
In the next step, we concatenate an initial probability measure and a probability kernel at a stopping time.
Proposition 4.6. Let P be a probability measure on
t } t≥0 -stopping time, and let Q be a probability kernel from
Then there exists a unique probability measure
is a version of the conditional probability
, the result follows in the same way as Theorem 6.1.2 of [29] . To handle the general case, we modify the initial segment of each path to ensure that the proper initial condition holds. Let Ψ ω,t be defined as in (4.4) and set
It follows from the definition of Ψ that Q(ω, {X
, so we may apply the previous case to conclude that there exists a unique measure P ⊗ T Q such that (a) and (b) hold when Q is replaced with Q. But the operator
, and P ⊗ T Q = P ⊗ T Q is in fact the unique measure which satisfies (a) and (b). ✷
We now begin concatenating probability measures.
Corollary 4.7 (Two-fold concatenation). Let P 1 and P 2 be probability measures on Ω E,d , let T be a finite (for every ω) {F
T , and assume that P 1 |G ≪ P 2 | G . Then there exists a unique measure, denoted P 1 ⊗ T,G P 2 , such that
T ], (c) if P 1 and P 2 agree on G, then P 1 ⊗ T,G P 2 and P 2 agree on G ∨ σ(∆(X, T )).
, Theorem 1.1.6). Using Proposition 4.6, we define P 1 ⊗ T,G P 2 P 1 ⊗ T Q. Property (a) of the corollary is property (a) of Proposition 4.6.
Given Test (see [6] Theorem IV.100) remains valid for the filtered space (
T , and
It then follows from Dynkin's π-λ theorem that (4.7) holds for all B ∈ G ∨ σ(∆(X, T )). From (a) we have P 1 ⊗ T,G P 2 | G = P 1 | G , and we have assumed
For (c), assume that P 1 and P 2 agree on G. Property (a) implies that
, and we can integrate both sides over Ω E,d with respect to
Uniqueness of P 1 ⊗ T,G P 2 follows from the fact that (b) specifies this measure on G ∨ σ(∆(X, T )) conditioned on F E,d
T , up to P 2 | G -equivalence. Furthermore, (a) specifies this measure to be P 1 on F
E,d
T , and hence on G. But P 1 ≪ P 2 , and hence the integral in the
) is well defined. We see then that properties (a) and (b) specify the measure
T . These two σ-fields generate F E,d , and thus the measure is uniquely determined on F E,d by properties (a) and (b). ✷ Proposition 4.8 (Three-fold concatenation). Let P 1 , P 2 and P 3 be probability measures on Ω E,d and let 0 ≤ S ≤ T be finite (for every ω) {F
so that both P 1 ⊗ S,G (P 2 ⊗ T,H P 3 ) and (P 1 ⊗ S,G P 2 ) ⊗ T,H P 3 are defined, and
Proof: We simplify notation by writing
, and P 12,3 = (P 1 ⊗ S,G P 2 )⊗ T,H P 3 . For (a), we note from Corollary 4.7(a) that P 23 agrees with P 2 on F E,d
T , and hence on G. Property (a) follows from S , B ∈ σ(∆(X T , S)), and C ∈ σ(∆(X, T )), is closed under finite intersections and generates F E,d . Thus, to prove (c), it suffices to show that the desired equation holds when both sides are evaluated for a set of this form. Let A, B and C be as described, and let G be in G. Let Z be a version of
T ]. This combined with Corollary 4.7(a) implies
We see then that
, a fact we use along with repeated applications of Corollary 4.7(a), (b) and (c) in the chain of equalities
Proof of Theorem 4.3: Let m satisfy 0 ≤ m ≤ n − 1. According to Definition 4.1,
If 0 ≤ m ≤ n − 2, we further have
Iterating this process, we obtain the relation G j ⊂ G m ∨σ ∆(X, T m ) for j = m, m+1, . . . , n. Consequently,
We now proceed by induction on m. The induction hypothesis corresponding to m, where m = 0, . . . , n, is the existence of a measure P m such that
Ti ]. The base case is P 0 = P, a case for which (i) trivially holds and (ii) is vacuous. Assume the induction hypothesis for some integer m. Because G m ⊂ H m and the measures P m and P agree on H m , we may invoke Corollary 4.7 to define P m+1
Tm and
by Corollary 4.7(a) and part (i) of the induction hypothesis. If m ≤ j ≤ n, then (4.8) implies
But Corollary 4.7(c) implies that P m+1 agrees with P on G m ∨ σ ∆(X, T m ) . Hence, P m+1 satisfies (i).
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Ti be given. Suppose Z is a version of P[B | G i ], so that both A ∩ B and I A Z are F
Tm -measurable (recall (4.1)). Corollary 4.7(a) (used twice) and part (ii) of the induction hypothesis imply
showing that Z is a version of
Tm ]. This establishes (ii) with m + 1 replacing m. The induction argument above constructs P ⊗Π P n+1 that satisfies (4.2) and (4.3). To see that this measure is unique, we show that (4.2) and (4.3) determine its value on sets of the form ∩ n+1 i=0 B i , where
This collection of sets is closed under finite intersections and generates F E,d . For such a set, repeated application of (4.3), followed by a final application of (4.2), yields
This concludes the proof of Theorem 4.3. ✷ Remark 4.9. We see from the proof of Theorem 4.3 that
where the associative property of Proposition 4.8(c) makes the grouping of the ⊗ Ti,Gi operators irrelevant. Equation 
Properties preserved by concatenation
Proposition 4.10. Let P be a probability measure and let
t } t≥0 -adapted continuous real-valued process on Ω E,d , and assume that ∆(A, T i ) is G i ∨ σ(∆(X, T i ))-measurable for i = 0, . . . , n.
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 (a) The total variation of A on [0, ∞) is P-almost surely finite if and only if it is P ⊗Π -almost surely finite. (b) The process A is P-almost surely absolutely continuous if and only if it is P ⊗Π -almost surely absolutely continuous.
Proof:
We set P 0 = P and P i+1 = P i ⊗ Ti,Gi P, i = 1, . . . , n. Then P ⊗Π = P n+1 . For (a), we proceed by induction on i = 0, 1, . . . , n, assuming that (a i ) the total variation of A on [0, ∞) is P-almost surely finite if and only if it is P i -almost surely finite.
On F
E,d
Ti , the probability measures P i and P i+1 agree (Corollary 4.7(a)), and hence A restricted to [0, T i ] is P i -a.s. of finite variation if and only if A restricted to [0, T i ] is P i+1 -a.s. of finite variation. The variation of A on subintervals in [T i , ∞) is a function of ∆(A, T i ), which is G i ∨ σ(∆(X, T i ))-measurable, and on this σ-field, the measures P i and P i+1 agree (Corollary 4.7(c)). Therefore, A restricted to [T i , ∞) is P i -a.s. of finite variation if and only if A restricted to [T i , ∞) is P i+1 -a.s. of finite variation. We conclude that A has finite total variation on [0, ∞) P i -almost surely if and only if it has finite total variation P i+1 -almost surely. Combining this with the induction hypothesis (a i ), we obtain the induction hypothesis with i + 1 replacing i.
The continuous process A is absolutely continuous on [0, ∞) if and only if it is absolutely continuous on [0, T i ] and absolutely continuous on [T i , ∞). Therefore, we can imitate the proof of (a) to obtain (b). ✷ Proposition 4.11. Let P be a probability measure and let
with A 0 = 0, and assume that ∆(A, T i ) is G i ∨ σ(∆(X, T i ))-measurable for i = 0, . . . , n. Assume there exists a measurable R d -valued process α such that the set
has Lebesgue measure zero for P-almost every and P ⊗Π -almost every ω ∈ Ω E,d . Then
if and only if
When the equalities (4.12) and (4.13) hold, we also have
for every nonnegative, Borel-measurable function f :
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 Proof: Assume (4.12). Then each component of A is P-a.s. absolutely continuous. Proposition 4.10 implies that the components of A are P ⊗Π -a.s. absolutely continuous as well. Therefore, for P ⊗Π -almost every ω, the set
has full Lebesgue measure, and by the assumption about J(ω), the set
exists and is equal to α t (ω) also has full Lebesgue measure for P ⊗Π -almost every ω. This implies (4.13). This argument is reversible; (4.13) implies (4.12).
We now assume (4.12) and (4.13). The
Ti+1 -measurability of ∆(A Ti+1 , T i ) implies the H i+1 -measurability of ∆(A Ti+1 , T i ). Because A is adapted and continuous, A Ti(ω)+t (ω)I {0≤t<Ti+1(ω)−Ti(ω)} is a jointly H i+1 ⊗ B[0, ∞)-measurable function of (ω, t), where B[0, ∞) is the Borel σ-field on [0, ∞) (recall Remark 4.2). The same is then true for the right-hand derivative
where we set this right-hand derivative equal to an arbitrary value whenever the limit of the relevant difference quotient does not exist. By assumption, (
But on each H i+1 , the measures P and P ⊗Π agree, which implies that for every nonnegative Borel-measurable function f :
Summing over i = 0, 1, . . . , n, we obtain (4.14). ✷ Example 4.12 (Example 4.4 continued). Consider the extended partition and probability measures P and P ⊗Π of Example 4.4. We take A = X so that A 0 = 0 and ∆(A, T i ) is G 1 ∨ σ(∆(X, T i ))-measurable for i = 0, 1. We define the adapted processes
and the sets
If we let K(ω) denote the set obtained by replacing α with β in (4.11), then we see that K(ω) is a Lebesgue null set P-almost surely and P ⊗Π -almost surely. On the other hand, J(ω) defined by (4.11) is a Lebesgue null set P-almost surely, but has strictly positive Lebesgue measure with strictly positive P ⊗Π -probability. In particular, we see that (4.12) and (4.13) may not be equivalent in this situation. Then Ω ǫ = ∩ ∞ n=1 Ω n satisfies (4.16) and P ⊗Π m (Ω ǫ ) ≥ 1 − ǫ for every m. We fix n and construct Ω n by working through the proof of the Borel-Cantelli lemma. For each positive integer k, part (a) implies the existence of δ k > 0 for which
for all m. We define
−k , and note from Chebyshev's inequality that P ⊗Π m (F k ) ≤ 2 −k for every m and k. Choose j such that 2
−n ǫ for every m, as desired. Also, ω ∈ Ω n implies that sup 0≤s≤v≤tn∧(s+δ k ) v s α u du ≤ 2 −k for all k ≥ j, and hence (4.17) holds. ✷ Definition 4.14. Let Y be an adapted continuous R d -valued process defined on a filtered probability space (Ω, F , {F t } t≥0 , P), let B be an adapted continuous R d -valued process whose components are of finite variation and for which B 0 = 0, and let C be an adapted continuous, imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 d × d-matrix-valued process whose components are of finite variation and for which C 0 = 0. We further assume that outside a P-null set that does not depend on s and t, the increment C t −C s is positive semi-definite whenever 0 ≤ s < t < ∞. We say that Y is a semimartingale with characteristic pair (B, Lemma 4.16. Let P 1 and P 2 be probability measures on (Ω E,d , F E,d ), and let T be a finite (for every ω) {F
t } t≥0 -stopping time. Let M be a continuous local martingale relative to {F E,d
t } t≥0 under P 1 and P 2 . Let G be a sub-σ-field of F
t ) t≥0 is a continuous local martingale under P 12 P 1 ⊗ T,G P 2 .
Proof: It is sufficient to show that M
T and M −M T are both P 12 -local martingales relative to {F
T -measurable, and P 1 and P 12 agree on F
E,d
T , we may immediately conclude that M T is a P 12 -local martingale. For each integers n > 0, define the stopping time S
As a result, we may assume without loss of generality that M − M T is a uniformly integrable P 2 -martingale.
We now show that M is a P 12 -martingale with respect to the filtration F t = F T +t . The process M is clearly { F t } t≥0 -adapted, and it follows from the optional sampling theorem that M is a P 2 -martingale with respect to the filtration { F t } t≥0 . For 0 ≤ s ≤ t, A ∈ F E,d
T , and B ∈ σ(∆ r (X, T ) : 0 ≤ r ≤ s), we have from Corollary 4.7(b) that
where we have used the fact that M is P 2 -martingale in the last step. Writing X T +s t = X T t + ∆ 0∨(t−T )∧s (X, T ), we see that sets of the form A ∩ B generate F s . It then follows from Dynkin's π-λ theorem that M is P 12 -martingale relative to { F t } t≥0 .
To conclude the proof, we observe that (r − T ) + is a bounded { F t } t≥0 -stopping time and F r ⊂ F (r−T )∨0 for each r ≥ 0. Fixing 0 ≤ s < t and A ∈ F s , we have Lemma 4.17. Let P be a probability measure on (Ω E,d , F E,d ), and let M be a uniformly integrable P-martingale relative to {F E,d t } t≥0 . Let S, T and U be stopping times with T ≤ U almost surely, and let Z be an F
Proof: Because
we have
✷ Lemma 4.18. Let P 1 and P 2 be probability measures on
) and let T be a finite (for every ω) {F
t ) t≥0 is a local martingale under P 12 P 1 ⊗ G,T P 2 .
Proof: We cannot apply Lemma 4.16 directly because we did not assume that M 3 is G ∨ σ(∆(X, T ))-measurable. Instead, we define the process 
The same equality holds if we reverse the roles of M 1,n and M 2,n . Finally, because M 3,n is a martingale,
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 so Y is a local martingale under both P 1 and P 2 . Lemma 4.16 implies that M 1 , M 2 and Y are P 12 -local martingales. Therefore, (4.18) holds under P 12 as well, from which we conclude that
Proof of Proposition 4.15: According to Remark 4.9, P ⊗Π = P n+1 , where P i is defined recursively by P 0 = P and P i+1 = P i ⊗ Ti,Gi P, i = 0, . . . , n. If M is a continuous local martingale under P and ∆(M, T i ) is G i ∨ σ(∆(X, T i ))-measurable for i = 0, . . . , n, then repeated application of Lemma 4.16 shows that M is a P i -local martingale for i = 1, . . . , n, n+1, and in particular, M is a continuous local martingale under P ⊗Π . Similarly, if M 1 and M 2 are continuous local martingales under P, C is a finite variation process such that
measurable for 0 = 1, . . . , n, then repeated application of Lemma 4.18 shows that M 1 M 2 −C is a P i -local martingale for i = 1, . . . , n, n + 1. In particular, M 1 M 2 − C is a continuous local martingale under P ⊗Π . These observations combined with Proposition 4.10(a) prove the desired result. ✷
Conditional Expectations
The results of this section are implicit in Krylov [20] and Gyöngy [14] . We use the notation introduced in Sections 
The proof of Proposition 5.1 depends on the following lemma. To prove the converse, we assume (5.3). Taking f (u, Z u ) = sgn( Γ(u, Z u )) and using the integrability of Γ, we see that E t 0 | Γ(u, Z u )| du < ∞ for all t ≥ 0. The σ-field E is generated by a collection of open balls intersected with E, each ball having a rational radius and centered at a point in a countable dense subset of the separable metric space containing E. Let O denote the collection of finite intersections of this countable collection of sets. Then O is itself countable and E = σ(O). We enumerate the sets in O as
Since both t ≥ 0 and B ∈ B[0, t] are arbitrary, we conclude that g n = 0 for Lebesgue-almost every t ≥ 0. Thus, N {t ≥ 0|g n (t) = 0 for some n} is a Lebesgue-null set. The collection of sets A ∈ E for which
is a λ system containing O, and the Dynkin π-λ theorem implies that (5.4) holds for every A ∈ E. This gives us (5.2). ✷ Proof of Proposition 5.1: Except for the assertion that Γ takes values in the set K, it suffices to prove the proposition for the case that Γ is real-valued. We can then apply the one-dimensional result to each component of the Γ in the proposition. In the one-dimensional case, we define the σ-finite measure
and the σ-finite signed measure
Equation (5.2) follows from Lemma 5.2.
Let us now consider the case of a multi-dimensional Γ taking values in a closed convex set K. We have already shown the existence of Γ such that (5.2) holds, and it remains to show that Γ takes values in K. Define ϕ :
which is the distance from γ to K. One can verify from the triangle inequality that for each constant c, the set {γ|ϕ(γ) ≤ c} is convex, and hence ϕ is a continuous convex real-valued function. Such a function has the property that ϕ(γ) = max{ℓ(γ)|ℓ is linear and ℓ ≤ ϕ}. This permits us to establish the Jensen inequality
But Γ takes values in K, so the left-hand side of this inequality is zero. Thus the right-hand side is zero, implying Γ(t, Z t ) ∈ K almost surely for each t ∈ N c . We can modify Γ(t, z) so that it takes values in K for every t, and (5.2) still holds. ✷ Definition 5.3. Let {Γ i } i be a collection of processes on some probability space (Ω, F , P) and let T be a [0, ∞)-valued random variable. We say the collection {Γ i } i is strongly independent of T if there is a σ-field G ⊂ F such that each Γ i is B[0, ∞) × G-measurable and G is independent of σ(T ). 
Proof: We first observe that
for any process Ξ that is strongly independent of T and satisfies E|Ξ T | < ∞. To see this, consider the case Ξ t = n i=1 I Ai I Bi (t), where A i ∈ G, the σ-field in Definition 5.3, and B i ∈ B[0, ∞). Then use the monotone class theorem.
Integrating both sides of this equation with respect to µ(dt) and using (5.6), we obtain E Γ(T,
. Equation (5.5) follows. ✷
Approximation
We collect in this section three approximation results needed to prove Theorem 3.6. We denote by N the set of natural numbers and define N N ∪ {∞}. We recall that λ [0,t] denotes Lebesgue measure on [0, t].
Convergence of the integral of a process
Proposition 6.1. Let {Z m } m∈N be a collection of continuous E-valued processes, possibly defined on different probability spaces under different probability measures
Proof: It suffices to prove parts (iv)-(vi) of the lemma for the case d = 1, since these results can be applied component-wise to the
Assumption (i) and the convergence in (ii) imply that the distribution of Z m t is independent of m ∈ N, so it does not matter which m ∈ N we use in the definition of µ. Therefore, for each m ∈ N and M > 0,
|f (s, e)|I {|f (s,e)|≥M} µ(ds, de)
Setting M = 0, we obtain (iv) and (v) from (iii). Condition (iii) implies that the last term can be made arbitrarily small by choosing M large, and (vi) also follows. To prove (v), we use (vi) and Lusin's Theorem to choose for each k ∈ N a bounded continuous function
where
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Let Ψ : C E × C 1 → R be a uniformly continuous bounded function. To prove weak convergence of measures on a metric space, it suffices to consider such functions; see [23] , Chapter II, Theorem 6.1. We have
Given ǫ > 0, (6.8) guarantees that we can choose k so large that the first and third terms on the right hand side are less than ǫ, independently of m. For this value of k, we can then use (6.7) to choose M so that for all m ≥ M , the second term is also less than ǫ. ✷
Approximation by step functions
We show in Proposition 6.3 below that an arbitrary integrable process can be approximated in L 1 (P × λ [0,t] ) by step functions obtained by sampling the process at random partition points. f (s) ds < ∞ for every t ∈ [0, ∞). Define the sets 9) and define the sequence of functions f n (t, u)
Proof: Fix t > 0 and ǫ > 0. Choose a continuous,
imsart-generic ver. 2009/08/13 file: for-arxiv.tex date: September 20, 2011 Because g is uniformly continuous on [0, t + 1], we may choose N so that g(s 2 ) − g(s 1 ) ≤ ǫ/t whenever |s 2 − s 1 | ≤ 1/N . By enlarging N if necessary, we can also ensure that 1/N 0 g(s) ds ≤ ǫ. Therefore, for n ≥ N , we have
be a probability space that supports an R d -valued process a satisfying
(6.10)
and extend a to Ω via the abuse of notation a(u, ω ′ ) a(ω ′ ).
Finally, define the random times T n 0
0, T n i
(U + i − 1)/n for i = 1, 2, . . . , n 2 , and T n n 2 +1 ∞. Then the sampled process a n t (ω)
where I n i is defined by (6.9), satisfies
satisfying this condition, Lemma 6.2 then shows that lim n→∞ A n t (ω ′ ) = 0 for every t ≥ 0. Equation (6.11) is equivalent to
and to obtain this result it now suffices to show that for each fixed t ≥ 0, the collection of random variables {A and
The uniform integrability of {a n } ∞ n=1 under λ [0,t] × Q follows from (6.10) . This implies the uniform integrability of { a − a n } ∞ n=1 . Jensen's inequality implies
and the uniform integrability of { a − a n } ∞ n=1 under λ [0,t] × Q implies that for every ǫ > 0, there exists M ǫ > 0 such that
Consequently,
This proves the uniform integrability of {A
3. Sequence of discrete-time martingales with zero limit
For our final approximation result, we construct a sequence of continuous-time, finitevariation processes that are martingales when sampled at certain discrete times. We provide conditions under which this sequence must converge to zero. 
Maximizing over s ∈ [0, t] and taking expectations, we obtain
We bound the first term on the right-hand side of (6.13). The discrete-time BurkholderDavis-Gundy inequality (e.g., [12] , II.1.1) implies the existence of a universal constant C for which
(6.14)
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The right-hand side of (6.14) can be bounded using Hölder's inequality. In particular,
Combining (6.13)-(6.15), we obtain
where C does not depend on X and M ≥ 0 is arbitrary. The uniform integrability of
0, uniform integrability further permits us to choose M so large that sup m E m t+1 0
Letting m → ∞ and using the first part of (6.12), we conclude that
Proof of Theorem 3.6
We prove a theorem that is little more than a restatement of Theorem 3.6 without reference to the driving Brownian motions W and W in that theorem. We develop this connection immediately after the statement of Theorem 7.1 below. Recall Definition 4.14.
Theorem 7.1. Let E be a Polish space. Let (Ω, F , {F t } t≥0 , P) be a filtered probability space that supports an E-valued random variable Z 0 and an adapted continuous R d -valued semimartingale Y with Y 0 = 0 and with characteristic pair (B, C), where 
Define Ω The proof, which involves a discretization, as suggested by the example in Section 2, and then passage to the limit, proceeds in several steps.
Step 1: Construction of canonical space and processes. The random object of interest,
. In order to show that the discretization has a limit, we need to randomize the discretization times, and thus introduce an extra dimension, defining Ω * On the filtered probability space (Ω * are empty for every ω ∈ Ω * . We set Z * Φ(Z * 0 , Y * ) and observe that the random time U * is strongly independent of (Y * , Z * , B * , C * , b * , c * ) (recall Definition 5.3). Furthermore, the distribution of (Y * , Z * , B * , C * ) under Q is the same as the distribution of (Y, Z, B, C) under P, so (7.1) and (7.4) imply that for any t ≥ 0 and f such that one side of (7.6) is well defined. In particular, (7.2) and (7.6) imply that + . On the set T
Step 6: Semimartingale characteristic of the limit.
To complete the proof, we must show that under the measure P on Ω E,d , Y is a semimartingale with characteristic pair ( B, C), defined in part (i) of Theorem 7.1. We do this by showing that the distribution of the (Y * , Z * , B * , C * ) under Q m converges to the distribution of ( Y , Z, B, C) under P, i.e.,
12)
The filtration on Ω E,d , defined at the beginning of Section 4, is generated by Y . Once (7.12) is established, Theorem IX.2.4 of [16] will give the desired result.
On Ω * we define the processes Once this has been done, (7.13) will imply (7.12), and we will be done.
Step 7: Proof of (7.15) and (7.16 ).
In fact, we prove only (7.15), because the proof of (7.16) is the same. Without loss of generality, we assume that B * and B are one-dimensional. For i = 1, . . . , N (m), define the H satisfied when i = 0 as well. We conclude that the pair of processes (B m , b m ) satisfies the hypotheses of Proposition 4.11, including (4.12), with Q replacing P and Q m replacing P ⊗Π . Because B * is a component of X and the set (7.5) is empty, (B * , b * ) also satisfies the hypothesis of Proposition 4.11, and hence so does (B * − B m , b * − b m ). We thus obtain from (4.14) that E Q
