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Abstract
Visual data interpretation is a fascinating problem which has received an increasing
attention in the last decades. Reasons for this growing trend can be found within
multiple interconnected factors, such as the exponential growth of visual data (e.g.
images and videos) availability, the consequent demand for an automatic way to interpret
these data and the increase of computational power. In a supervised machine learning
approach, a large effort within the research community has been devoted to the collection
of training samples to be provided to the learning system, resulting in the generation
of very large scale datasets. This has lead to remarkable performance advances in tasks
such as scene recognition or object detection, however, at a considerable high cost in
terms of human labeling effort. In light of the labeling cost issue, together with the
dataset bias one, another significant research direction was headed towards developing
methods for learning without or with a limited amount of training data, by leveraging
instead on data properties like intrinsic redundancy, time constancy or commonalities
shared among different domains. Our work is in line with this last type of approach. In
particular, by covering different case scenarios - from dynamic crowded scenes to facial
expression analysis - we propose a novel approach to overcome some of the state-of-
the-art limitations. Based on the renowned bag of words (BoW) approach, we propose
a novel method which achieves higher performances in tasks such as learning typical
patterns of behaviors and anomalies discovery from complex scenes, by considering the
similarity among visual words in the learning phase. We also show that including sparsity
constraints can help dealing with noise which is intrinsic to low level cues extracted
from complex dynamic scenes. Facing the so called dataset bias issue, we propose a
novel method for adapting a classifier to a new unseen target user without the need
of acquiring additional labeled samples. We prove the effectiveness of this method in
the context of facial expression analysis showing that our method achieves higher or
comparable performance to the state of the art, at a drastically reduced time cost.
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Chapter 1
Introduction
Interpreting a visual scene, including tasks such as localizing objects or recognizing
actions, can be very easy for a person, but extremely challenging to be performed auto-
matically by an artificial intelligence system. For example, if we look at Fig. 1.1 we can
immediately tell where the ball is even if it is partially occluded. The reason why we
can be sure of our anwser is because for solving this task we are not only deploying our
sight, but we are also reasoning about the context and using our a priori knowledge.
Indeed, for the scene to make sense, the ball has to be behind the player’s head, on his
right hand - which is also occluded. In other words, the key for developing an automatic
vision system, does not simply lie in teaching to recognize objects or actions, but also in
providing the capacity to reason about the events. In fact, it is not practically feasible to
provide all the possible examples of how a ball looks like, as well as all the possible ways
in which an action can be performed, but we can provide a system with the capacity to
recognize an object or an action in an unseen configuration by leveraging on the context
or on its a priori knowledge.
Figure 1.1: Image depicting a sample case for a task, i.e. “can you tell where is the
ball?”, which is extremly easy to perform for a human observer, but which can be very
challenging for an artificial intelligence system.
1
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In this work, we show that considering the correlation among atomic events in a scene
(i.e. visual words) allows achieving higher performances in the task of discovering high
level patterns of behavior within a learning framework based on the bag-of-words ap-
proach. In our novel method, the correlation among words is taken into account by
deploying an efficient version of the Earth Mover’s Distance (EMD). In this thesis, we
present different variants of our method which better suit different case scenarios, and
we discuss the advantages and disadvantage for each variant. For example, we discuss
the concept of anomalous behavior w.r.t. the time granularity at which a scenario is
observed, and we present a novel approach for long term analysis of a complex urban
scenario, which is especially meant to deal with noise in the extraction of low level cues
(i.e. foreground).
Unsupervised methods for the discovery of typical patterns of behavior are especially
effective in scenarios such as the ones of video surveillance, in which the categories of
behaviors and possible anomalies are unknown in advance (i.e. different traffic patterns)
or sport games, where different possible players configuration have to be discovered.
Conversely, when the categories of interest are known in advance, supervised approaches
are usually preferred. Still, a very well known limitation of supervised approaches is
due to the dataset bias effect. In [12], a significant drop in performance is observed
when object detectors are trained on one generic dataset (e.g. PASCAL) and applied
to another generic one (e.g. SUN09). In order to reduce the effort of collecting new
label samples for adapting the classifiers to a new unseen domain, many approaches
have been proposed. These approaches include both adapting the classifier to the new
domain, as well as mapping the points from the target distribution to a new space in
order to compensate the distribution mismatch between the source and target domains.
In the case scenario of user gestures and facial analysis recognition, it has been shown
that personalized models work better than generic ones. In this work, we consider each
user as a specific domain, and we show that a personalized classifier can be learned by
exploiting the similarity shared among users. Our contributions are described with more
details in the Sec. 1.1.
1.1 Contribution of this work
The main contributions of our work are detailed as follows.
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A Prototype Learning Framework for Discovering High Level Patterns of
Behavior. We formulate the task of mining typical behaviors in dynamic scenes as a
prototype learning problem. Our approach is based on a convex optimization problem,
specifically a Linear Program (LP), thus, it is not prone to local minima and it is easy to
implement. We show that similarity among visual words can be taken into consideration
by using the EMD distance in the loss function.
To run experiments on medium-large scale datasets, following the idea in [13] we consider
some efficient variations of EMD which use L1 norm and its variants for ground distance
definition. In this case, the flow network involved in the computation of the EMD is
simplified and a the words’ sorting has to be defined because only the similarity among
adjacent bins is considered. To compute automatically the order of atomic activities, a
novel strategy based on simulated annealing is proposed.
We show how salient patterns at multiple scales can be discovered. Differently from
previous works and thanks to the theory of Parametric LP [14, 15], our algorithm per-
forms a multiscale temporal segmentation of the video scene in one shot. Comparing
salient aspects extracted at multiple scales can also be useful in individuating anomalous
patterns. To this aim we propose a Multiscale Anomaly Score (MAS).
We evaluate extensively our approach on four datasets (three of which are publicly avail-
able), showing that it offers competitive performance w.r.t. state-of-the-art methods.
Our code and the results from our experiments were made available to the community
(http://disi.unitn.it/∼zen).
Discovering Typical Patterns of Behavior in Crowded Noisy Scenes. Inspired
by similar motivations as in [1–3], we develop a novel approach for complex scene analysis
which is specifically tailored to cope with the uncertainty and the noise arising in visual
modeling of complex dynamic scenes. Differently from previous works [1, 3, 16–19], we
model the task of extracting salient activities as a matrix factorization problem and we
consider as objective function the Earth Mover’s Distance (EMD) [20], which is well-
known to be a robust metric in case of comparison on noisy histograms. To further reduce
the influence of noisy data we also constrain the computed vector basis to be sparse. In
surveillance videos, as the one we considered in this thesis (Ch. 2,3), where scenes have
multiple temporal activity patterns happening simultaneously, a sparsification procedure
is crucial for semantic scene interpretation purposes, helping to identify the atomic
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activities which are distinctive of a specific high level behavior. To our knowledge,
no previous works have addressed complex video scene analysis under a sparse coding
framework.
We proposed a novel weakly supervised EMD-NMF framework for discovering typical
patterns in dynamic scenes. However, while in [3, 4] the distance among visual words
is defined a priori, we jointly learns the ground distance parameters and the high level
patterns in a discriminative fashion. Our EMD-NMF algorithm is general and can be
used in other applications not limited to the computer vision field, such as data mining
and clustering.
Furthermore, we consider the case of long-term analysis of complex dyinamix scene.
We show how images available on the web from surveillance webcams can be used as
sensors in urban scenarios for monitoring and interpreting states of interest such as
traffic intensity. We highlight the power of the cyclical aspect of the lives of people and
of cities. We extract from long-term streams of images typical patterns of behavior and
anomalous events and situations, based on considerations of day of the week and time
of day. In order to deal with the high variability of background appearance, due to
the challenging illumination and weather conditions, we propose a novel framework for
background subtraction based on sparse coding which is especially tailored to cope with
long term noisy sequence of webcam data.
Personalizing Models for Facial Expression Analysis with Transductive Pa-
rameter Transfer. We propose a novel domain adaptation approach to obtain per-
sonalized models for facial expression analysis. To the best of our knowledge, this is
the first approach for Transductive Parameter Transfer (TPT), where the parameters
of the source classifiers are “transferred” to the target domain using a regression frame-
work without the need of labeled target data. Previous methods either rely on instance
transfer (source sample selection or re-weighting) or look for a shared feature space be-
tween sources and target data [21]. Our approach is is significantly faster (and simpler
to implement) than other domain adaptation approaches, most of which are based on
time consuming retraining strategies. We show that we can compute the target classifier
in significantly shorter time, and we believe that this is an important aspect for user
personalization in real HCI applications.
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Figure 1.2: Overview of our work in the context of visual data interpretation. Frames
highlighted in blue indicate different case scenarios considered. Our proposed ap-
proaches are highlighted in green.
We propose accurate approaches to quantify the difference between source and target
distributions which are based on specific kernels for distributions. In particular, re-
stricting the chosen classifiers to be linear SVMs, we propose to represent the source
data distributions by means of the corresponding Support Vectors, which are related
with (wi, bi) via the Karush-Kuhn-Tucker (KKT) condition. This makes stronger the
geometric relation between (wi, bi) and our non-parametric representation of the source
data.
The proposed domain adaptation approach is a general framework that can be applied to
different types of data, e.g. images, audio, text, physiological signals, inertial measure-
ments, etc. We show that by testing our method on a non-visual dataset, i.e. recognition
of accelerometer based smartwatch gestures. Besides, while the proposed approach was
originally meant to work with linear SVM, we show that the method can be extended
to deal with semi-parametric non-linear classifiers. Specifically we consider a Distance
Learning (DL) algorithm [22] and we call this extension TPTDL.
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1.2 Outline
The remaining part of this thesis is organized as follows. In Chapters 2 and 3 we present
our work about unsupervised discovery of typical patterns of behavior in complex scenes.
In Chapter 4 we present our approach for learning personalized classifiers. Finally,
conclusions are drawn in Chapter 5. A graphical overview of the proposed methods and
considered scenarios is shown in Fig. 1.2.
Chapter 2
A Prototype Learning Framework
for Discovering Typical Patterns
of Behavior
2.1 Intuition
In the last decades, many efforts have been devoted to develop methods for automatic
scene understanding in the context of video surveillance applications. We presents a
novel non-object centric approach for complex scene analysis. Similarly to previous
methods, we use low level cues to individuate atomic activities and create clip his-
tograms. Differently from recent works, the task of discovering high-level activity pat-
terns is formulated as a convex prototype learning problem. This problem results into
a simple linear program that can be solved efficiently with standard solvers. The main
advantage of our approach is that, using as objective function the Earth Mover’s Dis-
tance (EMD), the similarity among elementary activities is taken into account in the
learning phase. To improve scalability we also consider some variants of EMD adopt-
ing L1 as ground distance for one and two dimensional, linear and circular histograms.
In these cases only the similarity between neighboring atomic activities, corresponding
to adjacent histogram bins, is taken into account. Therefore we also propose an auto-
matic strategy for sorting atomic activities. Experimental results on publicly available
7
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datasets show that our method compares favorably with state-of-the-art approaches,
often outperforming them.
2.2 Related Work
The approaches for complex scenes analysis without object tracking/detection have re-
cently gained an increasing popularity [17, 18, 23, 24]. Most of these methods adopt a
probabilistic framework: a word-document paradigm is employed to represent the co-
occurrences of atomic events and sophisticated PTMs are used to extract salient activ-
ities (topics). These approaches, specifically developed for unsupervised scene analysis,
have several advantages over standard clustering techniques (e.g. k-means), such as a
greater flexibility to model complex tasks and the ability to infer spatio-temporal depen-
dencies among discovered activities. The approach we propose is significantly different
from PTMs-based methods. In this work the task of discovering high-level activity pat-
terns is formulated as a Parametric LP. This permits not only to avoid the typical local
minima problems but, more interestingly, to efficiently compute, under special condi-
tions, the so-called regularization path associated to the LP. This means that we can
explore the most k relevant activities for all possible values of k at roughly the same
time as for one fixed value k = kˆ. In other words a multiscale video scene analysis arises
naturally using our approach.
A large number of works in video analysis adopts a bag-of-words representation, not only
in the context of complex scene analysis [25, 26] but also for related tasks such as human
action recognition [27, 28]. This representation, while being very powerful, ignores the
spatio-temporal arrangement of elementary features. Differently our approach explicitely
focuses on exploiting atomic activity dependencies.
The most similar work to ours in the context of video scene understanding is perhaps
[26]. In [26] a multiscale analysis is also proposed and diffusion maps are used in a
preprocessing step before clustering. Differently our multi-resolution analysis is obtained
during the clustering phase and it is also used for individuating unusual behaviors.
Being able to detect anomalous patterns is of fundamental importance not only in visual
surveillance applications [29, 30], but in many other contexts (see [31] for a review). Our
MAS is related to previous nonparametric outlier mining techniques where the global and
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local density of the data are used to define the so-called outlier factors [32, 33]. However,
MAS is novel since it is specifically tailored to the proposed clustering algorithm, aiming
to quantify how the clusters size changes at subsequent scales. Previous approaches
[29, 30] do not exploit multiscale segmentation levels for detecting unusual behaviours.
Our approach draws its inspiration from sparse signal approximation algorithms such as
the fused lasso [34]. However, to the best of our knowledge we are the first to adopt a
similar strategy for mining complex video scenes and to show that parametric LP can
be a useful tool for multiscale analysis. To compute the entire solution path we resort
on the approach described in [35]. However, our clustering algorithms are novel with
respect to sparse signal approximation methods in [35]. In particular EMD has never
been used in this context. This choice is motivated by the fact that with noisy histogram
data the EMD is a better metric with respect to bin-to-bin distances.
Our work is related to [36] where EMD is used in the objective function of an optimiza-
tion problem. However, in [36] the authors focused on Nonnegative Matrix Factorization.
Finally recent clustering methods [37–39] are also closely related to our approach. In
[37, 38] two algorithms for clustering with EMD are also presented, while in [39] the link
between sensitivity analysis in LP and multiscale clustering is exploited. However, these
works, not developed in the context of dynamic scene analysis, rely on optimization
problems which are significantly different from ours.
2.3 Method
2.3.1 Discovering Spatio-Temporal Patterns in Dynamic Scenes
This Section gives an overview of the proposed approach for discovering high-level ac-
tivity patterns in dynamic scenes.
Figure 2.1: Flowchart of the proposed approach
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In the first phase (Fig. 2.1) low level features for each pixel are extracted from the
video, i.e. for the foreground/background information and the optical flow are com-
puted. As background subtraction algorithm we use a simple dynamic Gaussian-Mixture
background model [40], for the optical flow we used the Lucas-Kanade algorithm. By
thresholding the magnitude of the flow vector foreground pixels are divided into static
and moving pixels. For moving pixels we also quantize the optical flow into nθ = 8
directions. Then we divide the scene into p × q patches. For each patch we build a
patch descriptor vector v = [x y fg d¯of m¯of ] where (x, y) denotes the coordinates of
the patch center in the image plane, fg is the percentage of foreground pixels in the
patch, d¯of is the mode of the optical flow orientations distribution and m¯of is the av-
erage magnitude of optical flow vectors with direction d¯of . For patches of static pixels
we set d¯of = m¯of = 0. To limit the influence of noise in low level features extraction
we discard patches with few pixels of foreground, i.e. such that fg ≤ Tfg. We define an
atomic event as a valid patch descriptor v.
In the second phase a codebook of atomic activities is constructed. To this aim we
define the following distance function between two atomic events vq = [x
q yq q¯qof m¯
q
of ]
and vt = [x
t yt d¯tof m¯
t
of ] as
δqt = α∆p+ (1− α)(∆m+ ∆θ) (2.1)
where:
∆p =
√
(xt − xq)2 + (yt − yq)2
∆m= |m¯tof − m¯qof |
∆θ =
 0 if m¯
q
of = 0 ∨ m¯tof = 0
min(|d¯tof − d¯qof |, nθ − |d¯tof − d¯qof |) otherwise
In practice the parameter α in (2.1) controls the relative importance of position and
motion information. In our experiments we set α = 0.5. Then we group atomic events
using K-medoids clustering. Each cluster represents an atomic activity. Subsequently
we divide the video into short video clips and for each clip c we construct an activity his-
togram hc representing the distribution of atomic activities. In the last phase the video
clips are grouped according to their similarity. We propose a novel algorithm which,
given a training set of clips histograms, outputs a small set of histograms constituting a
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synthetic representation of the original data. These histogram prototypes represent the
salient activities occurring in the scene.
2.3.2 Earth Mover’s Prototypes
In this Section we present our Earth Mover’s prototypes learning approach. Some basic
concepts about EMD and its variations are given beforehand respectively in Sec.2.3.2.1
and 2.3.2.2.
2.3.2.1 Earth Mover’s Distance
The Earth Mover’s Distance (EMD) [20] DE(h,p) between two histograms h,p normal-
ized to unit mass is obtained as the solution of the following transportation problem:
min
fqt≥0
D∑
t,q=1
dqtfqt s.t.
D∑
q=1
fqt = h
t,
D∑
t=1
fqt = p
q (2.2)
The variable fqt denotes a flow representing the amount transported from the q-th
supply to the t-th demand and dqt the ground distance between q and t. Usually dqt is
defined by L1 or L2 distance. Figure 2.2(a) depicts the flow network associated to EMD.
The problem (4.14) is a LP which can be solved efficiently due to the special structure
of its sparse constraints [13, 20]. However, in the case of high dimensional histograms
solving (4.14) can be very time consuming due to the large number of flow variables
involved.
2.3.2.2 Linear, Circular and Thresholded EMD-L1
Several methods have been proposed in the past to speed up the EMD distance com-
putation. In [13], it is observed that, for histograms normalized to unit mass and L1
ground distance (i.e. dqt = |q− t|), every positive flow between faraway histograms bins
can be replaced by a sequence of flows between neighbor bins. This implies that, for
unidimensional histograms (i.e. h,p ∈ IRD), formula (4.14) can be simplified:
min
D−1∑
q=1
fq,q+1 +
D∑
q=2
fq,q−1 (2.3)
s.t. fq,q+1 − fq+1,q + fq,q−1 − fq−1,q = bq , bq = hq − pq ∀q, q = 1 . . . D
fq,q+1, fq,q−1 ≥ 0
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Figure 2.2: The flow networks associated to (a) EMD, (b) EMD with L1 ground
distance, (c) EMD with thresholded L1 ground distance for circular histograms. In (b)
the yellow node is the transhipment vertex. Ingoing edge (green) cost is the threshold
(2 in this case) and outgoing edge (blue) cost is 0. Red edges have cost 0. Black edges
are 1-cost edges. (d) The two dimensional grid associated to (2.4).
The number of flow variables reduces from O(D2) in (4.14) to O(D). This is greatly ben-
eficial in terms of computational cost since the number of variables is a dominant factor in
the time complexity of all LP algorithms. Moreover, the number of equality constraints
is reduced by half and all the ground distances involved in the EMD-L1 are ones. This is
practically useful saving multiplications during computation. Eqn. (2.3) considers unidi-
mensional histograms but the EMD-L1 can be defined also for higher dimensional cases
[41]. For example for two-dimensional histograms (i.e. h,p ∈ IRD1×D2 , D1D2 = D) the
only difference is that the neighborhood structure is not a line but a grid. The resulting
optimization problem is:
minfm,n;q,t≥0
∑
q,t
∑
m,n∈N (q,t)
fq,t;m,n (2.4)
s.t.
∑
m,n∈N (q,t)
fq,t;m,n −
∑
m,n∈N (q,t)
fm,n;q,t = b
q,t ∀q, t
where bq,t = hq,t − pq,t, the indices q, t correspond to the position of a bin while its
neighborhood N (q, t) is represented by the four adjacent bins (see Fig.2.2.c). In [42, 43]
other computationally efficient variations of EMD have been proposed. In [43] the
EMD with thresholded L1 ground distance (i.e. dqt = min(|q − t|, 2)) is considered
for robust comparison of noisy histograms. The adoption of the threshold implies the
introduction of a transhipment vertex, slightly increasing the number of flow variables
[43]. However, it has been shown that saturated distances are beneficial in terms of
accuracy results in several applications. In [42] the same authors proposed a circular
histogram representation. In this case a different ground distance is needed, i.e. dqt =
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min(min(|q−t|, D−|q−t|), 2). With thresholded ground distance and circular histograms,
(4.14) assumes the form:
min
D∑
q=1
fq,q+1 +
D∑
q=1
fq,q−1 + 2
D∑
q=1
fq,D+1 (2.5)
s.t. fq,q+1 − fq+1,q + fq,q−1 − fq−1,q + fq,D+1 = hq − pq
fq,q+1, fq,q−1, fq,D+1 ≥ 0
where the flow variables fq,D+1 correspond to the links connecting sources to the tran-
shipment vertex. Figure 2.2(b) depicts the associated flow network. In practice with
respect to (2.3) in (2.5) also flows between sources and the transhipment vertex are
considered. However, the number of flow variables is still O(D).
2.3.2.3 Convex Optimization for Prototypes Learning
Given a set of histograms H = {h1, . . . ,hN}, the task of prototype learning is the
problem of computing a set P = {p1, . . . ,pN}, such that the following two requirements
are jointly satisfied:
• each prototype pi must be as much similar as possible to the associated histogram
hi
• the set of prototypes is a sparse representation of the original dataset H (i.e. the
number of different prototypes must be small)
The prototype learning problem can be formalized as follows:
min
N∑
i=1
L(hi,pi) + λ
N∑
i 6=j, i,j=1
ηij max
q=1...D
|pqi − pqj | (2.6)
s.t. pi ≥ 0,
∑
t
pti = 1 ∀i = 1 . . . N
where the constraints ensure that the computed prototypes are histograms normalized to
unit mass. The objective function consists of two terms. The loss function L(·) penalizes
the difference between the original histograms and the associated prototypes. In this
work we focus on the specific form of (2.6) in which L(·) is a convex function. The second
term is meant to minimize the number of different prototypes. In fact the adoption of
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the L1 − L∞ norm induces sparsity, thus producing a small number of prototypes. The
set of binary coefficients ηij ∈ {0, 1} indicates the pairs of histograms which must be
merged. In the absence of prior knowledge, for each histogram hi a set of NP nearest
neighbors can be identified and the associated ηij set to 1 if hj is a neighbor of hi. In
alternative, temporal dependencies can be encoded into ηij : for example if histograms
represent temporally adjacent clips it is reasonable to set ηij = 1 if i = j−1, j = 2 . . . N ,
ηij = 0 otherwise. The relative importance of loss and regularization is controlled
by the positive coefficient λ. When λ = 0 all prototypes pi must be equal to their
corresponding histograms hi while for λ → ∞ all prototypes should be equal to each
others. For 0 ≤ λ <∞ a number of prototypes k between N and 1 can be obtained. In
truth, for large values of λ and few prototypes the L1 norm also induces the prototypes
to be quite similar to each other. In practice as λ decreases the effect of the loss function
is stronger and the computed prototypes are quite different.
2.3.2.4 Learning Prototypes with EMD
In this work we present a specific formulation of (2.6) where the EMD is adopted as loss
function:
min
N∑
i=1
DE(hi,pi) + λ
∑
i 6=j
ηij max
q=1...D
|pqi − pqj | (2.7)
s.t. pi ≥ 0,
∑
t
pti = 1 ∀i = 1 . . . N
Therefore to compute the prototypes we introduce the EMD formulation (4.14) into
(2.7) and we get the following LP:
minpqi ,f iqt,ζij≥0
N∑
i=1
D∑
t,q=1
dqtf
i
qt + λ
∑
i 6=j
ηijζij (2.8)
s.t. −ζij ≤ pqi − pqj ≤ ζij , ∀q,∀i, j i 6= j
D∑
q=1
f iqt = h
t
i, ∀t
D∑
t=1
f iqt = p
q
i , ∀q,∀i
Note that the constraints
∑
t p
t
i = 1 are removed since they are automatically satisfied
as the original histograms are normalized. It is worth noting that at the coordinate
level we adopt the L∞ norm rather than the L1 norm. This does not promote sparsity
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but produces the effects that all coordinates of a prototype go to zero together and
significantly reduces the computational cost of solving (2.8) limiting the number of slack
variables ζij .
Regarding the ground distance dqt definition, we use the fact that each histogram bin
corresponds to an atomic activity q, which is represented by the associated centroid cq =
[xq yq q¯qof m¯
q
of ] computed by K-medoids in the first phase of our approach. Therefore
we define the ground distance between two atomic activities cq = [x
q yq d¯qof m¯
q
of ] and
ct = [x
t yt d¯tof m¯
t
of ] as follows:
dqt = α∆p+ β(∆m+ ∆θ) + (1− α− β)(1−∆TC) (2.9)
where the terms ∆p,∆m and ∆θ are defined as in (2.1). The last term ∆TC takes
into account the temporal correlation between atomic activities: starting from a train-
ing set of activity histograms {h1, . . . , hNc}, where Nc is a fixed number of clips, we
consider, for each pair cq, ct of atomic activities, the vectors Hq = (h
q
1, . . . , h
q
Nc
) and
Ht = (h
t
1, . . . , h
t
Nc
) and set ∆TC equal to the correlation coefficient between Hq and Ht.
In (2.9) the ground distance depends on two parameters, α and β which control the
relative importance of position, motion and temporal correlation.
2.3.2.5 Speeding up Prototype Learning
For large N and D solving (2.8) is still time consuming even for today’s sophisticated
LP solvers. The computational cost is especially high due to the large number of flow
variables f iqt. Actually we do not specifically need them since we are only interested
in computing the prototypes pi. Therefore to speed up calculations we also propose to
modify (2.8) as follows.
We consider the special case of EMD with L1 distance over bins as ground distance. In
our specific application the idea is that similar atomic activities should correspond to
neighboring bins in activity histograms. To this aim, the atomic activities are sorted
according to the associated location and motion information (see subsection 2.3.3). With
this premises, we propose to simplify (2.8) using the efficient formulation of EMD (2.3).
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So substituting the definition of EMD-L1 (2.3) into (2.7) we get:
min
N∑
i=1
(
D−1∑
q=1
f iq,q+1 +
D∑
q=2
f iq,q−1
)
+ λ
∑
i6=j
ηijζij (2.10)
s.t. −ζij ≤ pqi − pqj ≤ ζij , ∀q, ∀i, j, i 6= j
f iq,q+1 − f iq+1,q + f iq,q−1 − f iq−1,q = hqi − pqi , ∀q, ∀i
pqi , f
i
q,q+1, f
i
q,q−1, ζij ≥ 0
The resulting optimization problem is a LP with nvar = nf + np + nζ = 2N(D − 1) +
ND + 12NNP variables, in case we adopt the nearest neighbor approach for setting the
coefficients ηij = 1. In this case for large datasets and small histograms (N  D) the
computational cost of (2.10) is dominated by the number of slack variables. However,
by considering a small number of neighbors NP , (2.10) can be solved efficiently even
for large datasets. Analogously a prototype learning approach can be devised for two
dimensional histograms by considering the EMD-L1 definition (2.4).
Similarly, for circular histograms and EMD with thresholded L1 ground distance, the
prototype learning algorithm can be obtained by inserting (2.5) in (2.7):
min
∑
i,q
f iq,q+1 +
∑
i,q
f iq,q−1 + 2
∑
i,q
f iq,D+1 + λ
∑
i 6=j
ηijζij
s.t. −ζij ≤ pqi − pqj ≤ ζij , ∀q, ∀i, j, i 6= j (2.11)
f iq,q+1 − f iq+1,q + f iq,q−1 − f iq−1,q + f iq,D+1 = hqi − pqi
pqi , f
i
q,q+1, f
i
q,q−1, f
i
q,D+1, ζij ≥ 0
The resulting optimization problem is a LP with nvar = 4ND +
1
2NNP .
2.3.2.6 Learning Prototypes with bin-to-bin Distances
To demonstrate the advantages of considering cross-bin similarities when learning pro-
totypes, we briefly discuss the form that (2.6) assumes when bin-to-bin distances are
used as metrics and some related approaches in the literature. For example when the
L1 norm is chosen as loss function, (2.6) assumes the form:
min
N∑
i=1
D∑
q=1
|hqi − pqi |+ λ
∑
i 6=j
ηij max
q=1...D
|pqi − pqj | (2.12)
s.t. pi ≥ 0,
∑
t
pti = 1 ∀i = 1 . . . N
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The resulting optimization is still a LP (as in the case of EMD) and can be solved
efficiently with standard solvers once slack variables have been introduced. The proposed
approach (2.6) can also be used with Kullback-Leibler distance as loss functions:
min
N∑
i=1
D∑
q=1
hqi log
hqi
pqi
+ λ
∑
i 6=j
ηij max
q=1...D
|pqi − pqj |
Similarly to L1 and KL, also the L2 norm can be used in the loss function in (2.6).
In particular, if a sum of L1 norms rather than a combination of L1-L∞ is used as
regularization term and no constraints are imposed on the prototypes pi, the following
optimization problem is obtained:
min
N∑
i=1
||hi − pi||2 + λ
∑
i 6=j
ηij
∑
q
|pqi − pqj | (2.13)
The special case where ηij = 1 if i = j − 1 and ηij = 0 otherwise leads to the well
known “total variation denoising” procedure [44] or to a special case of the fused lasso
[34]. However, it is worth nothing that in our case the choice of using a L1-L∞ norm
rather than a sum of L1 is motivated by computational efficiency reasons. In fact since
our optimization problem is an LP and we solve it with standard solvers, the number
of slack variables is kept limited. In all these cases, only bin-to-bin comparisons are
allowed. Indeed the experimental results presented in the Section 2.4 demonstrate that
bin-to-bin distances are less effective than EMD when learning prototypes for dynamic
scene understanding.
2.3.3 Ordering Atomic Activities
Elementary activities are not independent and it is desirable to take into account their
similarity when learning activity prototypes. A straightforward way to impose this is to
encode atomic activities similarity in the ground distance definition (2.9). This means
considering similarity among all possible pairs of atomic activities and a high computa-
tional cost of solving (2.8) even for problems with a small N . A similar requirement can
be imposed also in the case of the more efficient EMD variants based on L1. In this case
considering atomic activities similarity means sorting them according to a prespecified
criterion. The idea is that, when constructing clip histograms, neighboring activities
correspond to similar ones.
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Figure 2.3: Structures used to arrange atomic activities.
Algorithm 1 Sorting atomic activities
1: Input: atomic activities C = {c1, . . . cD}, graph G(V,E), with V = {v1, . . . , vD}
2: T ← T0 initialize temperature
3: σ(ci)← vi, i = 1 . . . D initialize σ()
4: D0 ← initial distortion equation (2.14)
5: M ← 1 counter of accepted moves
6: while M > 0
7: M ← 0 reset the counter
8: repeat Niter times generate move hypothesis
9: ck ← randomly selected atomic activity
10: vj ← randomly selected node from V \ {σ(ck)}
11: ci ← σ−1(vj)
12: σ(ci)← σ(ck)
13: σ(ck)← vj
14: Dn ← compute distortion
15: ∆D ← Dn −D0;
16: Accept move with probability min(e−∆D/T , 1)
17: if move accepted then
18: M ←M + 1; D0 ← Dn
19: T ← η ∗ T decrease the temperature (η < 1)
20: end
21: Output: function σ()
To this aim we propose to find the best arrangement of the atomic activities into appro-
priate graph structures in order to minimize the distortion between the ground distances
dqt and the distances Dg of the nodes q and t within the graph (i.e. the length of the
shortest path connecting them). As discussed at the beginning of this section, in this
work we consider the three following graph structures: path graph, cycle graph and
square grid graph (corresponding respectively to 1D, circular and 2D histograms, see
Fig. 2.3), where the number of nodes is equal to the number of atomic activities. The
distortion is defined as follows:
D∑
q=1
D∑
t=q+1
(dqt −Dg(σ(cq)− σ(ct)))2 (2.14)
which has to be minimized with respect to σ(), a one-to-one function mapping atomic
activities to nodes of the graph. The minimization is achieved by Algorithm 1 which
implements a simulated annealing approach. The temperature T0 is set to a value such
that a given fraction (about 0.75) of the moves would be initially accepted. The values
of Niter and η used in the experiments are 10000 and 0.99, respectively.
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2.3.4 Multiscale Anomaly Score
A crucial property of (2.6) is that the sparsity achieved is controlled by a single param-
eter, i.e. the regularization constant λ. In other words, for λ varying between ∞ and
0, a different number of prototypes between 1 and N can be obtained. In the case of
automatic scene understanding, this corresponds to discover different salient activities
at multiple scales. For example, for traffic scene analysis, for large values of λ we can
obtain a very rough description of the activities differentiating among clips with moving
vehicles or clips corresponding to vehicles stopped at the traffic lights. As λ decreases
we gradually enhance the level of details of the analysis differentiating among vehicles
flows of different intensity.
Instead of finding the value of λ which provides the optimal prototypes we propose to
exploit the solutions of (2.6) for different values of λ. More formally, given a set of N
histograms hi we first introduce the following characterization of sets of fused histograms
as they are generated by our algorithms.
Definition 1. (Sets of Fused Histograms) Let λ = λ¯ and Hλ¯` be a set of histograms
with ` = 1, . . . , N(λ¯) where N(λ¯) is the number of different prototypes obtained for
λ = λ¯. Then a valid set of fused histograms Hλ¯` satisfies the following properties:
• ∪N(λ¯)`=1 Hλ¯` = H
• Hλ¯` ∩Hλ¯m = ∅, ∀` 6= m.
• ∀ h`,hm ∈ Hλ¯k we have pq` = pqm ∀ q = 1 . . . D
• ∀ h` ∈ Hλ¯` and hm ∈ Hλ¯m ∃q : pq` 6= pqm
In a nutshell a set of fused histograms corresponds to histograms associated to the
same prototype. Different sets of histograms are generated for different values of λ.
Comparing clustering results at multiple scales (i.e. comparing sets of fused histograms
for different values of λ) we can detect unusual behaviors corresponding to atypical
histograms. To this aim we define for each h` an associated anomaly score. The general
idea behind this score is to monitor how the clusters size changes for decreasing values
of λ. From λ = ∞ (where all the histograms are represented by a single prototype) to
λ = 0 where each histogram corresponds to a different prototype, the anomaly score of
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hk can be computed as the sum of the ratios of the size of the clusters containing h`
at two subsequent scales. Analyzing multiple levels we can distinguish between cases
where a cluster with a single histogram is merged at higher level with a small cluster
and situations where it belongs to a big cluster: in the first case its anomaly score is
higher. Formally:
Definition 2. (MAS) Let h` ∈ Hλi` and h` ∈ Hλi−1`′ with λi−1 > λi. We define the
Multiscale Anomaly Score (MAS) of the histogram h` as:
MAS = 1− 1
NL
L∑
i=2
|Hλi−1`′ |
|Hλi` |
In practice, the most anomalous clips tend to get a higher MAS. Let us consider the case
of a cluster made by a single clip. In this case the ratio in the MAS definition is very
low (actually zero) until the clip is merged into a large cluster. The later it is merged,
the smaller the ratio value is, thus the higher the MAS is.
Note that while large values of L may lead to more accurate estimates of MAS, this also
increases the computational cost since (2.8), (2.10) and (2.11) must be solved L times.
However, in the following we show how in the special case of temporal segmentation a
multiscale analysis can be obtained with computational cost comparable with that of
solving (2.8), (2.10) or (2.11) for a single value of λ. As a final remark, we should say
that we experimentally observed that if two histograms are fused for a certain value of
λ = λ¯ (i.e. they belong to the same fused set) they will not necessarily remain fused
for any λ ≥ λ¯. However, we found that for moderately large values of L, this does not
decrease the accuracy of MAS analysis.
2.3.5 Multiscale Analysis in One Shot
In this Section we focus our attention on linear histograms and on the temporal segmen-
tation approach i.e. we consider ηij = 1 for i = j − 1, j = 2 . . . N and ηij = 0 otherwise.
In particular we consider (2.8) and (2.12). We show that since (2.8) and (2.12) are
parametric LP, an algorithm based on a variant of the revised simplex method can be
developed to compute all possible sets of histogram prototypes for increasing values of
λ.
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2.3.5.1 Preliminaries: LP and Parametric LP
Given a matrix A ∈ IRn×m and the vectors c ∈ IRm, b ∈ IRn a LP in standard form
[14, 15] is given by:
minx≥0 c′x s.t. Ax = b (2.15)
If the matrix A is of full rank n and the polyhedron P = {x : Ax = b,x ≥ 0} is bounded
and non-empty, the LP has a bounded optimal solution. Let B ∈ I = {1, . . . ,m} be
an ordered set of n column indexes. Let AB be the n × n sub-matrix of A whose i-th
column is Ai. The set B is called a feasible basis if AB is of full-rank and A−1B b ≥ 0.
Since A is of full rank and the linear program is feasible, a feasible basis always exists.
A column Ai with i ∈ B is called a basic column, otherwise it is called a non-basic
column and belongs to the set N = I − B. A basic feasible solution (bfs) xB of the LP
corresponding to a feasible basis B is obtained by xB = A−1B b and xN = 0. A bfs is
optimal if it corresponds to a solution of the LP. There is a bijection between bfs and
vertices of P. The simplex method systematically explores the extreme points (bfs) of
P, i.e. starting from an initial extreme point, until an optimal extreme point is found.
A parametric LP problem has the form:
minx≥0 (c + λa)′x s.t. Ax = b (2.16)
with a ∈ IRm and λ ∈ IR. In [35] Yao and Lee showed that many algorithms in
machine learning and specifically the family of regularization problems with piecewise
linear loss and L1 penalties (such as L1 SVM) can be written in the form of (2.16) and
a variant of the simplex method can be used for solving (2.16) for all possible values of
λ simultaneously.
2.3.5.2 Multiscale Analysis
Let p, δ+, δ− ∈ IRND, ζ ∈ IRN−1 and H ∈ IRND be the vector obtained concatenating
the histograms in the training set (i.e. H′ = (h′1, . . . ,h
′
N )). We first define the following
matrices: the block diagonal matrix D ∈ IR(N−1)D×(N−1), D = diag(-1) and -1 ∈ IRD
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and the block Toeplitz matrix Σ ∈ IR(N−1)D×ND,
Σ =

I -I 0 . . . 0
0 I -I . . . 0
...
. . .
...
0 0 . . . I -I
 ,
with I, 0 and −I ∈ IRD×D.
Proposition 1. The following elements:
x =
(
f ′ ζ′ p′ δ+′ δ−′
)
a′ =
(
ω′ 0′ 0′ 0′ 0′
)
c′ =
(
0′ 1′ 0′ 0′ 0′
)
A =

0 D Σ I 0
0 D −Σ 0 I
F 0 0 0 0
G 0 -I 0 0
 b =

0
0
H
0

with f ∈ IRND2 , ω ∈ IRND2 , ω = (d . . .d), d ∈ IRD2 , d = (d11, . . . d1Dd21 . . . dDD),
F,G ∈ IRND×ND2 being two block diagonal matrices, F = diag(Q),G = diag(T),Q,T ∈
IRD×D2 , Q = diag(1′), 1′ ∈ IRD
T =

e’1 e’1 . . . e’1
e’2 e’2 . . . e’2
...
. . .
...
e’D e’D . . . e’D

with e’i ∈ IRD is a vector of all 0 and 1 in the i-th position, define (2.8) in the standard
form (2.16) of a parametric LP.
Given a parametric LP problem in standard form all possible solutions x¯ for different
values of λ can be computed. For this purpose in this work we use a variation of the
algorithm proposed in [35] by considering a different variant of the simplex methods
rather than the tableau simplex i.e. the revised simplex method with the lexico-min
rule since it offers computational advantages for sparse LPs and avoid situations of
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degeneracy. According to this, the basic column to exit the current basis B is selected
according to the lexico-min rule: the column which exits the basis is A`, where ` is the
index of the lexicographically smallest row Ai/ui, ui > 0, u = A
−1
B Aj and A
i denotes
the i-th row of AB. The index ` always exists, since otherwise ui ≤ 0 for all i and the
problem is unbounded. The resulting algorithm is presented in Algorithm 2.
The main difference and the main issue when running Algorithm 2 is how to individuate
an optimal bfs B0. This can be obtained using any feasible basic index set B¯0 and
running the standard simplex algorithm for the associated LP problem i.e. for a = 0.
The following proposition shows how a basic feasible set B¯0 can be individuated for the
proposed problem (2.8).
Proposition 2. The set of indices B¯0 = I1 ∪ I2 with I1 = {kD + 1 : k = 0, . . . , ND −
1/D}, I2 = {ND2 +N + k : k = 0, . . . , 3ND − 1} individuates a bfs for (2.8).
Proof. See Appendix A.
Algorithm 2 can generally be applied not only to (2.8) but also to (2.10), (2.11), (2.12)
provided that a suitable bfs is found. In the following we show the results associated to
(2.12).
Proposition 3. The following elements:
x′ =
(
p′ ξ′ ζ′ δ+′ δ−′ θ+′ θ−′
)′
a′ =
(
0′ 1′ 0′ 0′ 0′ 0′ 0′
)′
c′ =
(
0′ 0′ 1′ 0′ 0′ 0′ 0′
)′
A =

-I -I 0 I 0 0 0
I -I 0 0 I 0 0
Σ 0 D 0 0 I 0
−Σ 0 D 0 0 0 I
E 0 0 0 0 0 0

b =

H
-H
0
0
0

with the block diagonal matrix E ∈ IRN×ND, E = diag(1), ξ, θ+,θ− ∈ IR(N−1)D and
1 ∈ IRD define (2.12) in the standard form (2.16) of a parametric LP.
Proposition 4. The set of indices B¯0 = I1 ∪ I2 ∪ I3 ∪ I4 ∪ I5 with I1 = {kD + 1 : k =
0, . . . , N − 1}, I2 = {ND + k : k = 1, 2, . . . , ND}, I3 = {2ND +N − 1 + kD + 1 : k =
0, 1, . . . , N − 1}, I4 = {3ND+N − 1 + k : k = 1, 2 . . . , ND} \ {3ND+N − 1 + kD+ 1 :
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Algorithm 2 Mutiscale analysis in one-shot
1: Input: H = (h′1, . . . ,h
′
N )
′, i = 0.
2: Set (2.8) (or (2.12)) in standard form (2.16) according to Proposition 1 (Proposition 3).
3: Find an optimal bfs B0 for λ0 =∞ following Proposition 2 (Proposition 4).
4: while λi ≥ 0
5: Compute xi, with xiBi = A
−1
Bi b and x
i
Ni = 0.
6: c¯j = cj − cBiA−1Bi Aj with j ∈ Ni.
7: a¯j = aj − aBiA−1Bi Aj with j ∈ Ni.
8: m = arg maxj{− c¯ja¯j : a¯j > 0} (entry index )
9: λi+1 = − c¯ma¯m
10: u = A−1Bi Am.
11: if the support I(u) is empty then
12: return problem is unbounded
13: ` = arg lexico- mint{A
i
t
ut
: t ∈ I(u)} (exit index )
14: Update Bi+1 = Bi ∪ {m}\{`}
15: Create the set Pi = {pi1, . . . ,piN} extracting the corresponding coordinates from xi.
16: i← i+ 1.
17: end
18: Output: The sets of prototypes P1,P2, ...PNprot
k = 0, 1 . . . , N − 1}, I5 = {4ND +N − 1 + k : k = 1, 2, . . . , 2(N − 1)D}, individuates a
bfs for (2.12).
Proof. See Appendix B.
As a final remark we should note that in general even when the coefficients ηij assume
different values that in the case of temporal segmentation, (2.8) and (2.12) are also
parametric LP problems and Algorithm 2 can be used for computing the entire solution
path. However, in this cases (e.g. for nearest neighbor clustering) determining a suitable
bfs B0 is more complex and we leave it to future works.
2.4 Experimental Results
2.4.1 Datasets and Experimental Setup
Experiments were conducted on five datasets, four of which are publicly available. The
first dataset consists of a Traffic scene sequence. As the vehicles flow is controlled
by traffic lights, different events occur at regular periods. The second video sequence
depicts a basketball match and is taken from the APIDIS∗ website. The images
are cropped to include only the basketball court and resized. The last three datasets
∗http://www.apidis.org/Dataset/
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Table 2.1: Details on datasets and experimental setup
no
fps
no frame patch
D
clip
frames clips size size length [s]
Traffic 6000 12 300 276×336 23×21 8 12
Basket 6000 23 100 320×368 16×16 16 3
Junction 90000 25 300 288×360 12×12 16 12
Roundabout 93500 25 311 288×360 12×12 16 12
Junction2 78000 25 312 288×360 12×12 16,24,30 10
Table 2.2: Proposed approaches tested in our experiments.
L1 EMD-L1-lin. EMD-L1-circ. EMD-L1-2D
Formulation (2.12) (2.10) (2.11) deducible from (2.10)
Junction, Roundabout, Junction2 are also available† (for the first two sequences,
ground truth for two levels temporal segmentation is available; for the third one, we
manually annotated a sequence of 80 clips at 2 and 3 levels, based on the traffic lights’
changes). The videos depict some traffic scenes in London and have been extensively
used in previous works [17, 18, 25, 45].
In this section, we first show temporal segmentation results obtained with EMD-L1-
linear (2.10); the other experiments are meant to test the proposed approach for nearest
neighbor clustering. In the first case, temporal segmentation is obtained by setting in
(2.10) ηij = 1 if i = j − 1 and ηij = 0 elsewhere; in the case of clustering, the near-
est neighbor graph for prototype learning is computed based on histograms similarity,
using EMD with L1 ground distance. In all the experiments we found that NP = 3
or NP = 4 correspond to the best performance. A discussion about how to choose the
values of α and β is reported in subsection 2.4.4. The value of λ changes in all the
different experiments according to the required number of clusters. While for temporal
segmentation Algorithm 2 can be used to obtain all possible prototypes at varying λ, for
nearest neighbor clustering is necessary to test several λ to get the required number of
clusters. More details about the datasets and our experimental setup are summarized
in Table 2.1. The proposed algorithms are listed in Table 2.2 and are fully implemented
in C++ using the publicly available libraries OpenCV for video processing and feature
extraction and GLPK 4.2.1 (GNU Linear Programming Kit) as the backend linear pro-
gramming solver. The code for solving problems (2.8), (2.10), (2.11) and (2.12) and the
video showing our results are available online‡.
†http://www.eecs.qmul.ac.uk/∼jianli/Dataset List.html
‡http://disi.unitn.it/∼ zen/demo emp.html
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Table 2.3: Traffic dataset: temporal segmentation accuracy
EMD (2.8) EMD-L1-linear(2.10) L1(2.12) Fused Lasso
83.2 82.4 72.5 68.7
Figure 2.4: Traffic dataset. (a) Temporal segmentation results obtained varying λ
with EMD-L1(2.10). (b) Ground-truth and (top, right) corresponding legend. (Bottom)
salient activities automatically extracted from the segmentation result highlighted in
red.
2.4.2 Temporal Segmentation
We demonstrate the effectiveness of the proposed temporal segmentation approach on
the Traffic dataset. This sequence despite being short is interesting, as it corresponds
to few cycles of the traffic lights status and it contains some interesting anomalous
events. When applying temporal segmentation only the similarity among adjacent clips
is considered. Therefore several prototypes corresponding to the same patterns (e.g.
green traffic light) must be merged manually after learning. This supplementary phase
may result annoying when dealing with long sequences (e.g. Junction, Roundabout).
In these cases nearest neighbor clustering is preferred. For this reason we evaluate the
performance of temporal segmentation results in term of correctly individuated break-
points while for nearest neighbor clustering the accuracy is computed considering the
percentage of correctly labeled clips. In the Traffic scene two main traffic flow patterns
are distinguished: (i) two parallel flows when the traffic light is on green and (ii) vehicles
stopped in the lane on the left when the traffic light is on red. Rare events also occur
such as pedestrians crossing the street outside zebra crossing or vehicles making U-turns.
Figure 2.4 shows the multi-scale segmentation obtained by solving EMD-L1-linear (2.10)
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for different values of λ. The temporal segmentation results with 10 clusters, obtained
with λ = 5, is highlighted with a red frame. From each of the 10 clusters obtained we
extract one frame, representative for the salient activities. As expected, clips with simi-
lar activity histograms are associated to the same cluster. Interestingly, we successfully
detect the changes in vehicles flow triggered by the traffic lights. As shown in Fig. 2.4,
the orange, yellow, red and blue clusters correspond to the activity of parallel vehicle
flows (green traffic light), while the light blue, white and cyan clusters are associated
to stationary vehicles (red traffic light). The green, violet and pink clusters are still
associated to red traffic lights and, in particular, they represent the phase when the
traffic queue begins, hence the traffic flow is characterized by low density.
It is interesting to analyze the way clusters merge as λ increases. For example, the clus-
ters associated to the same traffic light status but with different traffic density (i.e. pink
and cyan, green and light blue) merge at the superior level. A visual inspection confirms
that the segmentation results obtained with EMD distance are consistent with the hu-
man annotation (Fig. 2.4(b)). We manually annotated it. A quantitative comparison of
the proposed methods (2.8) and (2.10) and bin-to-bin approaches (Fused lasso [34] and
(2.12)) for the entire Traffic sequence is shown in Table 2.3. The performance is mea-
sured in terms of percentage of break points correctly individuated. The results clearly
demonstrate that bin-to-bin distances are less powerful as they do not take into account
similarity among atomic activities. It is worth noting that (2.10) can be considered as
a good approximation of (2.8). An important observation concerns the computational
cost of our multiscale analysis. As (2.8) is a parametric LP, all solutions (i.e. all possi-
ble prototypes) can be found with a slightly increased computational cost with respect
to computing just one solution (corresponding to a fixed value of λ). Therefore, the
speedup is huge. For example all possible prototypes associated to 100 clips can be
computed in approximately 5 min whilst the solution for a single value of λ takes about
1 min.
2.4.3 Clustering
Discovering Salient Activities. We demonstrates that the proposed nearest neighbor
clustering approach can be used to detect typical activities in various scenarios. For
example for the Basket dataset five main activities are automatically identified: (A)
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Figure 2.5: Salient activities extracted with our method. Circles and arrows represent
static and dynamic atomic activities respectively (size is proportional to bin value)
when the yellow team is on defense and the blue team is trying to shot, (B) when the
players are moving from the yellow team’s court side to the blue team’s side, (C ) when
the blue team is on the defense, (D) when the players are moving back towards the yellow
team’s side. Moreover, due to the asymmetric disposition of the camera with respect to
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the basketball court, different phases of the match can be observed when players are in
the yellow team’s side, such as the case of free throws (E ). A representative frame for
each of the five activities automatically extracted solving (2.10) is shown in Fig. 2.5(a)
For the dataset Junction2 we use our approaches for both two and three classes seg-
mentation. The representative frames corresponding to the 3 clusters case automatically
extracted are shown in Fig. 2.5(b) These three flow patterns are regulated by three traf-
fic lights: flow (A) corresponds to red traffic light in the bottom left lane; flow (B) to
red traffic light in the central lane; flow (C ) to red traffic lights in the bottom left and
in the right lane. Atomic activities corresponding to pedestrians crossing the main road
are also individuated (see the small arrows in the lower part of the images).
For the Junction dataset (Fig. 2.5(c) by solving (2.10) or (2.11) we discover three main
activities which correspond to different phases of the traffic flow: A) vertical flow and B)
and C) respectively horizontal traffic flow from right to left and from left to right. These
activities are also found in [17, 18, 46], with the difference that the cluster A is split
in two different activities, corresponding to vertical flow with and without interleaved
turning traffic. This division is less evident as it is confirmed by the transition behavior
matrix in Fig.3.e in [17]. In fact, with our algorithm these patterns emerge when refining
the analysis with more than three clusters. For the Roundabout dataset (Fig. 2.5(d))
two salient activities are discovered: they roughly correspond to the vertical (orange
cluster) and the horizontal traffic flow (green cluster).
Comparison with Results in the Literature. We perform a quantitative comparison
between our methods and PTMs. Table 2.4 shows the results (percentage of correctly
labeled clips) obtained by applying our methods (2.10) and (2.11) to the Basket se-
quence compared to (2.12) and to pLSA with binary and tf -idf features representation.
For pLSA clustering labels are obtained by taking the topic with larger probability.
pLSA has been chosen as a baseline since it has been extensively used in previous works
[24, 45]. We consider the results for 2 and 5 clusters. The ground truth is taken from the
APIDIS website§. In the case of 2 clusters the ground truth is created by merging the
activities A and E on one side, fusing B, C and D on the other. Table 2.4 confirms the
advantages of EMD-based approaches w.r.t. competing methods. For example, in the
§We consider the timestamps of annotated events (e.g. ‘Ball possession’, ‘Lost-ball’, ‘Free-throw’,
etc.) and added some missing information, e.g. the one representing a switch from events B to C or
from D to A (Fig. 2.5(a)).
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Table 2.4: Comparison of our approach with pLSA
no EMD-L1 EMD-L1 L1 pLSA
pLSA
clusters linear(2.10) circular(2.11) (2.12) bin
Basket
2 98.42 98.42 98.42 94.15 92.25
5 90.84 90.84 75.17 83.5 77.5
Junction2
2 96.20 93.67 93.67 93.67 86.08
3 84.81 86.08 70.89 79.40 75.60
Table 2.5: Junction2 dataset: accuracy at varying number of atomic activities
noclusters 2 3
noactivities 30 24 16 30 24 16
k-means 88.83 96.20 94.41 68.24 67.05 59.73
L1 93.67 96.20 96.20 70.89 69.20 70.89
EMD-L1-lin. 96.20 96.20 86.08 84.81 55.70 56.96
EMD-L1-circ. 93.67 96.20 96.20 86.08 68.35 70.89
EMD-L1-2D 96.20 96.20 96.20 89.87 72.15 73.42
case of 5 clusters our methods outperforms pLSA with 7% in accuracy. We explain this
with the fact that differently from (2.12) and pLSA, our approaches takes into account
atomic activities similarity. Moreover, it is worth noting that pLSA results depend upon
initialization conditions, as training relies on a non-convex problem. On the 2 clusters
task there is no advantage on using EMD based methods with respect to using bin-to-bin
clustering approach (2.12). We believe that in some easy tasks bin-to-bin distances may
suffice.
Similar conclusions can be made for the dataset Junction2 (see Table 2.4). Also in this
case EMD-based approaches outperform L1 clustering and pLSA for the most difficult
task (3 clusters). Other interesting remarks can be made observing Table 2.5. Here
the results obtained with all proposed approaches are compared at varying number of
atomic activities. The table demonstrates that few atomic activities may not suffice for
accurate segmentation. This is basically due to the fact that missing atomic activities
hinder the recognition of high level behavior. For example for D = 16 the absence of the
static atomic activities in upper left corner of the image inhibits the possibility to detect
situations of traffic line (see Fig. 2.6). In these cases a 2D histogram representation
with appropriate sorting compensates the decrease in accuracy. In this experiment we
also report the results associated to k-means clustering as a baseline (Table 2.5). As
expected, ad-hoc approaches as the ones we developed outperform standard clustering
techniques.
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Figure 2.6: Junction2 dataset: different atomic activities extracted with (left)D = 30,
(center) D = 24 and (right) D = 16.
Figure 2.7: Junction2 dataset: average computational time (sec) for solving our
learning problems at varying D.
In our experiments on the four datasets, we found that the EMD-L1 with linear his-
tograms and EMD with thresholded L1 distance and circular histograms perform sim-
ilarly (see Table 2.4 for the Basket and Junction2 sequences) with a slightly better
performance for the latter representation (Table 2.5). Therefore with our approach we
did not found great benefits in using a thresholded ground distance opposite to what
was reported in the previous works [43]. This is probably due to the fact that we do not
simply compute the EMD between noisy histograms as in [43] but we use EMD as an
objective function to calculate the set of prototypes.
An important consideration concerns the computational cost associated to our ap-
proaches. Figure 2.7 reports the average time (s) for solving the proposed optimization
problems (3.5 GHz Intel Xeon machine). As expected the computational costs associ-
ated to prototype learning of 1D histograms are comparable, while a 2D representation
implies an increased cost due to a larger number of flow variables.
Table 2.6 compares our approach with previously published results. In particular we
consider the results reported in [18, 25]. We apply (2.10) and (2.11) on the same data
(the datasets Junction and Roundabout) using the same clip size as [25]. Results
reported in [18] are obtained using a slightly different settings, i.e. clip length= 3 sec
and 6 clusters. We manually merged these clusters to directly compare with the ground
truth in [25]. The corresponding temporal segmentation bars for the Junction dataset
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Table 2.6: Comparison with previous works: clustering accuracy
EMD-L1 EMD-L1 L1 Standard Hierarchical DDP-HMM
linear(2.10) circular(2.11) (2.12) pLSA[25] pLSA[25] [18]
Junction 92.31 92.31 89.74 89.74 76.92 87.18
Roundabout 86.40 86.40 86.40 84.46 72.30 85.14
Figure 2.8: Junction dataset. Comparison with previous works.
are shown in Fig. 2.8(top). On both datasets the proposed algorithms outperforms DDP-
HMM [18], pLSA and hierarchical pLSA [25] (the experimental setup is slightly different
as in [25] a training/test approach is used). EMD-based clustering is also more accurate
than prototype learning with L1 distance (2.12). These results confirm the fact that
higher clustering accuracy can be obtained by considering atomic activities similarity
during the learning phase. In the case of the Junction dataset we also compare our
approach with the results presented in [46] which correspond to the short sequence of
360 sec, between frame 9201 and 18200, segmented at 7 levels. These results do not
refer to the same part of the sequence annotated in [25], so a quantitative comparison
is not possible. A qualitative comparison between our approach and [18, 46] is provided
in Fig. 2.8(bottom). As shown, the results of all three approaches are similar.
2.4.4 Ordering Atomic Activities
In this Section we present results demonstrating the validity of the proposed approach
for sorting atomic activities. Table 2.7 proves the importance of choosing an appropriate
order of atomic activities for EMD prototype learning: for all the datasets a random
order of atomic activities entails a decrease in terms of accuracy. Figure 2.9 shows an
example of atomic activities automatically sorted for the Basket and the Junction2
datasets in the case of EMD-L1 with circular histograms and thresholded ground dis-
tance. For Basket dataset, this order corresponds to the highest accuracy (90.84% in
the 5 clusters case) and it is obtained for values α = β = 0.5, i.e. considering both
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Table 2.7: Clustering accuracy with and without sorting.
Junction Roundabout Basket Junction2
EMD-L1-lin.
sorted 92.31 86.4 90.84 84.81
unsorted 86.7 72.3 82 75.95
Figure 2.9: Automatically sorted atomic activities.
Figure 2.10: Junction2 dataset (D=30). Clustering accuracy for 2 (left) and 3 (right)
clusters with different atomic activities orders using (top) EMD-L1-lin. and (bottom)
EMD-L1-2D.
Figure 2.11: Junction2 dataset (D=24). a) Clustering accuracy for 2 (left) and 3
(right) clusters for different atomic activities orders using EMD-L1 circular. b) Asso-
ciated distortion matrix (higher is darker)
the motion and the position information when computing the optimal sorting. It is
straightforward to observe that similar atomic activities are grouped (for example the
first 5 activities correspond to zero motion). In this way atomic activities typically cor-
responding to the same cluster (e.g. number 0, 1 and 2 for the Free Throw) are close in
the histogram representation.
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Figure 2.12: Traffic dataset: anomaly (motorbike U-turn)
Figure 2.10 reports the performance of the proposed approaches for the Junction2
dataset at varying values of the parameters α and β, i.e. for different sorting. The plots
demonstrate that in general while for an easy task (2 clusters) almost all type of sorting
produces good results (accuracy around 95%), when more clusters are required it is very
important to take into account both the motion and the position information. Temporal
correlation is less important. Similar results were also obtained for the other datasets.
Therefore as a practical rule of thumb we set α = β = 0.5. Interestingly, in most of
the cases we observe a certain correlation between the values of distortions computed
with Eqn. (2.14) and the clustering accuracy (see Fig. 2.11). Therefore looking at the
distortion values can also be a valuable hint for sorting atomic activities.
2.4.5 Detecting Anomalous Patterns
By computing the MAS on an entire video sequence we detected some anomalous activi-
ties (persistent clusters of small size). In the case of the Traffic dataset an example of an
unusual pattern is the violet cluster shown in Fig. 2.4 corresponding to a jaywalker. By
looking at the multiscale segmentation in Fig. 2.4(a) it is evident that the violet cluster,
opposite to the others, “survives” for several levels. This single clip cluster correctly
obtains a high MAS score as it is associated to an anomalous activity. Another example
of anomalous activity in this sequence is shown in Fig. 2.12. Here a motorbike makes a
U-turn. This also corresponds to a single clip cluster which persist at several levels.
Figure 2.13 (top) shows some examples of anomalous activities found by MAS analy-
sis (Fig. 2.13, bottom) for the dataset Junction. Anomalous activities corresponding
to persistent small size clusters show the moments where the vertical traffic flows are
interrupted as a pedestrian is crossing the street (clip 27) and a fireman truck is pass-
ing (clip 83). The last anomaly (clip 98) corresponds to a rare event where two large
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Figure 2.13: Junction dataset: detected anomalies (top) and the associated MAS
plot (bottom).
Figure 2.14: Junction2 dataset: detected anomalies (top) and the associated MAS
plot (bottom).
Figure 2.15: Junction2 dataset: detected anomalies (top) and the associated MAS
plot (bottom) when atomic activities are not correctly sorted.
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vehicles are passing at the same time. These results, similar to those in [25, 45, 46],
confirm the validity of MAS analysis in finding anomalous events. In our experiments
the MAS is computed considering L = 9 subsequent levels of segmentation. Figure 2.14
shows some anomalies detected for the Junction2 dataset. Anomalies are due to an
usual presence of a biker stopped next to the vehicles at the red traffic light (clip 28)
and traffic jam on the left lane (clip 62,77). Finally Fig. 2.15 demonstrates that a good
atomic activities sorting is also crucial for detecting anomalous patterns. Indeed, clip
28 is correctly individuated but clips 21-23 have a high MAS value even if they do not
correspond to critical situations. In other words, in the case of incorrect non anomalous
clips are indicated as anomalous, thus increasing the risk of false alarms.
2.5 Conclusions
We proposed a multiscale approach for discovering activity patterns in complex scenes.
The main novelty of this work is the EMD prototype learning algorithm. By taking
into account similarity amongst atomic activities, typical patterns can be extracted
with improved accuracy with respect to previous approaches. The prototype learning
algorithm has been presented in the context of dynamic scene analysis, but we believe
that it could be successfully deployed in other tasks, such as action recognition.
In this work we considered the EMD approximation approach proposed in [13]. Recently,
other methods [38, 47] have been proposed to speed-up the EMD distance calculation.
These approaches are in general computationally more efficient than the one proposed
in [13]. However, we chose Ling and Okada’s approximation as it basically provides
a simplification of the EMD definition proposing a LP with reduced flow variables.
This LP can be easily embedded into our optimization framework and allows us to
develop a Multiscale Analysis by Parametric LP theory. Moreover, the EMD wavelet
approximation [38, 47] is especially convenient when the histogram size is larger than
200/300 bins. Differently, when very short histograms (D ≤ 50) are considered as in this
work, the EMD wavelet approach is not advantageous since the overall computational
cost is dominated by the initial wavelets coefficients calculation.
Our experiments showed that the proposed approach is a valuable alternative to PTMs
in the context of complex scene analysis. Differently from PTMs our approach takes into
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account words similarity. However, it is worth noting that PTMs can be more versatile
in applications when it is necessary to consider a large number of words, to learn the
temporal dependencies among behaviors or to model the temporal information within
the topics themselves. As an extension to this work, in Sec. 3 we show that by adopting
the EMD approximation combined with Non-Negative Matrix Factorization (NMF) our
clustering approach can be applied to other problems where high dimensional histograms
are needed. In Chapter 3 we also show that is possible to effectively learn the ground
distances by introducing a form of weak supervision.

Chapter 3
Discovering Patterns of Behaviors
in Noisy Complex Video Scenes
3.1 Intuition
In Chapter 2 we proposed a novel approach which can successfully discover recurrent
patters of behaviors in complex video scenes starting from simple low level visual cues.
However, this method applies well when some specific assumptions hold, but there may
be case scenarios where these assumptions do not hold completely. Inspired by the same
motivations as in Chapter 2, in this chapter we proposed three approaches for discovering
high level patterns of behaviors in complex scenes starting from the analysis of low level
cues (e.g. motion, foreground information) which are specifically tailored to cope with
the noise which is inherent in these cues. Besides, each of these methods is meant to
better suit one of the specific cases described as follows.
• High dimensionality of visual vocabulary. The method presented in Chap-
ter 2 suffers from scalability issues with respect to the vocabulary size. Indeed, at
growing the number of atomic activities, the number of variables to be allocated
in (2.8) and (2.10) also grows significantly, at a prohibitive cost in terms or RAM
memory to be allocated. In Sec. 3.3 we present a novel method which is based
on EMD as objective function and Non Negative Matrix factorization(NMF) as
clustering method. Similarly to our previous work, the use of EMD allows to take
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into consideration the similarity among atomic activities. The use of NMF allows
higher scalability in terms of visual vocabulary size, however, at cost of losing the
nice convex property which characterizes (2.8) and (2.10). Furthermore, in order
to also cope with noise which is inherent in the low level features (e.g. foreground
and local motion) extracted from complex and crowded scenes, a sparsity con-
straint on the computed basis matrix is imposed. This allows to filter out noise
while leading to the identification of the most relevant elementary activities in
a typical high level behavior. In Sec. 3.3.1 details are given on how the EMD-
NMF approach can be solved efficiently via an alternate optimization approach.
In Sec. 3.3.2 experimental results demonstrate that the proposed method yields
similar or superior performance to state-of-the-art approaches.
• Undefined a priori distance between atomic activities. In Sec. 2.3.3, we
show that atomic activities can be sorted by minimizing the distortion w.r.t. their
original distances. In order to do so, the distance between atomic activities is de-
fined in (2.9). However, this a priori definition may not effectively correspond to
the distance between what these two atomic activities represent at a higher level
in the scene. For example, two atomic activities may occur nearby in space and
with opposite direction, but still be associated to the same high level activity, e.g.
pedestrians crossing the street on a zebra crossing. Thus, it is desirable that the
distance between this two activities is close to zero, because we want, for example,
that having pedestrian flows towards one or the opposite direction on the same
zebra crossing is indifferent at a prototype level. In Sec. 3.4 we propose a novel ap-
proach for learning high level activities prototypes which is based on Non-negative
Matrix Factorization (NMF) as a clustering method and on Earth Mover’s Distance
(EMD) as a measure of reconstruction error. Differently from previous works on
EMD matrix decomposition, we consider a semi-supervised learning setting and we
also propose to learn the ground distance parameters. While few previous works
have addressed the problem of ground distance computation, these methods do
not learn simultaneously the optimal metric and the reconstruction matrices. We
will show in Sec. 3.4.2 that our method allows not only to achieve state-of-the-
art performance on video segmentation, but also to learn the relationship among
elementary activities which characterize the high level events in the video scene.
The effectiveness of the proposed approach is demonstrated both on synthetic data
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and on a real world scenario, i.e. addressing the problem of complex video scene
analysis in the context of video surveillance applications.
• Long-term analysis of complex urban scenarios. Most of the public datasets
for the analysis of crowded dynamic scene are collected by recording imagery of
public scenarios over a time range of maximum few hours, usually at daylight. As a
consequence, typical patterns discovered are usually related to different traffic flows
[3, 18, 24, 25]. Indeed, limiting the analysis over this short time period prevents the
discovery of activities which occur at different moments of the day or at temporal
frequencies of the order of days or weeks. In this work we propose a newly collected
dataset and a method for the analysis of webcam imagery collected over a long
term range. In these cases, due to the large amount of data storage required, the
acquisition of imagery at a high framerate becomes infeasible. Instead, framerates
are usually set to few frames per minutes or hours, thus impeding the extraction
of low level cues such as local motion. In Sec. 3.5.2 we show that high level
states such as traffic intensity can be monitored via exploiting only the foreground
information extracted from a stream of webcam imagery. The analysis of typia and
atypia required a robust method for background subtraction, which can perform
expecially well in case of challenging lightening and weather conditions. For this
purpose, we present a method based on sparse coding which outperforms state-of-
the-art works on complex and crowded scenes (Sec. 3.5.1.2,3.5.2.3).
3.2 Related Work
EMD and NMF. The Non-negative Matrix Factorization algorithm aims to find two
non-negative matrices whose product provides a good approximation to an initial ma-
trix. While originally proposed to learn the parts of objects like human faces and text
documents [48], in the last decades it has been applied to many other problems, such as
action recognition [49], speech denoising [50], analysis of electromyographic signals [51]
and blind source separation [52]. Typically NMF approaches adopt a bin-to-bin measure
(e.g. L2, Kullback Leibler divergence) to compute the reconstruction error. While this
usually implies a simple optimization algorithm, the situations where the original ma-
trix can only be obtained from complex deformations of some elementary signals cannot
be modeled. To cope with this, the EMD-NMF algorithm is introduced in [36], where
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a cross-bin measure, i.e. the Earth Mover’s Distance, is adopted instead of bin-to-bin
distances. Improved performance with respect to traditional NMF are shown in two
computer vision tasks, i.e. texture descriptor estimation and face recognition. However,
in [36] the ground distance values are kept fixed and are not optimized according to a
discriminative criterion as proposed in this work.
EMD and ground distances. In order to overcome the main limitations of EMD,
which are computational complexity and scalability, efficient versions of EMD have been
proposed [13, 43, 47]. In some of them [13], the specific situation where the ground
distance among histograms’ bins is a linear function of the bin position is considered
(e.g. dij = |i−j| in EMD-L1). In applications where different bin positions correspond to
sorted elements in space [4] or in time [38] using a linear distance is a natural solution.
Conversely, in situations where a histogram’s bin corresponds to a word in a specific
vocabulary (e.g. when the BoW paradigm is employed), the use of EMD-L1 implies
finding a reasonable words’ order, according to which similar words are assigned to
neighboring bin positions. Approaches for sorting have been proposed in literature
[3, 53]. However they usually lead to a suboptimal solution, being the problem NP hard.
Furthermore, as the initial distances are assigned based on L1 or L2 metrics, these may
not necessarily reflect the discriminative ability of words. Therefore, by learning ground
distances as proposed in this work we overcome these issues at the expenses of a slightly
increased labeling efforts and computational cost in EMD calculation.
Simultaneous clustering and metric learning has been introduced in [54]. However, up
to our knowledge, no previous works have considered these problems in the context of
Earth Mover’s Distance factorization. How learning the ground distance parameters
affect EMD computation has been investigated in [16, 55]. In [55] an algorithm that
learns the ground metric values using a training set of labeled histograms is proposed,
overcoming the traditional approach that sets them based on a priori knowledge of the
features. Wang et al. [16] also uses side information from triplets of samples (i.e. must
link or cannot link constraints) to learn the cross-bin relationships, hence producing more
accurate EMD values. However, in [16, 55] the ground metric parameters are learned in
order to simply compute the EMD and not in the context of matrix factorization.
Long Term Video Analysis. Some of the key challenges associated with the analysis
of data extracted from video over extended periods include requirements for storage and
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long processing times. To reduce storage and make processing more efficient, studies of
long-term video surveillance typically rely on video collected at low frame rates [29, 56].
However, low frame rates can make it difficult to reconstruct motion tracks for analyzing
behavioral patterns. Another way to deal with the scale is to only collect data streams
that are essentially static, i.e. the background appearance varies in time due to light,
weather or seasonal changes but almost no foreground elements can be observed [56].
While there exists prior research on detecting anomalies in urban scenarios [29], these
previous works focus on video analysis at frame level (e.g. extracting a pyramid of feature
histograms). Further, there are hardly any approaches that attempt to distinguish the
foreground elements from the background and to analyze their behavior separately. One
of the exception is Abrams et al. [57] recorded a data set (LOST) with high frame rate
from 17 cameras for over one year, in order to explore the changes in daily tracks. They
record the same half hour each day, limiting the long-term analysis to a short interval
in each day, and show that histograms of track density have a high-level interpretation
w.r.t. natural human behavior. We show that this analysis can be done in a more
efficient way and at a higher time granularity by exploiting the FG signal.
One of the core component of our work is a background subtraction module. In visual
surveillance with static cameras, a BG subtraction method based on BG modeling is
typically adopted. We considered the set of techniques described in recent surveys
[58, 59] to select the most effective approach for our goals. The most widely used
method was proposed by Stauffer and Grimson [60]. Among variations of this approach,
[61] appears to be the most robust to the dynamics we face with the analysis of long-
term streams, including dynamic background, darkening, and noise during night time.
However, these techniques did not provide satisfactory results when applied on our long-
term sequence (see Fig.3.24, 3.25 and supplementary material∗). The results were fairly
poor especially for the case of sudden light changes, a problem which is accentuated by
the low frame acquisition rate. Also these approaches performed poorly during night
because of low signal-to-noise ratio and presence of light reflections. A relevant set of
works model the FG detection problem as a sparse signal recovery [62–67]. However,
the methods rely on the assumption that the FG information is sparse. This latter
assumption is not valid in our case where we routinely encounter crowded scenes (see
Fig.3.21).
∗http://disi.unitn.it/∼ zen/video/artemis13.avi
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Our hypothesis in this work is that BG subtraction methods relying only on pixel-based
analyses are not powerful enough. Instead, leveraging on more informative features (e.g.
based on local structure) may be valuable. The use of local features like HOG [68] or
texture has been proposed [69–71]. In this work, we show the effectiveness of using
features learned via auto-encoders [72]. Such methods for learning features from data in
an unsupervised manner have been applied successfully in a variety of fields (NLP, audio,
computer vision, etc.), Most of the research in computer vision on using learned versus
hand-designed features has focused on classification tasks like object recognition [73–75],
image classification, [76, 77] or facial expression recognition [78], where the unsupervised
phase of feature learning is combined with a supervised training phase of a classifier. To
our knowledge, no work has yet explored the potential of using sparse features extracted
at patch-level for the background subtraction task.
3.3 Earth’s Mover Distance Non-negative Matrix Factor-
ization
3.3.1 Method
In this Section, the proposed approach for extracting high level activities in complex
scenes is presented. First, the features used to represent the short video clips are de-
scribed (Sec. 3.3.1.1). Then, the proposed learning approach is illustrated (Sec. 3.3.1.2).
For basic concepts about EMD and its variations, we refer the reader respectively to
Sec. 2.3.2.1 and 2.3.2.2.
a) b) c) d)
Figure 3.1: Low level visual features used in our approach. (a) Original video frame
and (b) associated foreground mask. (c) Trajectories (red) extracted with KLT tracker.
(d) Trajectory snippets (red) and static pixels (blue) used to construct clip histograms.
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3.3.1.1 Computing Clip Histograms
Similarly to previous works [1, 17, 18], we divide the video into short clips and we adopt
a bag-of-words approach for computing clip histograms. First, we construct a codebook
of trajectons as described in [79]. Feature trajectory snippets, i.e. sequences of (xt,yt)
positions over time, are computed by cropping the features trajectories extracted using a
KLT tracker [80]. Using a short video segment as training set, a codebook of trajectory
snippets (the so-called trajectons) is computed by clustering the obtained trajectory
snippets into a pre-specified number of clusters nt. While in general standard k-means
can be employed in this phase, in our specific application we manually selected the code-
book ensuring that trajectories cover all the space of possible motion orientations. For
the dynamic of the scene, in fact, a small codebook defining different motion orienta-
tion is more suitable to distinguish between the most relevant activities. This simple
codebook corresponds to features more robust to noise than when considering optical
flow vectors. In line with [80], we consider trajectory snippets formed by 10 positions in
the trajectory. The subsequent phase consists in extracting low level features from the
video and quantizing it according to the codebook generated. Specifically for each pixel
we compute the foreground/background information using a simple dynamic Gaussian-
Mixture background model as background subtraction algorithm [40]. We use KLT to
compute trajectory snippets and assign them a label according to the nearest snippets
in the codebook. The features extraction process is illustrated in Fig. 3.1. Then we
divide the scene of interest in nx × ny patches, in order to take into account the loca-
tion where the activities take place. We also divide the video into clips. A histogram
counting the occurrences of trajectons labels is formed for each clip and each patch.
Moreover, for each patch a further bin is used to account for static activities, i.e. pixels
of foreground that do not belong to trajectons. The clip histogram hi ∈ IRnx×ny×nt is
obtained concatenating the patch histograms.
3.3.1.2 Discovering Activities with Sparse EMD Matrix Factorization
Given a training set of clip histograms H = {h1, h2, . . .hN}, we model the task of dis-
covering high level activities as the problem of finding a set of basis P = {p1, p2, . . .pK},
with K << N , and a matrix of mixing coefficients W = [w1 w2 . . .wN ], wi ∈ IRK ,
such that, for each clip, the weighted sum of the computed basis should be as close as
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possible to the original clip histogram according to the Earth Mover’s Distance. More
formally the following optimization problem is formulated:
minpk,W≥0
N∑
i=1
DEMD(hi,
∑
k
wki p
k) (3.1)
s.t. ωm ≤ Ω(pk) ≤ ωM , ∀ k = 1 . . .K (3.2)
The imposed constraints force the computed basis to be sparse. To enforce sparsity, as
in previous works on NMF [81, 82], we adopt the following measure:
Ω(x) =
√
n− ‖x‖1/‖x‖2√
n− 1 (3.3)
where x ∈ IRn. In practice the constraint (3.2) impose a lower and an upper bound
(respectively ωm and ωM ) to the level of sparsity of the computed prototypes.
By replacing the definition of EMD with L1 ground distance (2.4) and Ω(·) into (3.7),
the following optimization problem must be solved:
minpkq ,wki ,f iq,t≥0
N∑
i=1
∑
q
∑
t∈N (q)
f iq,t (3.4)
s.t.
∑
t∈N (q)
f iq,t −
∑
t∈N (q)
f it,q = h
q
i −
∑
k
wki p
k
q , ∀q, ∀i∑
k
wki = 1, ∀i
∑
q
pkq = 1 ∀k
‖pk‖2 ≤ 1
cM
eTpk ∀k (3.5)
1
cm
eTpk ≤ ‖pk‖2 ∀k (3.6)
where cM =
√
Q − ωM (
√
Q − 1) and cm =
√
Q − ωm(
√
Q − 1), Q = nx × ny × nt and
e ∈ IRQ is a vector of ones. The normalization constraints impose that each basis vector
pk and each column of the coefficient matrix W are normalized to sum one. This implies
that
∑
q
∑
k w
k
i p
q
k = 1, ∀ i, i.e. the reconstructed histograms are normalized to unit
mass as required by EMD definition (2.4). The additional constraints (3.5) and (3.6)
are imposed to force the basis to be sparse vectors.
The optimization problem (3.4) is not convex. However, to efficiently solve it, in this
work we devise an approximate approach based on an alternate optimization scheme.
We first consider (3.4) when constraints (3.5) and (3.6) are not imposed. In this case
the problem (3.4) is still not convex. However if the coefficient matrix W is fixed, (3.4)
is convex with respect to pkq , f
i
q,t. Similarly, with fixed basis vectors p
k, (3.4) is convex
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Algorithm 3 EMD Clustering
1: Input: Original clips histograms H = {h1, h2, . . .hN}.
2: Initialize W = [w1 w2 . . .wN ] with positive random values.
3: Normalize the columns of W such that
∑
k w
k
i = 1, ∀i = 1, . . . N .
4: while not converged
5: Solve (3.4) s.t. (3.5) and (3.6) with respect to pk,f using Algorithm 4.
6: Solve the LP (3.4) with respect to W,f .
7: end
8: Output: W, pk ∀k.
with respect to wki , f
i
q,t. To solve it, an alternate optimization scheme can be devised
where each single optimization problem reduces to a LP. This approach, which turns
out to be a special case of the algorithm proposed in [36], can be shown to converge to
a local minimum.
If the constraints (3.5) are also considered, the optimization problem (3.4) can still be
solved with an alternate optimization scheme and, in particular, as a sequence of convex
optimization problems. Solving with respect to wki , f
i
q,t with variables p
k
q fixed is still
a LP, while solving with respect to pkq , f
i
q,t having W fixed is a Second Order Cone
Programming (SOCP) which can be solved efficiently with standard solvers. However,
when the constraints (3.6) are also considered, solving (3.4) with respect to pkq , f
i
q,t and
wki fixed is not convex anymore. Therefore, inspired by previous works on NMF [81], we
adopt an approximate technique to solve it. The approach is based on the Tangent Plane
Constraint (TPC) method [83] and basically consists in approximating the non convex
cone constraints by linear constraints and specifically by tangent plane constraints.
The algorithms we develop for solving (3.4) are shown in Algorithm 3 and Algorithm
4. In particular the alternate optimization approach used to solve (3.4) is illustrated in
Algorithm 3. Step 5 of Algorithm 3 consists in solving (3.4) subject to (3.5) and (3.6)
with the TPC method. The TPC method is illustrated in Algorithm 4.
To solve the proposed optimization problem we adopt some practical solutions which
reduce the computational cost of our approach and then makes it more appealing to
large scale computer vision applications. First of all we note that the convex constraints
(3.5) are not particularly important in order to guarantee sparse solutions. In fact,
rather than imposing an upper bound on the maximum level of sparsity, it is much more
important to guarantee a minimum level of sparsity. This implies that in practice we can
omit convex constraints (3.5). This is of paramount importance in practical applications
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Algorithm 4 Algorithm for computing sparse prototypes
1: Input: Original clips histograms H = {h1, h2, . . .hN} and coefficent matrix W.
The parameters ωm and ωM specifying the desired sparsity levels.
2: Compute cM =
√
Q− ωM (
√
Q− 1) and cm =
√
Q− ωm(
√
Q− 1).
3: Solve (3.4) s.t. (3.5) with respect to pk,f .
4: Initialize the index set of violated constraints V0 = ∅.
5: Set t = 0.
6: while not converged
7: p¯k = pk, ∀k.
8: Find p¯k violating (3.6); update Vt+1 = Vt ∪ {r : r = 1, . . . ,K, 1cmeTpr ≥ ‖pr‖2}
9: ∀r ∈ Vt+1 compute the projection p¯ir = pi(p¯r) as shown in [82].
10: ∀r ∈ Vt+1 compute the tangent plane tt+1r,p¯i to cone (3.6) in p¯ir
11: Solve (3.4) s.t. (3.5) and to the tangent plane constraints (pr)T tt+1r,p¯i ≥ 0, ∀r ∈
Vt+1 with respect to pk,f .
12: t = t+ 1.
13: end
14: Output: pk, ∀k = 1, . . . ,K.
since the sequence of SOCP problem in Algorithm 4 (Step 3 and Step 4) reduce to a
sequence of efficient LP problems. In alternative, as for the constraints (3.6), also in
case of (3.5) tangent plane constraints can be devised. Still, the overall optimization
problem reduces to a LP. In our experiments we used the former solutions (ωM = 1).
While the TPC method is guaranteed to converge (i.e. Algorithm 4 always converges)
[83] the alternate optimization problem in Algorithm 3 is not guaranteed to converge. For
this reason in [81], in case of TPC applied to NMF, a more robust but slower approach
is proposed. While we also cannot prove the convergence of Algorithm 3 when using
TPC method in our experiments we did not observe problems of convergence (Fig. 3.5).
While our approach can be generally applied to several types of histogram data, for com-
putational efficiency reasons in our experiments we consider two-dimensional histograms
obtained by reshaping the clip histograms as hi ∈ IRnx×ny×nt . In this way the EMD
objective function operates on a grid as neighborhood structure, where neighboring bins
in a histogram mostly corresponds to the same features (e.g. same trajectons) computed
in neighboring patches.
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Table 3.1: Details on the datasets and the experimental setup
no frames fps video duration frame size nx × ny × nt Q clip duration no clips
Junction 90000 25 60’ 288×360 8×6×9 432 12” 300
Junction2 78000 25 52’ 288×360 8×6×9 432 12” 260
Roundabout 93500 25 62’ 288×360 12×9×9 972 12” 311
3.3.2 Experimental Results
3.3.2.1 Datasets and Experimental Setup
Experiments were conducted on three publicly available datasets collected from re-
searchers of Queen Mary University, namely Junction, Junction2 and Roundabout.
The videos depict some complex traffic scenes in London and have been extensively
used in previous works [1, 16–18, 25]. The ground truth corresponding to activities
found by a human annotator are also publicly available†. To compare our approach
with state-of-the-art methods [1, 18] we also use the code and the results made available
by other research groups‡,§. Our method is implemented in C++ using the publicly
available library OpenCV for the video processing and feature extraction parts while
MATLAB is employed for Algorithm 3 and 4. More details about the datasets used and
our experimental setup are summarized in Table 3.1.
3.3.2.2 Discovering High Level Activities
The first series of experiments is aimed to demonstrate the ability of the proposed
approach to extract high level activities by selecting the most significant elementary
features in the scene. Figure 3.2 depicts the high level activity patterns computed
with our approach for the Junction dataset. These three main patterns correspond to
vertical traffic flow, horizontal flow from left to right and from right to left. In the
same figures, the nt + 1 elementary features are plot in different colors: green circles
correspond to static activities and the other colors identify the nt different trajectons,
whose main direction is indicated by arrows. Also, the intensity of each elementary
feature is represented byNe colored patches that are plotted with a Gaussian distribution
around the patch centroid (i, j). The number Ne is proportional to p
i,j,t
k .
†http://www.eecs.qmul.ac.uk/∼ jianli/Dataset List.html
‡http://disi.unitn.it/∼ zen
§http://www.vision.ee.ethz.ch/∼ calvin/publications.html
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a)
b)
Figure 3.2: Junction dataset. High level activities automatically extracted with our
approach at different levels of sparsity (a) ωm = 0.0, (b) ωm = 0.9
Figure 3.3: Effect of combining EMD with sparsity constraints, shown on Junction
dataset. Prototype obtained with our method setting (top) ωm = 0.0 and (bottom)
ωm = 0.9. The 2D histogram is shown for zero motion and for rightward motion
elementary features (drawn respectively in green and red).
Varying the required minimum sparsity level, and specifically with ωm close to one, only
few elementary features are active in the final prototype representation. Furthermore
a grouping effect, which must be ascribed to the use of EMD as objective function,
is observed, as elementary features in adjacent regions tend to be active or not active
together. The effect of sparse grouping activities can also be observed in Figure 3.3.
Similar observations can be made in case of the Roundabout dataset (Fig. 3.4) where
six main activities are extracted. In details, the yellow and light/dark green activities
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Figure 3.4: Roundabout dataset. (Top) High level activities automatically extracted
with our approach at different levels of sparsity ωm = 0.0 and ωm = 0.9. (Bottom)
Temporal bars: (a) GT [25] (b) GT considering three classes set by the authors and (c)
temporal segmentation obtained with our approach.
correspond to the same higher level activity (top-right traffic lights on green) but at
different traffic flow intensity. The blue and red activities correspond, respectively, to
central-bottom and left traffic lights on green.
Table 3.2 depicts the clustering accuracy obtained by varying ωm for the three datasets
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Table 3.2: Clustering accuracy at varying sparsity level ωm.
ωm 0 0.1 0.3 0.5 0.7 0.9
Junction2 (48 clips) 89.58% 89.58% 89.58% 89.58% 91.67% 89.58%
Roundabout (60 clips) 88.33% 88.33% 90.00% 90.00% 90.00% 90.00%
Junction (39 clips) 89.74% 89.74% 89.74% 89.74% 89.74% 84.62%
Figure 3.5: Junction dataset. Convergence analysis of our approach for different
levels of sparsity (left) ωm = 0.5 and (right) ωm = 0.7.
considered. The results correspond to a two clusters groundtruth segmentation. Impos-
ing sparsity constraints in the learning process is important for the semantic interpreta-
tion of video contents, and our experiments demonstrate that this does not negatively
affect the accuracy. In some cases, when a high degree of sparsity (ωm = 0.7) is im-
posed, the performance can also be better. This can be ascribed to the beneficial effect
of sparsity constraints in filtering out noisy features. In few cases instead, for severe
level of sparsity (ωm = 0.9) the accuracy can slighly degrade. This is probably due to
the loss of some details that could be useful for some classes’ discrimination.
3.3.2.3 Convergence
As discussed in Section 3.3.1.2, Algorithm 3 is not guaranteed to converge when the
Tangent Plane Constraint method [81, 83] is adopted. However, in our experimental
results we mostly observed a convergent behavior. Figure 3.5 depicts two examples of
convergence for the experiments conducted on the Junction dataset for ωm = 0.5 and
ωm = 0.7; specifically the value shown is the L1 distance computed between successive
vector bases ptk and p
t−1
k , at each iteration t. Some convergence issues were observed
for values of ωm close to 1. However these situations are of less practical utility as the
best clustering accuracy is typically obtained for ωm < 0.9.
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Table 3.3: Comparison with previous approaches: clustering accuracy
std pLSA hrc pLSA DDP-HMM EMP our approach
[25] [25] [18] [1] (ωm = 0.7)
Junction 89.74% 76.92% 87.18% 92.31% 89.74%
Roundabout (60 clips) 81.67% 75.00% 85.00% 86.67% 90.00%
Roundabout (148 clips) 84.46% 72.30% 85.14% 86.40% 85.81 %
3.3.2.4 Comparison with Previous Works
In this Subsection we report some results aimed at comparing the proposed approach
with previous methods [1, 17, 18, 25].
Temporal Segmentation. We first consider the datasets Junction and Roundabout,
as for these videos a ground truth annotation with two classes (horizontal and vertical
traffic flows) is provided in [25]. However, it is easy to observe that the natural classes of
traffic flows are more than two. In particular, for the Roundabout dataset, this is due to
the presence of more that two traffic lights regulating the vehicles’ flow and to varying
traffic flows intensity (e.g. traffic light is on green but there are no vehicles in the lane).
Therefore Kuettel et al. [18] consider a temporal segmentation with K = 6. Moreover
they use clips of 3 sec length instead of 12 sec as related works. In our experiments,
we also show results obtained with K = 6. In Fig. 3.6 the results obtained with the
different methods are compared. Specifically the segmentation computed with Proba-
bilistic Latent Semantic Analysis (PLSA) e hierarchical PLSA [25], Dependent Dirichlet
Process Hidden Markov Model (DDP-HMM) [18], Earth Mover’s Prototypes (EMP) [1]
and our approach are compared. As shown in the plot, all the approaches obtained
consistent results with respect to ground truth annotation. Similar comparative results
are also reported for the Junction (Fig. 3.7) and the Junction2 (Fig. 3.8) datasets. For
these datasets, a qualitative comparison with the work in [17] is also possible, as our
approach is able to extract the same recurrent activities shown in [17]. Note that for the
Junction2 dataset only the results provided by [18] are available. A quantitative com-
parison between our approach and the methods [1, 18, 25] is also provided in Table 3.3.
Observing the first two rows of the table it is evident that our approach outperforms
previous methods in the Roundabout dataset, while it is the second best for Junction.
The last row in the table shows the segmentation results for a longer sequence of the
Roundabout dataset. In this sequence the best results are obtained by the approach
proposed in [1]. However it is worth noting that these results correspond to a different
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Figure 3.6: Roundabout dataset. (a) Ground truth annotation [25] and temporal
segmentation results obtained with (b,c) standard and hierarchical pLSA [25], (d) EMP
[1], (e,f) HDP-HMM [18] and (g,h) our approach.
Figure 3.7: Junction dataset. (a) Ground truth annotation [25] and temporal seg-
mentation results obtained with (b,c) standard and hierarchical pLSA [25], (d) EMP
[1], (e,f) DDP-HMM [18] and (g,h) our method. (Left) extracted high level activities
ωm = 0.9.
Figure 3.8: Junction2 dataset. (a) Ground truth annotation and temporal segmen-
tation results obtained with (b) DDP-HMM [18] and (c) our method. (left) extracted
high level activities with ωm = 0.9.
experimental set-up, as in [1] all the 148 clips are used as training set, while, similarly
to [25] we consider a more challenging task and we train only on 60 clips and use the
remaining clips as test set. In these experimental conditions we outperform previous
methods.
Computational Cost and Comparison with EMP. In this section we compare the
proposed method EMD-NMF and EMP (Ch. 2) in terms of computational cost. It worth
noting that the features we used for EMD-NMF differ from the one we used for EMP. In
particular, we could not test the method EMP with the features we used with EMD-NMF
because the algorithm EMP does not scale with long histograms. Long histograms can be
more suitable in case of EMD learning, as the similarity among bins is naturally imposed
by the patch division structure. This is different from EMP, where an elementary activity
order needs to be established to create clip histograms. However, in order to compare
our approach with EMP, we use the same dense histogram representation as in Ch. 2.
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Figure 3.9: Junction2 dataset. Comparison on clustering dense histograms data at
varying number of atomic activities Q. (Left) EMP and (right) EMD-NMF.
Figure 3.10: Junction dataset. (Left) Anomaly score. (Right) Representative frames
extracted from the detected anomalous clips: (4,27) interruption of vertical traffic flow
due to a fire engine passing, (9) leftward horizontal and (15) vertical flow, both inter-
leaved with rightward horizontal traffic.
We compute one-dimensional histograms where each bin represents an atomic activity
(in Ch. 2 an atomic activity consists in a specific motion pattern occurring in a specific
image region). Atomic activities must be manually sorted. In this work we consider
five different atomic activity orders. Our results are the average of these five runs.
Figure 3.9 shows the results of our comparison. From the plots it is evident that, when
histograms dimension Q increases, our approach is much more scalable. On the other
hand, as expected, our method has modest performance in terms of accuracy. Our best
results are obtained for Q = 32 and correspond to an accuracy equal to 75%. On the
same data the algorithm in [1] reaches an accuracy of 92%. However, as demonstrated
by Table 3.2, similar performance (91.67%) can be obtained with our approach when a
sparse histogram representation is adopted.
Anomaly Detection. In this paragraph we briefly show that our approach can be
used to identify anomalous and rare activities. To this aim the mixing coefficients W
can be analyzed. Given a clip histogram hi and the associated weights wi, we consider
the corresponding activity as rare if it cannot be explained by the computed basis pk.
This practically means that none of the wki is close to one, i.e. the standard deviation
σwi of the coefficients w
k
i is small. With this intuition, σwi can be used as anomaly
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score. The anomaly score computed for the Junction dataset is shown in Fig. 3.10.
Negative peaks identifying the anomalous clips are highlighted in green. Clips 4 and 27
correspond to the interruption of traffic flow due to a fire engine passing, Clips 9 is and
15 are anomalous as they are associated, respectively, to leftward horizontal flow and
to vertical traffic, but they are also interleaved with rightward horizontal flow. These
results are similar to those in previous works [1, 17] and correspond to the anomalies
indicated in the ground truth.
3.4 Simultaneous Ground Metric Learning and Matrix Fac-
torization
3.4.1 Method
3.4.1.1 EMD-NMF with Ground Metric Learning
We are given a training set H = {hi}Ni=1, hi ∈ IRM of normalized histograms and a
small set Hs = {(hsi ,hsj , ysij)}Nsi,j=1, of pairs of histograms hsi ,hsj ∈ IRM and associated
label ysij ∈ {1,−1} indicating if the histograms belong to the same or to a different
class. From the set H we construct the matrix H = [h1 h2 . . .hN ], H ∈ IRM×N . We are
interested in decomposing H finding a set of basis P = {p1, p2, . . .pK}, with K << N ,
pk ∈ IRM and a matrix of mixing coefficients W = [w1 w2 . . .wN ], wi ∈ IRK , such that
the weighted sum of the computed basis should be as close as possible to the original
histograms according to Earth Mover’s Distance. We also want to find the optimal
ground distance parameters d ∈ IRM×M imposing that histograms of different classes
(hsi ,h
s
j) in Hs should be more distant than histograms of the same class (hsl ,hsm). The
following optimization problem is formulated:
min
pk,W,d
‖d‖2F + λ1
N∑
i=1
Dd(hi,
K∑
k=1
wki p
k) + λ2
∑
ijlm
ξijlm (3.7)
Dd(hsi ,hsj)−Dd(hsl ,hsm) ≥ 1− ξijlm ∀i, j, l,m
pk ∈ F ,W ≥ 0,d ∈ D
where F = {pk ∈ IRM : ∑q pkq = 1, pkq ≥ 0} and D = {d ∈ IRM×M : dqt ≥ 0, dqt =
dtq, dqq = 0}. In practice the feasible set F indicates that the set of the chosen basis
vectors should be histograms normalized to unit mass, while the set D indicates that the
matrix of ground distance parameters should be symmetric and with all the elements
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equal or greater than zeros with the exception of the elements on the diagonal which are
equal to zero. This choice corresponds to defining a valid transportation problem in the
form (4.14).
3.4.1.2 Optimization
The optimization problem (3.7) is non convex. To solve it we adopt an alternate opti-
mization approach and solve separately for pk,W,d considering a sequence of convex
optimization problems. In practice, at every step the optimal values of the flow vectors
in the EMD definition must also be computed. In the following we describe the proposed
optimization algorithm.
Initialization. Given H, Hs initialize W, d. The initialization of W can be done
considering a traditional NMF algorithm [48] modified to handle the required normal-
izations. The values of the ground distance parameters d are initialized assigning dqt = 1
if q 6= t, dqt = 0 otherwise.
Step 1. Given Hs and d the several independent optimization problems associated to
distance constraints can be solved finding the optimal values of the flow variables vectors
gij , glm:
gij = arg min
g
Dd(hsi ,hsj) ∀i, j (3.8)
glm = arg min
g
Dd(hsl ,hsm) ∀l,m
where hsi ,h
s
j are histograms corresponding to the same class while h
s
l ,h
s
m are associated
to different classes.
Step 2. Given d, W fixed, find pk and the flow variables f . The optimization problem
which must be solved is formulated as:
minpkq ,fiq,t≥0
N∑
i=1
M∑
q=1
M∑
t=1
dqtf
i
qt (3.9)
s.t.
M∑
q=1
f iqt = h
t
i, ∀i, ∀t
M∑
t=1
f itq =
K∑
k=1
wki p
k
q ∀i, ∀q
M∑
q=1
pkq = 1 ∀k
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Algorithm 5 EMD-NMF with ground distance learning
1: Input: H = {hi}Ni=1, Hs = {(hsi ,hsj , ysij)}Nsi,j=1.
2: Initialize W with a traditional NMF algorithm [48].
3: Normalize W such that
∑
k w
k
i = 1, ∀i = 1, . . . N .
4: Initialize d setting dqt = 1 if q 6= t, dqt = 0 otherwise.
5: while not converged
6: Given Hs solve the set of transportations problems (3.8) with respect to gij ,glm.
7: Given d, W, solve (3.9) with respect to pk,f .
8: Given d, P, solve (3.10) with respect to W,f .
9: Given W, pk, f , g solve (3.11) with respect to d, ξ.
10: end
11: Output: W, pk ∀k.
This is a simple LP which can be solved efficiently with standard solvers.
Step 3. Given d, pk fixed, find W and the flow variables f . The optimization problem
which must be solved is:
minwki ,fiq,t≥0
N∑
i=1
M∑
q=1
M∑
t=1
dqtf
i
qt (3.10)
s.t.
M∑
q=1
f iqt = h
t
i, ∀i, ∀t
M∑
t=1
f itq =
K∑
k=1
wki p
k
q ∀i, ∀q
K∑
k=1
wki = 1, ∀i
As in Step 2, this problem is a linear program which we solve using standard solvers.
Step 4. Given pk, W, f , g find the ground distance parameters d. The optimization
problem which must be solved is a quadratic program (QP), i.e. :
mind,ξ≥0 ‖d‖2 + λ1
N∑
i=1
M∑
q=1
M∑
t=1
dqtf
i
qt + λ2
∑
ijkl
ξijkl (3.11)
s.t. vec(d)T (gij − glk) ≥ 1− ξijkl
dqt = dtq, dtt = 0, ∀q, t = 1, . . . ,M
Algorithm 5 summarizes the main steps of the proposed method.
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3.4.1.3 Discovering High Level Activities with Semi-supervised EMD-NMF
In this section we describe how the matrix factorization approach presented in Sec.3.4.1.1
can be applied to the problem of the analysis of dynamic scenes recorded from surveil-
lance cameras.
We first compute level features from the video. Specifically we use a GMM-based back-
ground subtraction algorithm [40] to calculate for each pixel the foreground/background
information. We also use a KLT tracker [80] to compute the optical flow, which measures
the spatial shift between to consecutive frames of selected interest points. If the spatial
shift is less then a threshold Tof (e.g. 2 pixels) the point is considered static and thus
discarded.
We divide the scene of interest in nx × ny patches and for each frame we combine fore-
ground with optical flow information. For each patch the median optical flow direction is
computed (in order to filter out noise) and it is quantized according to N = 8 directions.
Patches with a percentage of foreground pixel major then a threshold Tfg (e.g. 50%)
and no optical flow are considered as static. The active patches in a frame corresponds
to elementary activities defined by 3 bins length vectors, which identify the position in
the scene (xc,yc) and the motion direction (’0’ for static, ’1-9’ for moving).
We collect a set of elementary activities over a sequence of frames, long enough in
order to guarantee enough variety of events, and we use a standard k-means algorithm
to compute a codebook of nt words. After the codebook is defined, we extract the
elementary activities from our sequence and quantize them according to the computed
codebook. The temporal sequence is divided into short video clips and for each clip a
histogram of occurred events is collected. The final clip histogram hi ∈ IRnt is normalized
to sum 1. As further described in the experimental section we manually annotate a
small set of pairs of clips if they represent similar or different high level activities (e.g.
vertical or horizontal traffic flows) in order to build the set Hs. From this, a set of
Nq quadruple {hsi ,hsj ,hsm,hsl } is then selected in order to be fed to the optimization
problem (3.11). Note that this set is selected randomly, thus probably generating some
redundant information. Then EMD-NMF is used to compute the prototype vectors pk
representing the salient activities and to learn the distance metric d.
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Table 3.4: Datasets and experimental setup.
noframes fps frame size noclips nowords
Basket 6000 12 368 × 320 100 16
Junction 12000 25 360 × 288 40 16
(a) (b)
(c) (d)
Figure 3.11: (a) Synthetic input data, with m = 8 and N = 8. (b) Performance at
varying Nq. Ground distance matrices d, learned with (c) Nq = 30 and (d) Nq = 40.
The final accuracy obtained is respectively equal to (c) 87.5% and (d) 100.0%.
3.4.2 Experimental Results
3.4.2.1 Datasets and Experimental Setup
We tested the effectiveness of our approach on two public datasets, QMUL Junction¶ and
APIDIS basket‖. The Junction dataset depicts a crowded traffic scene, while APIDIS
shows a basketball game. The visual vocabularies used in these experiments are the
same as in [1, 3]. More details on the datasets and the vocabulary used are reported
in Table 3.4. We also show the performance of our method on synthetic data. In our
belief, synthetic data can help giving the reader an intuition of the method’s working
principles, and to understand the effect of varying the parameters values.
3.4.2.2 Synthetic Data
Consider synthetic input data as in Fig. 3.11(a). The color identifies to which of the two
classes, red or blue, the histogram belongs. The performance on classification at varying
¶http://www.eecs.qmul.ac.uk/∼jianli/Junction.html
‖http://www.apidis.org/Dataset
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(a) (b)
Figure 3.12: Basket dataset. (a) visual vocabulary and (b) ground distance matrix
d learned with Nq = 1000.
Table 3.5: Performance on APIDIS Basket dataset.
pLSA pLSA-bin EMD-L1 [3] our method
Basket 94.0% 92.0% 98.0% 98.0%
Nq is shown in Fig. 3.11(b). The final ground distance matrix d obtained for different
values of Nq is shown in Fig. 3.11(c,d). It can be easily observed that by increasing
the number of quadruples Nq it is possible to get better performance, as well as a more
meaningful distance matrix d. In Fig. 3.11(d), the learned ground distances between bins
1-4 are zero, meaning that these are highly correlated. The same consideration holds for
bins 5-8. The highest ground distance is between bin 3 and 5, which means that these
two bins help to discriminate between the two classes blue and red. Differently from
Fig. 3.11(d), in Fig. 3.11(c), the learned ground distance between bins 3,6 and 4,6 is low,
which means that the set of quadruples given to learn pk, W and d is not representative
enough.
3.4.2.3 APIDIS Basket Dataset
The results obtained on the basket dataset are reported in Fig. 3.12-3.16. The two events
to be discoverd, highlighted in blue and green, correspond respectively to the events
i) ’ball in possession of the yellow team’ and ii) ’ball in possession of the blue team’.
Figure 3.13 shows the prototypes computed based on the groundtruth, i.e. obtained
by averaging over the clip histograms with the same groundtruth label. In Fig. 3.14
we can observe that the prototypes learned with Nq = 1000 are similar to the ones
computed based on the groundtruth. However, the learned prototypes pk contains less
active bins, e.g. the word 16 is missing from the learned blue prototype (Fig. 3.14).
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Figure 3.13: Basket dataset: prototypes pk computed based on groundtruth. (Left)
ball in possession of blue team (right) ball in possession of yellow team.
Figure 3.14: Basket dataset: prototypes pk learned with Nq = 1000. (Left) ball in
possession of blue team (right) ball in possession of yellow team.
Figure 3.15: Basket dataset: temporal segmentation bar obtained with (a)
EMD-L1 [3], (b) our method and (c) groundtruth.
This is compensated by the fact that the learned ground distances between the word
16 and the words 5, 6, 14 is low, which allows to associate clips with high occurrence
of word 16 to the blue event (Fig. 3.12(b)). In Fig. 3.13 we can see that the green
event is described mostly by the presence of words 1− 4 and 15. However, these words
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(a) (b) (c)
(d) (e) (f)
Figure 3.16: Basket dataset: sample keyframes with correspondent bag-of-words are
shown. The color indicates their ground truth label, respectively (a-c) green and (d-f)
blue. All the shown clips, except (d), are correctly classified by our method. Clip
(d) is an example of misclassification, corresponding to clip 68 in the temporal bar of
Fig. 3.15. This clip corresponds to the event of ’ball in possession of the yellow team’,
but the player configuration is still very similar to the ’ball in possession of the blue
team’ event.
may not show up together at the same time (e.g. the occurrence of word 2 is zero
for clip (a)), while words typical of one event can occur during a different one (e.g.
occurrence of word 2 is non-zero for clip (d,e)). The ground distance learned in this
case help to compensate this noisy effect, intrinsic of the nature of the events (i.e. the
game patterns played by a team will tend to be similar, but not completely identical),
by balancing the words distribution among clips, in other words, it emphasizes the
occurrence of group of activities w.r.t. the occurrence of a single activity. Figure 3.15(b)
shows the final temporal segmentation obtained with our method, which corresponds
to an accuracy of 98%, which is comparable with the results obtained in [1, 3], see
Table 3.5 and Fig. 3.15. To be specific, the groundtruth used in [1, 3] was set at frame
level, while in this work we converted the groundtruth to clip level, thus all the frames
belonging to the same clip has the same label. The changes slightly the result, i.e.
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Table 3.6: Performance on QMUL Junction dataset.
std pLSA [25] hrc pLSA [25] EMD-L1 [3] our method
Junction 90.0% 77.5% 92.5% 92.5%
(a) (b)
Figure 3.17: Junction dataset. (a) visual vocabulary and (b) ground distance matrix
d learned with Nq = 1000.
from 92.25% to 92.0%, and allows an easier verification of the method’s accuracy on
the classification performance task (see Fig. 3.15 and Tab. 3.5 for comparison). It is
important to notice that the two misclassification corresponds to transition clips, which
collect words occurrence from both the ’green’ and ’blue’ events. For example, in clip 68,
whose bag-of-words representation is shown in Fig. 3.16(d), players of the yellow team
have just enter in possession of the ball, but they seem to delay the move to the opposite
game court, thus making the game configuration more similar to the ’green’ event, i.e.
when the blue team is on attack. In this case of ’transition clip’, the classification error
is due to the mixed nature of the clip, rather than to the failure of our method.
3.4.2.4 QMUL Junction
Similar observations discussed for the Basket dataset can be drawn for the Junction
dataset. The results obtained on Junction datasets are reported in Fig. 3.17-3.20. The
two events, blue and green to be discovered within this dataset correspond respectively
to i) ’vertical traffic flow ’ and ii) ’horizontal traffic flow ’, where this last on includes
alternate ’from left to right ’ and ’from right to left ’ horizontal flow. As we can see from
Fig. 3.13, the most discriminative words for the ’vertical flow ’ event are 1, 2, 5, 6, while
words 8, 14, 16 are mostly characterizing the event ’horizontal flow ’. In Fig. 3.17(b) we
can verify that the learned ground distances among the words inside of each group are
low, while among two words of different groups are high. Figure 3.20 shows the obtained
video segmentation results, while a quantitative evaluation is reported in Table 3.6.
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Figure 3.18: Junction dataset. Prototypes pk computed based on groundtruth: (left)
horizontal and (right) vertical traffic flow.
Figure 3.19: Junction dataset. Prototypes pk learned with Nq = 1000: (left) hori-
zontal and (right) vertical traffic flow.
Figure 3.20: Junction dataset: temporal segmentation results obtained with (a) stan-
dard pLSA [25], (b) hierarchical pLSA [25], (c) EMD-L1 [3], (d) our method and (e)
groundtruth. The final accuracy obtained with our method is 92.5%.
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3.5 Long-Term Behavioral Pattern Analysis in Complex
Urban Scenes
3.5.1 Method
Our method employs two main steps: (i) FG detection based on BG modeling and, (ii)
analysis of behavioral patterns, based on the extracted FG information (Sec.3.5.1.3). In
order to improve the performance at step (i), we propose a new BG subtraction method
where the BG model is built on a sparse representation via a feature dictionary that
is learned from the input data (Sec.3.5.1.2). We provide a general overview on Sparse
Coding and Auto-Encoders in Sec.3.5.1.1.
3.5.1.1 Learning Local Features Dictionary with Auto-Encoders
Sparse Coding. In sparse signal modeling, input signals are represented as a (often
linear) combination of a few coefficients selecting atoms in some over-complete bases or
dictionary D = {Φj}. Formally,
x =
M∑
j=1
ajΦj +  (3.12)
Here x ∈ RN , a = {aj} ∈ RM , D = {Φj} ∈ RN×M , generally M > N , and  is the
approximation error. Note that when a is sparse, most of the bins of a ∈ RM are
zero. Formally, we can write this sparsity condition as ||aj ||0 = K, K < M . In other
words, while x is mapped to a higher dimensional space (i.e. from RN to RM , with
M > N), generally the dimension of its sparse representation is lower than the initial
space dimension (i.e. K < N < M).
It has been shown that mapping the data into a significantly higher dimensional space
with an over-complete basis dictionary can lead to superior performance in many ap-
plications [76, 84]. In this work, we investigate the effect of using sparse coding for
background modeling. Relative to prefixed dictionaries such as wavelets, learned dic-
tionaries bring the advantage of better adapting to the images, thereby enhancing the
sparsity [85]. We learn our basis dictionary D = {Φj} ∈ RN×M through sparse Auto-
Encoders. We briefly review auto-encoders below. For more detailed explanation we
refer readers to [72].
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Auto-Encoders. Auto-encoders (AE) are unsupervised models that learn a compressed
representation for a set of data. Specifically, auto-encoders learn a function h(·) that
maps an input vector x ∈ RN to a feature vector a = h(x) ∈ RM , together with a
function g(·), that maps h(x) back to xˆ = g(h(x)) ∈ RN , where xˆ is the reconstruction
of the input vector x. In the AE notation, N and M are respectively the number of
visible and hidden units.
The functions h(·) and g(·), named respectively encoder and decoder function, are com-
puted in a way that minimizes the reconstruction error between the two vectors x and
xˆ. The Encoder function h(·) is defined as: a = hW,b(x) = s(W1x+ b) = s(z), where s is
the activation function. In this case we chose s to be the sigmoid function s(z) = 1
1+e−z .
Estimating h(·) corresponds to the estimation of the parameters W ∈ RM×N , which is
the weight matrix, and b ∈ RM , which is the bias vector. The Decoder function g(·)
is defined as: gW,c(z) = s(W2z + c). Given a set of p input vectors x
(i), i = 1, ..., p,
the weight matrices W1 and W2 are adapted using backpropagation to minimize the
reconstruction error. The cost function to be minimized is therefore:
J(W, b) = min
W,b
p∑
i=1
||x(i) − xˆ(i)||2 (3.13)
where xˆ(i) is dependent implicitly on {W, b} and || · ||2 is the Euclidean distance. This
step can be performed via batch gradient descent or more sophisticated algorithms like
conjugate gradient or L-BFGS to speed up the performance [72]. A penalty term is
also added in the optimization function to force the learned features to have desirable
properties. There are many sophisticated versions of auto-encoders; differences arise
essentially in the specifics of the assigned penalty term. In our case, we use sparse
auto-encoders, which force the average hidden unit activation to be sparse [86]. This
is done by designing a penalty term, which enforces the activation of a hidden unit
ρˆj =
1
p
∑p
i=1[aj(x
(i))], j = 1, · · · ,M to be close to a desired value, ρˆj = ρ, where ρ is
the sparsity parameter. The overall cost function is now:
Jsparse(W, b) = J(W, b) + β
M∑
j=1
KL(ρ||ρˆj) (3.14)
where the weight parameter β controls the relative importance of the sparsity penalty
term, and KL is the Kullback Leibler distance.
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A weight decay term on W is also added, whose importance is regulated by the param-
eter λ, in order to penalize the magnitude of the weight and prevent overfitting. The
parameters used in this framework are therefore: (i) the number of hidden units M ; (ii)
the sparsity parameter ρ; (iii) the weight of the sparsity penalty term β; (iv) the weight
decay parameter λ.
Learning Feature Dictionary for Sparse Representation of Local Patches. In
the context of generic image understanding, instead of the whole image sparse coding is
applied to local parts or descriptors [84]. In these approaches, the input signal x usually
corresponds to a small image patch of
√
N × √N pixels which is stacked as a vector
x ∈ RN . Similarly our approach first randomly samples a set of p patches {xi} from a
sufficiently representative training sequence of images. Auto-encoders with parameters
θ = [W, b] are then learned using these samples. The feature dictionary discovered thus
captures the most basic and typical visual patterns presented in the training images set.
3.5.1.2 Background Subtraction
We build upon [61] for background modeling. As a novelty, we propose to include
more discriminative auto-encoder features, besides the rgb values, in the background
model. For each pixel (i,j) we consider the sparse representation a ∈ RM , obtained by
mapping the patch centered at (i,j) via the Encoder function h(·) (previously learned,
as explained in Section 3.5.1.1). Note that general sparse methods for background
subtraction consider the image as a whole [62, 64–66] and no attempt has been made
to date to build a sparse vocabulary of local patches. The background model for each
pixel is then built as in [61], modeling the pixel features distribution as a Mixture of K
Gaussians:
pi(x) =
K∑
k=1
pike
− 1
2
(x−µk)′Σ−1k (x−µk) (3.15)
where Σ ∈ RD×D and D = 3 + M . For computational efficiency, an assumption of
dimensionality independence is made. In this way, the full covariance matrix simplifies
to a diagonal matrix: diag(Σ) = [σ21, ..., σ
2
D]. A second assumption that the variance is
the same in each direction (i.e. σ1=σ2=...=σD) simplifies Σ as follows: Σ = σ
2I, where
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I ∈ RD×D is the identity matrix. This simplifies formula 3.15 as follows:
pi(x) =
K∑
k=1
pike
− (x−µk)
′(x−µk)
2σ2
k
While these assumptions have proven to be effective for a mixture of Gaussians based
on rgb features, a priori, we cannot expect that methods based on them will work with
different types of features. We will see in Section 3.5.2 that these assumptions also hold
in our case. The parameters involved in this framework of adaptive mixture model for
BG subtraction are the learning rate α and the threshold Tb, that decides whether a
point data is well described by the BG model [61].
3.5.1.3 Extracting Typical and Anomalous Patterns of Behavior
Previous works [3, 18, 45] showed that statistical analyses based on simple low-level
cues, e.g. optical flow, can reveal high-level recurrent patterns of behaviors. However,
these analyses are performed on short-term periods, e.g. several hours of video. Thus,
the recurrent behaviors extracted correspond to such examples as different traffic flows
regulated by traffic lights. In this work, we wish to extract significant patterns correlated
to human behaviors which are exhibited via long-term analyses; we show how such
analyses can be done via a simple measure such as the percentage of foreground pixels,
here denoted by τ . The intuition here is that the high-level information τ can be
interpreted as an intensity measure of activities happening in a region of interest. For
example, when few vehicles are circulating, e.g. in the early morning, τ will be low,
while during rush hours the measured τ will be higher. An anomalous behavior can be
determined by considering the agreement on τ of observations taken at a specific day
of the week and at a specific time of the day. In details, given N observations τi, with
i = 1, . . . , N , we define the anomaly score as the variance-scaled distance from τi to µτ :
Si =
|τi − µτ |
στ
(3.16)
Intuitively, given N observations taken e.g. on Monday 9am, the anomaly score for τ1
will be higher, w.r.t. S2, · · · , SN , if its agreement on µτ is lower, w.r.t. agreement given
by τ2, · · · τN , and so on. Experimental results are in line with our assumptions and they
will be discussed in Sec. 3.5.2.
Chapter 3. Discovering Patterns of Behaviors in Noisy Complex Video Scenes 70
2011-12-10 2011-12-06 2011-12-10 2011-12-07 2011-12-06 2011-12-05
Sat,15:14 Tue,13:59 Sat,13:24 Mon,16:20 Thu,16:30 Mon,19:18
Figure 3.21: NYC-5th dataset: representative frames of a complex and crowded scene,
challenging for a foreground detection task based on background modeling.
3.5.2 Experimental Results
In this section, we present the dataset and the results obtained with our method.
3.5.2.1 Dataset
Our dataset consists of imagery collected from a public webcam viewing over Fifth
Avenue in New York City (NYC-5th)∗∗. The data was collected over nearly four weeks,
from December 1st to 25th, 2011, at a rate of 2 frames per minute. Frame size is 480
× 640 pixels. The collected ∼72K frames require a 12Gb storage occupancy. Acquiring
the same temporal period at a rate of 1 fps would have required 225 Gb storage. Sample
images of this dataset are shown in figures 3.21. In order to evaluate the accuracy of FG
detection, on which we rely for further analysis, a sequence of frames has been annotated
with the ground-truth FG mask. In particular, two frames per hour, on Dec.6th, have
been annotated (i.e. we picked frames at times 00:00, 00:30, 01:00, and so on). We
selected this day as it contains a large variety of light and weather changes. Data and
ground truth are available online on the author’s website††. Our hope is that this dataset
can contribute as a reference benchmark for long-term activity analysis, as well as for
background subtraction (BS) methods evaluation on complex and crowded sequences.
Available benchmarks for BS evaluation, generally consist of short sequences, with a few
annotated frames [87], or consist of artificially generated sequences [59].
3.5.2.2 Learning a Vocabulary for Sparse Patch Representation
As a first step, we train the auto-encoders in order to generate the features that al-
low a sparse representation of the video data. We set the dimension of the patch to
∗∗http://www.earthcam.com/usa/newyork/fifthave
††http://disi.unitn.it/∼ zen
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a) b) c)
Figure 3.22: (a) Features learned with Auto-Encoders on NYC-5th dataset, (b) exam-
ples of Gabor Filters and (c) set of patches randomly sampled from NYC-5th dataset.
√
N = 8. This value is a good compromise as it allows us to learn sufficiently discrimi-
native features; larger patches would have a higher probability of including foreground.
Figure 3.22(a) shows the set of features learned by randomly sampling in space and time
p = 20000 patches from a 1-day-long sequence (i.e. Dec.6th) and using the following
setting: M = 128, ρ = 0.003, β = 3, and λ = 0.0001. Training the auto-encoders with
these settings on an Intel(R) Core(TM) i5 CPU, 2.67GHz requires about 20 minutes.
Figure 3.22(a) can help with understanding the meaning of the weight matrix W and
the hidden representation a. Each column of the weight matrix W ∈ RN×M is reshaped
to form a
√
N ×√N patch. The M = 128 filters obtained are displayed. When a patch
x is mapped via h(·) to a a = {aj} ∈ RM sparse representation, the non-zero coeffi-
cients of a identify the features that better represent the signal x. It is well known that
features learned via auto-encoders at one layer resemble Gabor-like filters. However, it
is also known that learning features from data often achieves a sparser representation
as the learned dictionary better fits the data [85]. This can be practically confirmed by
observing the learned features and some Gabor filters, shown respectively in Fig. 3.22(a)
and (b), while in Fig. 3.22(c) some sample patches randomly extracted from the original
sequence are shown. It is quite straightforward to see that the filters learned with AE
highly resemble the original patches. Furthermost, looking at Fig. 3.22(a), we can see
that filters with a certain diagonal orientation (from top left to bottom right) are nearly
absent because the scene perspective is one where a majority of edges are oriented on
the other diagonal direction. Additionally, besides regularly oriented edge gradients,
some data-specific shapes can be learned. Learning w.r.t. using hand-designed features
may be a promising approach in the context of visual surveillance and in crowded sce-
narios like the one we considered, in which: i) both BG and FG signal present a high
data redundancy, where the background is constant and similar elements tend to appear
repetitively in space and time, and ii) the variability of features data is limited to the
small world variability defined by the scene observed through the camera.
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3.5.2.3 Foreground Detection
The performance evaluation of the different methods for FG detection is reported in
Fig. 3.23 and Tab. 3.7. The performance is measured in term of precision and recall
which quantify, respectively, the number of pixels correctly identified as FG, divided by
the number of pixels classified as FG (p) and by the number of pixels defined as FG in
the ground truth (r). The F-measure is defined as: F = (1+β2) · precision·recall
(β2·precision)+recall , with
β = 1. Fig. 3.23(a) shows the performance of the three methods at varying parameters
Tb and α (in details, at varying T
rgb
b , T
ae
b ∈ [3.5, 4.5], T rgb−aeb ∈ [7.0, 8.0], and α ∈
[0.01, 0.10]). Also, the average error on the FG percentage estimation, τ , has been
measured. It was observed that the best estimate of τ is obtained with the highest
balance between precision and recall (this optimal results area is highlighted in red in
Fig. 3.23(a)). Among all possible (Tb, α) values combinations, the one allowing the best
performance for each method is shown in Tab. 3.7.
In general, it can be seen that using only ae features allows a better performance than
using only rgb, while the highest accuracy is achieved by combining ae and rgb features.
Moreover, a higher robustness w.r.t. parameters variation is achieved with rgb-ae. We
observe that our method performs well w.r.t. sudden illumination changes even at a
low learning rate, e.g. α = 0.03, while the method based on only rgb performs more
poorly at that rate (best accuracy is obtained with α = 0.10). Using a high learning
rate makes the method less robust to detecting temporary stationary objects (e.g. cars
stopped at red traffic light). A visual comparison of the two methods performance and
Figure 3.23: Overall performance (recall vs. precision)
Table 3.7: Best overall performance on foreground detection.
Dec 6th D Tb αT precision recall F-Measure FG
MoG, rgb [61] 3 4.0 0.10 0.60 0.56 0.58 4.21 %
MoG, ae 128 4.0 0.10 0.62 0.58 0.60 2.89 %
MoG, rgb-ae 3+128 7.0 0.03 0.66 0.66 0.66 2.49 %
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a)
b)
c)
d)
Figure 3.24: Performance on foreground detection. (a) original frame (b) ground
truth (c) [61] and (d) our method.
the ground truth mask can be observed in Fig. 3.24. Figure 3.25 shows the performance
of our method w.r.t. different challenging situations. A video sequence showing the
performance of our method during challenging conditions (e.g. rain, night) is shown
online∗.
More experiments have been conducted to explore our method performance at varying
AE parameters, i.e. number of hidden layer M and sparsity coefficient ρ. A higher
performance w.r.t using only rgb features has been obtained with M = 32, 64, 128,
although with M = 128, a higher stability has been observed w.r.t. the variation of
α and Tb. The best performance is obtained with ρ ∈ {0.02, 0.04}, while a drop in
accuracy is observed with ρ > 0.5. We believe that this finding is evidence of the
beneficial effects of using sparse representations. Experiments have been conducted also
using HOG and Gabor Filters as local features. However, the measured performance was
not satisfactory. Additionally, Gabor filters requires some set up efforts, in order to select
the most representative filters for the dataset (Fig. 3.22(a)). We conjecture that the gap
in performance is based on the following reason: AE method generates an over-complete
dictionary, with bases having very similar but slightly shifted structures (see Fig.2(b)).
This results in a sparse representation where the signal is described in terms of indices
of active bins. Conversely, features like HOG or Gabor filters map patches to a dense
representations, where the signal is characterized in terms of different intensities of bin
values. We believe this is a key differentiation that leads to more robust representation
for AE methods w.r.t. thresholding operation performed when discriminating BG from
FG in our framework. Additionally, we believe that HOG features extracted at 8x8 patch
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d)
Figure 3.25: Performance on foreground detection w.r.t. different challenges: (a)
sudden light changes, (b) sudden image blurring (camera defocus), (c) night lightening
with rain, (d) stationary foreground. (Left) original frame, (center) [61], (right) our
method.
level may not be able to correctly model the data variability. Our above hypothesis is
in line with recent findings on sparse coding [17]. These findings suggest that while
hand-designed features like SIFT or HOG perform well on the tasks for which they were
initially designed, they often perform poorly on novel scenarios.
3.5.2.4 Extracting Typical and Anomalous Patterns of Behavior
The average traffic intensity measured for the whole dataset with our method is reported
in Fig. 3.26. As the traffic intensity variability between successive frames is high, the
values are smoothed in time with a median filter of 120 frames length. The behavioral
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Figure 3.26: Patterns of behavior (average traffic intensity per time of the day)
measured for the NYC-5th dataset.
a)
b)
Figure 3.27: Typical patterns of behavior obtained for each day of the week, with
(a) [61], based on rgb, and (b) our method, based on rgb-ae features.
pattern of Tuesday was found to be similar to the pattern of Wednesday and it was omit-
ted for space reasons. In some cases, e.g. Thursday 8th 4am, the graph is interrupted
because of missing data. In the next two sections, we discuss the results on typical
patterns and anomalous behaviors extracted.
Typical patterns of behavior. The average typical behaviors per day of the week,
obtained with [61] and with our method are shown respectively in Fig. 3.27(a) and
Fig. 3.27(b). As highlighted in Fig. 3.27(b), peaks in patterns due to sudden light
changes, e.g. around 7am (sunrise) and 4:30pm (sunset), are reduced significantly.
Per the findings highlighted in Fig. 3.27(b), we observe the following: (i) Daily traffic
intensity patterns are very similar to each other, i.e. the average traffic intensity does
not vary much, given a day of the week and time of day. (ii) Two main daily behavioral
patterns can be observed, one for the working days (Mon-Fri) and one for the weekend
(Sat,Sun). For the second one, the morning rise in activity tends to start much later.
(iii) At night, we observe an incremental drop in traffic intensity, and the average traffic
intensity is sorted w.r.t. to the day of the week, going from the lowest on Sunday night,
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Figure 3.28: Answering queries like: How does a typical Saturday evening in New
York look? It can be easily observed that the lowest traffic density was recorded on
Christmas Eve.
(a)
(b)
(c)
Figure 3.29: Detecting anomalous behaviors: (a) Dec. 1st, Thu, 9:00 pm, regular
traffic flow is limited due to a pedestrian demonstration. (b) Dec. 25th, Sun, 9:45 am
unusual lower traffic intensity due to being Dec. 25th the day of Christmas. (c) Dec.
8th, Thu, 9:30 am, anomalous peak in traffic intensity.
to the highest on Saturday night. Indeed, even in New York City, the city that never
sleeps, people seem to have more bedtime before the beginning of new work weeks.
An example of a typical Saturday night at 9pm is shown in Fig. 3.28. For each Sat-
urday in our NYC 5th Avenue dataset, the median frame (i.e. the frame associated
to the median τ value) within the time interval from 8:30 to 9:30pm is automatically
extracted. We plot in Fig. 3.28(left), the traffic intensity measured for each of the 120
frames, sorted from the lowest to the highest value. While Dec. 4th, 11th and 18th look
very similar, on Christmas Eve (Dec. 25th), a lower traffic intensity is observed.
Anomalous activities. Our method can be employed for the automated detection of
anomalous behavior w.r.t. the typical patterns learned. Figure 3.29 depicts three main
anomalies detected with the method: (a) Thu, 9pm, unusual low traffic intensity due
to the occurrence of a pedestrian demonstration on a Wednesday night and (b) Sun,
9:45am, unusual low traffic intensity recorded on the day of Christmas in the morning,
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(c) Thu, 9:30am, unusual high traffic intensity. Our intuition is that this traffic peak is
due to a traffic congestion at rush hour. In general, it is not always straightforward to
identify the specific reason for an atypical density, but such anomalous situations can
frame the search for potential explanation from the many events that occur in cities and
their influences on the region at the focus of attention. In Fig. 3.29(a) we can note that,
while the behaviors on Dec. 8, 15 and 22 around 9pm look surprisingly similar among
each others (see blue lines in the graph), the behavior on Dec.1 (see red line) differs from
them remarkably. The same can be observed for Fig. 3.29(b) and (c). A short video
with the detected anomalies is available online on the author’s website‡‡.
3.6 Conclusions
We presented three novel approaches for the analysis of high level activities in complex
noisy video scenes, which are particularly well suited for three specific case scenarios.
In case of large size visual vocabulary, we proposed a method which combines EMD
matrix factorization and sparsity constraints, thus being robust to features’ noise and
producing as output a set of sparse bases. This is greatly beneficial for complex scene
analysis applications, where multiple activities simultaneously occur in the scene and it
is of paramount importance to be able to extract the most relevant elementary activities
for automatically inferring high level behaviors. The proposed approach has been used
to find recurrent activities in publicly available video datasets and has been extensively
compared with state-of-the-art methods. The application of the proposed matrix fac-
torization algorithm is not limited to video data. Indeed, we believe it will be suitable
for many other problems, such as data analysis or human behavior understanding.
The use of EMD is highly beneficial because is allows to consider the similarity among
atomic activities, which is encoded in the definition of the ground distances. Still, the
definition of these distances is crucial for the effectiveness of the proposed approach.
We presented EMD-NMF, a semi-supervised method which applied to dynamic scene
analysis allows, not only to discriminate among events, but also to learn the relationship
of the atomic activities which characterize the event. Differently from dimensionality
reduction approaches which map the features vectors to a different space, EMD-NMF
‡‡http://disi.unitn.it/ zen/video/artemis13-zen.avi
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allows a more intuitive interpretation of the learned relationship. Besides, the required
annotations for this semi-supervised task correspond to a set of short length video clips
pairs, labeled with must link or cannot link constraints. While manual annotation
is usually a tedious and time consuming process, this kind of required annotation is
especially convenient in the considered scenarios (e.g. traffic monitoring), where the
type of occurring behaviors is not defined a priori. In other words, labeling pairs of
short video clips as belonging or not to the same high level event can be way easier than
having to assign a label to an event.
In the case of long-term behavioral patterns analysis, we have shown how high-level pat-
terns of behaviors can be extracted from the analysis of low level cues, i.e. foreground,
to provide insights on the intensity of activities occurring in a city. Additionally, we
showed that sparse coding applied at a patch- rather than frame-level can significantly
increase the performance of foreground detection in crowded and complex urban scenar-
ios, thus reducing the noise extracted from the imagery data. Our work is motivated
by the pursuit of robust features for a stable background representation in crowded and
complex scenes, and the exploration of advantages in using a sparse representation for
visual surveillance.
Chapter 4
Personalizing Models for Facial
Expression Analysis with
Transductive Parameter Transfer
4.1 Intuition
Nowadays, the importance of adaptive and personalized human-computer interfaces, as
opposite to systems designed for an “average” user, is widely recognized in a large variety
of applications. Machine learning algorithms for automatic analysis of facial expressions
and body movements are currently employed in many HCI systems. However, surpris-
ingly, few of these systems adapt the learned models to specific users. The issue with
personalization is that typically a significant amount of labeled data is required to train
user-specific classifiers. This is practically infeasible in many real world applications as
collecting a large number of annotated samples is very time consuming.
In this work we propose a novel transfer learning framework to build personalized mod-
els without resorting to user-specific labeled data (Fig. 4.1). Our approach relies on
learning a regression function which captures the relation between a data distribution
and the classifier learned on the samples generated from that. Specifically, our method
is based on three phases (Fig. 4.2). In the first phase, given N auxiliary source users
and the associated labeled training samples, we learn a set of N classifiers, parametrized
by the vectors θ1, . . . ,θN . In the second phase a regression function f(·), which relates
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Figure 4.1: Human expressions like pain can be exhibited in many different ways.
Our goal is to obtain a personalized classifier θt for a new user without acquiring
labeled data. We show how θt can be accurately and efficiently inferred exploiting the
similarity between the data distribution of the target user and the distributions from
other subjects with known θi. The intuition is that, despite the inter-subject variability,
knowledge can be transferred among individuals showing similar behavioral patterns.
the unlabeled data distribution of the i-th source user with the associated classifier θi, is
learned. Importantly, once f(·) is obtained, labeled data are not required anymore. Fi-
nally, given a novel target user, it suffices to apply f(·) to the associated data distribution
to obtain the personalized classifier θt.
The proposed transfer learning approach is a general framework that can be applied
to different types of data, e.g. images, audio, text, physiological signals, inertial mea-
surements, etc. In this work we focus on two applications: facial expression analysis
from visual data, as the face is one of the main channels through which people con-
vey their emotions [88], and gesture recognition from accelerometer measurements, due
to the widespread diffusion of mobile devices and consumer products which integrate
inertial sensors (e.g. the Nintendo Wii). This second application shows well that the
proposed method is quite general and can be applied also to non-visual data, such as
the accelerometer-based ones considered.
Specifically, our experimental evaluation is conducted on three different datasets. In
a first serie of experiments we consider two publicly available datasets for facial ex-
pression recognition. Specifically we use the recent PAINFUL dataset [89], which col-
lects videos of patients with shoulder injuries, and we devise a patch-based facial ex-
pression recognition approach based on Local Binary Pattern Histograms (LBPH) [90].
Again, user-specific models are of utmost importance in this context as the way in which
the patients spontaneously show pain varies considerably between different people (see
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Fig. 4.1). Then, we consider the popular extended Cohn Kanade (CK+) dataset [91]
and we learn a set of Action Unit detectors using facial landmarks and SIFT descriptors.
In a second serie of experiments we use accelerometers data recorded from a wrist-worn
smartwatch to learn personalized gesture recognition classifiers. As discussed in pre-
vious works [92, 93], personalization is crucial in this scenario since there is a large
inter-subject variability in the way gestures are executed.
In Sec. 4.4 we show that our approach outperforms user-independent classifiers and
state of the art personalization methods in the three scenarios, even if the tasks and
the adopted features are very different. Moreover, at training time, our algorithm is
significantly faster than other domain adaptation techniques, most of which are based
on time consuming instance re-weighting strategies. We believe that computational cost
is a critical factor for personalization in HCI systems, as user adaptation typically needs
to be accomplished in a limited time frame.
As far as we know, this is the first transfer learning approach which proposes to learn a
mapping between a data distribution and the corresponding classifier’s decision bound-
ary. According to [21], current unsupervised domain adaptation works can be differ-
entiated into instance transfer and feature transfer methods. Conversely, the proposed
method aims to directly transfer the parameters of the classifiers from the source to the
target domain.
4.2 Related Work
In this section we briefly review the literature related to transfer learning techniques,
still image-based facial expression analysis and smartwatch-based gesture recognition.
In the last few years several transfer learning methods have recently become popular in
the multimedia and the computer vision fields [94–96] to solve or alleviate the so-called
dataset bias problem. Transfer learning aims to improve the learning performance in a
target domain using knowledge extracted from related source domains. In [21] a survey
on different approaches is presented. According to the type of information transferred
from source to target domains, the methods are categorized into parameter transfer,
feature transfer and instance transfer approaches.
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Parameter transfer methods aim to find a set of parameters or priors shared between
the source and the target models. In [97] Yang et al. extended standard Support Vector
Machines (SVMs) and proposed Adaptive-SVMs. Adaptive-SVMs employ a regulariza-
tion term to impose the target classifier to be similar to the source one. However, these
methods usually require annotated target data, which are typically not easily obtained
in HCI scenarios.
Feature transfer methods operate by looking for a shared feature representation for
source and target data. For instance, in [98] the input feature vector is augmented by
obtaining a novel descriptor composed of a shared, a source-specific and a target-specific
part. Similarly, in [99] a shared representation for source and target data in terms of
visual attributes is proposed.
Instance transfer approaches [100, 101] are commonly adopted when the target data
are unlabeled. For instance, in [100] Gretton et al. proposed to compute the centroids
of the source and the target distributions and to estimate those source sample weights
which reduce the inter-centroid distance in a Reproducing Kernel Hilbert Space. These
weights are then used to assign importance to the source samples when training a model
for classification on target data. The drawback with most instance transfer approaches
[100, 101] is that computing the distance between centroids may poorly approximate
the real discrepancy between distributions. We overcome this issue by adopting more
accurate approaches to quantify the difference between source and target distributions
which are based on specific kernels for distributions. Moreover, most instance transfer
methods rely on a computationally intense training phase, while our method is very
efficient.
In the last few years, research on facial expression analysis has made significant progress.
Many approaches have proved to be effective for recognizing simple facial expressions
(e.g. happiness, sadness, anger, etc.) or alternatively for detecting Action Units (AUs)
[88, 102]. State of the art (static) face analysis systems follow a common three steps
protocol: face registration, feature extraction (and possibly dimensionality reduction)
and classification. Face registration typically relies on localizing anatomically salient
facial points [103]. Subsequently, different features are extracted either from the whole
face image or from patches centered around (a subset of) the facial landmarks. Finally,
the classification step is typically based on algorithms such as SVM, Boosting, Random
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Forests [88, 102, 104]. Most state of the art systems are trained and tested in laboratory
conditions, with datasets mainly consisting of frontal face images and posed emotions
[88, 102, 105]. Very little attention has been paid to realistic scenarios and personal-
ized systems. Many works [106–108] have recently focused on recognizing spontaneous
facial expressions and non-basic emotions, e.g. pain. However, they are based on user-
independent models, i.e. on detectors trained on a generic dataset, which aim to be
sufficiently representative of many possible sources of variability (e.g. illumination con-
ditions, target appearance, etc.). Unfortunately, having at disposal only datasets with
few hundreds or thousands of images, generalization to arbitrary conditions is hard to
achieve.
To cope with this issue, few works have proposed solutions to integrate weakly labeled
or unlabeled data. In [109] Sikka et al. adopted a Multiple Instance Learning approach
for training a pain expression classifier using video-level labels where frame-level labels
are not available. The problem of pain detection is also addressed in [110] where an ex-
tension of AdaBoost for user-personalization is proposed both in a supervised and in an
unsupervised setting. However, in the unsupervised case, the proposed method did not
achieve significant improvement in terms of accuracy with respect to the user indepen-
dent classifier. In [101] Selective Transfer Machine (STM) is proposed for person-specific
AU detection. STM is based on the Kernel Mean Matching algorithm [100], which is
modified using an iterative minimization procedure where labeled source data drive a
progressive movement of the generic SVM hyperplane toward the target space. Even
if effective, this approach is very slow at training time, as the underlying optimization
strategy is very time consuming. On the other hand, user-specific adaptation algorithms
are required to be computationally efficient to be used in HCI applications. Our method
is mainly motivated by this need and our experiments confirm that it is much faster
than [101], being its accuracy comparable and even better (see Sec. 4.4).
Automatic gesture recognition tools [111] are key technologies in HCI systems. For
many years the research in this topic has been focused on vision-based approaches.
More recently the advent of low cost depth sensors and the great diffusion of mobile
devices with built-in inertial sensors (e.g. smartphones, videogame controllers) has lead
to new opportunities. In particular accelerometer-based gesture recognition approaches
have proved to be advantageous over traditional visual-based methods, being robust to
environmental disturbances and to user movements. Among the several mobile devices
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with built-in accelerometers, smartwatches, being low cost and non-obtrusive platforms,
are suitable to design gesture recognition interfaces.
Since smartwatches are a relatively new technology, only few previous works exist on the
topic. Of particular relevance is the work in [112], which specifically addresses the use
of smartwatches as gesture-based input devices, underlining the fundamental distinction
between the two tasks of gesture recognition and activity recognition. Accelerometer-
based gesture recognition is generally modeled as a classification problem, with different
works proposing different machine learning algorithms. In particular, SVMs [113, 114],
Hidden Markov Models (HMMs) [115, 116] and Bayesian Networks [117] have proved
to be effective for this task. Methods based on generative approaches like HMMs are
generally limited in their applicability due to their computational complexity. SVMs
on the other side usually offer lower computational requirements at classification time,
making them preferable for real-time applications on low power devices. Recently, some
works highlighted the importance of devising user-specific classification models. Liu et
al. [93] proposed an approach based on Dynamic Time Warping, one-shot learning and
continuous update though template adaptation. Similarly, Mantyjarvi et al. [116] pre-
sented a system which can be trained with a single gesture and employs noise-distorted
copies of that gesture to learn a HMM. Costante et al. [92] proposed a metric learning
algorithm for building personalized classifiers. However, all these approaches rely on
labelled user-specific data.
4.3 Method
In this section we present our Transductive Parameter Transfer (TPT) method. To point
out the generality of the proposed framework, we first introduce the TPT algorithm
while the application scenarios chosen for evaluation are described in Sec. 4.4. TPT is
a transfer learning technique for parametric classifiers. However, in Sec. 4.3.8 we show
that TPT can be easily extended to a semi-parametric framework and in Sec. 4.4 we
provide results for both the full-parametric and the semi-parametric versions.
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Figure 4.2: Overview of the proposed Transductive Parameter Transfer (TPT) ap-
proach. Box 1: Learning user-specific source classifiers. Box 2: Learning a distribution-
to-classifier regression function. Box 3: Computing the target classifier.
4.3.1 Notation and Definitions
Given an unlabeled target datasetXt = {xtj}n
t
j=1 andN labeled source datasetsD
s
1, ..., D
s
N ,
Dsi = {xsj , ysj}n
s
i
j=1, x
s
j ,x
t
j ∈ X , ysj ∈ Y, we want to learn a classifier on the target data Xt
without acquiring labeled information. In the context of user personalization Dsi con-
tains all the training samples corresponding to the i-th source person, while Xt is the set
of (unlabeled) data of the target individual for whom we aim to construct the person-
alized classifier. The feature and the label spaces are denoted as X and Y, respectively.
As we focus on classification Y = {−1, 1} in the binary setting while Y = {1, . . . , C} in
the case of multiple classes. Moreover, Xsi = {xsj}n
s
i
j=1 denotes the set of points in D
s
i
obtained by discarding the label information.
We assume that the vectors in Xsi are generated by a marginal distribution P
s
i defined
on X and similarly the vectors Xt are generated by P t. We generally assume that
P t 6= P si and P si 6= P sj (1 ≤ i, j ≤ N, i 6= j). Finally, we call P the space of all possible
distributions on X and we assume that P t, P si are i.i.d. sampled on P according to
the meta-distribution Π, i.e. P t, P si ∼ Π. In the following (·)′ denotes the transpose
operator.
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4.3.2 Overview
The proposed TPT approach is based on three main phases (Fig. 4.2). In the first phase,
N user-specific classifiers are learned, one for each source training set Dsi . Each classifier
is defined by a parameter vector θi. Then a regression algorithm is proposed in order
to learn the relation between the marginal distributions P si and θi. Finally, the desired
target classifier θt is obtained by applying the learned distribution-to-classifier mapping
and using as input the distribution P t. In the following, the three phases are further
detailed.
4.3.3 Phase 1: Learning User-specific Source Classifiers
In TPT the source datasets Dsi are used to learn N independent classifiers by solving N
different problems:
θi = min
θ∈Θ
R(θ) + λLL(Dsi ;θ) (4.1)
where Θ is the parameter space, R(·) a regularizer and L(·) is the empirical risk. The
parameter λL regulates the trade-off between loss and regularization. Each weight vector
θi represents a personalized classifier since it is learned using user-specific samples D
s
i .
While our framework is general and different choices can be made for the regularization
and the loss terms in (4.1), here we consider a set of linear SVMs. Therefore, defining
X ≡ IRM , the optimal decision hyperplane θi = [w′i, bi]′, wi ∈ IRM , bi ∈ IR can be
computed by solving:
min
w,b
1
2
||w||2 + λL
nsi∑
j=1
l(w′xsj + b, y
s
j ) (4.2)
where l(y, yˆ) = max(0, 1− yyˆ) is the hinge loss.
4.3.4 Phase 2: Learning a Distribution-to-Classifier Mapping
In the second phase of TPT, we propose a regression framework in order to learn a
mapping f : P → Θ between a sample distribution and its associated classifier. The
intuition is straightforward: if we are able to learn the relationship between the under-
lying distribution P si and the corresponding hyperplane θi, then, when computing the
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optimal hyperplane on the target data we do not need labeled samples since we can
simply apply the learned mapping f(·), i.e. θt = f(P t). However, since P si (1 ≤ i ≤ N)
and P t are unknown, we need to approximate these distributions using the empirical
data at disposal. In particular in this work we use all the samples in Xt to approximate
P t while for P si we evaluate two possibilities: (i) all the data in X
s
i are considered and
(ii) only the Support Vectors obtained by solving (4.2) for each of the i-th source tasks
are used as a proxy for P si .
Let Vi = {vj}mij=1 be the set of Support Vectors associated with θi (Vi ⊆ Xsi ). The
distribution generating Vi is generally different from the distribution generating X
s
i .
In fact Vi does not include those points which are far from the decision hyperplane.
Thus approximating P si using Vi introduces an error. Anyway, using Vi instead of X
s
i
brings two advantages in our regression framework. The first is that there is a well-
known relation between the Support Vectors and the decision hyperplane, i.e. wi =∑mi
j=1 αjyjvj , where yj is the label associated with vj and αj the corresponding Lagrange
multiplier obtained solving (4.2). Note that we do not know the labels neither the
support vectors for the target task, thus we cannot directly compute wt. However there
exists a relation between Vi and θi, supporting the validity of our regression framework.
The second advantage in using Vi in place of X
s
i is in term of computational cost and
storage space, since typically mi < n
s
i . In the following we assume that Zi is the set
of points chosen to approximate P si , either Zi = Vi or Zi = X
s
i . Given a training set
T = {(Zi,θi)}Ni=1 we propose to learn a mapping f̂ : 2X → Θ which approximates f(·).
The function f̂(·) is a vector-valued set function, i.e. a function which takes as input
a set X and outputs a vector θ ∈ IRM+1. In this work we investigate two possible
approaches to compute f̂(·), i.e. learning M + 1 independent scalar regressors f̂k(X):
f̂(X) = (f̂1(X), ..., f̂M+1(X)) (4.3)
and using the multi-output regression framework in [118].
Learning Independent Regression Models. In the case of independent regression
models, we compute each f̂k(·) using the -insensitive Support Vector Regression (SVR)
framework [119] which, in our setting, can be formulated as follows. Each f̂k(·) (1 ≤
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k ≤M + 1) is defined by a set of parameters pik = (βk, ck):
f̂k(X) = β
′
kφ(X) + ck, (4.4)
where βk and ck is the weight vector and the bias, respectively and φ(X) is a nonlinear
mapping of X to a higher-dimensional space. In turn pik can be found by:
min
pi
1
2
||βk||2 + λE
N∑
i=1
|θik − f̂pi(Zi)| (4.5)
where θik is the scalar value corresponding to the k-th dimension of θi, |e| = max(0, |e|−
) is the -insensitive loss function, λE and  are user-defined parameters.
The problem (4.5) can be solved in its dual form [119]:
maxδki −
1
2
N∑
i,l=1
δki δ
k
l κ(Zi, Zl) +
N∑
i=1
θikδ
k
i − 
N∑
i=1
|δki | (4.6)
s.t.
N∑
i=1
δki = 0, |δki | ≤ λE (k = 1, ...,M + 1)
where δki is the set of Lagrange multipliers and κ(Zi, Zl) = φ(Zi)
′φ(Zl) is the kernel
function. Note that the same kernel can be used for all k = 1, ...,M + 1, since κ(Zi, Zl)
estimates the similarity between the sets Zi and Zl and is independent from the value
of k. In Sec. 4.3.7 we specifically discuss the adopted kernel representations.
In the dual form, (4.4) becomes:
f̂k(X) =
N∑
i=1
δki κ(Zi, X) + ck. (4.7)
Multi-output Regression. In alternative to learning independent regressors, we also
consider the Multioutput Support Vector Regression (M-SVR) framework proposed in
[118]. The M-SVR is a generalization of the -insensitive SVR to a multi-dimensional
case. In the M-SVR framework, f̂(·) can be defined by the parameters Π = (B, c):
f̂(X) = φ(X)′B + c′ (4.8)
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Algorithm 6 The proposed TPT approach.
Input: Ds1, ..., D
s
N , X
t, the parameters λL, λE , .
Phase 1. Learning User-specific Source Classifiers
Compute θi, ∀i = 1, . . . , N using (4.2).
Phase 2. Learning a Distribution-to-Classifier Mapping
Create the training set T = {Zi,θi}Ni=1,
where Zi = Vi or Zi = X
s
i .
Compute the source kernel matrix K, Kil = κ(Zi, Zl) using (4.15), (4.16), (4.18)
or (4.19).
Given K, T , compute f̂(·) solving:
{M-SVR} (4.9) or {SVR} (4.6) ∀ k = 1, ...,M + 1
Phase 3. Computing the Target Classifier
Compute the target kernel vector Kt, Kti = κ(Zi, X
t) using (4.15), (4.16), (4.18)
or (4.19).
Given Kt, compute θt = f̂(Xt)
using {M-SVR} (4.11) or {SVR} (4.7),(4.3).
Output: θt
where B = [β1, . . . ,βM+1] and c = [c1, . . . , cM+1]
′ are the weight matrix and the bias
vector, respectively. Similarly to scalar-valued regression, Π can be found by:
min
Π
1
2
M+1∑
i=1
||βi||2 + λE
N∑
i=1
E(‖θ′i − f̂Π(Zi)‖) (4.9)
where E(·) is a loss function which extends to the multi-dimensional case the -insensitive
loss proposed by Vapnik for scalar-valued Support Vector Regression [119], i.e.:
E(u) =
 0 u < u2 − 2u+ 2 u ≥  (4.10)
As for scalar-valued SVR, the problem (4.9) can be solved in its dual form by introducing
the kernel matrix K ∈ IRN×N , Kij = κ(Zi, Zj) [118].Hence, the decision function (4.4)
can be rewritten as:
f̂(X) =
N∑
i=1
∆i.κ(Zi, X) + c
′ (4.11)
where ∆ ∈ IRN×M+1 is the matrix of the optimal parameters computed solving the dual
optimization problem associated to (4.9) and ∆i. denotes the i-th row. To compute
∆ and c in this work we follow [118] and adopt an iterative re-weighted least-squares
procedure. This procedure is summarized in Algorithm 7. We define the matrix Θ ∈
IRN×M+1, Θ = [θ1, . . . ,θN ]′. At each iteration k, the values of ∆ and c are updated
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Algorithm 7 Optimization algorithm to solve (4.9)
Input: The set T = {Zi,θi}Ni=1, the parameters λE , .
Initialize k = 0, ∆k = 0, ck = 0.
Inner Loop:
Compute ai using (4.13), i = 1, . . . , N .
Compute ∆ˆ, cˆ solving (4.12) ∀ j = 1, . . . ,M + 1.
Compute ηk using a backtracking algorithm.
Compute ∆k+1 = ∆k + ηk(∆ˆ−∆k).
Compute ck+1 = ck + ηk(cˆ− ck).
Set k = k + 1.
Until Convergence
Output: ∆, c
solving a series of M + 1 independent weighted least-squares problems, one for each
column of ∆ (here denoted as ∆.j) and for each cj : K + A 1
a′K 1′a
 ∆.j
cj
 =
 Θ.j
aΘ.j
 (4.12)
where Θj. is the j-th row of the matrix Θ and 1 is an all-one column vector. The vector
a = [a1, . . . , aN ] and the matrix A ∈ IRN×N , Aij = aiI(i− j), where I(·) is an indicator
function, are computed at each step using:
ai =
 0 u
k
i < 
2λE(u
k
i−)
uki
uki ≥ 
(4.13)
and uki = ‖θ′i −
∑N
i=1 ∆
k
i.κ(Zi, X)− (ck)′‖. For more details on the M-SVR framework
we refer the reader to the original paper [118].
4.3.5 Phase 3: Computing the Target Classifier
In the last phase of TPT the optimal target classifier θt is computed considering the
unlabeled target samples Xt and using θt = f̂(Xt). For M-SVR we use (4.11), while
(4.7) and (4.3) are used in the case of independent regression models. Note that the
computations which involve the source data (Phase 1-2) are performed only once. Then,
for every new user, only Phase 3 needs to be repeated. This is very advantageous in real
world applications, where it is desirable to accomplish personalization in a limited time
frame. Algorithm 6 summarizes the main phases of TPT.
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4.3.6 Test Phase
Once θt = [(wt)′, bt]′ has been computed, the test phase is a standard classification
with linear SVMs. Given a new target feature vector x, the corresponding label y is
predicted as y = sign(x′wt + bt). It is worth noting that our TPT framework can be
trivially extended to a multi-class setting adopting a one-versus-all scheme.
4.3.7 Kernels for Distributions
From Algorithm 6 it is clear that both in the case of independent regression models and
for multi-output regression, the dual optimization problems and the decision functions
only depend on the kernel matrix. It is worth noting that κ(·) is defined on sets of points
and not on feature vectors (i.e. single data points) as it is more common. The role of the
kernel here is to estimate the similarity between distributions, empirically represented
by sets of data points. In the following we propose different (non-exhaustive) choices for
the kernel function.
4.3.7.1 EMD-based kernel
The Earth Mover’s Distance (EMD) [3, 20] represents a simple and practical approach
to measure the distance between distributions. To compute the EMD between Xi and
Xj , first a clustering algorithm is applied separately to the two datasets (we use a
simple k-means algorithm in our experiments). In this way the signatures of each set
I = {(νi1, wi1), . . . (νiQ, wiQ)} and J = {(νj1, wj1), . . . (νjQ, wjQ)} are computed, where νiq,
νjq are the cluster centroids respectively obtained on Xi and Xj and w
i
q, w
j
q denote the
weights associated to each cluster. In this work we set Q = 20 and we use the cardinality
of each cluster as the cluster weight.
Given two signatures I and J , the EMD between the associated datasets Xi and Xj is
defined as the solution of the following transportation problem:
DEMD(Xi, Xj) = min
fpq≥0
Q∑
p,q=1
dpqfpq (4.14)
s.t.
Q∑
p=1
fpq = w
i
q
Q∑
q=1
fpq = w
j
p
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where fpq are flow variables and dpq is the ground distance defined as dpq = ‖νip−νjq‖. In
a nutshell, the EMD represents the minimum cost needed to transform one distribution
into another. Using EMD we define a kernel:
κEMD(Xi, Xj) = e
−ρDEMD(Xi,Xj) (4.15)
where ρ is a user defined parameter. Despite this is not a valid kernel as it is not semi-
definite positive we observe excellent performance in our experimental evaluation. This
is in line with the findings of previous works [120].
4.3.7.2 Fisher Kernel
Fisher kernels [121], originally proposed in statistics and machine learning to measure
the similarity between distributions, have recently become common tools in computer
vision and multimedia [122].
Suppose that the set of points X = {xt}nt=1 is generated by the marginal distributions P
on X . Let pγ be a probability density function which models the generative process of
the elements in X where γ is the parameter vector governing pγ . In statistics, the score
function is defined as Gγ = ∇γ log pγ(X), i.e. it is the gradient of the log-likelihood
of the data with respect to the model parameters and describes how the parameters of
the generative model pγ should be modified to better fit the data [121]. Typically pγ is
chosen as a Gaussian Mixture Model and γ = {αh, µh,Σh}Hh=1, being H the number of
components and αh, µh,Σh the component weight, its mean and its covariance matrix,
respectively. In our experiments we set H = 20 and we assume that every Σh is diagonal,
i.e. Σh = diag(σh).
Given two sets of points Xi and Xj generated by the two distributions Pi and Pj , their
similarity can be measured using the Fisher Kernel [121]:
κFK(Xi, Xj) = (G
Xi
γ Eγ)
′EγG
Xj
γ = (GXiγ )′GXjγ (4.16)
where Fγ = E
′
γEγ is the Cholesky decomposition of the Fisher Information Matrix [121]
and GXγ is the so called Fisher vector. The Fisher vector [122] is obtained by computing
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and concatenating the following terms (∀h = 1, . . . ,H):
GXαh =
1√
ωh
∑
t
(ψt(h)− ωh)
GXµh =
1√
ωh
∑
t
ψt(h)
xt − µh
σh
GXσh =
1√
2ωh
∑
t
ψt(h)
[
(xt − µh)2
σ2h
− 1
]
where ωh =
exp(αh)∑
j exp(αj)
and ψt(h) represents the soft assignment of xt to the h-th
Gaussian.
4.3.7.3 Principal Components Kernel
Assuming that each Pi is a multivariate Gaussian distribution (Pi = N (µi,Σi)), Xi,
drawn from Pi, can be represented by (µi, Vi), where µi is the centroid of Xi and Vi
is a column-wise matrix containing the principal eigenvectors extracted from Xi. In
the following we indicate with Vik the k-th column of Vi, corresponding to the k-th
eigenvector. In constructing Vi we select the eigenvectors corresponding to the 80% of
the total energy obtained by summing the associated eigenvalues. Then we define:
DPCA(Xi, Xj) = ||µi − µj ||2 + γ
∑
k
d(Vik, Vjk), (4.17)
and:
κPCA(Xi, Xj) = e
−ρDPCA(Xi,Xj), (4.18)
where d(Vik, Vjk) is the cosine distance between Vik and Vjk and γ is a mixing parameter
assessing the relative importance of the two terms, respectively modeling the distance
between the centroids of the distributions and the cumulative difference of the eigenvec-
tor directions.
Intuitively, (4.17) computes the “alignment” mismatch between Xi and Xj when rep-
resented as Gaussian clouds of points. It is worth noting that the assumptions of the
PCA-based kernel are much stronger than those of other kernels (e.g. the Fisher Kernel,
in which each Pi is modeled with a Mixture of Gaussians). Nevertheless, our experi-
mental results in Sec. 4.4 demonstrate that this kernel also provides good recognition
accuracy, despite its simplicity.
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4.3.7.4 Density Estimate-based Kernel
The last choice for a kernel measuring the similarity of two distributions is taken from
[123]. It is based on a Density Estimate (DE) kernel and it is defined as follows:
κDE(Xi, Xj) =
1
nm
n∑
p=1
m∑
q=1
κX (xp,xq), (4.19)
where n,m are the cardinality of Xi, Xj , respectively, and κX (·) is a normalized Gaussian
kernel defined on the feature space X .
4.3.8 Extension to Distance Learning
The TPT method so far presented is based on parametric, linear classifiers whose param-
eter vectors θ1, ...,θN are used to train a regression function. In this section we show
how the proposed approach can be extended to deal with semi-parametric non-linear
classifiers. Specifically we consider a Distance Learning (DL) algorithm [22] and we call
this extension TPTDL.
In distance learning, k-nearest neighbour is typically used for classification. However, the
Euclidean distance between sample points is replaced by a metric, usually parametrized
by a matrix A learned with a discriminative criterion [124]. In a multi-class scenario
A can be further split in class-specific parameter vectors, each vector defining a class-
specific distance function [125].
We show below how TPTDL can be obtained by partially changing the 3 phases of
TPT as previously defined. First, in Phase 1 of Algorithm 6 the source-specific clas-
sifiers (linear SVMs) are replaced by a set of user-and-class-specific distance functions
parametrized by θi = A
s
i , where A
s
i = [ai,1, . . . ,ai,C ] is a column-wise matrix in which
every column ai,c defines the metric associated to the i-th source user and the c-th class
(recall that we assume C classes in a multi-class scenario). Every ai,c is learned using
a set of triplets Si,c = {(x,x+,x−)}, extracted from Xsi (i.e. x,x+,x− ∈ Xsi ), which
satisfy the constraints:
di,c(x,x
+) < di,c(x,x
−), (4.20)
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where di,c(·) is a distance function which states that x is closer to x+ than to x− and it is
defined as di,c(x1,x2) = |x1− x2|′ai,c. The triplets in Si,c are chosen in such a way that
x and x+ are associated with the same ground truth class label c while x− is associated
with a class label y 6= c. In a multi-class scenario we use class-specific distance functions
(i.e., depending on c) because they have been proven to be more effective than a single
metric [125]. We refer to [125] for the details concerning how each vector ai,c can be
learned.
Once we obtain a set of user-and-class-specific distance functions, parametrized by
θi, ...,θN (Phase 1 of Algorithm 6), we use Phase 2 of Algorithm 6 to compute the
source and target kernel matrices (K and Kt) and the regression function f̂(·). Then,
for every new target user, we use her/his unlabeled sample points Xt and Phase 3 of Al-
gorithm 6 to compute the target matrix At = [at1, . . . ,a
t
C ] = θ
t = f̂(Xt). We now have
a set of class specific metrics {dtc(·)} for the target user defined by the corresponding
column vectors in At.
At test time we use {dtc(·)} with a k-nearest neighbour classifier. However, since labels
from Xt are not available, we use the labeled samples of the most similar source user, who
is selected using the target kernel vector Kt. In other words, we select the source set Dsb ,
where b = arg mini∈[1,...,N ] κ(Xsi , X
t). Hence, in the Test Phase, given a new target fea-
ture vector x, we compute its (k-) nearest neighbour(s) solving: min(xsj ,ysj )∈Dsb d
t
ysj
(x,xsj).
4.4 Experimental Results
We evaluate below the proposed user-personalization approach on three different appli-
cations: (i) gesture recognition from smartwatch data, (ii) action unit detection and (iii)
pain classification from facial expressions.
As we will see, the first scenario is simpler than the others because of a higher inter-class
variability and a lower dimensionality of the adopted feature space. Nevertheless, it is
very useful to illustrate the intuitive idea behind the regression-based computation of
the personalized classifiers parameters using a two-dimensional projection.
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Figure 4.3: The set of gestures in the SWGR dataset.
Table 4.1: Overall accuracy on the SWGR dataset
SVM DL
TPT TPTDL
Gesture classes SVR M-SVR SVR M-SVR
1, 6 88.3 84.3 90.7 90.3 86.7 87.0
2, 7 83.0 84.0 88.0 89.3 86.9 87.0
3, 4 93.7 96.7 95.2 96.7 96.9 97.3
1, 2, 7 88.2 89.6 90.1 90.2 90.2 90.2
1, 2, 3, 6, 7 86.3 84.9 86.5 86.5 86.4 86.9
1-8 87.0 88.5 87.2 87.3 89.9 90.0
4.4.1 Smartwatch-based Gesture Recognition
As a first application scenario, we consider the problem of recognizing arm gestures
performed by a user wearing an accelerometer-equipped smartwatch. Previous litera-
ture [113, 114] has shown that, in general, SVM-based approaches are able to achieve
higher accuracy when labeled data from the target user are available as opposite to
user-independent solutions.
As collecting labeled gesture samples is an annoying and time consuming process, ex-
ploiting TPT in this context can be highly beneficial since it permits to develop a per-
sonalized gesture recognition system that completely eschews any configuration phase.
In the ideal application scenario this system comes with a pre-loaded generic classifier,
trained from a source dataset. This classifier is able to recognize user gestures, although
with reduced accuracy. During the initial phase the system does not require any feed-
back from the user about the correctness of its predictions. Instead, each time the user
performs a gesture, the system includes this new data in an unlabeled target dataset.
When the target dataset has reached a suitable size, it is used as input to our proposed
TPT algorithm, obtaining a personalized classifier which replaces the user-independent
one.
We evaluate the performance of TPT on the SmartWatch-based Gesture Recognition
(SWGR) dataset presented in [114]. This dataset comprises the 8 gestures shown in
Fig. 4.3, each repeated 10 times by 15 different users. For each gesture repetition a
manually segmented recording of the smartwatch’s 3-axis accelerometer’s measurements
Chapter 4. Personalizing Models with Transductive Parameter Transfer 97
Figure 4.4: SWGR dataset. Confusion matrices obtained with (left) a generic clas-
sifier and (right) the proposed approach. Top row: SVM and TPT, bottom row: DL
and TPTDL.
is given. We consider each of the accelerometer’s axes as producing an independent
signal, which we process with the Haar Wavelet Transform, as described in [113]. We
retain the first 8 coarsest-scale coefficients, and we concatenate them to form a 24-
element feature vector which is used to represents data samples.
The results obtained on this dataset are shown in Table 4.1, where the overall accuracy
(sum of the diagonal elements of the confusion matrix) achieved at increasing number of
classes (i.e. C = 2, 3, 5, 8) is reported. In the binary classification case (C = 2) we chose
both pairs of categories which are difficult to discriminate (e.g. 2 versus 7 and 1 versus
6) as well as easier classification tasks. In both cases the advantages of our method over
user-independent classifiers (either “SVM”: linear SVM or “DL”: Distance Learning) are
evident. In Table 4.1 and in the following we denote with “TPT” the proposed method
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(a) (b)
Figure 4.5: SWGR dataset (gestures 2,7). Accuracy of TPT (a) at varying number
of source users compared with a generic SVM, (b) at varying number of target data
points nt.
when linear SVMs are used as individual classifiers, while “TPTDL” indicates the dis-
tance learning-based extension presented in Sec. 4.3.8. Moreover, columns denoted with
“SVR” indicate the use of independent regression models while “M-SVR” refers to the
multi-output regression framework (see Sec. 4.3.4). Similarly to [114], we note that some
classes are more critical to discriminate among each others, such as 2 and 7, or 1 and
6. Note also that, generally speaking, the 2-class task {2, 7} is harder than the 3-class
task {1, 2, 7}. This is probably due to the fact that gesture 1 is easier to discriminate
with respect to both 2 and 7, which leads to a lower overall error when gesture 1 data
points are used for testing together with gestures 2 and 7. A similar phenomenon is
observed comparing the all-class task (1− 8) with {1, 2, 3, 6, 7}. With C > 2, TPT per-
forms slightly worse than TPTDL, probably because the latter is based on non-linear
classifiers which can better model complex data distributions. With C > 2, TPTDL
also outperforms both SVM and DL. The confusion matrices for the all-class task are
shown in Fig. 4.4.
In all the experiments in Table 4.1, TPT is based on the Density Estimate-based Kernel
(Sec. 4.3.7) because we observed it guarantees the highest accuracy when the number
of data points for each task is limited (see Sec. 4.4.2). In the case of TPTDL we used
the Principal Components Kernel. In Table 4.1 we also compare the M + 1 independent
regression models with the M-SVR approach. The advantages of the latter are evident.
To gain a deeper insight of the properties of the proposed personalization method we
also analyse in detail one of the binary classification problems: class 2 versus class 7.
We apply Principal Component Analysis (PCA) to the features vectors, retaining only
the first two principal components (which correspond to about 50% of the total energy).
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Figure 4.6: SWGR dataset. Results for the two-classes case: 2 vs 7. Hyperplanes
obtained with (green) ideal, (blue) generic and (red) TPT classifiers.
Figure 4.7: SWGR dataset. Results for the three-classes case: 1,2 and 7. Hyperplanes
obtained with (green) ideal, (blue) generic and (red) TPT classifiers.
(a)
(b)
Figure 4.8: SWGR dataset. Results for (a) binary (gestures 2 vs 7) and (b) a mul-
ticlass classification problems (gestures 1,2,7). (Left) Kernel matrix showing the simi-
larity among the users’ data distributions and (right) overall accuracy obtained with a
generic SVM classifier (blue) and TPT (red).
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The analysis with two dimensional data permits to visually inspect the effects of the
distribution mismatch among different individuals. Figure 4.6 shows the projected data
points corresponding to gesture type 2 and 7, plotted separately for each of the 15
users. The hyperplanes obtained with a generic classifier (linear SVM trained using
the samples of all the source users) and with TPT are plotted respectively in blue and
red. The hyperplanes in green are the ideal classifiers, i.e. those trained using only
the target user’s labeled data (here we adopted the same terminology used in [101]).
Note that the hyperplanes of the generic classifiers are slightly different since they are
trained with a leave-one-user-out protocol, i.e. with slightly different source user sets.
Figure 4.6 shows some interesting properties of the classifiers. Firstly, the data points
of the two different gesture types performed by the same user are usually quite well
separated. However, using a generic classifier for all the users does not seem to be the
optimal solution. Indeed, the ideal hyperplanes tend to be very different among them.
In most of the cases, the TPT hyperplane separates the two classes better than the
generic one, and in same cases (e.g., users 8 and 14) the difference is very pronounced.
It is also worth noting that these experiments are based on very few samples per user,
which means that the user-specific distributions have been estimated with scarcity of
data. In Fig. 4.8(a) the corresponding source kernel matrix and the accuracy obtained
with the generic SVM (in blue) and with TPT (in red) are shown for each user. Among
all 15 users, the highest improvement is obtained for user 14, followed by user 8, which
corresponds to the intuition we get from the visualization of the first 2 components in
Fig. 4.6.
Figures 4.7 and 4.8(b) show the results on a three-classes scenario (gestures 1, 2, 7).
As the multi-class personalization is performed with a one-vs-all scheme, in Fig. 4.7 we
show the classifier learned for one of the three classes, plotted with the symbol ”*” and
highlighted in pink, while the data points of the other two classes are drawn in black,
using two different symbols. The advantage of personalization can still be observed, but
compared to the two-classes case it is less evident. In fact in the three-classes case, the
data distributions become more complex. As we observed above, in multiclass problems
a non-linear classifier such as TPTDL performs better (Table 4.1).
Fig. 4.5(a) shows the performance of our TPT method and a generic SVM classifier
(gestures 2-7) at varying number of source users. The x-axis indicates the number N
of source users, which have been randomly selected among the 15 users in the SWGR
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Figure 4.9: Sample frame of the CK+ dataset. The green rectangle shows the cropped
part of the image and the dots are the detected facial landmarks. The 16 selected
landmarks are highlighted in green (better seen at a high magnification).
dataset, repeating the experiment up to 100 runs and finally reporting the average
values and the standard deviations (error bars). As expected, the higher N is, the
more advantageous TPT is with respect to the generic classifier. In fact, the regression
function f̂(·) (Sec. 4.3.4) is learned using N training samples (i.e. data distributions)
and, if N is too small, it generalizes poorly.
We also analyse the impact of the number of target data points nt on the accuracy. For
every nt ∈ [2, n] (for every user i, n = |Xi| = 20 in the 2 classes scenario), we randomly
select a target user i and a subset of nt samples from Xi and we apply TPT to such
under-sampled target, obtaining a given accuracy, which is computed using all the n
samples of the target user. The experiment is repeated up to 100 runs for every value
of nt and the average results are reported in Fig. 4.5(b). Quite surprisingly, only 2 data
points are already enough to obtain a high accuracy with the proposed method.
4.4.2 Action Unit Detection
The proposed personalization method has been also applied to the problem of automatic
facial Action Unit detection. We use the Extended Cohn Kanade (CK+) dataset [91].
This dataset includes 593 videos from 123 users and contains a set of spontaneous and
posed expressions with only frontal faces. The number of videos per user ranges from
1 to 11. The video length varies from 4 to 71 frames. A sample frame from the CK+
dataset is shown in Fig. 4.9.
We follow the pipeline proposed in [101] for feature extraction/representation: first the
face and the facial landmarks are detected. The face is then aligned, cropped and resized
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Table 4.2: Our Method,
comparison among different
kernels. Performance on CK+
dataset, F1 Score.
AU EMD Fisher PCA DE DE-SVs
1 72.2 74.0 69.5 74.4 74.9
2 81.8 75.5 77.3 84.2 82.4
4 71.5 71.8 71.3 66.3 74.2
6 75.1 74.9 76.7 74.8 74.3
12 85.5 83.5 84.4 85.1 84.6
17 82.8 83.5 77.7 76.1 84.3
Avg 78.2 77.2 76.2 76.8 79.1
Table 4.3: Our Method,
comparison among different
kernels. Performance on CK+
dataset, AUC.
AU EMD Fisher PCA DE DE-SVs
1 88.0 89.0 86.8 88.2 89.6
2 93.5 92.9 92.4 92.6 93.9
4 88.1 85.0 85.9 84.3 88.6
6 92.2 91.3 91.5 91.1 91.5
12 97.5 97.2 97.4 97.1 97.5
17 95.9 94.3 92.7 94.3 94.1
Avg 92.5 91.6 91.1 91.3 92.7
Table 4.4: Comparison among re-
lated works. Performance on CK+
dataset. F1 Score.
AU SVM TSVM KMM DASVM STM TPT
[100] [126] [127] [101] DE-SVs
1 61.1 56.8 44.9 57.7 74.0 74.9
2 73.5 59.8 50.8 64.3 76.2 82.4
4 62.7 51.9 52.3 57.7 69.1 74.2
6 75.7 47.8 70.1 68.2 79.6 74.3
12 76.7 59.6 74.5 59.0 77.2 84.6
17 76.0 61.7 53.2 81.4 84.3 84.3
Avg 70.9 56.3 57.6 64.7 74.8 79.1
Table 4.5: Comparison among re-
lated works. Performance on CK+
dataset. AUC.
AU SVM TSVM KMM DASVM STM TPT
[100] [126] [127] [101] DE-SVs
1 79.8 69.9 68.9 72.6 88.9 89.6
2 90.8 69.3 73.5 71.0 87.5 93.9
4 74.8 63.4 62.2 79.9 81.1 88.6
6 89.7 60.5 87.7 94.7 94.0 91.5
12 88.1 76.0 89.5 95.5 92.8 97.5
17 90.3 73.1 66.6 94.7 96.0 94.1
Avg 85.6 68.7 74.7 83.1 90.1 92.7
to 200×200 pixels. Then, 16 landmarks (see Fig. 4.9) are selected and SIFT descriptors
are extracted from 36 × 36 pixels regions around them. Finally, SIFT descriptors are
concatenated and dimensionality is reduced using PCA. We retain 90% of the energy,
obtaining a final feature vector of size 51. Similarly to [101], we select the most frequent
AUs in the dataset and the detection of each AU is considered as an independent binary
classification problem. We use the code from [101] available online∗ for face and facial
landmarks detection, and OpenCV for SIFT descriptor extraction. The performance is
evaluated in terms of F1 score, defined as F1 =
2·Recall·Precision
Recall+Precision , and the Area Under
ROC (AUC). All the algorithm’s parameters (λL, λE , ) have been set with an inner-loop
of cross-validation over the N source users.
The results are shown in Tables 4.2-4.5. We report the performances obtained with
our method (TPT) when M-SVR is used and with different kernel choices. We also
consider previous methods as baselines: a generic classifier learned on all the source
samples (SVM), a semi-supervised Transductive SVM (TSVM) [126] and three transfer
learning methods, namely STM [101], Kernel Mean Matching (KMM) [100] and Domain
Adaptation SVM (DASVM) [127]. Tables 4.4-4.5 show that those approaches based on
personalization achieve higher performance with respect to user-independent ones and
∗http://humansensing.cs.cmu.edu/intraface/
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that TPT is the most accurate. Finally, comparing different kernels (Tables 4.2-4.3), we
observe that the Density Estimate kernel provides the best performance when Support
Vectors are used (DE-SVs) to approximate the source data distributions, followed by
the EMD kernel computed on all the source samples. We did not report results of
experiments using Support Vectors and Fisher and EMD kernels as the performance
degrades significantly with respect to DE kernel. We ascribe this behavior to the fact
that in the CK+ dataset the number of Support Vectors for each source set is quite
limited.
4.4.3 Pain Detection from Facial Expression
As a third application scenario, we tested TPT in the context of pain detection from
facial expressions. Automatic pain recognition is of utmost importance for developing
HCI solutions for elderly persons. In fact, elderly patients who are cognitively impaired
tend to have a decreased ability to communicate and report pain. This often results in the
under-detection and under-treatment of pain. We consider the PAINFUL dataset [89],
which is composed of 200 video sequences of patients with shoulder injuries. It depicts 25
patients performing a series of active and passive range-of-motion tests with either their
affected limb or the unaffected one. The dataset is annotated on a frame basis (48398
frames are labeled by experts using the Prkachin and Solomon Pain Intensity, PSPI,
metric system [128]). Example of pain/non pain spontaneous expression, extracted
from the dataset, are shown in Fig. 4.1.
We follow the pipeline proposed in [110] for feature extraction/representation. For each
frame we use the eye locations provided in the PAINFUL database to crop and warp the
face region into a 128×128 pixel image. Then, the resulting face image is divided into 8×8
blocks and Local Binary Pattern Histograms features [90] are extracted on each block.
Following the pipeline reported in [110] we adopt LBP u28,1, where u2 means “uniform” and
(8, 1) represents 8 sampling points on a circle of radius 1. The resulting 59-dimensional
feature vectors for each block are concatenated resulting into a descriptor of 8×8×59 =
3776 dimensions. Finally, PCA is applied to reduce feature dimensions retaining 90%
of the variance. The dimension of the final feature vectors is 334. Following [110], our
experiments are conducted using a leave-one-subject-out evaluation scheme. However,
since for one of the subject there are no videos with exhibited pain, we had to exclude
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this subject from the training set. Hence, the final number of subjects considered, at
training and at testing time, is respectively 24 and 25. The performance is evaluated in
terms of AUC. We compare the proposed TPT with M-SVR against a generic classifier
(SVM) trained using only the source samples (no domain adaptation), Transductive
Transfer Adaboost (TTA) [110], Transductive SVM (TSVM) [126] and Selective Transfer
Machine (STM) [101]. For TTA, we report the performance published by Chen et al. in
[110], while for the last two algorithms, we use the codes publicly available†,‡. All the
algorithm’s parameters (λL, λE , ) have been set with an inner-loop of cross-validation
over the N source users. The results are shown in Table 4.6 §. Note that TSVM and
STM suffer from the fact that the PAINFUL dataset is strongly unbalanced toward
negative samples (no pain frames). For this reason we trained the TSVM and the STM
classifiers using different percentages of training data (see Fig. 4.10), obtained equally
sampling the data points from the negative and the positive samples sets and we report
in Table 4.6 their best results which correspond to 30% of the whole source data points.
Note also that, in the case of STM, the training time for only one target was over 24
hours (see below), which makes infeasible training with more than 50% of the source
data points for a large dataset as PAINFUL.
Similarly to what observed for the CK+ dataset, the best performance is obtained using
the DE kernel combined with Support Vectors. However, comparing personalized clas-
sifiers with user-independent ones (i.e. SVM), we observe that transferring knowledge
provides less benefits. We ascribe this fact to the following reasons. First, the PAINFUL
dataset is much more difficult than CK+. While in the CK+ all the faces have a frontal
pose, in PAINFUL there are large pan and pitch rotations, expressions are spontaneous
and inter-individual differences are pronounced. Moreover, in the CK+, only the emo-
tion peaks are annotated (i.e. the last frame of each video), while in PAINFUL all the
frames are labeled, and the difference between pain and non pain expressions is more
subtle. In fact, the pain intensity of positive samples varies from 1 to 16 and these
samples are considered all equally positive.
Finally, in the PAINFUL dataset the number of individuals is much lower than in
CK+ (24 vs. about 80-90, depending on the specific AU). As shown in Sec. 4.4.1 (see
†http://svmlight.joachims.org/
‡http://humansensing.cs.cmu.edu/software.html
§Note that the results reported here are slightly different from our previous works [7, 8] as we are
considering 25 users instead of 24.
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Table 4.6: Performance on PAINFUL dataset, AUC. (∗) Best results obtained using
30% of the data points, see text for details.
SVM TTA TSVM∗ STM∗ TPT
[110] [126] [101] EMD Fisher DE DE-SVs
75.6 76.5 73.7 76.7 77.6 77.3 76.6 78.3
Figure 4.10: PAINFUL dataset. AUC vs average time (in logarithmic scale) for
training a target classifier for different unsupervised personalization methods. Results
for TSVM [126] and STM [101] are reported considering different percentage of source
data samples. Our method guarantees the best performance and the shortest training
time.
Fig. 4.5(a)), N is a crucial factor for personalization with TPT, being the accuracy of the
regression function dependent on the number of source distributions used for training.
The last part of our experimental evaluation is devoted to compare TPT with state-of-
the-art approaches in terms of computational times. In Fig. 4.10 we plot the AUC with
respect to the training time for TPT and the methods whose code is available on line,
i.e. TSVM and STM. Note that, for TPT, the only computational time involved in the
personalization process with respect to a new target user is Phase 3 of Algorithm 6. Our
experiments run on a 4 Cores 2.40GHz CPU machine. In [110] Chen et al. reported
the training time for TTA on PAINFUL (17.6 minutes) but they did not mention the
workstation they used, thus the results are not directly comparable. From Fig. 4.10
it is clear that both TSVM and STM scale poorly as the number of training samples
increases. For instance, using only 10% of the source samples, TSVM needs 17 minutes
on average for training a personalized classifier, STM 18 hours and TPT only less than
a second. Even if the accuracy of all the methods are comparable in this challenging
dataset, our approach significantly outperforms all the other algorithms in terms of
computational cost.
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4.5 Conclusions
We proposed Transductive Parameter Transfer, a framework for building personalized
classification models, and we demonstrated its effectiveness on three different application
domains: accelerometer-based gesture recognition, pain classification from facial expres-
sions and AU detection. The proposed method is based on a regression framework which
is trained to learn the relation between the unlabeled data distribution of a given person
and the parameters of her/his personalized classifier. We experimentally showed that our
TPT outperforms both user-independent and previous domain adaptation approaches
and achieves state of the art performance on public benchmarks. As far as we know,
this is the first transductive parameter transfer approach in transfer learning literature.
The main advantage of our method is that, using a pre-trained regression function, its
computational cost is much lower than other domain adaptation algorithms. This makes
TPT an appealing candidate for building personalized systems.
Chapter 5
Discussion and Conclusions
In this thesis, we have addressed the problem of visual data interpretation. The explosive
amount of visual data which is continuously being collected entail the accessibility to
effective methods for the automatic analysis of this content, in order to allow tasks
such as fast data indexing or retrieval. Also, due to the widespread of camera-equipped
personal devices and Human Computer Interaction (HCI) applications, the capacity to
automatically interpret the users’ needs and feedbacks becomes of highest importance, in
order to ensure the highest quality of experience to them. This also includes interpreting
a user’s state based on visual data collected from cameras, for example inferring his/her
emotional state (e.g. level of happiness, frustration, etc.) from his/her facial expressions.
A significant portion of this overwhelming quantity of visual data originate from CCTV
cameras, which daily record continuous streams of images from multiple public locations
worldwide. Among these, public scenes on urban scenarios are particularly interesting
to analyze, as human activities are depicted in natural settings, as well as challenging
due to their typical crowdedness. In this work, we showed that tasks such as automatic
high level activities discovery and video summarization can be performed with higher
accuracy by considering the correlation among atomic activities in the scene. In par-
ticular, we proposed the use of the Earth Mover’s Distance to encode this similarity.
Still, how to efficiently employ the EMD in our learning framework is not trivial, due to
the well known scalability issues of the EMD and the criticalness of correctly defining
the distances among visual words, i.e. the ground distances of the EMD. In this work,
we showed that a higher scalability can be achieved by using an efficient version of the
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EMD (EMD-L1), which reduces the complexity from exponential to linear. In the cases
where the histogram bins are naturally sorted, e.g. where histogram bins represents
contiguous positions in space or time, then EMD-L1 effectively represents the similarity
among the activities associated to these bins. Conversely, for bag-of-words based frame-
works, in which each histogram bin corresponds to an atomic activity, we proposed an
automatic approach for sorting atomic activities which minimizes the distortion of their
original ground distances. We showed that using EMD-L1 with approximated ground
distances still allows to achieve higher performances with respect to using a bin-to-bin
distance. Furthermore, we considered the case in which the distances among atomic
activities are not defined a priori and we proposed a novel semi-supervised framework
which effectively allows to jointly learn these distances and the high level events in the
scene. Regardless the discovery of “typical” and “anomalous” behaviors, we showed that
different cyclicities of urban life patterns can be highlighted by observing a urban scene
at different time granularities: while most of the public datasets depict urban activities
in a time range of few hours, thus typically allowing to discover different traffic flows
regulated by traffic lights, we showed that typical patterns of urban life shaped by hu-
man activities can also be discovered, including daily and weekly patterns and holidays.
For this purpose, we released a new dataset recording activities in NYC for over nearly
four weeks.
In the work presented in Chapters 2 and 3, we leveraged on low level cues for the
discovery of high level behaviors. Still, our framework is very general and it can be
possibly applied also in the cases where mid level features or information coming from
detectors are considered. The recent advances shown in the context of object detection
indeed are heading towards the direction where generic detectors, i.e. pre-trained on
very large generic datasets, can be used as off-the-shelf tools to be applied to a new
unseen scene of interest, in order to get the information about the objects in the scene
at almost zero cost. Still, due to the known dataset bias problem, the performances of
detectors on a new unseen domain tend to be unsatisfactory, thus a domain adaptation
step is usually required. Indeed, as a further step to reduce the semantic gap between low
level cues and high level behaviors in the analysis of video scenes, the following research
directions have also been investigated by the author during her PhD studies: (i) how
to self adapt detectors to new unseen domain, for example by leveraging on temporal
consistency [11] and (ii) how to fuse low level features with the output of detectors for
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video scene interpretation [9, 10].
In the context of model adaptation to new unseen domains, in Chapter 4 we proposed a
novel approach (TPT) for obtaining customized models for new unseen target users by
leveraging on the similarity shared with other known source users. Besides the advan-
tage of not requiring any additional labeled training samples, this method is especially
fast at testing time. This last property is of uttermost importance in contexts like HCI,
where the user’s quality of experience also depends on the system’s response time. The
performances of our approach are dependent both on the number of labeled training
samples per user and on the number of source users: the first allows enough training
data to learn more accurate individual personalized classifiers, the second ensures enough
diversity among source domains as well as a more accurate estimation of the distribution-
to-parameters mapping function. Most of the domain adaptation problems aim to adapt
to a new unseen domain models which are trained on one large size generic dataset, con-
taining an as much varied as possible representation of the considered class. Conversely,
in our case we aim to adapt models starting from a large number of individual domains,
and build new customized models based on the similarity among the distribution shapes
of these domains. Still, while in the case of users expression analysis the identification of
the individual domains is straightforward, as each domain correspond to a single user,
in other case scenarios such as scene or event recognition, the identification of individual
natural domains is not trivial. How to extend our TPT approach to a general domains
case scenario is indeed an interesting research direction.
In general, the advances achieved in the context of visual data interpretation in the last
years have been remarkable. This was possible thanks to the joint effort from multiple
researches within a community aiming to similar goals, sharing ideas, codes and data.
Thus, when building on top of previous work (i.e. when looking while standing on the
giants shoulders) it is important to consider not only the achievements accomplished in
terms of methodologies but also in terms of resources such as labeled datasets or pre-
learned models. In this sense, domain adaptation and transfer learning approaches play a
fundamental role. Still, while in the last decades the task of visual data interpretation has
been tackled by focusing mostly on the data itself, the explosive amount of visual data
shared and consumed on the web has paved the way to a new learning paradigm. Indeed,
everyday millions of users consume multimedia data available on the web and provide
feedbacks regarding the content of this data, such as tags, likes, shares, comments, etc.
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Differently from dataset labeled by one single expert, this data usually is characterized
by incomplete and noisy annotations from multiple users. Still, useful information can
be extracted by leveraging on the wisdom of the crowd. As future work, an interesting
research direction for the author also consists in how to effectively exploit the information
gathered from visual data available on the web, in particular in the context of video
analysis.
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