Abstract
Introduction
As the initial step of many human body related applications such as face detection [1] and tracking [2] , gesture recognition [3] , objectionable image filtering [4] , and videophone [13] , skin segmentation has been intensively studied in the last decade. Basically, the research activities in the skin segmentation have progressed in two directions: generic colour model [1, 13] and statistical colour model [2] [3] [4] [5] 7] .
The principal idea of most existing approaches is based on the assumption that skin colour is quite different from colours of other objects and its distribution might form a cluster in some specific colour-spaces. The generic colour model defines a fixed colour range to separate skin from non-skin pixels. Generally, the fixed colour range is achieved empirically using some collected training instances. Apparently, this group of methods is easy to implement and adequate for real-time systems. However, they cannot handle illumination and human skin variations. To reduce the limitations, the so-called statistical colour model is proposed to determine the skin pixels. It considers skin segmentation as a typical one-class or two-class classification problem. Firstly, the skin colour distribution is estimated by a Gaussian model or the histogram based technique using a large number of training data. Then, a Bayesian classifier or other learning algorithms is applied to classify the skin and non-skin pixels. The classifiers are constructed adaptively. Therefore, they allow the segmentation to be robust to the different lighting conditions and human skin types. The drawbacks of the statistical model are twofold. The former is that it often works well under the premise that the skin colour distribution is a single or mixture Gaussian. Unfortunately, the assumption is not satisfied in many cases, which might somewhat influence the segmentation accuracy. The other disadvantage is that it requires a large amount of training data that cover different human skin appearances. It is very expensive to collect so many training instances.
In gesture recognition systems, the skin segmentation plays the role of automatically detecting the hands and face from the given videos. Compared with other applications, videos for gesture recognition systems generally contain very few signers and the signers' skin colours keep consistent across the frames. It means we do not need to get many samples to train the model. Moreover, the useful information from previous frames could be adopted to process the current frame. Hence, from the viewpoint of collecting training data, one effective idea is to use the pixels from the first couple of frames as the training samples.
Based on the specific characteristics of the gesture recognition system, this paper introduces a novel skin segmentation approach integrating region and SVM active learning. The framework consists of two stages: training stage and segmentation stage. In the training stage, first, for the given gesture video, a generic skin colour model is applied to the first several frames, which obtains the initial skin areas. Afterwards, a binary classifier based on SVM active learning is trained using obtained initial skin areas as the training set. In the segmentation stage, the SVM classifier is incorporated with the region information to produce the final segmentation results. Fig. 1 displays the basic architecture of the proposed work. Fig.1 The basic architecture of the proposed work.
We summarize the contributions of our work below. 1. Using region information. Most traditional skin segmentation is based only on pixels. In contrast to the individual pixel, region information can reduce the noise and illumination variation. Our experiments demonstrate the combination of region and SVM can improve the segmentation results.
2. Applying the SVM active learning to skin segmentation. As analyzed before, in gesture recognition system, skin segmentation does not need a large-scale training set. Thus, SVM is very suitable due to its outstanding capability in dealing with classification with small sample size. Also, active learning is used to select the most informative training subset for SVM, which leads to the fast convergence and better performance.
The rest of this paper is organized as follows. In Section 2, we report the proposed work. In Section 3, we show the experimental results on the ECHO database. Additionally, the comprehensive comparisons of our methods with other traditional methods are provided. Finally, conclusions are drawn in Section 4.
The proposed approach

The generic skin model
In our work, the target of adopting the generic skin model is to collect some training data for SVM classifier. The generic skin model is implemented by defining a fixed skin colour range in one colour-space. Here, like [1] , we represent the skin pixels in the RGB space as follows:
SVM active learning for skin segmentation
SVMs are invented by Vapnik [8] . Concerning SVM in a binary classification setting, given linear separable training set } ,...., , {
2 n x x x 1 with their labels
, the SVM is trained and optimal hyperplane is yielded, which separates the training data by a maximal margin. Specifically, the optimal hyperplane might be found by solving an optimization issue: 
Here
The optimal hyperplane divides the data points into two sides. Points lying on one side are labelled 1 , and the other points are marked 1 . When a new example is inputted for classification, a label (1 or -1) is issued by its position to the hyperplane that is:
For the case of data being not linearly separable, the SVM first projects the original data to a higher dimensional space by a Mercer kernel function K , and then linearly separates them. The corresponding nonlinear decision boundary is:
Technically, the kernel functions could be Gaussian RBF kernels, polynomial kernels, and Laplacian RBF kernels. The SVM can be easily to apply to the skin colour segmentation. Given a gesture video, the generic skin model is performed on the first several frames so that the training set containing skin and non-skin data could be obtained. Afterwards, the SVM classifier is constructed using the training set from the previous frames to segment the future frames one by one.
In practice, one problem is the imbalance of the training data. That is, the number of the negative examples (non-skin pixels) is far larger than the number of the positive examples (skin pixels). Fig. 2 
displays
Proceedings of the 7th International Conference on Automatic Face and Gesture Recognition (FGR'06) the fact. The left picture is the original image, and the right one is the segmented results. In the right image, the points labelled by green colour are the skin pixels and other points mean the non-skin pixels. The imbalance of training examples may make the learning less reliable. Moreover, it results in long learning time. A feasible way to reduce the limitation is to use active learning. Active learning is named in contrast to the traditional passive learning. Most machine learning approaches belong to passive learning because they are usually based on the entire training set or randomly selected data [11] . In contrast, active learning tries to find the most informative data to train the classifier. Its goal is to achieve better performance and faster convergence with less training examples. Lately, active learning has been successfully introduced to document classification [10] , image retrieval [11] , and text classification [12] . Whereas, to our best knowledge, very little work has been done in the skin segmentation field. Fig. 2 The imbalance of the training examples.
The key idea of active learning is to extract the most informative samples from all available training data. As for our application, we attempt to find the small but informative subset of negative examples with a similar size to the training set of positive examples. According to the principle of maximally reducing the SVM version space [11, 12] , the importance of one instance point depends on its distance to the dividing hyperplane. The instances closer to the SVM hyperplane generally give the larger influence to the learning so that they are more informative than other instances. This motivates us to design a similarity-based sampling strategy to select more informative negative examples for our specific application.
Let F be the training set. F and F are positive (skin pixel) and negative example (non-skin pixel) set, Classify every current frame into skin and nonskin pixels by the trained SVM.
Combination of SVM active learning and region information
Although the performance of SVM active learning is outstanding, it cannot produce perfect skin segmentation results due to noise and illumination variation. However, region information is considerably robust to noise and illumination variation. Hence, in order to solve this problem, this paper incorporates region information to further refine the segmentation result. First, the JESG algorithm [9] is adopted to parse the Proceedings of the 7th International Conference on Automatic Face and Gesture Recognition (FGR'06) frame into regions. Then, if the majority of points of one region belong to skin pixels, the whole region is declared as the skin area. To be exact, one region i R satisfying ) (
is decided as skin area. Here, ) ( i R NS denotes the number of the skin pixels in the region i R , ) ( i R NT refers to the number of pixels in i R , and is an empirically defined constant.
Experimental results
We tested the proposed work with 8 gesture video sequences from the ECHO* database. They were captured with different signers and under different lighting conditions. Almost every video sequence is over 15 minutes long. To quantitatively evaluate our work, we randomly picked 240 frames from 8 video sequences, then two students were invited to manually segment skin pixels to construct the ground truth. All algorithms in the experiments were implemented by Matlab, and the classifiers were trained using accumulated three frames. As in [5] , three metrics, correct detection rate ( CDR ), false detection rate ( FDR ), and overall classification rate ( CR ) were employed to measure the performance of the techniques. They are described as follows [5] N is the number of skin pixels detected by the ground truth.
Three aspects of experiments were constructed to evaluate the proposed algorithm. In Section 3.1, we test the performance of active learning. In Section 3.2, we examine the capability of combining region information. Finally, comparisons with some traditional skin segmentation techniques are reported in Section 3.3.
Performance test of the active learning
To verify this performance of SVM active learning, we compared the SVM classifiers with and without * ECHO is a sign language database in Europe. It is available on http://www.let.ru.nl/sign-lang/echo/.
active learning using our test data. Fig. 3 shows one set of sample results. The first, second and third image display the original frame, the SVM without active learning, and SVM with active learning, respectively. Table 1 lists the statistical results including the precision and training time. As can be seen from the experimental results, the SVM active learning is superior in both accuracy and computational complexity. It can enhance the overall accuracy almost by 6%, and decrease average training time by 114 seconds.
Evaluation of combining region information
This experiment is to evaluate the segmentation results with and without region information. Fig. 4 displays some sample results, and Table 2 lists the statistical precision comparisons. In Fig. 4 , the first column shows the original frames, the second column shows the segmentation results without region information, and the third column shows the results with region information. Clearly, the algorithm with region information is better, which can reduce the noise and refine the segmentation results. Incorporation of region information enhanced the overall accuracy by 9%.
Comparisons with traditional skin segmentation techniques
To demonstrate the effectiveness of the proposed work, we compared with two existing skin segmentation algorithms, generic skin model [1, 13] and Gaussian model [3] [4] [5] . The Gaussian models [5] can be described as follows. They employed the Bayesian decision rule
to classify the skin and non-skin pixels. Here, ) | ( skin c p and ) | ( nonskin c p refer to the probability density function (pdf) of skin and non-skin colour, respectively. is a threshold. The colour pdf could be modelled as a single Gaussian:
where is the mean vector, is the covariance matrix, and k is the number of the mixture components, respectively. In [5] , Phung proposed two strategies: only modeling skin pixels as Gaussian (called one-Gaussian in this paper) and modeling both skin and non-skin pixels as Gaussian (called two-Gaussian in this paper). In this experiment, we implemented these two strategies. Notice we used Gaussian mixture to model pdfs. Fig. 5 Proceedings of the 7th International Conference on Automatic Face and Gesture Recognition (FGR'06) shows some results. The segmentation results by generic model, one-Gaussian, two-Gaussian, and the proposed approach are displayed in the first, second, third, and fourth column, respectively. Table 3 lists the statistical accuracy comparisons. As we can see from the comparison results, the proposed model has the highest overall accuracy with the second lowest false detection rate. Although the two-Gaussian model has the best correct detection rate, its false detection rate is worst.
Conclusions
In this paper, an adaptive skin segmentation algorithm for gesture recognition system has been proposed. A binary SVM classifier was trained using the training data automatically collected from the first several video frames. More importantly, the active learning and region segmentation were combined to further improve the performance. One important advantage of the proposed work is it is easy to implement and does not need human labour to construct the training set. In addition, it may be efficiently incorporated in a gesture recognition system or other human body related applications with minor revision. A set of comprehensive experiments tested on real-world sign language videos demonstrated the proposed work is promising. 
