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This research assumes lidar as a reference dataset against which in-ﬂight camera system calibration and
validation can be performed. The methodology utilises a robust least squares surface matching algorithm
to align a dense network of photogrammetric points to the lidar reference surface, allowing for the
automatic extraction of so-called lidar control points (LCPs). Adjustment of the photogrammetric data
is then repeated using the extracted LCPs in a self-calibrating bundle adjustment with additional
parameters. This methodology was tested using two different photogrammetric datasets, a Microsoft
UltraCamX large format camera and an Applanix DSS322 medium format camera. Systematic sensitivity
testing explored the inﬂuence of the number and weighting of LCPs. For both camera blocks it was found
that when the number of control points increase, the accuracy improves regardless of point weighting.
The calibration results were compared with those obtained using ground control points, with good
agreement found between the two.
 2014 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier
B.V. Open access under CC BY license.1. Introduction
The last decade witnessed the start of a new era for airborne
photogrammetric camera systems, with various digital sensors
introduced as equivalent replacements for existing analogue cam-
eras. Amongst other advantages, these new digital camera systems
have provided a simpliﬁed and cost-effective photogrammetric
workﬂow (Petrie and Walker, 2007). Despite the considerable
advantages afforded by modern large format cameras, smaller
and more ﬂexible cameras suited to cost effective mapping of lim-
ited spatial areas are also desirable (Grenzdörffer, 2010). The new
breed of digital photogrammetric sensor systems can therefore be
categorised as large format (including line and frame cameras) and
medium to small format cameras (Heipke et al., 2006).
Before any imagery can be used for high precision measurement
purposes in photogrammetry, there is a need to determine the geo-
metric model of the sensing system used to capture it. This is
described by the parameters of interior orientation, such as princi-
pal distance, principal point coordinates and lens distortion coefﬁ-
cients, that are determined via the process of camera calibration
(Sandau, 2009). Camera calibration is usually initially conductedby the manufacturer, where the camera’s interior orientation
parameters are provided to the user in a calibration report. Under
in-ﬂight conditions however, camera parameters may change rela-
tive to the situation in the laboratory (Honkavaara et al., 2006;
Jacobsen, 2007). Therefore, in-ﬂight camera calibration parameters
can be determined simultaneously using real datasets and accurate
ground control points (GCPs) set in a permanent test ﬁeld
(Honkavaara, 2003). Since large format digital aerial cameras are
speciﬁcally designed as robust metric cameras optimised for map-
ping purposes, in the vast majority of applications laboratory cali-
bration by the manufacturer can be used with conﬁdence (Habib
et al., 2010), although in-ﬂight validation is advisable. Lower cost
cameras, however, are increasingly used in photogrammetric activ-
ities, perhaps for projects involving limited ground coverage or in
conjunction with lidar systems. The calibration of such camera sys-
tems, and the stability of the calibration parameters in-ﬂight, is
considered a prerequisite (Habib et al., 2006).
Due to their complementary characteristics, the integration of
photogrammetry with lidar can potentially reduce overall costs
and improve accuracy in many mapping applications (Liu et al.,
2007). Lidar provides direct and highly accurate 3D elevation infor-
mation, which is both accurate and spatially dense (Postolov et al.,
1999). Moreover, continued improvements in the accuracy of lidar
systems have enabled the use of such data as a source of photo-
grammetric control (Habib et al., 2005). The usual methodology
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common reference features, establishing a mathematical relation-
ship with the corresponding model and undertaking a similarity
assessment (Habib et al., 2005). Current registration methods are
mainly based on the identiﬁcation and extraction of common spa-
tial features, such as points, lines and planar patches. This is fol-
lowed by determining the parameters of the transformation
required to align the two datasets, usually based on a 3D conformal
transformation (Armenakis et al., 2013).
Reference targets from the lidar surface are usually extracted
using classiﬁcation and segmentation techniques (Wang and
Tseng, 2011). Shin et al. (2007) identiﬁed and used straight lines,
extracted either by intersecting two planes or through direct man-
ual observation, as conjugate features in the registration process.
Other methods have used planes as common features (Brenner
et al., 2008). Surface-to-surface registration is also possible by
interpolating both datasets into regular or irregular surfaces, with
registration accomplished by minimising either the vertical or
Euclidean distances between the two (Akca, 2007). The quality of
registration is highly dependent on the process adopted, which
can be classiﬁed as manual, semi-automatic or automatic
(Rönnholm, 2011).
In many cases, registration is achieved by adapting the photo-
grammetric adjustment process to enable the introduction of the
extracted feature type. Jaw (1999) and Jaw and Wu (2006), for
example, extended the photogrammetric model by establishing a
new relationship with planar surfaces. Habib et al. (2005) directly
incorporated linear features as a source of control in the photo-
grammetric bundle adjustment. However, a large number of linear
features with good spatial distribution are needed to achieve
equivalent accuracy to conventional control point patterns in the
photogrammetric block (Mitishita et al., 2008). For large photo-
grammetric blocks, signiﬁcant numbers of well distributed linear
reference targets may not be readily available.
Since a bundle adjustment is classically a point-based observa-
tion process, a number of different methods have been developed
to extract point-based reference control from lidar data for subse-
quent use in aerial triangulation. Kwak et al. (2006) and Mitishita
et al. (2008), for example, used centroids of rectangular building
roofs as a single control point in the aerial triangulation process.
Habib et al. (2005), Liu et al. (2007) and Yastikli and Toth (2007)
all used manual extraction of control points from lidar point
clouds, whilst James et al. (2006) used high resolution shaded lidar
DEMs to manually extract reference control points for use in estab-
lishing a photogrammetric model. Deriving point-based control
from lidar is, however, hindered by the difﬁculty in ﬁnding the cor-
responding point in the lidar dataset (Baltsavias, 1999).
The research presented herein describes the development of a
methodology to integrate airborne photogrammetric and lidar data
with the aim of validating and/or reﬁning camera calibration
parameters. The methodology, presented in Section 2, is assessed
using both large format and medium format imagery, with results
summarised in Sections 3 and 4 respectively. Discussion leads to
the conclusions drawn in Section 5.Fig. 1. Main steps of the research methodology.2. Methodology
2.1. Overview
The camera calibration approach implemented, as preliminarily
described in (Gneeniss et al., 2013), is based on the automatic
registration of a dense network of photogrammetric points and a
reference lidar digital terrain model (DTM), the extraction of
corresponding point features and their use in a subsequent
self-calibrating bundle adjustment. The main advantages of themethodology are as follows: Firstly, no dedicated calibration test
ﬁeld, or even ground control, is necessary. Secondly, all photo-
grammetric tie points are measured using commercial off-the-
shelf software (BAE Systems SOCET Set in this research) using an
automatic image matching technique, providing point measure-
ment precision up to 0.1 pixel (Alamús and Kornus, 2008). Thirdly,
any residual shifts, rotations or scale errors in the photogrammet-
ric point clouds, caused for example by changes in camera param-
eters or errors in the GNSS/IMU data, will be (at least partly)
recovered by the surface matching registration procedure.
Fourthly, the surface matching procedure is based on the global
3D surface matching approach between the photogrammetric
block and the reference lidar surface. This provides an optimised
alignment to the lidar surface and the 3D coordinates of each tie
point can subsequently be used, thereby providing an advantage
over other methods that adopt only vertical coordinates, e.g. Jaw
(1999), Jaw and Wu (2006). Finally, all extracted features are in
point form, meaning data can be directly introduced into a bundle
adjustment using any existing triangulation software, in this case
Leibniz Universität Hannover’s BLUH software (Jacobsen, 2008).
The general workﬂow of the research methodology is illustrated
in Fig. 1. The main steps comprise: (a) a combined adjustment of
the GNSS/IMU data together with image coordinates, but without
any GCPs (known as an integrated sensor orientation (ISO) process
(Jacobsen, 2004)), to determine the initial coordinates of the pho-
togrammetric point cloud; (b) the registration of the photogram-
metric point cloud to the reference lidar surface using the least
squares surface matching method; (c) the automatic extraction of
reference lidar control points (LCPs); (d) the reﬁnement of camera
calibration parameters using the derived LCPs and the GNSS/IMU
data in a full aerial triangulation. The whole procedure is per-
formed in a semi-automated manner using an algorithm developed
to bridge between BLUH and the surface matching algorithm.2.2. Photogrammetric point cloud and lidar data processing
The methodology begins with automatic dense tie point mea-
surement of the photogrammetric block. This step was performed
using BAE Systems SocetSet 5.4.1. Automatic image measurement
provides higher measurement precision than manual observation,
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the smaller B/H ratio characteristic of digital cameras over their
analogue counterparts (Alamús and Kornus, 2008). It also increases
point density in order to provide a strong surface description for
subsequently achieving improved surface matching results. ISO
was then performed using the BLUH software. The precision
assigned to coordinates of GNSS camera projection centres was
10 cm in X, Y and Z (Sandau, 2009). Due to the large number of
tie points used in the adjustment, blunder detection and elimina-
tion was performed by BLUH in two steps: ﬁrstly, using data
snooping where blunders are eliminated by examining the point
residuals during the approximate image orientation calculations;
secondly, using robust estimators in the ﬁrst run of the bundle
block adjustment before introducing self-calibration additional
parameters in the second run if necessary. The weight of any defec-
tive observations will change in each iteration until they cease to
inﬂuence the adjustment (Jacobsen, 1998).
To achieve optimum accuracy in the bundle adjustment, self-
calibration with additional parameters should be used (Jacobsen,
2008). The initial ISO process can also be computed with additional
parameters incorporated into the bundle adjustment to allow
potential improvement of the subsequent registration results. In
this case the additional parameters adopted are a standard BLUH
12 set, designed to model physically justiﬁed effects (parameter
1 for angular afﬁnity, parameter 2 for afﬁnity, parameters 3–6 for
general deformation, parameters 7–8 for tangential distortion,
parameters 9–11 for radial symmetric distortion, and parameter
12 for general distortion). These parameters can be introduced into
the bundle adjustment even without control points and are statis-
tically tested and reduced by the BLUH software, with any insignif-
icant parameters being automatically eliminated from the solution
(Jacobsen, 2008).
The lidar data used in this research consists of two datasets of
ten and seven strips respectively. The data pre-processing, includ-
ing the strip adjustment, was conducted by the data provider and
the absolute height accuracy was further assessed using the avail-
able photogrammetric ground control points (available for the
UltraCamX dataset only). Relative accuracy between lidar strips
was also assessed. In this research, post-processing was performed
through the ﬁltering and classiﬁcation of the lidar data to produce
the reference DTM ﬁle needed for surface matching registration.
This process was performed using TerraScan software (Terrasolid,
Version 013.008) in which point cloud data were separated into
ground, building and tree classes. To reduce the data size, the
ground class was cleaned and thinned. A keypoints class was
extracted from the ground class and used to produce the reference
DTM.
In order to ensure the photogrammetric data represented only
the ground surface, tie points were ﬁltered to remove all points
located over buildings and woodland. Leaving these points in the
surface matching process would cause the surface matching align-
ment to deteriorate by introducing anomalous regions with associ-
ated large residuals. Other features, such as vineyards, could not be
removed as they comprised large regions within the test site.
Accordingly, they were retained to avoid any discontinuity in the
photogrammetric surface description. Therefore, a thematic image
mask for areas exceeding 2.5 m above ground level (a nominal ele-
vation for vineyard features), obtained using a normalised digital
surface model (nDSM) (Eq. (1)) that was generated using the lidar
derived DTM and digital surface model (DSM), was used to only
omit points located over buildings and woodland.
nDSM ¼ DSM DTM ð1Þ
This approach was implemented through software developed in
Matlab (version R2012a) to perform the automatic extraction of
reliable LCPs. The Matlab code performs both pre-match andpost-match tasks. In the pre-match task, the ground coordinates
of the photogrammetric points computed by the BLUH software
are ﬁltered using the thematic image mask (Eq. (1)) and points
determined to be located over buildings or woodland areas are
automatically removed. Points are then sorted, indexed and saved
into two separate ﬁles, ﬁrst in X, Y and Z format for the surface
matching algorithm, and then ID, X, Y and Z as the reference point
list ﬁle.
2.3. Registration method
Registration of the photogrammetric point cloud to the lidar
reference DTM was performed using in-house, robust surface
matching software LS3D (Miller et al., 2008). Initially this software
was developed to assess coastal change (Mills et al., 2005). It was
later improved by introducing automatic down-weighting of outli-
ers using iteratively re-weighted least squares (Miller et al., 2008)
and has since been further reﬁned through development and util-
isation in a diverse range of scientiﬁc applications e.g. (Kunz et al.,
2012). The basic algorithm minimises vertical or Euclidean dis-
tances using a point-to-surface approach to obtain the seven
parameters of a 3D conformal transformation, which includes
translations and rotations in and around the X, Y, Z axes and a uni-
form scale change. This approach was considered appropriate in
this scenario as, fundamentally, the transformation is applied to
provide absolute orientation for the image block and the 3D con-
formal transformation is a standard procedure in photogrammetry
and surveying for relating one 3D coordinate system to another
(Wolf and Ghilani, 1997). The transformation is expressed in
matrix form in Eq. (2).
XL
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2
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2
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3
75 ð2Þ
where XL, YL, and ZL are the ﬁnal transformed coordinates of the reg-
istered photogrammetric data in the lidar reference frame. TX, TY,
and T are the translation vectors between the origin of the reference
lidar DTM and the photogrammetric point data. XP, YP, and ZP are
the coordinates of the unregistered photogrammetric data. S is
the scale factor; R (x, u, j) is the 3D orthogonal rotation matrix.
2.4. Control point selection strategy
The developed Matlab software also performs a number of post-
match tasks in order to invoke the methodology. After successful
surface matching, the output ﬁles from the software are read and
re-indexed using the reference point list ﬁle and the algorithm will
start the automated LCP selection procedure. The LCP selection
procedure is designed to perform various assessments to ensure
a high quality of point selection. These assessments involve a dis-
tance test to select points located in the ‘best match’ areas, a pla-
narity test to select only points located over planar surfaces, a
surface gradient test to avoid points located on steep surfaces,
and a reliability test to ensure that the selected points have enough
redundancy for blunder detection. Finally, the spatial distribution
of the selected points across the photogrammetric block is also
assessed. Each of the aforementioned tests are performed as
follows:
Distance test: points located in the ‘‘best’’ matched areas,
deﬁned as those with the smallest residuals, are initially selected.
Since the accuracy of the reference GCPs was 2 cm (Cramer,
2010), a threshold of ±2 cm was set as a maximum residual Euclid-
ian distance.
Plane test: from the points initially selected on the basis of the
Euclidean distance threshold, to further minimise the potential
Fig. 2. Selected sub-block in Vaihingen/Enz test ﬁeld.
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are retained. These criteria, as for the subsequent slope test, are
based on classical best practice of selecting height control points
in the ﬁeld, ensuring points are located in well deﬁned, ﬂat areas
(Hodgson and Bresnahan, 2004). Since surface roughness is better
described by a DSM than a DTM, planarity was measured by ﬁnd-
ing the best-ﬁt plane of a 3  3 pixel (0.25 m) window from the
DSM surrounding each point. Plane parameters were determined
using the plane equation (Eq. (3)).
Axþ Byþ Czþ D ¼ 0 ð3Þ
A threshold of 3 cm was set as the maximum distance between
every point in the window and the computed best ﬁt plane. This
threshold was selected based on the average of the maximum dis-
tances from the best ﬁt plane using the same 3  3 window
approach for points in 17 manually observed patches located over
asphalt and concrete surfaces believed to be ‘‘ﬂat’’.
Slope test: since errors in the point elevation might be intro-
duced due to the terrain slope (Maling, 1989), the slope test was
introduced to avoid points located on steeply sloping surfaces. A
slope threshold represents the average slope angles for the same
17 ‘‘ﬂat’’ patches used in the plane threshold test. The average
observed angle of 10 from the horizontal was set as a maximum
surface angle.
Reliability test: after applying the aforementioned tests, the pos-
sibility of including blunders still exists. Therefore, reliability test-
ing was introduced to remove any points detected as blunders by
robust estimators during the bundle adjustment. All retained
points must also be observed in at least four images. This condition
was set to avoid any undetected blunders, since in ‘‘two ray points’’
errors in the x direction cannot be readily detected, and in ‘‘three
ray points’’ errors in the x direction may be detected but cannot
be corrected (Jacobsen, 2008).
Conﬁguration test: after all candidate reference LCPs have been
identiﬁed, point distribution is also considered since this plays a
critical role in achieving high accuracy in triangulation (McGlone,
2013). Accordingly, the algorithm was extended to ensure good
point distribution based on the number of LCPs selected. A number
of options were conﬁgured to allow selection of an increasing
number of LCPS in order to assess the impact of this on the overall
accuracy of the triangulation. In the four control point option, the
block is divided into four sub-blocks and the nearest LCP to the
centre of each sub-block is selected. A similar approach is adopted
if nine control points are selected, with the block divided into nine
sub-blocks, and so on. However, for large numbers of points (from
50 to 300) the LCPs will be randomly selected from the control
point lists. Finally, all selected points are saved in a ﬁle format
accepted by BLUH.
2.5. Aerial triangulation with self-calibration
The ﬁnal step is to perform aerial triangulation using a self-cal-
ibrating bundle block adjustment and inclusion of the derived LCPs
alongside the original ISO data. To test the inﬂuence of the number
of LCPs on the block accuracy, different BLUH control point ﬁles
were created for different numbers of LCPs. In addition to the num-
ber of LCPs, tests included assignment of different point weights to
the input LCPs in order to check their inﬂuence on the block accu-
racy and camera self-calibration procedure.
2.6. Validation of methodology
To develop and validate the research methodology, as well as
assess transferability of the approach, two different photogram-
metric image blocks, together with complementary lidar, were
investigated. These were captured using a Microsoft UltraCamXlarge format digital camera and an Applanix DSS322 medium for-
mat camera. Results are presented for each camera type in Sec-
tion 3 and 4 respectively.3. UltraCamX block results and discussion
3.1. Photogrammetric and lidar datasets
Microsoft UltraCamX data was acquired over the Vaihingen/Enz
test ﬁeld in Germany on 11th September 2008 as part of the DGPF
camera evaluation project (Cramer, 2010). The test ﬁeld is located
in a hilly region which includes different types of land cover and
vegetation. It also includes small areas of forest, vineyards and vil-
lages (Fig. 2).
The selected sub-block used herein consisted of four parallel
strips of 40 images acquired at a ﬂying height of 1500 m giving a
ground resolution of 8 cm with 80% fore/aft overlap and 60% side-
lap. Two strips were ﬂown in an east–west direction and two in a
west-east direction giving total ground coverage of approximately
7 km2. The complementary lidar dataset was captured on 21st
August 2008 using a Leica ALS50 laser scanner at a ﬂying height
of approximately 500 m. Ten lidar data strips were captured with
a mean lateral overlap of 30% and a median point density of
7 points/m2. This lidar data was pre-processed and corrected as a
part of the DGPF camera evaluation project (Haala et al., 2010).
Quality assessment of overlapping lidar strips showed that the
standard deviation derived from the median absolute differences,
rMAD was 2.9 cm (Haala et al., 2010). The vertical accuracy was
assessed in TerraScan using 81 available control points and the
RMSE was found to be 2.5 cm for the entire test area.
The photogrammetric tie points were measured using the Auto-
matic Point Matching (APM) procedure in the Multi-Sensor Trian-
gulation (MST) module of SocetSet. The ISO process was performed
using BLUH software using the GNSS/IMU data and MST observed
tie points. For evaluation purposes, ISO adjustments were per-
formed both with and without self-calibration enabled. The num-
ber of tie points totalled 15,707, resulting in 315,232
observations in the photogrammetric adjustment. The maximum
number of observations in any one image was 5943 and the mini-
mum number was 1753 at the edges of the block. This number of
points provided a point density of approximately one point every
12 m.
Table 1
Transformation parameters and quality statistics determined by surface matching for
the UltraCamX block.
Transformation
parameters
Surface matching results
ISO, no
self-calibration
r ISO, with
self-calibration
r
Tx (m) 0.039 0.009 0.008 0.009
Ty (m) 0.175 0.007 0.178 0.007
Tz (m) 0.196 0.004 0.153 0.004
x () 0.00414 0.0006 0.00448 0.0006
u () 0.00074 0.0001 0.00103 0.0001
j () 0.00857 0.0001 0.00637 0.0001
Scale 1.00021 0.0 1.00020 0.0
Mean v (m) 0.214 0.216
RMSE v (m) 0.578 0.580
r v (m) 0.100 0.098
Fig. 4. Surface matching point residuals for the UltraCamX block.
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coordinates was as follows: RMSEx = ± 0.019 m, RMSEy = ± 0.022 m,
RMSEz = ± 0.008 m and r0 was 0.67 lm.
3.2. Results of lidar and photogrammetric data registration
Surface matching was performed with the lidar DTM treated as
a ﬁxed reference surface, while the photogrammetric point cloud
was treated as a ﬂoating surface to be transformed. All point coor-
dinates were in the UTM32, ETRS89 reference system. The seven
transformation parameters of a 3D conformal transformation were
determined and used to align the two datasets. The precision and
accuracy of the transformation were estimated from the residuals.
Fig. 3 shows the registered photogrammetric tie points, whilst
Table 1 shows the ﬁnal transformation parameters and residual
(v) statistics for the surface matching results.
As expected, since the UltraCamX is a large format metric cam-
era system which showed relatively small systematic errors
(Jacobsen et al., 2010), the surface matching was successful from
the ﬁrst run. Therefore, introducing self-calibration into the bundle
adjustment had a limited inﬂuence on the surface matching
results, as reﬂected by the small changes in the transformation
parameters. Fig. 4 shows the point surface matching residuals after
the ﬁnal iteration for the photogrammetric points calculated with
self-calibration. It is clear that the majority of points show a good
correspondence with the lidar reference surface. Some areas have
relatively large residuals due to undetected errors for points with
low redundancy and also artefacts such as vineyards which are
not represented in the lidar DTM and were not omitted from the
photogrammetric data due to their height being below the 2.5 m
threshold of the thematic image mask. Moreover, the three-week
difference in date of capture between the datasets may have con-
tributed some minor differences in vegetation growth etc. Despite
these minor errors, surface matching was regarded as successful
and LCP extraction was performed based on the methodology
described in Section 2.4.
3.3. Results of aerial triangulation using LCPs
After surface registration and the selection of reference LCPs,
aerial triangulation was performed. Since the quality of the derivedFig. 3. Registered photogrammetric point cloud data.LCPs is highly dependent on the surface matching results, tests
included investigation into the inﬂuence of the number and weight
of the LCPs on the resulting block accuracy. Aerial triangulation
solutions were computed using increasing numbers of well distrib-
uted LCPs (from 9 to 250). Since the exact accuracy of the lidar-
derived reference points are not precisely known, sensitivity tests
were performed using values which were assumed to be represen-
tative. These are based on the known absolute accuracy of the lidar
data (2 cm, as previously stated), and the likely deterioration in
accuracy of points extracted over differing land cover types. Thus,
input weights ranging from 2 to 15 cm in both horizontal and ver-
tical components were assigned. To assess the aerial triangulation
accuracy, 100 LCPs were randomly selected from across the block,
and were omitted from use in the adjustment and used as check
points (CPs).
As expected, the accuracy of the resulting aerial triangulation
was lowest when a small number of LCPs was used with 10 cm
and 15 cm point weighting. The block accuracy improved when
the input weighting was tightened up or when the number of LCPs
was increased. Fig. 5–7 show the RMSE values at the CPs for the
three Cartesian components (easting, northing and height). It can
be seen that all lines converge at approximately 80 LCPs, the RMSE
of the aerial triangulation stabilising at approximately 2 cm (c. 0.25
pixel) in plan components beyond this number, regardless of
weighting. The height component also converges at c. 80 LCPs,
although in this case some further improvement in RMSE is evident
with increasing number of LCPs.
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one with the existing ground control points and another using
lidar derived control points. Although the IMU data was available,
only GNSS-coordinates were used in the block adjustment using
the BLUH software. The calibration parameters used in these
experiments were BLUH 12 standard parameters, parameter 13
which corresponding to the reﬁned camera focal length andFig. 5. Easting RMSE calculated using 100 CPs in the UltracamX block.
Fig. 6. Northing RMSE calculated using 100 CPs in the UltraCamX block.
Fig. 7. Height RMSE calculated using 100 CPs in the UltraCamX block.
Table 2
Reﬁned camera parameters and RMSE calculated at 17 ICPs in the UltraCamX block.
No. of points f (mm) (100.500 mm) r (mm) Corrections to principal point coo
x0 (0.144 mm) r (mm) y0 (0
4 GCP 100.493 0.003 0.016 0.001 0.0
21 GCP 100.495 0.001 0.015 0.001 0.0
80 LCP 100.493 0.001 0.017 0.001 0.0
150 LCP 100.495 0.001 0.016 0.001 0.0
250 LCP 100.497 0.002 0.017 0.002 0.0
Nominal 100.500 – 0.000 – 0.0
 Denotes nominal calibration values.parameters 14 and 15 for shifts in the principal point location.
Due to the availability of 21 ﬁeld-surveyed GCPs along with
GNSS/IMU data in the test area, an independent combined block
adjustment with self-calibration was performed. This self-calibra-
tion result was used as an independent benchmark to validate the
calibration results obtained using differing numbers of derived
LCPs and GNSS camera coordinates. The input weight for refer-
ence GCPs was set to 2 cm. At 80 LCPs the input weight appeared
to have less inﬂuence in the adjustment, as shown in Figs. 5–7,
therefore, the input weight for LCPs was set to 15 cm. Finally,
the input weight for the GNSS data was set to 10 cm. The left-
hand side of Table 2 shows the results of camera parameters
determined using four and then 21 GCPs, followed by increasing
numbers of LCPs (no GCPs). In addition the nominal (camera cal-
ibration certiﬁcate) parameters are also given. The right-hand
side of Table 2 shows subsequent combined (ISO plus GCP) bun-
dle block results using four GCPs, run for each set of correspond-
ing derived camera parameters. All the derived parameters were
signiﬁcant using the student test, except for the y0 correction
using 250 LCPs, where the changes were insigniﬁcant. Block accu-
racy for each adjustment was assessed using the remaining 17
ground surveyed points as independent check points (ICPs) with
the resultant RMSE in the three Cartesian components (easting,
northing and height) shown in Table 2. The results showed that
the planimetric RMSE remained stable in all tests. However, pri-
marily due to changes in the reﬁned camera focal length, the
height RMSE improved with increasing number of LCPs, the best
results being obtained with the camera calibration parameters
determined using the maximum number of 250 LCPs. In this
instance, the RMSE in height halved over that determined using
the 21 ﬁeld-surveyed GCP solution. Moreover, comparison with
the results achieved for the adjustment using the nominal
(camera calibration certiﬁcate) parameters indicates that using
the largest number of LCPs in self-calibration actually validates
the nominal calibration values, the reﬁned camera focal length
remaining virtually unchanged from the nominal value.
The introduction of BLUH 12 additional parameters compen-
sated for the remaining systematic errors in the image space. The
root mean square error of the effect of additional parameters was
2.5 lm in X and 3.5 lm in Y. The comparison of the residuals rep-
resented by root mean square errors at GCPs and GNSS camera
coordinates (Table 3) computed using the maximum number of
GCPs and LCPs, showed accuracies in the range of one pixel and
below.
These results demonstrated the high quality of the UltracamX
images. Moreover, the validation results presented in Table 5 are
close to the results obtained using a similar number of control
points by Jacobsen et al. (2010) as part of the DGPF project intro-
duced by Cramer (2010), despite the smaller number of images
(only 40 images were used) and different block layout (no cross
strips).rdinates Validation of reﬁned camera parameters (AT with 4 GCPs
and 17 ICPs)
.000 mm) r (mm) RMSEx RMSEy RMSEz
04 0.001 0.107 0.052 0.099
04 0.001 0.107 0.052 0.085
03 0.001 0.107 0.052 0.059
04 0.001 0.107 0.052 0.052
00 – 0.109 0.053 0.043
00  0.108 0.052 0.043
Table 3
Errors at ground and Lidar control points and GNSS camera coordinates.
No. of points r0 (lm) Residuals at control points (m) Residuals at GNSS camera coordinates (m)
RMSEx RMSEy RMSEz RMSEx RMSEy RMSEz
21 GCP 5.43 0.072 0.062 0.046 0.061 0.040 0.019
250 LCP 13.57 0.096 0.059 0.074 0.077 0.033 0.057
Table 4
Transformation parameters determined by surface matching for the DSS322 block.
Transformation
parameters
Surface matching results
ISO, no
self-calibration
r ISO, with
self-calibration
r
Tx (m) 2.511 0.421 0.382 0.074
Ty (m) 18.332 0.391 0.284 0.053
Tz (m) 1.226 0.082 7.144 0.025
x () 2.43325 0.061 0.06973 0.008
u () 0.30478 0.028 0.01002 0.004
j () 0.73172 0.016 0.07830 0.002
Scale – – 1.00099 0.000
Mean v (m) 0.935 0.177
RMSE v (m) 6.123 1.313
r v (m) 4.123 0.556
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4.1. Photogrammetric and lidar datasets
The second dataset was acquired on 23rd July 2007 in the
vicinity of Haltwhistle, a town located between Newcastle upon
Tyne and Carlisle in northern England. This data was captured forTable 5
Reﬁned camera parameters and corresponding r using 300 LCPs.
Corre
f (mm) r (mm) x0 (
Nominal camera parameters 40.923 0.009 0.000
300 LCPs without GNSS data 41.916 0.046 0.018
 Denotes nominal calibration values.
Fig. 8. Selected sub-block inpurposes of monitoring slope stability in order to assess landslide
hazards. A sub-set of this dataset was selected which extends
approximately 1.5 km in both the east–west and north–south
direction (Fig. 8).
The imagery was captured using an Applanix DSS322 digital
camera system, with an image array providing a medium format
image size of 5436 pixels across and 4092 pixels along the ﬂight
line with 9 lm resolution. The camera was helicopter mounted
and ﬂown at a height of approximately 400 m, resulting in ground
coverage of approximately 193 m  256 m per image frame and a
ground resolution of c. 5 cm. This aerial survey was conducted
for the purposes of monitoring slope stability over a portion of
the local road and railway network (Miller et al., 2012). Conse-
quently, the block has an irregular structure and highly variable
fore/aft image overlap which ranges from 80% to 100%. The images
are near-vertical and total 70, arranged in seven strips, as shown in
Fig. 9.
The lidar dataset was captured simultaneously to the DSS322
imagery using an Optech ALTM 2050 laser scanner. The data was
recorded at a pulse repetition rate of 50 kHz resulting in a point
density of up to 15 points/m2. Lidar data was captured at 400 m
ﬂying height, with absolute vertical accuracy of approximately
10 cm and the relative accuracy was 4.4 cm. Detailed assessmentctions to principal point coordinates
0.010 mm) r (mm) y0 (0.096 mm) r (mm)
0.0036 0.000 0.0036
0.0090 0.020 0.0080
Haltwhistle study area.
Fig. 9. Irregular structure and image overlap of the DSS322 block.
Fig. 10. Lidar reference DTM for the DSS322 block.
Fig. 11. Surface matching point residuals (no self-calibration) for the DSS322 block.
Fig. 12. Surface matching point residuals (with self-calibration) for the DSS322
block.
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(2007).
Lidar data was processed as described in Section 2.2. However,
due to the limited height variation in the east–west direction of the
test area, buildings were added to the reference DTM to introduce
further surface gradients in a variety of directions, as is necessary
for surface matching. Fig. 10 shows the reference lidar DTM with
added building models.
MST was again used to obtain a dense network of photogram-
metric tie points using a new tie point pattern ﬁle. The maximum
number of points per image in this block was 824 and the mini-
mum number of points was 172. The total number of tie points
was 4155, resulting in 70,258 observations. This number of points
provided a point density of approximately one point every 12 m.
ISO with GNSS/IMU data and tie points was then performed using
the BLUH software. After the ﬁnal iteration, the RMSE of differ-
ences at the GNSS coordinates was as follows: RMSEx = ± 0.728 m,
RMSEy = ± 0.459 m, RMSEz = ± 0.642 m and sigma0 was 51 lm.Fig. 13. Automatically selected 50 LCPs.4.2. Results of lidar and photogrammetric data registration
The photogrammetric point cloud was treated as the ﬂoating
surface to be registered with the lidar reference DTM, with all coor-
dinates processed on the United Kingdom national grid system,
OSGB36. The ﬁrst surface matching run was performed using the
photogrammetric point clouds obtained without self-calibration.
Following the ﬁrst run, surface matching failed due to the large
distortions inherent in the aerial imagery. Another trial was per-
formed with a ﬁxed scale parameter, and whilst this converged
to a solution, it can be seen from Table 4 that the surface matchingresults were unsatisfactory. After introducing self-calibration
parameters into the ISO block adjustment, the surface matching
was repeated using the improved photogrammetric point cloud
which led to a more successful alignment.
Figs. 11 and 12 show the point surface matching residuals for
surface matching results with and without self-calibration. It is
clear that the ﬁrst run without self-calibration that the results
were not satisfactory due to the lower photogrammetric point
quality. On the second run, where BLUH 12 additional parameters
were introduced, point quality was greatly improved and therefore
Fig. 14. Easting RMSE calculated using 50 CPs with self-calibration in the DSS322
block.
Fig. 15. Northing RMSE calculated using 50 CPs with self-calibration in the DSS322.
Fig. 16. Height RMSE calculated using 50 CPs with self-calibration in the DSS322
block.
Table 6
Effect of focal length reﬁnement on camera station height relative to GNSS height.
Mean
difference (m)
Min
difference (m)
Max
difference (m)
Before calibration 6.797 6.004 7.652
After calibration 0.200 0.422 0.110
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have relatively large residuals due to undetected errors.
Moreover, the surface matching results after self-calibration are
indicative of an improvement in the planimetric accuracy of pointsFig. 17. Poor image quality dgenerated by the ISO process. This is reﬂected in the relatively
small values of the horizontal translations parameters Tx and Ty.
However, the large shift in Tz from the surface matching indicates
the presence of uncompensated errors, either in the camera focal
length, erroneous heights of the GNSS data, or changes in the
image scale. The in-ﬂight GNSS data represent accurate coordi-
nates of the perspective centres of the camera positions at the time
of image acquisition and the surface matching results showed no
signiﬁcant change in scale between the photogrammetric point
cloud data and lidar reference DTM surface. This leads to the
assumption that the camera focal length used in the adjustment
does not match the true value of in-ﬂight focal length. Reﬁnement
of the camera focal length can, however, be achieved through aerial
triangulation with self-calibration using LCPs.4.3. Results of aerial triangulation using LCPs
After the successful surface matching and registration between
the photogrammetric and lidar data, reference LCPs were extracted
using the predeﬁned selection criteria as described in Section 2.4.
Different numbers of LCPs, ranging from 9 to 300 points, were
arranged in separate control point ﬁles to allow the testing of dif-
ferent conﬁguration of input LCPs in aerial triangulation. Fig. 13
shows a sample of 50 randomly selected LCPs. Weights were varied
from 2 cm to 10 cm. To assess the block accuracy post-triangula-
tion, 50 LCPs were selected to be used as check points (CPs).
Figs. 14–16 show the results of using different sets of LCPs and dif-
ferent point weights in aerial triangulation with self-calibration.
Even though the test block was not originally ﬂown with the
intention of camera calibration purposes (the imagery was pro-
vided in support of lidar acquisition), the extracted LCPs were used
to reﬁne the camera focal length. Since the absolute accuracy of the
GNSS measurements was in the order of ±10 cm and the vertical
accuracy of lidar data was a similar magnitude, it is intuitive that
the correct value for the camera focal length determined using
the LCPs must lead to similar exterior orientations of the camera
stations. In the absence of independently surveyed GCPs, GNSS
data for 70 camera station heights were therefore used as a bench-
mark to assess the use of LCPs in reﬁning camera focal length
through self-calibration.ue to camera vibration.
Fig. 18. Camera stations heights determined before and after focal length reﬁnement.
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showed a systematic shift and mean vertical difference in the
camera station heights relative to the GNSS heights of 6.8 m. Intro-
ducing the focal length and principal point parameters into the
aerial triangulation adjustment using 300 LCPs resulted in reﬁne-
ment of the camera focal length and principal point coordinates.
Note that Table 5 shows results for parameters which were
deemed to be signiﬁcant in the bundle adjustment. The RMSE at
the input LCPs was 0.93 m in X, 0.10 m in Y and 0.17 m in Z.
Although the height variation in the test area was 75 meters which
corresponds to 19% of the ﬂying height (400 m), the layout of the
block was not purely designed for camera calibration and distor-
tions found in some images (Fig. 17) resulted in a higher r0
(22 lm) and lower accuracy of the reﬁned camera parameters, as
shown in Table 5. Nevertheless, as consequence to the reﬁnement
of camera parameters, the resultant mean vertical difference in the
exterior orientation between the aerial triangulation results and
the reference GNSS measurements reduced to only 0.20 m, as
shown in Table 6 and Fig. 18. It therefore seems apparent that in
the case of a medium format camera system such as the DSS322,
cross-calibration against simultaneously collected lidar data pro-
vides improved interior orientation parameters for the camera
in-ﬂight.5. Conclusions
A novel method has been proposed to cross-calibrate aerial dig-
ital cameras via the use of complementary lidar data. LCPs are
derived through the automatic registration of a photogrammetric
point cloud with a reference lidar surface using least squares sur-
face matching. This approach allows a dense network of reference
control points to be extracted that can be utilised in a self-calibrat-
ing bundle adjustment. Whilst the concept of in-ﬂight camera cal-
ibration is not new, the methodology presented here demonstrates
a novel means of integrating an external source of control in the
bundle adjustment. This approach provides an efﬁcient, robust
and cost-effective alternative for in-ﬂight camera calibration. LCP
extraction is performed in an automated manner and overcomes
the limitations of feature-based control extraction approaches
(Baltsavias, 1999). There is no requirement for ﬁeld-based survey
of GCPs, and the surface matching process provides an automated
and robust means of assigning high quality absolute coordinates to
the 3D LCPs in a single step process. The facility to introduce a large
number of LCPs into the bundle adjustment offers further redun-
dancy and ﬂexibility for parameter reﬁnement. The developed
methodology also removes the requirement for a permanent,
maintained calibration ﬁeld on the ground. Moreover, the method-
ology is ﬂexible, and the opportunity exists to introduce other
types of reference 3D surfaces (essentially any DSM derived fromany source) provided that it is of sufﬁciently higher accuracy and
adequate surface gradients are available.
The approach has been validated using two different camera
systems, the Microsoft UltraCamX large format camera and the
Applanix DSS322 medium format camera. The superiority of large
format digital cameras in terms of quality and stability provided
good registration results even without self-calibration. Use of the
BLUH 12 additional parameters appears to have limited inﬂuence
on the quality of the surface matching to the lidar, the data being
generated from the UltraCamX being of comparable quality with
that of the lidar. However, it has been demonstrated that by using
self-calibration with a large number of LCPs, results comparable
with those obtained using GCPs are feasible. This enables in-ﬂight
camera validation of factory calibration in areas where establishing
a new calibration test ﬁeld is either not possible or impractical.
The results for the DSS322 medium format digital aerial camera
showed great dependency on the use of BLUH 12 additional param-
eters in order to improve the tie point quality and, in turn, the sur-
face matching results between the reference lidar surface and the
photogrammetric point clouds. This dependency is related to fea-
tures of the camera design, the use of the medium format camera
resulting in much larger image distortions than the large format
camera. Therefore, the use of self-calibration was mandatory in
the process to eliminate these errors and improve surface match-
ing quality. After the successful surface matching, the derived ref-
erence points are used to reﬁne the camera parameters through
self-calibrating bundle adjustment. Here, the superior quality of
the lidar data over that derived photogrammetrically, combined
with instabilities in the camera design etc., make in-ﬂight camera
calibration using the proposed method practicable. Adopting the
proposed approach therefore increases the value of imagery cap-
tured from small and medium format cameras in situations where
data is captured (a) simultaneously with lidar, or (b) independently
where a high quality reference lidar (or DSM from another source)
dataset exists in the ﬂight path. The approach therefore renders the
need to establish and maintain expensive calibration test ﬁelds
redundant, and potentially offers massive new application poten-
tial for small and medium format digital camera systems provided
a reference lidar surface of substantiated quality is available.Acknowledgements
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