1. Summary. Let F(x) be the continuous distribution function of a random variable X, and Fn(x) be the empirical distribution function of a random sample Xi, • • • , Xn, taken on X. Using the method of Birnbaum and Tingey [3] we derive exact probability distribution functions for the random variables sup {F(x)-Fn(x)}/{1-F(x)}, ( 3. Exact probability distributions of random variables of §1.
where " í'-°= S K(e,j,n), €>0and 6tssttcÄiAai 0<e/(l+€)=á6, and where k=[n{(l+e)b -e}], and K(e, j, n) is defined as K(e,j,n) = (n)(i-i_L_rv_i_+_i_r_i_ \j ) \ n(l + e) 1 + J \n(l + e) 1 + 6/ 1 + < and for j = n, K(e, j, n) is defined as its limit for j-^n, that is equal to e/(l+*>. distribution functions of renyi type statistics 1161
i-k+l and where k = [nb], and L(e, j, n) is defined aŝ
andforj = n, L(e,j, n) is defined as its limit for j-rn, that is as equal to e.
Remark on Theorem 2. It is interesting to note here that Theorem 2 can also be written as 
Corollary
to Theorem 2.
where M'(t, a, n) is given by the expression for M(e, b, n) after replacing b by l-o in it.
[December (3.5) follows from (3.3) exactly the same way as (3.2) does from (3.1).
Similarly, as a corollary to (3.4), we have
and this is just another way of writing (3.5), where k= [n(l-a)], z = e/(l -e), 0<e<l, and the relation of (3.6) to (3.2) is the same as that of (3.4) to (3.1).
A REMARK ON THE LIMITING FORMS OF ABOVE THEOREMS. In his fundamental paper [5] , A. Rényi obtained, among many others, the following result:
that is the limiting form of (3.2) with e = y(n)~112.
Evidently, the following statement is also true:
where $(•) is as given in (3.7), and this is the limiting form of (3.1) with e=yra-1/2.
Using the Glivenko-Cantelli theorem :
V n-*co \-«<a:< + co / J it can be very easily shown that the fixed intervals: a¿F(x) and F(x) ¿b of (3.7) and (3.8) can be replaced by the random intervals: a¿ Fn(x) and Fn(x) ¿b under their indicated "sup"'s respectively and the same limit theorems hold. This implies that the limiting forms of (3.6) and (3.4), with z=yn~112, are also given by (3.7) and (3.8) respectively. But (3.6) is just another way of writing (3.5) and the same is true about (3.4) in relation to (3.3) . Thus the limiting form of (3.5) is also given by (3.7) and that of (3.3) by (3.8) with e=y»-1'* in both of them. as equal to 1 -22*-o L(e,j, n), 0<e<l and k= [nb] . That M(e, b, n) of (3.3) is also equal to 22"=*+i 2^(e, j, n) follows from n (3.18) £ £(e>.7> ») = 1 for all integer n > 0, y=o which can be verified by applying Lemma 3 again the way we did when proving (3.16), or it can be seen immediately from (3.4) and (3.16 ). This completes the proof of Theorem 2. 
+ €
The first equality of (3.19) can be verified exactly the same way as Theorem 1 and the second equality follows from (3.16) and from the definition of K(e,j, n) for j = n.
As a corollary to Theorem 3 we also have that proved by Daniels [4] .
The first equality of (3.21) is verified exactly the same way as Theorem 2 while the second one follows from (3.18) and definition of L(e, j, ») for j = w.
Theorem 4 can also be written as
where 2 = e/(l -e), 0<e<l, and it is only proper that this form is equivalent to (3.19) for none of the results depend on « and we have already remarked that the fixed interval : F(x) < 1 can be replaced by the random one: Fn(x) <1 under respective "sup"'s in the limit as «-»oo and the same statements must hold. So in this case they cannot but be equal for finite » too, both of the results being independent of «.
As corollaries to Theorem 4 we also have while I deal with
in (3.2). The method of proof is also not the same.
There is an overlap between [7] and this paper. Theorem 1 of both papers deals with the exact distribution of the same random variable. However, their respective conclusions appear to be somewhat different. I believe the normalizing factor
is missing from formula (11) of Ishii's paper [7] and with this correction his result is correct. The same is true, mutatis mutandis, regarding his formula (16).
In this light it seems that (3.1) of this paper is a simpler version of Ishii's corrected formula (11). In [5] H. Schaefer asked whether a locally convex algebra having the property that each of its elements is "spectral" (i.e. can be represented as the integral of some measurable function with respect to some spectral measure [is of "scalar type" in the sense of Dunford]) must necessarily be a commutative algebra. This note answers the question only for Banach algebras, but shows that the answer is affirmative under a hypothesis less restrictive than that which Schaefer suggests, and also (via a theorem of Katznelson [3] ) that in fact a Banach algebra satisfying this hypothesis is automatically isomorphic to Q(M), M its maximal ideal space. The result may also be viewed then as a variant of Katznelson's, in which commutativity and semisimplicity are not required a priori.
For simplicity's sake the presence of an identity is assumed in all algebras discussed below, and homomorphisms are assumed to carry identities to identities. The modifications necessary to dispense with these assumptions are straightforward.
Let 21 be a real or a complex Banach algebra. We shall say that an element aE 91 is prescalar under the following circumstances :
(1) If 21 is a real Banach algebra, we require that the spectrum of a (as defined for real Banach algebras via complexification-see [4, p. 28] ) be real, and that there be a homomorphism ha:eR(<r(a))-»21 (where as usual QR(ff(a)) is the sup-norm algebra of continuous real-
