Model-independent searches in particle physics aim at completing our knowledge of the universe by looking for new possible particles not predicted by the current theories. Such particles, referred to as signal, are expected to behave as a deviation from the background, representing the known physics. Information available on the background can be incorporated in the search, in order to identify potential anomalies. From a statistical perspective, the problem is recasted to a peculiar classification one where only partial information is accesible. Therefore a semisupervised approach shall be adopted, either by strenghtening or by relaxing assumptions underlying clustering or classification methods respectively. In this work, following the first route, we semisupervise nonparametric clustering in order to identify a possible signal. The main contribution consists in tuning a nonparametric estimate of the density underlying the experimental data with the aid of the available information on the physical theory. As a side contribution a variable selection procedure is presented. The whole procedure is tested on a dataset mimicking proton-proton collisions performed within a particle accelerator.
Introduction

Framework and motivation
Since the early Seventies, the Standard Model has represented the state of the art in High Energy Physics. It describes how the fundamental particles interact with each others and with the forces between them (electromagnetic, weak and strong nuclear forces), giving rise to the matter in the universe. Within the Standard Model, a pivotal role is played by the the Higgs boson, which imparts mass to some fundamental particles that would otherwise be massless. While its recent empirical confirmation (Atlas Collaboration, 2012a , CMS Collaboration 2012b has represented an essential step to prove consistency of the Standard Model, there are indications that the current dominant theory does itself not complete our understanding of the universe. In fact, it fails to explain some phenomena as gravity, the nature of dark matter, as well as the dark energy, the last one accounting by itself for about the two thirds of the universe.
All those attempts aiming to explain the shortcomings of the Standard Model go under the umbrella of Physics Beyond the Standard Model. Experiments are conducted within large particle accelerators such as, e.g., the LHC at Cern, where particles are made collide and the product of their collision detected. Research in this context is often performed in a model-dependent fashion, trying to confirm some alternative physical conjectures (e.g. the Supersymmetry). In this work we follow, conversely, a model-independent approach, not constrained to any specific physical theory already formulated. Model-independent searches aim at detecting empirically any possible signal which behaves as a deviation from the background process, representing, in turn, the known physics.
The considered problem is naturally recasted to a classification framework, although of a very peculiar nature. While the background process is known and a sample of virtually infinite size can be drawn from it, the signal process is unknown, possibly even missing. Available data have, consequently, two different sources: a first, labelled, sample generated from the background process via Monte Carlo simulations which mimick the results of the collisions and account for the detector measurement uncertainty, and a second, unlabelled experimental sample, assumed to be drawn from an unknown generating mechanism, which surely include observations from the background but might also include observations from the signal. Hence, a semisupervised perspective shall be adopted, to gain knowledge from data for which only partial information is available (Zhu, 2011) . In principle, and depending on the nature of the partial knowledge, semisupervised methods are built either by relaxing assumptions and requirements of supervised methods, or by strenghtening unsupervised structures through the inclusion of the additional information available. We follow the latter route, in a nonparametric guise, as such formulation appears particularly consistent with the physical notion of signal. The usual assumption in high energy physics is that a new particle would manifest itself as a significant peak emerging from the background process, in the distribution of the particle mass reconstructed from the available data. Nonparametric (modal ) clustering, in turn, draws a correspondence between groups and the modal peaks of the density underlying the observed data, since clusters are defined as dense regions of the sample space. Thus, the one-to-one relationship between clusters and modes of the distribution provide a immediate physical meaning to the detected clusters.
Further reasons make this approach to unsupervised learning appropriate in the considered context. First, it relies on a precise statistical notion of cluster, associated to a specific feature of the probability distribution assumed to underlie the data. This entails that the number of clusters is conceptually well-defined and, then, operationally estimable. A fair knowledge of the background process may allow for labelling groups as background itself or, by elimination, as signal. Second, the modal notion of cluster is not linked to any specific cluster shape, and employing a nonparametric approach to estimate the density allows for preserving this freedom operationally. Considering the physical framework where a possible signal is completely unknown, it would be indeed unrealistic to assume a predetermined shape for it. Finally, since clustering is induced by the underlying density function, a partition of the whole sample space is possible. This trait can be exploited to classify observations deriving from new experimental settings and not employed in the estimation phase, as it will be clarified in the next sections.
Within the described framework, the aim of this paper is to introduce a nonparametric global methodology to identify a possible signal arising as a highdensity peak in the estimated distribution underlying a set of unlabelled data. The methodology is designed to integrate, within a nonparametric clustering formulation, the additional information we have about the background labelled process. Two main contributions can be highlighted: the main idea is to tune a nonparametric estimate of the unlabelled data, by selecting the amount of smoothing so that the induced modal partition classifies labelled background data as accurately as possible. Since a signal is expected to emerge as a bump in the background distribution, its identification, unseen in the distribution of the labelled data, would provide evidence of a signal. As a second, side contribution, we propose a variable selection procedure, specifically conceived for this framework, linked to the concept of stability of the distribution underlying the data generating process. This procedure allows us to work in a lower dimensional space, where nonparametric methods provide more accurate estimates and where more interpretable results can be obtained.
In the rest of the paper, we adopt the following notation: X b = {x i } i=1,...,nb , denotes the set of labelled data, supposed to be a sample of i.i.d. realizations from the background distribution f b . Each observation represents a single collision event recordered by a detector within a proton-proton collider. As such, x i = (x i1 , . . . , x ij , . . . , x id ) corresponds to different characteristics of the topology of a collision event (e.g. the number of tracks, the high-transverse momenta of new objects produced by the collision, etc). X bs = {x i } i=1,...,nbs , in turn, has the same structure and denotes the unlabelled set of data, assumed to be drawn from the whole underlying distribution f bs . As far as there exists new undiscovered physics beyond the Standard Model, f bs and f b are different just because of the presence of a signal which features as a new mode of f bs , not detected in f b .
The paper is organized as follows. After providing an overview of the literature inherent to the considered problem (Sec. 1.2), we outline the nonparametric approach to clustering (Sec. 2). Then, we proposed the semisupervised nonparametric methodology for signal detection (Sec. 3), and illustrate its application to a set of physical data (Sec. 4). A discussion concludes the paper (Sec. 5).
Related literature
The peculiarity of the considered problem makes not trivial the inspection of the inherent literature. In fact, the aim of discriminating a possible signal which is expected to have an anomalous behaviour with respect to the known background, may configure itself as an anomaly detection problem (see, e.g. Chandola et al., 2009) . However, in the specific case considered, anomalies lie within the domain of the background data, hence a single signal observation looks as if it could have been produced by the background process. For this reason, anomalies are not to be searched among individual observations, but it is their occurence together as a collection to be considered anomalous, and then possibly indicative of a new unknown particle. Examples of such situation, referred to as collective anomaly detection, are the analysis of electrocardiogram data, data from hacker attacks from remote machines, host-based intrusion detection systems, credit card data including fraudolent transactions. A typical requirement for collective anomaly detection is the presence of time, spatial, or some other kind of relationship between data instances which shall be exploited to identify the anomalous regions; otherwise, clustering or, in general, distance-based methods are exploited.
A specific work that is worth to mention, as it represents, as far as we know, the only contribution which face the considered problem is the one of Vatanen et al. (2012) . Similarly to the current work, it finds its motivation in the domain of High Energy Physics but it considers a clustering-based semisupervised approach relying on parametric assumptions. The authors propose a modification of the Expectation Maximization algorithm (Dempster et al., 1977) to estimate the probability density function f bs , which is specified as follows:
The background density f b is specified as a Gaussian mixture of J components, and estimated via maximum likelihood based on the labelled data X b . Afterward, the mean and the covariance parameters off b are kept fixed, while the weights and parameters of the new possible component f s , indicating a possible signal, are iteratively estimated on the basis of the unlabelled data X bs . A goodness of fit test on f bs then serves to discard not significant components of f s and assures that f bs will be equal to f b in the case where no observations from the signal process are detected.
Nonparametric clustering
Nonparametric or modal clustering delineates a class of methods for grouping data defined on a topological, continuous space, and built on the concept of clusters as "regions of high density separated from other such regions by regions of low density" (Hartigan, 1975, p. 205) . The observed data X = {x i } i=1,...,n , x i ∈ R d are supposed to be a sample from a multidimensional random variable with (unknown) probability density function f . The modes of f are regarded to as the archetypes of the clusters, which are in turn represented by their domains of attraction.
This idea has found a proper formalization in Chacón (2015) . By exploiting some notions from differential topology, the author defines a cluster as the unstable manifold of the negative gradient flow corresponding to the local maxima of f . Intuitively, if f is figured as a mountainous landscape, and modes are its peaks, clusters are the "regions that would be flooded by a fountain emanating from a peak of the mountain range". These notions are illustrated for a bivariate example in Figure 1 . Note that since the groups are induced by the gradient of the underlying density, clustering is not limited to the observed points, but can be extended to any point of the sample space.
Operationally, clustering involves two main choices, which are overviewed in the following. See Menardi (2016) and references therein for further details.
The first choice concerns the operational identification of the modal regions, which may occur according to different paradigms. One strand of methods, searching directly for the modes of f , naturally comply with the previously outlined notion of cluster. Most of the contributions following this direction can be considered as refinements of the mean-shift (Fukunaga and Hostetler, 1975) , an iterative mode-seeking algorithm that, at each step, moves the data points along the steepest ascent path of the gradient, until converging to a mode. Operationally a partition of the data points is obtained by grouping in the same cluster those observation ascending to the same mode of the density; the right panel of Figure 1 provides a simple illustration of this idea. A second strand of methods does not attempt the task of mode detection but associates the clusters to disconnected density level sets of the sample space, as the modes correspond to the innermost points of these sets.
The second choice concerns the estimation of the density function, which determines the high density regions and, hence governs the final clustering. Which specific estimator is employed depends on either conceptual or operational convenience reasons, but the selection falls always within a nonparametric formulation. Disregarding the specific choice adopted, nonparametric estimators depend on some parameters defining the amount of smoothing. Consider, for example, a product kernel estimator, specified as follows:
where K is a symmetric probability density function and h > 0 is the bandwidth which defines the degree of smoothing. How to set this parameter is an issue to be tailored, as it affects both the shape and the number of modes of the estimate: a large h oversmooths the density function thus averaging away features in the highest density regions while a small h undersmooths the density by favouring the appearance of spurious modes. The number of nearest neighbours plays a similar role in k−nearest neighbor estimates. Similarly, the number of summands determines the amount of smoothing in orthogonal series estimators.
Nonparametric semisupervised learning
3.1. On choosing the amount of smoothing Due to the key role played by the density in nonparametric clustering, it makes sense to strenghten the learning process by including the additional information available on the labelled data within the phase of density estimation.
As already mentioned, whatever specific estimator is selected, one of the most critical aspects of nonparametric density estimation relies on the need of tuning some parameters which govern the amount of smoothing and, hence, the modal structure. In the following, we focus on the product kernel estimator (1), but the methodology easily applies to other choices of estimators.
The main idea underlying the proposed procedure is to identify the modal partition of the experimental, unlabelled, data induced by the density estimate which guarantees the most accurate classification of the background labelled observations, whose generating process is assumed to be known.
Specifically, letf b be an estimate of f b , which we may consider to be arbitrarily accurate due to the availability of as many data as required from the background process (see below for a discussion about this aspect). The estimatef b leaves associated a partition P b (X b ) of the background data X b , determined by its modal structure. Then, for a grid of bandwidths h bs varying in a range of plausibile values, the estimatesf bs (·; X bs , h bs ) of the whole process density f bs are obtained, each of them inducing a partition P bs (X bs ) of the unlabelled data X bs , as well as a partition of the sample space, defined by its modal regions. The latter partition allows to determine the cluster membership of X b , i.e. a partition P bs (X b ). The two partitions P b (X b ) and P bs (X b ), induced respectively by the modal structure off b (·; X b , h b ) andf bs (·; X bs , h bs ), can then be compared via the computation of some agreement index I. If high values of I indicate an agreement between P b (X b ) and P bs (X b ), the ultimate partitionP bs (X bs ) of the unlabelled data, chosen among different candidates associated to different bandwidths h bs , will be induced by the estimated densityf bs (·; X bs ,h bs ), with
( 2) This partition is then used to detect the possible presence of a signal in the unlabelled data. The rationale is that mismatching partitions of the same data induced by different densities are the consequence of a not adequate estimatef bs , sincef b is arbitrarily accurate and the background process is dominant with respect to any possible signal. Conversely, an agreement between the partitions induced by the different density estimates is evidence of an accurate estimatef bs . In this framework, adequacy of the estimate concerns with its capability of maintaining the relevant structures of background density.
For an operational description of the procedure see the Pseudo-algorithm 1.
Remarks
The actual implementation of these ideas requires a few operational choices, discussed in the following.
• As a first step the procedure requires the estimate of the background density f b , and therefore the selection of an appropriate smoothing parameter h b . Since the knowledge of the background process leads to the availability of a virtually infinite number of observations from f b , h b is selected by taking advantage of such knowledge. The rationale behind the choice lies on the concept of stability (e.g. Meinshausen and Bühlmann, 2010) , adapted to the context of density estimation: to estimate f b we select the bandwidth h b providing the stablest estimate of the density, for varying samples drawn from the background process.
Operationally, a number of pairs of bootstrap samples X b and X b is drawn from the available labelled data. Alternatively, since an arbitrarily large sample is available from the background, pairs of different subsamples may be drawn from the process. For each pair, the estimatesf b (·; X b , h b ) and f b (·; X b , h b ) are computed for a reasonable range of values of h b , and stability is measured by approximating the integrated squared difference between the pairs of estimates
Then, h b is selected to optimize some location index of the bootstrap distribution of (3). In fact, the larger h b , the smoother are the estimated densities, whose number of modes tend to decrease and eventually drop to one. As a consequence, the associated integrated squared difference drops down to zero, and suggests a stable behaviour, even when the estimate is inaccurate.
For this reason, h b is selected by looking for a "kink" in the plot of the integrated squared difference empirical distributions versus the bandwidth. While heuristic, this way of proceeding is, in fact, coherent with respect to similar issues often emerging in unsupervised learning as, for instance, the choice of the number of clusters in distance-based clustering and the number of components in principal components analysis.
• The procedure to select h bs , in the formulation highlighted in (2), is specifically indicated for multimodal background distributions. Small values of h bs will determine an indentedf bs , not compatible with the clusters of X b . On the other hand, a large h bs will oversmooth f bs and be associated to an unimodal structure, again not reflecting the background clusters. Hence, the agreement index is expected to reach its maximum value when h bs determines a modal structure off bs which is adherent to the clusters of X b identified byf b , both in the presence and in the absence of a signal in X bs . When the background is unimodal, which occurs sometimes, depending on the observed variables, the agreement index will be monotonic with respect to h bs , reaching its maximum value from some h bs on, when f bs is estimated as unimodal disregarding the possible presence of a signal. In fact, the behaviour of I is expected to vary depending on the modal structure of f bs . While in the absence of a signal, I will grows steeply to its maximum value, in the presence of signal, a (multi)modal structure of f bs will persist for a wide range of values of h bs , determining a sort of plateaux in the plot of the Pseudo-algorithm 1 Semisupervised procedure for bandwidth selection Denote with: X b the background sample, X bs the unlabelled sample from the whole process; h b the background bandwidth; h bs the whole process bandwidth (to be determined); h grid , the grid of plausible values for h bs . Let P k (X ) be a partition of data X identified by the modal structure of density f k and I(A, B) an agreement index between partitions A and B
, P bs (X b )) 9: computef bs (·; X bs , h bs ); 10: obtain P bs (X bs );
Output: P bs (X bs ). agreement index with respect to h bs . Then, from some h bs on, the agreement index will grow to its maximum value, which is degenerate since f bs is estimated unimodal as f b is. In such situations, it makes sense to select h bs as the value associated to the maximum, not degenerate I. Note that this idea shares some connections with the stability, mentioned above, and with the concept of persistent homology (Fasy et al., 2014) .
• The agreement index I employed to select h bs may be any external validation index employed to compare different partitions of the same data. Sensible choices are, for instance, the Fowlkes-Mallows coefficient, the Jaccard index, the Adjusted Rand Index (Hennig et al., 2015, Ch. 27 ).
Variable selection procedure
Within a nonparametric framework, the curse of dimensionality is known to have a strong impact on the quality of the estimates. In the context of density estimation, for high dimensional sample spaces, much of the probability mass flows to the tails of the data density, possibly giving rise to the birth of spurious clusters and averaging away features in the highest density regions. Since high dimensional data tend to fall into manifolds of lower dimension, resorting to dimension reduction methods is then often advisable to work on a reduced subspace and improve the accuracy of the estimates. The identification of the reduced subspace, either obtained by variable selection or by producing suitable combinations of the observed variables, is driven by the aim of preserving the relevance and the informativeness of the originally observed variables. However, defining the concepts of relevance and informativeness is not trivial in an unsupervised context, where the lack of available information about a response variable implies a symmetric role of the variables.
In order to guarantee interpretation of the results in terms of the original measured variables, we pursue a variable selection approach. Subject-matter considerations may aid to define the concept of relevance and informativeness, which are then related to the aim of identifying a possible signal whose behaviour departs from the one of the backgraund process. Additionally, dimensionality reduction may be driven (i.e. semisupervised) by taking advantage of the additional knowledge available on the backgrounfd process.
In this perspective, we assume a variable to be relevant if its distribution shows a changed behavior in f bs with respect to f b , as this difference shall be only due to the presence of a signal, not seen in background density. This idea is pursued by comparing repeatedly the estimated densitiesf b andf bs on subsets of variables and by eventually selecting those variables that, more often, are responsible for a different behavior of the two marginal distributions.
Among the many possible alternatives, we consider as a comparison method a two sample version of the integrated squared error, extensively used in the nonparametric framework to assess the quality of a density estimate. The statistic, proposed by Anderson et al. (1994) to test the equality of two distributions and shown to be asymptotically normal (Duong et al., 2012) , is the integrated squared difference between a kernel estimate of the two densities under evaluation. In our setting, the test is repeatedly applied on the marginal density kernel estimates of the subset of variables selected, based on the background and the whole process data. Formally, at each step k variables are selected among the d observed ones, the samples X b and X bs reduced coherently to X k b and X k bs , and used to estimate the underlying distribution. Then the statistic
is computed and large values are considered evidence of a departure of f bs from f b , ascribable to a different behaviour of the selected k variables. For those variables a counter is then updated to account for such evidence. At the end of the procedure, the counter will give an indication about the relative relevance of each single variable. If d < d variables show evidence of a remarkable relevance with respect to the other ones, these are selected and the associated reduced samples S b and S bs , of size n b × d and n bs × d respectively, are then intended to be used in place of X b and X bs within the main methodology illustrated in the previous section.
For an operational description of the procedure see Pseudo-algorithm 2.
Remarks
The procedure described so far, albeit in principle sensible, requires a few choices to be discussed.
• In order to perform the test based on (4) under the null hypothesis of equal distributions, the kernel estimates of both the processes are built on the basis of the same bandwidth h. While, one more time, one has to deal with the problem of selecting such bandwidth, at this phase of the procedure any sensible bandwidth selector can be employed, as the main aim is not to obtain an accurate density estimate but just a fair comparison between the two distributions.
• While selecting at each step k = 1 variables would guarantee to count for the relevance of the only variables possibly responsible for a different behaviour in the two process under consideration, the choice of working with a subset of k > 1 variables is due to the will of keeping relations among variables while working on a reduced space. It might occur, indeed, that a signal not emerging in the univariate behaviour of the observed variables would, in fact, manifest in their joint distribution. The choice of k is subjective and it can be motivated both by theoretical considerations on the degradation of the estimates and by computational reasons.
• Operationally, the subset of k variable is considered as possibly relevant if the test based on the (4) results in a low p-value. A possibile argument is that, using a test at each step of the procedure, the multiple testing problem could require the use of corrections. Although we are fully aware of this issue, we believe that the procedure follow to a certain extent heuristic principles having only the aim to give a general indication of a subset of relevant variables. For this reason we prefer to not use such corrections.
Pseudo-algorithm 2 Semisupervised variable selection procedure Denote with: M the number of iterations of the procedure and k the number of variables selected at each iteration; X b and X bs the background and the unlabelled sample from the whole process, respectively having dimensions n b ×d and n bs ×d; X k b and X k bs the corresponding samples on the k-dimensional selected subset; f b (X ) andf bs (X ) the background and whole process densities estimated using the data X . Finally count is a d-dimensional vector, initialized to 0, giving an indication about the relevance of each variable. With count k are indicated the elements of count indexed by the k variables selected at that iteration.
Input
Output: k * , a vector of length d with d < d, indexing the set of variables considered to be relevant.
• The proposed procedure to select the relevant variables implicitly assumes that the unlabelled data exhibit, in fact, the presence of a signal. When this is not the case, the relevance counter is likely not to vary that much across the variables, thus not showing evidence of some variables more informative than others. This gives a first, rough, answer to the research question on whether the signal is present or not.
Application
To illustrate the proposed methodology, we consider its application to a Monte-Carlo physical process simulated at a parton level according to the configuration of the ATLAS detector, within the LHC at CERN. Each observation corresponds to a single collision event and the associated variables describe the kinematics of the decaying results of the collisions. Variables are classified into 22 low-level features, representing basic measurements made by the particle detector, as well as the result of standard algorithms for reconstructing the nature of the collision, namely the leading lepton momenta, the missing transverse momentum magni-tude and angle, the momenta of the first four more energetic jets, the b-tagging information for each jet. Additionally, 5 high-level variables are considered, which combine the low-level information to approximate the invariant masses of the intermediate particles. Since a few of the considered variables are highly discretized, they have been removed from the analysis to allow for a proper application of kernel methods. Hence, the final data count d = 23 variables. The signal is simulated as a new particle of unknown mass which decays to a top quark pair production tt. The known background is in turn a Standard Model top pair production, identical in its final state to the signal but distinct in the kinematic characteristics because of the lack of an intermediate resonance.
Refer to Baldi et al. (2016) for a detailed description of the data and their characteristics.
From the original data set including several millions of collision events of both the background and the signal processes, two samples X b and X bs have been drawn, including n b = 20000 and, respectively, n bs = 10000 observations. This choice is motivated just to keep the analysis computationally feasible with standard machines, but of course larger samples could be extracted, given the huge amount of data available. In the X bs data set, we have considered a signal proportion amounting to the 30% of the data. Since data are simulated, both X b and X bs are, in fact, labelled. However, to mimick their use in a realistic setting where X bs would represent the experimental, unlabelled, data, labels of X bs have been employed for evaluating the quality of the results only.
In the left panel of Figure 2 , the results of the variable selection procedure are displayed. The test based on (4) has been performed by extracting 1000 subsets of k = 3 variables from the original 23. To compute the test statistic, we adopted the rule of thumb of selecting h as asymptotically optimal for a Normal underlying background density. Two features, numbered as 23 and 7, and corresponding to the combined mass of two bottom quarks with two W bosons, and the transverse momentum of the leading jet show a remarkably different behavior between the background and whole process densities. In the subsequent analyses we have worked with these two variables only. The estimated background density on the reduced set of bivariate data S b results unimodal, as illustrated in the right panel of Figure 2 . The estimate has been obtained by considering the bandwidth h b which guarantees a stable behaviour over the extraction of 100 bootstrap pairs of samples from S b . Since the stability of a kernel estimate naturally increases with the bandwidth, the selected value of h b is associated with the kink in the curve of the integrated square difference values. The stability behaviour, for varying h b , is shown in the middle panel of Figure 2 . Due to the unimodality off b (·; S b ,h b ), the induced partition P b (S b ) is formed by one group only. Figure 3 shows the results of the application of the procedure sketched in the Pseudo-algorithm 1. Nonparametric clustering has been performed by applying the mean-shift algorithm which allows for a natural classification of the background observations not employed to determine the partition. As an agreement index, we have considered the Fowlkes-Mallows index, as it is sensitive to different quality of partitions also in the case where one of the two partitions is formed by one group only (as it is P b (S b ) in our case). The plot of the agreement index versus the bandwidth, illustrated in the left panel of Figure 3 , suggests that small values of h bs determine a low quality in the classification of the background observations, likely due to a complex modality structure off bs not shared by the background density. From some h bs on, the agreement index lifts up to high values, which remain stable for a wide range of h bs . Finally, it grows up to its maximum (degenerate) value, occurring when the density estimate of the whole process gets unimodal as the background is. The selected bandwidthh bs corresponds to the maximum not degenerate value of the agreement index. The associated densityf bs (·, S bs ,h bs ) is barely bimodal, in agreement with the assumption that the signal lie in the background domain (middle and right panels of Figure 3 ). Such density has been then employed to determine the partition of S bs in order to finally identify a possible signal. Such partition is formed by two clusters, whose the largest one represents the background and the smallest the detected signal. Table 1 compares the detected partition with the true labels and shows a satisfying quality of the partition, with a Fowlkes-Mallows index equal to 0.84 and a True positive rate amounting to the 82% of the observed signal.
As a benchmark procedure, we also applied the parametric semisupervised method proposed by Vatanen et al. (2012) . Due to the high dimensionality, data have been preliminarly reduced according to two different routes: first, we followed the authors suggestions and performed principal component analysis. We kept 6 components, to exceed the 50% of explained variance. While in Table  1 we just reported the aggregated background and signal classes, the method finds 12 background clusters and 4 additional components capturing the signal. The overall Fowlkes-Mallows index is equal to 0.77%, which is pretty satisfying but the true positive rate amounts to the 50% only. As a second route to reduce the data dimensionality, we considered the two variables selected according to the proposed nonparametric procedure. Results, reported in Table 1 , are just better than using principal components analysis to reduce data dimensionality, thus showing further evidence about the relevance of the selected variables. However, the final partition is less accurate than the one obtained via the proposed nonparametic methodology. In this setting, 5 Gaussian components have been selected via the Bayesian Information criterion to model the background and 4 components are Table 1 . True classification of background and signal versus: classification obtained with the nonparametric semisupervised procedure applied on the two selected variables, classification obtained with the parametric procedure proposed by Vatanen et al. (2012) applied on the first 6 principal components and classification obtained with the same parametric method applied on the same two variables selected by the nonparametric approach. used to fit the signal. All the analyses has been performed in the R environment (R Core Team, 2018), with the aid of the ks package (Duong, 2018) to perform density estimation and nonparametric clustering based on the mean-shift algorithm.
Final remarks
In this paper we have presented a global semisupervised nonparametric methodology aiming to detect a possible signal, behaving as a deviation from a known background process. In particular the proposed method addresses the issue of identifying anomalies when they appear collectively in regions of the sample space being compatible with the domain of the background. The methodology has shown some promising results in its application on data simulating a physical process arising from proton-proton collisions inside the LHC at CERN. The proposed variable selection procedure exhibits good results, with respect to general alternatives such as principal components, in building a meaningful subspace to work on and the overall results overperform the main competitor.
The results are presented in a full awareness of the rather unrealistic percentage of observations coming from the signal process in our data. Nonetheless we believe that, as far as illustrative, the results give some interesting insights and possible solutions to the problem at hand. Furthermore, in more realistic settings, often some regions of the sample space are completely discarded a priori following some indications given by physical theories; focusing specifically on a subset of the domain implies an automatic increase of the frequence of observations coming from a possible signal.
A potential criticism could consists in the number of subjective choices the procedure requires. Some of these choices are unavoidable and commonly required when working in unsupervised settings. Nonetheless, subjectivity to a certain extent could be driven by subject-matter considerations thus introducing a stronger supervision in the procedure with the aid of the physical knowledge. For instance, while the proposed variable selection procedure does not allow for an authomatic determination of the number of most relevant features, a full knowledge of the underlying physical theory can drive the choice. In the same perspective, the rationale on which the choice of h bs is based on, deserves to be looked at more closely. The general idea, well defined when f b is multimodal, encounters some issues in the unimodal situation. Even if in this work we proposed a practical workaround to those issues, motivated by theoretical justifications, it could be worth to highlight some further practical justifications. Our method could be seen as an exploratory tool useful to gain some insights on the possible presence of a signal in the data. Thus, selecting h bs inducing the highest non-degenerate values for I, allows researcher to have a preliminary look to the more plausible mode arising in f bs and not seen in the background density. In this way, guided by physical knowledge, it is possible to examine further the region of the sample space where the mode is located in order to gain a deeper understanding of the behavior.
Lastly note that, even if the work has been motivated by a particle physics application, the proposed methodology could be easily generalized and used in anomaly detection issues arising in other fields, such as bioinformatics, astrophysics and credit card fraud detection, where anomalies present themselves collectively on the background domain. 
