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Abstract
Let G be a real connected algebraic semi-simple Lie group, and H an
algebraic subgroup of G. Let µ be a probability measure on G, with finite
exponential moment, whose support spans a Zariski-dense subsemigroup of
G. Let X = G/H be the quotient of G by H. We study the Markov chain
on X with transition probability Px = µ∗ δx for x ∈ X. We prove that either
for every x ∈ X, almost every trajectory starting from x is transient or for
every x ∈ X, almost every trajectory starting from x is recurrent. In fact,
this recurrence is uniform over all X, i.e. there exists a compact set C ⊂ X
such that for each point x ∈ X, every trajectory starting in x almost surely
returns to C infinitely often. Furthermore, we give a criterion for recurrence
depending on G, H, and µ.
Re´sume´
Soit G un groupe de Lie alge´brique connexe semi-simple re´el, H un sous-
groupe alge´brique de G, µ une mesure de probabilite´ sur G a` moment expo-
nentiel fini dont le support engendre un sous-semi-groupe Zariski-dense de
G. Soit X = G/H le quotient de G par H. On e´tudie la chaˆıne de Markov
sur X de probabilite´ de transition Px = µ ∗ δx pour x ∈ X. On montre que
soit pour tout x ∈ X, presque toute trajectoire partant de x est transiente,
soit pour tout x ∈ X, presque toute trajectoire partant de x est re´currente.
Cette re´currence est en fait uniforme, c’est-a`-dire que pour tout point x ∈ X,
presque toute trajectoire partant de x revient infiniment souvent dans un
compact C ⊂ X ne de´pendant pas de x. De plus, on donne un crite`re de
re´currence en fonction de G, H, et µ.
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1 Introduction
Un ce´le`bre the´ore`me de Po´lya (1928) dit qu’e´tant donne´s d ≥ 1 un entier et µ
une mesure de probabilite´ sur Rd, a` moment exponentiel fini, centre´e, la marche
ale´atoire correspondante sur Rd est re´currente, si et seulement si d vaut 1 ou 2.
Nous allons de´montrer un re´sultat analogue dans le cas d’une marche ale´atoire sur
certains espaces homoge`nes associe´s a` des groupes de Lie semi-simples.
Soit G un groupe topologique localement compact a` base de´nombrable, H un
sous-groupe ferme´ de G, et X = G/H le quotient de G par H . Soit µ une mesure
de probabilite´ sur G. La marche ale´atoire sur X associe´e a` G et µ est la chaˆıne de
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Markov sur l’espace X de probabilite´ de transition Px = µ ∗ δx pour x ∈X . Notons
B = GN
∗
, et β = µN
∗
la mesure de probabilite´ produit sur B.
De´finition 1.1. On dit que la marche ale´atoire sur X est re´currente en un point
x ∈X s’il existe un compact C de X tel que
β({b ∈ B ∣ ∀n0 ∈ N,∃n ≥ n0 ∶ bn⋯b1x ∈ C}) = 1.
On dit que la marche est transiente en un point x ∈X si pour tout compact C de
X , on a
β({b ∈ B ∣ ∃n0 ∈ N,∀n ≥ n0 ∶ bn⋯b1x ∉ C}) = 1.
On dit que la marche ale´atoire est re´currente (respectivement transiente) sur tout
X si elle l’est en tout point. On dit que la marche ale´atoire sur X est uniforme´ment
re´currente sur tout X s’il existe un compact C de X tel que pour tout x ∈ X
β({b ∈ B ∣ ∀n0 ∈ N,∃n ≥ n0 ∶ bn⋯b1x ∈ C}) = 1.
Remarquons qu’avec ces de´finitions, un point x ∈ X peut eˆtre re´current sans
que presque toute trajectoire revienne dans tout voisinage de x. Par exemple, dans
le cas de l’action sur l’espace projectif de dimension m − 1 d’un sous-groupe de
Schottky Zariski-dense de SL(m), engendre´ par deux matrices, l’espace ω-limite
de presque toutes les trajectoires est un compact de Cantor ; tous les points de
l’espace projectif sont re´currents selon notre de´finition.
Dans le cas ou` µ est e´tale´e, c’est-a`-dire absolument continue par rapport a` la
mesure de Haar, il existe des the´ore`mes de dichotomie, i.e. des conditions pour
que les e´tats soient tous re´currents ou tous transients, notamment le the´ore`me
de Hennion et Roynette ([19]), affine´ par Elie dans [11], et dont une preuve plus
courte est fournie par Revuz dans [20]. Ce the´ore`me concerne une classe tre`s large
d’espaces homoge`nes. Cependant, la condition ”µ e´tale´e” est tre`s restrictive. Elle ne
permet par exemple pas de traiter le cas de´crit ci-dessus d’une mesure a` support fini
engendrant un semi-groupe discret Zariski-dense dans G. Nous allons donner un
crite`re de re´currence n’utilisant pas cette condition, sur une classe plus restreinte
d’espaces homoge`nes.
Conside´rons pour G un groupe de Lie alge´brique connexe semi-simple re´el, et
pour H un sous-groupe alge´brique de G. Munissons G d’une mesure de probabilite´
µ, dont le support engendre un semi-groupe Γµ Zariski-dense dans G. Mentionnons
tout d’abord les travaux sur la re´currence sur les espaces homoge`nes de Guivarc’h
et Raja ([16] et [17]), de Benoist et Quint ([5], [4], et [3]). Plusieurs proble`mes appa-
raissent. Les trajectoires issues de chaque point ont-elles presque toutes le meˆme
comportement, i.e. la marche est-elle soit re´currente, soit transiente en chaque
point ? Si c’est le cas, a-t-on un the´ore`me de dichotomie, i.e. la marche est-elle soit
re´currente sur tout X , soit transiente sur tout X ? Enfin, quels crite`res permettent,
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selon G, H , et µ, de dire si la marche ale´atoire est transiente ou re´currente sur
tout X ?
Nous allons re´pondre par l’affirmative aux deux premie`res questions, dans le
cadre de´fini plus haut, pour des mesures a` moment exponentiel fini. Cependant,
dans une classe plus ge´ne´rale d’espaces homoge`nes, on peut construire un exemple
ou` la marche est re´currente en certains points, et transiente en d’autres (voir [9]).
Nous donnerons e´galement une condition ne´cessaire et suffisante de re´currence.
Commenc¸ons par une de´finition :
De´finition 1.2. Soit G un groupe de Lie alge´brique connexe semi-simple re´el, soit
µ une mesure de probabilite´ sur G. On dit qu’elle est a` moment exponentiel fini
s’il existe α ∈ R∗+ tel que le moment d’ordre exponentiel α soit fini :
∫
G
∣∣g∣∣α dµ(g) < ∞.
On dit qu’elle est Zariski-dense si son support engendre un sous-semi-groupe Γµ
de G qui est Zariski-dense dans G.
E´nonc¸ons alors le the´ore`me de dichotomie et le crite`re de re´currence.
The´ore´me 1.3. (The´ore`me de dichotomie pour des marches ale´atoires
sur certains espaces homoge`nes) Soit G un groupe de Lie alge´brique connexe
semi-simple re´el, et H un sous-groupe alge´brique de G. Notons X l’espace homo-
ge`ne X = G/H. Soit µ une mesure de probabilite´ sur G a` moment exponentiel
fini, et Zariski-dense. Alors la marche ale´atoire sur X associe´e a` G et µ est soit
uniforme´ment re´currente sur tout X, soit transiente sur tout X.
Ce the´ore`me est en fait un corollaire du the´ore`me 1.4 suivant, qui de´crit les
cas ou` la marche ale´atoire sur X associe´e a` G et µ est re´currente, et ceux ou` elle
est transiente sur tout X . Soit N un sous-groupe unipotent maximal de G, P le
normalisateur de N , A un sous-tore de´ploye´ maximal de P , et a l’alge`bre de Lie
de A. Notons P = G/P la varie´te´ drapeau de G, σ ∶ G×P → a le cocycle d’Iwasawa
(cf. 2.4), et σµ sa moyenne, aussi appele´e le vecteur de Lyapounov de µ.
The´ore´me 1.4. (Crite`re de re´currence pour certains espaces homo-
ge`nes) Avec les hypothe`ses et notations ci-dessus, la marche ale´atoire sur X asso-
cie´e a` G et µ est uniforme´ment re´currente sur tout X si et seulement si H contient
un conjugue´ de A′N , ou` A′ est un sous-groupe de A de codimension au plus 2, dont
l’alge`bre de Lie a′ contient la moyenne σµ du cocycle d’Iwasawa. Sinon, la marche
est transiente sur tout X.
La preuve des the´ore`mes sera donne´e en 6. Remarquons d’abord qu’a` conju-
gaison pre`s, les sous-groupes alge´briques H de G contiennent un sous-groupe co-
compact de la forme A′N ′, avec A′ et N ′ des sous-groupes alge´briques de A et
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N respectivement. Nous commencerons par montrer – c’est l’objet de la propo-
sition 3.1 – que, si N ′ est diffe´rent de N , la marche ale´atoire est ne´cessairement
transiente sur tout X . Cela permettra de se ramener a` des groupes de la forme
A′N , et a` la re´currence ou transience d’un cocycle, le cocycle d’Iwasawa, sur un
espace vectoriel re´el. La de´monstration utilisera des proprie´te´s des ope´rateurs de
transferts de´veloppe´es dans [7], et des arguments classiques de la de´monstration du
the´ore`me de re´currence de Po´lya (voir par exemple [24]). Un the´ore`me de Conze et
Schmidt ([10], [22]), qui donne la re´currence de certains cocycles si leur distribution
asymptotique est normale, permettra ensuite de montrer une condition suffisante
de re´currence, graˆce au the´ore`me central-limite pour le cocycle d’Iwasawa ([13]).
On montrera enfin que la re´currence est uniforme en montrant l’ergodicite´ d’un
syste`me dynamique fibre´, graˆce a` des travaux de Guivarc’h sur l’exactitude ([15]).
2 De´finitions et pre´liminaires
2.1 La de´composition d’Iwasawa
Prenons a` nouveau G un groupe de Lie alge´brique connexe semi-simple re´el. Notons
A un tore de´ploye´ maximal de G, N un sous-groupe unipotent maximal de G,
dont le normalisateur P contient A, et Ae la composante connexe de A contenant
l’identite´. Notons g l’alge`bre de Lie associe´e au groupe G, a celle associe´e au tore
A, et Σ l’ensemble des racines restreintes de g, sous l’action adjointe de a. Notons
Σ+ l’ensemble de racines positives associe´ au choix de A et N , a+ ⊂ a la chambre
de Weyl associe´e a` Σ+. Notons e´galement A+ = expa+ ⊂ A.
De´finition/Proposition 2.1. Il existe une e´criture de G sous la forme
G =KAeN
ou` K est un sous-groupe compact de G, appele´e la de´composition d’Iwasawa de
G. G s’e´crit alors e´galement
G =KA+K,
sa de´composition de Cartan.
On pourra voir [7, ch. 5] pour une preuve de l’existence de ces de´compositions.
La proposition suivante donne une de´composition analogue a` la de´composition
d’Iwasawa pour tout sous-groupe alge´brique H de G.
Proposition 2.2. Soit H un sous-groupe alge´brique de G. Il existe un sous-tore
A′ de A et un sous-groupe alge´brique N ′ de N tels que, a` conjugaison pre`s, A′N ′
soit un sous-groupe cocompact de H.
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Preuve H est un sous-groupe de Lie alge´brique de G ; il a donc une de´composi-
tion de la forme
H =K ′A′′N ′′,
avec K ′ un sous-groupe compact de H , A′′ un tore de´ploye´, et N ′′ un sous-groupe
unipotent maximal normalise´ par A′′. Puisque tous les sous-groupes trigonalisables
maximaux d’un groupe re´ductif sont conjugue´s ([8, Thm 8.2]), A′′N ′′ est conjugue´
a` un sous-groupe de AN . Supposons, pour simplifier, A′′N ′′ ⊂ AN . On a alors
N ′′ ⊂ N . D’apre`s [8, Thm 11.6], tous les tores de´ploye´s maximaux de AN sont
conjugue´s dans AN . A′′ est donc conjugue´ a` un sous-tore A′ de A dans AN ;
comme N est normalise´ par AN , les conjugue´s de N ′′ par des e´le´ments de AN
sont des sous-groupes de N . Il existe donc N ′ ⊂ N tel que A′′N ′′ est conjugue´ a`
A′N ′.
Cette de´composition va permettre de de´finir un cocycle crucial pour l’e´tude des
marches ale´atoires sur l’espace homoge`ne X = G/H .
2.2 Le cocycle d’Iwasawa
Notons P = G/P la varie´te´ drapeau de G, et notons comme auparavant µ une me-
sure de probabilite´ sur G Zariski-dense, a` moment exponentiel fini. Le fait suivant
est duˆ a` Furstenberg ([12]), Guivarc’h, Raugi ([18]), Goldsheid et Margulis ([14]).
Proposition 2.3. Avec les hypothe`ses et notations ci-dessus, il existe sur P une
unique mesure µ-stationnaire, qu’on notera dore´navant ν, appele´e mesure de Furs-
tenberg. Rappelons qu’une mesure ν est dite µ-stationnaire, µ-invariante, ou µ-
harmonique si elle ve´rifie la condition
ν = µ ∗ ν = ∫
G
g∗ν dµ(g).
On peut alors de´finir le cocycle d’Iwasawa, en notant a l’alge`bre de Lie de A :
De´finition 2.4. Le cocycle d’Iwasawa de G est l’application σ ∶ G × P → a telle
que pour tout g ∈ G, et pour tout η ∈ P, en notant k un e´le´ment de K tel que
η = kP , on ait
gk ∈Kexp(σ(g, η))N.
Lemme 2.5. Le cocycle d’Iwasawa est de´fini de manie`re unique, et c’est bien un
cocycle : on a pour tous g, g′ ∈ G, pour tout η ∈ P, l’e´galite´
σ(gg′, η) = σ(g, g′η) + σ(g′, η)
On trouvera une de´monstration du lemme dans [7].
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De´finition 2.6. On note alors σµ la moyenne du cocycle d’Iwasawa :
σµ = ∫
G×P
σ(g, η)dµ(g)dν(η).
On appelle e´galement vecteur de Lyapounov de µ cette quantite´ σµ.
2.3 La fonction de Green
On va fournir dans cette partie une condition suffisante de transience dans un cadre
large. Supposons plus ge´ne´ralement que G est un groupe topologique localement
compact, et X un espace topologique localement compact muni d’une action conti-
nue de G. Soit µ une mesure de probabilite´ bore´lienne sur G. Soit C un compact
de X .
De´finition 2.7. Notons Gnx(C) l’espe´rance du nombre de fois ou` une trajectoire
bn⋯b1x revient dans C jusqu’au temps n :
Gnx(C) = ∫
b∈B
n
∑
k=0
1C(bk⋯b1x)dβ(b).
La fonction de Green en x ∈ X de la marche ale´atoire sur X associe´e a` G et µ est
l’application Gx qui a` un compact C de X associe l’espe´rance Gx(C) du nombre
de retours dans C d’une trajectoire issue de x :
Gx(C) = lim
n→∞G
n
x(C) ∈ [0, ∞].
On peut en de´duire la condition suffisante suivante de transience de la marche
ale´atoire sur X associe´e a` G et µ en un point x ∈X :
Lemme 2.8. Soit x ∈ X. Si pour tout compact C de X, la fonction de Green
Gx(C) est finie, i.e.
lim
n→∞G
n
x(C) < ∞,
alors x est transient.
Preuve Soit x ∈ X tel que pour tout compact C de X , la fonction de Green
Gx(C) soit finie. Soit C un compact de X . Ecrivons la quantite´ Gx(C) :
Gx(C) = ∞∑
k=0
∫
b∈B
1C(bk⋯b1x)dβ(b)
= ∫
b∈B
∞
∑
k=0
1C(bk⋯b1x)dβ(b)
Comme Gx(C) est finie, on en de´duit que pour β-presque tout b ∈ B, la somme∑∞k=0 1C(bk⋯b1x) est finie, et x est bien transient.
3 UNE PREMIE`RE CONDITION SUFFISANTE DE TRANSIENCE 8
3 Une premie`re condition suffisante de transience
On suppose de nouveau que G est un groupe de Lie alge´brique connexe semi-simple
re´el, et que H est un sous-groupe alge´brique de G.
3.1 Un crite`re de transience
La proposition suivante va permettre de simplifier le proble`me, et de se ramener
au cas ou` H contient N .
Proposition 3.1. Si le sous-groupe H de G ne contient pas de conjugue´ de N ,
alors la marche ale´atoire sur X = G/H associe´e a` G et µ est transiente sur tout
X.
Preuve de la proposition 3.1 Raisonnons par l’absurde en supposant que H
ne contient pas N , et que la marche ale´atoire sur X associe´e a` G et µ n’est pas
transiente. Rappelons le the´ore`me de Chevalley sur une repre´sentation du quotient
G/H , dont on pourra trouver une preuve par exemple dans [2, pg 38].
Proposition 3.2. (Chevalley) Soit G un groupe alge´brique re´el et H ⊂ G un sous-
groupe alge´brique de G. Alors il existe une repre´sentation alge´brique de G dans un
R-espace vectoriel V et un point x0 ∈ P(V ) tel que le stabilisateur Stabx0 de x0
est e´gal a` H.
Notons X0 l’ensemble des points de X invariants par un conjugue´ de N . L’en-
semble X0 est soitX tout entier, soit l’ensemble vide. On se rame`ne donc a` montrer
que X0 contient au moins un e´le´ment. Soit (V, ρ) une repre´sentation (re´elle) de G
telle qu’il existe x0 ∈ P(V ) ve´rifiant H = Stabx0 et telle que l’orbite G⋅x0 de x0 sous
l’action de G engendre l’espace vectoriel V , donne´e par la proposition 3.2. On a
alors l’isomorphisme de G-espaces G ⋅x0 ≃X . Notons P(V )N l’ensemble des points
de P(V ) fixe´s par l’action de N . Alors on peut e´crire X0 ≃ G⋅P(V )N∩G⋅x0. Notons
B = G⊗N∗ , et β = µ⊗N∗. Pour b ∈ B, notons bn⋯b1 = pn(b) = pn, et π une valeur
d’adhe´rence de la suite ( ρ(pn)∣∣ρ(pn)∣∣)n≥1. Notons ( ρ(pn)∣∣ρ(pn)∣∣)n∈S la sous-suite de ( ρ(pn)∣∣ρ(pn)∣∣)n≥1
qui converge vers π. On a besoin des deux lemmes suivants, qui sont de´montre´s
dans [6] :
Lemme 3.3. La convergence vers π de la suite ( ρ(pn)∣∣ρ(pn)∣∣)n∈S est uniforme sur les
compacts de P(V ) ∖ P(Kerπ).
Preuve Ecrivons la de´composition de Cartan du groupe G :
G =KAeK.
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Les e´le´ments pn peuvent s’e´crire sous la forme
pn = k1nank2n,
ou` les ki, n sont dansK, et les an sont dans Ae. PuisqueK est compact, on peut sup-
poser, quitte a` prendre une sous-suite de (pn)n∈S, que les suites (kin)n∈S convergent
vers des e´le´ments ki de K. Il existe alors un endomorphisme a ∈ EndV , tel que
lim
n→∞, n∈S
ρ(an)∣∣ρ(an)∣∣ = a
et
ρ(π) = ρ(k1)aρ(k2).
Ainsi, il suffit de montrer que la convergence de (ρ(an))n∈S vers a est uniforme sur
tout compact de P(V )∖P(Kerπ) ; comme A est un tore de´ploye´, il existe une base
orthonorme´e de V dans laquelle les e´le´ments de ρ(A) sont diagonaux, et on a la
convergence uniforme sur tout compact voulue.
Lemme 3.4. Pour β-presque tout b ∈ B, pour toute valeur d’adhe´rence π de la
suite ( ρ(pn)∣∣ρ(pn)∣∣)n≥1, on a P(Imπ) ⊂ G ⋅ P(V )N .
Preuve C’est en fait le [6, Lemme 4.3]. Rappelons qu’on note g l’alge`bre de Lie
associe´e au groupe G, et Σ l’ensemble des racines restreintes de g, sous l’action
adjointe de a. Pour α ∈ Σ, on note gα l’espace radiciel associe´ dans g. Notons Σ+
l’ensemble de racines positives associe´ au choix de A et N , et choisissons Π ⊂ Σ+
un sous-ensemble de racines simples. Notons n = ⊕α∈Σ+gα l’alge`bre de Lie de N , et
a+ ⊂ a la chambre de Weyl associe´e a` Σ+. Choisissons une valeur d’adhe´rence π de
la suite ( ρ(pn)∣∣ρ(pn)∣∣)n≥1, pour un b ∈ B. Pour tout n ∈ N, e´tudions la de´composition de
Cartan de pn :
pn = k1, n expXnk2, n,
avec Xn ∈ a+, et k1, n, k2, n ∈ K. Par compacite´ de K, on peut supposer que les
suites k1, n et k2, n convergent vers des limites k1,∞, k2,∞. On se rame`ne donc a`
l’e´tude de la suite des gn = expXn. Notons V = ⊕χ∈Σ(ρ)Vχ la de´composition de V
en espaces de poids. On peut alors e´crire ρ(gn) = (expχ(Xn))χ∈Σ(ρ) pour n ∈ N.
Notons ( ρ(gn)∣∣ρ(gn)∣∣)n∈S la sous-suite de ( ρ(gn)∣∣ρ(gn)∣∣)n∈N convergeant vers π. Notons alors
Σ′ ⊂ Σ(ρ) l’ensemble de caracte`res de Σ(ρ) tels que
• pour tous χ, χ′ ∈ Σ′, on ait
limsup
n∈S
∣χ(Xn) −χ′(Xn)∣ <∞,
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• pour tous χ ∈ Σ′, χ′ ∉ Σ′, on ait
lim
n∈S
χ(Xn) −χ′(Xn) = +∞.
En passant a` la limite, on obtient l’inclusion
Imπ ⊂ ⊕χ∈Σ′Vχ.
Soient maintenant α ∈ Σ+, et χ ∈ Σ′. Conside´rons l’action de gα sur Vχ. On a
l’inclusion gα ⋅ Vχ ⊂ Vα+χ. Mais, comme α est une racine positive, presque tout
b ∈ B ve´rifie la proprie´te´
lim
n→∞α(Xn) =∞,
par la loi des grands nombres et le the´ore`me de positivite´ du premier exposant de
Lyapounov (voir [7, Thm 9.9]). La racine χ +α ne peut donc pas eˆtre un poids de
V . On en de´duit
gα ⋅ Vχ = {0},
ce qui prouve le re´sultat.
Reprenons la de´monstration de la proposition 3.1. Comme on suppose la marche
ale´atoire non-transiente, on peut choisir x ∈ X tel qu’il existe un compact C0 ⊂ X
tel que la probabilite´ qu’une trajectoire issue de x ne passe qu’un nombre fini de
fois dans C0 soit strictement plus petite que 1, c’est-a`-dire
β({b ∈ B ∣∃n0 ∈ N,∀n ≥ n0 ∶ bn⋯b1x ∉ C0}) < 1.
Choisissons donc b ∈ B tel que la trajectoire issue de x associe´e revienne une
infinite´ de fois dans C0. La suite des (bn⋯b1x)n≥1 a donc une valeur d’adhe´rence,
y ∈ C0 ⊂X ; soit (bn⋯b1x)n∈S une sous-suite extraite convergeant vers y. Extrayons
une sous-suite de ( ρ(pn)∣∣ρ(pn)∣∣)n∈S convergeant vers π, qu’on note ( ρ(pn)∣∣ρ(pn)∣∣)n∈S′. Alors on
obtient
y = lim
n→∞, n∈S′
ρ(pn)(x)∣∣ρ(pn)∣∣ = π(x).
D’apre`s le lemme 3.4, le point y de X ≃ G ⋅x0 est dans G ⋅P(V )N ∩ G ⋅ x0, et donc
X0 est non-vide !
Il suffira donc d’e´tudier les cas ou` H contient un conjugue´ de N .
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3.2 Simplification du proble`me
Dans le cas ou` H contient un conjugue´ de N , le lemme 2.2 fournit un sous-tore
A′ de A tel que, a` conjugaison pre`s, A′N est un sous-groupe cocompact de H .
La re´currence d’une marche ale´atoire sur X associe´e a` G et µ est alors lie´e au
comportement du cocycle d’Iwasawa. Notons a′ l’alge`bre de Lie de A′, et E le
quotient a/a′. Notons
σ ∶ G ×P → E
le cocycle p ○ σ, ou` p ∶ a→ E est la projection canonique. Notons
σµ = p(σµ) = ∫
G×P
σ(g, η)dµ(g)dν(η)
sa moyenne. Notons π la projection canonique π ∶ X → P. On obtient une action
de G sur P ×E via la formule
g ⋅ (η, t) = (g ⋅ η, t + σ(g, η)),
pour tous g ∈ G, η ∈ P, t ∈ E. En notant η0 le point base de P, on obtient que A′N
est inclus dans le stabilisateur de (η0, 0) sous l’action de G, et que l’application
{ G/A′N Ð→ P ×E
g z→ g ⋅ (η0, 0)
est propre. E´tudier la re´currence de la marche ale´atoire induite par une mesure µ
sur G/H revient donc a` e´tudier le cocycle σ sur P. La re´currence et la transience
de la marche ale´atoire sur X associe´e a` G et µ en un point x ∈ X s’e´crivent alors
de la manie`re suivante :
Lemme 3.5. La marche ale´atoire sur X associe´e a` G et µ est re´currente en x ∈ X
si et seulement s’il existe un compact C de E tel que
β({b ∈ B ∣∀n0 ∈ N,∃n ≥ n0 ∶ σ(bn⋯b1, π(x)) ∈ C}) = 1.
Elle est uniforme´ment re´currente sur tout X si et seulement s’il existe un re´el
A > 0 tel que
∀η ∈ P,∀t ∈ E, β({b ∈ B ∣∀n0 ∈ N,∃n ≥ n0 ∶ ∣∣t + σ(bn⋯b1, η)∣∣ ≤ A}) = 1.
Elle est transiente en x ∈X si et seulement si, pour tout compact C de E, on a
β({b ∈ B ∣∃n0 ∈ N,∀n ≥ n0 ∶ σ(bn⋯b1, π(x)) ∉ C}) = 1.
En re´e´crivant le lemme 2.8, on obtient une condition suffisante de transience
de la marche ale´atoire utilisant le cocycle d’Iwasawa :
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Lemme 3.6. Soit x ∈ X. Introduisons alors, pour tout compact de C de E, la
quantite´ Fx(C) :
Fx(C) = ∞∑
k=0
∫
g∈G
1C(σ(g, x))dµ∗k(g)
Si pour tout compact C de E, la fonction de Green modifie´e Fx(C) est finie :
Fx(C) <∞
alors la marche ale´atoire sur X associe´e a` G et µ est transiente en x.
On va donc a` pre´sent s’inte´resser a` la re´currence ou transience du cocycle σ sur
E.
4 Une seconde condition suffisante de transience
On va supposer dans les deux prochaines parties que H s’e´crit sous la forme H =
A′N . Rappelons qu’on note a l’alge`bre de Lie de A, a′ l’alge`bre de Lie de A′, et
E le quotient a/a′. Notons d la dimension de E, EC son complexifie´. Notons enfin
a` nouveau ν l’unique mesure µ-invariante sur P. Conside´rons la projection du
cocycle d’Iwasawa σ ∶ G×P → E. Ce qui suit est dans l’esprit de la de´monstration
du the´ore`me de re´currence de Po´lya propose´e dans [24, §6, 7, 8].
4.1 Ope´rateur de transfert associe´ a` une mesure
Commenc¸ons par une de´finition.
De´finition 4.1. On dit qu’une fonction φ ∶ P → C est γ-Ho¨lderienne pour 0 < γ ≤ 1
si on a
sup
x, x′∈P
∣φ(x) − φ(x′)∣
d(x, x′)γ <∞.
On note Hγ(P) l’ensemble des fonctions γ-Ho¨lderiennes sur P. L’ope´rateur de
transfert associe´ a` θ ∈ E∗
C
est de´fini, pour γ assez petit, et pour ∣R(θ)∣ < ǫ0 par
Pθ { Hγ(P) Ð→ Hγ(P)φ z→ η ↦ ∫g∈G eθ⋅σ(g, η)φ(g ⋅ η)dµ(g) .
Pour θ = 0, on a le re´sultat suivant :
Proposition 4.2. Notons N l’application line´aire
N { Hγ(P) Ð→ C
φ z→ ∫P φ(η)dν(η) .
Alors l’ope´rateur P0 ve´rifie les proprie´te´s suivantes :
4 UNE SECONDE CONDITION SUFFISANTE DE TRANSIENCE 13
• ∣∣P0∣∣ ≤ 1
• P01 = 1
• ∣∣P0 ∣KerN ∣∣ < 1.
Une preuve se trouve dans [7, §10.9]. Cette proposition s’e´tend aux ope´rateurs
Pθ, pour θ dans un voisinage de 0, par le the´ore`me d’analyse fonctionnelle suivant,
dont une preuve est fournie dans [7, §10.16], par exemple.
Proposition 4.3. Il existe un re´el γ > 1, un re´el ǫ > 0, un voisinage ouvert U de
0 dans E∗
C
, des fonctions
Λ { U Ð→ C
θ z→ λθ ,
Φ { U Ð→ Hγ(P)
θ z→ φθ ,
analytiques sur U , et, pour tout θ dans U , une projection
Nθ ∶Hγ(P)→ Cφθ
commutant avec Pθ telles que
• λ0 = 1, φ0 = 1, N0 = N
• ∀θ ∈ U, Pθφθ = λθφθ
• ∀θ ∈ U, ∣λθ − 1∣ ≤ ǫ
• ∀θ ∈ U, ν(φθ) = 1
• Le rayon spectral de l’endomorphisme Pθ ∣KerNθ est infe´rieur a` 1 − ǫ.
On a, d’apre`s [7, §10.17], le de´veloppement suivant de λθ :
Proposition 4.4. La diffe´rentielle de Λ en 0 est σµ, et sa diffe´rentielle seconde
en 0 est Φµ + σµ2 pour une certaine forme biline´aire Φµ de´finie positive sur E∗.
Enfin, le re´sultat suivant sur le rayon spectral des ope´rateurs Piθ est duˆ a`
Guivarc’h et Benoist-Quint, on en trouvera une preuve dans [7] :
Proposition 4.5. Pour tout θ ∈ E∗ ∖ {0}, l’ope´rateur Piθ de Hγ(P) est de rayon
spectral strictement infe´rieur a` 1.
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4.2 Un second crite`re de transience
On peut a` pre´sent montrer la proposition suivante :
Proposition 4.6. Si σµ est non-nulle modulo a′ (i.e. si le cocycle σ est non-centre´)
ou si la dimension d de E est supe´rieure ou e´gale a` 3, alors la marche ale´atoire
sur X associe´e a` G et µ est transiente.
Preuve On va distinguer les deux cas.
Premier cas : σµ ∈ a′ Pour k ∈ N, et η ∈ P, on note µk, η la probabilite´ sur
E image de µ∗k par l’application g ↦ σ(g, η). On fixe un υ > 0 tel que la boule V
de centre 0 et de rayon υ soit incluse dans l’ouvert U donne´ par le the´ore`me 4.3.
Pour montrer que la marche est transiente en tout point, il suffit de montrer que
la quantite´
Fη(C) = ∞∑
k=0
∫
g∈G
1C(σ(g, η))dµ∗k(g) = ∞∑
k=0
µk, η(C)
est finie pour tout η ∈ P et tout compact C de E, d’apre`s le lemme 3.6. Fixons
un tel η et un tel C. On identifie E et Rd. Comme la fonction 1C est a` support
compact et valeurs positives, on peut trouver une fonction φ inte´grable sur Rd
majorant 1C , de transforme´e de Fourier φˆ positive a` support compact . On obtient
les ine´galite´s :
Fη(C) ≤ ∞∑
k=0
∫
E
φ(t)dµk, η(t)
=
∞
∑
k=0
∫
E∗
φˆ(θ)µ̂k, η(θ)dθ.
On peut calculer la transforme´e de Fourier µ̂k, η graˆce aux ope´rateurs de transfert :
µ̂k, η(θ) = ∫
t∈Rd
eiθ⋅t dµk, η(t) = ∫
g∈G
eiθ⋅σ(g, η) dµ∗k(g) = P kiθ1(x).
En divisant l’inte´grale en deux parties, on obtient l’ine´galite´ :
Fη(C) ≤ ∞∑
k=0
∫∣∣θ∣∣≥η φˆ(θ)µ̂k, η(θ)dθ +
∞
∑
k=0
∫∣∣θ∣∣<η φˆ(θ)µ̂k, η(θ)dθ
En utilisant la proposition 4.3, on obtient, outre les fonctions Φ et Λ, deux fonctions
analytiques sur V :
Ψ { V Ð→ Hγ(P)
θ z→ ψθ ∈ KerNθ
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et
a { V Ð→ C
θ z→ a(θ)
ve´rifiant, pour tout θ ∈ V ,
1 = a(θ)φθ +ψθ, (1)
ou` on a note´ 1 la fonction constante e´gale a` 1. On obtient l’e´galite´, pour tout
θ ∈ V ∩E et tout k :
P kiθ1(η) = a(iθ)λkiθφiθ(η) +P kiθψiθ(η).
Notons
I1 =
∞
∑
k=0
∫∣∣θ∣∣≥υ,θ∈E∗ φˆ(θ)µ̂k, η(θ)dθ,
I2 =
∞
∑
k=0
∫∣∣θ∣∣<υ,θ∈E∗ φˆ(θ)P kiθψiθ(η)dθ,
I3 =
∞
∑
k=0
∫∣∣θ∣∣<υ,θ∈E∗ φˆ(θ)a(iθ)λkiθφiθ(η)dθ.
On a
Fη(C) ≤ ∣I1∣ + ∣I2∣ + ∣I3∣
La premie`re somme ∣I1∣ est majore´e par une se´rie ge´ome´trique de raison stric-
tement infe´rieure a` 1 : en effet, d’apre`s la proposition 4.5, le rayon spectral de Piθ
pour tout ∣∣θ∣∣ ≥ v est strictement infe´rieur a` 1, et on a choisi φˆ a` support compact.
Cette premie`re somme est donc finie.
Etudions maintenant ∣I2∣. Comme l’application Ψ est analytique, quitte a` prendre
une boule V ′ plus petite, on peut la supposer borne´e. D’apre`s la proposition 4.3, le
terme P kiθψiθ(η) de´croˆıt exponentiellement quand k augmente, et ce, uniforme´ment
en θ. Comme φˆ est borne´e car a` support compact, on en de´duit que ∣I2∣ est finie.
Conside´rons a` pre´sent ∣I3∣. Les applications a et Φ sont analytiques, et quitte
a` conside´rer une boule V ′ plus petite, on peut supposer qu’elles sont borne´es pour
les normes approprie´es. Comme φˆ est borne´e, il existe une constante A telle que :
∣I3∣ ≤ A∫∣∣θ∣∣<υ
∞
∑
k=0
∣λkiθ∣dθ
≤ A∫∣∣θ∣∣<υ
1
1 − ∣λiθ∣ dθ.
D’apre`s la proposition 4.4, on a le de´veloppement suivant de la quantite´ λiθ, pour
θ ∈ E∗ :
λiθ = 1 + iσµ(θ) − 1
2
(φµ(θ) + σµ2(θ)) + o(∣∣θ∣∣2).
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Par hypothe`se, la moyenne σµ est nulle, et on obtient le de´veloppement de 1− ∣λiθ∣,
pour θ ∈ E∗ :
1 − ∣λiθ∣ = 1
2
φµ(θ) + o(∣∣θ∣∣2).
Comme φµ est une forme quadratique de´finie positive sur E∗, en choisissant υ assez
petit, l’inte´grale ∫∣∣θ∣∣<υ 11−∣λiθ ∣ dθ converge pour d ≥ 3, et donc ∣I3∣ est finie. Ainsi,
Fη(C) est fini, ce qui conclut la preuve de la transience dans le cas σµ ∈ a′.
Second cas : σµ ∉ a′ Cette de´monstration est semblable a` celle du principe
des grandes de´viations, [7, Lemme 8.5]. Pour k ∈ N, et η ∈ P, notons σ˜k(g, η) =
σ(g, η) − kσµ pour tout g ∈ G, et notons cette fois µk, η la mesure image de µ∗k
par l’application g ↦ σ˜k(g, η). Soit C un compact de E, soit η ∈ P, conside´rons la
quantite´ Fη(C) :
Fη(C) = ∞∑
k=0
∫
g∈G
1C(σ(g, η))dµ∗k(g) = ∞∑
k=0
µk, η(C − kσµ). (2)
A nouveau, d’apre`s le lemme 3.6, il suffit de montrer que Fη(C) est finie. Or, on a
l’inclusion, pour tout k ∈ N assez grand, pour un certain M > 0 ne de´pendant que
de C et σµ :
{g ∈ G∣ σ˜k(g, η) ∈ C − kσµ} ⊂ {g ∈ G∣ ∣∣σ˜k(g, η)∣∣ ≥ kM}.
Notons Hk = {g ∈ G∣ ∣∣σ˜k(g, η)∣∣ ≥ kM} l’ensemble de droite. Choisissons un en-
semble fini Θ ⊂ E∗ (forme´ par exemple de 2d formes proportionnelles aux formes
coordonne´es) tel qu’on ait l’inclusion, pour tout k ≥ 1 :
Hk ⊂ ⋃
θ∈Θ
Kθ, k, (3)
en notant Kθ, k :
Kθ, k = {g ∈ G∣ θ(σ˜k(g, η)) ≥ k}.
Calculons la mesure µ∗k(Kθ, k) pour un θ ∈ Θ. L’ine´galite´ de Bienayme´-Tchebychev
donne, pour tout t > 0 :
µ∗k(Kθ, k) = µ∗k({g ∈ G∣ etθ(σ˜k(g, η)) ≥ etk}) ≤ e−tk ∫
G
etθ(σ˜k(g, η)) dµ∗k(g). (4)
Choisissons un voisinage W de 0 dans R ve´rifiant Wθ ⊂ U . L’ine´galite´ (4) s’e´crit
encore, pour t ∈W :
µ∗k(Kθ, k) ≤ e−tke−tkθ(σµ)P ktθ1(η).
En e´crivant la fonction constante 1 selon la de´composition (1), on obtient l’e´galite´ :
P ktθ1(η) = a(tθ)λktθφtθ(η) + P ktθψtθ(η).
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A nouveau, d’apre`s la proposition 4.3, pour t ∈W , ∣∣P ktθψtθ ∣∣ de´croˆıt exponentielle-
ment quand k tend vers l’infini. On en de´duit une majoration de la limite supe´rieure
de la quantite´ log ∣∣P ktθ1(η)∣∣ :
limsup
k→∞
1
k
log ∣∣P ktθ1(η)∣∣ ≤ logλtθ,
ce qui donne la majoration asymptotique suivante de la quantite´ µ∗k(Kθ, k), pour
tout t ∈W :
limsup
k→∞
1
k
logµ∗k(Kθ, k) ≤ logλtθ − t(1 + θ(σµ)).
En t = 0, la fonction τ ∶ t ↦ logλtθ − t(1+ θ(σµ)) prend la valeur 0 et sa de´rive´e est
e´gale a` −1. La fonction τ prend donc des valeurs strictement ne´gatives en un point
t0 ∈W ∩R∗+. On en de´duit que la limite limsupk→∞ 1k logµ∗k(Kθ, k) est strictement
ne´gative. Notons-la lθ, choisissons rθ tel que elθ < rθ < 1. On a alors la relation de
domination :
µ∗k(Kθ, k) = O
k→∞
(rkθ )
L’ine´galite´ (3) devient, pour tout k ∈ N,
µ∗k(Hk) ≤ ∑
θ∈Θ
µ∗k(Kθ, k).
Comme l’ensemble Θ est fini, on en de´duit la domination :
µ∗k(Hk) = O
k→∞
(∑
θ∈Θ
rkθ),
et donc
µk, η(K − kσµ) = O
k→∞
(∑
θ∈Θ
rkθ).
La se´rie de terme ge´ne´ral µk, η(K − kσµ) est donc domine´e par une somme finie de
se´ries ge´ome´triques convergentes. La fonction de Green Fη(C) est donc finie, ce
qui conclut la preuve.
5 Une condition suffisante de re´currence uniforme
Dans cette partie, nous allons montrer une condition suffisante de re´currence uni-
forme dans la proposition 5.7 qui permettra de conclure la preuve des the´ore`mes
1.3 et 1.4.
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5.1 Re´currence presque partout
5.1.1 The´ore`me de Schmidt-Conze
Un the´ore`me de Schmidt, de´montre´ dans [22], qui ame´liore un re´sultat de Conze,
dans [10], va permettre d’obtenir une condition de re´currence du cocycle d’Iwa-
sawa. On se place sur (Z, Z , λ), un espace bore´lien probabilise´, muni d’un auto-
morphisme T ∶ Z → Z pre´servant la mesure, suppose´e ergodique. On choisit un
entier d ≥ 0. On conside`re alors une application bore´lienne f ∶ Z → Rd, et on munit
Rd d’une norme ∣∣ ⋅ ∣∣. On de´finit les sommes de Birkhoff de f , pour z ∈ Z et n ∈ N :
f(n, z) = { ∑n−1k=0 f(T kz) si n ≥ 1
0 si n = 0
.
De´finition 5.1. On dit que f est re´currente en presque tout point de Z si on a :
λ({z ∈ Z ∣ lim inf
n→∞
∣∣f(n, z)∣∣ = 0}) = 1.
On dit que f ve´rifie le the´ore`me central-limite si la suite de variables ale´atoires
Zn =
f(n, ⋅)√
n
converge en loi vers une loi normale, e´ventuellement de´ge´ne´re´e.
E´nonc¸ons a` pre´sent le the´ore`me de Schmidt-Conze :
Proposition 5.2. (Schmidt-Conze) Soit (Z, Z , λ) un espace bore´lien probabilise´,
et T ∶ Z → Z un automorphisme ergodique pre´servant la mesure. Supposons d ≤ 2.
Soit f ∶ Z → Rd une application bore´lienne ve´rifiant le the´ore`me central-limite.
Alors f est re´currente en presque tout point de Z.
5.1.2 Construction d’un syste`me dynamique inversible
Nous allons nous ramener a` la proposition 5.2 pour montrer une condition suffisante
de re´currence presque partout de la marche ale´atoire sur X associe´e a` G et µ.
Notons d la codimension de A′ dans A. On peut alors assimiler l’espace E =
a/a′ a` Rd. Il est naturel de vouloir conside´rer le syste`me dynamique probabilise´(B×P, BP , T, β⊗ν), ou` BP est la tribu bore´lienne de B×P, et ou` T est l’application
pre´servant la mesure β ⊗ ν :
T { B ×P Ð→ B ×P(b, η) z→ (Sb, b1η) ,
en notant
S { B Ð→ B
b = (b1, b2,⋯) z→ Sb = (b2, b3, ⋯)
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le shift sur B. Ce syste`me dynamique est ergodique, puisque la mesure ν est µ-
ergodique. Une construction due a` Furstenberg ([12]) en fournit une extension
inversible. Notons B˜ l’espace B˜ = GZ, β˜ la mesure produit µ⊗Z, et B˜ la tribu bore´-
lienne de B˜. Notons S˜ le shift sur l’espace de Bernoulli bilate`re (B˜, B˜). Rappelons
la construction suivante de Furstenberg :
Lemme 5.3. Pour β˜-presque tout b ∈ B˜, la suite ((b1⋯bn)∗ν)n≥1 de mesures de
probabilite´ sur P a une limite νb. Cette limite est la mesure de Dirac en un point
que l’on notera ξb. On a de plus l’e´galite´
ν = ∫
B˜
νb dβ˜(b). (5)
On en trouvera une de´monstration dans [7]. Pour tout b ∈ B˜, on note b+ la
suite (b1, b2,⋯, bn,⋯), et b− la suite (⋯, b−n,⋯, b−1, b0). Notons νb− = δξb− , pour
β˜-presque tout b ∈ B˜, la mesure de probabilite´ limite sur P suivante :
νb− = lim
n→∞
(b0⋯b−n)∗ν.
En particulier, pour β˜-presque tout b ∈ B˜, on a ξ(Sb)− = b1ξb− . Le lemme suivant se
de´duit directement de ces conside´rations :
Lemme 5.4. L’application
ρ { B˜ Ð→ B ×P
b z→ (b+, ξb−)
est un morphisme de syste`mes dynamiques au sens suivant : on a T ○ ρ = ρ ○ S˜, et
l’image par ρ de la mesure β˜ est β ⊗ ν.
On se rame`ne donc a` l’e´tude du syste`me dynamique (B˜, B˜, S˜, β˜), dont (B ×
P, BP , T, β ⊗ ν) peut eˆtre vu comme un facteur via ρ.
5.1.3 Application du the´ore`me de Schmidt-Conze
Notons f˜ l’application bore´lienne suivante :
f˜ { B˜ Ð→ Rd
b z→ σ(b1, ξb−) .
Puisque σ est un cocycle, on constate imme´diatement la proprie´te´ suivante, e´tant
donne´s b ∈ B˜ et n un entier strictement positif :
f˜(n, b) = n−1∑
k=0
f˜(T k(b, η)) = σ(bn⋯b1, ξb−).
Rappelons le re´sultat suivant duˆ a` Goldsheid et Guivarc’h (voir [13]) qui consti-
tue un the´ore`me central-limite pour le cocycle d’Iwasawa.
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Proposition 5.5. (The´ore`me central-limite pour le cocycle d’Iwasawa) Avec les
hypothe`ses et notations ci-dessus, supposons que la mesure µ ait un moment ex-
ponentiel fini. Alors il existe une loi normale de probabilite´ Nµ sur E telle que
pour toute fonction continue et borne´e ψ sur E on ait la convergence, uniforme en
η ∈ P :
∫
g∈G
ψ(σ(g, η) − nσµ√
n
)dµ∗n(g)ÐÐ→
n→∞
∫
E
ψ dNµ.
Munis de ces re´sultats, nous pouvons de´montrer le lemme suivant :
Lemme 5.6. Si H est de la forme A′N , ou` A′ est un sous-groupe de A de codi-
mension au plus 2, et si l’alge`bre de Lie a′ de A′ contient la moyenne σµ du cocycle
d’Iwasawa, alors pour β ⊗ ν-presque tout (b, η) ∈ B ×P on a
lim inf
n→∞
∣∣σ(bn⋯b1, η)∣∣ = 0.
Preuve On applique le the´ore`me de Schmidt-Conze (proposition 5.2) au syste`me
dynamique (B˜, B˜, S˜, β), muni de l’application f˜ , qui ve´rifie le the´ore`me central-
limite d’apre`s la proposition 5.5, puisque, par hypothe`se, σµ est nulle. On obtient,
pour β˜-presque tout b ∈ B˜ :
lim inf
n→∞
∣∣σ(bn⋯b1, ξb−)∣∣ = 0,
et donc, pour β ⊗ ν-presque tout (b, η) ∈ B ×P :
lim inf
n→∞
∣∣σ(bn⋯b1, η)∣∣ = 0.
5.2 Un crite`re de re´currence uniforme
Le lemme 5.6 ne suffit pas encore a` donner la re´currence sur tout X de la marche
ale´atoire sur X associe´e a` G et µ, car il ne donne cette information que pour
ν-presque tout η dans P. Nous allons donc montrer la proposition suivante.
Proposition 5.7. Si H est de la forme A′N , ou` A′ est un sous-groupe de A
de codimension au plus 2, et si l’alge`bre de Lie a′ de A′ contient la moyenne
σµ du cocycle d’Iwasawa, alors la marche ale´atoire sur X associe´e a` G et µ est
uniforme´ment re´currente sur tout X.
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D’apre`s le lemme 3.5, il suffit de montrer que pour tout η ∈ P, pour β-presque
tout b ∈ B, pour tout t ∈ E, on a
lim inf
n→∞
∣∣t + σ(bn⋯b1, η)∣∣ = 0,
c’est a` dire que la suite (σ(bn⋯b1, η))n∈N est dense dans E. Pour ce faire, on
montrera que pour β ⊗ ν-presque tout (b, η) ∈ B × P, la suite (σ(bn⋯b1, η))n≥1
est dense dans Rd (c’est le lemme 5.10) ; on montrera e´galement que pour tous
η, η′ ∈ P, la suite (σ(bn⋯b1, η)−σ(bn⋯b1, η′))n≥1 a une limite finie (c’est le lemme
5.9). L’association de ces deux re´sultats permettra de conclure. Commenc¸ons par
de´finir la projection de Cartan κ sur G.
De´finition 5.8. E´crivons la de´composition de Cartan du groupeG :G =K expa+K.
Pour tout g ∈ G, il existe un unique e´le´ment κ(g) ∈ a+ tel qu’on ait
g ∈K exp(κ(g))K.
L’application κ ∶ g ↦ κ(g) est appele´e la projection de Cartan.
Lemme 5.9. Pour tout η ∈ P, pour β-presque tout b ∈ B, la suite (σ(bn⋯b1, η) −
κ(bn⋯b1))n≥1 a une limite ℓb, η. En particulier, pour tous η, η′ ∈ P, la diffe´rence
σ(bn⋯b1, η) − σ(bn⋯b1, η′) tend vers la limite finie ℓb, η − ℓb, η′ .
Preuve Rappelons le re´sultat suivant (prouve´ dans [7]) : Soit (V, ρ) une repre´sen-
tation irre´ductible de G, de plus haut poids χ. Notons Vχ l’espace de poids associe´
a` χ, et pour η = gP ∈ P, notons Vη le sous-espace Vη = g ⋅ Vχ de V . Alors il existe
une norme euclidienne sur V , note´e ∣∣ ⋅ ∣∣, ve´rifiant, pour tous g ∈ G, η ∈ P, v ∈ Vη :
• χ(κ(g)) = log ∣∣ρ(g)∣∣
• χ(σ(g, η)) = log ∣∣ρ(g)v∣∣∣∣v∣∣ .
Fixons une telle repre´sentation, qu’on choisit de plus proximale. Montrons que la
suite (χ(σ(bn⋯b1, η)−κ(bn⋯b1)))n≥1 a une limite pour β-presque tout b ∈ B, pour
tout η ∈ P. Un lemme classique de Furstenberg (voir par exemple [7, Prop 3.7]) dit
que pour β-presque tout b ∈ B, il existe un hyperplan Wb ⊂ V tel que
• pour toute valeur d’adhe´rence π de la suite (pn = ρ(bn⋯b1)∣∣ρ(bn⋯b1)∣∣)n≥1, on a Kerπ =
Wb,
• pout tout v ∈ V non-nul, on a β({b ∈ B ∣ v ∈Wb}) = 0.
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Soit v ∈ V non-nul, soit b ∈ B tel que v ∉Wb. Alors la quantite´ ∣∣π(v)∣∣, strictement
positive, ne de´pend pas de la valeur d’adhe´rence π de la suite (pn)n≥1 choisie. En
effet, fixons fb une forme line´aire non-nulle sur Rd, de noyau Wb et de norme 1.
Les valeurs d’adhe´rence π de la suite (pn)n≥1 s’e´crivent alors π ∶ v′ ↦ fb(v′)vπ
pour un certain vecteur vπ de norme 1, puisque ces applications sont de rang 1, de
norme 1 et de noyau Wb. La quantite´ ∣∣π(v)∣∣ est donc toujours e´gale a` ∣fb(v)∣. La
suite borne´e (∣∣pn(v)∣∣)n≥1 a une seule valeur d’adhe´rence, elle converge donc. La
suite (log ∣∣ρ(bn⋯b1)v∣∣∣∣v∣∣ − log ∣∣ρ(bn⋯b1)∣∣)n≥1 converge alors. Ceci e´tant vrai pour toute
repre´sentation proximale de G, on a montre´ le lemme.
Lemme 5.10. Soit d ≤ 2. Pour β⊗ν-presque tout (b, η) ∈ B×P, la suite (σ(bn⋯b1, η))n≥1
est dense dans Rd.
La de´monstration du lemme 5.10 occupera la partie suivante. On peut enfin
prouver la proposition 5.7.
Preuve de la proposition 5.7 Choisissons graˆce au lemme 5.10 un η0 ∈ P
tel que pour β-presque tout b ∈ B, la suite (σ(bn⋯b1, η0))n≥1 est dense dans Rd.
Alors, d’apre`s le lemme 5.9, pour β-presque tout b ∈ B, la suite (κ(bn⋯b1))n≥1
est dense dans Rd. Et donc pour tout η ∈ P, pour β-presque tout b ∈ B, la suite(σ(bn⋯b1, η))n≥1 est dense. Ainsi, pour β-presque tout b ∈ B, pour tout t ∈ Rd, on
a l’e´galite´ :
lim inf
n→∞
∣∣t + σ(bn⋯b1, η)∣∣ = 0,
ce qui montre la proposition 5.7.
5.3 Preuve du lemme 5.10
On notera ℓ la mesure de Lebesgue sur Rd. Conside´rons le syste`me dynamique Σ˜ :
Σ˜ = (B˜ ×Rd, R, β˜ ⊗ ℓ),
avec B˜ = BZ, β˜ = β⊗Z, S˜ le shift bilate`re sur B˜, et R l’application
R { B˜ ×Rd Ð→ B˜ ×Rd(b, t) z→ (Sb, t + σ(b1, ξb−)) .
L’application R pre´serve la mesure β˜ ⊗ ℓ. Pour montrer le lemme 5.10, on com-
mencera par remarquer que le syste`me dynamique Σ˜ est conservatif et ergodique :
c’est l’objet de la proposition 5.12. Pour montrer l’ergodicite´ de Σ˜, on s’inte´ressera,
dans la partie 5.3.1, a` celle d’un syste`me dynamique auxiliaire, avec des me´thodes
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calquant celles de Guivarc’h ([15]) Ces deux proprie´te´s de conservativite´ et d’er-
godicite´ impliquent, d’apre`s la proposition 5.16, la densite´ des trajectoires dans
l’espace B˜×Rd. Ce dernier re´sultat permettra de conclure la preuve du lemme 5.10
a` la fin de la partie 5.3.2.
De´finition 5.11. Soit (X, T, m) un syte`me dynamique, avec X un espace to-
pologique, m une mesure bore´lienne non-ne´cessairement finie, T une application
bore´lienne pre´servant la mesure. Le syste`me (X, T, m) est dit conservatif si pour
tout bore´lien A ⊂X de mesure m(A) > 0, il existe n ≥ 0 tel que
m(T −nA ∩A) > 0.
Le syste`me (X, T, m) est dit ergodique si pour tout bore´lien A ⊂ X tel que T −1A =
A, on ait soit m(A) = 0, soit m(Ac) = 0, ou` Ac de´note le comple´mentaire de A
dans X .
Proposition 5.12. Supposons d ≤ 2. Le syste`me dynamique Σ˜ est conservatif et
ergodique.
Preuve On va se ramener, via le lemme 5.13, a` l’e´tude de la conservativite´ de Σ˜ et
de l’ergodicite´ de Σˇ, en notant Σˇ un syste`me dont l’extension naturelle universelle
est Σ˜−1. On pose
Σˇ = (B ×Rd, V, β ⊗ ℓ).
La mesure produit β ⊗ ℓ pre´serve l’application
V { B ×Rd Ð→ B ×Rd(b, t) z→ (Sb, t + σ(b−1
1
, ξb)) .
Par la proprie´te´ de cocycle de σ, pour b ∈ B, η ∈ P, la quantite´ t + σ(b−1
1
, η) s’e´crit
aussi t− σ(b1, b−11 η) ; l’extension naturelle inversible de Σˇ est donc bien le syste`me
Σ˜−1 = (B˜ ×Rd, R−1, β˜ ⊗ ℓ).
Lemme 5.13. Si un des syste`mes Σ˜, Σˇ est conservatif, alors les deux le sont. Si
un des syste`mes Σ˜, Σˇ est conservatif et ergodique, alors les deux le sont.
Preuve Voir [1, 3.1]. Le syste`me Σ˜−1 est l’extension naturelle inversible de Σˇ. La
conservativite´ (resp. les conservativite´ et ergodicite´) de Σ˜ et celle (resp. celles) de
Σ˜−1 sont e´quivalentes puisque Σ˜−1 est l’inverse de Σ˜. La conservativite´ (resp. les
conservativite´ et ergodicite´) d’un syste`me dynamique et celle (resp. celles) de son
extension naturelle inversible sont e´quivalentes ([1, Thm. 3.1.5]).
Reprenons la preuve de la proposition 5.12. Le lemme 5.6 prouve la conserva-
tivite´ de Σ˜ pour d ≤ 2 (cf. par exemple [21, Thm 11.1]), donc celle de Σˇ.
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Lemme 5.14. Le syste`me Σˇ est ergodique si d = 1 ou d = 2.
La preuve du lemme 5.14 fait l’objet de la partie 5.3.1. Pour d ≤ 2, le syste`me
Σ˜ est donc conservatif et ergodique.
5.3.1 Ergodicite´ du syste`me dynamique (B ×Rd, β ⊗ ℓ, V )
Cette sous-partie est consacre´e a` la preuve du lemme 5.14. Ce lemme est presque
une conse´quence du re´sultat de Guivarc’h [15, §2.3, Cor. 3], a` quelques conditions
pre`s sur l’application V . Nous redonnons ici les principaux e´le´ments de sa de´mons-
tration, adapte´s a` notre cas. On utilise la caracte´risation suivante de l’ergodicite´
de (B ×Rd, β ⊗ ℓ, V ), dont la preuve sera rappele´e en annexe (Proposition A.3) :
Lemme 5.15. (Guivarc’h) Notons L1
0
(ℓ) = {φ ∈ L1(ℓ) ∣ ∫Rd φdℓ = 0}. Pour toute
application α = ψ ⊗ ζ, avec ψ ∈ L1(β) et ζ ∈ L1
0
(ℓ), on de´finit la suite des pousse´s
en avant V n
∗
α de α par V n en notant, pour n ∈ N∗, pour (b, t) ∈ B ×Rd :
V n
∗
α(b, t) = ∫
Gn
ψ((gn,⋯, g1, b1, b2,⋯))ζ(t + σ(gn⋯g1, ξb))dµ∗n(g1,⋯, gn).
Si pour toute telle fonction α la suite des pousse´s en avant de (V n
∗
α)n≥1 a une
limite nulle en norme L1, c’est-a`-dire
lim
n→∞
∣∣V n
∗
(ψ ⊗ ζ)∣∣L1 = 0,
alors le syste`me (B ×Rd, β ⊗ ℓ, V ) est ergodique.
On en de´duit le lemme 5.14. Soient ψ ∈ L1(β) et ζ ∈ L1
0
(ℓ). D’apre`s le lemme
5.15, il suffit de prouver qu’on a la limite dans L1 :
∣∣V n
∗
(ψ ⊗ ζ)∣∣L1 n→∞ÐÐ→ 0. (6)
De´finissons, pour β-presque tout couple b ∈ B, la mesure bore´lienne µbn,ψ sur R
d,
qui a une fonction h mesurable sur Rd associe la valeur
µbn,ψ(h) = ∫
Gn
h(−σ(gn⋯g1, ξb))ψ((gn,⋯, g1, b1, b2,⋯))dµ⊗n(g1,⋯, gn).
Ecrivons, pour f ∶ B → R et h ∶ Rd → R deux fonctions mesurables borne´es, la
quantite´ (V∗(ψ ⊗ ζ))(f ⊗ h) = ∫B×Rd f(b)h(t)V∗(ψ ⊗ ζ)(b, t)dβ ⊗ ℓ(b, t) :
(V∗(ψ ⊗ ζ))(f ⊗ h) = ∫
B×Rd×G
f(b)h(t)ψ((g, b1, b2,⋯))ζ(t + σ(g, ξb))dµ⊗ β ⊗ ℓ(g, b, t)
= ∫
B×Rd
f(b)h(t)(µb
1, ψ ∗ ζ(t))dβ ⊗ ℓ
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On obtient donc, pour tout n ∈ N, l’e´galite´ :
(V n
∗
(ψ ⊗ ζ))(f ⊗ h) = ∫
B×Rd
f(b)h(t)(µbn,ψ ∗ ζ(t))dβ ⊗ ℓ
et, pour β ⊗ ℓ-presque tout (b, t) ∈ B˜ ×Rd,
(V n
∗
(ψ ⊗ ζ))(b, t) = (µbn,ψ ∗ ζ)(t)
On obtient une majoration en norme L1 :
∣∣V n
∗
(ψ ⊗ ζ)∣∣L1 ≤ ∫
B
∣∣µbn,ψ ∗ ζ ∣∣L1(ℓ) dβ.
Par convergence domine´e, pour montrer la convergence (6), il suffit de montrer,
pour β-presque tout b ∈ B, la convergence
∣∣µbn,ψ ∗ ζ ∣∣L1(ℓ) n→∞ÐÐ→ 0. (7)
Montrons (7) pour des fonctions ψ ∈ L1(β) et ζ ∈ L1
0
(ℓ) ve´rifiant les proprie´te´s
suivantes :
• ψ est γ-ho¨lderienne pour un γ > 0 ;
• ψ est a` support compact ;
• ζ est a` de´croissance exponentielle ;
• la transforme´e de Fourier ζˆ de ζ est a` support compact ;
• ζˆ est nulle sur un voisinage de 0.
Le sous-espace vectoriel de L1(β) engendre´ par de telles applications ψ est dense ;
de meˆme, les applications ζ de la forme ci-dessus sont denses dans L1
0
(ℓ). On aura
donc montre´ la convergence (7) pour ψ et ζ quelconques. Fixons ψ et ζ avec les
proprie´te´s indique´es ci-dessus. Notons C le support (compact) de ψ. Il existe un
re´el R0 > 0 tel que l’image par r ∶ b ↦ σ(b−11 , ξb) de C est incluse dans la boule de
rayon R0. Fixons ǫ > 0. Calculons :
∣∣µbn,ψ ∗ ζ ∣∣L1(ℓ) = ∫
Rd
∣µbn,ψ ∗ ζ(t)∣dℓ(t)
≤ ∫
B(n(R0+ǫ))
∣µbn,ψ ∗ ζ(t)∣dℓ(t) +∫
Rd∖B(n(R0+ǫ))
∣µbn,ψ ∗ ζ(t)∣dℓ(t)
= I1 + I2.
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L’ine´galite´ de Schwarz applique´e a` l’inte´grale I1 donne :
I1 = ∫
B(n(R0+ǫ))
∣µbn,ψ ∗ ζ(t)∣dℓ(t) ≤ 2n(R0 + ǫ)∫
B(n(R0+ǫ))
∣µbn,ψ ∗ ζ(t)∣2 dℓ(t)
≤ 2n(R0 + ǫ)∫(Rd)∗ µ̂bn,ψ(s)ζˆ(s)ds.
Pour un s ∈ (Rd)∗, la transforme´e de Fourier de µbn,ψ prend pour valeur :
µ̂bn,ψ(s) = ∫
Rd
e−i s(t) dµbn,ψ(t)
= ∫
Gn
ei s(σ(gn⋯g1, ξb))ψ((gn,⋯, g1, b0, b1,⋯))dµ⊗n(g1,⋯, gn).
∣µ̂bn,ψ(s)∣ ≤ ∣∣ψ∣∣∞∣∫
G
ei s(σ(g, ξb)) dµ∗n(g)∣
≤ ∣∣ψ∣∣∞∣P nis(1)(ξb)∣,
ou` on a note´ Pis l’ope´rateur de transfert associe´ a` is, et 1 la fonction constante
e´gale a` 1. D’apre`s les propositions 4.3 et 4.5, cet ope´rateur est de rayon spectral
strictement infe´rieur a` 1, et variant continuˆment avec s, pour tout s non nul.
Comme le support Supp ζˆ de ζˆ est un compact ne contenant pas 0, il existe un
a, 0 < a < 1, une constante c(ψ) > 0, tels que pour tout s ∈ Supp ζˆ , on ait l’ine´galite´,
en notant ∣ ⋅ ∣γ la norme Ho¨lder sur Hγ,
∣µ̂bn,ψ(s)∣ ≤ ∣∣ψ∣∣∞∣∣P nis(1)∣∣∞ ≤ ∣∣ψ∣∣∞∣P nis(1)∣γ ≤ c(ψ)an.
On en de´duit une majoration de I1 :
I1 ≤ 2n(R0 + ǫ)∣∣ζˆ ∣∣∞c(ψ)an. (8)
Conside´rons a` pre´sent l’inte´grale I2. Puisque ζ est a` de´croissance exponentielle, il
existe une constante A > 0 telle que, pour tout t ∈ Rd, on ait la majoration :
ζ(t) ≤ Ae−∣t∣.
Calculons :
I2 = ∫∣t∣≥n(R0+ǫ) ∣µbn,ψ ∗ ζ(t)∣dt
= ∫∣t∣≥n(R0+ǫ)∫s∈Rd ∣µbn,ψ(s)ζ(t − s)∣dtds
≤ A∣∣ψ∣∣∞∫∣t∣≥n(R0+ǫ)∫∣s∣≤nR0 e−∣t−s∣ dtds
≤ 2dA∣∣ψ∣∣∞∫
t≥n(R0+ǫ)
∫
s≤nR0
e−tes dtds.
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On obtient enfin la majoration :
I2 ≤ 2dA∣∣ψ∣∣∞e−nǫ. (9)
En combinant les ine´galite´s (8) et (9), on obtient, pour n ∈ N :
∣∣µbn,ψ ∗ ζ ∣∣L1(ℓ) ≤ 2n(R0 + ǫ)∣∣ζˆ ∣∣∞c(ψ)an + 2dA∣∣ψ∣∣∞e−nǫ,
ce qui donne bien la limite (7).
5.3.2 Densite´ dans les fibres de Σ˜
Revenons a` la preuve du lemme 5.10. Rappelons la proposition tre`s ge´ne´rale sui-
vante, qui, dans notre cas particulier, donnera la densite´ des trajectoires dans les
fibres.
Proposition 5.16. Soit X un espace localement compact, a` base de´nombrable
d’ouverts, soit m une mesure de Radon sur X , et soit T ∶ X → X un endomor-
phisme inversible pre´servant m, ergodique, et conservatif. Alors pour tout ouvert
U de X de mesure non-nulle, pour m-presque tout x ∈X, pour tout n0 ∈ N, il existe
un n ≥ n0 tel que T nx ∈ U .
Preuve Soit U un ouvert de X , m(U) > 0. Notons FU l’ensemble des x ∈ X
revenant infiniment souvent dans U sous l’action de T :
FU = {x ∈X ∣∃(nk)k∈N ∈ ZN ∶ ∀k ∈ N, nk < nk+1 et T nkx ∈ U}.
Cet ensemble e´tant T -invariant, et T e´tant ergodique, on a l’alternative
• m(FU) = 0,
• m(X ∖FU) = 0.
Quitte a` conside´rer les intersections de U avec une suite exhaustive de compacts
de X , on peut supposer U de mesure finie. Alors la fonction f = 1U est inte´grable
et positive. Comme T est conservatif, on a, m-presque suˆrement :
∞
∑
k=0
T k1U =∞,
et donc on ne peut pas avoir m(FU) = 0, ce qui prouve le re´sultat.
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Preuve du lemme 5.10 En appliquant la proposition 5.16 au syste`me Σ˜, on
obtient le lemme 5.10. Le syste`me Σ˜ est conservatif et ergodique d’apre`s la propo-
sition 5.12 ; on en de´duit que pour presque tout (b, t) ∈ B˜ ×Rd, la suite des ite´re´es(Rn(b, t))n≥1 est dense dans B˜×Rd. On en de´duit que pour β˜-presque tout b ∈ B˜, la
suite (σ(bn⋯b1, ξb−)n≥1 est dense dans Rd ; pour β ⊗ ν-presque tout (b, η) ∈ B ×P,
la suite (σ(bn⋯b1, η)n≥1 est dense dans Rd.
6 Conclusion
Nous avons a` pre´sent tous les e´le´ments ne´cessaires a` la de´monstration du the´ore`me
de dichotomie 1.3 et du crite`re de re´currence 1.4.
Preuve des the`oremes 1.3 et 1.4 Le the´ore`me 1.3 est un corollaire du the´o-
re`me 1.4. De´montrons ce dernier. On peut supposer H de la forme A′N ′, avec A′
et N ′ des sous-groupes de Lie alge´briques de A et N , d’apre`s le lemme 2.2. On a
alors les possibilite´s suivantes :
Premier cas : N ′ ⊊ N On est dans le cadre de la proposition 3.1 : la marche
ale´atoire sur X associe´e a` G et µ est transiente.
Second cas : N ′ = N et σµ ∉ a′ On est dans le cadre de la proposition 4.6 :
la marche ale´atoire sur X associe´e a` G et µ est transiente.
Troisie`me cas : N ′ = N , σµ ∈ a′, et A′ est de codimension au moins 3
dans A On est dans le cadre de la proposition 4.6 : la marche ale´atoire sur X
associe´e a` G et µ est transiente.
Dernier cas : N ′ = N , σµ ∈ a′, et A′ est de codimension au plus 2 dans
A On est dans le cadre de la proposition 5.7 : la marche ale´atoire sur X associe´e
a` G et µ est uniforme´ment re´currente.
A Un re´sultat de Guivarc’h sur l’ergodicite´
Nous reprenons dans cette annexe des re´sultats dus a` Guivarc’h ([15]). L’objet est
de donner une preuve du lemme 5.15 : il se de´duit imme´diatement de la proposi-
tion A.3 ci-dessous. Rappelons quelques de´finitions. Soit X un espace topologique
muni de sa tribu bore´lienne et d’une mesure de probabilite´ m, T ∶ X → X un endo-
morphisme pre´servant la mesure de X , et f ∶ X → Rd une application mesurable,
avec Rd muni de la mesure de Lebesgue ℓ. On de´finit alors E = X × Rd l’espace
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fibre´ correspondant, muni de la mesure bore´lienne m ⊗ ℓ, et de l’endomorphisme
pre´servant la mesure
Tf { E Ð→ E(x, t) z→ (Tx, t + f(x)) .
Notons E la tribu bore´lienne de E, et v la tribu engendre´e par les ensembles de la
forme U ×Rd, avec U un ouvert de X . On appelle v la partition en verticales de
E.
De´finition A.1. On dit qu’une fonction F ∶ E → R est asymptotique si pour
tout n ∈ N, il existe une fonction Fn ∶ E → R telle qu’on ait m⊗ ℓ-presque partout
l’e´galite´ F = Fn○T nf . On dit que le syste`me (E, Tf , m⊗ℓ) est exact si la tribu queue,
donne´e par ⋂n≥0 T nf E , est triviale, c’est-a`-dire si toutes les fonctions asymptotiques
sur E sont constantes m⊗ ℓ-presque partout. On dit que le syste`me (E, Tf , m⊗ ℓ)
est exact relativement a` v si toute fonction F ∶ E → R asymptotique ne de´pend que
de la premie`re variable, c’est-a`-dire si pour m-presque tout x ∈ X , pour ℓ-presque
tous t, u ∈ Rd, on a l’e´galite´ F (x, t) = F (x, u) = F (x).
Le lemme suivant de´coule imme´diatement de ses de´finitions :
Lemme A.2. Si l’application T est ergodique sur X, et que l’application Tf est
exacte relativement a` v, alors l’application Tf est ergodique sur E.
Notons L1
0
(m⊗ ℓ) l’ensemble des applications L1 d’inte´grale nulle sur E, L1
0
(ℓ)
l’ensemble des applications L1 d’inte´grale nulle sur Rd, et L1v(m⊗ℓ) l’ensemble des
applications L1 d’inte´grale nulle dans chaque fibre, c’est-a`-dire
α ∈ L1v ⇔ Pourm−presque toutx ∈X, ∫
Rd
α(x, t)dt = 0.
Pour toute application α ∈ L1(E), on de´finit son pousse´ en avant par Tf : c’est
l’application Tf ∗α ∶ E → R ve´rifiant
∀γ ∈ L∞(E), ∫
E
Tf ∗α(z)γ(z)d(m⊗ ℓ)(z) = ∫
E
α(z)γ(Tf (z))d(m⊗ ℓ)(z).
On va montrer, graˆce a` une caracte´risation e´le´gante de l’exactitude relative
propose´e par Guivarc’h, la proposition suivante, dont se de´duit imme´diatement le
lemme 5.15.
Proposition A.3. Supposons le syste`me dynamique (X, T, m) ergodique. Si pour
toute application α = ψ ⊗ ξ, avec ψ ∈ L1(m) et ξ ∈ L1
0
(ℓ), la suite des pousse´s en
avant de α par T nf a une limite nulle en norme L
1, c’est-a`-dire
lim
n→∞
∣∣Tfn∗(ψ ⊗ ξ)∣∣L1 = 0,
alors le syste`me (E, Tf , m⊗ ℓ) est ergodique.
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Preuve Cette proposition se de´duit imme´diatement des lemmes A.2, A.4, et
A.5.
Lemme A.4. Si pour toute application α ∈ L1v(m ⊗ ℓ), la suite des pousse´s en
avant de α par T nf a une limite nulle en norme L
1, c’est-a`-dire
lim
n→∞
∣∣Tfn∗α∣∣L1 = 0,
alors le syste`me (E, Tf , m⊗ ℓ) est exact relativement a` v.
Preuve (cf. [15]) Soient α ∈ L1v(m⊗ ℓ) et F borne´e, asymptotique sur E. Notons
Fn les applications telles que pour tout n ∈ N, on ait F = Fn ○ T nf . Calculons :
∣∫
E
F (x, t)α(x, t)dm(x)dt∣ = ∣∫
E
Fn(x, t)T nf ∗α(x, t)dm(x)dt∣ ≤ ∣∣F ∣∣∞∣∣T nf ∗α∣∣L1.
Par hypothe`se, on obtient
∀α ∈ L1v(m⊗ ℓ), ∫
E
F (x, t)α(x, t)dm(x)dt = 0.
On en de´duit, pour tout ξ ∈ L1
0
(ℓ), pour tout ψ ∈ L1(m), l’e´galite´
∫
E
F (x, t)ψ(x)ξ(t)dm(x)dt = 0,
et on en de´duit, en choisissant les fonctions ψ et ξ ade´quates, que F ne de´pend
pas de t, ce qui montre l’exactitude relativement a` v.
Lemme A.5. Les applications α de la forme α = ψ⊗ξ, avec ψ ∈ L1(m) et ξ ∈ L1
0
(ℓ),
forment une partie totale de L1v(m⊗ ℓ).
Preuve Conside´rons la partie A de L∞(m⊗ ℓ) suivante :
A = {g ∈ L∞(m⊗ ℓ) ∣Pourm−p.t. x ∈X, l−p.t. t, u ∈ Rd, g(x, t) = g(x, u) = g(x)}.
Montrons que L1v(m ⊗ ℓ) est l’orthogonal de A. Soit α ∈ L1v(m ⊗ ℓ), soit g ∈ A.
Calculons leur produit scalaire :
∫
E
αg dm⊗ ℓ = ∫
X
∫
Rd
g(x, t)α(x, t)dtdm(x)
= ∫
X
g(x)∫
Rd
α(x, t)dtdm(x)
= ∫
X
g(x) ⋅ 0dm(x)
= 0.
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On a donc l’inclusion :
L1v(m⊗ ℓ) ⊂ A⊥.
Conside´rons a` pre´sent α ∈ A⊥. En choisissant les g de la forme 1U×Rd, avec U une
partie bore´lienne de X , on obtient, pour m-presque tout x ∈X , l’e´galite´ :
0 = ∫
Rd
α(x, t)dt,
et donc α est bien un e´le´ment de L1v(m⊗ ℓ). Notons C le sous-espace vectoriel de
L1v(m⊗ℓ) = A⊥ engendre´ par les applications de la forme α = ψ⊗ξ, avec ψ ∈ L1(m)
et ξ ∈ L1
0
(ℓ). Soit g ∈ C⊥ ⊂ L∞(m⊗ ℓ). Alors on a
∀ψ ∈ L1(m), ∀ξ ∈ L10(ℓ), ∫
E
g(x, t)ψ(x)ξ(t)dm⊗ ℓ(x, t) = 0.
En choisissant ξ comme combinaison line´aire de fonctions caracte´ristiques, on ob-
tient, pour ℓ-presque tout t ∈ Rd :
∀ψ ∈ L1(m), ∫
X
g(x, t)ψ(x)dm(x) = c(ψ),
avec c(ψ) une constante ne de´pendant pas de t. En choisissant pour ψ des fonc-
tions caracte´ristiques, on obtient alors que g ne de´pend pas de la variable t pour
m-presque tout x ∈ X , c’est-a`-dire g ∈ A. On obtient donc l’inclusion C⊥ ⊂ A,
l’inclusion re´ciproque e´tant imme´diate. On obtient enfin la densite´ de C dans
L1v(m⊗ ℓ).
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