We introduce the concept of using a flow diagram to compactly represent the segmentation of a large number of state sequences according to a set of criteria. We argue that this flow diagram representation gives an intuitive summary that allows the user to detect patterns within the segmentations. In essence, our aim is to generate a flow diagram with a minimum number of nodes that models a segmentation of the states in the input sequences. For a small number of state sequences we present efficient algorithms to compute a minimal flow diagram. For a large number of state sequences, we show that it is unlikely that efficient algorithms exist. Specifically, the problem is W [1]-hard if the number of state sequences is taken as a parameter. We introduce several heuristics for this problem. We argue about the usefulness of the flow diagram by applying the algorithms to two problems in sports analysis, and evaluate the performance of our algorithms on a football dataset and synthetic data.
INTRODUCTION
Sensors are tracking the activity and movement of an increasing number of objects, generating large datasets in many application domains, such as sports analysis, traffic analysis, and behavioral ecology. A natural question to ask is how large sets of activity sequences can be represented in a model that is both compact and reveals the underlying structure within the activities. That is, a model that summarizes the activity sequences in such a way that it can be easily interpreted by domain experts. To this end, we introduce the concept of representing the "flow" of activities in a compact way using a flow diagram, and we argue that this model is helpful to detect and visualize patterns in large sets of state sequences.
To make this idea concrete, consider the following simple example that tracks three people and their activities during a single day. The activities of each person over a day are modeled as a state sequence, and the set of state sequences T = {τ 1 , τ 2 , τ 3 } are shown in Figure 1 (a). As input we are also given a set of criteria C = {C 1 , . . . , C k }, in Figure 1 (b) . Each criterion is a Boolean function on a single subsequence-or a set of subsequences-of states. In the example, the criterion C 1 = "eating" is true for Person 1 at time intervals 7-8 a.m. and 7-9 p.m., but false for all other time intervals. If a criterion C is true for a set of subsequences, we say the subsequences fulfill C. Thus, a set of criterion C partitions a state sequence into subsequences, called segments, where each segment fulfills a criterion C ∈ C. A segmentation of T according to C is a partition of each sequence in T into segments, each fulfilled by a particular criterion in C. A segmentation can thus be represented as the corresponding sequence of criteria. To continue the preceding example, the segments of T according to the set C are shown in Figure 1 (c).
The aim is to efficiently summarize the segmentations of all sequences in a compact representation; that is, to build a flow diagram F, that has a small number of nodes, including a start state s and end state t, such that for each state sequence τ i , 1 ≤ i ≤ m, there exists a segmentation according to C, which appears as an s-t path in F. One possible flow diagram for the example input (T , C) is shown in Figure 1 (d), and from this flow diagram, one can observe that the three people either eat (C 1 ) or exercise (C 3 ) before commuting (C 2 ), followed by working or studying (C 4 ), and finally they eat (C 1 ) and possibly shop (C 6 ). Each interval in which a person carries out an activity is a segment of the overall segmentation. We believe that the obtained flow network is considerably easier to interpret than the input. The flow diagram for T according to C can be validated by going through a segmentation of each object while following a path in F from s to t. For example, for Person 1, the s-t path s → C 1 → C 2 → C 4 → C 1 → t is a valid segmentation and is marked in red in Figure 1 (d).
We are not aware of any (efficient) approach to extract flow patterns in large sets of state sequences. Clustering would be a natural alternative, but we do not know of any simple and useful way to cluster state sequences. One possible approach would be to simply cluster each individual state in the set of sequences, but then one would lose important information linked to the fact that we are dealing with sequences. Our approach combines both the sequential nature of the data and the aggregation based on similar parts, and we believe this is a natural "sparse" visualization of the output that can be interpreted by a domain expert and that it highlights frequent patterns that are hard to extract computationally. Even the small example above shows that there can be considerable space savings by representing a set of state sequences as a flow diagram. It is important to note that is not a lossless representation and, therefore, comes at a cost. The flow diagram contains a valid segmentation for each input state sequence; however, the particular segmentation corresponding to an individual state sequence is not apparent. Furthermore, a state sequence may have many valid segmentations, and only one is guaranteed to be represented as an s-t path in the flow diagram. On the other hand, not all s-t paths in F necessarily represent a valid segmentation of one of the state sequences in T . However, as we will argue in Section 6, paths representing many segments in the obtained flow diagrams show interesting patterns, and we give two examples. First, we consider segmenting the morphology of formations of a defensive line of football players during a match and find that the obtained flow diagram provides an intuitive summary of these formations. The second example uses state sequences to model the attacking actions of the team in control of the ball during a football match. The summary given by the induced flow diagram on the state sequences highlights the differences in attacking tactics between teams playing at home and teams playing away from home.
The remainder of this article is organized as follows. Section 2 describes previous research in this area. Section 3 formally defines the problem and states the properties of the criteria that we use to improve the runtime of the algorithms. Theorems proving the hardness of the problem are stated in Section 4. In Section 5, we present algorithms for the Flow Diagram problem using criteria with the properties described above. Moreover, to obtain flow diagrams for larger groups of state sequences, we propose two heuristics for the problem. In Section 6, the exact and heuristic algorithms are evaluated experimentally in order to determine their practical performance characteristics, and also to assess the utility of the output flow diagrams.
RELATED WORK
To the best of our knowledge, the concept of compactly representing sequences of states as flow diagrams has not been considered before. The only related work of which we are aware comes from the area of trajectory analysis. Spatial trajectories are a special class of state sequences where a trajectory describes the movement of an object through space over time and the states are the location points. Furthermore, the states may also include additional information such as direction, speed, and temperature.
For a single trajectory, a common way to obtain a compact representation is simplification [9] . Trajectory simplification aims to determine a subset of the location points that represents the trajectory well by minimizing the maximum distance between the input and simplified trajectories. If the focus is on characteristics other than the location, then segmentation [1, 2, 5] may be used to partition a trajectory into a small number of subtrajectories, where each subtrajectory is homogeneous with respect to some given characteristic. This allows a trajectory to be compactly represented as a sequence of characteristics.
For multiple trajectories, distinct techniques apply. A large set of trajectories may contain groups of similar trajectories where trajectories from different groups are dissimilar, and, hence, clustering may be used. Clustering on complete trajectories may not uncover information about interesting parts of the trajectories; so, clustering on subtrajectories may be required [7, 14] . A set of trajectories that forms different groups over time may be captured by a grouping structure [6] , and approaches such as this also focus on location over time.
For the special case of spatial trajectories, a flow diagram can be illustrated by a simple example: trajectories of migrating geese, see Ref. [8] . The individual trajectories can be segmented into phases of activities such as directed flight, foraging, and stopovers. This results in a flow diagram containing a path for the segmentation of each trajectory. More complex criteria can be imagined that depend on a group of geese, or frequent visits to the same area, resulting in complex state sequences that are impractical to analyze without computational tools.
PRELIMINARIES

Problem Definition
A flow diagram is a node-labeled directed acyclic graph (DAG) with a distinguished source node s and sink node t, and where all other nodes are labeled with a criterion. Given a set T of state sequences and a set C of criteria, the goal is to construct a flow diagram with a minimum number of nodes, such that a valid segmentation of each sequence of states in T is represented-that is, included as an s-t path-in the flow diagram. Furthermore (when criteria depend on multiple state sequences, e.g., C 7 in Figure 1 ), we require that the segmentations represented in the flow diagram are consistent, that is, the segmentations can be jointly realized. The Flow Diagram problem, thus, requires the segmentations of each sequence of states and the minimal flow diagram of the segmentations to be computed and can be formally stated as:
PROBLEM FLOW DIAGRAM (FD)
Instance: A set of sequences of states T = {τ 1 , . . . , τ m }, each of length at most n, a set of criteria C = {C 1 , . . . , C k }, and an integer λ > 2. Question: Is there a flow diagram F with ≤ λ nodes, such that for each τ i ∈ T , there exists a segmentation according to C, which appears as an s-t path in F?
Properties of Criteria
The efficiency of the algorithms depend on properties of the criteria on which the segmentations are based. Here we consider three cases:
-general criteria without restrictions, -monotone decreasing and independent criteria, and -monotone decreasing and dependent criteria.
These properties are illustrated using the example in Figure 1 . A criterion C is monotone decreasing [5] for a given sequence of states τ that fulfill C, if all subsequences of τ also fulfill C. For example, if criterion C 4 -working and studying-is fulfilled by a sequence τ , then any subsequence τ of τ will also fulfill C 4 . In contrast, criterion C 5 -working for at least 4 hours-is not monotone decreasing.
A criterion C is independent if verifying whether a subsequence τ of a sequence τ i ∈ T fulfills C can be achieved without reference to other sequences τ j ∈ T , i = j. Conversely, C is dependent if verifying that a subsequence τ of τ i requires reference to other state sequences in T . In the preceding example, C 4 -working or studying-is an example of an independent criterion while C 7 -at least two people eating simultaneously-is a dependent criterion since it requires that at least two objects satisfy the criterion simultaneously.
HARDNESS RESULTS
In this section, the hardness and inapproximation results are stated, and the necessary proofs and reductions provided. To obtain the stated results, we will perform two reductions: from the SHORTEST COMMON SUPERSEQUENCE problem and from the SET COVER problem.
Reduction from Shortest Common Supersequence
PROBLEM SHORTEST COMMON SUPERSEQUENCE (SCS)
Instance: A set of strings R = {r 1 , r 2 , . . . , r k } over an alphabet , a positive integer λ. Question: Does there exist a string s ⊂ * of length at most λ, which is a supersequence of each string in R?
The SCS problem has been extensively studied over the last 30 years (see Ref. [10] and references therein). Several hardness results are known; we will use the following two. [ j] . Thus, each state of T i fulfills exactly one criterion C j .
An algorithm for the FD problem will, given an instance, output a flow diagram F of size . Given F, one can compute a topologically sorted linear sequence b of vertices in F, as shown in Figure 2 (a). The linear sequence b has − 2 vertices (omitting the start and end state of F) and it is a supersequence of each string in R. It follows that the size of F is λ if the number of characters in the SCS of I has length λ − 2. Note that F contains a linear sequence of vertices (after topological sort) that correspond to a supersequence and a set of directed edges. Consequently, a solution for the FD problem can easily be transformed to a solution for the SCS problem but not vice versa.
From the above reduction, together with Lemmas 4.3-4.4, we obtain Theorem 4.2 and the following lemma. 
Reduction from SET COVER
PROBLEM SET COVER (SC)
Instance: A set of elements E = {e 1 , e 2 , . . . , e m }, a set of n subsets of E, S = {S 1 , S 2 , . . . , S n }, and a positive integer λ. Question: Does there exist a set of λ items in S whose union equals E?
SET COVER is well known to be NP-hard and also hard to approximate: LEMMA 4.6 (LUND AND YANNAKAKIS [17] ). For any 0 < c < 1/4, the SC problem cannot be approximated within a factor of c log m in polynomial time unless N P ⊂ DT I ME(m polylogm ).
We prove that the FD problem is equivalent to the SC problem using the following reduction. Given an instance I = (E = {e 1 , e 2 , . . . , e m }, S = {S 1 , S 2 , . . . , S n }) of SC, an instance of FD can be constructed using the following steps. Each item e i corresponds to a state sequence T i of length one. Each subset S j corresponds to a criterion C j . If an S j contains e i , then the whole state sequence T i fulfills criterion C j .
An algorithm for FD given the constructed instance will output a flow diagram F of size , depicted in Figure 2 (b). Given F the interior vertices of F corresponds to a set of subsets in S whose union is E. The diagram F has vertices if and only there is − 2 subsets in S that form a set covering of E.
From the above reduction, we obtain Theorem 4.1 and Lemmas 4.5 and 4.6.
ALGORITHMS
In this section, we present algorithms that compute a flow diagram of minimal vertex size, representing a set of m state sequences of length n for a set of k criteria. First, we present an algorithm for the general case, followed by more efficient algorithms for the case of monotone increasing and independent criteria, the case of monotone increasing and dependent criteria, and, finally, two heuristic algorithms. 
General Criteria
The first algorithm is for general criteria, where we do not seek to exploit any of the properties described in Section 3. 
As an example, consider the edge between (x 1 , x 2 ) = (0, 0) and (x 1 , x 2 ) = (0, 1) in Figure 3 (b). Here,
Finally, define two additional vertices and edges in G that are "outside" of the grid. Vertex v s = (−1, . . . , −1) with an outgoing edge to (0, . . . , 0) labeled with the "criterion" s; and v t = (n + 1, . . . , n + 1), which has an incoming edge labeled t from (n, . . . , n). This completes the construction of the prefix graph G. Now, a path in G from v s to a vertex v represents a valid segmentation of some prefix of each state sequence, and induces a (partial) flow diagram that describes these segmentations in the following way:
-every edge of the v s -v path induces a node in the flow diagram, labeled by the criterion that the corresponding segments fulfill, that is, the label of the edge in G. -directed edges terminating at the new node are added to the flow diagram originating at each node that represents a criterion fulfilled by at least one segment in the segmentation that immediately precedes the segments corresponding to the new node.
The directed edges terminating at a given target node can be directly read from the prefix graph. Consider the case where a node u = s is added to the flow diagram and is either labeled with a criterion C j or is the sink node t. The node u corresponds to an edge (v, v ) in the prefix graph G, labeled with the same criterion C j or is the distinguished edge labeled t. Edges must be added to F connecting each node representing a criterion that precedes C j in the segmentation. A geometric interpretation of this construction is that the v s -v path in G is backtracked until the vertex v is reached, such that the line-segment v v is not axis-parallel in any of the m dimensions. Then, the set of edges in the v -v path in G corresponds to a set of nodes in F and a directed edge from each of these nodes to u is added into F. For example, in Figure 3 , the node u labeled C 1 in F has two incoming edges from nodes labeled s and C 2 , respectively. The nodes from where these edges originated were identified in G by backtracking along the highlighted path to a vertex that describes a line segment with (1, 0) that is not axis parallel, in this case, v s . For each edge in G traversed in the backtracking, an edge is added into F from the corresponding node to the target u.
This construction ensures that the flow diagram represents a valid segmentation and that each node represents at least one segment. Clearly, the length of a path (counted as the number of edges) in a prefix graph G equals the number of nodes of the corresponding flow diagram F. Thus, we are able to compute an optimal flow diagram F by finding a shortest v s -v t path in G.
LEMMA 5.1. A smallest flow diagram for a given set of state sequences is represented by a shortest v s -v t path in G.
PROOF. We show that every v s -v t path P in G represents a valid flow diagram F, with the path length equal to the flow diagram 's cost, and vice versa. Thus, a shortest path induces a minimal valid flow diagram for the given state sequences.
Let 
We show inductively that for each λ ∈ {1, 2, . . . , }, G contains a path from v s to the vertex v λ := (x 1,λ , . . . , x m,λ ) with length λ, that is, the number of nodes in F λ .
Base Case Note that v 0 = v s and v s has a single outgoing edge-by construction-to v 1 , and thus, there is a path of length λ = 1 from v s to v 1 . Induction step The node f λ+1 represents the segments
Since the flow diagram is valid, these segments fulfill the criterion C( f λ+1 ), and thus G contains an edge from v λ to v λ+1 . Since a path from v s to v λ of length λ exists by the induction hypothesis, there is a path from v s to v λ+1 of length λ + 1.
For every state sequence T j , there exists an index ϕ j ∈ {1, . . . , −1} such that x j,λ = n for all λ ≥ ϕ j . Thus, v −1 = (n, n, . . . , n) and G contains an edge from v −1 to v = v t . So, there is a path from v s to v t of length .
Furthermore, it is often the case, and indeed likely, that there are multiple shortest s-t paths within G. This suggests that different strategies can be used for choosing the shortest path to use to compute the flow diagram, and moreover, the choice of strategy may impact the properties of the flow diagram. The shortest path may be chosen arbitrarily, or by using an objective function-for example, the path that maximizes the minimum number of sequences that is advanced by each edge in the path. An analysis of the strategies for selecting the shortest path is provided in Section 6.3.
We now consider the complexity of the algorithm. ) of these checks. There are m segments of length at most n, and we assume the cost for checking this is T (m, n). 
Monotone Decreasing and Independent Criteria
If all criteria are monotone decreasing and independent, we can use ideas similar to those presented in Ref. [5] to avoid constructing the full graph. From a given vertex with coordinates (x 1 , . . . , x m ), and given a criterion C j , we can greedily move as far as possible along the sequences while C j is fulfilled, since the monotonicity guarantees that this never leads to a solution that is worse than one that represents shorter segments. For a given criterion C j , we can compute for each τ i independently the maximum x i such that τ i [x i + 1, x i ] fulflils C j . This results in coordinates (x 1 , . . . , x m ) for another vertex, which is the optimal next vertex using C j . By considering all criteria, we obtain k new vertices. However, unlike the case with a single state sequence, there is not necessarily one vertex that is better than all others (i.e., furthest ending position), since there is no total ordering on the vertices. Instead, we must consider all vertices that are not dominated by another vertex, where a vertex p dominates a vertex p if each coordinate of p is at least as large as the corresponding coordinate of p , and at least one of p's coordinates is larger.
Let V i be the set of vertices of G that are reachable from v s in exactly i steps, and define M(V ) := {v ∈ V | no vertex u ∈ V dominates v} to be the set of maximal vertices of a vertex set V . Then, a shortest v s -v t path through G can be computed by iteratively computing M(V i ) for increasing i, until a value of i is found for which
m−1 ) for any set V of vertices in the graph. Also note Since the criteria are independent, the farthest reachable point for a given starting point and criterion can be precomputed for each state sequence separately. Using the monotonicity, we can traverse each state sequence once per criterion and thus need to test only O(nmk) times whether a subsequence fulfills a criterion. 
Monotone Decreasing and Dependent Criteria
For monotone decreasing and dependent criteria, we can use a similar approach to that described earlier; however, for a given start vertex v and criterion C, there is not a single vertex v that dominates all vertices reachable from v using this criterion. 
Heuristics
The hardness results presented in Section 4 indicate that it is unlikely that the performance of the algorithms will be acceptable in practical situations other than for very small inputs. As such, we investigated heuristics that may produce usable results and can be computed in reasonable time.
We considered two heuristic algorithms. These are based on the observation that by limiting the number of outgoing edges in the prefix graph from the vertices in V i -that is, the set of vertices reachable from v s in i steps-to a fixed size, the complexity of the algorithm can be controlled. Given that every s-t path in a prefix graph represents a valid segmentation of T , any path chosen in the prefix graph will induce a valid, though not necessarily optimal flow diagram.
For some vertex v ∈ G, let E = {(v, v ) | v ∈ V i−1 } be the candidate outgoing edges each satisfying some C ∈ C. Each such edge (v, v ) ∈ E, v = (x 1 , . . . , x m ) represents a set of subsequences fulfilling C in a candidate group segmentation of T :
This implies two obvious metrics for the "value" of the edge (v, v ). First, |S v,v | is the number of state sequences whose prefixes are advanced by adding (v, v ) into G. Similarly, the total number of states that are included in the corresponding prefixes by adding (v, v ) to G can be computed by: In our experiments, we use q = 1 since any larger value would immediately give an exponential worst-case running time. Using q = 1, the worst case is for each edge in the shortest path in G to advance a single state in a single state sequence, and at each vertex along the path in G, all k criteria must be evaluated to decide on the next edge, so k operations must be performed at a cost of T (m, n). This implies a running time of O(kmn · T (m, n)).
EXPERIMENTS
The objectives of the experiments were twofold: to empirically investigate the performance of the algorithms on inputs of varying sizes and structure; and to determine whether compact and useful flow diagrams could be produced in real application scenarios. We implemented the algorithms for general criteria, monotone decreasing and independent criteria, and state and sequence heuristics, described in Section 5, using the Python programming language.
For the first objective, the algorithms were run on generated datasets of varying sizes to investigate the impact of different parameterizations on the computation time required to produce the flow diagram and the complexity of the induced flow diagram. Furthermore, we were interested in whether flow diagrams could recover the underlying structure in a given input. To this end, we induced flow diagrams from input state sequences that were perturbations of a small number of seed sequences, and investigated whether the structure of the seed sequences was identifiable in the induced flow diagrams.
For the second objective, we considered the application of flow diagrams to two practical problems in football analysis in order to evaluate their usefulness.
Performance Testing
In the second experiment, we used a state sequence generator that outputs synthetic state sequences with assigned criteria, and tested the performance of the algorithms on inputs of varying sizes.
The segmentations were generated using Markov-Chain Monte-Carlo sampling. Nodes representing the criteria set of size k were arranged in a ring and a Markov chain constructed, such that each node had a transition probability of 0.7 to remain at the node, 0.1 to move to the adjacent node, and 0.05 to move to the node two places away. Segmentations were computed by sampling the Markov chain starting at a random node. Thus, simulated datasets were generated with arbitrary size m, state sequence length n, and criteria set size k.
We performed two tests on the generated segmentations. In the first, experiments were run on the four algorithms described in Section 5 with varying configurations of m, n, and k to investigate the impact of the input size on the algorithm's performance. Two evaluation metrics were defined: we used the time to compute the prefix graph to evaluate runtime performance of all algorithms; and the complexity in the number of nodes of the output flow diagram was used to evaluate the sub-optimality of the heuristic algorithms. To evaluate the sub-optimality, we compared the complexity of the output flow diagram produced by the two heuristic algorithms with the baseline complexity of the flow diagram produced by the exact algorithm for monotone increasing and independent criteria.
Each experiment was repeated ten times with different randomly-generated inputs for each trial, and the results presented are the mean values of the metrics over the trials. Limits were set such that the algorithm was terminated if the CPU time exceeded 1 hour or the memory required exceeded 8GB.
The results of the first test showed empirically that the exact algorithms have time and storage complexity consistent with the theoretical worst-case bounds (see Figure 4 (top) ).
For the second test, we investigated the complexity of the flow diagram induced by inputs of varying parameterizations when using the heuristic algorithms. The objective was to examine how close the complexity was to the optimal complexity produced using an exact algorithm. The criteria applied to the input state sequences were monotone decreasing and independent, and thus, the corresponding algorithm was used to produce the baseline. Figure 4 (bottom) summarizes the results for varying input parameterizations. The complexity of the flow diagrams produced by the two heuristic algorithms are broadly similar and increase at worst linearly as the input size increases. Moreover, while the complexity is not optimal, it appears to remain within a constant factor of the optimal, suggesting that the heuristic algorithms could produce usable flow diagrams for inputs where the exact algorithms are not tractable.
Perturbation Testing
The intuition that underpins the idea using flow diagrams to compactly represent state sequences is that there is some underlying structure with respect to the criteria in the state sequences, and that can be exploited. Within a set of m state sequences there are g m underlying processes that generate the sequences, and for each process, the sequences that are generated are similar but not identical. For example, in Section 6.4.2, we consider attacking play sequences from football matches. The states in the sequences are actions taken by players from one team while that team is solely in possession of the ball. The sequences are segmented using criteria based on how the ball is moved around the playing-area. The team that generated the sequences will have a number of different tactics that they use to attempt to score a goal, and we propose that these tactics will manifest themselves as a series of such ball movements. The sequences may be noisy-additional ball movements may occur-but the underlying attack type should be apparent to the informed observer.
A flow diagram that is induced by a sequence such as this should ideally have g paths with "heavy" weight edges that encode the sequences generated from the underlying process. The noise inherent in the sequences should be characterized by nodes with low degree, and can be removed from the flow diagram to produce a more compact graph, but without reducing the information inherent in the graph.
In order to test this insight, we conducted experiments on generated sequences that could be grouped by underlying structure. We used the state sequence generator described in Section 6.1 to construct seed sequences. The g seed sequences were then replicated by randomly selecting a seed sequence m times to produce the m input sequences, and the replicated sequences were perturbed by modifying the states that each state fulfilled. A randomly chosen fraction of the segments were perturbed by applying one of the following operations: . Mean complexity and node in-degree for flow diagrams for perturbed input state sequences. A seed set of 10 state sequences was generated, and test sets were derived by replicating the seed sequences and applying perturbation operations to the states. Error bars show minimum, maximum, and mean results from repeating the experiment using 10 randomly generated inputs.
Changed criterion
The criterion applied to a segment was replaced with another randomly-chosen valid criterion. Extended segment The segment was extended such that it covered an adjacent state to its original starting or ending state. Added segment A new segment was added to the segmentation. Remove segment A segment was removed from the segmentation.
Thus, two sets of state sequences were produced: the set of g seed sequences to simulate the underlying processes in the state sequences; and the full set of m seed and perturbed sequences to simulate the noisy manifestation of the underlying processes. We then computed flow diagrams on both sets.
The full flow diagram will clearly contain more nodes than the seed flow diagram. We wanted to investigate whether the seed flow diagram appears as a sub-diagram in the full flow diagram. Furthermore, as the seed diagram will, in general, not be known, we investigated techniques that could be used to prune the full flow diagram such that the output would resemble the seed flow diagram. To this end, we adopted a simple strategy to determine whether the seed flow diagram could be recovered from the full flow diagram. Edges were deleted from the full flow diagram if the associated "flow" of state sequences across the edge was below a given threshold. Nodes-and their incident edges-were then removed if the node's in-degree or out-degree was zero. This process was repeated until all nodes had non-zero in-and out-degree, and produced a pruned flow diagram.
The experiments were set up as follows. For each trial, a set of g = 10 seed trajectories of length n = 20 using an alphabet of size k = 20 were generated. Test sets of trajectories were generated for combinations of replication rate and perturbation rate and used as input to the state heuristic algorithm to produce a flow diagram. Ten trials were carried out for each combination, and the minimum, mean, and maximum complexity and mean in-degree of the resulting flow diagrams were determined. The results are summarized in Figure 5 .
The results suggest that the flow diagrams are able to compactly represent the underlying state. As the perturbation rate and replication rate increase, the complexity of the induced flow diagrams increases; however, the increase appears to be linear even as the replication rate increases exponentially. Even in the worst case in our experiments, when the input were the seed sequences that had been replicated 1,024 times and 50 of the nodes had been perturbed, the average complexity of the resulting flow diagram was 153 compared to 43 for the seed flow diagram, that is, only ≈ 3.5 times larger than the seed. The pruned flow diagrams were also inspected to determine their similarity to the corresponding seed flow diagram. For each of the flow diagrams computed in the experiments, pruned flow diagrams were constructed and the complexity and mean in-degree were captured. Clearly, increasing the replication factor and perturbation rate of the input state sequences would result in flow diagrams of higher complexity. By choosing a pruning threshold that removes edges with a low number of associated sequences, a flow diagram of similar complexity and in-degree distribution could be found, see Figure 6 . This pruning strategy was subsequently used to produce compact flow diagrams for the analysis in Section 6.4.1.
Shortest Path Selection
The exact algorithms described in Section 5 find a shortest s-t path in the prefix graph to induce the output flow diagram F. There are typically many distinct candidate shortest paths in the prefix graph, and the choice of the path used to induce the flow diagram can influence various properties of the induced flow diagram. One option is to determine the shortest path by defining an objective function to rank the candidates and select the shortest path that is a maximizer on this function. To make this precise, let P be the set of shortest s-t paths in G. Define an objective function f : P → R ≥0 to score each shortest path P ∈ P, and select the optimal path P * = arg max P∈P f (P). For example, each edge in a shortest path P must advance one or more of the input sequences, and we can annotate the edges with a count of the number of sequences advanced. Let f (P) be the minimum edge count of advanced sequences in P, and choose P * as the path that maximizes the objective function. Each edge induces a corresponding node in F; thus, by choosing P * using this objective, F has the property that the smallest capacity of all the nodes in F is maximized. This may be desirable if one wishes to eliminate nodes with small capacity.
On the other hand, using an objective function of median or mean sequence count may produce a flow diagram with different characteristics. Analogously to the greedy strategy used in the heuristic algorithms, f (P) may be calculated using either the number of sequences, or the total number of states that are advanced by the criteria associated with each edge in the path. In this section, we describe the experiments undertaken to explore what impact the choice of objective function has on the resulting flow diagrams.
For a given G, there is often a large number of candidate shortest paths P in the prefix graph. Furthermore, for a given f (P), there may also be many shortest paths that optimize f (P) (see Table I ). We analyzed the shortest paths and induced flow diagrams, and found two phenomena that may explain why there are many such shortest paths.
First, two or more distinct shortest paths in G may induce flow diagrams that are isomorphic and have the same criteria applied to each node. As a simple example, consider an input of two sequences τ 1 and τ 2 , each consisting of a single state, and each sequence is segmented with a single segment fulfilling criteria C 1 and C 2 , respectively. The computed prefix graph will contain two shortest paths; however, both will induce an identical flow diagram (see Figure 7) .
Secondly, the prefix graph is a multi-graph where any two incident vertices may be linked by multiple edges, each labeled with a different criteria. Thus, if two vertices u and v are incident and are connected by multiple edges, then, if there exists a shortest path using one of the multi-edges, there will be a shortest path for each of the multiedges. Each set of multi-edges connecting two vertices in the prefix graph will thus induce a set of flow diagrams that are isomorphic; other than that, the node that corresponds to the multi-edge will be labeled with a different criteria.
Clearly, the existence of many isomorphic flow diagrams, some with nodes labeled with identical criteria, is not ideal. On the other hand, the set of candidate flow diagrams that are produced from a given input may contain insights into the selection of the best candidate.
Tactical Analysis in Football
Sports teams will apply tactics to improve their performance, and computational methods to detect, analyze, and represent tactics have been the subject of several recent research efforts [4, 12, 16, 13, 21, 22] . See also the recent survey in Ref. [11] . Two manifestations of team tactics are in the persistent and repeated occurrence of spatial formations of players, and in plays-a coordinated sequence of actions by players during an interval where a single team retains possession of the ball. We posited that flow diagrams would be a useful tool for compactly representing both these manifestations. Next, we describe the two approaches used in this section.
The input for the experiments is a database containing player trajectory and match event data from four home matches of the Arsenal Football Club from the 2007/08 season, provided by Ref. [20] . For each player and match, there is a trajectory comprising a sequence of timestamped location points in the plane, sampled at 10 and accurate to 10cm. The origin of the coordinate system coincides with the centre point of the playing-area and the longer side of the playing-area is parallel to the x-axis-that is, the playing-area is oriented so the goals are to the left and right. In addition, for each match, there is a log of all the match events, comprising the type, timestamp, and location of each event.
This data is used to generate two distinct inputs for the flow diagram algorithms, and the resulting flow diagrams are evaluated. Table II summarizes the runtime performance and complexity of the inputs and outputs. 6.4.1. Defensive Formations. The spatial formations of players in football matches are known to characterize a team's tactics [3] , and a compact representation of how formations change over time would be a useful tool for analysis. We investigated whether a flow diagram could provide such a compact representation of the defensive formation of a team, specifically to show how the formation evolves during a phase of play. In our match database, all the teams use a formation of four defensive players who orient themselves along a line across the playing-area. Broadly speaking, the ideal is for the formation to be "flat," that is, the players are positioned along a line parallel to the y-axis. However, the defenders will react to changes in circumstances, for example, in response to opposition attacks, possibly causing the formation to deform. We constructed the following flow diagram to analyze the defensive formations used in the football matches in our database.
For each match in the database, the trajectories of the four defensive players were resampled at one-second intervals to extract the point-locations of the four defenders. The criteria used to summarize the formations were derived from those presented by Kim et al. [15] . The angles between pairs of adjacent players (along the defensive line) were used to compute the formation criteria (see Figure 8 ). The scheme in Kim et al. was extended to allow multiple criteria to be applied where the angle between pairs of players is close to the threshold between intervals. The reason for this was to facilitate compact results by allowing for smoothing of small variations in contiguous states.
The criteria C applied to each state is a triple (x 1 , x 2 , x 3 ), computed as follows. Given two player positions p and q as points in the plane such that y( p) ≤ y(q), let p be an arbitrary point on the interior of the half-line from p in the direction of the positive y-axis, and let ∠ p pq be the angle induced by these points, and thus, denotes the angle between the two player's positions relative to the goal-line. Let R(−1) = [−90
• , −10
• ] be three angular ranges. Thus, C = (x 1 , x 2 , x 3 ) : x 1 , x 2 , x 3 ∈ {−1, 0, 1} is the set of 27 available criteria. Each state sequence τ i ∈ T is segmented according to the criteria set C. A given state p 2 , p 3 , p 4 ) may satisfy the criteria (and thus have the formation) (
The state heuristic algorithm was run on an input of 153 state sequences derived from the morphology of the defensive formations of a single team in four matches when the opposing team is attacking, and the possession ends with a shot at goal or a tackle or foul within 30 of the goal. The induced flow diagram was then pruned by removing low-volume edges associated with only a single edge (see Figure 9) .
The resulting flow diagram produces a compact summary of the team's defensive strategy, and several observations can readily be made. The defenders are able to maintain a stable (0,0,0) formation-a flat back-four-for many of the possessions. In 57 possessions (37.3), the defense maintained this formation for the duration. Furthermore, in 14 (9.2) other cases, the defenders began with a flat back-four, and then changed to another formation before returning to the original formation. The flat back-four is generally known to be an effective formation for defenses to use when attempting an offside trap-a defensive tactic that has the objective of trapping an opposition player in an offside position, and thus winning a free-kick. The flow diagram makes it clear that this team prefers a flat back-four and thus may favor the offside trap. An insight such as this would appear be useful to a coach when analyzing the tactics of an opponent in an upcoming match.
The flow diagram also suggests that the defenders are able to maintain a stable formation. The s-t paths within the graph are short, with a maximum path length of five states. This suggests that the team is well organized defensively and able to maintain a preferred formation persistently, in the face of various opposition attacks.
Attacking Plays.
In this second experiment, we used a different formulation to produce flow diagrams to summarize phases of attack. During a match, the team in possession of the ball regularly attempts to reach a position where they can take a shot at goal and will use a variety of tactics to achieve such a position. For example, teams can vary the intensity of an attack by pushing forward, moving laterally, making long passes, or retreating and regrouping. We modeled attacking possessions as state sequences, segmented according to criteria representing the attacking intensity and tactics employed, and computed flow diagrams for the possessions. In particular, we were interested in determining whether differences in tactics employed by teams when playing at home or away, see Ref. [4] , are apparent in the flow diagrams.
We focus on ball events, where a player touches the ball, for example, passes, touches, dribbles, makes headers, and takes shots at the goal. The event sequence for each match was partitioned into sequences T = {τ Criteria were defined to characterize the movement of the ball-relative to the goal the team is attacking-between event states in the possession sequence. The definitions of the criteria C = {C 1 , . . . , C 8 } are presented in Table III. For a football analyst, the first four criteria are simple movements and may not be particularly interesting. The last four events are likely to be more significant: the long ball and cross-field ball change the locus of attack, and the shot criteria represent the objective of an attack.
The possession state sequences for the home and visiting teams were segmented according to the criteria and the state heuristic algorithm was used to compute the flow diagrams. The home-team input consisted of 66 sequences covered by a total of 866 segments, and resulted in a flow diagram with 21 nodes and 38 edges (see Figure 10) . Similarly, the visiting-team input consisted of 39 state sequences covered by 358 segments and the output flow diagram complexity was 16 nodes and 28 edges, as shown in Figure 11 .
At first glance, the differences between these flow diagrams may be difficult to appreciate; however, closer inspection reveals several interesting observations. The s-t paths in the home-team flow diagram tend to be longer than those in the visiting team's, suggesting that the home team tends to retain possession of the ball for longer and varies the intensity of attack more often. Moreover, the nodes for cross-field passes and long-ball passes tend to occur earlier in the s-t paths in the visiting team's flow diagram. These are both useful tactics as they alter the locus of attack; however, they also carry a higher risk. This suggests that the home team is more confident in its ability to maintain possession for long attack possessions, and will only resort to such risky tactics later in a possession. Furthermore, the tactics used by the team in possession are also impacted by the defensive tactics. As Bialkowski et al. [4] found, visiting teams tend to set their defence deeper, that is, closer to the goal they are defending. When the visiting team is in possession, there is, thus, likely to be more space behind the home team's defensive line, and the long ball may appear to be a more appealing tactic. The observations made from these are consistent with our basic understanding of football tactics and suggest that the flow diagrams are interpretable in this application domain.
CONCLUSION
We introduced flow diagrams as a compact representation of a large number of state sequences. We argued that this representation gives an intuitive summary allowing the user to detect patterns among large sets of state sequences, and we presented several algorithms depending on the properties of the segmentation criteria. These algorithms only run in polynomial time if the number of state sequences m is constant, which is the best we can hope for given the problem is W [1] -hard when m is a parameter. As a result, we considered two heuristic algorithms capable of processing large datasets in reasonable time; however, we were unable to give an approximation bound. We tested the algorithms experimentally to assess the utility of the flow diagram representation in a sports analysis context, and also analyzed the performance of the algorithms of inputs of varying parameterizations.
