It has been shown recently that cryptographic trilinear maps are sufficient for achieving indistinguishability obfuscation. In this paper we develop algebraic blinding techniques for constructing such maps. An earlier approach involving Weil restriction can be regarded as a special case of blinding in our framework. However, the techniques developed in this paper are more general, more robust, and easier to analyze. We demonstrate this approach in the construction of trilinear maps based on elliptic curves.
Introduction
In this paper we develop algebraic blinding techniques for the construction of cryptographically interesting trilinear maps. Cryptographic applications of nmultilinear maps for n > 2 were first proposed in the work of Boneh and Silverberg [3] . However the existence of such maps remains an open problem [3, 11] . The problem has attracted much attention recently as multilinear maps and their variants prove to be useful for indistinguishability obfuscation. More recently Lin and Tessaro [12] showed that trilinear maps are sufficient for the purpose of achieving indistinguishability obfuscation (see [12] for references to related works along several lines of investigation). This striking result brought the following question into the spotlight: can a cryptographically interesting trilinear map be constructed?
The results of this paper follow a line of investigation initiated by an observation of Chinburg (at the AIM workshop on cryptographic multilinear maps (2017)) that the following map frométale cohomology may serve as the basis of constructing a cryptographically interesting trilinear map:
A is an abelian surface over a finite field F and the prime ℓ = char(F). Following up on Chinburg's idea, a method for constructing trilinear maps was proposed in [8, 9] . It was based on the following map that can be derived from the cohomological map just mentioned: (α, β, L) → e ℓ (α, ϕ L (β)), where α, β ∈ A[ℓ], L is an invertible sheaf, and ϕ L is the map A → A * = Pic 0 (A) so that ϕ L (a) = t * a L ⊗ L −1 ∈ Pic 0 (A) for a ∈ A(F) where t a is the translation map defined by by a ([15] § 1 and § 6). In the map just described one no longer needs to assume that A is of dimension 2, and the third participant L in the trilinear map can be identified with an endomorphism of A. With this approach the third group in the pairing is to be constructed from endomorphisms of A, and the challenge is to encode the endomorphisms involved in such a way that the resulting group has hard discrete logarithm problem. The method proposed in [10] tackles this issue by using Weil descent (or Weil restriction) [5, 6, 7, 18] . The trilinear map in [10] is derived from a blinded version of the following trilinear map: ). The blinding of the map just described involves Weil descent.
In this paper we develop algebraic blinding techniques for constructing trilinear maps. The blinding in [10] involving Weil descent can be regarded as a special case in our framework. In retrospect, blinding using Weil descent is more restrictive, and the analysis is more complicated. However the construction is more efficient in terms of number of secret bits required. The blinding techniques developed in this paper are more robust, more general, and easier to analyze. Under our algebraic blinding system, the relationship between the published entities and the hidden entities is captured by algebraic conditions which in turn determine algebraic sets. The blinding is inherently ambiguous, as reflected in the algebraic sets being triply confusing (see Theorems 7, 10, 11 and the remarks right below Theorem 3). In particular these algebraic sets are of dimension Ω(n) in n O(1) variables, where n is the security parameter, moreover an affine space of dimension Ω(n) can be embedded around every point, and they admit twisted actions by a subgroup of dimension Ω(n) of a general linear group. These properties together make it conjecturally infeasible to solve for points in such algebraic sets in order to un-blind hidden objects of interest.
In addition to algebraic blinding, the security of the trilinear maps constructed in this paper also depends on the computational complexity of a trapdoor discrete logarithm problem presented in § 2.1. The problem involves an associative non-commutative polynomial algebra acting on some torsion points of a blinded product of elliptic curves. The kernel ideal of such action is hidden due to blinding, except polynomially many elements in the kernel are made public. The problem is of independent interest apart from its application to trilinear map construction.
In our construction the blinding parameters are secretly chosen and the elements of the third group in the pairing require private encoding. It remains an interesting open problem whether a trilinear map without private encoding, perhaps along the line of Chinburg's idea or the approach in [8, 9] , can be constructed.
Algebraic blinding systems
Our blinding maps are composed of the following simple maps: general linear maps, quadratic isomorphisms of affine spaces of small dimension, and Frobenius twists. Let K be a finite extension over some k = F q .
General linear maps Let Gl m (K) be the set of m-dimensional general linear maps defined over K. Each A ∈ Gl m (K) can be identified with an m by m invertible matrices (a ij ) with a ij ∈ K for 1 ≤ i, j ≤ m, so that for
To simplify our discussion we assume the objects to be blinded are n i=1 V i (K) where V i is an algebraic set contained ink 2 and defined over K, and a set of functions and maps over n i=1 V i (K). In this case the general linear maps involved are from Gl m (K) where m = 3n and m = 2, 3.
We assume V i is chosen from a family that is closed under Gl 2 (K) in the sense that if V is in the family then the isomorphic image of V under any A ∈ Gl 2 (K) is also in the family. This property adds to the robustness of our blinding scheme. It implies a Gl 2 -action on the family of candidate local functions which are to be blinded, as we will see in § 1.2.
Local quadratic isomorphisms
where f i is a quadratic polynomial in K[x, y, z] for i = 1, 2, 3. For random choices of p, q, A, B, the f i 's are most likely dense.
Frobenius twists Suppose [K : k] = d. For simplicity we assume d = O(n). Let τ denote the Frobenius map x → x q for x ∈k. Let τ a also denote τ a for a ∈ Z. For 0 ≤ a, b ≤ d − 1, let τ a,b denote the map τ a,b :k 2 →k 2 such that τ a,b (x, y) = (τ a (x), τ b (y)) = (x q a , y q b ) for x, y ∈k.
Weil descent as a special case Suppose V ⊂k 2 is an elliptic curve defined over K. Suppose [K : k] = d as above. Then a Weil descent of V from K to k can be identified withÊ
is determined by a basis θ of K over k as follows. Organize the coordinates ofk 2d in two vectorsx = x 0 , . . . , x d−1 andŷ = y 0 , . . . , y d−1 . Then
Note that δ is determined by the matrix in Gl d (K) with θ τi as the i-th row for i = 0, . . . , d − 1. The analysis in [10] shows that that Weil descent alone is not sufficient for the purpose of blinding, as a result additional local birational maps are involved in the trilinear map construction there. However the restrictive nature of δ, especially the fact that δ is determined by a K/k-basis, makes it complicated in terms of both construction and analysis. In contrast the techniques developed below are more general and robust at the same time.
Blinding space and blinding maps Let λ = B • λ p,q • A be as discussed above with A, B ∈ Gl 3 (K) and p(
Letμ be the mapk 2 →k 3 such thatμ(x, y) = µ(x, y, y), and let W λ be the isomorphic image ofk 2 underμ. Then W λ is isomorphic tok 2 .
We form a blinding space W ⊂k 3n , where W is isomorphic tok 2n , as follows.
3 with δ i :k 3n →k 3 given by linear forms
The basic blinding map associated with the blinding space W is ρ :k 3n → n i=1k
. We see that ρ maps W isomorphically tok 2n .
A blinding map on W is the basic blinding map twisted by Frobenius locally, that is, (τ ai,bi • ρ i ) n i=1 with 0 ≤ a i , b i ≤ d − 1 for i = 1, . . . , n.
In this paper we will focus on basic blinding maps for the most part since they are sufficient for our purposes. We remark that adding Frobenius twists to basic blinding maps provides an additional layer of protection and allows us to pay attention to the fact that the functions and maps of interest are applied to Krational points. We will briefly discuss blinding maps with Frobenius twists in § 1.6.
Ideal of ambivalence The ideal I generated by F i2 − F i3 , 1 ≤ i ≤ n, is considered the ideal of ambivalence because for polynomials H, H ′ such that H − H ′ ∈ I, H and H ′ define the same map W →k.
Let I i denote the submodule of I consisting of polynomials of degree bounded by i.
: W →k 2n be a basic blinding map with ρ i = (F i1 , F i2 ) : W →k 2 where F ij are quadratic polynomials in 3n variables for i = 1, . . . , n and j = 1, 2. Suppose H ij are polynomials such that H ij − F ij ∈ I 2 for i = 1, . . . , n and j = 1, 2. Then ρ i = (H i1 , H i2 ) : W →k 2 for i = 1, . . . n. The set of (H i1 , H i2 ) that determine the same map as ρ i : W →k 2 is isomorphic tok 2n . The set of (H ij ) 1≤i≤n;j=1,2 that determine the same basic blinding map as ρ is isomorphic tok 2n 2 .
Proof The first assertion follows directly from the definition of I. For the second assertion, since the zero set of I, which is W , has dimension 2n, F i2 − F i3 , i = 1, . . . , n, are algebraically independent, hence linearly independent as well. Hence there is a linear isomorphism between I 2 andk n . From this the second and the third assertions follow. ✷
Suppose we allow the blinding parameters to take values ink, hence δ ∈ Gl 3n (k), A i , B i ∈ Gl 3 (k), p i and q i a quadratic polynomials with coefficients fromk for i = 1, . . . , n. Let ρ denote the set of parameters (δ, A i , B i , p i , q i : i = 1, . . . , n) that define the blinding map ρ : W →k 2n .
Theorem 2. Let ρ : W →k 2n be a basic blinding map determined by parameters: δ ∈ Gl 3n (K),
, p i a quadratic polynomial in one variable, q i a quadratic polynomial in two variables, for i = 1, . . . , n. Let
. . , n. Then ρ ′ = ρ : W →k 2n , hence There is an injective mapk n → ρ .
Proof The theorem follows immediately from Lemma 1. ✷.
Semi-local functions
We say that a rational function f :
. , x ic . In this paper we only consider c-local functions of bounded but positive degree. By abuse of notation we also write f (x) = f (x i1 , . . . , x ic ). We consider the function g = f •ρ semi-local, noting that g(x) = f (ρ i1 (x), ..., ρ ic (x)). Suppose the degree of f is bounded by d j at x ij for j = 1, . . . , c. Denote by [f ] the set of (h 1 , h 2 ) where h 1 and h 2 are 2c-variate polynomials such that the degree of h 1 and h 2 is bounded by d j at x ij for j = 1, . . . , c and f as a rational function on in 2c variables can be defined by h 1 /h 2 . Denote by [ρ] the set of (H ij ) i=1,...,n;j=1,2 such that the basic blinding map ρ can be defined by quadratic polynomials H ij (x), i = 1, . . . , n and j = 1, 2, so that ρ = (ρ i ) n i=1 with ρ i = (H i1 , H i2 ). Then for x ∈ W , g(x) = h1(Hi 1 ,1(x),Hi 1 ,2 (x),...,Hi c ,1(x),Hic,2(x)) h2(Hi 1 ,1(x),Hi 1 ,2 (x),...,Hi c ,1(x),Hic,2(x)) . We say that h Let A i ∈ Gl 2 (k) for i = 1, . . . , n. Let A be the block-diagonal matrix with A 1 , ..., A n as the diagonal blocks. Let g be a semi-local function as above.
If
We also consider rational functions f :
where the local part [f ] consists of 4-variate polynomials h 1 and h 2 , and the blinding part ρ] consists of quadratic polynomials H ij in 3n variables,i = 1, . . . , n, j = 1, 2, such that for x, y ∈ W , g(x, y) = h1(Hi1(x),Hi2(x),Hi1(y),Hi2(y)) h2(Hi1(x),Hi2(x),Hi1(y),Hi2(y)) . Let A j ∈ Gl 2 (k) for j = 1, . . . , n. Let A be the block-diagonal matrix with A 1 , ..., A n as the diagonal blocks. Then we similarly obtain semi-local decomposition
for all i, where f i is a local function and ρ is a basic blinding map. Then the following hold.
There is an injective mapk
and for some j the degree of f i at x ij is greater to equal to the minimum degree of polynomials in the ideal defining V ij . 4. Let A j ∈ Gl 2 (k) for j = 1, . . . , n. Let A be the block-diagonal matrix with A 1 , ..., A n as the diagonal blocks. Then g i has semi-local decomposition
Proof The first assertion follows from Theorem 1. The second assertion follows from Theorem 2. For the third assertion observe that if (
The last assertion follows the discussion above. ✷ Remarks Theorem 3 states fundamentally how the algebraic blinding system is designed to be inherently ambiguous. In our setting for constructing trilinear maps using elliptic curves, it will be clear that the condition in the third assertion is satisfied.
Then V S and V S,ρ admit local embedding of affine space of dimension Ω(n 2 ) (respectively Ω(n)) around every point by the first two assertions of Theorem 3, and both are acted on by (Gl 2 (k)) n . 2. Due to the assertions in the theorem we say that V S and V S,ρ are triply confusing. Indeed the first two assertions of the theorem states that V S (resp. V S,ρ ) is confusing in the blinding part [ρ] (resp. ρ ). The third assertion states that V S (resp. V S,ρ ) is confusing in the local part. The fourth assertion states that the Gl-action on the decomposition [f ] • [ρ] makes V S (resp. V S,ρ ) even more confusing. 3. The fact that V S and V S,ρ are non-linear of large dimension (respectively Ω(n 2 ) and Ω(n)) in n O(1) variables present a challenge to attack. Best known methods for solving a polynomial system of degree d in n variables take time at least d O(n 2 ) when the system has positive dimension, and d O(n) in dimension 0 (see [1] for a comprehensive survey). The three properties that make V S and V S,ρ triply confusing, seems to make it very difficult to reduce the algebraic sets to dimension zero, say by judicious choice of intersecting hyperplanes. 4. Under our blinding scheme we do not explicitly specify semi-local functions, even though they are critically involved in specifying functions and maps of interest. As we shall see in the following subsections, suppose a set S of semi-local functions are involved in the specification, then V S (resp. V S,ρ ) is a hidden algebraic set that can be locally embedded around every point of the algebraic sets arising from the specification. Therefore these algebraic sets are also triply confusing, satisfying the three properties in Theorem 3.
Specifying a semi-local sum
For i > 0, let I i be the submodule of I consisting of elements of degree at most i. If a map W →k can de defined a polynomial h of degree d, then it is also defined by any polynomial in h + I d . For a random choice of basic blinding map ρ, the associated F ij are dense quadratic polynomials in x, so are F i2 − F i3 . Therefore a random element of h + I d is likely a dense polynomial of degree d in x. We write f ∈ R h + I d to denote a uniform random selection from h + I d .
To specify a function f that is the sum of hidden semi-local functions, say f = m i=1 ϕ i where ϕ i is a hidden semi-local function, we take the following steps to specify f as a sum of m random-looking functions that are not semi-local. Again we focus on the case
. . , m}, and specify ϕ as
For simplicity assume f i has locality 2 and depends on
where h i1 and h i2 are polynomials in 4 variables.
The equation (1) characterizes the algebraic condition determined by g ′′ i and h ′′ i in relation to the unknown h i1 , h i2 , F i , and ℓ i,j and ℓ i+1,j .
The information contained in the specification is described by m algebraic conditions of the form (1) giving relations of the specifying polynomials
Let V f be the algebraic set determined by these m conditions. Let V ρ,f be the algebraic set determined also by these conditions, however with F ij expressed in terms of the blinding parameters.
For all local functions f i , i = 1, . . . , m, and basic blinding maps ρ, such that ϕ i has semi-local decomposition
satisfies the equations with ℓ i,j and ℓ i+1,j chosen in the procedure. Let S = {ϕ i : i = 1, . . . , m}. Then V S (resp. V S,ρ ) is locally embed around every point of V f (resp. V f,ρ ), since we have injective maps
We have proven the following:
Theorem 4. Let f : W →k be a function which is the sum of m semi-local functions of bounded degree. Suppose f is specified by a set of 2m polynomials g ′′ i , h ′′ i , i = 1, . . . , m by following the procedure described above. The information contained in the specification can be described by a set of m algebraic conditions of the form (1) giving relations of the specifying polynomials g ′′ i , h ′′ i , i = 1, . . . , m, to the hidden polynomials including h i1 , h i2 , F ij , and ℓ ij . Let V f be the algebraic set determined by these m conditions. Let V ρ,f be the algebraic set determined also by these conditions, however with F ij expressed in terms of the blinding parameters. Let S = {ϕ i : i = 1, . . . , m}. Then V S (resp. V S,ρ ) is locally embedded around every point of V f (resp. V f,ρ ).
By Theorem 4 V S (resp. V Sρ ) is locally embedded in V f (resp.V f,ρ ). The properties stated in Theorem 3 of V S and V S,ρ , and the remarks following Theorem 3 is the basis for the heuristic assumption that when a function which is semi-local sum is specified as above, the specification serves as a black box function.
Specifying a semi-local product
Similarly, to specify a function f that is the product of semi-local functions, say f = m i=1 ϕ i where ϕ i is semi-local, we take the following steps to specify f as a product of m random-looking functions that are not semi-local. Again we focus on the case
where h i1 and h i2 are polynomials in 4 variables. Similar to the case in § 1.3, the information contained in the specification of f is captured in m algebraic conditions, i = 1, . . . , m:
The following theorem can be proven in a way that is similar to the proof for Theorem 4.
Theorem 5. Let f : W →k be a function which is the product of m semi-local functions of bounded degree. Suppose f is specified by a set of 2m polynomials g ′′ i , h ′′ i , i = 1, . . . , m by following the procedure described above. The information contained in the specification can be described by a set of m algebraic conditions of the form (2) giving relations of the specifying polynomials g ′′ i , h ′′ i , i = 1, . . . , m, to the hidden polynomials including h i1 , h i2 , F ij , and ℓ i . Let V f be the algebraic set determined by these m conditions. Let V ρ,f be the algebraic set determined also by these conditions, however with F ij expressed in terms of the blinding parameters. Let S = {ϕ i : i = 1, . . . , m}. Then V S (resp. V S,ρ ) is locally embedded around every point of V f (resp. V f,ρ ).
Theorem 5 and Theorem 3 provide the basis for the heuristic assumption that when a function which is semi-local product is specified as above, the specification serves as a black box function.
Specifying maps of bounded locality
We consider two kinds of rational maps of bounded locality that will be involved in the trilinear map construction.
For simplicity of discussion we assume ϕ has locality 2. Applying the basic blinding map ρ to ϕ we getφ : W → W such that ρφ = ϕ • ρ.
In the proofs of the results in this section we will focus on the first case where ϕ = (ϕ i ) n i=1 :
The argument for the second case is very similar and is omitted.
Lemma 2. For i = 1, . . . , 3n,φ i is the sum of 3n semi-local functions.
We adopt the following notation. Suppose f i , i = 1, 2, m, are polynomials in 3 variables, and g i , i = 1, 2, 3, are polynomials. Let f = (f 1 , . . . , , f m ) and g = (g 1 , g 2 , g 3 ). Then
. . , f m (g 1 , g 2 , g 3 )).
As before we have
.
We have proved the following Lemma 3. For i = 1, . . . , 3n,φ i is the sum of 3n semi-local functions.
We apply the procedure described in § 1.3 to specify eachφ i as the sum of 3n random looking functions from W tok. Supposeφ i is specified as 3n j=1
Gij G ′ ij for some polynomials G ij and G ′ ij . Thereforeφ is specified by these O(n 2 ) polynomials G ij and G ′ ij .
Again, write f = W g if for rational functions f and g onk 3n , f (x) = g(x) for all x ∈ W . Now consider information revealed by the specification ofφ about the hidden map ϕ and the blinding parameters δ, λ i , i = 1, . . . , n.
Suppose δ −1 = (w ij ) 1≤i,j≤3n . We haveφ i = 3n j=1 w ij v j where v j = u rs • F r with 1 ≤ r ≤ n and 1 ≤ s ≤ 3 such that j = 3(r − 1) + s. Put r = r j and s = s j .
Put w ij u rj,sj = g g ′ where g, g ′ are polynomials in 4 variables. Then as Theorem 4 is applied in this situation we get
Equation (3) characterizes the condition in specifying G ij and G ′ ij , where ℓ ij are unknown linear forms in 3n variables, F ij are unknown quadratic polynomials in 3n variables, g and g ′ are unknown polynomials in 4 variables of degree 2 deg ϕ i = O(1), where w ij u rj ,sj = g g ′ .
The other kind of information provided onceφ is specified is the information that may be obtained by evaluation ofφ on W . Suppose α ∈ W andφ(α) = β. Then for i = 1, . . . , n, we have ϕ i • ρ(α) = ρ(β), hence we get the condition
The following two theorems can be proved in a way that is similar to the proof or Theorem 4. Theorem 6. Supposeφ is specified using the procedure described in § 1.3 with O(n 2 ) polynomials of bounded degree in O(n) variables. The information contained in the specification can be described by n O(1) conditions, in the forms of Eqns (3) and (4,5), in n O(1) unknowns representing the coefficients of the hidden polynomials, including F ij , which determine a basic blinding map, and g ij , g ′ ij ,
which determine the local functions, with i = 1, . . . , n, j = 1, 2. Let V ϕ be the algebraic set determined by these conditions. Let V ϕ,ρ be the algebraic set determined by these conditions, however with F ij expressed in terms of the blinding parameters. Let S be the set of 9n 2 semi-local functions involved in specifyingφ. Then V S (resp. V S,ρ ) is locally embedded around every point of V ϕ (resp. V ϕ,ρ ).
Theorem 7. Suppose a random basic blinding map ρ is chosen and a set of functions each of which is either the sum or product of O(n) semi-local functions of bounded degree is specified. Then the information contained in the specification can be described by n O(1) conditions, in the forms of Eqns (1,2),(3) and (4,5), in n O(1) unknowns representing the coefficients of the hidden polynomials, including F ij , with i = 1, . . . , n and j = 1, 2, which determine a basic blinding map, and polynomials which determine the hidden local functions. Let V be the algebraic set determined by these conditions. Let V ρ be the algebraic set determined by these conditions, however with F ij expressed in terms of the blinding parameters. Let S be the set of semi-local functions that are involved. Then V S (resp. V S,ρ ) is locally embedded around every point of V (resp. V ρ ).
Theorem 7 together with Theorem 3 underscores the difficulty of solving for a closed point of V or V ρ for the purpose of un-blinding.
Blinding maps with Frobenius twists
Fix and publish a randomly chosen basis of K/k, θ = θ 1 , . . . , θ d . As before, let τ denote the Frobenius map x → x q for x ∈k (where k = F q ), let τ a = τ a , and τ a,b denote the Frobenous twistk 2 →k 2 : (x, y) → (τ a (x), τ b (y)) = (x q a , y q b ). When the context is clear we also denote τ a,a as τ a .
We consider a blinding map
where f i is a local function. In this case we may write the decomposition as
where τ a = (τ a1 , . . . , τ an ). Let A be a block diagonal matrix with A 1 , ... A n as the diagonal blocks where A i ∈ Gl 2 (k). It is easy to check that A i • τ ai = τ ai • A τ−a i i . Using this we verify that g i has semi-local decomposition
We may write A ′ as A τ−a . From this it is not hard to see the that we have the following generalization of Theorem 3.
Theorem 8. Suppose we have a set of semi-local functions g i , i = 1, . . . , m, such that g i has semi-local decomposition [f i ] • [ρ ′ ] for all i, where f i is a local function and ρ ′ = τ a • ρ where ρ is a basic blinding map and τ a = (τ a1 , . . . , τ an ). Then the following hold.
1. There is an injective mapk 2n 2 → [ρ], and an injective mapk n → ρ .
There is an injective mapk
and for some j the degree of f i at x ij is greater to equal to the minimum degree of polynomials in the ideal defining V ij . 3. Let A j ∈ Gl 2 (k) for j = 1, . . . , n. Let A be the block-diagonal matrix with A 1 , ..., A n as the diagonal blocks. Then g i has semi-local decomposition
Let S = {g i : i = 1, . . . , m} be as in the theorem. Let V S be the union of Then V S and V S,ρ admit local embedding of affine space of dimension Ω(n 2 ) (respectively Ω(n)) around every point by the first two assertions of Theorem 8, and both are acted on by (Gl 2 (k)) n in a twisted fashion. The two properties combined, and the fact that their dimensions are huge (respectively Ω(n 2 ) and Ω(n)), seem to make it difficult to solve for a closed point even if polynomial systems describing V S and V S,ρ are known.
Suppose f is a polynomial of degree d then τ a • f (x) = (f (x)) q a has degree dq a . Therefore polynomials of degree exponential in q result as we apply Frobenius twists to blind a semi-local function. This makes it more complicated to describe V S and V S,ρ .
In order to specify blinded maps using low degree polynomials we consider the descent trick which is involved in Weil restriction (descent).
Suppose f is a polynomial with coefficients ink, let f τa denote the polynomial obtained by applying τ a to all coefficients of f .
x ij θ j , for i = 1, . . . , 3n, where x ij are variables. Let x = x 1 , . . . , x 3n and X = x 11 , . . . , x 3n,d . Letf (X) = f (x 1 , . . . ,x 3n ).
Let J be the ideal generated by x q ij − x ij for all i, j. Let f (x) mod J denote the polynomials g(x) with degree less than q in all x ij such that f ≡ g mod J. Let f (a) (X) = (f (x)) q a mod J. Note thatf (a) =τ a • f mod J.
We callf the descent of f with respect to θ, or simply the descent of f when θ is fixed. We callf (a) a twisted a-descent of f . Note that degf (a) ≤ deg f .
We have an injective homomorphismk[x] →k[x]
: f →f wherex denotes the sequence x ij , i = 1, . . . , 3n, j = 1, . . . , d. LetṼ S (resp.Ṽ S,ρ ) denote the image of V S (resp. V S,ρ ) under the map naturally induced by the injection [ρ] → [ρ]. From this observation and Theorem 8 we have the following theorem.
Theorem 9. Suppose we have a set S of semi-local functions g i , i = 1, . . . , m, such that g i has semi-local decomposition [f i ] • [ρ ′ ] for all i, where f i is a local function and ρ ′ = τ a • ρ where ρ is a basic blinding map and τ a = (τ a1 , . . . , τ an ). Then the following hold.
1. Around every point ofṼ S there is an embedding ofk 2n 2 relative to the blinding part, and an embedding ofk relative to the local part if there is some f i , c-local depending on V i1 × . . . V ic , where for some j the degree of f i at x ij is greater to equal to the minimum degree of polynomials in the ideal defining V ij . 2. Around every point ofṼ S,ρ there is an embedding ofk n relative to the blinding part, and an embedding ofk relative to the local part if there is some f i , clocal depending on V i1 × . . . V ic , where for some j the degree of f i at x ij is greater to equal to the minimum degree of polynomials in the ideal defining V ij . 3. There is a twisted action of (Gl 2 (k)) n onṼ S andṼ S,ρ .
Specifying blinded functions and maps
We have an isomorphism λ :
Therefore though τ a • f (x) = (f (x)) q a has high degree, when the polynomial is applied to x = λx wherex = (x ij ) with x ij ∈ k, we can instead apply the low-degreef (a) tox.
LetĨ be the ideal generated byf for f ∈ I.
Lemma 4. If f = W 0 thenf (a) =W 0 for all a. In particular the dimension of I 2 is at least the dimension of I 2 , which is Ω(n).
The lemma follows sincef (a) (v 1 , . . . , v 3n ) = (f (λ(v 1 ), . . . , λ(v 3n ))) τa . ✷ For specifying a function that is the sum of semi-local functions, the same procedure in § 1.3 applies. Then the specifying polynomials g ′′ i and h ′′ i are now to be expressed in descent form by applying the substitution x i = d j=1 x ij θ j for i = 1, . . . , 3n. The conditions (1) become in this setting the following:
LetṼ f be the algebraic set determined by these conditions. Then consider as before the same set of m conditions, however with the coefficients ofF ij expressed in terms of the blinding parameters. LetṼ ρ,f be the algebraic set determined by these conditions that involve the blinding parameters. ThenṼ ρ,f is nonlinear of dimension Ω(n).
A similar analysis can be carried out for products of semi-local functions, maps of bounded locality, and more generally the case where a set of such functions and maps are specified with algebraic blinding with Frobenius twists. In this way analogous theorems to Theorem 5, Theorem 6 and Theorem 7 can be proved. We state below the analogous theorem to Theorem 7.
Theorem 10. Suppose a random blinding map ρ is chosen and a set of functions each of which is either the sum or product of O(n) semi-local functions of bounded degree is specified as discussed in this section. Then we have the following.
1. The information contained in the specification can be described by n O(1) conditions, in n O(1) unknowns representing the hidden polynomials in the descent form, includingF ij , with i = 1, . . . , n and j = 1, 2, where F ij 's determine a basic blinding map, and the polynomials which determine the hidden local functions. 2. LetṼ be the algebraic set determined by these conditions. LetṼ ρ be the algebraic set determined by these conditions, however withF ij expressed in terms of the blinding parameters. Let S be the set of semi-local functions that are involved. ThenṼ S (resp.Ṽ S,ρ ) is locally embedded around every point of V (resp.Ṽ ρ ). 3. Around every point ofṼ there is an embedding ofk 2n 2 , and around every point ofṼ ρ an embedding ofk n . Moreover there is a twisted action of (Gl 2 (k)) n onṼ andṼ ρ .
Trilinear map construction
To construct a trilinear map we start by choosing a pairing friendly elliptic curve E/K defined by y 2 = x 3 + ax + b with a, b ∈ K, such that E[ℓ] ⊂ E(K), where log ℓ and log |K| are linear in the security parameter. The curve E is considered secret.
Our trilinear map is derived from a blinded version of the following map: Consider a family of elliptic curves defined over K which are isomorphic to E, which includes for every A ∈ Gl 2 (K), the curve that is isomorphic to E under A. Choose randomly from this family E i , i = 1, . . . , n.
As in § 1.6, suppose K is a finite extension over k = F q . Fix and publish a randomly chosen basis of K/k, and let τ denote the Frobenius map x → x q for x ∈k. Choose a random blinding map ρ = (ρ i ) n i=1 of the form
n such that e(α, β) = 1. Letα,β ∈Ê[ℓ] such thatα corresponds to α and β corresponds to β underÊ
Let G 1 and G 2 be the groups generated byα andβ respectively. They are the first two groups in the trilinear map. The pointsα andβ are made public, while α and β are secret.
The addition map onÊ[ℓ],m, which can be securely specified by generalization of Theorem 6 (as discussed in § 1.6 see also Theorem 10), serves as the group law in both G 1 and G 2 .
Choose a set of N = O(n 2 ) matrices M i ∈ Gl n (F ℓ ) such that each row of M i has two non-zero entries, which contain 1, and that the matrices M i together with the identity matrix M 0 generate M at n (F ℓ ) as a vector space over We are ready to describe the trilinear map: G 1 ×G 2 ×G 3 → µ ℓ ⊂ K. Let K = F q , E, ℓ, ρ,Ê = ρ −1 n i=1 E i be as described above where log q, log ℓ, n are linear in the security parameter. The third group G 3 = F ℓ in the trilinear map is identified with (F ℓ + Λ)/Λ. Theoretically a ∈ F ℓ is represented by polynomials in a+Λ. However for efficiency purpose we will only choose polynomials in a + Λ of degree n O(1) with number of terms with nonzero coefficients bounded in n O (1) . For simplicity let [a] denote the subset of f ∈ a + Λ such that f is a linear polynomial plus a term of degree n. We can allow more general f ∈ a + Λ to be included in [a] as long as the support of f is polynomially bounded in n. The choice just made is simple but sufficient for our purposes.
Private encoding To encode a ∈ F ℓ , choose random i 1 , . . . , i n ∈ {1, . . . , N }, then find c and b 0 , . . In addition toα,β ∈Ê[ℓ] ⊂ K 3n , a set of maps of bounded locality is specified: the addition morphismm, andφ i , i = 1, . . . , N where N = O(n 2 ). For the computation ofê two functionsĝ andĥ are specified, both are products of semilocal functions of bounded degree, as will be discussed in § 3.
Theorem 11. The information contained in the specification of the trilinear map described in this section can be described by n O(1) algebraic conditions in n O(1) unknowns. LetṼ be the algebraic set determined by these conditions. Let V ρ be the algebraic set determined by these conditions, however with the quadratic polynomials describing the basic blinding map that is involved expressed in terms of the blinding parameters. Let S be the set of semi-local functions that are involved in specifying the trilinear map. Then the hiddenṼ S (resp.Ṽ S,ρ ) is triply confusing and can be locally embedded around every point ofṼ (resp.Ṽ ρ ). In particular around every point ofṼ there is an embedding ofk 2n 2 , and around every point ofṼ ρ an embedding ofk n , moreover there is a twisted action of (Gl 2 (k)) n onṼ andṼ ρ .
Proof Let S be the set of semi-local functions involved inm,φ i ,ĝ andĥ. The local functions involved in these semi-local functions are all related to the addition law on E and are of degree 3 in at least one variable (see § 3). This implies by Theorem 3 the algebraic set V S and V S,ρ are triply confusing, so arẽ V S andṼ S,ρ . Theorem 11 follows as Theorem 7 and Theorem 10 are applied to the current context.
Trapdoor discrete logarithm
The security strength of the third group G 3 is captured in a trapdoor discrete logarithm problem described below. Let E an elliptic curve defined over K = F q (not necessarily pairing friendly for the problem defined here). Let log q, log ℓ and n are linear in the security parameter The trapdoor secret consists of the following, described earlier in this section.
1. ρ a randomly chosen blinding map,
, such that each row of M i has two non-zero entries, which contain 1, and that the matrices M i together with the identity matrix M 0 generate M at n (F ℓ ) as a vector space over F ℓ , 4. R = F ℓ [z 1 , . . . , z N ] a non-commutative associative algebra over free variables z 1 , . . . , z N .
The following are publicly specified:
The discrete logarithm problem is: Given f ∈ R supported at 1, z 1 , . . . , z N and a monomial of degree n, to determine a ∈ F ℓ such that f (φ 1 , . . . ,φ N )(β) = aβ. In other word, given f ∈ [a] with a unknown, the problem is to find a.
We assume that n O(1) many random samples of [0] are publicly available. The set [0] contains at least N n linearly independent polynomials since there are N n (non-commutative) monomials of degree n. Suppose f ∈ [a]. The probability that f − a and a random sample of s elements of [0] are linearly dependent is negligibly small unless s ≥ N n , since these elements most likely involve distinct monomials of degree n. Therefore it seems very unlikely to mount an efficient linear algebra attack, unless the trapdoor secret map λ : R → M at n (F ℓ ) is revealed.
Apart from its application to trilinear map construction, the trapdoor discrete logarithm problem formulated above is of independent interest.
The Decision-Diffie-Hellman (DDH) assumption
It is easy to modify the trilinear map construction so that the Decision-Diffie-Hellman (DDH) assumption is conjecturally satisfied on the pairing groups. We use a random blinding ρ to constructÊ, and formβ and G 2 andφ i 's as above. Then we use a different random blinding ρ ′ to constructÊ
We note that if the same blinding ρ is used to form G 1 as before andê is a pairing betweenÊ[ℓ] andÊ[ℓ], the group G 1 may not satisfy the DDH assumption. The reason is that we may heuristically assumeê(α,φ i (α)) = 1 for some i, so we can useφ i to induce a non-degenerate self-pairing on G 1 . We can verify abα from aα and bα using the following equality: e(aα,φ i (bα)) =ê(α,φ i (abα)).
When a different blinding ρ ′ is used to formÊ ′ , no map fromÊ ′ [ℓ] toÊ[ℓ] is available to induce a self-pairing on G 1 . Similar remarks apply to G 2 .
Pairing computation
To complete the description of the trilinear map we describe howê is defined and specified. To simply notation and make the presentation easier we identify E i and E through isomorphism and denote for example the addition morphism of E i ≃ E also as m. We also assume the same blinding map ρ is used to form the pairing groups, so thatê is a pairing onÊ[ℓ].
Suppose the characteristic of K is not 2 or 3, and E is given y 2 = x 3 + ax + b with a, b ∈ K. The addition map of E can be described as follows (see [17] ). Let P 1 = (x 1 , y 1 ), P 2 = (x 2 , y 2 ) be two points on E. If x 1 = x 2 and y 1 = −y 2 , then P 1 + P 2 = 0. Otherwise, we can find P 3 = (x 3 , −y 3 ) such that P 1 , P 2 and P 3 = (x 3 , y 3 ) lie on a line y = λx + ν, and we have P 1 + P 2 = P 3 .
(1) If x 1 = x 2 , then λ = y2−y1 x2−x1 and ν = y1x2−y2x1 x2−x1 .
(2) If x 1 = x 2 and y 1 = 0, then λ = In both cases x 3 = λ 2 − x 1 − x 2 , y 3 = −λx 3 − ν.
Suppose P i = (x i , y i ) with P i ∈ E for i = 1, 2, 3, x 1 = x 2 and P 1 +P 2 = P 3 . Then g P1,P2 := y−λx+ν x−x3 + P 3 − O = P 1 + P 2 − 2O, where λ = y2−y1 x2−x1 and ν = y1x2−y2x1 x2−x1 . Let g : E × E × E →k such that for P 1 = (x 1 , y 1 ), P 2 = (x 2 , y 2 ) ∈ E, and Q = (x, y) ∈ E, g(P 1 , P 2 , Q) = y−λx+ν x−x3 = g P1,P2 (Q).
Letĝ :Ê×Ê×Ê →k so that forα,β,γ ∈Ê.ĝ(α,β,γ) = n i=1 g(ρ i (α), ρ i (β), ρ i (γ)).
For D = P 1 − O where P 1 = (x 1 , y 1 ) is not 2-torsion, we have 2D = (h D ) + D ′ where D ′ = P 3 − O with 2P 1 = P 3 = (x 3 , y 3 ) given by the formula above, and h D (x, y) = L x−x1 where L = y − λx − ν, λ = . So let h : E × E →k so that for P 1 = (x, y) ∈ E and P 2 = (x 2 , y 2 ) ∈ E, h(P 1 , P 2 ) = h D (P 2 ) = h D (x 2 , y 2 ) as above where D = P 1 − O.
Letĥ :Ê ×Ê →k so that forα,β ∈Ê.ĥ(α,β) = n i=1 h(ρ i (α), ρ i (β)).
Suppose P ∈ E[ℓ]. Then D = P − O is an ℓ-torsion divisor. We recall how to efficiently construct h such that ℓD = (h) through the squaring trick [13, 14] . Write i a iαi+1 =α i1 + . . . +α im = O with i 1 > . . . > i m . Letβ i be such that α i1 +α i2 =β 2 ,β 2 +α i3 =β 3 ,. . .,β im−1 +α im = O. We havê
Therefore n i=1 f ρi(α) (ρ i (β)) can be computed efficiently usingĝ andĥ.
Similaly n i=1 f ρi(β) (ρ i (α)) can be computed efficiently usingĝ andĥ. Soê(α,β) = n i=1 f ρ i (α) (ρi(β)) n i=1 f ρ i (β) (ρi(α)) can be computed efficiently usingĝ andĥ. Finally we note that bothĝ andĥ are products of semi-local functions. They can be specified securely using the procedure described in § 1.4.
