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Abstract
We give a method of factoring integer matrices in Zn×n into components such that the factorization is
not unique unless certain information is known. In Section 2, we introduce this method of factorization and
provide theorems which establish its well-definedness. In Section 3, we construct a matrix in SL(n,Z) as
a product of specific types of matrices and establish an algorithm for factoring the result uniquely given an
amount of information.
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1. Introduction
Matrix factorizations have found broad uses across a variety of fields. The Cartan and Iwasawa
decompositions of Lie groups give coordinates suitable for Riemannian geometry (see Sagle and
Walde [4], or any text on Lie groups for a general introduction). When restricted to integer matrix
groups, these factorizations of course do not yield integer matrix factors. Group generators for
SL(2,Z) give a factorization in terms of integer matrices that yields the “highest point method”
for finding the fundamental region of the group on the Poincaré upper half plane, as described in
Hua [2], as well as on higher rank manifolds. Smith normal form factors a diagonal matrix out of
Zn×n. More recently, Yamamura [5] demonstrated that a public key cipher could be built out of the
factorization of SL(2,Z) into nonstandard generators. Blackburn and Galbraith [1] subsequently
invented an attack on the Yamamura cipher that depends on the geometry of the Poincaré upper
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half plane. Maze et al. [3] use matrix semigroups to create a Diffie–Hellman key exchange. As
these examples show, a new way of factoring integer matrices into integer matrix factors could
have potential use in geometry, number theory or cryptology.
In this paper we present a nonunique factorization of Zn×n into a product of integer matrices,
each of which is the image of a map from Z2×2 into Zn×n. In addition we present an algorithm
for constructing matrices in Zn×n as such a product and show that, under suitable hypotheses, the
algorithm may be reversed to give a unique factorization.
2. Matrix factorization
The goal in our method of matrix factorization is to take any matrix of size n ∈ Z+ and
factor into an ordered collection of embedded 2 × 2 integer matrices. For this, we require a
method of relating elements of Z2×2 with elements of Zn×n, for our particular n. So, fix n > 2.
We can define homomorphisms of SL(2,Z) into SL(n,Z), for all 1  j  i − 1, 2  i  n by
letting
φi,j
[
a b
c d
]
= (al,m) (2.1)
be an element of SL(n,Z), where
al,m =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a if l = m = j,
b if l = j, m = i,
c if l = i, m = j,
d if l = m = i,
1 if l = m /= i, j,
0, otherwise.
(2.2)
Its easy to see that φi,j is an injection and preserves the determinant.
Notice that for any C ∈ Zn×n, the φi,j are indexed by the lower triangular entries of C. The
entry c of the original 2 × 2 matrix is placed below the diagonal as the (i, j)th entry of (al,m).
Theorem 2.1 relies on this indexing to factor any square integer matrix by successively clearing
its lower triangular entries through multiplying on the left by matrices of the form given in
(2.2).
Theorem 2.1. Let C ∈ Zn×n, n  2. Also let φi,j , where i > j, be as described above. Then C
has a factorization
C =
[
n

i=2
i−1

j=1
φi,j (Ki,j )
]
· PC, (2.3)
where each Ki,j ∈ SL(2,Z), and PC is upper triangular. Also, the product denotes multiplication
on the right in the order given.
Proof. The proof proceeds by induction on n. We start with Z2×2 and let
C =
[
c1,1 c1,2
c2,1 c2,2
]
. (2.4)
If c2,1 = 0, then C is upper triangular, and we are done. Otherwise, let g = gcd(c1,1, c2,1). Define,
for some b1,2, b2,2 ∈ Z, the matrix
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K =
[
c1,1
g
b1,2
c2,1
g
b2,2
]
. (2.5)
As c1,1
g
,
c2,1
g
are relatively prime, we can choose integers b1,2 and b2,2 such that det K = 1. So,
K ∈ SL(2,Z). We can write
C = KK−1C,
= K ·
[
b2,2 −b1,2−c2,1
g
c1,1
g
][
c1,1 c1,2
c2,1 c2,2
]
,
= K ·
[
a1,1 a1,2
0 a2,2
]
(2.6)
for some ai,j ∈ Z+. So we are done with the case n = 2.
Now let C = (ci,j ) be given in Zn×n, and assume we have a factorization for Z(n−1)×(n−1).
We write
C =
⎡
⎢⎢⎣A(n−1)×(n−1) B(n−1)×1
D1×(n−1) cn,n
⎤
⎥⎥⎦ , (2.7)
where B(n−1)×1 and D1×(n−1) are subvectors of C. By our assumption, A admits the factorization
A =
[
n−1

i=2
i−1

j=1
φi,j (Ki,j )
]
· PA,
=
[
n−1

i=2
i−1

j=1
φi,j (Ki,j )
]
·
⎡
⎢⎢⎢⎣
a1,1 a1,2 · · · a1,n−1
a2,2 · · · a2,n−1
0 . . .
...
0 an−1,n−1
⎤
⎥⎥⎥⎦ . (2.8)
As the object in brackets in statement (2.8) is in SL(n − 1,Z), C admits the factorization
C =
⎡
⎢⎢⎢⎢⎣
0
n−1

i=2
i−1

j=1
φi,j (Kij )
...
0
0 · · · 0 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
PA B
′
D′ cn,n
⎤
⎥⎥⎥⎥⎦ . (2.9)
We need only factor the remaining matrix
C1 =
⎡
⎢⎢⎢⎢⎣
PA B
′
D′ cn,n
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
a1,1 · · · a1,n−2 a1,n−1 b′1,n
0
.
.
.
...
...
...
.
.
.
.
.
. an−2,n−1 b′n−2,n
0 · · · 0 an−1,n−1 b′n−1,n
dn,1 · · · dn,n−2 dn,n−1 cn,n
⎤
⎥⎥⎥⎥⎥⎥⎦
. (2.10)
To factor C1, we want to find Kn,i such that at each step, multiplying the product from the
previous step by φn,i(Kn,i)−1, places a zero in the (n, i)th position of our matrix. First, look at
the submatrix of C1 which corresponds to φn,1, namely
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[
a1,1 b1,n
dn,1 cn,n
]
. (2.11)
Let g = gcd(a1,1, dn,1) and, as with n = 2, assume dn,1 /= 0. If a1,1 = 0, we construct
φn,1(Kn,1) = φn,1
(
0 −1
1 0
)
=
⎡
⎣0 0 −10 In−2 0
1 0 0
⎤
⎦ . (2.12)
Then we have
C1 = φn,1
(
0 −1
1 0
)
· φn,1
(
0 1
−1 0
)
· C1,
= φn,1
(
0 −1
1 0
)
· C2, (2.13)
where
C2 =
⎡
⎢⎢⎢⎢⎢⎣
dn,1 dn,2 · · · dn,n−1 cn,n
0 a2,2 · · · a2,n−1 b2,n
...
.
.
.
...
...
0 0 an−1,n−1 bn−1,n
0 −a1,2 · · · −an,n−1 −b1,n
⎤
⎥⎥⎥⎥⎥⎦ . (2.14)
If a1,1 /= 0, then we can construct the matrix
φn,1(Kn,1) = φn,1
( a1,1
g
e1,2
dn,1
g
e2,2
)
. (2.15)
Here again, as gcd
(
a1,1
g
,
dn,1
g
)
= 1, we are guaranteed integers e1,2 and e2,2 such that Kn,1 ∈
SL(2,Z). Also, it is easy to check that if we write C1 = φn,1(Kn,1) · C2, then
C2 = φn,1
(
K−1n,1
)
C1 =
⎡
⎢⎢⎢⎢⎢⎣
p1,1 p1,2 · · · p1,n−1 p1,n
0 a2,2 · · · a2,n−1 p2,n
...
.
.
.
...
...
0 0 an−1,n−1 pn−1,n
0 pn,2 · · · pn,n−1 pn,n
⎤
⎥⎥⎥⎥⎥⎦ (2.16)
for some new entries pi,j ∈ Z.
Note that in both statements (2.15) and (2.16), the central partition agrees with C1. Further-
more, the zeroes in the first column are also preserved. The procedure outlined in (2.11)–(2.16)
may be applied repeatedly with suitable choices of Kn,j , 2  j  n − 1, in order, to construct a
factorization
C1 =
[
n−1

j=1
φn,j (Kn,j )
]
C, (2.17)
whereC is upper triangular. It is easy to see that, at each step, all zeroes in our matrix obtained from
previous steps are preserved. In other words, for each j  n, we can find some Kn,j ∈ SL(2,Z)
such that, if we write Cj = φn,j (Kn,j ) · Cj+1, then
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Cj+1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
q1,1 · · · q1,j−1 q1,j q1,j+1 · · · q1,n−1 q1,n
.
.
.
...
...
...
...
...
0 qj−1,j−1 qj−1,j qj−1,j+1 qj−1,n−1 qj−1,n
0 · · · 0 qj,j qj,j+1 · · · qj,n−1 qj,n
0 · · · 0 0 aj+1,j+1 · · · aj+1,n−1 qj+1,n
...
...
...
.
.
.
...
...
0 · · · 0 0 0 an−1,n−1 qn−1,n
0 · · · 0 0 qn,2 · · · qn,n−1 qn,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.18)
for some choices qi,j ∈ Z, and where the ai,j are equal to corresponding terms in the matrix C1
given by (2.11). Therefore, we can choose our Kn,j , 1  j  n to contruct our matrix PC . This
observation completes the inductive step. 
Now we can specialize to the case where C ∈ SL(n,Z). Using the above theorem we show
that, if C ∈ SL(n,Z), then PC ∈ SL(n,Z). And, not surprisingly, PC has a factorization of its
own in terms of the φi,j . This is the motivation for our next theorem.
Theorem 2.2. Let C be an upper triangular matrix in SL(n,Z). Then
C =
[
n

i=2
i−1

j=1
φi,j (Qi,j )
]
· SC, (2.19)
where the Qi,j are all upper triangular in PSL(2,Z) and SC is diagonal with only ±1 on the
diagonal.
Proof. Again, we proceed by induction. Start with n = 2. As C is upper triangular in SL(2,Z),
we know that
C =
[±1 c
0 ±1
]
. (2.20)
Obviously, this matrix factors into
C =
[
1 ±c
0 1
] [±1 0
0 ±1
]
, (2.21)
where c ∈ Z. So we are done with the case n = 2.
Now assume we can do the factorization for any element of SL(n − 1,Z), and take any upper
triangular matrix C ∈ SL(n,Z). By partitioning our matrix as we did before, the hypothesis for
the inductive step is that
C =
[
n−1

i=2
i−1

j=1
φi,j (Qi,j )
]⎡⎢⎢⎢⎣
1 0 c1,n
.
.
.
...
0 1 cn−1,n
0 · · · 0 ±1
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
±1 0 0
.
.
.
...
0 ±1 0
0 · · · 0 1
⎤
⎥⎥⎥⎦ (2.22)
for some choice of c1,n, . . . , cn−1,n ∈ Z. Define
C1 =
⎡
⎢⎢⎢⎣
1 0 c1,n
.
.
.
...
0 1 cn−1,n
0 · · · 0 ±1
⎤
⎥⎥⎥⎦ , D1 =
⎡
⎢⎢⎢⎣
±1 0 0
.
.
.
...
0 ±1 0
0 · · · 0 1
⎤
⎥⎥⎥⎦ . (2.23)
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It is easy to check that the matrix C1 factors as
C1 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 · · · 0 ±c1,n
0 0
... In−2
...
0 0
0 0 · · · 0 1
⎤
⎥⎥⎥⎥⎥⎦× · · · ×
⎡
⎢⎢⎢⎢⎢⎣
0 0
In−2
...
...
0 0
0 · · · 0 ±cn−1,n
0 · · · 0 0 1
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
1 0 0
.
.
.
...
0 1 0
0 · · · 0 ±1
⎤
⎥⎥⎥⎦ ,
= φn,1
(
1 ±c1,n
0 1
)
× · · · × φn,n−1
(
1 ±cn−1,n
0 1
)
×
⎡
⎢⎢⎢⎣
1 0 0
.
.
.
...
0 1 0
0 · · · 0 ±1
⎤
⎥⎥⎥⎦ (2.24)
with appropriate choice of signs. Also, it is easy to see that when the rightmost matrix in (2.24)
is multiplied by D1 this results in another matrix of the same form. Thus
C1D1 =
[
n−1

j=1
φn,j (Qn,j )
]
·
⎡
⎢⎣
±1 0
.
.
.
0 ±1
⎤
⎥⎦ . (2.25)
So, we are done. 
The following corollary is an immediate result of our two theorems.
Corollary 2.2.1. If C ∈ SL(n,Z), then C factors as
C =
[
n

i=2
i−1

j=1
φi,j (Ki,j )
]
·
[
n

i=2
i−1

j=1
φi,j (Qi,j )
]
· SC, (2.26)
where SC is diagonal with only ±1 on the diagonal, and Ki,j ,Qi,j are as before.
3. Uniqueness of certain factorizations
It is important to note that the factorizations given in these theorems are not unique, and that
they are infinitely so. For example, consider the trivial case of Theorem 2.1 where n = 2. Let
C ∈ Z2×2 be a matrix with factorization
C =
[
a1,1 a1,2
a2,1 a2,2
]
·
[
b1,1 b1,2
0 b2,2
]
. (3.1)
Then it is easy to check that, for any z ∈ Z,
C =
[
a1,1 a1,2 + za1,1
a2,1 a2,2 + za2,1
]
·
[
b1,1 b1,2 − zb2,2
0 b2,2
]
(3.2)
is also a valid factorization for all z ∈ Z. As we saw in the proofs of our theorems in Section 2,
the case n = 2 is contained in every case n > 2 as a partition. So it follows from our example
above that the factorization is nonunique for all n ∈ Z+.
However, if a reversable algorithm is desired using these techniques it is possible to make the
decomposition unique by reducing the class of matrices from which factors may be chosen when
factoring Z2×2. We can do this in the case of hyperbolic matrices of SL(2,Z), which are those
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matrices A ∈ SL(2,Z) such that |Tr(A)|  2. Specifically, we will show that if a matrix is built
as a product of powers of elements in a finite set, S, of hyperbolic elements in SL(n,Z), then this
matrix may be factored by taking advantage of a form of unique factorization.
We note that these results are also of use in factoring elements of SL(n,Z) into generators,
because they change the problem into one of factoring elements of SL(2,Z) into their generators,
which is a much easier question. We refer the reader to Hua [2] as a good reference for background
information on this subject.
3.1. Factoring with hyperbolic elements of SL(2, Z)
While the factorization of a matrix into hyperbolic elements is not unique, we will show in
this section that there are ways in which we can make the factorization unique. Fix n ∈ Z+ and a
collection {Ki,j }i<j  n of not necessarily distinct hyperbolic elements. Suppose that we are given
a matrix
C = n
i=2
i−1

j=1
φij
(
K
si,j
i,j
)
P, (3.3)
where {si,j }i<j  n is a collection of nonnegative integers. We want the factorization of C in (3.3)
to be unique in the sense that, from the matrices Ki,j , we can uniquely recover the integers si,j
and the upper triangular matrix P .
Whether we can do this depends on upon our selection of our collection {Ki,j } and the
(unknown) upper triangular matrix P . If the elements of our collection have entries all nonzero
and our matrix P has no zeroes on the diagonal, then we can retrieve our desired elements from
the matrix C. The algorithm through which we do this is as follows:
(a) At each stage we have an index pair p(k) = (i, j) indicating the matrix φi,j (Ki,j ) that we
are attempting to factor out. We start with the index pair p(0) = (2, 1).
(b) We let Ci,j , be the matrix with φi,j (Ki,j ) successfully factored out. At each stage k, we let
Ck be the matrix Cl,m where p(k − 1) = (l, m). Hence Ck is the matrix from the previous
stage of factorization.
(c) Suppose we are at stage k with p(k) = (i, j). As si,j is nonnegative, to search for it, we
multiply Ck repeatedly by φi,j (K−1i,j ) until we get a zero in the (i, j)th location. The number
of times that we had to multiply Ck to achieve this zero is the exponent si,j .
(d) Once we have si,j , we go to the next stage. We define
Ck+1 = Ci,j = φi,j
(
K−1i,j
)
· Ck (3.4)
Furthermore, we define p(k + 1) = (i, j + 1) if j < i − 1 and p(n + 1) = (i + 1, 1) other-
wise. If i = n and j = n − 1, then we are finished with our factorization and P = Ck+1.
We illustrate this algorithm with the following example. Let n = 3 and set
Ki,j = K =
[
3 −1
−2 1
]
for all 1  j < i  3. Also, let C be the matrix
C =
⎡
⎣123 333 −311−82 −221 211
−30 −82 73
⎤
⎦ . (3.5)
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We start out with C0 = C and p(0) = (2, 1). Thus, to factor, we first multiply C by φ2,1(K−1).
C12,1 = φ2,1(K−1)C =
[
1 1 0
2 3 0
0 0 1
][
123 333 −311
−82 −221 211
−30 −82 73
]
=
[
41 112 −100
0 3 11
−30 −82 73
]
. (3.6)
Since there is a zero in the (2, 1)th location, s2,1 = 1. We assign C1 to be the matrix in (3.5) and
proceed to our next factor.
As p(1) = (3, 1), we multiply by the factor φ3,1(K−1).
C13,1 = φ3,1
(
K−1
)
C12,1 =
[
1 0 1
0 1 0
2 0 3
][
41 112 −100
0 3 11
−30 −82 73
]
=
[
11 30 −27
0 3 11
−8 −22 19
]
. (3.7)
As there is no zero in the (3, 1)th location, we multiply by our same factor again.
C23,1 = φ3,1
(
K−1
)
C13,1 =
[
1 0 1
0 1 0
2 0 3
][
11 30 −27
0 3 11
−8 −22 19
]
=
[
3 8 −8
0 3 11
−2 −6 3
]
. (3.8)
Again, there is no zero in the (3, 1)th spot, so we multiply by our factor to get
C33,1 = φ3,1(K−1)C23,1 =
⎡
⎣1 2 −50 3 8
0 −2 −7
⎤
⎦ . (3.9)
There is a zero in the (3, 1)th spot, s3,1 = 3. We set C2 = C33,1 and proceed to the final factor in
our collection.
We have that
C13,2 = φ3,2(K−1)C2 =
⎡
⎣1 0 00 1 1
0 2 3
⎤
⎦
⎡
⎣1 2 −50 3 11
0 −2 −7
⎤
⎦
⎡
⎣1 2 −50 1 4
0 0 1
⎤
⎦ . (3.10)
Since there is a zero in the (3, 2)th location we are finished with the factoring process. So, our
collection is {si,j } = {1, 3, 1}, in that order, while our matrix P is
P =
⎡
⎣1 2 −50 1 4
0 0 1
⎤
⎦ . (3.11)
To establish that this algorithm is correct, we need to know that it terminates and that it properly
returns the collection {si,j }i<j  n and the matrix P defining C in (3.3). This requires the following
sequence of theorems.
Theorem 3.1. Let K ∈ SL(2,Z) be a hyperbolic element. Consider the upper triangular matrix
P =
[
b1,1 b1,2
0 b2,2
]
(3.12)
in Z2×2, where b1,1 /= 0. Let R = KlP, l /= 0. If K−mR is upper triangular, then m = l.
Proof. Suppose not; then there exists K ∈ SL(2,Z), P ∈ Z2×2 as per above, such that for some
l, m ∈ Z, where l /= 0 and l /= m, and
Kl−mP = K−m(KlP ) = K−mR =
[
c1,1 c1,2
0 c2,2
]
. (3.13)
150 D. Wallace, W. White / Linear Algebra and its Applications 429 (2008) 142–155
As l − m /= 0,Kl−m is a hyperbolic element of SL(2,Z). And as Kl−m is hyperbolic, it cannot
be upper triangular. So we can denote Kl−m as
Kl−m =
[
a1,1 a1,2
a2,1 a2,2
]
, (3.14)
where a2,1 /= 0. Therefore, we can write
Kl−mP =
[
a1,1 a1,2
a2,1 a2,2
] [
b1,1 b1,2
0 b2,2
]
=
[
a1,1b1,1 a1,1b1,2 + a1,2b2,2
a2,1b1,1 a1,1b1,2 + a1,2b2,2
]
=
[
c1,1 c1,2
0 c2,2
]
. (3.15)
So a2,1 b1,1 = 0. But this is a contradiction as a2,1, b1,1 /= 0. So we are done. 
Theorem 3.2. Let K ∈ SL(2,Z) be a hyperbolic element with entries all nonzero. Then for all
nonzero n ∈ Z,Kn ∈ SL(2,Z) is also a hyperbolic element with entries all nonzero.
Proof. While this claim seems rather straightforward, the proof requires several steps that are not
completely obvious. So, we will break the proof up into a few lemmas.
For the purposes of these lemmas, it is useful to introduce some notation. For any A ∈ Z2×2
write A = det(A), and also write τA = Tr(A). With this notation in mind, we first present an
extremely useful lemma about raising integer matrices to a power. 
Lemma 3.1. Let A ∈ Z2×2, where we write
A =
[
a b
c d
]
. (3.16)
Define the values xn ∈ Z, for all n ∈ Z+, by the following set of recursive rules:
(i) x0 = 0, x1 = 1.
(ii) xn = τAxn−1 − Axn−2 for all n  2.
Then for all n ∈ Z+, we have that
An =
[
axn − Axn−1 bxn
cxn dxn − Axn−1
]
. (3.17)
Proof. The proof is by induction. The case n = 1 follows directly from rule (i). So we can assume
that our claim in (3.17) holds for n − 1 ∈ Z+. By our induction hypothesis,
An−1 =
[
axn−1 − Axn−2 bxn−1
cxn−1 dxn−1 − Axn−2
]
. (3.18)
Then we have that
An = An−1 · A,
=
[
axn−1 − Axn−2 bxn−1
cxn−1 dxn−1 − Axn−2
] [
a b
c d
]
,
=
[
a2xn−1 − Aaxn−2 + bcxn−1 abxn−1 − Abxn−2 + bdxn−1
acxn−1 − Acxn−2 + cdxn−1 bcxn−1 + d2xn−1 − Adxn−2
]
,
=
[
(a2 + bc)xn−1 − Aaxn−2 b((a + d)xn−1 − Axn−2)
c((a + d)xn−1 − Axn−2) (d2 + bc)xn−1 − Adxn−2
]
. (3.19)
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It follows from the definition of A that bc = ad − A. Furthermore, τA = (a + d). So
An =
[
(a2 + ad − A)xn−1 − Aaxn−2 b(τAxn−1 − Axn−2)
c(τAxn−1 − Axn−2) (d2 + ad − A)xn−1 − Adxn−2
]
,
=
[
a(τAxn−1 − Axn−2) − Axn−1 b(τAxn−1 − Axn−2)
c(τAxn−1 − Axn−2) d(τAxn−1 − Axn−2) − Axn−1
]
,
=
[
axn − Axn−1 bxn
cxn dxn − Axn−1
]
(3.20)
which is what we wanted to show. So we are done. 
The next step in our proof is finding some way of interrelating the values xn defined in Lemma
3.1. Hence we have our next lemma.
Lemma 3.2. Let A ∈ Z2×2 be such that |τA|  |A| + 1. Then, for our matrix A
|xn| > |xn−1| (3.21)
for all values n ∈ Z+, where the xn are as before. Moreover |xn| > 0 for all n ∈ Z+
Proof. As |x0| = 0, we need only show that statement (3.21) holds. As usual, the proof is by
induction. Obviously statement (3.21) holds for the case n = 1. So we can assume that it holds
for some n − 1 ∈ Z+. By the definition of xn from Lemma 2.1,
|xn|  |τAxn−1 − Axn−2|,
 |τAxn−1| − |Axn−2|,
 |τA||xn−1| − |A||xn−2|. (3.22)
As |τA|  |A| + 1, we have that
|xn|  (|A| + 1)|xn−1| − |A||xn−2|,
 |xn−1| + |A|(|xn−1| − |xn−2|). (3.23)
By our induction hypothesis, |xn−1| > |xn−2|. So |xn−1| − |xn−2| > 0, and hence |A|(|xn−1| −
|xn−2|) > 0. Thus we have
|xn|  |xn−1| + |A|(|xn−1| − |xn−2|) > |xn−1| (3.24)
which is what we wanted to show. So, we are done. 
Now that we have these lemmas, we can finish the proof of Theorem 3.2. We will prove that
the claim holds for all n ∈ Z+. As the inverse of any hyperbolic element of SL(2,Z) with entries
all nonzero is also a hyperbolic element of SL(2,Z) with entries all nonzero, this is sufficient to
prove our claim for all nonzero n ∈ Z.
Take any hyperbolic element K of SL(2,Z) where
K =
[
a b
c d
]
(3.25)
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and these entries are all nonzero. Also take any n ∈ Z+. As K = 1, then by Lemma 3.1
Kn =
[
axn − xn−1 bxn
cxn dxn − xn−1
]
. (3.26)
We need only show that entries of Kn in equation (3.26) are all nonzero. We will show that
axn − xn−1, bxn /= 0. The proofs for cxn and dxn − xn−1 are obviously analogous.
To show axn − xn−1 /= 0, we need only show |axn − xn−1| > 0. Obviously
|axn − xn−1|  |a||xn| − |xn−1|. (3.27)
By our initial assumption, |a| > 0. And as a ∈ Z, we have |a|  1. Therefore
|axn − xn−1|  |xn| − |xn−1|. (3.28)
As K = 1, |τK |  |K | + 1. So |axn − xn−1| > 0 by Lemma 3.2.
Similarly, we need to show |bxn| > 0. |b| > 0 by our initial assumption. Also, |xn| > 0 by
Lemma 3.2. So |bxn| > 0, which is what we wanted to show. 
The following theorem is stated technically but it just says that if a matrix has zeros in specific
locations (below the diagonal, reading top to bottom and left to right until reaching a given entry),
then multiplying such a matrix by the correct embedding of an element of SL(2,Z) will not
change the locations of these zeros.
Theorem 3.3. Let K ∈ SL(2,Z) be hyperbolic with entries all nonzero. Also, let R ∈ Zn×n be
such that there is some l, m ∈ Z+, 1  m < l  n, where
(a) ri,j = 0 for all i < j < l, where ri,j is an entry of R.
(b) rl,i = 0 for all i  m < l, where rk,i is an entry of R.
(c) ri,i /= 0 for all i < l, where ri,i is a diagonal entry of R.
Then conditions (a) and (c) hold for the matrix φl,m(K)R, for the same l, m ∈ Z+. Also, for
the same matrix φl,m(K)R, condition (b) holds for all but the case i = m.
Proof. The proof of this theorem will require us to look at the matrix multiplication of φi,j (M)
and R. First, we represent the matrix M as
M =
[
a1,1 a1,2
a2,1 a2,2
]
. (3.29)
Similarly, we need to represent R in a generalized matrix form. In particular, because of the
nature of the function φi,j , we would like to subdivide our matrix R by the column/row k and the
column/row 1. As our partition will create nine submatrices, we define Ai, 1  i  9 to represent
generalized submatrices of R, of variable size. Similarly, we define Bj and Cj , 1  j  6 to
represent generalized column and row subvectors of R, respectively. Then we can represent our
matrix R as
R =
⎡
⎢⎢⎢⎢⎣
A1(m−1)×(m−1) B1(m−1)×(1) A2(m−1)×(m−l−1) B2(m−1)×(1) A3(m−1)×(n−l)
C1(1)×(m−1) rm,m C2(1)×(m−l−1) rm,l C3(1)×(n−l)
A4(m−l−1)×(m−1) B3(m−l−1)×(1) A5(m−l−1)×(m−l−1) B4(m−l−1)×(1) A6(m−l−1)×(n−l)
C4(1)×(m−1) rl,m C5(1)×(m−l−1) rl,l C6(1)×(n−l)
A7(n−l)×(m−1) B5(n−l)×(1) A8(n−l)×(m−l−1) B6(n−l)×(1) A9(n−l)×(n−l)
⎤
⎥⎥⎥⎥⎦ . (3.30)
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As conditions (a), (b), and (c) hold for our matrix R, we can write statement (3.30) as
R =
⎡
⎢⎢⎢⎢⎣
A1 B1 A2 B2 A3
0 rm,m C2 rm,l C3
0 0 A5 B4 A6
0 0 C5 rl,l C6
A7 B5 A8 B6 A9
⎤
⎥⎥⎥⎥⎦ , (3.31)
where A1 and A5 are both upper triangular with no zeroes on the diagonal. Then
φl,m(K)R =
⎡
⎢⎢⎢⎢⎣
Im−1 0 0 0 0
0 a1,1 0 a1,2 0
0 0 Im−l−1 0 0
0 a2,1 0 a2,2 0
0 0 0 0 In−l
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
A1 B1 A2 B2 A3
0 rm,m C2 rm,l C3
0 0 A5 B4 A6
0 0 C5 rl,l C6
A7 B5 A8 B6 A9
⎤
⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
A1 B1 A2 B2 A3
0 a1,1rm,m a1,1 · C2 + a1,2 · C5 a1,1rm,l + a1,2rl,l a1,1 · C3 + a1,2 · C6
0 0 A5 B4 A6
0 a2,1rm,m a2,1 · C2 + a2,2 · C5 a2,1rm,l + a2,2rl,l a2,1 · C3 + a2,2 · C6
A7 B5 A8 B6 A9
⎤
⎥⎥⎥⎦ (3.32)
where again A1 and A5 are both upper triangular with no zeroes on the diagonal (as they are
left unchanged from R). As those two submatrices are both upper triangular, it is obvious that
condition (a) holds for this matrix for the same values of l and m. Similarly, it is obvious from
inspection that condition (b) holds for all cases i < m.
We need only show that condition (c) holds for the matrix in statement (3.32). As neither A1 nor
A5 have any zeroes on their diagonal, it is clear that we need only check that a1,1rm,m /= 0. By our
initial assumption, a1,1 /= 0. Similarly, as condition (c) holds for R, rm,m /= 0. So a1,1rm,m /= 0,
and we are done. 
We now show how these theorems establish that our factorization algorithm terminates and
gives a unique answer. Again, for our particular matrix P and our collection {si,j }, we define the
matrix
C = n
i=2
i−1

j=1
φi,j
(
K
si,j
i,j
)
P, (3.33)
where the Ki,j are all hyperbolic elements with entries all nonzero and P is upper triangular with
no zeroes on the diagonal. As in the algorithm, we let Cp,q is the matrix left if we have successfully
factored out the first few φi,j (K
si,j
i,j ) correctly. Formally, we define
C =
[
p−1

i=2
i−1

j=1
φi,j (K
si,j
i,j )
]
·
[
q

j=1
φp,j (K
sp,j
p,j )
]
· Cp,q (3.34)
for p < q. Hence, using this notation, Cn−1,n = P .
Note that P satisfies conditions (a), (b), and (c) of Theorem 3.3, for the values k = n − 1, l = n
by construction. Now assume that for some p < q, the matrix Cp,q satisfies all three conditions
for the values k = p, l = q. Define C′ as the previous step in the factoring process. In other words,
C′ = Cp,q−1, or C′ = Cp−1,n, whichever is appropriate. Then
C′ = φp,q(Ksi,jp,q)Cp,q . (3.35)
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As Kp,q is a hyperbolic element with entries all nonzero, then so is K
si,j
p,q by Theorem 3.2. If
C′ = Cp,q−1, it is easy to check that conditions (a), (b), and (c) hold for the values k = p, l =
q − 1. Similarly, if C′ = Cp−1,n, it is easy to check that all three conditions hold for the values
k = p − 1, l = n.
So, from the inductive argument above, it is evident that, for all p < q  n, the matrix Cp,q
satisfies conditions (a), (b), and (c) of Theorem 3.3, for the values k = p, l = q. Now suppose
we are at the step Cp,q of the factorization process and are attempting to factor out some power
of the next element-either φp,q+1(Kp,q+1) or φp+1,1(Kp+1,1), whichever is appropriate. Assume
that the next element is φp,q+1(Kp,q+1) with q + 1 < p; the other case is analogous. Then set
Cp,q =
⎡
⎢⎣
a1,1 · · · a1,n
...
...
an,1 · · · an,n
⎤
⎥⎦ and Cp,q+1 =
⎡
⎢⎣
b1,1 · · · b1,n
...
...
bn,1 · · · bn,n
⎤
⎥⎦ . (3.36)
Define the submatrices A and B of Cp,q and Cp,q+1, respectively, where
A =
[
aq+1,q+1 ap,q+1
aq+1,p ap,p
]
and B =
[
bq+1,q+1 bp,q+1
bq+1,p bp,p
]
. (3.37)
Obviously, A = φp,q(Kp,q)B. Also, as Cp,q+1 satisfies conditions (a), (b) and (c) for the values
k = p, l = q + 1, B is upper triangular with cq+1,q+1 /= 0. Therefore, by Theorem 3.1, a unique
power of Kp,q will factor out of A to give an upper triangular matrix. So, a unique power will
factor out of φp,q(Kp,q) that will factor out of Cp,q to give a zero in the (q + 1, p)th position in
the matrix.
As a final remark, we note that the requirement that the powers {si,j }i<j  n be nonnegative
is not completely necessary. We only specified this requirement in order to make the algorithm
easier to follow. If we want to allow arbitrary integer exponents {si,j }i<j  n then we need to alter
step (c) of the algorithm as follows:
(c’) Suppose we are at stage k with p(k) = (i, j). If the (i, j)th location is already 0, then
si,j = 0. Otherwise, we make two copies of Ck . For one, we multiply it repeatedly by
φi,j (K
−1
i,j ), and the other we multiply repeatedly by φi,j (Ki,j ). We “dovetail” these multi-
plications so that if one of these two sequences yields a zero in the (i, j)th, then we will
find it. If φi,j (K−1i,j ) is the matrix that gives us a zero, then si,j is the number of times that
we had to multiply Ck to achieve this zero. On the other hand, if φi,j (Ki,j ) yields the zero,
then the number of times we had to multiply Ck is −si,j .
To see that this algorithm is correct, note that neither Theorem 3.1 nor Theorem 3.2 assume
that the exponents are positive. Furthermore, Theorem 3.3 does not contain any references to
matrix powers (i.e. it is applied to the matrix Ksi,ji,j in our proof of correctness). Therefore, there
is a unique power – be it positive, negative, or zero – of Ki,j that zeroes the (i, j)th location. By
searching all possibilities simultaneously, we are guaranteed to find the right one.
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