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BOUNDARY VALUE PROBLEMS FOR SECOND ORDER
ELLIPTIC OPERATORS WITH COMPLEX COEFFICIENTS
MARTIN DINDOSˇ AND JILL PIPHER
Abstract. The theory of second order complex coefficient operators of the
form L = divA(x)∇ has recently been developed under the assumption of
p-ellipticity. In particular, if the matrix A is p-elliptic, the solutions u to
Lu = 0 will satisfy a higher integrability, even though they may not be
continuous in the interior. Moreover, these solutions have the property that
|u|p/2−1u ∈ W 1,2loc . These properties of solutions were used by Dindosˇ-Pipher
to solve the Lp Dirichlet problem for p-elliptic operators whose coefficients
satisfy a further regularity condition, a Carleson measure condition that has
often appeared in the literature in the study of real, elliptic divergence form
operators. This paper contains two main results. First, we establish solvability
of the Regularity boundary value problem for this class of operators, in the
same range as that of the Dirichlet problem. The Regularity problem, even in
the real elliptic setting, is more delicate than the Dirichlet problem because
it requires estimates on derivatives of solutions. Second, the Regularity re-
sults allow us to extend the previously established range of Lp solvability of
the Dirichlet problem using a theorem due to Z. Shen for general bounded
sublinear operators.
1. Introduction
The theory of elliptic boundary value problems under minimal smoothness as-
sumptions on the boundary or the coefficients has been well-studied in the real-
valued setting and there is a rich literature of results and applications. By contrast,
the literature in the complex valued setting is much more limited. Some important
milestones in the study of complex coefficient operators exist: notable is the reso-
lution of the Kato problem, which can be formulated as a “Regularity” boundary
value problem for operators that satisfy very specific constraints in structure ([6]).
The challenge in this theory is that solutions to complex coefficient elliptic operators
are not necessarily continuous, nor do they satisfy even a weak maximum princi-
ple, which is typically the starting point for the study of boundary value problems.
Some of the results for complex coefficient operators have been proven under the
assumption of interior Ho¨lder regularity (the De Giorgi-Nash-Moser theory), yet
it is not clear how this assumption can be correlated with quantitative verifiable
assumptions on the operators.
In this paper we continue the investigation of solvability of boundary value prob-
lems for complex valued second order divergence form elliptic operators under a
structural algebraic assumption on the matrix known as p-ellipticity. This struc-
tural assumption was introduced independently in [18] and [7], and is a quantitative
strengthening of a condition related to Lp-contractivity of elliptic operators that
was discovered by Cialdea and Maz’ya ([9]). When the coefficients of the operator
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are real, or when p = 2, the p-ellipticity condition is equivalent to the familiar
uniform ellipticity condition.
In [18] we used the p-ellipticity condition to establish a limited interior regularity
for solutions to these complex coefficient second order divergence form operators.
We think of this as a weak substitute for the De Giorgi-Nash-Moser regularity of
real valued operators and, in fact, we used a variant of Moser’s iteration argument
to prove it. Specifically, we considered there operators of the form L = divA(x)∇+
B(x) · ∇, where the matrix A is p-elliptic and B satisfies a natural minimal scaling
condition. This limited regularity theory allowed us to address the solvability of the
Lp Dirichlet problem for a collection of operators with complex coefficients whose
matrices are in canonical form, as defined below. ([18] contains a discussion of how
to put an operator with lower order terms in canonical form.)
This results of this paper concern the aforementioned Regularity problem, in
which the boundary data is prescribed in the Sobolev space of functions whose tan-
gential derivatives belong to some Lp space. In analogy with the Dirichlet problem,
where one expects to show classical convergence of a solution nontangentially to its
boundary data in Lp through the control of a nontangental maximal function, in
this problem one expects to prove nontangential estimates for the gradients of the
solution in terms of the derivatives of the data on the boundary. The formulation
of these estimates must take into account the fact these solutions and their deriva-
tives do not have pointwise values, but are merely measurable functions in certain
Lebesgue spaces.
We now discuss the class of elliptic operators for which Dirichlet and Regularity
problems are considered. In [29], a class of real valued second order operators
(with drift terms like those defined below) was introduced, and the elliptic measure
associated to such operators was shown to belong to the A∞ class with respect
to surface measure on the boundary. This implies that the Dirichlet problem for
these operators is solvable with data in Lp for some possibly large value of p. The
study of this class of operators was motivated by a question of Dahlberg, which in
turn was inspired by the fact that these operators arose naturally from a change
of variables mapping from Lipschitz into flat domains. Specifically, the coefficients
of the matrix A was assumed to satisfy a Carleson measure. Examples showed
that A∞ was the optimal result in this regime. Later, a slight strengthening of the
Carleson measure condition was shown in [19] to imply solvability of the Dirichlet
problem for the full range 1 < p < ∞. We refer to this condition as the “small”
Carleson condition, defined in Section 2.
In [20], this Regularity problem was solved for equations of the form L =
divA(x)∇, with A real and elliptic, satisfying this small Carleson condition. There
are open questions even for operators with real coefficients that satisfy the Carleson
condition of [29], such as solvability of the Regularity problem in Lp for p near 1.
The first main result of this paper is the solvability of the Regularity problem
for boundary data ∇T f ∈ L
p, under the assumption that the matrix A is p-elliptic
and satisfies small Carleson condition.
Theorem 1.1. Let 1 < p <∞, and let Ω be the upper half-space Rn+ = {(x0, x
′) :
x0 > 0 and x
′ ∈ Rn−1}. Consider the operator
Lu = ∂i
(
A0ij(x)∂ju
)
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and assume that L can be re-written as
Lu = ∂i (Aij(x)∂ju) +Bi∂iu (1.1)
where the matrix A is p-elliptic with constants λp,Λ, A00 = 1 and ImA0j = 0 for
all 1 ≤ j ≤ n− 1. Assume also that
dµ(x) = sup
Bδ(x)/2(x)
(|∇A|2 + |B|2)δ(x) dx (1.2)
is a Carleson measure in Ω.
Then there exist K = K(λp,Λ, n, p) > 0 and C(λp,Λ, n, p) > 0 such that if
‖µ‖C < K (1.3)
then the Lp Regularity problem
Lu = 0 in Ω,
u = f for σ-a.e. x ∈ ∂Ω,
N˜p,a(∇u) ∈ L
p(∂Ω),
(1.4)
is solvable and the estimate
‖N˜p,a(∇u)‖Lp(∂Ω) ≤ C‖∇T f‖Lp(∂Ω;C) (1.5)
holds for all energy solutions u with datum f .
The second main theorem of the paper extends the range of solvability of Lu = 0
with Lp Dirichlet boundary data for variable coefficient complex coefficient opera-
tors satisfying these Carleson conditions on coefficients. In the paper [18] we have
considered the solvability in the range p ∈ (p0, p
′
0) where
p0 = inf{p > 1 : the matrix A is p-elliptic}. (1.6)
Thanks to the solvability of the Regularity problem (Theorem 1.1) we are now
able to use the technique of Z. Shen ([31], [32]) and extend the previously established
range of solvability of the Dirichlet problem to a larger interval p ∈ (p0, p
′
0
n−1
n−1−p′0
).
In particular, when n = 2, 3 or when p′0 > n−1, the range of solvability is extended
to all p ∈ (p0,∞).
Theorem 1.2. Consider the operator
Lu = ∂i
(
A0ij(x)∂ju
)
in the domain Ω = Rn+ = {(x0, x
′) : x0 > 0 and x
′ ∈ Rn−1}. Asume again that L
can be rewritten as (1.1) and let p0 be defined as in (1.6) and let pmax =∞ when
p′0 ≥ n− 1,
pmax =
p′0(n− 1)
n− 1− p′0
,
otherwise. Finally consider any p0 < p < pmax.
Assume further that the matrix A, satisfies A00 = 1, ImA0j = 0 for all 1 ≤
j ≤ n− 1 and let
dµ(x) = sup
Bδ(x)/2(x)
(|∇A|2 + |B|2)δ(x) dx (1.7)
be a Carleson measure in Ω.
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Then there exist K = K(λp,Λ, n, p) > 0 and C(λp,Λ, n, p) > 0 such that if
‖µ‖C < K (1.8)
then the Lp-Dirichlet problem

Lu = 0 in Ω,
u = f for σ-a.e. x ∈ ∂Ω,
N˜p,a(u) ∈ L
p(∂Ω),
(1.9)
is solvable and the estimate
‖N˜p,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C) (1.10)
holds for all energy solutions u with datum f .
In particular observe that pmax =∞ in dimensions 2 and 3 and that when n ≥ 4
pmax >
2(n− 1)
n− 3
.
Remark 1.3. We address at the end of section 2 how we can rewrite any operator
L as (1.1) with coefficients A0j real and A00 = 1. We require this particular form
of our operator in the main section 4 of this paper.
In the statement of these two theorems, we’ve used some notation that will be
defined in subsequent sections. We will also recall there the concept of Carleson
measure, discuss the notions of Lp solvability and energy solutions and define N˜p
which is a variant of the nontangential maximal function defined using Lp averages
of the solution u.
Remark 1.4. Lemma 2.6 of [18] shows that Lq averages of solutions on interior
balls are controlled bp Lq averages for q in the range (p0,
p′0n
n−2 ), extending beyond the
range of p-ellipticity. Thus one can use the Nq nontangential maximal function for
such q in the estimate (1.10). The arguments for Theorem 1.1 show that, similarly,
the gradient ∇u of solutions to the Regularity problem will be locally Lq integrable
for q in the range (p0,
p′0n
n−2 ). In particular, by Sobolev embedding, solvability of
the Regularity problem in the regime p′0 > n − 2 implies that solutions are Ho¨lder
continuous.
The paper is organized as follows. In Section 2, we define the concept of p-
ellipticity, the nontangential maximal function, the p-adapted square function, Car-
leson measures and the notions of solvability of these various boundary value prob-
lems. In Section 3, we establish bounds for the nontangential maximal function
by the square function. The estimates for the p-adapted square functions are es-
tablished in Section 4. In light of (4.9), square functions that involve tangential
derivatives are easier to handle and we begin by bounding these. We then show
that, essentially, the square function with the full gradient can be controlled by
the square functions of tangential derivatives. In Sections 5 and 6, we present the
proofs of the two main theorems.
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2. Basic notions and definitions
2.1. p-ellipticity. The concept of p-ellipticity was introduced in [8], where the
authors investigated the Lp-dissipativity of second order divergence complex coeffi-
cient operators. Later, Carbonaro and Dragicˇevic´ [7] gave an equivalent definition
and coined the term “p-ellipticity”. It is this definition that was most useful for
the results of [18]. To introduce this, we define, for p > 1, the R-linear map
Jp : C
n → Cn by
Jp(α+ iβ) =
α
p
+ i
β
p′
where p′ = p/(p− 1) and α, β ∈ Rn.
Definition 2.1. Let Ω ⊂ Rn. Let A : Ω → Mn(C), where Mn(C) is the space of
n× n complex valued matrices. We say that A is p-elliptic if for a.e. x ∈ Ω
Re 〈A(x)ξ,Jpξ〉 ≥ λp|ξ|
2, ∀ξ ∈ Cn (2.1)
for some λp > 0 and there exists Λ > 0 such that
|〈A(x)ξ, η〉| ≤ Λ|ξ||η|, ∀ξ, η ∈ Cn. (2.2)
It is now easy to observe that the notion of 2-ellipticity coincides with the usual
ellipticity condition for complex matrices. As shown in [7] if A is elliptic, then
there exists µ(A) > 0 such that A is p-elliptic if and only if
∣∣∣1− 2p ∣∣∣ < µ(A). Also
µ(A) =∞ if and only if A is real valued.
2.2. Nontangential maximal and square functions. On a domain of the form
Ω = {(x0, x
′) ∈ R×Rn−1 : x0 > φ(x
′)}, (2.3)
where φ : Rn−1 → R is a Lipschitz function with Lipschitz constant given by
L := ‖∇φ‖L∞(Rn−1), define for each point x = (x0, x
′) ∈ Ω
δ(x) := x0 − φ(x
′) ≈ dist(x, ∂Ω). (2.4)
In other words, δ(x) is comparable to the distance of the point x from the boundary
of Ω.
Definition 2.2. A cone of aperture a > 0 is a non-tangential approach region to
the point Q = (x0, x
′) ∈ ∂Ω defined as
Γa(Q) = {(y0, y
′) ∈ Ω : a|x0 − y0| > |x
′ − y′|}. (2.5)
We require 1/a > L, otherwise the aperture of the cone is too large and might
not lie inside Ω. When Ω = Rn+ all parameters a > 0 may be considered. Sometimes
it is necessary to truncate Γ(Q) at height h, in which case we write
Γha(Q) := Γa(Q) ∩ {x ∈ Ω : δ(x) ≤ h}. (2.6)
‖Sa(w)‖
2
L2(∂Ω) ≈
∫
Ω
|∇w(x)|2δ(x) dx. (2.7)
In [DPP], a “p-adapted” square function was introduced. The usual square
function is the p-adapted square function when p = 2. In the following definition,
when p < 2 we use the convention that the expression |∇w(x)|2 |w(x)|p−2 is zero
whenever ∇w(x) vanishes.
6 MARTIN DINDOSˇ AND JILL PIPHER
Definition 2.3. For Ω ⊂ Rn, the p-adapted square function of w : Ω → C such
that w|w|p/2−1 ∈ W 1,2loc (Ω;C) at Q ∈ ∂Ω relative to the cone Γa(Q) is defined by
Sp,a(w)(Q) :=
(∫
Γa(Q)
|∇w(x)|2|w(x)|p−2δ(x)2−n dx
)1/2
(2.8)
and, for each h > 0, its truncated version is given by
Shp,a(w)(Q) :=
(∫
Γha(Q)
|∇w(x)|2|w(x)|p−2δ(x)2−n dx
)1/2
. (2.9)
We further introduce the following convention. When w : Ω → Ck with compo-
nent functions (wi)1≤i≤k we denote by Sp,a(w)(Q) the following sum
Sp,a(w)(Q) :=
k∑
i=1
Sp,a(wi)(Q), (2.10)
hence for example if w = ∇Tu then Sp,a(∇Tu)(Q) denotes
n−1∑
i=1
Sp,a(∂iu)(Q).
It is not immediately clear that the integrals appearing in (2.8) are well-defined.
However, in [18], it was shown that the expressions of the form |∇w(x)|2|w(x)|p−2,
when w is a solution of Lw = 0, are locally integrable and hence the definition of
Sp(w) makes sense for such p whenever p-ellipticity holds. This in particular applies
with some modifications to w = ∇Tu on R
n
+. Each component of w solves a PDE
L(wk) = ∂i((∂kAij)wj)−∂k(Bi)wi. The righthand side of this PDE is good enough
for the regularity theory developed in [18] to apply to this more complicated system
of equations as well.
A simple application of Fubini’s theorem gives
‖Sp,a(w)‖
p
Lp(∂Ω) ≈
∫
Ω
|∇w(x)|2|w(x)|p−2δ(x) dx. (2.11)
Definition 2.4. For Ω ⊂ Rn as above, and for a continuous w : Ω → C, the
nontangential maximal function (h-truncated nontangential maximal function) of
u at Q ∈ ∂Ω relative to the cone Γa(Q), is defined by
Na(w)(Q) := sup
x∈Γa(Q)
|w(x)| and Nha (w)(Q) := sup
x∈Γha(Q)
|w(x)|. (2.12)
Moreover, we shall also consider a related version of the above nontangential max-
imal function. This is denoted by N˜p,a and is defined using L
p averages over balls
in the domain Ω. Specifically, given w ∈ Lploc(Ω;C) we set
N˜p,a(w)(Q) := sup
x∈Γa(Q)
wp(x) and N˜
h
p,a(w)(Q) := sup
x∈Γha(Q)
wp(x) (2.13)
for each Q ∈ ∂Ω and h > 0 where, at each x ∈ Ω,
wp(x) :=
(
−
∫
Bδ(x)/2(x)
|w(z)|p dz
)1/p
. (2.14)
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Above and elsewhere, a barred integral indicates an averaging operation. Ob-
serve that, given w ∈ Lploc(Ω;C), the function wp associated with w as in (2.14) is
continuous and N˜p,a(w) = Na(wp) everywhere on ∂Ω.
The L2-averaged nontangential maximal function was introduced in [28] in con-
nection with the Neuman and regularity problem value problems. In the context
of p-ellipticity, Proposition 3.5 of [18] shows that there is no difference between L2
averages and Lp averages when w = u solves Lu = 0 and that N˜p,a(u) and N˜2,a′(u)
are comparable in Lr norms for all r > 0 and all allowable apertures a, a′.
In this paper we shall considerw = ∇u. However, as it turns out a modification of
the argument following (2.20) of [18] applies in our case: each component wk = ∂ku
of w solves an equation similar to one considered in [18], namely
Lwk = ∂i(Aij∂jwk) = ∂i((∂kAij)wj). (2.15)
Observe that the condition |∇A(x)| ≤ K(δ(x))−1 implies that the right hand side
of (2.15) is the divergence of a vector in L2 and thus the solutions wk will belong
W 1,2loc . We record the regularity results in the following Proposition.
Proposition 2.5. Suppose that u ∈ W 1,2loc (Ω;C) is the weak solution of Lu =
divA(x)∇u = 0 in Ω. Let p0 = inf{p > 1 : A is p-elliptic}, and suppose that A has
bounded measurable coefficients satisfying
|∇A(x)| ≤ K(δ(x))−1, ∀x ∈ Ω (2.16)
where the constant K is uniform, and δ(x) denotes the distance of x to the boundary
of Ω. Then we have the following improvement in the regularity of ∇u. For any
B4r(x) ⊂ Ω and ε > 0 there exists Cε > 0 such that(
−
∫
Br(x)
|∇u|p dy
)1/p
≤ Cε
(
−
∫
B2r(x)
|∇u|q dy
)1/q
+ε
(
−
∫
B2r(x)
|∇u|2 dy
)1/2
(2.17)
for all p, q ∈ (p0,
p′0n
n−2 ). (Here p
′
0 = p0/(p0 − 1) and when n = 2 one can take
p, q ∈ (p0,∞).) The constant in the estimate depends on the dimension, the p-
ellipticity constants, Λ, K and ε > 0 but not on x ∈ Ω, r > 0 or u.
It follows that for any boundary ball ∆ = ∆d ⊂ ∂Ω, for any p, q ∈ (p0,
p′0n
n−2 ) and
for any allowed aperture parameters a, a′ > 0 there exists m = m(a, a′) > 1 such
that
‖N˜dp,a(∇u)‖Lr∆d) . ‖N˜
2d
q,a′(∇u)‖Lr(m∆d) (2.18)
for all r > 0. We also have for the same range of p’s the estimate(
r2−
∫
Br(x)
|∇∂ku|
2|∂ku|
p−2 dy
)1/p
≤ Cp
(
−
∫
B2r(x)
|∇u|2 dy
)1/2
, (2.19)
for all k = 0, 1, 2, . . . , n− 1.
2.3. Carleson measures. We begin by recalling the definition of a Carleson mea-
sure in a domain Ω as in (2.3). For P ∈ Rn, define the ball centered at P with the
radius r > 0 as
Br(P ) := {x ∈ R
n : |x− P | < r}. (2.20)
Next, given Q ∈ ∂Ω, by ∆ = ∆r(Q) we denote the surface ball ∂Ω ∩ Br(Q). The
Carleson region T (∆r) is then defined by
T (∆r) := Ω ∩Br(Q). (2.21)
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Definition 2.6. A Borel measure µ in Ω is said to be Carleson if there exists a
constant C ∈ (0,∞) such that for all Q ∈ ∂Ω and r > 0
µ (T (∆r)) ≤ Cσ(∆r), (2.22)
where σ is the surface measure on ∂Ω. The best possible constant C in the above
estimate is called the Carleson norm and is denoted by ‖µ‖C.
In all that follows we now assume that the coefficients of the matrix A and B
of the elliptic operator L = divA(x)∇ + B(x) · ∇ satisfies the following natural
conditions. First, we assume that the entries Aij of A are in Liploc(Ω) and the
entries of B are L∞loc(Ω). Second, we assume that
dµ(x) = sup
Bδ(x)/2(x)
[|∇A|2 + |B|2]δ(x) dx (2.23)
is a Carleson measure in Ω. Sometimes, and for certain coefficients of A, we will
assume that their Carleson norm ‖µ‖C is sufficiently small. The fact that µ is a
Carleson allows one to relate integrals in Ω with respect to µ to boundary integrals
involving the nontangential maximal function. We have the following result for our
averaged nontangential maximal function (c.f. [18]).
Theorem 2.7. Suppose that dν = f dx and dµ(x) =
[
supBδ(x)/2(x) |f |
]
dx. Assume
that µ is a Carleson measure. Then there exists a finite constant C = C(L, a) > 0
such that for every u ∈ Lploc(Ω;C) one has∫
Ω
|u(x)|p dν(x) ≤ C‖µ‖C
∫
∂Ω
(
N˜p,a(u)
)p
dσ. (2.24)
Furthermore, consider Ω = Rn+ where µ and ν are measures as above supported in
Ω and δ(x0, x
′) = x0. Let h : R
n−1 → R+ be a Lipschitz function with Lipschitz
norm L and
Ωh = {(x0, x
′) : x0 > h(x
′)}.
Then for any ∆ ⊂ Rn−1 with sup∆ h ≤ diam(∆)/2 we have∫
Ωh∩T (∆)
|u(x)|p dν(x) ≤ C‖µ‖C
∫
∂Ωh∩T (∆)
(
N˜p,a,h(u)
)p
dσ. (2.25)
Here for a point Q = (h(x′), x′) ∈ ∂Ωh we define
N˜p,a,h(u)(Q) = sup
Γa(Q)
w, (2.26)
where
Γa(Q) = Γa((h(x
′), x′)) = {y = (y0, y
′) ∈ Ω : a|h(x′)− y0| > |x
′ − y′|} (2.27)
and the Lp averages w are defined by (2.14) where the distance δ is taken with
respect to the domain Ω = Rn+.
2.4. The Lp-Dirichlet problem. We recall the definition of Lp solvability of the
Dirichlet problem. When an operator L is as in Theorem 1.2 is uniformly elliptic
(i.e. 2-elliptic) the Lax-Milgram lemma can be applied and guarantees the exis-
tence of weak solutions. That is, given any f ∈ B˙2,21/2(∂Ω;C), the homogenous
space of traces of functions in W˙ 1,2(Ω;C), there exists a unique (up to a constant)
u ∈ W˙ 1,2(Ω;C) such that Lu = 0 in Ω and Tr u = f on ∂Ω. We call these solu-
tions “energy solutions” and use them to define the notion of solvability of the Lp
Dirichlet problem.
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Definition 2.8. Let Ω be the Lipschitz domain introduced in (2.3) and fix an
integrability exponent p ∈ (1,∞). Also, fix an aperture parameter a > 0. Consider
the following Dirichlet problem for a complex valued function u : Ω→ C:
0 = ∂i (Aij(x)∂ju) +Bi(x)∂iu in Ω,
u(x) = f(x) for σ-a.e. x ∈ ∂Ω,
N˜2,a(u) ∈ L
p(∂Ω),
(2.28)
where the usual Einstein summation convention over repeated indices (i, j in this
case) is employed.
We say the Dirichlet problem (2.28) is solvable for a given p ∈ (1,∞) if there ex-
ists a C = C(p,Ω) > 0 such that for all boundary data f ∈ Lp(∂Ω;C)∩B˙2,21/2(∂Ω;C)
the unique energy solution satisfies the estimate
‖N˜2,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C). (2.29)
Similarly, we say the Regularity problem for the same PDE is solvable for a
given p ∈ (1,∞) if there exists a C = C(p,Ω) > 0 such that for all boundary
data f ∈ W˙ 1,p(∂Ω;C)∩ B˙2,21/2(∂Ω;C) the unique (modulo constants) energy solution
satisfies the estimate
‖N˜2,a(∇u)‖Lp(∂Ω) ≤ C‖∇T f‖Lp(∂Ω;C). (2.30)
Remark. Given f ∈ B˙2,21/2(∂Ω;C) ∩ L
p(∂Ω;C) the corresponding energy solution
constructed above is unique (since the decay implied by the Lp estimates eliminates
constant solutions). As the space B˙2,21/2(∂Ω;C) ∩ L
p(∂Ω;C) is dense in Lp(∂Ω;C)
for each p ∈ (1,∞), it follows that there exists a unique continuous extension of the
solution operator f 7→ u to the whole space Lp(∂Ω;C), with u such that N˜2,a(u) ∈
Lp(∂Ω) and the accompanying estimate ‖N˜2,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C) being
valid. Furthermore, as shown in the Appendix of [18] for any f ∈ Lp(∂Ω;C) the
corresponding solution u constructed by the continuous extension attains the datum
f as its boundary values in the following sense. Consider the average u˜ : Ω → C
defined by
u˜(x) = −
∫
Bδ(x)/2(x)
u(y) dy, ∀x ∈ Ω.
Then
f(Q) = lim
x→Q, x∈Γ(Q)
u˜(x), for a.e. Q ∈ ∂Ω, (2.31)
where the a.e. convergence is taken with respect to the Hn−1 Hausdorff measure
on ∂Ω.
We can make a similar statement regarding nontangential convergence of gradi-
ents for solutions to the Regularity problem. That is, defining
∇˜u(x) = −
∫
Bδ(x)/2(x)
∇u(y) dy, ∀x ∈ Ω,
the same proof in [18] yields that
∇u(Q) = lim
x→Q, x∈Γ(Q)
∇˜u(x), for a.e. Q ∈ ∂Ω, (2.32)
and when Ω = Rn+,
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∇T f(Q) = lim
x→Q, x∈Γ(Q)
∇˜Tu(x), for a.e. Q ∈ ∂Ω, (2.33)
Let us make some observations that explain the structural assumptions we have
made in Theorems 1.1 and 1.2. As we have already stated it suffices to formulate
the result in the case Ω = Rn+ by using the pull-back map introduced above. Since
Theorem 1.2 requires that the coefficients have small Carleson norm this puts a
restriction on the size of the Lipschitz constant L = ‖∇φ‖L∞ of the map φ that
defines the domain Ω in (2.3). The constant L will have also to be small (depending
on λp, Λ, n and p).
For technical reasons in the proof we also need that all coefficients A0j , j =
0, 1, . . . , n − 1 are real. This can be ensured as follows. When j > 0 observe that
we have
∂0([ImA0j ]∂ju) = ∂j([ImA0j ]∂0u) + (∂0[ImA0j ])∂ju− ([∂jImA0j ])∂0u
(2.34)
which allows to move the imaginary part of the coefficient A0j onto the coefficient
Aj0 at the expense of two (harmless) first order terms. This does not work for the
coefficient A00. Instead we make the following observation.
Suppose that the measure (2.23) associated to an operator L = ∂i (Aij(x)∂j) +
Bi(x)∂i is Carleson. Consider a related operator L˜ = ∂i
(
A˜ij(x)∂j
)
+ B˜i(x)∂i,
where A˜ = αA and B˜ = αB − (∂iα)Aij∂j , and α ∈ L
∞(Ω) is a complex valued
function such that |α(x)| ≥ α0 > 0 and |∇α|
2x0 is a Carleson measure.
Observe that a weak solution u to L˜u = 0 is also a weak solution to Lu = 0 and
that the new coefficients of A˜ and B˜ also satisfy a Carleson measure condition as
in (2.23), from the assumption on α. We will only require that the coefficient A˜00
is real but we may as well ensure for simplicity that it equals to 1. Clearly, if we
choose α = A−100 , then the new operator L˜ will have this property. When A00 (and
hence α) is real, then A˜. Similarly, if A is p-elliptic and ImA00 is sufficiently small
(depending on the ellipticity constants), then A˜ will also be p-elliptic. However,
if Imα is not small, the p-ellipticity, after multiplication of A by α may not be
preserved. Thus, we assume in our main results (Theorems 1.1 and 1.2) the p-
ellipticity of the new matrix A˜ which has all coefficients A˜0j , j = 0, 1, . . . , n − 1
real, as this is not implied in the general case from the p-ellipticity of the original
matrix A.
3. Bounds for the nontangential maximal function by the square
function
We work on Ω = Rn+ and we assume that the matrix A is p-elliptic. Our aim in
this section is to establish bounds for the nontangential maximal function by the
square function. The approach necessarily differs from the usual argument in the
real scalar elliptic case due to the fact that certain estimates, such as interior Ho¨lder
regularity of a weak solution, are unavailable for the complex coefficient case. Here
we deviate from the approach take in [18] where we worked with p-adapted square
function and instead focus on the estimates for the usual square function. Our
approach is similar to [17] for elliptic systems and when possible we refer to result
from there.
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The major innovation from [17] is the use of an entire family of Lipschitz graphs
on which the nontangential maximal function is large in lieu of a single graph
constructed via a stopping time argument. This is necessary as we are using L2
averages of solutions to define the nontangential maximal function and hence the
knowledge of certain bounds for a solution on a single graph provides no information
about the L2 averages over interior balls.
Let u be an energy solution to
Lu = ∂i(Aij∂ju) = 0, in Ω = R
n
+.
Let v = ∇u, that is vk = ∂ku, k = 0, 1, . . . , n− 1. Let w = w2 be the L
2 averages
of v, that is
w(x) :=
(
−
∫
Bδ(x)/2(x)
|v(z)|2 dz
)1/2
. (3.1)
Set
Eν,a :=
{
x′ ∈ ∂Ω : Na(w)(x
′) > ν
}
(3.2)
(where, as usual, a > 0 is a fixed background parameter), and consider the map
h : ∂Ω→ R given at each x′ ∈ ∂Ω by
hν,a(w)(x
′) := inf
{
x0 > 0 : sup
z∈Γa(x0,x′)
w(z) < ν
}
(3.3)
with the convention that inf ∅ =∞. We remark that h differs somewhat from the
function that has been used in the argument for scalar equations (cf. [29, pp. 212]
and [27]).
At this point we note that hν,a(w, x
′) < ∞ for all points x′ ∈ ∂Ω. Since u ∈
W˙ 1,2(Rn+;C) it follows that v ∈ L
2(Rn+;C
n). Thus w as an L2 average of v is
continuous on the upper half-space and decays to zero as x0 → ∞. Thus hν,a is
finite everywhere.
We look at some further properties of this function. As in [17] we have the
following (with identical proof).
Lemma 3.1. Let w be as above (3.1). Also, fix two positive numbers ν, a. Then
the following properties hold.
(i) The function hν,a(w) is Lipschitz, with a Lipschitz constant 1/a. That is,
|hν,a(w)(x
′)− hν,a(w)(y
′)| ≤ a−1|x′ − y′| (3.4)
for all x′, y′ ∈ ∂Ω.
(ii) Given an arbitrary x′ ∈ Eν,a, let x0 := hν,a(w)(x
′). Then there exists a point
y = (y0, y
′) ∈ ∂Γa(x0, x
′) such that w(y) = ν and hν,a(w)(y
′) = y0.
We also have (as in [17]) by an identical argument:
Lemma 3.2. Let v, w be as above. For any a > 0 there exists b = b(a) > a and
γ = γ(a) > 0 such that the following holds. Having fixed an arbitrary ν > 0, for
each point x′ from the set{
x′ : Na(w)(x
′) > ν and Sb(v)(x
′) ≤ γν
}
(3.5)
there exists a boundary ball R with x′ ∈ 2R and such that∣∣w(hν,a(w)(z′), z′)∣∣ > ν/2 for all z′ ∈ R. (3.6)
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Here Sb = S2,b is the usual square function of v = ∇u associated with nontangential
cones Γb(.).
Given a Lipschitz function h : Rn−1 → R, denote by Mh the Hardy-Littlewood
maximal function considered on the graph of h. That is, given any locally inte-
grable function f on the Lipschitz surface Λh = {(h(z
′), z′) : z′ ∈ Rn−1}, define
(Mhf)(x) := supr>0 −
∫
Λh∩Br(x)
|f | dσ for each x ∈ Λh.
Corollary 3.3. Let v, w be defined as above and let a > 0 be fixed. Associated
with these, let b, γ be as in Lemma 3.2. Then there exists a finite constant C =
C(n, p) > 0 with the property that for any ν > 0 and any point x′ ∈ Eν,a such that
Sb(v)(x
′) ≤ γν one has
(Mhν,aw)
(
hν,a(x
′), x′
)
≥ Cν. (3.7)
The following lemma requires a modified proof which we include below.
Lemma 3.4. Consider the equation Lu = 0 with coefficients satisfying assumptions
of Theorem 1.2, let v = ∇u and let w be defined by (3.1). Then there exists
a > 0 with the following significance. Select θ ∈ [1/6, 6] and, having picked ν > 0
arbitrary, let hν,a(w) be as in (3.3). Also, consider the domain O = {(x0, x
′) ∈
Ω : x0 > θhν,a(x
′)} with boundary ∂O = {(x0, x
′) ∈ Ω : x0 = θhν,a(x
′)}. In this
context, for any surface ball ∆r = Br(Q)∩∂Ω, with Q ∈ ∂Ω and r > 0 chosen such
that hν,a(w) ≤ 2r pointwise on ∆2r, one has∫
∆r
∣∣v(θhν,a(w)(·), ·)∣∣2 dx′ ≤ C(1 + ‖µ‖1/2C )‖Sb(v)‖Lp(∆2r)‖N2,a(w)‖Lp(∆2r)
+ C‖µ‖
1/2
C ‖N2,a(w)‖
2
Lp(∆2r)
+ C‖Sb(v)‖
2
Lp(∆2r)
+
c
r
∫∫
K
|v|2 dX. (3.8)
Here C = C(Λ, p, n) ∈ (0,∞) and K is a region inside O of diameter, distance to
the boundary ∂O, and distance to Q, are all comparable to r. Also, the parameter
b > a is as in Lemma 3.2, and the cones used to define the square and nontangential
maximal functions in this lemma have vertices on ∂Ω.
Moreover, the term
∫∫
K
|v|2 dX appearing in (3.8) may be replaced by the quan-
tity
Crn−1|v˜(Ar)|
2 + C
∫
∆2r
S2b (v) dσ, (3.9)
where Ar is any point inside K (usually called a corkscrew point of ∆r) and
v˜(X) := −
∫
Bδ(X)/2(X)
v(Z) dZ. (3.10)
Finally, (3.8) and (3.9) remains true even if v is replaced by v − v0 for any fixed
v0 ∈ C
n.
Proof. Fix θ ∈ [1/6, 6]. Consider the well-known pullback transformation ρ : Rn+ →
O appearing in works of Dahlberg, Necˇas, Kenig-Stein and others, defined by
ρ(x0, x
′) :=
(
x0 + Pγx0 ∗ φ(x
′), x′
)
, ∀ (x0, x
′) ∈ Rn+, (3.11)
for some positive constant γ. Here φ is a Lipschitz function describing boundary
on ∂O, P is a nonnegative function P ∈ C∞0 (R
n−1) and, for each λ > 0,
Pλ(x
′) := λ−n+1P (x′/λ), ∀x′ ∈ Rn−1. (3.12)
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Finally, Pλ ∗ φ(x
′) is the convolution
Pλ ∗ φ(x
′) :=
∫
Rn−1
Pλ(x
′ − y′)φ(y′) dy′. (3.13)
Observe that ρ extends up to the boundary of Rn+ and maps one-to-one from ∂R
n
+
onto ∂O. Also for sufficiently small γ . L the map ρ is a bijection from Rn+ onto
O and, hence, invertible.
For a solution u ∈ W 1,2loc (O;C) to Lu = 0 in O with Dirichlet datum f , consider
u˜ := u ◦ ρ and f˜ := f ◦ ρ. The change of variables via the map ρ just described
implies that u˜ ∈W 1,2loc (R
n
+;C) solves a new elliptic PDE of the form
∂i
(
A˜ij(x)∂j u˜
)
= 0, (3.14)
with boundary datum f˜ on ∂Rn+. Hence, solving a boundary value problem for
u in Ω is equivalent to solving a related boundary value problem for u˜ in Rn+.
Crucially, if the coefficients of the original system are such that (2.23) is a Carleson
measure, then the coefficients of A˜ satisfy an analogous Carleson condition in the
upper-half space. If, in addition, the Carleson norm of (2.23) is small and L (the
Lipschitz constant for the domain Ω) is also small, then the Carleson norm for the
new coefficients A˜
dµ˜(x) =
(
sup
Bδ(x)/2(x)
|∇A˜|
)2
δ(x) dx (3.15)
will be correspondingly small ans will only depends on the Carleson norm of the
original coefficients and the Lipschitz norm of the function hν,a. When the Lipschitz
norm of this function goes to zero we have
lim sup ‖µ˜‖C ≤ ‖µ‖C
and hence the parameter a > 0 may be chosen large enough so that the Lipschitz
norm of the function θhν,a is sufficiently small (at most 6/a) such that ‖µ˜‖C ≤
2‖µ‖C. Moreover, this transformation also preserves ellipticity.
Having fixed a scale r > 0, we localize to a ball Br(y
′) in Rn−1. Let ζ be a
smooth cutoff function of the form ζ(x0, x
′) = ζ0(x0)ζ1(x
′) where
ζ0 =
{
1 in [0, r],
0 in [2r,∞),
ζ1 =
{
1 in Br(y
′),
0 in Rn \B2r(y
′)
(3.16)
and
r|∂0ζ0|+ r|∇x′ζ1| ≤ c (3.17)
for some constant c ∈ (0,∞) independent of r. Our goal is to control the L2 norm
of ∇u
(
θhν,a(w)(·), ·
)
. Since after the pullback under the mapping ρ the latter is
comparable with the L2 norm of ∇u˜(0, ·), we proceed to estimate this quantity.
Clearly, if we establish estimate (3.8) for ∇u˜ on ∆r ⊂ ∂R
n
+ it would imply the
original estimate for ∇u on the graph of θhν,a.
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Hence, let v˜ = ∇u˜. For v˜k where k = 1, 2, . . . , n− 1 we have∫
B2r(y′)
|v˜k|
2(0, x′)ζ(0, x′) dx′
= −
∫∫
[0,2r]×B2r(y′)
∂0
[
|v˜k|
2ζ
]
(x0, x
′) dx0 dx
′
= −2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜k, ∂0v˜k〉ζ dx0 dx
′
−
∫∫
[0,2r]×B2r(y′)
|v˜k|
2(x0, x
′)∂0ζ dx0 dx
′
=: A+ IV. (3.18)
We further expand the term A as a sum of three terms obtained via integration by
parts with respect to x0 as follows:
A = −2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜k, ∂0v˜k〉ζ(∂0x0) dx0 dx
′
= 2
∫∫
[0,2r]×B2r(y′)
|∂0v˜k|
2
x0ζ dx0 dx
′
+ 2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜k, ∂
2
00v˜k〉x0ζ dx0 dx
′
+ 2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜k, ∂0v˜k〉x0∂0ζ dx0 dx
′
=: I + II + III. (3.19)
We start by analyzing the term II. We write ∂20 v˜k = ∂k∂0v˜0 and integrate by
parts moving the ∂k derivative. This gives
II = 2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜k, ∂k∂0v˜0〉x0ζ dx0 dx
′
= −2
∫∫
[0,2r]×B2r(y′)
Re 〈∂kv˜k, ∂0v˜0〉x0ζ dx0 dx
′
− 2
∫∫
[0,2r]×B2r(y′)
Re 〈v˜0, ∂kv˜k〉x0∂0ζ dx0 dx
′
= II1 + II2. (3.20)
We now group together terms that are of the same type. Firstly, we have
I + II1 ≤ C(Λ, n)‖Sb(v)‖
2
L2(B2r)
. (3.21)
Here, the estimate would be true even with truncated square function ‖S2rb (v˜)‖
2
L2(B2r)
which is at every point dominated by ‖Sb(v)‖
2
L2(B2r)
.
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Next, corresponding to the case when the derivative falls on the cutoff function
ζ we have
II2 + III ≤ C(Λ, n)
∫∫
[0,2r]×B2r
|∇v˜| |v˜|
x0
r
dx0 dx
′
≤ C(Λ, n)
(∫∫
[0,2r]×B2r
|v˜|2
x0
r2
dx0 dx
′
)1/2
‖S2rb (v˜)‖L2(B2r)
≤ C(Λ, n)‖Sb(v)‖
p/2
Lp(B2r)
‖Np,a(w)‖L2(B2r). (3.22)
Finally, the interior term V , which arises from the fact that ∂0ζ vanishes on the set
(0, r) ∪ (2r,∞) may be estimated as follows:
IV ≤
c
r
∫∫
[r,2r]×B2r
|v|2 dx0 dx
′. (3.23)
Summing up all terms, the above analysis ultimately yields
∫
Br(y′)
|∇T u˜(0, x
′)|2 dx′
≤ C(Λ, n)(1 + ‖µ‖
1/2
C )‖Sb(v)‖Lp(B2r)‖Na(w)‖Lp(B2r)
+ C(Λ, n)‖Sb(v)‖
2
Lp(B2r)
+
c
r
∫∫
[r,2r]×B2r
|v|2 dx0 dx
′. (3.24)
Observe also we could have done the whole calculation with a constant subtracted
off v˜k without any substantial modifications. It remains to consider derivative in a
transversal direction to the boundary. Instead of v˜0 = ∂0u˜ it is more convenient to
work with
H =
n−1∑
j=0
A˜0j v˜j ,
which will give us desired bound since
∫
B2r(y′)
|v˜0|
2(0, x′)ζ(0, x′) dx′ ≈
∫
B2r(y′)
|A˜00v˜0(0, x
′)|2ζ(0, x′) dx′
≤ n
∫
B2r(y′)
|H(0, x′)|2ζ(0, x′) dx′ +
∑
j>0
∫
B2r(y′)
|A˜0j v˜j(0, x
′)|2ζ(0, x′) dx′

≤ n
∫
B2r(y′)
|H(0, x′)|2ζ(0, x′) dx′ + C(n,Λ)
∫
Br(y′)
|∇T u˜(0, x
′)|2 dx′. (3.25)
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The second term is OK as we have (3.24). We deal with the first term now. A
calculation similar to (3.18)-(3.19) gives us∫
B2r(y′)
|H |2(0, x′)ζ(0, x′) dx′
= −2
∫∫
[0,2r]×B2r(y′)
Re 〈H, ∂0H〉ζ dx0 dx
′
−
∫∫
[0,2r]×B2r(y′)
|H |2(x0, x
′)∂0ζ dx0 dx
′. (3.26)
The second term has a similar estimate as (3.23). For the first term we use the fact
that L˜u˜ = 0 which implies that
∂0H = −
∑
i>0
∂i(A˜ij v˜j).
It follows
− 2
∫∫
[0,2r]×B2r(y′)
Re 〈H, ∂0H〉ζ dx0 dx
′
= 2
∑
i>0
∫∫
[0,2r]×B2r(y′)
Re 〈H, ∂i(A˜ij v˜j)〉ζ(∂0x0) dx0 dx
′
= −2
∑
i>0
∫∫
[0,2r]×B2r(y′)
Re 〈∂0H, ∂i(A˜ij v˜j)〉ζx0 dx0 dx
′
+ 2
∑
i>0
∫∫
[0,2r]×B2r(y′)
Re 〈∂iH, ∂0(A˜ij v˜j)〉ζx0 dx0 dx
′
− 2
∑
i>0
∫∫
[0,2r]×B2r(y′)
Re 〈H, ∂i(A˜ij v˜j)〉(∂0ζ)x0 dx0 dx
′
+ 2
∑
i>0
∫∫
[0,2r]×B2r(y′)
Re 〈H, ∂0(A˜ij v˜j)〉(∂iζ)x0 dx0 dx
′. (3.27)
We analyse this term by term. In the last two terms, if the derivative falls on
v˜j these terms are of the same nature as (3.22) and are handled identically. When
the derivative falls on the coefficients these are bounded by∫∫
[0,2r]×B2r(y′)
|v˜|2|∇A˜|
x0
r
dx0 dx
′ . ‖µ‖
1/2
C ‖Na(w)‖
2
L2 ,
where we have used the Cauchy-Schwarz inequality and the Carleson condition.
The first two terms on the righthand side of (3.27) will give us the square function
of v˜ when both derivatives fall on v˜ or a mixed term like (3.22) or finally when both
derivatives hit the coefficients terms bounded from above by∫∫
[0,2r]×B2r(y′)
|v˜|2|∇A˜|2x0 dx0 dx
′ . ‖µ‖C‖Na(w)‖
2
L2 .
With this in hand, the estimate in (3.8) follows (by passing from v˜ back to
v = ∇u via the map ρ).
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Finally, the claim that the term (3.9) can be used in the statement of the lemma
follows from Poincare´ inequality. See [17] for the details. 
Finally, by using all Lemmas above we can establish the following local good-λ
inequality. We omit the proof as the argument is the same as in [17].
Lemma 3.5. Consider the equation Lu = 0 with coefficients satisfying assumptions
of Theorem 1.2. Consider any boundary ball ∆d = ∆d(Q) ⊂ R
n−1, let Ad =
(d/2, Q) be its corkscrew point and let
ν0 =
(
−
∫
Bd/4(Ad)
|∇u(z)|2 dz
)1/2
. (3.28)
Then for each γ ∈ (0, 1) there exists a constant C(γ) > 0 such that C(γ) → 0 as
γ → 0 and with the property that for each ν > 2ν0 and each energy solution u of
Lu = 0 there holds∣∣∣{x′ ∈ Rn−1 : N˜a(∇uχT (∆d)) > ν, (M(S2b (∇u)))1/2 ≤ γν,(
M(S2b (∇u))M(N˜
2
a (∇uχT (∆d)))
)1/4
≤ γν, (M(‖µ‖
1/2
C N˜
2
a (∇uχT (∆d)))
1/2 ≤ γν
}∣∣∣
≤ C(γ)
∣∣∣{x′ ∈ Rn−1 : N˜a(∇uχT (∆d))(x′) > ν/32}∣∣∣ . (3.29)
Here χT (∆d) is the indicator function of the Carleson region T (∆d) and the square
function Sb in (3.29) is truncated at the height 2d. Similarly, the Hardy-Littlewood
maximal operator M is only considered over all balls ∆′ ⊂ ∆md for some enlarge-
ment constant m = m(a) ≥ 2.
Finally we have the following.
Proposition 3.6. Consider the equation Lu = 0 in Ω = Rn+ with coefficients
satisfying assumptions of Theorem 1.2. The for any p > 0 and a > 0 there exists
an integer m = m(a) ≥ 2 and finite constants K = K(n, λ,Λ, p, a) > 0, C =
C(n, λ,Λ, p, a) > 0 such that if
‖µ‖C < K,
then for all balls ∆d ⊂ R
n−1 we have
‖N˜ ra(∇u)‖Lp(∆d) ≤ C‖S
2r
a (∇u)‖Lp(∆md) + Cd
(n−1)/p|∇˜u(Ad)|, (3.30)
where Ad denotes the corkscrew point of the ball ∆d and ∇˜u is as in (3.10).
We also have a global estimate for any p > 0 and a > 0. Under the same
assumptions as above (and extra a priori assumption ‖N˜a(∇u)‖Lp(Rn−1) <∞ when
p < 2) there exists a finite constant C = C(n, λ,Λ, p, a) > 0 such that
‖N˜a(∇u)‖Lp(Rn−1) ≤ C‖Sa(∇u)‖Lp(Rn−1). (3.31)
Proof. When p > 2 (3.30) follows immediately by a standard argument (multi-
plying the good-λ inequality (3.29) by νp−1 and integrating in ν over the interval
(2ν0,∞)). Note that the fact that the square function S
2r
a is only integrated over
some enlargement of ∆d instead of the whole R
n−1 follows from the fact that the
set {x′ ∈ Rn−1 : N˜a(∇uχT (∆d))(x
′) > ν/32
}
on the righthand side of (3.29) van-
ishes outside a ball of diameter comparable to ∆d. For this reason the maximal
operators M in (3.29) can be restricted to such enlarged ball ∆md.
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The condition ‖µ‖C < K comes from the presence of the term
(M(‖µ‖
1/2
C N˜
2
a (∇uχT (∆d))))
1/2 ≤ γν in the good-λ inequality. The argument that
shows (3.30) for all p > 0 can be found in [22]. The local estimate (3.30) for p > 2
is the necessary ingredient for what is otherwise a purely real variable argument.
Further details can be found in [22].
Finally taking the limit d → ∞ yields (3.31). The additional assumption
‖N˜a(∇u)‖Lp(Rn−1) < ∞ when p < 2 comes into play it order to guarantee that
the term d(n−1)/p|∇˜u(Ad)| in (3.30) converges to zero as d→∞. 
4. Estimates for the p-adapted square function.
Let Ω = Rn+ and assume u is a weak solution Lu = 0 where
Lu = ∂i (Aij(x)∂ju) +Bi(x)∂iu (4.1)
with the Dirichlet boundary datum f ∈ B˙2,21/2(∂Ω;C) ∩ W˙
1,p(∂Ω;C). Assume that
A is p-elliptic and smooth in Rn+ with A00 = 1 and A0j real and that the measure
µ defined as in (1.2) is Carleson.
Fix an arbitrary y′ ∈ ∂Ω ≡ Rn−1 and consider ∆ = ∆r(y); a ball of radius r in
Rn−1 centred at y′. Pick a smooth cutoff function ζ which is x0−independent and
satisfies
ζ =
{
1 in ∆,
0 outside 2∆,
(4.2)
where 2∆ is a ball of radius 2r centered at y′. Moreover, assume that r|∇ζ| ≤ c for
some positive constant c independent of y′. We note that since
∂0(A0j∂ju) = ∂j(A0j∂0u)− (∂jA0j)∂0u+ (∂0A0j)∂ju,
we may as well assume that A0j = 0, j > 0 by changing coefficients A0j and Aj0 of
the matrix A and modifying B. We note that this does not affect ellipticity of A
as all A0j are assumed to be real. It follows that, we can assume ∂kA0j = 0 for all
j, k = 0, 1, . . . , n− 1.
We begin by considering the integral quantity for some function w (to be specified
later) such that w|w|p/2−1 ∈W 1,2loc (Ω)
I := Re
∫∫
[0,s]×2∆
Aij∂jw∂i(|w|
p−2w)x0ζ dx
′ dx0 (4.3)
with the usual summation convention understood. Here s ∈ [0, r]. With χ = x0ζ
we have by Theorem 2.4 of [18] for all p for which A is p-elliptic for some λp > 0
I ≥ λp
∫∫
[0,s]×2∆
|w|p−2|∇w|2x0ζ dx
′ dx0. (4.4)
The objective is to ultimately apply (4.4) to w = ∂iu, i = 1, ...n− 1 and obtain
a quantity that can be bounded from above by expressions that involve Lp norms
of |∇u|, and nontangential maximal functions of |∇u|, on the boundary. To see
this, we continue the calculation using the fact that we can bound the right hand
side of (4.4) by the expression I which brings in the equation. For the moment,
we ignore the issue of finiteness of this expression, even though we use this fact
in the calculations that follow. We’ll return to this point after some of the basic
calculations, for the sake of clarity of exposition.
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The idea now is to integrate by parts the formula for I in order to relocate the
∂i derivative. This gives
I = Re
∫
∂[(0,s)×2∆]
Aij∂jw|w|
p−2wx0ζνxi dσ
−Re
∫∫
[0,s]×2∆
∂i (Aij∂jw) |w|
p−2wx0ζ dx
′ dx0
−Re
∫∫
[0,s]×2∆
Aij∂jw|w|
p−2w∂ix0ζ dx
′ dx0
−Re
∫∫
[0,s]×2∆
Aij∂jw|w|
p−2wx0∂iζ dx
′ dx0
=: I + II + III + IV, (4.5)
where ν is the outer unit normal vector to (0, s)× 2∆. The boundary term I does
not vanish only on the set {s} × 2∆ and only when i = 0. This gives
I = Re
∫
{s}×2∆
A0j∂jw|w|
p−2wx0ζ dσ (4.6)
As ∂ix0 = 0 for i > 0 the term III is non-vanishing only for i = 0. Since A0j = 0
for j > 0 and A00 = 1 term III simplifies to
III = −Re
∫∫
[0,s]×2∆
∂0w|w|
p−2wζ dx′ dx0
= −
1
p
∫∫
[0,s]×2∆
∂0(|w|
p)ζ dx′ dx0 (4.7)
= −
1
p
∫
2∆
|w|p(s, x′)ζ dx′ +
1
p
∫
2∆
|w|p(0, x′)ζ dx′
We add up all terms we have so far to obtain
I ≤ p−1
∫
2∆
∂0(|w|
p)(s, x′)sζ dx′ −Re
∫∫
[0,s]×2∆
∂i (Aij∂jw) |w|
p−2wx0ζ dx
′ dx0
− p−1
∫
2∆
|w|p(s, x′)ζ dx′ + p−1
∫
2∆
|w|p(0, x′)ζ dx′ + IV.
(4.8)
So far w was an arbitrary function. We now apply (4.8) to wk = ∂ku, k =
1, 2, . . . , n− 1 where u solves Lu = 0. It follows that each wk solves
Lwk = ∂i(Aij∂jwk) +Biwk = ∂i((∂kAij)wj)− ∂k(Bi)wi. (4.9)
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It follows that
II = −Re
∫∫
[0,s]×2∆
∂i (Aij∂jwk) |wk|
p−2wkx0ζ dx
′ dx0
= Re
∫∫
[0,s]×2∆
Biwk|wk|
p−2wkx0ζ dx
′ dx0
+ Re
∫∫
[0,s]×2∆
(∂iAij)wj |wk|
p−2wkx0∂kζ dx
′ dx0
−Re
∫∫
[0,s]×2∆
Biwi|wk|
p−2wkx0∂kζ dx
′ dx0
+ Re
∫∫
[0,s]×2∆
(∂iAij)wj∂k(|wk|
p−2wk)x0ζ dx
′ dx0
−Re
∫∫
[0,s]×2∆
(∂kAij)(∂iwj)|wk|
p−2wkx0ζ dx
′ dx0
−Re
∫∫
[0,s]×2∆
Bi∂k(wi|wk|
p−2wk)x0ζ dx
′ dx0.
(4.10)
Here we integrated by parts terms containing two derivatives of A or one derivative
of B by moving ∂k derivative. It is important here that k 6= 0 and hence ∂kx0 = 0.
The first term on the righthand side can be estimated directly using Theorem 2.7
while the last three terms we estimate using Cauchy-Schwarz inequality, the Car-
leson conditions for A and B and Theorem 2.7
|II4|+ |II5|+ |II6| ≤
(∫∫
[0,s]×2∆
(|∇A|+ |B|)
2
|w|px0ζ dx
′ dx0
)1/2
·
(∫∫
[0,s]×2∆
|w|p−2|∇w|2x0ζ dx
′ dx0
)1/2
≤ C(λp,Λ, p, n)
(
‖µ‖C
∫
2∆
[
N˜ rp,a(w)
]p
dx′
)1/2
· I1/2. (4.11)
In summary we get (after using AG-inequality)
|II| ≤ C(λp,Λ, p, n)‖µ‖C
∫
2∆
[
N˜ rp,a(∇u)
]p
dx′ +
1
2
I + II2 + II3.
It follows that (4.8) simplifies to (after summing over k = 1, 2, . . . n− 1)
n−1∑
k=1
Ik ≤ p
−1
∫
2∆
∂0(|∇Tu|
p)(s, x′)rζ dx′
− p−1
∫
2∆
|∇Tu|
p(s, x′)ζ dx′ + p−1
∫
2∆
|∇Tu|
p(0, x′)ζ dx′
+ C(λp,Λ, p, n)‖µ‖C
∫
2∆
[
N˜ rp,a(∇u)
]p
dx′ + II2 + II3 + IV.
(4.12)
We estimate the terms IV . It can be bounded (up to a constant) by∫∫
[0,s]×2∆
|∇w||w|p−1x0|∂T ζ|dx
′dx0, (4.13)
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where ∂T ζ denotes any of the derivatives in the direction parallel to the boundary.
Recall that ζ is a smooth cutoff function equal to 1 on ∆ and 0 outside 2∆. In
particular, we may assume ζ to be of the form ζ = η2 for another smooth function
η such that |∇T η| ≤ C/r. By Cauchy-Schwarz (4.13) can be further estimated by(∫∫
[0,s]×2∆
|∇w|2|w|p−2x0(η)
2dx′dx0
)1/2(∫∫
[0,s]×2∆
|w|px0|∇T η|
2dx′dx0
)1/2
(4.14)
. I1/2
(
1
r
∫∫
[0,s]×(2∆\∆)
|w|pdx′dx0
)1/2
≤ εI + Cε
∫
2∆\∆
[
N˜ rp,a(∇u)
]p
dx′.
In the last step we have used AG-inequality and a trivial estimate of the solid
integral |u|p by the p-averaged nontangential maximal function.
Terms II2 and II3 are also similar. We use |∇A|, |B| ≤ ‖µ|
1/2
C /x0 and what
remains has a trivial estimate by
∫
2∆\∆
[
N˜ rp,a(∇u)
]p
dx. Substituting this and
(4.14) into (4.12) and by integrating in s over [0, r] and dividing by r we finally
obtain∫∫
∆
[
Sr/2p (∇Tu)
]p
dx′ ≤
2
n−1∑
k=1
∫∫
[0,r]×∆
|∇(∂ku)|
2|∂ku|
p−2 x0(1−
x0
r ) dx
′ dx0 .
+ p−1
∫
2∆
|∇Tu|
p(0, x′) dx′ + p−1
∫
2∆
|∇Tu|
p(r, x′) dx′
+ C‖µ‖C
∫
2∆
[
N˜ rp,a(∇u)
]p
dx′ + C
∫
2∆\∆
[
N˜ rp,a(∇u)
]p
dx′. (4.15)
We return now to the issue of finiteness of the quantities in 4.4. We fix an ε > 0
and consider a bound for the expression∫∫
[ε,s]×2∆
|w|p−2|∇w|2(x0 − ε)ζ dx
′ dx0 (4.16)
instead of
∫∫
[0,s]×2∆
|w|p−2|∇w|2x0ζ dx
′ dx0. The quantity 4.16 is finite by the
interior estimates (2.19). By Theorem 2.7, all of the previous calculations for the
term (4.16), after averaging in s will give the following estimate:
n−1∑
k=1
∫∫
[ε,r/2]×∆
|∇(∂ku)|
2|∂ku|
p−2 (x0 − ε)) dx
′ dx0 .
+ p−1
∫
2∆
|∇Tu|
p(ε, x′) dx′ + p−1
∫
2∆
|∇Tu|
p(r, x′) dx′
+ C‖µ‖C
∫
2∆
[
N˜ rp,a,ε(∇u)
]p
dx′ + C
∫
2∆\∆
[
N˜ rp,a,ε(∇u)
]p
dx′. (4.17)
where N˜ rp,a,ε(∇u) denotes the nontangential maximal function relative to the do-
main {x0 > ε} as defined in (2.27).
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To deal with the quantity
∫
2∆
|∇Tu|
p(ε, x′) dx′, which is not itself a priori finite,
we average the inequalities above over ε ∈ [ε0/2, ε0]. Averaging in r as we have
done earlier bounds the boundary integral
∫
2∆ |∇Tu|
p(r, x′) dx′ by a solid integral
and we obtain, for each k = 1, ...n− 1,∫∫
[ε0,r/4]×∆
|∇(∂ku)|
2|∂ku|
p−2 (x0 − ε0) dx
′ dx0 . C
∫
2∆
[
N˜ rp,a,ε0/2(∇u)
]p
dx′.
(4.18)
By Fatou’s lemma, letting ε0 → 0, the expressions in (4.4) have an upper bound
in terms of
∫
2∆
[
N˜ rp,a(∇u)
]p
dx. Whenever this nontangential maximal function
expression is finite, the calculations leading to (4.15) that depend on the finiteness
of (4.4) are justified.
To obtain a global version of (4.15), consider a sequence of disjoint boundary
balls (∆r(y
′
j))k∈N such that ∪j∆2r(y
′
j) covers ∂Ω = R
n−1 and consider a partition
of unity (ζj)k∈N subordinate to this cover. That is, assume
∑
j ζj = 1 on R
n−1 and
each ζj is supported in ∆2r(y
′
j). Given that
∑
j ∂iζj = 0 for each i, it follows by
summing over all k that ∑
j
II2 + II3 + IV = 0.
It follows from (4.12) (after averaging in s over [0, r])∫∫
Rn−1
[
Sr/2p (∇Tu)
]p
dx′ ≤
2
n−1∑
k=1
∫∫
[0,r]×Rn−1
|∇(∂ku)|
2|∂ku|
p−2 x0(1−
x0
r ) dx
′ dx0 .
+ p−1
∫
Rn−1
|∇Tu|
p(0, x′) dx′ + p−1
∫
Rn−1
|∇Tu|
p(r, x′) dx′
+ C‖µ‖C
∫
Rn−1
[
N˜ rp,a(∇u)
]p
dx′. (4.19)
We now modify our calculation above by considering a Lipschitz function g :
Rn−1 → [0,∞) such that sup2∆ g ≤ r/4 (we only assume this to avoid integration
over an empty set). We perform the same calculation starting from (4.3) but this
time we integrate over the set
([0, s]× 2∆) ∩Ωg,
where
Ωg := {(x0, x
′) ∈ R× Rn−1 : x0 > g(x
′)}.
Rather that repeating the whole calculation again we focus on the differences.
We note that we will only consider s ∈ [r/2, 2r] to avoid complications that might
arise from integration over empty sets.
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The first difference will be that the term I of (4.5) will contain an additional
boundary and hence
I = Re
∫
{s}×2∆
(∂0w)|w|
p−2wx0ζ dσ (4.20)
+ Re
∫
([0,s]×2∆)∩∂Ωg
Aij∂jw|w|
p−2wx0ζνi dσ,
where νi is the i-component of the outer normal of ∂Ωg. Term (4.7) becomes
III = −
1
p
∫
2∆
|w|p(s, x′)ζ dx′ +
1
p
∫
2∆
|w|p(g(x′), x′)ζ dx′. (4.21)
We look at the term II. As we integrate by parts to obtain (4.10) we pick up two
extra boundary terms.
IIbd =−Re
∫
([0,s]×2∆)∩∂Ωg
(∂iAij)wj |wk|
p−2wkx0νkζ dσ (4.22)
+ Re
∫
([0,s]×2∆)∩∂Ωg
Biwi|wk|
p−2wkx0νkζ dσ.
We also modify some estimates. Terms II5, II6 and II7 of (4.10) are now
integrated over the set ([0, s]× 2∆) ∩Ωg which allow us to use the estimate (2.25)
of Theorem 2.7. This gives us
|II5|+ |II6|+ |II7| .
(
‖µ‖C
∫
([0,s]×2∆)∩∂Ωg
[
N˜2rp,a,g(∇u)
]p
dx′
)1/2
· I1/2. (4.23)
Similar observation applies to terms II2, II3 and IV . It follows that what we
have so far implies the estimate for some cp > 0:
cp
n−1∑
k=1
∫∫
([0,s]×2∆)∩Ωg
|∇(∂ku)|
2|∂ku|
p−2x0ζ dx
′dx0
≤ p−1
∫
2∆
∂0(|∇Tu|
p)(s, x′)rζ dx′
− p−1
∫
2∆
|∇Tu|
p(s, x′)ζ dx′ + p−1
∫
2∆
|∇Tu|
p(g(x′), x′)ζ dx′
+ C(λp,Λ, ‖µ‖C, p, n)
∫
T (2∆)×∂Ωg
[
N˜2rp,a,g(∇u)
]p
dx′
+
n−1∑
k=1
Re
∫
([0,s]×2∆)∩∂Ωg
Aij∂j(∂ku)|∂ku|
p−2∂kux0ζνi dσ + IIbd.
(4.24)
Our goal is to estimate the first two terms on the right-hand side of (4.24) by
N˜2rp,a,g. To do that we average in s twice. We first integrate (4.24) over an interval
s ∈ [r/2(1+θ), r(1+θ)] and then integrate the resulting inequality again in θ ∈ [0, 1].
This turns both mentioned terms into solid integrals of |∇Tu|
p over a Whitney-type
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box inside Ωg. This simplifies (4.24) to
cp
n−1∑
k=1
∫∫
([0,r/2]×∆)∩Ωg
|∇(∂ku)|
2|∂ku|
p−2x0 dx
′dx0
≤ p−1
∫
2∆
|∇Tu|
p(g(x′), x′) dx′
+ C(λp,Λ, ‖µ‖C, p, n)
∫
T (2∆)×∂Ωg
[
N˜2rp,a,g(∇u)
]p
dx′
+
n−1∑
k=1
Re
∫
([0,s]×2∆)∩∂Ωg
Aij∂j(∂ku)|∂ku|
p−2∂kux0ζνi dσ + IIbd.
(4.25)
We shall use (4.25) in the following Lemma.
Lemma 4.1. Let Ω = Rn+ and assume u be the energy solution of (4.1). Assume
that A is p-elliptic and smooth in Rn+ with A00 = 1 and A0j real and that the
measure µ defined as in (1.2) is Carleson.
Consider any b > a > 0. Then for each γ ∈ (0, 1) there exists a constant
C(γ) > 0 such that C(γ, a, b) → 0 as γ → 0 and with the property that for each
ν > 0 we have∣∣∣{x′ ∈ Rn−1 : Sp,a(∇Tu)(x′) > ν, N˜b(∇u)(x′) ≤ γν}∣∣∣
≤ C(γ)
∣∣{x′ ∈ Rn−1 : Sp,b(∇Tu)(x′) > ν/2}∣∣ . (4.26)
Here N˜b denotes the L
2 version of the nontangential maximal function defined over
cones of aperture b.
Proof. We observe that N˜b(∇u) ≤ γν also implies N˜p,b(∇u) . γν thanks to Propo-
sition 2.5. Also clearly,
{
x′ ∈ Rn−1 : Sp,b(∇Tu)(x
′) > ν/2} is an open subset of
R
n−1. When this set is empty, or is all of Rn−1, estimate (4.26) is trivial, so we
focus on the case when the set in question is both nonempty and proper. Granted
this, we may consider a Whitney decomposition (∆i)i∈I of it, consisting of open
cubes in Rn−1. Let F iν be the set appearing on the left-hand side of (4.26) inter-
sected with ∆i. Let ri be the diameter of ∆i. Due to the nature of the Whitney
decomposition there exists a point p′ ∈ 2∆i such that Sp,b(∇Tu)(p
′) < ν/2. From
this and the fact that b > a it follows that for all x′ ∈ F iν we have
Sdp,a(∇Tu)(x
′) > ν/2,
where Sdp,a is the truncated version of the square function at some height d ≈ ri,
where the precise nature of relation between d and ri depends on the apertures a
and b.
For some a < c < b consider the domain
Ωc =
⋃
x′∈F iν
Γc(x
′);
this is a Lipschitz domain with Lipschitz constant 1/c. Observe that F iν ⊂ ∂Ωc. It
follows that
|F iν | ≤
2p
νp
∫
F iν
[
Sdp,a(∇Tu)(x
′)
]p
dx′ . ν−p
n−1∑
k=1
∫∫
Ωc∩T (∆i)
|∇(∂ku)|
2|∂ku|
p−2x0 dx.
ELLIPTIC PDES WITH COMPLEX COEFFICIENTS 25
We apply (4.25). It follows that
|F iν | . ν
−p
{∫
∂Ωc∩T (2∆i)
(∣∣∣∇Tu∣∣∂Ωc∣∣∣p + [N˜2dp,a,c(∇u)]p) dσ (4.27)
+
n−1∑
k=1
[
Re
∫
T ((2∆i)∩∂Ωc
Aij(∂
2
jku)|∂ku|
p−2∂ku x0ζνi dσ
+ Re
∫
([0,s]×2∆)∩∂Ωg
(∂iAij)∂ju|∂ku|
p−2∂ku x0νkζ dσ
+ Re
∫
([0,s]×2∆)∩∂Ωg
Bi∂iu|∂ku|
p−2∂ku x0νkζ dσ
]}
,
where N˜2dp,a,c is defined using nontangential cones with aperture a with vertices on
∂Ωc. Due to the fact that each of these cones is contained in one of the cones
Γb(x
′) for some x′ ∈ F iν (as c < b) and on F
i
ν : N˜b(∇Tu)(x
′) ≤ γν we also have
N˜2dp,a,c(∇Tu) . γν everywhere on ∂Ωc. This takes care of the second term.
We still need to deal with the four other terms on the righthand side. We do
it by converting these terms into a solid integrals by averaging c over the interval
[a, (a+ b)/2]. Let us denote by
O = Ω(a+b)/2 \ Ωa.
O is the set over which the four terms we want to bound will integrate over after
the averaging. The sets Ωc also share F
i
ν as a common boundary, however there we
have a trivial estimate ∫
F iν
∣∣∣∇Tu∣∣∂Ωc ∣∣∣p dσ ≤ (γν)p|∆i|,
from the fact that N˜b(∇Tu)(x
′) ≤ γν on F iν , while the last three terms of (4.27)
vanish there (as x0 = 0).
Given the way the set O is defined geometric considerations imply that it can
be covered by a non-overlapping collection of Whitney cubes {Qj} in R
n
+ with the
following properties:
O ⊂
⋃
j
Qj , rj = diam(Qj) ≈ dist(Qi, ∂R
n
+), 2Qj ⊂ Ωb. (4.28)
Furthermore the projections of Qj onto the boundary R
n−1 are “almost disjoint”;
that is each such projection overlaps with at most K = K(a, b) other projections.
From this
∑
j diam(Qj)
n−1 ≈ |2∆i|.
Consider the contribution of the first term on the right-hand side of (4.27) after
the averaging in c on each Qj. Such term can be bounded by
(diam(Qj))
−1
∫∫
Qj
|∇u|pdx . (γν)pdiam(Qj)
n−1,
where the bound . (γν)p comes from the fact that Qj ⊂ Ωb and hence the L
p
average of ∇u on Qj has this bound from our assumptions. Summing over all Qj
gives us the bound∑
j
(diam(Qj))
−1
∫∫
Qj
|∇u|pdx . (γν)p|2∆i|.
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In fact, we have this bound also for the fourth and fifth term on the right-hand
side of (4.27) since |νk| ≤ 1 and |∇A|x0, |B|x0 . ‖µ‖
1/2
C and hence we are again
dealing with a solid integral of |∇u|p over each Qj . Finally, the third term on the
right-hand side of (4.27) is somewhat different and on Qj has the bound by
(diam(Qj))
−1
∫∫
Qj
|∂ku|
p−1|∇∂ku|x0dx
which since x0 ≈ diam(Qj) is further bounded by Cauchy-Schwarz
. (diam(Qj))
−1
(∫∫
Qj
|∂ku|
pdx
)1/2(
(diam(Qj))
2
∫∫
Qj
|∇∂ku|
2|∂ku|
p−2dx
)1/2
where for the second term we can use (2.19) to again get bound of the whole
expression by Cdiam(Qj)
n−1. It follows we have after the averaging procedure for
every term of (4.27) the same bound (up to a constant) and that
|F iν | ≤ C(a, b, ‖µ‖C)γ
p|∆i|.
Summing over all i yields (4.26) as desired. 
We will require a localized version of Lemma 4.1 as well.
Lemma 4.2. Let u be as in Lemma 4.1. Fix R ≥ h and consider a boundary ball
∆R ⊂ R
n−1. Let p ≥ q > 1 for any q such that A is q-elliptic. Let
νp0 = C−
∫
∆2R
[
N2Rb (∇u)
]p
dx′,
where C is a constant depending only on dimension (calculated in the proof below).
Then for each γ ∈ (0, 1) there exists a constant C(γ) > 0 such that C(γ, a, b) → 0
as γ → 0 and with the property that for each ν > ν0∣∣∣{x′ ∈ ∆R : SRq,a(∇Tu)(x′) > ν, N˜2Rb (∇u)(x′) ≤ γν}∣∣∣
≤ C(γ)
∣∣{x′ ∈ ∆R : Sq,b(∇Tu)(x′) > ν/2}∣∣ . (4.29)
Proof. It follows from (4.15) (by well-familiar averaging) that
‖SRq,b(∇Tu)‖Lq(∆R) . ‖N
2R
b (∇u)‖Lq(∆2R). (4.30)
Therefore,
∣∣∆R ∩ {SRq > ν/2}∣∣ . ν−q‖N2Rb (∇u)‖qLq(∆2R) (4.31)
. ν−q‖N2Rb (∇u)‖
q/p
Lp(∆2R)
∣∣∆2R∣∣1−q/p
. Cεν
−p
∫
∆2R
(N2Rb (∇u))
p + ε
∣∣∆R∣∣. (4.32)
Choosing ε = 1/4, which determines Cε, and we now fix C = 4Cε in the definition
of ν0. This implies that for any ν > ν0, we have that∣∣∆R ∩ {SRq,b > ν/2}∣∣ < 1/2∣∣∆R∣∣.
Thus, there exists a Whitney decomposition of ∆R ∩ {S
R
q,b > ν/2} into open cubes
∆i with the property that 2∆i ∩∆R contains a point for which S
R
q,b(∇Tu) < ν/2.
From this point on, the proof proceeds as in Lemma 4.1. 
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Corollary 4.3. Under the assumption of Lemma 4.1, for any q ≥ p > 1 and a > 0
there exists a finite constant C = C(λp,Λ, p, q, a, ‖µ‖C, n) > 0 such that
‖SRp,a(∇Tu)‖Lq(∆R) ≤ C‖N˜
2R
p,a(∇u)‖Lq(∆2R), (4.33)
‖Sp,a(∇Tu)‖Lq(Rn−1) ≤ C‖N˜p,a(∇u)‖Lq(Rn−1). (4.34)
The inequality (4.34) also holds for any q > 0, provided we know a priori that
‖Sp,a(∇Tu)‖Lq(Rn−1) <∞.
Proof. The estimate (4.33) is a consequence of the local good-λ inequality estab-
lished above and the equivalence ([11]) of p-adapted square functions with different
aperture in any Lq norm.
When q ≥ p, and M is large,∫ M
0
νq−1
∣∣∆R ∩ {SRp,a(∇Tu) > ν}∣∣dν ≤ C(M)∫ M
0
νp−1
∣∣∆R ∩ {SRp,a(∇Tu) > ν}∣∣dν.
By (4.30) and the fact that the coefficients are smooth, the right hand side is
finite. Therefore, the left hand side is also bounded, with a constant that may
depend on M .
Now we multiply the good-λ inequality of Lemma 4.2 by νp−1 and integrate
separately over (0, ν0) and (ν0,M). This gives
‖SRp,a(u)‖Lq(∆R) ≤ C‖N˜
2R
p,a(u)‖Lq(∆2R),
after taking the limit as M →∞.
The estimate (4.34) follows by taking the limit R→∞.
When q < p, the local good-λ inequality is not available, which is why we need
the additional a priori assumption ‖Sp,a(∇Tu)‖Lq(Rn−1) < ∞. The proof proceed
otherwise as above but using Lemma 4.1. 
So far we have avoided considering the square function of ∂0u. We remedy it
now. Observe that since
|∇(∂0u)| ≤ |∂
2
00u|+ |∇(∇Tu)|,
we can use previous calculations for the square function of ∇Tu and focus on ∂
2
00u.
Since u solves Lu = 0 and A00 = 1 we have for
∂200u = −
∑
(i,j) 6=(0,0)
∂i(Aij∂ju)−
∑
i
Bi∂iu.
It follows that we have the estimate:
SR2,a(∂0u)(x
′) ≤ SR2,a(∇Tu)(x
′) + C T Ra (∇u)(x
′), (4.35)
where we define
T Ra (∇u)(Q) =
(∫
ΓRa (Q)
(|∇A|2 + |B|2)|∇u|2δ(x)2−ndx
)1/2
, (4.36)
Considering the same Ωg as above we have an analogue of (4.25):
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∫∫
([0,r]×∆)∩Ωg
(|∇A|2 + |B|2)|∇u|2x0 dx
′dx0
≤ C‖µ‖C
∫
T (2∆)×∂Ωg
[
N˜2rp,a,g(∇u)
]2
dx.
(4.37)
If follows we can establish a good-lambda inequality analogous to Lemma 4.1.
Lemma 4.4. Let Ω = Rn+ and assume u be the energy solution of (4.1). Assume
that A is 2-elliptic and smooth in Rn+ with A00 = 1 and A0j real and that the
measure µ defined as in (1.2) is Carleson.
Consider any b > a > 0. Then for each γ ∈ (0, 1) there exists a constant
C(γ) > 0 such that C(γ, a, b) → 0 as γ → 0 and with the property that for each
ν > 0 we have∣∣∣{x′ ∈ Rn−1 : Ta(∇u)(x′) > ν, ‖µ‖1/2C N˜b(∇u)(x′) ≤ γν}∣∣∣
≤ C(γ)
∣∣{x′ ∈ Rn−1 : Tb(∇u)(x′) > ν/2}∣∣ . (4.38)
We omit the proof as it follows the same idea as the proof of Lemma 4.1 using
(4.37) in place of (4.25). Also averaging in c is not needed. We also have an
analogue of Lemma 4.2 by the same argument. We record the consequences of
these two results.
Corollary 4.5. Under the assumption of Lemma 4.1, for any q ≥ 2 and a > 0
there exists a finite constant C = C(λ2,Λ, q, a, ‖µ‖C, n) > 0 such that
‖SR2,a(∂0u)‖Lq(∆R) ≤ C
[
‖SR2,a(∇Tu)‖Lq(∆2R) + ‖µ‖
1/2
C ‖N˜
2R
2,a(∇u)‖Lq(∆2R)
]
,
(4.39)
‖S2,a(∂0u)‖Lq(Rn−1) ≤ C
[
‖S2,a(∇Tu)‖Lq(Rn−1) + ‖µ‖
1/2
C ‖N˜2,a(∇u)‖Lq(Rn−1)
]
.
(4.40)
The inequality (4.40) also holds for any q > 0, provided we know a priori that
‖Ta(∇u)‖Lq(Rn−1) <∞.
We are now ready to establish a local solvability result. Let us consider domains
of the following the form. Let ∆d ⊂ R
n−1 be a boundary ball or a cube of diameter
d. We denote by O∆d,a
O∆d,a =
⋃
x′∈∆d
Γa(x
′). (4.41)
Here as before Γa(x
′) denotes the nontangential region with aperture a at a point
x′ (c.f. Definition 2.2).
Clearly, a domain such as (4.41) is a domain with Lipschitz constant 1/a. It
follows that if L satisfies assumptions of this Theorem 1.1 on Rn+ it also satisfies it
on any domain O∆d,a, provided 1/a is sufficiently small. This can be seen via the
pullback transformation (3.11) which transforms the problem from O∆d,a back to
Rn+. This modifies the coefficients of our PDE to say
div(A¯∇v) = 0. (4.42)
In particular, if the original PDE on O∆d,a satisfies A00 = 1 and A0j are real, the
modified coefficients A¯ will fail to do so. However, we could fix that via the change
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of coefficients discussed in (2.34) together with the observations noted below. It
follows that (4.42) can be rewritten as
div(A˜∇v) + B˜ · ∇v = 0. (4.43)
Because 1/a is small the coefficient A¯00 is close to 1 and A¯0j are almost real. It
follows that rewriting (4.42) as (4.43) will not destroy the ellipticity and p-ellipticity
of the matrix A˜. Hence our previous results of this section apply as they were
developed for operators L with first order (drift) terms.
We note that in section 3, drift terms are not allowed, but the results of this
section can be applied to the PDE (4.42) because the special assumptions on A¯0j
are not used there.
To discuss solvability on domain O∆d,a we need to consider the nontangential
maximal function N˜ that is taken with respect to nontangential approach regions
that are contained inside O∆d,a; that is we need to take regions Γb(·) for any b < a.
Without loss of generality we choose b = a/2 and fix it for the remaining part of this
section. Finally, ∇Tu at the boundary of O∆d,a is understood to be the tangential
component of the gradient with respect to the boundary of this domain.
For ease of notation we drop the dependence of the domain O∆d,a on ∆d and a
and use O = O∆d,a. We have the following result.
Lemma 4.6. Let L be as in Theorem 1.1 on the domain Rn+ and let A be q-
elliptic for some q ≥ 2. Let O be a Lipschitz domain as above and assume u is
an arbitrary energy solution of Lu = 0 in Rn+ with the Dirichlet boundary datum
∇T f ∈ L
q(∂O;RN ). Then there exists m = m(a) > 1 and K = K(λp,Λ, n, p) > 0
such that if
‖µ‖C + a
−1 < K,
the following estimate holds:
‖N˜a/2(∇u)‖Lq(∆d) ≤ Cq‖∇T f‖Lq(∂O∩T (∆md)) + Cqd
(n−1)/q sup
x∈O∩{δ(x)>d}
W2(x),
(4.44)
where δ(x) = dist(x, ∂Rn+) and W2(x) =
(
−
∫
Bδ(x)/4(x)
|∇u(y)|2dy)
)1/2
.
Proof. In last term of (4.44) because of the way O is defined we clearly have
{(x0, x
′) ∈ O : x′ /∈ ∆(1+a)d} ⊂ O ∩ {δ(x) > d}. (4.45)
If follows that by considering the pull-back map ρ : Rn+ → O defined in (3.11)
proving (4.44) is equivalent to establishing
‖N˜(∇u)‖Lq(∆d) ≤ C‖∇T f‖Lq(∆md;RN ) + Cd
(n−1)/q sup
x∈Rn+\T (∆(1+a)d)
W2(x), (4.46)
where we now work on the domain Rn+ with u solving Lu = 0 in R
n
+ for L as in
Theorem 1.1. We start with the term on the lefthand side of (4.46). If follows from
(3.30) that for some m1 > 1 + a
‖N˜ (1+a)da (∇u)‖
q
Lq(∆d)
≤ C‖Sm1da (∇u)‖
q
Lq(∆m1d)
+ Cdn−1|∇˜u(Ad)|
q. (4.47)
The last term above has a trivial bound by Cdn−1 supx∈Rn+\T (∆(1+a)d)[W2(x)]
q .
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By (4.39) we have for m2 = 2m1:
‖Sm1da (∇u)‖Lq(∆m1d) ≤ C
[
‖Sm2da (∇Tu)‖Lq(∆m2d) + ‖µ‖
1/2
C ‖N˜
m2d
a (∇u)‖Lq(∆m2d)
]
.
Using the Ho¨lder inequality we have for any x′ ∈ Rn−1
[S2,a(∇Tu)(x
′)]
2
=
∑
k>0
∫∫
Γa(x′)
|∇∂ku|
2/q|∂ku|
1−2/q|∇∂ku|
2/q′ |∂ku|
1−2/q′x0 dx
′ dx0
≤
∑
k>0
(∫∫
Γa(x′)
|∇∂ku|
2|∂ku|
q−2x0 dx
′ dx0
)1/q
×
(∫∫
Γa(x′)
|∇∂ku|
2|∂ku|
q′−2x0 dx
′ dx0
)1/q′
(4.48)
≤ S2,q(∇Tu)(x
′)S2,q′(∇Tu)(x
′).
Hence the previous line implies that for any ε > 0 we have
S2,a(∇Tu)(x
′) ≤ CεSq,a(∇Tu)(x
′) + εSq′,a(∇Tu)(x
′), (4.49)
and the same inequality holds for the truncated square functions. Observe that
q ≥ q′ and hence we can use (4.33) to estimate the second term. This gives us
‖Sm2da (∇Tu)‖
q
Lq(∆m2d)
≤ Cε‖S
m2d
q,a (∇Tu)‖
q
Lq(∆m2d)
+ εq‖N˜m3d(∇u)‖qLq(∆m3d)
For some m3 > m2. We choose ε so that ε
q = ‖µ‖
q/2
C . The estimates we have so
far can be combined to the following estimate:
‖N˜ (1+a)da (∇u)‖
q
Lq(∆d)
≤ C‖Sm2dq,a (∇Tu)‖
q
Lq(∆m2d)
(4.50)
+ C‖µ‖
q/2
C ‖N˜
m3d
a (∇u)‖
q
Lq(∆m3d)
+ Cdn−1 sup
x∈Rn+\T (∆(1+a)d)
[W2(x)]
q.
To estimate the first term on the righthand side we use (4.15). This gives
‖Sm2dq,a (∇Tu)‖
q
Lq(∆m2d)
(4.51)
.
∫
∆m3d
|∇Tu(0, x
′)|q dx′ +
∫
∆m3d
|∇Tu(m3d, x
′)|q dx′
+‖µ‖C
∫
∆m3d
[
N˜m3d(∇u)
]q
dx′ + C
∫
∆m3d\∆m2d
[
N˜m3d(∇u)
]p
dx′.
Observe that if the estimate above holds for certainm3 > 1 it will certainly holds
for any larger value, say 2m3. Hence we can average the estimate on the righthand
side of (4.15) between m3 and 2m3. This turns the second term on the righthand
side of (4.15) into a solid integral over a set that is contained in Rn+ \ T (∆(1+a)d)
and therefore bounded by Cdn−1 supx∈Rn+\T (∆(1+a)d)[W2(x)]
q . Hence we have for
m4 = 2m3 thanks to (4.50):
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‖N˜ (1+a)d(∇u)‖qLq(∆d) .
∫
∆m4d
|∇T f(x
′)|q dx′ (4.52)
+max{‖µ‖C, ‖µ‖
q/2
C }
∫
∆m4d
[
N˜ (1+a)d(∇u)
]q
dx′
+C
∫
∆m4d\∆m2d
[
N˜ (1+a)d(∇u)
]p
dx′
+dn−1 sup
x∈Rn+\T (∆(1+a)d)
[W2(x)]
q .
Here we truncated N˜ on the righthand side at the height (1 + a)d instead of m4d
since everything above this height can be incorporated into the last term.
Clearly, for sufficiently small ‖µ‖C we can hide part of the second term in the
last line on the righthand side of (4.54). Hence
‖N˜ (1+a)d(∇u)‖qLq(∆d) .
∫
∆m4d
|∇T f(x
′)|q dx′ (4.53)
+ C‖N˜ (1+a)d(∇u)‖qLq(∆m4d\∆d)
+ dn−1 sup
x∈Rn+\T (∆(1+a)d))
[W2(x)]
q .
Clearly, the last estimate is scale invariant and so we write it instead for an
enlarged ball ∆(1+d)d. We do this to have in the second term ∆m5d \∆(1+a)d where
m5 = (1+a)m4. Since ‖N˜
(1+a)d(∇u)‖Lq(∆d) ≤ ‖N˜
(1+a)d(∇u)‖Lq(∆(1+a)d) this gives
us:
‖N˜ (1+a)d(∇u)‖qLq(∆d) .
∫
∆m5d
|∇T f(x
′)|q dx′ (4.54)
+ C‖N˜ (1+a)d(∇u)‖qLq(∆m5d\∆(1+a)d)
+ dn−1 sup
x∈Rn+\T (∆(1+a)d))
[W2(x)]
q .
We now push-forward (4.54) back to the original domain O. We have
‖N˜
(1+a)d
a/2 (∇u)‖
q
Lq(∆d)
≤ C‖∇T f‖
q
Lq(∂O∩T (∆m5d))
+ Cdn−1 sup
x∈O∩{δ(x)>d}
W2(x)
q
+ C‖N˜ (1+a)d(∇u)‖qLq(∂O∩[T (∆m5d)\T (∆(1+a)d)])
. (4.55)
We would like to hide the last term. Observe that all points of ∂O ∩ [T (∆m5d) \
T (∆(1+a)d)] are in the interior of the original domain R
n
+ of distance at least d
away from the boundary of Rn+. Hence whenever we were applying the Theorem
2.7 we could have in fact used (2.25) there with h being the function describing the
boundary of O. Since pointwise for Q ∈ ∂O ∩ [T (∆m5d) \ T (∆(1+a)d)]
N˜a,h(∇u)(Q) ≤ sup
x∈O∩{δ(x)>d}
W2(x)
the last term can be estimated by Cdn−1 supx∈O∩{δ(x)>d}W2(x)
q as well.
Finally, we can remove the truncation of N˜ at height (1+a)d on the lefthhand side
of (4.55) as for points above this height again the term Cdn−1 supx∈O∩{δ(x)>d}W2(x)
q
controls the nontangential maximal function. This establishes our claim. 
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5. Proof of Theorem 1.1.
We will establish the solvability of the Regularity problem assuming that the
coefficients of A and B are smooth, applying the results of the previous two sections.
The constants in the estimates will not depend on the degree of smoothness. Then,
considering smooth approximations of L, a limiting argument gives Theorem 1.1 in
the general case.
We start with p = 2. Assume the matrix A is 2-elliptic. It follows that Lemma
4.6 applies. For any K as in the Lemma for any ‖µ‖C < K we pick a such that
‖µ‖C + a
−1 < K.
Consider any f ∈ L2(∂Rn+) ∩ B˙
2,2
1/2(∂R
n
+) and let u ∈ W˙
1,2(Rn+) be the unique
energy solution of Lu = 0 with boundary datum f . We shall additionally assume
the f is a smooth compactly supported function, it suffices to establish our estimates
for those as such functions form a dense subset of L2(∂Rn+) ∩ B˙
2,2
1/2(∂R
n
+).
Fix d > 0 and consider ∆ = ∆d(0). We apply Lemma 4.6 to the domains
Oτ = Oτ∆,a, for τ ∈ [1, 2]. This gives us
‖N˜a/2(∇u)‖
2
L2(∆) ≤ C‖∇T f‖
2
L2(∂Oτ∩T (τm∆))
+Cdn−1 sup
x∈Oτ∩{δ(x)>d}
W2(x)
2. (5.1)
Note that each of the sets ∂Oτ ∩ T (τm∆) consists of the “flat piece” that is just
τ∆ = ∆τd(0) and the remaining curve that lies inside R
n
+. If we average the above
inequality over all values of τ ∈ [1, 2] the latter turns into a solid integral over a set
that is contained in
Sd := (0, 2md)× (∆2md \∆d).
It follows that
‖N˜a/2(∇u)‖
2
L2(∆) ≤C‖∇T f‖
2
L2(2∆) + Cd
n−1 sup
{x: δ(x)>d}
W2(x)
2 (5.2)
+ Cd−1
∫∫
Sd
|∇u|2dx.
Consider what happens as we take d → ∞ in the estimate above. Recall that
we know that ∇u ∈ L2(Rn+) from the fact that u is an energy solution. This
information implies that both∫∫
B(x,δ(x)/2)
|∇u|2 dx→ 0,
∫∫
Sd
|∇u|2dx→ 0,
for all x ∈ {x : δ(x) > d} uniformly as d→∞. From this however we see that the
last two terms of (5.2) go to zero as d→∞ and hence in the limit we have
‖N˜a/2(∇u)‖
2
L2(∂Rn+)
≤ C‖∇T f‖
2
L2(∂Rn+)
,
which is L2 solvability of the Regularity problem. Also observe that constant C in
the estimate above only depends on λ2, Λ and n, precisely as stated in Theorem
1.1.
We now extrapolate. It has been established in [17] that, from Lemma 4.6, a
purely real variable argument can be used to establish the following estimate∫
Eν∩{g≤ν}
[
N˜(∇u)(x′)
]2
dx′ ≤ Cαν
2|Eν |+ Cα
−1
∫
Eν
[
N˜(∇u)(x′)
]2
dx′, (5.3)
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where Eν = {x
′ ∈ Rn−1+ : N˜α(∇u)(x
′) > ν} and
g(x′) = sup
B∋x′
(
−
∫
B
|∇T f(y
′)|2dy′
)1/2
.
See in particular Lemma 6.1 and (6.17) of [17] which are completely analogous to
our Lemma 4.6 (5.3). A consequence of (5.3) is an existence of δ > 0 which only
depends on the constant in the estimate (4.44) such that
‖N˜a/2(∇u)‖L2+δ(∂Rn+) ≤ C‖∇T f‖L2+δ(∂Rn+), (5.4)
which is the solvability of the Regularity problem for p0 = 2+ δ. If p0 is such that
the matrix A is p0-elliptic we can repeat the process above we did for p = 2. We
now apply Lemma 4.6 for the value p0 and again take the limit d→∞. This time
the solid integrals we get are
d−1
∫∫
B(x,δ(x)/2)
|∇u|p0 dx, d−1
∫∫
Sd
|∇u|p0dx,
which we know go to zero uniformly for all x ∈ {x : δ(x) > d} as d → ∞ thanks
to the fact that (5.4) implies that ‖N˜p0,a/2(∇u)‖Lp0 < ∞. Hence taking the limit
d→∞ in the analogue of (5.2) for p0 yields
‖N˜a/2(∇u)‖Lp0(∂Rn+) ≤ Cp0‖∇T f‖Lp0(∂Rn+). (5.5)
This seemingly is just a restatement of (5.4). The difference however is that now the
constant Cp0 in (5.5) only depends on the constant in Lemma 4.6 for the value p0.
This allows us to extrapolate again and obtain solvability of the Regularity problem
for some value p0+ δ
′. There is no difference in the structure of the argument. We
can continue this bootstrapping as long as we stay in the range of p-ellipticity and
as long as we can be sure that we are moving by an amount δ′ which is not getting
smaller at each step. This last point is assured by the fact that the constants Cp0 in
the Lp0 norm inequalities (5.5) only depend on the p0-ellipticity and the Carleson
measure norm of the coefficients. If we fix p > 2 such that the operator is p-elliptic
the constants Cq for 2 ≤ q ≤ p in Lemma 4.6 are uniformly bounded which assures
that our bootstrapping argument will reach the desired value p is finitely many steps
giving us solvability of the Regularity problem and the estimate (1.5) of Theorem
1.1.
We now deal with p < 2 such that A is p-elliptic. Assume first that we a priori
know that ‖N˜2,a(∇u)‖Lp(Rn−1) <∞ for an energy solution u in R
n
+ with boundary
datum f . Then by (3.31) of Proposition 3.6 and by (4.40) of Corollary 4.5 we have
‖N˜2,a(∇u)‖Lp(Rn−1) ≤ C‖S2,a(∇u)‖Lp(Rn−1) (5.6)
≤ C‖S2,a(∇Tu)‖Lp(Rn−1) + C‖µ‖
1/2‖N˜2,a(∇u)‖Lp(Rn−1).
Here in order to use Corollary 4.5, we must verify that ‖Ta(∇u)‖Lp(Rn−1) < ∞.
However under the assumption that the coefficients are smooth we have a pointwise
bound Ta(∇u)(Q) ≤ S2,a(u)(Q). We have established solvability of the L
p Dirichlet
problem in the paper [18] in the range where p-ellipticity holds and in particular
we have shown the bound ‖S2,a(u)‖Lp(Rn−1) . ‖f‖Lp(Rn−1) < ∞ (using that f ∈
C∞0 ⊂ L
p).
Hence taking sufficiently small K in Theorem 1.1 it follows that
‖N˜2,a(∇u)‖Lp(Rn−1) ≤ C‖S2,a(∇Tu)‖Lp(Rn−1). (5.7)
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Hence by (4.49) in conjunction with (4.34) of Corollary 4.3 and (2.18) implies that
‖S2,a(∇Tu)‖Lp(Rn−1) ≤ C‖Sp,a(∇Tu)‖Lp(Rn−1) + ε‖N˜2,a(∇u)‖Lp(Rn−1). (5.8)
When applying (4.34) to estimate ‖Sp′,a(∇Tu)‖Lp(Rn−1) we need to know a priori
that this quantity is finite. Here we use our assumption that for now the coefficients
are smooth. This gives is a point-wise bound
Sp′,a(∇Tu) ≤ CS2,a(∇Tu) + CN(∇u),
where N is the pointwise maximal function. The classical L∞ bounds of Agmon-
Douglis-Nirenberg [1] for smooth PDE systems imply N . N2. We also have
‖S2,a(∇Tu)‖Lp <∞ from a similar estimate
S2,a(∇Tu) ≤ CSp,a(∇Tu) + CN(∇u),
and finally we know that ‖Sp,a(∇Tu)‖Lp(Rn−1) < ∞ by (4.19) (taking r → ∞).
The one “bad” term in (4.19) which is
∫
Rn−1
|∇Tu(r, x
′)|pdx′ can be dealt with by
averaging in r first which turns it into a solid integral. Such term can be estimated
by ‖N˜p,a(∇u)‖Lp(Rn−1) . ‖N˜2,a(∇u)‖Lp(Rn−1) <∞ and furthermore it follows this
term converges to zero as r →∞.
Hence all quantities appearing in (5.8) are finite under the assumption our coeffi-
cients are smooth, but the constants in this estimate only depend on the parameters
n, p, λp,Λ. We choose ε > 0 in this inequality small enough so that we can hide
this term on the lefthand side of (5.7). This gives is
‖N˜2,a(∇u)‖Lp(Rn−1) ≤ C‖Sp,a(∇Tu)‖Lp(Rn−1). (5.9)
We can now use again (4.19) for Sp,a(∇Tu) taking r →∞. As explained above the
term
∫
Rn−1
|∇Tu(r, x
′)|pdx′ gets eliminated. It follows that (4.19) gives us
‖Sp,a(∇Tu)‖Lp(Rn−1) ≤ C‖∇T f‖Lp(Rn−1) + C‖µ‖
1/p
C ‖N˜p,a(∇u)‖Lp(Rn−1). (5.10)
Hence for all ‖µ‖C < K sufficiently small combination of (5.9), (5.10) and (2.18)
yields
‖N˜2,a(∇u)‖Lp(Rn−1) ≤ C‖∇T f‖Lp(Rn−1), (5.11)
from which solvability of the Lp Regularity problem follows.
It remain to remove the a priori assumption ‖N˜2,a(∇u)‖Lp(Rn−1) < ∞ we have
made earlier.
We again argue by extrapolation starting with p = 2 where we know this since
we have already established solvability of the Regularity problem for this value of
p.
This time we shall use an extrapolation argument based on an method in [13] of
obtaining L2−ε estimates of nontangential maximal functions from L2 estimates on
sawtooth domains. See also [17], where this technique was used to get solvability
of the Lp Dirichlet problem for elliptic systems for 2− ε < p < 2. In particular, the
argument of [13], reproduced in section 6 of [17] for systems and hence valid in our
setting, gives that ‖N˜2,a(∇u)‖Lp0(Rn−1) <∞ for p0 = 2 − ε and hence the same is
true for ‖N˜p0,a(∇u)‖Lp0(Rn−1). The quantity ε depends on the constant C2 in the
L2 norm inequality between the nontangential maximal function and the square
function S2.
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Once we know these quantities are finite, the calculation we did above holds for
p0 giving us (5.11), and hence the same estimate for ∇u, for p0 = 2 − ε and a
constant C2−ǫ.
The very same extrapolation argument, now invoking the Lp0 estimate gives an
Lp0−ε
′
estimate where ε′ now depends on C2−ε. In other words, we apply the same
argument as [13] but starting from known estimates for the nontangential maximal
function in Lp0 instead of L2. We can continue this bootstrapping as long as we
stay in the range of p-ellipticity and as long as we can be sure that we are moving
by an amount ε which is not getting smaller at each step. The same argument as
given previously implies that we can reach any value p < 2 in the p-ellipticity range
of the matrix A in finite number of steps. From this Theorems 1.1 follows.
Finally, we remove the temporary assumption that the coefficients are smooth.
The key is that the constants in the estimates above depend only on n, p, λp,Λ, ‖µ‖C
and not on any further degree of smoothness of the coefficients of L. Hence the
classical argument where we approximate our coefficients by smooth functions, and
then pass from the smooth coefficient case by taking the limit can be applied. See
for example section 4 of [18] where this is discussed in more detail. 
6. Proof of Theorem 1.2.
The proof is based on the following abstract result [31], see also [34, Theorem
3.1] for a version on an arbitrary bounded domain.
Theorem 6.1. Let T be a bounded sublinear operator on L2(Rn−1;Cm). Suppose
that for some p > 2, T satisfies the following Lp localization property. For any
ball ∆ = ∆d ⊂ R
n−1 and C∞ function f with supp(f) ⊂ Rn−1 \ 3∆ the following
estimate holds:(
|∆|−1
∫
∆
|Tf |p dx′
)1/p
≤ (6.1)
C
{(
|2∆|−1
∫
2∆
|Tf |2 dx′
)1/2
+ sup
∆′⊃∆
(
|∆′|−1
∫
∆′
|f |2 dx′
)1/2}
,
for some C > 0 independent of f . Then T is bounded on Lq(Rn−1;Cm) for any
2 ≤ q < p.
In our case the role of T is played by the sublinear operator f 7→ N˜2,a(u), where
u is the solution of the Dirichlet problem Lu = 0 with boundary data f . Clearly,
in the Theorem above the factors 2∆, 3∆ do not play significant role. Hence if we
establish estimate (6.1) with 2∆ replaced by m∆ with f vanishing on (m+1)∆ for
some m > 1 the claim of the Theorem will remain to hold.
Clearly, our operator T : f 7→ N˜2,a(u) is sublinear and bounded on L
2 by [18],
for coefficients with small Carleson norm µ. To prove (6.1) we shall establish the
following reverse Ho¨lder inequality, following ideas of Shen [32].(
1
|∆|
∫
∆
|N˜2,a(u)|
p dx′
)1/p
≤ C
(
1
|3βm∆|
∫
3βm∆
|N˜2,a(u)|
2 dx′
)1/2
, (6.2)
where f = u
∣∣
∂Rn+
vanishes on 4βm∆. Here m is determined by Lemma 4.6 and
β > 1 is determined by a bootstrap argument explained later. Having this by
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Theorem 6.1 we have for any q ∈ [2, p) the estimate
‖N˜2,a(u)‖Lq(Rn−1) ≤ C‖f‖Lq(Rn−1), (6.3)
which implies Lq solvability of the Dirichlet problem for the operator L.
It remains to establish (6.2). Let us define
M1(u)(x
′) = sup
y∈Γa(x′)
{w2(y) : δ(y) ≤ cd}, (6.4)
M2(u)(x
′) = sup
y∈Γa(x′)
{w2(y) : δ(y) > cd}.
where c = c(a) > 0 is chosen such that for all x′ ∈ ∆ if y = (y0, y
′) ∈ Γa(x
′) and
y0 = δ(y) ≤ cd then y
′ ∈ 2∆. Here d = diam(∆) and w2 is the L
2 average of u
w2(y) =
(
−
∫
Bδ(y)/2(y)
|u(z)|2 dz
)1/2
.
It follows that
N˜2,a(u) = max{M1(u),M2(u)}.
We first estimate M2(u). Pick any x
′ ∈ ∆. For any y ∈ Γ(x′) with δ(y) > cd it
follows that for a large subset A of 2∆ (of size comparable to 2∆) we have
z′ ∈ A =⇒ y ∈ Γa(z
′) =⇒ w2(y) ≤ N˜2,a(u)(z
′).
Hence for any x′ ∈ ∆
M2(u)(x
′) ≤ C
(
1
|2∆|
∫
2∆
[
N˜2,a(u)(z
′)
]2
dz′
)1/2
.
It remains to estimate M1(u) on ∆.
We write
u(x0, x
′)− u(0, y′) =
∫ 1
0
∂u
∂s
(sx0, (1− s)y
′ + sx′) ds.
Let K = {(y0, y
′) : y′ ∈ ∆ and cd < y0 < 2cd}. Using the previous line and the
fact that u vanishes on 3∆ ⊂ 4βm∆ we have for any x′ ∈ ∆
M1(u)(x
′) ≤ sup
K
w2 + C
∫
2∆
N˜2,a/2(∇u)(y
′)
|x′ − y′|n−2
dy′. (6.5)
By the fractional integral estimate, this implies that(
1
|∆|
∫
∆
[M1(u)(x
′)]p dx′
)1/p
≤ sup
K
w2+Cd
(
1
|2∆|
∫
2∆
[N˜2,a/2(∇u)(x
′)]q dx′
)1/q
,
(6.6)
where 1p =
1
q −
1
n−1 and 1 < q < n− 1.
To further estimate (6.6) we use the Lemma 4.6. We claim the following reverse
Ho¨lder inequality holds(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q dx′
)1/q
.
(
1
|β∆|
∫
β∆
[N˜2,a/2(∇u)(x
′)]2 dx′
)1/2
,
whenever the solution Lu = 0 vanishes on at least 2β∆.
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Let d be the diameter of ∆. We apply Lemma 4.6 to the domains (4.41) Oτ =
Oτ∆,a, for τ ∈ [1, 2]. This gives us
‖N˜a/2(∇u)‖Lq(∆) ≤ C‖∇T f‖Lq(∂Oτ∩T (τm∆)) + Cd
(n−1)/q sup
x∈Oτ∩{δ(x)>d}
W2(x).
(6.7)
Observe that for any x ∈ Oτ ∩ {δ(x) > d} we shall have
|A| = |{y′ ∈ 2∆ : x ∈ Γa/2(y
′)}| ≈ dn−1,
and clearly for each y′ ∈ A we have W2(x) . N˜a/2(∇u)(y
′), from which
W2(x) . |A|
−1
(∫
A
[N˜a/2(∇u)(y
′)]2dy′
)1/2
. |2∆|−1
(∫
2∆
[N˜a/2(∇u)(y
′)]2dy′
)1/2
.
It follows
sup
x∈Oτ∩{δ(x)>d}
W2(x) . |2∆|
−1
(∫
2∆
[N˜a/2(∇u)(y
′)]2dy′
)1/2
. (6.8)
We use this in (6.7), integrate (6.7) in τ over the interval [1, 2] and divide by
d(n−1)/q. This gives after using the fact that u = 0 vanishes on at least 4m∆:(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q dx′
)1/q
(6.9)
.
(
1
T (2m∆)
∫∫
T (2m∆)
|∇u(x)|q dx
)1/q
+
(
1
|2∆|
∫
2∆
[
N˜2,a(∇u)(x
′)
]2
dx′
)1/2
.
We have also used the trivial estimate |∇Tu| ≤ |∇u| on ∂Oτ ∩ T (2m∆). For the
first term we have
∫∫
T (2m∆)
|∇u(x)|q dx =
∫∫
T (2m∆)∩{x0<εmd}
|∇u(x)|q dx (6.10)
+
∫∫
T (2m∆)∩{x0>εmd}
|∇u(x)|q dx.
The set T (2m∆) ∩ {x0 > εmd} in the the interior of R
n
+ of diameter and distance
to the boundary that is comparable to d. It follows that the interior estimate
(2.17) can be used (we only enlarge this set by a small factor α > 1 so that
α[T (2m∆) ∩ {x0 > εmd}] fully lies in the interior of R
n
+. It follows
1
|T (2m∆)|
∫∫
T (2m∆)∩{x0>εmd}
|∇u(x)|q dx (6.11)
.
(
1
|T (2m∆)|
∫∫
α[T (2m∆)∩{x0>εmd}]
|∇u(x)|2 dx
)q/2
.
(
1
|T (3m∆)|
∫∫
T (3m∆)
|∇u(x)|2 dx
)q/2
.
(
1
|3m∆|
∫
3m∆
[N˜a/2(∇u)(x
′)]2dx′
)q/2
.
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For the term
∫∫
T (2m∆)∩{x0<εmd}
|∇u(x)|q dx we use the trivial estimate∫∫
T (2m∆)∩{x0<εmd}
|∇u(x)|q dx ≤ εmd
∫
3m∆
[N˜a/2(∇u)(x
′)]qdx′. (6.12)
Combining (6.10)-(6.12) finally yields
1
|T (2m∆)|
∫∫
T (2m∆)
|∇u(x)|q dx (6.13)
≤
(
Cε
|3m∆|
∫
3m∆
[N˜a/2(∇u)(x
′)]2dx′
)q/2
+
ε
|3m∆|
∫
3m∆
[N˜a/2(∇u)(x
′)]qdx′.
This combined with (6.9) yields:
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q dx′ (6.14)
.
(
Cε
|3m∆|
∫
3m∆
[N˜a/2(∇u)(x
′)]2dx′
)q/2
+
ε
|3m∆|
∫
3m∆
[N˜a/2(∇u)(x
′)]qdx′.
We now recall an abstract result from [23, Chapter 5; Proposition 1.1].
Theorem 6.2. Let BR be a ball in R
N . Suppose that g ≥ 0, g ∈ Lq(BR) for some
q > 1 and for all x ∈ BR/2 and 0 < r < R/16 we have
−
∫
Br
gq dx ≤ C
(
−
∫
B2r
g dx
)q
+ θ−
∫
B2r
gq dx,
for some constants C > 1, θ < 1.
Then there exists δ = δ(C, θ,N, q) > 0 and K = K(C, θ,N, q) > 0 such that for
all Br concentric with BR of radius 0 < r < R/4 we have(
−
∫
Br/2
gq+δ dx
)1/(q+δ)
≤ K
(
−
∫
Br
gq dx
)1/q
.
Applying this to (6.14) with g(x′) = [N˜a/2(∇u)(x
′)]2 yields that for some α > 1
we have(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q+δ dx′
)1/(q+δ)
.
(
1
|α∆|
∫
α∆
[N˜a/2(∇u)(x
′)]qdx′
)1/q
.
(6.15)
Here clearly, δ = δ(q) depends on q but as long as the constant Cε in the estimate
(6.13) stays uniform (which is for q ∈ [p0 + η, p
′
0 − η] for any η > 0 where (p0, p
′
0)
is the interval we have p-ellipticity) we shall have
inf
q∈[2+η,p′0−η]
δ(q) > 0, for all η > 0.
Here we are avoiding q near 2 as well since then (6.13) provides no information.
However, to get us started in the bootstrap argument we may use the inequality(
1
T (2m∆)
∫∫
T (2m∆)
|∇u|2+δ0 dx
)1/(2+δ0)
.
(
1
T (3m∆)
∫∫
T (3m∆)
|∇u|2 dx
)1/2
,
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for some δ0 > 0 small which is a well known consequence of the Caccioppoli’s
inequality and Theorem 6.2. It follows using (6.9)(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]2+δ0 dx′
)1/(2+δ0)
.
(
1
|3m∆|
∫
3m∆
[
N˜2,a(∇u)(x
′)
]2
dx′
)1/2
.
This is the initial inequality in the bootstrap argument after which we iteratively
use (6.15) where δ > 0 stays bounded away from zero as long as we take q ≤ p′0− η
for some small fixed η > 0. This finally implies that for all q < p′0 we have(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q dx′
)1/q
.
(
1
|β∆|
∫
β∆
[
N˜2,a(∇u)(x
′)
]2
dx′
)1/2
,
(6.16)
for some β > 1 with u vanishing on 2β∆. The implied constant in the estimate
(6.16) gets progressively worse as q → p′0−. Next, we use again (6.9) but this time
for q = 2
(
1
|β∆|
∫
β∆
[N˜2,a/2(∇u)(x
′)]2 dx′
)1/2
(6.17)
.
(
1
T (2βm∆)
∫∫
T (2βm∆)
|∇u|2 dx
)1/2
+ sup
x∈O2β∩{δ(x)>d}
W2(x),
where we put back W2 instead of our initial estimate (6.8). For the first term we
use the boundary Caccioppoli’s inequality(
1
T (2βm∆)
∫∫
T (2βm∆)
|∇u|2 dx
)1/2
. d−1
(
1
T (3βm∆)
∫∫
T (3βm∆)
|u|2 dx
)1/2
. d−1
(
1
|3βm∆|
∫
3βm∆
[
N˜2,a(u)(z
′)
]2
dz′
)1/2
,
while for the second term by the interior Ciacciopoli’s inequality we have for all
x ∈ Rn+ with δ(x) > d
W2(x) ≤ Cd
−1w2(x),
where w2 denotes the L
2 averages of u (defined earlier). We have intentionally
shrunk the size of the ball in the definition of W2 so that this pointwise estimate
holds. Since the x we consider in the supremum is in O2β it then follows
sup
x∈O2β∩{δ(x)>d}
W2(x) . d
−1
(
1
|2β∆|
∫
2β∆
[
N˜2,a(u)(z
′)
]2
dz′
)1/2
. (6.18)
Using this and the previous estimates (6.16)-(6.17) then yield for all q < p′0(
1
|∆|
∫
∆
[N˜2,a/2(∇u)(x
′)]q dx′
)1/q
. d−1
(
1
|3βm∆|
∫
3βm∆
[
N˜2,a(u)(z
′)
]2
dz′
)1/2
.
(6.19)
40 MARTIN DINDOSˇ AND JILL PIPHER
Finally, inserting this estimate into (6.6) yields(
1
|∆|
∫
∆
[M1(u)(x
′)]p dx′
)1/p
≤ C
(
1
|3βm∆|
∫
3βm∆
[
N˜2,a(u)(z
′)
]2
dz′
)1/2
,
(6.20)
where 1p =
1
q −
1
n−1 and 1 < q < n− 1 such that A is q-elliptic and Carleson norm
of µ is small. Since we have assumed A is q-elliptic for q ∈ (p0, p
′
0) and p
′
0 > 2
this implies in dimensions 2 and 3 that we can consider any 2 < p < ∞, while
in dimensions n ≥ 4 we can have 2 < p < pmax = p
′
0(n − 1)/(n − 1 − p
′
0) when
p′0 < n − 1, pmax = ∞ otherwise. Observe that always pmax > 2(n − 1)/(n − 3).
From this claim of Theorem 1.2 follows as we have established (6.2) for such values
of p.
References
[1] S. Agmon, A. Douglis, and L. Nirenberg, Estimates near the boundary for solutions of elliptic
partial differential equations satisfying general boundary conditions II, Comm. Pure and
Appl. Math. 17 (1964), 35-92.
[2] M Alfonseca, P. Auscher, A Axelsson, S. Hofmann, and S. Kim, Analyticity of layer potentials
and L2 solvability of boundary value problems for divergence form elliptic equations with
complex L∞ coefficients., Adv. Math 226 (2011), no. 5, 4533–4606.
[3] P. Auscher, A Axelsson, and S. Hofmann, Functional calculus of Dirac operators and complex
perturbations of Neumann and Dirichlet problems, J. Func. Anal 255 (2008), no. 2, 374–448.
[4] P. Auscher, A. Axelsson, and A. McIntosh, Solvability of elliptic systems with square inte-
grable boundary data, Ark. Mat. 48 (2010), no. 2, 253–287.
[5] P. Auscher, L Bathe´lemy, and E. Ouhabaz, Absence de la L∞-contractivite´ pour les semi-
groupes associe´s auz ope´rateurs elliptiques complexes sous forme divergence, Poten. Anal. 12
(2000), 169–189.
[6] P. Auscher, S. Hofmann, M. Lacey, A. McIntosh, and P. Tchamitchian, The solution of the
Kato square root problem for second order elliptic operators on Rn, Ann. Mat. 156 (2001),
no. 2, 633–654.
[7] A. Carbonaro and O. Dragicˇevic´, Convexity of power functions and bilinear embedding for
divergence-form operators with complex coefficients, arXiv:1611.00653.
[8] A. Cialdea and V. Maz’ya, Criterion for the Lp-dissipativity of second order differential
operators with complex coefficients, J. Math. Pures Appl. 84 (2005), no. 9, 1067–1100.
[9] , Criteria for the Lp-dissipativity of systems of second order differential equations,
Ricc. Mat. 55 (2006), no. 2, 233–265.
[10] , Lp-dissipativity of the Lame´ operator., Mem. Differ. Equ. Math. Phys. 60 (2013),
111–133.
[11] R. Coifman, Y. Meyer, and E. Stein, Some new function spaces and their applications to
harmonic analysis, JFA 62 (1985), 304-335.
[12] B. Dahlberg and C. Kenig, Hardy spaces and the Neumann problem in Lp for Laplace’s
equation in Lipschitz domains, Annals of Math. 125 (1987), no. 3, 437-465.
[13] B. Dahlberg, C. Kenig, and G. Verchota, The Dirichlet problem for the biharmonic equation
in a Lipschitz domains, Annales de l’institut Fourier 36 (1986), no. 3, 109-135.
[14] G. David, J. Feneuil, and S. Mayboroda, Harmonic measure on sets of codimension larger
than one., preprint, https://arxiv.org/abs/1608.01395.
[15] , Dahlberg’s theorem in higher codimension., preprint,
https://arxiv.org/abs/1704.00667v1.
[16] M. Dindosˇ and H. Sukjung, The Dirichlet boundary problem for second order parabolic op-
erators satisfying Carleson condition, Rev. Mat. Iberoam. 34 (2018), no. 2, 767–810.
[17] M. Dindosˇ, H. Sukjung, and M. Mitrea, The Lp Dirichlet boundary problem for second order
Elliptic Systems with rough coefficients, arXiv:1708.02289.
[18] M. Dindosˇ and J. Pipher, Regularity theory for solutions to second order elliptic operators
with complex coefficients and the Lp Dirichlet problem, arXiv:1612.01568.
ELLIPTIC PDES WITH COMPLEX COEFFICIENTS 41
[19] M. Dindosˇ, S. Petermichl, and J. Pipher, The Lp Dirichlet problem for second order elliptic
operators and a p-adapted square function, J. Funct. Anal. 249 (2007), no. 2, 372–392.
[20] M. Dindosˇ, J. Pipher, and D. Rule, The boundary value problems for second order elliptic
operators satisfying a Carleson condition, Comm. Pure Appl. Math. 70 (2017), no. 7, 1316–
1365.
[21] M. Langer, Lp-contractivity of semigroups generated by parabolic matrix differential oper-
ators, The Mazy´a Anniversary Collection, On Mazy´a?s work in functional analysis, partial
differential equations and applications, Birkha¨user 1 (1999), no. 3, 307–330.
[22] C. Fefferman and E. Stein, Hp spaces of several variables, Acta Mat. 129 (1972), 137–193.
[23] M. Giaquinta, Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Sys-
tems, Annals of Math. Studies, vol. 105, Princeton Univ. Press, 1983.
[24] S. Hofmann, C. Kenig, S. Mayboroda, and J. Pipher, The regularity problem for second
order elliptic operators with complex-valued bounded measurable coefficients, Math. Ann.
361 (2015), 863–907.
[25] S. Hofmann and J. Martell, Lp bounds for Riesz transforms and square roots associated to
second order elliptic operators, Pub. Mat. 47 (2003), 497–515.
[26] S. Hofmann, J. Martell, and T. Toro, A∞ implies NTA for a class of variable coefficient
elliptic operators, preprint, https://arxiv.org/abs/1611.09561.
[27] C. Kenig, H. Koch, J. Pipher, and T. Toro, A new approach to absolute continuity of elliptic
measure, with applications to non-symmetric equations, Adv. Math. 153 (2000), no. 2, 231–
298.
[28] C. Kenig and J. Pipher, The Neumann problem for elliptic equations with nonsmooth coeffi-
cients, Invent. Math. 113 (1993), no. 3, 447–509.
[29] , The Dirichlet problem for elliptic equations with drift terms, Publ. Math. 45 (2001),
no. 1, 199–217.
[30] S. Mayboroda, The connections between Dirichlet, regularity and Neumann problems for
second order elliptic operators with complex bounded measurable coefficients, Adv. Math.
225 (2010), no. 4, 1786–1819.
[31] Z. Shen, Bounds of Riesz transforms on Lp spaces for second order elliptic operators, Ann.
Inst. Fourier (Grenoble) 55 (2005), 173–197.
[32] , The Lp Dirichlet problem for elliptic systems on Lipschitz domains, Math. Res. Lett.
13 (2006), 143–159.
[33] E. Taylor, Partial Differential Equations I: Basic Theory, Springer, 2010.
[34] W. Wei and Z. Zhang, Lp resolvent estimates for variable coefficient elliptic systems on
Lipschitz domains, Anal. Appl. (Singap.) 13 (2015), 591–609.
School of Mathematics,, The University of Edinburgh and Maxwell Institute of
Mathematical Sciences, UK
E-mail address: M.Dindos@ed.ac.uk
Department of Mathematics,, Brown University, USA
E-mail address: jill pipher@brown.edu
