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TAME FUNDAMENTAL GROUPS OF PURE PAIRS AND
ABHYANKAR’S LEMMA
JAVIER CARVAJAL-ROJAS AND AXEL STA¨BLER
Abstract. Let (R,m,k) be a strictly local normal k-domain of positive characteristic and
P a prime divisor on X = SpecR. We study the Galois category of finite covers over X
that are tamely ramified with respect to P in the sense of A. Grothendieck and J.P. Murre.
Assuming that (X,P ) is a purely F -regular pair, our main result is that every Galois cover
f : Y −→ X in that Galois category satisfies that (f−1(P ))
red
is a prime divisor. We shall
explain why this should be thought as a (partial) generalization of a classical theorem due to
S.S. Abhyankar regarding the e´tale-local structure of tamely ramified covers between normal
schemes with respect to a divisor with normal crossings. Additionally, we investigate the
formal consequences this result has on the structure of the fundamental group representing
the Galois category. We also obtain a characteristic zero analog by reduction to positive
characteristics following Bhatt–Gabber–Olsson’s methods.
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1. Introduction
In their former preprint [CS19], the authors studied how certain F -purity and F -regularity
conditions behave and can be transferred across finite covers. Particularly, the authors
studied the behavior of pure F -regularity under finite covers; see [CS19, §5, §6.2]. In the
present work, we are interested in deepening into the consequences of [CS19, Theorems 5.1,
6.12], which explain the behavior of splitting primes, splitting ratios, and test ideals along
closed subvarieties under finite covers. In the spirit of [CRST18, Car17]; cf. [JS19], we
would like to deepen into these results by studying the conditions it imposes on interesting
covers over local purely F -regular pairs. We aim to investigate what are the repercussions
of those results to the structure of finite covers over purely F -regular singularities that are
tamely ramified with respect to the minimal center of F -purity divisor. We shall provide
more details below.
Let (X,∆) be a log pair of dimension at least 2 and defined over an algebraically closed
field k,1 let x ∈ X be a closed point. Consider P to be the minimal log canonical (resp.
F -pure) center through x if k has characteristic zero (resp. positive characteristic), which
we assume to be a prime divisor on X ; see Section 2 for details. If we consider the local
pair (X◦,∆◦), where X◦ := SpecOshX,xr {x} and ∆◦ is the pullback of ∆ along the canonical
morphism X◦ −→ X , then we obtain a purely log terminal (resp. purely F -regular) pair with
⌊∆◦⌋ a prime divisor—the pullback of P which we denote the same way by abuse of notation.
Thus, the following setup is in order.
Setup 1.1. Let (R,m,k, K) be a k-germ2 of dimension at least 2, and denote X := SpecR.
Let Z ⊂ X be a closed subscheme of codimension at least 2, and denote X◦ = X r Z. Let
P be a prime Weil divisor on X◦ (which uniquely extends to a prime divisor on X and we
denote P by abuse of notation). We consider the Galois category RevP (X◦) of finite covers
over X◦ that are e´tale away from P but tamely ramified over P . We denote by πt,P1 (X
◦) the
corresponding fundamental group classifying RevP (X◦). See Section 3 for details on tame
Galois categories and their fundamental groups.
Terminology 1.2 (local pure log pairs). With notation as in Setup 1.1, we say that (X,P )
is a pure pair if either chark = 0 and (X,P ) is purely log terminal or chark > 0 and
(X,P ) is purely F -regular. See Section 2 for the definitions of purely log terminal and pure
F -regularity employed in this work.3
With the above in place, our main result in positive characteristic is the following.
Theorem A (Theorem 4.6, Proposition 5.2). Work in Setup 1.1. If (X,P ) is a pure pair,
then every connected cover f : Y ◦ −→ X◦ in RevP (X◦) satisfies that Q := (f−1(P ))
red
is a
prime divisor on Y ◦ and (Y,Q) is a pure pair.
The proof of this result in positive characteristic is inspired by our previous work [CS19].
The analog in characteristic zero is well-known to experts; see Section 5. In a nutshell, we
use [CS19, Theorem C] and the symmetry induced by the Galois action to prove that there
1Meaning that X is a normal k-variety with ∆ an effective Q-divisor on X such that KX +∆ is Q-Cartier,
where KX is a fixed canonical divisor on X .
2That is, a strictly henselian normal local domain.
3In particular, a characteristic zero pure pair is always obtained by looking at the e´tale germ at a closed
point of a normal variety and a minimal LC center divisor through that given point.
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is only one point of Y lying over the generic point of P . Indeed, any such a point must
correspond to the splitting prime of the pair (Y,Q). Then, one may use [CS19, Theorem
6.11] to prove that (Y,Q) is a pure pair. In fact, one may do this quantitatively by mean of
the transformation rule for splitting ratios in [CS19, Theorem C].
Additionally, we show that this result, in combination with finiteness on the local e´tale
fundamental groups [CRST18, Xu14], has very strong consequences on the structure of
πt,P1 (X
◦). In positive characteristic, we obtain the following.
Theorem B (Theorem 4.13). With the same hypothesis as in Setup 1.1, if (X,P ) is a purely
F -regular pair of characteristic p > 0, then there exists an exact sequence of topological groups
Zˆ(p) −→ πt,P1 (X◦) −→ G −→ 1
where Zˆ(p) denotes the prime-to-p part of the profinite completion of Z. Moreover, G is a
finite group whose order is prime-to-p and bounded above by min
{
1
/
r
(
R,P
)
, 1/s(R)
}
, where
r
(
R,P
)
is the splitting ratio of the pair (R,P ) and s(R) is the F -signature of R. Additionally,
we have that:
(a) The homomorphism Zˆ(p) −→ πt,P1 (X◦) is injective if the divisor class of P is a prime-
to-p torsion element of ClR.
(b) The homomorphism Zˆ(p) −→ πt,P1 (X◦) is trivial if the divisor class of P is a nontorsion
element of ClR.
Remark 1.3. By [Tay19, Corollary 1.2], we expect that min
{
1
/
r
(
R,P
)
, 1/s(R)
}
= 1/s(R) in
Theorem B. Indeed, Taylor’s result establishes that this is the case when P has a prime-to-p
torsion divisor class.
In characteristic zero, we obtain the following analog.
Theorem C (Theorem 5.1). With the same hypothesis as in Setup 1.1, if (X,P ) is a purely
log terminal pair of characteristic 0, then there is an exact sequence
Zˆ −→ πt,P1 (X◦) −→ πe´t1 (X◦) −→ 1,
where πe´t1 (X
◦) is finite. Additionally, we have that:
(a) The homomorphism Zˆ −→ πt,P1 (X◦) is injective if the divisor class of P is a torsion
element of ClR.
(b) The homomorphism Zˆ −→ πt,P1 (X◦) is trivial if the divisor class of P is a nontorsion
element of ClR.
We shall prove these last two results as formal consequences of the following two statements.
See Section 3.4 and especially Theorem 3.20 for further details.
(a) Every connected cover f : Y ◦ −→ X◦ in RevP (X◦) satisfies that (f−1(P ))
red
is a prime
divisor on Y ◦.
(b) There exists a universal e´tale-over-P cover X˜◦ −→ X◦.
In positive characteristic, we give direct proofs of these statements; see Section 4.2.
1.1. Connection with Abhyankar’s lemma. We briefly mention here why the results
in this work should be thought as partial generalizations to Abhyankar’s lemma. We shall
provide more details in Section 3. Abhyankar’s lemma [Gro63, Expose´ XIII, §5] is a theorem
on the local structure, from the point of view of the e´tale topology, of finite covers between
connected normal (noetherian) schemes that are tamely ramified with respect to a divisor
4 J. CARVAJAL-ROJAS AND A. STA¨BLER
with normal crossings (on the base). It establishes that, locally in the e´tale topology, any such
cover is a quotient of a (generalized) Kummer cover; see [GM71]. In a sense, Abhyankar’s
lemma is a purity theorem for Kummer covers. Indeed, by definition and Theorem 3.5, a
tamely ramified cover with respect to a divisor is a one that is Kummer at the codimension-
1 e´tale-germs. Assuming the divisor has normal crossings; which is a regularity condition,
Abhyankar’s lemma establishes that such a cover is Kummer at all e´tale germs.
Let us understand this with a simple but already fundamental example. With notation as
in Setup 1.1, assume that R is regular (or just pure in the sense of [Cut95]) and P = div f .
A finite cover R ⊂ S with S a normal (local) domain is tamely ramified with respect to P , if
Rf ⊂ Sf is e´tale and the generic field extensionK(S)/K(R) is tamely ramified with respect to
the DVR R(f). An example of such an extension is a Kummer cover: S = R[T ]/(T
n−f) with
n prime to the characteristic. However, there might exist several non-Kummer covers tamely
ramified covers; see Example 3.13. In general, what holds is that the connected components
of the pullback of a tamely ramified cover R ⊂ S to Rsh(f) must be Kummer covers and the
converse holds provided that Rf ⊂ Sf is e´tale; see Theorem 3.5 and Lemma 3.3. Now, in
this setup, Abhyankar’s lemma simply says that if R/f is regular, then any Galois tamely
ramified cover of R with respect to the prime divisor div f is necessarily Kummer. In this
context, we shall see that Theorems B and C imply, respectively, that if R/f is either KLT
in characteristic zero or (strongly) F -regular in positive characteristic, then the statement
of Abhyankar’s lemma hold. A simpler version of our partial generalization of Abhyankar’s
lemma is the following. For the more general statement see Corollary 3.33, and keep in mind
Example 2.10 and Example 2.24.
Theorem D (Corollary 3.33). With notation as in Setup 1.1, suppose that X is regular and
P = div f . If (X,P ) is a pure pair, then any Galois tamely ramified cover over X with
respect to P is of the form SpecR[T ]/(T n − f) −→ X for n prime to the characteristic.
Convention 1.4. If a scheme X or ring R is defined over Fp, then we denote the e-th iterate
of the Frobenius endomorphism by F e : X −→ X , or by R −→ F e∗R. We use the shorthand
notation q := pe to denote the e-th power of the prime p, for instance F e : r 7→ rq. We
assume all our schemes and rings to be locally noetherian. In positive characteristic we also
assume that they are F -finite.
Acknowledgements. We would like to thank Bhargav Bhatt, Manuel Blickle, Alessio Cam-
inata, Elo´ısa Grifo, Zsolt Patakfalvi, Karl Schwede, Anurag Singh, Ilya Smirnov, and Maciej
Zdanowicz for very useful discussions and help throughout the preparation of this preprint.
The authors are grateful to Karl Schwede for very valuable comments on a draft of this
preprint and for suggesting us the use of adjoint ideals to study the perseverance of pure
F -regularity. The first named author commenced working on this project while in his last
year of Graduate School at the Department of Mathematics of the University of Utah. He is
greatly thankful for their hospitality and support. He is particularly grateful to his advisor
Karl Schwede for his guidance and generous support.
2. Preliminaries on pure log pairs
In this preliminary section, we review the definitions and main aspects of pure log pairs.
By this, we mean log pairs (X,∆) that are purely F -regular if defined over a positive char-
acteristic field, or purely log terminal if defined over a characteristic zero field.
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2.1. Pure F -regularity. Working in the affine setting, we consider X = SpecR where R
is an F -finite normal k-domain of positive characteristic p and let C be a Cartier algebra
acting on R. We invite the reader to glimpse at [CS19, Section 2] for the relevant notions of
Cartier algebras and modules in the way we employ them here. Following [Sch10], a center
of F -purity (or F -pure center) for (R,C) is an integral closed subscheme P = V (p) ⊂ X
such that p is a C-submodule of R. We say that P is a minimal center of F -purity for
(R,C) if p is a maximal proper C-submodule. Given a closed point x ∈ SpecR, we call P a
minimal center of F -purity through x if x ∈ P .
Following [Smo19b, §3.1] and [Smo19a, §4], we may consider τp(R,C) to be the smallest
Cartier C-submodule of R not contained in p, which exists provided that Ce(R) 6⊂ p for
some e > 0 (this condition is referred to as nondegeneracy). See [Tak08, Tak10], cf. [CS19,
§6.2]. By [Smo19b, Proposition 3.1.14], we see that P is a minimal center of F -purity for
(R,C) if and only if τp(R,C) + p = R. When τp(R,C) = R, one says that (R,C) is purely
F -regular along P . For the generalization to the case p is radical, see [CS19, Lemma 6.11].
As mentioned in the introduction, we are interested in the local case. In this case, minimal
centers of F -purity exist, are unique, and admit a simpler description. Indeed, if (R,m) is
local then the minimal F -pure center of (R,C) is given by the closed subscheme cut out by
the splitting prime p(R,C); see [Sch10, Remark 4.4]. In this case, we see that τp(R,C) = R
if p = p(R,C). In other words, in the local case, (R,C) is always purely F -regular along its
(unique) minimal F -pure center. Here, we are implicitly assuming that p(R,C) is a proper
ideal of R.
On the other hand, let P = V (p) ⊂ X be the closed subscheme cut out by a prime ideal
p ⊂ R (still assuming R is local). Let C[P ]R ⊂ CR be the Cartier subalgebra consisting
of P -compatible p−e-linear maps. In other words, ϕ ∈ Ce,R belongs to C[P ]e,R if and only if
ϕ(F e∗p) ⊂ p. Since the splitting prime p
(
R,C
[P ]
R
)
is the unique largest prime compatible
with all the p−e-linear maps in C
[P ]
R , we have an inclusion
p ⊂ p
(
R,C
[P ]
R
)
.
This inclusion is an equality exactly when P is the minimal F -pure center of C
[P ]
R . In
particular, we may say thatP is a minimal F -pure center of X (with no explicit reference to
a Cartier algebra) to say that it corresponds to the splitting prime of some Cartier algebra—
necessarily the splitting prime of C
[P ]
R . In such a case, we have that (R,C
[P ]
R ) is purely
F -regular along P .
In this paper, we are particularly interested in minimal F -pure centers of codimension-1,
i.e. minimal F -pure centers prime divisors on X . In this case, we have the following simple
observation.
Proposition 2.1. Let R be a local normal k-domain with P = V (p) a prime divisor on X.
Then, we have that C
[P ]
R = C
P
R , where C
P
R is the Cartier algebra corresponding to the divisor
∆ = P ; see [Sch09].4
Proof. Simply observe that membership in these Cartier algebras can be checked after local-
izing at p—the generic point of P . K
4In this case, it also coincides with CpR as in [Bli13, §3.3].
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Notation 2.2. In this way, with notation as in Proposition 2.1, we will often write p(X,P )
and r(X,P ) (or with X replaced by R) to denote the splitting prime and splitting ratio of
the pair
(
R,C
[P ]
R
)
. Moreover, to avoid cumbersome notation, we shall write CPR instead of
C
[P ]
R as they do agree in this situation.
Definition 2.3 (Purely F -regular local pair). With notation as in Proposition 2.1, we say
that the pair (X,P ) (or with R in place of X) is purely F -regular if P is a minimal F -pure
center prime divisor on X .5
Remark 2.4. With notation as in Proposition 2.1, notice that (X,P ) is a purely F -regular
pair if and only τp(R,P ) = R.
Next, we observe that X must have “mild” singularities for it to admit a purely F -regular
prime divisor.
Proposition 2.5. Let (X,P ) be a purely F -regular local pair, then R (or X) is strongly
F -regular (with respect to its full Cartier algebra CR). More generally, if A is a local domain
with an action by some Cartier algebra A ⊂ CA, and C = V (c) a minimal F -pure center
prime divisor for A C := A ∩ CCA and (A,A ) is F -regular at the generic point of C, then
(A,A ) is F -regular.
Proof. Since A C ⊂ A , we have that
p(A,A ) ⊂ p(A,A C) = c,
where the latter equality follows from c being a prime maximal center of F -purity. Since c
has height 1, then p(A ) is either 0 or c. Ifp(A ) = 0, we are done. However, ifp(A,A ) = c,
then (A,A ) is not F -regular at the generic point of C, contradicting our hypothesis.
To see the former statement follows from the latter, just notice that, if X is normal, then
(R,CR) is F -regular at the generic point of P as it is a regular point. K
Remark 2.6. In Proposition 2.5, the normality hypothesis on R is necessary. Indeed, we may
consider the Whitney’s umbrella singularity as a counterexample; see [BST12, §4.3.2] for
further details.
Finally, we point out the global-to-local passage for F -pure centers.
Proposition 2.7. Let X be the spectrum of a normal k-domain over Fp and let C be a
Cartier algebra on X. Let P = V (p) be a minimal center of F -purity passing through a
geometric point x¯ −→ X, then p · OshX,x¯ is the splitting prime of the Cartier OshX,x¯-algebra
OshX,x¯ ⊗C.
Proof. See Proposition A.3 in the appendix. K
2.1.1. Some examples of purely F -regular pairs. In what follows, we provide some examples
of purely F -regular pairs and systems. Our method to prove that a given pair is purely
F -regular is the following.
5Note that this is called divisorially F-regular in [HW02]. However, we use the purely F-regular terminology to
emphasize the connections with purely log terminal (PLT) singularities and avoid confusions with divisorially
log terminal singularities (DLT).
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Lemma 2.8. Let R be an F -finite normal local ring and let p be a prime ideal (not necessarily
of height 1). Then p is the splitting prime of C
[P ]
R if and only if R/p is F -regular with respect
to the induced action of C
[P ]
R . In particular, in that case, the splitting ratio of (R,P ) is the
F -signature of R/p with respect to C
[P ]
R .
Proof. Clearly, p is the splitting prime of C
[P ]
R if and only if R/p viewed as an C
[P ]
R -module is
simple. But we may equivalently view R/p as an C
[P ]
R -module (cf. [Bli13, discussion before
Lemma 2.20]). See [BST12, Lemma 2.13]. K
We shall also need the following observation.
Remark 2.9. Consider the category of finite type k-algebras for some F -finite field k. Fix
an isomorphism λ : k −→ F !k with adjoint κ : F∗k −→ k. If we have two Cartier linear
maps Φ,Ψ: F e∗R −→ R for some finite type k-algebra R, then, by choosing a presentation
S = k[x1, . . . , xn] −→ R and via [Fed83], we reduce the problem of whether Φ = Ψ to
a computation in the polynomial ring S. Indeed, note that λ induces an isomorphism
f !k = ωS −→ F !ωS, where f : SpecS −→ Speck is the structural map. Identifying ωS with
S we thus obtain an isomorphism Σ: S −→ F !S. By [Sta¨17, Lemma 4.1], the adjoint of Σ is
given by
ξxi11 · · ·xinn 7→ κ(ξ)x(i1+1)/q1 · · ·x(in+1)/qn ,
with the usual convention that x
a/b
i is zero whenever the exponent is not an integer. Now,
by adjunction HomR(F
e
∗R,R) = HomR(R,F
e!R) and by our choice of isomorphism Σ, we
have that HomR(R,F
e!R) ∼= HomR(R,R), and, by making this identification, Σ induces the
identity so that the adjoint of Σ is a generator of HomR(F
e
∗R,R).
In this way, if we want to check that two Cartier linear maps of a finite type k-algebra R
coincide, we may reduce, via a choice of presentation and Fedder’s crtierion, to a comparison
of two Cartier linear maps in a polynomial ring. For those to coincide in turn, we choose any
basis B of F∗k as a k-module and then just need to check that they agree on b · xi11 · · ·xinn ,
where b ∈ B and 0 ≤ ij ≤ q − 1.
This line of reasoning is also preserved if we pass to completions. Indeed, by [The18,
Lemma 0394], we may identify (F∗R)
∧ with F∗R
∧. Since both are finite free modules, the
claim is clear.
With the above two remarks in place, we are ready to present our examples of purely
F -regular pairs.
Example 2.10 (Purely F -regular pairs on a regular ambient). Let R be a regular local ring.
It is well-known that regular local rings are UFD; see [The18, Lemma 0AG0]. In particular,
any prime divisor on SpecR is principal [Mat80, §19, Theorem 47]. Let p = (f) be a
height-1 prime ideal of R with corresponding prime divisor P . As an immediate application
of Lemma 2.8 and Fedder’s criterion [Fed83], we see that (R,P ) is purely F -regular if and
only if R/f is a strongly F -regular ring. Indeed, Fedder’s criterion establishes that C
[P ]
R in
Lemma 2.8 is the full Cartier algebra of R/f . Moreover, in this case, one has r(R,P ) =
s(R/f).
Example 2.11 (Graded hypersurfaces). Let R = kJz, x0, x1, . . . , xdK/(z
n−x0h) be a normal
hypersurface over a perfect field k, where h is an irreducible weighted polynomial in the
variables x1, . . . , xd; see [SS07]. Then, we have that ClR ∼= Z/nZ and the divisor class
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of (z, h) is a generator for ClR; see [SS07, Corollary 3.4]. Letting P the prime divisor
corresponding to (z, h), we claim the following.
Claim 2.12. The pair (R,P ) is purely F -regular if A := kJx1, . . . , xdK/h is strongly F -
regular, and in that case the splitting ratio of (R,P ) is at least s(A)/n. In fact, r(R,P ) = 1/n
if A is regular.
Proof. Let S := kJz, x0, x1, . . . , xdK and f := z
n − x0h. By Fedder’s criterion [Fed83], we
have that Ce,R is generated by the reduction of Φ
e · f q−1 ∈ Ce,S to R, where Φ denotes the
Frobenius trace on S. In other words, CR = C
φ
R where φ := Φ · f p−1. Having Proposition 2.1
in mind, we recall that CPR is given, in degree e, by all maps φ
e · g such that valp g ≥ q − 1.
Note that z is a uniformizer for Rp and valp h = n. In particular, C
P
R contains the maps
φe · zihj where i+ nj = q − 1. Therefore, the reduction of CPR to R/p ∼= kJx0, x1, . . . , xdK/h
contains the maps φe · zihj with i+ nj = q − 1. However, these maps are the reductions of
Φe · zihjf q−1 to R/p = S/(z, h), and we have that
zihjf q−1 ≡ (−1)q−1−j
(
q − 1
j
)
zq−1xq−1−j0 h
q−1 mod
(
zq, hq
)
for all i+ nj = q − 1. In other words, the reduction of CPR to R/p ∼= kJx0, x1, . . . , xdK/h ∼=
S/(z, h) contains, in degree e, the reductions of Φe · zq−1xq−1−j0 hq−1 for all j ≤ (q − 1)/n.
Alternatively, if Ψ is the Frobenius trace for kJx0, x1, . . . , xdK, we have that the reduction
of CPR to kJx0, x1, . . . , xdK/h contains the reductions of Ψ
e · xq−1−j0 hq−1. Therefore, we have
that
s
(
R/p,CPR
)
≥ 1
n
· s(A).6
Consequently, by applying Lemma 2.8, we conclude that p = p(R,CPR ), and furthermore
r(R,P ) = s
(
R/p,CPR
)
≥ 1
n
· s(A).
To see this is an equality if A is regular, we may use the transformation rule for splitting
ratios [CS19, Theorem 4.1]. Indeed, suppose for sake of contradiction that the inequality is
strict, and let R˜ be the Veronese-type cyclic cover given by P . That is, R˜ =
⊕n−1
i=0 p
(i). It is
not difficult to see that
R˜ = R
[
x
1/n
0 , h
1/n
]
and that the only prime in R˜ lying over p is p˜ =
(
h1/n
)
; whose corresponding prime divisor
we denote by P˜ . Therefore, p˜ must be the splitting prime of the pullback of CPR along the
cover R ⊂ R˜. Hence, the transformation rule for splitting ratios yields
r
(
R˜, P˜
)
= n · r(R,P ) > s(A) = 1,
which is a contradiction. K
Example 2.13. Let R be the vertex singularity of the affine cone over P1k × P1k defined by
the Segre embedding, i.e. R = kJx, y, z, wK/(xy − zw). It is well-known that the divisor
class group of R is free of rank 1; see [Har77, II, Exercise 6.5]. Moreover, the divisor class
6To see this, note that we may work in the polynomial case as completions have no bearing on the value of
F -signatures; see [Yao06] or [CST17, §3]. Then, the result follows from the behavior of F -signatures with
respect to tensor products; see [CS18, Proposition 5.5] for instance.
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of the height-1 prime ideal p = (x, z) is a generator of ClR. We claim that P = V (p) is a
minimal F -pure center.
Claim 2.14. The pair (R,P ) is purely F -regular. In fact, r(R,P ) ≥ 1/2.
Proof of the claim. Let S = kJx, y, z, wK and f = xy−zw. We use Fedder’s criterion [Fed83]
to conclude that Ce,R is generated by the reduction of Φ
e ·f q−1 ∈ Ce,S to R; where Φ denotes
the Frobenius trace on S. That is, CR = C
φ
R where φ := Φ · f p−1. With Proposition 2.1 in
mind, recall that CPR is given, in degree e, by all maps φ
e · g such that valp g ≥ q − 1. In
particular, we have that CPe,R contains all the maps φ
e · xizj such that i + j = q − 1. Thus,
the reduction of CPR to R/p = kJy, wK contains, in degree e, the maps φ
e · xiyj such that
i+j = q−1. Notice that these maps are, respectively, the reductions of the map Φ ·xiyjf q−1.
Nonetheless, one readily sees that
xiyjf p−1 ≡ (−1)i
(
p− 1
j
)
(xz)q−1yjwi mod
(
xp, zp
)
.
Therefore, we have that φ
e · xiyj, i + j = q − 1, is, up to pre-multiplication by units in
k, the dual map of F e∗ y
iwj with respect to the free basis of F e∗R/p over R/p given by
{F e∗ ykwl | 0 ≤ k, l ≤ q − 1}. In other words, φ
e · xizj = Ψe · yjwi where Ψ denotes the
Frobenius trace of R/p = kJy, wK. In this way,
s
(
kJy, wK,CPR
)
≥ area([0, 1]×2 ∩ {(y, w) ∈ R2 | y + w ≥ 1}) = 1/2
This proves the claim by Lemma 2.8. K
Example 2.15. Let A := kJu, v, w, x, y, zK and I := (∆1,∆2,∆3) where ∆1 := vz − wy,
∆2 := wx − uz, and ∆3 := uy − vx. Let R be the quotient A/I. In other words, R is
the determinantal ring of 2 × 2 minors of a 2 × 3 matrix of variables, which is the vertex
singularity of the affine cone over P1k × P2k given by the Segre embedding. We claim that
the prime divisor P , defined by the height-1 prime ideal p := (u, v, w), is a minimal F -pure
center, and moreover r(R,P ) ≥ 1/6. We use Lemma 2.8.
To this end, we point out first that Ce,R was explicitly computed in [KSSZ14, Proposition
5.1]. Indeed, for non-negative integers s, t such that s+ t ≤ q − 1, one writes
yszt(∆2∆3)
q−1 ≡ xs+tfs,t mod I [q],
for some fs,t, which is well-defined mod I
[q]. Then,
I [q] : I = I [q] + (fs,t | s, t ≥ 0, s+ t ≤ q − 1).
Thus, by Fedder’s criterion [Fed83], we have that Ce,R is generated by Φ
e · fs,t, where Φ is a
Frobenius trace associated to A. Additionally, we choose f0,0 to be (∆2∆3)
q−1. In fact, we
have that I2(q−1) ⊂ I [q] : I. In particular, we have the following relations
(2.15.1) ysztf0,0 ≡ xs+tfs,t mod I [q].
Let φes,t be the map in Ce,R induced by Φ
e · fs,t for s+ t ≤ q − 1.
Claim 2.16. The Cartier algebra CPR contains the maps
{φes,t · ulvmwn | l +m+ n = q − 1, s+ t ≤ q − 1}
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Proof. Observe that, up to premultiplications by units, all the maps φes,t induce the same
map after we localize at p = (u, v, w) by (2.15.1). Note that Rp is a DVR so that Ce,Rp is
principally generated. As the φes,t generate Ce,R we conclude that any φ
e
s,t is a generator of
Ce,Rp .
Now any element u, v, w is a uniformizer in Rp. To verify the claim, we may localize at p,
but then φs,tu
lvmwn is of the form κ · tl+m+n where κ is a generator of Hom(F e∗Rp, Rp) and
t is a uniformizer. This map is p-compatible if and only if m+ l + n ≥ q − 1. K
Next, observe that R/p ∼= kJx, y, zK, with Frobenius trace denoted by Ψ. By Remark 2.9,
we may choose Ψ in such a way that ϕes,t and Ψ
e are induced by the same map κ : F∗k −→ k.
Thus, for all s + t ≤ q − 1 and all l + n +m = q − 1, we have that φes,t · ulvmwn restricts to
a map in Ce,R/p; say ϕ
e
s,t · ulvmwn. Hence, we have an equality
ϕes,t · ulvmwn = Ψe · as,t;l,m,n
for a uniquely determined as,t;l,m,n ∈ kJx, y, zK. Our next task, is to determine what these
elements are. To this end, we claim the following.
Claim 2.17. Let l, m, n; s, t be non-negative integers such that l+m+n = q−1, s+t ≤ q−1.
Let us set q − 1− s− t =: r ≥ 0, so that r + s + t = q − 1. Then, we have that as,t;l,m,n = 0
unless one of the following four triples (l+ r,m+ s, n+ t), (l+ r− q,m+ s, n+ t), (l+ r,m+
s− q, n+ t), (l + r,m+ s, n+ t− q) belongs to {0, . . . , q − 1}×3, in which case
as,t;l,m,n = ξ · xl+rym+szn+t
for some unit ξ ∈ F×p ⊂ k×.
Proof. First of all, note that:
f0,0 = ∆
q−1
2 ∆
q−1
3 =
( ∑
a+b=q−1
(−1)b
(
q − 1
a
)
(wx)a(uz)b
)( ∑
c+d=q−1
(−1)d
(
q − 1
c
)
(uy)c(vx)d
)
=
∑
a+b=q−1
c+d=q−1
(−1)b+d
(
q − 1
a
)(
q − 1
c
)
ub+cvdwaxa+dyczb.
Therefore,
(2.17.1) ulvmwnf0,0 ≡ −
(
q − 1
m
)(
q − 1
n
)
uq−1vq−1wq−1xl+q−1ymzn mod p[q].
Indeed, after multiplying by ulvmwn, every summand vanishes modulo p[q], except for the
summands where simultaneously l+b+c ≤ q−1, m+d ≤ q−1, and n+a ≤ q−1. However,
given the constraints a+ b = q − 1 and c+ d = q − 1, we have that
(l + b+ c) + (m+ d) + (n+ a) = 3(q − 1).
Hence, l + b+ c,m+ d, n+ a = q − 1, and also a + d = l + q − 1. In particular, m = c and
n = b. Set ξ := −(q−1
m
)(
q−1
n
) ∈ k×.
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On the other hand, for 0 ≤ i, j, l ≤ q − 1 we have that
ulvmwnxiyjzkfs,t =
1
xq
ulvmwnxi+q−s−tyjzkxs+tfs,t
=
1
xq
ulvmwnxi+r+1yj+szk+tf0,0
≡ ξ
xq
uq−1vq−1wq−1xq+i+r+lyj+s+mzk+t+n mod p[q]
≡ ξuq−1vq−1wq−1xi+r+lyj+s+mzk+t+n mod p[q].
In this way,
Φe
(
ulvmwnxiyjzkfs,t
) ≡ ξΦe(uq−1vq−1wq−1xi+r+lyj+s+mzk+t+n) mod p
Next, we observe that this element is 0 mod p unless
i+ r + l, j + s+m, k + t + n ≡ q − 1 mod q.
Since all these three sums are at most 3(q − 1), we then have

i+ r + l = q − 1 + αq
j + s+m = q − 1 + βq
k + t+ n = q − 1 + γq
for some α, β, γ ∈ {0, 1}. However, if we add these equations together, we obtain:
i+ j + k + 2(q − 1) = 3(q − 1) + (α + β + γ)q.
Equivalently,
i+ j + k = q − 1 + (α + β + γ)q.
Being i+ j + k at most 3(q − 1), this forces α+ β + γ ∈ {0, 1}. Hence, α, β, γ are either all
0 or one of them is 1 while the other two are 0. In the first case, we then have:
i+ r + l, j + s+m, k + t+ n = q − 1.
Therefore, in this case, we have that Φe
(
ulvmwnxiyjzkfs,t
) ≡ 0 mod p unless
i = q − 1− (r + l), j = q − 1− (s+m), k = q − 1− (t + n) ≥ 0.
In that case, Φe
(
ulvmwnxiyjzkfs,t
) ≡ ξ mod p. Thus, in this case, we get that as,t;l,m,n =
ξxr+lys+mzt+n (whenever r + l, s+m, t + n ≥ q − 1).
Let us consider now the remaining three cases, i.e. (α, β, γ) ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)}.
By symmetry, it suffices to consider (α, β, γ) = (1, 0, 0). In this case, we have that the
element Φe
(
ulvmwnxiyjzkfs,t
)
vanishes modulo p unless
q − 1 ≥ i = q − 1 + q − (r + l) ≥ 0; and j = q − 1− (s +m), k = q − 1− (t+ n) ≥ 0,
equivalently
0 ≤ (r + l)− q ≤ q − 1; and j = q − 1− (s+m), k = q − 1− (t+ n) ≥ 0,
which implies Φe
(
ulvmwnxiyjzkfs,t
) ≡ ξx mod p. In this case, we get that
as,t;l,m,n = ξx
r+lys+mzt+n.
This proves the claim. K
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Let us now analyze which maps the first case (l + r,m + s, n + t) ∈ {0, . . . , q − 1}×3 of
Claim 2.17 yields. Note that the map from the set{
(l, m, n; r, s, t) ∈ {0, . . . , q−1}×6 ∣∣ l+m+n, r+s+ t = q−1 and l+ r,m+s, n+ t ≤ q−1}
to the set {
(i, j, k) ∈ {0, . . . , q − 1}×3 ∣∣ i+ j + k = 2(q − 1)}
such that
(l, m, n; r, s, t) 7→ (l + r,m+ s, n+ t)
is surjective. Indeed, taking l = s = 0 and given 0 ≤ r,m ≤ q − 1 we obtain 2(q − 1) =
r+ t+m+ n or, put differently, 2(q− 1)− r−m = t+n. Thus, we see that this case yields
the maps Ψe ·xiyjzk with i+ j+ k = 2(q− 1). In other words, we obtain the Cartier algebra
given by the pair (kJx, y, zK, (x, y, z)2).
For the remaining three cases of Claim 2.17, we obtain the maps
x ·Ψe · xr+l−qys+mzt+n, y ·Ψe · xr+lys+m−qzt+n, z ·Ψe · xr+lys+mzt+n−q
where, respectively, (r+l−q, s+m, t+n) ∈ {0, . . . , q−1}, (r+l, s+m−q, t+n) ∈ {0, . . . , q−1},
(r + l, s+m, t + n− q) ∈ {0, . . . , q − 1}). However, these are all nonsurjective maps.
In conclusion, we obtain
s
(
R/p,CPR
)
≥ volume
(
[0, 1]×3 ∩ {(x, y, z) ∈ R3 | x+ y + z ≥ 2}) = 1/6 > 0,
where we use [BST12, Theorem 4.20] for the inequality. Hence, r(R,P ) ≥ 1/6 and (R,P ) is
purely F -regular.
Remark 2.18. In Example 2.15, it would be interesting to fully compute CPR and to check
whether or not r(R,P ) = 1/6. The issue is that we cannot apply Fedder’s criterion for R
since R is not regular. Of course, one way to work around this would be to apply Fedder’s
criterion to I + p in A.
Question 2.19. Let Cr,s be that affine cone singularity over P
r
k × Psk given by the Segre
embedding. The F -signatures for these toric rings were compute in [Sin05]. It is well-known
that ClR ∼= Z. In fact, R can be more generally thought of as a determinantal ring. More
concretely, let S = kJxi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ nK be the power series ring in the m × n
matrix of variables (xi,j), and let It be the ideal generated by the t × t minors of (xi,j)
(2 ≤ t ≤ min{m,n}). The quotient ring R = R(m,n, t) = S/It is called a determinantal
ring. In this way, we have that Cr,s is nothing but R(r + 1, s + 1, 2). Moreover, if P is the
prime divisor on SpecCr,s given by p = (x1,1, . . . , x1,s+1),
7 then the divisor class of P is a
free generator of ClCr,s. Based on the previous examples, we wonder if the pair (Cr,s, P ) is
purely F -regular and if so what its splitting ratio is. More generally, if R is an arbitrary
determinantal ring, we have that ClR is freely generated by P the divisor class of the height-
1 prime ideal p generated by the t− 1 size minors of any set of t− 1 rows (or columns); see
[BV88, Corollary 8.4]. We ask the same question as before for the pair (R,P ). As a final
comment, we note that in order to prove this along the same ideas we had for C1,1 and C1,2,
we must have a good understanding of the colon ideal I
[q]
t : It. Nonetheless, to the best of
the authors’ knowledge very little is known about this. The authors believe that a different
approach is needed.
7In fact, any ideal generated by either a fixed column or row of variables.
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2.2. Purely log terminal pairs. By (X,∆), we will denote a log pair, i.e. a normal variety
X over C and an effective Q-divisor ∆ such that KX +∆ is Q-Cartier (here, KX denotes a
fixed canonical divisor on X). We refer the reader to [KM98] for a detailed exposition on
log canonical singularities (LC for short) and e.g. to [Amb99] for the notion of (minimal)
log canonical centers. We will, however, briefly review these notions here.
A log resolution of (X,∆) is a a proper birational morphism π : Y −→ X such that Y is
non-singular and such that Exc(π)∪ π−1∗ ∆ has SNC support, where π−1∗ ∆ denotes the strict
transform of ∆; log resolutions exist by Hironaka’s resolution of singularities [Hir64]. Fix a
log resolution π : Y −→ (X,∆) and write ∆Y = π∗(KX +∆)−KY .
We say that the pair (X,∆) is log canonical (LC for short) if the coefficients of ∆Y are ≤ 1.
The pair (X,∆) is called purely log terminal (PLT for short) if it is LC and the exceptional
components of ∆Y have coefficients < 1. We say that (X,∆) is Kawamata log terminal
(KLT for short) if all coefficients of ∆Y are < 1.
A prime divisor D on X is called an LC center, if the coefficient aD of the strict transform
of D in ∆Y is ≥ 1. Note that, since the multiplier ideal J(X,∆) is given by π∗OY (KY −
⌊π∗(KX +∆⌋), this is equivalent to OX(−D) ⊃ J(X,∆).
More generally, we define LC centers for arbitrary subvarieties Z as follows: Let µ : Y −→
X be proper birational and E ⊂ Y a prime divisor. We call µ(E) ⊂ X the center of E
(on X). The discrepancy of E with respect to (X,∆) is a(E,X,∆) := −a, where a is the
coefficient of E in ∆Y . We say that Z is an LC center of (X,∆) if
a(Z,X,∆) := sup{a(E,X,∆) |µ(E) = Z} ≤ −1,
where the supremum runs over all proper birational maps µ : Y −→ X and all divisors E on
Y .
Given a point x ∈ X , the minimum of the set (provided that it exists)
{Z ⊂ X | x ∈ Z, a(Z,X,∆) ≤ −1},
where Z runs through all closed subvarieties of X , is called the minimal LC center of x in
X .
In analogy to Proposition 2.7, we would like to point out what the global-to-local passage
is for LC centers. Let (X,∆) be a log canonical pair, dimX ≥ 2, and let x ∈ X be a closed
point. Denote by P the minimal LC center through x which we assume to be a divisor.
In studying OshX,x we are free to replace X by any open neighborhood U of x and ∆ by
∆U . In particular, we may assume that (X,∆) is purely log terminal. Indeed, we may write
∆Y = E1 + . . .+ En +
∑
E aEE, for some n and such that aE < 1. Note that one of the Ei,
say E1 is P . By the assumption that P is a divisor and the minimal LC center through x,
the other divisors Ei do not contain x. Hence, replacing X by a suitable neighborhood U
of x, we may assume that (X,∆) is PLT, and moreover, ⌊∆⌋ = P is a prime divisor going
through x.8 In this way, we work throughout in the following setup.
Setup 2.20. Let (X,∆) be a PLT log pair of dimension at least 2, such that ⌊∆⌋ = P is a
prime divisor going through a closed point x ∈ X . We set U = SpecOshX,x r Z, where Z is
any closed subset of codimension ≥ 2. By abuse of notation, we denote by P the pullback
of P to U .
Next, we recall that PLT pairs must have “nice” singularities; c.f. Proposition 2.5. This
is well-known to experts (cf. [KM98, Proposition 2.43])
8That is, the generic point of P is the only codimension-1 point in the non-KLT locus of (X,∆).
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Proposition 2.21. Let (X,∆ =
∑
ai∆i) be a PLT pair with X quasi-projective and 0 ≤
ai ≤ 1. Then there is a Q-Cartier Q-divisor ∆′ such that the pair (X,∆+ ε∆′) is KLT for
all rational 0 < ε≪ 1
Proof. Choose m > 0 such that m∆ is integral. Since X is quasi-projective, we find an
ample divisor H . Choose n≫ 0 such that OX(nH +m∆) is globally generated. As the base
locus of the linear system |nH +m∆| is empty, we find an element D of this linear system
which has no component in common with ∆. We set ∆′ = 1
m
D−∆. Then KX +∆+ ε∆′ is
Q-Cartier since m
ε
· (− ε∆+ εD) ∼ nH . Also note that ∆ + ε∆′ is effective for all rational
0 ≤ ε≪ 1.
Since D and ∆ have no components in common, we find that ⌊∆ + ε∆′⌋ = 0. Finally,
since by definition ε a(E,X,∆′) = a(E,X, ε∆′) and
a(E,X,∆+ ε∆′) −→ a(E,X,∆) as ε −→ 0,
we find ε such that the pair (X,∆+ ε∆′) is KLT. K
Finally, we make precise the connection between purely F -regular pairs and purely log
terminal pairs.
Theorem 2.22. Let (X,∆) be a PLT pair in characteristic zero. Spread (X,∆) out over
some finitely generated Z-algebra A. Then for all a ∈ U , where U is a dense open subset of
SpecA, the reduction (Xa,∆a) is purely F -regular. Conversely, if the reduction (Xa,∆a) is
purely F -regular for all closed points a ∈ U , for some dense open U , then (X,∆) is PLT.
Proof. See [Tak08, Corollay 5.4]. K
Theorem 2.23. Let (X,∆) be an affine PLT pair in characteristic zero. Assume that
⌊∆⌋ = P is a minimal LC center for some closed point x ∈ P . Spread (X,∆), P and X out
over some finitely generated Z-algebra SpecA. Then for all a ∈ U , where U is a dense open
subset of SpecA, the divisor Pa is the minimal F -pure center through xa. We also note that
in this situation a minimal LC center is normal. Conversely, if P is not the minimal LC
center through x, then Pa is not the minimal F -pure center for xa for all closed points in a
dense open set.
Proof. See [Sch10, Theorem 6.8]. Note that Schwede’s argument immediately also gives the
converse statement: If there is some smaller LC center Q passing through x, then after
reduction, we obtain an F -compatible ideal qa strictly containing pa. Hence, Pa cannot be
the minimal F -pure center through xa. For normality of the minimal LC center see [FG12,
Theorem 7.2]. K
By using Theorem 2.22 and Theorem 2.23, we see that all the examples in Section 2.1.1
are examples of PLT pairs when we let k (in every specific case) be an algebraically closed
field of characteristic zero. We just need to sharpen our hypothesis slightly for the analog of
Example 2.10.
Example 2.24. Let R be regular, local and essentially of finite type over an algebraically
closed field of characteristic zero, and let (f) ⊂ R be a prime ideal. Then, the pair (R, div f)
is a PLT pair if and only if R/f is a (Gorenstein) KLT singularity.
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3. Digression on local tame fundamental groups
The objective in this section is twofold. First, we would like to overview all the neces-
sary material regarding tame fundamental groups that we will need to establish our results.
Second, we prove the theorem establishing that Theorems B and C in the introduction are
formal consequences of structural properties of the Galois category being studied. We start
off with our first goal.
3.1. Tame ramification, cohomological tameness, and Abhyankar’s lemma. We
commence by recalling some standard definitions in [GM71].
Definition 3.1 (Tamely ramified field extensions with respect to a DVR). Let K be a
field with a discrete valuation ring (DVR) (A, (u),k). One says that a finite separable
field extension L/K is tamely ramified with respect to A if: for all (finitely many) discrete
valuation rings (B, (v),l) of L lying over A, we have that k ⊂ l is separable and chark = p
does not divide the ramification index9 of the extension A ⊂ B. If the extensions A ⊂ B are
e´tale, we say L/K is e´tale with respect to A.
Definition 3.2 (Tamely ramified covers with respect to a divisor). Let X be a connected
normal scheme and letD =
∑
i Pi be a reduced effective divisor onX with prime components
Pi. One says that a finite cover Y −→ X is tamely ramified with respect to D (or simply over
D) if Y is normal and every connected component Y ′ −→ Y −→ X of Y is a finite cover X
that is e´tale away from D, and K(Y ′)/K(X) is tamely ramified with respect to the DVRs
OX,ηi , where ηi is the generic point of Pi.
The following lemma will be important in our forthcoming discussions.
Lemma 3.3 ([GM71, §2, Lemma 2.2.8]). Let f : Y −→ X be a finite cover between connected
normal schemes and let D =
∑
i Pi be a reduced divisor on X with prime components Pi.
Suppose that f : Y −→ X is e´tale over the complement of D. The following statements are
equivalent:
(a) f is a tamely ramified cover with respect to D,
(b) for all x ∈ D, the pullback of f along g : SpecOX,x −→ X is a tamely ramified cover
with respect to g∗D.
(c) for all x ∈ D, the pullback of f along g : SpecOshX,x −→ X is a tamely ramified cover
with respect to g∗D.
(d) for all x ∈ D of codimension 1 (in X), the pullback of f along g : SpecOX,x −→ X is
a tamely ramified cover with respect to g∗D.
(e) for all x ∈ D of codimension 1 (in X), the pullback of f along g : SpecOshX,x −→ X is
a tamely ramified cover with respect to g∗D.
Proposition 3.4 (Kummer covers, cf. [GM71, Example 2.2.4]). Let X be a normal con-
nected scheme defined over a field. Suppose that D = div a1 · · · am is reduced and effective
with ai ∈ Γ(X,OX) r {0} are nonunits. Then, the finite cover Y −→ X determined by the
OX-algebra
OX [T1, . . . , Tm]
/(
T n11 − a1, . . . , T nmm − am
)
is a tamely ramified cover over D provided that the ni are prime to the characteristic. We
refer to these covers as Kummer covers. We also allow ni = 0 to include the trivial cover.
9The ramification index e is characterized by the equality u = b · ve with b a unit in B.
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Proof. We may assume that X = SpecR is affine. Set S = Γ(Y,OY ). Note that S is finite
and flat over R and the discriminant ideal is given by (a1 · · · am), so that R ⊂ S is e´tale
away from D. We prove next that S is normal, or equivalently that S satisfies the (R1) and
(S2) conditions; cf. [GM71, Proposition 1.7.2]. We see straight away that S satisfies the (S2)
condition, for S is a free R-module.10 To see S satisfies the (R1) condition, let q ∈ S be a
height-1 prime ideal and set p = q ∩ R. If p 6∋ a1 · · · am, then Sq is regular for Rp −→ Sq is
e´tale and Rp is regular. Assume now that a1 · · · am ∈ p, and let ai ∈ p, which implies that
ti ∈ q (where ti denotes the class of Ti). We may assume without loss of generality that
i = 1. Since D is reduced, we have that a1 is a uniformizer of Rp. Moreover, by taking a
sufficiently small e´tale neighborhood of p ∈ SpecR,11 we may assume that m = 1 and write
a = a1. In this case, we have that Sp ∼= Rp[T ]
/(
T n − a). We readily see that the latter ring
is local with maximal ideal
(a) · 1⊕Rpt⊕ · · · ⊕ Rptn−1 = (a, t) = (t).
Therefore, Sq is regular, as required. With the above in place, we may apply Lemma 3.3 (d).
Indeed, the previous computations show that Rp ⊂ Rp ⊗R S is an extension of DVRs with
ramification index n. K
Given the equivalence between (a) and (e) in Lemma 3.3, it is of fundamental importance
to understand the tamely ramified covers over a strictly local DVR with respect to its uni-
formizer. In this regard, we have the following result which together with Lemma 3.3 imply
that tamely ramified covers are Kummer over the e´tale-germs at the generic points of the
divisor D.
Theorem 3.5 ([Ser79]). Let K be a field with a strictly local DVR (A, (u),k), then any
field extension L/K that is tamely ramified with respect to A is Kummer, i.e. L = K
(
u1/n
)
for some n prime to the characteristic of k, and in particular cyclic. In other words, any
tamely ramified cover over X = SpecA with respect to div u is Kummer.
Proof. See [Ser79, Ch. IV, §2, Proposition 8] for the characteristic zero case. For character-
istic p > 0, note that, by our assumption of tameness and k being separably closed, we have
p ∤ [L : K]. Now one simply replaces the use of [Ser79, Corollary 2] with Corollary IV, §2, 3
in ibid. K
Remark 3.6. The intuition behind Theorem 3.5 is the following; see [Mil80, I, Example 5.2
(e)]. We think of SpecK ∼= SpecAr{(0)} as an algebraic analog of the punctured disc in the
plane, then this result says that πe´t1 (SpecK) is isomorphic to Zˆ—the profinite completion of
Z—at least if the residual characteristic is 0. Otherwise, what we can say from this is that
πt1(SpecK)
∼= Zˆ(p).
As mentioned before, Theorem 3.5 tells us that tamely ramified covers over a reduced
effective divisor are of a very special type e´tale-locally around the generic points of the divisor.
In case the divisorD in Definition 3.2 has normal crossings [GM71, §1.8], Abhyankar’s lemma
establishes that the same hold at all special points in the support of the divisor; see [GM71,
§2.3], [Gro63, Expose´ XIII, §5]. More precisely:
10Indeed, it is then an (S2) R-module, and consequently an (S2) ring as restriction of scalars under finite
extensions does not change depths.
11For instance, SpecRa2···am [T2, . . . , Tm]
/[
T n22 − a2, . . . , T nmm − am
] −→ SpecR.
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Theorem 3.7 (Abhyankar’s lemma). With notation as in Definition 3.2, suppose addition-
ally that D has normal crossings in the sense of [GM71, §1.8]. Then, the pullback of Y −→ X
along SpecOshX,x¯ −→ X is (up to isomorphism) Kummer for all geometric points x¯ −→ X.
However, in this work, we are going to be interested in studying tame cover with respect
to divisors that might not have normal crossings. Fortunately, our efforts will lead to a
generalization of this result when the divisor D is irreducible. We shall provide more details
when we revisit Abhyankar’s lemma in Section 3.4.1.
Following [KS10], [CEPT96], we also have a stronger notion of tameness.
Definition 3.8 (Cohomological tameness). Let U be a normal connected scheme and sup-
pose we have a dense open embedding U −→ X with X normal and connected.12 We say
that a finite Galois cover V −→ U is cohomologically tamely ramified with respect to X if its
integral closure f : Y −→ X is so that the trace map TrY/X : f∗OY −→ OX is surjective. A
non-necessarily Galois finite e´tale cover V −→ U is cohomologically tamely ramified if it can
be dominated by a Galois one.
3.2. Tame Galois categories and their fundamental groups. First of all, we introduce
the following setup.
Setup 3.9. Let (R,m,k, K) be a strictly local normal domain of dimension at least 2. Let Z
be a closed subscheme of X := SpecR of codimension at least 2. We consider a prime Weil
divisor P on X◦ := XrZ, which extends to a unique prime divisor on X that we also denote
by P , then P corresponds to a unique height-1 prime ideal p ⊂ R.13 We set U := X◦ r P .
There are two different types of tame Galois categories (and fundamental groups) we would
like to study in this paper. We introduce them next. We invite the reader to consult [Mur67]
for a thorough exposition on Galois categories and fundamental groups, or the classic, original
reference [Gro63, Expose´ V].
3.2.1. The cohomologically tame Galois category. Working in Setup 3.9, the first tame funda-
mental group of interest is the the fundamental group πt1(X
◦) classifying the Galois category
FE´t
t,X
(X◦) of covers over X◦ that are cohomologically tamely ramified with respect to X .
Given the local nature of this Galois category, we may refine it as the Galois category of local
finite extensions (R,m,k, K) ⊂ (S, n,l, L) such that S is a normal domain, TrS/R : S −→ R
is surjective, and R ⊂ S is e´tale over X◦. More precisely, we have that
πt,X1 (X
◦) = lim←−Gal(L/K)
where the inverse limit runs over all finite Galois extensions L/K inside some fixed separable
closure of K such that the integral closure of R in L is tamely ramified over X◦. It is implicit
that we use a (fixed) separable closure of K as our base geometric point. See [CRST18, §2.4]
for further details.
12As opposed to [KS10], we do not require X to be proper over some field.
13When considered as a Weil divisor, we denote it by P , whereas when considered as a prime ideal, we denote
it by p.
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3.2.2. The tame Galois category of a prime divisor. In this section, the perspective will be
quite different from the one above. We rather study the tame fundamental group introduced
in [GM71] by Grothendieck and Murre. Working in Setup 3.9, we consider the Galois cate-
gory RevP (X◦) of finite covers over X◦ tamely ramified with respect to P ; see [GM71, §4.2],
[KS10, §7]. The corresponding fundamental group is denoted by πt,P1 (X◦) (we choose a geo-
metric generic point as our base point, which is suppressed from the notation). As before,
we may restrict ourselves to a local algebra setup as the following remark explains.
Remark 3.10 (Reduction to local algebra). Since R is a strictly local normal domain (and by
our choice of base point), the Galois category RevP (X◦) can be refined14 to be the Galois cate-
gory of generically Galois local finite extensions of normal domains (R,m,k, K) ⊂ (S, n,l, L)
that are e´tale over U but tamely ramified over P (i.e. L/K is tamely ramified with respect
to Rp). In this way,
πt,P1 (X
◦) = lim←−Gal(L/K)
where the inverse limit runs over all finite Galois extensions L/K such that the integral
closure of R in L is tamely ramified over X◦ with respect to P .15 In particular, when we
refer to a cover Y ◦ −→ X◦ in RevP (X◦) we mean that Y = SpecS with S as above, and
Y ◦ = Y r f−1(Z), where f : SpecS −→ SpecR is the corresponding morphism of schemes.
3.3. Some examples of tamely ramified covers. In this section, we provide some exam-
ples illustrating what may go wrong in Abhyankar’s lemma if the divisor in question is too
singular. Additionally, we consider instructive to have some examples at hand that we may
use across the forthcoming sections to highlight particular features of our results. We will
employ the following useful fact throughout.
Proposition 3.11 ([The18, Lemma 09EB]). Let R be a normal domain with fraction field
K. Let L/K be a finite Galois extension of degree d, and let S be the integral closure of R
in L. Fix a height-1 prime ideal p ⊂ R, and let q1, . . . , qn ⊂ S be the list if distinct prime
ideals of S lying over p. Then, all the DVR extensions Rp −→ Sqi share the same ramification
index e and residual degree f . Moreover, the following fomula holds:
d = n · e · f.
Terminology 3.12 (Inertia degree). We shall often refer to f in Proposition 3.11 as the inertia
degree.
Example 3.13 (The cusp). Let (R,m,k, K) be a regular local ring with regular system of
parameters m = (x, y). We assume charK 6= 2, 3. Let L be the splitting field of T 3 + xT +
y ∈ K[T ]. This polynomial is clearly irreducible.16 Let t1, t2, t3 ∈ L the distinct roots of
T 3 + xT + y. Setting,
δ := (t1 − t2)(t2 − t3)(t1 − t3)
we have that δ2 = −4x3− 27y2 =: ∆. In particular, we see that δ /∈ K for ∆ is irreducible in
R. Therefore, L/K is a Galois extension of degree 6 with Gal(L/K) ∼= S3—the symmetric
14More precisely, we are identifying what the Galois objects are [Mur67, 4.4.1.7], cf. [CRST18, §2.4].
15In particular, the Galois field extension L/K is e´tale with respect to Rp′ for all height-1 prime ideal p
′ 6= p
in R, but tamely ramified with respect to Rp.
16Indeed, if it were reducible, it would admit a root in K and further in R by normality of R. In that case,
y = t(t2 + x) for some t ∈ R. Since R is a UFD and y is an irreducible element, this implies that either t or
t2 + x is a unit, and a fortiori both are units implying further that y is a unit, which is a contradiction.
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group. See [Rom06, §7.5] or [Lan02, VI, §2]. In fact, K(δ) is the fixed field of the (cyclic)
alternating group A3 ⊂ S3. Thus, L = K(δ, t1) and
L = K(δ)[T ]
/(
T 3 + xT + y
)
.
In fact, a direct computation shows that if t is one of the roots then the remaining two roots
are given by:
−t
2
± δ
2
(
3t2 + x
) ,
where it is worth noting that 3t2 + x 6= 0 as the minimal polynomial of t over K has degree
3.17
In what follows, we set t = t1, and set t2 to be the root with the positive sign in the
above expression. Next, we consider S to be the integral closure of R in L. Of course,
S ∋ δ, t1, t2, t3. Then, we have:
Claim 3.14. R ⊂ S is a tamely ramified extension with respect to the prime divisor D =
div∆. Moreover, there are exactly three prime divisors of S lying over (∆), with ramification
index e = 2 and inertia degree f = 1.
Proof. By Proposition 3.4, we see that the integral closure of R in K(δ) is R[δ], so that S is
the integral closure of R[δ] in L. On the other hand, we may consider the flat extension of
degree 3
R[δ] ⊂ R[δ, t] ∼= R[δ][T ]/(T 3 + xT + y).
We have that the discriminant ideal of this extension is (∆) whereas the different ideal is
(3t2 + x). Therefore, R ⊂ R[δ, t] is e´tale away from D and so R[δ, t]δ = R[δ, δ−1, t] is normal.
In particular, the extension R[δ, t] ⊂ S is an equality after localizing at δ (or well at 3t2+x).
Thus, we conclude that the extension R∆ ⊂ S∆ is e´tale. By Lemma 3.3, we are left with
showing R(∆) −→ S(∆) is a tamely ramified extension. To this end, observe that
∆ = δ2 = (t1 − t2)2(t2 − t3)2(t1 − t3)2.
Now, let q ⊂ S be a prime ideal lying over (∆). It must then contain at least one of the
elements t1 − t2, t2 − t3, t1 − t3. We argue next it can contain only one of those. Indeed, if it
contains two of them it must contain the third one and thus all of them.18 In particular, the
ramification index of R(∆) −→ Sq is at least 6 and by applying Proposition 3.11 we conclude
that n = 1, e = 6, and f = 1 (with notation as in Proposition 3.11). In particular, q is
generated by either of these elements. On the other hand, we have that
(3.14.1) t1 − t2 =
3t
(
3t2 + x
)− δ
2
(
3t2 + x
) , t1 − t3 = 3t
(
3t2 + x
)
+ δ
2
(
3t2 + x
) , t2 − t3 = 2δ
2
(
3t2 + x
) .
From this, we conclude that all the displayed numerators belong to q and so does 6t
(
3t2+x
)
.
Nonetheless, q 6∋ t as otherwise y = −t(t2 + x) ∈ q ∩ R = (∆), which is not the case. In
17In case the reader wants to corroborate this by hand, notice that T 3+ xT + y = (T − t)(T 2+ tT + t2+ x).
Hence, it suffices to verify that these are roots of T 2 + tT + t2 + x = (T + t/2)2 +
(
3t2 + 4x
)
/4, which in
turn boils down to checking δ2 +
(
3t2 + 4x
)(
3t2 + x
)2
= 0, which is a straightforward computation.
18For instance, t1 − t3 = (t1 − t2) + (t2 − t3).
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this way, our conclusion must be that 3t2 + x ∈ q ∩ R[δ, t] = √(δ).19 This, however, is a
contradiction. Indeed, we have that R[δ, t] is a rank-6 free R module and moreover
R[δ, t] = R · 1⊕ R · t⊕ R · t2 ⊕ R · δ ⊕ R · δt⊕ R · δt2 = 〈1, t, t2〉
R
⊕ 〈δ, δt, δt2〉
R
,
whence one sees that any power of 3t2 + x is going to be belong to the direct summand〈
1, t, t2
〉
R
whereas
(δ) ⊂
(
(∆) · 〈1, t, t2〉
R
)
⊕ 〈δ, δt, δt2〉
R
.
Additionally, an inductive argument readily shows that the constant coefficient of
(
3t2+x
)n
is xn for every exponent n. Putting everything together, we see that 3t2 + x ∈ √(δ) yields
that xn ∈ (∆) for some n and so x ∈ (∆), which is the sought contradiction.
In conclusion, we see that the principal ideals (t1 − t2), (t2 − t3), (t1 − t3) ⊂ S share no
minimal prime. By using Proposition 3.11, we conclude that these are (the) prime ideals of
S lying over (∆) ⊂ R, with ramification index e = 2 and inertia degree f = 1. This proves
the claim. K
Example 3.15 (Whitney’s umbrella). In this example, we consider the equation cutting out
Whitney’s umbrella. More concretely, let (R,m,k, K) be a regular local ring with K of odd
characteristic, and let f := x2 − y2z where m = (x, y, z) is a regular system of parameters.
Recall that the polynomial expression x2−y2z plays a fundamental role in the description
of degree-4 Galois extensions; see [Lan02, VI, §Ex. 4]. Thus, we start off by considering
the degree-2 Galois extension E = K
(√
f
)
. Next, we consider the tower of degree-2 Galois
extensions
E ⊂ E(√z) ⊂ E(√z)(√x+ y√z) .
Set α = x+ y
√
z, α′ = x− y√z, and β = √α, we have that the above tower is E ⊂ E(α) ⊂
E(β). By [Lan02, loc. cit.], we have that E(β)/E is a non-cyclic degree-4 Galois extension
as αα′ = f is a square in E. In fact, E(β)/E is the splitting field of T 4 − 2xT 2 + f ∈ E[T ]:
T 4 − 2xT 2 + f = (T 2 − α)(T 2 − α′) = (T − β)(T + β)(T −√f/β)(T +√f/β).
Moreover, we see as well that E(β)/K is a degree-8 non-cyclic Galois extension, for it is the
splitting field of T 4−2xT 2+f ∈ K[T ]. In fact, setting β ′ := √f/β, we see that Gal(E(β)/E)
is generated by the transpositions τ : β 7→ −β and σ : β 7→ β ′. Moreover, in Gal(E(β)/K)
we have ρ : β 7→ β,√f 7→ −√f . In this way, π := σρ : β 7→ β ′,√f 7→ −√f is an element
of order 4 and whose square and cube are respectively τ and ρσ. That is, we have that
Gal
(
E(β)/K
)
is generated by two elements σ and π satisfying relations: σ2 = 1, π4 = 1, and
σπ = π3σ. In other words, Gal
(
E(β)/K
)
is isomorphic the dihedral group—the symmetries
of the square. Thus,
Gal
(
E(β)/K
)
= {1, σ, ρ, τ, π, σρ, πσ, στ}.
Let S be the integral closure of R in E(β). Next, we claim the following.
Claim 3.16. S = R
[√
z, β, β ′
]
19To see the equality of ideals, consider r ⊂ R[δ, t] to be a minimal prime of (δ). Since R[t, δ] ⊂ S is integral,
there is at least one prime ideal of S lying over r. Nevertheless, any such a prime must lie over (∆) ⊂ R and
so must be q.
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Proof. By Proposition 3.4, we have that R
[√
f,
√
z
]
is normal and so it is the integral closure
of R in E(α)—the fixed field of 〈τ〉. Thus, we just need to prove that S is the integral closure
of R
[√
f,
√
z
]
in E(β). To this end, we prove that any element γ ∈ S is an R[√f,√z]-linear
combination of 1, β, and β ′. We know that γ = a+bβ ∈ E(β) for some (uniquely determined)
a, b ∈ E(α). Since E(β)/E(α) is a quadratic extension, we have that the minimal polynomial
of γ is described in terms of its trace and norm as follows:
T 2 + TrE(β)/E(α)(γ)T +NE(β)/E(α)(γ).
Observe that TrE(β)/E(α)(γ) = 2a and NE(β)/E(α)(γ) = a
2 − b2α. Therefore, γ ∈ S if and
only if both 2a and a2 − b2α belong to R[√f,√z], which is equivalent to requiring a, b2α ∈
R
[√
f,
√
z
]
.
Now, since b2α belongs to R
[√
f,
√
z
]
, then so does b2f = b2αα′. More precisely, since
b2α ∈ R[√f,√z] then b2f belongs to the ideal (α′) ⊂ R[√f,√z]. Since b2f = (b√f)2,
this is to say that b
√
f ∈ E(α) is integral over (α′) ⊂ R[√f,√z]. Given that R[√f,√z] is
integrally closed in E(α), we conclude that b
√
f ∈√(α′) ⊂ R[√f,√z]; see [Kun13, Chapter
2, Corollary 2.6]. The result then follows once we have shown that
(3.16.1)
√
(α′) =
(
α′,
√
f
)
, in R
[√
f,
√
z
]
.
Indeed, granted (3.16.1), we would have that:
γ = a + bβ = a+
(
b
√
f
) β√
f
= a +
(
cα′ + d
√
f
) β√
f
= a + dβ + c
α′
β ′
= a+ dβ + cβ ′,
for some d, c ∈ R[√f,√z]—we saw before that a ∈ R[√f,√z].
To prove (3.16.1), observe that the containment from right to left is clear, for
√
f
2
=
αα′. For the converse containment, observe that R
[√
f,
√
z
]
is free over R with basis
1,
√
z,
√
f,
√
z
√
f . In particular, if an element in R
[√
f,
√
z
]
belongs to
√
(α′) then so does
the summand in the R-span of 1 and
√
z. Thus, it is enough to prove that r+ s
√
z ∈√(α′);
with r, s ∈ R, belongs to (α′). That is, it suffices to explain why the contraction of√
(α′) ⊂ R[√f,√z] to R[√z] is the ideal (α′). This, however, follows from observing
that (α′) ⊂ R[√z] is a prime ideal. Indeed, observe that R[√z] is a regular local ring (and
so an UFD), as its maximal ideal is given by m ⊕ R · √z = (x, y, z,√z) = (x, y,√z). On
the other hand, the extension of the prime ideal (f) ⊂ R to R[√z] splits as (f) = (α)(α′).
Since there cannot be more than two prime ideals of R
[√
z
]
lying over (f) ⊂ R, we conclude
that these are (α) and (α′). K
Our next claim is the following.
Claim 3.17. The extension R ⊂ S is tamely ramified with respect to the reduced divisor
D = div z + div f . Moreover, for both prime divisors (z), (f) ⊂ R, there are exactly two
prime ideals of S lying over with ramification index 2 and inertia degree 2.
Proof. We begin by proving that Rzf ⊂ Szf is e´tale. Indeed, observe we have a tower
R ⊂ R[√f,√z] ⊂ S where the bottom extension is flat of degree 4. One readily verifies
that the discriminant ideal of the bottom extension is (zf), so it is e´tale over Rzf . It suffices
to check that R
[√
f,
√
z
]
zf
⊂ Szf is e´tale. To this end, notice that, when we invert f , we
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then invert α and α′ in R
[√
f,
√
z
]
and β and β ′ in S as well, for we have the relation
αα′ = f = β2β ′2,
In particular, 1/α ∈ R[√f,√z]
zf
and 1/β ∈ Szf . Therefore, R
[√
f,
√
z
]
zf
⊂ Szf is free
with basis 1, β, for now
β ′ =
√
f
β
=
√
f
α
β.
In consequence, the discriminant ideal of R
[√
f,
√
z
]
zf
⊂ Szf is generated by∣∣∣∣1 1β −β
∣∣∣∣
2
= (−2β)2 = 4α,
which is a unit and consequently the extension is e´tale, as needed.
It remains to prove that E(β)/K is tamely ramified with respect to both DVRs R(z) and
R(f). Nevertheless, this follows from simple characteristic considerations. Indeed, since the
extensions are (generically) Galois, we know in each case that 8 = n · e · g with n being the
number of primes lying over, e the ramification indexes, and g the residual degrees; as in
Proposition 3.11. Then, e and g are necessarily prime to characteristic, which was assumed
odd from the beginning.
Moreover, we have that f = β2β ′2. Using Proposition 3.11, this implies that (β), (β ′) ⊂ S
are (the) prime ideals of S lying over (f) ⊂ R, and the ramification index is 2 as well as
the residual degree.20 Similarly, we have that 2y
√
z = (β − β ′)(β + β ′), so that 4y2z =
(β − β ′)2(β + β ′)2. Therefore, (β − β ′), (β + β ′) ⊂ S are (the) two prime ideals of S lying
over (z) ⊂ R, with ramification index and inertia degree equal to 2.21 K
Example 3.18. We may specialize Example 3.15 by setting y = 1 throught. More precisely,
we may consider (R,m,k, K) to be a regular local ring of odd characteristic with regular
system of parameters m = (x, z) and set f := x2 − z. Letting L/K be the splitting prime
of T 4 − 2xT 2 + f ∈ K[T ], the same arguments mutatis mutandis as in Example 3.15 show
that S := RL = R
[√
z,
√
x±√z] and moreover that R ⊂ S is a degree-8 Galois tamely
ramified extension over D = div z + div f . Furthermore, we have that for both (regular)
prime divisors (z), (f) ⊂ R there are exactly two prime of S lying over with ramification and
inertia indexes equal to 2.
Remark 3.19 (Failure of Abhyankar’s lemma for divisors without normal crossings). In this
remark, we observe that Example 3.13, Example 3.15, and Example 3.18 are counterexam-
ples for Abhyankar’s lemma if no regularity condition is imposed on the divisor. Indeed,
in any case, we may consider R to be additionally strictly local, then it admits a tamely
ramified cover (e.g. S) that is not Kummer (for it is not cyclic). In the cusp case, the divisor
D has not normal crossings for it is cut out by a singular (irreducible) equation, whereas in
the Whitney’s umbrella case the divisor has not normal crossings because f is not a regular
element in the ring Rsh(x,y) as f = x
2 − y2z = (x− y√z)(x+ y√z) in this ring. In the case of
Example 3.18, we have that z and f are both regular elements, yet R/(z, f) is not regular
as (z, f) = (z, x2).
20To see that these two ideals are different, note that otherwise would imply that (α) = (α′) in R
[√
z
]
, which
is tantamount to say that (f) ∈ SpecR is a branch point of R ⊂ R[z]. This, however, is not the case.
21Notice that (β − β′) 6= (β + β′) in S as otherwise this would yield that the common ideal contains both
(β) and (β′), which is absurd as then they are all the same ideal.
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3.4. Main formal theorem. We conclude by proving that our main results on πt,P1 (X
◦)
can be seen as formal consequences of two very interesting properties of the Galois category
Rev
P (X◦). More concretely, we have the following theorem.
Theorem 3.20. Work in Setup 3.9. Suppose that the following two properties hold on
Rev
P (X◦):
(a) Every connected cover f : Y ◦ −→ X◦ in RevP (X◦) satisfies that Q := (f−1(P ))
red
is a
prime divisor on Y ◦. In other words, with notation as in Remark 3.10, we have that
there is exactly one prime, say q, lying over p in the extension R ⊂ S.
(b) There exists a universal e´tale-over-P cover. More precisely, there exists a connected
cover X˜◦ −→ X◦ in RevP (X◦) that is e´tale over P and dominates any other cover in
Rev
P (X◦) with such a property.
Then, there exists a short exact sequence of topological groups
Zˆ(p) −→ πt,P1 (X◦) −→ G −→ 1
where G = Gal
(
X˜◦/X◦
)
is a finite group and Zˆ(p) is the prime-to-p part of the of the profinite
completion Z if X has characteristic p, if p = 0, we shall agree upon Zˆ(p) := Zˆ. Furthermore,
the following two statements hold:
◦ If the divisor class of P in ClX is nontorsion, then Zˆ(p) −→ πt,P1 (X◦) is trivial. In
particular, πt,P1 (X
◦) is finite.
◦ If the divisor class of P has prime-to-p torsion, then Zˆ(p) −→ πt,P1 (X◦) is injective.22
Before getting into the proof of Theorem 3.20, we need the following three lemmas.
Lemma 3.21. Work in Setup 3.9. Suppose that RevP (X◦) satisfies the property (a) in
Theorem 3.20, then it also satisfies the following property:
(a′) Every cover f : Y ◦ −→ X◦ in RevP (X◦) dominates another cover Y ′◦ −→ X◦ in
Rev
P (X◦) that is e´tale over P and whose generic degree is the generic degree of
Q :=
(
f−1(P )
)
red
−→ P . Equivalently, with notation as in Remark 3.10, if q ⊂ S is
the only prime lying over p, we have that there is a factorization (R,m,k, K; p) ⊂
(S ′, n′,l′, L′; q′) ⊂ (S, n,l, L; q) such that the bottom extension induces an e´tale-over-
P cover in RevP (X◦) and [κ(q′) : κ(p)] = [L′ : K] = [κ(q) : κ(p)].
Proof. With notation as in Remark 3.10, since q is the only prime lying over p, we have
that its decomposition group D := {σ ∈ Gal(L/K) | σ(q) = q} is the whole Galois group
Gal(L/K). Therefore, its inertia group I sits as the kernel in the following short exact
sequence of groups
1 −→ I −→ Gal(L/K) −→ Aut (κ(q)/κ(p)) −→ 1.
Now, by the tameness of the ramification, we have that κ(q)/κ(p) is a finite separable
extension. Therefore, it is Galois by [The18, Lemma 09ED]. Thus, the short exact sequence
we really have is
1 −→ I −→ Gal(L/K) −→ Gal(κ(q)/κ(p)) −→ 1.
In this manner, we may use the Galois correspondence to obtain a factorization
(R,m,k, K, P ) ⊂ (SI , nI ,lI , LI , QI) ⊂ (S, n,l, L,Q)
22If p = 0, by prime-to-p torsion we simply mean torsion.
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where both covers are generically Galois. The upper script I denotes the invariant or fixed
elements under the action of I. Moreover, Gal
(
LI/K
)
= Gal
(
κ(q)/κ(p)
)
and the bottom
extension is e´tale at qI ; see [The18, Lemma 09EH], therefore e´tale in codimension-1. Fur-
thermore,
[
κ
(
qI
)
: κ(p)
]
=
[
LI : K
]
=
[
κ(q) : κ(p)
]
. This proves the lemma. K
We believe the following two lemmas are well-known to experts but we include them for
lack of a suitable reference.
Lemma 3.22. Let φ : (R,m) −→ S be a finite extension of normal noetherian domains.
Denote by Ssh the strict henselization of S with respect to a prime n lying over m. Then the
canonical morphism SpecSsh −→ SpecS ⊗R Rsh is a connected component, in particular a
clopen (i.e. closed and open) immersion. Furthermore, assume that:
(a) (R,m) is a DVR,
(b) φ is a generically e´tale extension, and
(c) φn : R −→ Sn has trivial residue field extension for all maximal ideals n lying over m.
Then all the connected components of SpecS⊗RRsh arise in this way and then are in bijective
correspondence with the prime ideals of S lying over m.
Proof. By [The18, Lemma 05WR], Ssh is obtained as the localization of a prime ideal of
S ⊗R Rsh lying above n and msh. Since S is normal and SpecS ⊗Rsh −→ SpecS is a colimit
of e´tale morphisms, S ⊗Rsh is normal by [The18, Lemma 033C] and [The18, Lemma 037D].
Hence, it is a product of normal domains. Moreover, S ⊗R Rsh is a finite algebra over the
henselian local ring Rsh and thus by [The18, Lemma 04GG (10)] we have
S ⊗R Rsh =
m∏
i=1
(
S ⊗R Rsh
)
mi
where m1, . . . ,mm are the maximal ideals of S ⊗R Rsh lying over msh. We conclude in this
fashion that S ⊗R Rsh is a finite product of normal local domains.
Since any prime of S ⊗R Rsh lying above n and msh is necessarily maximal, we conclude
that SpecSsh −→ SpecS ⊗R Rsh is a clopen immersion as claimed.
Finally, we discuss the final statement regarding the case (R,m) is a DVR, set (u) = m.
In this case, S is a semi-local Dedekind domain and in particular a PID; let n1, . . . , nn be the
maximal ideals of S lying over m. Let K be the function field of R, so that SpecK −→ SpecR
defines the open immersion given by the principal open D(u) = SpecRu. Observe that(
Rsh, θ(u)
)
is a (strictly henselian) DVR as well, where we are denoting by θ the canonical
homomorphism R −→ Rsh. With this being said, we see that pullback of the cartesian square
SpecS

SpecS ⊗R Rsh

oo
SpecR SpecRshoo
to the Zariski open SpecK −→ SpecR is given by the cartesian square
SpecL

SpecL⊗K K
(
Rsh
)

oo
SpecK SpecK
(
Rsh
)
oo
TAME FUNDAMENTAL GROUPS OF PURE PAIRS AND ABHYANKAR’S LEMMA 25
where L denotes the fraction field of S. In particular, we conclude that the generic rank
of the finite Rsh-algebra S ⊗R Rsh is equal to [L : K]—the generic rank of S over R. In
particular, we have that
[L : K] =
m∑
i=1
[
K
((
S ⊗R Rsh
)
mi
)
: K
(
Rsh
)]
=
n∑
i=1
[
K
(
Sshni
)
: K
(
Rsh
)]
+ Σ,
where Σ is the remaining summands, i.e. the sum corresponding to the (a priori possible)
connected components that are not isomorphic to strict henselizations of S at some of its
maximal ideals. Our goal is to prove that Σ = 0 (i.e. it is an empty summation). To this
end, we observe that, by combining assumptions (b) and (c) with [The18, Remark 09E8], we
have that
[L : K] =
n∑
i=1
ei
where ei is the ramification index of the extension of DVRs φni : R −→ Sni. In this way, it
suffices to prove that [
K
(
Sshni
)
: K
(
Rsh
)]
= ei.
To show this, observe that the ramification index of Rsh −→ Sshni is exactly ei, and the
residue field extension is trivial (it is tacitly assumed here that the residue field of both is
the same separable closure for R/m = Sni/niSni). Hence, the result follows from [The18,
Remark 09E8]. K
Example 3.23. We would like to remark here that we may use Lemma 3.22 to argue rather
indirectly the part in the proof of Claim 3.14 where we explain why there cannot be only one
prime of S lying over (∆). Indeed, if there were only one such a prime q ⊂ S we saw that the
degree-6 extension of DVRs R(∆) −→ Sq has ramification index 6 and Galois group isomorphic
to S3. However, when we apply Lemma 3.22 and its proof we obtain that R
sh
(∆) −→ Sshq is a
degree-6 extension with Galois group S3. Nevertheless, this contradicts Theorem 3.5 as it
states that the Galois group must be cyclic.
Either directly or indirectly, we know that there must be three primes q1 = (t2 − t3),
q2 = (t1− t3), and q3 = (t1− t3) of S lying over (∆) ⊂ R, all of them with ramification index
2 and inertia degree 1. As predicted by Lemma 3.22, we can see directly that
S ⊗R Rsh(∆) ∼= Sshq1 × Sshq2 × Sshq3 ,
where each extension Rsh(∆) ⊂ Sshqi is a degree-2 Kummer extension of strictly local DVRs.
Indeed, denoting̟i := 3t
2
i+x, we had from Example 3.13 thatR[δ, ti]̟i = S̟i, and moreover
SpecS =
⋃3
i=1 SpecS̟i where qi ∈ SpecS̟j if and only if i = j (this follows from (3.14.1) and
the argument in the succeeding paragraph). This is nothing but an open covering of SpecS by
standard e´tale morphisms over SpecR[δ] cf. [Mil80, I, Theorem 3.14]. In fact, the morphisms
Spec̟i −→ SpecR[δ] are e´tale neighborhoods of (δ) ⊂ SpecR[δ]. In particular, we see that the
canonical homomorphism S̟i −→ Sqi is an isomorphism when twisted by R[δ]sh(δ)—the strict
henselization of R[δ] at (δ)—which is then canonically isomorphic to each of Sshqi . Finally,
one readily verifies directly that the canonical homomorphism R[δ]⊗R Rsh(∆) −→ R[δ]sh(δ).
Finally, we would like to point out that hypothesis (c) in Lemma 3.22 is (trivially) crucial
for the proposition to hold. Indeed, suppose that R −→ S is a finite e´tale extension of DVRs
(i.e. n, e = 1 in Proposition 3.11). Then, the generic and inertia degrees coincide; denote
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them by d. However, S ⊗R Rsh is product of d copies of Rsh. Roughly speaking, we get d
connected components of SpecS ⊗R Rsh out of just one prime lying over the maximal ideal
of R (both are a degree-2 Kummer cover Rsh(δ) with respect to div∆.). This concludes the
example.
We are thankful to Maciej Zdanowicz for the following lemma.
Lemma 3.24. Let f : Y −→ X be a finite cover of normal integral schemes. Suppose that
f∗OY is locally free on some open U ⊂ X whose complement has codimension ≥ 2, then the
kernel of the induced homomorphism f ∗ : PicX −→ PicY contains no nontorsion elements.
In particular, f ∗ maps nontorsion elements into nontorsion elements.
Proof. Let L be a line bundle on X such that f ∗L ∼= OY . Then, f∗f ∗L ∼= f∗OY . Nonethe-
less, by the projection formula we have
f∗f
∗
L ∼= f∗
(
OY ⊗ f ∗L
) ∼= L ⊗ f∗OY .
Hence, we have an isomorphism L ⊗ f∗OY ∼= f∗OY . Let us denote the rank of f∗OY by r. In
this way, by letting V = f−1(U) and taking determinants we have that
det f∗OV ∼= det
(
LU ⊗ f∗OV
)
= L rU ⊗ det f∗OV .
Therefore, L rU
∼= OU . Since X is normal and codimX r U ≥ 2, we conclude that L r ∼= OX .
For the final statement, simply note that if
(
f ∗L
)n ∼= OY , then f ∗L n ∼= OY . K
Proof of Theorem 3.20. First of all, we notice that if Y ◦ −→ X◦ is a cover in RevP (X◦) with
Q as in (a), then the category RevQ(Y ◦) satisfies (a) and (b) as well. We also observe that
we may think of the covers in RevP (X◦) as local extensions (R,m,k, K; p) ⊂ (S, n,l, L; q);
as in Remark 3.10, where q is the only (height-1) prime ideal of S lying over p. We follow
the convention to denote the prime divisor corresponding to q by Q and so on.
Our first observation is that we may assume that G is trivial, i.e., we may assume that
if a cover is e´tale over P then it is trivial. In particular, by our first observation at the
beginning of this proof and Lemma 3.21, we may assume that an extension (R,m,k, K; p) ⊂
(S, n,l, L; q) in our Galois category satisfies that R/p ⊂ S/q is generically trivial, i.e., we
may assume that κ(p) ⊂ κ(q) is always trivial.23 To this end, we claim the following.
Claim 3.25. We may assume that G is trivial by replacing X by X˜, and further that if P
is torsion, then it is trivial.
Proof of claim. By formal properties of Galois categories, we obtain from the hypothesis (a)
and (b) a short exact sequence of topological groups:
1 −→ πt,P˜1
(
X˜◦
) −→ πt,P1 (X◦) −→ Gal(X˜◦/X◦) −→ 1
where P˜ is the prime divisor given by the reduced scheme-theoretic inverse image of P along
X˜◦ −→ X◦. Moreover, if we consider the induced homomorphism ClX −→ Cl X˜ , then P 7→ P˜ .
Hence, if P is torsion, then so is P˜ and its order divides the one of P . However, notice that if
P˜ is torsion with order o = pe ·n and p ∤ n and n > 1, then the corresponding Veronese-type
cyclic cover would yield a nontrivial quasi-e´tale cover of degree n, but we have already ruled
23In other words, we may assume that the inertia degree of Rp −→ Sq is 1.
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out all of them.24 Hence, if P˜ is torsion its order must be a power of p. Thus, if P has
prime-to-p torsion then P˜ must be trivial. We are left to explain why, if P is nontorsion,
then P˜ is nontorsion. This, however, follows from Lemma 3.24 since ClX is the same as the
Picard group of its regular locus. K
With the above reductions in place, we let X ′ := SpecOshX,P be the e´tale germ of X at (the
generic point of) P . Note that OshX,P is nothing but the strict henselization of OX,P = Rp at
its maximal ideal. We argue next that the canonical morphism X ′ −→ X induces a surjection
of fundamental groups
η : πt,P
′
1 (X
′◦) −→ πt,P1 (X◦)
where P ′ is the divisor on X ′ corresponding to its codimension-1 closed point and X ′◦ is the
inverse image of X◦ along X ′ −→ X .
Claim 3.26. The pullback functor RevP (X◦) −→ RevP ′(X ′◦) induces a continuous homo-
morphism of topological groups η : πt,P
′
1 (X
′◦) −→ πt,P1 (X◦). Moreover, this homomorphism is
surjective.
Proof. First of all, we notice that the pullback functor is well-defined by Lemma 3.3. By
the abstract nonsense regarding Galois categories, the first statement amounts to proving
the compatibility between the fiber or fundamental functors; see [Mur67, Chapter 5]. Recall
that, implicitly, we always take our base point to be some fixed separable closure Ksep of K.
In present case we are going to choose the base point of RevP
′
(X ′◦) compatibly, i.e. so that
we have a commutative diagram:
Rshp // K
(
Rshp
)
// K
(
Rshp
)sep
R
θ
OO
// K
θK
OO
// Ksep
θsep
K
OO
Equivalently, we choose Ksep to be the subfield of K
(
Rshp
)sep
of elements that are algebraic
separable over K. To simplify notation, we denote the rings on the top of the diagram from
left to right respectively by R′, K ′, and K ′sep.
Now, recall that the fiber functor F : RevP (X◦) −→ FSet is given by
F(S/R) = HomR-alg
(
S,Ksep) = HomK-alg
(
L,Ksep
)
for all S/R connected in RevP (X◦). Of course, the same definition applies to the fiber functor
F′ : RevP
′
(X ′◦) −→ FSet with K ′sep in place of Ksep and so on.
24If more details are needed, note that we may think of P as an element in
̟ ∈ H1fl
(
X◦reg,µo
) ∼= H1fl(X◦reg,µpe × µn) ∼= H1fl(X◦reg,µpe)⊕H1fl(X◦reg,µn).
More precisely, ̟ is the torsor given by the pullback to X◦reg of the (spectrum of) the Veronese-type (local)
cyclic cover (C, c,k) =
⊕o−1
i=0 R(iP ); see [Car17, §4.4] for details. However, since ̟ is connected; as C is
local, when we write ̟ = ̟1 ⊕̟2 using the above isomorphism, we see that ̟2 is connected and so the
trivial cover, which contradicts n > 1.
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With the above being said, we just need to verify the commutativity of the following
commutative diagram of functors
Rev
P (X◦) //
F
$$❏
❏❏
❏❏
❏❏
❏❏
❏
Rev
P ′(X ′◦)
F′
yyss
ss
ss
ss
ss
Set
where the horizontal arrow is the pullback functor; cf. [Mur67, §5.1, Example]. To this end,
we perform the following computation with S/R a connected object of RevP (X◦):
F′
(
S ⊗R R′
)
= HomR′-alg
(
S ⊗R R′, K ′sep
)
= HomR-alg
(
S,K ′sep
)
= HomK-alg
(
L,K ′sep
)
= HomK-alg
(
L,Ksep
)
= F(S).
where the penultimate equality follows from the compatibility in our choices of base points.
Indeed, since L/K is a finite separable extension, any K-embedding of L into K ′sep is going
to be contained in Ksep—the subfield of K ′sep of separable elements over K.
Finally, we explain why η is surjective. According to the abstract nonsense [Mur67, §5.2.1],
η is surjective if and only if the pullback of connected objects is connected. Hence, the surjec-
tivity of η is a simple consequence of the equality S ⊗R R′ = Sshq provided by Lemma 3.22—
once we know there is only prime lying over with trivial inertia degree. K
As a direct application of Theorem 3.5; cf. [Mil80, I, §5, Remark 5.1 (e)], we have that:
πt,P
′
1 (X
′◦) = lim←−
p ∤n
µn(K
′)
∼=←− lim←−
p ∤n
Z/nZ =: Zˆ(p),
where it is worth noting that the isomorphism is not canonical as it depends on choices of
compatible primitive roots of unity of K ′ in K ′sep.
Summing up, we have constructed a (non-canonical) surjective homomorphism of topolog-
ical groups
Zˆ(p)
∼=−→ πt,P ′1 (X ′◦)։ πt,P1 (X◦).
In what follows, we explain the dichotomy regarding the kernel of this homomorphism and
the divisor class of P . To that end, observe that, by [Mur67, §5.2.4], η is injective if and only
if for all prime-to-p integer n ∈ N there exists a cover in RevP (X◦) whose pullback to X ′ is
(or rather has a connected component that is) a Kummer cover OshX,P ⊂ OshX,P
[
t1/n
]
. This is
true, for example, if p = (t) is principal, for then we would have that R ⊂ R[t1/n] are covers
in RevP (X◦) with the required property; see Proposition 3.4. Therefore, if the divisor class
of P is trivial (i.e. if p is principal), we conclude that Zˆ(p) ։ πt,P1 (X
◦) is an isomorphism.
For the remaining statement, assume that Zˆ(p) ։ πt,P1 (X
◦) is nontrivial. We shall deduce
from this that the divisor class of P is torsion (i.e. it is trivial).
Let Γ be a nontrivial finite quotient of πt,P1 (X
◦). Observe that Γ ∼= Z/nZ for some prime-
to-p integer n > 1, for Zˆ(p) also surjects onto Γ. In particular, there is a (R,m,k, K, P ) ⊂
(S, n,k, L,Q) in RevP (X◦) such that Gal(L/K) = Γ ∼= Z/nZ is cyclic. As we mentioned
before, we have that Rshp ⊂ Sshq is a degree-n Kummer cover. It suffices to prove the following
claim.
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Claim 3.27. The extension R ⊂ S is Kummer. In particular, since p is the only height-1
branch point, we have that P is torsion.
Proof of claim. Since k ⊂ K and k is assumed separably closed,25 we have that L = K(λ)
with λn = κ ∈ K [Lan02, VI,§6, Theorem 6.2.(i)]. Moreover, we may assume κ ∈ R.26
It suffices to prove that the inclusion R[λ] ⊂ S is an equality. Indeed, note that R[λ] ∼=
R[T ]/(T n − κ) as L = K[T ]/(T n − κ), so R ⊂ R[λ] is Kummer. Moreover, in that case, P
and (div κ)red must coincide, which means that the divisor class of P is torsion.
To prove that R[λ] = S, it is enough to show that R[λ] is normal, or equivalently that
R[λ] satisfies the (R1) and (S2) conditions. We see straight away that R[λ] satisfies the
(S2) condition, for R[λ] is a free R-module.
27 In this fashion, we are left with verifying that
the (R1) condition holds on R[λ]. First of all, we notice that Rκ ⊂ Rκ[λ] is e´tale, whence
R[λ] satisfies the (R1) condition away from V (κ); equivalently, away from V (λ). In other
words, we must check that R[λ] is regular at all the minimal primes of (λ) ⊂ R[λ]—the prime
divisors supporting divR[λ](λ). We observe next that there can only be one of them; namely
q ∩ R[λ]. Indeed, let r ⊂ R[λ] be a minimal prime of (λ). Since R[λ] ⊂ S is an integral
extension, there must be at least one (necessarily height-1) prime ideal of S lying over r; say
s. However, any such a prime must contain λ, so λ ∈ s. In consequence, Rs∩R ⊂ Ss is not
e´tale, for κ ∈ s ∩ R. In other words, s is a codimension-1 branch point of the extension
R ⊂ S. Nevertheless, our (strong) hypothesis implies that such a point is unique, that is, s
must be q; as required.
With the above observation in place, let r = q ∩ R[λ] be the only minimal prime of
(λ) ⊂ R[λ]. At this point, we only need to check that R[λ]r is regular. To this end, consider
the extensions
R ⊂ R[λ] ⊂ S.
Pulling back these extensions to the strict henselization of R at p (and possibly selecting
appropriately connected components by using Lemma 3.22) yields:
Rshp ⊂ R[λ]shr ⊂ Sshq ,
On the other hand, we have that the total extension is Kummer of degree-n. This forces
the top extension in the tower to be an equality. In particular, R[λ]shr is regular, and so
is R[λ]r as strict henselizations reflect regularity ([The18, Lemma 07NG]). This proves the
claim. K
This demonstrates the theorem. K
Remark 3.28. Observe that homomorphism η in Claim 3.26 can be defined more succinctly
as follows. Recall that πt,P1 (X
◦) is the limit lim←−Gal(L/K) traversing all the finite Galois
extensions K ⊂ L ⊂ Ksep so that the integral closure S/R of R in L is tamely ramified with
respect to P , and verbatim for πt,P
′
1 (X
′◦), where we have fixed Ksep ⊂ K ′sep. Thus, for any
such a L/K, we must define compatible homomorphisms πt,P
′
1 (X
′◦) −→ Gal(L/K). Since
25Note that as R is strictly henselian it contains a separable closure of Fp ⊂ R and thus in particular all
n-th roots of unity for n prime to p.
26Indeed, if κ = κ1/κ2 with κi ∈ R, then λ0 := κ2λ is so that λn0 = κn−12 κ1 ∈ R and L(λ0) = L(λ).
27Indeed, it is then an (S2) R-module, and consequently an (S2) ring as restriction of scalars under finite
extensions does not change depths.
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L/K is Galois, Gal(L/K) acts transitively and faithfully on F(S) = HomK-alg(L,K
sep).
Nonetheless, as noticed in Claim 3.26, this set is the same set as
F′(S ⊗R R′) = HomR′-alg
(
S ⊗R R′, K ′sep
)
=
∐
i
HomR′-alg
(
Si, K
′sep
)
=
∐
i
HomK ′-alg
(
K(Si), K
′sep
)
where S⊗RR′ =
∏
i Si is the decomposition of S⊗RR′ as a finite product of normal, local, and
finite R′-algebras; see the proof of Lemma 3.22. Of course, the given inclusion K ⊂ L ⊂ Ksep
is an element of this set. Let ξ denote such element. Therefore, ξ is contained in one and
only one of the displayed disjoint sets; let i0 denote the corresponding index. Letting Li0 be
the Galois closure of K(Si0) in K
′sep, we have that Gal(Li0/K
′) surjects onto AutK ′
(
K(Si0)
)
.
On the other hand, we define the homomorphism of groups ϕ : AutK ′
(
K(Si0)
) −→ Gal(L/K)
by declaring ϕ(h) to be the only element of Gal(L/K) that when acts on ξ yields ξ ◦ h. In
this way, we have constructed a homomorphism
πt,P
′
1 (X
′◦)
can−−→ Gal(Li0/K ′)։ AutK ′
(
K(Si0)
) ϕ−→ Gal(L/K).
The limit over these defines η. Observe that η is surjective if and only if these homomorphisms
are all surjective, which in turn is equivalent to the surjectivity of ϕ for all L/K. However,
it is not difficult to see that ϕ is surjective if and only if S ⊗R R′ is connected.
With the above abstract remarks in place, we may illustrate with an example the failure
of η being surjective if there were more than prime lying over. To this end, we resume with
Example 3.23. In this case, we have a canonical isomorphism of R′-algebras
S ⊗R R′ = S ⊗R Rsh(∆)
∼=−→ Sshq1 × Sshq2 × Sshq3 .
Note that a K-embedding of L into K ′sep is the same as a choice of a square root of ∆; which
in our case it was δ, and the choice of a ti. For instance, when we chose t1 to be our “t” in
Example 3.13, we were choosing the R′-embedding
S ⊗R R′ −→ Sshq1 × Sshq2 × Sshq3 −→ Sshq1 −→ K ′sep,
for this is the one in which L is realized as the field of fractions of R[δ, t1]̟1 −→ S̟1. This
specific embedding was our ξ all along. Now, Sshq1 is a degree-2 Kummer cover over R
′, so its
Galois group is cyclic of order 2 with generator τ : δ 7→ −δ. On the other hand, under the
canonical bijection F(S) = F′(S ⊗R R′), we see that ξ ◦ τ correspond to the K-embedding
L
(2 3)−−→ L −→ Ksep where (2 3) ∈ Gal(L/K) ∼= S3 is the transposition switching t2 and t3
(leaving t1 intact). In other words, we have the following commutative diagram of groups:
πt,P1 (X
◦) // //
η

Gal(L/K)
∼=
// S3
πt,P
′
1 (X
′◦) // // Gal
(
K
(
Sshq1
)/
K ′
)ϕ
OO
∼=
// Z/2Z
17→(2 3)
OO
so that η cannot be surjective. This finishes our remarks.
Let us now also point out that we only need to check condition (b) in Theorem 3.20 for
the regular locus of X , i.e. X◦ = Xreg. This will play a crucial role in Section 5. First, we
need the following lemma.
TAME FUNDAMENTAL GROUPS OF PURE PAIRS AND ABHYANKAR’S LEMMA 31
Lemma 3.29. In the situation of Setup 3.9, the full subcategory RevPe´t(X
◦) of RevP (X◦)
consisting of those Z◦ −→ X◦ that are e´tale over P is a Galois subcategory.
Proof. We follow the proof of [GM71, Theorem 2.4.2] and only need to verify the conditions
G1, G2 and G3 of [Gro63, Expose´ V, 4]. Clearly X◦ itself is a final object. For the existence
of fiber products, take Y ◦ −→ Z◦,W ◦ −→ Z◦ in Rev(X◦) and consider the following diagram
(Y ◦ ×Z◦ W ◦)nor // Y ◦ ×Z◦ W ◦ //

Y ◦

W ◦ // Z◦
where the normalization is taken with respect to the total ring of fractions of Y ◦ ×Z◦ W ◦.
By [GM71, loc. cit.], this is the fiber product in RevP (X◦). Note that Y ◦ ×Z◦ W ◦ is e´tale
over P since e´tale morphisms are stable under base change. Moreover, as e´tale morphisms
preserve normality (and X◦ is normal) we conclude that Y ◦ ×Z◦ W ◦ −→ X◦ is normal at P
and thus the normalization is an isomorphism at P .
The existence of direct sums is clear. Consider now Y ◦ −→ X◦ a morphism in RevP (X◦),
G a finite subgroup of Aut(Y ◦). Then, we have a commutative diagram
Y ◦ //
f

Y ◦/G
u
{{①①
①①
①①
①①
X◦
in RevP (X◦). Assume now that f is e´tale over P . If Q is a point in Y ◦ lying above P with
image Q′ in Y ◦/G, then we have inclusions of DVRs OX◦,P ⊂ OY ◦/G,Q′ ⊂ OY ◦,Q. Since the
inclusion OX◦,P ⊂ OY ◦,Q is unramified, we conclude that the first extension is also unramified.
Hence, u is e´tale at P .
Condition G3 follows just as in [GM71, loc. cit.] K
Remark 3.30 (Reinterpretation of property (b)). Note that property (b) in Theorem 3.20
can now be reinterpreted as saying that the fundamental group classifying RevPe´t(X
◦) is
finite. Moreover, if we denote such a group by πP1,e´t(X
◦), then the group G in Theorem 3.20
is nothing but πP1,e´t(X
◦).
Proposition 3.31. Work in Setup 3.9. There is a fully faithful functor between Galois cat-
egories RevPe´t(X
◦) −→ FE´t(Xreg), which then induces a surjective homomomorphism between
the corresponding fundamental groups. Moreover, this functor induces an isomorphism be-
tween fundamental groups whenever Z cuts out the singular locus of X.
Proof. Recall that FE´t(Xreg) is equivalent to the Galois subcategory of the absolute Galois
category of K given by finite separable extensions K ⊂ L ⊂ Ksep such that the integral
closure of R ⊂ RL in L is e´tale over Xreg; see [CRST18, §2.4].28 On the other hand, as
mentioned before in Remark 3.10, RevP (X◦) corresponds the the Galois subcategory given
by field extensions where R ⊂ RL is e´tale over U and L/K is tamely ramified with respect
to Rp, whereas Rev
P
e´t(X
◦) is the one in which R ⊂ RL is e´tale over U and L/K is e´tale with
respect to Rp; see Definition 3.1 to refresh the terminology employed.
28Also, recall that a choice of a separable closure of K corresponds to a choice of a base point.
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Now, with the above clarifications in place, we see that RevPe´t(X
◦) is (or can be identified
with) a full Galois subcategory of FE´t(Xreg). Indeed, if L/K is in Rev
P
e´t(X
◦) then R ⊂ RL is
e´tale-in-codimension-1, then it induces an e´tale cover over Xreg by Zariski–Nagata–Auslander
purity of the branch locus for regular schemes [The18, Lemma 0BMB], cf. [Zar58, Nag58,
Nag59, Aus62]. Moreover, if X◦ = Xreg (i.e. Z cuts out the singular locus), then we have
the same categories as in that case U ⊂ Xreg and Xreg contains the regular point of P . It is
worth noticing that the normality of X is essential through the previous arguments.
Finally, observe that the remaining statements are formal consequences of the just proven;
see [Mur67, Chapter 5]. K
Corollary 3.32. Work in Setup 3.9. Suppose that RevP (Xreg) satisfies property (b) in
Theorem 3.20, then for any Z 6= ∅ as in Setup 3.9 the category RevP (X◦) also satisfies
property (b).
Proof. This is a simple, formal consequence of Proposition 3.31; cf. Remark 3.30. Indeed,
Proposition 3.31 can be summarized as follows
πP1,e´t(Xreg)
∼= πe´t1 (Xreg)։ πP1,e´t(X◦),
where we denote by πP1,e´t(X
◦) the fundamental group representing RevPe´t(X
◦). In this fashion,
finiteness on the left-hand group implies finiteness on the right-hand one; see Remark 3.30.
K
3.4.1. Abhyankar’s lemma revisited. Finally, we explain how the statements in Theorem 3.20
can be interpreted in terms of Abhyankar’s lemma. To this end, we have the following.
Corollary 3.33 (Singular Abhyankar’s lemma for prime divisors). With the same hypothesis
as in Theorem 3.20 (including Setup 3.9), suppose that Z cuts out the singular locus of X
and that X is pure.29 Then, if P is a prime-to-p torsion element in ClX it must be trivial.
If P is nontorsion, then the only tamely ramified cover over X◦ with respect to P are the
trivial ones, i.e. finite disjoint unions of X◦. If P is trivial, say p = (f), then any Galois
tamely ramified cover over X◦ with respect to P is isomorphic over X to a Kummer cover
of the form SpecOX◦ [T ]/(T
n − f) −→ X◦ (with n prime to the characteristic).
Proof. By Proposition 3.31, saying that X is pure is to say that the group G in Theorem 3.20
is trivial. Just as in the proof of Theorem 3.20; cf. Claim 3.25, we have that if P is a prime-
to-p torsion in ClX , then it is trivial. If the divisor class of P is nontorsion, Theorem 3.20
implies that πt,P1 (X
◦) is trivial and so all the objects of RevP (X◦) are trivial ones. If P
is trivial, then Theorem 3.20 yields that Zˆ(p)
∼=−→ πt,P1 (X◦), which formally implies that the
Galois objetcs of RevP (X◦) are all Kummer; as required. K
Question 3.34. We notice that it does not follow straight away that Abhyankar’s lemma
for multiple components divisors follows from Abhyankar’s lemma for irreducible divisors.
Indeed, Example 3.18 shows that the way divisors intersect plays a fundamental role in this.
In this way, we pose the following question whose solution would provide a way to obtain
Abhyankar’s lemma for reducible divisors from Abhyankar’s lemma for irreducible divisors.
Let X be a normal connected scheme and let P1, . . . , Pk be prime divisors on X , are there
29Following [Cut95], this means that any quasi-e´tale cover over X is e´tale, i.e. purity of the branch locus
holds on X .
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interesting (regularity) conditions on all the possible intersection among the divisors Pi so
that the canonical surjection
πt,P1+···+Pk1 (X)։ π
t,P1
1 (X)× · · · × πt,Pk1 (X)
is injective?
4. Tame fundamental groups: Positive characteristic
We proceed now to our study of tame Galois categories in positive characteristic. Through-
out we work in Work in Setup 3.9 unless otherwise is explictly stated.
4.1. Cohomologically tame Galois category of an F -pure singularity. We start off
by making a simple observation on the cohomologically tame Galois category of an F -pure
singularity. This is just an application of [CS19, Theorem C] following the ideas in [CRST18],
but this time applied to an F -pure singularity. In the following theorem and its proof, when
we write r(R) (resp. p(R)), we mean r(R,CR) (resp. p(R,CR)), i.e. these objects are
defined with respect to the corresponding full Cartier algebras.
Theorem 4.1. Work in Setup 3.9. Suppose that X is F -pure. There exists a cover X˜◦ −→
X◦ in FE´t
t,X
(X◦) such that, for any cover V −→ X˜◦ in FE´tt,X˜(X˜◦), its integral closure
SpecS −→ Spec R˜ satisfies that its restriction V (p(S)) −→ V (p(R˜)) is trivial.
Proof. Indeed, [CS19, Theorem C] yields that, for all connected cover Y ◦ −→ X◦ in FE´tt,X(X◦)
with integral closure R ⊂ S, we must have
1 ≥ r(S) = [κ(p(S)) : κ(p(R))] · r(R).
In particular, we have that the generic degree of V
(
p(S)
) −→ V (p(R)) is no more than
1/r(R). Here, we use that R is F -pure to say 1/r(R) <∞. In this way, by formal properties
of Galois categories (just as in [CRST18]), there exists a universal cover with the required
property after we notice that if the generic degree of V
(
p(S)
) −→ V (p(R)) is trivial then the
map itself is trivial for both R/p(R) and S/p(S) are strongly F -regular and, in particular,
normal. K
Remark 4.2. In Theorem 4.1, notice that if p(R) 6= 0, then p(R) ⊃ τ(R). Hence, p(R)
corresponds to a singular point of X , for τ(R) cuts out the non-strongly-F -regular locus of
X . In particular, since X is normal, htp(R) ≥ 2, i.e. either V (p(R)) has codimension at
least 2, or X is strongly F -regular. Hence, if X is not strongly F -regular in Theorem 4.1,
then V
(
p(R)
) ⊂ X has codimension at least 2. In view of this and the previous work
[CRST18], Theorem 4.1 is only interesting in very high dimensions if X is a non-F -regular
F -pure singularity. In a sense, this justifies next section. In Section 4.2, we will obtain
more interesting and new results by studying the consequences of having minimal center of
F -purity divisor and tame ramification with respect to it.
4.2. Tame fundamental group of a purely F -regular local pair. In this section, we
provide a study of the Galois category RevP (X◦) for a purely F -regular pair (X,P ) that will
eventually lead to a verification of properties (a) and (b) in Theorem 3.20. To this end, the
following three fundamental observations Proposition 4.3, Proposition 4.5, and Theorem 4.6
about covers (R,m,k, K) ⊂ (S, n,l, L) in RevP (X◦); as in Remark 3.10, are in order.
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4.2.1. Three fundamental properties. In the following three propositions, we consider a lo-
cal finite extension of normal local domains (R,m,k, K) ⊂ (S, n,l, L) with corresponding
morphism of schemes f : Y −→ X , we also set X◦ ⊂ X to be the complement of closed
subscheme of codimension at least 2. We assume that f : f−1(X◦) −→ X◦ is tamely ramified
with respect to a reduced divisor D = P1 + · · ·+ Pk with prime components Pi = V (pi).30
We invite the reader to look at [CS19] for further details regarding transposability.
Proposition 4.3 (Transposability). R is a TrS/R-transposable Cartier C
D
R -module, where
TrS/R : S −→ R is the (generically induced) nonzero trace map. Moreover, f ∗CDR ⊂ CES where
E is the reduced and effective divisor on Y supported on the prime divisors whose generic
point lies over the generic point of some of the Pi.
Proof. Since X and Y are normal, the statement amounts to proving that f ∗D − Ram is
effective; see [CS19, §3] and [ST14, Theorem 5.7]. To this end, let qi,1, . . . , qi,ni be the
(height-1) prime ideals of S lying over pi. Then,
f ∗Pi = ei,1 ·Qi,1 + · · ·+ ei,ni ·Qi,ni
where Qi,j is the Weil divisor on Y corresponding to qi,j, and ei,j is the ramification index of
f along qi,j.
31 On the other hand, since p1, . . . , pk ∈ X are the only codimension-1 branch
points, we know that the ramification divisor Ram is supported on the primes divisor Qi,j .
Moreover, since the extension is tamely ramified (over X◦) with respect to D, we have that
Ram =
k∑
i=1
ni∑
j=1
(ei,j − 1) ·Qi,j ,
using the same computation as in [Har77, IV, Proposition 2.2]; see [CR18, Remark 2.9], cf.
[ST14, Remark 4.6]. In this way, it clearly follows that
(4.3.1) D∗ := f ∗D − Ram =
k∑
i=1
f ∗Pi − Ram =
k∑
i=1
ni∑
j=1
Qi,j =: E ≥ 0,
as required. The last statement follows by recalling f ∗CDR ⊂ CD∗S and D∗ = E. K
Remark 4.4. The importance of Proposition 4.3, is that we may apply [CS19, Theorem 6.12
and Remark 6.12] to the pair (R,D) along the map f . In particular, we have the following
equality
TrS/R
(
f∗τS(−E)
(
S, f ∗CDR
))
= τR(−D)(R,D)
where we keep the notation of Proposition 4.3. Recall R(−D) = ⋂iR(−Pi) = ⋂i pi and sim-
ilarly for S(−E). Using this together with Remark 2.4, we may obtain very direct proofs of
Proposition 4.5 and Theorem 4.6 below. Indeed, if (R,D) is purely F -regular along R(−D),
then τR(−D)(R,D) = R and so TrS/R is surjective. Since TrS/R(n) ⊂ m; see [CRST18, Lemma
2.10], [Spe19, Lemma 9], we have that in that case S = τS(−E)(S, f
∗CPR ) ⊂ τS(−E)(S,E). In
other words, the pair (S,E) is purely F -regular along E. In particular, we have that the
reduced scheme supporting E must have strongly F -regular singularities and so must be
normal. Therefore, the irreducible components Q1, . . . , Qk cannot intersect pairwise. Nev-
ertheless, S being local, these components intersect at the closed point. Consequently, E
must have exactly one irreducible component E = Q. Nonetheless, we will provide below
30Of course, it does not matter if we think of the divisors involved as divisors on X◦ or on X .
31That is, ei,j is the order of the uniformizer of Rpi in the DVR Sqi,j ; see [ST14, §2.2].
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proofs for these statement using prime ideals. These proofs are more elementary than [CS19,
Theorem 6.12] and the authors believe this approach is valuable in its own right.
Proposition 4.5 (Cohomological tameness I, cf. [KS10]). Suppose that k = 1 and (X,D =
P ) is a purely F -regular pair. The extension R ⊂ S is cohomologically tame, i.e. TrS/R : S −→
R is surjective. In particular, k ⊂ l is separable and [l : k] divides [L : K].
Proof. Let E = Q1 + · · · + Qn as in Proposition 4.3 and recall that E = f ∗D − Ram ≥
0. Notice that S is f ∗CPR -compatible, so TrS/R(S) is a nonzero C
P
R -compatible ideal as
ϕ ◦ F e∗ TrS/R = TrS/R ◦ϕ⊤ for all ϕ ∈ CPe,R. If TrS/R(S) ( R, then TrS/R(S) must be
contained in the ideal R(−P )—the splitting prime of CPR by hypothesis. In other words,
TrS/R ∈ HomR
(
S,R(−P )) = HomR (S ⊗R R(P ), R) = HomR (S(f ∗P ), R),
which implies that S(f ∗P ) ⊂ S(Ram), and so −E = Ram − f ∗P ≥ 0. Therefore, E = 0,
which is a contradiction.
For the statements about the field extension k ⊂ l, we may simply use [CR18, Proposition
3.17], cf. [CRST18, Lemma 2.15], with ∆ = ∆ϕ and where ϕ is taken to be any surjective
map in
(4.5.1) CPe,R =
(
CPe,R
)⊤
for e ≫ 0, which exists because p 6= R, i.e. (R,P ) is F -pure, and where (4.5.1) was
demonstrated in Proposition 4.3. K
Theorem 4.6 (Only one prime lying over). Suppose that k = 1 and (X,D = P ) is a purely
F -regular pair. The splitting prime q := p
(
S, f ∗CPR
)
is the one and only one prime of S
lying over p := R(−P ). Moreover, the pair (Y,Q) is purely F -regular where Q = V (p).
Proof. To start with, we must observe that q is well-defined due to [CS19, Theorem C],
Proposition 4.3, and Proposition 4.5.32
Next, we prove q is unique in lying over p. We may clearly pass to a cover of S in proving
this and may therefore assume that f is generically Galois by [GM71, Lemma 2.2.6]. Let
q′ be a prime of S lying over p, i.e. q′ ∩ R = p. It suffices to prove q′ ⊂ q; see [AM69,
Corollary 5.9]. To this end, we use that q is a splitting prime ideal and the corresponding
definition; see [CS19, §2.3.2] for the definition. Thus, it suffices to prove that ϕ⊤(F e∗ q′) ⊂ n
for all ϕ ∈ CDe,R and all e ∈ N, as the right S-span of
{
ϕ⊤
∣∣ ϕ ∈ CDe,R} is f ∗CDe,R; see [CS19,
Remark 2.15]. We start off with the following claim.
Claim 4.7. TrS/R(q
′) ⊂ p.
Proof of claim. Notice that we have shown this for q in the proof of [CS19, Theorem C]; see
[CS19, Equation 5.1.2]. Now, we use the symmetry introduced by the Galois condition to
induce this property to the other (possible) primes lying over p. More concretely, we have
that Gal(L/K) acts transitively on the set of primes lying over p [The18, Lemma 09EA,
or Lemma 0BRI]—although we might have lost the faithfulness of the action due to the
32Notice the other two conditions are always satisfied. Namely, the S-linear map S −→ ωS/R, 1 7→ TrS/R,
is generically an isomorphism for L/K is separable. On the other hand, the condition TrS/R(n) ⊂ m holds
quite generally as in [CRST18, Lemma 2.10], [Spe19, Lemma 9]
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ramification. Therefore, if a prime is mapped into p by TrS/R then so are its Galois conjugates,
for
TrS/R(x) =
∑
σ∈Gal(L/K)
σ(x)
for all x ∈ L. K
With this being said, observe that, for all ϕ ∈ CDe,R, it follows that
TrS/R
(
ϕ⊤(F e∗ q
′)
)
= ϕ
(
F e∗ TrS/R(q
′)
) ⊂ ϕ(F e∗ p) ⊂ p,
where the last containment follows from p being the splitting prime of CDR . In other words,
ϕ⊤(F e∗ q
′) ⊂ Tr−1S/R(p) ( S (as TrS/R is surjective by Proposition 4.5). Since ϕ⊤(F e∗ q′) is an
S-module, it must be contained in n, which was to be shown.
To see that (Y,Q) is a purely F -regular pair, simply use [CS19, Theorem 6.12, Remark
6.15] and Remark 2.4. K
Proposition 4.8 (Cohomological tameness II, cf. [KS10]). Suppose that (X,D) is so that
(X,Pi) is a purely F -regular pair for all i = 1, . . . , k. The extension R ⊂ S is cohomologically
tame, i.e. TrS/R : S −→ R is surjective. In particular, k ⊂ l is separable and [l : k] divides
[L : K].
Proof. First of all, we notice that in proving TrS/R : S −→ R we may assume that L/K
is Galois. We argue by induction on k. The case k = 1 was treated in Proposition 4.5.
Our inductive hypothesis is to assume the result valid for D having at most k − 1 prime
components. Our first observation is that
(
Rpi , V (piRpi)
)
is a purely F -regular pair. Indeed,
since Rpi is a DVR this amounts to saying that it is an F -pure pair, which follows from
(X,Pi) being F -pure. Therefore, we may use Theorem 4.6 to conclude that there is only one
prime qi ⊂ S lying over pi. Denote by Qi = V (qi) the corresponding prime divisor on Y .
Since we are assuming the extension to be generically Galois, we may use Proposition 3.11
to say that d := [L : K] = ei · fi for all i = 1, . . . , k, where ei, fi denote, respectively, the
ramification and inertia indexes of Rpi −→ Sqi . Now, if p does not divide d then TrS/R is
surjective. Thus, we may assume that p does divide d, and further every fi as all the ei are
prime-to-p by tameness. Thus, we may apply the same argument as in Lemma 3.21. Indeed,
since q1 is the only prime lying over p1, its decomposition group is the whole Galois group
Gal(L/K). Hence, just as in Lemma 3.21, we have the following short exact sequence of
groups
1 −→ I1 −→ Gal(L/K) −→ Gal
(
κ(q1)/κ(p1)
) −→ 1,
where I1 is the inertia group. By the Galois correspondence, this means that we have a
factorization R ⊂ SI1 ⊂ S where R ⊂ SI1 is a Galois tamely ramified extension with respect
toD and Galois group Gal
(
κ(q1)/κ(p1)
)
. Moreover, SI1 ⊂ S is generically Galois with Galois
group Gal(L/LI1) = I1, and so has degree e1. In this manner, we are left with proving that
the trace of R ⊂ SI1 is surjective. Nevertheless, we have that R ⊂ SI1 is e´tale over p1, so
we may shrink X◦ to an open X◦◦ that excludes all the specializations of p1 in X
◦ where
g : Y/I1 := SpecS
I1 −→ X branches to say that g : g−1(X◦◦) −→ X◦◦ is tamely ramified with
respect to P2 + · · ·+ Pk.33 In this way, by the inductive hypothesis, the trace of g must be
surjective. K
33To be more precise, we are taking X◦◦ to be given by X◦◦ = X◦∩(Xr (P1∩B)) where B is the branching
locus of g, which is closed by [Mil80, I, Proposition 3.8]
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Remark 4.9. Consider the same setup of Proposition 4.8 and its proof. Letting E as in
Proposition 4.3, we see that E has exactly k prime components E = Q1 + · · · + Qk where
qi := S(−Qi) is the only prime ideal of S lying over pi = R(−Pi). However, it is unclear to
us whether or not the pairs (S,Qi) are purely F -regular. Nevertheless, by reasoning just as
in Theorem 4.6, we may conclude that p(S,E) is the only prime of S lying over p(R,D). It
is then natural to ask for conditions (if any) on the inclusion p1 + · · ·+ pk ⊂ p(R,D) (and
perhaps also on
∑
i∈I p1 ⊂ p(R,
∑
i∈I Pi) for all I ⊂ {1, . . . , k}) that may guarantee that
the pairs (S,Qi) are all purely F -regular.
Example 4.10. Let R and f be as in Example 2.10. Then, a direct consequence of
Theorem 4.6 establishes that if L is a finite separable extension of K—the fraction field
of R—then there is one and only one DVR of L lying over R(f) if: R ⊂ RL is tamely ram-
ified with respect to div f and R/f is strongly F -regular. We would like to point out that
this might not hold without assuming R/f is strongly F -regular (i.e. (R, div f) is purely
F -regular). Indeed, we may just consider the cusp Example 3.13. Nevertheless, in that
case, the singularities of R/f were not even F -pure. One might still wonder if F -purity of
R/f may suffice. To see this is not the case, we may get back to the Whitney’s umbrella
Example 3.15. Indeed; with notation as in Example 3.15, we specialize to R = kJx, y, zK with
k an algebraically closed field of odd characteristic. In [BST12, §4.3.3], it is shown that R/f
is F -pure yet not strongly F -regular. In fact, it is proven that p(R, div f) = (x, y) ) (f).34
Now, by considering R′ := R(x,y), then (R
′, f) provides a counterexample where R′/f is a
(non-normal) F -pure ring. The authors are unaware of a counterexample (R, f) where R/f
is both normal and F -pure.
Example 4.11. We observe that there are simple, interesting instances where the setup of
Proposition 4.8 occurs with k > 1, i.e. a multiple components pair (X,P1 + · · ·+ Pk) where
(X,Pi) are all of them purely F -regular pairs. For example, we may consider X = SpecR
with R as in either Example 2.13 or Example 2.15. Indeed, setting X = SpecR with R
as in Example 2.13, we may let q = (x, w) and Q = V (q) the corresponding prime divisor
on X . By symmetry on the variables, (X,Q) is a purely F -regular pair as well. Moreover,
one readily verifies that div x = P + Q. Furthermore, we may also consider p′ = (y, z),
q′ = (y, w), P ′ = V (p′), and Q′ = V (q′), which give purely F -regular pairs on X as well. In
fact, div xy = P+Q+P ′+Q′ = div zw. Thus, (X, div x) or (X, div xy) are example where the
aforementioned setup holds. Similarly, we may let X = SpecR with R as in Example 2.15.
Then, if we consider q := (x, y, z) with corresponding divisor Q, by the symmetry on the
variables, we have that (X,Q) is a purely F -regular pair as well. It is worth noting that
P +Q = div ux = div vy = divwz.35 Thus, (X, div ux) is another example.
4.2.2. Main Theorem. With Section 4.2.1 in place, we are ready to establish our main posi-
tive characteristic result. We make the following observation first however
Remark 4.12. An interesting, conceptual consequence of Proposition 4.3, Proposition 4.5,
and Theorem 4.6 is that we may think of the objects in the Galois category RevP (X◦) as
quintuples (S, n,l, L,Q) where Q is a prime divisor minimal center of F -purity, which cor-
responds to the only height-1 prime divisor lying over p; namely, the splitting prime of both
34In particular, (R/f, (x, y)/f) is a purely F -regular pair where R/f is not normal—this is the counterex-
ample Remark 2.6 is referring to.
35Indeed, one may verify that the ideal of R generated by u is the quotient of the ideal (u,∆1,∆2,∆1) =
(u, vx, wx,∆1) = (u, v, w) ∩ (u, x,∆1) of A, where the latter is a primary decomposition.
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f ∗CPR ⊂ CQS , say q. In particular, (S,Q) is a purely F -regular pair and, by applying [CS19,
Theorem C] (note that its assumptions are verified by Proposition 4.5), we have that
1 ≥ r(S,Q) = [κ(q) : κ(p)] · r(R,P ) > 0.
Hence, [κ(q) : κ(p)] ≤ 1/r(R,P ). In retrospective, we also see that Q happens to be the
divisor P ∗ = f ∗P − Ram in (4.3.1).
Theorem 4.13. Work in Setup 3.9 and suppose that (X,P ) is a purely F -regular pair. There
exists an exact sequence of topological groups
Zˆ(p) −→ πt,P1 (X◦) −→ G −→ 1
where G is a finite group of order at most min
{
1
/
r(R,P ), 1/s(R)
}
and prime-to-p. Fur-
thermore, if P is a torsion element of ClX with prime-to-p order, the homomorphism
Zˆ(p) −→ πt,P1 (X◦) is injective, so that we have a short exact sequence
1 −→ Zˆ(p) −→ πt,P1 (X◦) −→ G −→ 1.
If P is a nontorsion element, then the image of Zˆ(p) −→ πt,P1 (X◦) is trivial. In particular,
πt,P1 (X
◦) is finite.
Proof. Of course, this is a direct application of Theorem 3.20 and the results in Section 4.2.1,
cf. Remark 4.12. Indeed, property (a) holds by Theorem 4.6. For property (b), fix any e´tale
over P cover f : SpecS −→ SpecR in RevP (X◦) and use Remark 4.12. Now, we make use of
condition (a′) (cf. Lemma 3.21) to see that [κ(q) : κ(p)] = [L : K]. If f : Spec R˜ −→ SpecR
is the cover such that for any cover SpecS −→ Spec R˜ we must have [κ(q) : κ(p˜)] = 1, then
SpecS −→ Spec R˜ is finite birational and thus an isomorphism since R˜ is normal (for it is a
strongly F -regular domain).
It still remains to explain the statements regarding the order of G. To this end, recall that
G is realized as the Galois group of a universal e´tale-over-P cover X˜◦ −→ X◦. In particular,
its generic degree equals [κ(p˜) : κ(p)] which is bounded by both 1
/
r(R,P ) and 1/s(R) (for
the latter bound simply use [CRST18, Theorem 3.11]). We use [CRST18, Corollary 2.11],
cf. [Car17, Theorem F], to see why p cannot divide [K˜ : K]. K
Remark 4.14. In Theorem 4.13, if X◦ = Xreg, we may take G to be π
e´t
1 (Xreg). To see this,
simply apply Proposition 3.31 and Remark 3.30. Also note that by [Tay19, Corollary 1.2]
we have that min
{
1
/
r
(
R,P
)
, 1/s(R)
}
= 1/s(R) if P is prime-to-p torsion in ClX .
Corollary 4.15 (Purity of the branch locus for mild purely F -regular pairs). Let f : Y −→ X
be a finite cover that is e´tale in codimension 1. If there is a divisor ∆ on X such that (X,∆)
is purely F -regular and r(OX,x,∆) > 1/2 for all x ∈ X, then f is e´tale everywhere.
Proof. The proof is mutatis mutandis the same as in [CRST18, Corollary 3.3]. K
Remark 4.16. In light of [Tay19, Corollary 1.2], it is unclear whether there are cases where
Corollary 4.15 improves upon [CRST18, Corollary 3.3].
One potential candidate for such examples would be determinantal singularities. In [CR18,
Example 4.12], the first named author proved; based on [Cut95], that determinantal singu-
larities satisfy purity of the branch locus. For example, with notation as in Question 2.19, it
is known that the F -signature of C1,2 is 11/24 = 1/2 − 1/24; see [Sin05]. On the the other
hand, we have estimated that r(C1,2, P ) ≥ 1/6 in Example 2.15. Nonetheless, our methods
were not sufficient to prove (nor disprove) that r(C1,2, P ) > 1/2.
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As a direct corollary, we obtain that Abhyankar’s lemma hold for purely F -regular pairs
with pure ambient space.
Corollary 4.17. With the same setting as in Theorem 4.13, suppose that X is pure. Then,
the conclusion of Corollary 3.33 holds.
Example 4.18 (Determinantal singularities). With notation as in Question 2.19, let R be
a determinantal singularity with P a prime divisor generating ClR. We know that πe´t1 (X
◦)
is trivial for all Z by [CR18, Example 4.12]. Therefore, if (R,P ) is a purely F -regular pair;
see Question 2.19, then πt,P1 (X
◦) is trivial as well.
Question 4.19. Let (X, div f) be any of the examples in Example 4.11, or more generally
suppose that X is pure and div f = P1 + · · · + Pk is so that the pairs (X,Pi) are purely
F -regular. Does Abhyankar’s lemma hold for (X, div f)? See and compare to Question 3.34.
Example 4.20 (Graded hypersurfaces). With notation as in Example 2.11, suppose that A
is strongly F -regular. If n is prime-to-p, we claim that πt,P1 (Xreg) ∈ Ext
(
Z/nZ, Zˆ(p)
)
. Indeed,
by taking the corresponding degree-n cyclic cover, we find its universal e´tale-over-P cover.
Suppose that n is a power of p, so that R might be referred to as a Zariski hypersurface. In
this case, its e´tale-over-P universal cover is trivial; see [Mur67, Proposition 7.2.2]. Therefore,
all we can say is that there is a surjection Zˆ(p) ։ πt,P1 (X
◦). Determining the kernel of this
surjection may require obtaining an analog of [Mur67, Proposition 7.2.2] for the category
Rev
P (X◦).
5. Tame fundamental groups: Characteristic zero
The goal of this section is to prove the following.
Theorem 5.1. Let (X,∆) be a log canonical pair, dimX ≥ 2, x ∈ X be a closed point and
let Z ⊂ be closed of codimension ≥ 2. Denote by P the minimal LC center through x which
we assume to be a divisor. Write X◦ = SpecOshX,x¯ r Z and denote by ∆ and P the pullback
of ∆ and P to X◦, respectively. Then there is an exact sequence of topological groups
Zˆ −→ πt,P1 (X◦) −→ πe´t1 (X◦) −→ 1,
where πe´t1 (X
◦) is finite. Moreover, if P is a torsion element, then the sequence is also exact on
the left, i.e. Zˆ −→ πt,P1 (X◦) is injective. If P is nontorsion, then the image of Zˆ −→ πt,P1 (X◦)
is trivial. In particular, πt,P1 (X
◦) is then finite.
In order to prove Theorem 5.1, recall that we may work in Setup 2.20. Thus, according
to Theorem 3.20, it suffices to verify that both hypothesis (a) and (b) in Theorem 3.20 fold
for the PLT pair (R = OshX,x¯,∆). To this end, we have the following two propositions.
Proposition 5.2. Work in Setup 2.20. Then condition (a) in Theorem 3.20 holds.
We prove Proposition 5.2 in Section 5.1.
Proposition 5.3. Work in Setup 2.20. Then condition (b) in Theorem 3.20 holds.
We shall see that hypothesis (b) follows from minor modifications of the arguments in
[BGO17]; see Section 5.2 below. In particular, we prove hypothesis (b) by spreading out.
While a prove of hypothesis (a) is also possible via spreading out there is a direct proof in
characteristic zero which we give below. We are thankful to Karl Schwede for pointing out
this direct argument.
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5.1. Condition (a) in Theorem 3.20 in characteristic zero. We need some preparatory
lemmata.
We recall that an e´tale neighborhood of a geometric point x¯ −→ SpecR is an e´tale morphism
SpecR′ −→ SpecR making the diagram
SpecR′ // SpecR
x¯
99rrrrrrrrrrr
OO
commutative.
Lemma 5.4. Let R be normal domain and Rsh its strict henselization at a closed point
x ∈ SpecR. Let f : SpecS −→ SpecRsh be a finite dominant morphism. Then there exists a
connected e´tale neighborhood SpecR′ of x¯ and a cartesian square
(5.4.1) SpecS
f
//
g

SpecRsh
h

SpecS ′
f ′
// SpecR′
with f ′ finite. Furthermore, if p ⊂ R is a height-1 prime such that pRsh is prime, then
h(pRsh) is a height-1 prime of R and h−1(h(pRsh)) = pRsh. Finally, if R is local, then we
have that R′ is normal, and further, S ′ is normal if and only if S is normal.
Proof. Fix generators (a1, . . . , am) of p and write S = R
sh[b1, . . . , be]. As R
sh −→ S is finite,
there are monic polynomials fi ∈ Rsh[T ] with fi(bi) = 0. We denote the coefficients of these
fi by cij. Since R
sh is obtained as a filtered colimit of connected e´tale neighborhoods R −→ R′
of x¯, there is some R −→ R′ in the colimit system such that R′ contains all the ai and cij .
By construction, R −→ R′ is e´tale and setting S ′ = R′[b1, . . . , be] one readily checks that the
above diagram is a pullback square. In particular, f ′ is finite by construction.
Since the fibers of R −→ R′ are of dimension zero, h(pRsh) = pR′ is of height 1. Clearly,
h−1(h(pRsh)) = pRsh.
For the final assertion, note that R′ −→ Rsh is faithfully flat since mRsh is the maximal
ideal of Rsh. Since (5.4.1) is a pullback square, the same is true for S ′ −→ S. Thus S ′ is
normal if and only if S is and similarly for R′ and Rsh by [The18, Lemma 033G]. K
Remark 5.5. If R −→ Rsh is the strict henselization with respect to some maximal ideal m,
then given any ideal a ⊂ m such that R/a is normal the extension aRsh is prime. Indeed,
we may localize R at m and thus assume that R is a local ring. Then, the assertion follows
from Rsh ⊗ R/I = (R/I)sh for any ideal I ⊂ R ([The18, Lemma 05WS]) and the fact that
Ssh is a normal domain if and only if S is a normal domain ([The18, Lemma 033G]).
Lemma 5.6. Let g : Spec T −→ SpecR be a surjective e´tale morphism or a surjective pro-
e´tale morphism. Let f : SpecS −→ SpecR be a morphism. Consider the base change diagram
SpecS ⊗R T f
′
//
g′

Spec T
g

SpecS
f
// SpecR
The morphism f is tame with respect to D, if and only if f ′ is tame with respect to g−1(D).
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Proof. The “only if” implication follows from [GM71, Lemma 2.2.7].
For the converse, by [The18, Lemma 033C] and [The18, Lemma 033G], R is normal if and
only if T is normal. Likewise, S is normal if and only if T ⊗R S is normal. Thus, it makes
sense to talk about tame morphisms. The remaining assertion is a consequence of [GM71,
Proposition 2.2.9]. K
Proposition 5.7. Let (X,∆) be an affine PLT pair where ⌊∆⌋ = P is a prime divisor. If
g : Y −→ X is a tamely ramified cover over P , then (g−1(P ))
red
is a normal divisor
Proof. Write ∆ = P +∆1. By [Kol13, Corollary 2.43, (2.41.4)] the pair (Y,∆
′) is PLT, where
∆′ =
(
g−1(P )
)
red
+ g∗∆1, and
KX′ +∆
′ ∼Q g∗(KX +∆).
Note that ⌊g∗∆1⌋ = 0. Indeed, since (X,∆) is PLT, ∆1 and P have no components in
common. Since g is e´tale over X \ P the assertion follows.
In this way, we see that
(
g−1(P )
)
red
is a minimal LC center for some closed point y ∈ Y .
Hence, by [FG12, Theorem 7.2]
(
g−1(P )
)
red
is normal. K
Proof of Proposition 5.2. We use the notation of Setup 2.20 and write Rsh for OshX,x. Let
V −→ SpecRsh r Z be a cover in RevP (SpecRsh r Z). Denote the integral closure of Rsh
inside OV (V ) by S. Using Lemma 5.4, we obtain a cartesian square
SpecS
f
//
g

SpecRsh
h

SpecS ′
f ′
// SpecR′
with f ′ finite and R′ a connected e´tale neighborhood of x¯ −→ W ⊆ X , where W is some
Zariski open neighborhood of x ∈ X . As usual, we write p for the prime corresponding to our
fixed prime divisor P on X . As f is finite, S is also strictly henselian ([The18, Tag 04GH])
and S is the strict henselization of S ′ with respect to some ideal n lying over x.
Since R/p is normal as a minimal LC center (Theorem 2.23), we deduce from Remark 5.5
that pRsh is prime. Write p′ = h(pRsh). Using Lemma 5.4 again, we have that h−1(p′) = pRsh.
Note that f ′ is tamely ramified with respect to P ′ by Lemma 5.6.
Since SpecR′ is an e´tale neighborhood of x¯ −→ X , say ϕ : SpecR′ −→ X , we conclude that
(SpecR′, ϕ∗(∆)) is PLT with ⌊∆⌋ = P ′. Thus we can apply Proposition 5.7 to conclude that
Q′ =
(
f ′−1(P ′)
)
red
is normal. We denote the corresponding ideal by q′ and note that q′ ⊆ n.
Using Remark 5.5 we see that q := q′S is prime. In other words, there is only one prime in
S ′ lying over p′ and contained in n.
Assume now that a ∈ f−1(p). Then h(f(a)) = p′ and hence f ′(g(a)) = p′. In particular,
g(a) ∈ f ′−1(p′). But clearly, g(a) ⊆ n. Hence, a = q as desired. K
5.2. Condition (b) in Theorem 3.20 via spread-out. In the situation of Setup 2.20,
write Y = SpecOshX,x and Yreg for its regular locus. By Corollary 3.32 it suffices to show
that condition (b) of Theorem 3.20 holds for Yreg. To this end we use the result of [BGO17,
Theorem 1.1], where finiteness of π1(Y r {x}) is proved via reduction mod p. The proof of
[BGO17, Theorem 1.1] is a combination of Theorem 4.1, Proposition 5.1 and Proposition 6.4
in ibid. We can directly apply the latter two in our situation. The argument of Theorem 4.1
needs to be modified slightly. We record this below for completeness.
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We will use the following notation for spreading out: If R is a k-algebra, A ⊂ k a finitely
generated Z-algebra, then we will write RA for any fixed finite type A algebra whose base
changed generic fiber RA⊗A Frac(A)⊗Frac(A)k recovers R. If s ∈ SpecA is a point, then we
will write Rs for the corresponding fiber of RA. We will use similar notation for schemes.
Theorem 5.8. Let A be a finitely generated Z-algebra equipped with an embedding A −→ C.
Fix an affine finite type scheme XA over SpecA, a closed point xa ∈ XA and a closed subset
xa ∈ ZA ⊂ XA of codimension ≥ 2. Let us denote by X,Z and x the base changes to SpecC.
Let us furthermore assume that X is normal. Then there is a dense open V ⊂ SpecA such
that for every morphism Speck −→ V with k an algebraically closed field of characteristic p
there is a canonical isomorphism
π1(SpecO
sh
X,x r Z)
(p) ∼= π1(SpecOshXk,xk r Zk)(p),
where by abuse of notation we write Z for α−1(Z) where α : SpecOshX,x −→ SpecOX is the
canonical morphism and similarly for Zk.
Proof. Using resolution of singularities, we may choose a truncated proper hypercover f :
Y• −→ X indexed by • ∈ ∆op≤2 with Yi smooth and D• := f−1(Z)red ⊂ Y• giving an SNC
divisor at each level. Moreover, by first blowing up x and then Z, so that both are Cartier
divisors, we have that E• := f
−1(x)red ⊂ Y• also yields an SNC divisor at each level.
Denoting by I• the finite index set of components of D•, each D•,i is smooth over C and
proper over Z. Denoting by J• the subset of I• that yields the components of E•, we also
obtain that the E•,j are smooth and proper varieties over C. We write U• := Y• rD•. Let
Y•,ℓ −→ Y• be the ℓ-th root stack associated to the divisors in D• and let E•,ℓ −→ E• be its
pullback to E.
Now, we base change everything along α : SpecOshX,x −→ SpecOX adding a superscript sh
for base changes, e.g. U sh• := U• ×X SpecOshX,x. Then the appropriate pullback maps induce
equivalences
FE´t
(
SpecOshX,x r Z
) −→ lim
•∈∆≤2
FE´t
(
U sh•
)← lim colimℓ FE´t(Y sh•,ℓ ) −→ lim
•∈∆≤2
colimℓ FE´t(E•,ℓ)
∼= colimℓ lim
•∈∆≤2
FE´t(E•,ℓ).
From left to right, these equivalences are given by [BGO17, Lemma 2.1], [BGO17, Lemma
2.8 (2)], [BGO17, Lemma 2.2], and the isomorphism is due to the fact that filtered colimits
commute with finite limits.
Having made these minor changes, the rest of the argument now proceeds exactly as
[BGO17, Theorem 4.1]. K
Proof of Proposition 5.3. Let us write Y = SpecOshX,x. By Corollary 3.32 (and its proof), it
suffices to show that π1(Yreg) is finite. Using Proposition 2.21, we may perturb ∆ to ∆
′ so
that (X,∆′) is KLT.
The non-regular locus of Y is cut out by a radical ideal I and likewise the closed subset Z is
also given by some radical ideal J . Passing to a connected e´tale neighborhood f : SpecR′ −→
SpecR of x¯; where SpecR is some Zariski neighborhood of x, we may assume that I, J ⊂ R′.
Note that (SpecR′, f ∗∆′) is also KLT; see [Kol13, 2.14 (2)].
Spreading out over some finitely generated Z-algebra A and passing to closed fibers, we
obtain pairs (SpecR′s, f
∗∆′s) that are F -regular for all s in a dense open of SpecA (by [Tak04,
Corollary 3.4]). Note that, by Nullstellensatz applied to the Jacobson ring A, the residue
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field κ(s) are finite and thus the algebraic closure κ(s¯) is a separable extension. Hence,
(SpecR′s¯, f
∗∆′s¯) is also F -regular.
Write Ys¯ for the spectrum of a strict henselization of R
′
s¯ at xs¯ and Ws¯ for the closed subset
defined by Is¯. Applying [CRST18, Theorem 5.1] we deduce that π1(Ys¯ r Ws¯) ≤ 1/s(Ys¯).
Now we apply [BGO17, Proposition 6.4, Proposition 5.1] and Theorem 5.8 to conclude that
π1(Xreg) is finite. K
Proof of Theorem 5.1. Simply combine Proposition 5.2 with Proposition 5.3. K
Appendix A. Splitting primes under strict henselizations
The goal of this appendix is to show that taking the splitting prime commutes with strict
henselization. That is, if p(C) = p(R,C) ⊂ R is the splitting prime for some Cartier
algebra C acting on (R,m,k) and f : SpecRsh −→ SpecR is the strict henselization with
respect to m, then p(C)Rsh = p(f ∗C). To make sense of this we first need to explain the
notion f ∗C.
Lemma A.1. Let R be a noetherian ring. Consider a colimit over a directed system of
ring homomorphisms {fij : Si −→ Sj} of R-algebras, a Cartier algebra C on SpecR and a
C-module M . Assume that all of the morphisms fij and one structural map R −→ Si are
either
(a) finite,
(b) e´tale or
(c) smooth,
then D = colim g∗ijC exists and M = colim g
!
ijM is naturally a D-module, where we denote
by gij : SpecSj −→ SpecSj the map corresponding to fij.
Proof. If g : SpecS −→ SpecR, then by definition g∗C = C ⊗R S so that we obtain a
corresponding directed system of Cartier algebras (cf. [BS19, Proposition 5.3]). We thus
need to verify that the directed system of modules from which we construct M are Cartier
modules. This is true by [BS19, Theorem 5.5]. K
Lemma A.2. Let f : SpecS −→ SpecR be a surjective (essentially of finite type) e´tale
morphism of F -finite local rings. Then p(f ∗C) = p(C)S.
Proof. By [BS19, Theorem 6.5],36 R is F -regular if and only if S is F -regular. Similarly, by
[BS19, Proposition 5.13, Lemma 6.1], R is F -pure if and only if S is so. Therefore, we may
assume that both splitting primes are non-trivial.
Next, consider the following commutative diagram
SpecS
f
// SpecR
SpecS/p(C)S
f ′
//
OO
SpecR/p(C)
OO
By Lemma 2.8, R/p(C) is F -regular. Since f ′ is e´tale, we conclude that S/p(C)S is also F -
regular (note that since f is surjective the fiber is non-empty). Since the minimal primes of
36Since we are only dealing with Cartier modules that do not have non-minimal associated primes, we may
use test element theory in the sense of [Bli13, Theorem 3.11]—thus we may weaken the assumption that the
base is essentially of finite type over an F -finite field to F -finite.
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p(C) are also f ∗C-submodules (cf. [Sch10, Corollary 4.8]), we have that any minimal prime
of p(C)S is a maximal proper f ∗C-submodule. However, p(f ∗C) is unique and (since S is
F -pure) the maximal proper f ∗C-submodule. Thus, we conclude that there is only one prime
lying above p(C). Since R/p(C) is reduced and f ′ is e´tale, we have
√
p(C)S = p(C)S is
prime. Hence, it coincides with p(f ∗C). K
Proposition A.3. Let (R,m,k, K) be an F -finite normal local domain and C a Cartier
algebra acting on R. Denote by Rsh the strict henselization of (R,m) and by D the Rsh-
Cartier algebra obtained as a colimit over the corresponding system of e´tale algebras. Then
(R,C) is F -pure if and only if (Rsh,D) is F -pure. Moreover, if p(C) is the splitting prime
of (R,C) then p(C)Rsh = p(D), where p(D) is the splitting prime of (Rsh,D). Conversely,
we also have p(D) ∩ R = p(C).
Proof. Note that the strict henselization is obtained by a filtered colimit. By [The18,
Lemma 0032], we may even obtain it by a small filtered colimit. Moreover, having con-
structed Rsh via the usual direct limit of triples, we may a posteriori also obtain it as a
filtered colimit of a system of e´tale maps by viewing everything as embedded in Rsh. Using
Lemma A.1, we obtain D.
If (R,C) is F -pure, then also is (Rsh,D) as well as (S, ϕ∗C) for any (essentially) e´tale
morphism ϕ : SpecS −→ SpecR. Indeed, this follows from [BS19, Proposition 5.13] in the
latter case and the former case follows from the latter. Conversely, if (Rsh,D) is not F -pure,
say x /∈ D+Rsh, then we find a surjective e´tale morphism ϕ : SpecS −→ SpecR for which
x ∈ S. Thus S is not F -pure but then by faithful flatness R is also not F -pure (using [BS19,
Lemma 6.1]). In particular, if (R,C) or (Rsh,D) is not F -pure, then the statement about
splitting primes is trivially true.
We may assume from now on that both (R,C) and (Rsh,D) are F -pure. Let ϕ : SpecS −→
SpecR be an e´tale morphism occurring in the colimit and n ⊂ S a prime above m. As in
the proof of [The18, Lemma 04GN], we may assume that mS = n. Since Rsh is local
with maximal ideal mRsh, the map S −→ Rsh factors through the localization Sn. Thus,
ϕ′ : SpecSn −→ SpecR is an essentially e´tale surjective homomorphism.
We apply Lemma A.2 to conclude that the splitting prime p(ϕ′!C) of Sn is p(C)Sn. Next,
note that any homogeneous element of ϕ′!C is of the form κ⊗ sq with κ ∈ Ce, which acts on
x = r ⊗ t ∈ R ⊗R Sn as κ⊗ sq(r ⊗ t) = κ(r)⊗ st,
see [BS19, Theorem 5.5] and use the well-known isomorphism
F e∗R⊗R Sn −→ F e∗Sn, r ⊗ s 7→ rsq.
We now prove p(C)Rsh ⊂ p(D). If x ∈ p(C)Rsh and κ ∈ De, then there exists an
essentially e´tale morphism ϕ′ : SpecSn −→ SpecR as above such that x ∈ p(C)Sn = p(ϕ′!C)
and κ ∈ ϕ′!C. But then, since x ∈ p(ϕ′!C), we must have κ(x) ∈ n = mS ⊂ mRsh. Hence,
x ∈ p(D).
Conversely, let x ∈ p(D). Then, we find ϕ′ : SpecS −→ SpecR as above such that x ∈ S.
Since κ(x) ∈ mRsh for all κ ∈ D, we also have κ(x) ∈ mRsh ∩ S = n for all κ ∈ ϕ′!(C).
Hence, x ∈ p(ϕ′!C) = p(C)S ⊂ p(C)Rsh as desired.
We now prove that p(D) ∩ R = p(C). If x ∈ p(D) ∩ R, then for all κ ∈ D we must
have κ(x) ∈ mRsh and hence a fortiori κ(x) ∈ m for all κ ∈ C. Conversely, if x ∈ p(C) then
x ∈ p(C)Rsh = p(D) by the above. K
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