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Abstrakt
Tato diplomová práce se zabývá lokalizací, detekcí a rozpoznáním dopravních značek. Jsou
zde rozebírány možnosti výběru oblastí s pravděpodobným výskytem značek. Dále jsou
řešeny vlastnosti různých příznaků se zaměřením na příznaky založené na histogramu ori-
entovaných gradientů. Z možných klasifikátorů se práce zabývá především kaskádami klasi-
fikátorů typu support vector machines, které jsou použity ve výsledném systému. Součástí
zprávy je dále popis implementace systému a popis datových sad pro 5 typů dopravních zna-
ček. Systém je rozsáhle testován, výsledky testování jsou velmi dobré. Zpracováním téměř
9 hodin videozáznamu byly získány nové datové sady. Tyto sady zahrnují přibližně 13 500
obrazů.
Abstract
This master’s thesis deals with the localization, detection and recognition of traffic signs.
The possibilities of selection of areas with possible traffic signs occurrence are analysed.
The properties of different kinds of features used for traffic signs recognition are described
next. It focuses on the features based on histogram of oriented gradients. Some possible
classifiers are discussed, in the first place the cascade of support vector machines, which
are used in resulting system. A description of the system implementation and data sets
for 5 types of traffic signs is part of this thesis. Many experiments were accomplished with
created system. The results of the experiments are very good. New datasets were acquired
from approximately 9 hours of processed video sequences. There are about 13 500 images
in these datasets.
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Kapitola 1
Úvod
V dnešní době rozvoje automobilového průmyslu se pro řešení různých úloh spojených
s dopravou mnohem více uplatňují vestavěné systémy a počítače přímo v automobilech. Jed-
ním z velmi zajímavých problému je lokalizace, detekce a rozpoznávání dopravních značek.
Systém, který umí detekovat a rozpoznávat dopravní značky, je možné využít v několika
směrech.
Předně může takový systém sloužit pro upozornění řidiče na značky, ke kterým se blíží,
nebo zobrazovat typ značky, kterou právě minul. Další motivací pro výzkum a tvorbu
podobného systému může být jeho využití společně s některým navigačním systémem, kde
by bylo možné doplňovat mapové podklady informacemi o pozicích dopravních značek na
dané komunikaci, případně označovat silnice jako hlavní a vedlejší apod. Další zajímavá
aplikace systému pro detekci a rozpoznání dopravních značek je jeho využití v robotice
jako modul pro autonomní robotické vozidlo, které by informace o dopravních značkách
využívalo pro své řízení v běžném provozu.
Ve své diplomové práci se zabývám právě lokalizací, detekcí a rozpoznáváním různých
druhů dopravních značek. Tento problém byl předmětem výzkumu několika skupin vědců
z různých univerzit nebo institucí celého světa. Skupina vědců ze Standfordské univerzity
využívala pro řešení problému detekce a rozpoznání výstražných značek příznaky založené
na histogramech orientovaných gradientů a kaskády support vector machines [2]. Dále se
touto problematikou zabývala skupina z univerzity Ulsan v Koreji, která využívala výběr
oblastí s pravděpodobným výskytem značky na základě pravidel aplikovaných na hodnoty
pixelů obrazu [13]. Další zajímavá práce pochází od skupiny vědců z univerzity Alcana
v Madridu. V jejich práci je využita Houghova transformace pro výběr oblastí s výskytem
značek a neuronová síť pro jejich klasifikaci [7]. Ze zmíněných a dalších později citova-
ných prací ve své práci vycházím, avšak oproti uvedeným pracem se zabývám výhradně
dopravními značkami českými.
Diplomová práce má následující strukturu. Po úvodu následuje několik kapitol, ve kte-
rých se zabývám především teoretickými východisky práce. V druhé kapitole stručně uvádím
detekční a klasifikační úlohu, její charakteristiky a další základní pojmy.
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Třetí kapitola se zabývá výběrem oblastí obrazu, v nichž by se mohly vyskytnout do-
pravní značky, na základě významných vlastností značek, jako je jejich barva a tvar. Cílem
výběru oblastí je urychlení procesu detekce a klasifikace dopravních značek.
Čtvrtá kapitola je zaměřena na některé typy příznaků, kterými lze vypovídajícím způ-
sobem popsat značky, jejich vlastnosti, výhody a nevýhody. V této části je také vysvětlen
princip integrálního obrazu, který může výrazně urychlit proces získávání příznaků.
Pátá kapitola diskutuje metody detekce dopravních značek s využitím statistických
klasifikátorů. Jsou zde popsány často používané klasifikátory a jejich vlastnosti. Větší důraz
je kladen na klasifikaci pomocí support vector machines. V další části kapitoly se budu
zabývat výhodami a možnostmi trénování kaskády klasifikátorů. Poslední část kapitoly je
zaměřena na vlastnosti klasifikátorů z pohledu invariance vůči různým vlivům a dosažení
této vlastnosti metodou skenování pyramidy obrazů plovoucím oknem.
Šestá kapitola popisuje práci z algoritmického hlediska. Dává do souvislostí principy
uvedené v teoretické části práce a popisuje strukturu a implementaci systému. Zabývám
se zde popisem použitých knihoven, implementací různých metod výběru oblastí s prav-
děpodobným výskytem značek a také implementací vytvořených aplikací. Závěrečné části
kapitoly jsou zaměřeny na trénování kaskády klasifikátorů a implementaci různých metod
zpřesnění lokalizace dopravní značky.
Sedmá kapitola se soustřeďuje na experimenty, které jsem se systémem provedl. V první
části kapitoly jsou popsány datové sady, s nimiž jsem pracoval, a způsob jejich získání.
Další část kapitoly popisuje návrh experimentů a jejich cíle. V poslední části kapitoly jsou
uvedeny a rozebrány výsledky navržených experimentů.
Poslední kapitola hodnotí výsledky práce a je zde provedena rozvaha možností dalšího
vývoje systému.
Do diplomové práce byla převzata velká část teorie zpracované v rámci semestrálního
projektu. Jedná se především o kapitoly 2, 4 a 5. Zároveň byly využity a doplněny datové
sady nasbírané pro účely semestrálního projektu a existující implementace.
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Kapitola 2
Detekční a klasifikační úloha,
pojmy
V této kapitole se budu zabývat stručným uvedením základních pojmů, které budu využívat
ve zbytku práce. Cílem práce je detekce a klasifikace dopravních značek. Tento problém
spadá z velké části do třídy statistického rozpoznávání vzorů [12].
Statistické rozpoznávání vzorů je oblast strojového učení, která se zabývá dělením vstup-
ních dat do několika tříd, přičemž každá třída představuje množinu vzorů s podobnými vla-
stnostmi. V případě detekce a klasifikace dopravních značek reprezentují třídy jednotlivé
typy dopravních značek. Po sejmutí obrazu z kamery nebo fotoaparátu dochází k předzpra-
cování obrazu a následně k detekci dopravní značky.
Detekční úlohu lze řešit několika způsoby. V této práci se zabývám jedním z těchto
způsobů, a tím je využití skenování pyramidy obrazů posuvným oknem. Tato metoda je
více popsána v kapitole 5.4. Pokud je detekční úloha řešena zmíněnou metodou, je cha-
rakteristická tím, že vstup obvykle obsahuje velké množství negativních a relativně malé
množství hledaných (pozitivních) vzorků (viz obr. 2.1). V takovém případě je jedním ze
základních požadavků co nejnižší počet chybně detekovaných a rozpoznáných objektů.
Hledaný objekt popisujeme na základě informací, které ho co nejvíce odlišují od ostat-
ních tříd. Těmto informacím říkáme příznaky a obecně jich pro popis hledaného objektu
můžeme využít libovolné množství. Všechny příznaky poté sdružujeme do vektoru příznaků.
Snažíme se volit takové příznaky, které zajistí, že jednotlivé jimi popsané třídy se v pro-
storu příznaků vzájemně nepřekrývají. Této podmínky není vždy možné dosáhnout, takže
je nutné volit metody, které umí daný problém řešit.
Klasifikace dat do tříd (např. dvou u detekce objektu) může být prováděna různými
způsoby. Snažíme se popsat jednotlivé třídy pomocí pravidel nebo pomocí různých typů
modelů. Souhrnu takových pravidel, případně modelu, který data popisuje, se říká klasifi-
kátor. Klasifikátor je tedy funkce, která na základě získaných příznaků a dalších znalostí
určí zařazení daného objektu do odpovídající třídy (viz obr. 2.2). Pokud je klasifikátor re-
prezentován modelem, jenž je popsán svými parametry, jedná se o parametrický klasifikátor.
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Obrázek 2.1: Příklad detekční úlohy. Chceme detekovat jeden objekt (zelený rám). Každý
jiný výřez v obraze představuje negativní příklad (červené rámy a další).
x1
x2
xd
...
vstupní vektor 
příznaků f (x,k)1
f (x,k)2
f (x,k)m
porovnání
a rozhodnutí třída(x)
klasifikace vzorku
              x
Obrázek 2.2: Blokové schéma klasifikátoru. Na základě získaných příznaků x a další znalosti
k, která může být získána učením klasifikátoru, zařadíme vstupní vzorek do odpovídající
třídy. Zdroj [12].
Parametry takového klasifikátoru se obvykle určují na základě trénovací sady dat, která za-
hrnuje objekty všech klasifikovaných tříd. V případě detekce objektů se jedná o úlohu učení
s učitelem, protože u jednotlivých vzorků dat známe informaci o jejich třídě. Pro testová-
ní klasifikátorů využíváme datovou sadu disjunktní od trénovací, abychom zjistili, zda je
daný klasifikátor schopen generalizace pro neznámá data. Neparametrickými klasifikátory
a učením bez učitele se v této práci nebudu zabývat.
Klasifikátory můžeme dále rozdělit na diskriminativní a generativní. Diskriminativní
klasifikátory se snaží nalézt rozhodovací linii (obecně hyperrovinu) mezi daty jednotlivých
tříd v příznakovém prostoru. Na základě polohy vektoru příznaků vzhledem k rozhodovací
linii je určena příslušnost vzorku ke konkrétní třídě. Generativní klasifikátory si kladou za
cíl popsat rozdělení dat v prostoru. Jedná se především o snahu aproximovat rozdělení prav-
děpodobnosti jednotlivých tříd nějakým modelem. V této práci budu pracovat především
s modely diskriminativními.
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Kapitola 3
Výběr oblastí s pravděpodobným
výskytem značek
Tato kapitola je zaměřena na techniky zmenšení prohledávané oblasti obrazu tak, abychom
dosáhli vyšší rychlosti a zároveň brali v úvahu všechny oblasti, ve kterých se může vyskyt-
nout dopravní značka. Dále je zmenšením prohledávané oblasti obvykle dosaženo nižšího
počtu falešně pozitivních detekcí.
Dopravní značky mají z pohledu detekce objektů několik výhod. Jedná se především
o jejich přesně definovaný tvar a barvu, jež jsou v současné době dány zákonem o provozu na
pozemních komunikacích a příslušnými právními předpisy a normami. Dále se na značkách
mohou vyskytnout piktogramy zpřesňující jejich význam. Dopravní značky jiných států se
mohou v různých vlastnostech lišit, ale v této práci se budu zabývat pouze dopravními
značkami českými.
Význačné vlastnosti dopravních značek můžeme využít při výběru oblastí s pravděpo-
dobným výskytem značky. Alternativně je tento problém možné formulovat jako zamítnutí
oblastí s extrémně nízkou pravděpodobností výskytu značky.
Barvu reprezentujeme vždy pomocí některého barevného modelu. Vhodný výběr tohoto
modelu je jedním ze základních problémů metod využívajících informaci o barvě. Popis
jednotlivých modelů bude předmětem následující části této kapitoly.
Dalším krokem u metod využívajících barvu značek pro výběr oblastí s jejich prav-
děpodobným výskytem je určení podmínek definujících, že daný pixel obrazu bude patřit
do oblasti, která může obsahovat značku. Tyto podmínky jsou často definovány pomocí
jednoduchých pravidel, v nichž se vyskytují hodnoty barevných složek pixelu ve zvoleném
barevném modelu a nalezený nebo odhadnutý práh. Pravidla jsou následně aplikována na
všechny pixely vstupního obrazu a pixely představující oblasti s možným výskytem znač-
ky jsou nastaveny na hodnotu 1, ostatní pixely mají nulovou intenzitu. Vzniká tak binární
mapa oblastí výskytu značek, ze které jsou následně získány příslušné regiony. Existují však
i jiné metody, jak využít informaci o barvě k výběru oblastí s výskytem značek. Některé
z těchto metod budou popsány dále v této kapitole.
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Obrázek 3.1: RGB model – aditivní reprezentace barvy. Při využití tohoto modelu pro výběr
oblastí s pravděpodobným výskytem značky je třeba řešit některé problémy, především
silnou závislost reprezentace barvy na světelných podmínkách.
Výhodou metod využívajících tvaru dopravních značek je možnost jejich využití i v pří-
padě šedotónového vstupního obrazu, kde se informace o barvě značky z velké části ztrácí.
Tvar značky je určován obvykle s využitím nějakého hranového detektoru, jehož vstupem
často bývá právě šedotónový obraz. Na základě vzniklé hranové reprezentace je následně
tvar značky ověřen. K tomuto účelu může sloužit několik metod, z nichž jednu nastíním
v poslední části této kapitoly.
3.1 Používané barevné modely
Tato sekce se zaměřuje na různé barevné modely, které jsou využívané při úloze výběru
oblastí s pravděpodobným výskytem dopravních značek. Jedná se o modely, jež budou
využity v rámci metod popsaných v dalších částech kapitoly. Soustřeďuji se především na
výhody a nevýhody jednotlivých modelů.
Model RGB
Barevný model RGB je často využíván pro předzpracování obrazu a výběr oblastí s mož-
ným výskytem značek. Barva je v tomto modelu reprezentována aditivně třemi složkami,
každá z nich představuje podíl jedné základní barvy na výsledné barvě (viz obr. 3.1). Jedná
se o složky určující podíl červené, zelené a modré barvy. Tento model je používán pro
zobrazování informací na zařízeních, jako je monitor, LCD televize apod.
Mezi výhody tohoto modelu patří především jeho jednoduchost a skutečnost, že se jedná
o model, se kterým standardně pracuje většina knihoven pro práci s obrazem. Proto není
třeba žádného převodu, tudíž je práce s tímto modelem velmi rychlá.
Nevýhodou modelu RGB z pohledu využití pro výběr oblastí je především silná zá-
vislost reprezentace barvy na světelných podmínkách. Z tohoto důvodu se hodnoty pixelů
u snímků pořízených v různou denní dobu nebo za různého počasí mohou velmi lišit. Tato
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Obrázek 3.2: HSV model – kuželová reprezentace. Reprezentace podobná vnímání člověka.
Výhodou modelu je explicitní oddělení jasu barvy od informace o vlastní barvě.
vlastnost je způsobena hlavně tím, že barevný model RGB explicitně neodděluje informaci
o barvě a jejím jasu, takže vliv světelných podmínek není možné jednoduše potlačit. Nevý-
hodou z pohledu získávání příznaků na základě tohoto modelu je také silná korelace mezi
jednotlivými složkami barvy.
Jednou z možností, jak omezit vliv světelných podmínek při reprezentaci barvy v ba-
revném modelu RGB, je provést normalizaci barevných složek, čímž hodnoty těchto složek
převedeme do rozsahu 0..1. Normalizace se provádí např. podělením každé složky barvy
hodnotou největší ze složek, případně hodnotou 255.
Barevný model RGB je vhodný pro předzpracování obrazu za účelem nalezení oblastí
s pravděpodobným výskytem značek. Při vlastním procesu výběru oblastí je však třeba
brát ohled na nevýhody a omezení tohoto modelu.
Model HSV
Barevný model HSV (případně HSL) je dalším často využívaným modelem pro výběr oblastí
s pravděpodobným výskytem dopravních značek. Tento model je svou podstatou velmi
blízký člověku, protože popisuje barvu způsobem, který je založen na lidském vnímání
barvy. Barva je opět reprezentována třemi složkami. H představuje převládající barvu (tón
barvy). S popisuje sytost barvy a V reprezentuje jas barvy (viz obr. 3.2).
Základní výhodou tohoto modelu je oddělení informace o jasu barvy (složka V nebo L)
od informace o vlastní barvě (složky H a S). Díky této vlastnosti můžeme model HSV
aplikovat tak, že výběr oblastí bude odolný vůči změně světelných podmínek.
Nevýhodou modelu HSV je nutnost převodu obrazu z původního RGB modelu na HSV.
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Převod se provádí na základě rovnic (3.1) (zdroj [9]).
R,G,B ∈< 0..1 > MAX = max(R,G,B), MIN = min(R,G,B)
H =

(0 + G−BMAX−MIN × 60, pokud R = MAX
(2 + B−RMAX−MIN × 60, pokud G = MAX
(4 + R−GMAX−MIN × 60, pokud B = MAX
(3.1)
S = MAX−MINMAX
V = MAX
Z rovnic vyplývá, že převod z RGB modelu na model HSV není jednoduchá operace,
a je proto poměrně časové náročná.
Model IHSL
Barevný model IHSL je vylepšenou verzí modelu HSL (improved HSL) a byl navržen pány
Hanbury a Serra [3]. Je vytvořen tak, aby zamezil nevýhodám jiných barevných modelů,
které vznikly především pro účely počítačové grafiky. Model IHSL je zaměřen na využití
v oblasti zpracování obrazu [3].
Model IHLS je možné získat z RGB modelu na základě následujících rovnic.
Θ = cos−1
(
R− G2 − B2√
R2 +G2 +B2 −RG−RB −GB
)
H =
{
Θ, pokud B ≤ G
360−Θ, pokud B > G (3.2)
S = max(R,B,G)−min(R,G,B)
L = 0,212R+ 0,715G+ 0,072B
3.2 Pravidla s pevným prahem
Jedním z nejběžnějších způsobů nalézání regionů s pravděpodobným výskytem značek je
využití jednoduchých pravidel, která určují, zda barva pixelu odpovídá barvě některé hle-
dané značky. Problémem této metody je určení samotných pravidel tak, aby byla platná za
různých světelných nebo povětrnostních podmínek. S tímto požadavkem souvisí volba ba-
revného modelu, ve kterém je obraz reprezentován a pro který je nutné pravidla navrhnout.
Využití RGB modelu
Model RGB využili ve své práci Vavilin a Jo [13]. Autoři navrhli pravidlo, jehož splněním je
příslušný vstupní pixel označen jako červený. Slouží tedy především pro hledání oblastí se
zákazovými nebo výstražnými dopravními značkami. Podmínky, které musí vstupní pixel
splnit, jsou vyjádřeny vztahem (3.3).
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Obrázek 3.3: Zobrazení binárních map pixelů označených jako červené. Vlevo je originální
snímek, který není pořízen za ideálních světelných podmínek. Uprostřed je binární mapa
pro pravidlo s nenormalizovanými barevnými složkami RGB (rovnice (3.3)), značka zde není
zachycena. Vpravo je binární mapa pro pravidlo s normalizovanými barevnými složkami
RGB (rovnice (3.5)), značka je nalezena.
IRi,j > 50 and (I
R
i,j − IGi,j < 15) and (IRi,j − IBi,j > 15) (3.3)
V pravidle jsou použity přímo hodnoty jednotlivých barevných složek RGB modelu spo-
lečně s pevně definovanými prahy. Jak již bylo řečeno, model RGB je velmi citlivý na změnu
světelných podmínek, a proto využití takového typu pravidel může působit problémy. Špat-
ných výsledků pravděpodobně dosáhneme v případě, že jsou podmínky pravidla definovány
pro množinu snímků pořízených za určitých světelných podmínek a posuzujeme jimi snímek,
kde se tyto podmínky výrazně liší (např. sněží, je šero, nebo naopak velmi jasno a další.
Viz obr. 3.3).
Jednou z možností, jak řešit problémy tohoto typu pravidel se snímky pořízených v růz-
ných světelných podmínkách, je odhadovat prahy pro pravidla vždy na základě aktuálního
snímku a nějaké statistické míry. Můžeme využít například střední hodnotu jednotlivých
barevných složek všech pixelů v daném snímku. Nevýhodou tohoto přístupu je nutnost
průchodu celým obrazem před vlastní aplikací pravidla.
Další možnosti řešení tohoto problému byly již zmíněny v části zabývající se modelem
RGB (kapitola 3.1). Namísto využití přímo jednotlivých barevných složek RGB modelu je
možné pracovat s jejich normalizovanými hodnotami. Tímto způsobem postupovali také
Vavilin a Jo a vytvořili další pravidlo představované podmínkami z rovnice (3.5) [13], ve
které jsou jednotlivé vstupy pravidla získány normalizací původních barevných složek RGB
modelu na základě rovnic (3.4). Použití tohoto pravidla je opět vidět na obr. 3.3.
k =
255
max(IRi,j , I
G
i,j , I
B
i,j)
I˜Ri,j = I
R
i,j · k
I˜Gi,j = I
G
i,j · k
I˜Bi,j = I
B
i,j · k
(3.4)
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Obrázek 3.4: Vlevo původní snímek, vpravo šedotónový snímek barevné odchylky. Je vidět,
že červená barva byla zvýrazněna, ostatní barvy byly potlačeny.
(I˜Ri,j − I˜Gi,j > 10) and (I˜Ri,j − I˜Bi,j > 10) (3.5)
Vavilin a Jo využívali zmíněná pravidla společně s dalšími omezeními přímo pro hledání
kandidátů na značky. Fakt, že druhé pravidlo často nalézá oblasti, které kromě značky
zahrnují i velkou část jejího okolí, je pro ně z tohoto důvodu nevýhodou. Já však ve své
práci využívám metodu skenování oblastí posuvným oknem (více v kapitole 5.4), kde tato
vlastnost není překážkou, zvyšuje však časové nároky na zpracování jednoho snímku, zvlášť
pokud je jako prohledávaný region označen téměř celý snímek.
Využití HSV modelu
Pravidla pro zařazení pixelu do třídy představující nějakou značku je možné určovat i na
základě modelu HSV. Tento model byl využit v práci autorů Ishizuka a Hirai [9], kteří jej
využívali pro hledání kandidátů na zákazové značky.
Pixel v HSV modelu je označen jako červený v případě, že splňuje podmínky dané rovnicí
(3.6). Metoda si poradí se změnou světelných podmínek, podobně jako metoda založená na
normalizovaných složkách RGB modelu, oproti ní však tato metoda generuje menší regiony.
Nevýhodou je nutnost převodu modelu RGB na model HSV.
H ≥ 324◦ and H ≤ 28,8◦ and S > 0,2 and V > 0,1 (3.6)
3.3 Barevná odchylka
Zajímavou metodu pro hledání kandidátů na značky uvádí ve svěm článku Hu, Zhu a Chen [8].
Metodu budu aplikovat pouze na červené značky, i když ji autoři navrhli pro více typů zna-
ček.
Při hledání kandidátů vychází z toho, že červené značky mají v prostoru RGB modelu
přirozeně vyšší složku R než ostatní složky. Tuto vlastnost lze s výhodou využít po aplikaci
charakteristického operátoru na vstupní obraz. Operátor je zvolen tak, aby zvýrazňoval
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červenou barvu a utlumoval ostatní složky RGB modelu. Schéma operáturu znázorňuje
rovnice (3.7).
λR−G−B (3.7)
Hu, Zhu a Chen určili pomocí velkého množství experimentů vhodnou hodnotu kon-
stanty λ na číslo 1,6. Tudíž výsledný používaný operátor je představován vztahem (3.8).
1,6R−G−B (3.8)
Pomocí charakteristického operátoru je možné zjistit hodnotu tzv.
”
barevné odchylky“
(chromatic aberration), na základě níž budeme vybírat regiony s pravděpodobným výsky-
tem značek. Barevná odchylka se pro každý vstupní pixel počítá podle rovnice (3.9).
CA =

0, pokud 1,6R−G−B < 0
255, pokud 1,6R−G−B > 255
1,6R−G−B, jinak
(3.9)
Na základě šedotónového snímku barevné odchylky (viz obr. 3.4) je možné získat binární
mapu hledaných regionů. Z obrázku 3.4 a tvaru charakteristického operátoru je vidět, že
červená barva je ve snímku zesílena nerovnoměrně dle své intenzity. Toto zesílení je možné
pozorovat nezávisle na světelných podmínkách, za kterých byl snímek pořízen. Ostatní
barvy v obrázku, které představují pozadí dopravní značky, byly aplikací charakteristického
operátoru utlumeny.
Pro získání binární mapy popisující regiony červené barvy, kde je možný výskyt doprav-
ních značek, je třeba provést prahování snímku s barevnou odchylkou. Využití pevného
prahu není vhodné, protože bychom se připravili o výhodu plynoucí z faktu, že červená
barva (i nižší intenzity) bude ve snímku vždy zesílena oproti barvám okolí. Zesílení by však
nemuselo být dostačující, aby vyhovělo pevně zvolenému prahu.
Hu, Zhu a Chen využívají pro volbu prahu aplikovaného na snímek s barevnou odchylkou
Otsuova algoritmu.
Otsuův algoritmus
Princip Otsuova algoritmu (viz [8]) tkví v určení prahu, který rozdělí vstupní množinu
na základě jejího histogramu do dvou skupin. Cílem je nalezení takového prahu, aby byl
rozptyl v rámci jednotlivých skupin minimální a zároveň rozptyl mezi skupinami maximální.
Zaměřím se na popis Otsuova algoritmu z pohledu prahování šedotónového snímku.
Vycházíme z histogramu popisujícího četnosti jednotlivých úrovní šedi ve vstupním
snímku. Pixely jsou rozděleny prahem T na skupinu představující pozadí C0 (pixely spa-
dající do intevalu 〈0, T 〉) a skupinu představující hledanou třídu C1 (pixely spadající do
intevalu 〈T + 1,255〉). Pravděpodobnost výskytu dané úrovni šedi ni je možné získat z hod-
noty N představující sumu všech úrovní šedi ve snímku na základě rovnice (3.10).
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Pi =
ni
N
(3.10)
Pravděpodobnost výskytu tříd C0 a C1 je dána rovnicemi (3.11).
w0 =
T∑
i=0
Pi = w(T )
w1 =
255∑
i=T+1
Pi = 1− w0
(3.11)
Vážený průměr obou tříd je představován rovnicemi (3.12).
µ0 =
T∑
i=0
iPi
w0
µ1 =
255∑
i=T+1
iPi
w1
(3.12)
Celkový průměr vstupního šedotónového obrazu získáme z pravděpodobnosti výskytu
tříd a jejich vážených průměrů na základě rovnice (3.13).
µ = w0µ0 + w + 1µ1 (3.13)
Definujeme rozptyl mezi oblastmi C0 a C1, na základě něhož vybíráme práh pro praho-
vání, lze určit z rovnice (3.14).
σ2 = w0(µ0 − µ)2 + w1(µ1 − µ)2 = w0w1(µ1 − µ0)2 = [µw(T )− µ(T )]
2
w(T ) [1− w(T )] (3.14)
Práh je tedy zvolen na základě definovaného rozptylu a je vyjádřen rovnicí (3.15).
T = argmaxT [σ
2(T )] T ∈< 0,255 > (3.15)
Z algoritmu vyplývá, že je vždy nalezen práh, podle kterého je vstupní obraz praho-
ván. Tento fakt znamená, že hledání regionů s využitím Otsuova algoritmu může mít tu
nevýhodu, že jsou v některých případech nacházeny regiony, jež neobsahují červenou barvu.
Tato situace může nastat například, pokud vstupní obraz neobsahuje červenou barvu, ale
nachází se v něm pixely, které mají červenou složku RGB modelu na vysoké úrovni (např.
odstíny žluté) a dále pixely jiné barvy. V takovém případě je nalezen práh oddělující žluté
pixely od ostatních, a proto jsou nalezeny regiony žluté barvy.
Druhý problém spojený s využitím Otsuova algoritmu se projeví v případě, že pracujeme
se snímkem, v němž se vyskytuje jasnější červená barva než je barva přítomné značky (viz
obr. 3.5). V této situaci může dojít k tomu, že bude zvolen práh, který každý z odstínů
červené zařadí do jiné třídy a vybrán bude region s jasnější červenou barvou, který značku
neobsahuje.
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Obrázek 3.5: Vlevo původní snímek, značka je oproti okolí tmavá. Uprostřed je snímek
zachycující barevnou odchylku. Vpravo je snímek po prahování Otsuovým algoritmem.
Značka představující region nízké hodnoty barevné odchylky byla zařazena do třídy okolí.
3.4 Euklidovská vzdálenost vektorů v IHSL modelu
Model IHSL a model HSV použil ve své práci Fleyeh [3][4]. Nejdříve v článku z roku 2004
(viz [3]) využívá barevný model IHSL, tak jak byl představen v kapitole 3.1.
Vycházíme z normalizované střední hodnoty složky L modelu IHSL, která je vyjádřená
vztahy z rovnice (3.16), kde n a m představují rozměry vstupního obrazu.
mean =
1
mn
m−1∑
i=0
n−1∑
j=0
L(i, j)
Nmean =
mean
256
(3.16)
Na základě normalizované střední hodnody určíme práh ze vztahu (3.17).
T = e(−Nmean) (3.17)
Práh je využit pro zjištění, zda barva zpracovávaného pixelu odpovídá hledané barvě.
K tomuto účelu slouží prostá euklidovská vzdálenost dvou vektorů, z nichž jeden představuje
definovanou hledanou barvu a druhý reprezentuje barvu aktuálního pixelu (viz obr. 3.6).
Tuto vzdálenost zjistíme na základě rovnice (3.18). V této rovnici vystupuje hodnota satu-
race pro obě barvy v normalizované podobě, tedy spadá do intervalu 〈0,1〉. Tento fakt není
v článku uveden a byl zjištěn až v průběhu implementace.
d =
√
(S2 cosH2 − S1 cosH1)2 + (S2 sinH2 − S1 sinH1)2 (3.18)
Pixel je označen jako pixel hledané barvy v případě, že euklidovská vzdálenost jeho
barvy a barvy hledané je menší nebo rovna prahu.
Ve svém článku z roku 2005 [4] aplikuje Fleyeh stejnou metodu na prostor HSV. Práh
je určen metodou, která je zde popsána, avšak s využitím složky V modelu HSV namísto
složky L modelu IHSL. Před vlastním určením prahu a vzdálenosti vektorů představujících
hledanou a aktuální barvu je obraz předzpracován.
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Obrázek 3.6: Zobrazení prostoru barevných složek H a S. Hledaná i aktuální barva je re-
prezentována vektorem, jehož úhel určuje složka H a délku složka S. Pokud je euklidovská
vzdálenost vektorů menší nebo rovna definovanému prahu, je aktuální barva označena jako
shodná s hledanou. Zdroj [3].
Předzpracování obrazu probíhá před jeho převodem na model HSV, je tedy použit model
RGB. Obraz je rozdělen podle barevných složek na tři šedotónové snímky a na každý je
aplikován standardní algoritmus ekvalizace histogramu. Následně je využit algoritmus
”
color
constancy“. Cílem tohoto algoritmu je převést obraz na takovou reprezentaci, která bude
nezávislá na jasu, a tedy odolná vůči změně světelných podmínek.
Algoritmus pracuje s obrazem, jehož barevné složky jsou normalizovány do rozsahu 0..1.
Na obraz jsou aplikovány dvě operace. Nejdříve je provedena konvoluce s daným jádrem
a následně je nový obraz určen jako vážený průměr původního obrazu a výsledky konvoluce.
Tyto dva kroky jsou prováděny v cyklu. Největším problémem algoritmu je, že oba kroky
je třeba provádět ve velkém množství iterací, Fleyeh uvádí až 10 000 [4]. Z tohoto důvodu
je algoritmus velmi časově náročný.
3.5 Metody založené na tvaru značky
Tvar dopravní značky je dalším údajem odlišujícím dopravní značky od běžného okolí. Vyu-
žití tvaru značky pro pro výběr oblastí s pravděpodobným výskytem značek přináší několik
podstatných výhod. Hlavní výhodou je, že můžeme zanedbat informaci o barvě a pracovat
pouze s šedotónovým obrazem, což v kombinaci s vhodnou klasifikační metodou přináší
možnost detekovat a rozpoznávat značky v šedotónových obrazech. Další výhodou výběru
oblastí na základě tvaru značky je, že v případě vhodné aplikace dané metody ohraničují
nalezené regiony v obraze dopravní značky velmi těsně (ideálně by je měly kopírovat). Me-
toda tak poskytuje odolnost vůči změně měřítka a jejím výstupem jsou přímo kandidáti na
dopravní značky. Řešení detekční úlohy využívající tohoto principu je potenciálně výrazně
rychlejší než metody založené na skenování pyramidy měřítek posuvným oknem (více viz
kapitola 5.4).
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Jak bylo řečeno v úvodu kapitoly, metody založené na tvaru značky obvykle vychází
z hranové reprezentace obrazu. Pro tento úkol je nutné zvolit vhodný hranový detektor.
Autoři článku [7] využívají Cannyho hranový detektor, který má několik zajímavých vlast-
ností. Tento detektor používá při detekci hran prahování s hysterezí, kde jsou využity dva
prahy. Vhodnou volbou prahů, např. na základě histogramu vstupního snímku, se stává
tato metoda výběru oblastí odolná vůči změně světelných podmínek.
Hranová reprezentace obrazu je dále využita pro vyhledání oblastí s pravděpodobným
výskytem značek. V obrazu s detekovanými hranami je možné nalézt oblasti spojených
hran tzv.
”
kontury“. U každé kontury můžeme rozhodnout, zda se může jednat o dopravní
značku, či nikoli. Za tímto účelem je možné využít různých metod porovnávání šablon repre-
zentujících dopravní značky s nalezenými konturami. Další možností je využít skutečnosti,
že dopravní značky jsou objekty přesných geometrických tvarů, a aplikovat na hranovou
reprezentaci obrazu Houghovu transformaci.
Houghova transformace je metoda, která umožňuje detekci geometrických primitiv (např.
přímka nebo kružnice), a je vhodné ji provádět nad obrazem s detekovanými hranami. Tato
metoda převádí obraz z původního prostoru do parametrického prostoru, kde reprezen-
tuje všechna možná hledaná geometrická primitiva jednotlivými body tohoto prostoru. Na
základě lokálních maxim v parametrickém prostoru jsou určeny parametry nalezených ge-
ometrických primitiv v původním prostoru obrazu. Nevýhodou Houghovy transformace je
její velká výpočetní a časová složitost, a proto ji není vhodné provádět nad celým ob-
razem, ale je vhodné aplikovat ji jen na vybrané kontury. Fitrování kontur nevhodných
pro zpracování Houghovou transformací navrhli ve svém článku García-Garrido, Sotelo
a Martín-Gorostiza [7].
Houghova transformace je aplikována pouze na kontury, jejichž šířka a výška je při-
bližně stejná, a zároveň se jedná o kontury, které jsou téměř nebo zcela uzavřené. Zde se
také projevuje výhoda Cannyho detektoru hran, jenž zachovává oblasti spojených hran [7].
Výhodou provádění Houghovy transformace samostatně na jednotlivé kontury není pouze
snížení výpočetní složitosti, ale také skutečnost, že se detekovaná geometrická primitiva
omezují pouze na danou konturu a neprotínají se s primitivy detekovanými v jiných kon-
turách. Na základě detekce různých typů geometrických primitiv v dané kontuře označíme
oblast kontury jako možnou dopravní značku nebo ji vyloučíme z dalšího zpracování.
Abychom mohli určovat vlastnosti kontur, především jejich uzavřenost nebo otevřenost,
je vhodné je popsat takovým způsobem, který ověření těchto vlastností snadno umožní.
Jednou z možností je využít Freemanova řetězcového kódu pro popis tvaru.
Freemanův kód
Tento kód publikoval Herbert Freeman ve svém článku [6]. Podstatou Freemanova kódu
je rozdělení popisované kontury na segmenty, jež jsou následně popsány číselným kódem.
Kód segmentu je určen na základě úhlu, který daný segment svírá s osou x souřadného
systému. Uvažujeme úhly z intervalu 〈−pi, pi〉, který je rozdělen na osm intervalů. Číselný
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Obrázek 3.7: Vlevo zobrazení směrů a příslušných hodnot Freemanova kódu. Vpravo příklad
kontury s příslušným popisem Freemanovým kódem. Zdroj [1].
kód je složen z osmi číslic odpovídajících jednotlivým intervalům (směrům - viz obr. 3.7).
S Freemanovým kódem je možno provádět několik operací. Z pohledu filtrování kontur,
na které nechceme aplikovat Houghovu transformaci, jsou nejdůležitější operace redukce
cesty, určení uzavřenosti kontury, případně určení minimální vzdálenosti koncových bodů
neuzavřené kontury [6].
Redukce cesty je prováděna na základě tabulky uvedené v článku pana Freemana [6].
Segmenty s opačnou směrovou orientací (inverzní) mohou být nezávisle na pozici v kódu
odstraněny, dále jsou v tabulce uvedeny dvojice segmentů, které mohou být nahrazeny
některým jiným segmentem. Tyto dvě operace jsou v rámci redukce cesty prováděny tak
dlouho, dokud nezískáme neredukovatelný kód, případně dokud kód není zcela redukován.
Pokud je možné kód popisující danou konturu zcela redukovat, je daná kontura uza-
vřená. V opačném případě se jedná o otevřenou konturu a z neredukovatelné části kódu je
možné určit minimální vzdálenost koncového a počátečního bodu kontury. Pokud je tato
vzdálenost příliš velká, označíme danou konturu jako otevřenou a neprovádíme na ni Hou-
ghovu transformaci.
Podrobnější popis jednotlivých operací a tabulku s inverzními páry kódu a možnými
substitucemi dvojic segmentů za jiné segmenty zde neuvádím z důvodu problémů, které se
vyskytly při implementaci této metody (více v kapitole 6.4).
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Kapitola 4
Extrakce příznaků
V této kapitole se zaměřím na popis dopravních značek, jenž je vhodný pro jejich klasifi-
kaci. Z jednotlivých kandidátů na dopravní značky je nutné získat příznaky, které budou
využity jako vstup klasifikátoru. U extrakce příznaků z dopravních značek je vhodné využít
informace o jejich barvě a tvaru, jež je odlišují od okolí, podobně jako u výběru oblastí
s pravděpodobným výskytem značek .
Při popisu dopravních značek je třeba rozhodnout, jaké vzorky dopravních značek po-
važujeme za shodné (různé natočení, velikost atd.). Příznaky by měly být invariantní (ne-
závislé) na poloze značky v obraze, aby stejné typy značek nacházející se v různých místech
obrazu byly klasifikovány do stejné třídy. Dále je vhodné, aby příznaky popsaly stejným
způsobem značky různých měřítek, aby bylo dosaženo invariantnosti vůči rozměrům značky.
Této vlastnosti je však volbou příznaků obtížné dosáhnout a obvykle je tento problém řešen
na úrovni klasifikátoru. Nežádoucí však je, aby různě natočené značky byly klasifikovány do
stejné třídy, protože výrazné (např. o 180◦) natočení značky může změnit význam některých
typů značek nebo je takto vzniklá značka nevalidní (symbol již nepředstavuje platnou do-
pravní značku). Výjimku tvoří malé natočení v řádu několika stupňů, které nemění význam
značky. Takové vzorky chceme dále zařadit do stejné třídy jako nenatočené značky.
Mezi další podstatné vlastnosti příznaků patří odolnost vůči změně světelných podmí-
nek, šumu apod.
4.1 Využití informace o barvě značek
Jako příznaky popisující barvu můžeme využít přímo hodnoty složek zvolených barevných
modelů nebo intenzitu u šedotónového vstupu. S využitím tohoto typu příznaků se pojí
stejné problémy, jaké byly popsány v kapitole zabývající se výběrem oblastí s pravděpo-
dobným výskytem značek, v části popisující použité barevné modely (kap. 3.1). Z tohoto
důvodu je opět vhodné hodnoty složek barevných modelů normalizovat, jak se to provádí
např. v článku autorů García-Garrido a kol. [7]. Taková reprezentace je více odolná vůči
změně světelných podmínek.
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Obrázek 4.1: V levé části je znázorněno 14 sub-bloků. Pravá část zobrazuje 15 šablon
a rozdělení rozsahu 360◦ do binů histogramu. Všechny zobrazené údaje jsou využity při
extrakci příznaků na základě HOG. Zdroj [2].
Další možností, jak využít barevnou informaci o značce, je aplikovat na obraz jednoduché
filtry a jako příznaky využívat odezvy těchto filtrů. Příkladem mohou být Haarovy příznaky,
které byly úspěšně aplikovány při rozpoznání obličeje [14]. Jejich možnosti aplikace jsou
však široké a některé podoby těchto příznaků byly v různých pracích použity i pro detekci
dopravních značek. Výhodou těchto příznaků je jejich jednoduchost a rychlost výpočtu,
kterou umožňuje využití integrálního obrazu (viz sekce 4.2). Tyto příznaky jsou invariantní
vůči poloze značky v obraze.
4.2 Využití informace o tvaru značek
Tvar značky můžeme využít nejen při výběru oblastí s pravděpodobným výskytem značek,
ale také pří získávání příznaků pro klasifikaci dopravních značek. Každá značka má tvar
pravidelného geometrického objektu. Výhodou je, že tyto objekty se v takto pravidelném
tvaru obvykle ve scéně nevyskytují, což značky výrazně odlišuje od jejich okolí. Jak již bylo
řečeno dříve, při popisu tvaru objektu vycházíme obvykle z informace o hranách v obraze.
Histogramy orientovaných gradientů
Jednou z možností, jak popsat tvar dopravní značky, je využití příznaků založených na
histogramech orientovaných gradientů (HOG) [2].
HOG vzniká na základě informace o síle a směru gradientu hrany v každém bodu vstup-
ního obrazu. HOG je možné tvořit jak pro barevný, tak pro šedotónový obraz. Dále budu
v této práci uvažovat HOG pro barevný obraz, protože zapojení barvy do příznaků zvyšuje
informaci, kterou o značkách získáme. Při popisu získání příznaků založených na HOG budu
v této části práce uvažovat pouze červenou složku (v rovnicích označena dolním indexem
r) barevného modelu RGB, jenž je při extrakci příznaků použit.
Vektor gradientu hrany se skládá ze dvou složek, gradientu ve směru osy x a ve směru
osy y. Tyto složky lze zjistit konvolucí vstupního obrazu s jádry pro zvýraznění hran v daném
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směru (viz rovnice (4.1), kde operace násobení představuje konvoluci se vstupním obra-
zem). Na základě složek vektoru gradientu můžeme zjistit jeho sílu (rovnice (4.2)) a směr
(rovnice (4.3)).
Gx(x, y) = [−1 0 1] ∗ Ir(x, y)
Gy(x, y) = [−1 0 1]T ∗ Ir(x, y)
(4.1)
Gr(x, y) =
√
Grx(x, y)2 +Gry(x, y)2 (4.2)
θ(x, y) = tan−1(
Gry(x, y)
Grx(x, y)
) (4.3)
Celý rozsah 0..2pi směru gradientu rozdělíme na několik stejně velkých intervalů (viz obr. 4.1),
kde každý interval představuje jeden
”
bin“ histogramu. Každý bin histogramu je reprezen-
tován dvourozměrným polem o velikosti vstupního obrazu. Hodnota buňky pole je nulová
v případě, že úhel gradientu v daném bodě nespadá do intervalu daného binu, nebo je rovna
síle gradientu hrany v daném bodě původního obrazu (viz rovnice (4.4)).
Ψrk(x, y)
{
Grx(x, y), pokud θ(x, y) ∈ bink
0, jinak
(4.4)
Při extrakci příznaků založených na HOG se využívá tzv.
”
sub-bloků“ a
”
šablon“. Každý
region, ze kterého získáváme příznaky, je rozdělen na sub-bloky a každý takto získaný sub-
blok je dále dělen na šablony. Sub-bloky a šablony jsou znázorněny na obr. 4.1. Pokud
získáváme jeden příznak pro každý sub-blok, šablonu a bin histogramu, dostáváme tak pro
8 binů, 14 sub-bloků a 15 šablon celkem 1680 příznaků. Každý příznak se skládá ze tří čísel
pro jednotlivé barevné složky modelu RGB. Příznak pro červenou složku lze spočítat na
základě rovnice (4.5), kde indexy k, b, t představují čísla binu histogramu, bloku a šablony.
Ct představuje t-tou šablonu a Bb b-tý blok. Příznaky ostatních složek zjistíme záměnou
využívaných histogramů a sil gradientů pro červenou složku za hodnoty platné pro další
barevné složky obrazu.
Z rovnice (4.5) je patrné, že informace o barvě je do příznaků zavedena pouze v relativní
podobě, protože je normována přes aktuální blok. Díky této vlastnosti se dosahuje vyšší
odolnosti vůči změně světelných podmínek. Příznaky jsou invariantní vůči pozici zkouma-
ného výřezu v obraze. V rovnici je využívána operace sumy nad hodnotami jednotlivých
binů histogramu. Tato operace může výrazně zpomalit výpočty příznaků. Řešením tohoto
problému je využití integrálního obrazu, za pomocí kterého je možné reprezentovat biny
histogramu, a dosáhnout tak výpočtu jednotlivých příznaků v konstantním čase. Integrální
obraz bude více vysvětlen v následující části této kapitoly.
fr(k, b, t) =
∑
(x,y)∈Ct Ψrk(x, y)∑
(x,y)∈Bb(Gr(x, y) +Gg(x, y) +Gb(x, y))
(4.5)
Tento druh příznaků využívám ve svě práci.
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Obrázek 4.2: Metoda výpočtu sumy nad integrálním obrazem. Sumu regionu D je možné
spočítat jako D = 4 + 1 - 2 - 3. Podobně lze určit sumy ostatních regionů.
4.3 Integrální obraz
Integrální obraz je reprezentace obrazu, která umožňuje velmi rychlý výpočet sum hodnot
jednotlivých pixelů v daném barevném modelu nad definovanou obdélníkovou oblastí obra-
zu. Tento princip byl původně navržen pro využití při práci s mipmap texturami, ale širší
aplikace dostal především v oblasti počítačového vidění, kde byl využit pro rychlé získávání
příznaků pro detekci obličejů [14].
Hodnota integrálního obrazu pro pixel se souřadnicemi (x, y) je vyjádřena rovnicí (4.6).
Jedná se tedy o sumu hodnot jednotlivých pixelů v obdélníku definovaném počátkem sou-
řadné soustavy a daným bodem v původním obraze. Integrální obraz lze spočítat jedním
průchodem původním obrazem na základě vztahu (4.7), kde s(x, y) představuje sumu ho-
dnot pixelů v řádku obrazu.
S pomocí integrálního obrazu lze spočítat sumu hodnot pixelů v obdélníkovém výřezu
obrazu v konstantním čase, jak je znázorněno na obrázku 4.2. Sumu hodnot z libovolné
oblasti původního obrazu lze tedy spočítat při čtyřech čtení z paměti a třech operacích
sčítání (odčítání).
Výhody integrálního obrazu lze úspěšně využít při extrakci příznaků založených na
HOG, jak bylo uvedeno v kapitole 4.2.
integral(x, y) =
∑
x′≤x,y′≤′y
vstup(x
′
, y
′
) (4.6)
s(x, y) = s(x, y−1) + vstup(x, y), s(x,−1) = 0
integral(x, y) = integral(x, y − 1) + s(x, y), integral(−1, x) = 0
(4.7)
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Kapitola 5
Detekce dopravních značek
s využitím klasifikátorů
V této kapitole se věnuji statistickým klasifikátorům, které jsou často využívány k detekci
dopravních značek. Poté se více zaměřuji na klasifikátor support vector machines. V posled-
ních částech se zabývám výhodami a důvody pro využítí kaskád klasifikátorů a metodou
skenování obrazu posuvným oknem.
5.1 Používané typy klasifikátorů
Cílem klasifikátoru v úloze detekce dopravních značek je přiřadit ke každému svému vstupu
odpovídající třídu (jak bylo popsáno v kapitole 2). Výstupem klasifikátoru je tedy infor-
mace, zda vstupní výřez obrazu představuje konkrétní typ značky, případně tvrzení, že
vstup je prvkem okolí, nikoli dopravní značkou.
Možnosti volby klasifikátoru pro detekci dopravních značek jsou široké. Některé metody
mohou být méně vhodné než jiné, ale obecně je možné použít libovolný klasifikátor. Na
základě výsledků zjistíme, zda byla volba správná. Nyní stručně popíši některé nejčastější
typy používaných klasifikátorů.
Umělé neuronové sítě
Cílem umělých neuronových sítí je popsat matematickým modelem procesy probíhající
v lidském mozku. Neuronová síť je složena z jednotlivých neuronů, kde každý neuron má
schopnost lineárně rozdělit vstupní data na dvě třídy. Spojením více neuronů a různými
vazbami mezi nimi získáváme možnost pracovat s nelineárními daty a aproximovat složité
nelineární funkce.
Neuronová síť je složena z několika vrstev. Vstupní vrstva zajišťuje příjem vstupních
hodnot, v našem případě extrahovaných příznaků. Výstupní vrstva dává informaci o rozhod-
nutí sítě a v případě klasifikace do několika tříd obvykle obsahuje stejný počet neuronů jako
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je počet tříd. Neuron představující třídu, do které byl vstupní vzorek zařazen, je aktivován.
Aktivace neuronu obvykle představuje nastavení jeho výstupní hodnoty např. na +1.
V aplikaci detekce dopravních značek je využití neuronových sítí velmi časté. Klasická
dopředná neuronová síť je využita v práci autorů García-Garrido a kol. [7]. Další práce
využívají neuronové sítě s různými bázovými funkcemi (např. radiálními), různými meto-
dami trénování a různou architekturou. Nejčastěji je však využívána dopředná síť s lineární
bázovou funkcí trénovaná algoritmem backpropagation.
Adaboost
Dalším často využívaným algoritmem pro klasifikaci a detekci objektů je adaboost [14].
Adaboost je zkratkové slovo pro slovní spojení
”
adaptive boosting“. Podstatou algoritmu je
tvorba klasifikátoru založeného na lineární kombinaci jednodušších tzv.
”
slabých“ klasifiká-
torů. Výsledný klasifikátor však lineární není. Adaboost byl původně navržen pro klasifikaci
dat do dvou tříd, ale existují jeho modifikace, které umožňují klasifikaci do většího množství
tříd.
Adaboost využívá skládání slabých klasifikátorů s relativně velkou chybou do nového
klasifikátoru výrazně lepších vlastností. Slabý klasifikátor může být představován jednodu-
chým prahováním konkrétního příznaku, rozhodovacím stromem, perceptronem atd. Pod-
mínkou je, aby chyba slabého klasifikátoru byla menší než 0,5. V každém kroku algoritmu
je vybrán slabý klasifikátor, který nejlépe odděluje špatně klasifikovaná data, a je přidán
k výslednému klasifikátoru.
Adaboost byl úspěšně aplikován při detekci lidských obličejů a dále byl použit buď ve
své původní formě, nebo v některé modifikaci i pro detekci dopravních značek. Výhodou
tohoto algoritmu je poměrně snadná implementace a velká odolnost vůči přetrénování. Mezi
nevýhody patří především potřeba velkého množství trénovacích dat.
5.2 Support Vector Machines
Support vector machines (SVM) je klasifikátor, kterému se budu více věnovat, protože ho
využívám ve vlastní práci. SVM je v základní verzi diskriminativní klasifikátor, který dokáže
oddělit data dvou tříd, pokud jsou lineárně oddělitelná. Při studiu support vector machines
jsem vycházel především ze zdrojů [5] a [15]. Při trénování SVM se předpokládá trénovací
množina dat, ve které je každý vzorek označen svým štítkem y a patří buď do pozitivních
příkladů (+1) nebo do příkladů negativních (-1). Mezi těmito dvěma třídami hledá SVM
dělící hyperrovinu. Vlastností této hyperroviny je, že maximalizuje mezeru mezi jednotli-
vými shluky dat různých tříd. Tímto se liší od chování jednoho neuronu (perceptronu).
Každý datový prvek je správně klasifikován, pokud platí vztah (5.1), kde xi označuje
vstupní vektor (příznaků), yi je štítek tohoto vektoru, a jak již bylo řečeno yi ∈ {−1,1},
w je vektor vah definující dělící hyperrovinu a b je práh. Výraz w · xi představuje skalární
součin daných vektorů.
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Obrázek 5.1: Support vector machines hledá dělící hyperrovinu mezi datovými shluky tak,
že nejmenší vzdálenost obou shluků od této hyperroviny je maximalizována. Body ležící
v minimální vzdálenosti od hyperroviny tuto hyperrovinu definují a nazývají se support
vectors (body xk a xl). Inspirace v [5].
yi(w · xi + b) > 0 (5.1)
Hledání dělící hyperroviny vychází z konvexní obálky obou shluků lineárně oddělitelných
dat. Dělící rovina je kolmice půlící spojnici dvou nejbližších bodů jednotlivých konvexních
obálek daných tříd (viz obr. 5.1), čímž dochází k maximalizaci minimální vzdálenosti shluků
obou tříd od dělící linie.
Změnou měřítka w a b (např. násobením stejným kladným číslem) nedojde k poru-
šení podmínky (5.1), ale můžeme zvolit w a b tak, že platí vztah (5.2) [5]. Rovnosti ve
vztahu (5.2) je dosaženo v bodech s minimální vzdáleností od dělící hyperroviny (body xk
a xl na obr. 5.1), těchto bodů může být obecně více. Tyto body definují dělící rovinu a na-
zývají se support vectors. Vstupní vektory příznaků, které nejsou support vectors, nejsou
pro tvorbu dělící roviny podstatné. Tato vlastnost je výhodná v případě, že mezi počty
datových vzorků jednotlivých tříd je velký rozdíl.
yi(w · xi + b) ≥ 1 (5.2)
Součet vzdáleností bodů xk a xl od dělící hyperroviny je roven 2|w| . Při trénování SVM
chceme tuto vzdálenost maximalizovat. Maximalizace této vzdálenosti je možné dosáhnout
minimalizací výrazu 12w ·w a zároveň platí pro každý datový vzorek omezení vyplývající
z (5.2). Standardní postup při řešení tohoto optimalizačního problému je převod na du-
ální problém pomocí Lagrandova formalismu. Výsledná podoba nově získaného duálního
problému je reprezentována rovnicí (5.3), kde αi představuje Lagrangův násobitel. Tuto
rovnici uvádím pouze proto, že na ni bude odkazováno v dalším textu. Postupem získání
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této rovnice a jejím řešením se nebudu dále zabývat. Podrobnosti je možné nalézt v [15]
a [5]. Důležité je, že při řešení duálního problému bylo zjištěno, že body nepředstavující
support vectors se na výsledné dělící hyperrovině nepodílejí.
maximalizuj
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyjxi · xj
podminky αi ≥ 0,
N∑
i=1
αiyi = 0
(5.3)
Využití SVM u překrývajících se tříd
Zatím jsem se zabýval SVM využitelnými pro lineárně oddělitelná data dvou tříd. Často
však klasifikujeme data, která se částečně překrývají a nejsou lineárně oddělitelná.
yi(w · xi + b) ≥ 1− ξi (5.4)
Překryv datových tříd nám v danou chvíli nemusí vadit, ale chceme špatně klasifikované
vzorky při řešení zohlednit. V tomto případě zavádíme do řešení optimalizačního problému
SVM další proměnné tzv.
”
slack variables“ označované ξi, které oslabují vliv omezujících
podmínek, a platí, že ξi ≥ 0. Slack variables jsou rovny nule pro datové vzorky ležící
na správné straně dělící hyperroviny. Pro špatně klasifikované vzorky jsou slack variables
závislé na vzdálenosti daného vzorku od hranice dělící oblasti mezi daty, jež přísluší třídě
špatně klasifikovaného vzorku. Podmínka (5.2) je upravena na tvar (5.4). Optimalizační
problém se mění na tvar:
minimalizuj
1
2
w ·w + C
N∑
i=1
ξi
podminky yi(w · xi + b) ≥ 1− ξi,
ξi ≥ 0.
(5.5)
Nový optimalizační problém je opět řešen pomocí převodu na duální úlohu na základě
Lagrandova formalismu. Parametr C vyskytující se v rovnici nového optimalizačního pro-
blému se nazývá regularizační. Tento parametr ovlivňuje význam datových vzorků ležících
na špatné straně rozhodovací hyperroviny. Čím nižší je parametr C, tím menší je penalizace
špatně klasifikovaných vzorků. Pro C blížící se nekonečnu se dostáváme k původní podobě
SVM.
Parametr C bývá často odhadnut pomocí krosvalidace, kdy je vyzkoušen určitý rozsah
hodnot pro tento parametr a jsou natrénovány příslušné SVM. Často je pro trénování SVM
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využita jen určitá podmnožina trénovacích dat. Následně se používá parametr C, který
náleží k SVM s nejvyšší úspěšností.
Pokud je pro nás chybná klasifikace vzorku některé třídy více nežádoucí než stejný jev
u druhé třídy, můžeme parametr C určit pro pozitivní a negativní třídu zvlášť [11]. Nově
je tedy parametr C rozdělen na parametr C+ pro chybu u pozitivní třídy a C− pro chybu
u negativní třídy. Tímto způsobem se mění tvar minimalizovaného výrazu z optimalizačního
problému (5.5) na výraz (5.6). Tato možnost je při řešení detekční úlohy (např. detekci
dopravních značek) velmi užitečná.
1
2
w ·w + C+
N∑
i=1,yi=1
ξi + C−
N∑
i=1,yi=−1
ξi (5.6)
Využití SVM pro lineárně neseparovatelná data
Pro data, která v lineárním prostoru příznaků nejsou separovatelná a výsledek s oslabenými
omezujícími podmínkami (viz předchozí část této kapitoly) není postačující, používá SVM
jinou techniku. Jedná se o mapování dat z původního příznakového prostoru do prostoru
příznaků s vyšší dimenzí.
Mapování do prostoru příznaků s vyšší dimnezí je prováděno pomocí tzv. jader. V duální
úloze reprezentované rovnicí (5.3) se vyskytuje skalární součet datových vzorků reprezen-
tovaných vektory x. Tento skalární součin může být nahrazen funkcí K(xi,xj), která je
nazývána jádrem.
Jader existuje velké množství a je možné definovat vlastní podobu nového jádra. SVM,
které pracuje pouze se skalárním součinem vektorů, je někdy nazýváno SVM s lineárním
jádrem. Často používané je jádro založené na radiální bázové funkci (RBF), jež je defi-
nováno rovnicí (5.7). Parametr γ, který se v této funkci vyskytuje, je obvykle odhadován
krosvalidací společně s parametrem C.
K(xi,xj) = exp(−γ||xi − xi||2) (5.7)
Výslednou klasifikaci s přihlédnutím ke všem zmíněným technikám popisuje funkce,
která je vyjádřena rovnicí (5.8). Hodnoty Lagrandových násobitelů αi jsou nenulové pouze
pro hodnoty z trénovací množiny, jež představují support vectors, takže pouze tyto jsou
použity při výsledné klasifikaci.
f(x) = sign
(
N∑
i=1
(αiyiK(x,xi) + b)
)
(5.8)
5.3 Kaskády klasifikátorů
Klasifikátory, které byly zmíněné v předchozích částech této kapitoly, mají možnosti, jak kla-
sifikovat i lineárně neoddělitelná data. Jak již bylo zmíněno dříve v kapitole 2, detekční úloha
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Obrázek 5.2: Kaskády klasifikátorů dopravních značek. Pozitivní vzorky dat musí projít
celou kaskádou, negativní mohou být odmítnuty libovolným stupněm a přechází jako vstup
do další kaskády.
řešená metodou skenování posuvným oknem je charakteristická tím, že existuje velké množ-
ství datových vzorků, které nepatří do hledaných tříd, a poměrně malé množství vzorků, jež
chceme detekovat. Pokud bychom pro každou vstupní třídu trénovali některý ze zmíněných
klasifikátorů tak, aby docházelo k velmi malému množství chybných pozitivních detekcí při
zachování co nejvyšší úspěšnosti detekce, mohlo by se jednat o velmi složitý model. Apli-
kace takového modelu na několik stovek tisíc až miliónů kandidátů může být velmi časově
náročná. Toto je jeden z důvodů pro využití kaskád klasifikátorů.
Kaskáda klasifikátorů se skládá z několika stupňů, kde každý stupeň představuje jeden
klasický klasifikátor. Jednotlivé stupně mohou být představovány jednoduššími klasifiká-
tory, protože cílem jednotlivých stupňů klasifikátorů není odmítnout všechna data napatřící
do dané třídy. Cílem každého stupně je zachovat všechny pozitivní vzorky a odmítnout co
nejvíce vzorků negativních. Pozitivní vzorky prochází celou kaskádou a pokud nejsou odmít-
nuty ani jedním stupněm, jsou zařazeny do třídy, kterou kaskáda představuje (viz obr. 5.2).
Většina negativních vzorků je odmítnuta už po průchodu několika prvními stupni kaskády,
takže nedochází k vyhodnocení dalších stupňů a klasifikace takových vzorků je velmi rychlá.
Každý stupeň kaskády musí být trénován samostatně. Pozitivní sada zůstává zacho-
vána pro všechny stupně kaskády, ale vzorky negativní sady, které aktuální stupeň správně
klasifikoval, již nepoužíváme pro trénování stupně následujícícho. Toto je další výhoda pou-
žití kaskády klasifikátorů oproti jednomu velmi komplexnímu klasifikátoru. Každý stupeň
kaskády se soustředí na obtížnější data a nemusí již brát v úvahu celou negativní datovou
sadu, takže oddělení těchto dat od pozitivních vzorků je jednodušší. Data, která jsou kaská-
dou odmítnuta, mohou být použita jako vstup pro další kaskádu reprezentující jinou třídu
(např. dopravní značky viz obr. 5.2), takto je možné dosáhnout klasifikace do více tříd.
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Obrázek 5.3: Znázornění pyramidy měřítek vzniklé ze vstupního obrazu. Každou úroveň
pyramidy procházíme plovoucím oknem.
Kaskády klasifikátorů byly představeny při detekci lidských obličejů v článku autorů
Viola a Jones [14]. Dále je používají Chen, Chen a Gao [2], přičemž jsou jako jednotlivé
stupně kaskády použity support vector machines. Z této podoby kaskády vycházím ve své
práci, popíši tedy nyní způsob jejího trénování.
Kaskáda support vector machines
U této kaskády je každý stupeň tvořen jedním klasifikátorem typu support vector machi-
nes. Jsou zde použity příznaky založené na histogramech orientovaných gradientů, tak jak
byly představeny v kapitole 4.2. Těchto příznaků vzniká z každého vstupního obrazu (vý-
řezu) 1680. Některé z nich však nenesou užitečnou informaci, takže je třeba vybrat ty,
které odlišují konkrétní dopravní značku od ostatních značek a okolí. Výběr informativních
příznaků probíhá podobně jako u algoritmu adaboost (kapitola 5.1). Také zde kombinu-
jeme výsledný klasifikátor z původních slabých klasifikátorů. Jako slabé klasifikátory zde
vystupují SVM pro jednotlivé příznaky. Algoritmus trénování jednotlivých kaskád je možné
popsat v několika krocích:
1. Natrénuj SVM pro každý z 1680 příznaků na trénovací sadě dat.
2. Vyber několik jednoduchých klasifikátorů, které mají nejvyšší úspěšnost detekce a re-
lativně malé množství chybně klasifikovaných negativních vzorků (false alarm). Utvoř
všechny možné kombinace z příznaků odpovídajících jednotlivým vybraným klasifi-
kátorům.
3. Natrénuj modely pro všechny vytvořené kombinace příznaků.
4. Na základě validační sady vyber nejlepší model. Snahou je vybrat model, který
správně klasifikuje všechny pozitivní vzorky z trénovací i validační sady.
5. Nový model zařaď na konec aktuální kaskády.
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Obrázek 5.4: Vlevo snímek se všemi kandidáty nalezenými v daném obraze, promítnutými
do původního snímku. Vpravo obraz po výběru nejlepších kandidátů na základě maximální
odezvy klasifikátoru.
6. Vytvoř novou negativní sadu ze špatně klasifikovaných příkladů trénovací a validační
negativní sady.
7. Opakuj kroky 1 až 6, dokud nedosáhneš požadované úrovně chyby, případně jiné
ukončovací podmínky trénování.
V průběhu trénování kaskády je třeba upravovat parametry SVM tak, abychom dosáhli
co nejvyšší úspěšnosti detekce. Nejdříve je třeba se vyrovnat s nepoměrem počtu pozitivních
a negativních datových vzorků (negativních je z počátku výrazně více). U pozdějších stupňů
kaskády se poměr počtu prvků obrátí a opět je třeba upravit parametry modelu tak, aby
alespoň některé negativní vzorky odmítl a pokud možno všechny pozitivní ponechal.
5.4 Skenování obrazu, pyramida obrazů v různých měřítcích
V kapitole 4 jsem se zabýval mimo jiné i nezávislostí příznaků na poloze a velikosti objektu
v obraze. Zjistil jsem, že příznaky jsou většinou nezávislé na poloze v obraze, ale na velikosti
již obvykle závislé jsou. Abychom dosáhli celkové invariance klasifikace vůči měřítku a poloze
objektu v obraze, můžeme využít metody skenování obrazu v pyramidě různých měřítek.
Značka se může nacházet v libovolné pozici v obraze, a proto je nutné při lokalizaci
a klasifikaci značek otestovat všechny pozice, ve kterých se značka může vyskytnout. Ve-
likost dopravních značek může být opět proměnlivá a v jednom snímku se může nacházet
několik hledaných značek v různých velikostech (a na různých pozicích).
Proměnlivou velikost značek můžeme řešit tak, že budeme upravovat velikost vstupu
klasifikátoru v určitém sledu měřítek. Tento přístup je však neefektivní, protože obvykle
znamená vytvoření velké množiny klasifikátorů pro jednu třídu v různých měřítcích. Z to-
hoto důvodu se daný problém řeší tak, že vstupní obraz převedeme na pyramidu obrazů
v různých měřítcích. Obraz se zmenšuje v daném poměru (např. 1:0,9) tak dlouho, dokud je
výsledný zmenšený obraz větší nebo roven velikosti vstupu pro klasifikátor nebo extraktor
příznaků. Pyramidy měřítek nevytváříme pro celý obraz, ale pouze pro regiony, které jsme
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získaly výběrem oblastí s pravděpodobným výskytem značek (kapitola 3), čímž je dosaženo
vyšší rychlosti.
Pokud je pevně daná velikost obrazu (výřezu), ze kterého získáváme příznaky, nebo jako
příznaky využíváme přímo hodnoty pixelů daného barevného modelu z konkrétního výřezu,
můžeme využít metodu plovoucího (posuvného) okna. Oknem o velikosti vstupu (např. 24×
24 pixelů) klasifikátoru nebo extraktoru příznaků procházíme jednotlivá měřítka vzniklé
pyramidy a každý takto vzniklý výřez analyzujeme a zjišťujeme, zda se jedná o značku,
nebo nikoli (viz obr. 5.3). Pro dosažení větší rychlosti nemusíme plovoucí okno posouvat
s krokem 1 pixel, ale můžeme krok zvětšit. Toto zvětšení může však mít za následek snížení
úspěšnosti klasifikátoru.
Průchodem pyramidou měřítek získáváme několik kandidátů na značku. Tyto kandidáty
je třeba promítnout zpět do obrazu s původní velikostí a následně sloučit všechny překrý-
vající se kandidáty do jediného. Sloučení je možné provádět například tak, že vybereme
kandidáta s maximální odezvou od klasifikátoru (viz obr. 5.4).
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Kapitola 6
Implementace systému
V této kapitole se zaměřím na vlastní aplikace, které jsem vytvořil v rámci diplomové práce,
a implementaci metod, jež jsou v rámci těchto aplikací využívány. Nejdříve se budu krátce
věnovat použitým knihovnám a problémům, které se s některými z nich vyskytly. Dále
popíši některé detaily implementace metod výběru oblastí s pravděpodobným výskytem
dopravních značek. Další části této kapitoly jsou zaměřeny na vytvořené aplikace a proces
trénování kaskády klasifikátorů. V závěru kapitoly budu rozebírat implementaci metod pro
zpřesnění lokalizace dopravních značek.
Programovou část diplomové práce jsem vytvářel především pro platformu windows
ve vývojovém prostředí Visual Studio 2008. Brzy jsem však provedl několik úprav, takže
aplikace je nyní multiplatformní a je možné ji provozovat jak na systémech windows, tak
na různých distribucích systému GNU/Linux.
6.1 Použité knihovny
Při implementaci celého systému pro detekci, lokalizaci a rozpoznávání dopravních značek
jsem využíval několik existujících knihoven.
Knihovna OpenCV
Pro práci s obrazem a videem jsem využil knihovnu OpenCV, což je volně dostupná
knihovna zaměřená na algoritmy počítačového vidění. Součástí této knihovny jsou pokročilé
algoritmy zpracování obrazu, dále algoritmy pro detekci pohybu, sledování objektu v obraze
a jiné.
Nejdříve jsem využíval OpenCV verze 2.1. OpenCV od verze 2 poskytuje rozhraní ke
všem funkcím čistě z jazyka C++. Při implementaci aplikace zpracovávající video jsem se
však ve verzi 2.1 setkal s několika chybami v implementaci třídy VideoWriter. Předně se
jedná o velké úniky paměti, které vznikaly při ukládání jednotlivých snímků videa. Dále
docházelo k vyvolání výjimky při tvorbě video souboru využívajícího různé druhy kodeků,
i když tyto kodeky byly v počítači přítomny. Přechodem na verzi OpenCV 2.2 byly oba tyto
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problémy odstraněny. Při využití verze OpenCV 2.2 v systému Windows 7 64Bit a Visual
Studiu 2010, kde jsem systém také provozoval, jsem se setkal s pády programu při otevírání
videa. Problém byl vyřešen zapnutím inkrementálního linkování u knihovny opencv ffmpeg
a jejím překompilováním.
Z této knihovny jsem využil širokou škálu funkcí od konverze barevných prostorů po
prahování a hledání kontur. Hodně jsem pracoval s integrálním obrazem, který je počítán
pomocí prostředků této knihovny (funkce integral). Některé úkoly byly češeny bez využití
pokročilejších funkcí knihovny OpenCV. Jednalo se především o výpočet histogramu orien-
tovaných gradientů, kde nebyly použity funkce pro konvoluci (filter2D), ale byla provedena
konvoluce a výpočet síly a směru gradientu v jednom průchodu obrazem.
Knihovna SVMLight
Další knihovnou, kterou jsem využíval, je knihovna a soubor nástrojů SVMlight verze
6.02 [10] psaná v jazyce C. Jedná se o knihovnu a nástroje pro práci se support vector
machines. Tato knihovna je zaměřena především na efektivitu a rychlost zpracování. Sou-
částí SVMLight jsou nástroje pro trénování a testování SVM, jež jsem využil v rámci skriptů
pro trénování kaskády klasifikátorů. Dále jsem tuto knihovnu aplikoval při vlastní detekci
dopravních značek na základě natrénovaných modelů. V knihovně jsem však provedl několik
drobných úprav, které byly nutné především z důvodů konfliktu datových typů s typy vyu-
žívanými ve Visual C++ a dále proto, že některé techniky využité v této knihovně nebyly
přiliš korektní.
Knihovna TinyXML
Poslední knihovnou, jež široce používám, je knihovna TinyXML verze 2.6.1. Tato knihovna
zajišťuje parsování a práci s XML soubory. XML využívám v průběhu trénování kaskády,
dále pro uchovávání informací o natrénovaných modelech a anotaci datové sady. Konfigu-
rační soubory vytvořených aplikací jsou rovněž ukládány ve formátu XML.
6.2 Metody výběru oblastí s pravděpodobným výskytem zna-
ček
V této části kapitoly se budu zabývat implementací různých metod výběru oblastí s prav-
děpodobným výskytem dopravních značek.
Implementace všech metod je řešena třídou Selector, která poskytuje veřejnou metodu
SelectRegions, jejímž vstupem je mimo jiné prvek výčtového typu, který definuje typ použité
metody.
Implementace metod založených na použití definovaných pravidel, ať již v barevném
modelu (normalizovaného) RGB nebo HSV, není příliš zajímavá. Jedná se zde především
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o převod vstupního RGB modelu na požadovaný model, pokud je to nutné. Dále je vyhod-
noceno, zda každý pixel obrazu odpovídá definovanému pravidlu. Pokud ano, je daný pixel
označen jako pixel možné dopravní značky.
Pro implementaci metody založené na barevném modelu IHSL a euklidovské vzdále-
nosti dvou vektorů barev (viz kap. 3.4) bylo nutné implementovat převod do barevného
modelu IHSL. Pro zjištění vzdálenosti vektoru dané barvy od barvy referenční jsou využity
předpočítané části rovnice (3.18), aby byl výpočet urychlen. Vyzkoušel jsem i implementaci
algoritmu
”
Color constancy“, jeho časová náročnost je však velmi velká, a proto jej dále ve
své práci nepoužívám.
Při implementaci metody výběru oblastí s pravděpodobným výskytem značek využí-
vající barevné odchylky (viz kap. 3.3) nakonec nebylo nutné implementovat určení prahu
na základě Otsuova algoritmu. Metoda knihovny OpenCV threshold již v sobě obsahuje
možnost využití tohoto algoritmu.
Výstupem každé metody je binární obraz definující pixely možných regionů dopravní
značky (hodnota 255) a pixely okolí (hodnota 0). Binární obraz je možné dále zpracovávat,
například aplikací morfologické operace uzavření (složení dilatace a eroze), která zajistí
větší kompaktnost obrazu odstraněním malých
”
děr“, což může pomoci v případě, že je
značka překryta větvemi nebo podobnými objekty. Na základě binární mapy je provedeno
hledání kontur, jež implementuje metoda Selector::ExtractRegions pomocí funkce knihovny
OpenCV findContours. Kontury s velmi malým počtem bodů nejsou zpracovávány. Ná-
sledně je funkcí knihovny OpenCV boundingRect získán hraniční obdélník každé oblasti.
Oblasti, jejichž některý rozměr je menší než velikost posuvného okna, nejsou zpracová-
vány. Průběh výběru oblastí je možné sledovat odkomentováním direktivy preprocesoru
SHOW SEGMENTATION v souboru const.h.
Nalezené oblasti je možné volitelně rozšířit o definovanou část šířky regionu. Toto
rozšíření je vhodné z důvodu, že oblasti jsou nalézány na základě červené barvy, ale okraj
dopravních značek je často bílý. Klasifikátor se může rozhodovat také na základě bílého
okraje, proto není vhodné tento okraj nezahrnout do prohledávaného regionu.
Regiony, které jsou celou plochou obsaženy v některém jiném regionu, jsou odstraněny.
Dále jsem experimentoval s možnostmi sloučení překrývajích se regionů. Vyzkoušel jsem
metodu náhrady dvou protínajících se regionů jedinou oblastí, která pokrývá celou plochu
obou regionů. Tato metoda však vytváří velmi velké prohledávané oblasti. V nejhorším
případě využitím této metody může dojít k porytí celého obrazu na základě dvou úzkých
vzájemně kolmých regionů, proto jsem touto metodou již dále nezabýval.
Nejvíce problémů vznikalo v případě implementace metody založené na tvaru dopravní
značky s využitím Freemanova kódu pro jeho popis (viz kap. 3.5). Metoda byla tvořena na
základě článku autorů García-Garrido, Sotelo a Martín-Gorostiza [7], kde je stěžejní částí
určení otevřenosti, či uzavřenosti definovaných kontur na základě Freemanova kódu. Dále
je možné za pomoci tohoto kódu určit další vlastnosti využitelné pro hledání kandidátů
na dopravní značky. Nové funkce OpenCV určené pro rozhraní z jazyka C++ neumožňují
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získání popisu kontur na základě Freemanova kódu. Abych tento kód získal, bylo nutné
přejít k využití funkcí ponechaných z dřívějších verzí OpenCV. Funkce cvFindContours
umožňuje předáním konkrétního parametru získat popis kontur na základě Freemanova
kódu. Tento kód je následně možné číst s využitím struktury CvSeqReader a její inicializace
pomocí funkce cvStartReadSeq.
Z popisu příslušné pasáže z knihy zabývající se starší verzí knihovny OpenCV [1] a dále
z toho, že možnost získání Freemanova kódu již v nové verzi funkce findContours není, se
zdá, že Freemanův kód nebyl v knihovně OpenCV určen pro využití jejím uživatelem, ale
pouze pro vnitřní reprezentaci popisu kontur.
Vytvořil jsem třídu FreemanCodeSeq, která implementuje algoritmus redukce cesty
(viz [6]). Ukázalo se však, že při reprezentaci kontur Freemanovým kódem OpenCV ne-
zohledňuje otevřenost kontury. V případě, že je kontura otevřená, je Freemanovým kódem
popsána celá hranice kontury tak, že popis je ve výsledku uzavřený (otevřená kontura je
popsána jako uzavřená smyčka vnější hranice kontury a její vnitřní části). Z tohoto důvodu
je každá kontura určena jako uzavřená a filtrace kontur, na které nemá být aplikována Hou-
ghova transformace, již není na základě Freemanova kódu možná. Z důvodu problémů s kni-
hovnou OpenCV a kvůli tomu, že se mi uzavřenost kontury nepodařilo pomocí prostředků
OpenCV určit jiným způsobem, jsem zanechal implementace této metody a soustředil se
na jiné aspekty práce.
6.3 Vytvořené aplikace
V této kapitole se budu zabývat především vytvořenými aplikacemi, skripty a zajímavými
detaily jejich implementace.
Aplikační část práce je složena ze tří programů a sady skriptů v jazyce Python. Skripty
řeší hlavně úpravu a selekci datových sad využítých pro trénování a testování kaskád SVM.
Pro celou skupinu skriptů jsem vytvořil jednotné rozhraní, které poskytuje skript data-
Process.py. Pro anotaci datových sad jsem využil existujícího nástroje Image annotator.
Formát anotace, kterou tento nástroj tvoří, však nebyl pro mou práci přiliš vhodný. Proto
je skriptem sortSigns.py převeden na formát nový. Zároveň jsou tímto skriptem vybrány
snímky obsahující značky, s nimiž chci pracovat. Skript checkAnot.py kontroluje vzniklé ano-
tace a odstraňuje záznamy o neexistujících souborech, které mohly být odstraněny v rámci
kontroly datové sady.
Jedním z programů, jenž byl v rámci diplomové práce vytvořen, je program dataSelector.
Tato aplikace měla být používána pro výběr datové sady z videa. Na základě metody ba-
revné odchylky (viz kap. 3.3) jsou hledány regiony červené barvy. S využitím jednoduchých
pravidel, která kontrolují rozměry regionu a
”
bílou“ barvu uvnitř regionu, jsou vybíráni
možní kandidáti na značku. Tento program jsem však nakonec téměř nepoužil, protože
jsem datové sady pořizoval fotoaparátem.
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Program trainSigns
Program trainSigns zajišťuje práci s datovou sadou a následně poskytuje prostředky pro
tvorbu kaskády klasifikátorů v průběhu trénování. Implementaci tohoto programu zajišťuje
především třída TrainSigns.
Všechny značky patřící do trénovací nebo validační sady jsou vyříznuty podle anoto-
vaných pozic a zmenšeny s pomocí bilineární interpolace na velikost vstupu extraktoru
příznaků, což je 24 × 24 pixelů. Takto vzniklé výřezy jsou uloženy do jednoho obrazu,
aby byla manipulace s nimi jednodušší (viz obr. 7.1). Negativní datové sady jsou tvořeny
z množiny obrazů neobsahujících definované dopravní značky. Jeden prvek negativní datové
sady vzniká náhodným vyběrem výřezu vstupního obrazu, který je následně opět zmenšen
na velikost vstupu extraktoru příznaků (viz obr. 7.1). Do jednotlivých negativních datových
sad pro konkrétní značky jsou zároveň přidány všechny pozitivní příklady ostatních značek,
aby tak byly od sebe lépe odlišeny. Jednotlivé negativní datové sady jsou ukládány pro
každý stupeň všech kaskád zvlášť, a proto je možné se kdykoli vrátit k libovolnému stupni
a přetrénovat po něm následující stupně kaskády.
Další podstatnou funkcí programu trainSigns z pohledu úpravy datových sad je jeho
využití pro doplnění negativní datové sady o další špatně klasifikované vzorky. Tato funkce
je používána v průběhu trénování kaskád klasifikátorů (viz 6.4.
Sbírání vzorků pozitivní datové sady je velmi časově náročné a některé typy značek
se vyskytují výrazně méně než jiné. Abych zvětšil velikost pozitivních trénovacích sad pro
jednotlivé značky a vyvážil počet značek jednotlivých typů, které jsou využívané pro tréno-
vání kaskád klasifikátorů, vytvořil jsem metodu generování dalších prvků pozitivní datové
sady na základě již existujících anotovaných prvků. Toto generování zajišťuje opět pro-
gram trainSigns. Pro vygenerování dalšího prvku datové sady je použita existující anotace,
která je však mírně pozměněna. Změna je prováděna posunem souřadnice hraničních bodů
obdélníku označujícího anotaci o hodnotu z intervalu 〈−2,2〉 vzhledem k jejich původním
pozicím. Výřez je poté opět zmenšen bilineární interpolací na velikost okna, čímž vzniká
prvek odlišný od původního neposunutého, ale výsledný posun je díky velké velikosti pů-
vodního obrazu v úrovni sub-pixelů. Posunem jsou ovlivněny čtyři parametry původního
obdélníku (souřadnice x a y levého horního rohu, šířka a výška), kde každý může nabývat
jedné z pěti hodnot. Výsledný počet prvků, který je možné vygenerovat z původního prvku,
je tedy roven 625.
Výřezy pozitivní sady jsou ukládány v jedné řadě do jednoho souboru, protože se ne-
počítá s tím, že by jich bylo více než 1000. Negativní sada může však obsahovat několik
desítek i stovek tisíc vzorků, a proto ji již není možné ukládat v jedné řadě, ale je uklá-
dána v mřížce. Pro jednotné rozhraní a práci se soubory datových sad byla vytvořena
abstraktní třída DatasetHandler poskytující především veřejnou metodu LoadFile, která se
stará o nahrání datového souboru, a dále metodu Shift, jež vrátí aktuální prvek datového
souboru a posune se na další. Potomci třídy DatasetHandler, třída PositiveHandler a třída
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Obrázek 6.1: Horní řada zobrazuje výsledek po výběru kandidáta na základě odezvy po-
sledního stupně kaskády. Dolní řada zobrazuje lepší výsledek s použitím odezvy prvního
stupně kaskády.
NegativeHandler, poskytují implementaci závislou na konkrétním typu datového souboru.
Program trainSigns dále umožňuje výběr stupně kaskády z několika natrénovaných mo-
delů a uložení celé kaskády. Pro popis příznaků jednotlivých modelů kaskády je použit
soubor v jazyce XML.
Kromě trénování modelů pro účely detekce a klasifikace dopravních značek používám
také modely zaměřené na výběr nejlepšího kandidáta ze všech detekcí (viz kap. 6.5). Zde
jsou většinou aplikovány stejné metody jako při práci s modely pro klasifikaci značek, ale
odlišné chování je určeno hodnotou parametru dané metody. Tvorba negativní sady však
probíhá odlišným způsobem. Využívá se metody ShakeAnnotation, která již byla použita při
generování dalších prvků pozitivních datových sad. Zde se opět používá anotovaná pozitivní
sada, ale anotace je posunuta výrazně více. Posun anotace je určen na základě jejích rozměrů
procentuálním dílem. Zároveň je zaručeno, že bude proveden alespoň definovaný minimální
posun, pokud je to možné vzhledem k rozměrům celého obrazu. Běžně tedy nemůže dojít
k situaci, že by byl do negativní sady pro zpřesnění lokalizace zařazen neposunutý nebo
málo posunutý prvek.
Program locateSigns
Program locateSigns slouží pro detekci a klasifikaci dopravních značek v obraze a videu. Vy-
užívá především třídu Locator, jejíž metoda LocateSigns provádí vlastní detekci a lokalizaci
značek v obraze.
Obraz je nejdříve zmenšen na velikost 640× 480 pixelů nebo v odpovídajícím poměru.
Pokud je zvolena některá z metod výběru oblastí s pravděpodobným výskytem značek, je
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tato metoda aplikována na vstupní obraz. Každý zpracovávaný region nebo celý obraz, po-
kud regiony nejsou hledány, je postupně zmenšován ve zvoleném poměru, který lze nastavit
v konfiguračním souboru. Tímto vzniká z původního obrazu pyramida obrazů v různých
měřítcích. Každý stupeň této pyramidy je skenován posuvným oknem (viz kap. 5.4).
Z každého výřezu okna jsou získány příznaky načtených modelů a ty jsou vyhodno-
ceny klasifikátorem. Výsledkem je skupina kandidátů na značky, které se mohou překrývat.
Každou skupinu překrývajících se kandidátů nahrazuji jediným reprezentantem. Výběr re-
prezentanta je založen na různých metodách, ale v nejjednodušší podobě je volen na základě
největší odezvy od klasifikátoru.
Další funkcí programu je vyhodnocení výsledků klasifikátoru nad testovací sadou dat
a výpočet statistik nad touto sadou. Nad testovací sadou dat je možné také vyhodnotit
pouze samotné metody výběru oblastí s pravděpodobným výskytem dopravních značek
a získat statistiky popisující tyto metody.
Extrakci příznaků řeší třída FeaturesExtractor. Extrakce probíhá tak, jak byla popsána
v části 4.2. V jednom průchodu obrazem pro každou barevnou složku modelu RGB je pro-
vedena konvoluce obrazu s jádry detektorů hran ve směru osy x a osy y. Při průchodu
obrazem jsou podle rovnic (4.2) a (4.3) spočteny síla a směr gradientu a vytvořeny histo-
gramy orientovaných gradientů. V závěru předzpracování obrazu pro extrakci příznaků jsou
z jednotlivých binů histogramu a obrazu, který obsahuje síly gradientu, získány integrální
obrazy (viz kap. 4.2), jež umožňují získávání příznaků v konstantním čase. Příznaky jsou
následně počítány na základě rovnice (4.5). Vše spojené se získáním výsledných histogramů
orientovaných gradientů implementují metody extraktoru příznaků SetArea a ComputeHis-
tograms.
Pro vlastní extrakci příznaků z plovoucího okna slouží dvě metody třídy FeaturesEx-
tractor. První z nich je GetFeature, která získá příznak na základě zadaného binu, bloku
a šablony a vrátí ho jako instanci struktury Feature. Tato metoda je používána při získávání
příznaků během trénování modelu. Druhá metoda GetModelFeatures slouží pro získání pří-
znaků v průběhu vlastní detekce dopravních značek a vrací objekt třídy SVM FEATURE,
která je potomkem třídy (struktury) DOC pocházející z knihovny SVMlight a obsahuje
všechny příznaky pro definovaný model. Objekt třídy SVM FEATURE vytvářím sám,
abych předešel některým zbytečným výpočtům, jež provádí poskytnutá funkce z knihovny
SVMlight, neboť tato funkce uvažuje i nelineární jádra SVM.
V prvních verzích extraktoru příznaků jsem se setkal s problémem – extrakce trvala
neúnosně dlouhou dobu. S využitím profileru gprof jsem zjistil, že jsem neoptimálně využíval
možnosti
”
regionu zájmu“ (ROI) z knihovny OpenCV. Toto chování jsem upravil, čímž došlo
k několikanásobnému zrychlení extrakce.
Každá kaskáda klasifikátorů je zapouzdřena třídou Cascade. Kaskáda je popsána XML
souborem, který udává počet a umístění jednotlivých modelů a seznam příznaků, jež mo-
dely využívají. Třída Cascade umí tento soubor načíst. Je možné omezit, kolik stupňů
každé kaskády nebo jaká její čast bude načítána, což může být výhodné v případě, že
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chceme získat zajímavé snímky pro doplnění negativní sady pro další experimenty. Pro
načtení vlastních modelů je využita funkce knihovny SVMlight read model a zároveň jsou
spočítány váhy SVM a přidány k modelu pomocí funkce add weight vector to linear model.
Před vlastní klasifikací některého prvku je třeba provázat objekt třídy Cascade s objektem
třídy FeaturesExtractor, který zajišťuje extrakci příznaků. K tomuto účelu slouží metoda
SetFeatureExtractor.
Klasifikace je prováděna na základě odezvy kaskády na výřez plovoucího okna. Tato ode-
zva je získána metodouGetDistance třídy Cascade, která využívá funkci knihovny SVMlight
classify example linear. Nejdříve jsem jako výslednou odezvu pro každou kaskádu využíval
odezvu posledního článku kaskády, ale ukázalo se, že to není vhodný přístup. Poslední člá-
nek kaskády provádí klasifikaci na základě již velmi specifických dat, a proto jeho výsledky
nejsou ideální pro výběr nejlepšího kandidáta z překrývající se skupiny nalezených kandi-
dátů na značku. Poslední stupeň kaskády má tendenci vracet velkou odezvu pro výřezy, kde
se značka vyskytuje s velkým okolím, nebo kde se vyskytuje jen malá část značky. Při vý-
běru kandidátů na základě velikosti odezvy klasifikátoru pak byli vybráni kandidáti špatně
odpovídající celé značce. Vhodnější se ukázalo použít jako odezvu celé kaskády odezvu
jejího prvního stupně. Ilustrace problému je vidět na obrázku 6.1. Více se touto proble-
matikou budu zabývat v části popisu metod zpřesnění lokalizace (kap. 6.5) a také v rámci
experimentů.
Aplikace locateSigns umožňuje také zpracování videa s automatickou tvorbou anotace.
K tomuto účelu jsou využívány prostředky knihovny OpenCV a TinyXML. Zde jsem se
setkal s problémy v knihovně OpenCV verze 2.1, jak bylo popsáno v části používaných
knihoven, a proto jsem přešel na nejnovější verzi 2.2. Pokud je prováděno ukládání videa,
využívá se kodeku DivX, který musí být v počítači přítomen.
6.4 Trénování kaskády SVM
V této sekci se budu zabývat procesem tvorby kaskády klasifikátorů pro jednotlivé dopravní
značky. Tvorba kaskády probíhá na základě algoritmu popsaného v kapitole 5.3 s několika
úpravami.
Pro vytváření datových souborů pro trénování jednotlivých stupňů kaskády je využit
program trainSigns. Vlastní trénování modelu řeší program svm learn z toolkitu a knihovny
SVMlight. Určení parametru C (viz 5.2) pro každý z 1680 vzniklých modelů na základě
krosvalidace však není možné, protože se jedná o časově velmi náročný problém. Z tohoto
důvodu jsem ponechal standardní určení parametru C, tak jak ho odhaduje SVMLight.
Jedná se o průměr z hodnot x ·x−1, kde x je vstupní vzorek [10]. SVMLight dále umožňuje
definovat cenu jednotlivých druhů chyb – chyby typu false positive (chybné označení nega-
tivního prvku jako pozitivní) a false negative (označení pozitivního prvku jako negativní).
Možnosti penalizace těchto druhů chyb byly probírány v kapitole 5.2. Významnost jednot-
livých druhů chyb je určena na základě parametru ceny, který je vždy větší než 0. Cena
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větší než jedna penalizuje chybu typu false positive a cena menší než jedna penalizuje chybu
false negative. Cena pravděpodobně ovlivňuje rozdělení parametru C na C− a C+, protože
ve zdrojích SVMLight [10] je parametr ceny vysvětlen odkazem na [11] (viz 5.2). Bližší
vysvětlení se mi však nepodařilo nalézt.
Vyzkoušel jsem úspěšnost natrénovaných modelů při využítí lineárních SVM a SVM
s jádrem typu RBF (5.2). Ukázalo se, že lineární SVM poskytují dostatečně dobré výsledky.
Zůstal jsem u tohoto typu SVM, protože je jeho implementace například v hardware grafické
karty jednodušší.
Narozdíl od parametru C je nutné co nejlépe určit cenu jednotlivých typů chyb, aby
výsledné SVM poskytovalo co nejlepší výsledky. Určení vhodné ceny pro všech 1680 modelů
je opět velmi časově náročné, proto odhaduji cenu na základě 100 náhodně vybraných
modelů, které natrénuji s různými hodnotami ceny. Následně skriptem sample.py za pomoci
programu svm classify z toolkitu SVMlight vyhodnotím výsledky pro natrénovaný vzorek
dat a vybírám cenu, pro niž byly výsledky nejlepší na základě různých statistických metrik.
Jedná se o střední hodnotu, střední odchylku, medián, maximum a minimum z úspěšnosti
na pozitivních datech (recall), všech datech (accuracy) a součtu těchto hodnot.
Výběr nejúspěšnějších příznaků je prováděn skriptem features.py, který zároveň vy-
tváří záznam o všech kombinacích, které je možné na základě vybraných příznaků vytvořit.
Příznaky jsou vybírány na základě hodnoty accuracy a hodnoty recall. Vyšší význam má
hodnota recall, protože chceme, aby každý stupeň kaskády správně klasifikoval všechny po-
zitivní vzorky. Skript features.py však umožňuje obrátit význam hodnot accuracy a recall,
což je vhodné v případě, že velikost pozitivní datové sady je vyšší než velikost negativní
a velké procento pozitivních vzorků je správně klasifikováno všemi příznaky.
Po výběru nejinformativnějších příznaků je provedena tvorba příslušných modelů a jejich
natrénování pro různé hodnoty ceny. Výběr nejlepšího modelu, který bude zařazen jako nový
stupeň kaskády, probíhá na základě validační datové sady pro pozitivní vzorky. Snahou je
vybrat model, jenž neodmítne žádný vzorek z validační i trénovací pozitivní sady. Výběr
modelu je prováděn skriptem combination.py a validaci provádí program trainSigns.
Negativní datová sada pro další stupeň kaskády je tvořena špatně klasifikovanými vzorky
validační a trénovací negativní sady. Oproti algoritmu uvedeném v 5.3 doplňuji negativní
sadu o další náhodné špatně klasifikované vzorky.
Hlavním důvodem, proč se mi nepodařilo plně automatizovat proces trénování kaskády,
je skutečnost, že požadavky na vybrané příznaky se mění společně s klesající velikostí nega-
tivní datové sady. Zpočátku je třeba více penalizovat chyby typu false negative a zaměřovat
se na příznaky, které nejlépe klasifikují prvky pozitivní trénovací sady. Jakmile je poměr
velikostí pozitivní a negativní datové sady blízký jedné nebo je vychýlen ve prospěch po-
zitivní sady, je třeba spíše penalizovat chyby typu false positive. Příznaky již velmi dobře
určují prvky pozitivní sady, ale musíme vybírat ty, které oddělí co největší počet špatně
klasifikovaných negativních prvků.
Trénování všech skupin modelů je dobře paralelizovatelná úloha a její sekvenční pro-
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vádění je velmi časově náročné. Z tohoto důvodu jsem využil fakultní systém SGE, který
umožňuje spuštění velkého množství úloh paralelně na více počítačích. Pro tento systém
jsem vytvořil několik skriptů v jazyce Perl a Bash, které vychází ze skriptů, jež mi po-
skytl vedoucí práce. Jedná se o skripty svmSample.pl (trénování vzorku modelů pro učení
ceny), svmOne.pl (trénování jednotlivých slabých klasifikátorů), svmCombine.pl (trénování
výsledných modelů).
Trénování modelů pro účely zpřesnění lokalizace (viz následující část kapitoly) probíhá
obdobným způsobem.
Při testování modelů jsem zjistil, že některé značky jsou často detekovány jako značky
jiných typů. Negativní sady značek těchto jiných typů jsem doplnil o další výřezy z pozitivní
trénovací sady se značkami, za které byly často zaměňovány.
Vyzkoušel jsem několik metod práce s negativní datovou sadou. Testoval jsem modely
vytvářené s relativně malou negativní sadou (≈ 3000prvk) a také modely, jejichž trénování
začínalo s velmi velkou negativní sadou (≈ 100 000prvk). Modely s velkou negativní sadou
se ukázaly jako výhodnější z pohledu počtu stupňů kaskády nutných pro rozumnou přesnost
modelu, ale zároveň byl odhalen další problém. Jedná se o to, že jako support vectors bylo
vybíráno velmi velké množství prvků trénovací sady (i několik desítek tisíc), a vznikaly tak
velmi velké modely. Po detailním prozkoumání nástrojů poskytovaných v rámci knihovny
SVMLight jsem objevil možnost, která je označena pouze jako
”
odebrání nekonzistent-
ních trénovacích vzorků a přetrénování“. Tato heuristika je standardně vypnuta a po jejím
zapnutí bylo jako
”
nekonzistentní“ označeno velké množství původně vybraných support
vectors a výsledný model byl již složen řádově z několika desítek support vectors.
Možnost odebrání nekonzistentních vzorků není nikde v dokumentaci k SVMLight po-
psána, proto jsem musel prostudovat zdrojový kód knihovny. Jako nekonzistentní je označen
vzorek, který splňuje nerovnici (6.1), kde αi představuje Lagrangův násobitel prvku i, costi
je parametr získaný na základě rovnice (6.2) a epsilonα představuje konstantu definující
tolerovatelnou chybu Lagrangových násobitelů, tato konstanta je v knihovně SVMLight
nastavena na hodnotu 1−15.
Rovnice (6.2) je v mém případě složena z parametru C, tak jak byl popsán v kapitole 5.2
a celkové ceny cost (opět kapitola 5.2). V této rovnici se ve zdrojových kódech knihovny
SVMLight vyskytuje také proměnná definující cenu závislou na konkrétním vzorku. Mož-
nost zadání této ceny však není nikde v dokumentaci uvedena. I když s ní knihovna SVMLi-
ght pravděpodobně dokáže pracovat, nevyužívám ji, má tudíž implicitní hodnotu 1, která
nemění význam rovnice.
αi ≥ costi − epsilonα (6.1)
costi =
{
C ∗ cost, pokud i je prvkem pozitivni sady
C, pokud i je prvkem negativni sady
(6.2)
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Obrázek 6.2: Vlevo je vidět lokalizace na základě maximální odezvy klasifikátoru (první
stupeň kaskády). Vpravo je lokalizace upravená algoritmem pro zpřesnení lokalizace.
Obrázek 6.3: Na obrázku jsou znázorněny oblasti používané pro výpočet metriky F-measure,
rovnice (6.3).
Po výběru nekonzistentních vzorků je model přetrénován bez jejich využití. Tuto heuris-
tiku používám, dokud má trénovací negativní sada značnou velikost (více než 1000 prvků)
a zároveň mají natrénované modely přijatelnou úspěšnost. Poté již modely trénuji bez vy-
užití této heuristiky.
Systém je postaven tak, že je přídání dalšího modelu možné jednoduše natrénováním
další kaskády a doplněním údaje o modelu do konfiguračního souboru.
6.5 Zpřesnění lokalizace
Kvalita systému z pohledu úspěšnosti detekce a klasifikace bude ověřena experimenty, avšak
již v průběhu tvorby systému bylo zjištěno, že i v případě úspěšné detekce a klasifikace
vzniká problém s nepříliš přesnou lokalizací dopravní značky. V kapitole 6.3 jsem se stručně
zmínil o problému volby stupně kaskády, jehož výstup bude použit jako odezva celé kaskády.
První stupeň kaskády je trénován s velmi rozmanitou množinou dat, zatímco poslední stu-
peň kaskády je trénován na velmi specifických datech. Na základě vyzkoušení volby obou
těchto stupňů jako výstupu celé kaskády jsem začal používat stupeň první, protože výsledky
z pohledu lokalizace byly mnohem lepší (viz obr. 6.1). Tato vlastnost bude dále ověřena
experimenty.
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Obrázek 6.4: Znázornění procesu zpřesnění lokalizace značky na základě detekovaného regi-
onu s výskytem značky. Hrany detekce neprotínající dopravní značku jsou posunuty směrem
ke značce, oproti tomu hrany protínající značku jsou posunuty směrem ke hranici značky.
Ovšem i při volbě prvního stupně jako odezvy celé kaskády dochází v některých přípa-
dech k nepřesné lokalizaci dopravní značky (viz obr. 6.2). Z tohoto důvodu jsem implemen-
toval dvě metody umožňující zpřesnění lokalizace.
První metoda využívá dalšího modelu support vector machines, který je natrénován tak,
aby z množiny všech překrývajících se detekcí vybral nejlepšího kandidáta. Jako pozitivní
sada pro trénování tohoto modelu je použita stejná sada, jež byla využita pro trénování
kaskád modelů pro účely klasifikace a detekce značek. Negativní trénovací sada je tvořena na
základě anotované pozitivní sady a postup tvorby byl již popsán v kapitole 6.3. V případě
použití této metody není nejlepší kandidát vybírán čistě na základě maximální odezvy
klasifikátoru, ale všichni kandidáti jsou předáni na vstup nově vzniklému modelu a kandidát
s nejvyšší odezvou od tohoto modelu je vybrán jako reprezentant celé množiny kandidátů.
Druhá metoda zpřesnění lokalizace vychází z nalezených regionů s pravděpodobným
výskytem dopravních značek, je tedy použitelná pouze v případě, že je hledání těchto regi-
onů aktivní. Detekce značky je zpřesňována na základě binární mapy pixelů červené barvy.
Nejdříve jsou určeny meze možného posunutí hranic detekovaného regionu ve všech směrech.
Tyto meze jsou určeny na základě příslušných rozměrů detekované oblasti jako její procen-
tuální část. V případě, že jsou při zpřesnění lokalizace meze překročeny, provede se v daném
směru návrat k původní podobě detekce.
Samotné zpřesnění lokalizace je prováděno samostatně pro každou hranici regionu. Po-
kud se v prvním sloupci, resp. řádku (v případě zpřesnění svislé, resp. vodorovné hrany
detekce) nachází červený pixel, je hranice detekce posouvána směrem k hranici značky a je
hledán sloupec, resp. řádek s posledním výskytem červené barvy. V případě, že se v prv-
ním sloupci, resp. řádku červený pixel nevyskytuje, je prováděn posun hranice ve směru ke
značce, dokud není červený pixel detekován. Algoritmus je prováděn v cyklu a je ukončen,
pokud již nedojde k posunu žádné z hranic detekce. Hranice detekce, u které byl proveden
návrat k původní pozici, je považována za neposunutou. Princip algoritmu je znázorněn na
obrázku 6.4.
Přesnost detekce je měřena na základě metriky F-measure, která je definována rovnicí
(6.3). Složky precision a recall byly zmíněny již dříve a korektně je definují rovnice (6.4)
a (6.5). Složky těchto rovnic představují jednotlivé druhy možných chyb detekce, případně
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úspěšnou detekci. Pro případ výpočtu metriky F-measure za účelem ohodnocení přesnosti
lokalizace jsou složky rovnice znázorněné obrázkem 6.3.
F−measure = 2 · precision · recall
precision+ recall
(6.3)
precision = TruePositiveTruePositive+FalsePositive (6.4)
recall = TruePositiveTruePositive+FalseNegative (6.5)
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Kapitola 7
Experimenty
Tato kapitola je zaměřena na experimenty se systémem. Cílem experimentů je vyhodnotit
různé vlastnosti výsledného detektoru dopravních značek a nalézt taková nastavení systému,
která budou nejlepší z pohledu úspěšnosti detekce a rychlosti zpracování. V první části
kapitoly se budu zabývat datovými sadami, jež byly použity jak pro trénování a validaci
systému při jeho tvorbě, tak pro vyhodnocení experimentů. V další části kapitoly jsou
popsány návrhy experimentů společně s určením cíle každého z nich. Poslední část kapitoly
prezentuje a diskutuje výsledky experiumentů.
7.1 Datové sady
Tato kapitola popisuje datovou sadu, která byla rozdělena a využita pro trénování kaskád
SVM, validaci v průběhu trénování a také pro vyhodnocení navrhnutých experimentů.
Datová sada je složena z fotografií dopravních značek a pochází z několika různých
zdrojů. Část datové sady mi poskytl vedoucí práce. Tato část byla složena především ze
značek českých, řeckých a belgických. Zahraniční značky byly použity pouze v případě,
že se jejich tvar a barva shodují se značkami českými. Nejmenší část datové sady pochází
z fotografií volně se vyskytujících na internetu a největší část datové sady jsem získal osobně.
Fotografie pochází z různých míst České republiky. Rozlišení snímků značek je až na několik
málo výjimek svým rozměrem větší nebo rovno 640 × 480px. Celkem byly získány datové
Obrázek 7.1: Příklad výřezů pozitivních datových sad pro používané typy značek (vlevo)
a obecné negativní datové sady (vpravo).
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sady pro 5 typů dopravních značek.
U značky
”
nejvyšší rychlost“ byl problém sehnat dostatečné množství snímků různých
verzí této značky, proto není datová sada pro zmíněnou značku v tomto směru vyvážená.
Negativní datová sada představující okolí dopravních značek je reprezentována výřezy
obrazů, ve kterých se nevyskytují dopravní značky. Část těchto obrazů byla získána ručním
vyřezáním z fotografií, kde se vyskytovaly značky používané v pozitivní trénovací datové
sadě, čímž je do datové sady přidán kontext obrazů běžných ze silničního provozu a ulic.
Dále jsou zastoupeny fotografie stromů, dopravních světel, ale také fotografie nijak nesou-
visející s dopravou. V negativní datové sadě jsou také obsaženy části neúplných hledaných
dopravních značek, protože před tímto krokem byly části dopravních značek častěji dete-
kovány s vyšší odezvou než celé značky. Pro vytvoření negativní datové sady bylo použito
přibližně 2300 souborů.
Celá pozitivní sada byla rozdělena do tří množin (viz tab. 7.1), kdy jedna množina byla
použita pro trénování kaskád klasifikátorů – trénovací sada. Další část byla využita jako
validační sada v průběhu trénování (viz kapitola 6.4). Poslední část pozitivní datové sady
je využita pro vyhodnocení experimentů – testovací sada. Všechny tyto datové sady jsou
vzájemně disjunktní. Částí negativní trénovací sady každé značky jsou validační a pozitivní
trénovací sady ostatních typů značek z důvodu jejich lepšího rozlišení.
Pozitivní datová sada získaná od vedoucího práce již byla anotována pomocí nástroje
”
Image Annotator“, který je napsán v jazyce Java a jehož tvůrcem je Michal Vacek. Tento
nástroj jsem použil také pro anotaci zbylých prvků pozitivní datové sady. Formát anotace
je však upraven do intuitivnější podoby vlastním skiptem.
V rámci diplomové práce jsem pomocí vytvořené aplikace pro zpracování videa locate-
Signs zpracoval přibližně 9 hodin videozáznamu. Tento záznam z větší části vytvořil vedoucí
práce při jízdě autem. Část jsem vytvořil já pomocí videokamery při pěší cestě městem.
Výsledkem je přibližně 13 500 snímků s dopravními značkami všech uvedených typů, jež
jsou umístěny na přiložených DVD. Přesný výčet všech datových sad uvádí příloha D. Na
DVD je také umístěna datová sada pro značku
”
Hlavní pozemní komunikace“, která na-
konec nebyla zahrnuta do výsledného systému především z časových důvodů a z důvodů
obtížné adaptace některých metod výběru oblastí pro tuto značku.
Jak bylo zmíněno v kapitole zabývající se implementací aplikací, z existující datové
sady pro každou značku je možné generovat další vzorky na základě posunu anotace. Pro
trénování každé kaskády bylo použito 300 vzorků pozitivní sady, kde rozdíl mezi hodnotou
uvedenou pro příslušný typ značky a trénovací sadu v tabulce 7.1 a hodnotou 300 byl
vygenerován z existujících anotovaných značek.
Prvky pozitivní i negativní datové sady jsou ukládány ve formě výřezů. Všechny výřezy
negativní sady jsou uloženy v jednom souboru, podobně tak výřezy pozitivních a validačních
datových sad pro jednotlivé značky. Příklady prvků datových sad pro jednotlivé značky
a příklady negativní datové sady jsou zobrazeny na obrázku 7.1.
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Typ značky Počet značek Trénovací sada Validační sada Testovací sada
Dej přednost 378 233 80 65
Stop 353 238 50 65
Zákaz vjezdu 427 280 80 67
Jednosměrka 332 217 50 68
Nejvyšší rychlost 357 242 50 65
Tabulka 7.1: Tabulka udávající rozdělení pozitivních datových sad na trénovací, validační
a testovací sadu. U značek, kterých se podařilo nafotit více, je použita větší validační sada.
Názvy značek jsou uváděny pouze schematicky, nikoli celým českým názvem.
7.2 Návrh a cíle experimentů
V této části kapitoly provedu návrh experimentů. U každého experimentu bude popsán jeho
cíl. Pokud nebude u experimentu uvedeno jinak, bude vyhodnocován na celé testovací sadě
330 dopravních značek.
Experiment č.1 - Odolnost vůči světelným podmínkám, rozmazání snímku apod.
V tomto experimentu se budu snažit ověřit, zda je systém schopen detekovat značky i ve
snímcích, které jsou pořízeny za velmi špatných světelných podmínek, jsou rozmazány
apod. Není vytvořena datová sada čistě s těmito snímky, proto vyhledám příklady takových
snímků, na jejichž základě bude úspěšnost systému vyhodnocena.
Experiment č.2 - Zhodnocení úspěšnosti systému bez výběru oblastí s pravdě-
podobným výskytem značek
Tento experiment se bude zabývat úspěšností detekce dopravních značek pouze pro samotný
systém klasifikátorů bez výběru oblastí s pravděpodoným výskytem dopravních značek.
Výstupem tohoto testu bude ROC křivka charakterizující klasifikátor.
Experiment č.3 - Vliv změny kroku posuvného okna
V rámci tohoto experimentu vyhodnotím systém bez výběru oblastí s pravděpodobným
výskytem značek. Bude provedeno několik testů pro různé délky kroku posuvného okna.
Cílem experimentů je zjistit, jaký vliv má větši krok okna na celkovou úspěšnost klasifikace
a na její rychlost.
Experiment č.4 - Vliv změny poměru zmenšení mezi jednotlivými stupni pyra-
midy
Tento experiment má podobný cíl jako experiment č.3, systém však bude hodnocen se
zaměřením na změnu poměru zmenšení vstupního obrazu při tvorbě pyramidy snímků pro
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Obrázek 7.2: Ukázka problemu překrytí značky větvemi nebo podobnými objekty. Vlevo
vstupní obrázek. Uprostřed binární mapa červené barvy bez aplikace uzavření, značka roz-
dělena do několika regionů. Vpravo je obrázek po aplikaci operace uzavření s jediným na-
lezeným regionem obsahujícím značku. Nalezené regiony jsou rozšířeny.
skenování posuvným oknem.
Experiment č.5 - Vliv počtu kaskád na rychlost zpracování snímku
V tomto experimentu bude v rámci série testů vyhodnocena rychlost detekce a klasifikace
pro různý počet použitých kaskád (1 až 5 kaskád). Cílem experimentu je zjistit, jaký vliv má
počet kaskád na průměrnou dobu zpracování jednoho snímku. Experiment bude prováděn
na testovací sadě pro jeden typ značky (65 souborů).
Experiment č.6 - Vyhodnocení metod výběru oblastí
V rámci tohoto experimentu budou vyhodnoceny všechny implementované metody výběru
oblastí s pravděpodobným výskytem značek. Cílem experimentu bude zjistit parametry
těchto metod. Mezi tyto parametry patří např. údaj, jak často není značka zahrnuta v ně-
kterém regionu, velikost nalezených regionů, úspěšnost klasifikátoru při použití dané me-
tody a další. Na základě tohoto experimentu budou vybrány nejzajímavější metody výběru
oblastí. S těmito metodami budou probíhat některé další experimenty.
Experiment č.7 - Vliv uzavření na metody výběru oblastí
Při tvorbě a testování systému bylo zjištěno, že některé značky nejsou zahrnuty do vybra-
ných oblastí především proto, že jsou překryty nějakými objekty a binární mapa takové
značky není kompaktní útvar. Z tohoto důvodu je následně v rámci jedné značky nalezeno
více regionů, z nichž žádný neobsahuje celou značku (viz obr. 7.2). Abych tento problém
odstranil, aplikoval jsem na obraz s binární mapou červené barvy morfologickou operaci
uzavření. Cílem tohoto experimentu je vyhodnotit změněné parametry systému po aplikaci
této operace.
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Experiment č.8 - Systém s využitím metod výběru oblastí
Cílem tohoto experimentu bude porovnat systém bez výběru oblastí s pravděpodobným
výskytem dopravních značek se systémy využívající několik nejzajímavějších metod tohoto
výběru. Výsledkem experimentu bude porovnání ROC křivek samotného systému a systému
s vybranými metodami výběru oblastí.
Experiment č.9 - Úspěšnost lokalizace při aplikaci různých metod
Tento experiment bude zaměřen na vyhodnocení úspěšnosti lokalizace dopravní značky
při využití různých technik zpřesnění lokalizace. Součástí experimentu bude také zhodno-
cení využití prvního nebo posledního stupně kaskády jako odezvy celé kaskády. Dále bude
ověřena úspěšnost natrénovaných modelů pro účely zpřesnění lokalizace a algoritmu zpřes-
nění lokalizace na základě nejzajímavějších metod výběru oblastí s pravděpodobným výsky-
tem dopravních značek. Při měření přesnosti lokalizace budou uvažovány pouze správně
detekované a klasifikované vzorky.
Experiment č.10 - Porovnání s modely s velkým počtem SVM
V rámci tohoto systému budou porovnány modely s velkým množstvím SVM (bez využití
heuristiky pro výběr SVM, viz 6.4) a modely natrénované s využitím heuristiky, které
mají výrazně nižší velikost a jsou primárně používané. Cílem experimentu je zjistit, zda
se s využitím heuristiky nepojí nějaké výraznější omezení výsledných modelů nebo zda
původní velké modely nemají další nevýhody kromě zmíněné velikosti.
Experiment č.11 - Zhodnocení procesu zpracování videozáznamu
Tento experiment se bude zabývat prezentací faktů zjištěných o systému v průběhu zpraco-
vání velkého množství videozáznamu při tvorbě nových datových sad (viz kap. 7.1). Budou
zde uvedeny především zjištěné slabiny systému a jejich možné řešení.
7.3 Vyhodnocení experimentů
V této části kapitoly budou vyhodnoceny navržené experimenty. Pokud není uvedeno jinak,
je systém testován s krokem posuvného okna 1 pixel, poměrem zmenšení 1:0,9 a na celé
definované testovací sadě.
Experiment č.1 - Odolnost vůči světelným podmínkám, rozmazání snímku apod.
Cílem tohoto experimentu bylo zjistit chování systému při vstupech pořízených za špatných
podmínek. Na obr. 7.3 je vidět, že systém je schopen detekovat značky i za velmi špatných
světelných podmínek a při rozmazání. Samotný systém (bez výběru oblastí) detekuje značky
téměř vždy, pokud nejsou extrémně tmavé (viz spodní řada obr. 7.3) nebo focené přímo
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Obrázek 7.3: Ukázka systému pro některé špatné vstupní vzorky. Většina kaskád si dokáže
poradit se špatnými světelnými podmínkami a rozmazáním. Problémy obecně vznikají při
větším horizontálním natočení značky nebo v případě opravdu velmi tmavých snímků.
0,00
0,10
0,20
0,30
0,40
0,50
0,60
0,70
0,80
0,90
1,00
0 50 100 150 200 250 300
H
it
 r
at
e
Počet false alarmů
ROC
Obrázek 7.4: ROC křivka pro systém bez výběru oblastí. Systém zahrnuje všech 5 klasifi-
kátorů (kaskád). Červený bod znázorňuje hodnoty pro systém s neposunutým prahem.
proti slunci. Každá kasdáda se však svou odolností může lišit, protože se jedná o nezávislé
klasifikátory. Extrémně špatné světelné podmínky dělají problémy všem metodám výběru
oblastí. Je však zřejmé, že zvolené příznaky jsou odolné vůči změně světelných podmínek
a rozmazání. Vyhodnocení experimentu není exaktní, jedná se spíše o zjištění potenciálu
klasifikátorů s danými příznaky.
Experiment č.2 - Zhodnocení úspěšnosti systému bez výběru oblastí s pravdě-
podobným výskytem značek
V rámci tohoto experimentu byla provedena série testů systému bez výběru oblastí s prav-
děpodobným výskytem značky. Cílem bylo vygenerovat ROC (Receiver Operating Charac-
teristic) křivku pro celý systém.
ROC křivka se obvykle tvoří na základě sady experimentů, při kterých měníme některý
parametr modelu (nejčasteji práh). U kaskád klasifikátorů nelze tento přístup aplikovat
přímo, protože kaskáda je složena z velkého množství modelů. Rozhodl jsem se generovat
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Dej přednost Jednosměrka Rychlost Stop Zákaz Celý systém
Hit rate 1 0,97 0,95 1 0,98 0,98
Počet FA 53 22 17 21 19 132
Počet
stupňů kaskády
39 36 33 35 32 175
Tabulka 7.2: Tabulka uvádějící úspěšnost (Hit rate) a počet falešně pozitivních detekcí (FA)
pro jednotlivé kaskády a celý systém.
ROC křivku posouváním prahů všech modelů v kaskádě o zadanou část jejich absolutní
hodnoty. Prahy jsou posouvány vždy tak, aby se posun u každého modelu projevil stejným
způsobem, a to buď zpřísněním pravidel pro klasifikaci do dané třídy, nebo jejich uvolněním.
Zároveň na x-ové ose neuvádím False positive rate (podíl chybně klasifikovaných prvků),
ale přímo počet falešně pozitivních detekcí (false alarm, v tabulkách jen FA), protože False
positive rate je tomuto počtu přímo úměrná, avšak celkový počet všech testovaných nega-
tivních příkladů je řádově ve stovkách miliónů a hodnota False positive rate je velmi malé
číslo. ROC křivka je vidět na obr. 7.4.
V tabulce 7.2 dále uvádím hodnoty počtu false alarmů a úspěšnosti detekce pro jed-
notlivé kaskády. Na testovací sadě nejvíce false alarmů detekuje značka
”
dej přednost“, pro
zlepšení tohoto stavu by bylo možné doplnit negativní sadu o další prvky a přidat několik
dalších stupňů kaskády řešící problémové vzorky.
Experiment č.3 - Vliv změny kroku posuvného okna
Tento experiment měl za cíl zjistit, jaký vliv má na celý systém zvětšení kroku posuvného
okna. Výsledky experimentu jsou uvedeny v tabulce 7.3. Čas zpracování je měřen od místa
těsně před voláním metody LocateSigns po návrat z metody DrawSigns, která je volána
hned po metodě LocateSigns a zajišťuje vykreslení detekovaných značek do obrazu. Je
měřen systémový čas s přesností na milisekundy. Z tabulky 7.3 vyplývá, že zajímavý je pouze
přechod od kroku velikosti 1 na krok velikosti 2 pixely, kde dochází k více než trojnásobnému
zrychlení, ovšem za cenu téměř zdvojnásobení chyby detekce. Další velikosti kroku nejsou
zajímavé, protože zde dochází k prudkému růstu chyby detekce. Z důvodu růstu chyby
detekce není změna velikosti kroku okna vhodná. Větší krok se negativně projeví především
u velmi malých značek.
Experiment č.4 - Vliv změny poměru zmenšení mezi jednotlivými stupni pyra-
midy
V rámci tohoto experimentu bylo ověřováno chování systému, který při tvorbě pyramidy
snímků v různých měřítcích používá několik odlišných poměrů zmenšení předchozího stupně
pyramidy. Výsledky experimentu uvádí tabulka 7.4. Z výsledků je zajímavý především
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Krok 1 2 3 4 5 6 7 8
Chyba detekce 1,82% 3,34% 6,37% 15,16% 23,34% 36,07% 41,82% 52,73%
Počet FA 132 52 34 20 13 13 7 7
Čas zpracování / s 18,24 5,15 3,56 2,31 2,2 1,89 1,81 1,64
Tabulka 7.3: Tabulka uvádějící chybu detekce systému, počet falešných detekcí a rychlost
zpracování jednoho snímku v závislosti na velikosti kroku posuvného okna.
Krok 0,9 0,8 0,7 0,6 0,5 0,4 0,3 0,2
Chyba detekce 1,81% 1,51% 3,63% 9,69% 19,09% 27,87% 46,06% 65,15%
Počet FA 132 77 53 39 40 38 34 34
Čas zpracování / s 18,24 12,03 7,67 6,61 5,74 5,26 4,91 4,67
Tabulka 7.4: Tabulka uvádějící chybu detekce systému, počet falešných detekcí a rychlost
zpracování jednoho snímku v závislosti na poměru zmenšení jednotlivých stupňů pyramidy
snímků, které jsou skenovány posuvným oknem.
výstup pro poměr zmenšení 0,8, kde jsou parametry pro zvolenou testovací sadu lepší než
pro standardní poměr 0,9. Volba většího poměru zmenšení však může negativně ovlivnit
značky, které v aktuálním stupni pyramidy nejsou kvůli velké velikosti detekovány, ale
při větším poměru zmenšení již budou v následujícím stupni příliš malé, aby mohly být
detekovány. Volba menších poměrů změnšení než je 0,8 již není vzhledem k výraznému
růstu chyby vhodná.
Experiment č.5 - Vliv počtu kaskád na rychlost zpracování snímku
Cílem tohoto experimentu je zjistit závislost průměrné rychlosti zpracování jednoho snímku
na počtu uvažovaných kaskád (typů značek). Nebyla použita žádná metoda výběru oblastí
s pravděpodobným výskytem značek. Experiment byl vyhodnocen s datovou sadou pro
jednu značku (
”
dej přednost v jízdě“), což činí 65 souborů. Výsledek experimentu znázorňuje
graf na obr. 7.5. Z grafu je jasně patrná lineární závislost času nutného ke zpracování jednoho
snímku na počtu použitých modelů (kaskád). Je tedy jasné, že použitá metoda skenování
pyramidy obrazů v různých měřítcích posuvným oknem není vhodná pro velké množství
uvažovaných typů dopravních značek. Pokud bychom chtěli rozpoznávat větší množství
typů dopravních značek, bylo by vhodné nalézt a implementovat vhodnější metodu výběru
kandidátů na značky, jejímž výstupem by byli již přímo zmínění kandidáti. Tímto způsobem
by mohlo být možné dosáhnout zpracování videa v reálném čase. Metody výběru oblastí
s pravděpodobným výskytem značek neposkytují dostatečné urychlení, jak ukazují výsledky
následujícího experimentu.
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Obrázek 7.5: Graf závislosti průměrné doby zpracování jednoho snímku na počtu uvažova-
ných typů dopravních značek (kaskád).
Experiment č.6 - Vyhodnocení metod výběru oblastí
V rámci tohoto experimentu byly vyhodnoceny všechny implementované metody výběru
oblastí s pravděpodobným výskytem značek. Hodnoceny byly především z pohledu míry
zahrnutí všech dopravních značek v detekovaných regionech, rychlosti, průměrné velikosti
zpracovávaných regionů a úspěšnosti detekce v případě využití dané metody společně s mo-
delem. Výsledky experimentu jsou shrnuty v tabulce 7.5.
Z výsledků vyplývá několik faktů. Metoda využívající barevný model IHSL a euklidov-
skou vzdálenost vektorů barev vykazuje nejhorší výsledky. Ty jsou však pravděpodobně
způsobeny nevhodnou volbou referenční barvy. Systém z pohledu volby barvy nebyl testo-
ván příliš obsáhle, protože se jedná o časově náročný úkol. Je možné, že s jinou referenční
barvou by daná metoda vykazovala výrazně lepší výsledky.
Nevýhody volby pravidel s pevnými prahy založených pouze na hodnotách RGB mo-
delu byly již diskutovány a v tomto experimentu se tato metoda neukázala jako vhodná.
Metoda založená na normalizovaném modelu RGB vykazuje nejlepší výsledky z pohledu za-
hrnutí značek do vybraných regionů. Tato skutečnost je však způsobena z velké části tím,
že metoda generuje velmi velké regiony, které mnohdy obsahují oblasti s barvou výrazně
odlišnou od červené. Jejich zpracování je nejvíce časově náročné, proto tato metoda není
příliš vhodná.
Velmi zajímavá je metoda využívající barevnou odchylku, kde systém ke zpracování
jednoho snímku s regiony nalezenými touto metodou potřebuje nejkratší časový interval.
Problémem metody je její relativně velká chyba. Další zajímavou metodou je metoda za-
ložená na pravidle využívající barevný model HSV. Tato metoda má rozumně malou chybu
a rychlost zpracování regionů nalezených pomocí této metody je v porovnání s ostatními
metodami dobrá. Tyto dvě metody budu používat v několika následujících experimentech.
Všechny metody výrazným způsobem omezují počet falešně pozitivních detekcí (FA).
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Parametr HSV RGB norm. RGB IHSL Barev. odchylka
Značek zahrnuto 98,18% 99,09% 95,76% 87,88% 96,67%
Prům. velikost regi-
onů / px
2
1000
51,62 183,46 67,98 34,99 27,44
Hit rate 0,96 0,97 0,93 0,86 0,94
Počet FA 19 60 31 22 23
Čas zpracování / s 1,74 8,95 2,52 1,56 0,99
Tabulka 7.5: Zhodnocení různých metod výběru oblastí s pravděpodobným výskytem do-
pravních značek. První část tabulky je hodnocení metod samotných, nevyužitých společně
se systémem klasifikátorů. Druhá čast tabulky uvádí hodnoty pro systém klasifikátorů s vy-
užitím dané metody výběru oblastí.
Metoda Značek zahrnuto Prům. velikost
regionů / px
2
1000
Hit rate Čas
zpracování / s
HSV 99,39% 78,65 0,96 2,61
Barev. odchylka 97,27% 32,05 0,95 1,01
Tabulka 7.6: Tabulka prezentující výsledky dvou metod výběru oblastí s pravděpodobným
výskytem dopravních značek. Byla aplikována morfologická operace uzavření na binární
mapu
”
červené“ barvy. První část tabulky prezentuje metody samotné, druhá část tabulky
uvádí výsledky systému využívající danou metodu.
Experiment č.7 - Vliv uzavření na metody výběru oblastí
V rámci tohoto experimentu bylo hodnoceno použítí operace uzavření. Tato operace činí
systém odolnější vůči překrytí značky větvemi a podobnými drobnějšími objekty. Tento
problém ilustruje obrázek 7.2. Test byl prováděn se všemi metodami výběru oblastí, vy-
hodnoceny však budou pouze dvě metody vybrané na základě předcházejícího experimentu
(výsledky ostatních metod je možné nalézt na přiloženém DVD v adresáři experimenty).
Z výsledků experimentu (tab. 7.6) plyne, že využití operace uzavření má na počet značek
zahrnutých do nalezených regionů pozitivní vliv. Nově zahrnuté značky však nemusí být de-
tekovány příslušnými klasifikátory. Nastává problém s obecným zvětšením prohledávaných
regionů, což má vliv na celkovou rychlost detekce (patrné především u metody využívající
model HSV). Z těchto důvodů operaci uzavření dále v experimentech nevyužívám, je však
možné ji volitelně zapnout v konfiguračním souboru.
Experiment č.8 - Systém s využitím metod výběru oblastí
Cílem tohoto experimentu je porovnat systém bez výběru oblastí s pravděpodobným výsky-
tem značek se systémy využívající dvě nejzajímavější metody výběru oblastí zvolené na
základě experimentu č. 6. Pro vybrané metody byly vygenerovány ROC křivky způsobem,
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Obrázek 7.6: Graf srovnávající ROC křivky pro systém bez výběru oblastí se systémy vyu-
žívajícími výběr oblastí založený na HSV modelu a barevné odchylce. Je vidět, že metody
výběru oblastí systém nijak výrazně nedegradují.
jenž byl popsán v rámci vyhodnocení experimentu č. 2. Srovnání všech tří ROC křivek
nabízí graf na obr.7.6. Ze srovnání je patrné, že systém není metodami výběru oblastí vý-
razně degradován ve smyslu snížení úspěšnosti detekce. Dále tyto metody výběru oblastí
výrazným způsobem omezují počet falešně pozitivních detekcí, jak vyplívá z experimentu
č. 6, proto je využití těchto metod vhodné.
Experiment č.9 - Úspěšnost lokalizace při aplikaci různých metod
Cílem tohoto experimentu je zhodnotit systém z pohledu přesnosti lokalizace značky. Přes-
nost lokalizace je měřena na základě metriky F-measure (viz kap. 6.5) pro vybranou detekci
a anotaci značky. Zároveň v rámci experimentu došlo k vyhodnocení volby prvního nebo
posledního stupně kaskády jako odezvy celé kaskády (viz tab. 7.7). Volba prvního stupně
se ukazuje jako vhodnější nejen z pohledu přesnosti lokalizace, ale především z pohledu
úspěšnosti detekce. Příčiny tohoto faktu byly diskutovány dříve (viz kap 6.3).
Tabulka 7.8 uvádí výsledky testů zaměřených na zkoumání přesnosti lokalizace s vyu-
žitím různých metod. Použití dalšího SVM natrénovaného pro řešení této úlohy na základě
příznaků uvedených v kapitole 4.2 nepřináší výrazné zlepšení. Je tedy zřejmé, že zvolené
příznaky nejsou pro tuto úlohu vhodné.
Využití vytvořeného algoritmu pro zpřesnění lokalizace společně s oběma testovanými
metodami výběru oblastí přináší na testovací sadě výrazně lepší výsledky. Problémy by
mohly vznikat, pokud by byla značka součástí většího regionu červené barvy. V takovém
případě se však uplatní definované maximální meze posunu původní detekce, které vzniku
problému zamezí.
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Hit rate Počet FA Lokalizace / F-measure
První stupeň 0,98 132 0,74
Poslední stupeň 0,92 150 0,72
Tabulka 7.7: Tabulka prezentující výsledky pro volbu prvního nebo posledního stupně
kaskády jako odezvy celé kaskády. Je vidět, že poslední stupeň je nevhodný z pohledu
všech sledovaných parametrů.
První stupeň SVM Algoritmus -
odchylka
Algoritmus -
HSV
Celý systém
/ F-measure
0,74 0,78 0,92 0,90
Tabulka 7.8: Tabulka udávající srovnání úspěšnosti lokalizace pro samotný systém, systém
s využitím speciálního SVM pro lokalizace a systémy využívající dvě metody výběru oblastí
a algoritmus pro zpřesnění lokalizace na základě těchto oblastí.
Experiment č.10 - Porovnání s modely s velkým počtem SVM
V tomto experimentu byly zjišťovány vlastnosti modelů natrénovaných bez využití heuris-
tiky uvedené v kapitole 6.4 oproti modelům natrénovaným s touto heuristikou. Výsledky
experimentu jsou uvedeny v tabulce 7.9. Modely trénované bez využití heuristiky jsem
přestal používat v průběhu tvorby práce kvůli jejich velké velikosti. Do té doby jsem však
natrénoval kaskády klasifikátorů pro značky
”
dej přednost v jízdě“ a
”
jednosměrka“, které
byly v tomto experimentu porovnány s kaskádami pro stejné typy značek natrénovanými
s použitím heuristiky. Vyšší počet falešně pozitivních detekcí u modelů bez využití heuris-
tiky je z velké části způsoben tím, že model
”
jednosměrka“ často chybně detekuje značky
jiných typů. U novějších modelů s heuristikou bylo tomuto zabráněno přidáním dalších vý-
řezů chybně detekovaných značek z trénovací sady do negativní datové sady příslušných
modelů.
Z ostatních sledovaných parametrů se zdá, že trénování modelů bez využití zmíněné heu-
ristiky má jako hlavní nevýhodu extrémní velikost vzniklých modelů, s čímž se pojí i velmi
dlouhá doba načítání modelů do paměti a velké paměťové nároky aplikace. Pokud toto není
překážkou uživateli systému, jsou modely bez využití heuristiky výhodnější. V případě,
že využijeme při trénování modelů heuristiku pro omezení počtu použitých SVM, dochází
k tvorbě výrazně delších kaskád a každý vstupní vzorek musí pravděpodobně projít více
stupni každé kaskády. Tím je anulována předpokládaná výhoda menšího počtu SVM, tedy
vyšší rychlost zpracování jednoho snímku.
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Hit rate Počet FA Čas zpracování
/ s
Prům.
velikost
kaskády
Velikost /
MB
Bez heuristiky 1 241 7,13 28 83,3
S heuristikou 0,99 132 8,92 37,5 3,74
Tabulka 7.9: Srovnání modelů trénovaných s využitím heuristiky pro omezení počtu použi-
tých SVM a modelů nevyužívajících tuto heuristiku.
Obrázek 7.7: Ukázka problémových vstupů, které byly objeveny během zpracování videozá-
znamů. Problémy jsou obvykle způsobeny absencí podobných snímků v negativních sadách
jednotlivých kaskád.
Experiment č.11 - Zhodnocení procesu zpracování videozáznamu
V rámci diplomové práce byla vytvořena nová datová sada všech typů značek. Tato sada
vznikla zpracováním několika hodin videozáznamů pomocí programu locateSigns. Vyzkou-
šel jsem obě zajímavé metody výběru oblastí s pravděpodobným výskytem značek, metodu
využívající model HSV i metodu barevné odchylky. Metoda využívající HSV pracuje po-
maleji, její použití však s sebou přináší vyšší míru úspěšnosti detekce, což potvrzuje závěry
experimentu č.6. V průběhu zpracovávání videozáznamu bylo zjišťěno několik nedostatků
systému.
Systém často detekuje jiné kruhové zákazové značky jako značky typu
”
zákaz vjezdu“
nebo
”
nejvyšší rychlost“. Tento fakt je způsoben především tím, že se v negativní sadě
kaskád pro příslušné značky nacházelo jen velmi malé množství jiných podobných doprav-
ních značek.
Další problém vzniká v případě, že se ve snímku nachází členitý povrch červené barvy
(např. členitá červená zeď budovy) a tento povrch je snímán v detailu. V takovém případě
systém obvykle nalezne takovou sumu odpovídajících gradientů, která projde všemi stupni
některé z kaskád (především u značky
”
dej přednost v jízdě“).
Poslední nejvýraznější problém vzniká v případě jízdy v noci např. po dálnici nebo měs-
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tem, kde svítí velké množství světel. Snímky tohoto druhu nebyly obsaženy v negativní sadě
pro žádnou značku, a proto v nich dochází k velmi velkému množství falešných pozitivních
detekcí (netýká se příliš značky
”
dej přednost v jízdě“). Přiklady všech zmíněných problémů
jsou dokumentovány na obr. 7.7 a také prostřednictvím videí v adresáři s experimentem na
DVD.
Zmíněné problémy by mohlo být možné řešit doplněním negativních sad a přidáním
několika dalších stupňů kaskády pro příslušné značky. Je však možné, že i s tímto opatřením
by podobné problémy vznikaly, což by signalizovalo problémy na úrovni příznaků nebo
klasifikátorů.
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Kapitola 8
Závěr
Cílem diplomové práce bylo navrhnout a implementovat systém pro detekci, lokalizaci a roz-
poznání dopravních značek v obraze a videu. Tento cíl se mi podařilo splnit. Nastudoval
jsem několik odborných článků a publikací, na základě nichž jsem vytvořil výsledný sys-
tém, který pracuje s pěti druhy dopravních značek. Nasbíral jsem datové sady pro trénování
kaskád klasifikátorů a vytvořil několik skriptů pro manipulaci s nimi.
Systém je schopen rozpoznávat dopravní značky ve videu a obraze a tvořit automatickou
anotaci. V konfiguračním souboru je možné měnit množství parametrů, které ovlivňují běh
systému. Bylo vyzkoušeno několik metod pro nalezení regionů s pravděpodobným výskytem
dopravních značek a dále několik metod pro zpřesnění lokalizace.
Se systémem jsem provedl velké množství experimentů, jejichž vyhodnocení je součástí
práce. V rámci využití systému jsem vytvořil datové sady pro detekované značky, které
obsahují přibližně 13 500 prvků a je možné je použít pro další experimenty nebo pro tvorbu
jiné práce zabývající se dopravními značkami.
V průběhu tvorby diplomové práce jsem se přihlásil do konference a soutěže Student
EEICT 2011, kde jsem se v kategorii
”
Zpracování signálů, obrazu a dat“ umístil na 1. místě.
V rámci dalšího rozvoje práce by bylo vhodné soustředit se na jiné metody detekce
a lokalizace, než je skenování pyramidy obrazů v různých měřítcích posuvným oknem. S vy-
užitím jiné metody hledání kandidátů na značky by pravděpodobně bylo možné dosáhnout
zpracování videa v reálném čase. Systém je nyní vhodný především pro získávání datových
sad dávkovým zpracováním jak obrazů, tak videa. Je však nutné přihlédnout k omezením,
která se projevila v rámci experimentování. Výhodou systému je možnost snadného přidání
dalších kaskád klasifikátorů pro jiné typy značek.
Práce byla z mého pohledu velmi zajímavá. Během její tvorby jsem se seznámil s mo-
žnostmi různých typů klasifikátorů, soustředil jsem se především na kaskády modelů typu
support vector machines. Dále jsem získal širší povědomí o různých druzích příznaků a al-
goritmech pro zpracování obrazu.
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Příloha A
Obsah DVD
Adresářová struktura přiloženého DVD:
• Anot (Adresář s aplikací Image annotator používanou pro anotaci datových sad.)
• Aplikace
– bin (Projekt přeložený pomocí MS Visual Studia 2008 pod Windows XP.)
– src (Zdrojové soubory ve formě projektu pro MS Visual Studio 2008 společně se
souborem Makefile pro překlad na systému GNU/Linux.)
– skripty (Skripty v jazyce Python pro práci s datovými sadami a výběr modelů
při trénování. Dále skripty v jazyce Perl pro spouštění úloh na systému SGE.)
• Experimenty (Výsledky všech provedených experimentů. Adresář s experimentem 10
obsahuje modely natrénované bez využití heuristiky. Adresář s experimentem 11 ob-
sahuje příklady videozáznamů s výstupy systému. Některé z těchto videozáznamů jsou
umístěny na dalším DVD.)
• Knihovny (Knihovny OpenCV a TinyXML, knihovna SVMlight je součástí pro-
jektu.)
• Plakat (Obsahuje plakát prezentující tuto diplomovou práci.)
• workdir (Pracovní adresář projektu, jehož struktura je popsána konfiguračním sou-
borem, viz příloha C.)
– cascade (Zde jsou obsaženy všechny natrénované modely, pro ušetření místa
nejsou umístěny nikde jinde.)
– . . . (Další adresáře jsou nastavitelné v konfiguračním souboru a jsou popsané
v příloze C.)
• Zprava (Zdrojové soubory tohoto dokumentu v systému LATEX. Také obsahuje tento
dokument ve formátu pdf a články, ze kterých jsem čerpal.)
Na dalších DVD jsou umístěny datové sady získané při zpracování video záznamů.
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Příloha B
Manuál k programu
V rámci diplomové práce byly implementovány tři konzolové aplikace ovládané parame-
try příkazové řádky a sada skriptů, jež zajišťuje práci s datovou sadou a některé úkoly
během trénování. V adresáři, ze kterého spouštíme aplikace nebo skripty, musí být umístěn
konfigurační soubor popsaný v příloze C.
Pro úspěšnou kompilaci aplikace a funkčnost všech částí práce je třeba, aby v počítači
bylo nainstalováno:
• Knihovna OpenCV (používaná verze 2.21, pro linux je součástí projektu)
• Knihovna SVMlight (používaná verze 6.02, je součástí projektu)
• Skriptovací jazyk Python (používaná verze 2.7.12)
• Knihovna TinyXML (používaná verze 2.6.1 3)
• Kodek DIVX4 (používá se pro ukládání videozáznamu)
• MS Visual Studio 2008
Pro všechny skripty v jazyce Python je vytvořeno jednotné rozhraní implementované skrip-
tem dataProcess.py. Skript je možné pouštět s těmito parametry (parametru vždy předchází
znak pomlčky (např. -sort):
• sort [test] (Výběr značek definovaných v konfiguračním souboru, parametr test za-
píná výběr testovací sady.)
• check (Kontrola anotace, odstranění záznamů o smazaných souborech.)
1http://sourceforge.net/projects/opencvlibrary
2http://www.python.org/download/releases/2.7.1/
3http://sourceforge.net/projects/tinyxml
4http://www.divx.com/en/downloads
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• select [neg] [min úspěšnost %] (Výběr definovaného počtu nejúspěšnějších pří-
znaků a vytvoření záznamu o modelech s jejich kombinacemi. Volitelně je možné
definovat minimální celkovou úspěšnost vybraných příznaků (modelů). Parametr neg
umožňuje upřednostnit celkovou úspěšnost před úspěšností modelů na testovací sadě.)
• sample (Vyhodnotí natrénované modely pro výběr vhodné ceny. Výstupem jsou sta-
tistické míry pro každou cenu, na základě nichž je třeba tuto cenu vybrat.)
• comb [min úspěšnost %] (Vyhodnotí úspěšnost natrénovaných silných klasifikátorů
a vybere několik nejlepších (nastavitelné konstantou ve skriptu). Volitelně je možné
definovat minimální celkovou úspěšnost vybraných modelů.)
• save [label] (Uloží data o všech kaskádách. Slouží pro průběžné zálohování. Nepo-
vinný parametr label definuje kaskádu, jejíž data mají být uložena.)
• clean (Smaže všechny dočasné soubory – modely (ne kaskády), datové soubory.)
• neglist (Vytvoří seznam souborů pro tvorbu negativní sady. Setkával jsem se s pro-
blémem při načítání obsahu adresáře ze sáťového disku. Tento problém je možné řešit
pomocí vytvoření tohoto souboru.)
Skripty pro ovládání SGE a trénování modelů jsou spušteny s parametrem
sgesubmit:1-pocet spustenych uloh. Bez zadání tohoto parametru je vypsán seznam úloh.
Jsou vytvořeny tři skripty:
• svmSample.pl (Slouží pro trénování modelů na náhodném vzorku příznaků. Uvnitř
skriptu je třeba nastavit požadovaný rozsah parametru ceny – proměnná cost.)
• svmOne.pl (Slouží pro trénování modelů pro všechny příznaky. Uvnitř skriptu je
třeba nastavit vybranou cenu – proměnná cost.)
• svmCombine.pl (Slouží pro trénování modelů s vybranými kombinacemi příznaků.
Uvnitř skriptu je třeba nastavit požadovaný rozsah parametru ceny – proměnná cost.)
Program dataSelector slouží pro výběr snímků z videa, kde by se mohly nacházet dopravní
značky. Používá jednoduchá pravidla, nikoli detektor s klasifikátory. Parametry aplikace
opět musí uvozovat pomlčka (např. -f):
• f soubor (Vstupní soubor s videozáznamem.)
• t adresář (Volitelný, určuje výstupní adresář.)
• sf číslo (Volitelný, určuje číslo prvního zpracovávaného snímku.)
• c číslo (Volitelný, určuje počet zpracovávaných snímků.)
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Program trainSigns slouží pro tvorbu datových sad a kaskád klasifikátorů. Parametry uvo-
zuje pomlčka (např. -p):
• p [label] (Tvorba pozitivních a validačních sad pro všechny značky nebo volitelně
pro značku s daným labelem. Parametr -pl dělá totéž pro účely zpřesnění lokalizace.)
• n [label] [-c počet] (Tvorba negativní sady pro všechny značky nebo volitelně pro
daný label. Volitelně je možné zadat velikost negativní sady. Parametr -nl dělá totéž
pro účely zpřesnění lokalizace.)
• N -file vystupní soubor [-c číslo] (Tvorba souboru se samotnou negativní sadou
bez přidaní jakýchkoli značek z pozitivních sad. Parametr -file udává název výstupního
souboru. Volitelně je možné zadat velikost sady parametrem -c. Používá se především
pro tvorbu negativní validační sady pro každý stupeň kaskády. V takovém případě
musí být pro příslušný stupeň kaskády vygenerován soubor s názvem validX.png, kde
X je číslo stupně větší než 2 – první stupeň používá soubor valid.png.)
• a label (Tvorba datových souborů značky s daným labelem pro jednotlivé příznaky.
Parametr -al dělá totéž pro účely zpřesnění lokalizace.)
• s label (Tvorba datových souborů značky s daným labelem pro modely vzniklé kom-
binacemi vybraných příznaků. Parametr -sl dělá totéž pro účely zpřesnění lokalizace.)
• v label [-save] (Validace možných nových stupňů kaskády, parametr -save umožňuje
po výběru modelu uložit aktualizovanou kaskádu.)
• vn label [-save] (Třídění negativní sady pro nově vzniklou kaskádu. Do nové nega-
tivní sady přechází špatně klasifikované vzorky staré negativní sady. Program s tímto
parametrem je nutné použít až po vytvoření nové kaskády parametrem -v.)
• b label [-c počet] (Generování dalších prvků negativní sady pro značku s daným
labelem. Volitelně je parametrem -c možné určit počet generovaných vzorků.)
Postup trénování kaskády:
1. Správné doplnění konfiguračního souboru, viz příloha C.
2. Vytvoření nové anotace a protřídění značek pomocí volání skriptu
dataProcess.py -sort.
3. Volitelně kontrola anotace, pokud jsme některé prvky datové sady odstranili. Volání
skriptu dataProcess.py -check.
4. Tvorba pozitivních a validačních datových sad. Volání programu trainSigns.exe -p.
5. Tvorba negativních datových sad. Volání programu trainSigns.exe -n.
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6. Vytvoření negativní validační sady pro aktuální stupeň kaskády. Volání programu
trainSigns.exe -N -file valid[X].png. X je číslo stupně, nezadává se u prvního stupně.
7. Vytvoření datových souborů pro jednotlivé příznaky značky s daným labelem. Volání
programu trainSigns.exe -a label.
8. Natrénování náhodného vzorku modelů pomocí skriptu pro ovládání SGE. Volání
skriptu svmSample.pl, v němž je třeba nastavit rozsah ceny.
9. Výběr ceny z natrénovaného vzorku modelů pro jednotlivé příznaky. Volání skriptu
dataProcess.py -sample.
10. Natrénování modelů pro každý příznak. Volání skriptu svmOne.pl, je třeba nastavit
vybranou cenu.
11. Výběr požadovaného množství příznaků a vytvoření záznamu o jejich kombinacích.
Volání skriptu dataProcess.py -select.
12. Natrénování modelů pro kombinace příznaků. Volání skriptu svmCombine.pl, je třeba
nastavit rozsah ceny.
13. Otestování všech modelů a provedení výběru nejlepších. Volání skriptu dataPro-
cess.py -comb.
14. Konečná validace, výběr a uložení nového stupně kaskády. Volání programu
trainSigns.exe -v label -save.
15. Třídění původní negativní sady. Volání programu trainSigns.exe -vn label -save.
16. Volitelně doplnění negativní sady o další vzorky. Volání programu
trainSigns.exe -b label.
17. Pro další stupně nebo další značky pokračujeme bodem 6.
Program locateSigns slouží pro detekci a klasifikaci značek v obraze a videu. Velká část jeho
parametrů se nastavuje v konfiguračním souboru, viz příloha C. Program pracuje ve třech
módech, u každého je vždy možné zadat několik parametrů ovlivňujících chování systému
(parametry jsou opět uvozeny znakem pomlčky, např. -show):
• mód detekce značek v obraze (parametr -i cesta, kde cesta definuje umístění
vstupního souboru nebo adresáře se vstupními soubory.)
– show (Zobrazí výsledek.)
– save (Uloží výsledek.)
– Alespoň jeden z parametrů -show nebo -save musí být zadán.
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• mód detekce značek ve videu (parametr -v soubor, kde soubor je určením vstup-
ního videozáznamu.)
– saveFrames (Ukládání snímků s detekovanými značkami.)
– saveVideo (Ukládání výsledného videa.)
– show (Zobrazení výsledného videa.)
– sf číslo (Číslo snímku, od kterého bude videozáznam zpracován.)
– savemod číslo (Interval snímků, po kterých může být uložen další snímek.
Slouží pro omezení počtu ukládáných snímků, pokud víme, že jsou ve videu
dlouhé záběry na značky.)
– Alespoň jeden z parametrů -saveFrames, -saveVideo nebo -show musí být zadán.
• mód testování (parametr -t testuje celý systém, parametr -tr testuje metody výběru
oblastí s pravděpodobným výskytem dopravních značek.)
• společný parametr -b [-]desetinné číslo (Tento parametr je možné zadat u všech
módů kromě módu -tr a znamená posílení nebo oslabení prahu všech klasifikátorů ve
všech kaskádách o část jejich absolutní hodnoty definovanou hodnotou zadaného dese-
tinného čísla. Kladné číslo znamená uvolnění pravidel detekce a klasifikace a zvýšení
počtu detekovaných
”
značek“. Záporné číslo znamená posílení pravidel pro detekci
a klasifikaci a omezení počtu detekovaných
”
značek“.)
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Příloha C
Popis konfiguračního souboru
Tato příloha se zabývá popisem konfiguračního souboru, který je zapsán v jazyce XML.
Konfigurační soubor settings.xml musí být umístěn v adresáři, odkud jsou spouštěny
aplikace, případně sady skriptů v jazyce Python. Tento soubor je obsáhle komentován,
přesto nyní uvedu výčet a význam parametrů, které jsou v konfiguračním souboru popsány.
• workdir (Pracovní adresář projektu, všechny ostatní cesty uvedené v konfiguračním
souboru, kromě pozic původních datových sad, začínají v tomto adresáři.)
• cascade (Adresář s modely, které budou využity pro detekci.)
• data (Adresář s daty pro tvorbu datových sad a testování.)
• sety (Adresář s vyřezanými datovými sadami.)
• nonsign (Podadresář adresáře data, kde jsou umístěny obrazy pro tvorbu negativní
sady. Volitelně je možné atributem count zadat velikost tvořených negativních sad.
Parametr zadaný z příkazové řádky má však vyšší prioritu. V příslušném adresáři na
DVD jsou umístěny vzorky použitých souborů pro tvorbu negativních sad. Umístění
všech souborů nebylo možné vzhledem k jejich velikosti.)
• signs (Seznam značek, které zpracováváme. Vychází z původní anotace nástrojem
Image annotator, v cílovém adresáři se musí nacházet pouze adresář anotated images
a další adresář s vlastními obrazy značek.)
– test (Umístění původních testovacích dat, adresář musí mít strukturu popsanou
u parametru signs. Atribut label udává podadresář adresáře data, který obsahuje
testovací sadu.)
– sign (Jeden záznam o typu značky. Atribut type je číselný kód podle anotace
nástroje Image annotator. Atribut valid udává velikost validační sady. Atribut
mintrain udává velikost trénovací sady, pokud nebude dostatek výřezů v datové
sadě, chybějící prvky se generují algoritmem popsaným v kap. 6.3. Atribut label
udává označení typu značky v systému.)
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∗ source (Zdroj datové sady. Pokud je atribut dirs nastaven na hodnotu true,
očekává se v daném umístění skupina adresářů, z nichž každý musí mít
strukturu popsanou u parametru signs. V opačném případě se očekává jeden
adresář s touto strukturou.)
• train (Sekce udávající parametry využívané při trénování.)
– oneDest (Adresář s datovými soubory pro trénování SVM pro každý příznak.)
– oneModels (Adresář se SVM natrénovanými pro každý příznak.)
– sampleModels (Adresář se SVM natrénovanými pro náhodný vzorek příznaků.)
– combineDest (Adresář s datovými soubory pro trénování SVM na kombinacích
vybraných příznaků.)
– temp (Adresář pro dočasné soubory.)
– select (Počet vybíraných příznaků.)
• scanning (Sekce udávající parametry využívané při vlastním použití systému.)
– step (Krok posuvného okna.)
– scale (Poměr zmenšení jednotlivých stupňů pyramidy.)
– selection (Parametry metod výběru oblastí s pravděpodobným výskytem zna-
ček. Atribut enabled udává, zda je výběr oblastí aktivní (true/false))
∗ method (Číselný kód použité metody. Seznam a popis metod je blíže uveden
přímo v souboru.)
∗ showRegions (Pokud je hodnota true, budou ve výsledném obrazu zobra-
zeny vybrané regiony.)
∗ expandPerc (Udává, o kolik procent šířky regionu mají být regiony rozšířeny.)
∗ closure (Pokud je hodnota rovna true, použije se morfologická operace uza-
vření na binární mapu.)
∗ IHSLColor (V atributech R, G a B je zadána referenční barva pro me-
todu využívající model IHSL. Atribut useConstancy s hodnotou true zapíná
algoritmus color constancy – nedoporučuje se, není příliš testováno.)
– refineLocalization (Parametr udávající použitý algoritmus zpřesnění lokali-
zace. Možnosti jsou popsány přímo v konfiguračním souboru.)
– saveAnnotation (Pokud je parametr roven true, probíhá ukládání anotace k de-
tekovaným značkám. V případě, že atribut useLabeling parametru models je na-
staven na true, není ukládána anotace u jednotlivých snímků videa a obrázků.)
– models (Udává seznam používaných modelů. Atribut saveOnlyDetection určuje,
zda se budou výsledné snímky ukládat pouze, pokud v nich bude detekována
značka. Atribut saveDir určuje globální adresář pro ukládání výsledků. Atribut
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useLabeling zapíná nebo vypíná označení značek ve výstupním souboru, pokud
je označení vypnuto, jsou snímky ukládány v původním rozlišení.)
∗ model (Záznam o jednom použitém modelu. Přidáním dalšího záznamu
a umístěním natrénované kaskády do adresáře cascade je možné dodat do
systému další uvažovanou značku. Nepovinný atribut saveDir určuje adresář
pro ukládání výsledků konkrétního modelu a má vyšší prioritu než globální
adresář. Nepovinný atribut levels definuje počet použitých stupňů kaskády
(číslo větší než jedna) nebo použitou část kaskády (číslo menší než jedna),
např. 0,5 – polovina kaskády.)
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Příloha D
Soupis datových sad pořízených při
zpracování videozáznamů
Datové sady získané při zpracování videa programem locateSigns byly manuálně pročištěny
a nachází se na DVD přiložených k práci. Sady jsou automaticky anotované, anotace však
nemusí být zcela přesná. Jejich výčet pro jednotlivé druhy značek uvádí tabulka D.1. Vý-
sledná velikost datových sad na DVD se může lišit, pokud budou videozáznamy zpracová-
vány i po vytisknutí práce. Při zpracování některých videozáznamů nebyly ukládány všechny
značky, ale ukládání bylo umožněno pouze u každého desátého snímku. Toto opatření jsem
zvolil proto, že ve zmíněných videozáznamech byly dlouhé záběry na značky a bylo by tak
získáno i několik stovek tisíc nepříliš odlišných snímků.
Typ dopravní značky Počet prvků v datové sadě
Dej přednost v jízdě 5049
Zákaz vjezdu všech vozidel (jednosměrka) 1454
Stop, dej přednost v jízdě 1241
Nejvyšší povolená rychlost 4342
Zákaz vjezdu všech vozidel (v obou směrech) 1194
Celkem 13280
Tabulka D.1: V tabulce jsou uvedeny počty prvků v datových sadách pro jednotlivé typy
značek, které byly pořízeny v rámci této práce.
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Příloha E
Ukázka plakátu
Obrázek E.1: Plakát není uveden v plném rozlišení, proto se jedná pouze o ukázku. Celý
plakát společně se zdrojovým souborem pro program Inkscape je umístěn na přiloženém
DVD.
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