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CHAPTER I 
'l HE PH.OB LEM 
This dissertation is part of a larger research project 
undertaken by the Department of Psychqlogy of Loyola University. 
~he object of the research project was to study the life and 
ministry of the Catholic Priesthood in the United States. 
One of the problems which developed in the overall 
research project was ~hat of classifying or describing various 
types of atijustment in a way that could be easily understood by 
anyone outside the profession of psyc~ology. 
This dissertation was proposed for determining the 
best method by which this problem of .taxonomy could be resoJved. 
There are essentially three different models by which one can 
approach a problem of this type. The first alternative rit one's 
disposal would be intuitive judgment. Factor analysis is an-
other alternative that has also been used successfully in this 
type of problem. There is, however,. a controversy concerning 
the proper coefficient upon whicl; tJ1e fnctor ,<•naly;i:: should be 
performed (cf. Nunnally, 1'967). The traditional.method in 
psychology was to use a correlation matrix but recently this has 
been challenged and a covariance matrix has been suggested as a 
more suitable alternative. Within the last ten years in the 
---------.--~~ 2. 
field of biology a third model has been introduced which has been 
subsumed under the generic name of cluster analysis (Sokal and 
Sneath, 1963). It is also more properly called numerical ta~ono­
my, suggesting a contrast to the first model mentioned above, 
namely, an intuitive "judgment. Here again two different coeffi-
cients have been suggested upon which the cluster analysis can be 
performed. 
The research design, proposed in this dissertation, was 
to try all three models mentioned above, aJon~ with the various 
coefficients upon which they can be performed, on the same group 
of· subjects {namely, a. sample from the data collected from the 
Loyola Priest Study) in order to compare and evaluate the resul~s 
obtained from each method. It seems at present that a stage in 
.. 
technology has been reached where this type of study is impera-
tive. No longer can it be assumed that any one of various methods 
of analysis is as adequate for a task as another one might be. 
There is need for comparative studies in order to avoid possible 
bias in choosing our method and desien of analysis~ In the mono-
graph Multivariate Behavioral Research, Gullahorn (1967) discussed 
this methodologica~-comparative type of research: 
Let me now turn to the i~pact of technoJo~ical change 
on the decision situation in the Mid-1960's. By then, 
the increased speed and memory capacity of the modern 
hardware and the development of accompanyine software, 
or of libraries of programs, meant that the techniques 
_______ .. -.---~ 
3 .: 
previously judged too slow and too expensive for the 
expected payoff actually were faster and cheaper ••• 
Structuring the decision situation in order to choose 
among alternative methods and virtually neglecting the 
possibility of applying more than one analysis actuaily 
reflects a necessity imposed by limitations of the past 
and not by.present contingencies. I. am not here advo-
cating indiscriminate application of different methods 
simply because they are available. However, when 
present information indicates that alternative tech-
niques appear appropriate for analyzing a set of data, 
it seems desirable that researchers expend the extra 
time and effort to perform alternative analyses of the 
same data in order to develop a body of empirical com-
parisons that will contribute to our knowledge of re-
. search methodology. (p. ·10) 
The purposes of this dis~ertation wer~ to explore the 
various methods.by which a taxonomy of personality adjustment 
coula be constr~cted arid to introduce numerical taxonomy as a· 
possible alternative to the models used at present, namely an 
.. 
intuitive judgment and factor analysis. The study took the form 
of a comparison of the three models m~ntioned above along with 
the alternative coefficients sugr,ested under each model. The 
design was similar to a study recently published by True and 
Matson (1970) concernin.r.; the relationship of archeological 
methodologies. Moreover, a discriminant analysis was nerformed 
on the results of each model as a statistical test of the ."good-
ness of fit" for that modetl.. The major null hypotheses tested 
in the research project were as foJlows: 
I. Any one of three models, namely an intuitive 
judgment, factor analysis and cluster analysis, 
is as good as any other for the purnose of 
forming ideal personality types. 
II. Within the factor analytic model, the results 
obtained by usin~ a matrix constructed with a 
correlation coefficient do not· differ from the 
results obtained by using a matrix constructed 
with a covariance coefficient. 
III. Within the cluster analytic model, the results 
obtained by using a matrix constructed with a 
similarity coefficient do not differ from the 
results obtained by using a matrix constructed 
with a distance coefficient • 
.. 
• 
4. 
'· 
CHAPTER II 
REVIE\'J UF THE RELATED LITERATURE 
This review is limited to the literature on taxonomy 
since the main purpose of this dissertation is to study the vari-
ous methods used for this purpose. It appears from the problem 
itself as presented in Chapter I that there are three main divi-
sions into which the review of the literature can be broken. The 
first concerns the use of factor analysis and the controversy 
over which coefficient is the more appropriate for a problem of 
this type. The second section, covering material relatively new 
to the field of.psychology, will examine various methods of nu-
merical taxonomy used as a model for this type of problem. The 
third section will discuss the application of numerical taxonomy 
in other fields to problems similar to that of typing personality 
A. FACTOR ANALYSIS 
· Several methods of factor analysis have been used suc-
cessfully in the taxonomic problem. Factor analysis is a metho-
aology for specifying the fundamental independent variables, or 
vectors of a matrix, which.are found in ·a larger group of depen-
dent variables. It enables one to judge which of a larf,e number 
of arbitrarily specified and defined variables may be regarded AS 
the fundamental independent ones of a set. 
~~ --------------------------------------------------------------------...... Lit 
The usual procedure in descriptive psychology for a 
of typology or profile analysis is the Q technique of 
Cattell (1952). In this method a correlation matrix is formed 
6. 
by correlating .the subjects across the variables. From this 
matrix of correlations various methods of extracting the factors 
or independent vectors are used. One can consult a work· like 
Harman (1967) for a comparison of these methods. They all pro-
duce similar results. Much depends upon whether one has access 
to computer facilities. The ~actor extraction describes the in-
terrelationships among the subjects in terms of an arbitrary or-
thogonal (uncorrelated) system~ The first factor usually 
accounts for much of the variation among subjects, the second for 
somewhat less and the third still less, and so on. The relative 
amounts of information contained in each factor can be determined 
and are usually expressed as a percentage of the total amount of 
information. 
Gordon, in a series of recent studies (1960, 1967, and 
1969) has assessed the utility of information obtained from this 
method. In the last study he tested the typological modei by 
factor analyzing intercorrelations based on the mean scores of 
~ Survey of Interpersonal V~lues (cf. Gordon, .1969) for 59 
different subjects. He also repeated the study using the Edwards 
Personal Preference Schedule (Edwards, 1959). The outcome of 
these analyses was highly positive. Four factors emerged for 
7. 
~~ch study ~nd in the first study accounted for 98 percent of the 
, ·variance. Mean trait scores of the defined groups were meaning-
'c.ful and consistent with the known group characteristics. In 
addition, individual correlation coefficients between groups were 
found to be interpretable in their own right. Gordon suge;ested 
in his conclusion, "The Q typing methodology will be o.f value for 
studying the image of political figures, the development of job 
families on the basis of similarities in motivational or other 
personality variables, and related applications." (1960) 
'I'here have been many other studies usine.; the Q tech-
nique. Only two recent studies will be mentioned to show that 
the method is still current and a popular model for the solution 
of this type of problem •. Yufit (1969) studied college students 
using Erikson's (1950) theoretical framework of ego growth and 
development called the "Eight Ages of Man". Yufit turned UP six 
clearly defined types on the basis of this classification. Jay, 
in another study (1969), found three groups by factoring 40 ques-
tions from the dogmatism scale of Rokeach (1960). 
Nunnally (1967), however, criticized the G. technique 
of factor analysis for thi~ type of problem. He pointed out that 
there are three major types of information iri the profile of 
scores for any person. They are level, dispersion and shape. 
The level is defined by the mean score of the person over the 
.... . 
s. 
variables in the profile. The. level is not directly interpretabl 
if the variables are from very-.·~iffepent domains of behavior, as 
would be the ·case if they consisted of a personality test con-
cerning mental illness, a reasoning test and measures of height 
and weight. Although it is conceivable that such a polyglot 
collection of variables would relate to the same construct, it is 
doubtful that a sensible interpretation of mean score (level) on 
these measurements could be made. Even if the variables are all 
related to the same domain of behavior, the level would still be 
difficult to interpret if the variables were "pointed'' in differ-
ent directions. This would be the case for four tests concerning 
aspects of illnes~ if on two of the ~ests a high score indicates 
sickness while on the other two tests a high score indicates ad-
justment. 
Dispersion indicates how widely the scores in the pro-
file diverge from average level. The measure of dispersion is 
the standard deviation of scores for each person. Whereas, it is 
possible to make a direct interpretation of the level, it is 
difficult to do so for the dispersion. The reason for this is 
that profiles generally depend upon the correlation among vari-
ables in the matrix. If a hiigh positive correlation exists among 
the variables, the types tend to have small dispersions. !f the 
correlation among variables is low, the dispersion tends to be 
larger. 
... , 
The third type of information is- tl~e shape, which con-
cerns the "ups" and "downs" of the p~ofile. Even though persons 
might have the same level and dispersion, the high and low points 
for the two might be different. The shape, although unrelated to 
the level, is somewhat related to the dispersion, in so far that 
if the dispersion is small, the shape does not have room to show 
much difference in performance. The shape, although it does not 
depend upon the dispersion, must fit within it. Also, when the 
shape is small, the observed differences may be due to measure-
ment errors. Therefore, unless the dispersion is relatively 
large it may be hazardous to interpret the shape of a particular 
profile. 
In Cattell's Q technique the measure of profile simi-
larity or relationship is the product-moment correlation coeffi-
cient. A correlation coefficient is constructed between each 
subject in the study. To do this the measurements for each per-
son are standardized. The level for each profile would be sub-
tracted from scores on each of the variables for a given profile, 
and each deviation score would be divided by the profile disper-
sion for that person. In the same way the profiles for all 
persons would be standardize4. The resulting correlation matrix 
vmuld then contain only one measure of the degree of relationship 
or similarity between the two profiles, that of shape. The 
reason for this is that the mechanics of computing the product-
10. 
moment formula equates all profiles for"level and dispersion. 
The level of all the profiles is zero, and the standard deviation 
is 1.0. 
If six profiles are ploted on a graph this loss of 
level will perhaps become more evident. In Figure 1, Profiles A, 
B and C are similar to each other and profiles D, E and F are 
likewise similar to each other. If all six profiles are compared 
according to the product-moment correlation (that is, Cattell's 
Q technique) the profiles would be classed as similar or as 
forming only one group, since the correlation is sensitive only 
to similarities in shap~. Yet it is obvious that the six pro-
files are not congruent because they are split into two markedly 
different levels. This is the reason why Nunnally proposes, as 
an alternative to the factoring of Cattell's correlation matrix, 
the factoring of the covariance or raw score cross products 
matrix formed from pairs of profiles. By avoiding the standcird-
ization of raw scores Nunnally is able to take into account 
similarities of both level and dispersion. In Figure 1, subject 
A, B and C would then group into one cluster w~ile sub~ect D, ~ 
&ntl F would group into a separate cluster. The difference· 
between the two clusters i~ that of level which Cattell's Q 
technique is unable to detect. 
Only three recent studies pf taxonomy in psychology 
23 A 
21 
19 c 
17 
15 
13 
11 
9. D 
7· ~ 
5 f 
3 
1 
1 2 3 4 
Fig. 1. Comparison ef profiles to bring out the 
difference between level and shape. 
11. 
12. 
have been found which have actually used Nonnally's method. They 
are Tucker (1963), Guertin (1966) and Wiggins (1969). The reason 
50 few. studies have used this method is suggested by Nunnally 
himself (1967 p. JaO), "Some persons are evidently unaware that 
raw score cross-products can be factored in the same way that 
correlation coefficients are factored. The failure to realize 
that factor analysis is not restricted to correlation coefficients 
is either directly evident or implied in many papers concerning 
methods of clustering profiles." None of the three .studies, how~ 
ever, make any effort to justify the use of PunnPlly's method in 
preference to Cattell's method. No studies were found where the 
two methods are actually compared. 
B. NUivlERICAL TAXONOMY 
.. 
"Numerical taxonomy is the evaluation of numerical 
methods of the similarity of distance between taxonomic units and 
the employment of these affinities in erecting a hierarchical 
order of taxa." (cf. Sokal and Sneath, 1963) The ideas on which 
numerical taxonomy rests go back to Adanson (1757, 1763), a con-
te~porary of Linnaeus, and have been repeatedly voiced in the 
field of biology. The presenl method has undergone considerable 
modification and development during the last ten years. This is 
a direct result of ·first, the research and study that has gone 
into the understanding of the mathematical model~ upon wl>ich the 
method is used and second, in the development of large, high 
·.speed computers which are needed to perform the computations. 
Sokal and Sneath (1963) in their now classic work, 
lJ 
principles of Nume.rical Taxonomy, state, "The various techniques 
-
for computing resemblances between taxa can conveniently be 
grouped into three types of coefficients, those of association, 
correlation and distance." Only the first and third are properly 
considered under numerical taxonomy or cluster analysis today. 
The second, that of grouping by correlation is generally associ-
ated with factor analysis. Although grouping by correlation has 
frequently been used in psychology, the first study in biology 
was undertaken by Sokal and Michener in 1958, about the same time 
that the first work with the other two coefficients were begun • 
.. 
For this reason all three were grouped together by Sokal and 
Sneath in the work mentioned above. There is considerable differ 
ence, however, in the mathematical models upon which they are 
based and for this reason, it is thought more appropriate today 
to distinguish between them • 
.. -Another way ..:th.e problem can be viewed is to divide .the 
methods of analysis accordin~ to the various ways in wrich the 
.unspecified matrices of coefficients are split or broken into 
subgroups. Rohlf (1970), in a recent article entitled "Adoptive 
Hierarchical Clustering Schemes" has ti:-ied to approach the prob-
14. 
iem from this standpoint and has distinguishe_d, "three classes of 
He calls the first Multi-dimensional scaling in which 
one obtains the coordinate axes of each operational taxonomic 
unit (O.T.U.) in the smallest dimensional space that still pre-
serves sufficient information about the interpoint distance. 
This usually is called factor analysis. The second method is 
called network analysis. Here one attempts to construct a non-
directed graph out of the various measurements and then decompose 
the graph by various methods into tightly structured subgraphs. 
The third method identified by Rohlf is called cluster analysis. 
This method usually employs a stepwise procedure to build up a 
hierarchy of classes. It proceeds in the opposite direction from 
network analysis wherein a large group is formed and then broken 
into subgroups; in the cluster analysis, however, a small nucleus 
is first formed and then these are gradually combined in a hier-
archical manner until a single system results. 
The failure to distinguish between these two approaches 
in grouping the methods of numerical taxonomy, namely that of 
Sokal and Sneath on the one hand and that of Rohlf on the other, 
has led to considerable confusion in the literature on this sub-
ject. The confusion results ,from the fac.t that the two groupings 
are not disjunctive and overlap to a considerable degree. · Most 
authors seem to follow either one or the other of the groupings. 
The confusion that exists in the literature appears only when one 
15. 
tries to put the whole picture together; Consequently, it seems 
a new scheme should be introduced. The basic structure of the 
taxonomy could be the older grouping of Sokal and Sneath which 
divides the clustering methods according to the coefficients that 
are used in the original matrices. Each of these could be 
further subdivided according to the algorithm by which this 
matrix is split into groups and clusters. Not only is this the 
logical way to present the methods but it helps eliminate the 
conf~sion that exists in the literature, placing each method in 
its proper perpective. The scheme is as follows: 
A) Similarity Coefficient 
1) Graph method 
2) Hill climbing or hierarchical method. 
B) Distance Coefficient 
1) Single linkage 
2) Complete linkage 
3) Average linkage 
4) Centroid linkage. 
This outline will be followed for the second section 
of the review of the liternture. 
I Similarity Coefficients. 
16 
In a number of studies concerning the problem of clus~ 
tering, a fixed coefficient of similarity between each pair of 
objects (O.T.U's.) has been used to describe the amount of separa 
tion between objects. This coefficient usually ranges from 0 
(for perfectly dissimilar objects) to 1.0 (for perfectly similar 
objects). One often uses such a coefficient rather than· a dis-
tance function when dealing with data which are discrete, (that 
is, a variable which may have several states rather than a con-
tinuous range). Distance, such as Euclidean distance, which 
ranges from zero for identical objects to some maximum value 
within a given set of data, is more often applied to continuous 
('nondiscrete) variables. Euclidean dist·ance, however, has the 
disadvantage that two objects may be far apart solely because 
> 0tbei~·values on one variable differ widely. With·a similarity 
coefficient, the divergence that can be caused by a single vari-
able is strictly limited. These limitations have recently been 
overcome by methods for example constructed by Rubin and 
Friedman (1967) and Owen (196$) and now both coefficients are 
used indiscriminantly with either discrete or continuous vari-
ables. 
Several coefficienis which measure the similarity of a 
pair of objects have been proposed. A list is given in Sokal and 
Sneath's Principles of Numerical Taxonomy. The fundamental 
formula consists of the number of matches divided by the possible 
17. 
comparisons. For example, if we had N discrete vari-
simplest coefficient of similarity that can be defined 
between to O.T.U's, i and j is: 
~ No. of matches Fractional match Sij 
No. of variables 
= M 
N 
Thus, if we have five variables, each of which can take on four 
sta~es: A, B, C, D; and furthermore, if these four states exhaus 
the logical possibilities for each variable, then for objects one 
and two given in Table 1 there are two matches (on variables one 
and four). 
The fractional match coefficient for this example would 
= 2 = .40. 
5 .. 
TABLE I 
Example of Fractional Match Coefficient 
Object No. 1 
Object No. 2 
1 
A 
A 
' 
2 
B 
c 
Variables 
3 
c 
D 
4 
D 
D 
5 
c 
B 
A great deal of discussion has been carried on whether 
nega~ive matches should be incorporated. into the coefficient of 
"":, 
1 • 
Sneath (1957b) excluded negative matches from con-
'sideration in his similarity coefficients. He felt that it was 
to decide which negative features to include in a study 
which to exclude. Both Sokal and Michener (1958) and Rogers 
Tanimoto (1960) hold that "negative" states are of equal 
value and interest as "positive" states. They argue that the 
proper selection of variables should forestall such improper pro-
cedures as suggested by Sneath. Most of the applications of 
similarity coefficients have included negative matches in their 
coefficients. 
The following are the three most common coefficients 
used today: 
.. 
TABLE 2 
Three Most Common Similarity Coefficients 
Sokal and Michener s .. = M = M 
1J (M + U) N 
Rogers and Tanimoto s .. = M 1J (M + 2U) 
Dice and Sorensen s .. = 2M 1J (2M + U) 
With regard to the selection of the most appropriate 
coefficient, Rubin and Friedman (1967b) summed up the state of 
the question thus: 
Considering the arbitrariness of the concept of a 
similarity coefficient, our work has been limited 
to the use of one of these two out of a host of 
possible coefficients. Either coefficient may be 
used .•• In practice, results don't seem to differ 
greatly whichever of the two is chosen. (p. 56) 
l~ 
After the similarity matrix has been constructed there 
are two possible ways in which one can proceed to extract the 
clusters. Either one can begin with the whole and attempt to 
split this into parts (the graph and network method) or one can 
take the individual degrees of similarity and attempt through 
some hierarchical or hill-climbing. method to show how the indi-
vidual parts can eventually be grouped into a single whole. In 
this way the density of the clusters will depend upon the thres-
hold of similarity or cutoff point where one wished to stop the 
process. These are essentially the two methods described above 
in the article by Rohlf (cf. 1970). 
A. Network analysis: 
The method described here is essentially that of Owen 
(1968). After a similarity matrix has been constructed using one 
of the above coefficients of similarity, a threshold is chosen 
for the construction of a nonairective graph. The links in this 
graph are the connections of similarity between all O.T.U's. 
which have a similarity above the given threshold. This graph is 
then decomposed into a series of subgraphs which are constructed · 
20 
way that the subgraph with the largest number of ver-
for the given connection ratio is found first followed by 
those of successively smaller size until only single vertices, if 
existent, remain. These subgraphs will all contain complete 
linkage according to the threshold of similarity chosen for the 
construction of the original graph. Dense graphs usually respond 
better to higher threshold requirements; sparse graphs require 
lower-values. A hierarchical structure is then produced from the 
subgraph obtained from the decomposition by .condensing them 
through successively higher levels of fewer but larger subgraohs 
until a level is reached at which the enti.re graph is reassembled 
A. breakoff point can be chosen anywhere within the hierarchy to 
form many or few clusters according to the level chosen. 
B Hill-climbing method: 
The method described here is that of Rubin and Friedman 
(1967b). A set of data are described as "well-structured" when 
it can be split into groups so that the similarity coefficient of 
objects in the same group ("within-group co-efficients") are 
higher than coefficients of objects in different groups ("between 
. 
group coefficients"). The br~aking value should be between the 
within-group and the between-group coefficients• This splitting 
function is defined in terms of what Rubin and Friedman call 
"parameter S*." For a given value of S* two objects can be de-
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fined as "similar" if they have a coefficient greater that S':c. 
In this case they are grouped together to form a cluster. The 
optimum partitions for different values of S* define. a hierarchy 
which is called a "tree". At one end of the tree (S* = 0) the 
optimal partition should be the conjoint partition. If each 
optimal partition over a relatively long interval of S* should 
contain a group which does not change (or changes very little) 
from level to level, then this group should be considered as a 
candidate for a "natural cluster" or an independent group. 
II. DISTANCE COEFFICIENT: 
It is necessary to begin by explaining what is meant by 
distance. This coefficient .was first developed by Mahalanobis 
(1936). Assume that there are four subjects for which two char-
acters or variables have been measured and upon which a compariso 
is to be made. The state of each character may be assigned 
values along.a scale ranging from zero to one. A pair of rec-
tangular coordinates can be drawn in which the abscissa renre-
sents character X and the ordinate character Y. The position of 
the subjects can b~ plotted with respect to these axes. See· 
Figure 2. ' 
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Fig. 2. Plot of distance between four points or subjects. 
If two of the subjects are identical with respect to 
the two characters under consideration, their position will co-
incide and the distance between them will be zero. The greater 
the disparity between the character, the greater the distance. 
This distance is seen as the complement of similarity. If we 
wish to estimate taxonomic distance on the basis of three char-
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acteristics, we must add a third coordinate to our diagram. Add-
ing a fourth and subsequent characters cannot be visualized geo-
metrically. However, the requirement of each new coordinate axis 
is that it be at right angles with all previous ones. Although 
we cannot depict such an axis graphically, we can postulate ~ts 
existence and demonstrate alt;ebraically that most of the geo-
metric theorems of conventional three-dimensional space can be 
extended to it. This N dimensional space is what is known as 
.Euclidean hyperspace. 
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In a general sense, clusters are· thought of as collec-
tions of points (subjects) which are relatively close but are 
separated from other clusters by empty regions of space. The 
major effort in the development of classification methods has 
been directed towards the definition of a satisfactory analysis 
which yields groupings that possess the minimum variance within 
groups and the maximum variance between groups. 
Most of the methods of cluster analysis are performed 
in a stepwise fashion. Subjects most related are first clustered. 
Gradually more and more members are admitted into the cluster by 
adjusting the criteria of admission. One can summerize these 
methods into four different divisions as follows: 
1) Clustering by single linkage 
This method is one of the earliest used. It was dis-
cussed by Sneath (1957) and is directly related to elementary 
linkage analysis. A subject is admitted by what is called the 
criterion of single linkage. By this fs meant if a similarity 
level of .aa would admit a subject into a cluster, a single link-
age between any member of thart level would warrant admission. 
The difficulty with this method is what has been called the 
chaining effect. While two clusters may be linked by this tech-
nique on the basis of a single bond, m~ny of the members of the 
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two clusters may be quite removed from each other. An example of 
would be A and B in Figure J. Because of a single link or 
bond between .any member of the cluster suffices for its inclusion 
in that cluster, the distance between two extreme members (A and 
B) could be very great. When that happens, as can be seen in 
Figure 3, it is possible that the extreme members (A and B) have 
little resemblance and therefore little reason for being included 
. in the same type. 
y 
--· B 
Fig. J. Chaining effect which results from single linkage. 
2) Clustering by complex linkage 
This method, described by Sorensen (1948) for ecologi-
cal studies, has not been used in numerical taxonomy (Sokal and 
Sneath, 1963). It correspond.'s in many details to Sneath's single 
linkage method, except that subjects are admitted into the clus-· 
ter by what is called the complete linkage criterion. A given 
subject joining a cluster at a certain· similarity coefficient 
IDust have relations at that level or above·· wi:th every member of 
the cluster. This is interpreted to mean that the maximum dis-
between· any two cluster points must hot exceed a threshold 
defines the maximum permitted diameter of the cluster subse 
3) Clustering by average linkage 
This method is a class of clustering techniques pro-
posed by Sokal and Michener (1958). They based the admission of 
any individual into a cluster on the average or arithmetic means 
of the similarities between the individuals which make up the 
group. In one version of .this method, the similarity between 
groups is a weighted average of similarities between the members 
of the group. The weights are usually chosen to give greater 
weight to forms which enter groups late in the clustering process. 
As new forms or groups of forms enter they are given weights equa 
to the sum of weights of the forms already in the group. In an-
other version unweighted averages are used. 
Lance and Williams (1966a, 1966b, 1967a, 1967b, 1968) 
also developed an average linkage system. Their concept begins 
With paired groups. The criterion of inter-group similarity is 
defined as the average of the similarities between all pairs of 
individuals. The method is a hierarchic fusion from those groups 
minimize the average •. 
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4) Clustering by centroid 
This solution is the most popular and has been extep-
sively developed in the last few years. In general, it measures 
the distance between the centroids of the groups. No considera-
tion is taken of the order in which forms join or link into the 
group and so the method is unweighted. It differs from the aver-
age method in that the distance (that is, the similarity) between 
the two· groups is a function not only of the average distance 
between groups but also of the average distance within the group. 
For Bonrier (1964), a critical distance threshold 'r' is 
chosen and an individual selected at random is used as a startirig 
point. The first cluster consists of those points which lie 
•' 
within a sphere of radius 'r' about the starting point. From the 
remaining points another individual is chosen at random to gener-
ate the second cluster and allocation proceeds as discussed above 
When all the points are allocated to clusters, each is re-alloca-
ted to its nearest cluster to form disjointed grou·ps. The re-
sultant clust-ers have a severe diameter constraint which is ana-
logous to Sorensen's method. 
' 
For Ball and Hall (1965), k individuals, selected at 
random, initiate cluster centers, and then each of the remaining 
individuals is allocated to its nearest center. The cluster 
•<·"", -·.¥fii!jf(!:» 
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. 
f: centroids are computed and any two clusters are fused if the 
squared distance between them is less than a determined threshold 
Also, clusters are split if the variance in any one dimensio~ x 
exceeds another threshold s 2 • The cluster centroids replace the 
original centers, ~na the method re-allocates each datum afresh, 
and iterates to convergence. 
MacQueen {1966) selects k random individuals to 
initialize cluster centers. The distance from each datum to its 
~ nearest cluster center is computed and the point is allocated to 
1· 
[ that cluster if the distance does not exceed a threshold t; when 
the distance exceeds this then the point initializes a new clus-
ter center. At each allocation, the new cluster centroid is 
computed and replaces the original cluster center. When the 
.. 
distance between the centroids becomes less than another limit, 
the clusters are fused. 
Rather than select k random individuals, Jancey {1966) 
selects k random points for centers and allocates ·each datum to 
its nearest cluster center. When all the points have been allo-
cated, the nearest cluster centroids are computed, and the 
centers are moved to new posi,ions relative to the centroids. 
-The method then returns to re-allocate and iterates to conver-
gence. The result_ at convergence is that the final cluster 
are situated at their centroids •. 
• ·$;< 
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In search of the ide.al minimum-variance solution, · 
Forgey (1965) adopts Ward's hierarchical process (1963) to obtain 
a part-optimum solution for k clusters and then proceeds to re-
allocate cluster individuals to their nearest cluster centers. 
He tries to slide the partitions back and forth between each pair 
of. centroids in an attempt to improve the error sum of squares. 
The final groupings are very similar to those obtained by 
Jancey's methoas (1966). 
In a recent book Tryon and Bailey (1970) define two 
broad classes of object clustering procedures. The first is 
Eroximity clustering, which selects object clusters on the basis 
of small distances between objects in score space. Core object 
centroids are formed. Each object is then assigned to the core 
object centroid from which it has the smallest distance even 
though the objects are shifted from one core object cluster to 
another in the process. The second class is colinearity cluster-
ing, which select object clusters on the basis of proportionality 
of patterns in the score profiles, not directly depending on the 
profile elevation. The first procedure seems to be the addition 
of Bailey and properly is classifi~d under the centroid method 
of 'clustering a .distance mat1'ix. The sec.end procedure is that of 
Tryon which was previously published under the name of Cumulative 
Communality Cluster Analysis (cf. Tryon, 1939, 1958a). This is 
a method similar to factor analysis, and was explicitly 
constructed to replace Thurstone's Centroid Method (cf. Tryon, 
f 1958b). With the advent of the computer, both methods have 
fallen into disuse. 
The last method to be considered under this section 
will be that of Rubin and Friedman (1967a). They begin each 
partition of the n objects into g groups with the following 
matrix identity taken from Wilks (1962), T = W + B. This is 
similar· to the formula upon which the scatter for the analysis 
of viriance rests, that is, the total scatter equals the sum of 
the within and the between scatters. From this basic relation a 
criterion known as a ratio of determinants is derived. This is 
used as a criterion function to be maximized. In principle all· 
partitions of the n objects into g groups are considered and that 
.. 
partition into g groups is chosen for which this ratio is maximum 
This measure is not comparable for different values of g since 
its value for k + 1 groups will be greater than or equal to its 
value for k groups. Once having decided on the number of groups, 
the matrix W for the partition which maximizes I~,. determines the 
pairwise distance between objects. 
In the form of an appendix to this section, the work of 
·McQuitty will be considered. He has developed and refined 
several pattern-an~lytic methods which he felt useful for educa-
psychology. These cannot properly be classified under 
JO. 
any of the above categories. Starting in the fifties with an 
elementary linkage analysis (1957), he developed several real 
order typal analyses (1967), an iterative intercolumnar correla-
tional analysis (1968) and a hierarchical classification by mul-
tiple linkage (1970). Although McQuitty seems very prolific in 
the publication of theories he has done very little in the pub-
lication of the application of his theories to concrete problems. 
c. RbVIEW uF RESEARCH USING NUMERICAL TAXONOMY 
The utilization of numerical taxonomy has progre~s~4 
. . -· i 
furthest in the field of biological classification. The methods 
of numerical taxonomy or cluster analysis were first introduced 
by two articles written by Sneath (1957a, 1957b) in 1957. These 
were followed very quickly by two other articles written by the 
same author (1961, 1962). Another important article was pub-
lished almost simultaneously by Sokal and Michener (1957). Sokal 
followed this by two more important early articles, (1961, 1962). 
All of these early articles culminated in what is being recog-
nized as the classic work on numerical taxonomy written jointly 
by Sokal and Sneath ( 1963). Since then many studies have bee·n 
carried out in biology, both 1n order to compare methods of 
' analysis and to actually classify and type various species of 
These studies are too numerous to mention. The foll~w­
ing are an example of a .few, of the more outstanding publications{ 
;: 
Colwell (1960), Defayalle (1962), Goodfellow (1967), Grover 
(1967), Ivemey-Cook (1968), Jarvis (1967), Lee (1968), and 
Seyfried (1968). 
In the field of ecology, Hall (1965, 1967; 1968), as 
Jl. 
was mentioned above, developed a centroid linkage method for de-
composing a distance matrix. Crawford (1967}, in another article, 
I 
compares various methods of-hierarchical divisions of a set of 
quadrats. Austin and Orlosi (1966) illustrate the methods of 
~ analyzing a set of ecologi~al data by both cluster analysis and t ,, 
t principal component analysis using a matrix of weighed similari-
·tfes coefficients." They concluded that the latter method was 
preferable. Parker-Rhodes and Jackson (1968 p. 791), in another. 
stuay demonstrated the utility of what they called automatic 
•' 
classification. Although many inoividual species in their study 
' r 
were misclassified, they still consider their results remarkable. 
~hey attributed the ~isclassificntion to the low quality of the 
·data, concluding that "Had the input consisted of ecological 
observations of the usual detailed kind, there cati be little 
doubt that the same procedures could have delivered a. classifica-
tion actually superior to any available for this group of 
organisms." 
' 
Both Mil~e (1968) and Owen (1968) have been using 
analysis in solving some of thei~ problems of landshaping 
, 44~ 221$A 
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in the field of architectural design. Through numerical methods 
they have developed useful procedures in allocating space to 
similar groups in a design problem. In this way they have b~en 
able to solve many communication problems. 
In 1966, Hodson, Sneath and Doran carried out a pilot 
study of various techniques of numerical taxonomy in the classi-
fication of archaeological material. They found the average link 
cluster ·method superior to single linkage. Their main conclusion, 
however, pointed out that although the experiment was successful, 
much study needs yet to be done in this area of app°lication. 
Tugby (1965) compared the use of factor analysis and Tryon's 
cumulative communality cluster analysis on a sample of archaeo-
Cogwell (1967) reviewed the literature of the 
.. 
previous ten years concerning the application of numerical taxon-
omy to archaeology. He concluded, ''There· may be important lessons 
for us in the work being done in pattern-recognition by machines, 
but so far as I know no archaeologist has gotten beyond mentioning 
this as a possibility ••.• 11 (p. 91$) He was apparently unaware 
of the first two articles quoted in this paragraph. Chenhall 
(1968) applied numerical taxonomy in the grouping of skeletal· 
materials. The results, however, were poor but he attributed 
this to the inadequacies of the data. He predicted that in the 
future "Computers o.ffer the possibility of eliminating subjective 
-interpretations in primary data almost entirely ••• The only 
rr J3. 
f limitations will be creativ~ imagination." (p. 23) 
r 
True and. 
Matson (1970), comparing three methods of taxonomy, namely, 
intuitive judgment, factor analysis and cluster analysis; on a 
sample of archaeological data obtained almost identical results 
from each method. 
King (1967), in the field of economics attempted to 
group various types of stocks and bonds by means of cluster 
analysis for prediction purposes. Goronnzy (1969) attempted to 
classify business enterprises with numerical taxonomy on the 
basis of several measurable characteristics. He found that 
average linkage methods proved most successful leading to four 
cl~sle~s which approximated a four way classification on the 
basis of size and technology. 
Griffeth (1967) successfully applied numerical taxonomy 
to a problem of textual criticism of several classical Latin 
authors. The results yielded a sequence of manuscripts showing 
the greatest differences from each other. 
In education Campbell (1966) attem~ted to apply cl~ster 
analysis to a set of 20 courses included in the first two years 
' 
of engineering. The five clusters which ·resulted, indicating 
different types of eneineers, compared favorably with a rotated 
analysis of the same material. McQuitty, in a series of 
. 34; 
~ articles quoted above has suggested various methods of cluster 
analysis for application in education. McRae (unpublished) has 
suggested the usefulness of using cluster analysis in grouping 
students into homogeneous subsets. However he has undertaken no 
application of this method to date. 
. 
In the field of psychology, Stringer (1967) carried out 
a study on clustering facial expressions. Thirty photographs 
were presented to a group of thirty judges who were asked to 
group them so as to include similar facial expressions in the 
f l same group. For each pair of photographs, an index of their I: similarity was constructed by counting how many judges included 
both of them in the same group. This similarity matrix was then 
subjected to a cluster analysis. Five principal disjointed 
clusters were found. In his conclusion he suggested that there 
are wider applications of both "free grouping procedures and 
cluster analysis." 
Schoenfeldt' (1966) compared factor analysis with 
cluster analysis grouping subjects according to a 370 item life 
history inventory he constructed especially for his project. 
His factor analysis was performed on an inter-subject cross 
product matrix. The cluster analysis was performed on an inter-
. subject matrix using Mahalanobis' generalized distance. Both 
were highly effective in partitioning the sample into 
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uemonstrably differing subgroups. It is interesting to note· that 
both methods used the same type of coefficient, a covariance type. 
The author does not, however, acknowledge this nor does he a~tempt. 
to justify the use of this coefficient in preference to other 
possible choices. · 
Borgen (1970) used data estimating the reward conditions 
for 81 occupations to compare the Q-type factor analysis with 
Ward's hierarchical grouping· analysis. He found that factor 
analysis was somewhat inferior to the hierarchical grouping 
method. He concluded, however, that, "the hierarchical grouping 
method appeared to· be an efficient and effective grouping method, 
likely to be useful for future clustering of additional ORP data . · 
or for other taxonomic studiei." (p. 105) It is interesting to 
note that- the clustering method which used a distance coefficient, 
a type of covariance coefficient, was found superior to the fa.ctor 
analysis method which used a correlation coefficient. The author 
aoes not justify the use of his choice of coefficients. 
In summing up the results of this review several points 
should be made. First, the rapid development of numerical taxon-
omy in the lasL ten years and,its widespread application to Many 
tiisciplines gives an indication of the appropriateness and time-
liness of its application in the field of psychology. Second, 
although some studies have compared factor analysis with cluster 
L 
i. 
none have further compared the use of different coef-
ficients within each method. For example, in the last two 
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cited, Schoenfeldt (1966) found both factor analysis and 
analysis equally effective while Borgen (1970) found 
factor analysis inferior to cluster analysis. In both these 
studies, however, no importance was given to the fact that in the 
first study the same coefficient was used for both methods while 
in the second study different coefficients were used. The 
present dissertation will attempt to fill this gap by further 
comparing various coefficients for each method. (cf. Hypothesis 
II and III, page 4.) Thir~, as many of the studies have indica-
t·ect, we are still in a period of experimentation and many com-
parative studies will yet have to be carried out in each disci-
pline before definitive conclusions can be established which 
could be applicable to all fields of research. 
( 
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CHAPTER III 
'1HE DESIGN uF THE STUDY 
The design of the study will be developed in three 
sections: the subjects and sampling procedure, the apparatus, 
~nd the method of analysis. 
A. THE SUBJECTS AND SAMPLING PROCEDURE 
The subjects for this dissertation were 80 priests 
selected from the 218 subjects collected in the Loyola Priest 
Study. (Kennedy and Heckler, 1971) The reasons that only 80 
subjects were selected are several. This is about the size most 
studies of typology use and, as a result, computer programs are 
readily available. 'l'o do the entire sample of 218 would run into 
j 
1 considerable expense both since programs would have to be re-l 
·~ 
. ' 
written and when working with large matrices the computer time 
increases geometrically with the size of the matrix. A-sample 
·of 80 should be sufficient to study the utility of the various 
methods in a comparative research project of this type. 
An explanatory nqte regarding the 218 subjects seems 
to be called for. The Department of Psychology of Loyola Uni-
versity and the National Opinion Research Center (NORG) of the 
University of Chicago have undertaken an assessment of the Roman 
"" ·'·.Ail!. . ..@J!Q 
Priesthood in the United States at the request of the 
Conference of Catholic Bishops. It was planned that the 
studies, one psychological (Loyola) and the other sociologi-
{NORC) would be undertaken separately, but since there is 
much overlap in the two disciplines, the sample for the two 
studies would be similar. In this way, information collected in 
one study could be used in the other. 
NORG did their sampling first and attempted to sample 
10% of all the priests in the United States. Since there are 
approximately 60,000 priests, their N was somewhat over 6,ooo. 
The Loyola Study attempted to sample 10% of the NORG sample, that 
is then 1% of the total population of priests in the United 
States. Several considerations (cf. Kennedy and Heckler, 1971) 
.. 
went into the decision of the actual makeup of the sample drawn 
·from the population of American priests.· First, it was important 
that the sample be drawn in such a way that it accurately reflect 
(an accurate image of) the total populati9n of the American 
priesthood, so that no subgroup (younger vs. older, urban vs. 
rural, etc.) should be given undue emphasis. A second considera-
tion was the deliberate inclusion of somewhat special groups . 
(e.g. Trappists) in the study~ A third consideration was cost 
.since a totally random sampling of individual men would present 
grave problems of travel, time, and expense. A final considera-
tion was the desirability of maintaining parallelism with the 
.. "'!' . "' . ·. ~.· MJ4ii,MQ 
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N0RC st?dY mentioned earlier. 
After consultation with sampling specialists at the 
service Research Center at the University of Michigan and NORG, 
a sampling strategy was devised to give due consideration to each 
of these needs. A brief description of this design follows. 
In order to insure that priests from all size cate-
gories would be represented, it was decided that dioceses and 
religious communities would be stratified according to the number 
of priests contained within them and then selected as first-stage 
sampling units or clusters. In the case of religious institutes, 
in addition to the size strata, two special strata were formed 
for the Trappists and the United States Foundations. 
After they were separated into size strata, the 
dioceses and religious communities were arranged in geographical 
order according to the four major United States census regions 
and then sampled within each stratum. Complete lists of priests 
within the selected units were obtained by written request from 
contact persons officially designated by Bishops and Major 
Superiors. Subsampling was ~hen performed at the desired rate. 
The sampling plan for the present study did not attempt 
to estimate population parameters.. Such an attempt would· have 
required a usable number of respondents in the range of lj200 to 
1,500 priests. The technique of the in-depth interview with its 
high cost prohibited ever approaching this figure. Rather, the 
plan eventually chosen insured that no systematic bias enter into 
the selection of subjects. Hence, when pronortions, average 
scores, and other statistics are cited, they are not tntended to 
be simple point estimates of population values. Such estimates 
are possible, however, but were they to be made, consideration 
would have to be given to the statistical matters of standard 
error, weighting for stratification, and correction for non-
response. 
The process of data collection was as follows: 
A letter was sent to each_ of the original 719 subjects explainin_ ! 
the study and asking his cooperation. A return oost card was 
included for each subject to indicate whether he would cooperate 
with the study or not. Three types of replies were obtained: 
the subject indicated he would cooperate, he indicated he would 
not cooperate, or he refused to answer. Those who indicated the 
would cooperate were scheduled for an interview. At the inter-
view a battery of self-report instruments were given with the 
instruction that the subje~t should co~plete and return by mail. 
~'o those who replied they would not co.operate, another letter wa 
sent asking them to reconsider or if they still chose to refuse, 
to indicate the reason for this refusal on an enclosed card. 
For the third group who did not reply to the first mailing, a 
second and third followup letters were sent. After the third 
refusal to answer attempts to contact were discontinued. 
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When a priest indicated that he was willing to be in-
terviewed, specific arrangements were made. In most c.ases, the 
priest met with the interviewer in the interviewer's room in a 
hotel near the priest's residence. In other cases, the psycholo-
gist ·conducted the interview in the priest's residence or place 
of work. In a very small number of cases, the interview was 
conducted in the psychologist's private office. As might be 
inferred, bringing priest and psychologist together at a ~iven 
date, time and place usually hundreds of miles away, was often a 
very difficult task. 
Of the 719 original priests, 240 stated that they were 
not willing to be interviewed and would not change their inten-
tion when requested to do so. The number of non respondants were 
111. The number that had to be eliminated were 97. The most 
frequent reason for elimination was residence outside the 48 
states (Alaska and Hawaii were not included). Other less fre-
quent reasons included the,following: report of having left the 
~ctive ministry, hospitalization, death, missing many appoint-
ments for an interview (two priests) and being an interviewer 
42;,, 
for the study (one priest). A total of 271 priests completed the 
interview. Of these 271 subjects only 218 completed and returned 
the self-report tests. The Kennedy-Heckler taxonomy was based on· . 
the 271 subjects while the other taxonomies were constructed 
fiom a sample of 80 cases selected from the 218 returned tests. 
Table 3 describes the 719 potential subjects in terms 
of status in this study and sampling stratum.* As can be seen 
in Table 3, ,a disproportionately large number of priests belong~ 
ing to United States Foundations was eliminated. This primarily 
is due to residence outside of the 48 adjoining states. 
Table 4 describes the 719 potential subjects by status 
within the study and by diocesan or religious order affiliation • 
.. 
Of the 424 diocesan priests initially selected, 179 (24%) were 
eventually interviewed. Of the 295 religious order priests 
initially selected, 92 (31%) were eventually interviewed. The 
difference in willingness to be interviewed is more striking whe 
one considers the fact that only 25 (6%) of the diocesan priests 
1:crc elir:-;inated from p<,Tticipcition and 72 (24%) of. the relir;iouf; 
order priests were eliminated. Elimination of religious order 
priests, as noted above, was primarily due to their residence 
" 
outside the 48 adjoinin~ states. 
*Table 3, 4 and 5 and figure 4 along with the interpretation 
fauna in the text for each table was taken directly: from The 
Loyola Psychological Study of the Ministry and Life of the 
American Priest. . (cf. Kenne'dy & Heckler, 1971) 
,""'···. 
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TABLE. 3 
STATUS OF SUBJECTS WITHIN THE 
STUDY ·ACCORDING 'l'O SAMPLING STRATA 
Non-
Com12leted "No" Res12ondent Eliminated Total 
Small 31 28 16 2 77 
lJIUCESE .Medium1 44 28 13 12 97 
Large 53 48 18 3 122 
.. Extra Large 51 45 24 128 
Small 12 24 5 7 48 
Medium 16 17 9 50 
RELIGIOUS Large 44 35 22 26 127 
uRDBR 
Trappist 7 3 1 1 12 
U.S. 
Foundations 13 12 3 30 58 
TOTAL 271 240 111 97 719 
.t-
w 
.. 
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TABLE 4 
Status of Subjects 
according to Diocesan or Religious Affiliation 
Non- Total in 
Completed "No" respondent Eliminated Sample 
n. oi (0 n. % n. % n. % n. % 
179 66 149 62 71 64 25 26 424 59 
Religious 92 34 91 38 40 36 72 74 295 41 
Total 271 100 240 100 111 100 97 100 719 100 
Table 5 describes the distribution of potential sub-
by status within the study and by age groupings. Inspec-
tion of this table suggests that among the priests who were 
interviewed, there was no gross over-or under-representation of 
any age group. There does appear to be a slight over-represen-
tation of younger priests. In general, the younger the man, the 
less likely he was to refuse to be interviewed. To a degree, 
this tendency did not result in gross over-representation of the 
young. This was due to the greater rate of elimination of those 
under 46 years of age. Although the data are quite spotty, 
there is suggestion that the older the priest, the more likely 
• he would not respond to the requests to be interviewed. 
~ 
TABLE 5 
Status of subjects within the sample according to age. 
Age Completed "No" Eliminated Non-
Respondent 
n. % n. % n. jo n. /0 
-
26-35 75 2$ 19 10 16 22 3 9 
36-45 78 29 36 lS 34 47 4 12 
45-55 61 22 65 32 17 23 10 32 
56+ 57 21 79 40 6 g 15 47 
Total 271 100 199 100 73 100 32a 100 
There was no information concerning the age of 260 non-
respondents. 
The geographic distribution of the interviewed priests 
is illustrated in Figure 4. Twenty-eight states and the District 
of Columbia are represented. The smallest number of interviewed 
subjects in any state is one (New Jersey, New Mexico, Wyoming), 
the largest is 29 (Illinois). 
A Chi-square test was run to determine the representa-
tiveness of the sample of SO ~ases selected for construction of 
the statistical taxonomies from the pool of 21$ cases. The 
Kennedy-Heckler intuitive taxonomy was used for this. All the 
cases were classified into 4 types.in the Kennedy-Heckler 
distribution of ·interviewed subjects. 
1 - 10 
11 - 20 
over 20 
"'' ' ~· 
·~ 
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taxonomy (see page ·59 for an explanation 6f this taxonomy).· The 
Chi-square test was run to compare the expected frequencies and 
observed frequencies for the four types of the Kennedy-Heckler 
taxonomy. The Chi-square was not significant, with a x2 = 2.84 
and df. = 3. (See Table 6) Thus, it is interpreted that the 
sample of 80 cases is not independent from the larger sample of 
218 cases, that is, the sample chosen for the construction of the 
·statistical taxonomies is representative of the larger sample 
the Loyola study. 
'l'ABLE 6 
Chi-squar~ for Representativeness of the Sample. 
Kennedy study f e f o (fe 2 - fo) /fe 
'l'ype I 19 6 3 1.50 
Type II 50 15 Hf .60 
Type III 179 53 55 .07 
Type VI 23 6 4 .67 
Total 271 BO 80 2.84 
B 'THE APPARATUS 
' 
The relevant data for the entire Loyola Study was 
collected by two methods: psychological interviews and self-
in 
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report tests. The self-reports are the main data source used in 
• this dissertation. The subjects provide these self descriptions 
via Shostrom' s Personal Orientation Inventory, ( Shostrom, 19.63) 
t Sims' Identity Scale (Henry and Sims, 1968) and Sheehan's 
' sentence Comoletio.n Test (Sheehan, 1971). The variables from 
these three self-reports will be the ones used in constructing 
the various statistical taxonomies. 
1) Psychological Tests. 
Shostrom's Personal Orientation Inventory (1963, 1964, 
1969) was developed to give a comprehensive measure of values and 
behavior which seemed to be important in development of self-
actualization (Maslow, 1954, 1962). Because the subjects are 
representative of a specific and relatively large profession in 
our society and presumed to be healthy, this test was chosen, as 
it tries to measure actualization rather than pathology. 
The test is subdivided into a profile of 12 different 
scores as follows: 
1) Time Incompetence /Time Competence - measures the degree to 
which one is 'present oriented.' 
-2) Inner /Other Support - measures whether reactivity orientation 
is basically to~ard others or self. 
3) Self-Actualizing Value - measures affirmation of a primary 
L 
49 .. 
value of self-actualizing people, that is whether the person 
p holds values of a self actualized person. 
4) Existentiality - measures flexibility in 'the application of 
values. 
5) Feeling Reactivity - measures sensitivity of responsiveness 
to one's own needs and feelings. 
6) Spontaneity - measures freedom to react spontaneously or to 
be oneself. 
7) Self-regard - measures affirmation of self because of worth 
or strength. 
8) Self Acceptance - measures affirmation or acceptance of self 
in spite of weaknesses or deficiencies. 
9) Nature of Man - measures the degree of the constructive view 
of the nature of man, whether man is essentially good. 
10) Synergy - measures the ability to transcend dichotomies • 
• 
11) Acceptance of Aggression - measures the ability to accept 
one's natural aggressiveness as opposed to defensiveness, 
denial and repression of aggression • 
. , 12) Capacity for Intimate Contact - measures the ability to 
develop contactful intimate relationships with other human 
beings, unencumbered by expectations and obligations • 
• 
The Personal Orientation Inventory r~nual (Shostrom 
1963) reports reliability coefficients for the major scales of 
Time Competence and Inner Direction at .71 and .84 respectively, 
and coefficients for the subscales range from .55 to .85. In 
r _________ ~ 
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general the reliabilities obtained in this study are at a level 
as high as that reported for most personality measures. 
Shostrom, in an article (1964), states that he obtained coeffi-
cients of .91 and .93 by a test-retest method. 
Kerlinger (1964), however, points out, "The major 
problem in personality measures is content validity. While 
reliability is a technical matter, content validity is not so 
treatable. To answer the validity question, 'Are we measuring 
what we think we are measuring?' is a complex and difficult 
task." The principal validity studies were carried out in order 
to discriminate between individuals who have attained a rela-
tively high level of self-actualization and those who have not so 
evidenced such development. Shostrom found a significant dis-
crimination on 10 scales to be at the .01 level and on one scale 
at the .05 level. One scale, Nature of Man, was not found to 
discriminate sufficiently. 
The Identity Scale was developed by John Sims (1962, 
196$) to elicit responses relevant to the issue of Identity-
Identity Diffusion in the meaning given to this by Erikson {1950, 
1959). ' By means of factor analysis six separate scales were 
identified. The first scale was divided into four more scales. 
Hence, the report gives a profile of nine different variables 
which can be described as follows: 
f?.ctor I: Identity - which is subdivided into four scales: 
1) Ego-Career - designates occupational commitment vs. 
career diffusion. 
2) Ego-Grouo - designates a sense of group membership vs. 
sense of isolation. 
3) Ego-Self - designates a positive evaluation of self vs. 
self-abasement. 
4) Ego-Affect - designates positive affec~ive experiences vs. 
negative affective experiences. 
factor II: Expressivity and comfort within a social context -
follows primarily from a sense of membership or 'belongingness' 
and only secondarily from direct interp~rsonal involvement. 
F'actor III: Individualistic Expressivity - measures that ex-
pressivity and freedom of affect which issue from within the 
•' 
self, rather than from amenable relationships between the in-
dividual and his society. 
Factor IV: Integrity - reflects a critical but positive accep-
tance of one's self, of one's fellow man, and of their shared 
moment in history. There is a belief in the value and joy of 
life, and a pervading sense of fulfillment. 
F'actor V: Autonomy within social limits - defined as measuring 
the working relationship bet~en self-direction or independence 
·and societal demands. It recognizes that the organization of 
society necessitates norms of behavior, but that reasonable ad-
herence to these need not prevent individuality or interfere 
with autonomous functioning. 
Factor VI: Trust - defined as a deeply ingrained conviction that 
one's needs, material and emotional, will be satisfied, that the 
world and people are basically good and that one has a personal 
feeling of 'being all right' with oneself. 
The reliability of the scales was examined by a test-
retest method. Sims {1962) gives the following table (cf. Table 
7) of s~bility on the identity scale. {Adult females, N=51) 
Table 7 Sims' Reliability Data As Reported 
Statistics 
Rank order correlation of item pair 
Mean ~bsolute shift for item pair 
Mean difference between item pair means 
{time 1 vs. time 2) 
Proportion of item pair response deviation 
(N=51 x 56 = 2,836 responses) 
0 unit change 
1 unit change 
2 unit change 
3 unit change 
Results 
.OS 
These reliabilities compare favorably with evaluation 
of similar techniques, e.g. Osgood's Semantic Differential (1957) 
His summary of studies of the stability of response suggests 
.. 1;:;; 
53. 
that mean absolute shifts between .70 and .$0 are fairly tyoical 
for test-retest conditions with a one week interval. 
The Sentence Completion Test (~heehan, 1971) is a semi-
projective test adapted from the Loyola Sentence Completion Test 
for Seminarians (Sheridan and Kobler, 1969). The instrument was 
designed with questions especially adapted to the profession of 
the Catholic Priesthood. The judgments for scoring the instru-
ment are made on a scale of 1 to 7 in two different directions. 
Starting with 4 as a neutral point and working towards extremes 
from J to 1 indicating positive-responses, 5 t6 7 negative or 
conflicted responses. 
In addition to yieldine a total score, the instrument 
also measures adjustment in six different subareas: 
1) Self - positively indicates self-esteem, accentance of self, 
seeing oneself as independent, capable and creative. Negatively 
it indicates self-devaluation, depreciation, dislike of self, 
seeing self as unacceptable or unattractive. 
2) Interpersonal Relations - positively indicates likinf, for 
others, concern for their good, ability to share with others, 
finuing interpersonal relations rewarding. Negatively it indi-
cates fear of others, avoi~ance of others, lack of rewardine 
experiences in interpersonal relationi. 
J) Psychosexua 1 I!;r1 turi ty - lndi cci tes positive ree;ard for women, 
finding them attractive; accepts, appreciates and shares love 
~ 
,, and physical 
~: 
expressions of it. Negatively it indicates fear 
or avoidance of women, presence of distress in relation with 
women or even in the thought of contact with them. 
· ~) Church-Faith-Religion - positively indicates acceptance and 
promotion of Church-Faith-Religion as important, stimulating, 
challenging and productive of growth for self and others-.. 
Negatively it indicates a rejection of church authority, lack 
of hope about the future of the Church-Faith-Religion, conflict 
' about meaning or importance of Church-Faith-Religion for self or 
others. 
5) Priesthood - positively finds it meaningful, satisfying to 
self and productive of good. Negatively it questions its 
validity for self or all men, doubts ·the maturity of fellow 
priests and finds priesthood dehumanizing. 
6) Job Satisfaction - positively regards work as productive, 
growth producing and an important part of life. Negatively it 
regards work as a waste of time, questionable as to productivity, 
and unsatisfying. 
On an inter-judge reliability study, two graduate 
students in p~ychology, using the manual alone for instruction 
on a sample N=32, obtained a coefficient of .96 for the total 
score and from .84 to .92 for the other scales. 
The problem of validity using three different criteria 
~------------------------;;'"¥+¥• 
~ .. ; ·~· .. ,(~ ~ was examined. 
~ 
. ,. ..... •-
The criteria were scores in the Ml'1PI, a psycholog-
r 
! 
' ~ 
l· 
ical rating, and a combination of both. The content validity 
coefficients for the total score were respectively .62, .66 and 
.86. All three were significant at the .01 level. The coeffi-
cients for the subscales were lower, as would be expected, with 
two scales being nonsignificant against one of the criteria but 
being significant at the .05 level against the other two criteria 
[: In summary, Shostrom' s Personal Orientation Inventory, 
f ~ Sims' Identity Scale, and Sheehan's Sentence Completion were the 
l 
tests chosen for the study. A total of 27 variables or scales 
of measurement were obtained from each sµbject. It is upon these 
measurements that five of the taxonomies were based. 
2) Clinical Interview Material. 
The intuitive taxonomy included in this dissertation 
was constructed by Kennedy and Heckler (1971), both of the Psy-· 
chology Department of Loyola University of Chicago. The data 
they used for the construction of their taxonomy were reports of 
the clinical interview. 
' 
Twelve clinical psychologists were chosen as inter-
viewers. Each was at the Ph.D. level and a graduate of the 
Clinical Division of the Psychology Department of Loyola 
j 
University of Chicago. 
The content of the interview was developed (cf. Kennedy 
and Heckler, 1971) from a survey of the literature of psycholog- · 
ical interviewing, research on the priesthood established by the 
behavioral sciences, and the current sources of concern to 
priests as described in popular publications. Another and perhap 
more influential source of content was consultations with col-
leagues among the clergy and hierarchy and in the disciplines of 
sociology, psychiatry, and psychology. The major features 
covered in the interviews include the following: family life and 
~· relationships, other developmental experiences, psychosexual 
development, self concept, development of vocation, interpersonal 
relationships, faith, priesthood, celibacy and personal view of 
. .. 
the future. 
The technique for evaluating the above material relied 
heavily upon inferences made by the interviewers. In its final 
form the content of the structured interview consisted of the 
following eight major areas: (cf. Kennedy and Heckler, 1971) 
1. Interview Process. The psychologist writes a descrip-
tion of the priest's physical presence, and the manner in which 
·he behaved during the interview: anxious or relaxed, passive and 
submissive or active and controlling, and so on. In addition, 
he describes how he himself felt towards· the priest and how he 
*•· n AH44F 
believes the priest felt about the interview and toward him. 
~' 
~ 2. Development. In this section the psychologist describes 
the priest's parents and other significant adults in his life and 
indicates the nature of the emotional relationships of these 
figures to the priest and among themselves. Also are described 
the relationships of the priest to his siblings, friends, and 
general cultural circumstances. Events which had special impact 
on the course of his development are noted. 
3. Functioning. The psychologist then addresses himself 
to the functioning of the priest i_n the six areas· listed below. 
He communicates his understanding by writing five interpretive 
statements in each area. He then ranks each statement twice; 
once for its salience in describing the priest and again for his 
degree of confidence in making the statement. The six areas are 
the following: 
a. Interpersonal Relations. This section com-
municates the typical way the priest interacts with 
others, whom he feels most comfortable with, the 
degree of closeness with others, and so on. 
b. Psychosexual Maturity. Here is described 
the level of psychosexual maturity the priest has 
achieved, what impact sexuality has on his life, how 
sexuality is linked to his vocation, etc. 
c. Self-perception. The psychologist lists 
what the priest feels.are his most important char-
r 
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acteristics, his strengths, his weakn~sses. 
d. Job-satisfaction. Here are described the 
satisfying and frustrating elements of the priest's 
work life. 
e. Church, Faith, Religion. The psychologist 
attempts to identify the priest's attitudes toward 
the Church, its leaders and organization, the nature 
of his beliefs and religious practices. 
f. Priesthood. Here is described the personal 
meaning of the man's vocation, not so much how it 
should be, but how it is actually lived. 
4. Report. The psychologist ties ~11 the preceeding sec-
tions together in an integrated way, giving a comprehensive 
sketch of the way in which the priest's background, personality, 
and vocation interact. 
5. Future Outlook. The psychologist makes tentative pre-
about the priest's future: -his vocational commitment, 
·· further personal growth, best assignments, possible need for 
treatment, etc. 
6. Psychosocial Modalities. The psychologist makes judg-
ments about the priest within the framework of Erik Erikson'~ 
theory of development (adapted from Preli.nger and Zimet, 1964), 
example, along the identity vs. identity-diffusion dimension. 
7. Diagnosis. If a psychodiagnostic label is warranted, 
is entered here. 
' t 
t 
r 
k 
1· 
~ 
! 
8. Scale of Adjustment. · The psycholbgi-st locates the over-
all aajustment (personal integration, occupational adaptation, 
and mental he.alth) of the priest on a twelve point scale used in 
other studies of normal persons. 
~ ~ c. METHUlJ UF ANALYSIS 
~ 
~ !; 
The design of the study is as follows. Six different 
taxonomies were established by methods described in the Review 
of the Literature. A discriminant analysis was then run on the 
taxonomies in order to test the null hypotheses stated at the end 
of Chapter I (cf. p. 4) .. 
1) Typing according to an intuitive judgment. 
This taxonomy was established by Kennedy and Heckler 
(1971) using only the clinical material. of the study in the fol-
lowing manner: 
After the 60 psychological reports obtained in the pilot 
study and those obtained in the field early in the data collec-
tion phase were evaluated, it seemed possible to group the 
priests into categories whiclf were ordered along a continuum of 
development. !t'our major types emerged: Maldeveloped, Under-
developed, Developing, and Developed. 
Composite personality sketches of.men found in each of the 
60. 
four categories were drawn. These sketches served as preliminary 
definitions of the categories. Next, a sample of 25 renorts was 
read and categorized independently by the authors and two other 
psychological consultants. The level of agreement among the four 
raters was good. ·Disagreements served the purpose of clarifyin,g 
important issues. For example, one rater used adaptation to 
vocational demands as a primary factor in his judgments. The 
other raters used more personal factors, such as depth of 
emotions and presence of satisfying interpersonal relationships, 
as primary indices. The matter was discussed and the latter 
emphases agreed upon. 
The next step was the refining of each category into three 
levels. This resulted in a twelve point scale of devel~pment. · 
The purpose of using a twelve point scale (four major categories 
.. 
with three levels within each category) rather than a four Point 
scale (four major categories) was to achieve increased utility 
for further correlational studies. 
Next, the authors independently read the 271 reports in 
their entirety. The sequence in which the reports were read was 
random and different for each author. They independently assigne 
a developmental rating on the twelve point scale to each case and 
wrote comments about each. 
t When dis~greements occurred between the two raters over 
~he c~:egory in::_ which a priest should be placed, case confer-
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ences were held. At the case conferences, the authors resolved 
their uifferences. No use of the self-reports was made at any 
time. 
2) 1yping according to Cattell's Q Technique. 
The data for the statistical part of the study were 
stored on IBM data cards. Two IBM cards were used for each 
subject and the variables were punched out on the cards using 
two or three columns for each variable. In order to use a Bio-
meaical Program for the factor analysis of the data in this form 
it was necessary to transpose the deck or matrix so that the 
columns become the subjects and the rows (cards) become the 
variables. If this were not done an R type of factor analysis 
would be performed. To accomplish this a simple program using 
a l'•1atrix Alee bra Subroutine from Control Data, 6000 series ( 1966) 
was used. 
Next, a factor analysis of this transposed matrix was 
performed using the Biomedical Program BilliX72 (cf. Dixon, 1970) •. 
This program contains several options. A correlation matrix was 
first to be computed for the factor analysis. The diagonal 
• 
elements were not altered, that is, "ones" were placed in the 
diagonals of the correlation matrix. The minimum eigenvalue 
( (cf. Harman, 1967, pp. 137-146) which would be factored. was set 
Anything less than this would contain practically no 
variance and hence, would be of no interest. The correlation 
matrix, eigenvalues, cumulative proportion of the total variance, 
factor matrix before and after rotation, and the factor scores 
were to be printed in the output. 
J) Typing according to Nunnally's sum of cross products. 
Nunnally's analysis is somewhat more complicated to 
perform. Since the variables were expressed in different scales, 
the first operation to be performed was to "transgenerate" the 
different scales into equivalent scales. In effect, this is 
equivalent to transforming the scales into percentages. The 
reason for this is obvious. · If two scales were multiplying a 
third scale, to obtain the sums of cross-products, the first with 
a range from 1 to 10 and the second with a range from 1 to 25, a 
score of $ on the f~rst would be of greater value than a score 
of 15 on the second. Thus, if these raw scores were used to 
compute the sum of cross-products, the actual smaller value (15) 
would increase the sum more than the larger ($) value unless 
they both were transformed into an .. equivalent scale. This was 
accomplished by making the r;nge of the equivalent scale equal 1 
to 100. In this case the first value ($ in the scale of 1 to 10) 
would be transformed into 80 and the second value (15 in the 
scale of 1 to 25) into 60. If both of these new values were then 
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to multiphy the third value, their true ·value would result. 
The transgenerated matrix was then transposed in the 
manner described for the Cattell Q Technique. A subroutine from 
, , control Data 6000 ( 1966) was used. 
Next, a factor analysis was performed on this trans-
. generated, transposed matrix. The BMD72X (Dixon, 1970) used for 
' the Cattell Q Type Technique was again employed but for the 
Nunnally technique different options were chosen. A covariance 
matrix was first computed from the input matrix in place of the 
. . 
correlation matrix used fqr the Cattell Q Technique. The diago-
nal elements remained unaltered. The factoring was to be dis-
continued after 10 factors were computed, since not more than 
five or six usable factors were expected to be found. 
4) Typing according to Owen's graph me.thod. 
For the construction of the fourth taxonomy the 
algorithm for the decomposition of a nondirected graph (cf. Owen, 
1968) was used. The algorithm had been programmed::: by Charles 
Owen, Professor of Architectu'ral Design of the Illinois In-
, . 
stitute of Technology. In counter distinction to most programs 
· *The program is found in the library of the comouter center of 
IIT. Professor Owen showed great interest in the application 
of his program to the field of psychology and assisted the 
writer of thi$ dissertation in its use. 
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found in computer center libraries, this program contains many 
options and requires decision making at each stage in its appli~ 
cation. The. decisions are usually based on the results of the 
analysis obtained from previous phases of the program. In other: 
words, the progiam· must be run in sections and decisions rnust be 
made at each section of the run. The following is a summary of 
the phase operations. 
Phase 1. Similarity or interaction coefficients are developed 
in the first run. Two decisions had to be made for this first 
run. The first decision required the determination of a match 
·difference and a no. match difference for ea ch vBria ble. t·.rhat is 
meant here is that a band instead of a point is chosen as a 
threshold to determine when two variables are similar. The first 
.. 
threshold or "match difference" determines the band within which 
tv.;o vario. bl es must fall to be considered completely similar. 
~he second, "no match difference", extends the first band to a 
partial match. If, for example, two variables fall within this 
band they will be considered partially similar> the de~ree 
depending upon how close they are to the first band. 
The second decision determines the formula of the co-
efficient of similarity to be used in computing the si~ilarity 
matrix. A discussion of this is found on paee 16 of this disser-
tation. The coefficient of similarity. chosen was S = M/(M + U}, 
which is the coefficient of Sokal and Michener (1958). 
The primary purpose of Phase 1 is to provide info~ma~ 
tion for the selection of a threshold for phase 2 of the program, 
the construction of a graph. To simplify the selection, all 
coefficients are charted on a histogram with 101 frequency 
classes from 0.00 to 1.00. The form of the display is designed 
to support a visual selection by inspection. Three factors 
should be balanced in selecting· a threshold: (1) positions of 
"notches" in the histogram - these are natural separation noints; 
(2) value of the chosen threshold coefficient - the higher the 
~. value, the more the discrimination; and (3) density of the re-
sulting graph - higher coefficient values as thresholds implies 
sparser graphs with possible disconnected elements • 
.. 
After some experimentation, it was decided initially 
to use one standard error of measurement for the match differ-
ence and two standard errors of measurements for the no match 
difference. The program was rerun using twice this value and 
then a third time using two standard errors of measurements for 
the match difference value and two standard deviations for the 
no match difference. 
A punched deck of coefficients was produced by the 
to be used as input data for the second phase. 
In this phase the matrix of coefficients and a thres-
used to construct a nondirected graph. Elements to be 
linked are those whose coefficients are equal to or greater .than 
the threshold value. The threshold value is determined by visual. 
inspection of the histogram produced in phase one. Where ele-
ments are linked to no other, (no coefficient equal or above the 
threshold), they are disconnected from the graph and 
with the highest value for a threshold that would allow 
them at least one link. 
A matrix of coefficients i~ printed and a nondirected 
(in an equivalent matrix form) developed using the thres-
punched as a data deck in the proper format for inout 
three of the program • 
.. 
Three runs of phase two were performed as an exneriment 
to determine the best threshold value. The values at which they 
were run were .53, .51, and .4$. This decision was made after 
the completion of phase three. This threshold value largely 
determines the size of the subgraphs, which result from the 
decomposition of the complete nondirected graph. 
' 
·Phase ). This phase of the program produces a decomposition of 
the graph under anplysis into subgraphs. The program tries to 
out the best decomposition into subgraphs with complete 
linkage at the threshold chosen in phase two. By this is meant, 
every vertix in the graph has a connection, at the level of simi-
larity selected, with every other vertix in that graph. 
Two sets of subgraphs are determined by the program. 
The first is a disjunctive partition. In this partition an 
object can be included in only one of the subgraphs. The second 
is a nondisjunctive partition. Here an object can be included in 
more than one subgraph and as a result more subgraphs are pro-
duced than in the disjunctive decomposition. 
The results are both' printed and punched for use in 
phase four. 
.. 
Phase 4. This phase of the program unites the various subgraphs 
produced in ph~se three. There are two different options in 
which the subgraphs can be united. The first is called a forced 
condensation whereas the second a natural condensation. In the 
forced condensation a definite number of the subsets of the 
disjunctive partition are selected and the rest are eondensed 
into these. This produces the number of types equal to the 
number of subsets chosen. Irl the natural condensation, the 
·subgraphs are united in levels until a complete graph is again 
produced. This can be accomplished by using either the disjunc-
tive or the non-disjunctive subgraphs.· 
·'· 41.XMAt; 
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The results of the condensation are printed rilong with 
the amount of linkage uniting each level of the hierarchy. From· 
this condensation, a tree graph can be drawn and the natural 
array of types and the hierarchical unity of the complete graph · 
can be seen. The computer proeram does not actually draw this 
tree graph, its final stage merely supplies the information from 
which it can be drawn. Once the tree eraph is constructed, the 
types can be easily determined and understood by anyone, after a 
brief orientation. 
Both options, namely the forced and the natural con-
densation, were attempted and a taxonomy for each was determined, 
5) 1yping according to Rubin and Friedman using a similarity 
.. 
coefficient. 
For the construction of the fifth taxonomy the programt 
}/;· 
'jl ' . ~ 
A Cluster Analysis and Taxonomy System for Grouping Data (Rubin J, 
& Friedman, 1967) was used. This program was obtained from the 
International Business I'.~achines Corporation. It was then placed· 
in the Loyola University Computer Center Library. 
The program description (Rubin and Friedman, 1967) 
suggested that for optimum results the variables should be logi-
cally independent, i.e. one should not measure the same quantity 
times. It also recommended that the variables be perti-
nent to the type of classification desired and limited in number. 
In order to meet this requirement it was decided to perform .a 
factor analysis of the variables and use the factor scores as 
the data for the cluster analysis program. To perform the factor 
analysis the Biomedical Program BMD72X (Dixon, 1970) was used. 
'l'he factor scores obtained from this program were in the form of 
z scores (mean= O, standard deviation= 1). Since this would 
result ·in half of the scores being expressed as negative numbers, 
which would be impossible for the cluster program to handle, the 
z scores were transformed into T scoi::-es (mean = 50·, standard 
deviation= 10). "This was a trivial operation and performed by 
hand. 
.. 
The cluster analysis program has many options, the 
following of which were chosen: 
The type of variables was set for continuous and the 
standard option of mapping them into the interval· (2, 255) by 
the transformation x = 128 + Nd (X - M) was permitted. The for-
u J 
mat card was written in A-type (alphanumeric) form rather than 
F-type form as one would exp~ct. The fractional match coeffi-
· Cient of Sneath and Sokal (Fractional match s .. =Number of 
l.J Number of 
matches 
variables 
= M) was· chosen for the formation of the similarity 
N) 
; .A4i 2£4 
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matrix. The lower limits of difference (the interval within 
which a match would be considered perfect) was placed as three. 
The upper limit of difference (the interval within which a match 
would be considered partial) was placed as eight. The breaking 
coefficient (S*) was selected as the average similarity coeffi-
cient. This is the standard option suggested for best results. 
The program was instructed to begin with a random partition of 
the data into 3 groups and the program was allowed to start with 
a hill-climbing pass. This is the standard option when starting 
from a random initial partition. Another option, instructing the 
program to use its own technique to find an initial partition, 
was tried. This, however, was unsuccessful. The program was 
further instructed to terminate after the standard value of 10 
local maxima was reached. .This, again, was the standard option 
suggested for no~mal use. 
6) Typing according to Rubin and Friedman using a distance co-
efficient. 
The program used for the construction of the sixth 
taxonomy was contained in the same package as that for the con-
'I' 
struction of the fifth taxonomy, A Cluster Analysis and Taxonomy 
System for Grouping and Classifying Data (Rubin and Friedman, 
1967). 'l'his program likewise contains many options of which the 
following were chosen: 
' 
. . . .,, , >Q&,( CiJRQJt; 
... · ---------. 
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The factor scores obtained from the factor analysis of 
the variables used for the fifth taxonomy were used again. This 
program contains an option whereby the program itself will per-
form a principal component analysis of the data. This option 
was not used since a rotation to simple structure would not be 
performed and so it would be difficult to identify the variables · 
used in the analysis if further research were to be conducted. 
The Mahalanobis·' Generalized n2 coefficient was chosen for the 
construction of the distance matrix. The program WpS instructed 
to terminate after the standard value of 10 local maxima was 
reached. This, again, was the standard option suggested for 
normal use. The program was also instructed to plot the final 
clusters of the data into the space of eigenvector one and two 
of the principal component.?nalysis. 
7) Discriminant analysis for testing the "goodness-of-fit". 
A stepwise discriminant analysis was performed upon 
each of the above six taxonomies as a test for the goodness-of-
fit. Nunnally (1967) defines and states the use of discriminant 
analysis as follows: 
' 
Discriminant analysis is employed when groups of persons 
are defined a priori, and the purpose of the analysis 
is to distinguish the groups from one another on the 
basis of their score profiles ••• !here are three re-
lated problems in discriminatory analysis, (1) deter-
' (' 
I 
! 
r 
' l 
! 
mining whether or not differences in score profile 
for two or more groups are statistically significant, 
(2) maximizing the discrimination among groups by com-
bining the variables in some manner, and (3) establish-
ing rules for the placement of new individuals into oni 
of the groups. 
It was for the first of these reasons that this analy-
sis was chosen as a test for the goodness-of-fit. The analysis 
was performed with the Biomedical Program BMD07M (Dixon, 1967). 
All the computations were printed along with a summary table and 
the posterior probabilities. This information enables one to 
determine which cluster or type a su~ject belongs, in the event 
of a misclassification in the original taxonomy. 
•' 
CHAPTER IV 
RESULTS AND DISCUSSION 
73. 
This chapter will describe the results obtained from 
the analyses described in Chapter III, and will be divided into 
three parts following the outline set forth in the first chapter 
of this dissertation. The first part will treat the results of 
the intuitive taxonomy of Kennedy-Heckler; the second, the result 
of the ·two methods of factor analysis; and the third will present 
and discuss the results of the three forms of cluster analysis. 
A. RESULTS ACCORDING TO AN INTUITIVE JUDGMENT 
The Kennedy-Heckler intuitive taxonomy consisted of 
.. 
four types or clusters grouped according to a developmental 
scheme. The following summary table gives the results of how 
many subjects in the sample of 80 were classified into each type. 
'l'YPE 
TABLE 8 
Classification of subjects according to Kennedy~Heckler 
Taxonomy 
'I' 
I IV 
Number of subjects 3 
II 
17 
III 
56 4 
\:,. 
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The first question to ask regarding this intuitive tax-
seems to be, "Is the difference in score profiles for the 
four groups statistically significant?" This is the first o.f the 
three questions defined and staied by Nunnally (1967). A clari-
. . 
fication of this is presented on page 71 of this dissertation. 
To answer this question a discriminant analysis was performed on 
the above types using the.27 variables described above in Part II 
of Chapter III, The Design of the Study. The summary results of 
the Biomedical Program BMD07M are presented in Table 9. Each row 
and each column of the matrix display represent a type of the tax 
onomy which was initially inputed in~o the discriminant analysis 
program. The table is read by rows, one row for each type of the 
taxonomy. The diagonal entries of the matrix represent the cor~ 
rect classification. The other entries in the row, if there are 
.. 
any, represent misclassifications, whose proper classification 
would be that type, in which column it appears. 
TABLE 9 
Summary table of Discriminant Analysis of 
the Kennedy-Heckler Taxonomy 
TYPE I II III IV 
I 3 
' 
0 0 0 
II l 16 0 0 
III : . l 10 42 3 
IV 0 0 0 4 
75. 
Inspection of Table 9 shows that 15 of the 80 subjects 
- were misclassified according to the discriminant analysis. One 
subject of the second type was misclassified; this subject b,e-
longed to the first type. Fourteen subjects of the third type 
were also misclassified; one of these belonged to the first type, 
ten to the second type and three to the fourth. All subjects in 
type one and four were classified correctly. In summary, then, 
18.5% of the 80 cases were misclassified according to the dis-
criminant analysis. 
The mo~t likely reason for.this misclassification could 
·· b~ a difference b~tween the clinical and psychometric data, the 
clinical being used for the taxonomy and the psychometric for the 
discriminant analysis. Care was taken in the original design of 
•' 
the study to assure that the results of the clinical and psycho-
metric reports would be similar. An examination of the section 
on Apparatus, Chapter III, should confirm this. Another possible 
explanation might be that when Kennedy-Heckler made their judg-
ments for classifying the subjects, they were not.able to make 
these (a) on the same variables for each subject or (b) to give 
equal weightto each variable involved in these judgments. One 
must admit, however, that the results are rather remarkable. 
B. RESULTS ACCORDING TO FACTOR ANALYSIS 
76. 
·As outlined in the introductory chapter of this disser~ 
a factor analysis was performed upon two types of coeffi-
The first 1s called Cattell's Q technique and u~es a 
correlation coefficient. The second type is called Nunnally's 
sum of cross-products and employs a covariance coefficient. The 
of each type will be presented followed by a brief dis-
concerning the differences found in each analysis. 
Cattell's Q Technique. 
As stated above (page 61, cf. Harman, 1967, pp 137-146), 
minimum eigenvalue for which the factors would be computed 
set at .50. The results are presented in Table 10. 
Factors above .50 
Eigenvalue 
Percent of Variance 
TABLE 10 
Unrotated Factor Matrix. 
I 
76.160 
95.2 
' 
II 
1.342 
1.6 
III 
.708 
.9 
IV 
.642 
.8 
These factors were then rotated to simple structure. 
The summary results of this rotation are presented in Table 11. 
types with 70, 5, 3 and 2 subjects respectively were 
The actual rotated matrix has been reoroduced in 
Factors (types) 
Number of subjects 
TABLE 11 
Classification of Subjects 
I 
70 
II 
5 
III 
3 
IV 
2 
For all practical purposes this analysis is useless, 
since 70 out of the $0 subjects were classified in the first 
factor or type. 
2. Nunnally's Sum of Cross Products Technique. 
The number of factors to be extracted and rotated was 
set at ten (cf. page 63 ) • More than 10 usable types were not 
expected to be found. In any event, it was arbitrarily decided 
before-hand to discard any factor that contained less than five 
subjects, since by definition one could hardly call this a gen-
eral type. The results of the analysis are presented in Table 12 
factors 
Eigenvalue 
ro of variance 
Factors 
Eigenvalue 
<-Jo of variance 
TABLE 12 
Unrotated Factor Matrix 
I II III IV 
4eo2.3 1727.0 1092 .6 $24.2 
37 15 g 6 
VII VIII IX x 
459.4 347.1 322.1 288.6 
3 3 2 2 
v VI 
576.9 449.4 
5 4 
These factor scores were likewise rotated to simple 
structure as was done for the Cattell Q Technique. The summary 
results are presented in Table 13. 
TABLE 13 
Classification of Subjects 
Factor (type) I 
Number of subjects 37 
Factor (type) VII 
Number of subjects 2 
II 
7 
VIII 
6 
III 
6 
IX 
3 
IV 
9 
x 
1 
v 
6 
VI 
. 3 
'" 
Since the limits for usable typ~s were set at 5 (~f. 
P• 77) Factors VI, VII, IX and X were not used. Therefore 71 of 
the 80 subjects were classified into the other six types. The 
first type contained 37 subjects which accounted for 37% of the 
variance as opposed to the Cattell analysis where the first tyoe 
included 70 subjects accounting for over 95% of the variance. 
The other five types contained 34 subjects accounting for 41% of 
the variance whereas the other three Cattell types contained 10 
subjects which accounted for only 3.3% of the variance. The 
first factor for the Nunnally an.alysis, as would be expected, did 
contain a large proportion of the subjects but this was less than 
half of the original numb~r. It can only be concluded that at 
face value the· Nunnally analysis appears to be a great improve-
ment over Cattell's Q Technique. 
The question however that must still be asked, "Is the 
classification a true classification and have the subjects been 
properly classified into homogeneous groups accordinF, to the 
variables upon which the classification was made?" ft. discrimi-
nant analysis was performed to test the validity of the classi-
fication. A discriminant function was computed for each type and 
the data were then classified as follows according to these func-
tions. The results are presented in Table 14 and seem to be 
significant. This table, as well as the other summary tables of 
discriminant analyses which follow, is.interpreted as explained 
above, page 74 . 
TYPE I 
I 37 
II 0 
III 0 
IV 0 
v 0 
VI 0 
TABLE 14 
Summary table of Discriminant Analysis of 
Nunnally's Taxonomy 
II III IV v 
0 0 0 0 
7 0 0 0 
0 6 0 0 
0 0 8 1 
0 0 0 6 
0 0 0 0 
ao. 
IV 
0 
0 
0 
0 
0 
6 
As can be seen only one subject was misclassified 
according to the discriminant analysis. This subject belonging 
to Type IV should have been placed into Type V. 
From these results it seems that one must admit the 
validity of Nunnally's criticism of Cattell's Q Technique. In 
Cattell's taxonomy 70 out of 80 subjects were classified in the 
' first type, which contained 95% of the variance. This classifi-
cation is useless since it produces practically no new order in 
the data. Nunnally's taxonomy, however, is distributed over six 
· 't AM4UIA 
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usable types. This distribution on the other hand especially 
since it contained only one misclassification, adds real scienti-
fie order to the data. The reason for the discrepancies between 
the two methods probably has to do with the scales that were used 
especially the Personal Orientation Inventory. This test was 
constructed to measure self-actualization. This is indicated 
according to the level of the scale, a more self-actualized 
person being higher and a less self-actualized person lower on 
the scale. The Cattell's Q.Technique, however, is unable to 
detect or differentiate this kind of information (cf. pp. 7 ff.). 
As a result, much of the discrimination of the technique was 
. . 
lost. In counter-distinc~ion, Nunnally's technique, since it is 
able to use this kind of information in its differentiation of 
types, obtained a much better discrimination of types. 
C. RESULTS ACCORDING TO CLUSTER ANALYSIS 
Three different types of cluster analysis were per-
formed upon the data. The first two types used a similarity co-
efficient to form a matrix upon which the cluster analysis was 
performed. The first similarity matrix was then built into a 
nondirected graph and decompctsed according to Owen's algorit'hm. 
The second type of similarity matrix was clustered according to 
the Rubin-Friedman hill-climbing algorithm. The third type of 
r 
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cluster analysis used Mahalanobis' generalized n2 coefficient to 
form a distance matrix. The results of this matrix was clustered 
according to the Rubin-Friedman hill-climbing algorithm. The 
results along with a brief discussion of these three analyses are 
presented in the following three sections. 
1) Owen's Graph Method. 
As was explained in Chapter III (cf.,page 64) several 
decisions had to be made concerning Phase I of Owen's program. 
The primary decision concerned the setting of the limits of 
matched and no-matched differences, cf. page 65 . The first run 
set the limits at one and two standard errors of measurement 
respectively. The results of this run were printed in the form 
of a histogram which can be seen in Appendix C, page 125. A 
visual inspection of this histogram reveals that the setting of 
the bond between matched and no matched difference was too narrow 
and did not produce enough similarity from which a decent non-
directed subgraphs could be produced. The average similarity was 
only .17$. A second run was tried using twice this value. The 
results improved as can be seen from the histogram found in 
" Appendix C, page 126. This band, however, was still too small. 
A third run was attempted, this time using two standard errors 
of measurement as the matched difference and two standard devia-
tions as the no-matched difference. The results produced a 
SJ. 
histogram which showed an average similarity of .426 which Owen 
(personal communication) considered suitable for the construction· 
of a nondirected graph. 
Three threshold points of similarity ori the third his-
togram were chosen as breakoff points for the decomposition of 
the nondirected graph into subgraphs. The first was .53, the 
~ second .51, and the third .48. The f~rst threshold value pro-
.! duced a disjunctive partition of 39 sets or subgraphs. There 
. ' ;' t 
were two subgraphs which contained 4 subjects, eleven with 3 
subjects, ten subgraphs with 2 subjects and fifteen subgraphs 
with only one subject. The second threshold value, .51, produced 
34 sets with eight subgraphs containing 4 subjects, six subgr.aphs 
containing 3 subjects, nine subgraphs containing 2 subjects and 
.. 
eleven subgraphs with only one subject. The results of both of 
these decompositions were considered too dense with the resulting 
subgraph too sparse and disconnected. If a condensation were 
attempted, more than likely too many distinct types would Appear, 
thereby producing little scientifically intelligible order in the 
data. 
A third run was tried, this time using .48 as a cutoff 
threshold. The decomposition produced two sets of sub~raphs. 
' The first was a .disjunctive partition of 25 sets. In this dis-
junctive decomposition there were three subgraphs containing 6 
r kid.. SQ 
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I subjects, four subgraphs containing 5 subjects, three subgraphs 
containing 4 subjects, five subgraphs containing 3 subjects, five 
subgraphs containing 2 subjects and five subgraphs containing 
only one subject. A nondisjunctive partition was also performed. 
This contained 37 sets, in which eight subgraphs contained 6 
subjects, nineteen subgraphs contained 5 subjects, eight·sub-
graphs contained 4 subjects, one subgraph contained 3 subjects 
and one subgraph with two subjects. 
From the results of these two decompositions three 
types of condensation were performed. The first was a forced 
condensation where ·the seven largest subsets of the disjunctive 
partition were used as seed sets and the remaining 18 subsets 
were condensed into these •. Seven types resulted with ten sub-
jects in the first type, fourteen subjects in the second, fifteen 
subjects in the. third, fourteen subjects in the fourth, fourteen 
subjects in the fifth, eleven subjects in the sixth and ten sub-
jects in the seventh. As can be seen from the totals, 8 subjects 
were classified in more than one type. 
A discriminant analysis was performed on this taxonomy 
for determining its goodness~of-fit. The results of this 
analysis appear in Table 15. 
~--------------
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Type 
I 
II 
III 
IV 
v 
VI 
VII 
TABLE 15 
Summary Table of Discriminant Analysis of 
Owen's Forced Condensation 
I II III IV v VI 
10 0 0 0 0 0 
0 6 1 2 2 0 
0 1 10 2 2 0 
1 2 0 10 1 0 
0 0 0 1 10 0 
2 1 1 0 0 7 
0 1 0 0 0 0 
VII 
0 
3 
0 
0 
3 
0 
9 
Inspection of this table shows that 26 of the subjects 
were misclassified or, in other words, 29% of the cases. Eight 
subjects were misclassified in type II, five subjects in tyoe III 
four subjects in type IV, four subjects in type V, four subjects· 
in type VI, and one subje~t in type VII. 
The second condensation that was performed was a 
natural condensation (cf. p. 67 ). The subjects were united into 
' ' levels in a hierarchical manner until a complete graph was again 
produced. This was first performed using the disjunctive parti-
~ tion. The results of this condensation are displayed in the 
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TABLE 16 
Dendogram for Owen's Disjunctive Partition 
86, 
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form of a dendrogram or tree graph in Table 16. The types can be 
determined by visual inspection of the dendrogram. Five types 
resulted with twenty eight subjects in the first, eight in the 
second, eighteen in the third, nine in the fourth and eleven in 
the fifth. What would appear as the second type, is partially 
contained in type III and since the linkage is weak it was ex-
cluded from the taxonomy. 
A discriminant analysis was likewise performed on this 
taxonomy. The results of the analysis appear in Table 17. 
'fYPE 
I 
II 
III 
IV 
v 
TABLE 17 
Summary Table of Discriminant Analysis of Owen's 
Natural Disjunctive Condensation 
I 
15 
0 
2 
2 
0 
II 
3 
7 
0 
1 
2 
III 
6 
0 
16 
0 
0 
IV 
2 
0 
0 
6 
1 
v 
2 
1 
0 
0 
8 
Inspection of this table shows that 22 subjects were 
misclassified or, in other words, 30% of the subjects. Thirteen 
l 
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of these subjects were in type I, one in type II, two in type III 
three in type IV and three in type V. 
A second natural condensation was also performed, since 
the program produced two types of partitions (cf. p. 67. 
phase 3) • This time the nondisjuncti ve partition was _used for 
the condensation. The results of this condensation can be seen 
in Table 18. This again is displayed in the form of a dendrogram 
and the types can again be determined by visual inspection of the 
aendrogram. As can be seen from Table 18, a subject in a nondis-
junctive graph can be classified in more than one type. Eight 
types appear in· the dendrogram, which include 120 entries. This 
large number of entries resulted from the fact that a subject 
could be classified into more than one type. Several subjects 
were even classified into more than three types. 
A discriminant analysis was likewise performed on this 
taxonomy. The results of this analysis appear in Table 19. 
89, 
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TABLE 18 
Dendrograa for Owen's Non-disjunctive Partition 
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'l1YPE 
I 
II 
III 
IV 
v 
VI 
VII 
VIII 
TABLE 19 
Summary Table of Discriminant Analysis of Owen's 
Natural Non-disjunctive Condensation 
I II· III IV v VI VII 
6 1 1 1 0 0 1 
0 6 1 0 1 0 2 
0 1 5 1 1 2 1 
2 2 0 11 1 3 1 
0 0 0 0 7 0 0 
1 1 0 3 ·l 9 4 
2 2 1 2 1 9 12 
0 0 0 1 0 0 0 
.. 
Inspection of this table shows· that there are 55 
VIII 
1 
0 
2 
0 
1 
0 
0 
10 
mis-
classified subjects. This is 46% of the subjects. Five of these 
were in type I, four in type II, eight in type III, nine in type 
IV, one in 
type VIII. 
type v, ten in type VI, 17 in type VII, and one in 
At first sight, the results of this taxonomy seem very 
'I' 
.poor. However, there are several points to remember. The first 
, point that must be kept in mind is that the condensation was made 
~from a nondisjunctive partition of the.original nondirective 
a ~JR '"Y+ '?AM 
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graph. This means that a subject can appear in more than one 
subgraph. Therefore, when the subgraphs are condensed into a 
dendrogram from which the types are determined, it is possible 
for a subject to be found in more than one type. The discrimi~ 
nant analysis, ho~ever, will not allow a ~ubject to be classified 
into more than one type. Close examination of the table of 
posterior probabilities for each group indicates that in all but 
8 cases, the misclassification is not actually a misclassifica-
tion.of the subject but a result of the overlapping due to the 
nondisjuncti ve partition which by definition means a subject ca·n 
appear in more than one subgraph. An inspection of the posterior 
·probabilities as found in Appendix C, page 130 will show this. 
As can be seen in the table, in all but 8 cases where the subject 
. appeared in more than one type because of the nature of the dis-
.. junctive partition, the discriminant analysis chose one of these 
and consistently referred the others to it. In view of these 
considerations then, only 10% of the subject were actually mis~ 
classified. This is considerably better than the initial obser-
vation of a 46f~ misclassification. 
5) 'I'he Rubin-Friedman method with a similarity coefficien.t. 
' 
Before the Rubin-Friedman cluster analysis nrogram 
could be run, the variables had to be factor analyzed. One of 
l----t-h_e_p_r_o_b_l_e_m_s_i_n_f_a_c_t_o_r_a_n_a_l_y_s_i_· s_h_a_s_a_1_.w_a_y_s_b_e_e_n_t_h_e_d-et_e_r_m_i_n_a_t_i_o,..1r 
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of the number of usable and meaningful fac·tors. The rule estab-
lished by Harman (1967) was followed. "The number of common 
factors should be equal to the number of eigenvalues greater than 
one ••• " This usually runs from a sixth to a third of the total 
nµmber of variables. Six factors were found to fit this cri-
terion. The factor scores from these six factors for each 
subject were the variables.used for the cluster analysis. The 
rotated factor matrix and the factor scores can be found in 
Appendix D, page 1J6.and 1J7f. 
Using these variables for the Rubin-Friedman method, 
five groups, or types, resulted. The first type contained 
thirty-five subjects, the second type contained ten subjects, the 
third type contained nine subjects, the fourth type contained 
twenty-one subjects and the fifth type contained five subjects. 
A table describing the stability and instability of the 
subjects was contained in the computer printout. This is repro-
duced in Appendix D, page 141. The following is the. criterion 
upon which this was based. An object was classified stable if 
the "within" similarity is larger than the splitting functiori 
(s~:<) and the "between" similaorrity less than tris value. Twenty 
five of the subjects were found unstable. Examination of the 
table of average similarity, also reproduced in Appendix D,. 
page 139, shows that eight of the twenty five subjects actually 
r··....------___.. 93 • 
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had a within similarity closer to another·type than the type in 
which it was actually classified. In the other seventeen cases 
the "between" similarity was very close to the "within" similar-
ity. This is an indication that the types obtained by the pro-
gram were not very well structured. 
A discriminant analysis was then run on these results. 
The summary table of this analysis is reproduced in Table 20. 
'l'YPE 
I 
II 
III 
IV 
v 
· TABLE 20 
SU111mary Table of Discriminant Analysis of the 
Rubin-Friedman Cluster Program Using a Similarity 
Coefficient~ 
I 
24 
0 
0 
7 
0 
II 
3 
7 
3 
2 
0 
III 
5 
0 
4 
2 
1 
IV 
3 
1 
1 
9 
0 
v 
0 
2 
1 
1 
4 
type five. 
A comparison of the posterior probabilities contained 
in the discriminant analysis and the table of stable and unstable 
cases in the cluster analysis printout did not show any agreement 
or pattern between the misclassified subjects of the discriminant 
analysis and the unstable subjects of the cluster program. Fif-
teen out of twenty five of the unstable subjects were misclassi-
fied by the discriminant analysis while ten of the unstable sub-
jects were classified correctly a~cording to the discriminant 
program. Seventeen of the stable subjects were misclassified by 
the discriminant analysis. This can be seen from an examination 
of the tables reproduced in Appendix D. It is difficult to 
account for these discrepancies except to state that the cluster 
analysis program did not produce very faithful types. 
6) Rubin-Friedman method using a n2 coefficient. 
The factor scores used as data input for the last 
analysis were also used in running the Rubin-Friedman cluster 
analysis program using a n2 coefficient. This program found.six 
clusters or types. There wefe 27 subjects contained in the first 
type, 12 subjects in the second, 6 in the third, 22 in the fourth 
12 in the fifth and 8 in the sixth type. 
t 
' 
95. 
An examination of the tables containing the pooled 
scatter matrix and the weighted distance between each subject nnd 
each group reproduced in Appendix E (cf. p. 145 and 146f.) shows 
that there is a great contrast between the 11within" and the 
"between11 distances. These results are d1splayed graphically in 
the "Plot of Objects in the Space of Eigenvectors One and Two.'-' 
This plot has also been reproduced in Appendix E. (cf. p. 148) 
An examination of this plot shows six clearly defined types. 
A discriminant analysis was next run on these six types 
in order to test their "goodness-of-fit.'-' The results of this 
·analysis have been reproduced in Table 21. 
TABLE 21 
Summary Table ~f Discriminant Analysis of the 
Rubin-Friedman Clu~ter Program Using !··~Rhalanobis' 
D Coefficient. 
'l YPE I II III IV v 
I 20 0 0 0 0 
II 0 12 0 0 0 
III 0 0 6 0 0 
IV 0 0 0 22 0 
v 0 0 0 0 12 
VI 0 0 0 0 0 
IV 
0 
0 
0 
0 
0 
8 
l _....___~···-·· -----------·· --------l: ,• 
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An examination of Table 21 shows that there are no 
misclassified cases. In other words, the method produced a per-
fect classification. This is what would be expected from the 
examination, explained above p. 95, concerning the tables con-
taining the pooled· scatter matrix (cf. Appendix E, page 145), and 
the plot of the clusters on the first two eigenvectors (cf. 
Appendix E, page 14$). 
.. 
~-----______. 
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CHAPTER V 
SU.MMARY AND CONCLUSIONS 
The purposes of this study were to investigate and ex-
plore the various methods by which a taxonomy of personality 
adjustment could be constructed and to introduce numerical tax-
onomy as a possible alternative to the models used at present. 
The actual hypotheses tested were as follows: 
I. Anyone of three models, namely an intuitive judg-
ment, factor analysis and cluster analysis, is as 
good as any other for the purpose of forming ideal 
personality types. 
II. Within the factor analytic model, the results 
obtained by using a matrix constructed with a 
correlation coefficient do not differ from the 
results obtained by using a matrix constructed 
with a covariance coefficient. 
III. Within the cluster analytic model, the results 
obtained by using a matrix constructed with a 
similarity coefficient do not differ from the 
results obtained by using a matrix constructed 
with a distance coefficient. 
r---" ----------:-:-198. 
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t In order to test these hypotheses, the following six 
methods were examined and compared. A summary of the results of 
this examination follow. 
A. Cattell's Q Technique. This method used a correlation coef-
ficient to form a matrix from which it extracted the personality 
adjustment types by means of factor analysis. This method pro-
duced four types. Seventy out of 80 of the subjects, however, or 
$7. 5'}~ of the cases, were classified in the first type. Since 
!, this adas almost no scientific order to the data, it was consid-
, 
erect useless for our purpose. 
The defect of the method seems, to a great extent, to 
be due to the variables used· in the study. There are two reasons 
for this statement. First the variables were of a continuous 
type. Continuous variables contain three important sources of 
information in the profile of scores for any person, namely the 
level, the dispersion and the shape. In forming the correlation 
coefficient, the score on each variable is standardized (cf. r = 
I. z z Y.. x) . This standardization reduces the mean (level) to zero 
N 
ana the standard deviation (dispersion) to one for each of the 
scales. Because of this, two'main sources of discrimination, 
level and dispersion were lost when the scores were standardized. 
For the Cattell method, therefore, the entire discrimination of 
~ types was made in the single source of information, namely, the 
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shape. Second, in the particular variables used in this study, 
especially the Personality Orientation Inventory, the level prob-
ably contains the most important source of discrimination. For 
example, the POI was constructed to measure self-actualization. 
This is indicated according to the level of the scale, a more 
self-actualized person being higher and a less self-actualized 
person lower on the scales. Without this important source of 
discrimination, one would expect the poor results which actually 
were obtained. 
Two other less successful methods seem to be the two 
cluster analytic techniques which used a similarity coefficient 
to form their-input matrix. 
B. Owen's Graph Method. The first of the two methods which used 
a similarity coefficient was Owen's graph method (cf. pp. 63 ff.) 
The three different options contained in the program were used, 
namely; a forced condensation using a disjunctive partition of 
the original graph formed from the similarity matrix, a natural 
condensation using first the same disjunctive partition and a 
natural condensation using a non-disjunctive partition of th~ 
original graph. The first of these options produced seven types. 
' . 
When a discriminant analysis was performed on these results, how-
ever, it was discovered that 26 of the subjects or 32.5% of the 
cases were misclassified. The second option produced five tynes. 
i 0 ¥ 
. 100. 
Here again, however, when a discriminant analysis was performed 
on th~se results, 22 subjects or 27.5% of the cases were found to 
be misclassified. The third option produced eight types. 
Although at first sight it seemed that according to a discrimi-
nant analysis performed on the results, 55 subjects were mis-
classified, when the posterior probabilities of the discriminant 
analysis were examined, this large number of rnisclassifications 
• proved to be due to the nature itself of the non-disjunctive par-
tition· {cf. p 90 f.). If this is taken into consideration, then 
. 
only eight subjects were misclassified, or 10% of the cases. 
C. Rubin-Friedman Method Using A Similarity Coefficient. The 
second cluster analytic method using a similarity coefficient was 
that of Rubin-Friedman. It.produced a taxonomy of five tyoes. 
A discriminant analysis was performed on these types. Thirty two 
subjects or 4()<j~ of the cases were found to be misclassified. 
From the probability standpoint, concerning a statis-
tical method, the percent of misclassifications seem to be high, 
except for Owen's natural condensation of a non-disjunctive par-
tition. The fact that both cluster methods, that of Owen using 
a decomposition of a nondire~tive graph and that of Rubin- · 
Friedman using a hill climbing method to.maximize a function, 
obtained such poor results leads one to suspect that it is not 
the cluster method as such, but rather the coefficient, which was 
42 ,:g;a: IL µ 
the same for both methods, that caused these poor results. This 
coefficient, briefly described in the Review of the Literature 
(cf. pp. 21 ff.) was first developed for use with discrete vari-
ables. This is the type of variable used primarily in the fields 
of biology and architecture. The similarity coefficient was 
developed in place of Mahalanobis' n2 cofficient by these disci-
plines since most of the variables are discrete and a distance 
cannot be properly measured between two discrete variables. ftt 
first this similarity coefficient could not be used for contin-
uous variables because there were too many possibilities of a 
mismatch, and a high number of mismatches would not produce 
enough similarity.to cause a discrimination of types. This 
difficulty, however, was later overcome (cf. pp. 17 ff.) by the 
use of a band for the match.and no-match difference. It would 
appear, however, that for the type of variables contained in the 
psychometric measurements used in this study, this adjustment was 
not sufficient. 
D. Kennedy-Heckler Intuitive Meth6d. The fourth method of tax-
onomy was the intuitive method of Kennedy-Heckler. They found 
four different types which were constructed along a developmental 
continuum (cf. pp. 59 ff.). ,Fourteen subjects or 17.5% of the 
cases were misclassified according to the discriminant analysis 
performed on the results of this taxonomy. From a judgmental 
standpoint, this is quite good, but from the standpoint of 
. 102 .. 
statistical probability, it is not so good. Some of this mis-
classification might have resulted from the fact that two differ-
ent sources of data were used, clinical data in the construction 
of the taxonomy and psychometric data in the discriminant analy-
sis. An attempt was made in the design of the study to duplicate 
the results of each data collection method, but this is almost 
impossible to accomplish. There is also the considerable diffi-
culty in weighting the same variable equally in each of the in-
tuitive judgments. This difficulty could also be reflected in 
the results· of the discriminant analysis. 
E. Nunnally's Sum of Cross Products 'Methods. This method used a 
covariance coefficient to form a matrix from which it extracted 
the types by means of factor analysis. This factor analysis 
.. 
obtained six different clusters or types. The results when com-
pared with those of Cattell, are remarkable. First, there 
appears to be a better distribution of subjects in the Nunnally 
analysis than in the Cattell's Q Technique. tor Nunnally's 
method the first factor contained 35 subjects or 44% of the cases 
in counter-distinction to Cattell's first factor which contained 
70 subjects or $8% of the cases. Second, the discriminant analy-
sis on the Nunnally results was also quite remarkable, especially 
~ in comparison with the other meth6ds, either using a correlation 
coefficient or a similarity coefficient. For Nunnally's method 
there was only one misclassification out of 71 subjects or, in 
.l.0.'.3. 
other words it classified 98.75% of the cases. correctly. The 
reason for this seems to be attributable to the fact that a co-
variance coefficient, since it is merely a cross product which 
does not standardize the scales, was able to preserve not only 
the shape of the variable but also its level and dispersion. 
These two added sources of differentiation, in turn, seems to 
have provided a wider foundation for discrimination. {cf.pp.7 ff. 
F. Rubin-Friedman Method Using~ D2 Coefficient. The sixth and 
last method attempted in this study was that of Rubin-Friedman 
using a distance coefficient, Mahalanobis' n2 • This program 
produced a taxonomy containing six different types. The discrim-
inant analysis performed on these results found no misclassified 
cases. In other words, thi~ method performed a perfect classifi-
cation. If one examines closely how a distance coefficient is 
formed, an interesting fact results. The formula for nfj is 
(x. - x. )2 + (y1. - y.)
2
" Actually this is a kind of coyariance 
l. J J 
measurement. Another interesting fact is that only the two 
methods which used a covariance coefficient were able. to obtain a 
perfect or near perfect classification of types according to the 
discriminant analysis performed on the results obtain for each 
method. This seems to be du~ to the fact that only the covari-
ance coefficience was able to preserve all three sources of 
discrimination, namely, the level, dispersion and shape (cf. pp 7 
ff.). 
On the basis of these results, the following conclusion~ 
seem to follow: 
1. There are various methods by which a taxonomy can 
be constructed. From the results obtained in this investigation 
the basic models of factor analysis and cluster analysis seem to 
be somewhat superior to an intuitive judgment. Using the dis-
criminant analysis as a criterion, the Rubin-Friedman cluster 
analysis using Mahalanobis' n2 coefficient obtained a perfect 
classification, the Nunnally factor analysis obtained a 98.8% 
correct classification, whereas the Kennedy-Heckler intuitive 
method obtained only a 81.5% correct classification. From this 
it follows that the first hypothesis suggested in this study must 
be rejected. The three models were not equally effective in form 
ing ideal personality types. 
II. Within the same basic model there was even a 
greater difference than that found between the models. 
a. Within the factor analytic model, although the Nunnally 
method obtained an almost perfect classification (98.8~), the 
Cattell method proved to be useless with 80% of the cases classi-
fied in the first type. Fro~ this it follows that the second 
hypothesis purposed for this study must also be rejected. · Within 
the factor analytic model, the results obtained from a covari~ 
ance coefficient were 
105, 
superior to those obtained from a correlation coefficient. 
b. The same phenomenon was found again within the cluster 
analytic model. 'l'he Rubin-Friedman method using Mahalanobis' D2 
coefficient obtained a perfect classification. Owen's method and 
the Rubin-Friedman method using a similarity coefficient, however 
obtained less satisfactory results. The Owen method misclassi-
fied between 10-30% of the cases whereas the Rubin-Friedman 
method using a similarity coefficient misclassified 40% of the 
cases. · From these results it follows that the third hypothesis 
must also be rejected. Within the cluster analytic model, the 
results obtained from using a distance coefficient were superior 
to those obtained.from using a similarity coefficient. 
III. From these conflicting results within the same 
model (cf. Conclusion II), it appears that the type of variable 
used in the study seems to be the most important factor in deter-
mining the results that were obtained from the three basic models 
For the variables used in this study: that is, the type obtained 
from the commonly used psychometric personality inventories, the 
method which used a covariance coefficient matrix. obtained the 
best results. That is, both the factor analytic method and the 
cluster analytic method whic~ used a covariance coefficient 
proved superior to all others. The reason for this seems to be 
that the psychometric measurements used in this study all con-
tained three basic components of discrimination: namely, level, 
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dispersiori and shape. Only the covariance coefficient, however, 
was able to preserve all three of these dimensions (cf. p. 8 f.). 
IV. It would seem that future studies should use more 
care in determining the variables in view of the type of analysis 
envisaged. Although the results of this study seem to indicate 
that for psychometric measurements commonly used in psychology, 
a covariance coefficient obtained best results, other studies are 
now needed to determine which coefficients would obtain best 
results for the type of measurements peculiar to other disci-
plines. Until this is accomplished, it seems that the confusing 
results pointed out in the third section of the review of the 
literature (cf. p. 37) will be hard to unravel. 
V. Another consideration, by way of postscript, that 
could easily influence the choice of methods would seem to be the 
availability of computer facilities. Although the results of the 
twc methods which used covariance coefficients were best, the 
a~ount of computer time for their execution was very different. 
The execution of Nunnally's factor analysis took 13.52 minutes 
whereas the Rubin-Friedman cluster analysis took 140.28 minutes. 
The Northwestern University Cqmputer Center charged $9.00 a min-
ute in 1970 for the use of their computer. At this rate, 
Nunnally's program would cost $121.68 for execution whereas the 
Rubin-Friedman cluster analysis would cost $1,262.52. Although 
107. 
Nunnally's program did not classify all_ the cases, still there is 
considerable difference in the price and this difference should 
be kept in mind in determining the design of any study. 
10 • 
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33 -e.He922 1 3.3089~ e.22659 e.6623& 1.10599 0.38981 
_____ 34 ___ "'.'"l .5331~7 ______ -11.25l98 ____ 1.06995 ____ 1.38216 ____ J .10914 ___ ~0 .19826 
35 &.94246 -~.35088 0.60608 -0.77479 U.34128 0.94415 
___ 36 _____ -fj .12616 ______ -11. 88864 _______ 0. 31309 _______ -:-0. 07169 _. __ -l. 20024_ -- 1. 28370. 
·---------·-
37 1058994 -0.27911 ·-3.01675 1.47235 0.64870 -0.89611. 
___ 3_8 l_._0!1_B_2A , kL._9-_l8_90 -1 .• -4411.7..4 ~0_.39663 ___ ~.0 o555.9l:J ... 0. ._95662 
39 -1.45786 -0.15004 . ~.57575 ~.63479 -~.6944S -B.39762 
____ _40 ___ -'"".0 .14523 -_0_.26145 ____ "".l.19268 ____ -0. 96439 ____ ~_.11•00446 ____ ~0 ._427H9 
------------r-
41 ~.09942 -0.28879 1.58060 -0.23652 -B.62802 1.96164 
f-' 
--·--'+2 ___ ---·~ 0. 8 0 6 !1 L ___ ~J .s 0 43 0_ --·.XI• 9 7 '4 95 ___ 2. 0 715 7 ____ _1 • 0 642 6 _____ .,._L •. 01298 ------- ·--·-"--" ·--
43 1.64476 -B.70657 -1.18390 8.56803 -".68129 0,83519 ex:. 
~··-··-·-- ·--- ··---·-- ----·---- ·- - -- ·------·----. ···-·-·-4••• -----· .. 
r 
L 
138. 
0 -i-=-l__ _______________________________ - -··--·------------ -----·-·· ---------··-- --- ---------·-·--
! 44 - 0.90474 -0.20500 0.13543 -U.47915 0.0367~ 1,28103 -- -------------·--·-----·------
_____ 45 _______ _1 .45f.194 ___ ... 0.20753 ___ i1.59600 ___ .0 .,20466 _________ 0 .42590 ________ 1.030·71 __ _ 
46 -0.07479 1.35829 0.28817 -1.61475 0.23552 -0.73429 
__ 4~ ft119J35JH a . ._23J_fj_J l_._L"l.I89_ -0_._Ll986 0 •. 318L4 -0 ..• _349_80 ___________ _ 
48 . -0.931.01 -1.24427 -l.73108 -1.68876 -3.12990 -l.09809 
___ 49 ______ -0. 795S l_ ___ -0. SZ l ol __ ~l • .0 l 864 ______ -0. 42815 ____ -!. 50406 ______ l .546 l 'l 
50 -1.61746 -1.45870 -0.93845 0.55456 -1.57958 . 1.03089 
____ 51__ 0 Q 0086_4 ____ -f.i ,48"158 ____ 0. 07089 ______ -0 .15759 ---- ·1.18754 ---- 0. 26953 __ _ 
-----------
52 0.e0a02 s.35744 -1.36512 -0.27636 0,52265 1.46009 
__ $_3. g_._62_1-i;)'.5 -ft._3_6663 _.0 •. 80_958_ _1_.09260 ~0.80757 -0.16285. ___________ _ 
54 -1.20006 1,95243 -e.38181 -e.23697 0.64808 e.86374 
___ 55 0 __ .10620 -0_. 05260 __ -~. 98772 ____ 0 .89377 ____ -0 .14428 ___ 0 .42754 
56 M.29101 -1002482 -0.31621 -0.49502 e.18985 0.25505 
S7 __ L..l 44·rs ____ ~o !09672 ___ J .15338 ____ -0 .48194 _______ 0. 92298 _______ ..,.0 .45300 __________ _ 
58 0.09275. -S.61013 0.17387 0.08384 -B.87187 0.32573 
_ _,59 0 .. 5AL~~J1 f1. __ fifH3__1_0 L •. 9-I8_6J -0_.30_612 -1_._43579 0_.00255 ___________ _ 
60 -8007577 0 0 43365 -0.~6830 M.87246 -~.61538 0,69176 
___ 61 _______ 0.28168 ____ 0. 707~rn ___ -0.0831"/ ______ 0.9ll88 __ ~-- 0,0S778 ___ -fJ.26650 _______ _ 
62 1.00838 -0.37989 0.17315 -0.78804 -1.15798 -1.67154 
___ 63 _Ho 69158 ______ 2. 0131 l _________ ..,!1. 26269 ______ -0 • 23197 _______ -0 • 54249 _________ 0 • 59054 _________________________ _ 
64 0.76004 -0,40855 0.29111 0.23248 -~.21012 B.56513 
__ 6._5 -e_._<.)6_8!19 -1 .-7_fJ2_12 -0_._1_6es7 0_._s24_1_4 0. 38439 -_0. ':+_9-702 ___________ _ 
66 -1.98132 0.88817 -1,50920 -0.44672 0.25454 -1.58275 
____ 67 ____ -0. 39249 ~----· 0. 74 715 _______ -fJ .67018 ___ -- 1 .18651 --- '1. 02989 ______ 0. 51177 _________ ----------------··--
68 0.49647 -0.03149 -0.68301 -0.43894 -0.43767 0.32375 
69 -1_. 81119 ______ ~1:}. 81484 __ · _-0 .55106 ____ -l. 07897 ____ l .18386 ___ . _· - 0. 6 7905_ 
70 1.84253 -0.23934 -0.22591 -0.36025 1.50514 -~.45383 
____ 7_1 -t._;3.0_22~' ~_{11_.,_2~_~_9_8 1_._~0260' 0 __ ,_35_504 __ ~_.43533 -_~_._76839 ____________ _ 
12 0036506 -0.79373 -e.12125 0.8~184 0.99458 -0.31545 
___ 33 ____ 0 ,._54098 ______ 0.60448 _____ -l .05732 ____ .. 0 .81389 ____ .0.10207 ___ -0 .61107 ________________ _ 
74 -1.71865 1.09598 0.18515 1.12223 -M.41562 ~3.09758 
_. _]_5 ____ ... 0. 97668_ ----- l .43164 ______ 100985 7 _______ -0. 27214 _____ :-0 0 00 f182 ----- 2. 31529 _____ . -~--------------
76 -0.3998S -0.7~363 -0.63550 -0.76006 0.85369 0.08995 
__ Tl 0 .-1.J_5_l_8 0 ,_If:>6Jt8_ l __ ,_60_8)3'8 -0_.,_8_1_14_9 - ~-·--99~_2_9 -0 __ ,J_62_5l ___________ _ 
78 ij,05494 -0.11392 1,59184 ~.14602 -0.57119 0.91733 
____ 79 ________ J. 83620 ______ 0, 26-160 __ ~0. 62526 ____ ... u. 08832 __________ l. 75784 ______ .. _0 .81509 
80 -0.72940 -l.06424 0.18014 -2.32385 1.23842 -2.25627 
--------------- -----·---·-------·-- ··-- -- -------~----------------------------- ---- ----------------------------- -- -·----- - - -------------------
---------------·----------------<t----··------·--- --------------------
f-.J 
VJ 
----···--·-----------------------------·--·-----·--·---·-------------·--··--------·-----·-------------··------ ------------------ ----~--- ...0 
r --
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I 
~~ .. ~(: ·- _ .. _____ (.~~·.·~:·~x·:) __ ~~---?::~~~-":~1.:~··>~tf~~~-~·)· __ ------~-~::~\\ .. (\-.:,'-''! _______________________ _ 
AVERAGE SIMILARITY OF EACH OBJECT~"To"- EACH- GR~OUP 
0 ----------AVERAGE ------------------------------------------------- ----------
__ S_I~IL~~-~------~---~-~--~----~---~--~-------~-~----------~ FROM IN 
OBJE:.CT __ SET _____ TO __ SE_TS _____________ -----------------------
- l 2 3 4 5 . . 
________ J ____ 2 1 ___ 0.266 ______ 0 .495 ___ 0 .266 __ .0. l 97 __ 0 0337 ____ <6 r,?-V":,,_: __ -'.)_,,~ 1~~~,._;~t~~~ ~· __ _ 
20~ 2 '·i 0ol83 0ol78 0ol27 .00151 60171 
____ __,3 4 1 0. 0 269 __ 0 o 125 __ 0 o l 23_0_o 366_6._283 ___ ....__ ___________________ _ 
i 4 l u e.497 e.242 e.243 eo294 0.1a1 
_______ 5J.t~ __ l_;_0 .,388 __ _0o440. __ £J .257 ___ 0 el 99 __ 0 0 458_ 
6iJ l l 00426 .00210 0.215 00368 0.317 
_______ _7 l __ \ ___ 0.358_0o327 _0o280 ___ 0.298 __ .00162 ___________ ~-------------------------
8 l ~ 0ca5£r4 00285 0o3l0 00405 .0oll2 
_____ 9 4 "'I .0_._348_0 __ .208 __ 0_o269 __ 0.s10_0._1_75 ________________________ _ 
le l ~ a.426 .00133 ~0299 00300 0.196 
________ l 1 _____ 4_: __ 611332 __ 0 e 223_ 0 o 289 __ f1.,429_0 o l !H3 ___ _ 
12° l \. 0.361 0.352 ki.336 00306 B.325 
- l3l> l \ 0 396 0.121 0 299 00391 .0.125 
-- -- -,----- ------ 0 --- ---- 0 ----- -- --------
14 ~~i ·~ 3 '1 ,0 o 18 5 f} II 2 8 3 ~ o 2 7 9 $ e l 9 f3 .0 O 2 5 4 
____ J~ ___ s__.'.:_.0_,l98_0,3fJ4 __ fJ.l60 ___ 0_o175_.0o536 _________________________ _ 
160~ 3-::- 00288 0.200 .0.263 0.198 0.225 
_______ l 7U ___ 4 __ ~ __ 0e36~ __ 0o192 ___ 0 11208 ____ e .405 ___ 0 o4f10 
ia 2 ~ 00295 00410 s111as &o29J e.22s 
! 9 _______ 4 ___ 'j ____ .0 0 229 s 0 229 0. 234 0 0483 0. 313 
----···---------
20 1 1 0,457 Ho290 f6o204 .00349 0el04 
____ 21 2__::.:___00 313_!3. 34 7__0. 3 l 3_0_o 318 __ 0 0 083 ________________________ _ 
22 4 ! 0 "'331 0., 240 .0. 11 l .0 0 396 .0. 271 
23 2 -.i.. _ 0. l 97 a .428 0.199 0.1s0 0 .2s4 _____________ _ 
--------24 ___ 5--~~---- .0Cl175 -- e 0144 - 0o160 -- .0 .301 -- 0 0469-
25 !J~ l j. 0.374 rJ.079 __ 0,352 Go270 _ f:f.137 
------------26 ____ 1_(_ 0.ss·1 - 00279-- 0.21.:..3--0.294 ___ z.104 ___________ _ ----------------------------------------
2J ~Jo24~_0ol94_0o264_fo36~_So246 ________________________ _ 
28 l :.;, 0.478 0.335 .00329 .00286 0.137 
_________ 29 3__:...:. ____ 0. 333 __ 11. 260 _ .0 .310 __ 0 .2s1 __ 0. i sa _____ _ 
----------
311 l> '1 J0.279 0.210 00275 8.404 0.162 
3 l l \ JO. 552 0 0 323 ~(I 264 0 It 256 0 0 250 
--------- 32 _____ 3 -:;;-- -0 
0 
320 fl o 177 0 e 341 0 o 310 - 0 o 229 ----------------------------·------------
____ 33t') l "t 0_, __ 303_.0_,1_9~_0_0 190_0,20_7_0,258~------------------------
34~ 3 ~ 00302 Bo267 0.260 e,313 e.2sa 
35_\_~ ___ l_J ___ .0 0439 __ 0 0 310 _0. 368 ___ 0. 3£.\2 ___ 0 9 06 7 ---" ____________________ -.:..::...:::=.=------ -----------
36 l 'l 0 0 443 00292 k1o289 0,198 0ol62 
___ 3} ~JI~ 3__:_> _e_o 238 ____ 0 o l 85_M_o 242 __ $/J ._2_-7__6 __ 6 o_l 75 ______ _ f-1 i::- ---
38 4 2. 0.240 0.140 0.301 0,399 a.12s 0 
--------~-> ----------------.. -----------·------- --- -------------·------------·----- -- --- ________ ..... -·-
140. 
(~":"\ 
' l __ \_j_ _____ ._- - ------------- -·----· -- ·-- ----- ----·--· -···. - ---------------
39 1 ~ 0.384 0.285 .0.266 0.330 ~.096 
___ 40J.) ____ 4_3_0_.379_JJ.213 __ 0.324 ____ 0.443 ____ 0.154 _______________ ------
41 l \ 0 0 412 0ol.04 k1o27l 0.285 0.075 
-----'4_2 5 :. 0_0 143 __ 0 0202_0_.266 __ 0 .• 221_0.490 __________________________ _ 
43 l l .0 0 387 Do292 .0.243 0o20!J 0.'187 
_____ 44~--l~_.0 0 449 __ 0o33l_.0.37B_~o348_B.054 ____ ~------------------------
45 l i ~a.440 !10331 0.2s0 0.299 0.092 
____ 46 ~-~-0.268 ___ 0o223 ___ 0. l67 ____ 0.348 __ 0.254 _______ _ 
47 l.~ l 0 0 38"7, Do204 00278 0'0515 .00121 
____ 4_8 5 $' ~-• 085_0_0 194_0_. 220 __ 0 o_l 68_0_.,_464 _____________________ - __ _ 
49 3 ~ 0.296 0.248 0.352 0.234 0.204 
___ 5.0 2 ~~ 0 0 208 0o38"/ 0o2L>l 0ol37 f1ol42 5 l l _\ ___ 0 0 5£.,9 --fj 0 262 -- f1. 313 ____ 0. 292 ---0. 258 
52 4 I lo309 Bo269 So278 80427 Bol21 
5 3-G--4 -1-0 • 3 7 5-.0 • 15 0 --0 • 2 s 7 fJ • 4 l 9 0 • 0 96 
54 2 ~ 00324 00461 0,269 0,250 0.292. ________________________ _ 
SS 0 'j. l ~0-.461-0 o-258 ___ .0 o3HJ ___ 6.o393-6 .aa1 
______ 56 ___ l __ ,_g 0 49·5 __ 0 0 350_0 0 356 _____ 0. 357_ 0 0 l 75 ___________________________ _ 
57 4 i 0.340 0ol98 .0.345 0 0 l>58 00271 
_____ 58 ____ l_L __ 0 • 57 l ___ RJ o 256 __ H • 2 71 _ 0 o 2 63 __ 0 o 112 _____________ _ 
59t> l • f1oL>fJ4 0.urn 0.315 0,Y/l 0.079 
____ 6_0 l :~ 0_o3L~7_0o287_0_,.J49 __ 0o3l0_.f~.o.125 ________________________ _ 
61 D 4 'I 0 o 389 0 0298 0. 225 0 .4 73 0 • 083 
62J,~ __ 3 ;, __ .0 0355_0 0206_0 0378 ____ .6 0 215 ___ 0 .125 
63 1 ~ 00433 0,304 ~.250 60253 0.067 
64 l _ B.555 0.296 So285 0,300 8 0 079 65 !.T ____ 2 _5'_ 0 .276 --- .0 ,359-- .0 .251 ___ 0 .342 ___ 0. 342:.---------------------· 
____ 66 4_..'l.__0 11_169_0 0 26~_.0:_.264_0o34_7_0.121 _________________________ _ 
67 4 i 0.319 a.323 0,23B 0,355 0.246 
______ 68 ____ l_J ___ .00509 __ .0,265 ___ k1o352 ____ 0.396_ 0 0 088 _____________ _ 
69U 2 i e.362 0.396 0.21s e.212 0.267 ]'1!'"'-' _ l _ _\___0.362 __ 0o24k1 __ .0,331:3 ___ 0o3l8 ___ 0 0212 ________________________________________ _ 
71 · 4 ~ 00325 00287 0.292 e.350 0.242 
____ 7_2 .l :, f3_o430_0_o337_0.,3l}7 __ 0o337_0o267 ________________________ _ 
73 4 '-i 0o'295 00217 00326 00549 0.096 
_____ 74jJ ___ 2_~ __ 110260 __ 0 .3.03_.0.243 ... _ 0.129_ .00154 ______ _ 
75t,.n~ 3)... .!10232 .00310 0.2L;0 00279 0o3£i4 
________ 76 rJ _.l __ {• ___ 0 0 4.04 ___ ~ifo 35Z ____ 0 o 373 ____ 0 o 349 ___ 0 o 379 _____ _ 
7 7 4 'f 0 • 2 5 5 0 • 16 7 0 • 2 2 z 6 • 4 5 5 0 0 2 8 3 
____ IB l \ 0_._u,.a_3_0_.2_1.7_0_o_ 1_85_0. 306 __ 00_10_8"------------------'----------
-19 l ~ .00330 Do304 .l:l,192 0.255 .0,121 
____ ?_~ _ s_:) _0_. 2i0_9 ___ !3__. 290 __ ft. a69 __ 0 ._127 ____ 0__,_500 • 
----------------
• f-J 
----------------------------·---------------------~--------
f-J 
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- - -· -·. - --- -----·-- -----·---- --- --- ------·-··----- --- ... - - . - -·-·--
DESCRIPTIONS OF STABLE AND UNSTABLE ELEMENTS 
____ . OBJECT STA!:Hl I TY __ IS OEF !NED .AS __(AVER• __ INS IDE_SIMILARIJ'( ... SST AR> /Jl•SSTAR>~ <MAX• AVER•_ OUTSIDE __ S I MILAR 
WHERE SSTAR = BREAKING COEFF. 
_OJh __ rF _f\J.QBMALlZAT.lQN __ vJAS __ s_ue~RESSEO_, __ AS_AVERo __ INSIDE __ S!MIL ..... MAX·-- AVER.._OUTSIOE __ SIMIL. ___ ----------------
AN OBJ~CT IS WEAKLY STABLE IF MAX AVER. OUTSIDE SIM. IS GREATER THAN SSTAR~ UNSTABLE IF OBJECT STABIL 
---·-·- -----·--··---------·----------·-·-·-----·-··--·--· --- ------- --··----··· ·-----------. ----------·--·---··-· ·- - --------·---·--
__ SET ___ J __ 
·-------------- - --------- --~---·····-'"-·------- -
AVERAGE MAX. AVERAGE 
__ __,QJ1_~~GJ T_YJ:E IN.SJ D__E ___ S IM I LARI TY O_U.I_S_IDE __ S IM I LM:U TY . F..RO.M_SEJ_Q8_Jf CI_ __ S TA 8 IL lLY . .__ _ _ 
4 STABLE ~.49694 0o309l~ 0 e.27188 
________ 5 __ UNSTAl3LE_~,..A_ 0.38787_____ 0.45833 5 _________ -0.36879 ________ , 
6 UNSTABLE 0.42586 ,.36806 4 ~0082175 
________ 7 _ STABLE _______ 0 o 35846~---- _0 • 3 2 7 0 8 __ · ______ 2 _~::_· _________ £J. 0132 6 ___________ 1 
8 STA8LE 0054351 0o4~476 4 0002978 
-------'1~ STABLE d7~ 0_042586 B.030910 fO a_._l69fJ0 ____ _ 
12 UNSTABLE 0.36091 ~.35208 2 -0.064U8 
________ l 3 ____ UNSTABLE _0 o 39583 _____________ 6 • 39087 __ _ _ _4 __________ .. fJ el 3902 ________ _ 
20 STABLE 0045711 s.34921 4 e.08447 
25 ____ UNS TA BLE..!'.rA.~------- 0 • 3 7 43 9 ______ _ .0 • 3 5185 3 ... 0 • 0 4383 --------··-
26 STABLE 0055698 0.30910 0 0.35879 
_____ 2_e SJABLE·.-r:. _0.47_794 0._33542 0.15924 ____ _ 
31 STABLE 0.55208 0032292 2 0036699 
_33 __ UNSTABLE·~ct_'1_ £?.30331 _.0.3YJ9l.0_ 0 ..._0.00838 _______ _ 
35 UNSTABLE 0043872 0.368ij5 3 •D.OG312 
36 _ STABLE 0044301 0,3.0910 fJ ___________ 0.19383 ______________ _ 
----------39-- - STABLE·;~-~-·;i,. 0038419 . 0.33036 4 0.03991 
_____ 4J STABLE 0_.41176 00.30910 0 0 .• 14860' ____ _ 
43 STABLE ~.38725 0.30910 B 0·11312 
-44 _____ STABLE ---··· 0e449l4 _ _._ __________ 0 037037 ________ 3 _ fO .00446 _____________ _ 
45 STABLE f:l'o43995 0,33125 2 Z.11773 
_______ 51 . STABLE ____________ 0,54992__ _ ___ .0.31250_ 3 .0',33625 __________________ _ 
55 UNSTABLE:::\'.\ 0.46078 .0e39285 4 -0.05142 
_____ 5_6 .STA8LE f:l'•'>95l.0 0Q3571.4 ~ 0oll378 _____ _ 
58 STABLE 0057108 0o309i3 0 0037918 
59 ___ UNS TABLE _________ 0 • 40 3 80 __________ 0 0 3 710 3 __________ 4___ -~ 0 • 0 633 l _______ _ 
6 0 ST ABLE .~~,,\ :1 M • 3 4 6 8 ! .0 o 3 0 9 5 3 4 0 o D 5 3 21 
_______ 63 ___ STABLE_,._~~'i ____ 0 c,43260 ____________ 0 .3091.0_ f1 -----~----- 0 .17875. ______________ _ 
64 STABLE .0055515 0.30910 0 0.35613 
_____ 68 __ STABLE 0o50'9l9 .0._39583 4 0.fH1900 _____ _ 
70 UNSTAeLE 0,36213 e.33797 3 -a.91663 
72 __ STABLE_·:2~ fi.42953 __: ___ £1 0 34724 __ 3_· ____________ 0.05098 _________ _ 
76 UNSTABLE<·'~·:.?.. 0.4.0380 0.37917 5 -0.08962 
78 STABLE .0.48345 !3.3091.0 !3 . 0.25236 _________ t= __ _ 
·:../9 S"(Ai::lLE .0.329-66 .0.3f3910 --~-.--·--------:-Z.22976 1\) 
142. 
----- -------------- -+·~-----
____ _Av_ER~_GE~SJ.ASIL!_LY __ Qf_JJ:tI_S_GR_OUe_~ _____ 0_.0828J ____________________________________________________ _ 
SET 2 
_____ _________ _ _ _ __ AVERAGE __________ MAXo AVERAGE __________________________ - ____________ _ 
OBJECT TYPE INSIDE SIMILARITY OUTSIDE SIMILARITY FROM SET OBJECT STABILITY 
_l_. __ STABLE__ _.0049537 __ 0.3375.0___ 5: _______ . __ 0.17772 _____ _ 
2 UNSTABLE.,/.A'I .0017824 0o309l0 0 P0ol8940 
____ 1_8 STAHLE 0o4!0972 M_ .. _3.0910 0 0_ol4564 ____ _ 
21 STABLE 0.34722 Mo31845 4 0.02492 
____ 23 ____ STABLE_ 0o42824 ________ .:_ __ '1o309l.0__ 0 .0017245_ 
50 STA~LE ~.38657 B.38918 8 8111214 
54 SiA6LE 0046065 0032381 l ___________ .0.17176 _______ _ 
------- 6 5--UNS TABLE~,-:].-~---- .0 o 35880-- 0 o 34226 4 .. go 0 3535 
____ Q_9 UNSTA_BL !3_._39583 0_o_361_9_l l ~Jfo_0_t.+53_0 ____ _ 
74 UNSTA8LE·::.r.5" Bo30324 .0',30910 , 0 •s.:1000848 
-------·-----AVERAGE STABILITY OF THIS GROUP = 
------------------ ---- ---- ------------------
_s_EJ_3 
AVERAGE MAXo AVERAGE 
_____ OBJECT _________ TYPE ___ INS_!DE_ SIM!LARlU ___ Q_UI_SlDE SIMILARilX_fR_DM _SEJ ___ QBJECT __ STABILIJ_Y' __ 
14 UNSTABLE !:';X' ~ iO • 27864 0 • 30910 fO -0 o 04408 
_ l 6 ___ UNSTABLE _::,,.i- [; _______ 0 o 2639 2__ . 0 • 3 0910. .0 _____ ... .0 • 0 66 70 _______ _ 
29 STABLE 0v36979 ~.33334 l 0000943 
____ .32 STA8LE .0_034115__ fJ,_32024 _____ 1 !:to0l035 ______ _ 
34 UNSTAl:3LE 0 X1 0026042 !003125.0 4 ... _0 • .!18146 
_____ 37 ___ UNSTA8LE ______________ .0024219___ _0o309l0 _______ 0 ______ •0o0'9685 ___ _ 
4 9 ST A f:3 LE ;'.;.t .t 0 • 3 515 6 £J o 3 0 9 l 0 0 .0 • 0 614 6 
62 UNSTABLE 0037760 0035476 J ____ . ...0ok14858 ____________ _ 
----75 ______ UNST ABLE-~~;(l ___________ 0 o 23958 ----------------- 0 .-3104-1 2 •0 o l 0487 
AVERAGE STABILITY OF THIS GROUP = 
---------- ---·------ ---·-·-------
___ $ EJ _____ 4 _____________________________________ _ 
-------. ------------. --------------- -----
AVERAGE MAX. AVERAGE 
__ _,oe.J.~_C_T __ J_Yf?E INSl_D_E __ SIMILARl-1..'l __ Q_UIS.I_D_!;: __ s_rMILARlJ_Y fR.QM __ SEl __ O_B_JE_C_L __ STABIL .... ITL..Jv,_ _ _ 
3 STABLE~~' 0.36563 0.38910 0 0.08182 
·-----------1{-----~~~~t~-,~r·~--~--::~~~i~-------------::~j~f~---------~-----------::~~~~~~~-----=------
___________ 1·1 ___ UNSTABLE:~{~ _____ £.4052l__ . ___ fJv4GfJ00 __________ 5~---------------3•l5498~_:-·----t; ·-----
19 STABLE 0048333 0031250 5 . 0024118 
-------·------··"· 
143-
----~--------- . -·-- ...... ---··-~ ..... ,,,_,._ ....... ·---·---
.. , 
.1 ·1 ---., 
.... -·"-··--- - 2i·-··-·-··- STABLE ·i{.rr-- -·-·--·- £:·. 39583·-·---·-··-----~--- -0 • 33095 ---·-··------·-·f--------·--. -~ -- 0 • 05484 ·--·-··-- .- ·--- -·-
) 
______________ 27 _______ STA1:3LE .. :.:X'- 0 o 36458 0 • 309H1 _0___ 0 • 08033 
30 STABLE 0.40417 0.3991~ 0 0.13760 
____ ;38 .STABLE_::_~~:r':i. 00.39896_ 0,36910. -~ 0._l3fJ£16 _____ _ 
40 UNSTABLEt:•.Ji~ 0044271 0.37917 l -.0 • .03330 
___________ 46 ______ STAl:3LE 0.3t.>792 _0,30910_ _ ___ 0 0.05618 __ 
47 STA8LE12:1n 0.51458 0038691 l 0004569 
--·--- 52 _____ STA!:3LC~.:'.i __ 0 e42708. 0030910_ VJ 0o17077 _______ _ 
53 UNSTABLE~~~ s.41875 0037500 1 -s.05450 
____ __,5} ST.A8LE--r- ,0_._45834 £1034491 3 0.10015 ____ _ 
61 UNSTABLE . 0047292 8038869 l •Bo02039 
_______ 66 _______ ST A8L E f'..;r._?- 0 • 3468 7 ____________ 0 o 3 6 9 l ~ .. Jo __ ..:.._ ______ a. 0 5468 __________ _ 
67 STABLE 8.35521 0032292 2 0.02203 
_________ 7l ____ STA8LE _________ 0.35000 ________________ H,3250!:f ___ · ____ l ____________ 0.00776 _________ _ 
73 STABLE 8054896 0,32639 3 0.29124 
____ _:7.._,7"-__ s_IA8-LE .0_0-4.5_!;)_2· a .. _30-2..l0 a 0_,_2JJ~_a. ____ _ 
____ AVE.RA,GE ___ SJ_~B I LIJ_Y _Of __ JJ::US __ GROUP_ = ·-······-··- _____ 0, 08fJ32 ____________ -------------'--------------- _____ ··----·--
--- ··------------·--- -- -----------·-- - - --·· ---·---------------------~- -----
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