Least squares spectral combination is a well-known technique in physical geodesy. The established technique either suffers from the assumption of no correlations of errors between degrees or from a global optimisation of the variance or mean square error of the estimator. Today Earth gravitational models are available together with their full covariance matrices to rather high degrees, extra information that should be properly taken care of.
Introduction
Spectral combination of harmonic functions has proved to be a practical tool to match various observables in physical geodesy.
Early models along this line were presented by Sjöberg (1979) , (1980) and (1981) as well as by Wenzel (1981) . In Sjöberg (1979) and partly in Sjöberg (1980) integral formulas were presented for least squares combination of stochastic, random heterogeneous data, while otherwise, more realistically, only the errors of the data were considered stochastic.
All these models have in common that the correlations among different spectral degrees of errors are * E-mail: disregarded, and frequently the models are based on minimizing the global variance or mean square error (MSE) . See also Sjöberg (1984a Sjöberg ( ), (1984b Sjöberg ( ) and (1986 , which provide the basics of least squares modification of Stokes formula.. Considering that Earth
Gravitational Models (EGMs) are usually provided together with their full covariance matrices, at least up to some specific degrees, and that the qualities of the models vary over the surface of the Earth, all the information contained in the covariance matrices should be utilized in the combined solutions, which is not the case in the global optimization. Sjöberg (2005) presented a local modification of Stokes formula using weighting by degrees, and this article provides a more general approach to the locally best solutions in the least squares sense for filtering, combination of EGMs as well as in the combination of an EGM with an integral formula.
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Local spectral filtering
Let the gravity field related function be developed into a finite series of spherical harmonics Y (θ λ)on the sphere:
where are the harmonic coefficients, max is the maximum degree of expansion of the series and (θ λ) is the (co-latitude, longitude) of the function. Consider the unbiased and biased estimators of :
and
where is weighting parameter to be determined(see below), 
For simplicity we assume that the covariance matrix Q of the error vector dv is regular ( and this assumption holds for all autocovariance matrices of the paper). Then one obtains the following variance and MSE of and , respectively:
and 
with the solution
Hence, by inserting Eq. (6) 
with the MSE obtained from Eq. (4b) ( see Appendix):
and Eqs. (7a) and (7b) can also be simplified tô
Eqs. (4a) and (8b) 
Generalized filtering
Here we assume that a function
where are known coefficients, (possibly functions of radial position). In analogy with above, the general estimator
is optimized in the least squares sense by the weight vector
yielding the least squares estimator
with the minimum mean square error (with respect to choice of q)
Comparing Eqs. (6) and (11b) we notice thatˆ =ˆ , which we will take advantage of in the integral representations that follow below.
Integral representation of the filter
Assuming that the spherical harmonics Y (θ λ) are fully normalized, it means that they are mutually orthonormal, i.e.
Then we can express Eq. (11a) by the integral
where the kernel function K (P Q)becomes
Here Q is the integration point on the unit sphere (denoted by σ ).
Note that, in general, the kernel function of Eq. (13b) cannot easily, if at all, be transformed into a function of azimuth and spherical distance.
Example 2.1: Use Eq. (13a) to estimate the disturbing potential T P at the radius P from the gravity anomaly ∆ on the sphere of radius R.
for ≥ 2, the solution is obtained bŷ
Local spectral combination
Let and be unbiased estimators of the finite harmonic series v, given by Eq.
(1). The harmonic series of the estimators can be written:
where both sets of coefficients and are unbiased estimates of with random errors and , respectively, and the last parts of the equations are obvious matrix representations. We will assume also that the errors of the coefficients have expectations zero, and their covariance matrices will be denoted
The general unbiased spectral combination of the two series of Eqs. (15a) and (15b) can be written
where, again, p is a weight vector. The error and variance of this estimator become
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where the last two terms are equal.
The least squares choice of p minimizes the variance, and this minimum is attained by differentiating Eq.
(19) w.r.t. p and equating to zero. The result is:
where
with the solution (for a regular matrix M)
Hence, by inserting the last two equations into Eq. (17) one arrives at the least squares spectral combination:
Generalization
Let us assume that the function
where ≥ R, is a 3D function, on and outside the sphere of radius R, which can be determined by the functions (θ λ) and (θ λ) on the sphere through the spectral transfer functions (R/ ) +1 and (R/ ) +1
. That is, the general unbiased estimators for w can be written Then a general unbiased combined estimator for w can be written
where are arbitrary degree/order weights. With matrix notations the estimator becomes:
where d = Fp, h = Gp and p is the vector with elements p .
Here F and G are diagonal matrices with elements from vectors Df and Dg , respectively.
The variance of becomes
and its minimum is obtained by differentiating Eq. (25) w.r.t. p and equating to zero. The result is:
Hence, the optimum weight vector becomeŝ
yielding the optimum estimator for w:
Integral and series combination
The estimator 2 of Eq. (23b) can be expressed by the integral
where the kernel function is given by
It follows that Eq. (24a) can be rewritten aŝ
where 
The least squares weights are given by Eq. (27) when considering the above choices of and . 
Filtering and weighting by Laplace harmonics
which yields:
Similarly, the estimator of Eq.
(1) and its error can be expressed 
where Q is the covariance matrix of . The least squares choice for the weight vector becomes:
yielding the filtered estimator
with the MSE
Similarly the generalized filter of Sect. 2.1 can be obtained for the restriction of number of weights to one/degree, and the integral representation of the filter then becomeŝ
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Here P (cos ψ) is the n-th Legendre's polynomial, and ψ is the geocentric angle between the computation and integration points.
Finally, the least squares spectral combination for degree weighting, corresponding to Eqs. (21a) and (21b), can be written: 
Conclusions
We have derived the locally optimum spectral filters and combinations of functions on the sphere in the sense of minimum MSE.
The solutions utilize the full covariance matrices of the stochastic errors of the parameters representing the functions. In the most advanced cases this implies that the total covariance matrix of a given EGM is employed, implying a considerable computational burden. This workload can be relaxed (at the penalty of lower accuracy) by considering only one spectral weight by degree, yielding the filter and spectral combination of Laplace series.
The study includes the theoretical derivations of general filters and spectral combinations of harmonic series or a harmonic series and an integral formula, and the solutions should be suitable for solving both direct and inverse problems on the sphere.
