Abstract-Accurate forecasting of wind farm power generation is essential for successful operation and management of wind farms and to minimize risks associated with their integration into energy systems. However, due to the inherent wind intermittency, wind power forecasts are highly prone to error and often far from being perfect. The purpose of this paper is to develop statistical methods for quantifying uncertainties associated with wind power generation forecasts. Prediction intervals (PIs) with a prescribed confidence level are constructed using the delta and bootstrap methods for neural network forecasts. The moving block bootstrap method is applied to preserve the correlation structure in wind power observations. The effectiveness and efficiency of these two methods for uncertainty quantification is examined using two month datasets taken from a wind farm in Australia. It is demonstrated that while all constructed PIs are theoretically valid, bootstrap PIs are more informative than delta PIs, and are therefore more useful for decision-making.
I. INTRODUCTION
As the fastest growing source of renewable energy, wind energy is changing its role from being a marginal energy source to a major primary energy source. In fact, it is becoming a mainstream source of electricity supply in many developed countries worldwide, in particular in Europe. However, widespread penetration of wind power into energy system has some negative consequences that must be mitigated. Wind energy is stochastic in its nature. In contrast to the traditional electricity industry that relies on storable primary energies, wind power is non-storable and intermittent. The intermittency of wind energy and its large variability imparts a high level of uncertainties into the electricity generation, transmission, and distribution. These impose several difficulties and challenges on an independent system operator charged with retaining the balance and security of the network.
Accurate prediction and forecast of wind power generation is critical for safe and smooth operation of energy systems with a high penetration of wind energy. Wind power forecasting methods can be broadly divided into two groups: physical methods and data-driven (also called statistical) methods [1] . Metrological data and physical laws governing atmospheric behavior are often used in the first group to develop a model for estimating the wind speed and direction. Numerical weather prediction and mesoscale models are examples of physical models [2] [3] .
Statistical methods use historical wind power datasets and some explanatory variables to build models. A variety of techniques has been proposed in literature for linear and nonlinear model development. These include, but not limited to, ARMA [4] , neural networks (NNs) [5] , recurrent NNs [6] , neuro-fuzzy systems [7] , and support vector machines [8] . Hybrid approaches aggregating forecasts generated by methods from both groups have also been proposed in recent years [9] , [10] . Compared with physical methods, data-driven models are usually simpler, less expert-expensive, and more suitable for small farms.
Research on wind power forecasting has been mainly driven by a best guess strategy. The best forecast is often generated by an individual model or an ensemble and then used for decision-making. Despite all the work carried out in literature, it is already known that wind power generation forecasts are always prone to error [11] . The fact is that forecasting errors always exist regardless of the employed forecasting method and the implemented procedures. This is mainly due to a high level of uncertainty associated with operation of wind farms. According to this, it is critical to consider and quantify to relevant uncertainties and wisely use them in the process of decision-making related to wind farms [12] [13] .
Uncertainties associated with power generation forecasts can be appropriately quantified through construction of prediction intervals (PIs). PIs take into account both the uncertainty in model structure and noise in input data. They allow the users of the produced point predictions to perceive the accuracy of the predictions, and thus to make informed decisions to keep or reject the result. Instead of computing different quantiles and pairing them to construct forecasts intervals [14] , this paper takes a more direct approach towards construction of PIs for wind power forecasts generated by NN models. This paper focus on construction of PIs, rather than confidence intervals (CIs), makes it distinct from existing wind forecasting literature. Feedforward NN models are developed and used for forecasting aggregated power generation in wind farms. Then, the delta and moving block bootstrap methods are applied to quantify uncertainties associated with these forecasts. Two confidence levels are considered for construction of PIs. Quantitative indices and measures are used in experiments for comprehensive and unbiased evaluation of the quality of PIs. Experiments are conducted with summer and winter datasets from two wind farms in Australia. Each experiment is repeated several times and averaged results are used for drawing conclusions. Constructed PIs and obtained results are discussed from different perspectives such as the method efficiency, effects of the confidence level, and PI validity and informativeness.
The rest of this paper is organized as follows. Delta and bootstrap methods for construction of NN-based PIs are briefly introduced in Section II. Section III describes performance measures for assessing the quality of PIs. Simulation results are demonstrated in Section IV. Section V concludes the paper with some remarks and guidelines for future work.
II. PI CONSTRUCTION METHODS
By definition, a PI with an associated confidence level of (1 − )% is a random interval developed based on past observations,
Before proceeding, it is important to emphasize the difference between a CI and a PI. While a CI describes the uncertainty in the prediction of an unknown but fixed value, a PI deals with the uncertainty in the prediction of a future realization of a random variable [15] . A PI accounts for more sources of uncertainty and is wider than the corresponding CI [16] . Many authors wrongly interchange these terminologies [17] . Similarly, only CIs are constructed in the work reported in [11] , where indeed PIs are required for decision-making in real world applications.
A. Delta Method
The underpinning principles of the delta method have their roots in theories of nonlinear regression [18] . It is based on representing and interpreting a NN as a nonlinear regression model,
where and are respectively the set of inputs ( independent variables) and the corresponding target (dependent variable). (⋅) with the parameter set * is the nonlinear function representing the true regression function. is the noise with a zero expectation. The estimated NN parameters are represented byˆ. It is obtained through minimizing the sum of squared error (SSE) cost function,
The NN parameter estimation problem can be viewed as a nonlinear regression problem, using the cost function defined in (2) . Therefore, the standard methods for constructing the asymptotic PIs for nonlinear regression models are applicable. In the neighborhood of the true set of NN parameters, * , ( , ) can be approximated by a first-order Taylor series,
where the , -th element in the matrix is
. These derivatives are calculated for the true set of parameters, * .
For the sample 0 , the linear model is given by,
where 0 is a vector whose th entry is
. With the assumption that in (1) are independently and normally distributed ( (0, 2 )), the (1 − )% PI forˆis,
1− 2 is the 2 quantile of a cumulative t-distribution function with degrees of freedom. here is the difference between number of training samples ( ) and number of NN parameters ( ). is also the Jacobian matrix of the NN model with respect to its parameters. is an unbiased estimation of given below,
In some cases, matrix may become singular. Consequently, constructed PIs using (5) are unreliable. To remedy this problem, one alternative is to include some regularizing terms in (2) . Based on the weight decay concept [19] , De Veaux et al. [20] added the sum of squares of adaptive parameters to the cost function in (2), +ˆˆ (7) where is the regularizing factor [19] . The generalization power of NN models is improved through using (7) as the training cost function. Rebuilding PIs based on (7) will yield the PIs shown in equation (8) .
The procedure for calculation of in (8) has small differences with the one used in (5). These differences arise from the corresponding cost function considered in each method. An acceptable estimate of in (8) is given below,
where
. Inclusion of in (8) fixes the singularity problem resulting in better quality PIs. More discussion on these issues can be found in [20] .
B. The Moving Block Bootstrap Method
The moving block bootstrap (MBB) method extends the standard bootstrap method [21] to the case that observations are correlated. To keep the temporal dependence in data, sequential observations are randomly resampled in blocks, rather than single observations. Mathematically, let , = ( , . . . , + −1 ), = 1, . . . , − + 1, be the − + 1 overlapping blocks. The MBB method randomly with replacement selects overlapping blocks * , , = 1, . . . , . Then sampled blocks, * , , are put together to form a time series of length . Unless is an integer, one or more of the blocks have to be truncated to form a sample of length . The whole procedure is repeated times to form the datasets, { } =1 , required for training of models.
The bootstrap method estimates the variance due to model misspecification, 2 , by building NN models. According to this assumption, the true regression is estimated by averaging the point forecasts of models,ˆ= 1 ∑ =1ˆ, whereˆis the prediction of the i-th sample generated by the b-th bootstrap model. Assuming that NN models are unbiased, the model misspecification variance can be estimated using the variance of model outcomes,
For the construction of PIs, the variance of errors, 2 , should be also estimated.
2 can be calculated as follows,
According to (11) , a set of variance squared residuals is developed,
whereˆandˆ2 both are available from trained NN models and (10). These residuals are linked by the set of corresponding inputs to form a new dataset,
A new NN model, calledˆ, can be trained using the maximum likelihood estimation method to estimate the unknown values of 2 , so as to maximize the probability of observing the samples in 2 [16] . In total, + 1 NN models are required in the bootstrap method for PI construction. Simplicity is the main advantage of using the bootstrap method for PI construction.
III. PERFORMANCE INDEX FOR PREDICTION INTERVALS
Three indices here are used for quantitative evaluation of the quality of PIs. The first index is PI coverage probability (PICP), which measures what portion of targets is covered by constructed intervals,
where,
, otherwise = 0. and are the lower and upper bounds of the t-th PI respectively.
The second measure is PI normalized averaged width (PINAW), that measures how wide PIs are on average,
where is the range of the underlying target.
A combinational coverage width-based criterion (CWC) is used for simultaneous evaluation of the quality of constructed PIs from both informativeness (measured by PINAW) and validity (measured by PICP),
( ) is given by the following step function,
and in (16) are two hyperparameters controlling the location and amount of CWC jump. These measures can be easily determined based on the level of confidence associated with PIs. corresponds to the nominal confidence level associated with PIs and can be set to 1− . Further information about these measures and hyperparameters and can be found in [22] , [23] , [24] , [26] , [28] [29] .
IV. CASE STUDIES AND RESULTS

A. Data and Experiment Procedure
February and August 2010 datasets from Woolnorth wind farm are considered in this study for construction of PIs. These two months respectively correspond to summer and winter seasons in Australia in southern hemisphere. Located in northwest of Tasmania, Australia, the site is an ideal location for wind farm operation because of the steady and consistent winds. As a short term forecasting problem, we consider a five minute look-ahead time for forecasting wind power generation in this wind farm.
Autocorrelation and partial correlation functions are applied for analysis and selection of appropriate lagged values for model development. Up to fifty lagged wind power generation values are considered in correlation studies, and the peak values are selected as the set of inputs for each wind farm model in each month.
Single layer NNs with ten neurons in the hidden layer are used in this study.ˆin the bootstrap method has also a similar structure. One hundred datasets are formed using the moving block bootstrap methods. The block length ( ) is set to fifty, the same as the number of lagged values used in correlation analysis. Generated datasets are then used for training of NN models in the bootstrap method ( = 100). To avoid any subjective judgment, experiments are repeated ten times and PIs are examined each time using PICP, PINAW, and CWC. PIs are constructed for three different levels of confidence: 70%, 80%, and 90%. These correspond to setting to 0.3, 0.2, and 0.1, respectively. is set to (1− )%, which is the confidence level. Also, is selected to be 50 in order to highly penalize PIs with a coverage probability lower than the Fig. 1 shows the partial autocorrelations for fifty lags of the wind farm output for February and August 2010. The lagged outputs corresponding to the peak values of partial autocorrelation coefficients are considered as the vector of inputs to NN models. This results in 11 and 14 inputs to NNs for these two months respectively. It is obvious that the most recent lagged outputs form the major part of the input vector. After the tenth lagged output, the partial autocorrelation values significantly drop indicating a weak dependency. Table I and II report values of PICP, PINAW, and CWC for ten replicates of each experiment. These results and the quality of PIs can be studied from different perspectives with different purposes: validity, effects of confidence level, seasons, and performance of methods.
B. Results and Discussion
PIs are theoretically valid when their PICP is greater than or equal to the corresponding confidence level. Violation of this requirement results in invalidity of PIs and ruins their credibility. Checking PICPs in Table I and II indicates that constructed PIs using both the delta and bootstrap methods satisfy this condition, and therefore are valid. In all cases, there is a positive margin between PICP and the associated confidence level highlighting the capability of both methods for producing reliable PIs, even in the presence of a high level of uncertainty in data and operation of wind farms. There where PICP is slightly lower than 90%/. However, this is not a big issue, because (i) the gap is small, and (ii) the averaged value of PICPs in ten experiments is 90.38%, which is greater than the associated confidence level.
When the confidence level is 70%, the minimum value for and is 77.36%. However, this is 85.14% for the case of an 80% confidence level, and 90.32% for the case of a 90% confidence level (only checking PICPs greater than 90%). The positive margin decrement in these cases signifies that achieving a theoretically satisfactory coverage probability becomes more problematic as the confidence level goes up.
Both delta and bootstrap methods respond similarly to the requirement of a greater confidence level. To achieve the validity requirement, they widen PIs to cover more uncertainties in data. According to the results in Table I ,90% as they are narrower for the majority of samples. This signifies that an extra cost must be paid in the form of wider PIs to satisfy the condition of a greater confidence level.
Comparing CWCs in Table I and II reveals that seasons have a significant impact on the quality of PIs. In all conducted experiments with three confidence levels and using both methods, > . This means that the quality of PIs constructed for August datasets is better than the quality of PIs constructed for corresponding February datasets. This is only due to wider PIs constructed for wind farm datasets for February 2010. The large values of CWC in February (summer time in Australia) imply that there are more uncertainties associated with operation of wind farms in summer than winter.
It is also important to compare performance of the delta and MBB methods for construction of PIs. The averaged values of CWCs for all experiments are shown in Table III . According to these results, is smaller than is 4 out of 6 case studies, and in 2 out of 6 cases, it is bigger. The issue is that when < , the gap is big and varies between 6-11. In contrast, when > , the gap is less 1. These figures indicate that have a better quality than . As both and are theoretically valid, the superiority of stems from their informativeness aspect. From a practical point of view, narrow PIs carry more information than wide PIs (under the validity assumption). Therefore, are more useful and informative for decision-making than . Obtained results in this paper can be used in both theo- retical and practical studies of wind power generation. From a scientific point of view, other statistical models, such as support vector machines or neuro-fuzzy systems, can be hired for producing quality prediction intervals and uncertainty quantification. Also, studies can be conducted to enhance the quality of prediction intervals in terms of their informativeness (narrowing process) without compromising their validity ( ≥ (1 − )%). From the practical point of view, constructed intervals can be efficiently used by end users of wind power forecast. As a complementary source of information, they can be used along with point predictions for decision-making. As uncertainties associated with each forecast are quantified and reflected in the width of intervals, decision-makers will have a signal of the risk they bear when using point forecasts. Some preliminary studies in this field have started to appear in literature [12] .
The quality of PIs and results in Table I and II can be improved in several ways. One approach is to diversify the set of NN inputs and feed NN models with various sorts of valuable information. Further research can also be done in this direction by applying more advanced methods for feature selection. Results can be further improved for both bootstrap and delta methods by applying their optimized versions proposed in [30] and [27] .
V. CONCLUSIONS
The problem of uncertainty quantification through construction of PIs for the case of wind farm power generation was investigated in this paper. The delta and moving block bootstrap methods were applied to build PIs for wind farm power generation forecasts obtained by neural network models. The quality of PIs was quantitatively examined based on their width and coverage probability. Comprehensive experiments with real datasets revealed that the quality of power generation PIs greatly varies due to effects of the confidence level, seasons, and performance of methods. It was also found that while all constructed PIs are valid, the moving block bootstrap PIs are more informative than the delta PIs, and are therefore more useful for decision-making.
