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Einleitung
Die Gitterdynamik bestimmt eine Vielzahl der physikalischen Eigenschaften eines Fest-
ko¨rpers,wie etwa seine Raman- undNeutronenstreuspektrenoder seine spezifischeWa¨r-
me. Die theoretische Beschreibung geschieht im einfachsten Fall mittels eines phononi-
schen Systems, das die atomaren Schwingungen als entkoppelte Kollektivschwingun-
gen des Gitters auffasst. Mit dieser harmonischen Na¨herung ko¨nnen allerdings nicht alle
gitterdynamischen Pha¨nomene erkla¨rt werden. So ist die thermische Ausdehnung eines
Kristalls untrennbar mit der Anharmonizita¨t des Gitterpotentials verknu¨pft, wa¨hrend
seine thermische Leitfa¨higkeit einen Energietransport darstellt, der durch Wechselwir-
kungender Phononen untereinander verursacht wird. Diese Phononen-Kopplungenko¨n-
nen bei schwach ausgepra¨gten Anharmonizita¨ten eines Materials in die Theorie aufge-
nommen werden, indem sie als Sto¨rungen des ansonsten nicht-wechselwirkenden Pho-
nonensystems aufgefasst werden.
Aus Sicht des Theoretikers ist eine parameterfreie Berechnung dieser Eigenschaf-
ten wu¨nschenswert, die als einzige Eingabeinformation die chemische Zusammenset-
zung des Systems beno¨tigt. Die Voraussetzungen fu¨r solche ab-initio-Methoden wurden
durch eine Reihe von Arbeiten geschaffen. 1964 legten HOHENBERG UND KOHN [33] den
Grundstein fu¨r die Dichtefunktional-Theorie (DFT), die durch Einfu¨hrung der Elektro-
nendichte als Fundamentalgro¨ße Berechnungen von Festko¨rpereigenschaftenermo¨glicht.
Bereits 1965 schlugen KOHN UND SHAM ein selbst-konsistentes Berechnungsverfahren
fu¨r die Elektronendichte vor [39]. Diese Theorie wurde durch ZEIN [82] und BARONI
ET AL. [6] zur Dichtefunktional-Sto¨rungstheorie (DFPT) erweitert, die die lineare Re-
sponse der Elektronendichte auf a¨ußere Sto¨rungen numerisch zuga¨nglich macht. Damit
wurde es mo¨glich, neben gitterstatischen auch harmonische gitterdynamische Gro¨ßen
wie die Phononenfrequenzen und atomaren Auslenkungen zu berechnen. Den numeri-
schen Zugang zu anharmonischen Effekten legte das (2n + 1)-Theorem, das von GON-
ZE UND VIGNERON [28] auf die DFPT u¨bertragen werden konnte und die Berechnung
von Energien dritter Ordnung auf Basis der Elektronendichte erster Ordnung erlaubt.
Damit wurden die kubischen Kopplungskoeffizienten zuga¨nglich, die zur Beschreibung
von Dreiphononen-Prozessen beno¨tigt werden.
1
2 EINLEITUNG
Im Rahmen dieser Theorien sollen die EXAFS-Kumulanten berechnet werden. Die
EXAFS (extended X-ray absorption fine structure) tritt in Ro¨ntgenabsorptionsmessungen in
kondensierterMaterie als oszillatorischer Anteil auf und kann mit Hilfe der Kumulanten
parametrisiert werden. Diese enthalten sodann Informationen u¨ber die Korrelationen der
atomaren Bewegungen, die Verteilungsfunktion der atomaren Absta¨nde und damit u¨ber
die thermische Ausdehnung und die Gitterdynamik des Systems.
Im harmonischen Fall wird fu¨r die Verteilungsfunktion eine Gauß-Form angenom-
men. Messungen zu den in dieser Arbeit unter anderem behandelten Materialien Ge [21]
und GaAs [18] legen jedoch nahe, dass diese Voraussetzung nicht immer erfu¨llt ist und
anharmonische Einflu¨sse mitberu¨cksichtigt werden mu¨ssen. Zudem ergeben sich bei tie-
fen Temperaturen Abweichungen, die klassisch nicht erkla¨rt werden ko¨nnen und eine
Erweiterung der EXAFS-Theorie erfordern. Diese ist zudem fu¨r eine korrekte Interpre-
tation der EXAFS-Messdaten in Bezug auf die auftretenden Bindungsla¨ngen no¨tig [21].
Ein Vergleich theoretisch ermittelter Daten mit den vorliegenden Messwerten erlaubt es
zudem, Ru¨ckschlu¨sse u¨ber die Gu¨ltigkeit der verwendeten experimentellen Analyseme-
thoden zu ziehen.
Ziel dieser Arbeit ist es daher, mit ab-initio-Methoden sowohl die harmonischen, als
auch die anharmonischen Beitra¨ge zu den EXAFS-Kumulanten zu berechnen und auszu-
werten. Mo¨glich ist dies, weil die Kumulanten von den Korrelationen der atomaren Aus-
lenkungen abha¨ngen, in die im anharmonischen Fall zudem die Phononen-Kopplungen
eingehen, und somit vollsta¨ndig im Rahmen der DFPT behandelt werden ko¨nnen. Da
diese Korrelationen zudem temperaturabha¨ngige Gro¨ßen darstellen, werden die Kumu-
lanten in thermodynamischer Sto¨rungstheorie entwickelt.
Die Arbeit ist daher wie folgt aufgebaut. In Kapitel 1 soll eine Zusammenfassung der
quantenmechanischen Theorie gegeben werden, mit der die Dynamik eines Kristallgit-
ters beschrieben werden kann. Dies geschieht im harmonischen Fall durch die Einfu¨h-
rung des Phonons in den Formalismus, mit dem die Gitterschwingungen voneinander
entkoppelt und quantisiert werden ko¨nnen. Durch sto¨rungstheoretische Methoden wer-
den im anharmonischen Fall sodann Wechselwirkungen der Phononen untereinander
zugelassen.
Das Kapitel 2 beschreibt die numerische, parameterfreie Umsetzung dieser Konzep-
te mit Hilfe der Dichtefunktional-Theorie und Dichtefunktional-Sto¨rungstheorie, die die
Berechnung der Phononenfrequenzen und -eigenvektoren aus den harmonischen Kraft-
konstanten erlaubt. Außerdem wird auf die anharmonischen Kraftkonstanten eingegan-
gen, die fu¨r die Phononen-Kopplungen beno¨tigt werden.
Im Kapitel 3 wird die Gitterstatik und harmonische Gitterdynamik der untersuchten
Materialien Si, Ge und GaAs ermittelt und mit experimentellen Referenzdaten vergli-
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chen. Inbesondere die Gitterkonstanten, Phononenfrequenzen und -eigenvektoren wer-
den die Basis fu¨r die imWeiteren stattfindenden anharmonischen Berechnungen darstel-
len.
Eine Interpolationsmethode, mit der die anharmonischen Kraftkonstanten effizient
auf einer Vielzahl von Punkten im reziproken Raum aus einem zuvor parameterfrei be-
rechneten Eingabesatz erzeugt werden ko¨nnen, stellt Kapitel 4 vor.
Das Kapitel 5 unterzieht die harmonischen und anharmonischen Daten einem ein-
gehenden Test, indem die Gru¨neisen-Tensoren berechnet und mit experimentellen Da-
ten verglichen werden. Die Tensoren ha¨ngen einerseits von den Kopplungstensoren und
ihren Ableitungen nach Wellenvektoren ab, andererseits verknu¨pfen sie diese mit den
Eigenvektoren und -frequenzen der dynamischen Matrix. Die Untersuchung der Disper-
sionszweige der Haupt- und Nebendiagonalelemente gestattet es daher, das Zusammen-
spiel dieser – aus unterschiedlichen Quellen stammenden – Datensa¨tze insbesondere im
Hinblick auf ihre Symmetrieeigenschaften zu untersuchen. Als Anwendung ergibt sich
die thermische Ausdehnung der Kristalle, die mit Hilfe der Gru¨neisen-Konstanten be-
rechnet werden kann und in die spa¨tere Berechnung der EXAFS-Kumulanten eingehen
wird.
In Kapitel 6 werden die harmonischen und anharmonischen Beitra¨ge zum Debye-
Waller-Faktor mit Hilfe der Kumulanten-Entwicklung sowohl analytisch als auch nume-
risch berechnet. Als temperaturabha¨ngige Gro¨ßen ha¨ngen sie von thermodynamischen
Korrelationsfunktionen atomarer Auslenkungen ab, in die die Phononen-Kopplungs-
koeffizienten eingehen. Sie ha¨ngen daher von den zuvor parameterfrei erzeugten Kraft-
konstanten ab. Der Einfluss der anharmonischen Sto¨rungen auf das harmonische Ergeb-
nis wird untersucht. Zudem dient die analytische Herleitung als Grundlage fu¨r die Be-
handlung der EXAFS-Kumulanten.
Diese sind Gegenstand der Untersuchung in Kapitel 7. Sie stellen die Entwicklungs-
koeffizienten der Kumulanten-Entwicklung des EXAFS-Debye-Waller-Faktors dar und
werden durch Momente der atomaren Verteilungsfunktikon dargestellt. Eine analytische
und numerische Auswertung wird durchgefu¨hrt und mit Daten aus EXAFS-Experimen-
ten verglichen.
Kapitel 1
Grundlagen
In dieser Arbeit wird das Hauptaugenmerk auf der Gitterdynamik eines kristallinen
Festko¨rpers liegen, deren theoretische Beschreibung u¨blicherweise mit Hilfe von Pho-
nonen und ihrer gegenseitigen Wechselwirkung vorgenommen wird. Die Eigenschaften
dieser Quasiteilchen bestimmen viele Pha¨nomene physikalischer Systeme wie etwa ihre
Absorptions- und Streueigenschaften, aber auch aus demAlltag bekannterewie ihre ther-
mische Ausdehnung. Die Physik dieser Quasiteilchen soll deshalb so weit wie mo¨glich
analytisch und numerisch zuga¨nglich gemacht werden.
Ein Festko¨rper besteht aus miteinander wechselwirkenden Elektronen und Atomker-
nen und stellt somit ein interagierendes Vielteilchen-System dar, dessen Wellenfunkti-
on Ψ(x1, . . . ,xN , t) im Prinzip alle mo¨glichen Informationen parat ha¨lt. Das Lo¨sen der
zeitabha¨ngigen Schro¨dinger-Gleichung
ih¯
∂
∂t
Ψ(x1, . . . ,xN , t) = H Ψ(x1, . . . ,xN , t) (1.1)
ist fu¨r ein System, das aus mehr als 1023/cm3 Teilchen besteht, jedoch praktisch nicht
mehr durchfu¨hrbar. Man ist also auf Techniken und Na¨herungsmethoden angewiesen,
die einen praktikableren Zugang zu solch einem komplexen Problem gestatten.
Zu diesem Zweck wird in einem ersten Schritt die Bewegung der Elektronen und der
Ionen voneinander getrennt. Das liefert die Grundlage fu¨r die Anwendung der aus der
klassischen Physik hinla¨nglich bekannten Theorie des harmonischen Oszillators auf die
Ionenbewegungen im Elektronenpotential und erlaubt damit die Entkopplung der an
sich gekoppelten Ionen-Schwingungen durch die Einfu¨hrung von Normalkoordinaten.
Die anschließende Anwendung des Formalismus der zweiten Quantisierung ermo¨glicht
auf elegante Weise die Quantisierung der Energie dieser Normalmoden und legt damit
die Einfu¨hrung eines Quasiteilchens zur Beschreibung des kollektiven Schwingungszu-
standes des Festko¨rpers nahe. Dies fu¨hrt auf den Begriff des Phonons.
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6 KAPITEL 1. GRUNDLAGEN
Zur Berechnung der elektronischen Energie greift man auf das Konzept der Dichte-
funktional-Theorie zuru¨ck. Diese Theorie ersetzt die Wellenfunktion ψ(x1, . . . ,xNe) der
Elektronen, die von 3 × Ne Koordinaten abha¨ngt, durch die Elektronendichte n(x) als
fundamentale Gro¨ße. Diese ha¨ngt ihrerseits nur noch von drei Koordinaten ab und ver-
einfacht dadurch die Berechnung der Energie erheblich, so dass schließlich sogar ei-
ne ab-initio-Behandlung des Problems mo¨glich wird. Die Dichtefunktional-Theorie er-
fordert weitere Na¨herungen, namentlich der lokalen Dichtena¨herung (LDA), und die
Einfu¨hrung von Pseudopotentialen.Ableitungen der elektronischen Energie, wie man sie
etwa zur Berechnung von Phononenfrequenzen beno¨tigt, werden mit Hilfe der Dichte-
funktional-Sto¨rungstheorie berechnet.
Viele auf der Gitterdynamik beruhenden Eigenschaften eines Festko¨rpers ko¨nnenmit
einem Konzept, das auf einem nicht-wechselwirkenden Phononensystem basiert, nicht
erkla¨rt werden. Fu¨r ihre Beschreibung ist es notwendig, Wechselwirkungen der Phono-
nen untereinander zuzulassen, was die Beru¨cksichtigung der Anharmonizita¨t des zu-
grundeliegenden Gitterpotentials erfordert. Da die direkte Einbeziehung solcher Pho-
non-Phonon-Kopplungen jedoch in der Regel zu aufwa¨ndig ist, wird sie wenn mo¨glich
als Sto¨rung des nicht-wechselwirkenden Phononensystems aufgefasst und im Rahmen
der Sto¨rungstheorie formuliert.
1.1 Der Festko¨rper
1.1.1 Die Gitterstruktur
Das periodische Gitter
Bringt man Atome in engen Kontakt zueinander, so ko¨nnen sie chemische Bindungen
eingehen, die schließlich eine bestimmte ra¨umliche Verteilung erzwingen. Die sich da-
durch bildende Struktur stellt ein Resultat der Elektrostatik zwischen den geladenen Io-
nen des Systems und der Quantenmechanik der Elektronen dar und repra¨sentiert zu-
gleich den Zustand minimaler Energie, die unter den gegebenen a¨ußeren Bedingungen
zula¨ssig ist. Er wird daher auch als Grundzustand bezeichnet [64].
Die in der Natur auftretenden Strukturen ko¨nnen vielfa¨ltiger Art sein, so treten et-
wa Cluster oder Makromoleku¨le auf. Steigt die Zahl der am Aufbau beteiligten Atome,
formen sich makroskopische Ko¨rper, deren physikalische Eigenschaften durch die che-
mische Natur ihrer Bausteine bestimmt werden. In diesem Fall spricht man von konden-
sierterMaterie. Weist die Struktur zusa¨tzlich eine langreichweitige Ordnung auf, liegt ein
Kristall vor.
Die makroskopischeOrdnung eines Kristalls geht einhermit einemperiodischenAuf-
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bau, der aus einer sich in allen drei Dimensionen wiederholenden Aneinanderreihung
identischer Bausteinen resultiert. Solch eine periodische Struktur kann durch Punktgitter
charakterisiert werden, die durch einen Satz von Gittervektoren
R(l) = l1a1 + l2a2 + l3a3 (1.2)
mit den ganzen Zahlen l := (l1, l2, l3) und den linear unabha¨ngigen, primitiven Gitter-
vektoren ai (i = 1, 2, 3), die die sogenannte Elementarzelle aufspannen, definiert sind.
Eine spezielle Wahl einer solchen Elementarzelle stellt die sogenannteWigner-Seitz-Zelle
dar.
Die letztendliche Kristallstruktur wird schließlich durch Einfu¨hrung einer Basis be-
schrieben, die aus einer Gruppe von n Atomen besteht, welche innerhalb der Einheits-
zelle liegen:
R(κ) ≡ τκ =
3∑
i=1
xκi ai mit 0 ≤ xκi < 1 , (1.3)
Sie werden sodann jedem Gittervektor zugeordnet:
R
(
l
κ
)
≡ R(l) +R(κ) (1.4)
Besteht die Basis aus lediglich einem Atom, so nennt man das dazugeho¨rige Gitter auch
Bravais-Gitter.
Zu jedem Punktgitter kann ein reziprokes Gitter definiert werden, welches durch die
Vektoren
Gm = m1b1 +m2b2 +m3b3 (1.5)
mit den ganzen Zahlenm := (m1,m2,m3) und den primitiven reziproken Gittervektoren
bi mit i = 1, 2, 3 gegeben ist, welche der Bedingung ai · bj = 2piδij genu¨gen mu¨ssen. Dies
geschieht u¨blicherweise durch die Wahl
bi = 2piijk
aj × ak
ai · (aj × ak)
(1.6)
mit i, j, k = 1, 2, 3. ijk stellt den Levi-Civita-Tensor dar. Die Wigner-Seitz-Zelle des rezi-
proken Gitters wird auch Brillouin-Zone genannt und spielt eine wichtige Rolle in der
Gitterdynamik.
Die Diamant- und Zinkblende-Struktur
Viele Halbleiter, so auch die in dieser Arbeit behandelten Materialien Si, Ge und GaAs,
kristallisieren in der Diamant- bzw. Zinkblende-Struktur. Das zugrundeliegende Bravais-
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Nachbarschalen in der
Diamant- und Zinkblende-Struktur
Schale Abstand Atomkoordinaten N κ
[a] [a/4]
0 0 (0, 0, 0) 1 1
1 14
√
3 (1, 1, 1) 4 2
2 12
√
2 (2, 2, 0) 12 1
3 14
√
11 (3, 1, 1¯) 12 2
4 1 (4, 0, 0) 6 1
5 14
√
19 (3, 3, 1) 12 2
6 12
√
6 (4, 2, 2) 24 1
7 34
√
3 (3, 3, 3¯), (5, 1, 1) 4, 12 2
8
√
2 (4, 4, 0) 12 1
Tabelle 1.1: U¨bersicht u¨ber die Nachbarschalen der Diamant- und Zinkblende-Struktur.
Angegeben sind die Schale, ihr Abstand zum Zentralatom in der Einheit [a], die Atom-
koordinaten eines repra¨sentativen Vertreters in der Einheit [a/4], die Koordinationszahl
N und das Untergitter κ
Gitter ist kubisch-fla¨chenzentriert (fcc) und kann durch die Basisvektoren
a1 =
a
2


1
1
0

 , a2 = a2


0
1
1

 und a3 = a2


1
0
1

 (1.7)
dargestellt werden. Die dazugeho¨rige Basis besteht aus zwei Atomen an den Stellen
τ 1 =
a
4


0
0
0

 und τ 2 = a4


1
1
1

 . (1.8)
Wa¨hrend bei der Diamant-Struktur auf beiden Untergittern Atome derselben Sorte sit-
zen, unterscheiden sich diese bei der Zinkblende-Struktur.
Der einzig auftretende Parameter ist die Gitterkonstante a. Es werden Tetraeder aus-
gebildet, in deren Zentrum ein Atom des einen und auf deren Ecken Atome des anderen
Untergitters im Abstand a/4 sitzen. Abbildung 1.1 veranschaulicht diesen Zusammen-
hang am Beispiel von GaAs. Einen U¨berblick u¨ber die ersten acht Nachbarschalen gibt
Tabelle 1.1.
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Abbildung 1.1:Die Zinkblende-Struktur mit der Gitterkonstante a am Beispiel von GaAs.
Die dunklen Kugeln repra¨sentieren Ga, die hellen As. Die dunklen Verbindungen ver-
anschaulichen die ausgebildeten Tetraeder
Aus Gleichung (1.6) folgen die zum fcc-Gitter reziproken Basisvektoren
b1 =
2pi
a


1
1
−1

 , b2 = 2pia


−1
1
1

 und b3 = 2pia


1
−1
1

 , (1.9)
die das kubisch-raumzentrierte (bcc) Gitter aufspannen. Abbildung 1.2 zeigt die dazu-
geho¨rige Brillouin-Zone zusammenmit den Hochsymmetriepunkten (in Einheiten 2pi/a)
Γ = (0, 0, 0), X = (0, 1, 0), L = (1/2, 1/2, 1/2), W = (1/2, 1, 0), K = (3/4, 3/4, 0) und
U = (1/4, 1, 1/4) und den Hochsymmetrierichtungen∆ = [100], Λ = [111] und Σ = [110].
Die Raumgruppe der Zinkblende-Struktur ist die Gruppe Td, die aus 24 Symmetrie-
operationenE, 8C3, 3C
2
4 , 6S4 und 6σd besteht. Bei der Diamant-Struktur bildet zudemdie
Inversion die beiden Untergitter aufeinander ab, so dass diese Struktur der Raumgruppe
Oh angeho¨rt.
Die Symmetrieoperationen S = {T |t}, die aus einer Drehung T und einer Translation
t bestehen ko¨nnen, lassen die potentielle Energie des Systems invariant:
V ({X}) = V ({SX}) (1.10)
Dadurch ist es mo¨glich, sich bei Summationen im reziproken Raum, wie sie im Rahmen
der Dichtefunktional-Theorie ha¨ufig auftreten, auf einen irreduziblen Teil der Brillouin-
Zone zu beschra¨nken, der im Falle der Diamant- und Zinkblende-Struktur durch oben
genannte Punkte definiert ist. Zum anderen werden die Symmetrieoperationen bei der
Berechnungder anharmonischenKraftkonstanten im direktenRaum von Bedeutung sein,
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Abbildung 1.2:Die Brillouin-Zone des kubisch-fla¨chenzentrierten Gitters. Der irreduzible
Teil wird durch die Hochsymmetriepunkte Γ,X , L,W ,K und U definiert
da sie dabei helfen, die Anzahl der unabha¨ngigen Konstanten einzuschra¨nken. Damit
stellen die Symmetrieoperationen ein wichtiges Hilfmittel dar, um eine effiziente Berech-
nung physikalischer Eigenschaften zu gewa¨hrleisten.
1.1.2 Der Hamiltonian des Festko¨rpers
Ein kristalliner Festko¨rper ist im Allgemeinen aus positiv geladenen Kernen auf den Git-
terpla¨tzen und den dazugeho¨rigen, mehr oder weniger delokalisierten Hu¨llenelektro-
nen aufgebaut. Prinzipiell ko¨nnte man alle Rechnungen basierend auf dieser Aufteilung
durchfu¨hren. Die explizite Einbeziehung aller Elektronen fu¨hrt jedoch zu einem immen-
senRechenaufwand, der eine praktischeDurchfu¨hrung oft verhindert. So entwickeltman
etwa dieWellenfunktionen der elektronischenZusta¨nde im Rahmen der DFT ha¨ufig nach
ebenen Wellen, was jedoch nur effizient geschehen kann, wenn diese einen mo¨glichst
glatten Verlauf aufweisen. Diese Voraussetzung trifft aber gerade auf die Zusta¨nde der
Kernelektronen nicht zu.
Man kann sich allerdings leicht davon u¨berzeugen, dass ein solcher Aufwand meist
unno¨tig ist. Von den Elektronenzusta¨nden freier Atome weiß man, dass sich die Hu¨llen-
elektronen in zwei Gruppen aufteilen lassen: Auf der einen Seite hat man die Kernelek-
tronen in geschlossenen Schalen, die mit hohen Energien von bis zu einigen tausend eV
an den Atomkern gebunden sind. Ihre Wellenfunktion besitzt daher eine effektive ra¨um-
liche Ausdehnung, die sehr viel kleiner ist als der u¨blicherweise in Festko¨rpern auftre-
tende interatomare Abstand, so dass diese Zusta¨nde von den umgebendenAtomen prak-
tisch nicht beeinflusst werden. Die Valenzelektronen hingegen, die sehr viel schwa¨cher
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an den Kern gebunden sind, erfahren einen nicht zu vernachla¨ssigenden U¨berlapp ihrer
Wellenfunktionen mit denen der Valenzelektronen der Nachbaratome. Damit sind vor
allem die Valenzeletronen fu¨r die Bindungsverha¨ltnisse im Festko¨rper verantwortlich.
Sind die Valenz- und Kernelektronenzusta¨nde durch eine ausreichend große Ener-
gielu¨cke voneinander getrennt, ist die Unterscheidung dieser beiden Gruppen gerecht-
fertigt. Die Kernelektronen ko¨nnen fortan den jeweiligen Kernen zugerechnet werden.
Zusammen bilden sie dann die sogenanntenKern-Ionen, in deren Potentialen sich die Va-
lenzelektronen bewegen. Die elektrostatische Energie dieser Kern-Ionen einerseits und
der U¨berlapp der Wellenfunktionen der Valenzzusta¨nde andererseits stellen schließlich
die beiden Hauptbeitra¨ge zu den Bindungsverha¨ltnissen im Festko¨rper. Im Folgenden
sollen die Kern-Ionen wieder schlicht als Ionen bezeichnet werden.
Durch diese Voru¨berlegungen kann der Hamiltonian des Festko¨rpers nun in einen
ionischen, einen elektronischen und einen Wechselwirkungsterm aufgeteilt werden:
H = Hion +Hel +Hel-ion (1.11)
Der ionische Hamiltonian
Hion = Tion + Vion (1.12)
setzt sich aus der kinetischen Energie der Ionen
Tion =
∑
I
P 2I(XI)
2MI
= Tion({X}) (1.13)
und ihrer gegenseitigen Coulombwechselwirkung
Vion =
1
2
∑
I 6=J
e2
4pi0
ZIZJ
|XI −XJ | = Vion({X}) (1.14)
zusammen und ist somit eine Funktion der Ortsvektoren {XI} aller Ionen. Der Orts-
vektorXI des I-ten Ions setzt sich aus seiner statischen GitterpositionenRI und seiner
momentanen Auslenkungen uI zusammen:
XI = RI + uI (1.15)
Die Gro¨ßen P I ,MI und ZI sind entsprechend der Impuls, die Masse und die Ladungs-
zahl des I-ten Ions.
Der elektronische Teil ist entsprechend aufgebaut:
Hel = Tel + Vel (1.16)
Darin bezeichnet Tel die kinetische Energie und Vel die Coulomb-Wechselwirkung der
Elektronen:
Tel =
∑
i
p2i (xi)
2m
= Tel({x}) und Vel = 1
2
∑
i6=j
e2
4pi0
1
|xi − xj| = Vel({x}) (1.17)
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Damit ist der elektronische Hamiltonian eine Funktion der momentanen Positionen al-
ler Elektronen {xi}. Die Gro¨ßen xi, pi und m stellen den Ort und den Impuls des i-ten
Elektrons und die Elektronenmasse dar.
Die Wechselwirkung zwischen den Ionen und den Elektronen wird durch
Hel-ion =
∑
iI
e2
4pi0
ZI
|xi −XI | = Vel-ion({x}, {X}) (1.18)
beschrieben und ha¨ngt sowohl von den Elektronen-, als auch von den Ionenpositionen
ab.
1.1.3 Die Born-Oppenheimer-Na¨herung
Zur Beschreibung der Eigenschaften des Festko¨rpers muss im Prinzip die Schro¨dinger-
Gleichung
ih¯
d
dt
Ψ = H Ψ (1.19)
gelo¨st werden. Die Wellenfunktion Ψ = Ψ({x(t)}, {X(t)}) ha¨ngt sowohl von den Elek-
tronen- als auch von den Ionenkoordinaten ab. Die weitere Lo¨sungwird somit durch den
Wechselwirkungsterm (1.18) erschwert, der das elektronische und das ionische System
miteinander koppelt.
Betrachtet man die Anregungsenergien, wie sie bei den Ionen und Elektronen ei-
nes Halbleiters typischerweise auftreten, so deutet sich eine Lo¨sung dieses Problems
an. Die elektronischen Antwortzeiten ko¨nnen durch die fundamentale Bandlu¨cke ab-
gescha¨tzt werden, diemeist im Bereich von 1 eV liegt. Dies entspricht Anregungsfrequen-
zen von etwa 1015 s−1, wa¨hrend die Frequenzen der ionischen Schwingungen lediglich
eine Gro¨ßenordnung von etwa 1013 s−1 aufweisen [81]. Grund hierfu¨r ist die sehr viel
gro¨ßere Masse der Ionen im Vergleich zu der der Elektronen. Dadurch ko¨nnen die Elek-
tronen quasi instantan auf die Bewegungen der Ionen reagieren, so dass diese aus ihrer
Sicht praktisch stationa¨r sind. Auf der anderen Seite ko¨nnen die Ionen der Bewegung der
Elektronen nicht folgen und sehen nur ein zeitlich gemitteltes adiabatisches Elektronen-
potential.
Diese von BORN und OPPENHEIMER [10] erstmals angestellte U¨berlegung gestattet
es, die beiden Teilsysteme voneinander zu trennen und so das Problem erheblich zu
vereinfachen. Ausgangspunkt dafu¨r ist die Schro¨dinger-Gleichung fu¨r das elektronische
System,
(Hel +Hel-ion)ψα = Eel,αψα , (1.20)
die als gelo¨st betrachtet werden soll. Die Eigenzusta¨nde und -energienψα({x}, {X}) und
Eel,α({X}) werden durch einen kompletten Satz an Quantenzahlen α charakterisiert und
ha¨ngen nur noch parametrisch von {X} ab.
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Fu¨r eine gegebene Ionenkonfiguration ko¨nnen nun die Lo¨sungen des zeitabha¨ngigen
Systems (1.19) nach den ψα entwickelt werden:
Ψ({x}, {X(t)}) =
∑
α
φα({X}, t)ψα({x}, {X}) (1.21)
Setzt man diesen Ansatz in die Schro¨dinger-Gleichung (1.19) ein, so ergibt sich:∑
α
[(Hel +Hel-ion)ψα︸ ︷︷ ︸
Eel,α ψα
φα +Hionψαφα] = ih¯
∑
α
ψαφ˙α (1.22)
Beru¨cksichtigt man die Vollsta¨ndigkeit der elektonischen Wellenfunktionen,∫
· · ·
∫
d3{xi}ψ∗βψα = δαβ , (1.23)
multipliziert von rechts mit ψ∗β und integriert anschließend u¨ber alle xi, so erha¨lt man:
Eel,βφβ +
∑
α
∫
· · ·
∫
d3{xi}ψ∗βHionψα φα = ih¯φ˙β (1.24)
Nimmt man nun an, dass die Elektronen der Ionenbewegung adiabatisch, also ohne
ihren Eigenzustand zu a¨ndern, folgen, so vertauscht der OperatorHion mit der elektroni-
schen Wellenfunktion und kann somit aus dem Integral herausgezogen werden. Damit
ergibt sich schließlich fu¨r die Ionenbewegung
(Hion + Eel,α)φα = ih¯φ˙α (1.25)
als zu lo¨sende Schro¨dinger-Gleichung. Die Ionen bewegen sich also in einem adiabati-
schen Potential
Uα({X}) = Eel,α + Vion({X}) , (1.26)
das sich aus der Ionenkonfiguration und der Energie des Elektronensystems im Zustand
α zusammensetzt.
Um also die gitterdynamischen Eigenschaften eines Festko¨rpers berechnen zu ko¨n-
nen, muss man in zwei Schritten vorgehen: Zuerst lo¨st man das elektronische Problem
(1.20) bei festgehaltenen Ionenpositionen {X}, was mit Hilfe der Dichtefunktional-Theo-
rie durchgefu¨hrt werden kann. Daraufhin kann das ionische System an Hand der Glei-
chung (1.25) untersucht werden.
1.2 Die Gitterdynamik
Grundlage fu¨r die Untersuchung der Gitterdynamik eines Festko¨rpers stellt der Hamil-
tonian
H = Hion + Eel = Tion + U({X}) (1.27)
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dar. Der Index α wird im Folgenden fallengelassen, da sich das Elektronensystem im
Grundzustand befinden soll und nur das dazugeho¨rige Verhalten der Ionen von Interes-
se ist. Außerdemwird die Aufteilung der Gitterstruktur in Punktgitter und Basis beru¨ck-
sichtigt, indem die zeitabha¨ngigen Ionenpositionen entsprechend der Beziehung (1.4) fu¨r
die statischen Gitterpositionen unter Hinzunahme der Auslenkungsvektoren u in der
Form
X
(
l
κ
∣∣∣∣ t
)
= R
(
l
κ
)
+ u
(
l
κ
∣∣∣∣ t
)
(1.28)
ausgedru¨ckt werden. Damit schreibt sich der Ausdruck (1.13) fu¨r die kinetische Energie
der Ionen
Tion =
∑
αlκ
P 2α
(
l
κ
)
2Mκ
, (1.29)
wa¨hrend das adiabatische Potential (1.26) die Form
U({X}) = Eel + 1
2
∑
ll′
κκ′
′ e2
4pi0
ZκZκ′∣∣∣X(lκ)−X( l′κ′)∣∣∣ (1.30)
annimmt. Ziel der Gitterdynamik ist es, Bewegungsgleichungen fu¨r die Auslenkungenu
zu finden und zu lo¨sen.
1.2.1 Die Entwicklung des adiabatischen Potentials
Da eine direkte Auswertung des adiabatischen Potentials U({X}) = U({R + u}) im
Allgemeinen undurchfu¨hrbar ist, wird in einemweiteren Schritt eine Taylor-Entwicklung
nach den als hinreichend klein angenommenen Auslenkungen {u} der Ionen aus ihrer
Ruhelage durchgefu¨hrt:
U({R + u}) = U({R}) +
∑
αlκ
Φα
(
l
κ
)
uα
(
l
κ
)
(1.31)
+
1
2
∑
αlκ
α′l′κ′
Φαα′
(
l
κ
l′
κ′
)
uα
(
l
κ
)
uα′
(
l′
κ′
)
+
1
6
∑
αlκ
α′l′κ′
α′′l′′κ′′
Φαα′α′′
(
l
κ
l′
κ′
l′′
κ′′
)
uα
(
l
κ
)
uα′
(
l′
κ′
)
uα′′
(
l′′
κ′′
)
+ O(u4)
Die griechischen Symbole stehen fu¨r die kartesischen Indizes. Der konstante Term ist
fu¨r die Dynamik unbedeutend und bleibt im Folgenden unberu¨cksichtigt. Die Entwick-
lungskoeffizienten Φ sind die Ableitungen des adiabatischen Potentials nach den Aus-
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lenkungen an den Gitterpunkten ({u} = 0):
Φα
(
l
κ
)
=
∂U
∂uα
(
l
κ
)
∣∣∣∣∣
{u}=0
(1.32)
Φαα′
(
l
κ
l′
κ′
)
=
∂2U
∂uα
(
l
κ
)
∂uα′
(
l′
κ′
)
∣∣∣∣∣
{u}=0
(1.33)
Φαα′α′′
(
l
κ
l′
κ′
l′′
κ′′
)
=
∂3U
∂uα
(
l
κ
)
∂uα′
(
l′
κ′
)
∂uα′′
(
l′′
κ′′
)
∣∣∣∣∣
{u}=0
(1.34)
Die Bedeutung dieser Koeffizienten macht man sich bewusst, indem man die Kraft auf
ein Atom an der StelleR
(
l
κ
)
mit Hilfe des Hamiltonians (1.27) berechnet:
Fα
(
l
κ
)
= P˙α
(
l
κ
)
= − ∂H
∂uα
(
l
κ
) (1.35)
= −Φα
(
l
κ
)
−
∑
α′l′κ′
Φαα′
(
l
κ
l′
κ′
)
uα′
(
l′
κ′
)
− · · · (1.36)
Der erste Beitrag stellt die Kraft dar, die in α-Richtung auf das Atom an der Stelle R
(
l
κ
)
wirkt. Im Gleichgewichtsfall verschwinden alle diese Koeffizienten, so dass die Terme
zweiter Ordnung den niedrigsten nicht-verschwindenden Beitrag zur Reihenentwick-
lung (1.31) liefern.
Die Koeffizienten zweiter Ordnung beschreiben die Wechselwirkung der Ionen un-
tereinander. So gibt der zweite Term in (1.36) die Kraft in infinitesimaler α-Richtung auf
ein Ion an der Postion R
(
l
κ
)
an, wenn das Ion an der Stelle R
(
l′
κ′
)
in α′-Richtung ausge-
lenkt wird, wa¨hrend alle anderen Ionen auf den Gitterpla¨tzen verharren. Beschra¨nktman
sich in der Reihenentwicklung (1.31) auf die Terme bis einschließlich zweiter Ordnung,
wird die Ionen-Bewegung durch einfache harmonische Oszillatoren beschrieben. Daher
werden die Koeffizienten auch harmonische Kraftkonstanten genannt. Gema¨ß der Struktur
(1.30) des adiabatischen Potentials bestehen die Kraftkonstanten aus zwei Anteilen:
Φαα′
(
l
κ
l′
κ′
)
= Φionαα′
(
l
κ
l′
κ′
)
+Φelαα′
(
l
κ
l′
κ′
)
(1.37)
Ein Teil ru¨hrt von der direkten ionischen Coulomb-Wechselwirkung her. Der andere wird
durch die Valenzelektronen vermittelt, indem die Bewegung der Ionen eine Vera¨nderung
der Elektronenverteilung bewirkt, die ihrerseits eine zusa¨tzliche Kraft auf die Nachbar-
atome ausu¨bt.
Fu¨r die Entwicklungskoeffizienten ho¨herer Ordnung gilt Entsprechendes. In dieser
Arbeit werden die Kraftkonstanten bis zur dritten Ordnung berechnet, die auch als kubi-
sche Kraftkonstanten bezeichnet werden.
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1.2.2 Die harmonische Na¨herung
Bricht man die Entwicklung (1.31) nach dem quadratischen Term ab, erha¨lt man den
Hamiltonian
H0 =
∑
αlκ
P 2α
(
l
κ
)
2Mκ
+
1
2
∑
αlκ
α′l′κ′
Φαα′
(
l
κ
l′
κ′
)
uα
(
l
κ
)
uα′
(
l′
κ′
)
, (1.38)
der dem eines Systems gekoppelter harmonischer Oszillatoren entspricht. Deshalb spricht
man in diesem Fall von der harmonischen Na¨herung.
Eine weitere Auswertung erfolgt duch das Lo¨sen der dazugeho¨rigen Bewegungsglei-
chungen. Die aus der klassischen Physik bekannte Beziehung
u˙α
(
l
κ
)
=
∂H0
∂Pα
(
l
κ
) = Pα( lκ)
Mκ
(1.39)
liefert zusammen mit der auf den harmonischen Fall beschra¨nkten Kraft (1.36)
Fα
(
l
κ
)
= −
∑
α′l′κ′
Φαα′
(
l
κ
l′
κ′
)
uα′
(
l′
κ′
)
(1.40)
die Newtonschen Bewegungsgleichungen
Mκu¨α
(
l
κ
)
= −
∑
α′l′κ′
Φαα′
(
l
κ
l′
κ′
)
uα′
(
l′
κ′
)
. (1.41)
Dieses System gekoppelter linearer homogener Differentialgleichungen kann mit Hilfe
des Ansatzes
uα
(
l
κ
∣∣∣∣ t
)
=
1√
Mκ
u˜α
(
l
κ
)
e−iω(qj)t (1.42)
gelo¨st werden, bei dem aus Gru¨nden der Konvention die Quadratwurzel der Masse als
Faktor herausgezogen wurde.
Die Komponenten der Kraftkonstantenmatrizen Φαα′ sind nicht notwendigerweise
unabha¨ngig voneinander, da die Struktur dieser Matrizen den Symmetrieeigenschaften
des Festko¨rpers beziehungsweise seines Potentials unterliegen. Das bedeutet inbesonde-
re, dass die Kraftkonstanten der Translationsinvarianzbedingung
Φαα′
(
l
κ
l′
κ′
)
= Φαα′
(
0
κ
l′ − l
κ′
)
(1.43)
genu¨gen, und somit die Auslenkungen u˜α gema¨ß dem Blochschen Theorem aufgespaltet
werden ko¨nnen:
u˜α
(
l
κ
)
= eα(κ|qj) eiq·R(l) (1.44)
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Dabei wurden periodische Randbedingungen nach Born-von-Ka´rma´n angewandt, die die
Komponenten des Wellenvektors q auf die diskretenWerte
qi =
2pi
Niai
νi mit νi = 0, . . . , Ni und i = 1, 2, 3 (1.45)
innerhalb der ersten Brillouin-Zone beschra¨nken. Dies erforderte die Einfu¨hrung des
Zweigindexes j. Damit kann (1.41) in eine Eigenwertgleichung
ω2(qj) eα(κ|qj) =
∑
α′κ′
Dαα′(κκ
′|q) eα′(κ′|qj) (1.46)
fu¨r die dynamische Matrix
Dαα′(κκ
′|q) = 1√
MκMκ′
∑
l′
Φαα′
(
0
κ
l′
κ′
)
eiq·R(l
′) (1.47)
umgeschriebenwerden, die hier in der D-Konvention dargestellt wurde.Werden im Pha-
senfaktor zusa¨tzlich die Untergitter in der Form
e
−iq·
“
R(0κ)−R(
l′
κ′)
”
(1.48)
beru¨cksichtigt, gelangt man zur C-Konvention. Technisch gesehen stellt die dynamische
Matrix gema¨ß (1.47) die Fouriertransformierte der Kraftkonstantenmatrix dar.
Durch die Translationsinvarianz (1.43) ist die dynamische Matrix unabha¨ngig von l,
außerdem gilt
Dαα′(κκ
′|q) = Dαα′(κκ′| − q) . (1.49)
Beschreibt n die Anzahl der Basisatome, stellt die dynamische Matrix eine hermitesche
(3n× 3n)-Matrix dar, deren Sa¨kulargleichung∥∥Dαα′(κκ′|q)− ω2(qj)δκκ′δαα′∥∥ = 0 (1.50)
fu¨r jeden Wellenvektor q 3n reelle Eigenwerte ω2(qj) mit den dazugeho¨rigen Eigenvek-
toren e(κ|qj) liefert. Dadurch wird die Beschreibung der Dynamik des Festko¨rpers auf
eine einzige Elementarzelle reduziert. Die Eigenvektoren beschreiben nun Kollektivan-
regungen (qj), bei denen alle Ionen des Festko¨rpers dieselbe Zeitabha¨ngigkeit, jedoch
eine gegenseitige Phasenverschiebung gema¨ß dem Blochschen Theorem aufweisen. Die
Beziehung ω = ω(qj) wird Dispersionsrelation genannt.
Aufgrund der Hermitezita¨t von Dαα′ gelten fu¨r die Eigenvektoren die Vollsta¨ndig-
keits- und Orthonormierungsrelationen:∑
j
e∗α(κ|qj) eα′ (κ′|qj) = δκκ′ δαα′ (1.51)
∑
ακ
e∗α(κ|qj) eα(κ|qj′) = δjj′ (1.52)
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1.2.3 Die dynamische Matrix
Die dynamische Matrix spielt also eine Schlu¨sselrolle bei der Ermittlung der harmoni-
schen gitterdynamischen Eigenschaften eines Festko¨rpers. Zur Vorbereitung auf ihre nu-
merisch Berechnung soll diese Gro¨ße noch ein wenig genauer untersucht werden.
Elektronischer und ionischer Anteil
Die dynamische Matrix ist u¨ber die Fouriertransformation (1.47) mit der harmonischen
Kraftkonstantenmatrix verknu¨pft. Da diese ihrerseits aufgrund der Struktur des adia-
batischen Potentials (1.30) in einen elektronischen und einen ionischen Anteil zerfa¨llt,
u¨bertra¨gt sich diese Eigenschaft auch auf die dynamische Matrix:
Dαα′(κκ
′|q) = Dionαα′(κκ′|q) +Delαα′(κκ′|q) (1.53)
Ausgehend vom ionischen Anteil der Kraftkonstantenmatrix
Φionαα′ =
∂2Vion
({
Rα
(
l
κ
)
+ uα
(
l
κ
)})
∂uα
(
l
κ
)
∂uα′
(
l′
κ′
)
∣∣∣∣∣∣{uα( lκ)}=0
(1.54)
basierend auf dem Potential (1.14) erha¨lt man also fu¨r den ionischen Beitrag zur dynami-
schen Matrix
Dionαα′(κκ
′|q) = 1√
MκMκ′
∑
l′
Φionαα′
(
0
κ
l′
κ′
)
eiq·R(l
′) . (1.55)
In unendlich ausgedehnten Kristallen besitzen diese Summen die Eigenschaft, dass
sie aufgrund der 1/r-Abha¨ngigkeit des Potentials nur sehr langsam konvergieren. Im
Hinblick auf eine effiziente numerische Berechnung wendet man daher das sogenannte
Ewald-Verfahren an, das im Wesentlichen darauf beruht, diese Abha¨ngigkeit durch die
komplexe Fehlerfunktion
erfc(z) =
2√
pi
∫ ∞
z
e−y
2
dy (1.56)
zu na¨hern. Als Ergebnis erha¨lt man schließlich den rigid-ion-Anteil der dynamischenMa-
trix:
Dionαα′(κκ
′|q) = 4pie
2ZκZκ′√
MκMκ′Ω
∑
G,q+G6=0
e−(q+G)
2/4η2
(q +G)2
ei(q+G)·(τκ−τκ′ )(q +G)α(q +G)α′
−2pie
2Zκ
MκΩ
∑
G6=0
e−G
2/4η
G2
(∑
κ′′
Zκ′′e
iG·(τκ−τκ′′ )GαGα′ + c.c.
)
δκκ′ (1.57)
Dabei ist Ω das Volumen der Elementarzelle und η ein geeignet zu wa¨hlender Abschnei-
deparameter.
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Der elektronsiche Anteil der dynamischen Matrix ist analog zum ionischen definiert:
Delαα′(κκ
′|q) = 1√
MκMκ′
∑
l′
Φelαα′
(
0
κ
l′
κ′
)
eiq·R(l
′) (1.58)
mit
Φelαα′ =
∂2Eel
({
Rα
(
l
κ
)
+ uα
(
l
κ
)})
∂uα
(
l
κ
)
∂uα′
(
l′
κ′
)
∣∣∣∣∣∣{uα( lκ)}=0
. (1.59)
Diese Gro¨ße wird durch die statische elektrische lineare Response des Kristalls bestimmt.
Zur konkreten Berechnung geht man vom Hellmann-Feynman-Theorem [23, 32] aus:
∂Eλ
∂λi
=
∫
d3r nλ(r)
∂Vλ
∂λi
(1.60)
Das Potential Vλ ist eine in den Parametern λ ≡ {λi} stetige Funktion, Eλ die elektro-
nische Grundzustandsenergie und nλ die Elektronendichte in Abha¨ngigkeit von λ. Die
Elektronenkoordinaten werden im Folgenden mit r bezeichnet. Um einen Ausdruck fu¨r
Eλ zu erhalten, muss man Gleichung (1.60) bis zum linearen Grad integrieren. Man erha¨lt
Eλ = E0 +
∑
i
λi
∫
d3r n0(r)
∂Vλ(r)
∂λi
(1.61)
−1
2
∑
ij
λiλj
∫
d3r
(
∂nλ(r)
∂λj
∂Vλ(r)
∂λi
+ n0(r)
∂2Vλ(r)
∂λj∂λj
)
(1.62)
mit der ungesto¨rten Elektonendichte n0(r). Um dieses Ergebnis auf den vorliegenden
Fall eines phononischen Systems anzuwenden, mu¨ssen die Parameter λmit den Auslen-
kungen {u} identifiziert werden. Da im elektronischen System ausschließlich der Wech-
selwirkungsterm Vel-ion (1.18) von den Atompositionen {X} und damit von {u} abha¨ngt,
ergibt sich fu¨r die elektronischen Kraftkonstanten
Φelαα′
(
l
κ
l′
κ′
)
=
∫
d3r
(
∂n0(r)
∂uα
(
l
κ
) ∂Vel-ion(r,0)
∂uα′
(
l′
κ′
) + n0(r) ∂2Vel-ion(r,0)
∂uα
(
l
κ
)
∂uα′
(
l′
κ′
)
)
. (1.63)
Dabei werden alle Ableitungen an den Stellen {u} = 0 gebildet.
Setzt man fu¨r die Sto¨rungen einen Bloch-Ansatz der Form
uα
(
l
κ
)
= uα
(
q
κ
)
eiq·R(l) (1.64)
an, so erha¨lt man fu¨r den elektronischen Anteil der dynamischen Matrix schließlich:
Delαα′(κκ
′|q) = 1√
MκMκ′
∫
Ω
d3r
(
∂n0(r)
∂uα
(
q
κ
))∗ ∂Vel-ion(r,u)
∂uα′
(
q
κ′
) (1.65)
+
δκκ′
Mκ
∫
Ω
d3r n0(r)
∂2Vel-ion(r,u)
∂uα
(
q=0
κ
)
∂uα′
(
q=0
κ′
) (1.66)
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Der elektronische Anteil der dynamischen Matrix ist also einerseits von der Grundzu-
stands-Elektronendichte n0(r), die innerhalb der Dichtefunktional-Theorie berechnet
werden kann, und andererseits von der linearen Response nu(r) des Systems, die u¨ber
die Dichtefunktional-Sto¨rungstheorie zuga¨nglich ist, abha¨ngig. Die Ableitungen des Po-
tentials Vel-ion gewinnt man innerhalb der Pseudopotentialtheorie.
Polare Halbleiter
In polaren Halbleitern ist ein weiterer Effekt zu beru¨cksichtigen. Hier schwingen im
Grenzfall langerWellenla¨ngen (q → 0) im Falle longitudinal-optisch polarisierter Phono-
nen das kationische und das anionische Untergitter starr gegeneinander. Aufgrund der
unterschiedlichen Ladungen dieser beiden Systeme bildet sich bei diesen Schwingungen
ein makroskopisches elektrisches Feldes E aus, welches eine zusa¨tzliche Ru¨ckstellkraft
auf die Ionen bewirkt. Dadurch erho¨ht sich die Frequenz der longitudinalen Schwingun-
gen im Vergleich zu den transversalen, was eine Aufspaltung der Phononenfrequenzen
am Γ-Punkt bewirkt. Es ist daher gerechtfertigt, die dynamischeMatrix ebenfalls in einen
analytischen und einen nicht-analytischen Anteil aufzuteilen:
Dαα′(κκ
′|q → 0) = Danαα′(κκ′|q → 0) +Dnaαα′(κκ′|q → 0) (1.67)
Der analytische Teil Dan wird aus der Antwort auf ein Γ-Phonon berechnet, wobei ma-
kroskopische elektrische Felder unberu¨cksichtigt bleiben. Der nicht-analytische Anteil
Dna hingegen kann in die Form
Dnaαα′(κκ
′|q → 0) = 4pie
2
√
MκMκ′Ω
(q ·Z∗κ)α(q ·Z∗κ′)α′
q · ∞ · q (1.68)
gebracht werden [5]. Er ist somit durch die Bornschen Effektivladungen Z∗κ und die ma-
kroskopische Dielektrizita¨tskonstante ∞ bestimmt. Beide Gro¨ßen sind innerhalb der DFPT
zuga¨nglich.
Fu¨r q-Vektoren jenseits des Zonenzentrums ko¨nnen polare Halbleiter weiterhin wie
nicht-polare behandelt werden.
1.2.4 Normalkoordinaten
Der harmonische Hamiltonian H0 (1.38) beschreibt u¨ber die Auslenkungen {u} und Im-
pulse {P } die lokalisierten, gekoppelten Schwingungen der einzelnen Ionen des Festko¨r-
pers. Diese Darstellung kann durch die Einfu¨hrung von Normalkoordinaten vereinfacht
werden, da auf diese Weise auf eine Beschreibung von ungekoppelten Kollektivschwin-
gungen gewechselt wird. Die dazu beno¨tigten Hilfmittel wurden mit der Diagonalisie-
rung des Hamiltonians, die zur dynamischen Matrix gefu¨hrt hat, bereits erarbeitet.
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Die Auslenkung eines Ions an der StelleR
(
l
κ
)
kann mit Hilfe des vollsta¨ndigen Satzes
der Eigenlo¨sungen dargestellt werden:
uα
(
l
κ
∣∣∣∣ t
)
=
1√
NMκ
∑
qj
f(qj) e−iω(qj)teα(κ|qj) eiq·R(l) (1.69)
=
1√
NMκ
∑
qj
eα(κ|qj) eiq·R(l)Q(qj|t) (1.70)
Dabei wurden die Normalkoordinaten der Kollektivmode (qj) mit Hilfe der Entwick-
lungskoeffizienten definiert:
Q(qj|t) = f(qj) e−iω(qj)t (1.71)
=
1√
N
∑
αlκ
√
Mκ uα
(
l
κ
∣∣∣∣ t
)
eα(κ|qj) e−iq·R(l) (1.72)
Mit dem daraus folgenden kanonischen Impuls P (qj|t) = Q˙∗(qj|t) kann ein Ausdruck
fu¨r den Impuls des entsprechenden Ions angegeben werden:
Pα
(
l
κ
)
=Mκu˙α
(
l
κ
)
=
√
Mκ
N
∑
qj
e∗α(κ|qj) e−iq·R(l)P (qj|t) (1.73)
Setzt man Gleichungen (1.70) und (1.73) in den harmonischen Hamiltonian (1.38) ein,
ergibt sich
H0(Q(qj), P (qj)) =
1
2
∑
qj
(
P ∗(qj)P (qj) + ω2(qj)Q∗(qj)Q(qj)
)
. (1.74)
Die Herleitung erfordert neben den Gleichungen (1.46), (1.47) und (1.49) die Orthonor-
mierungsbedingungen (1.51) und (1.52), sowie
eα(κ|−qj) = e∗α(κ|qj) und Q(−qj|t) = Q∗(qj|t) . (1.75)
Außerdemwird bei der Summation u¨ber die Gittervektoren auf die Bornsche Deltafunkti-
on
1
N
∑
l
ei(q+q
′)·R(l) =
∑
G
δq′,−q+G = ∆(q
′ + q) (1.76)
zuru¨ckgegriffen. Die auftretenden reziproken Gittervektoren G verschwinden alle bis
aufG = 0, da die Vektoren q und q′ aus der ersten Brillouin-Zone stammen.
Der Hamiltonian (1.74) beschreibt nun 3rN ungekoppelte harmonische Oszillatoren,
die jeweils einer Kollektivanregung (qj) des Kristalls entsprechen. Die Moden fu¨hren
harmonische Oszillationen gema¨ß
Q¨(qj) = P˙ (qj) = − ∂H0
∂Q(qj)
= −ω2(qj)Q(qj) (1.77)
aus, deren Entkopplung jedoch nur im harmonischen Fall gelingt. Entwickelt man das
adiabatische Potential nach Termen ho¨herer Ordnung, mu¨ssen Wechselwirkungen der
Moden untereinander beru¨cksichtigt werden.
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1.2.5 Quantisierung
Die bisherige Herleitung der Gitterdynamik geschah rein klassisch, also ohne quanten-
mechanische Prinzipien einzubeziehen. Dies soll nun nachgeholt werden, indem die Git-
terschwingungen quantisiert werden und so letztlich der Begriff des Phonons eingefu¨hrt
werden kann.
Die Auslenkungen uα
(
l
κ
)
und ImpulsePα
(
l
κ
)
der Ionenwerden in einem ersten Schritt
durch Einfu¨hrung der Operatoren uˆα
(
l
κ
)
und Pˆα
(
l
κ
)
, die den Vertauschungsrelationen[
uˆα
(
l
κ
)
, uˆα′
(
l′
κ′
)]
−
=
[
Pˆα
(
l
κ
)
, Pˆα′
(
l′
κ′
)]
−
= 0 (1.78)[
uˆα
(
l
κ
)
, Pˆα′
(
l′
κ′
)]
−
= ih¯ δα,α′ δl,l′ δκ,κ′ (1.79)
gehorchen, quantisiert. Die Klammer
[
. . .
]
−
bezeichnet den quantenmechanischen Kom-
mutator.
Substituiert man diese Operatoren in die Normalkoordinaten (1.72) und die entspre-
chenden kanonischen Impulse (1.73), ergeben sich die dazugeho¨rigen Vertauschungsre-
lationen: [
Qˆ(qj), Qˆ(q′j′)
]
−
=
[
Pˆ (qj), Pˆ (q′j′)
]
−
= 0 (1.80)[
Qˆ(qj), Pˆ (q′j′)
]
−
= ih¯ δq,q′ δj,j′ (1.81)
Im Folgenden fu¨hrt man die Operatoren a†(qj) bzw. a(qj) ein, mit denen sich die Nor-
malkoordinaten und kanonischen Impulse durch
Qˆ(qj) =
√
h¯
2ω(qj)
(
a(qj) + a†(−qj)
)
(1.82)
Pˆ (qj) = i
√
h¯ω(qj)
2
(
a†(qj)− a(−qj)
)
(1.83)
ausdru¨cken lassen. Durch Einsetzen dieserAusdru¨cke in den harmonischenHamiltonian
(1.38) erha¨lt man schließlich in quantisierter Form:
Hˆ0 =
∑
qj
h¯ω(qj)
(
a†(qj) a(qj) +
1
2
)
(1.84)
Die Operatoren a†(qj) und a(qj) ko¨nnen als Erzeugungs- und Vernichtungsoperatoren
von (qj)-Phononen aufgefasst werden. Mit Hilfe der Umkehrfunktionen von (1.82) und
(1.83) ko¨nnen ihre Vertauschungsrelationen ermittelt werden:[
a†(qj), a†(q′j′)
]
−
=
[
a(qj), a(q′j′)
]
−
= 0 (1.85)[
a(qj), a†(q′j′)
]
−
= δq,q′ δj,j′ (1.86)
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Sie entsprechen denen von Bosonen. Wendet man diese Operatoren auf einen Fock-Zu-
stand an, so erho¨ht bzw. erniedrigt sich die entsprechende Besetzungszahl n(qj) um eins:
a†(qj) |N ; . . . , n(qj), . . . 〉 =
√
n(qj) + 1 |N + 1; . . . , n(qj) + 1, . . . 〉 (1.87)
a(qj) |N ; . . . , n(qj) . . . , 〉 =
√
n(qj) |N − 1; . . . , n(qj)− 1 . . . , 〉 (1.88)
Der aus diesen Operatoren gebildete Besetzungszahloperator
nˆ(qj) = a†(qj) a(qj) (1.89)
hat als Eigenzusta¨nde gerade die Fock-Zusta¨nde mit der Besetzungszahl n(qj) als zu-
geho¨rigen Eigenwert:
nˆ(qj) |N ; . . . , n(qj) . . . , 〉 = n(qj) |N ; . . . , n(qj) . . . , 〉 (1.90)
Schwingungszusta¨nde ko¨nnen also von beliebig vielen Phononen besetzt werden, d.h.
die Besetzungszahl, die im thermischenGleichgewicht durch die Bose-Einstein-Besetzungs-
zahl
n(qj) ≡ 〈nˆ(qj)〉 = 1
eβh¯ω(qj) − 1 (1.91)
gegeben ist, kann jede natu¨rliche Zahl annehmen.
Der Hamiltonian in harmonischer Na¨herung kann nun in seiner u¨blichen Form
Hˆ0 =
∑
λ
h¯ωλ
(
nˆλ +
1
2
)
(1.92)
dargestellt werden, aus der die Quantisierung der Gitterschwingungen hervorgeht. Hier
wurde zudem die Konvention λ ≡ (qj) und −λ ≡ (−qj) eingefu¨hrt.
Die Gesamtenergie des kollektiven Schwingungszustandes besteht also aus der Null-
punktsenergie
E0 =
1
2
∑
λ
h¯ωλ , (1.93)
zuzu¨glich weiterer Energiequanten h¯ωλ, die im harmonischen Fall voneinander entkop-
pelten Quasiteilchen, den sogenannten Phononen, zugeordnet werden.
1.2.6 Die anharmonische Sto¨rungstheorie
Die bisherige Beschreibung der Gitterdynamik war auf den harmonischen Beitrag in der
Entwicklung des Potentials (1.31) beschra¨nkt. Als Ergebnis erhielt man den Hamiltonian
(1.92), der den Schwingungszustand des Systems als nicht-wechselwirkende, entkoppel-
te Phononen beschreibt.
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Eine Reihe physikalischer Eigenschaftenwie dieWa¨rmeausdehnung eines Kristallgit-
ters oder seine Wa¨rmeleitung ko¨nnen dagegen nicht durch ein Phononensystem darge-
stellt werden, dem eine dem Superpositionsprinzip gehorchendeGesamtheit von harmo-
nischen Normalschwingungen zugeordnet ist. Zur Beschreibung werden vielmehr un-
elastische Dreiphonenprozesse beno¨tigt, die auf der Anharmonizita¨t des Gitterpotentials
beruhen.
Sind die anharmonischen Beitra¨ge zum Kristallpotential klein genug, kann das Pro-
blem sto¨rungstheoretisch behandelt werden. Dadurch kann das Konzept der Phononen
aufrechterhalten werden, doch sollen diese fortan in Wechselwirkungmiteinander treten
ko¨nnen. Zu diesemZweck la¨sst man in der Entwicklung (1.31) Terme jenseits der zweiten
Ordnung zu und teilt das gesamte System in einen harmonischen und einen anharmoni-
schen Anteil auf:
H = H0 +H1 (1.94)
Der harmonische Teil H0 soll nach wie vor durch (1.92) gegeben sein und als gelo¨st vor-
ausgesetzt werden, wa¨hrendH1 als Sto¨rung des harmonischen Systems aufgefasst wird.
Die Phononennormalkoordinaten ko¨nnen mit Hilfe der Ausdru¨cke (1.70) und (1.82)
und des Phononen-FeldoperatorsAλ = a
†
−λ + aλ in die Form
uα
(
l
κ
)
=
√
h¯
2NMκ
∑
λ
eα(κ|λ)√
ωλ
eiq·R(l)Aλ (1.95)
gebracht und in die Entwicklung (1.31) substituiert werden. Fu¨r den anharmonischen
TeilH1 des Hamiltonians ergibt sich sodann der Ausdruck:
H1 =
∑
λ1λ2λ3
V (λ1λ2λ3)Aλ1Aλ2Aλ3 +
∑
λ1...λ4
V (λ1 . . . λ4)Aλ1 · · ·Aλ4 + · · · (1.96)
≡ V3 + V4 + · · · (1.97)
In die anharmonischen Beitra¨ge n-terOrdnung Vn gehen die Impulsraum-Kopplungs-
koeffizienten V (λ1 . . . λn) ein. In niedrigster Ordnung wird ein Dreiphononenprozess be-
schrieben:
V (λ1λ2λ3) =
1
3!
(
h¯
2N
) 3
2 1√
ωλ1ωλ2ωλ3
×
∑
αβγ
κκ′κ′′
eα(κ|λ1)√
Mκ
eβ(κ
′|λ2)√
Mκ′
eγ(κ
′′|λ3)√
Mκ′′
Dαβγ
(q1
κ
q2
κ′
q3
κ′′
) (1.98)
Analog zur dynamischen Matrix (1.47) ist der dynamische Tensor als Fouriertransfor-
mierte der kubischen Entwicklungskoeffizienten (1.34) definiert:
Dαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
=
∑
ll′l′′
Φαβγ
(
l
κ
l′
κ′
l′′
κ′′
)
eiq·R(l) eiq
′·R(l′) eiq
′′·R(l′′) (1.99)
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Dieser Tensor wird auch als Kopplungstensor bezeichnet, da er eine Kopplung der im
harmonischen Fall noch voneinander unabha¨ngigen Phononen bewirkt undWechselwir-
kungen zwischen ihnen beschreibt.
Beru¨cksichtigt man die Translationsinvarianz fu¨r die kubischen Ortsraum-Kraftkon-
stanten, fu¨r die entsprechend dem harmonischen Fall (1.43)
Φαβγ
(
l
κ
l′
κ′
l′′
κ′′
)
= Φαβγ
(
0
κ
l′ − l
κ′
l′′ − l
κ′′
)
(1.100)
gilt, kann zusammenmit der BornschenDeltafunktion (1.76) derAusdruck fu¨r denKopp-
lungstensor vereinfacht werden:
Dαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
= Nδq+q′+q′′,G
∑
l′l′′
Φαβγ
(
0
κ
l′
κ′
l′′
κ′′
)
eiq
′·R(l′) eiq
′′·R(l′′) (1.101)
Dieser Tensor kann direkt ab initio berechnet werden. Dazu wird er wie schon zuvor die
dynamische Matrix in einen elektronischen und einen ionischen Anteil (1.53) zerlegt:
Dαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
= Delαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
+Dionαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
(1.102)
Der elektronische Anteil wird im Rahmen der Dichtefunktional-Sto¨rungstheorie berech-
net, fu¨r den ionischen kommen wieder Ewald-Summationsverfahren zum Einsatz [65].
In polaren Materialien muss ebenfalls in Analogie zur dynamischen Matrix das Auf-
treten eines makroskopischen Feldes beru¨cksichtigt werden, was auch hier wiederum zu
einem Aufspalten in einen analytischen und einen nicht-analytischen Teil (1.67) fu¨hrt:
Dαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
= Danαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
+Dnaαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
(1.103)
1.3 Thermodynamische Sto¨rungstheorie
Der um anharmonische Beitra¨ge erweiterte Hamiltonian (1.94) kann im Gegensatz zum
harmonischen Teil (1.92) nicht mehr exakt gelo¨st werden. Die durch die anharmonischen
Wechselwirkungen eingefu¨hrten phononischen Kopplungen stellen ein Vielteilchen-Pro-
blem dar, das nur noch mit Na¨herungsmethoden behandelt werden kann.
U¨blicherweise werden solche Vielteilchen-Probleme mittels Korrelationsfunktionen
beschrieben, die bei T = 0mit Hilfe der Green-Funktion
G(σ, t, t′) = i〈|Cσ(t)C†σ(t′)|〉 (1.104)
berechnet werden [46]. Cσ(t) ist ein dem betrachteten System genu¨gender Operator mit
einem passenden Satz an Quantenzahlen σ, der der Heisenbergschen Zeitentwicklung
Cσ(t) = e
iHt/h¯ Cσ e
−iHt/h¯ (1.105)
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gehorcht. |〉 stellt den Grundzustand des durch den Hamiltonian H beschriebenen Sys-
tems dar und ist daher ein Eigenzustand.
In dieser Arbeit werden die anharmonischen Beitra¨ge zum Debye-Waller-Faktor und
zu den EXAFS-Kumulanten berechnet. Diese makroskopischen Gro¨ßen sind temperatur-
abha¨ngig, so dass thermodynamische Korrelationsfunktionen berechnet werdenmu¨ssen.
Aus der Quantenstatistik weiß man, dass dazu eineMittelung u¨ber alle mikroskopischen
Zusta¨nde des System notwendig ist, die im Falle dieser Arbeit die phononischen Auslen-
kungsmuster darstellen. Mit Hilfe der Spurbildung erha¨lt man:
〈. . . 〉 = Z−1 Sp(e−βH . . . ) ≡
∑
i
〈i| e−βH . . . |i〉 (1.106)
In diesem Ausdruck tritt β = 1/kBT mit der Boltzmann-Konstante kB und die Zustands-
summe
Z = Sp(e−βH) (1.107)
auf. Die Spur wird dabei u¨ber einen kompletten orthonormalen Satz an Quantenzusta¨n-
den |i〉 gebildet.
Wu¨rde man nun in diesen Ausdruck fu¨r den thermodynamischen Mittelwert Ope-
ratoren der Form (1.105) einsetzen, mu¨sste man die beiden auftretenden Exponential-
funktionen exp(±iHt/h¯) und exp(−βH) unabha¨ngig voneinander entwickeln. Um die-
sen Aufwand zu umgehen, wird auf eine von MATSUBARA entwickelteMethode zuru¨ck-
gegriffen, die auf der formalen A¨quivalenz von imagina¨rer Zeit it und inverser Tempe-
ratur τ beruht [46]. Durch die Ersetzung t → −ih¯τ ko¨nnen die Exponentialfunktionen
zusammengefasst und mit Hilfe einer einzigen Entwicklung ausgewertet werden.
Ausgangspunkt ist die Definition derMatsubara-Green-Funktion fu¨r Phononen:
G(AB, τ, τ ′) = 〈TτA(τ)B(τ ′)〉 (1.108)
Die Operatoren A und B sollen dabei als Summen von Produkten der Phononen-Feld-
operatorenAλ darstellbar sein und die Operatoren eine τ -Entwicklung entsprechend des
Heisenbergbildes aufweisen, also vom vollen Hamiltonian H des Systems gema¨ß der
Form
A(τ) = eτHA e−τH , (1.109)
abha¨ngen. Der Zeitordnungsoperator Tτ stellt sicher, dass die Operatoren mit kleinstem
τ am weitesten nach rechts angeordnet werden.
Durch Ausnu¨tzen der Zeitentwicklung (1.109) und der Invarianz der Spur unter zy-
klischer Vertauschung der Operatoren kann gezeigt werden, dass die Matsubara-Green-
Funktion nur von der Differenz τ − τ ′ abha¨ngt und τ ′ im Folgenden zu Null gesetzt
werden kann:
G(AB, τ) = 〈TτA(τ)B(0)〉 (1.110)
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Die weitere Auswertung erfolgt durch Beru¨cksichtigung der Aufteilung des Systems
in den ungesto¨rten TeilH0, dessen Lo¨sung als bekannt vorausgetzt wird und fu¨r den die
Sto¨rung, die durchH1 verursacht wird, ermittelt werden soll. Zu diesen Zweck wird der
Operator
U(τ) = eτH0 e−τH (1.111)
eingefu¨hrt, mit dessenHilfe in die Wechselwirkungsdarstellung der Operatoren gewech-
selt werden kann, in der die τ -Entwicklung nur durch den ungesto¨rten Hamiltonian H0
gegeben ist:
A˜(τ) = eτH0 A e−τH0 (1.112)
Operatoren in dieser Darstellung sollen im Folgenden durch eine Tilde gekennzeichnet
sein.
Die Matsubara-Green-Funktion (1.108) kann nun mit Hilfe von (1.106) fu¨r τ > 0 um-
geschrieben werden:
G(AB, τ) = Sp(e
−βH0 U(β)U−1(τ)A˜(τ)U(τ) B˜(0))
Sp(e−βH0 U(β))
(1.113)
Um den Operator U(τ) in Abha¨ngigkeit von τ -geordneten Produkten angeben zu
ko¨nnen, betrachtet man die Ableitung
∂
∂τ
U(τ) = eτH0 (H0 −H) e−τH = −eτH0 H1 e−τH = −H˜1(τ)U(τ) (1.114)
und integriert diese anschließend mit der Randbedingung U(0) = 1:
U(τ) = 1−
∫ τ
0
dτ1 H˜1(τ1)U(τ1) (1.115)
Daraus erha¨lt man durch Iteration die Lo¨sung
U(τ) =
∞∑
n=0
(−1)n
∫ τ
0
dτ1 · · ·
∫ τn−1
0
dτn H˜1(τ1) · · · H˜1(τn) , (1.116)
deren Integrationsgrenzen durch Ausnutzen des Ordnungsoperators Tτ vereinfacht wer-
den kann:
U(τ) =
∞∑
n=0
(−1)n
n!
∫ τ
0
dτ1 · · ·
∫ τ
0
dτn Tτ [H˜1(τ1) H˜1(τ2) H˜1(τ3) · · · H˜1(τn)] (1.117)
≡ Tτ exp
[
−
∫ τ
0
dτ1H˜1(τ1)
]
(1.118)
Fu¨r die daru¨ber hinaus eingefu¨hrte sogenannte S-Matrix
S(τ1, τ2) = Tτ exp
[
−
∫ τ2
τ1
dτH˜1(τ)
]
(1.119)
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lassen sich folgende Eigenschaften zeigen:
S(τ1, τ2) = S(τ2 − τ1) (1.120)
S(τ1, τ2)S(τ2, τ3) = S(τ1, τ3) (1.121)
S(τ1, τ2) = U(τ1)U
−1(τ2) (1.122)
Der letzte Ausdruck macht die Beziehung zum U -Operator deutlich und erlaubt eine
Umformulierung der Matsubara-Green-Funktion:
G(AB, τ) = Sp(e
−βH0 S(β, τ) A˜(τ)S(τ) B˜(0))
Sp(e−βH0 S(β))
(1.123)
In Analogie zu (1.106) ist der harmonische Mittelwert durch die Beziehung
〈. . . 〉0 = Z−10 Sp(e−βH0 . . . ) mit Z0 = Sp(e−βH0) (1.124)
gegeben, in der die Spur u¨ber die als bekannt vorausgesetzten Eigenzusta¨nde des un-
gesto¨rten Hamiltonians H0 gebildet wird. In Verbindung mit dem Ordnungsoperator Tτ
und den Eigenschaften der S-Matrix erlaubt er schließlich eine kompakte Schreibweise
der Matsubara-Green-Funktion:
G(AB, τ) = 〈Tτ [S(β) A˜(τ) B˜(0)]〉0〈S(β)〉0 (1.125)
1.3.1 Auswertung der Matsubara-Green-Funktion
Die Auswertung der Matsubara-Green-Funktion geschieht durch Entwicklung der S-
Matrix gema¨ß Gleichung (1.119). Der Za¨hler ergibt sich dann zu
〈Tτ [S(β) A˜(τ) B˜(0)]〉0
=
∞∑
n=0
(−1)n
n!
∫ β
0
dτ1 · · ·
∫ β
0
dτn 〈Tτ A˜(τ) H˜1(τ1) · · · H˜1(τn) B˜(0)〉0
(1.126)
Die Operatoren H˜1(τn) bestehen nach (1.96) aus Linearkombinationen der Phononen-
Feldoperatoren A˜λi(τn). Die Operatoren A˜ und B˜werden in dieserArbeit Kombinationen
der phononischen Auslenkungen (1.95) darstellen und somit ebenfalls von den Feldope-
ratoren abha¨ngen, so dass zur Berechnung der Matsubara-Green-Funktion die Aufgabe
besteht, Korrelationsfunktionen der Form
〈Tτ A˜λ1(τ1) · · · A˜λ2m(τ2m)〉0 (1.127)
zu ermitteln.
Die Feldoperatoren innerhalb dieser Funktion mu¨ssen immer paarweise in den Indi-
zes in der Form {λi,−λi} auftreten. Eine sukzessive Anwendung aller Operatoren A˜λi
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auf den Zustand |i〉 muss bei der Spurbildung letztlich wieder ebendiesen Ausgangs-
zustand ergeben, um bei der abschließenden Multiplikation mit dem Zustand 〈i| einen
nicht-verschwindenden Beitrag zu erzeugen. Alle harmonischen Korrelationsfunktionen
mit einer ungeradenAnzahl an Feldoperatoren fallen daher grundsa¨tzlich weg und brau-
chen bei der Auswertung nicht beru¨cksichtigt zu werden.
Eine weitere Vereinfachung des Ausdrucks erfolgt mit Hilfe des Wickschen Theorems
[7]. Dieses besagt, dass der harmonische Erwartungswert u¨ber ein Produkt aus einer ge-
radzahligen Operatorenzahl 2m in eine Summe aus (2m)!/(2mm!) Produkten aus harmo-
nischen Paarkorrelationsfunktionen zerlegt werden kann. Beispielsweise kann die Vier-
fachkorrelationsfunktion wiefolgt umgewandelt werden:
〈Tτ A˜λ1(τ1) A˜λ2(τ2) A˜λ3(τ3) A˜λ4(τ4)〉0 =
〈Tτ A˜λ1(τ1) A˜λ2(τ2)〉0 〈Tτ A˜λ3(τ3) A˜λ4(τ4)〉0 +
〈Tτ A˜λ1(τ1) A˜λ3(τ3)〉0 〈Tτ A˜λ2(τ2) A˜λ4(τ4)〉0 +
〈Tτ A˜λ1(τ1) A˜λ4(τ4)〉0 〈Tτ A˜λ2(τ2) A˜λ3(τ3)〉0
(1.128)
Die auftretenden Paarkorrelationsfunktionen ko¨nnenmit Hilfe der expliziten Zeitent-
wicklung der Phononen-Feldoperatoren
A˜λ(τ) = e
τH0(a†−λ + aλ) e
−τH0 = a†−λ e
τh¯ωλ + aλ e
−τh¯ωλ (1.129)
leicht berechnet werden:
〈Tτ A˜λ(τ) A˜λ′(τ ′)〉0 = e|τ−τ ′|h¯ωλ〈a†−λaλ′〉0 + e−|τ−τ
′|h¯ωλ〈a−λa†λ′〉0 (1.130)
= δ−λ,λ′ G0(λ, τ − τ ′) (1.131)
Der neu eingefu¨hrte Operator G0 stellt den sogenannten harmonischen Phononen-Pro-
pagator dar. Er ha¨ngt nur noch von der Differenz τ − τ ′ ab, so dass die τ ′-Abha¨ngigkeit
wieder fallengelassen werden kann. Die noch u¨briggebliebenen Korrelationsfunktionen
lassen sich mit Hilfe der Vertauschungsrelationen (1.85) und dem Erwartungswert des
Besetzungszahloperators (1.91) weiter auswerten. Man erha¨lt schließlich:
G0(λ, τ) = nλ e|τ |h¯ωλ + (nλ + 1) e−|τ |h¯ωλ (1.132)
Die na¨herungsweise Berechnung der Matsubara-Green-Funktion erfolgt nun durch
Entwicklung des Za¨hlers (1.126) bis zu einer ausreichenden Ordnung der Sto¨rungstheo-
rie. In die Korrelationsfunktionen wird die Entwicklung (1.96) des anharmonischen Teils
H1 des Hamiltonians eingesetzt, die ebenfalls in ausreichender Ordnung abgebrochen
wird. Alle nun auftretenden Korrelationsfunktionen mit einer geraden Anzahl an Pho-
nonen-Feldoperatoren werden sodann weiter ausgewertet. Gema¨ß des Wickschen Theo-
rems bildet man alle mo¨glichen Feldoperator-Paarungen, die gerade harmonische Pho-
nonen-Propagatoren darstellen, und integriert anschließend u¨ber die internen Variablen
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Abbildung 1.3: Beispiel fu¨r ein Feynman-Diagramm, das einen Sto¨rungsterm zweiter
Ordnung mit zwei Kopplungen dritter Ordnung V (λ1λ2λ3) und zwei externen An-
schlu¨ssen repra¨sentiert. Die Kopplungen werden durch die Vertices (Punkte), die har-
monischen Phononenpropagatoren G0 durch Linien dargestellt
τ1 bis τn. Dabei tragen alle Summanden der Entwicklung, die durch Vertauschen der
internen Variablen unter Beru¨cksichtigung der Symmetrie der Kopplungskoeffizienten
V (λ1 . . . λn) bzgl. ihrer Parameter auseinander hervorgehen, denselben Beitrag zur Ent-
wicklung bei. Es reicht daher aus, solche Terme nur einmal zu berechnen und als entspre-
chend gewichteten Beitrag zur Summe hinzuzurechnen [7].
Die Berechnung der einzelnen Summanden kann durch den Einsatz von Feynman-
Graphen vereinfacht werden [46]. Ein Beispiel zeigt Abbildung 1.3. In diesen Graphen
werden die Kopplungen n-ter Ordnung V (λ1 . . . λn) bei den Temperaturen τi durch Ver-
ticesmit jeweils n internenAnschlu¨ssen dargestellt. Hinzu kommen entsprechende exter-
ne Anschlu¨sse durch die Operatoren A und B. Je zwei Anschlu¨sse werden durch einen
durch eine Linie repra¨sentierten harmonischen Phononen-Propagator miteinander ver-
bunden. Diese Linien sind aufgrund der τ → −τ -Symmetrie des Propagators (1.132) un-
gerichtet. An jedem Vertex wird u¨ber die Kopplungskoeffizienten (1.98) bzw. der Kopp-
lungstensoren (1.101) ein Faktor δq1+···+qn,G eingefu¨hrt, so dass fu¨r alle an einem Vertex
ein- und auslaufenden Linien Quasiimpulserhaltung gelten muss.
Zudemhaben die auftretenden δ-Funktionen einen zusa¨tzlichen Effekt: Kann ein Dia-
grammmittels Durchtrennen einer einzigen Phononenlinie in zwei disjunkte Teilgraphen
zerlegt werden, muss fu¨r diese Phononenlinie q = 0 gelten. Fu¨r Gitter, in denen die
Atompositionen vollsta¨ndig durch Symmetrie bestimmt sind, bedeutet dies eine reine
Translation des Kristalls. Diese beeinflusst die Energie nicht, so dass durch solche Gra-
phen repra¨sentierte Terme in der Entwicklung wegfallen und folglich nicht beru¨cksich-
tigt werden mu¨ssen.
Eine entsprechende Auswertung kann fu¨r den Nenner der Matsubara-Green-Funk-
tion, der sogenanntenVakuumamplitude 〈S(β)〉0, durchgefu¨hrt werden. Diese unterschei-
det sich vor allem durch die fehlenden externen Anschlu¨sse von der bereits beschriebe-
nen Entwicklung. Vergleichtman nun diese beiden Entwicklungen, kann gezeigt werden,
dass der Za¨hler in einen Anteil mit externen Anschlu¨ssen und eben der Vakuumampli-
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tude faktorisiert [7]:
〈Tτ [S(β) A˜(τ) B˜(0)]〉0 = 〈Tτ [S(β) A˜(τ) B˜(0)]〉0,c 〈S(β)〉0 (1.133)
Der Index
”
c“ (connected) symbolisiert, dass nur solche Terme beru¨cksichtigt werden, die
durch Diagramme repra¨sentiert werden, in denen alle eventuell auftretenden disjunkten
Unterdiagramme Verbindungen mit externen Anschlu¨ssen besitzen.
Da sich somit die Vakuumsamplitude nach (1.123) wegku¨rzt, ist zur Berechnung der
Matsubara-Green-Funktion also lediglich die Berechnung einer einzigen Entwicklung
no¨tig, die zudem nur die Terme mit externen Anschlu¨ssen beinhaltet:
G(AB, τ) = 〈Tτ [S(β) A˜(τ) B˜(0)]〉0,c (1.134)
1.3.2 Die Kumulanten-Entwicklung
Bestehen die Operatoren A und B aus Exponentialfunktionen der Form
A = exp(−kA˜(τ)) und B = exp(−kB˜(0)) , (1.135)
so nimmt die Matsubara-Green-Funktion mit Hilfe der Gro¨ße
−X˜(τ) = −A˜(τ)− B˜(0) (1.136)
die Form
G(AB, τ) = 〈exp(−kX˜(τ))〉 = 1 +
∞∑
n=1
(−k)n
n!
〈Xn〉 (1.137)
an. In diesem Ausdruck wurde die Exponentialfunktion nach X entwickelt. Die dabei
auftretenden Entwicklungskoeffizienten 〈Xn〉 stellen dieMomente der Entwicklung dar.
Betrachtet man im Folgenden den Logarithmus der Matsubara-Green-Funktion und
beru¨cksichtigt dabei die Darstellung
ln(1 + x) =
∞∑
n=1
(−1)n+1
n
xn (1.138)
der ln-Funktion, so erha¨lt man die Entwicklung:
lnG(AB, τ) =
∞∑
n=1
(−k)n
n!
Cn (1.139)
Die hierbei auftretenden EntwicklungskoeffizientenCn werden Kumulanten genannt und
ko¨nnen durch einenKoeffizientenvergleichmit denMomenten in Beziehung gesetztwer-
den. Dazu entwickelt man den Logarithmus von (1.137) gema¨ß (1.138) und sortiert die
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sich ergebenden Terme nach Potenzen von k. Als Ergebnis erha¨lt man:
C1 = 〈X〉 (1.140)
C2 = 〈X2〉 − 〈X〉2 (1.141)
C3 = 〈X3〉 − 3 〈X2〉〈X〉 + 2 〈X〉3 (1.142)
C4 = 〈X4〉 − 4 〈X3〉〈X〉 − 3 〈X2〉2 + 12 〈X2〉〈X〉2 − 6 〈X〉4 (1.143)
Um nun die Matsubara-Green-Funktion mit Hilfe der Kumulanten-Entwicklung zu
berechnen, kann man entweder die Kumulanten gema¨ß (1.140) bis (1.143) durch die Mo-
mente darstellen, die sodann mit Hilfe der im vorigen Abschnitt besprochene Methode
entwickelt werden. Anschließend ko¨nnen die Kumlanten in die Entwicklung (1.139) ein-
gesetzt werden. Diese Vorgehensweisewird bei der Berechnung der EXAFS-Kumulanten
in Kapitel 7 Anwendung finden.
Eine Alternative zur Kumulanten-Entwicklung kann durch Auswertung der in der
Momenten-Entwicklung (1.137) auftretenden Korrelationsfunktionen hergeleitet werden
[7]. Die Matsubara-Green-Funktion nimmt dabei die Form
G(AB, τ) = 1 +
∑
i
Fi = 1 +
∑
conn
Fconn +
∑
disc
Fdisc (1.144)
an, in der die auftretenden Diagramme Fi sowohl zusammenha¨ngend (connected), als
auch nicht zusammenha¨ngend (disconnected) sein ko¨nnen. Bei letzteren faktorisiert die
Integration u¨ber die internen Variablen in zwei oder mehr unabha¨ngige Terme, so dass
sie schließich in entsprechende Produkte aus mehreren Korrelationsfunktionen zerfallen.
Durch Umsortierung der Reihe lassen sich die auftretenden Terme eineindeutig den Bei-
tra¨gen zuordnen, die sich durch Entwicklung der Exponentialfunktion der Darstellung
G(AB, τ) = exp
(∑
conn
Fconn
)
(1.145)
ergeben. In der im Argument auftretenden Summe sollen dabei nur noch die zusam-
menha¨ngenden Diagramme Fconn beru¨cksichtigt werden.
Beide Entwicklungen sind somit a¨quivalent, so dass die Matsubara-Green-Funktion
als Exponentialfunktion dargestellt werden kann, deren Argument sich alternativ zur
Kumulanten-Entwicklung (1.139) durch
lnG(AB, τ) =
〈
Tτ exp
[
− A˜(τ)− B˜(0)−
∫ β
0
dτ H˜1(τ)
]〉
0,conn(AB)
(1.146)
auswerten la¨sst. Man fu¨hrt dazu also im Grunde eine Momenten-Entwicklung gema¨ß
(1.137) durch, bei der jedoch nur noch die Terme Beru¨cksichtigung finden, die gerade
zusammenha¨ngenden Diagrammen entsprechen. Da insbesondere wieder alle Beitra¨ge
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zur Vakuumamplitude wegfallen, besitzen alle diese Diagramme zusa¨tzlich mindestens
einen externenAnschluss durchA oderB, was durch den Index
”
conn(AB)“ ausgedru¨ckt
werden soll.
Diese Methode wird bei der Entwicklung des Debye-Waller-Exponenten in Kapitel 6
Verwendung finden.
1.3.3 Die Spektralfunktion
Die Streueigenschaften eines Kristalls werden in erster Born-Na¨herung durch Zeit-Kor-
relationsfunktionen der Form
〈A(t)B(0)〉 =
∫ ∞
−∞
dω e−iωt ρ(AB,ω) (1.147)
bestimmt. Ihre Fouriertransformierte ρ(AB,ω) wird als Spektralfunktion bezeichnet und
wird zur Beschreibung des differentiellen Streuquerschnitts beno¨tigt (siehe Kapitel 6). Sie
kann u¨ber
ρ(AB,ω) = 2(n+ 1) ImGr(AB,ω) (1.148)
mit Hilfe des Imagina¨rteils der retardierten Green-Funktion berechnet werden [7].
Letztere ist u¨ber die Fouriertransformierte der Matsubara-Green-Funktion
G(AB, iωn) = β−1
∫ β
0
dτ eih¯τωn G(AB, τ) mit ωn = 2pin
βh¯
(1.149)
zuga¨nglich. Dazu wird der Definitionsbereich dieser urspru¨nglich nur auf den diskre-
ten Frequenzen iωn definierten Funktion durch analytische Fortsetzung auf die gesamte
komplexen Ebene erweitert, so dass sie zu einer Funktion G(AB,Ω) der komplexen Va-
riable Ω wird. Diese besitzt nun entlang der reellen Achse eine Diskontinuita¨t, aus deren
unmittelbaren Nachbarschaft sich die retardierte Green-Funktion herleiten la¨sst. Dazu
na¨hert man sich der Diskontinuita¨t von oben, indem man Ω = ω + iε setzt:
Gr(AB,ω) = −βh¯
2pi
lim
ε→0
G(AB,ω + iε) (1.150)
Damit sind die Streueigenschaften eines Systems u¨ber (1.149) mit Hilfe derMatsubara-
Green-Funktion (1.108) ermittelbar.
Kapitel 2
ab-initio-Gitterdynamik
Zur theoretischen Untersuchung der gitterdynamischen Eigenschaften von Festko¨rpern
wurden anfa¨nglich Modelle verwendet, die die Wechselwirkungen zwischen den Gitter-
ionen an Hand von Parametern zu beschreiben versuchten, die an experimentelle Da-
ten angepasst werden mussten. Die bekanntesten Vertreter hierfu¨r sind das Born-von-
Ka´rma´n-Modell, das shell-Modell und das bond-charge-Modell [81]. Das Zuru¨ckgreifen auf
experimentelle Daten ist allerdings aus Sicht eines Theoretikers letztlich nicht zufrieden-
stellend, da dieser bestrebt ist, auf Basis von ab-initio-Methoden alle Eigenschaften ledig-
lich durch Angabe der beteiligten Elemente parameterfrei bestimmen zu ko¨nnen.
Bereits in den 60er-Jahren des vergangenen Jahrhunderts erarbeiteten HOHENBERG
UND KOHN [33] und KOHN UND SHAM [39] eine Theorie, die die Wellenfunktion zur
Beschreibung der Grundzustandseigenschaften eines Festko¨rpers durch die Elektronen-
dichte als Fundamentalgro¨ße ablo¨st und das Problem dadurch erheblich vereinfacht. Zu-
sammen mit den im Folgenden immer leistungsfa¨higer werdenden Computern konnte
sich diese sogenannte Dichtefunktional-Theorie (DFT) schließlich durchsetzen. Sie hat
sich seitdem zu einem wichtigen Hilfsmittel der theoretischen Festko¨rperphysik entwi-
ckelt, die eine parameterfreie Berechnung der Grundzustandseigenschaften gestattet.
Eine Erweiterung dieser Theorie in Form der Dichtefunktional-Sto¨rungstheorie (DF-
PT) wurde in den 80er-Jahren durch ZEIN UND BARONI [82] entwickelt. Sie erlaubt die
Berechnung der linearen Response der Elektronendichte auf a¨ußere Sto¨rungen und da-
mit der Dynamik des Festko¨rpers.
2.1 Die Elektronendichte
Der Abschnitt 1.2.3 hat gezeigt, dass zur Berechnung der dynamischen Matrix eines
Festko¨rpers die Elektronendichte n0(r) und ihre Ableitungen nach denAuslenkungsvek-
toren u
(
l
κ
)
beno¨tigt werden. Diese Gro¨ßen sind prinzipiell durch Lo¨sen der Schro¨dinger-
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gleichung (1.20) fu¨r ein aus N Elektronen bestehendes System
HNΨN({r}) = EΨN ({r}) (2.1)
mit demN -Teilchen-Hamiltonian
HN = Hel + Vext({r}) = Tel + Vel({r}) + Vext({r}) (2.2)
zuga¨nglich. Die Elektronen sollen sich im externen Potential der Ionen (1.18) bewegen:
Vext({r}) = Vel-ion({r}) =
N∑
i=1
vel-ion(ri) (2.3)
Die Abha¨ngigkeit von den Kernkoordinaten {X} wurde dabei unterdru¨ckt, da diese
gema¨ß der Born-Oppenheimer-Na¨herung nur parametrischen Charakter besitzen. In ei-
nem unendlichen Kristall besteht das externe Potential also aus einer Summe von Wech-
selwirkungstermen und ist fu¨r alle Elektronen identisch.
Der u¨bliche Schritt zur Lo¨sung dieses Vielteilchen-Problems besteht darin, fu¨r die
Wellenfunktion ΨN ({r}) eine Slaterdeterminante anzusetzen, die aus den Einteilchen-
wellenfunktionen ψα(r) gebildet wird. α stellt einen kompletten Quantenzahlensatz dar.
Damit fu¨hrt man die Variation
δ
{
〈ΨN |HN |ΨN 〉 −
∑
α
Eα(〈ψα|ψα〉 − 1)
}
= 0 (2.4)
durch, die die Normalisierungsbedingung fu¨r die ψα mit Hilfe der Lagrangeparameter
Eα beinhaltet. Als Ergebnis erha¨lt man die wohlbekanntenHartree-Fock-Gleichungen(
− h¯
2
2m
∆+ Vext(r) + VH,α(r) + Vx,α(r)
)
ψα(r) = Eαψα(r) (2.5)
mit dem Hartree-Potential
VH,α(r) =
∫
d3r′ n(r′) v(r − r′) (2.6)
und dem Austausch-Potential
Vx,α(r) = −
∫
d3r′ nx,α(r, r
′) v(r − r′) . (2.7)
Dabei stellt
n(r) =
∑
β
|ψβ(r)|2 , (2.8)
die Elektronendichte und
enx,α(r, r
′) = e
∑
β,‖
ψ∗β(r
′)ψα(r
′)ψ∗α(r)ψβ(r)
ψ∗α(r)ψα(r)
(2.9)
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die Austausch-Ladungsdichte dar. Letztere verhindert ein Zerfallen des Austausch-Poten-
tials in effektive Einteilchenpotentiale und steht damit einer erheblichen Vereinfachung
des Problems im Weg. Zur Lo¨sung ist daher nach wie vor die Wellenfunktion ΨN ({r})
no¨tig, die von den 3×N Koordinaten {r} = (r1, . . . , rN ) abha¨ngt. Es gelingt zwar durch
Na¨herungen, die Ladungsdichte als fundamentale Gro¨ße, die nur noch von drei Koor-
dinaten abha¨ngt, in den Hartee-Fock-Formalismus einzufu¨hren und obiges Problem zu
umgehen, jedoch versagt der Formalismus schließlich bei der Frage nach der Korrelation
der Elektronen.
Hier hat sich das Konzept der Dichtefunktional-Theorie, das direkte Lo¨sen der Schro¨-
dingergleichung und Auffinden der komplexenWellenfunktion zu umgehen, als a¨ußerst
erfolgreich erwiesen. Da die Wellenfunktion jedoch letztlich nur dazu beno¨tigt wird, die
Elektronendichte n(r) nach (2.8) zu berechnen, liegt es nahe, die Dichte selbst zum Zen-
trum der theoretischen Betrachtung zu machen. Tatsa¨chlich konnten HOHENBERG UND
KOHN bereits 1964 zeigen, dass die Grundzustandsenergie eines nicht-relativistischen,
stationa¨ren Elektronensystems in Abha¨ngigkeit von der Elektronendichte angegebenwer-
den kann [33]. KOHN UND SHAM entwickelten kurz darauf ein Verfahren, das die Berech-
nung der Grundzustandsenergie E[n] und der Elektronendichte auf Basis von Einteil-
chen-Gleichungen und unter Verwendung von Na¨herungen ermo¨glicht [39]. Zusa¨tzlich
erlaubt dieses Verfahren die Beru¨cksichtigung der Elektronen-Korrelation.
2.2 Die Dichtefunktional-Theorie
Die Schro¨dingergleichung (2.1) impliziert, dass sa¨mtliche Grundzustandseigenschaften
eines Elektronensystems, und damit auch die Elektronendichte n(r), Funktionale vom
externen Potential Vext(r) sind. Das Hohenberg-Kohn-Theorem erweitert nun diese triviale
Aussage, indem es auch den Umkehrschluss zula¨sst: Das externe Potential ist eineindeu-
tig bis auf eine Konstante durch die Grundzustandsdichte n(r) bestimmt. Das bedeutet,
dass damit auch alle u¨brigen Eigenschaften des Systems durch die Grundzustandsdichte
gegeben und daher Funktionale von n(r) sind. Definiert man das Funktional
F [n] = min
Ψ→n
〈Ψ|Tel + Vel|Ψ〉 , (2.10)
wobei nur WellenfunktionenΨ zugelassen sind, die u¨ber
n(r) =
∫
· · ·
∫
d3r2 · · ·d3rN |Ψ(r, r2, . . . , rN )|2 und N =
∫
d3r n(r) (2.11)
zu einer korrekt normierten Elektronendichte fu¨hren, so la¨sst sich die Grundzustands-
energie als Funktional von n(r) ausdru¨cken:
E[n] = F [n] +
∫
d3r n(r)Vext(r) (2.12)
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Um diese Energie zu berechnen, ist also nicht mehr die Kenntnis der komplizierten Viel-
teilchen-Wellenfunktion Ψ, sondern nur noch die der vergleichsweise einfachen Einteil-
chen-Dichte n(r) no¨tig. Zur Ermittlung sowohl der Grundzustandsenergie als auch der
Grundzustandsdichte macht man einen einfachen Variationsansatz der Form
δ
{
E[n]− µ
(∫
d3r n(r)−N
)}
= 0 , (2.13)
dem man die Teilchenzahl als Nebenbedingung auferlegt. Der dabei auftretende La-
grange-Faktor µ stellt das chemische Potential dar.
Das Funktional F [n] ha¨ngt durch Vel nur von der Wechselwirkung der Elektronen
untereinander und nicht vom externen Potential ab, hat also universellen Charakter.
Das bisher vorgestellte Verfahren ist exakt, jedoch scheitert man bei der Berechnung
der Grundzustandsenergie an der unbekannten Form des Funktionals F [n]. Dieses Pro-
blem wurde von Kohn und Sham gelo¨st, indem sie einen Satz selbstkonsistent zu lo¨sen-
der Einteilchen-Gleichungen auf Basis des Variationsverfahrens entwickelten, die die Be-
stimmung der Energie na¨herungsweise erlauben.
2.2.1 Die Kohn-Sham-Gleichungen
Das Hohenberg-Kohn-Theorembesagt, dass alle physikalischen Eigenschaften eines Sys-
tems miteinander wechselwirkender Elektronen eindeutig durch ihre Grundzustands-
dichte bestimmt wird. Diese Eigenschaft ist unabha¨ngig von der genauen Art der Wech-
selwirkung, gilt also speziell auch fu¨r den Fall wechselwirkungsfreier Teilchen. Diese
Tatsache macht man sich nach KOHN UND SHAM zunutze, indemman das korrekte phy-
sikalische Systemwechselwirkender Elektronen auf ein fiktives System freier Elektronen
mit effektivem Potential abbildet. An die Grundzustandsdichte der beiden Systeme wird
die Bedingung geknu¨pft, dass sie identisch sein mu¨ssen, so dass das effektive Potenti-
al eindeutig definiert ist. Der Vorteil des neuen Systems liegt nun in der Mo¨glichkeit,
fu¨r die Wellenfunktion einen Produktansatz wa¨hlen zu ko¨nnen und so zu Einteilchen-
Gleichungen zu gelangen, die das Problem erheblich vereinfachen.
Um das effektive Potential und die Grundzustandsdichte zu ermitteln, betrachtet
man die Energiefunktionale beider Systeme. Im Falle bestehender Wechselwirkung ist
die Energie durch
E[n] = F [n] + Eext[n] = Tel[n] + Vel[n] + Eext[n] (2.14)
gegeben, wa¨hrend fu¨r das fiktive System
E[n] = T0,el[n] + Eeff[n] (2.15)
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geltenmuss. T0,el ist die kinetische Energie nicht-wechselwirkender Elektronen,Eeff[n] ein
auf dem effektiven Potential Veff basierendes Funktional.
Von der kinetischen Energie Tel[n] spaltet man im Folgenden die der freien Elektronen
und von der elektronischen Wechselwirkung die Hartree-Energie
EH[n] =
e2
2
∫
d3r d3r′
n(r)n(r′)
|r − r′| (2.16)
ab:
Tel[n] = T0,el[n] +A[n] (2.17)
Vel[n] = EH[n] +B[n] (2.18)
(2.19)
Man erha¨lt dadurch fu¨r das Funktional F [n]
F [n] = T0,el[n] + EH[n] + Exc[n] (2.20)
mit der Austausch-Korrelations-Energie
Exc[n] = A[n] +B[n] . (2.21)
Setzt man F [n] in das Energiefunktional des realen Systems (2.14) ein,
E[n] = T0,el[n] + (EH[n] + Eext[n] + Exc[n]) , (2.22)
und vergleicht es mit dem des fiktiven Systems, so ergibt sich fu¨r Eeff[n]:
Eeff[n] = EH[n] + Eext[n] + Exc[n] (2.23)
Die im fiktiven System entkoppelten Elektronen bewegen sich also in einem effektiven
Potential Veff, dem eine Energie
Eeff[n] =
∫
d3r n(r)Veff(r) (2.24)
entspricht, die sich ihrerseits aus der Hartree-Energie, der Energie
Eext[n] =
∫
d3r n(r)Vext(r) , (2.25)
die durch das externe Potential Vext verursacht wird, und der Austausch-Korrelations-
Energie zusammensetzt.
Im wechselwirkungsfreien System erreicht man mit einem Produktansatz der Form
Ψ({r}) = ψ1(r1) · · ·ψN (rN ) (2.26)
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fu¨r die Wellenfunktion die Separation des Hamiltonians und erha¨lt die Kohn-Sham-Glei-
chungen (2.27) bis (2.31):
HKS(r)ψi(r) = iψi(r) , i = 1, . . . , N (2.27)
mit dem Kohn-Sham-Hamiltonian
HKS(r) = − h¯
2
2m
∂2
∂r2
+ VKS(r) , (2.28)
in dem das effektive Kohn-Sham-Potential
VKS(r) = Vext(r) + e
2
∫
d3r′
n(r′)
|r − r′| + Vxc(r) (2.29)
auftaucht. Fu¨r das Austausch-Korrelations-Potential Vxc(r) gilt
Vxc(r) ≡ δExc[n]
δn(r)
, (2.30)
fu¨r die Dichte
n(r) =
∑
i
|ψi(r)|2 . (2.31)
Nach Gleichung (2.29) ha¨ngt das Kohn-Sham-Potential u¨ber die Dichte n(r) von denWel-
lenfunktionen ψi(r) ab, so dass die Kohn-Sham-Gleichungen selbstkonsistent zu lo¨sen
sind.
Weder die Kohn-Sham-Eigenwerte i, noch die Einteilchen-Wellenfunktionen ψi(r)
besitzen physikalische Bedeutung.Diese Eigenschaft trifft einzig auf die Grundzustands-
dichte n(r) gema¨ß der urspru¨nglichen Zielsetzung zu. Dennoch kann nun mit Hilfe der
Kohn-Sham-Eigenwerte die Grundzustandsenergie angegeben werden:
E[n] =
∑
i
i − e
2
2
∫
d3r d3r′
n(r)n(r′)
|r − r′| + Exc[n]−
∫
d3r n(r)Vxc(r) (2.32)
Voraussetzung hierfu¨r ist allerdings die Kenntnis der Austausch-Korrelations-Energie
Exc, welche nach Gleichung (2.20) den unbekannten Teil des Funktionals F [n] darstellt.
In einem weiteren Schritt muss also ein Ausdruck hierfu¨r entwickelt werden.
2.2.2 Die Lokale-Dichte-Na¨herung
Bereits in ihrer Originalarbeit schlugen KOHN UND SHAM ein Verfahren vor, mit dem
die Austausch-Korrelations-Energie berechet werden kann. Ausgangspunkt hierfu¨r bil-
det der Ansatz
Exc[n] =
∫
d3r n(r) xc[n(r)] (2.33)
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mit der Austausch-Korrelations-Energie xc[n(r)] pro Elektron. Im Normalfall ist diese
Gro¨ße nicht bekannt, so dass man sich mit einer Na¨herung begnu¨gen muss. Die Annah-
me, dass jedes Volumen (das so klein sein soll, dass darin die Ladungsdichte konstant
ist) denselben Beitrag zur Austausch-Korrelations-Energie liefert wie ein gleich großes
Volumen eines homogenen Elektronengases gleicher Dichte, erlaubt es, xc[n(r)] durch
sein homogenes Pendant homxc (n(r)) zu ersetzen. Damit erha¨lt man den lokalen Ausdruck
ELDAxc [n] =
∫
d3r n(r) homxc (n(r)) , (2.34)
mit dem man schließlich das Austausch-Korrelations-Potential angeben kann:
V LDAxc (r) =
δELDAxc
δn(r)
=
d
dn
(
nhomxc (n)
)
n=n(r)
=
(
homxc (n) + n
dhomxc (n)
dn
)
n=n(r)
(2.35)
Diese Na¨herung ist auch als Lokale-Dichte-Na¨herung (LDA) bekannt.
Zur weiteren Berechnung zerlegt man homxc in seinen Austausch- und seinen Korrela-
tions-Anteil:
homxc = 
hom
x + 
hom
c (2.36)
Fu¨r ersteren kann sodann der Hartree-Fock-Beitrag des freien Elektronengases verwen-
det werden, wa¨hrend der Korrelationsanteil in der Regel aus Monte-Carlo-Simulationen
gewonnen wird.
Obwohl man bei dieser Na¨herung auf die konstante Dichte des homogenen Elektro-
nengases zuru¨ckgreift, funktioniert die LDA auch fu¨r inhomogene Systeme erstaunlich
gut. Trotzdem hat auch dieses Verfahren Schwa¨chen, beispielsweise bei der Berechnung
von Bandlu¨cken in Halbleitern [5].
2.3 Pseudopotentialtheorie
Die ha¨ufigste Implementierung der DFT stellt die plane wave-pseudo potential-Methode
dar [5]. Ebene Wellen der Form
〈r|k +G〉 = 1√
NΩ
ei(k+G)·r, (2.37)
nach denen man die Operatoren und Wellenfunktionen entwickelt, bieten den Vorzug,
dass sich durch ihre Verwendung einfach zu lo¨senden, lineare Gleichungssysteme erge-
ben, deren Dimension durch Einfu¨hrung einer Abschneideenergie
h¯2
2m
(k +G)2 ≤ Ecut (2.38)
leicht beschra¨nkt werden kann. Zudem sind sie unabha¨ngig von den Atompositionen
und ko¨nnen problemlos zwischen realem und reziprokem Raummit Hilfe der fast fourier
transformation (FFT) umgewandelt werden.
42 KAPITEL 2. AB-INITIO-GITTERDYNAMIK
Die Entwicklung der Wellenfunktionen nach ebenen Wellen macht jedoch nur Sinn,
wenn sie hinreichend
”
glatt“ sind. Diese Voraussetzung trifft auf die Rumpfelektronen
jedoch nicht zu, da deren Wellenfunktionen starke Oszillationen aufweisen. Diese co-
re-Elektronen sitzen auf energetisch tiefen, abgeschlossenen Schalen und bleiben daher
durch Bindungen im Festko¨rper weitgehend unbeeinflusst. Man fasst sie mit demAtom-
kern zum Ionenrumpf zusammen, in dessen effektivem Potential sich die sogenann-
ten Valenzelektronen bewegen, welche fu¨r die chemischen Bindungen im Festko¨rper
verantwortlich sind. In großer Entfernung zum Atomkern besitzen ihre Wellenfunktio-
nen den erforderlichen glatten Verlauf. Aufgrund der Orthogonalita¨t der Kern- und Va-
lenzzusta¨nde beginnen jedoch auch sie in Kernna¨he stark zu oszillieren. Eine Lo¨sung
hierfu¨r liefern sogenannte Pseudopotentiale, die gerade so konstruiert werden, dass sie in
Kernna¨he einen glatten Verlauf aufweisen, wa¨hrend sie die Bindungseigenschaften des
realen Potentials mo¨glichst gut simulieren.
Dazu teilt man die elektronischen Zusta¨nde in Rumpfzusta¨nde |ψcoreα 〉 und Valenz-
zusta¨nde |ψvalβ 〉 auf, die den Orthogonalita¨tsbedingungen
〈ψcoreα |ψcoreα′ 〉 = δαα′ (2.39)
〈ψvalβ |ψvalβ′ 〉 = δββ′ (2.40)
〈ψcoreα |ψvalβ 〉 = 0 (2.41)
unterliegen [12]. α und β sind dabei die entsprechenden Quantenzahlen.
Durch Einfu¨hren von Pseudozusta¨nden |ψpsβ 〉, die nicht notwendigerweise senkrecht
auf den Rumpfzusta¨nden stehen mu¨ssen, kann man die Valenzzusta¨nde ersetzen:
|ψvalβ 〉 = (1− P)|ψpsβ 〉 (2.42)
Der Projektionsoperator P ist dabei durch die Beziehung
P =
∑
α
|ψcoreα 〉〈ψcoreα | (2.43)
gegeben. Setzt man diese Zusta¨nde in die KOHN-SHAM-Gleichungen ein, so erha¨lt man
die sogenannten Pseudo-Kohn-Sham-Gleichungen(
− h¯
2
2m
∂2
∂r2
+ V psKS (r)− i
)
ψi(r) = 0, (2.44)
mit dem Pseudopotential
V
ps
KS = VKS −
∑
α
(α − β)|ψcoreα 〉〈ψcoreα |. (2.45)
Durch diese Bedingungen sind die Pseudozusta¨nde noch nicht eindeutig bestimmt.
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Zur Erzeugung von Pseudopotentialen geht man sodann von der Form
V psat = V0(r) +
∑
l,m
Vl(r)|l,m〉〈l,m| (2.46)
mit dem lokalen Anteil V0(r), der durch den Kern erzeugt wird, und dem nicht-lokalen
Wechselwirkungsanteil mit den Drehimpulsquantenzahlen l und m aus. Die in dieser
Arbeit verwendeten Potentiale geho¨ren zur Klasse der normerhaltenden Pseudopotentiale,
die die U¨bertragbarkeit auf verschiedene chemische Umgebungen zum Ziel haben. Dazu
werden ihnen folgende Bedingungen auferlegt:
• Die Energieeigenwerte des Pseudoatoms sollen identisch mit denen aus all-electron-
Rechnungen sein:
β = 
ps
β (2.47)
• Die Pseudowellenfunktionen sollen mit den realen Wellenfunktionen außerhalb ei-
nes bestimmten Abschneideradius rc,l u¨bereinstimmen,
ψvalβ (r) = ψ
ps
β (r) fu¨r r ≥ rc,l, (2.48)
und im Inneren knotenlos sein.
• Die Ladungsverteilung der realen Wellenfunktionen soll mit der der Pseudowel-
lenfunktionen innerhalb des Abschneideradius identisch sein:∫ rc,l
0
d3r |ψvalβ (r)|2 =
∫ rc,l
0
d3r |ψpsβ (r)|2 fu¨r r ≤ rc,l (2.49)
Die zuletzt genannte Bedingung nennt man Normerhaltung. Sie stellt sicher, dass sich die
elektrostatischen Potentiale, die außerhalb des Abschneideradius rc,l erzeugt werden, in
beiden Fa¨llen nicht unterscheiden. Man kann sie in folgende a¨quivalente Form bringen:
d
d
d
dr
ln
(
ψvalβ (r)
)∣∣∣∣
r=rc,l
=
d
d
d
dr
ln
(
ψpsβ (r)
)∣∣∣∣
r=rc,l
(2.50)
Dies ist ein Ausdruck fu¨r die U¨bertragbarkeit des Pseudopotentials auf verschiedene che-
mische Umgebungen, welche eng mit der Normerhaltung verknu¨pft ist.
Durch diese Vorschriften ist das Pseudopotential noch nicht eindeutig bestimmt, so
dass im Laufe der Zeit unterschiedliche Konstruktionsverfahren entwickelt wurden. Die
in dieser Arbeit verwendeten Pseudopotentialewurden nachMethoden von VON BARTH
und CAR, von TROULLIER undMARTINS [78], von BACHELET, HAMANN und SCHLU¨TER
[4] und von HARTWIGSEN, GOEDECKER und HUTTER [31] erzeugt.
44 KAPITEL 2. AB-INITIO-GITTERDYNAMIK
2.4 Die Dichtefunktional-Sto¨rungstheorie
Die Dichtefunktional-Theorie liefert einen Formalismus, mit dem die Grundzustands-
dichte n(r) effizient berechnet werden kann. Der elektronische Anteil der dynamischen
Matrix (1.65) ha¨ngt aber zusa¨tzlich u¨ber ∂n/∂u von der linearen Antwort des Elektronen-
systems auf Auslenkungen der Gitterionen ab. Zusa¨tzlich ist man beim langreichweiti-
gen Coulomb-Anteil der dynamischen Matrix (1.68), in den die Bornsche Effektivladung
Z∗ und die makroskopische Dielektrizita¨tskonstante ∞ eingehen, auf die Berechnung
von Ableitungen der Elektronendichte nach Auslenkungen und elektrischen Feldern an-
gewiesen.
Mo¨chte man in Rahmen der DFT periodische Sto¨rungen der Elektronendichte, wie sie
etwa durch Phononen verursacht werden ko¨nnen, berechnen, ist man auf die sogenannte
frozen-phonon-Methode angewiesen. Entwickelt man dazu das externe Potential nach den
Sto¨rungen λ
Vext(λ) = V
(0)
ext + V
(1)
ext λ+ V
(2)
ext λ
2 + · · · , (2.51)
so sind auch die Elektronendichte und die Energie von diesen abha¨ngig:
n(λ) = n(0) + n(1)λ+ n(2)λ2 + · · · (2.52)
E(λ) = E(0) + E(1)λ+ E(2)λ2 + · · · (2.53)
Es soll die Konvention . . .(i) ≡ ∂i
∂λi
. . .
∣∣∣
λ=0
gelten.
Identifiziert man den Parameter λ mit den atomaren Auslenkungen, so kann man
vera¨nderte Ionenkonfigurationen erzeugen, die entsprechenden Energien dazu berech-
nen und die Funktion E(λ) daran anpassen. Man erha¨lt somit die erforderlichen Ent-
wicklungskoeffizienten.
Solche Energieberechnungen sind im Falle des ungesto¨rten Gitters (λ = 0) relativ
leicht durchzufu¨hren, da hier die Translationssymmetrie voll zum Tragen kommt und
eine einzige Elementarzelle bereits die gesamte beno¨tigte Information bereitha¨lt. Im Falle
eines gesto¨rten Gitters (λ 6= 0) jedoch reicht eine einzige Elementarzelle nicht mehr aus,
um eine volle Schwingungsperiode nachzubilden. Dies kann man nur durch den Einsatz
von Superzellen erreichen, die den numerischenAufwand erheblich vergro¨ßern,was sich
vor allem bei langwelligen Phononen negativ auswirkt.
Dieses Problem kann mit Hilfe der Dichtefunktional-Sto¨rungstheorie [82, 28] umgan-
gen werden, mit der etwa die Energien von Phononen, die monochromatische Sto¨rungen
des Ionengitters darstellen, bei beliebigen q-Vektoren berechnet werden ko¨nnen, ohne auf
Superzellen zuru¨ckgreifen zumu¨ssen. Der Arbeitsaufwand ist dabei unabha¨ngig von der
Wellenla¨nge und auf dem Niveau des ungesto¨rten Systems, da in der DFPT Sto¨rungen
verschiedener Wellenla¨ngen entkoppelt sind [5].
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2.4.1 Entwicklung der Energie nach Sto¨rungen
Im Hamiltonian des gesto¨rten Elektronensystems
H(λ) = Tel + Vel + Vext(λ) (2.54)
ist nur der Wechselwirkungsbeitrag Vext(λ) = Vel-ion(λ) von den Auslenkungen u
(
l
κ
)
der
Ionen aus der Ruhelage und damit von λ abha¨ngig. Die entsprechenden Energien kann
man mit Hilfe der Vielteilchen-Wellenfunktion |Ψ(λ)〉 ausdru¨cken:
E(λ) = 〈Ψ(λ)|H(λ)|Ψ(λ)〉 (2.55)
Fu¨r die Berechnung von Sto¨rungen zweiter Ordnung, wie sie im harmonischen Fall
beno¨tigt werden, ergibt sich durch Anwendung des Hellmann-Feynman-Theorems:
E(2) =
∂2
∂λ2
〈Ψ(λ)|H(λ)|Ψ(λ)〉
∣∣∣∣
λ=0
=
∂
∂λ
〈Ψ(λ)|V (1)ext (λ)|Ψ(λ)〉
∣∣∣∣
λ=0
(2.56)
= 〈Ψ(0)|V (2)ext |Ψ(0)〉+ 〈Ψ(0)|V (1)ext |Ψ(1)〉+ 〈Ψ(1)|V (1)ext |Ψ(0)〉 (2.57)
=
∫
d3r n(0)(r)V
(2)
ext (r) +
∫
d3r n(1)(r)V
(1)
ext (r) (2.58)
Neben der im Rahmen der DFT bereits berechneten Elektronendichte n(0)(r) ≡ n(r)
ha¨ngt die Energie also von der linearen Response n(1)(r) ab.
2.4.2 Lineare Response
Zur Berechnung der Elektronendichte erster Ordnung linearisiert man das Kohn-Sham-
Gleichungssystem (2.27) bis (2.31). Einstieg hierfu¨r bildet die Elektronendichte, aus der
sich ihre lineare Response ableiten la¨sst:
n(1)(r) =
∑
v
((
ψ(0)v (r)
)∗
ψ(1)v (r) +
(
ψ(1)v (r)
)∗
ψ(0)v (r)
)
(2.59)
Der Index v la¨uft u¨ber alle besetzten Valenzzusta¨nde. Die hier auftauchenden Wellen-
funktionen erster Ordnung ko¨nnen im Rahmen der Rayleigh-Schro¨dinger-Sto¨rungstheo-
rie angegeben werden:
|ψ(1)v 〉 =
∑
β 6=v
|ψ(0)β 〉
1
v − β 〈ψ
(0)
β |H(1)KS |ψ(0)v 〉 (2.60)
Es bestehen zwei Probleme, die ihre effiziente Berechnung verhindern: Einerseits treten
entartete Zusta¨nde auf, u¨ber die diagonalisiert werden muss. Andererseits la¨uft der In-
dex β u¨ber alle besetzten und unbesetzten Valenzzusta¨nde, so dass im Gegensatz zum
Grundzustand das komplette Spektrum des KS-Hamiltonians erforderlich ist.
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Diese Probleme wurden durch BARONI, GIANOZZI UND TESTA [6] gelo¨st, die beob-
achteten, dass die Dichte erster Ordnung nur von den Leitungsband-, nicht aber von den
Valenzbandzusta¨nden abha¨ngt. Zu diesem Zweck fu¨hrten sie die Projektoren
Pc =
∑
c
|ψ(0)c 〉〈ψ(0)c | und Pv = 1− Pc = 1−
∑
c
|ψ(0)c 〉〈ψ(0)c | (2.61)
ein, mit denen sie die linearisierten Kohn-Sham-Gleichungen auf den Unterraum der
Leitungsbandzusta¨nde projizierten. Als Ergebnis erhielten sie das folgende, selbstkonsis-
tent zu lo¨sendeGleichungssystem fu¨r die Leitungsbandprojektionender gesto¨rtenKohn-
Sham-Zusta¨nde, sowie der linearen Dichteantwort:
(HKS(r)− v)ψ(1)v (r) = −PcV (1)KS (r)ψ(0)v (r) (2.62)
V
(1)
KS (r) = V
(1)
ext (r) + e
2
∫
d3r′
n(1)(r′)
|r − r′| + n
(1)(r)
dVxc(n)
dn
∣∣∣∣
n=n(r)
(2.63)
n(1)(r) =
∑
v
((
ψ(0)v (r)
)∗
Pcψ(1)v (r) +
(
Pcψ(1)v (r)
)∗
ψ(0)v (r)
)
(2.64)
Die Summationen verlaufen hier nur noch u¨ber die besetzten Valenzzusta¨nde. Zudem ist
die Entartung der Zusta¨nde nun belanglos.
2.4.3 Der dielektrische Tensor
Die dynamische Matrix in polaren Medien zerfa¨llt am Γ-Punkt in einen analytischen und
in einen nicht-analytischen Anteil. In letzteren gehen nach (1.68) der dielektrische Tensor
∞ und die Bornschen Effektivladungen Z
∗ ein. Um diese Gro¨ßen zu berechnen, greift
man wiederum auf die DFPT zuru¨ck, auf deren Basis man dafu¨r selbstkonsistente Glei-
chungssysteme entwickeln kann.
Mit der longitudinal-optischen Schwingung ist eine Polarsiation P verbunden, die
sich aus einem ionischen und einem elektronischen Anteil zusammensetzt:
P = P ion + P el =
e
Ω
∑
κ
Zκu
(
0
κ
)
+ χ∞ ·E (2.65)
Die Suszeptibilita¨t χ∞ ist dabei u¨ber die Beziehung
4pi(χ∞)αβ = (∞)αβ − δαβ (2.66)
mit der Dielektrizita¨tskonstante verbunden.
Aufgrund der sehr viel gro¨ßeren Energien der Elektronen ko¨nnen ionische Effekte im
Folgenden ignoriert werden, so dass fu¨r die Suszeptibilita¨t
χ∞ =
∂P
∂E
≈ ∂P
el
∂E
(2.67)
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gilt und man fu¨r die Dielektrizita¨tskonstante
(∞)αβ = δαβ + 4pi
∂P elα
∂Eβ
= δαβ + 4pi
∂2Eel
∂Eα∂Eβ
(2.68)
erha¨lt. Da die Polarisation Pel ihrerseits als Ableitung der elektronischen Energie nach
dem elektrischen Feld gegeben ist, werden also fu¨r den dielektrischen Tensor die zweiten
Ableitungen der elektronischen Energie nach elektrischen Feldern beno¨tigt, die ebenfalls
im Rahmen der DFPT berechnet werden ko¨nnen.
Dazu geht man von der Definition der elektronischen Polarisation
P el = − e
Ω
∫
Ω
d3r n(r) r = − e
NΩ
∫
NΩ
d3r n(r) r (2.69)
aus, fu¨r die sich sodann ergibt:
∂P el
∂E
= − e
NΩ
∫
NΩ
d3r
∂n(r)
∂E
r. (2.70)
Fu¨r die Fouriertransformierte von n(r) gilt im Grenzfall kleiner q:
∂n(q → 0)
∂E
=
1
NΩ
∫
d3r e−iq·r
∂n(r)
∂E
≈ − i
NΩ
∫
d3r q · r ∂n(r)
∂E
(2.71)
=
i
e
q · ∂P
∂E
Nach [43] kann man somit notieren:
∂P el
∂E
=
4e
NΩ
∑
vk
〈Ψvk| rPc
∣∣∣∣∂Ψvk∂E
〉
=
4e
NΩ
∑
vk
∑
c
〈Ψvk|r|Ψck〉 〈Ψck| Pc
∣∣∣∣∂Ψvk∂E
〉
(2.72)
Nimmt man einen Festko¨rper mit periodischen Randbedingungen an, so sto¨ßt man
auf das Problem, dass die Matrixelemente 〈Ψvk|r|Ψck〉 nicht eindeutig bestimmt sind.
Man behilft sich daher mit der Identita¨t
〈Ψvk|r|Ψck〉 = 〈Ψvk|[HKS, r]|Ψck〉
vk − ck
, (2.73)
in die der Ausdruck
[HKS, r] = − ih¯p
m
+ [VKS, r] (2.74)
auftritt. Im Potential VKS muss nun das elektrische Feld mitberu¨cksichtigt werden:
VKS −→ VKS + eE · r (2.75)
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Aus technischen Gru¨nden berechnet und speichert man die Hilfsfunktion
|φαvk〉 = Pcrα|Ψvk〉 =
∑
c
|Ψck〉〈Ψck|[HKS, rα]|Ψvk〉
ck − vk , (2.76)
mit der sich schließlich der dielektrische Tensor in der Form
(∞)αβ = δαβ +
16pie
NΩ
∑
vk
〈φαvk
∣∣∣∣∂Ψvk∂Eβ
〉
(2.77)
darstellen la¨sst.
Die Ableitung
∣∣∣∂Ψvk∂Eβ 〉 erha¨lt manwieder aus einem selbstkonsistent zu lo¨sendenGlei-
chungssystem:
∂VKS(r)
∂Eα
= e2
∫
d3r′
∂n(r′)
∂Eα
1
|r − r′| +
∂n(r)
∂Eα
dVxc
dn
∣∣∣∣
n=n0
+ erα (2.78)
(HKS − vk)
∣∣∣∣∂Ψvk∂Eα
〉
= Pc∂VKS
∂Eα
|Ψvk〉 (2.79)
∂n(G)
∂Eα
= − 4
NΩ
∑
vk
〈Ψvk|eiG·rPc
∣∣∣∣∂Ψvk∂Eα
〉
(2.80)
2.4.4 Die Bornsche Effektivladung
Die Bornsche Effektivladung bestimmt den ionischen Beitrag zur Gesamtpolarisation
P in Abwesenheit eines makroskopischen Feldes E, indem sie einen Zusammenhang
zwischen der Auslenkung der Ionen und der verursachten Polarisation herstellt. Glei-
chung (2.65) liefert dafu¨r:
Z∗κ =
Ω
e
∂P
∂u
(
0
κ
) (2.81)
Sie wird also im Wesentlichen aus der gemischten zweiten Ableitung der elektronischen
Gesamtenergie nach Auslenkungen und elektrischen Feld bestimmt, ist also wiederum
im Rahmen der DFPT zuga¨nglich.
Aus der Gesamtpolarisation
P =
e
Ω
∑
κ
Zκu
(
0
κ
)
− e
Ω
∫
Ω
d3r n(r) r (2.82)
mit der Ladungszahl Zκ der Ionenru¨mpfe und dem elektronischen Polarisationsanteil
aus Gleichung (2.69) erha¨lt man bei a¨hnlicher Vorgehensweise wie im letzten Abschnitt:
∂P
∂u(κ|q = 0) =
e
Ω
Zκ +
4e
NΩ
∑
vk
〈Ψvk|r
∣∣∣∣ ∂Ψvk∂u(κ|q = 0)
〉
(2.83)
Dies fu¨hrt letztlich auf die Beziehung
(Z∗κ)αβ = Zκδαβ +
4
N
∑
vk
〈φαvk
∣∣∣∣ ∂Ψvk∂uβ(κ|q = 0)
〉
(2.84)
2.5. SUMMATIONEN IM REZIPROKEN RAUM 49
fu¨r die effektive Ladung, wenn man auf die bereits berechnete und abgespeicherte Hilfs-
funktion (2.76) zuru¨ckgreift.
Auch die Ableitung
∣∣∣ ∂Ψvk∂uβ(κ|q=0)〉 wird a¨hnlich dem letzten Abschnitt mittels eines
selbstkonsistenten Gleichungssystems berechnet. Es ergeben sich die Beziehungen (2.85)
bis (2.87):
∂VKS
∂uα(κ|q = 0) =
∑
G,G′
′
e−i(k+G)·r
∂Vext(k +G,k +G
′)
∂uα(κ|q = 0) e
i(k+G′)·r
+
∂VH(r)
∂uα(κ|q = 0) +
∂n(r)
∂uα(κ|q = 0)
dV LDAxc
dn(r)
∣∣∣∣
n=n0
(2.85)
(HKS − vk)
∣∣∣∣ ∂Ψvk∂uα(κ|q = 0)
〉
= Pc ∂VKS
∂uα(κ|q = 0) |Ψvk〉 (2.86)
∂n(G)
∂uα(κ|q = 0) = −
4
NΩ
∑
vk
〈Ψvk|eiG·rPc
∣∣∣∣ ∂Ψvk∂uα(κ|q = 0)
〉
(2.87)
2.5 Summationen im reziproken Raum
Sowohl in der DFT als auch in der DFPT treten Summationen der k-Vektoren u¨ber eine
komplette Brillouin-Zone auf, die sich prinzipiell u¨ber unendlich viele Werte erstrecken.
Bei numerischen Berechnungen muss man daher zu einer Vereinfachung greifen, indem
man spezielle Punkte k1, . . . ,kl nach CHADI und COHEN [16] einfu¨hrt, die die Brillouin-
Zone durch eine endliche, a¨quidistante Rasterung, der sogenanntenMesh, beschreibt. Da-
mit kann die Summe u¨ber die Brillouin-Zone vereinfacht werden zu:
∑
k∈BZ
f(k) −→
l∑
i=1
wkif(ki) (2.88)
Man beschra¨nkt sich dabei auf Punkte, die im irreduziblen Bereich der Brillouin-Zone
liegen, also in dem minimalen Teil des reziproken Raums, der zusammen mit den Sym-
metrieeigenschaften der zugrundeliegenden Kristallstruktur die Informationen der ge-
samten Brillouin-Zone bereitha¨lt. Die Faktoren wki stellen die korrekte Gewichtung der
speziellen Punkte an der Summation sicher.
Es bleibt jedoch festzuhalten, dass man mit dieser Methode nur noch Dichtea¨nderun-
gen fu¨r die Vektoren
q = ki ± S(ki +G) (2.89)
bestimmen kann, wenn S eine zula¨ssige Symmetrieoperation und G ein reziproker Git-
tervektor ist.
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2.6 Sto¨rungstheorie dritter Ordnung
Berechnungen im harmonischen Fall basieren auf der zweiten Ableitung der Energie
(2.58), die von der Grundzustandsdichte n(0)(r) und der linearen Response n(1)(r) ab-
ha¨ngt. Geht man in der Entwicklung (2.53) einen Schritt weiter und betrachtet kubische
Anharmonizita¨ten, wird entsprechend die dritte Ableitung der Energie E(3) beno¨tigt.
Wertet man diese Gro¨ße auf dieselbeWeise wie E(2) aus, erha¨lt man Abha¨ngigkeiten von
gesto¨rten Dichten ho¨herer als erster Ordnung, deren numerische Berechnung allerdings
ho¨chst aufwa¨ndig und praktisch kaum durchzufu¨hren ist.
Eine Lo¨sung fu¨r dieses Problem stellt das (2n + 1)-Theorem dar, das von GONZE UND
VIGNERON [29] auf die Dichtefunktional-Sto¨rungstheorie u¨bertragen werden konnte. Es
besagt, dass man mit Wellenfunktionen der Ordnung n gesto¨rte Energien bis einschließ-
lich der Ordnung 2n+1 berechnen kann. Somit ero¨ffnet dieses Theorem die Mo¨glichkeit,
sich auch im kubischen Fall auf die bereits berechneten gesto¨rtenDichten erster Ordnung
beschra¨nken zu ko¨nnen.
2.6.1 Die elektronische Gesamtenergie
Zur Berechnung der Energien dritter Ordnung entwickelt man alle in der Kohn-Sham-
Gleichung (2.27) auftauchenden Gro¨ßen nach der Sto¨rungsordnung λ und wertet sie an-
schließend bis zur Ordnung n = 3 aus [22]. Die sich damit ergebenden Kohn-Sham-
Eigenenergien 
(3)
α ha¨ngen zwar noch von den gesto¨rten Gro¨ßen bis einschließlich der
dritten Ordnung ab, welche sich aber gema¨ß dem (2n + 1)-Theorem systematisch kom-
pensieren, sobald die Gesamtenergie nach (2.32) berechnet wird:
E(3) =
∑
α
{
〈ψ(0)α |V (3)ext |ψ(0)α 〉+ 〈ψ(1)α |H(1)KS − (1)α |ψ(1)α 〉
+ 〈ψ(1)α |V (2)ext |ψ(0)α 〉+ 〈ψ(0)α |V (2)ext |ψ(1)α 〉
}
+
1
6
∫∫∫
d3r d3r′ d3r′′ F (3)(r, r′, r′′)n(1)(r)n(1)(r′)n(1)(r′′)
(2.90)
mit
F (3)(r, r′, r′′) =
δ3Exc[n]
δn(r) δn(r′) δn(r′′)
(2.91)
Fu¨r diesen Ausdruck beno¨tigt man also neben den Grundzustandsgro¨ßen lediglich die
gesto¨rten KS-Zusta¨nde und den KS-Hamiltonian in erster Ordnung, welche bereits im
Rahmen der linearen Response selbstkonsistent berechnet wurden. Genauso wie dort
mu¨ssen auch in diesem Fall die elektronischen Zusta¨nde mit Hilfe der Operatoren (2.61)
auf die besetzten Zusta¨nde projiziert werden. Der Ausdruck (2.91) wird bei Berechnun-
gen im Rahmen der Lokalen-Dichte-Na¨herung in der Perdew-Zunger-Parametrisierung
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[60] lokal:
F (3)(r, r′, r′′) = δ(r − r′) δ(r − r′′)f LDAxc (r) (2.92)
Um gemischte dritte Ableitungen der Energie berechnen zu ko¨nnen, muss zudem der
Ausdruck (2.90) fu¨r die elektronische Gesamtenergie bzgl. der Sto¨rparameter symmetri-
siert werden:
∂3E
∂λ1∂λ2∂λ3
= E˜λ1λ2λ3 + E˜λ1λ3λ2 + E˜λ2λ1λ3 + E˜λ2λ3λ1 + E˜λ3λ1λ2 + E˜λ3λ2λ1 (2.93)
mit
E˜λ1λ2λ3 =
∑
v
{
〈ψ(0)v |V λ1λ2λ3ext |ψ(0)v 〉+ 〈ψλ1v |PcV λ2KS Pc|ψλ3v 〉
+ 〈ψλ1v |PcV λ2λ3ext |ψ(0)v 〉+ 〈ψ(0)v |V λ2λ3ext Pc|ψλ1v 〉
}
−
∑
vv′
〈ψλ1v |Pc|ψλ2v′ 〉〈ψ
(0)
v′ |Hλ3KS |ψ(0)v 〉
+
1
6
∫
d3r f LDAxc (r)n
λ1(r)nλ2(r)nλ3(r)
(2.94)
2.6.2 Die Kopplungstensoren
Die Kopplungstensoren sind als Fouriertransformierte der kubischen Ortsraum-Kraft-
konstanten definiert (1.99), die ihrerseits die dritte Ableitung der Gesamtenergie nach
den ionischen Auslenkungen uα
(
l
κ
)
darstellen (1.34). Da Berechnungen im Rahmen der
DFPT grundsa¨tzlich im reziproken Raum durchgefu¨hrt werden, bietet es sich an, die
Kopplungstensoren ihrerseits als dritte Ableitung der Energie nach den fouriertranso-
formierten ionischen Auslenkungen uα
(
q
κ
)
zu betrachten:
Dαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
= δq+q′+q′′,G
∂3E
∂uα
(
q
κ
)
∂uβ
(
q′
κ′
)
∂uγ
(
q′′
κ′′
)
∣∣∣∣∣
{u}=0
(2.95)
Diese Darstellung erlaubt nun die Anwendung des im letzten Abschnitt vorgestellten
Verfahrens mit den Auslenkungen λ = uα
(
q
κ
)
als Sto¨rparameter auf den elektronischen
Anteil des Kopplungstensors gema¨ß der Aufteilung (1.102).
Den im Folgenden angegebenen Ausdru¨cken wird die Permutationsinvarianz bzgl.
der Ableitungen nach den uα
(
q
κ
)
entsprechend der Symmetrisierung (2.93) aufgepra¨gt.
Elektronischer Anteil
Fu¨r den elektronischen Anteil ergibt sich nach einigem Rechnen [65]:
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Delαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
=
1
3
δq+q′+q′′,G δκκ′ δκκ′′
∑
vk
〈
ψ
(0)
vk
∣∣∣∣∣ ∂
3Vext
∂uα
(
0
κ
)
∂uα′
(
0
κ′
)
∂uα′′
(
0
κ′′
)
∣∣∣∣∣ψ(0)vk
〉
+ 2δκ′κ′′
∑
vk
〈
ψ
(0)
vk
∣∣∣∣∣ ∂
2Vext
∂uα′
(−q
κ′
)
∂uα′′
(
0
κ′′
)Pc
∣∣∣∣∣ ∂ψvk∂uα(qκ)
〉
+ 2
∑
vk
〈
ψvk
∂uα
(−q
κ
)
∣∣∣∣∣Pc ∂
2Vext
∂uα′
(
q′
κ′
)Pc
∣∣∣∣∣ ∂ψvk∂uα′′(q′′κ′′)
〉
− 2
∑
vv′k
〈
ψvk
∂uα
(
−q
κ
)
∣∣∣∣∣Pc
∣∣∣∣∣∂ψv′k+q′′∂uα′(q′κ′)
〉〈
ψ
(0)
vk
∣∣∣∣∣ ∂Vext∂uα′(q′κ′)
∣∣∣∣∣ψ(0)v′k+q′′
〉
+
1
6
∫
d3r f LDAxc (r)
∂n(r)
∂uα
(
q
κ
) ∂n(r)
∂uα′
(
q′
κ′
) ∂n(r)
∂uα′′
(
q′′
κ′′
)
(2.96)
Alle auftretenden Gro¨ßen sind im Rahmen der DFPT zuga¨nglich.
Die numerische Auswertung ist im Vergleich zum harmonischen Fall bedeutend um-
fangreicher. Neben drei zu lo¨senden Sternheimer-Gleichungen schlagen hier vor allem
die komplizierten Matrix-Elemente zu Buche.
Ionischer Anteil
Nach (1.14) muss fu¨r den ionischen Anteil des Kopplungstensors die Coulomb-Wechsel-
wirkung
V ion =
1
2
e2
4pi0
∑
κκ′
ZκZκ′
∑
ll′
1∣∣∣R(lκ)+ u(lκ)−R(l′κ′)− u( l′κ′)∣∣∣ (2.97)
entsprechend nach den ionischen Auslenkungen abgeleitet werden. Fouriertransformiert
man den resultierenden Ausdruck mit Hilfe der Definitionsgleichung (1.99), ergibt sich
schließlich ein Ausdruck, der mindestens wie |x|−1 konvergiert. Diese Konvergenz ist ei-
nerseits no¨tig, um den Born-von-Ka´rma´n-Randbedingungen gerecht werden zu ko¨nnen,
andererseits ist sie so schwach, dass eine numerische Auswertung sehr aufwa¨ndig ist.
Daher wird auf das Ewald-Summationsverfahren zuru¨ckgegriffen, das im Gegensatz
zum Fall der harmonischen Kraftkonstanten nicht no¨tig, aber vorteilhaft ist [65]. Dazu
zerlegt man das Coulombpotential in einen lang- und einen kurzreichweitigen Teil:
1
|x| =
2√
pi
(∫ η
0
+
∫ ∞
η
)
dρ e−ρ
2|x|2 (2.98)
Aus dem ersten, langreichweitigen Summanden auf der rechten Seite erha¨lt man den
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Beitrag
Dionαβγ
(
q
κ
q′
κ′
q′′
κ′′
)
=
δκκ′ δκκ′′
2pi
3Ω
Zκ
e2
4pi0
∑
G
′ 1
|G|2 e
− |G|
2
4η2 ×
×GαGα′Gα′′
∑
κ′′′ 6=κ
Zκ′′′ sin (G · (τ κ − τ κ′′′))
+ iδκκ′ (1− δκκ′′)2pi
Ω
ZκZκ′′
e2
4pi0
∑
G
(′) 1
|G− q′′|2 e
− |G−q
′′|2
4η2 ×
× (Gα − q′′α) (Gα′ − q′′α′) (Gα′′ − q′′α′′) ei(G−q
′′)·(τκ−τκ′′ )
(2.99)
zum ionischen Teil des Kopplungstensors. Das Apostroph am Summenzeichen bedeutet,
dass der Term G = 0 von der Summe ausgeschlossen ist, das geklammerte Apostroph
entsprechend, dass der Term G = 0 nicht beru¨cksichtigt wird, wenn q′′ = 0. Diese Ter-
me verschwinden im Fall G→ 0. Bei der Summation u¨ber die reziproken Gittervektoren
G beschra¨nkt man sich auf diejenigen innerhalb des Abschneideradius Gcut. Die Konver-
genz des Terms ist dann vom Verha¨ltnis G2cut/η
2 abha¨ngig. Wird der Parameter η passend
gewa¨hlt, kann der zweite Summand in (2.98) vernachla¨ssigt werden.
Polare Materialien
Im harmonischen Fall muss in polaren Materialien das makroskopische elektrische Feld
beru¨cksichtigt werden, welches an die longitudinal optischen Phononen koppelt und da-
her die Energie dieser Phononen beeinflusst (siehe Abschnitt 1.2.3). Dabei besteht bei
der ab-initio-Behandlung dieses Pha¨nomens das Problem, dass das makroskopische E-
Feld nicht mit den periodischen Randbedingungen der Dichtefunktional-Sto¨rungstheo-
rie kompatibel ist. Die u¨bliche Berechnung der dynamischenMatrix als zweite Ableitung
der Gesamtenergie nach ionischen Auslenkungen liefert dadurch nur noch die korrekten
Energien im Falle eines verschwindenden elektrischen Feldes, also die der transversal-
optischen Phononen. Die Aufspaltung der optischen Frequenzen im Falle langer Wel-
lenla¨ngenmuss dagegen gesondertmit Hilfe der Lyddane-Sachs-Teller-Relation beschrie-
ben werden.
Diese Vorgehensweise kann auf den anharmonischen Fall u¨bertragen werden [65].
Dazu entwickelt man die Energie in dritter Ordnung sowohl nach ionischen Auslenkun-
gen, als auch nach elektrischen Feldern. Dabei treten dann als Entwicklungskoeffizien-
ten neben den Kopplungstensoren des unpolaren Falls D˜αβγ die Dipolmomente zweiter
Ordnung Mαβγ(κκ
′|q), die Ramantensoren erster Ordnung Pαβγ(κ) und die nichtlinea-
ren Suszeptibilita¨ten χ
(2)
αβγ auf, die alle ebenfalls im Rahmen der DFPT berechnet werden
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ko¨nnen [22]. Das ebenfalls noch auftretende elektrische Feld kann sodann durch Lo¨sen
der Bewegungsgleichung unter Beru¨cksichtigung der Maxwell-Gleichung ∇ ·D = 0 eli-
miniert werden.
Fu¨r den Kopplungstensor ergeben sich dann fu¨r den Fall, dass keiner der auftreten-
den q-Vektoren im Zonenzentrum liegt, keine weiteren Korrekturen zum Kopplungsten-
sor des unpolaren Falls:
Dαβγ
(−q
κ
q′
κ′
q − q′
κ′′
)
= D˜αβγ
(−q
κ
q′
κ′
q − q′
κ′′
)
(2.100)
Befinden sich sowohl q als auch q′ im Zonenzentrum, ergibt sich ein komplexer Zu-
satzterm:
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+
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∗
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′′)×
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(2.101)
Dabei gilt S(q) = (qα (∞)αβ qβ)
−1. Z∗αβ(κ) ≡ (Z∗κ)αβ und (∞)αβ sind die Bornschen
Effektivladungen bzw. die Hochfrequenzdielektrizita¨tskonstanten, die schon vom har-
monischen Fall bekannt sind.
Verschwindet nur q, so hat man lediglich
Dαβγ
(−q
κ
q′
κ′
q − q′
κ′′
)
= D˜αβγ
(−q
κ
q′
κ′
q − q′
κ′′
)
−
∑
µν
Z∗µα(κ)Mνβγ(κ
′κ′′|q) qµ S(q) qν
(2.102)
zu berechnen.
Diese Ausdru¨cke vereinfachen sich erheblich, wenn man die in dieser Arbeit allen
Materialien zugrundeliegende Td-Symmetrie voraussetzt. Die Tensoren Mαβγ(κκ
′|q),
Pαβγ(κ) und χ
(2)
αβγ nehmen dann genauso wie Z
∗
αβ(κ) und (∞)αβ Diagonalgestalt an und
besitzen nur eine einzige unabha¨ngige KomponenteM , P bzw. χ(2).
Kapitel 3
Harmonische Eigenschaften
Gegenstand dieser Arbeit ist die Berechnung thermodynamischer Korrelationsfunktio-
nen phononischer Auslenkungen, wie sie beim Debye-Waller-Faktor und den EXAFS-
Kumulanten beno¨tigt werden. Als essentielle Gro¨ße gehen hier – neben den anharmo-
nischen Kopplungskoeffizienten – die harmonischen Phononenfrequenzen und Eigen-
vektoren ein, welche sich durch Diagonalisieren der dynamischen Matrix ergeben (siehe
Abschnitt 1.2.2). Die Kenntnis der gitterstatischen Gro¨ßen ist ebenfalls unerla¨sslich.
Zur Berechnung der Bulk-Halbleiter-Eigenschaften bedient man sich der im vorigen
Abschnitt vorgestelltenDichtefunktional-Theorie undDichtefunktional-Sto¨rungstheorie.
Zu den strukturellen Eigenschaften za¨hlen neben der Gitterkonstante a0, die im Fal-
le der Diamant- und Zinkblendestruktur eindeutig das Volumen der Einheitszelle be-
stimmt, auch der isotherme Elastizita¨tsmodul B0 (sowie dessen Ableitung nach dem
Druck B′0). Die dynamischen Eigenschaften werden im Fall der Diamantstruktur allein
durch die Phononenfrequenzen und den zugeho¨rigen Eigenvektoren bestimmt, bei der
Zinkblendestrukturwerden zusa¨tzlich noch die Hochfrequenz-Dielektrizita¨tskonstanten
αβ,∞ und die Bornsche Effektivladungen Z
∗
αβ,κ beno¨tigt, die die LO-TO-Aufspaltung
der Phononen-Moden am Γ-Punkt der Brillouin-Zone bestimmen. Beide Gro¨ßen stellen
Tensoren dar,
(Z∗κ)αβ = Zκδαβ + 4pi
∂2E
∂Eα∂uβ
(
0
κ
) und (∞)αβ = δαβ + 4pi ∂2E
∂Eα∂Eβ
, (3.1)
welche jedoch aufgrund der vorliegenden kubischen StrukturDiagonalgestalt annehmen
und zudem jeweils durch lediglich eine einzige Konstante Z∗κ bzw. ∞ festgelegt sind. Da
die Basiszelle im Falle der Zinkblende-Struktur aus zwei Atomen besteht, ergibt sich aus
der akustischen Summenregel (ASR) ∑
κ
Z∗κ = 0 (3.2)
die Beziehung Z∗1 = −Z∗2 .
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3.1 Grundzustandsrechnungen
Die strukturellenGro¨ßen der zu untersuchendenHalbleiter ko¨nnenmit Hilfe von Grund-
zustandsrechnungen ermittelt werden. Dazu untersucht man die Abha¨ngigkeit der
Grundzustandsenergie vom Volumen Ω der Elementarzelle, von der man einen Zusam-
menhang gema¨ß der MURNAGHAN-Zustandsgleichung erwartet [51]:
Eges(Ω) =
Ω0B0
B′0
(
1
B′0 − 1
(
Ω0
Ω
)B′
0
−1
+
Ω
Ω0
)
+ const. (3.3)
Das Volumen ha¨ngt im Falle der Zinkblende-Struktur durchΩ(a) = a3/4 nur von der Git-
terkonstante a ab, wa¨hrend Ω0 ≡ Ω(a0) das Gleichgewichtsvolumen und a0 die Gleich-
gewichtsgitterkonstante darstellt. Fu¨r den isothermen Elastizita¨tsmodul B0 und dessen
Ableitung B′0 gilt:
B(P ) = −Ω
(
∂P
∂Ω
)
T
= B0 +B
′
0P (3.4)
Die Gitterkonstante a0 kann nun bestimmt werden, indem man die Gesamtenergie
Eges fu¨r verschiedenen Volumina der Elementarzelle berechnet. Die sich ergebendenWer-
te dienen sodann als Grundlage fu¨r einen Fit an Gleichung (3.3), dem schließlich die
Gro¨ßen a0, B0 und B
′
0 zu entnehmen sind.
3.2 Konvergenzbetrachtungen
In der Praxis kamen aus Gru¨nden, auf die im Zusammenhang mit den Eigenvektoren
in Abschnitt 3.3.3 na¨her eingegangen wird, die beiden Programme pwscf und abinit
zum Einsatz. Beide erlauben ab-initio-Berechnungen der Gitterdynamik von Halbleitern
auf Basis der in Kapitel 2 beschriebenen Dichtefunktional-Theorie und Dichtefunktional-
Sto¨rungstheorie unter Verwendung der plane wave-pseudo potential-Methode und der Lo-
kalen-Dichte-Na¨herung implementiert.
In diesem Formalismus werden die Bloch-Wellenfunktionen der Elektronen im Fest-
ko¨rper nach ebenen Wellen der Form (2.37) entwickelt. Die im Prinzip unbegrenzte An-
zahl beteiligter ebener Wellen verhindert die praktische Anwendung dieser Methode in
numerischen Berechnungen, so dass sie auf vernu¨nftige Weise begrenzt werden muss.
Zu diesemZweck fu¨hrt man eine AbschneideenergieEcut ein, welche u¨ber die Bedingung
(2.38) die beru¨cksichtigten ebenen Wellen auf diejenigen einschra¨nkt, deren Energien ge-
rade kleiner als die Abschneideenergie sind. Durch Variation letzterer kann man also die
Anzahl der ebenen Wellen und damit auch die Genauigkeit der Rechnungen kontrollie-
ren, da diese von der Anzahl beru¨cksichtigter ebener Wellen abha¨ngt.
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Ebenso verha¨lt es sich mit der Wahl der k-Punkte. In Grundzustandsrechnungen
im Rahmen der DFT (und auch in der DFPT) treten Integrationen u¨ber eine komplet-
te Brillouin-Zone im reziproken Raum auf, die numerisch nicht durchfu¨hrbar sind und
stattdessen durch Summationen u¨ber eine endliche Anzahl an k-Punkten ersetzt wer-
den mu¨ssen. Der Wahl der k-Punkte kommt dabei eine kritische Bedeutung zu, da sie
auf die erzielten Ergebnisse erheblichen Einfluss ausu¨bt. U¨blicherweise verwendet man
ein regelma¨ßiges Gitter im reziproken Raum, eine sogenannteMesh, und stellt damit ei-
ne gleichma¨ßige Abdeckung der gesamten Brillouin-Zone sicher. Diese Abdeckung kann
durch eine mo¨glichst große Anzahl an Punkten, also eine mo¨glichst dichte Mesh ver-
bessert werden. Die Anzahl der tatsa¨chlich in Summationen zu berechnenden k-Punkte
wird durch die Einfu¨hrung spezieller Punkte nach CHADI und COHEN reduziert (siehe
Abschnitt 2.5). Durch Beru¨cksichtigung der vom System erlaubten Symmetrieoperatio-
nen kann die Brillouin-Zone auf einen irreduziblen Teil eingeschra¨nkt werden. Das be-
deutet, dass alle Punkte ausserhalb dieses irreduziblen Bereichs durch Symmetrieopera-
tionen mit einem Punkt innerhalb verknu¨pft sind und daher lediglich redundante Infor-
mationen liefern. Es reicht somit aus, nur k-Punkte aus der irreduziblen Brillouin-Zone
entsprechend gewichtet in den Summationen zu beru¨cksichtigen. Dadurch kommt man
beispielsweise bei einer 222-Mesh mit drei statt acht, bei einer 444-Mesh mit acht statt 64
speziellen Punkten aus.
Sowohl im Falle der ebenen Wellen als auch der speziellen Punkte gilt, dass die Zu-
verla¨ssigkeit und Genauigkeit der erzielten Ergebnisse mit steigender Anzahl wa¨chst.
Jedoch kann aufgrund endlicher Rechenkapazita¨ten diese Genauigkeit nicht beliebig ge-
steigert werden, da eine Erho¨hung der Abschneideenergie oder der Anzahl der verwen-
deten k-Punkte auch einen gesteigerten Speicherplatzbedarf und verla¨ngerte Rechenzei-
ten nach sich zieht. Man ist daher bei praktisch durchgefu¨hrten Kalkulationen auf einen
Kompromiss bedacht, der sowohl die Genauigkeit als auch die zur Verfu¨gung stehenden
Ressourcen einbezieht. Hilfreich ist hierbei, das Konvergenzverhalten der betrachteten
Eigenschaften bzgl. der Abschneideenergie und der Anzahl der k-Punkte zu untersu-
chen. Dabei ist es das Ziel, ein mo¨glichst niedriges Ecut zu wa¨hlen, bei dem die Werte
bereits konvergiert sind.
Solche Konvergenztests sollen im Folgenden fu¨r die betrachteten Materialien Si, Ge
und GaAs durchgefu¨hrt werden. Neben den strukturellen sollen auch dynamische Gro¨-
ßen in die Betrachtungen miteinbezogen werden.
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Abbildung 3.1:MURNAGHAN-Fit fu¨r Si. Ausgefu¨llte Karos stellen das konvergente Ergeb-
nis der Gesamtenergie-Berechnung unter Verwendung der 666-Mesh bei Ecut = 30Ryd
dar. Die durchgezogenen Linien zeigt den entsprechenden Fit anGl. (3.3). ZumVergleich
eine unkonvergente Berechnung (leere Karos) bei Ecut = 8Ryd unter Verwendung einer
222-Mesh
3.2.1 Ergebnisse
Abbildung 3.1 zeigt das Ergebnis einer Gesamtenergierechnungen fu¨r das Material Si,
erzielt mit dem Programm pwscf in Verbindung mit einem normerhaltenden Pseudo-
potential, das nach der Methode von VON BARTH und CAR erstellt wurde. Dem konver-
genten Fall wurde zum Vergleich das Ergebnis einer Rechnung gegenu¨bergestellt, bei der
sich noch keine Konvergenz eingestellt hat.
Insgesamt wurden fu¨r die Konvergenztests Abschneideenergien von 8 bis 30Ryd
beru¨cksichtigt, die jeweils mit Meshs der Dimension 222, 444, 666 und 888 kombiniert
wurden. Um eine zuverla¨ssige Aussage daru¨ber treffen zu ko¨nnen, welche Rechenge-
nauigkeit notwendig ist, um konvergente Ergebnisse zu erhalten, wurde das Verhalten
der Gitterkonstante, des isothermen Elastizita¨tsmoduls, der Dielektrizita¨tskonstante so-
wie der optischen Mode am Γ-Punkt der Brillouinzone untersucht.
Exemplarisch zeigt Abbildung 3.2 die Konvergenz der Gitterkonstante bzgl. der Ab-
scheideenergie. Man sieht, dass fu¨r zu kleine Abschneideenergien die ermittelten Werte
fu¨r a0 noch stark schwanken und sich erst ab etwa 28Ryd stabilisieren. Ausserdemwird
deutlich, dass die 222-Mesh nicht ausreichend ist, um konvergente Ergebnisse zu erzie-
len, wa¨hrend die Ergebnisse der 444-Mesh von denen dichterer Meshs praktisch nicht
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Abbildung 3.2: Konvergenzverhalten der Gitterkonstante von Si fu¨r Abschneideenergien
zwischen 8 und 30Ryd berechnet mit verschiedenen Meshs und durchgefu¨hrt mit dem
Programm pwscf
mehr zu unterscheiden sind. Betrachtet man also ausschließlich die Konvergenz der Git-
terkonstante, so erscheint eine 444-Mesh in Kombination mit einer Abschneideenergie
von 28Ryd als erforderlich. Bezieht man auch die andere Gro¨ßen in die Betrachtung
mit ein, so erzwingt das Konvergenzverhalten der Γ-Mode eine Abschneideenergie von
30Ryd, wa¨hrend die Dielektrizita¨tskonstante erst durch eine 666-Mesh ausreichend gut
wiedergegeben wird.
Si
Die mit den letztgenannten Konvergenzbedingungen erzielten Ergebnisse fu¨r die sta-
tischen und dynamischen Eigenschaften von Si sind in Tabelle 3.1 zusammen mit de-
nen der anderen Materialien Ge und GaAs dargestellt. Zum Vergleich sind experimen-
telle Daten angegeben. Die ermittelte Gitterkonstante betra¨gt demnach a0 = 10.21 aB
und liegt damit etwa 0.5% unter dem experimentellen Wert von 10.26 aB [44]. Dieses
Ergebnis ist typisch fu¨r den Einsatz der LDA, von der man aus Erfahrung weiß, dass
sie die Gitterkonstanten systematisch unterscha¨tzt. Der isotherme Elastizita¨tsmodul er-
gibt sich zu B0 = 934kbar und liegt damit 4.5% unter dem experimentellen Wert von
978kbar. Fu¨r die Hochfrequenz-Dielektrizita¨tskonstante ermittelt man ∞ = 13.0, was
den experimentellenWert von 12.1 um 7.5% u¨berscha¨tzt. Stellvertretend fu¨r die dynami-
schen Eigenschaften ermittelt man fu¨r die optische Mode am Γ-Punkt eine Frequenz von
60 KAPITEL 3. HARMONISCHE EIGENSCHAFTEN
ωΓTO = 509 cm
−1 und besta¨tigt damit den experimentellen Wert von 517 cm−1 mit einem
Fehler von 1.5%.
Konvergierte harmonische Gro¨ßen fu¨r Si, Ge und GaAs
a0 [aB] B0 [kbar] ∞ Z
∗ ωΓTO [cm
−1] ωΓLO [cm
−1]
Si pwscf 10.21 934 13.0 509 509
abinit 10.20 953 13.5 514 514
exp. 10.26 978 12.1 517 517
Ge pwscf 10.61 691 18.0 296 296
abinit 10.55 724 20.3 297 297
exp. 10.68 758 16.5 306 306
GaAs pwscf 10.48 758 11.5 2.04 275 295
abinit 10.45 753 12.4 2.00 271 290
exp. 10.68 769 10.9 2.07 271 293
Tabelle 3.1: Die Gitterkonstante, der isotherme Elastizita¨tsmodul, die Hochfrequenz-
Dieletrizita¨tskonstante, die Bornsche Effektivladung und die optischen Moden am Γ-
Punkt, wie sie sich im konvergenten Fall ergeben. Experimentelle Daten aus [44, 45]
Die zufriedenstellende U¨bereinstimmung der ab initio berechneten Werte mit den ex-
perimentellen Referenzdaten kann man auch bei Verwendung des Programms abinit
beobachten, welches in Kombination mit einem normerhaltenden Pseudopotential zum
Einsatz kam, das nach der Mothode von TROULLIER und MARTINS erzeugt wurde.
abinit zeigt im Allgemeinen eine deutlich schnellere Konvergenz, so dass konvergente
Ergebnisse bereits mit einer 666-Mesh und einer Abschneideenergie von 20Ryd produ-
ziert werden konnten. Fu¨r die untersuchten harmonischen Eigenschaften ergaben sich so
a0 = 10.21Ryd (−0.6%), B0 = 953kbar (−2.6%), ∞ = 13.5 (+11.6%) und ωΓTO = 514 cm−1
(−0.6%).
Ge
Das Material Ge wurde denselben Konvergenzuntersuchungen wie Si unterzogen. Im
Falle von pwscf in Verbindung mit einem Pseudopotential, das nach einer Methode von
BACHELET, HAMANN und SCHLU¨TER erzeugt wurde, ergab sich als Ergebnis eine 666-
Mesh, sowie eine Abschneideenergie von 24Ryd.
Die damit ermittelten harmonischen Ergebnisse sind wieder in Tabelle 3.1 zusam-
mengefasst. Die Gitterkonstante ergibt sich zu a0 = 10.61 aB und ist damit auch hier
LDA-typisch um −0.7% niedriger als der experimentelle Wert von 10.68 aB [44]. Der be-
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rechnete Elastizita¨tsmodul B0 = 691kbar unterscha¨tzt den Referenzwert von 758kbar
um 8.8%, die Dielektrizita¨tskonstante dagegen ergibt sich mit ∞ = 18.0 im Vergleich
zu 16.5 um 9.1% zu hoch. Auch bei den Γ-Modenfrequenzen gibt es mit ωΓTO = 296 cm
−1
Abweichungen von −3.2% zum experimentellen Wert (306 cm−1).
Die Berechnungen mit abinit erfolgten mit einem Pseudopotential, das nach der
Methode von HARTWIGSEN, GOEDECKER und HUTTER [31] erzeugt wurde. Als Konver-
genzkriterium ergab sich so eine 666-Mesh sowie eine Abschneideenergie von 20Ryd.
Damit wurden folgende harmonischen Werte ermittelt: a0 = 10.55 aB (−1.2%), B0 =
724kbar (−4.5%), ∞ = 20.3 (+23.0%) und ωΓTO = 297 cm−1 (−2.9%).
GaAs
Bei demMaterial GaAs handelt es sich imGegensatz zu den bisher betrachteten um einen
polaren III-V-Halbleiter. Im Falle langwelliger Phononen tritt hier die in Abschnitt 1.2.3
beschriebene Aufspaltung der optischen Moden in transversale und longitudinale An-
teile auf, die neben der Hochfrequenz-Dieletrizita¨tskonstanten ∞ vor allem durch die
Bornschen Effektivladungen Z∗ bestimmt wird. Zur Analyse der dynamischen Eigen-
schaften eines polaren Halbleiters za¨hlen somit zusa¨tzlich zu den bisher betrachteten die
Effektivladungen und die Aufspaltung der optischen Moden, die durch die beiden Fre-
quenzen ωΓTO und ω
Γ
LO bestimmt wird.
In Kombination mit dem Programm pwscf wurden Pseudopotentiale fu¨r Ga und
As verwendet, die nach der Methode von BACHELET, HAMANN und SCHLU¨TER erzeugt
wurden. Die sehr langsame Konvergenz erfoderte eine Ausdehnung des zu beru¨cksich-
tigenden Abschneideenergiebereichs auf 44Ryd. Letztlich ergab die Analyse, dass man
konvergierte statische und dynamische Ergebnisse, welche wieder in Tabelle 3.1 zusam-
mengefasst sind, mit einer 666-Mesh und bei Ecut = 30Ryd erha¨lt. Die Gitterkonstante
kann damit zu a0 = 10.48 aB ermittelt werden, was 1.9% unter dem experimentellenWert
von 10.68 aB liegt [44]. Der isotherme Elastizita¨tsmodul ergibtB0 = 758kbar und besta¨tigt
den Referenzwert von 769kbar mit einem Fehler von −1.4%. Die Dielektrizita¨tskonstan-
te wird mit ∞ = 11.5 im Vergleich zum experimentellen Wert um 5.5% u¨berscha¨tzt.
Die beiden Effektivladungen unterscheiden sich geringfu¨gig voneinander und verletzen
somit die akustische Summenregel (3.2), was nicht-verschwindende akustische Moden-
frequenzen zur Folge hat. Der deshalb symmetrisierte Wert von Z∗ ≡ Z∗1 = −Z∗2 = 2.04
besta¨tigt den experimentellen (2.07) mit einem Fehler von−1.5%. Die Phononenfrequen-
zen betragen ωΓTO = 275 cm
−1 und ωΓLO = 295 cm
−1. Die experimentellen Werte von 271
und 293 cm−1 werden dadurchmit Fehlern von 1.5% und 0.7% besta¨tigt und geben damit
automatisch die LO-TO-Aufspaltung von 22 cm−1 korrekt wieder.
Das Programm abinit wurde mit Pseudopotentialen von HARTWIGSEN, GOEDE-
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CKER und HUTTER kombiniert und lieferte konvergente Ergebnisse beiEcut = 20Ryd und
einer 666-Mesh. Die so ermittelten harmonischen Werte lauten: a0 = 10.45 aB (−2.2%),
B0 = 753kbar (−2.1%), ∞ = 12.4 (+13.8%), Z∗ = 2.00 (−2.0%), ωΓTO = 271 cm−1 (+0.0%)
und ωΓLO = 290 cm
−1 (−1.0%).
3.3 Dynamische Eigenschaften
Ziel dieserArbeit ist die Berechnungen thermodynamischer Korrelationsfunktionen pho-
nonischer Auslenkungen, welche Summationen u¨ber Phononenfrequenzen und Eigen-
vektoren des gesamten reziproken Raums beinhalten werden (siehe Kapitel 6 und 7).
Man beno¨tigt also eine sehr große Anzahl an harmonischen Datensa¨tzen, um eine mo¨g-
lichst gute Abdeckung des reziproken Raums gewa¨hrleisten und damit konvergente Er-
gebnisse erzielen zu ko¨nnen. Bei Rechnungen im Rahmen der DFT und DFPT ist man
allerdings aufgrund des Projektorformalismus auf Sto¨rungen beschra¨nkt, deren Wellen-
la¨ngen sich gerade als Differenz zweier zur gewa¨hlten k-Mesh geho¨rendenVektoren dar-
stellen lassen. Alle anderen Wellenla¨ngen sind dann prinzipiell bedingt nur noch u¨ber
Interpolationsmethoden zuga¨nglich [65].
Man ko¨nnte also einerseits von vorne herein die k-Mesh so dicht wa¨hlen, dass da-
mit die harmonischen Daten auf einer ausreichend dichten Mesh direkt erzeugt werden
ko¨nnen. Diese Vorgehensweise scheitert allerdings an dem damit einhergehenden enor-
men Rechenaufwand. Es ist daher no¨tig, diese harmonischen Daten mo¨glichst effizient
an jedem beliebigen Punkt im reziproken Raum auf Basis einer Mesh zuga¨nglich zu ma-
chen, die einerseits numerisch noch handhabbar ist und andererseits ausreichend viele
physikalische Informationen liefern kann. Durch den im Allgemeinen hinreichend glat-
ten Verlauf der Phononendispersion und der damit einhergehenden, nur schwach ausge-
pra¨gten Abha¨ngigkeit der Eigenvektoren von der Wellenla¨nge ist eine Interpolation der
Daten an Stellen außerhalb dieser Mesh sodann gerechtfertigt.
Eine solche Methode soll im Folgenden erla¨utert und das Ergebnis ihrer Anwendung
auf die untersuchten Materialien pra¨sentiert werden. Dazu werden ihre Phononendi-
spersionen entlang der Hochsymmetrierichtungen der Diamant- und Zinkblendestruk-
tur pra¨sentiert, um sie mit experimentellen Daten vergleichen zu ko¨nnen.
3.3.1 Interpolationsmethode
Der Schlu¨ssel zur Berechnung der dynamischen harmonischen Materialeigenschaften
ist die dynamische Matrix, deren Eigenwerte und -vektoren gerade die gesuchten har-
monischen Gro¨ßen an jedem beliebigen Punkt des reziproken Raums liefern (siehe Ab-
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schnitt 1.2.3). Sie ist als Fouriertransformierte der Kraftkonstantenmatrix Φ gegeben,
Dαβ(κκ
′|q) = 1√
MκMκ′
∑
l′
Φαβ
(
0
κ
l′
κ′
)
eiq·R(l
′) , (3.5)
so dass die Kenntnis der Kraftkonstanten im realen Raum die Erzeugung der dynami-
schen Matrix und damit der Berechnung der entsprechenden harmonischen Gro¨ßen an
jedem beliebigen Ort der Brillouin-Zone gestattet.
Unglu¨cklicherweise sind die Kraftkonstanten des direkten Raums im Rahmen der
Dichtefunktional-Sto¨rungstheorie nicht direkt zuga¨nglich, dafu¨r aber die dynamischen
Matrizen.Man kannΦ also durch Berechnen der dynamischenMatrizen auf einemgleich-
ma¨ßigen Gitter im reziproken Raum mit einer u¨berschaubaren, aber ausreichenden An-
zahl an Stu¨tzstellen und anschließender Fouriertransformation gewinnen. Auf dieseWei-
se lassen sich die Informationen u¨ber die dynamischen Eigenschaften des untersuchten
Materials sehr effizient in vergleichsweise wenigen Parametern speichern.
Die erforderliche Feinheit der eingesetzten Mesh ist prima¨r von der Reichweite der
Kraftkonstanten abha¨ngig. Je langreichweitiger diese sind, desto feiner muss die Mesh
gewa¨hlt werden. In der Praxis setzt man die Feinheit der eingesetzten Mesh dadurch
fest, dass die damit zur Verfu¨gung gestellten Kraftkonstanten außerhalb eines bestimm-
ten Abschneideradius verschwindend klein werden. Die bereitgestellte Genauigkeit der
eingesetzten Mesh la¨sst sich aber auch dadurch kontrollieren, dass man die Eigenwerte
und -vektoren an Punkten im reziproken Raum berechnet, die nicht zur Mesh geho¨ren,
und sie anschließendmit direkt berechnetenWerten oder experimentellen Referenzdaten
vergleicht.
Die Anzahl der in der Praxis fu¨r die Fouriertransformation zu berechnenden dy-
namischen Matrizen kann ferner durch den Einsatz des bereits erla¨uterten Verfahrens
von CHADI und COHEN drastisch reduziert werden, indem die dynamischen Matri-
zen nur auf den Punkten der Mesh berechnet werden, die zum irreduziblen Teil der
Brillouin-Zone geho¨ren. Zusammen mit den Symmterieeigenschaften der zugrundelie-
genden Kristallstruktur tragen sie dennoch alle fu¨r die Fouriertransformation beno¨tigten
Informationen.
Das bisherige Verfahren funktioniert nur in unpolaren Materialien, da hier die Kraft-
konstanten kurzreichweitig genug sind. In polaren Materialien dagegen ergeben sich
durch die dipolarenWechselwirkungen zwischen den effektiven Ladungen der verschie-
denen Untergitter langreichweitige Anteile, die die Anwendung der fast fourier transfor-
mation auf einer endlichen Mesh verhindern. Daher spaltet man die dynamische Matrix
gema¨ß Gleichung (1.67) in einen analytischen und einen nicht-analytischen Anteil auf.
Der analytische Teil kann wie oben beschrieben, der nicht-analytische muss gesondert
behandelt werden (siehe Abschnitt 1.2.3).
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Abbildung 3.3: Phononendispersion von Si entlang der Hauptsymmetrierichtungen Γ-X ,
X-K-Γ und Γ-L berechnet mit den Programmen pwscf und abinit mit Hilfe einer
666-Stu¨tzstellen-Mesh. Diamanten stellen experimentelle Referenzdaten aus [53] dar
3.3.2 Phononendispersionen
Im Folgenden werden die harmonischen Daten von Si, Ge und GaAs in Form von Dis-
persionsrelationen pra¨sentiert, die sich unter Verwendung einer 666-Stu¨tzstellen-Mesh
ergeben haben.
Si
Abbildung 3.3 zeigt die Phononendispersion fu¨r Si entlang der Hauptsymmetrierich-
tungen Γ-X, X-K-Γ und Γ-L, welche mit den Programmen pwscf und abinit unter
Beru¨cksichtigung der Ergebnisse der Konvergenzbetrachtungen des letzten Abschnitts
erzeugt wurden, Tabelle 3.2 listet die Phononenfrequenzen fu¨r die Hochsymmetriepunk-
te Γ,X und L auf und vergleicht sie mit experimentellen Daten [53].
Alles in allem ergibt sich eine sehr gute U¨bereinstimmung der berechneten Dispersi-
onsrelationen mit den Referenzdaten. Sowohl pwscf als auch abinit sagen die akusti-
schen Moden bis maximal etwa 400 cm−1 voraus und unterscha¨tzen dabei vor allem die
transversal-akustischen Zweige um bis zu 4%. Die optischen Moden liegen bei beiden
Programmen zwischen 350 und 520 cm−1, wobei abinit generell die experimentellen
Werte besser reproduziert, pwscf erzeugt hier um etwa 1.5% zu niedrige Werte. Ins-
gesamt werden die symmetriebedingten Eigenschaften der Dispersion wie Entartungen
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und Aufspaltungen der Zweige von beiden Programmen korrekt wiedergegeben.
Modenfrequenzen
ΓTO ΓLO XTA XLA XTO XLO LTA LLA LTO LLO
Si pwscf 509 509 141 406 456 141 108 372 485 408
abinit 514 514 136 409 463 136 107 367 492 413
exp. 517 517 150 410 463 410 114 378 487 417
Ge pwscf 296 296 78 236 263 236 62 221 281 234
abinit 297 297 77 237 265 237 62 217 283 236
exp. 306 306 80 241 276 241 63 222 290 245
GaAs pwscf 275 295 82 225 254 244 63 213 265 239
abinit 271 290 82 224 251 241 65 209 263 235
exp. 271 293 82 225 257 240 63 207 264 242
Tabelle 3.2: Phononenfrequenzen fu¨r die Materialien Si, Ge und GaAs berechnet mit den
Programmen pwscf und abinit an den Hochsymmetriepunkten Γ, X und L. Experi-
mentelle Daten aus [53, 52, 74]
Ge
Abbildung 3.4 zeigt das entsprechende Ergebnis zu Ge, ausgesuchte Phononenfrequen-
zen sind wieder in Tabelle 3.2 zu finden. Die experimentellen Daten stammen aus [52].
Die durch die Symmetrie bedingten EntartungenundAufspaltungen derModenwer-
den durch beide Programme gut wiedergegeben. Auch bei den Modenfrequenzen gibt
es keine wesentlichen Unterschiede zwischen den Ergebnissen der beiden Programme,
abinit liefert in der Regel lediglich leicht ho¨hereModenfrequenzen als pwscf. Im akus-
tischen Bereich, der korrekt bis etwa 250 cm−1 reproduziert wird, ergeben sich vor allem
beim longitudinalen Zweig in der Γ-X- und derX-K-Γ-Richtung Fehler von bis zu 2.0%
nach unten. Dieses Verhalten wird noch deutlicher im optischen Bereich zwischen 210
und 320 cm−1. Hier liegen die Zweige um bis zu 4.6% zu niedrig.
GaAs
Eine sehr gute U¨bereinstimmung der berechneten Phononenfrequenzen mit den experi-
mentellen Daten [74] weist auch GaAs auf. Die dazugeho¨rige Dispersionsrelation ist in
Abbildung 3.5 zu sehen, Tabelle 3.2 listet wieder entsprechende Phononenfrequenzen fu¨r
ausgesuchte Hochsymmetriepunkte auf.
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Abbildung 3.4: Wie Abb. 3.3, jedoch Phononendispersion von Ge. Diamanten stellen ex-
perimentelle Referenzdaten [52] dar
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Abbildung 3.5: Wie Abb. 3.3, jedoch Phononendispersion von GaAs. Diamanten stellen
experimentelle Referenzdaten [74] dar
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Die Symmetrien des Systems spiegeln sich korrekt in der Dispersion wieder und so-
wohl der akustische Bereich bis etwa 225 cm−1, als auch der optische zwischen 210 und
200 cm−1 wird korrekt vorhergesagt. Die gro¨ßten Fehler werden im optischen Bereich
begangen, pwscf trifft hier die Frequenzenmit einem Fehler um 1.5%, abinit liegt ma-
ximal etwa 3.0% unter den experimentellen Daten.
3.3.3 Eigenvektoren
Die anharmonischen dynamischen Matrizen, die im na¨chsten Kapitel als Eingabedaten
zur Erzeugung der anharmonischen Kraftkonstanten herangezogenwerden, wurdenmit
Hilfe eines Programms von Michael Schmitt erzeugt [65], das auf einer alten Version von
pwscf beruht.
Dem Zusammenspiel dieser anharmonischen Kraftkonstanten und den hier ermittel-
ten harmonischen Eigenvektoren kommt bei der Berechnung der thermodynamischen
Korrelationsfunktionen eine wichtige Rolle zu. Insbesondere die Symmetrieeigenschaf-
ten beider Gro¨ßen mu¨ssen aufeinander abgestimmt sein. Da oben genannte Version von
pwscf jedoch nicht mehr zur Verfu¨gung stand, konnte genau das nicht mehr als gegeben
vorausgesetzt werden.
Aus diesem Grund wurden die beiden ab-initio-Programme pwscf bzw. abinit, je-
weils in einer aktuellen Version, eingesetzt, um durch einen direkten Vergleich der mit
ihnen erzielten Ergebnisse Ru¨ckschlu¨sse auf deren Symmetrieeigenschaften in Bezug auf
die anharmonischen Daten ziehen zu ko¨nnen. Die hier eingesetzte Version von pwscf
hat ihren Ursprung in der von Michael Schmitt verwendeten Ausgangsversion, so dass a
priori von kompatiblen Symmetrieeigenschaften der damit erzeugten harmonischen Da-
ten ausgegangenwurde. abinit dagegen entstammt einer vollsta¨ndig anderen Codeba-
sis und diente somit als Korrektiv.
Wa¨hrend in diesem Kapitel gezeigt werden konnte, dass beide Programme in der
Lage sind, die harmonischen Eigenschaften der hier betrachtetenMaterialien sehr gut zu
beschreiben, wird sich in den na¨chsten Kapiteln zeigen, dass auch im Zusammenspiel
mit den anharmonischen Kraftkonstanten keine grundsa¨tzlichen, symmetriebedingten
Probleme auftauchen. Den mit beiden Programmen erzielten numerischen Ergebnissen
wird daher vertraut.
Es wird sich allerdings herausstellen, dass die mit abinit erzeugten Eigenvektoren
numerisch etwas bessere Eigenschaften aufweisen. Dies gilt inbesondere im Zusammen-
spiel mit der Translationsinvarianz, die ein symmetriebedingtes Verschwinden einzelner
Eintra¨ge in den Gru¨neisen-Tensoren (s. Kap. 5) sowie den Kopplungstensoren (s. Kap. 6
und 7) sicherstellen soll, so dass den abinit-Eigenvektoren letztlich der Vorzug gegeben
werden wird.
Kapitel 4
Anharmonische Kraftkonstanten
Die zentralen Gro¨ßen bei der Berechnung gitterdynamischer Eigenschaften, die u¨ber die
harmonische Na¨herung hinausgehen, stellen die anharmonischen Kopplungstensoren
dar. So ha¨ngen die thermodynamischen Korrelationsfunktionen von den Kopplungsko-
effizienten V ab, fu¨r die neben den harmonischen Phononenfrequenzen und Eigenvekto-
ren auch die – im Falle niedrigster anharmonischer Ordnung – kubischen dynamischen
Tensoren (1.99) bekannt sein mu¨ssen:
V (λ1λ2λ3) =
1
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Diese Kopplungstensoren ko¨nnen u¨ber das (2n + 1)-Theorem ab initio berechnet werden
(siehe Abschnitt 2.6). Jedoch besteht a¨hnlich wie bei den dynamischen Matrizen im har-
monischen Fall einerseits das Problem, dass ihre Berechnung sehr teuer ist. Dieser Um-
stand wird zusa¨tzlich noch dadurch verscha¨rft, dass die Tensoren nun nicht mehr von
nur einem, sondernmehreren q-Vektoren abha¨ngen, u¨ber die bei der Berechnung thermi-
scher Mittelwerte unabha¨ngig voneinander u¨ber die komplette Brillouin-Zone summiert
werden muss.
Um diesen enormen numerischen Aufwand bewa¨ltigen zu ko¨nnen, bedient man sich
einer a¨hnlichen Vorgehensweise, wie sie im harmonischen Fall Anwendung fand. Die
Kraftkonstanten im reziproken Raum sind mit denen des Ortsraums gema¨ß (1.101) u¨ber
die Beziehung
Dαβγ
(−q1 − q2
κ
q1
κ′
q2
κ′′
)
=
∑
l′l′′
Φαβγ
(
0
κ
l′
κ′
l′′
κ′′
)
eiq1·R(l
′) eiq2·R(l
′′) (4.2)
miteinander verknu¨pft. Durch Beru¨cksichtigung der Translationsinvarianz (1.100) der
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kubischen Kraftkonstanten konnte die Abha¨ngigkeit der Kopplungstensoren von drei
auf zwei q-Vektoren reduziert werden.
Obwohl man auch die kubischen Ortsraum-Kraftkonstanten Φαβγ nicht direkt im
Rahmen der Dichtefunktional-Sto¨rungstheorie berechnen kann, fa¨llt ihnen eine a¨hnliche
Schlu¨sselposition wie den (kurzreichweitigen) harmonischen Kraftkonstanten zu (vgl.
Abschnitt 3.3.1). Man sammelt Informationen u¨ber das System, indem man einen ausrei-
chenden Satz an Kopplungstensoren berechnet, und transformiert diese Daten dann mit
Hilfe der Inversen der Beziehung (4.2) in den Ortsraum. Als Ergebnis erha¨lt man mit den
Ortsraum-Kraftkonstanten einen kompaktenDatensatz, der sa¨mtliche Informationen zur
kubischen Anharmonizita¨t des Systems bereitha¨lt. Mit seiner Hilfe ist es dann mo¨glich,
durch Anwendung der Transformation (4.2) die Kopplungstensoren an beliebigen Punk-
ten im reziproken Raum a¨ußerst effizient zu berechnen.
Wie diese Vorgehensweise im einzelnen aussieht und welche Schritte und Na¨herun-
gen zu ihrer Durchfu¨hrung notwendig sind, soll im Folgenden erla¨utert werden.
4.1 Die Kopplungstensoren
Die Kopplungstensoren ha¨ngen im kubischen Fall vom Vektor-Paar (q1 q2) ab, dessen
Komponenten bei konkreten Berechnungen unabha¨ngig voneinander u¨ber eine komplet-
te Brillouin-Zone summiert werden mu¨ssen. Zu diesem Zweck wird auch hier wieder
auf ein a¨quidistantes Gitter im reziproken Raum zuru¨ckgegriffen, um eine mo¨glichst
gleichma¨ßige Abdeckung der Brillouin-Zone zu erreichen. Solch eine Mesh wurde be-
reits bei den Berechnungen zur harmonischen Gitterdynamik verwendet. Hier besteht
das Problem allerdings nun darin, dass eine unabha¨ngige Summation bereits u¨ber zwei
q-Vektoren einen nicht mehr zu bewa¨ltigenden numerischen Aufwand nach sich zieht.
Verwendetman beispielsweise wie im harmonischen Fall eine 666-Mesh, so hat man statt
216 bereits 46656 Kopplungstensoren zu berechnen.
Analog zum harmonischen Fall kann jedoch eine ganz erhebliche Reduktion der An-
zahl an beno¨tigten Stu¨tzstellen erreicht werden, wenn man die Symmetrieeigenschaf-
ten des zugrundeliegenden Kristalls und die Permutationseigenschaften der Tensoren
D(q1 q2 q3) ausnutzt. Man erha¨lt auf diese Weise einen irreduziblen Satz an (q1 q2)-Vek-
torpaaren, deren dazugeho¨rigen Kopplungstensoren die gesamte, auf der betrachteten
Mesh basierenden Informationen der kubischen Anhamonizita¨t enthalten, da man auf
Basis dieses Datensatzes alle u¨brigen Tensoren ableiten kann [65].
Mit dieser Methode erreicht man bei Verwendung einer 666-Mesh eine Reduzierung
der beno¨tigten Stu¨tzstellen von 46656 auf nur noch 260. Trotz dieser immensen Einspa-
rung ist eine Berechnung praktisch immer noch nicht durchfu¨hrbar, so dass auf eine klei-
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nere Mesh zuru¨ckgegriffen werden musste. Tabelle 4.1 gibt eine U¨bersicht u¨ber die in
Frage kommenden Alternativen. Als guter Kompromiss zwischen Rechenaufwand und
erzielter Rechengenauigkeit hat sich die 444-Mesh erwiesen, fu¨r die letztlich 42 Tensoren
berechnet werden mussten.
Mesh 111 222 333 444 555 666
q 1 8 27 64 125 216
(q1 q2) 1 64 729 4096 15625 46656
reduziert 1 5 14 42 105 260
Tabelle 4.1: Anzahl der Stu¨tzstellen verschiedener Meshs in der Brillouin-Zone und ihre
reduzierte Zahlen auf Basis der Symmetrieeigenschaften der Diamant- und Zinkblende-
struktur
Die Durchfu¨hrung der Berechnung fand mit Hilfe eines Programms von Michael
Schmitt statt, der einen alte Version von pwscf so erweitert hat, dass sie die ab-initio-
Kalkulationen von kubischen Kopplungstensoren auf Basis des (2n + 1)-Theorems er-
laubt. Eswurden dabei Pseudopotentiale nach BARONI ET AL. mit LDA-Parametrisierung
verwendet, die Abschneideenergie betrug 24Ryd, die Anzahl der k-Punkte 10 [65].
Genau wie im harmonischen Fall verletzen die so berechneten Tensoren aufgrund
numerischer Ungenauigkeiten die akustische Summenregel
∑
κ
Dαβγ
(
0
κ
q
κ′
−q
κ′′
)
= 0 (4.3)
der kubischen Kopplungstensoren. Sie wurde den acht in der 444-Mesh auftretenden
Tensoren der Form D(0q−q) nachtra¨glich aufgepra¨gt. Genauso wurde im Falle der In-
versionssymmetrie bei den Materialien Si und Ge verfahren.
4.2 Die Ortsraum-Kraftkonstanten
Den anderen zentralen Baustein in Gleichung (4.2) stellen die anharmonischen Kraft-
konstantenmatrizen Φαβγ dar. Gesucht ist eine Methode, um die Informationen der an-
harmonischen Gitterdynamik, die in den 42 KopplungstensorenDαβγ enthalten sind, in
kompakter Form in den Ortsraum-Kraftkonstanten zu speichern, so dass sich anschlie-
ßend die Mo¨glichkeit bietet, anharmonische Berechnungen an jedem beliebigen Punkt
der Brillouin-Zone effizient durchfu¨hren zu ko¨nnen.
Dazu gibt es prinzipiell zwei Mo¨glichkeiten. Die erste u¨bertra¨gt einfach die von den
harmonischen Rechnungen bekannte Methode der direkten Fourier-Transformation auf
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den anharmonischen Fall [65, 22]. Die andereMethode besteht in der vonGerd Birner ent-
wickelten Vorgehensweise, die von ihm teilweise inMaple und Fortran umgesetzt wurde
[9]. Im Rahmen dieser Arbeit fand eine vollsta¨ndige Reimplementierung in Fortran statt.
Die Methode beruht darauf, Gleichung (4.2) als inhomogenes, lineares Gleichungssys-
tem aufzufassen, in dem die Kraftkonstanten des Ortsraums die zu bestimmenden Va-
riablen und die Elemente der Kopplungstensoren die Inhomogenita¨ten darstellen. Hier-
zu werden die Symmetrien des Systems vollsta¨ndig ausgenutzt, um eine effiziente und
nicht-redundante Berechnung und Speicherung der anharmonischen Kraftkonstanten zu
gewa¨hrleisten.
In einer sehr effizienten Interpolation liegt daher auch der Vorteil dieser Methode
gegenu¨ber der eigentlich naheliegenderen und im Falle der dynamischen Matrizen an-
gewendeten Fourier-Interpolation. Des Weiteren ist es mo¨glich, Ableitungen der Kopp-
lungstensoren nach demWellenvektor q analytisch zu untersuchen. Das ist etwa bei der
Berechnung des Gru¨neisen-Tensors in Kapitel 5 von Bedeutung, der u¨ber den Ausdeh-
nungskoeffizienten auch Einfluss auf die EXAFS-Kumulanten nimmt.
4.2.1 Auswahl der Kraftkonstanten-Tensoren
Auf die allgemeine Vorgehensweise soll im Folgenden genauer eingegangen werden. In
der Transformationsgleichung (4.2) tritt eine unendliche Doppelsumme u¨ber die beiden
unabha¨ngigen Vektoren l′ und l′′ auf, die numerisch in dieser Form nicht durchfu¨hr-
bar ist. Man ist daher auf eine physikalisch sinnvolle Bedingung angewiesen, die diese
Summe im Einklang mit der zugrundeliegenden Mesh auf eine endliche Auswahl ein-
schra¨nkt.
In der Transformationsgleichung (4.2) summiert man u¨ber die Kraftkonstanten
Φαβγ
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κ′
l′′
κ′′
)
, (4.4)
die mit den Atomtripeln
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(
0
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l′
κ′
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,R
(
l′′
κ′′
))
, im Folgenden kurz (0,Ri,Rj) ge-
nannt, verknu¨pft sind. Eine Einschra¨nkung der zu beru¨cksichtigenden Summanden er-
reicht man dadurch, dass man durch die Einfu¨hrung eines Abschneideradius Rcut den in
Frage kommenden Atomtripeln (0,Ri,Rj) die Bedingungen
|Ri| ≤ Rcut und |Ri −Rj | ≤ Rcut (4.5)
auferlegt. Die erste Bedingung stellt sicher, dass sich alle beru¨cksichtigten Atome inner-
halb des Abschneideradius befinden. Das allein schließt allerdings nicht aus, dass in den
Atomtripeln auch Atompaare auftauchen, die sich auf gegenu¨berliegenden Seiten des
Ursprungs befinden und damit einen gegenseitigen Abstand besitzen, der gro¨ßer als der
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gewa¨hlte Abschneideradius ist. Solche Atomtripel ko¨nnen durch Translationen um die
Periodizita¨tsla¨nge ineinander transformiert werden,was zu identischenKraftkonstanten-
Tensoren, also letztlich zu unphysikalischen Ergebnissen fu¨hren wu¨rde. Diese Schwierig-
keit wird durch die zweite Bedingung ausgeschlossen [9].
Alle Kraftkonstanten, deren dazugeho¨rigen Atomtripel diese Kriterien nicht eru¨llen,
werden als vernachla¨ssigbar angenommen und in der Summationen nicht mehr beru¨ck-
sichtigt. Somit hat man im Folgendennur noch u¨ber eine endliche Anzahl an Atomtripeln
zu summieren, fu¨r die die obigen Bedingungen gelten.
Die Wahl des Abschneideradius ha¨ngt von zwei Faktoren ab: Er muss einerseits groß
genug sein, um physikalisch korrekte Ergebnisse durch eine ausreichend große Anzahl
an verwendeten Nachbaratomen erzielen zu ko¨nnen. Andererseits schra¨nkt die Wahl
einer N × N × N -Mesh den maximalen Abschneideradius ein, da man dadurch eine
1/N -Skalierung der entsprechenden Basisvektoren bzw. eineN -Skalierung der Basisvek-
toren des direkten Raumes einfu¨hrt. Dies bedeutet, dass im Ortsraum das Periodizita¨ts-
volumen, welches den maximal mo¨glichen Abschneideradius festlegt, entsprechend ver-
gro¨ßert wird.
Bei der hier verwendeten 444-Mesh in Verbindung mit der zugrundeliegenden Dia-
mant- bzw. Zinkblende-Struktur bedeutet dies, dass eine Beru¨cksichtigung von Atomen
bis maximal zu achten Nachbarn sinnvoll ist. Allerdings liegen die achten Nachbarn ge-
rade auf dem Rand des Periodizita¨tsvolumens, was bei der spa¨teren Auswertung der
entsprechendenKraftkonstanten zu unphysikalischen Bedingungen fu¨hrt, da die Gleich-
heit bestimmter Koeffizienten gefordert werden muss, die physikalisch nicht identisch
sind. Daher erscheint es sinnvoll, nur Atome zu beru¨cksichtigen, die sich wirklich inner-
halb des Periodizita¨tsvolumens befinden, also Atome bis zu siebten Nachbarn [65, 9].
4.2.2 Symmetriereduktion der Kraftkonstanten
Durch Ausnu¨tzen der Symmetrieeigenschaften der zugrundeliegenden Kristallstruktur
ist es mo¨glich, die anfallenden Datenmengen drastisch zu reduzieren. Diese Symmetrie-
reduktion erfolgt dabei in zwei Schritten: Zuerst werden die im vorigen Abschnitt behan-
delten Atomtripel (0,Ri,Rj) auf einen minimalen unabha¨ngigen Satz reduziert. Danach
werden die zu diesen Atomtripeln geho¨rendenKraftkonstanten-Matrizen symmetrisiert,
was im Allgemeinen eine Reduzierungen der Anzahl der darin auftretenden Koeffizien-
ten zur Folge hat.
Die Anzahl der effektiv beno¨tigten Atomtripel wird dadurch reduziert, dass jenen,
die durch eine Drehung T gema¨ß der Relation
(0,R′i,R
′
j) = (0,TRi,TRj) (4.6)
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miteinander verknu¨pft sind und urspru¨nglich voneinander unabha¨ngige Kraftkonstan-
tenmatrizen aufweisen, derselbe Satz an Kraftkonstanten zugewiesen werden kann. Da-
durch reduziert sich effektiv die Anzahl der unabha¨ngigen Koeffizienten. Die Drehopera-
tion T repra¨sentiert dabei die im Falle der Diamant- und Zinkblendestruktur 24 zula¨ssi-
gen Symmetrieoperationen der Punktgruppe Td. Die Diamantstruktur ist ausserdem ein
Vertreter der Punktgruppe Oh und weist daher zusa¨tzlich die Inversion als gu¨ltige Sym-
metrieoperation auf, die die beiden Untergitter aufeinander abbildet:
IR
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l
1
)
= R
(−l
2
)
(4.7)
Dadurch kann man sich im Falle der Diamantstruktur bei der Auswertung auf die Atom-
tripel
(
R
(
0
1
)
,Ri,Rj
)
beschra¨nken, da im Untergitter κ = 2 dieselben Kraftkonstanten-
Koeffizienten auftauchen. Bei der Zinkblende-Struktur mu¨ssen dagegen die Kraftkon-
stantenmatrizen der Atomtripel
(
R
(
0
2
)
,Ri,Rj
)
als unabha¨ngig angesetzt werden. Ihre
Struktur kann jedoch den Matrizen des Untergitters κ = 1 entnommen werden.
Die Kraftkonstantenmatrizen Φαβγ der Atomtripel des so reduzierten Satzes beste-
hen a priori aus 27 unabha¨ngigen Koeffizienten. Diese Zahl la¨ßt sich ebenfalls durch den
Einsatz der Symmetrieoperationen reduzieren. La¨sst sich etwa ein Atomtripel durch die
Drehoperation T wieder auf sich selbst abbilden,
(0,Ri,Rj) = (0,TRi,TRj) , (4.8)
so kannman darausmit Hilfe der Transformationsgleichung fu¨r die dazugeho¨rigenKraft-
konstanten
Φαα′α′′(0,Ri,Rj) =
∑
ββ′β′′
TαβTα′β′Tα′′β′′ Φββ′β′′(0,Ri,Rj) (4.9)
folgern.
Als Entwicklungskoeffizient dritter Ordnung der Taylor-Entwicklung des Gitterpo-
tentials sind die Kraftkonstanten-Matrizen (1.34) als Ableitung des Potentials nach den
ionischen Auslenkungen definiert:
Φαβγ
(
l
κ
l′
κ′
l′′
κ′′
)
=
∂3V
∂uα
(
l
κ
)
∂uα
(
l′
κ′
)
∂uα
(
l′′
κ′′
)
∣∣∣∣∣
{u}=0
(4.10)
Das bedeutet, dass die Tensoren invariant gegenu¨ber der Vertauschung von Ableitun-
gen sind. Wenn zusa¨tzlich auch die zu den Auslenkungen geho¨renden Atompositionen
vertauschbar sind, ergeben sich weitere Reduktionsgleichungen fu¨r die Tensoren, etwa:
Φαα′α′′(0,Ri,Ri) = Φαα′′α′(0,Ri,Ri) (4.11)
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Ausserdemkannman mit Hilfe der Inversion (4.7) weitere Verknu¨pfungen zwischen den
Kraftkonstanten aufstellen:
Φαβγ
(
l
κ
l′
κ′
l′′
κ′′
)
= −Φαβγ
(−l
κ˜
−l′
κ˜′
−l′′
κ˜′′
)
(4.12)
Dabei ist κ˜ = 3− κ im Falle der zweiatomigen Diamantstruktur.
Man wendet nun diese Transformationen einzeln oder in Kombination miteinander
derart auf jedes Atomtripel des reduzierten Satzes an, dass dieses anschließend wieder
auf sich selbst abgebildet wird. Achtet man zugleich darauf, die dazugeho¨rigen Tenso-
ren entsprechendmitzutransformieren, erha¨lt man damit Bedingungen fu¨r die einzelnen
Koeffizienten, etwa die Gleichheit zweier Kraftkonstanten bzw. der Wegfall einzelner.
Dadurch kann die Anzahl der unabha¨ngigen Koeffizienten weiter reduziert werden.
Nachbartripel
Nachbarschale 0 1 2 3 4 5 6 7 8
Anzahl Tensoren Φ
gesamt 2 26 266 842 1166 2102 4646 7118 9230
unabh. (D) 1 2 6 10 13 18 32 46 61
unabh. (ZB) 2 4 12 20 26 36 64 92 122
Anzahl TensorelementeΦαβγ
gesamt 54 702 7182 22734 31482 56754 125442 192186 249210
unabh. (D) 1 5 36 95 126 219 471 711 925
unabh. (ZB) 2 10 72 190 252 438 942 1422 1850
Tabelle 4.2: Anzahl der Kraftkonstanten-Tensoren und der auftretenden Tensorelemente
vor und nach der Symmetrisierung fu¨r die Diamant- (D) und Zinkblende-Struktur (ZB)
unter Beru¨cksichtigung von Atomen bis zur angegebenen Nachbarschale
Fu¨hrtman die beschriebenen Symmetrisierungen konkret durch, ergibt sich eine dras-
tische Reduzierung der Anzahl unabha¨ngiger Konstanten. Eine U¨bersicht daru¨ber ist
in Tabelle 4.2 aufgelistet. Beru¨cksichtigt man etwa Atome bis einschließlich der siebten
Nachbarschale, welche in dieser Arbeit Verwendung finden werden, erha¨lt man 7118
Nachbartripel mit den dazugeho¨rigen Tensoren. Durch Symmetriereduktion la¨sst sich
diese Zahl auf 46 voneinander unabha¨ngige Tensoren verkleinern, also ummehr als zwei
Gro¨ßenordnungen. Auch die Anzahl der zu bestimmenden Elemente kann erheblich re-
duziert werden. Die urspru¨nglich 192186 Koeffizienten, die als Unbekannte in das lineare
Gleichungssystem (4.2) eingehen und eine numerische Lo¨sung praktisch unmo¨glich ma-
chen wu¨rden, ko¨nnen auf 711 bzw. 1422 unabha¨ngige fu¨r die Diamant- bzw. Zinkblen-
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destruktur zuru¨ckgefu¨hrt werden. Man erreicht also auch hier eine Reduktion um u¨ber
zwei Gro¨ßenordnungen.
4.2.3 Ermittlung der Kraftkonstanten
Mit Hilfe der symmetrisierten Kraftkonstanten-Tensoren kann nun das von (q1 q2) ab-
ha¨ngige, lineare Gleichungssystem (4.2) aufgestellt werden. Die Elemente der Ortsraum-
tensoren Φ stellen die zu bestimmenden Unbekannten dar, die mit den Kopplungsten-
sorenD durch die Phasenfaktoren K = exp(iq1 ·R(l′)) exp(iq2 ·R(l′′)) verknu¨pft sind:
D = KΦ.
Die Kopplungstensoren stellen die Inhomogenita¨ten des linearen Gleichungssystems
dar, die die Informationen u¨ber die kubischenAnharmonizita¨ten an den q-Punkte-Paaren
(q1 q2) beinhalten. Da diese durch das lineare Gleichungssystem in analytischer Form
vorliegen, ist es mo¨glich zu ermitteln, welche Ortsraum-Kraftkonstanten mit ihnen er-
fasst werden ko¨nnen. Es la¨sst sich somit einerseits unmittelbar bestimmen, auf welchem
minimalen Satz an q-Punkte-Paaren (q1 q2) die Kopplungstensoren bestimmt werden
mu¨ssen, um den gesamten irreduziblen Satz an Ortsraum-Kraftkonstanten bei vorge-
gebenemAbschneideradiusRcut erreichen zu ko¨nnen. Andererseits muss das so erzeugte
Gleichungssystem eine ausreichende Anzahl an linear unabha¨ngigen Gleichungen bereit
stellen, um das mathematische Problem lo¨sbar werden zu lassen, also genau so viele, wie
irreduzible Kraftkonstanten vorhanden sind.
Diese Vorgehensweise beinhaltet allerdings eine gewisse Willku¨r in der Auswahl der
Kopplungstensoren. Es besteht die Gefahr, dass nur gewisse Teilbereiche der Brillouin-
Zone abgedeckt werden und somit einseitige Informationen des Systems in die Orts-
raumkraftkonstanten einfließen. Umgangen wird das Problem, indem man auf den ir-
reduziblen Satz an Kopplungstensoren zuru¨ckgreift, der aus der Symmetrisierung aller
Kopplungstensoren einer komplettenNNN -Mesh hervorgegangen ist und somit die ge-
samten zuga¨nglichen Informationen u¨ber die kubischen Anharmonizita¨ten (basierend
auf der eingesetzten Mesh) entha¨lt.
Tabelle 4.3 zeigt die Anzahl der unabha¨ngigen Gleichungen unter Verwendungder 42
Tensoren des 444-Stu¨tzstellennetzes und vergleicht sie mit der Anzahl der zu ermitteln-
den unabha¨ngigen Kraftkonstanten fu¨r verschiedene Abschneideradien. In allen Fa¨llen
erweisen sich die entstehenden Gleichungssysteme als u¨berbestimmt, da sich mehr Glei-
chungen ergeben als Unbekannte zu ermitteln sind. So erha¨lt man unter Verwendung
von Nachbaratomen bis zur siebten Schale 3167 Gleichungen bei 711 zu ermittelnden
Konstanten.
Um auch hier eine willku¨rliche Gewichtung durch Auswahl einer passenden Anzahl
an Gleichungen zu vermeiden und im Sinne einer vollsta¨ndigen Beru¨cksichtigung al-
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ler vorhandenen physikalischen Informationen zu handeln, wird das volle Gleichungs-
system unter Verwendung einer linearen Optimierung gelo¨st. Dazu werden gerade die
Kraftkonstanten gesucht, die die Summe der quadratischen Abweichungen ||D −KΦ||2
minimieren. Umgesetzt wurde dies mit Hilfe der LAPACK-Routine DGESV (linear least
squares problem).
Diese Vorgehensweise funktioniert genau dann, wenn alle beno¨tigten Eintra¨ge der
Ortsraum-Kraftkonstanten mit Hilfe der 42 Kopplungstensoren erreicht werden ko¨nnen.
Im Falle von Atomen bis einschließlich achten Nachbarn schla¨gt dies allerdings gera-
de fehl aufgrund der bereits angesprochenen unphysikalischen Mehrdeutigkeit auf dem
Rand des Periodizita¨tsvolumens, die den Wegfall von fu¨nf Kraftkonstanten zur Folge
hat (siehe Tab. 4.3). Dieses Problem ist nur durch direkte Hinzunahme der Translati-
onsinvarianz (1.100) lo¨sbar, welche weitere Gleichungen zur Verfu¨gung stellt, die so-
dann die vollsta¨ndige Ermittlung aller Kraftkonstanten erlaubt. Dazu wird sie als exakt
zu erfu¨llende Randbedingung an das Gleichungssystem gekoppelt, was mit Hilfe der
LAPACK-Routine DGGLSE (linear equality-constrained least squares problem) durchgefu¨hrt
wurde. Diese Ankopplung der Translationsinvarianz wird zudem auch ganz allgemein
Anwendung finden, weil sich zeigen wird, dass die so ermittelten Kraftkonstanten bes-
sere physikalische Eigenschaften aufweisen.
Lineares Gleichungssystem
Nachbarschale 0 1 2 3 4 5 6 7 8
Anzahlen Diamantstruktur
unabh. Gl’gen 42 205 1701 2948 3014 3052 3167 3167 3167
TI-Bedingungen 1 2 9 13 16 20 34 39 46
unabh. Elemente 1 5 36 95 126 219 471 711 925
err. Elemente 1 5 36 95 126 219 471 711 920†
Anzahlen Zinkblendestruktur
unabh. Gl’gen 84 410 3402 5896 6028 6104 6334 6334 6334
TI-Bedingungen 2 4 18 26 32 40 68 78 92
unabh. Elemente 2 10 72 190 252 438 942 1422 1850
err. Elemente 2 10 72 190 252 438 942 1422 1840†
Tabelle 4.3: Anzahlen der linear unabha¨ngigen Gleichungen, der Translationsinvarianz-
bedingungen, der zu bestimmenden, unabha¨ngigen bzw. der erreichbaren Koeffizien-
ten unter Beru¨cksichtigung von Atomen bis zur angegebenen Nachbarschale fu¨r die
Diamant- bzw. Zinkblendestruktur. †Lin. Gleichungssystem nur unter Beru¨cksichtigung
weiterer Nebenbedingungen vollsta¨ndig lo¨sbar (siehe Text)
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Mittlere absolute Fehler
Nachbarschale 0 1 2 3 4 5 6 7 8
Si − 0.500 0.142 0.142 0.133 0.133 0.096 0.096 0.040
Si (TI) − 0.515 0.169 0.146 0.139 0.133 0.095 0.095 0.041
Tabelle 4.4: Mittlere absolute Fehler in Abha¨ngigkeit beru¨cksichtigter Nachbarscha-
len der interpolierten Kopplungstensoren von Si mit und ohne Translationsinvarianz-
Bedingungen (TI) im Vergleich zu den direkt auf den 42 Punkten der verwendeten
Stu¨tzstellen-Mesh ab initio berechneten Tensoren. Angaben in [eV/A˚3]
4.2.4 Gu¨te der interpolierten Kopplungstensoren
Als erster Test fu¨r das eingesetzte Interpolationsverfahren wurden die Ortsraum-Kraft-
konstanten fu¨r Si mit und ohne Beru¨cksichtigung der Translationsinvarianz ermittelt. Ih-
re Qualita¨t wurde sodannmit Hilfe der Transformationsgleichung (4.2) u¨berpru¨ft, indem
die Kopplungstensoren der 42 Stu¨tzstellen interpoliert und ihre Eintra¨ge mit denen der
direkt im Formalismus der Dichtefunktional-Sto¨rungstheorie berechneten Kopplungs-
tensoren verglichen wurden. Neben den Symmetrien, die korrekt reproduziert werden
konnten, diente als Kriterium fu¨r ihre Gu¨te der dabei begangene mittlere absolute Fehler
der Tensoreintra¨ge.
Das Ergebnis zeigt Tabelle 4.4. So nimmt der mittlere absolute Fehler unter Einbe-
ziehung immer weiterer Nachbarschalen wie erwartet rasch ab und erreicht bei Ver-
wendung von Atomen bis zur achten Nachbarschale Werte, die um gut eine Gro¨ßen-
ordnung kleiner sind als bei Beru¨cksichtigung lediglich direkter na¨chster Nachbarn. Der
Fehler, der mit der pra¨sentierten Interpolationsmethode begangen wurde, ist damit klei-
ner als die numerische Ungenauigkeit, mit der die Stu¨tzstellen-Tensoren im Rahmen der
Sto¨rungstheorie berechnet werden ko¨nnen.
Im na¨chsten Kapitel sollen die Ortsraum-Kraftkonstanten der untersuchten Mate-
rialien Si, Ge und GaAs sehr genauen Tests unterzogen werden, indem mit ihnen die
Gru¨neisen-Tensoren berechnet werden, in die zusa¨tzlich zu den Kopplungstensoren de-
renAbleitungen eingehen.Außerdemgestattet diese Vorgehensweise, die Gu¨te der Kopp-
lungstensoren im Zusammenspiel mit den in Kapitel 3 berechneten harmonischen Daten
zu u¨berpru¨fen.
Kapitel 5
Test der anharmonischen
Kraftkonstanten
Im letzten Kapitel wurdenmit demdort vorgestelltenVerfahren die kubischenOrtsraum-
Kraftkonstanten erzeugt. Anschließend wurden mit ihrer Hilfe die Kopplungstensoren
der 42 Stu¨tzstellen der irreduziblen Mesh des reziproken Raums interpoliert undmit den
im Rahmen der DFPT direkt berechneten Eingangsdaten verglichen. Diese Art der U¨ber-
pru¨fung ist zwar sehr naheliegend, allerdings kann diese Vorgehensweise letzten Endes
nicht mehr als ein Plausibilita¨tstest sein: Werden die Symmetrien der Kopplungstenso-
ren korrekt reproduziert? Stimmen die sich ergebenden Werte der Tensorelemente mit
den Eingangsdaten (im Rahmen der numerischen Rechengenauigkeit) u¨berein? Konver-
gieren die Ergebnisse entsprechend der Erwartung bei Beru¨cksichtigung einer gro¨ßeren
Zahl an Nachbarschalen? Alle diese Fragen konnten im letzten Kapitel positiv beantwor-
tet werden.
Letztlich konnten so allerdings nur direkt eingegebene Daten reproduziert werden.
Ein strengerer Test fu¨r die ermittelten Ortsraum-Kraftkonstanten ist daher wu¨nschens-
wert. Aus drei Gru¨nden bieten sich dafu¨r die Gru¨neisen-Tensoren an: Auf der einen Seite
sind sie nicht nur direkt von den Kopplungstensoren abha¨ngig, sondern daru¨ber hin-
aus sogar von deren Ableitungen nach langwelligen Wellenvektoren und stellen daher
einen sehr gewichtigen Pru¨fstein fu¨r die ermittelten Ortsraum-Kraftkonstanten dar. Da
man zudem auf eine große Zahl an experimentellen Daten und Vergleichsrechnungen
zuru¨ckgreifen kann, ist eine U¨berpru¨fung der ab initio berechneten Gro¨ßen ohne weite-
res mo¨glich. Schließlich sind die Gru¨neisen-Tensoren Grundlage fu¨r die Berechnung der
thermischen Ausdehnung eines Kristalls, die in den Debye-Waller-Faktor, sowie in die
EXAFS-Kumulanten in Form von temperaturabha¨ngigen Atomabsta¨nden eingeht.
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5.1 Der Gru¨neisen-Tensor
Ein wechselwirkendes Phononen-System wird thermodynamisch durch die Helmholtz-
Energie
F (T, V ) = U(T, V ) + TS(T, V ) (5.1)
beschrieben, fu¨r die man in der Regel folgende Aufteilung in harmonische und anhar-
monische Teile durchfu¨hrt [56]:
F = F0 + FH + FA (5.2)
Der Beitrag F0 ist die statische Gitterenergie, die im Rahmen der DFT berechnet werden
kann, FA fasst alle explizit anharmonischen dynamischen Beitra¨ge zusammen. Der har-
monische Teil setzt sich aus den Schwingungsenergien des Nullpunkts Uvib,0(T = 0) und
den dynamischen Beitra¨gen in harmonischer Na¨herung Fvib(T ) zusammen:
FH(T ) = Uvib,0 + Fvib(T ) (5.3)
= β−1
∑
λ
(
1
2
βh¯ωλ + ln(1− exp(−βh¯ωλ))
)
(5.4)
Beschra¨nkt man sich bei der thermodynamischen Beschreibung auf diesen Term, ko¨nnen
wichtige Eigenschaften wie die thermische Ausdehnung des Kristalls nicht erkla¨rt wer-
den. Diese beruht in erster Linie auf den Phonon-Phonon-Wechselwirkungen, also den
anharmonischen Eigenschaften des Kristalls, die sich etwa in einer Abha¨ngigkeit der
Phononenfrequenzen ωλ von den Verzerrungen des Kristalls bemerkbar machen.
Die einfachste Mo¨glichkeit, anharmonische Effekte auf Grundlage der harmonischen
Na¨herung zuzulassen, besteht daher darin, die Phononenfrequenzen als Funktion der
Verzerrungen ηαβ aufzufassen: ωλ = ωλ(ηαβ). La¨sst man ansonsten die Struktur der Aus-
dru¨cke invariant und vernachla¨ssigt den explizit anharmonischen Term FA, sodass die
gesamte Anharmonizita¨t des Systems durch die Phononenfrequenzen beschrieben wird,
bezeichnet man die Vorgehensweise als quasi-harmonische Na¨herung.
Die (relative) Abha¨ngigkeit der Frequenzen von den a¨ußeren Verzerrungen ηαβ wird
durch den Gru¨neisen-Tensor
γαβ(λ) = − 1
ωλ
∂ωλ(ηαβ)
∂ηαβ
(5.5)
beschrieben. Zur Auswertung dieser Gro¨ße im Sinne der quasi-harmonischen Na¨herung
geht man vom harmonischen Fall aus und fasst die Anharmonizita¨ten als Sto¨rungen auf
[48]. Dazu wird die dynamische Matrix, deren Eigenwerte im harmonischen Fall gerade
die Quadrate der Phononenfrequenzen liefern, nach Verzerrungen entwickelt. Die da-
bei auftretenden Entwicklungskoeffizienten erster Ordnung stellen dann die anharmoni-
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schen Kopplungstensoren dar und als Eigenwerte ergeben sich schließlich die verscho-
benen Frequenzen des verzerrten Kristalls:
ω2qj → ω2qjδjj′ − 2ωqj ωqj′
∑
αβ
γαβ(qjj
′) ηαβ (5.6)
Der Gru¨neisen-Tensor nimmt dabei folgende Form an:
γαβ(qjj
′) =− 1
2ωqj ωqj′
∑
ξµν
∑
ll′
κκ′κ′′
eµ(κ
′|qj) e∗ν(κ′′|qj′)√
mκ′mκ′′
e
iq·
h
R( l
′
κ′)−R(
0
κ′′)
i
×
× Φξµν
(
l
κ
l′
κ′
0
κ′′
){
δξα
[
Rβ
(
l
κ
)
−Rβ
(
0
κ′′
)]
−Kξαβ(κ)
} (5.7)
Unter Verwendung der Transformationsgleichung (1.99) kann die Ersetzung
∑
ll′
Rβ(l)Φξµν
(
l
κ
l′
κ′
0
κ′′
)
eiq·R(l
′) = i
∂
∂Qβ
Dξµν
(−Q
κ
q
κ′
−q +Q
κ′′
)∣∣∣∣
Q=0
(5.8)
vorgenommen werden, mit der sich der Gru¨neisen-Tensor schließlich in Abha¨ngigkeit
der Kopplungstensoren sowie deren Ableitungen vomWellenvektorQ darstellen la¨sst:
γαβ(qjj
′) =− 1
2ωqj ωqj′
∑
ξµν
∑
κκ′κ′′
eµ(κ
′|qj) e∗ν(κ′′|qj′)√
mκ′mκ′′
eiq·[R(κ
′)−R(κ′′)]×
×
{(
δξα
[
Rβ(κ)−Rβ(κ′′)
]−Kξαβ(κ))Dξµν (−q
κ
q
κ′
0
κ′′
)
−δξα i ∂
∂Qβ
Dξµν
(−Q
κ
q
κ′
−q +Q
κ′′
)∣∣∣∣
Q=0
} (5.9)
Fu¨r die Herleitung dieserAusdru¨cke ist die Translationsinvarianz fu¨r die kubischenOrts-
raum-Kraftkonstanten verwendet worden, die diese bei numerischen Rechnungen nicht
von vorneherein aufweisen und ihnen daher explizit aufzupra¨gen sind.
In den Ausdruck (5.9) gehen die harmonischen Eigenvektoren e(κ|qj) und -frequen-
zen ωqj ein, deren Berechnung im Rahmen der Dichtefunktional-Sto¨rungstheorie in Ka-
pitel 3 ausfu¨hrlich behandelt wurde. Daru¨ber hinaus werden die Kopplungstensoren
beno¨tigt, deren ab-initio-Berechnung das in Kapitel 4 vorgestellte Verfahren erlaubt. Die-
ses Verfahren bietet zudem Vorteile bei der Ermittlung der ebenfalls beno¨tigten Ablei-
tungen der Kopplungstensoren nachWellenvektoren gema¨ß (5.8), die nun in analytischer
Form vorliegen und durch einfaches Aufaddieren der gewonnenen kubischen Ortsraum-
Kraftkonstanten zuga¨nglich sind. Ha¨tte man ein zum harmonischen Fall a¨quivalentes
Verfahren basierend auf der Fourier-Interpolation fu¨r die Ermittlung derOrtsraum-Kraft-
konstanten gewa¨hlt, mu¨sste man die Ableitungen der Kopplungstensoren stattdessen
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numerisch durchfu¨hren. Das ha¨tte einen erheblich ho¨heren Aufwand und damit einher-
gehende numerische Ungenauigkeiten zur Folge. Auf den daru¨ber hinaus in (5.9) auftre-
tenden Internal-Strain-Parameter Kξαβ(κ) wird im na¨chsten Abschnitt na¨her eingegangen
werden.
Die letztlich erforderlichen Elemente des Gru¨neisen-Tensors γαβ(λ) ≡ γαβ(qj) erge-
ben sich im Falle nicht-degenerierter Phononenmoden in erster Ordnung Sto¨rungstheo-
rie einfach aus den Diagonalelementen
γαβ(qj) = γαβ(qjj) . (5.10)
Bei entarteten Moden erha¨lt man die erforderlichen Tensorelemente aus der Diagonali-
sierung der Untermatrix
Γαβ =
(
γαβ(qjj
′)
)
, (5.11)
bei der man sich auf entsprechend degenerierte Zweige mit ωqj = ωqj′ beschra¨nkt.
Betrachtet man statt den Verzerrungen ηαβ reine Volumena¨nderungen, gelangt man
zur Volumen-Gru¨neisen-Konstante:
γ(λ) = − V
ωλ
∂ωλ(V )
∂V
(5.12)
Diese ist mit dem Gru¨neisen-Tensor u¨ber die Beziehung
γ(λ) =
1
3
(γxx(λ) + γyy(λ) + γzz(λ)) (5.13)
verknu¨pft.
5.2 Der Internal-Strain-Parameter
Durch eine a¨ußere Verzerrung η werden die PositionenR kleiner, aber makroskopischer
Bereiche eines Kristalls gema¨ß der Beziehung
R′ = (1+ η)R (5.14)
an die Position R′ verschoben [56]. Die Positionen der Kristallatome R(κ) jedoch folgen
im Allgemeinen einer anderen Gesetzma¨ßigkeit:
R′(κ) = (1+ η)R(κ) + d(κ) (5.15)
Die auftretenden Untergitterverschiebungen d(κ) sind in linearer Na¨herung abha¨ngig
von den a¨ußeren Verzerrungen, vermittelt durch den Internal-Strain-Parameter Kξαβ(κ):
dξ(κ) = −
∑
αβ
Kξαβ(κ) ηαβ (5.16)
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Im Falle der in dieser Arbeit untersuchten Diamant- und Zinkblendestruktur sind die
Parameter der beiden Gitteratome durch
Kξαβ(κ = 1) = −ζ a
8
|ξαβ | = −Kξαβ(κ = 2) (5.17)
gegeben. ξαβ ist dabei der Levi-Civita-Tensor und ζ der sogenannte Kleinman-Parameter
[36].
Letzterer la¨sst sich mit zahlreichen Methoden im Rahmen der Dichtefunktional-Sto¨-
rungstheorie ermitteln [56]. Der in dieserArbeit verfolgteWeg basiert auf derDarstellung
ζ = a2
∆
(2)
x,yz
µω2TO(Γ)
(5.18)
fu¨r die untersuchten Kristallstrukturen. Neben der reduzierten Masse µ der beiden Ato-
me der Basiszelle gehen die Gitterkonstante a und die Phononenfrequenz ωTO(Γ) der
transversal-optischen Mode am Γ-Punkt ein. Der Tensor
∆(κ)α,ντ =
(
∂σντ
∂uα(κ)
)
η=0
(5.19)
beschreibt die Abha¨ngigkeit der Spannung von der Verschiebung des Atoms κ der Ba-
siszelle in α-Richtung bei verschwindenden a¨ußeren Verzerrungen η. Diese Gro¨ße ist im
Rahmen der sto¨rungstheoretischenMethoden leicht zuga¨nglich, da die verwendeten ab-
initio-Programme die Berechnung des Spannungstensors erlauben und die Auslenkung
einzelner Atome aus ihrer Ruhelage numerisch leicht durchzufu¨hren ist.
5.3 Thermische Ausdehnung
In die in dieser Arbeit untersuchten EXAFS-Kumulanten gehen interatomare Absta¨nde
R(T ) ein, die sich aufgrund der thermischen Ausdehnung des Kristalls mit der Tempe-
ratur vera¨ndern werden.
Die thermische Ausdehnung kubischer Materialien wird durch den linearen thermi-
schen Ausdehnungskoeffizienten
α(T ) =
1
3V
(
∂V
∂T
)
σ=0
, (5.20)
beschrieben. Fu¨r ihn kann der folgende gitterdynamische Ausdruck hergeleitet werden
[56]:
α(T ) =
1
3B0V0
1
kBT 2
∑
λ
γ(λ) (h¯ωλ)
2 nλ(nλ + 1) (5.21)
In ihm tritt der isotherme Elastizita¨tsmodulB0 und das Volumen V0 der Einheitszelle bei
T = 0K auf.
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Durch Integration gelangt man zu einem Ausdruck fu¨r die homogene Verzerrung
η(T ), die die relative Vera¨nderung der Gitterkonstante a(T ) mit der Temperatur bzgl.
der Gitterkonstante a0 bei T = 0 beschreibt:
η(T ) ≡ ∆a(T )
a0
=
∆a(0)
a0
+
∫ T
0
α(T ′)dT ′ (5.22)
Die Verzerrung besteht aus einem temperaturabha¨ngigen Bereich, der bei hohen Tempe-
raturen asymptotisch linear verla¨uft, und einem durch die Nullpunktsbewegungen der
Atome verursachten konstanten Term. Sie erlaubt die Berechnung der temperaturabha¨n-
gigen Gitterkonstante
a(T ) = (1 + η(T )) a0 (5.23)
bzw. des interatomaren Abstands
R(T ) = (1 + η(T ))R0 . (5.24)
Als gitterdynamischen Ausdruck findet man [41]:
η(T ) =
1
6B0V0
∑
λ
γ(λ) h¯ωλ (2nλ + 1) (5.25)
Sowohl der Ausdruck (5.21) als auch (5.25) sind mit den erarbeiteten numerischen
Methoden zuga¨nglich. Neben den gitterstatischen Gro¨ßen B0 und V0 und den harmoni-
schen Phononenfrequenzenωλ, die in Kapitel 3 ermittelt wurden, gehen nur die Volumen-
Gru¨neisen-Konstanten γ(λ) ein.
Eine gru¨ndliche U¨berpru¨fung der kubischen Ortsraum-Kraftkonstanten kann nun
durchgefu¨hrt werden. Sowohl fu¨r die Gru¨neisen-Tensoren γαβ(λ) als auch fu¨r die Vo-
lumen-Gru¨neisen-Konstanten γ(λ) stehen experimentelle Daten und ab-initio-Referenz-
rechnungen entlang ausgewa¨hlter Hochsymmetrierichtungen im reziproken Raum zur
Verfu¨gung. Zudem ha¨ngt der Ausdruck (5.9) neben den Kopplungstensoren auch von
deren Ableitungen nach Wellenvektoren ab und stellt damit eine a¨ußerst hohe Messlatte
fu¨r die ermittelten kubischen Ortsraum-Kraftkonstanten dar.
5.4 Ergebnisse
Um die in Kaptitel 4 erzeugten anharmonischen Ortsraum-Kraftkonstanten zu testen,
werden sowohl die Gru¨neisen-Tensoren (5.9) als auch die daraus hervorgehenden Volu-
men-Gru¨neisen-Konstanten entlang der Hochsymmetrierichtungen [100], [110] und [111]
berechnet. Fu¨r letztere gibt es sowohl experimentelle Daten als auch quasi-harmonische
Zustandsrechnungen fu¨r alle behandelten Materialien. Fu¨r die Tensoren liegen experi-
mentelle Werte an den Hochsymmetriepunkten Γ, X und L vor.
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Jenseits der Hochsymmetrierichtungen liefern sowohl der lineare Ausdehnungskoef-
fizient α(T ), als auch die auf der homogenen Verzerrungen η(T ) basierende temperatur-
abha¨ngige Gitterkonstante a(T ) Aufschluss u¨ber die Qualita¨t der anharmonischen Orts-
raum-Kraftkonstanten, da diese im Wesentlichen aus einer Summation der Gru¨neisen-
Konstanten einer kompletten Brillouin-Zone hervorgehen. Fu¨r beide Gro¨ßen existieren
experimentelle Vergleichsdaten.
5.4.1 Der Kleinman-Parameter
Die Nebendiagonalelemente des Gru¨neisen-Tensors γαβ(qjj
′) mt α 6= β ha¨ngen vom
Internal-Strain-Parameter ab. Der dazu beno¨tigte Kleinman-Parameter (5.18) wurde fu¨r
alle drei Materialien mit Hilfe des Programms pwscf berechnet, da es einen einfachen
Zugang zum Spannungstensor σ im Rahmen der Dichtefunktional-Theorie erlaubt.
Dazu wurde, ausgehend von einer unverzerrten Basiszelle, das zweite Basisatom um
∆ux(κ = 2) = −0.05 a . . . 0.05 a in x-Richtung aus seiner Ruhelage ausgelenkt und an-
schließend der Spannungstensor fu¨r jede dieser Konfigurationen berechnet. Bei allen drei
Materialien ergibt sich im Rahmen der Rechengenauigkeit eine perfekt lineare Abha¨ngig-
keit des Spannungstensor-Elements σyz von den Auslenkungen, so dass der Quotient
∆σyz/∆ux(2) gerade die beno¨tigte Ableitung (5.19) ergibt. Zusammen mit den entspre-
chenden, im Kapitel 3 ermittelten Gitterkonstanten a und Phononenfrequenzen ωTO(Γ)
der transversal-optischen Moden am Γ-Punkt ergeben sich Werte fu¨r den Kleinman-
Parameter, die in Tabelle 5.1 zusammen mit experimentellen Referenzwerten [17, 13] zu
finden sind. Fu¨r Si und GaAs findet man jeweils den Wert 0.53, der im Rahmen der Re-
chengenauigkeit die experimentellen Daten von 0.54 fu¨r Si bzw. 0.55 fu¨r GaAs besta¨tigt.
Lediglich bei Ge weicht der ab initio berechnete Wert mit 0.48 deutlicher vom experimen-
tellen Wert (0.54) ab.
Kleinman-Parameter ζ
Si Ge GaAs
ab initio 0.53 0.48 0.53
Experiment 0.54 0.54 0.55
Tabelle 5.1: Der Kleinman-Parameter berechnet mit pwscf unter Verwendung der har-
monischen Daten aus Kapitel 3 im Vergleich mit experimentellen Daten [17, 13]
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Abbildung 5.1: Konvergenz der Gru¨neisen-Tensorelemente bzgl. beru¨cksichtigter Nach-
barschalen am Beispiel von γxx fu¨r Si am Γ-Punkt in infintesimaler [100]-Richtung. Qua-
drate markieren die TA-, Kreise die TO-Mode. Die beno¨tigten harmonischen Daten wur-
den mit pwscf berechnet
5.4.2 Konvergenzbetrachtungen
Mit Hilfe dieser Vorarbeiten wurden die Gru¨neisen-Tensoren fu¨r Si, Ge und GaAs be-
rechnet. Vor allem die akustischen Moden in der Na¨he des Γ-Punktes wiesen dabei zwei
bemerkenswerte Eigenschaften auf, die die Vorgehensweise fu¨r alle weiteren Rechnun-
gen bestimmten.
Fu¨r sie ist nur dann ein konvergentes Ergebnis zu erzielen, wenn man den im vori-
gen Kapitel erzeugten anharmonischen Ortsraum-Kraftkonstanten von Hand die Trans-
lationsinvarianz aufpra¨gt, die bereits bei derHerleitung des analytischen Ausdrucks (5.9)
gefordert werden musste. Der Grund ist, dass nur so sichergestellt werden kann, dass
sich die im Falle akustischer, langwelliger Moden durch den Faktor 1/ω2(qj) verursach-
ten Divergenzen exakt kompensieren.
Anschließend wurden Konvergenztests der Gru¨neisen-Tensoren an ausgewa¨hlten
HochsymmetriepunktenunterHinzunahme der Translationsinvarianz durchgefu¨hrt. Da-
bei ist besonders auffa¨llig, dass gerade die Tensorelemente der akustischen Moden, und
hier wiederum insbesondere die der transversalen und langwelligen in der Na¨he des Γ-
Punktes sehr stark von der Anzahl beru¨ckichtigter Nachbarschalen bei der Erzeugung
der anharmonischen Ortsraum-Kraftkonstanten abha¨ngen. Abbildung 5.1 zeigt dies am
Beispiel des Tensorelements γxx der transversal-akustischenMode in infinitesimaler [100]-
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Richtung. Bei sukzessiver Hinzunahme weiterer Nachbarschalen variiert der Wert stark,
bis schließlich ab sieben beru¨cksichtigtenNachbarschalen ein konvergenterWert erreicht
wird. Die Tensorwerte der transversal-optischen Moden bleiben dagegen im gesamten
untersuchten Bereich weitgehend stabil. Wa¨hrend fu¨r die optischen Zweige also nur sehr
wenigeNachbarschalen in den Rechnungen beno¨tigt wu¨rden, erfordern die langwelligen
akustischen Zweige die Beru¨cksichtigung mindestens siebter Nachbarn.
Im letzten Kapitel wurde bereits auf den Umstand eingegangen, dass das Gleichungs-
system (4.2) bei Hinzunahme aller Nachbaratome bis einschließlich zur achten Schale
selbst bei Verwendung der Translationsinvarianz unterbestimmt ist. Grund hierfu¨r ist
der Umstand, dass sich die achten Nachbarn gerade auf dem Rand des Periodizita¨ts-
volumens der den 42 Kopplungstensoren zugrundeliegenden 444-Mesh befinden. Um
das Problem formal zu lo¨sen, d.h. zu einem numerischen Ergebnis zu gelangen, mu¨ssten
weitere Bedingungen an die Kraftkonstanten gestellt werden, die die Identita¨t einzel-
ner Kraftkonstantenpaare erzwingt. Da dies ein rein technisches Problem darstellt, das
aus physikalischer Sicht nicht auftritt [65], wurde auf die Verwendung derart erzeugter
anharmonischer Kraftkonstanten verzichtet. Daher wurden alle folgenden Rechnungen
unter Verwendung der Nachbaratome bis einschließlich zur siebten Schale durchgefu¨hrt.
5.4.3 Gru¨neisen-Dispersionen
Abbildung 5.2 zeigt das Ergebnis der Berechnung der Diagonalelemente des Gru¨neisen-
Tensors von Si entlang der bereits genannten Hochsymmetrierichtungen, Abbildung 5.3
das der Nebendiagonalelemente. Die durchgezogenen Linien repra¨sentieren das Ergeb-
nis, das mit Hilfe der harmonischen Daten aus Rechnungen basierend auf pwscf er-
mittelt wurde, dem zum Vergleich harmonische Daten aus abinit stammend zur Seite
gestellt wurden (gestrichelte Linien). Insbesondere soll dadurch die Gu¨te der Eigenvekto-
ren im Zusammenspiel mit den anharmonischen Kraftkonstanten eingescha¨tzt werden.
Die Zweige sind im nicht-entarteten Fall jeweils durch Indizes gekennzeichnet, die die
nicht-verschwindenden Komponenten der zugeho¨rigen Eigenvektoren kennzeichnen.
Die eingezeichneten experimentellen Daten stammen aus unterschiedlichen Quellen.
Die richtungsabha¨ngigen Tensorelemente der akustischen Moden am Γ-Punkt ko¨nnen
aus linearen und nicht-linearen elastischen Konstanten ermittelt werden [48], die unter
Verwendung der experimentellen Werte aus [49] zu den eingezeichneten Datenpunkten
fu¨hren.
Die Elemente der optischen Moden des Γ-Punktes erha¨lt man aus der Frequenzver-
schiebung und Aufspaltung der Raman-Mode unter uniaxialem Druck, deren Beschrei-
bung mit Hilfe der von GANESAN [27] eingefu¨hrten Parameter p, q und r stattfinden
kann. Eine in [48] auf Basis der experimentellen Daten aus [3] durchgefu¨hrte Auswer-
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Abbildung 5.2: Diagonalelemente der Gru¨neisen-Tensoren von Si berechnet mit kubi-
schen Kraftkonstanten. Harmonische Daten stammen aus Berechnungen mit pwscf
(durchgezogene Linien) bzw. abinit (gestrichelte Linien). Experimentelle Daten siehe
Text
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Abbildung 5.3:Nebendiagonalelemente der Gru¨neisen-Tensoren von Si berechnetmit ku-
bischen Kraftkonstanten. Harmonische Daten stammen aus Berechnungen mit pwscf
(durchgezogene Linien) bzw. abinit (gestrichelte Linien). Experimentelle Daten siehe
Text
tung ergibt die in den Graphen eingetragenen Tensorelemente.
Die experimentellen Diagonalelemente am X-Punkt wurden von PRECHTEL ET AL.
[62] mit Hilfe eines Neutronenstreuexperiments unter uniaxialem Druck gemessen.
Insgesamt ergeben sich gute U¨bereinstimmungen der ab initio berechneten Werte mit
den experimentellen Daten. Die optischen Zweige der Diagonalelemente reproduzieren
die experimentellen Werte am Γ-Punkt sehr gut, wa¨hrend vor allem die transversal-
akustischen Zweige hier gro¨ßere Abweichungen aufweisen. Insbesondere in Γ-L-Rich-
tung verla¨uft der untere TA-Zweig zu hoch.
Allgemein weiß man von den transversal-akustischen Zweigen, dass ihr Verhalten
sehr stark von der Rasterung des Impulsraumes abha¨ngt [56]. Die 444-Mesh, die den
42 informationstragendenKopplungstensoren zugrundeliegt, ist also einerseits durchaus
ausreichend, den grundsa¨tzlichen Verlauf der Moden zu beschreiben, bietet aber auch
durchaus noch Raum fu¨r Verbesserungen. Eine Berechnung der Kopplungstensoren auf
einer feineren Rasterung scheitert allerdings am hohen numerischen Aufwand. Da sich
gerade die transversal-akustischen Zweige am Γ-Punkt als sehr sto¨ranfa¨llig fu¨r weitere
Einflu¨sse, etwa der Verletzung der infinitesimalen Translationsinvarianz oder auch der
akustischen Summenregel [65] erweist, ist der Verlauf und die U¨bereinstimmung der
berechneten Zweige noch als zufriedenstellend zu bewerten.
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AmX-Punkt ergeben sich ebenfalls leichte Abweichungen der TA-Mode zum experi-
mentellen Wert. Eine Ursache hierfu¨r ko¨nnte wieder die zu grobe Rasterung des Impuls-
raumes darstellen, da zur Beschreibung der Abflachung der TA-Mode am Zonenrand
Kraftkonstantenmindestens bis zu fu¨nften na¨chsten Nachbarn erforderlich sind [67]. Die
hier verwendeten sieben Nachbarschalen ko¨nnten dennoch noch nicht ausreichend sein,
um diesen Effekt vollsta¨ndig zu beschreiben, und somit fu¨r die Abweichungen verwant-
wortlich sein.
Der allgemeine Verlauf der Moden entlang der Hochsymmetrierichtungen erscheint
dagegen qualitativ plausibel, die symmetriebedingten Aufspaltungen ergeben sich kor-
rekt, sowohl bei den Berechnungen basierend auf harmonischen Daten aus pwscf als
auch aus abinit. Die optischen Zweige liegen im abinit-Fall durchweg niedriger als
bei pwscf, was imWesentlichen durch die ho¨heren abinit-Phononenfrequenzenverur-
sacht wird. Lediglich bei den kritischen transversal-akustischen Zweige sowohl in Γ-X-
als auch in Γ-K-X-Richtung treten gro¨ßere Abweichungen auf. So scheinen die abinit-
Eigenvektoren am Γ-Punkt etwas bessere Eigenschaften zu besitzen, wa¨hrend sie am Zo-
nenrand eher schlechtere Resultate erzielen. Insgesamt kann man aber davon ausgehen,
dass keine Symmetrieprobleme mit den Eigenvektoren des einen wie des anderen Pro-
gramms im Zusammenspiel mit den anharmonischen Kraftkonstanten auftreten.
Ein a¨hnliches Bild ergibt sich bei den Nebendiagonalelementen, die die Frequenza¨n-
derungen bei Scherdeformationen beschreiben.
Die Gru¨neisen-Konstanten wurdenmit Hilfe der Spurformel (5.13) basierend auf den
Diagonalelementen berechnet. In diesem Fall liegen quasi-harmonische Vergleichsrech-
nungen vor, die auf der Berechnung der A¨nderung der Phononenfrequenzen bei homo-
gener Volumena¨nderung der zugrundeliegenden Basiszelle im Rahmen der Dichtefunk-
tional-Sto¨rungstheorie beruht [26].
Die eingetragenen experimentellen Daten entstammen wieder unterschiedlichen
Quellen. Der Datenpunkt fu¨r die optische Moden am Γ-Punkt resultiert aus Messungen
der Raman-Streuung erster Ordnung und hydrostatischemDruck [79] und Raman-Streu-
ung erster Ordnung unter uniaxialem Druck [3].
Wie schon im Fall der Gru¨neisen-Tensoren wurden die richtungsabha¨ngigen Gru¨n-
eisen-Konstanten der akustischen Moden mit Hilfe elastischer Konstanten zweiter und
dritter Ordnung in Kombination mit experimentellen Daten aus den bereits genannten
Quellen [49, 48] ermittelt.
Die Daten der TO-Moden amX- und amL-Punkt entstammenMessungender Raman-
Streuung zweiter Ordnung unter hydrostatischemDruck [79, 63]. AmX-Punkt ist fu¨r die
TA-Mode zusa¨tzlich wieder das Ergebnis aus der inelastischen Neutronenstreuung [62]
eingetragen.
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Abbildung 5.4: Volumen-Gru¨neisen-Konstanten von Si. Durchgezogene Linien stammen
aus Rechnungen mit kubischen Kraftkonstanten, gestrichelte Linien geben das quasihar-
monische Resultat nach [26] an. Experimentelle Daten siehe Text
Abbildung 5.4 zeigt die Dispersion der Volumen-Gru¨neisen-Konstante in den be-
reits betrachtetenHochsymmetrierichtungen.Die durchgezogenen Linien stellen das sto¨-
rungstheoretische Ergebnis dar, die gestrichelten Linien zum Vergleich das quasi-har-
monische [26]. Der im Großen und Ganzen u¨bereinstimmende Verlauf der beiden Di-
spersionen spricht fu¨r eine hohe Qualita¨t der kubischen Kraftkonstanten. Insbesondere
die optischenModen besta¨tigen den in den quasi-harmonischen Rechnungen ermittelten
Verlauf. Fu¨r die akustischen Moden gelten die schon bei den Gru¨neisen-Tensoren ge-
troffenen Aussagen. Am Zonenrand ergibt sich ein zwiespa¨ltiges Bild: Wa¨hrend sich am
L-Punkt eine hervorragende U¨bereinstimmung der TA-Mode mit dem experimentellen
Wert ergibt, wird die Abflachung am X-Punkt wieder etwas unterscha¨tzt. Bei Anna¨he-
rung an die Zonenmitte ergeben sich fu¨r die akustischen Zweige ebenfalls wieder syste-
matisch zu hoheWerte.Auffa¨llig ist insbesondere das
”
Zittern“ dieserModen in Γ-Punkt-
Na¨he, das auf numerische Effekten beruht und nur durch explizite Aufpra¨gung der in-
finitesimalen Translationsinvarianz auf die kubischen Kraftkonstanten begrenzt werden
konnte.
Die sto¨rungstheoretisch berechnete Gru¨neisen-Dispersion von Ge ist in Abbildung
5.5 zu sehen. Ihr wurde wiederum das quasi-harmonische Resultat [57] zusammen mit
experimentellenDaten gegenu¨bergestellt.Die Datenpunkte der Raman-Mode findetman
in mehreren Quellen (etwa [3]), die der akustischen Moden am X- und am L-Punkt in
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Abbildung 5.5:Wie Abb. 5.4, jedoch Volumen-Gru¨neisen-Konstanten von Ge. Gestrichelte
Linien geben das quasiharmonische Resultat nach [57] an
[55] bzw. [58]. Die akustischen Moden am Γ-Punkt wurden ebenfalls mit Hilfe gemesse-
ner elastischer Konstanten zweiter und dritter Ordnung [49] ermittelt. Fu¨r Ge existieren
zudem Daten aus einem Experiment mit inelastischer Neutronenstreuung entlang der
Hochsymmetrierichtungen [38, 37], die ebenfalls eingetragen wurde. Die Abweichungen
dieser Messung entlang der Γ-L-Richtung resultieren aus der Tatsache, dass die Mes-
sungen im Gegensatz zu den Rechnungen u¨ber einen endlichen Druckbereich gemittelt
wurden. Die unterschiedlichen experimentellenWerte amX-Punkt haben dieselbe Ursa-
che.
Der qualitative Verlauf der Ge-Dispersion ist aufgrund derselben Symmetrie der von
Si sehr a¨hnlich. Insbesondere gilt auch hier das bereits gesagte zu den speziellen Eigen-
schaften der optischen und akustischen Moden.
Die Dispersion der Gru¨neisen-Konstanten von GaAs wurde in Analogie zu Si und Ge
mit Hilfe der kurzreichweitigen kubischen Ortsraum-Kraftkonstanten, also unter Ver-
nachla¨ssigung der nicht-analytischen dynamischen Matrizen (siehe Abschnitt 2.6.2) be-
rechnet. Das Ergebnis zeigt Abbildung 5.6. Die experimentellen Daten fu¨r die LO-Mode
am Γ-Punkt stammen wieder aus Messungen der Raman-Streuung erster Ordnung [15,
77], die der TO-Mode am Γ-Punkt und die Messwerte an den anderen Hochsymmetrie-
punkten aus [77]. Die Datenpunkte der langwelligen akustischenModenwurden wieder
aus experimentell ermittelten elastischen Konstanten zweiter und dritter Ordnung [50, 1]
berechnet.
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Abbildung 5.6:Wie Abb. 5.4, jedoch Volumen-Gru¨neisen-Konstanten von GaAs
Der Verlauf der optischen Moden weist auch im Falle von GaAs eine gute U¨berein-
stimmung der sto¨rungstheoretisch ermittelten Werte mit dem quasi-harmonischen Re-
sultat [26] und den experimentellen Daten auf. Inbesondere ist wie erwartet die LO-
TO-Aufspaltung der entsprechenden Zweige zu erkennen, die analog zur Phononen-
dispersion durch die makroskopischen elektrischen Felder im polaren Halbleiter GaAs
verursacht wird und bereits durch die nicht nicht-analytischen dynamischen Matrizen
hinreichend gut beschrieben wird. Langreichweitige anharmonische Kra¨fte sind also ver-
nachla¨ssigbar. Die akustischenZweige liegen im Vergleich zur quasi-harmonischen Rech-
nung zu niedrig, besonders in Γ-K-X- und Γ-L-Richtung. Die experimentellen akusti-
schen Werte am Γ-Punkt werden im Gegensatz zu Si und Ge eher unterscha¨tzt. Die Er-
gebnisse am Zonenrand sind dagegen im Vergleich zu den Messdaten zu hoch.
5.4.4 Der lineare Ausdehnungskoeffizient
Bisher wurden die Gru¨neisen-Konstanten auf ausgewa¨hlten Hochsymmetrierichtungen
berechnet und mit experimentellen Daten und quasi-harmonischen Rechungen vergli-
chen. Die gute U¨bereinstimmung la¨sst auf eine hohe Qualita¨t der kubischen Ortsraum-
Kraftkonstanten schließen. ImHinblick auf die Berechnung thermodynamischer Korrela-
tionsfunktionen, die eine Summation der Kopplungstensoren u¨ber eine gesamte Brillou-
in-Zone erfordern, ist auch ein Test der Kraftkonstanten jenseits der Hochsymmetrierich-
tungenwu¨nschenswert. Dazu bietet sich die Berechnung des thermischen Ausdehnungs-
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koeffizienten (5.21) an, fu¨r den es experimentelle Vergleichsdaten fu¨r alle betrachteteten
Materialien gibt.
Zu diesem Zweck wurden sowohl die Gru¨neisen-Tensoren als auch die harmoni-
schen Daten auf einer hinreichend dichten 16 × 16 × 16-Mesh berechnet. Der Γ-Punkt
wurde wegen seiner schwierigen Handhabung von dieser Mesh ausgenommen, spielt
aber aufgrund seines vernachla¨ssigbaren Phasenraumvolumens keine Rolle. Die eben-
falls beno¨tigten Gitterkonstanten und Elastizita¨tsmodule wurden wieder dem Kapitel 3
entnommen.
Die Ergebnisse fu¨r die temperaturabha¨ngigen Ausdehnungskoeffizienten von Si, Ge
und GaAs sind in den Abbildungen 5.7 bis 5.9 zu finden. Die durchgezogene Linien ba-
sieren dabei auf harmonischen Daten, die mit Hilfe von pwscf ermittelt wurden, die
gestrichelten Linien auf abinit-Gro¨ßen. Die experimentellen Daten stammen fu¨r Si aus
[72, 34], fu¨r Ge aus [14, 70] und fu¨r GaAs aus [54, 71].
Es wird jeweils neben dem gesamten experimentell auswertbaren Temperaturbereich
auch das Verhalten des Ausdehnungskoeffizienten im Tieftemperaturbereich na¨her ge-
zeigt, da dieser bei den hier untersuchten tetraedrischen Kristallen einen interessanten
Verlauf aufweist. Nach einem kurzen Anstieg des Ausdehnungskoeffizienten bei Tem-
peraturen nahe dem absoluten Nullpunkt folgt ein negativer Bereich. Erst bei gro¨ßeren
Temperaturen wird der Ausdehnungskoeffizient wieder positiv. Dieses Verhalten kann
mit Hilfe von Gleichung (5.21) und der Dispersion der Gru¨neisen-Konstanten erkla¨rt
werden: Bei tiefen Temperaturen sind praktisch nur die akustischen Moden in der Na¨he
der Zonenmitte aufgrund ihrer sehr niedrigen Energien besetzt. Hier ist dieMehrzahl der
Gru¨neisen-Konstanten positiv. Erho¨ht man die Temperatur, so werden akustischeModen
mit ho¨herer Frequenz, aber negativen Gru¨neisen-Konstanten angeregt, die in der Summe
zu einem negativen Ausdehnungskoeffizienten fu¨hren. Erst bei ausreichend hohen Tem-
peraturen ko¨nnen die optischen Moden in nennenswerter Anzahl besetzt werden und
mit ihren entsprechenden positiven Gru¨neisen-Konstanten fu¨r den weiteren positiven
Verlauf von α sorgen.
Grundsa¨tzlich weisen die mit Hilfe der kubischen Kraftkonstanten berechneten Aus-
dehnungskoeffizienten dieses Verhalten auf. Fu¨r Si ist der Anstieg bei tiefen Temperatu-
ren ausgepra¨gt und der negative Bereich stimmt gut mit den experimentellen Daten u¨be-
rein. Im Hochtemperatubereich wird der Ausdehnungskoeffizient unter Verwendung
der harmonischen Daten aus pwscf etwas u¨berscha¨tzt, wa¨hrend die abinit-Eingabe-
daten diesen Bereich sehr gut wiedergeben.
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Abbildung 5.7: Linearer Ausdehnungkoeffizient von Si berechnet mit kubischen Kraft-
konstanten. Die harmonischen Daten wurden mit pwscf (durchgezogene Linie) bzw.
abinit (gestrichelte Linie) ermittelt. Experimentelle Werte nach [72, 34]
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Bei Gewird der leichte Anstieg bei T = 0 und bei hohen Temperaturen sehr gut repro-
duziert. Dagegen ist der negative Bereich des Ausdehnungskoeffizienten viel zu ausge-
pra¨gt, besonders bei Verwendung der harmonischen abinit-Daten. Ein Grund hierfu¨r
ist aus der Dispersion der entsprechenden Gru¨neisen-Konstanten nicht unmittelbar ab-
lesbar. Der Vergleich der Ergebnisse, die mit pwscf bzw. abinit erzielt wurden, deutet
allerdings auf einen großen Einfluss der harmonischen Daten auf das Ergebnis hin. Von
Ge weiß man aus Erfahrung, dass eine Behandlung im Rahmen der Dichtefunktional-
Theorie im Vergleich zu anderen Materialien komplizierter ist. Es ist daher zu vermuten,
dass die bei den harmonischen Rechnungen verwendeten Pseudopotentiale fu¨r Ge nur
unzureichende Eigenschaften besitzen.
Bei GaAs wird im Gegensatz dazu neben dem Hochtemperatur- auch der negative
Bereich unabha¨ngig von den verwendeten harmonischen Daten gut wiedergegeben. Al-
lerdings ist der Anstieg in der Na¨he des absoluten Nullpunktes so gut wie gar nicht
ausgepra¨gt. Dieses Verhalten kann durch die Dispersion der Gru¨neisen-Konstanten er-
kla¨rt werden. In diesem Fall werden die akustischen Moden am Γ-Punkt eher zu niedrig
wiedergegeben, insbesondere die starke Abweichung zum experimentellenWert in Γ-K-
X-Richtung, der zu einem stark negativen sto¨rungstheoretischenWert fu¨hrt, scheint den
typischen Effekt bei sehr tiefen Temperaturen zu kompensieren.
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Abbildung 5.8:Wie Abb. 5.7, jedoch linearer Ausdehnungkoeffizient von Ge. Experimen-
telle Werte nach [14, 70]
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GaAs
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Abbildung 5.9: Wie Abb. 5.7, jedoch linearer Ausdehnungkoeffizient von GaAs. Experi-
mentelle Werte nach [54, 71]
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5.4.5 Die temperaturabha¨ngige Gitterkonstante
Die Berechnung der temperaturabha¨ngigen Gitterkonstante geschah anhand der Glei-
chung (5.23) unter sto¨rungstheoretischer Auswertung der homogenen Verzerrung (5.25).
Die Summation der Brillouin-Zone wurde wieder auf einer 16×16×16-Mesh unter Aus-
sparung des Γ-Punktes durchgefu¨hrt, die harmonischen Daten dem Kapitel 3 entnom-
men.
Die Ergebnisse der Rechnungen fu¨r Si, Ge und GaAs sind in den Abbildungen 5.10
(oben), 5.11 und 5.12 zu sehen. In Abbildung 5.10 (unten) wird zusa¨tzlich der Tieftempe-
raturbereich von Si na¨her gezeigt. Die durchgezogenen bzw. getrichelten Linien stellen
die Resultate dar, die mit Hilfe harmonischer Daten aus pwscf bzw. abinit erzeugt
wurden. Da die im Rahmen der Dichtefunktional-Theorie berechneten Gitterkonstanten
generell zu niedrig eingescha¨tzt werden, wurden die berechneten Kurven entlang der
a(T )-Achse zu gro¨ßerenWerten hin verschoben, um eine bessere Darstellung zusammen
mit den experimentellen Daten zu gewa¨hrleisten.
Fu¨r Si liegen Daten sowohl fu¨r denHoch- als auch den Tieftemperaturbereich vor. Die
eingetragenenMesswerte ab ca. 300K stammen aus [30] und wurden anhand eines Ro¨nt-
genstreuexperiments an zwei verschiedenen Kristallen ermittelt. Ein weiteres Ro¨ntgen-
streuexperiment wurde in [80] durchgefu¨hrt, aber aufgrund a¨hnlicher Ergebnisse nicht
eingetragen. Die Daten im Bereich zwischen 40 und 180K sind einem Ro¨ntgenbeugungs-
experiment entnommen [66].
Fu¨r Ge liegt eine Messung im Hochtemperaturbereich vor [68].
Im Falle von GaAs gibt es u¨bereinstimmende und sich erga¨nzende Messungen aus
Ro¨ntgenbeugungsexperimenten im Bereich zwischen 270 und 340K [75] und zwischen
200 und 370K [61], ein weiteres weist sowohl zu den vorher genannten Messdaten, als
auch zu den Rechnungen abweichende Resultate auf [69]. Besonders im Tieftempera-
turbereich ergeben sich erhebliche Differenzen zum sto¨rungstheoretisch ermittelten Ver-
lauf. Da allerdings der in [69] ebenfalls gemessene Verlauf des linearen Ausdehnungs-
koeffizienten nicht mit den hier ermittelten ab-initio-Werten und den entsprechenden,
bereits zitierten Messwerten [54, 71] u¨bereinstimmt, wird auf eine genauere Gegenu¨ber-
stellung verzichtet. Lediglich eine Auswahl der Messwerte im Hochtemperaturbereich
wurde zum Vergleich eingetragen.
Sowohl die experimentellen Daten als auch die berechneten Verla¨ufe wurden im
Hochtemperaturbereich dem Beispiel [30] folgend an ein Polynom zweiten Grades an-
gepasst. Da allerdings die ab initio berechneten Gitterkonstanten vergleichsweise große
Abweichungen zum Experiment aufweisen, wurde fu¨r die Fit-Funktion die leicht vari-
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Abbildung 5.10: Oben: Temperaturabha¨ngige Gitterkonstante von Si berechnet mit ku-
bischen Kraftkonstanten. Die harmonischen Daten wurden mit pwscf (durchgezogene
Linie) bzw. abinit (gestrichelte Linie) ermittelt. Diamanten geben experimentelle Da-
ten nach [30], Kreise nach [66] an.Unten: Verlauf im Tieftemperaturbereich. Theoretische
Verla¨ufe zur Darstellungsverbesserung nach oben verschoben (↑)
5.4. ERGEBNISSE 101
Ge
0 100 200 300 400 500 600 700 800
T [K]
10.67
10.68
10.69
10.7
10.71
10.72
10.73
10.74
a
(T
)
[B
o
h
r]
pwscf
abinit
Abbildung 5.11: Wie Abb. 5.10, jedoch temperaturabha¨ngige Gitterkonstante von Ge.
Symbole geben experimentelle Daten nach [68] an
GaAs
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Abbildung 5.12: Wie Abb. 5.10, jedoch temperaturabha¨ngige Gitterkonstante von GaAs.
Kreise geben experimentelle Daten nach [75, 61], Diamanten den Hochtemperaturbe-
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Fitparameter fu¨r a(T ) im Hochtemperaturbereich
A [Bohr] B [10−6 K−1] C [10−9 K−2]
Si pwscf 10.2284 3.2824 1.0897
abinit 10.2175 3.0261 1.0658
Exp. [30] 10.2609 2.9088 1.1491
Exp. [80] 10.2620 3.3369 0.2841
Ge pwscf 10.6330 6.3761 0.5356
abinit 10.5715 5.9815 0.5162
Exp. [68] 10.6899 6.0704 1.6900
GaAs pwscf 10.5017 5.7135 1.7613
abinit 10.4724 5.9424 1.7879
Exp. [75, 61] 10.6812 6.7933 0.3489
Exp. [69] 10.6797 5.1250 6.9198
Tabelle 5.2: Parameter bei Fit der berechneten Werte bzw. der experimentellen Daten an
die Gleichung (5.26) im jeweils durch die Messdaten vorgegebenen Hochtemperaturbe-
reich
ierte Form
a(T ) = A · (1 +B · (T − 273.15K) + C · (T − 273.15K)2) (5.26)
gewa¨hlt, um die ParameterB undC fu¨r die Steigung undKru¨mmung bessermiteinander
vergleichen zu ko¨nnen. Das Ergebnis zeigt Tabelle 5.2.
Die ermittelten Fit-Parameter ergeben eine im Allgemeinen gute U¨bereinstimmung
der sto¨rungstheoretisch berechneten Werte mit den gegebenen experimentellen Daten.
Die jeweiligen Abweichungen des Parameters A vom Experiment spiegeln die bereits
angesprochene DFT-Eigenheit wieder.
Die linearen Koeffizienten B liegen im Falle von Si zwischen den beiden aus den
experimentellen Werten aus [30, 80] abgeleiteten Werten. Die Kru¨mmung reproduziert
gut das Experiment [30]. Bei Ge liegt der lineare Koeffizient des Experiments [68] zwi-
schen den beiden sto¨rungstheoretisch, mit verschiedenen harmonischen Eingangsdaten
ermitteltenWerten. Die ab-initio-Koeffizienten zweiter Ordnungwerden allerdings in bei-
den Fa¨llen zu niedrig abgescha¨tzt. Sowohl die linearen GaAs-Koeffizienten, als auch die
zweiter Ordnung liegen zwischen den Ergebnissen aus [75, 61] und [69].
Interessant ist auch der Verlauf des Tieftemperaturbereichs von Si, der einen Vergleich
mit experimentellen Daten erlaubt. Der im Bereich von 20 bis 120K negative Ausdeh-
nungskoeffizient verursacht eine paradox erscheinendeReduzierung der Gitterkonstante
mit steigender Temperatur. Die Lage, Breite und Tiefe dieser Absenkung wird durch die
5.4. ERGEBNISSE 103
auf den kubischen Kraftkonstanten basierenden Rechnungen sehr gut wiedergegeben.
Es la¨sst sich also feststellen, dass die sehr gute U¨bereinstimmung sowohl der Gru¨n-
eisen-Tensoren und -Konstanten entlang den Hochsymmterierichtungen im reziproken
Raum, als auch der linearen Ausdehnungskoeffizienten und der temperaturabha¨ngigen
Gitterkonstanten basierend auf Daten der gesamten Brillouin-Zone die sehr gute Qualita¨t
der in Kapitel 4 parameterfrei erzeugten kubischen Ortsraum-kraftkonstanten belegen
konnte.
Kapitel 6
Der Debye-Waller-Faktor
Der Debye-Waller-Faktor beschreibt die temperaturbedingte Abnahme der Intensita¨t ko-
ha¨rent elastisch gestreuter Strahlen in einem Kristallgitter. Zu seiner Berechnung geht
man vom differentiellen Streuquerschnitt aus, der sich bei einem Impulstransfer h¯Q und
einem Energietransfer h¯ω in der ersten Born-Na¨herung wie folgt ausdru¨cken la¨sst [7]:∣∣∣∣ k′k0
∣∣∣∣∑
ll′
κκ′
Wκ(Q)Wκ′(Q) exp
[
−iQ ·
{
R
(
l
κ
)
−R
(
l′
κ′
)}]
Blκ,l′κ′(Q, ω) (6.1)
Darin tauchen mit k0 und k
′ die Wellenvektoren der einfallenden bzw. gestreuten Strah-
len mitQ = k0− k′ auf.Wκ(Q) undWκ′(Q) stellen die Atomformfaktoren fu¨r die einge-
setzte Strahlung dar. Der Faktor
Blκ,l′κ′(Q, ω) =
1
2pi
∫ ∞
−∞
dt eiωt〈e−iQ·u(lκ,t) eiQ·u(l′κ′,0)〉 (6.2)
kann als Spektralfunktion der Zeit-Korrelation 〈e−iQ·u(lκ,t) eiQ·u(l′κ′,0)〉 identifiziert wer-
den. Einen mo¨glichen Zugang zu dieser Gro¨ße stellt somit gema¨ß Abschnitt 1.3.3 die
Matsubara-Green-Funktion
G(AB, τ) = 〈Tτ [A(lκ, τ)B(l′κ′, 0)]〉 (6.3)
mit A(lκ, τ) = exp[−iQ · u(lκ, τ)] und B(l′κ′, 0) = exp[iQ · u(l′κ′, 0)] dar.
Benutzt man fu¨r ihre Berechnung die in Kapitel 1.3.2 vorgestellte Alternative zur
Kumulanten-Entwicklung, erha¨lt man:
lnG(AB, τ) =
〈
Tτ exp
[
−iQ · u(lκ, τ) + iQ · u(l′κ′, 0)−
∫ β
0
dτ ′H1(τ
′)
]〉
0,conn(uu′)
(6.4)
Es wird also eine Momenten-Entwicklung durchgefu¨hrt, bei der nur Terme beru¨cksich-
tigt werden, die entweder mit u(lκ) oder u(l′κ′) oder beiden verbunden sind.
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Letztere beschreiben inelastische Streuprozesse und sollen im Folgendennicht beru¨ck-
sichtigt werden. Man beschra¨nkt sich also auf die Matsubara-Green-Funktion
G′(AB, τ) = 〈A(lκ, τ)B(l′κ′, 0)〉conn(u ),conn(u′) = 〈A(lκ)〉conn(u) · 〈B(l′κ′)〉conn(u′) , (6.5)
die in Terme faktorisiert, die nur mit jeweils einer Seite verbunden sind und daher keine
Korrelationen zwischen verschiedenen Atomen bzw. verschiedenen Werten von τ bein-
halten. Da die entsprechenden Diagramme nicht miteinander verbunden sind, entspre-
chen sie unabha¨ngigen Mittelungen, die unabha¨ngig von τ sind.
Die auftretenden thermodynamischenMittelwerte liefern die sogenanntenDebye-Wal-
ler-Faktoren exp{−M(κ)} und exp{−M(κ′)}mit demdarin auftretendenDebye-Waller-Ex-
ponenten
M(κ) = −〈Tτ exp[iQ · u(lκ)]S(β)〉0,conn(u) . (6.6)
Im Experiment wird die durch den Debye-Waller-Faktor verursachte, temperaturab-
ha¨ngige Da¨mpfung der Streuintensita¨t I gemessen. Diese ist proportional zu
I ∼ |exp[−M(κ)]|2 = exp[−2ReM(κ)] . (6.7)
Die Da¨mpfung resultiert somit lediglich aus dem Realteil des Debye-Waller-Exponenten.
6.1 Auswertung des Debye-Waller-Exponenten
Zur Auswertung des Debye-Waller-Exponenten (6.6) wird zuerst eine leicht variierte No-
tation eingefu¨hrt. Die atomaren Auslenkungen (1.95) werden durch
u(lκ) =
∑
λ
h(lκ|λ)Aλ (6.8)
dargestellt, wobei der Faktor
h(lκ|λ) =
√
h¯
2NMκ
e(κ|λ)√
ωλ
eiq·R(l) (6.9)
herausgezogen wurde. Das im Debye-Waller-Exponenten auftretende Vektorprodukt
Q · u kann somit durch die Phononen-FeldoperatorenAλ ausgedru¨ckt werden:
u‖(lκ) ≡ Q · u(lκ) =
∑
λ
f(lκ|λ)Aλ (6.10)
Hier wurde der Faktor
f(lκ|λ) = Q · h(lκ|λ) =
∑
α
Qαhα(lκ|λ) (6.11)
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eingefu¨hrt. Die Notation u‖ wurde bereits im Hinblick auf die Entwicklung der EXAFS-
Kumulanten gewa¨hlt, in der sowohl parallele, als auch senkrechte Auslenkungsanteile
auftreten werden.
Im Folgenden soll die (lκ)-Abha¨ngigkeit der verwendetenGro¨ßen zur Vereinfachung
der Notation nicht mehr explizit mitgefu¨hrt werden.
6.1.1 Entwicklung des Debye-Waller-Exponenten
DerDebye-Waller-Exponentwird einerseits durch Entwickeln derS-Matrix gema¨ß (1.119)
ausgewertet. Bis zur zweiten Ordnung Sto¨rungstheorie erha¨lt man fu¨r einen OperatorA:
〈A〉 = 〈A〉0 + 〈A〉1 + 〈A〉2 (6.12)
= 〈A〉0 −
∫ β
0
dτ1〈Tτ [AV3(τ1) +AV4(τ1)]〉0 (6.13)
+
1
2
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ [AV3(τ1)V3(τ2)]〉0 (6.14)
Die Notation 〈. . . 〉n bezeichnet hier den Erwartungswert in n-ter Ordnung Sto¨rungstheo-
rie.
Der anharmonische Hamiltonian H˜1 wurde derart nach atomaren Auslenkungen ent-
wickelt, dass man Terme bis zur Ordnung O(λ2) des Van Hove-Ordnungsparameters λ
erha¨lt [47]:
H˜1 = V˜3 + V˜4 (6.15)
=
∑
λ1λ2λ3
V (λ1 λ2 λ3) A˜λ1A˜λ2A˜λ3 +
∑
λ1...λ4
V (λ1 . . . λ4) A˜λ1 · · · A˜λ4 (6.16)
Die Kopplungskoeffizienten V (λ1 . . . ) sind durch (1.98) definiert. Damit ergeben sich ne-
ben dem harmonischen Beitrag nullter Ordnung Termemit demKopplungskoeffizienten
V3 der OrdnungO(λ) sowie Termemit V4 und V 23 , die beide von der OrdnungO(λ2) sind.
Alle weiteren mo¨glichen Terme, insbesondere Produkte der Form V3V4 werden als ver-
nachla¨ssigbar angenommen und nicht ausgewertet.
Entwickelt man zudem die Exponentialfunktion in (6.6) nach den atomaren Auslen-
kungen, la¨sst sich sich der Debye-Waller-Exponent in die Form
M(κ) = −
〈
Tτ
(
1 + iu‖ −
1
2
u2‖ − i
1
6
u3‖ +
1
24
u4‖ + · · ·
)
×
(
1−
∫ β
0
dτ H˜1(τ) +
1
2
∫ β
0
dτ1
∫ β
0
dτ2 H˜1(τ1) H˜1(τ2) + · · ·
)〉
0,conn(u)
(6.17)
bringen. Beru¨cksichtigt man, dass jede Phononenauslenkungmit einem und jeder Kopp-
lungskoeffizient n-ter Ordnung mit n Feldoperatoren A˜λ zu den Produkten beitragen
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und harmonische thermische Mittelwerte u¨ber eine ungerade Anzahl an Feldoperatoren
verschwinden, ergeben sich schließlich folgende Beitra¨ge:
M(κ) = +
1
2
〈u2‖〉0 − i〈u‖〉1 + i
1
6
〈u3‖〉1 (6.18)
+
1
2
〈u2‖〉1 +
1
2
〈u2‖〉2 −
1
24
〈u4‖〉1 −
1
24
〈u4‖〉2
= +
1
2
〈u2‖〉0 + i
∫ β
0
dτ1 〈Tτ u‖ V˜3(τ1)〉0 − i
1
6
∫ β
0
dτ1 〈Tτ u3‖ V˜3(τ1)〉0 (6.19)
−1
2
∫ β
0
dτ1 〈Tτ u2‖ V˜4(τ1)〉0 +
1
4
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ u2‖ V˜3(τ1) V˜3(τ2)〉0
+
1
24
∫ β
0
dτ1 〈Tτ u4‖ V˜4(τ1)〉0 −
1
48
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ u4‖ V˜3(τ1) V˜3(τ2)〉0
Die einzelnen Terme sollen nun ausgewertet werden.
6.1.2 Der harmonische Beitrag
Der harmonische Beitrag wird durch die Korrelationsfunktion
〈u2‖〉0 =
∑
λ1λ2
f(λ1) f(λ2) 〈A˜λ1A˜λ2〉0 (6.20)
erzeugt und entspricht einem Feynmangraphenmit zwei externen Phononenanschlu¨ssen
ohne Vertex:
Der hierbei auftretende thermische Mittelwert u¨ber die beiden Phononen-Feldopera-
toren fu¨hrt zur Impulserhaltung λ2 = −λ1 und kann dann als harmonischer Phononen-
propagator (1.132) identifiziert werden. Zusammen mit der Eigenschaft (1.75) der Eigen-
vektoren gilt fu¨r den Entwicklungsfaktor f(−λ1) = f∗(λ1). Somit folgt:
〈u2‖〉0 =
∑
λ1λ2
f(λ1) f(λ2) δλ1,−λ2 G0(λ1, 0) =
∑
λ1
f(λ1) f
∗(λ1) (2nλ1 + 1) (6.21)
Erneut wird bereits im Hinblick auf die Berechnungen der EXAFS-Kumulanten, in
der statt derQ-Vektoren die VerbindungsvektorenR zweier Nachbartome auftretenwer-
den, diese spezielle Notation gewa¨hlt. Dazu werden dieQ-Vektoren aus den Vorfaktoren
herausgezogen, um eine vonQ unabha¨ngige Korrelationsfunktion 〈uαuβ〉0 definieren zu
ko¨nnen:
〈u2‖〉0 =
∑
λ1
∑
α
Qα hα(λ1)
∑
β
Qβ h
∗
β(λ1) (2nλ1 + 1) (6.22)
=
∑
αβ
QαQβ 〈uαuβ〉0 (6.23)
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mit
〈uαuβ〉0 =
∑
λ1
hα(λ1)h
∗
β(λ1) (2nλ1 + 1) (6.24)
Die Temperaturabha¨ngigkeit dieser Korrelationsfunktion wird durch den Faktor
2nλ1+1 bestimmt. Mit Hilfe der Bose-Einstein-Besetzungszahl (1.91) kann man imHoch-
temperaturfall T →∞ fu¨r diesen Beitrag
2nλ1 + 1→
2kBT
h¯ωλ1
, (6.25)
approximieren, so dass hier die Korrelationsfunktion
〈uαuβ〉0 =
∑
λ1
hα(λ1)h
∗
β(λ1)
2kBT
h¯ωλ1
(T →∞) (6.26)
linear mit der Temperatur ansteigt. Im Tieftemperaturfall T → 0 dagegen strebt der Tem-
peraturfaktor
2nλ1 + 1→ 1 (6.27)
und damit auch die Korrelationsfunktion
〈uαuβ〉0 =
∑
λ1
hα(λ1)h
∗
β(λ1) (T → 0) (6.28)
gegen einen endlichen, konstantenWert.
Der Definition (6.24) ist leicht zu entnehmen, dass die Korrelation 〈uαuβ〉0 symme-
trisch in (α, β) ist. Zudem nimmt sie in der untersuchtenDiamant- und Zinkblendestruk-
tur Diagonalgestalt mit nur einer unabha¨ngigen Komponente an:
〈uαuβ〉0 = 〈u2α〉0 δαβ (6.29)
Damit la¨sst sich die Darstellung des harmonischen Beitrags zumDebye-Waller-Exponen-
ten vereinfachen:
〈u2‖〉0 = |Q|2〈u2α〉0 (6.30)
Er faktorisiert also in den Betrag des Impulsu¨bertragsvektors einerseits und die mittleren
quadratischen Auslenkung (MSD)
〈u2α〉0 = 〈(Qˆ · u)2〉0 (6.31)
andererseits. Die noch auftretende Abha¨ngigkeit von der Richtung Qˆ ist in kubischen
Materialien bedeutungslos, so dass der harmonische Debye-Waller-Faktor im Wesentli-
chen von der (entsprechend skalierten) Q-unabha¨ngigen MSD bestimmt wird. Fu¨r die
anharmonischen Beitra¨ge ist eine solche Darstellung dagegen nicht mo¨glich.
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6.1.3 Terme der Ordnung O(λ)
Der erste Term, der in erster Ordnung des Van Hove-Ordnungsparameters zum Debye-
Waller-Exponenten beitra¨gt, ist linear in u‖ und besitzt einen Vertex dritter Ordnung:
〈u‖〉1 = −
∫ β
0
dτ1 〈Tτ u‖ V˜3(τ1)〉0 (6.32)
= −
∑
λ1
f(λ1)
∑
λ2λ3λ4
V (λ2λ3λ4) (6.33)
×
∫ β
0
dτ1 〈Tτ [A˜λ1(0) A˜λ2(τ1) A˜λ3(τ1) A˜λ4(τ1)]〉0
Der dazugeho¨rige Feynmangraph nimmt folgende Gestalt an:
Es tritt eine (q = 0)-Linie auf, so dass aufgrund der Kristallsymmetrie davon auszuge-
hen ist, dass dieser Graphen keinen Beitrag zum Debye-Waller-Exponenten liefern wird
(siehe Abschnitt 1.3.1).
Die Korrelationsfunktion kann mit Hilfe des Wickschen Theorems und unter Beru¨ck-
sichtigung der Symmetrie von V bzgl. der Vertauschung seiner Parameter in drei a¨qui-
valente Terme zerlegt werden:
〈u‖〉1 = −3
∑
λ1λ2
f(λ1)V (−λ1 λ2−λ2)G0(λ2, 0)
∫ β
0
dτ1 G0(λ1,−τ1) (6.34)
Nach Ausfu¨hren der Integration erha¨lt man
〈u‖〉1 = −3
∑
α
Qα 〈uα〉1 (6.35)
mit
〈uα〉1 = 2
∑
λ1λ2
hα(λ1)V (−λ1 λ2−λ2) 2nλ2 + 1
h¯ωλ1
. (6.36)
Durch den Temperaturfaktor 2nλ2+1 ist das Temperaturverhalten analog zu dem von
〈u2‖〉0.
Der zweite Term der Ordnung O(λ) besitzt ebenfalls einen Vertex dritter Ordnung,
jedoch drei externe Phononenlinien:
〈u3‖〉1 = −
∫ β
0
dτ1 〈Tτ u3‖ V˜3(τ1)〉0 (6.37)
= −
∑
λ1λ2λ3
f(λ1) f(λ2) f(λ3)
∑
λ4λ5λ6
V (λ4 λ5 λ6) (6.38)
×
∫ β
0
dτ1 〈Tτ [A˜λ1(0) A˜λ2(0) A˜λ3(0) A˜λ4(τ1) A˜λ5(τ1) A˜λ6(τ1)]〉0
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Die Auswertung der Korrelationsfunktion u¨ber die sechs Phononen-Feldoperatoren er-
gibt eine Summe von 15 Produkten aus drei Phononen-Propagatoren, die in zwei Klassen
zerfa¨llt:
〈u3‖〉1 =− 6
∑
λ1λ2λ3
f(λ1) f(λ2) f(λ3)V (−λ1−λ2−λ3)
×
∫ β
0
dτ1 G0(λ1,−τ1)G0(λ2,−τ1)G0(λ3,−τ1)
− 9
∑
λ1
f(λ1) f(−λ1)G0(λ1, 0)
×
∑
λ2λ3
f(λ2)V (−λ2 λ3−λ3)G0(λ3, 0)
∫ β
0
dτ1 G0(λ2,−τ1)
(6.39)
Die erste Klasse wird durch sechs Summanden gebildet, die durch den Feynmangra-
phen
repra¨sentiertwerden ko¨nnen. Die zweite Klasse besteht aus neun a¨quivalenten Beitra¨gen,
die in den harmonischen Anteil (6.21) und den Term (6.34) faktorisieren. Sie entsprechen
dem nicht-zusammenha¨ngenden Feynmangraphen
und werden daher in der Entwicklung des Debye-Waller-Exponenten gema¨ß Abschnitt
1.3.2 nicht beru¨cksichtigt.
Nach Ausfu¨hren der Integration u¨ber die drei Phononen-Propagatoren ergibt sich fu¨r
die Korrelationsfunktion
〈u3‖〉1 = −6
∑
αβγ
QαQβQγ 〈uαuβuγ〉1 (6.40)
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mit
〈uαuβuγ〉1 = 2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)hγ(λ3)V
∗(λ1 λ2 λ3)
×
{
(nλ1 + 1)(nλ2 + 1)(nλ3 + 1)− nλ1nλ2nλ3
h¯(ωλ1 + ωλ2 + ωλ3)
+
(nλ1 + 1)(nλ2 + 1)nλ3 − nλ1nλ2(nλ3 + 1)
h¯(ωλ1 + ωλ2 − ωλ3)
+
(nλ1 + 1)(nλ3 + 1)nλ2 − nλ1nλ3(nλ2 + 1)
h¯(ωλ1 + ωλ3 − ωλ2)
+
(nλ2 + 1)(nλ3 + 1)nλ1 − nλ2nλ3(nλ1 + 1)
h¯(ωλ2 + ωλ3 − ωλ1)
}
.
(6.41)
Die Auswertungdes Temperaturfaktors ergibt fu¨r die Korrelationsfunktion 〈uαuβuγ〉1
im Hochtemperaturbereich eine quadratische T -Abha¨ngigkeit:
〈uαuβuγ〉1 = 2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)hγ(λ3)V
∗(λ1 λ2 λ3)
(2kBT )
2
h¯ωλ1 h¯ωλ2 h¯ωλ3
(6.42)
Im Tieftemperaturfall wird sie dagegen unabha¨ngig von T :
〈uαuβuγ〉1 = 2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)hγ(λ3)V
∗(λ1 λ2 λ3)
1
h¯(ωλ1 + ωλ2 + ωλ3)
(6.43)
6.1.4 Terme der Ordnung O(λ2)
In zweiter Ordnung des Van Hove-Ordnungsparameters geht zuerst der Beitrag mit zwei
externen Phononenlinien und einem Vertex vierter Ordnung
〈u2‖〉1 = −
∫ β
0
dτ1 〈Tτ u2‖ V˜4(τ1)〉0 (6.44)
= −
∑
λ1λ2
f(λ1) f(λ2)
∑
λ3...λ6
V (λ3 λ4 λ5 λ6) (6.45)
∫ β
0
dτ1 〈Tτ [A˜λ1(0) A˜λ2(0) A˜λ3(τ1) A˜λ4(τ1) A˜λ5(τ1) A˜λ6(τ1)]〉0
ein, der a¨hnlich dem Beitrag 〈u3‖〉1 nach Auswertung der Korrelationsfunktion im Inte-
granden in zwei Anteile zerfa¨llt:
〈u2‖〉1 =− 12
∑
λ1λ2λ3
f(λ1) f(λ2)V (−λ1−λ2 λ3−λ3)
× G0(λ3, 0)
∫ β
0
dτ1 G0(λ1,−τ1)G0(λ2,−τ1)
− 3
∑
λ1
f(λ1) f(−λ1)G0(λ1, 0)
×
∑
λ2λ3
V (λ2−λ2 λ3−λ3)G0(λ2, 0)G0(λ3, 0)
(6.46)
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Die erste Klasse besteht aus zwo¨lf a¨quivalenten Summanden, die durch den Feynman-
graphen
dargestellt werden ko¨nnen. Die drei Beitra¨ge zur zweiten Klasse faktorisieren in den har-
monischen Anteil 〈u2‖〉0 und einen Beitrag zur Vakuumamplitude:
Sie tragen damit nicht zum Debye-Waller-Exponenten bei (siehe Abschnitt 1.3.1).
Wertetman das relevante Integral aus, ergibt sich fu¨r die Korrelationsfunktion schließ-
lich:
〈u2‖〉1 = −12
∑
αβ
QαQβ 〈uαuβ〉1 (6.47)
mit
〈uαuβ〉1 =2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)V (−λ1−λ2 λ3−λ3)
× (2nλ3 + 1)
1
h¯2(ω2λ1 − ω2λ2)
(
h¯ωλ1 (2nλ2 + 1)− h¯ωλ2 (2nλ1 + 1)
) (6.48)
Fu¨r die Temperaturabha¨ngigkeit erha¨lt man im Falle T →∞
〈uαuβ〉1 = 2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)V (−λ1−λ2 λ3−λ3) (2kBT )
2
h¯ωλ1 h¯ωλ2 h¯ωλ3
, (6.49)
die Korrelationsfunktion weist hier also wieder eine quadratische T -Abha¨ngigkeit auf.
Im Falle T → 0 strebt sie wieder gegen einen endlichen, konstanten Wert:
〈uαuβ〉1 = 2
∑
λ1λ2λ3
hα(λ1)hβ(λ2)V (−λ1−λ2 λ3−λ3) 1
h¯(ωλ1 + ωλ2)
(6.50)
Der na¨chste Beitrag zum Debye-Waller-Exponenten besitzt sowohl zwei Vertices drit-
ter Ordnung, als auch zwei externe Phononenlinien und ist durch
〈u2‖〉2 =
1
2
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ u2‖ V˜3(τ1) V˜3(τ2)〉0 (6.51)
=
1
2
∑
λ1λ2
f(λ1) f(λ2)
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ [A˜λ1(0) A˜λ2(0) V˜3(τ1) V˜3(τ2)]〉0 (6.52)
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gegeben. Die Auswertung der Korrelationsfunktion u¨ber die acht Feldoperatoren mit
Hilfe desWickschen Theorems liefert eine Summe von 105 Produkten aus vier Phononen-
Propagatoren, die in mehrere Klassen eingeteilt werden ko¨nnen. Nur zwei davon ent-
sprechen zusammenha¨ngenden Feynmangraphen, so dass sich die Korrelationsfunktion
schließlich wie folgt darstellen la¨sst:
〈u2‖〉2 = 36
∑
αβ
QαQβ〈uαuβ〉2 (6.53)
mit
〈uαuβ〉2 = 〈uαuβ〉′2 + 〈uαuβ〉′′2 (6.54)
Beide beitragenden Klassen bestehen aus 36 Summanden. Die erste wird durch die Kor-
relationsfunktion
〈uαuβ〉′2 =
1
2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ3−λ4)V (−λ2 λ3 λ4)
×
∫ β
0
dτ1
∫ β
0
dτ2 G0(λ1,−τ2)G0(λ2,−τ1)G0(λ3, τ1 − τ2)G0(λ4, τ1 − τ2)
(6.55)
gebildet und kann durch den Feynmangraphen
dargestellt werden. Die Korrelationsfunktion der zweiten Klasse ist durch
〈uαuβ〉′′2 =
1
2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ2−λ3)V (λ3 λ4−λ4)
× G0(λ4, 0)
∫ β
0
dτ1
∫ β
0
dτ2 G0(λ1,−τ2)G0(λ2,−τ2)G0(λ3, τ1 − τ2)
(6.56)
gegeben und besitzt folgenden Feynmangraphen:
Auch hier tritt wieder eine Linie mit q = 0 auf. Aufgrund der Symmetrie des zugrun-
deliegenden Kristalls ist von diesem Graphen also ebenfalls kein Beitrag zum Debye-
Waller-Exponenten zu erwarten.
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Die Auswertung der Integrale in (6.55) und (6.56) liefert la¨ngere Ausdru¨cke, die nicht
explizit angegeben werden sollen, wohl aber ihr Verhalten im Hoch- bzw. Tieftempe-
raturregime. Im Hochtemperaturfall weisen beide Korrelationsfunktionen dieselbe qua-
dratische Temperaturabha¨ngigkeit auf:
〈uαuβ〉′2 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ3−λ4)V (−λ2 λ3 λ4)
× (2kBT )
2
h¯ωλ1 h¯ωλ2 h¯ωλ3 h¯ωλ4
(6.57)
〈uαuβ〉′′2 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ2−λ3)V (−λ3 λ4−λ4)
× (2kBT )
2
h¯ωλ1 h¯ωλ2 h¯ωλ3 h¯ωλ4
(6.58)
Im Tieftemperaturbereich streben beide unterschiedlichen konstantenWerten entgegen:
〈uαuβ〉′2 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ3−λ4)V (−λ2 λ3 λ4)
× h¯(ωλ1 + ωλ2 + ωλ3 + ωλ4)
h¯(ωλ1 + ωλ2) h¯(ωλ1 + ωλ3 + ωλ4) h¯(ωλ2 + ωλ3 + ωλ4)
(6.59)
〈uαuβ〉′′2 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)V (−λ1−λ2−λ3)V (−λ3 λ4−λ4)
× 1
h¯(ωλ1 + ωλ2) h¯ωλ3
(6.60)
Die u¨brigen Beitra¨ge der OrdnungO(λ2) bestehen aus vier externen Phononenlinien.
Der erste besitzt einen Vertex vierter Ordnung:
〈u4‖〉1 = −
∫ β
0
dτ1 〈Tτ u4‖ V˜4(τ1)〉0 (6.61)
= −
∑
λ1...λ4
f(λ1) f(λ2) f(λ3) f(λ4) (6.62)
×
∫ β
0
dτ1 〈Tτ [A˜λ1(0) A˜λ2(0) A˜λ3(0) A˜λ4(0) V˜4(τ1)]〉0
Die Auswertung der Korrelationsfunktion im Integranden ergibt mehrere unterschied-
liche Klassen. Die erste wird durch 24 a¨quivalente Terme gebildet und kann durch den
Feynmangraphen
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dargestellt werden. Alle anderen Klassen faktorisieren entweder mit Beitra¨gen zur Va-
kuumamplitude oder in nicht-zusammenha¨ngenden Feynmangraphen niedrigerer Ord-
nung mit externen Anschlu¨ssen. Diese du¨rfen in der hier durchgefu¨hrten Entwicklung
wieder nicht beru¨cksichtigt werden.
Die Korrelationsfunktion des einzigen beru¨cksichtigten Beitrags lautet somit:
〈u4‖〉1 = −24
∑
αβγδ
QαQβQγQδ 〈uαuβuγuδ〉1 (6.63)
mit
〈uαuβuγuδ〉1 =
∑
λ1...λ4
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2−λ3−λ4)
×
∫ β
0
dτ1 G0(λ1,−τ1)G0(λ2,−τ1)G0(λ3,−τ1)G0(λ4,−τ1)
(6.64)
Der sich nach Durchfu¨hren der Integration ergebende Ausdruck fu¨r den Tempera-
turfaktor soll aufgrund seiner La¨nge wieder nicht angegeben werden. Sein Verlauf bei
hohen Temperaturen folgt einer T 3-Abha¨ngigkeit:
〈uαuβuγuδ〉1 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2−λ3−λ4)
× (2kBT )
3
h¯ωλ1 h¯ωλ2 h¯ωλ3 h¯ωλ4
(6.65)
Im Tieftemperaturfall strebt er gegen den konstanten Wert:
〈uαuβuγuδ〉1 = 2
∑
λ1...λ4
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2−λ3−λ4)
× 1
h¯(ωλ1 + ωλ2 + ωλ3 + ωλ4)
(6.66)
Der zweite Beitrag mit vier externen Anschlu¨ssen besitzt zwei Vertices dritter Ord-
nung:
〈u4‖〉2 =
1
2
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ u4‖ V˜3(τ1) V˜3(τ2)〉0 (6.67)
=
1
2
∑
λ1...λ4
f(λ1) f(λ2) f(λ3) f(λ4) (6.68)
×
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ [A˜λ1(0) A˜λ2(0) A˜λ3(0) A˜λ4(0) V˜3(τ1) V˜3(τ2)]〉0
Auch hier wird wieder nur der durch einen zusammenha¨ngenden Feynmangraphen
repra¨sentierte Term beru¨cksichtigt, dessen Feynmandiagramm die Form
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annimmt. Der dazugeho¨rige Term besteht aus 216 a¨quivalenten Beitra¨gen, so dass sich
fu¨r seine dazugeho¨rige Korrelationsfunktion
〈u4‖〉2 = 216
∑
αβγδ
QαQβQγQδ 〈uαuβuγuδ〉2 (6.69)
mit
〈uαuβuγuδ〉2 =
1
2
∑
λ1...λ5
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2 λ5)V (−λ3−λ4−λ5)
×
∫ β
0
dτ1
∫ β
0
dτ2 G0(λ1,−τ1)G0(λ2,−τ1)G0(λ3,−τ2)G0(λ4,−τ2)G0(λ5, τ1 − τ2)
(6.70)
ergibt. Das Verhalten des wiederum la¨ngeren Temperaturfaktors im Hoch- bzw. Tieftem-
peraturregime ist wie folgt gegeben: Fu¨r T → ∞ erha¨lt man ebenfalls eine kubische
T -Abha¨ngigkeit
〈uαuβuγuδ〉2 =2
∑
λ1...λ5
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2 λ5)V (−λ3−λ4−λ5)
× (2kBT )
3
h¯ωλ1 h¯ωλ2 h¯ωλ3 h¯ωλ4 h¯ωλ5
,
(6.71)
wa¨hrend fu¨r T → 0 ein konstanter Wert angestrebt wird:
〈uαuβuγuδ〉2 =2
∑
λ1...λ5
hα(λ1)hβ(λ2)hγ(λ3)hδ(λ4)V (−λ1−λ2 λ5)V (−λ3−λ4−λ5)
× h¯(ωλ1 + ωλ2 + ωλ3 + ωλ4 + ωλ5)
h¯(ωλ1 + ωλ2 + ωλ3 + ωλ4) h¯(ωλ1 + ωλ2 + ωλ5) h¯(ωλ3 + ωλ4 + ωλ5)
(6.72)
6.1.5 Beitra¨ge zum Debye-Waller-Exponenten
Damit ko¨nnen die beitragenden Terme zum Debye-Waller-Exponenten angegeben wer-
den. Fasst man die Faktoren, die sich durch a¨quivalente Feynmandiagramme jedes ein-
zelnen Beitrags ergeben, mit den Vorfaktoren der Entwicklung der Exponentialfunktion
in (6.17) zusammen, ergibt sich:
Die harmonische Korrelation 12〈u2‖〉0 erzeugt den Beitrag
M0(κ) =
1
2
∑
αβ
QαQβ 〈uαuβ〉0 (6.73)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.24).
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Die Korrelation−i〈u‖〉1 wird durch die Anharmonizita¨t V3 bestimmt und erzeugt den
Beitrag
M(κ) = i · 3
∑
α
Qα 〈uα〉1 (6.74)
mit der darin auftretenden Korrelationsfunktion (6.36).
Die Korrelation i16〈u3‖〉1 wird ebenfalls durch V3 bestimmt und erzeugt den Beitrag
M(κ) = −i ·
∑
αβγ
QαQβQγ 〈uαuβuγ〉1 (6.75)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.41).
Die Korrelation 12 〈u2‖〉1 wird durch V4 bestimmt und erzeugt den Beitrag
M(κ) = −6
∑
αβ
QαQβ 〈uαuβ〉1 (6.76)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.48).
Die Korrelation 12 〈u2‖〉2 wird durch V 23 bestimmt und erzeugt den Beitrag
M(κ) = 18
∑
αβ
QαQβ 〈uαuβ〉2 (6.77)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.54).
Die Korrelation− 124〈u4‖〉1 wird wiederum durch V4 bestimmt und erzeugt den Beitrag
M(κ) =
∑
αβγδ
QαQβQγQδ 〈uαuβuγuδ〉1 (6.78)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.64).
Die Korrelation − 124〈u4‖〉2 schließlich wird durch V 23 bestimmt und erzeugt den Bei-
trag
M(κ) = −9
∑
αβγδ
QαQβQγQδ 〈uαuβuγuδ〉2 (6.79)
mit der darin auftretenden Mehrfach-Korrelationsfunktion (6.70).
6.2 Numerische Auswertung der Korrelationsfunktionen
Zur Berechnung der im vorigen Abschnitt hergeleiteten Korrelationsfunktionen werden
neben den harmonischen Eigenfrequenzen- und vektoren, die in Kapitel 3 behandelt
wurden, die Kopplungskoeffizienten V (λ1 . . . ) beno¨tigt. Diese beruhen nach (1.98) auf
den anharmonischen Kopplungstensoren, die durch das in Kapitel 4 vorgestellte Ver-
fahren an jedem beliebigen Ort des reziproken Raums zuga¨nglich sind und im vorigen
Kapitel einem eingehenden Test unterzogen wurden.
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Die einzelnen Betra¨ge, die in den Debye-Waller-Exponenten eingehen, bestehen aus
Korrelationsfunktionen u¨ber Potenzen des Produktes Q · u. Der Vektor Q ist Element
des reziproken Raums, der durch die Basisvektoren (1.9) aufgespannt wird, und damit
abha¨ngig von der Gitterkonstante a. Diese ist in der anharmonischen Theorie eine tem-
peraturabha¨ngige Gro¨ße gema¨ß (5.23) und wurde ebenfalls im vorigen Kapitel berech-
net. Wa¨hlt man im Experiment bzw. in den Rechnungen einen fest vorgegebenen Vektor
(Qx, Qy, Qz) des reziproken Raums in der Einheit [2pi/a(T )] als Impulsu¨bertragsvektor,
so wird dieser seinerseits temperaturabha¨ngig, was in den Rechnungen ebenfalls beru¨ck-
sichtigt werden muss.
Im Folgenden wird auf die Vorgehensweise bei der Berechnung der einzelnen Bei-
tra¨ge zum Debye-Waller-Exponenten eingegangen. Beru¨cksichtigung ko¨nnen dabei nur
jene Terme finden, die mit Hilfe der kubischen Ortsraum-Kraftkonstanten bestimmbar
sind. Neben dem harmonischen Beitrag ko¨nnen also nur solche berechnet werden, die
in Sto¨rungstheorie erster Ordnung durch V3 und in Sto¨rungstheorie zweiter Ordnung
durch V 23 gegeben sind. Terme, in die V4 eingeht, sind mangels quartischer Kraftkonstan-
ten bereits nicht mehr ermittelbar.
6.2.1 Der harmonische Beitrag
In den harmonischen Beitrag gehen lediglich die harmonischen Eigenwerte und -vek-
toren, nicht jedoch die kubischen Kraftkonstanten ein. Die Korrelationsfunktion (6.24)
erfordert eine Summation u¨ber die komplette erste Brillouin-Zone und damit auch die
Kenntnis der dazugeho¨rigen harmonischen Daten. Zu diesem Zweck wurden diese wie
schon bei der Berechnung der Gru¨neisen-Konstanten auf einer 16×16×16-Mesh berech-
net und entsprechend aufsummiert.
6.2.2 Terme der Ordnung O(λ)
Der erste Term der Ordnung O(λ) ist durch (6.36) gegeben und wird durch V3 bestimmt.
Durch die dynamische Matrix (1.101) geht gema¨ß (1.98) eine Bornsche Deltafunktion in
denKopplungskoeffizientenV (−λ1 λ2−λ2) ein und liefert die Bedingung−q1+q2−q2 =
0 fu¨r die auftretenden q-Vektoren, also q1 = 0. Dadurch reduziert sich die auftretende
Doppel- zu einer Einfach-Summation:
〈uα〉1 = 2
3s∑
j1=4
hα(0j1)
h¯ω(0j1)
∑
q2j2
V (0j1 q2j2−q2j2) (2n(q2j2) + 1) (6.80)
Dass die Kopplung der akustischen Moden am Γ-Punkt verschwindet, wird numerisch
grundsa¨tzlich besta¨tigt. Dennoch sind vor allem bei Berechnungen zur Zinkblende-Struk-
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tur Divergenzen durch die verschwindenden Eigenfrequenzen der langwelligen akusti-
schen Moden in Kombination mit numerisch unumga¨nglichen Ungenauigkeiten bei den
kubischen Ortsraum-Kraftkonstanten trotz aufgepra¨gter Translationsinvarianz mo¨glich.
Durch die Beschra¨nkung der obigen Summation auf die optischen Zweige wird dieses
Problem umgangen.
Wie bereits bei der Analyse des zugeho¨rigen Feynmandiagramms vorhergesagt, ver-
schwindet die Korrelation 〈uα〉1 numerisch. Grund hierfu¨r sind die Symmetrieeigen-
schaften der Eigenfrequenzen- und vektoren einserseits, sowie die der Kopplungstenso-
ren der zugrundeliegenden Diamant- und Zinkblende-Struktur andererseits. Daher wer-
den diese Beitra¨ge im Folgenden nicht mehr beru¨cksichtigt.
Der zweite Term der OrdnungO(λ) ist durch (6.41) gegeben und beinhaltet ebenfalls
eine durch V3 besimmte Anharmonizita¨t. Der Kopplungskoeffizient V (λ1 λ2 λ3) liefert
wieder eine Bedingungen fu¨r die q-Vektoren (q1 + q2 + q3 = 0) und reduziert somit die
Dreifach- auf eine Doppelsummation:
〈uαuβuγ〉1 =
∑
q2q3
j1j2j3
hα(−q2 − q3j1)hβ(q2j2)hγ(q3j3)V ∗(−q2 − q3j1 q2j2 q3j3)
× nT (−q2 − q3j1,q2j2,q3j3)
(6.81)
Der TemperaturfaktornT , sowie seineHoch- bzw. Tieftemperaturna¨herungenwurden im
vorigen Abschnitt angegeben. Die durchzufu¨hrende Summation u¨ber zwei unabha¨ngige
q-Vektoren erho¨ht den Berechnungsaufwand im Vergleich zum harmonischen Beitrag
erheblich, sodass die Rasterung der Brillouin-Zone auf eine (8 × 8 × 8)2-Mesh reduziert
werden musste.
6.2.3 Terme der Ordnung O(λ2)
Die Terme der Ordnung O(λ2) werden durch V 23 bestimmt. Im Term (6.55) liefern die
beiden Kopplungskoeffizienten die Bedingungen − q1 + q3 + q4 = 0 und − q1 − q3 −
q4 = 0 und reduzieren die auftretende Vierfach-Summe in eine u¨ber zwei unabha¨ngige
q-Vektoren. Zusammen mit der Vertauschbarkeit der Argumente von V (λ1 λ2 λ3) und
der Eigenschaft V (−λ1−λ2−λ3) = V ∗(λ1 λ2 λ3) ergibt sich schließlich:
〈uαuβ〉′2 =
1
2
∑
q1q2
j1j2j3j4
hα(q1j1)hβ(−q1j2)V (−q1 − q2j4 q1j2 q2j3)V ∗(−q1 − q2j4 q1j1 q2j3)
× n′T (q1j1,−q1j2,q2j3,−q1 − q2j4)
(6.82)
Der Besetzungsfaktor n′T wurde fu¨r den Hoch- bzw. Tieftemperaturfall im vorigen Ab-
schnitt angegeben.
6.2. NUMERISCHE AUSWERTUNGDER KORRELATIONSFUNKTIONEN 121
Der dazu verwandte Term (6.56) liefert die beiden Bedingungen q3+q4−q4 = 0 und
− q1 − q2 − q3 = 0, die auf die Korrelation
〈uαuβ〉′′2 =
1
2
∑
q1q2
j1j2j3j4
hα(q1j2)hβ(−q1j2)V (0j3 q2j4−q2j4)V (0j3 q1j2−q1j1)
× n′′T (q1j1,−q1j2,0j3,q2j4)
(6.83)
fu¨hren. Durch die am Γ-Punkt verschwindende Kopplung der akustischen Zweige kann
die Summation u¨ber den Zweigindex j3 wieder auf die optischenModen beschra¨nkt wer-
den. Der Temperaturfaktor n′′T wurde ebenfalls im vorigen Kapitel fu¨r das Hoch- und
Tieftemperaturregime angegeben. Dieser Beitrag verschwindet numerisch aufgrund der
Kristallsymmetrie der Diamant- und Zinkblende-Struktur, wie schon bei der Analyse des
entsprechenden Feynmangraphen vorhergesagt wurde.
Der letzte beru¨cksichtigte Term ist durch (6.70) gegeben. Die beiden auftretenden
Kopplungskoeffizienten liefern − q1− q2+ q5 = 0 und − q3− q4− q5 = 0, wodurch die
Fu¨nffach- in eine Dreifachsumme u¨ber q-Vektoren der ersten Brillouin-Zone vereinfacht
wird:
〈uαuβuγuδ〉2 =
∑
q1q2q3
j1j2j3j4j5
hα(q1j1)hβ(q2j2)hγ(q3j3)hδ(−q1 − q2 − q3j4)
× V ∗(−q1 − q2j5 q1j1 q2j2)V ∗(−q1 − q2 − q3j4 q3j3 q1 + q2j5)
× nT (q1j1,q2j2,q3j3,−q1 − q2 − q3j4,q1 + q2j5)
(6.84)
Dies reduziert den Rechenaufwand zwar erheblich, dennoch war eine weitere Verklei-
nerung der verwendeten Mesh auf (6 × 6 × 6)3 aufgrund begrenzter Systemressourcen
erforderlich.
Alle auftretenden Gro¨ßen sind periodisch mit dem reziproken Gittervektor G und
ko¨nnen bei q-Vektoren, die außerhalb der ersten Brillouin-Zone liegen, durch die Ver-
schiebung q → q + G wieder dorthin zuru¨ckgefaltet werden. Dadurch ist es mo¨glich,
sich bei den numerischen Rechnungen auf Gro¨ßen, die auf einer Mesh der ersten Bril-
louinzone berechnet wurden, zu beschra¨nken. Die ebenfalls beno¨tigten Gro¨ßen, die von
q-Vektoren außerhalb der Brillouin-Zone abha¨ngen, ko¨nnen dann leicht zu den bereits
ermittelten in Beziehung gesetzt werden. Diese Vereinfachung ist Grundvoraussetzung
fu¨r die Durchfu¨hrbarkeit der Rechnungen, da der numerische Aufwand ansonsten leicht
jeden vernu¨nftigen Rahmen sprengen wu¨rde.
Hier zeigte sich, dass die mit dem Programm abinit erzeugten Eigenvektoren bei
den Berechnungen der Kopplungskoeffizienten bessere Eigenschaften aufwiesen. Das
durch sie erzeugte
”
numerische Rauschen“ bei Termen, die analytisch eigentlich ver-
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schwindenmu¨ssen, lag ummehrere Gro¨ßenordnungen unter dem, das durch die pwscf-
Eigenvektoren generiert wurde. Daher wurden die imWeiteren pra¨sentierten Ergebnisse
mit abinit erzeugt.
Durch den Einsatz a¨quidistanter Netze im reziproken Raum sto¨ßt man auf Probleme,
wenn die Nenner in den Besetzungszahlen, die bisweilen aus Eigenfrequenzdifferenzen
bestehen, verschwinden und so schließlich zu Singularita¨ten fu¨hren. Diese Schwierigkei-
ten werden durch die Verwendung von analytischen Grenzformeln der Form
nλi − nλj
ωλi − ωλj
= −βh¯ nλi(nλi + 1) fu¨r ωλj → ωλi (6.85)
umgangen.
6.2.4 Ergebnisse
Im Folgendenwerden die numerischen Ergbnisse zu den einzelnen Beitra¨gen des Debye-
Waller-ExponentenM(κ) fu¨r die Materialien Si, Ge und GaAs pra¨sentiert. Zudem wer-
den die entsprechenden Realteile der DWE, die fu¨r die temperaturbedingte Abnahme
der Streuintensita¨ten verantwortlich sind, mit experimentellen Daten verglichen.
Si
In Abbildung 6.1 (a) ist der harmonische Beitrag zum Debye-Waller-Faktor (6.73) fu¨r Si
dargestellt. Als Impulsu¨bertragsvektorwurdeQ = (7, 7, 7) in der temperaturabha¨ngigen
Einheit [2pi/a(T )] gewa¨hlt. Auf eine Q-unabha¨ngige Beschreibung auf Basis der mittle-
ren quadratischen Auslenkungen (6.31) wurde verzichtet, da sich die anharmonischen
Beitra¨ge nicht in gleicher Weise behandeln lassen.
Fu¨r hohe Temperaturen na¨hert sich der durch den quantenmechanischen Tempera-
turfaktor bestimmte Verlauf asymptotisch dem Limes (6.26) an, fu¨r tiefe erreicht er ent-
sprechend denWert des Tieftemperatur-Limes (6.28). Im betrachteten Temperaturbereich
von 0 bis 650K u¨bt der quantenmechanische Nullpunktseffekt einen nicht vernachla¨ssig-
baren Einfluss aus und erreicht mit einemWert von 0.24 etwa 19% vom hier betrachteten
Maximalwert von 1.25 bei 650K. Diese und alle anderen hier angegebenen Werte der
Beitra¨ge des Debye-Waller-Exponenten von Si und den anderen betrachtetenMaterialien
sind am Ende des Kapitels in Tabelle 6.1 zusammengefasst.
Durch den symmetriebedingten Wegfall von (6.74) liefert (6.75) den einzigen Beitrag
der Ordnung O(λ) zum Debye-Waller-Exponenten. Er ist rein imagina¨r und negativ. In
Abbildung 6.1 (b) ist dieser Imagina¨rteil neben dem entsprechendenHoch- bzw. Tieftem-
peraturverhalten wiedergegeben. Im Bereich bis 650K hat sich das quantenmechanische
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Abbildung 6.1: Beitra¨ge zum Debye-Waller-Exponenten von Si bei einem Impulsu¨ber-
tragsvektor von Q = (7, 7, 7) in der Einheit [2pi/a(T )]: Harmonisch (a), durch 〈∆u3‖〉1
erzeugter Imagina¨rteil (b), sowie durch 〈∆u2‖〉2 (c) und 〈∆u4‖〉2 (d) erzeugt. Die durchge-
zogenen Linien zeigen das quantenmechanische Ergebnis zusammen mit dem jeweili-
gen Hoch- bzw. Tieftemperatur-Limes (gepunktete Linien)
Ergebnis dem erwarteten T 2-Verhalten bereits sehr gut angena¨hert und erreicht schließ-
lich einenWert von−2.06 ·10−2, der etwa zwei Gro¨ßenordnungen unter dem des harmo-
nischen Beitrags liegt. Der Tieftemperatur-Limes ist weniger ausgepra¨gt als im harmoni-
schen Fall und liefert mit−8.42·10−4 nur noch etwa 4% des betrachtetenMaximalwertes.
Den ersten Beitrag der Ordnung O(λ2) stellt (6.77) dar und wird durch die Korrela-
tionsfunktionen (6.55) und (6.56) bestimmt. Letzterer verschwindet wieder symmetrie-
bedingt. Den quantenmechanischen Verlauf zusammen mit seinen Hoch- und Tieftem-
peraturverhalten zeigt Abbildung 6.1 (c). Er weist bei ho¨heren Temperaturen schnell die
erwartete T 2-Abha¨ngigkeit auf und nimmt bei T = 650K den Wert 2.91 · 10−2 an. Dieser
Wert besitzt damit in etwa dieselben Gro¨ßenordnung wie der Imagina¨rteil der vorheri-
gen Korrelationsfunktion. Jedoch ist der Einfluss der Tieftemperaturregimes nicht mehr
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so stark ausgepra¨gt und erreicht mit 5.76 · 10−4 nur noch etwa 2% des Maximalwertes.
Der Beitrag (6.76), der durch V4 bestimmt ist und daher mit den in dieser Arbeit ver-
wendeten Methoden nicht berechnet werden kann, sollte Werte vergleichbarer Gro¨ßen-
ordnung liefern.
Den letzten numerisch auswertbaren Term stellt (6.79) dar. Sein Hochtemperaturver-
halten wurde in Abbildung 6.1 (d) zusammen mit dem Tieftemperatur-Limes aufgetra-
gen. Auf die Berechnung des exakten quantenmechanischen Verlaufs wurde aufgrund
des erheblichen Aufwandes verzichtet. Gerechtfertigt ist diese Vorgehensweise durch
den verschwindend geringen Wert des Tieftemperatur-Limes von −9.88 · 10−15, der nur
noch 0.4% des Hochtemperaturwerts von −2.24 · 10−12 betra¨gt. Dadurch fa¨llt der exakte
Verlauf auch im Tieftemperaturbereich praktisch mit der Hochtemperaturna¨herung, die
eine T 3-Abha¨ngigkeit aufweist, zusammen.
Die zugeho¨rigenWerte sind negativ, so dass sie die durch 〈u2‖〉2 erzeugte Anharmoni-
zita¨t wieder etwas abschwa¨chen, liegen jedoch im Vergleich um zehn Gro¨ßenordnungen
darunter. Es ist also davon auszugehen, dass das anharmonische Verhalten durch die
hier betrachteten Terme praktisch erscho¨pfend beschrieben wird und alle weiteren durch
die Entwicklung erzeugten Beitra¨ge dagegen vernachla¨ssigt werden ko¨nnen. Lediglich
der durch die Anharmonizita¨t V4 bestimmte Beitrag (6.78) du¨rfte einen vergleichbaren
Einfluss wie 〈u2‖〉2 auf das Ergebnis ausu¨ben. Es ist jedoch nicht klar, ob er den anharmo-
nischen Effekt weiter versta¨rkt oder wieder da¨mpft.
In Abbildung 6.2 ist der Realteil des Debye-Waller-Exponenten, der in Streuexperi-
menten die temperaturabha¨ngige Da¨mpfung verursacht, aufgetragen. Das Ergebnis, das
durch eine rein harmonische Rechnung unter Vernachla¨ssigung der Gitterausdehnung
erzielt wurde, wird sowohl dem harmonischen Beitrag unter Beru¨cksichtigung der Git-
terausdehnung, als auch dem durch die Anharmonizita¨t V 23 korrigierten Ergebnis ge-
genu¨bergestellt. Die Anharmonizita¨t V3 spielt dagegen keine Rolle, da sie lediglich im
Imagina¨rteil des Debye-Waller-Exponenten auftritt.
Ha¨lt man den Vektor Q im Impulsraum fest, so bewirkt die Gitterausdehnung eine
effektive Reduzierung des Impulsu¨bertrags. Dementsprechend verursacht dieser Effekt
eine zunehmende Verkleinerung des Debye-Waller-Exponenten im Vergleich zum rein
harmonisch berechneten Ergebnis, bei dem die Gitterkonstante prinzipiell unabha¨ngig
von der Temperatur ist. Der Einfluss ist jedoch a¨ußerst minimal: Wa¨hrend man am Null-
punkt keine Unterschiede erkennen kann, bela¨uft sich die Differenz bei T = 650K auf
lediglich 0.6% zwischen dem harmonischen Beitrag und dem, der unter Beru¨cksichti-
gung der Gitterausdehnung ermittelt wurde, die Werte von 1.258 bzw. 1.251 annehmen.
Die anharmonischen Beitra¨gewerden durch die Korrelationsfunktion 〈u2‖〉2 dominiert
und vergro¨ßern daher den Debye-Waller-Exponenten im Vergleich zum harmonischen
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Abbildung 6.2: Der Realteil des Debye-Waller-Exponenten von Si. Berechnet mit Hilfe
des harmonischen Beitrags (durchgezogene Linie) und mit Beru¨cksichtigung der An-
harmonizita¨t V 2
3
(gestrichelte Linie), sowie rein harmonisch durch Vernachla¨ssigung der
Gitterausdehnung (gepunktete Linie). Experimentelle Daten nach [2, 11, 59]
Ergebnis. Sie bilden damit einen der Gitterausdehnung entgegenwirkenden Effekt und
u¨berkompensierendiesen, so dass der anharmonische Debye-Waller-Exponentmit einem
Wert von 1.280 bei T = 650K um 1.7% u¨ber dem rein harmonischen Beitrag liegt. Der mit
Hilfe der harmonischen, die Gitterausdehnung beru¨cksichtigendenKorrelationsfunktion
erzielte Wert wird um 2.3% u¨bertroffen. Da der anharmonische Effekt also sehr gering
ausfa¨llt, wird der Verlauf im Hochtemperatur-Regime hauptsa¨chlich durch die harmoni-
sche Korrelationsfunktion bestimmt und ist daher nach wie vor praktisch linear.
Die eingetragenen experimentellen Daten wurden aus Angaben zu den mittleren
quadratischen Auslenkungen errechnet und beziehen sich daher auf den harmonischen
Beitrag zum Debye-Waller-Exponenten. Durch die insbesondere bei tiefen Temperaturen
nur sehr gering ausgepra¨gten Anharmonizia¨ten im Vergleich zur Streuung der verfu¨gba-
ren experimentellen Daten stellt dies jedoch keine Einschra¨nkung dar. Der Wert bei 92K
entstammt einem Ro¨ntgenbeugungsversuch [2], der bei Zimmertemperatur basiert auf
dem von [11] empfohlenen Wert. Die Messreihe von 85 bis 290K wurde im Rahmen ei-
nes Neutronenstreuexperiments ermittelt [59]. Es ergibt sich eine gute U¨bereinstimmung
mit den hier berechneten theoretischen Werten.
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Abbildung 6.3:Wie Abb. 6.1, jedoch Beitra¨ge zum Debye-Waller-Exponenten von Ge
Ge
Fu¨r Ge wurden entsprechende Rechnungen durchgefu¨hrt. Es gelten imWesentlichen die
gleichen qualitativen Schlussfolgerungen wie fu¨r Si. Die harmonische Korrelationsfunk-
tion weist gema¨ß Abbildung 6.3 (a) ebenfalls einen linearen Verlauf auf und besitzt einen
Nullpunktseffekt von 0.15. Damit ist dieser mit einer Gro¨ße von nur 11% des Maximal-
wert von 1.36 bei 650Kweniger ausgepra¨gt als bei Si. Der Maximalwert liegt bei Ge aller-
dings ho¨her, so dass insgesamt eine sta¨rkere Debye-Waller-Da¨mpfung des Streusignals
zu erwarten ist.
Der durch 〈u3‖〉1 erzeugte Beitrag weist ebenfalls eine quadratische Abha¨ngigkeit von
der Temperatur auf, wie der Abbildung 6.3 (b) zu entnehmen ist, und ist wie bei Si ne-
gativ. Der Nullpunktseffekt betra¨gt mit −3.78 · 10−4 etwa 1.2% des Maximalwerts von
3.20 · 10−2. Im Vergleich zu Si liegt dieser Maximalwert um etwa 50% ho¨her, die Anhar-
monizita¨t ist bei Ge also sta¨rker ausgepra¨gt.
Besta¨tigung findet diese Beobachtung bei dem durch die Korrelationsfunktion 〈u2‖〉2
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Abbildung 6.4: Wie Abb. 6.2, jedoch Realteil des Debye-Waller-Exponenten von Ge. Ex-
perimentelle Daten nach [11, 59]
erzeugten Beitrag (s. Abb 6.3 (c)). Der Maximalwert bei 650K liegt bei Ge mit 3.95 · 10−2
wiederum um etwa 36% u¨ber dem von Si. Der Nullpunktseffekt ist mit 2.57 · 10−4 aber
ebenfalls wieder weniger ausgepra¨gt und erreicht nur etwa 0.6% des Maximalwertes.
Bei der 〈u4‖〉2-Korrelation bietet sich das gleiche Bild (s. Abb. 6.3 (d)): Der Restwert am
Temperaturnullpunkt ist mit −3.04 · 10−15 im Vergleich zum Maximalwert von −3.77 ·
10−12 verschwindend gering. Daher wurde auch in diesem Fall auf die Berechnung des
quantenmechanisch exakten Temperaturfaktors verzichtet und zur Reduzierung des nu-
merischen Aufwands lediglich der Hochtemperaturfall verwendet.
Der Debye-Waller-Exponent in Abbildung 6.4 weist auch bei Ge einen im Wesentli-
chen linearen Verlauf auf, auch wenn der anharmonische Einfluss gro¨ßer als bei Si ist:
Das anharmonische Resultat (1.398) u¨bertrifft hier das harmonische (1.359) um 2.9%.
Die aufgetragenen experimentellen Daten wurden wieder aus Angaben zur mittle-
ren quadratischen Auslenkung ermittelt. Die Messreihe im Bereich von 85 bis 290K ent-
stammt einem Neutronenstreuexperiment [59] und deutet auf einen steileren Verlauf des
Debye-Waller-Exponenten im Vergleich zum theoretischen Ergebnis hin. Durch den von
[11] empfohlenen Messpunkt bei Zimmertemperatur wird dieser Umstand jedoch wie-
der etwas relativiert. Die U¨bereinstimmung von Theorie und Experiment ist daher als
zufriedenstellend zu beurteilen.
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Abbildung 6.5: Wie Abb. 6.1, jedoch Beitra¨ge zum Debye-Waller-Exponenten von GaAs.
Verla¨ufe fu¨r Ga (durchgezogene Linien) und As (gestrichelte Linien), sowie die Hoch-
bzw. Tieftemperaturfa¨lle (gepunktete Linien)
GaAs
Bei GaAs sind die beiden Untergitter nicht mehr a¨quivalent, so dass die entsprechenden
Atomsorten gesondert betrachtet werden mu¨ssen. Im Wesentlichen ergeben sich jedoch
auch hier die gleichen qualitativen Aussagen, wie sie bereits bei Si und Ge getroffen wer-
den konnten.
Die in Abbildung 6.5 (a) dargestellten harmonischen Korrelationsfunktionen weisen
sowohl fu¨r Ga als auch fu¨r As einen linearen Verlauf im Hochtemperaturbereich auf, wo-
bei erstere eine gro¨ßere Steigung besitzt. Bei 650K erreicht die Korrelationsfunktion fu¨r
Ga folglich einen Wert von 1.50, die fu¨r As lediglich 1.28. Damit wird die Da¨mpfung der
Streuintensita¨t bei Ga gro¨ßer sein als die von Ge, wa¨hrend die Da¨mpfung bei As zwi-
schen der von Ge und Si liegen sein sollte. Die Werte am Temperaturnullpunkt betragen
0.17 bzw. 0.15 und erreichen damit etwa 11% bzw. 12% der jeweiligen Maximalwerte.
Die durch V3 bestimmten anharmonischen Korrelationsfunktionen werden in Abbil-
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dung 6.5 (b) dargestellt. Beide weisen eine quadratische Temperaturabha¨ngigkeit auf,
besitzen jedoch unterschiedliche Vorzeichen. Fu¨r das erste Untergitter sind die Werte in
U¨bereinstimmung mit den Berechnungen bei Si und Ge, die ebenfalls mit κ = 1 durch-
gefu¨hrt wurden, negativ. Im Falle der Atomsorte As, die dagegen auf dem Untergitter
κ = 2 sitzt, wird die Korrelationsfunktion positiv. Bei 650K besitzt sie einen Wert von
1.25 · 10−2 und ist damit vom Betrag her um 40% niedriger als der entsprechende Wert
von Si. Ga dagegen weist einen im Vergleich zu Ge fast doppelt so großen Maximal-
wert von −7.01 · 10−2 auf. Der Nullpunktseffekt besitzt im Falle von Ga einen Wert von
−6.21 · 10−4, bei As 2.70 · 10−4, was 0.8% bzw. 2.1% der zugeho¨rigen Maximalwerte
entspricht.
Die durch 〈u2‖〉2 erzeugten Beitra¨ge in Abbildung 6.5 (c) sind dagegen wieder bei-
de positiv und besitzen ein T 2-Abha¨ngigkeit im Hochtemperatur-Regime. Die Werte bei
T = 650K betragen 6.27 · 10−2 und 3.51 · 10−2 fu¨r Ga bzw. As, die bei T = 0K erreichen
mit 3.97 · 10−4 und 2.26 · 10−4 nur etwa 0.6% der jeweiligen Maximalwerte. Der Null-
punktseffekt bei GaAs ist damit in etwa so ausgepra¨gt wie bei Ge. Der Maximalwert von
Ga u¨bertrifft dagegen den von von Ge wieder um mehr als die Ha¨lfte, wa¨hrend sich die
Anharmonizita¨t von As zwischen der von Si und Ge einreiht.
Die in Abbildung 6.5 (d) aufgetragenen 〈u4‖〉2-Beitra¨ge sind in U¨bereinstimmung mit
Si und Ge negativ. Die Maximalwerte betragen fu¨r Ga bzw. As −9.00 · 10−12 und −1.83 ·
10−12, wa¨hrend der Nullpunktseffekt ebenfalls verschwinden gering ist: Mit−6.27·10−15
und−2.01 · 10−15 erreichen sie gerade einmal etwa 0.1% der Maximalwerte. Auf eine ex-
akte Berechnung des Temperaturfaktors wurde daher auch hier verzichtet, so dass aus-
schließlich der Hochtemperaturfall Verwendung fand.
Die Realteile der Debye-Waller-Exponenten sind in Abbildung 6.6 dargestellt. Durch
den im Vergleich geringen Einfluss der Anharmonizita¨ten weisen sie ebenfalls einen im
Wesentlichen linearen Verlauf und erreichen bei 650K im harmonischen Fall 1.505 (Ga)
bzw. 1.281 (As). Die um die Anharmonizita¨t V 23 korrigierten Werte liegen mit 1.568 und
1.316 um 4.2% bzw. 2.7% daru¨ber. Damit besta¨tigt sich die bereits gea¨ußerte Vermutung:
Die Debye-Waller-Da¨mpfung vonGa u¨bertrifft die der u¨brigenMaterialien, wa¨hrend sich
die von As u¨ber der von Si und unter der von Ge einreiht. Gleiches gilt fu¨r den Einfluss
der Anharmonizita¨ten.
Die eingetragenen experimentellen Datenpunkte bei Zimmertemperatur wurden aus
Angaben zu den mittleren quadratischen Auslenkungen aus einem Ro¨ntgenstreuexpe-
riment [73] errechnet. Der Wert fu¨r Ga stimmt hervorragend mit dem theoretischen Er-
gebnis u¨berein, der fu¨r As deutet dagegen auf einen etwas flacheren Verlauf hin. Insbe-
sondere besta¨tigt das experimentelle Ergebnis jedoch, dass die DWE-Werte fu¨r Ga u¨ber
denen von As liegen.
130 KAPITEL 6. DER DEBYE-WALLER-FAKTOR
GaAs
Ga
As
0 100 200 300 400 500 600
T [K]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
R
e
M
(
=
1)
,R
e
M
(
=
2)
harm.
harm. + V3
2
harm. (Q(T)=const.)
Abbildung 6.6: Wie Abb. 6.2, jedoch Realteile der Debye-Waller-Exponenten von GaAs.
Experimentelle Daten nach [73]
Beitra¨ge zum DWE fu¨r Hoch- bzw. Tieftemperaturbereich
Beitrag T Si Ge Ga As
1
2〈u2‖〉0
0K 0.24 0.15 0.17 0.15
650K 1.25 1.36 1.50 1.28
Im i16〈u3‖〉1
0K −8.42 · 10−4 −3.78 · 10−4 −6.21 · 10−4 2.70 · 10−4
650K −2.06 · 10−2 −3.20 · 10−2 −7.01 · 10−2 1.25 · 10−2
1
2〈u2‖〉2
0K 5.76 · 10−4 2.57 · 10−4 3.97 · 10−4 2.26 · 10−4
650K 2.91 · 10−2 3.95 · 10−2 6.27 · 10−2 3.51 · 10−2
− 124〈u4‖〉2
0K −9.88 · 10−15 −3.04 · 10−15 −6.27 · 10−15 −2.01 · 10−15
650K −2.24 · 10−12 −3.77 · 10−12 −9.00 · 10−12 −1.83 · 10−12
Tabelle 6.1: Die fu¨r den Debye-Waller-Exponenten relevanten Beitra¨ge fu¨r Si, Ge und
GaAs im Hoch- bzw. Tieftemperaturbereich
Kapitel 7
Die EXAFS-Kumulanten
In einem EXAFS-Experiment (extended X-ray absorption fine structure) wird die Feinstruk-
tur des Ro¨ntgen-Absorptionskoeffizienten einesMaterials etwas oberhalb einer Ro¨ntgen-
Absorptionskante in einem Bereich von typischerweise etwa 1000 eV gemessen.Die Fein-
struktur existiert auch unmittelbar in der Na¨he der Kante und wird im Rahmen von
XANES-Experimenten (X-ray absorption near-edge structure) untersucht. Deren theoreti-
sche Beschreibung gestaltet sich jedoch aufwa¨ndiger, da einige Na¨herungen, die im Rah-
men der EXAFS-Theorie angestellt werden ko¨nnen, ihre Gu¨ltigkeit verlieren [40]. Auf die
XANES soll daher nicht na¨her eingegangen werden.
Die kontinuierlicheWeiterentwicklung der Synchrotron-Strahlungsquellen erlaubt in-
zwischen die Durchfu¨hrung von EXAFS-Experimenten mit sehr hoher Pra¨zision. Die
Aufnahme und Auswertung des oszillatorischen Anteils des Absorptionspektrums lie-
fert dabei Informationen u¨ber die lokale atomare Anordnung in der unmittelbaren Um-
gebung der betrachteten absorbierenden Atome. Ein Beispiel fu¨r solch eine Messung
zeigt Abbildung 7.1 an Hand eines Absorptionsspektrums an der K-Kante von Se [20].
Die Beschreibung der Experimente mittels der hier behandelten temperaturabha¨ngigen
Kumulanten erlaubt Aussagen u¨ber die harmonischen und anharmonischen, statischen
und dynamischen Eigenschaften eines Kristalls.
Die Physik der EXAFS basiert auf der kurzreichweitigen Anordnung der Atome ei-
nes Festko¨rpers und stellt damit eine Erweiterung, aber keinen Ersatz fu¨r herko¨mmliche
Techniken zur Strukturanalyse wie Beugungs- oder Streuexperimente dar, die auf der
langreichweitigen Ordnung eines Festko¨rpers aufbauen. Zu den Vorteilen der EXAFS
za¨hlt, dass man die lokale Struktur der atomaren Umgebung gezielt ausgewa¨hlter Ato-
me mit hoher Genauigkeit bestimmen kann.
Im Folgenden soll kurz die Theorie der EXAFS beschrieben werden, die in der Defini-
tion der zugeho¨rigen Kumulanten mu¨ndet. Fu¨r diese sollen sodann explizite Ausdru¨cke
in Abha¨ngigkeit der atomaren Verteilungsfunktionen angegeben und mit ab-initio-Me-
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Abbildung 7.1: Beispiel fu¨r ein Ro¨ntgenabsorptionsspektrum an der K-Kante von Se im
Rahmen eines EXFAS-Experiments [20]
thoden berechnet werden. Fu¨r die harmonischen Kumulanten kommt man dabei mit
herko¨mmlicher Dichtefunktional-Sto¨rungstheorie aus, wa¨hrend fu¨r die anharmonischen
Kumulantenwieder die sto¨rungstheoretischermitteltenKopplungskoeffizientenbeno¨tigt
werden.
7.1 Die EXAFS-Gleichung
Die Feinstruktur desAbsorptionskoeffizienten einesMaterials etwas oberhalb einer Ro¨nt-
genabsorptionskante bezeichnet man als EXAFS und tritt nur bei Atomen in kondensier-
ter Materie, nicht aber bei isolierten Atomen auf. Voraussetzung hierfu¨r ist ein Ro¨ntgen-
photon mit einer Energie, die gerade ausreicht, um ein Elektron aus einer inneren Schale
eines Atoms auszulo¨sen. Dabei soll im Folgenden vorausgesetzt werden, dass die gesam-
te Energie des Photons an genau ein Elektron abgegeben wird und weitere elektronische
Anregungen unterbleiben. Der Endzustand dieses Prozesses ist daher als Photoelektron-
Loch-Anregung gegeben. Das ausgelo¨ste Photoelektron besitzt eine kinetische Energie,
die der Energie hν des Ro¨ntgenquants abzu¨glich der Bindungsenergie E0 des urspru¨ng-
lichen, elektronischen Kernzsutandes entspricht:
p2
2m
= hν − E0 (7.1)
Ist diese kinetische Energie viel gro¨ßer als die Wechselwirkungsenergie mit der Umge-
bung (∼ 3 eV), so kann diese Wechselwirkung als Sto¨rung eines ansonsten isolierten
Atoms aufgefasst werden. Diese Voraussetzung gilt im EXAFS-Regime im Gegensatz
zum XANES-Regime, fu¨r welches die kinetische Energie vergleichbar mit der Wechsel-
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Der Endzustand des Photoelektrons wird in erster Na¨herung durch jeweils einen
Streuprozess an jedem einzelnen Atom in der Nachbarschaft des Zentralatoms modi-
fiziert (single scattering approximation), wa¨hrend der urspru¨ngliche Kernzustand dadurch
unbeeinflusst bleibt. Das Photoelektron kann quantenmechanisch als Kugelwelle
exp(ikr)/r mit der Wellenzahl k = 2pi/λ und der DE BROGLIE-Wellenla¨nge λ = h/p
aufgefasst werden, welche vom absorbierenden Zentralatom ausgehend auf die umlie-
gendenNachbaratome an den Orten ri trifft. Dort wird sie mit den Ru¨ckstreuamplituden
Ti(2k) reflektiert und wandert wiederum als Kugelwelle exp(ik|r − ri|)/|r − ri| zuru¨ck
zum Zentralatom. Man erha¨lt somit fu¨r die gestreute Welle
Ti(2k)
exp(ikri)
ri
exp(ik|r − ri|)
|r − ri| . (7.2)
Die Absorption von Ro¨ntgenstrahlen wird quantenmechanisch durch Matrixelemen-
te zwischen Anfangs- und Endzustand bestimmt, welche in diesem Fall die am Zen-
tralatom lokalisierten Kernzusta¨nde bzw. die des freien Photoelektrons darstellen. Diese
Matrixelemente besitzen nur dort einen endlichen Beitrag, wo die Kernzusta¨nde nicht
verschwinden, also in der Na¨he des absorbierenden Zentralatoms. Die erzeugte Fein-
struktur wird daher durch Interferenz der auslaufenden und ru¨ckgestreuten Wellen am
Ort des Zentralatoms bei r = 0 erzeugt:
Ti(2k)
exp(i2kri)
r2i
(7.3)
Die dadurch entstehende oszillierende Feinstruktur im Absorptionsspektrum kann im
Rahmen der EXAFS-Messungen direkt aufgenommen werden.
In dieser vereinfachten Darstellung wurde das Potential, in dem sich das Photoelek-
tron nach der Absorption bewegt, noch nicht beru¨cksichtigt. Diesem variablen Potential
wird durch einen Phasenfaktor exp(φi(k)) Rechnung getragen.
Daru¨ber hinaus besitzt der angeregte Zustand nur eine endliche Lebensdauer, da das
Photoelektron durch Wechselwirkungmit umliegenden Elektronen und Atomen aus sei-
nem Zustand gestreut wird. Zudem wird das durch das Auslo¨sen des Elektrons aus
der inneren Schale entstandene Loch bereits nach ∼ 10−15 s mit einem weiteren Elek-
tron aus einer a¨ußeren Atomschale aufgefu¨llt. Beide Vorga¨nge zersto¨ren letztlich die
Koha¨renz zwischen ausgehender und ru¨ckgestreuter Welle, welche fu¨r die Interferenz,
auf der die EXAFS beruht, Voraussetzung ist. Dieser Vielko¨rper-Effekt wird pha¨nomeno-
logisch durch eine mittlere freie Wegla¨nge λ beschrieben, die als Faktor exp(−2ri/λ) in
die EXAFS-Formel eingeht.
Man erha¨lt schließlich als Ergebnis die Standard-EXAFS-Formel:
χ(k) =
∑
i
χi(k) =
∑
i
Fi(k)
kr2i
Im
[
exp (i(2kri + φi(k))) exp
(
−2ri
λ
)]
(7.4)
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Hier wurde die Ru¨ckstreuamplitude Fi(k) eingefu¨hrt und die single scattering approxi-
mation beru¨cksichtigt, nach der die Ru¨ckstreuereignisse an allen Nachbaratomen additiv
zum Gesamteffekt beitragen.
Die Phase ha¨ngt also von der Wellenzahl k des Photoelektrons ab, so dass der os-
zillatorische Anteil χ(k) des Absorptionsspektrums µ(k), der im Rahmen eines EXAFS-
Experiments ausgewertet wird, einen direkten Nachweis fu¨r den Wellencharakter des
Elektrons darstellt.
Durch die Ru¨ckstreuamplitude entha¨lt das EXAFS-Signal Informationen u¨ber die die
Ru¨ckstreuung verursachenden Nachbaratome. Daru¨ber hinaus geht in den Phasenfaktor
der Abstand der einzelnen Nachbaratome ri vom absorbierenden Atom ein. EXAFS la¨sst
daher Aussagen u¨ber die Zusammensetzung der Umgebung des Zentralatoms zu.
7.2 Einfluss der Gitterdynamik
In der bisherigen Standard-EXAFS-Formel wurde ein wichtiger Einfluss unberu¨cksich-
tigt gelassen. Jedes System besitzt ein gewissesMaß an Unordnung, das imWesentlichen
auf zwei Ursachen beruht. Einerseits ist das Kristallgitter nicht perfekt und weist einen
von der idealen Gitterstruktur abweichenden Aufbau auf. Andererseits fu¨hren die Ato-
me des Gitters thermische Schwingungen um ihre Gleichgewichtslagen aus und liefern
so einen temperaturabha¨ngigen Beitrag zur Unordnung des Systems. Dieser Beitrag soll
in den Formalismus aufgenommen werden.
Dazu wird in der EXAFS-Standardformel (7.4) die Summation u¨ber alle Nachbar-
atome i in eine u¨ber alle Nachbarschalen j umgewandelt. Diese Schalen sollen jeweils
aus Nj Atomen bestehen, die sich durch einen gemeinsamen mittleren Abstand Rj vom
Zentralatom auszeichnen. Da diese Atome weitgehend unabha¨ngig voneinander unge-
ordnete thermische Schwingungen um ihre jeweilige Ruhelage ausfu¨hren, weisen sie un-
terschiedliche momentane Absta¨nde zum Zentralatom auf und ko¨nnen durch eine Ab-
standsverteilung ρj(r, T ) beschrieben werden. Die einzelnen Atome liefern daher Bei-
tra¨ge zur Interferenz am Ursprung, die nicht mehr in Phase zueinander sind.
Diese Inkoha¨renz ist die Ursache fu¨r eine Da¨mpfung des EXAFS-Signals und wird
durch den sogenannten EXAFS-Debye-Waller-Faktor beschrieben, der als thermische Mit-
telung u¨ber den Phasenfaktor der EXAFS-Formel definiert ist. Mathematisch betrachtet
stellt dieser gerade die Fouriertransformierte der Verteilung ρj(r, T ) der Zufallsvariable
rj gema¨ß
〈e2ikrj〉 =
∫ ∞
0
dr ρj(r, T ) e
2ikr (7.5)
und damit ihre charakteristische Funktion dar. Der Erwartungswert kann daher durch
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seine Momente 〈rnj 〉 dargestellt werden:
〈e2ikrj〉 = 1 +
∞∑
n=1
(2ik)n
n!
〈rnj 〉 (7.6)
Alternativ dazu kann seine Auswertung durch die in Abschnitt 1.3.2 vorgestellte Kumu-
lanten-Entwicklung erfolgen:
〈e2ikrj〉 = exp
(
∞∑
n=1
(2ik)n
n!
Cjn
)
(7.7)
= exp
(
2ikCj1 − 2Cj2k2 − 4i
3
Cj3k
3 +
2
3
Cj4k
4 − · · ·
)
(7.8)
Die Kumulanten Cjn des Systems sind gema¨ß (1.140) bis (1.143) mit den Momenten der
atomaren Abstandsvariable rj durch
Cj1 = 〈rj〉 ≡ Rj (7.9)
Cj2 = 〈r2j 〉 − 〈rj〉2 ≡ σ2j (7.10)
Cj3 = 〈r3j 〉 − 3 〈r2j 〉〈rj〉+ 2 〈rj〉3 (7.11)
Cj4 = 〈r4j 〉 − 4 〈r3j 〉〈rj〉 − 3 〈r2j 〉2 + 12 〈r2j 〉〈rj〉2 − 6 〈rj〉4 (7.12)
verknu¨pft. Der Vorteil der Kumulanten-Entwicklung liegt also in einer schnelleren Kon-
vergenz im Vergleich zur Momenten-Entwicklung. So kann der erste Kumulant als Mit-
telwert der Abstandsverteilung ρj(r, T ), also als mittlerer Abstand der betrachteten Scha-
le vom Zentralatom gedeutet werden, wa¨hrend der zweite Kumulant die Varianz der
Verteilung angibt. Im harmonischen Fall nimmt diese Gauß-Form an, so dass alle u¨brigen
Kumulanten Cn mit n > 2 bereits verschwinden. Im Falle anharmonischer Gitterschwin-
gungen enthalten diese dann Informationen u¨ber die Abweichung der Abstandsvertei-
lung von der Gauß-Form.
7.3 Das EXAFS-Experiment
Der im Experiment gemessene oszillatorische Anteil χ(k) des Absorptionskoeffizienten
µ(k) basiert nicht auf der realen Verteilung ρj(r, T ) der Atome einer Schale, da nur der
Mittelwert u¨ber die EXAFS-Standardformel (7.4) zuga¨nglich ist, in die die mittlere freie
Wegla¨nge λ eingeht:
〈χ(k)〉 =
∑
j
NjFj(k)
k
Im
[〈
1
r2j
e−2rj/λ e2ikrj
〉
eiφj(k)
]
(7.13)
Der darin auftretende thermische Mittelwert wird u¨ber〈
1
r2j
e−2rj/λ e2ikrj
〉
=
∫ ∞
0
dr Pj(r, λ, T ) e
2ikr = exp
(
∞∑
n=1
(2ik)n
n!
C˜jn
)
(7.14)
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durch die effektive Verteilung Pj(r, λ, T ) bestimmt, die mit der realen gerade durch λ in
der Form
Pj(r, λ, T ) =
ρj(r, T )
r2
exp
(
−2r
λ
)
(7.15)
verknu¨pft ist, und kann wieder mit Hilfe von Kumulanten parametrisiert werden.
Die Kumulanten C˜jn der effektiven Verteilung sind dabei grundsa¨tzlich von denen
der realen Verteilung Cjn zu unterscheiden. Man nimmt jedoch fu¨r gewo¨hnlich an, dass
die Unterschiede fu¨r n ≥ 2 vernachla¨ssigbar sind, wa¨hrend sich fu¨r die ersten Kumulan-
ten die Beziehung
C˜j1 = Cj1 − 2Cj2
Cj1
(
1 +
Cj1
λ
)
(7.16)
ergibt.
Zur Auswertung des Experiments wird der thermische Mittelwert nach Abweichun-
gen xj = rj −Rj der atomaren Position rj vomMittelwertRj entwickelt [24]. Man erha¨lt
schließlich fu¨r die EXAFS-Formel (7.13):
〈χ(k)〉 =
∑
j
Aj(k) sinΨj(k) (7.17)
mit der Amplitude
Aj(k) =
NjFj(k)
kC˜2j1
exp
(
−2C˜j1
λ
)
exp
(
−2C˜j2k2 + 2
3
C˜j4k
4
)
(7.18)
und der Phase
Ψj(k) = 2C˜j1k − 4
3
C˜j3k
3 + φj(k) . (7.19)
In den im Experiment gemessenen oszillatorischen Anteil χ(k) des Absorptionskoef-
fizienten gehen die Beitra¨ge aller Nachbarschalen ein. Die Auswertung geschieht in der
Regel mit Hilfe der sogenannten ratio method, bei der die Beitra¨ge der Schalen einzeln
analysiert werden [20]. Hierzu nimmt man eine Fourier-Transformation von χ(k) in den
Ortsraum vor, isoliert den Anteil der interessierenden Schale j und transformiert diesen
dann zuru¨ck. Durch Messung der Amplitude und Phase bei verschiedenen Temperatu-
ren erha¨lt man dann durch Vergleich mit ReferenzmessungenAj,r(k) und Ψj,r(k):
ln
Aj(k)
Aj,r(k)
= −2∆C˜j2k2 + 2
3
∆C˜j4k
4 (7.20)
Ψj(k)−Ψj,r(k) = 2∆C˜j1k − 4
3
∆C˜j3k
3 (7.21)
In diesen Ausdru¨cken fallen die Schalenbesetzungszahl Nj , die Streuamplitude Fj(k)
und die Phasenverschiebung φj(k) heraus. Die relativen Kumulanten ∆C˜jn = C˜jn(T ) −
C˜jn(Tr) sind als Differenz zwischen demMess- und dem Referenzwert bei der Referenz-
temperatur Tr gegeben. Im Ausdruck fu¨r die Amplitude wurde zudem der erste relative
Kumulant gegenu¨ber der freien Wegla¨nge λ vernachla¨ssigt.
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Passt man die Messdaten an entsprechende Polynome an, erha¨lt man zusammen mit
den Referenzwerten die gewu¨nschten Koeffizienten C˜1 bis C˜4. Um die experimentellen
Ergebnisse mit den theoretischen Werten vergleichen zu ko¨nnen, muss im Falle von C˜1
durch Beru¨cksichtigung der mittleren freien Wegla¨nge λ zudem auf den Kumulanten C1
der realen Verteilung umgerechnet werden.
7.4 Darstellung der Kumulanten durch Korrelationen der
Auslenkungen
Die Kumulanten der Verteilungsfunktion der atomaren Absta¨nde lassen sich gema¨ß den
Gleichungen (7.9) bis (7.12) als Korrelationsfunktionen der Abstandsvariable r des ru¨ck-
streuenden Atoms vom Zentralatom darstellen [9]. Sie ha¨ngen damit von den Auslen-
kungen der Atome aus ihren Ruhelagen ab und ko¨nnen mit Hilfe der in dieser Arbeit
vorgestellten Methoden berechnet werden. Die Schale j soll von nun an fest vorgegeben
sein und der zugeho¨rige Index nur noch wenn no¨tig angegeben werden.
Sowohl das Zentralatom als auch das ru¨ckstreuendeAtom fu¨hren Schwingungen um
ihre jeweiligen Ruhepositionen aus. Bezeichnet man mit R den Vektor, der die beiden
Gitterpla¨tze miteinander verbindet, und mit u0 bzw. uj die momentane Auslenkung der
jeweilgen Atome aus ihrer Ruhelage, so kann fu¨r den momentanen Abstand r der beiden
Atome
r = |R +∆u| = R
√
1 + gR(∆u) (7.22)
notiert werden. Hier wurde die Auslenkungsdifferenz∆u = uj −u0, sowie die gitterdy-
namische Funktion
gR(∆u) = 2Rˆ · ∆u
R
+
∆u2
R2
. (7.23)
eingefu¨hrt, in die der Einheitsvektor Rˆ = R/R eingeht. Es wird angenommen, dass die
Auslenkungen sehr viel kleiner sind als die auftretenden interatomaren Absta¨nde, so
dass gR(∆u)  1 gilt und der Abstand r nach den gR(∆u) entwickelt werden kann.
Zusammen mit der Zerlegung von ∆u in parallele und senkrechte Anteile zuR,
∆u‖ = Rˆ ·∆u , (7.24)
∆u2⊥ = ∆u
2 −∆u2‖ , (7.25)
erha¨lt man:
r = R+∆u‖ +
∆u2⊥
2R
− ∆u⊥∆u
2
⊥
2R2
+ · · · (7.26)
Mit dieser Entwicklung ko¨nnen nun die Kumulanten in Abha¨ngigkeit vonMehrfach-
Korrelationsfunktionen der Form 〈· · ·∆un‖ · · ·∆um⊥ · · · 〉 angegeben werden. Bis zur Ord-
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nung 1/R2 ergibt sich:
C1 = R+ 〈∆u‖〉
+
1
R
[
1
2
〈∆u2⊥〉
]
+
1
R2
[
− 1
2
〈∆u‖∆u2⊥〉
] (7.27)
C2 = 〈∆u2‖〉 − 〈∆u‖〉2
+
1
R
[
〈∆u‖∆u2⊥〉 − 〈∆u‖〉〈∆u2⊥〉
]
+
1
R2
[
1
4
〈∆u4⊥〉 −
1
4
〈∆u2⊥〉2 + 〈∆u‖〉〈∆u‖∆u2⊥〉 − 〈∆u2‖∆u2⊥〉
] (7.28)
C3 = 〈∆u3‖〉 − 3 〈∆u‖〉〈∆u2‖〉+ 2 〈∆u‖〉3
+
1
R
[
3
2
〈∆u2‖∆u2⊥〉 −
3
2
〈∆u2‖〉〈∆u2⊥〉+ 3 〈∆u‖〉2〈∆u2⊥〉
− 3 〈∆u‖〉〈∆u‖∆u2⊥〉
]
+
1
R2
[
3
4
〈∆u‖∆u4⊥〉 −
3
4
〈∆u‖〉〈∆u4⊥〉+
3
2
〈∆u2‖〉〈∆u‖∆u2⊥〉
− 3
2
〈∆u3‖∆u2⊥〉+
3
2
〈∆u‖〉〈∆u2⊥〉2 −
3
2
〈∆u‖∆u2⊥〉〈∆u2⊥〉
+ 3 〈∆u‖〉〈∆u2‖∆u2⊥〉 − 3 〈∆u‖〉2〈∆u‖∆u2⊥〉
]
(7.29)
C4 = 〈∆u4‖〉 − 4 〈∆u3‖〉〈∆u‖〉 − 3 〈∆u2‖〉2 + 12 〈∆u‖〉2〈∆u2‖〉 − 6 〈∆u‖〉4
+
1
R
[
2 〈∆u3‖∆u2⊥〉 − 2 〈∆u3‖〉〈∆u2⊥〉 − 6 〈∆u‖〉〈∆u2‖∆u2⊥〉
− 6 〈∆u2‖〉〈∆u‖∆u2⊥〉+ 12 〈∆u‖〉2〈∆u‖∆u2⊥〉
+ 12 〈∆u‖〉〈∆u2⊥〉〈∆u2‖〉 − 12 〈∆u‖〉3〈∆u2⊥〉
]
+
1
R2
[
2 〈∆u‖∆u2⊥〉〈∆u3‖〉 − 2 〈∆u4‖∆u2⊥〉+
3
2
〈∆u2‖∆u4⊥〉
− 3
2
〈∆u2‖〉〈∆u4⊥〉+ 3 〈∆u‖〉2〈∆u4⊥〉+ 3 〈∆u2‖〉〈∆u2⊥〉2
− 3 〈∆u‖∆u2⊥〉2 − 3 〈∆u2‖∆u2⊥〉〈∆u2⊥〉 − 3 〈∆u‖〉〈∆u‖∆u4⊥〉
+ 6 〈∆u2‖〉〈∆u2‖∆u2⊥〉+ 6 〈∆u‖〉〈∆u3‖∆u2⊥〉 − 9 〈∆u‖〉2〈∆u2⊥〉2
+ 12 〈∆u‖〉3〈∆u‖∆u2⊥〉+ 12 〈∆u‖〉〈∆u2⊥〉〈∆u‖∆u2⊥〉
− 12 〈∆u‖〉2〈∆u2‖∆u2⊥〉 − 12 〈∆u‖〉〈∆u2‖〉〈∆u‖∆u2⊥〉
]
(7.30)
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Die Beitra¨ge zu den Kumulanten enthalten sowohl harmonische Korrelationsfunktio-
nen der Form 〈· · ·∆u2‖ · · ·∆u2⊥ · · · 〉mit einer geraden Anzahl an Faktoren∆u2‖ und∆u2⊥,
als auch rein anharmonische der Form 〈· · ·∆u‖ · · ·∆u2⊥ · · · 〉 mit einer ungeraden Zahl.
Zudem mu¨ssen in einem anharmonischen Kristall die harmonischen Korrelationsfunk-
tionen durch anharmonische Beitra¨ge korrigiert werden.
7.5 Bedeutung der Kumulanten
Betrachtet man den ersten Kumulanten in harmonischer Na¨herung, fallen die Korrelatio-
nen mit einer ungeraden Anzahl an ∆u-Faktoren heraus
C1(T ) = R(T ) +
〈∆u2⊥〉0
2R(T )
, (7.31)
und man erha¨lt einen Zusammenhang zwischen der thermischen Ausdehnung R(T ) =
|〈R1(T )〉 − 〈R2(T )〉|, wie sie in einem Ro¨ntgenbeugungsexperiment gemessen wird, und
dem ersten Kumulanten C1(T ) = |〈R1(T ) −R2(T )〉|, der den mittleren Abstand der ra-
dialen Verteilung zweier Nachbarschalen angibt. Der Unterschied dieser beiden Gro¨ßen,
auf denman durch entsprechende Experimente aufmerksamwurde, kann also nur durch
Beru¨cksichtigung der senkrechten Anteile der atomaren Auslenkungsunterschiede er-
kla¨rt werden.
Der zweite Kumulant ist in niedrigster Ordnung der harmonischen Na¨herung durch
C2 = 〈∆u2‖〉0 (7.32)
gegeben und stellt die mittlere relative quadratische Auslenkung (MSRD) dar. Im Gegensatz
zum ersten Kumulanten wird dieser also im Wesentlichen durch die parallelen Anteile
der Auslenkungsunterschiede bestimmt. Er la¨sst sich in die mittleren quadratischen Aus-
lenkungen (MSD), die im Rahmen von Ro¨ntgenbeugungsexperimentengemessenwerden
ko¨nnen und durch (6.31) bereits vom Debye-Waller-Faktor her bekannt sind, und die
Auslenkungskorrelationsfunktion (DCF) zerlegen [8]:
C2 = 〈(Rˆj · u0)2〉+ 〈(Rˆj · uj)2〉 − 2 〈(Rˆj · u0)(Rˆj · uj)〉 , (7.33)
Fu¨r eine zuverla¨ssige Beschreibung experimenteller Ergebnisse sind daher sowohl die
senkrechten, als auch die parallelen Auslenkungsanteile von wesentlicher Bedeutung, da
sie neben der thermischen Ausdehnung auch die Form der Abstandsverteilung bestim-
men. Damit wird die Entwicklung der Abstandsvariable (7.26) a posteriori legitimiert.
Aus den Ausdru¨cken (7.29) und (7.30) la¨sst sich ablesen, dass selbst fu¨r einen har-
monischen Kristall C3 und C4 nicht wie erwartet verschwinden. Diese Kumulanten be-
schreiben die asymmetrische bzw. symmetrische Abweichung der atomaren Abstands-
verteilung von der normalverteiltenGauß-Form. Die auftretenden harmonischen Betra¨ge
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entfallen nur dann, wenn die Entwicklung (7.26) fu¨r die Abstandsvariable nach den li-
nearen Termen, also r = R+∆u‖, abgebrochen wird.
Grund hierfu¨r ist die Tatsache, dass die La¨nge r =
√
x2 + y2 + z2 des Zufallsvektors
(x, y, z)mit normalverteilten Komponenten selbst nicht mehr normalverteilt ist, sondern
einer Maxwell-Verteilung gehorcht [42]. Da sich die Abstandsvariable r zweier Atome
auf ihren Gleichgewichtsabstand R bezieht, gegen den die Auslenkungen ∆u  R ver-
nachla¨ssigbar sind, stellt die Gauß-Verteilung dennoch eine gute Na¨herung fu¨r die ato-
mare Abstandsverteilung dar. Sind die Anharmonizita¨ten des Kristalls zudem hinrei-
chend schwach ausgepra¨gt, sind die ersten vier Kumulanten fu¨r die Beschreibung des
EXAFS-Debye-Waller-Faktors ausreichend. Sie erlauben somit eine sehr effiziente Be-
schreibung des Einflusses, den die Anharmonizita¨ten auf die Dynamik eines Kristalls
ausu¨ben.
7.6 Berechnung der Kumulanten
Die einzelnen Beitra¨ge ko¨nnen mit Hilfe der DFPT bzw. der sto¨rungstheoretischen Me-
thoden, die Thema dieser Arbeit sind, berechnet werden. Dazu werden sie in harmoni-
sche und anharmonische Beitra¨ge zerlegt, deren analytische und numerische Auswer-
tung im Weiteren behandelt werden soll.
7.6.1 Die harmonischen Beitra¨ge zu den Kumulanten
Die harmonischen Beitra¨ge zu den Kumulanten (7.27) bis (7.30) erha¨lt man, indem man
die dort auftretenden Korrelationsfunktionen gema¨ß der Entwicklung (6.12) bereits nach
der nullten Ordnung Sto¨rungstheorie abbricht, also 〈. . . 〉 = 〈. . . 〉0 setzt. Die weitere Aus-
wertung geschieht in Analogie zu den Korrelationen der absoluten Auslenkungen des
Debye-Waller-Exponenten im letzten Kapitel.
Die Auslenkungsunterschiede ∆u werden gema¨ß (1.95) durch die Phononen-Nor-
malkoordinaten Aλ dargestellt:
∆u(lκ, l′κ′) =
∑
λ
∆h(lκ, l′κ′|λ)Aλ (7.34)
Die auftretenden Entwicklungskoeffizienten∆h sind analog zu (6.9) definiert:
∆h(lκ, l′κ′|λ) =
√
h¯
2Nωλ
(
e(κ′|λ)√
Mκ′
eiq·R(l
′) − e(κ|λ)√
Mκ
eiq·R(l)
)
(7.35)
Fu¨hrt man einen zu (6.11) vergleichbaren Faktor
∆f(lκ, l′κ′|λ) = Rˆ ·∆h(lκ, l′κ′|λ) (7.36)
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ein, der statt des Impulsu¨bertragsQ den Richtungsvektor Rˆ der Verbindung der beiden
betrachtetenAtome entha¨lt, so ko¨nnen die Auslenkungsanteile (7.24) parallel zu Rˆ durch
∆u‖(lκ, l
′κ′) =
∑
λ
∆f(lκ, l′κ′|λ)Aλ (7.37)
ausgedru¨ckt werden. Zur Vereinfachung der Notation sollen die Indizes (lκ) und (l′κ′)
ab sofort wieder unterdru¨ckt werden.
Die Korrelationsfunktion 〈∆u2‖〉0 kann nun analog zu (6.20) mit Hilfe des harmoni-
schen Phononenpropagators (1.132) berechnet werden und ergibt in Anlehnung an (6.23)
〈∆u2‖〉0 =
∑
αβ
RˆαRˆβ 〈∆uα∆uβ〉0 (7.38)
mit der Korrelationsfunktion:
〈∆uα∆uβ〉0 =
∑
λ
∆hα(λ)∆h
∗
β(λ) (2nλ + 1) (7.39)
Im Vergleich zu den absoluten Auslenkungen im Falle des Debye-Waller-Exponenten
sind damit lediglich die Ersetzungen Qα → Rˆα und hα → ∆hα no¨tig. Die grundsa¨tzli-
chen Eigenschaften dieser Funktion bleiben davon unberu¨hrt. Insbesondere ihr Verhalten
im Hoch- bzw. Tieftemperaturregime kann leicht von (6.26) und (6.28) abgeleitet werden.
ImGegensatz zur Entwicklung des Debye-Waller-Exponentenwerden im EXAFS-Fall
neben den parallelen Auslenkungen ∆u‖ auch die dazu senkrechten Anteile ∆u⊥ be-
trachtet. Die zugeho¨rige Korrelationsfunktion kann direkt aus der Definitionsgleichung
(7.25) hergeleitet werden:
〈∆u2⊥〉0 = 〈∆u2〉0 − 〈∆u2‖〉0 (7.40)
Zusammen mit der Korrelationsfunktion
〈∆u2〉0 =
∑
α
〈∆uα∆uα〉0 (7.41)
und Gleichung (7.38) erha¨lt man:
〈∆u2⊥〉0 =
∑
αβ
(δαβ − RˆαRˆβ) 〈∆uα∆uβ〉0 (7.42)
Die in den Kumulanten auftretenden Korrelationsfunktionen sind in der harmoni-
schen Na¨herung von der Form 〈· · ·∆un‖ · · ·∆um⊥ · · · 〉0, wobei jeder∆u-Faktor nach (7.34)
einen Feldoperator Aλ zum Produkt beitra¨gt. Diese Mehrfachkorrelationen ko¨nnen wie-
der mit Hilfe des Wickschen Theorems in ein Produkt u¨ber Paarkorrelationsfunktionen
zerlegt werden. Insbesondere verschwinden dadurch in der harmonischen Na¨herung al-
le Korrelationsfunktionen, die aus einer ungeraden Anzahl an Feldoperatoren bestehen,
so dass man fu¨r die Kumulanten C1 bis C4 folgende Ausdru¨cke erha¨lt:
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C1 = R+
1
R
[
1
2
〈∆u2⊥〉0
]
+O
(
1
R3
)
(7.43)
C2 = 〈∆u2‖〉0 +
1
R2
[
1
4
〈∆u4⊥〉0 −
1
4
〈∆u2⊥〉20 − 〈∆u2‖∆u2⊥〉0
]
+O
(
1
R4
)
(7.44)
C3 =
1
R
[
3
2
〈∆u2‖∆u2⊥〉0 −
3
2
〈∆u2‖〉0 〈∆u2⊥〉0
]
+O
(
1
R3
)
(7.45)
C4 =
1
R2
[
6 〈∆u2‖∆u2⊥〉0 〈∆u2‖〉0 −
3
2
〈∆u4⊥〉0 〈∆u2‖〉0 − 2 〈∆u4‖∆u2⊥〉0
+
3
2
〈∆u2‖∆u4⊥〉0 + 3 〈∆u2⊥〉20 〈∆u2‖〉0 − 3 〈∆u2⊥〉0 〈∆u2‖∆u2⊥〉0
]
(7.46)
+O
(
1
R4
)
Der Term niedrigster Ordnung in C4 fa¨llt aufgrund der unmittelbar aus demWickschen
Theorem folgenden Beziehung 〈∆u4‖〉0 = 3 〈∆u2‖〉20 weg.
Nach weiterer Anwendung desWickschen Theorems ko¨nnen alle entstandenen Paar-
korrelationsfunktionen mit Hilfe von (7.38) und (7.42) ausgedru¨ckt werden:
C1 = R+
1
R
[
1
2
∑
αβ
(δαβ − RˆαRˆβ) 〈∆uα∆uβ〉0
]
(7.47)
C2 =
∑
αβ
RˆαRˆβ 〈∆uα∆uβ〉0
+
1
R2
[
1
2
∑
αβγδ
(7 RˆαRˆβRˆγRˆδ + δαγδβδ − 6 RˆαRˆγδβδ − 2 RˆαRˆβδγδ) (7.48)
×〈∆uα∆uβ〉0 〈∆uγ∆uδ〉0
]
C3 =
1
R
[
1
2
∑
αβγδ
(RˆαRˆγδβδ − RˆαRˆβRˆγRˆδ) 〈∆uα∆uβ〉0 〈∆uγ∆uδ〉0
]
(7.49)
C4 =
1
R2
[
12
∑
αβγδζ
(2 RˆαRˆβRˆγRˆδRˆRˆζ + RˆαRˆγδβδδζ − 3 RˆαRˆβRˆγRˆδδζ) (7.50)
×〈∆uα∆uβ〉0 〈∆uγ∆uδ〉0 〈∆u∆uζ〉0
]
(7.51)
Fu¨r die Berechnung der harmonischen Beitra¨ge zu den EXAFS-Kumulanten ist also le-
diglich die Berechnung der Korrelationsfunktion 〈∆uα∆uβ〉0 gema¨ß (7.39) no¨tig.
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7.6.2 Die anharmonischen Beitra¨ge zu den Kumulanten
Die anharmonischen Betra¨ge zu den EXAFS-Kumulanten sollen hier derart definiert sein,
dass die endgu¨ltigen Kumulanten als Summe ihrer harmonischen und anharmonischen
Beitra¨ge gegeben sind. Geht man von einer Entwicklung bis zur zweiten Ordnung Sto¨-
rungstheorie aus, so sind letztere gema¨ß (6.12) durch 〈. . . 〉 = 〈. . . 〉1 + 〈. . . 〉2 gegeben.
Wie bei der Entwicklung des Debye-Waller-Exponenten kommen die Sto¨rungen V3
und V4, sowie das Produkt V
2
3 in Betracht. Der erste Term ist wieder von der Van Hove-
Ordnung O(λ), wa¨hrend die beiden letzten von der Ordnung O(λ2) sind. Alle weiteren
Terme, insbesondere Produkte der Form V3V4, die in zweiter Sto¨rungsordnung auftreten,
werden wieder als vernachla¨ssigbar angenommen.
Damit ergeben sich fu¨r die anharmonischen Beitra¨ge der Kumulanten (7.27) bis (7.30)
bis zur Ordnung 1/R folgende Ausdru¨cke:
C1 = 〈∆u‖〉1 +
1
R
[
1
2
(
〈∆u2〉1 − 〈∆u2‖〉1 + 〈∆u2〉2 − 〈∆u2‖〉2
) ]
(7.52)
C2 = 〈∆u2‖〉1 + 〈∆u2‖〉2 (7.53)
+
1
R
[(
〈∆u2‖〉0 − 〈∆u2〉0
)
〈∆u‖〉1 + 〈∆u‖∆u2〉1 − 〈∆u3‖〉1
]
C3 = 〈∆u3‖〉1 − 3 〈∆u2‖〉0 〈∆u‖〉1 (7.54)
+
1
R
· 3
2
[
2 〈∆u2‖〉0
(
〈∆u2‖〉1 + 〈∆u2‖〉2
)
− 〈∆u2‖〉0
(
〈∆u2〉1 + 〈∆u2〉2
)
−〈∆u2〉0
(
〈∆u2‖〉1 + 〈∆u2‖〉2
)
−〈∆u4‖〉1 − 〈∆u4‖〉2 + 〈∆u2‖∆u2〉1 + 〈∆u2‖∆u2〉2
]
C4 = −6 〈∆u2‖〉0
(
〈∆u2‖〉1 + 〈∆u2‖〉2
)
+ 〈∆u4‖〉1 + 〈∆u4‖〉2 (7.55)
+
1
R
[
8 〈∆u2‖〉0 〈∆u3‖〉1 − 6 〈∆u2‖〉0 〈∆u‖∆u2〉1 + 6 〈∆u4‖〉0 〈∆u‖〉1
+12 〈∆u2‖〉0 〈∆u2〉0 〈∆u‖〉1 − 6 〈∆u2‖∆u2〉0 〈∆u‖〉1 − 2 〈∆u2〉0 〈∆u3‖〉1
−12 〈∆u2‖〉20 〈∆u‖〉1 + 2 〈∆u3‖∆u2〉1 − 2 〈∆u5‖〉1
]
Produkte zwischen Erwartungswerten ausschließlich ho¨herer als der nullten Ordnung
wurden dabei als vernachla¨ssigbar betrachtet und weggelassen.
Im Folgenden soll auf die Entwicklung der anharmonischen Beitra¨ge der einzelnen
Kumulanten eingegangen werden.
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Beitra¨ge zu C1
Die im Ausdruck (7.52) fu¨r den anharmonischen Beitrag zum ersten Kumulanten auf-
tauchende Korrelationsfunktion 〈∆u‖〉1 la¨sst sich von der bereits fu¨r den Debye-Waller-
Exponenten entwickelte Funktion (6.34) ableiten. Durch die Ersetzungen Qα → Rˆα und
uα → ∆uα erha¨lt man einen zu (6.35) a¨quivalenten Term:
〈∆u‖〉1 = −3
∑
α
Rˆα〈∆uα〉1 (7.56)
Die Korrelationsfunktion 〈∆uα〉1 geht ihrerseits durch die Ersetzung f(λi)→ ∆f(λi) aus
(6.36) hervor. Insbesondere die Hoch- bzw. Tieftemperatureigenschaftenwerden dadurch
von den bereits berechneten Gro¨ßen in entsprechender U¨bersetzung u¨bertragen. Die
beim Debye-Waller-Exponenten angestellte Analyse des zugeho¨rigen Feynmangraphen
la¨sst auch hier auf einen verschwindenden Beitrag dieser Korrelationsfunktion schließen.
Die gleiche Vorgehensweise fu¨hrt bei der zu (6.46) verwandten Korrelationsfunktion
〈∆u2‖〉1 zum Ziel. Durch die oben genannten Ersetzungen kann sie in die durch (6.47)
gegebene Form
〈∆u2‖〉1 = −12
∑
αβ
〈∆uα∆uβ〉1 (7.57)
gebracht werden. 〈∆uα∆uβ〉1 geht dabei aus der Korrelationsfunktion (6.48) hervor.
Fu¨r die Korrelationsfunktion 〈∆u2〉1 muss zusa¨tzlich in (6.46) die Ersetzung f(λi)→
∆h(λi) durchgefu¨hrt werden. Man erha¨lt:
〈∆u2〉1 − 〈∆u2‖〉1 = −12
∑
αβ
(δαβ − RˆαRˆβ) 〈∆uα∆uβ〉1 (7.58)
Das Hoch- bzw. Tieftemperaturverhalten von 〈∆uα∆uβ〉1 kann unmittelbar von (6.49)
und (6.50) u¨bertragen werden.
Eine a¨hnliche Vorgehensweise liefert
〈∆u2〉2 − 〈∆u2‖〉2 = 36
∑
αβ
(δαβ − RˆαRˆβ) 〈∆uα∆uβ〉2 . (7.59)
Ausgehendvon der Funktion (6.51) wurden dazu die u¨blichen Ersetzungendurchgefu¨hrt.
Die Funktion 〈∆uα∆uβ〉2 geht aus (6.54) hervor, wobei der zu (6.56) verwandte Beitrag
aus Symmetriegru¨nden wiederum verschwindet. Das Hoch- bzw. Tieftemperaturverhal-
ten kann leicht den Ausdru¨cken (6.57) und (6.59) entnommen werden.
7.6. BERECHNUNGDER KUMULANTEN 145
Beitra¨ge zu C2
Im anharmonischen Beitrag zum zweiten Kumulanten (7.53) sind die Korrelationsfunk-
tionen 〈∆u3‖〉1 und 〈∆u‖∆u2〉1 auszuwerten. Die Korrelationen 〈∆u2‖〉1 und 〈∆u2‖〉2 wur-
den bereits im vorigen Abschnitt behandelt.
Fu¨r die Funktion 〈∆u‖∆u2〉1 kann der Term
〈∆u‖∆u2〉1 =− 6
∑
λ1λ2λ3
∆f(λ1)∆h(λ2) ·∆h(λ3)V (−λ1−λ2−λ3)
×
∫ β
0
dτ1 G0(λ1,−τ1)G0(λ2,−τ1)G0(λ3,−τ1)
− 6
∑
λ1
∆f(λ1)∆h(−λ1)G0(λ1, 0)
×
∑
λ2λ3
∆h(λ2)V (−λ2 λ3−λ3)G0(λ3, 0)
∫ β
0
dτ1 G0(λ2,−τ1)
− 3
∑
λ1
∆h(λ1) ·∆h(−λ1)G0(λ1, 0)
×
∑
λ2λ3
∆f(λ2)V (−λ2 λ3−λ3)G0(λ3, 0)
∫ β
0
dτ1 G0(λ2,−τ1)
(7.60)
abgeleitet werden, dessen beiden letzten Beitra¨ge nicht-zusammenha¨ngenden Feynman-
diagrammen entsprechen. Im Gegensatz zur Kumulanten-Entwicklung des letzten Kapi-
tels mu¨ssen diese mitausgewertet werden, da die Korrelationsfunktionen nun mit Hilfe
der Momenten-Entwicklung berechnet werden.
Substituiert man ∆h(λi) → ∆f(λi), lassen sich die zwei letzten Beitra¨ge zusammen-
fassen und man erha¨lt den entsprechenden ho¨hersymmetrischen Beitrag zur Korrela-
tionsfunktion 〈∆u3‖〉1. Dieser kann wiederum leicht durch die Substitutionen f(λi) →
∆f(λi) und ui → ∆ui aus (6.39) abgeleitet werden, was auf die Korrelationsfunktion
〈∆uα∆uβ∆uγ〉1 fu¨hrt. Diese besitzt zu (6.41) a¨quivalente Eigenschaften, insbesondere
ko¨nnen ihre Hoch- und Tieftemperaturverhalten entsprechend aus (6.42) und (6.43) ab-
gelesen werden.
Der letzte Term im Ausdruck (7.60) liefert den Beitrag 〈∆u2〉0 〈∆u‖〉1 und wird durch
einen entsprechenden Term in (7.53) kompensiert, fu¨r den sich daher in erster Ordnung
in 1/R (
〈∆u2‖〉0 − 〈∆u2〉0
)
〈∆u‖〉1 + 〈∆u‖∆u2〉1 − 〈∆u3‖〉1 =
− 6
∑
αβγ
(Rˆαδβγ − RˆαRˆβRˆγ)
(
〈∆uα∆uβ〉0 〈∆uγ〉1 + 〈∆uα∆uβ∆uγ〉1
) (7.61)
ergibt.
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Beitra¨ge zu C3
Im Ausdruck (7.54) fu¨r den anharmonischen Beitrag zum dritten Kumulanten sind bis
auf 〈∆u4‖〉1, 〈∆u4‖〉2, 〈∆u2‖∆u2〉1 und 〈∆u2‖∆u2〉2 alle Korrelationsfunktionen bereits wie-
der behandelt worden.
Der Term nullter Ordnung in 1/R stellt gerade den zusammenha¨ngenden Beitrag zu
〈∆u3‖〉1 dar:
〈∆u3‖〉1 − 3 〈∆u2‖〉0 〈∆u‖〉1 = −6
∑
αβγ
RˆαRˆβRˆγ 〈∆uα∆uβ∆uγ〉1 (7.62)
Die Korrelation
〈∆u2‖∆u2〉1 =−
∑
λ1...λ4
∆f(λ1)∆f(λ2)∆h(λ3) ·∆h(λ4)
×
∫ β
0
dτ1 〈Tτ [A˜λ1(0) · · · A˜λ4(0)V4(τ1)]〉0
(7.63)
zerfa¨llt in mehrere zusammenha¨ngende und nicht-zusammenha¨ngende Klassen:
〈∆u2‖∆u2〉1 =− 24
∑
λ1...λ4
∆f(λ1)∆f(λ2)∆h(λ3) ·∆h(λ4)V (−λ1−λ2−λ3−λ4)
×
∫ β
0
dτ1G0(λ1,−τ1)G0(λ2,−τ1)G0(λ3,−τ1)G0(λ4,−τ1)
− 48
∑
αβγδ
RˆαRˆγδβδ 〈∆uα∆uβ〉0 〈∆uγ∆uδ〉1
+ 〈∆u2‖〉0 〈∆u2〉1 + 〈∆u2〉0 〈∆u2‖〉1
(7.64)
Hier bietet sich die Einfu¨hrung der Korrelationsfunktion 〈∆uα∆uβ∆uγ∆uδ〉1 an, die aus
(6.64) erneut durch die einfache Ersetzungh(λi)→ ∆h(λi) hervorgeht und ebenfalls den
entsprechenden Temperaturfa¨llen (6.65) und (6.66) gehorcht.
Die Korrelationsfunktion 〈∆u4‖〉1 kann aus (7.64) durch die Substitutionen∆h(λi) →
∆f(λi), ∆u→ ∆u‖ und δij → RˆiRˆj abgeleitet werden.
Die Korrelation
〈∆u2‖∆u2〉2 =
1
2
∑
λ1...λ4
∆f(λ1)∆f(λ2)∆h(λ3) ·∆h(λ4)
×
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ [A˜λ1(0) · · · A˜λ4(0)V3(τ1)V3(τ2)]〉0
(7.65)
und die wiederum damit verwandte Funktion 〈∆u4‖〉2 erfordert ebenfalls die Definiti-
on einer neuen Korrelationsfunktion, na¨mlich 〈∆uα∆uβ∆uγ∆uδ〉2. Diese kann wieder
aus der bereits behandelten Funktion (6.70) abgeleitet werden. Dabei u¨bertragen sich die
Hoch- und Tieftemperaturfa¨lle (6.71) und (6.72).
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Der Term der Ordnung 1/R kann somit in die Form
1
R
· 3
2
[
. . .
]
=
1
R
· 3
2
[
− 48
∑
αβγδ
(RˆαRˆγδβδ − RˆαRˆβRˆγRˆδ) 〈∆uα∆uβ〉0
(
〈∆uγ∆uδ〉1 − 3 〈∆uγ∆uδ〉2
)
− 24
∑
αβγδ
(RˆαRˆβδγδ − RˆαRˆβRˆγRˆδ)
×
(
〈∆uα∆uβ∆uγ∆uδ〉1 − 9 〈∆uα∆uβ∆uγ∆uδ〉2
)]
(7.66)
gebracht werden.
Beitra¨ge zu C4
Von den in (7.55) auftretenden Korrelationsfunktionen wurden bis auf 〈∆u3‖∆u2〉1 und
〈∆u5‖〉1 bereits alle behandelt.
Fu¨r die Korrelationsfunktion
〈∆u3‖∆u2〉1 =−
∑
λ1...λ5
∆f(λ1)∆f(λ2)∆f(λ3)∆h(λ4) ·∆h(λ5)
×
∫ β
0
dτ1〈Tτ [A˜λ1(0) · · · A˜λ5(0)V3(τ1)]〉0
(7.67)
liefert eine la¨ngere Rechnung:
〈∆u3‖∆u2〉 =
− 9
∑
αβγδ
(2 RˆαRˆγRˆδβδ + 2 RˆαRˆβRˆγδδ + RˆαRˆβRˆδγδ) 〈∆uα∆uβ〉0 〈∆uγ∆uδ〉0 〈∆u〉1
− 6
∑
αβγδ
(6 RˆαRˆγRˆδδβ + RˆγRˆδRˆδαβ + 3 RˆαRˆβRˆγδδ) 〈∆uα∆uβ〉0 〈∆uγ∆uδ∆u〉1
(7.68)
Alle hierin auftretenden Korrelationsfunktionen wurden bereits definiert, so dass keine
weiteren eingefu¨hrt werden mussten. Ausserdem kann aus diesem Ausdruck die Korre-
lationsfunktion fu¨r 〈∆u5‖〉1 leicht mit Hilfe der Ersetzung δij → RˆiRˆj abgeleitet werden.
Fu¨r den Term niedrigster Ordnung findet man schließlich,
− 6 〈∆u2‖〉0
(
〈∆u2‖〉1 + 〈∆u2‖〉2
)
+ 〈∆u4‖〉1 + 〈∆u4‖〉2 =
− 24
∑
αβγδ
RˆαRˆβRˆγRˆδ
(
〈∆uα∆uβ∆uγ∆uδ〉1 − 9 〈∆uα∆uβ∆uγ∆uδ〉2
)
,
(7.69)
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wa¨hrend man fu¨r den Term in der Ordnung 1/R den Ausdruck
1
R
[
. . .
]
=
1
R
[
− 72
∑
αβγδ
(RˆαRˆγRˆδδβ − RˆαRˆβRˆγRˆδRˆ) 〈∆uα∆uβ〉0 〈∆uγ∆uδ∆u〉1
]
(7.70)
findet.
Zusammenfassend ergeben sich fu¨r die anharmonischen Beitra¨ge zu den EXAFS-
Kumulanten folgende auszuwertenden Terme:
C1 = −3
∑
α
Rˆα 〈∆uα〉1 (7.71)
+
1
R
[
− 6
∑
αβ
(δαβ − RˆαRˆβ)
(
〈∆uα∆uβ〉1 − 3 〈∆uα∆uβ〉2
)]
C2 = −12
∑
αβ
RˆαRˆβ
(
〈∆uα∆uβ〉1 − 3 〈∆uα∆uβ〉2
)
(7.72)
+
1
R
[
− 6
∑
αβγ
(Rˆαδβγ − RˆαRˆβRˆγ)
(
〈∆uα∆uβ〉0 〈∆uγ〉1 + 〈∆uα∆uβ∆uγ〉1
)]
C3 = −6
∑
αβγ
RˆαRˆβRˆγ 〈∆uα∆uβ∆uγ〉1 (7.73)
+
1
R
[
− 72
∑
αβγδ
(RˆαRˆγδβδ − RˆαRˆβRˆγRˆδ) 〈∆uα∆uβ〉0
(
〈∆uγ∆uδ〉1 − 3 〈∆uγ∆uδ〉2
)
−36
∑
αβγδ
(RˆαRˆβδγδ − RˆαRˆβRˆγRˆδ)
(
〈∆uα∆uβ∆uγ∆uδ〉1 − 9 〈∆uα∆uβ∆uγ∆uδ〉2
)]
C4 = −24
∑
αβγδ
RˆαRˆβRˆγRˆδ
(
〈∆uα∆uβ∆uγ∆uδ〉1 − 9 〈∆uα∆uβ∆uγ∆uδ〉2
)
(7.74)
+
1
R
[
− 72
∑
αβγδ
(RˆαRˆγRˆδδβ − RˆαRˆβRˆγRˆδRˆ) 〈∆uα∆uβ〉0 〈∆uγ∆uδ∆u〉1
]
7.6.3 Numerische Auswertung der Kumulanten
Die EXAFS-Kumulanten ergeben sich als entsprechende Aufsummierung der harmoni-
schen Beitra¨ge (7.47) bis (7.50), sowie der anharmonischen Terme (7.71) bis (7.74). Neben
der harmonischen Korrelationsfunktion 〈∆uα∆uβ〉0 werden also 〈∆uα〉1, 〈∆uα∆uβ〉1,
〈∆uα∆uβ〉2, 〈∆uα∆uβ∆uγ〉1, 〈∆uα∆uβ∆uγ∆uδ〉1 und 〈∆uα∆uβ∆uγ∆uδ〉2 beno¨tigt.
Die Terme 〈∆uα∆uβ〉1 und 〈∆uα∆uβ∆uγ∆uδ〉1 sind durch die Anharmonizita¨t V4
bestimmt und ko¨nnen daher nicht mit Hilfe der in dieser Arbeit verwendetenMethoden
berechnet werden.
Die restlichen Korrelationsfunktionen ko¨nnen ausnahmslos von den bei der Berech-
nung desDebye-Waller-Exponenten hergeleitetenKorrelationen abgeleitet werden. Dazu
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mu¨ssen in denAusdru¨cken (6.24), (6.80), (6.81), (6.82), (6.83) und (6.84) lediglich die abso-
luten Auslenkungen uα (der Atome an den Positionen (lκ) in α-Richtung) durch relative
Auslenkungen∆uα (der Atome an den Positionen (lκ) und (l
′κ′) in α-Richtung) ersetzt
werden. Dies geschieht durch U¨bergang vom Faktor h(lκ), der durch (6.9) definiert ist,
zum Faktor∆h(lκ, l′κ′) aus (7.35).
Ansonsten geschieht die Berechnung der Korrelationen analog zum Vorgehen aus
Kapitel 6.2.1, so dass sich alle wesentlichen Eigenschaften u¨bertragen. Insbesondere ver-
schwinden hier wieder 〈∆uα〉1 und 〈∆uα∆uβ〉′′2 symmetriebedingt. Der harmonische Bei-
trag wurde mit Hilfe von abinit-Daten berechnet, die auf einer 16 × 16 × 16-Mesh er-
zeugt wurden. Fu¨r die Korrelationen 〈∆uα∆uβ〉2 und 〈∆uα∆uβ∆uγ〉1 wurden die har-
monischen Daten auf einer 8 × 8 × 8-Mesh ermittelt, die Kopplungskoeffizienten
V (−q1−q2 q1 q2) auf einer entsprechenden (8 × 8 × 8)2-Mesh. Die Korrelationen
〈∆uα∆uβ∆uγ∆uδ〉2 schließlich wurden mit Hilfe eines (6 × 6 × 6)3-Netzes und ent-
sprechenden harmonischen Daten erzeugt. Zudem wurde auch hier auf die aufwa¨ndi-
ge Berechnung des quantenmechanisch exakten Temperaturfaktors verzichtet, da dieser
aufgrund des vernachla¨ssigbaren Tieftemperatur-Limes praktisch mit dem Hochtempe-
raturfall u¨bereinstimmt.
Der thermischen Gitterausdehnung wurde wieder dadurch Rechnung getragen, dass
alle auftretendenAtompositionenR als temperaturabha¨ngige Gro¨ßen aufgefasst wurden
(siehe Kapitel 5).
7.6.4 Ergebnisse
Im Folgenden sollen die theoretisch erzielten Ergebnisse fu¨r die Kumulanten mit den
in EXAFS-Experimenten erzielten Daten verglichen werden. Dabei wird sowohl auf die
harmonischen Rechnungen als auch die anharmonischen Korrekturen eingegangen.
Ge
Den fundamentalen Unterschied, der bei Messungen zur thermischen Ausdehnung in
XRD- bzw. EXAFS-Messungen auftritt, verdeutlicht Abbildung 7.2. Dazu wurde der re-
lative erste Kumulante ∆C1(T ) = C1(T ) − C1(T = 10K) fu¨r die erste Nachbarschale in
Ge aufgetragen. Die experimentellen Daten entstammen einer Messung des Kumulan-
ten einer effektiven Verteilung∆C˜1 auf Basis eines Referenzspektrums bei T = 10K [21].
Die aufgetragenen Werte stellen die der realen Verteilungen dar, die unter der Annah-
me einer freien Wegla¨nge von λ = 6 A˚ und 12 A˚ berechnet wurden. Die theoretischen
temperaturabha¨ngigen Werte wurden durch harmonische Berechnungen des ersten Ku-
mulanten ermittelt, von denen der ebenfalls berechnete Wert bei T = 10K abgezogen
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Abbildung 7.2: Relativer erster Kumulant ∆C1(T ) fu¨r die erste Nachbarschale in Ge. Ex-
perimentelle Daten unter Annahme einer mittl. freien Wegla¨nge von λ = 6 A˚ bzw. 12 A˚.
TheoretischeWerte wurden harmonisch berechnet, sowie zusa¨tzlich durch V 2
3
korrigiert.
Zum Vergleich die thermische Ausdehnung ∆R
wurde. Zusa¨tzlich wurde der Einfluss der Anharmonizita¨t V 23 betrachtet.
Es ergibt sich eine gute U¨bereinstimmung mit den Werten der zu λ = 12 A˚ geho¨ren-
den realen Verteilung besonders bei hohen Temperaturen, wa¨hrend die der ku¨rzeren frei-
en Wegla¨nge niedrigere Werte aufweist. Der anharmonische Effekt ist gering und korri-
giert das harmonische Ergebnis bei T = 650K um lediglich 1.8% zu la¨ngeren mittleren
freien Wegla¨ngen hin.
Zum Vergleich wurde der numerisch ermittelte relative Abstand ∆R(T ) = R(T ) −
R(T = 10K) eingetragen, der sehr viel kleiner ausfa¨llt als der relative Kumulant∆C1(T ).
Dies beruht auf dem fundamentalen Unterschied in der Bedeutung der beiden betrach-
teten Gro¨ßen gema¨ß (7.31), der im Wesentlichen durch die senkrechten Anteile der Aus-
lenkungsunterschiede 〈∆u2⊥〉 bestimmt wird.
Diese sind fu¨r die erste Nachbarschale in Ge in Abbildung 7.3 dargestellt. Bereits der
harmonische Verlauf weist einen endlichen Wert bei T = 0 auf, der in der klassischen
Theorie wegen 〈∆u2⊥〉 = 0 nicht erkla¨rt werden kann. Er ergibt sich aus den quanten-
mechanischen Nullpunkts-Fluktuationen, die bereits in harmonischer Na¨herung auftre-
ten. Die durch die Hinzunahme der Anharmonizita¨ten V 23 korrigierten Werte ergeben
bei T = 650K um 3.0% ho¨here Werte. Zum Vergleich sind wieder experimentelle Daten
aus [21] eingetragen, die jedoch nicht direkt der EXAFS-Messung entnommen werden
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Abbildung 7.3: Senkrechte Anteile der atomaren Auslenkungen sowohl harmonisch als
auch anharmonisch berechnet. Experimentelle Daten aus [21] unter Annahme einer mitt-
leren freien Wegla¨nge von λ = 6 A˚ bzw. 12 A˚
konnten, sondern mit Hilfe der thermischen Ausdehnung R(T ) aus [76] ermittelt wer-
den mussten. Ausserdem wurden die absoluten Werte fu¨r 〈∆u2⊥〉 aus den gemessenen
relativen Daten durch die Verwendung eines Einstein-Modells extrahiert. Es ergeben sich
wieder sehr gute U¨bereinstimmungen der theoretischen Verla¨ufe mit den zur mittleren
freien Wegla¨nge von λ = 12 A˚ geho¨renden experimentellen Daten.
Einen U¨berblick u¨ber diesen Zusammenhang fu¨r die ersten acht Nachbarschalen gibt
Abbildung 7.4, in der der Einfluss der senkrechten Anteile der atomaren Auslenkungen
durch Auftragen der Gro¨ße
C1(T )−R0
R0
= η +
〈∆u2⊥〉
2R0R(T )
(7.75)
im Vergleich zur gema¨ß (5.25) sto¨rungstheoretisch ermittelten homogenen Verzerrung η
deutlich gemacht wird. Man sieht, dass die Differenz beider Gro¨ßen mit zunehmenden
Abstand R(T ) der Nachbarschale geringer wird, da die senkrechten Auslenkungsanteile
praktisch unabha¨ngig von der betrachteten Schalen sind und im Vergleich zunehmend
an Bedeutung verlieren. Das bedeutet, dass sich mit zunehmendem radialen Abstand
C1(T ) und R(T ) einander anna¨hern, wie der Abbildung zu entnehmen ist.
Zudem gehen die Anharmonizita¨ten in erster Ordnung von 1/R ein, so dass eine Ab-
nahme des anharmonischen Einflussesmit wachsendemAbstand der betrachtetenNach-
barschale zu beobachten ist. In Abbildung 7.4 ist ab der zweiten Nachbarschale praktisch
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Abbildung 7.4: Relativer erster Kumulant fu¨r die ersten acht Nachbarschalen in Ge im
Vergleich zur homogenen Verzerrung η
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Abbildung 7.5: Zweiter Kumulant fu¨r die erste Nachbarschale in Ge. Theoretischer Ver-
lauf sowohl harmonisch, als auch mit Korrekturen durch V 23 und V3 berechnet. Zum
Vergleich experimentellen Daten aus [21]
kein Unterschiedmehr zwischen dem harmonischen und dem anharmonischen Ergebnis
zu erkennen.
In Abbildung 7.5 ist der zweite Kumulant der ersten Nachbarschale fu¨r Ge zu se-
hen. Die absoluten experimentellen Werte stammen wieder aus [21] und wurden durch
Anpassung eines Einstein-Modells erhalten. Die harmonischen Rechnungen werden im
Wesentlichen durch den Beitrag niedrigsterOrdnung inR in (7.44), also 〈∆u2‖〉0, bestimmt
und stimmen bereits gut mit den experimentellen Daten u¨berein. Die harmonischen Ter-
me der Ordnung 1/R2 liegen bereits bei der ersten Nachbarschale um mehrere Gro¨ßen-
ordnungen darunter und ko¨nnen vernachla¨ssigt werden.
Zusa¨tzlich wurden sowohl die durch V 23 , als auch auch die durch V
2
3 und V3 bestimm-
ten anharmonischen Korrekturen berechnet. Die erste Korrektur bewirkt eine Erho¨hung
der Werte fu¨r den zweiten Kumulanten im Vergleich zum harmonischen Fall um 5.2%
bei T = 650K. Die Korrekturen durch V3 dagegen sind negativ und schwa¨chen diesen
Effekt wieder ab, so dass schließlich ein Nettoeffekt von 3.4% u¨brigbleibt.
In Abbildung 7.6 sind die theoretischen Ergebnisse der zweiten Kumulanten fu¨r die
zweite bzw. dritte Nachbarschale in Ge zusammen mit experimentellen Daten aus
EXAFS-Messungen [19] aufgetragen. Die harmonischen Resultate sagen systematisch
einen zu flachen Verlauf im Vergleich zu den Messergebnissen voraus. Diese Diskrepanz
kann einerseits nicht durch die anharmonischen Korrekturen V3 ausgeglichen werden,
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Abbildung 7.6: Zweiter Kumulant fu¨r die zweite (oben) und dritte (unten) Nachbarschale
in Ge. Theoretischer Verlauf sowohl harmonisch, als auch mit Korrekturen durch V 2
3
berechnet. Zum Vergleich experimentelle Daten aus [19]
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die in der Ordnung 1/R in (7.53) eingehen und bereits ab der zweiten Nachbarschale
keine Rolle mehr spielen. Aber auch die Anharmonizita¨t V 23 korrigiert die harmonischen
Ergebnisse jeweils um nur 3.1% nach oben, was nicht ausreicht, um den experimentell
ermittelten Verlauf der zweiten Kumulanten zu erkla¨ren.
Somit muss einerseits in Frage gestellt werden, ob die single scattering approximation
fu¨r Nachbarschalen jenseits der ersten tatsa¨chlich gu¨ltig ist. Andererseits konnte der Ein-
fluss, der durch die Anharmonizita¨t V4, die in derselbenOrdnung in (7.53) wie V
2
3 eingeht
und von derselben Gro¨ßenordnung sein sollte, nicht berechnet werden. Eine endgu¨ltige
Aussage u¨ber den theoretischenVerlauf kann also erst getroffenwerden, wenn die Kopp-
lungskoeffizienten vierter Ordnung bekannt sind.
Abbildung 7.7 zeigt den zweiten Kumulanten fu¨r die ersten acht Nachbarschalen in
Ge. Auffa¨llig ist der etwas flachere Verlauf fu¨r die zweite, fu¨nfte und achte Schale. Die-
se Atome weisen eine erho¨hte Korrelation untereinander auf, da sie sich auf der Zick-
Zack-Kette 1 − 2 − 5 − 8 der Diamantstruktur befinden. Dieses Verhalten la¨sst sich an
Hand der Darstellung des zweiten Kumulanten als mittlere relative quadratische Aus-
lenkung (MSRD) erkla¨ren, die gema¨ß (7.33) aus den mittleren quadratischen Auslenkun-
gen (MSD), die unabha¨ngig von der betrachteten Nachbarschalen sind, und der Auslen-
kungskorrelationsfunktion (DCF) besteht. Geht man von konstanten Selbstkorrelationen
der beiden beteiligten Ge-Atome aus, so wird aus dieser Darstellung ersichtlich, dass sich
C2 bei einer sta¨rkeren Korrelation zwischen den beiden Atomen 0 und j verringert. Zur
Veranschaulichung dieses Sachverhalts wurde die Summe der beidenMSDmit aufgetra-
gen (gepunktete Linie).
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Abbildung 7.7: Zweiter Kumulant fu¨r die ersten acht Nachbarschalen in Ge. Vergleich
der harmonischen mit den durch V 2
3
korrigierten Rechnungen. Gepunktete Linien geben
Summe der mittleren quadratischen Auslenkungen (MSD) der beiden Ge-Atome an
7.6. BERECHNUNGDER KUMULANTEN 157
1. Nachbarschale
Ge
0 100 200 300 400 500 600
T [K]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
C 3
[1
0-
4 A
3 ]
V3
Abbildung 7.8: Dritter Kumulant fu¨r die erste Nachbarschale in Ge. Vergleich des durch
V3 bestimmten Ergebnisses mit experimentellen Daten [21]
Der Kumulant dritter Ordnung fu¨r die erste Nachbarschale in Ge ist in Abbildung
7.8 zu sehen. Sowohl der harmonische Beitrag (7.49), als auch die Terme im anharmo-
nischen Beitrag (7.73), die Produkte mit harmonischen Korrelationen beinhalten, ver-
schwinden symmetriebedingt. Dasselbe gilt fu¨r die durch V 23 bestimmten Korrelation
〈∆uα∆uβ∆uγ∆uδ〉2, so dass der einzige zur dritten Korrelation beitragende, numerisch
behandelbare Term die durch V3 bestimmt Korrelation 〈∆uα∆uβ∆uγ〉1 darstellt. Bei ho-
hen Temperaturen weist sie und damit auch der dritte Kumulant insgesamt eine quadra-
tischen Abha¨ngigkeit von der Temperatur nach (6.43) auf, was sich mit der experimen-
tellen Beobachtung deckt [21]. Auch die quantenmechanischen Nullpunkt-Fluktuationen
der Messdaten werden durch die Theorie gut wiedergegeben.
In Abbildung 7.9 sind die mit der Anharmonizita¨t V3 berechneten dritten Kumulan-
ten der ersten acht Nachbarschalen in Ge zu sehen. Da der relevante Beitrag in (7.73) von
nullter Ordnung in 1/R ist, tritt kein Abfall der Kumulanten mit wachsendem Abstand
der Nachbarschalen zum Zentralatom auf. Dennoch kann man erkennen, dass bei Ato-
men aus verschiedenenUntergittern gro¨ßererWerte und damit eine gro¨ßere Asymmetrie
in den radialen Abstandsverteilungen auftritt.
Wie bereits beim Debye-Waller-Exponenten treten bei der hier bestimmenden Korre-
lationsfunktion 〈∆uα∆uβ∆uγ〉1 sowohl postive als auch negative Vorzeichen auf. Diese
lassen sich durch Annahme eines Zentralpotentials φ(r) fu¨r das Gitterpotential erkla¨ren:
Verwendet man den Ausdruck fu¨r C3 in [25] in Verbindung mit den in [35] angegebenen
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Abbildung 7.9: Dritter Kumulant fu¨r die ersten acht Nachbarschalen in Ge berechnet mit
der Anharmonizita¨t V3
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Werten fu¨r φ′′′(r), kannman die Vorzeichen der ersten beidenNachbarschalen berechnen,
die mit den sto¨rungstheoretisch ermittelten u¨bereinstimmen.
ImGegensatz zum ersten und zweiten Kumulanten treten im Falle der dritten Kumu-
lanten zwei verschiedene Verla¨ufe bei der siebten Nachbarschale auf, die unterschiedli-
che Vorzeichen und Gro¨ßenordnungen besitzen. Ursache dafu¨r ist der Umstand, dass
hier Nachbaratome aus zwei verschiedenen Symmetrieklassen auftreten (siehe Tabel-
le 1.1). Der Kumulant der Nachbarschale, die durch die Atome auf den zu R4 (3, 3, 3¯)
a¨quivalenten Positionen in Bezug auf das Zentralatom gebildet wird, weist gerade Ei-
genschaften auf, wie sie fu¨r ungerade Nachbarschalen zu erwarten sind. Die Atome auf
den zu R4 (5, 1, 1) a¨quivalenten Positionen erzeugen dagegen einen Kumulanten, dessen
Eigenschaften sich eher bei denen der geradenNachbarschalen einreihen. Dies zeigt, dass
die Kumulanten-Eigenschaften nicht nur vomAbstand der Nachbarschale, sondern auch
von ihrer Symmetrie beeinflusst werden.
Der Einfluss der Anharmonizita¨t V4 auf den dritten Kumulanten kann hier nur ab-
gescha¨tzt werden. Da sie Korrekturen zu den senkrechten Anteilen der atomaren Aus-
lenkungen darstellen, ist ein Beitrag wie im Falle des ersten harmonischen Kumulanten
nicht auszuschließen. Auf der anderen Seite ko¨nnten sie wie bereits die Beitra¨ge durch
V 23 symmetriebedingt verschwinden. Da sie jedoch lediglich in der Ordnung 1/R auftre-
ten, sollten sie auf jeden Fall nur bei den ersten Nachbarschalen eine Rolle spielen und
fu¨r weiter entfernte vernachla¨ssigbar sein.
Die vierten Kumulanten fu¨r die ersten acht Nachbarschalen in Ge zeigt Abbildung
7.10. Der harmonische Beitrag (7.50) verschwindet aufgrund der Symmetrie ebenso wie
die harmonische Korrelationen beinhaltenden Produkte in (7.55). Dadurch werden die
Kumulanten lediglich durch die Anharmonizita¨t V 23 bestimmt.
Im Gegensatz zu C3 besitzen alle vierten Kumulanten dasselbe Vorzeichen. Durch
die fehlende R-Abha¨ngigkeit des V 23 -Beitrags weisen sie zudem alle dieselbe Gro¨ßen-
ordnung auf. Der Kumulant der siebten Nachbarschale spaltet sich auch in diesem Fall
wieder auf.
Fu¨r den vierten Kumualnten existieren experimentelle Daten [19]. Sie wurden den
Rechnungen jedoch nicht gegenu¨bergestellt, da sie diese um eine Gro¨ßenordnung u¨ber-
treffen. Anzunehmen ist daher, dass der dominierende Beitrag des vierten Kumulanten
von der Anharmonizita¨t V4 herru¨hrt, die noch nicht sto¨rungstheoretisch erfassbar ist. Die
durch V 23 bestimmten Beitra¨ge sind demnach eher als Korrektur zu diesen aufzufassen,
so dass eine endgu¨ltige numerische Beschreibung des vierten Kumulanten und damit der
symmetrischenAbweichung der atomaren Verteilungsfunktion von der Gauß-Verteilung
also noch aussteht.
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Abbildung 7.10:Vierter Kumulant fu¨r die ersten acht Nachbarschalen in Ge berechnetmit
der Anharmonizita¨t V 2
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Si
Die Kumulanten C1 bis C4 fu¨r die ersten acht Nachbarschalen in Si werden in den Abbil-
dungen 7.11 bis 7.14 dargestellt. Die Berechnungen erfolgten analog zu denen im Ge-Fall.
Experimentelle Vergleichsdaten lagen noch keine vor.
Im Wesentlichen kann die fu¨r Ge gefu¨hrte Diskussion u¨bernommen werden. Unter-
schiede ergeben sich fu¨r Si dagegen im Falle der Nullpunkt-Fluktuationen, die bei Si
durchga¨ngig ausgepra¨gter sind als bei Ge, wa¨hrend sich die Situation im Hochtempe-
raturfall umkehrt. Diese Situation konnte bereits bei der Diskussion des Debye-Waller-
Exponenten im vorigen Kapitel konstatiert werden. Im Falle der EXAFS-Kumulanten
heißt das, dass die Korrelationen der senkrechten Auslenkungsanteile, die Varianz der
atomaren Verteilung und die Asymmetrie der Verteilung geringer sind als bei Ge. Da
auch C2 gegenu¨ber Ge abfa¨llt, sind in diesem Fall auch die parallelen Beitra¨ge zu den
atomaren Auslenkungen kleiner.
Der auf der kubischen Anharmonizita¨t beruhende dritte Kumulant ist bei Si kleiner
als bei Ge und la¨sst somit einen geringeren Einfluss auf die Asymmetrie bei Si schließen.
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Abbildung 7.11: Relativer erster Kumulant fu¨r die ersten acht Nachbarschalen in Si im
Vergleich zur homogenen Verzerrung η
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Abbildung 7.12: Zweiter Kumulant fu¨r die ersten acht Nachbarschalen in Si. Vergleich
der harmonischen mit den durch V 2
3
korrigierten Rechnungen. Gepunktete Linien geben
Summe der mittleren quadratischen Auslenkungen (MSD) der beiden Si-Atome an
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Abbildung 7.13:Dritter Kumulant fu¨r die ersten acht Nachbarschalen in Si berechnet mit
der Anharmonizita¨t V3
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Abbildung 7.14: Vierter Kumulant fu¨r die ersten acht Nachbarschalen in Si berechnet mit
der Anharmonizita¨t V 2
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Abbildung 7.15: Zweiter Kumulant fu¨r die erste Nachbarschale in GaAs. Harmonisch
und mit Korrekturen durch V 23 und V3 berechnte theoretische Werte im Vergleich zu
experimentellen Daten [18]
GaAs
Auch fu¨r GaAs gilt grundsa¨tzlich die fu¨r Ge gefu¨hrte qualitative Diskussion. Auf spezi-
elle Unterschiede und Gemeinsamkeiten soll jedoch eingegangen werden.
Fu¨r GaAs existieren experimentelle Daten fu¨r den zweiten Kumulanten der ersten
drei Nachbarschalen [18], die in den Abbildungen 7.15 und 7.16 aufgetragen wurden.
Da bei GaAs die Untergitter nicht mehr a¨quivalent sind, wurden die entsprechenden
beteiligten Atompaare explizit gekennzeichnet.
Bei der ersten Nachbarschale ergibt sich ein zu Ge vergleichbarer Verlauf, wobei die
Abweichungen des harmonischen Resultats zu den experimentellen Daten hier jedoch
etwas ausgepra¨gter sind. Der Einfluss der Anharmonizita¨ten ist qualitativ vergleichbar,
jedoch ebenfalls pra¨gnanter: Durch V 23 wird der harmonische Verlauf um 6.6% nach oben
korrigiert, wa¨hrend der ebenfalls negative V3-Beitrag diesen Effekt auf 4.8% absenkt.
Die zweite Nachbarschale wird aus Atomen desselben Untergitters gebildet, so dass
zwei verschiedene Korrelationstypen auftreten ko¨nnen, na¨mlich zwischen Ga-Atomen
und zwischen As-Atomen. Die beiden sich ergebenden Verla¨ufe sind in Abbildung 7.16
oben eingezeichnet, wobei die sto¨rungstheoretischen Rechnungen in U¨bereinstimmung
mit dem Experiment gro¨ßere Werte fu¨r den Ga-Ga- als fu¨r den As-As-Kumulanten erge-
ben. Diese Beobachtung deckt sich mit den Ergebnissen beim Debye-Waller-Exponenten,
die ebenfalls sta¨rkere Selbstkorrelationen der Ga-Atome aufwiesen. Im Falle der dritten
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Abbildung 7.16: Zweiter Kumulant fu¨r die zweite (oben) und dritte (unten) Nachbarschale
in GaAs. Harmonisch berechnete Werte, sowie mit Korrekturen durch V 2
3
im Vergleich
zu experimentellen Daten [18]
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Nachbarschale ist wieder nur der Korrelationstyp Ga-As mo¨glich. Analog zu Ge sind die
harmonischen Kumulanten beider Nachbarschalen im Verha¨ltnis zu den entsprechenden
experimentellen Daten zu niedrig. Auch hier kann diese Diskrepanz nicht durch die An-
harmonizita¨t V 23 erkla¨rt werden. Es stellt sich also ebenfalls die Frage, ob die single scatte-
ring approximation bei ho¨heren Nachbarschalen noch als gu¨ltig erachtet werden kann und
wie groß der Einfluss von V4 auf das Ergebnis ist.
Abbildungen 7.17 und 7.18 zeigen die ersten und zweiten Kumulanten der ersten
acht Nachbarschalen in GaAs. Die Ga-Ga-Paare weisen dabei durchga¨ngig ho¨here Werte
auf als die As-As-Paare. Fu¨r C2 kann dieses Verhalten wieder an Hand von (7.33) durch
die ho¨here Selbstkorrelation von Ga im Vergleich zu As bei vergleichbaren Korrelationen
zwischen den Atomsorten erkla¨rt werden. Dies trifft zudem auch auf die Korrelations-
funktionen 〈u2j 〉 und 〈ui · uj〉 zu, was die ho¨heren Ga-Werte von C1 begru¨ndet.
Wa¨hrend fu¨r C3 noch keine experimentellen Daten vorliegen, zeigt sich bei denen fu¨r
C4 [18] derselbe Sachverhalt wie bei Ge: Die theoretischen Werte sind um eine Gro¨ßen-
ordnung zu klein, so dass wohl auch hier die Berechnung von V4 zur endgu¨ltigen Er-
kla¨rung des experimentellen Verlaufs no¨tig ist.
In den Abbildungen 7.19 und 7.20 sind die dritten und vierten Kumulanten von GaAs
dargestellt. Im Vergleich zu Ge fallen sie wesentlich gro¨ßer aus, wa¨hrendC1 undC2 noch
mit den Ge-Kumulanten vergleichbar waren. Dies ist ein Zeichen fu¨r die gro¨ßere Asym-
metrie der atomaren Verteilungsfunktionen in GaAs aufgrund der verminderten Sym-
metrie der Zinkblende- im Vergleich zur Diamant-Struktur.
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Abbildung 7.17: Relativer erster Kumulant fu¨r die ersten acht Nachbarschalen in GaAs
im Vergleich zur homogenen Verzerrung η
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Abbildung 7.18:Zweiter Kumulant fu¨r die ersten acht Nachbarschalen in GaAs. Vergleich
der harmonischen mit den durch V 2
3
korrigierten Rechnungen. Gepunktete Linien geben
entsprechende Summen der mittleren quadratischen Auslenkungen (MSD) der beteilig-
ten Ga- bzw. As-Atome an
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Abbildung 7.19:Dritter Kumulant fu¨r die ersten acht Nachbarschalen in GaAs berechnet
mit der Anharmonizita¨t V3
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Abbildung 7.20: Vierter Kumulant fu¨r die ersten acht Nachbarschalen in GaAs berechnet
mit der Anharmonizita¨t V 2
3
Zusammenfassung
In dieser Arbeit wurden neben den harmonischen Eigenschaften die auf der kubischen
Anharmonizita¨t beruhenden Phononen-Kopplungskoeffizienten der Materialien Si, Ge
und GaAs mit ab-initio-Methoden berechnet, die auf der Dichtefunktional-Theorie und
Dichtefunktional-Sto¨rungstheorie beruhen.
Die harmonischen Rechnungen wurden mit den beiden Programmen pwscf und
abinit durchgefu¨hrt und ergaben auf der einen Seite die statischen Gittereigenschaf-
ten und hier insbesondere die Gitterkonstanten der den untersuchten Materialien zu-
grundeliegenden Diamant- bzw. Zinkblende-Struktur. Diese wiesen LDA-typisch zu ge-
ringe Werte im Vergleich zu experimentellen Referenzdaten auf. Die Fehler lagen aber
alle in einem Bereich von nur etwa 2%, so dass eine sehr gute U¨bereinstimmung kon-
statiert werden konnte. Auf der anderen Seite wurden die dynamischen harmonischen
Eigenschaften ermittelt, zu denen die Phononenfrequenzen und -eigenvektoren za¨hlen,
die nicht zuletzt auch in die Phononen-Kopplungskoeffizienten eingehen. Sie sind durch
Diagonalisieren der dynamischen Matrix in Form der Eigenwerte und -vektoren an je-
dem beliebigen Punkt der Brillouin-Zone zuga¨nglich.
Die dynamischenMatrizen wurden fu¨r die Berechnung der thermodynamischenKor-
relationsfunktionen auf der gesamten Brillouin-Zone beno¨tigt. Da die Berechnung der
dynamischen Matrizen teuer ist, wurde eine effiziente Interpolationsmethode angewen-
det. Dazu wurden die dynamischen Matrizen auf einer ausreichend dichten Mesh im
reziproken Raum erzeugt, um durch anschließende Fouriertransformation die Informa-
tionen zur harmonischen Dynamik der Systeme in kompakten Kraftkonstantensa¨tze im
Ortsraum zu speichern. Sodann konnten die dynamischen Matrizen fu¨r praktisch belie-
big viele Punkte im reziproken Raum durch Ru¨cktransformation erzeugt und die dazu-
geho¨rigen harmonischen Eigenschaften durch Diagonalisierung gewonnen werden. Die
Gu¨ltigkeit dieser Vorgehensweise wurde durch Vergleich der Phononendispersionen auf
ausgesuchten Hochsymmterierichtungen im reziproken Raum mit experimentellen Re-
ferenzdaten u¨berpru¨ft. Sowohl fu¨r die Frequenzen, als auch die Symmetrieeigenschaften
der Dispersionszweige ergaben sich hervorragende U¨bereinstimmungen.
Die fu¨r die Kopplungskoeffizienten beno¨tigten dynamischen Tensoren konnten fu¨r
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den kubischen Fall mit einem von Michael Schmitt entwickelten ab-initio-Programm er-
zeugt werden. Der im Vergleich zum harmonischen Fall nochmals erheblich gesteigerte
Rechenaufwandmachte eine a¨hnliche Vorgehensweise fu¨r ihre Erzeugung auf einer Viel-
zahl von Punkten im reziproken Raumno¨tig. Dazu wurde ein von Gerd Birner entwickel-
tes Verfahren zur Erzeugung der kubischen Ortsraum-Kraftkonstanten, die eine analog
zum harmonischen Fall zentrale Rolle spielen, implementiert. Es basiert auf der Trans-
formationsgleichung, die die Kopplungstensoren mit den Kraftkonstanten des direkten
Raums verknu¨pft, und fasst sie als lineares Gleichungssystem auf. Durch Ausnu¨tzen al-
ler Symmetrien der Gitterstruktur erlaubt es so die effiziente Speicherung aller auf den
kubischen Anharmonizita¨ten beruhenden dynamischen Informationen der Systeme in
irreduziblen Datensa¨tzen, die mit Hilfe der Kopplungstensoren auf einer ausreichend
dichten Mesh im irreduziblen Teil der Brillouin-Zone als Eingabedaten erzeugt wurden.
Sodann ist eine effiziente Interpolation der Kopplungstensoren an beliebigen Stellen im
reziproken Raum durchfu¨hrbar. Der Vorteil dieser Methode im Vergleich zur Fourier-
Interpolation liegt vor allem darin, dass die Kopplungstensoren in analytischer Form als
Funktion ihrer Wellenvektoren vorliegen und Ableitungen nach diesen ebenfalls analy-
tisch durchgefu¨hrt werden ko¨nnen.
Diese Eigenschaft wurde ausgenutzt, um die auf diese Weise interpolierten Kopp-
lungstensoren einem strengenTest zu unterziehen. Dazuwurden die Gru¨neisen-Tensoren
berechnet, die sowohl von den Kopplungstensoren, als auch deren Ableitungen nach
Wellenvektoren abha¨ngen. Zudem gehen die harmonischen Phononenfrequenzen und
insbesondere die Eigenvektoren ein, was die Mo¨glichkeit bot, diese mit verschiedenen
Programmen berechneten harmonischen und anharmonischen Eingabedaten im Hin-
blick auf die Kompatibilita¨t ihrer Symmetrieeigenschaften zueinander zu untersuchen.
Dazu wurden die Dispersionen derGru¨neisen-Tensorenund -Konstanten auf denHaupt-
symmetrierichtungen im reziproken Raum berechnet. Sowohl die Konstanten, als auch
die Haupt- und Nebendiagonalelemente der Tensoren zeigten gute bis sehr gute U¨ber-
einstimmungenmit den aus verschiedenenQuellen stammenden experimentellenDaten.
Die mit den beiden Programmen pwscf und abinit erzeugten Phononenfrequenzen
und Eigenvektoren wiesen in Kombination mit den anharmonischen Kraftkonstanten
insbesondere bei den Symmetrieeigenschaften der Dispersionszweige keine signifikan-
ten Unterschiede auf. Die erzielten Ergebnisse wurden daher als gu¨ltig betrachtet.
Im Hinblick auf die EXAFS-Kumulanten, in die die temperaturabha¨ngigen atomaren
Absta¨nde eingehen, wurde die thermische Ausdehnung berechnet. Diese ha¨ngt u¨ber den
linearen thermischenAusdehnungskoeffizientenvon denGru¨neisen-Konstantenund da-
mit von den Kopplungstensoren der gesamten Brillouin-Zone ab. Durch Vergleich mit
den fu¨r alle Materialien zur Verfu¨gung stehenden experimentellen Daten konnte so zu-
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sa¨tzlich deren Gu¨ltigkeit jenseites der Hauptsymmetrierichtungen im gesamten rezipro-
ken Raum abgescha¨tzt werden. Fu¨r den Ausdehnungskoeffizienten ergaben sich in allen
Temperaturbereichen gute U¨bereinstimmungen. Die temperaturabha¨ngigen Gitterkon-
stanten wiesen abgesehen von einem LDA-typischen zu niedrigen Verlauf ebenfalls gute
U¨bereinstimmung mit den experimentellen Daten auf.
Mit Hilfe der so erzeugten und getesteten harmonischen und anharmonischen Kraft-
konstanten konnten sowohl der Debye-Waller-Faktor, wie er bei Streuprozessen auftritt,
als auch der EXAFS-Debye-Waller-Faktor berechnet werden. Diese ha¨ngen sie von Korre-
lationsfunktionen der atomaren Auslenkungen ab und ko¨nnen mit Hilfe der thermody-
namischen Sto¨rungtheorie berechnet werden. Dies geschah durch Entwicklung bis ein-
schließlich zur zweiten Sto¨rungsordnung, sowie unter Beru¨cksichtigung der Sto¨rungen
V3, V4 und V
2
3 . Numerisch konnten die Terme ausgewertet werden, die von den kubi-
schen Sto¨rungen abhingen.
Im Falle des Debye-Waller-Faktors wurde der Exponent mit Hilfe der Kumulanten-
Entwicklung ausgewertet. Es ergaben sich fu¨nf numerisch erfassbare Korrelationsfunk-
tionen, von denen die harmonische 〈(Q · u)2〉0 den dominierenden Beitrag lieferte und
einen im Hochtemperaturbereich linearen Verlauf aufwies. Die durch die Anharmoni-
zita¨t V3 bestimmte Korrelation 〈Q · u〉1 verschwand symmetriebedingt. Die ebenfalls
durch V3 bestimmte Korrelation 〈(Q · u)3〉1, sowie die durch V 23 bestimmte Korrelati-
on 〈(Q · u)2〉2 wiesen eine T 2-Abha¨ngigkeit im Hochtemperaturregime auf. Ihre Werte
waren um zwei Gro¨ßenordnungen kleiner als die der harmonischen Funktion. Die Kor-
relation 〈(Q·u)3〉1 war zudem rein imagina¨r und trug daher nicht zur temperaturbeding-
ten Da¨mpfung des Streusignals bei, die durch den Realteil des Debye-Waller-Exponenten
bestimmt wird. 〈(Q · u)2〉2 stellte somit den dominierenden anharmonischen Beitrag zur
Da¨mpfung, die jedoch aus Unkenntnis der durch V4 bestimmten Funktion 〈(Q · u)2〉1,
von der man einen dazu vergleichbaren Beitrag erwartet, nicht vollsta¨ndig beschrieben
werden konnte. Die Korrelation 〈(Q · u)4〉2 wies im Hochtemperaturbereich eine T 3-
Abha¨ngigkeit auf und lieferte Werte, die im Vergleich zur harmonischen Korrelation um
zwo¨lf Gro¨ßenordnungen kleiner und damit bereits vernachla¨ssigbar waren. Der anhar-
monische Beitrag zumDebye-Waller-Exponenten scheint daher mit den hier behandelten
Korrelationen praktisch vollsta¨ndig numerisch bestimmbar zu sein.
Jede Korrelation wies Nullpunkt-Fluktuationen auf, die im harmonischen Fall am
sta¨rksten ausgepra¨gt waren, wa¨hrend sie bei 〈(Q ·u)4〉2 praktisch vernachla¨ssigt werden
konnten. Die gro¨ßten Effekte wies hier Si auf, die bei Ge, Ga und As lagen darunter. Die
sta¨rksteDa¨mpfung des Streusignal bei ho¨heren Temperaturen trat bei Ga auf. Ebenso ver-
hielt es sich imWesentlichenmit dem anharmonischen Einfluss, der bei Ga am sta¨rksten,
insgesamt aber nicht sehr ausgepra¨gt war. Der Vergleich der Debye-Waller-Exponenten
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mit experimentellen Referenzdaten ergab eine gute U¨bereinstimmung.
Zur Beschreibung des EXAFS-Debye-Waller-Faktors wurde dieser durch die ersten
vier Kumulanten einer entsprechendenEntwicklung dargestellt, die sodann in Abha¨ngig-
keit derMomente der atomaren Abstandsverteilung angegebenwurden. Die weitere Ent-
wicklung erfolgte unter Einbeziehung sowohl paralleler, als auch senkrechter Anteile der
atomaren Auslenkungsunterschiede.Dies fu¨hrte auf Korrelationsfunktionen, die auf jene
zuru¨ckgefu¨hrt werden konnten, die bereits im Zusammenhang mit dem Debye-Waller-
Exponenten erarbeitet wurden.
Bereits die harmonischen Ergebnisse fu¨r den ersten Kumulanten der ersten Nach-
barschale in Ge ergab sehr gute U¨bereinstimmungen mit den gemessenen Werten. Die
anharmonischen Einflu¨sse korrigierten das Ergebnis dagegen nur sehr wenig nach oben.
Daru¨ber hinaus konnte besta¨tigt werden, dass der Unterschied in der thermischen
Ausdehnung, wie er in XRD- bzw. EXAFS-Experimenten gemessen wird, gerade durch
die senkrechtenAuslenkungsanteile erzeugtwird.Mit wachsender EntfernungderNach-
barschale zumZentralatom nimmt der relative Einfluss dieser senkrechtenAuslenkungs-
anteile jedoch ab. Zudem konnte der klassisch nicht erkla¨rbare, auf quantenmechanische
Nullpunkts-Fluktuationen beruhende Effekt bei T = 0 besta¨tigt werden.
Der zweite Kumulant fu¨r die ersteNachbarschale stimmte ebenfalls gutmit den expe-
rimentellen Daten fu¨r Ge und GaAs u¨berein. Bei ho¨heren Nachbarschalen na¨herten sich
die Werte dieser MSRD rasch den MSD-Beitra¨gen an, was auf eine schwa¨cher werdende
Korrelation der entsprechenden Nachbarschalen schließen la¨sst.
Der Vergleich der berechneten harmonischen Verla¨ufe der zweiten und dritten Nach-
barschalen ergab jedoch systematische Abweichungen von den experimentellen Daten.
Diese wiesen deutlich gro¨ßere Werte auf, was auch durch die anharmonischen Korrek-
turen durch V3 nicht erkla¨rt werden konnte. Einerseits muss also die der Analyse zu-
grundeliegende single scattering approximation in Frage gestellt, also Mehrfachstreuungen
bei ho¨heren Nachbarschalen in Betracht gezogen werden. Andererseits ist der mo¨gliche
Einfluss der Sto¨rung V4 noch unklar. Wa¨hrend dieser fu¨r die erste Nachbarschale noch
verschwindet, ko¨nnten die Symmetrien der weiteren Nachbarschalen fu¨r endliche Bei-
tra¨ge durch die quartischen Anharmonizita¨ten sorgen.
Die harmonischen Beitra¨ge zum dritten Kumulanten verschwanden, so dass dieser
auf rein anharmonischen Effekten durch V3 beruhte. Fu¨r die erste Nachbarschale in Ge
konnten die Messdaten gut durch die sto¨rungstheoretisch erzielten Ergebnisse besta¨tigt
werden. Sowohl die quadratische Temperaturabha¨ngigkeit bei hohen Temperaturen, als
auch die nur quantenmechanisch erkla¨rbaren Nullpunkt-Fluktuationen konnten repro-
duziert werden. Die in der siebten Nachbarschale auftretenden, nicht symmetriea¨qui-
valenten Atompositionen erzeugten unterschiedliche Kumulantenverla¨ufe und belegten
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damit neben dem Einfluss des Abstandes auch den der vorliegenden Symmetrien des
Systems auf C3. Die insgesamt gro¨ßeren Werte fu¨r die asymmetrischen Abweichung der
atomaren Verteilungsfunktion von der Gauß-Form bei GaAs im Vergleich zu Ge unter-
streicht diese Aussage.
Die vierten Kumulanten wurden ausschließlich durch Beitra¨ge von V 23 bestimmt und
wiesen dadurch die erforderliche T 3-Abha¨ngigkeit im Hochtemperaturregime auf. Je-
doch lagen die sto¨rungstheoretischen Ergebnisse fu¨r die erste Nachbarschale in Ge und
GaAs um eine Gro¨ßenordnung unter den experimentellen Vergleichsdaten. Man kann
also a¨hnlich wie im Falle der zweiten Kumulanten daru¨ber spekulieren, ob die C4 haupt-
sa¨chlich durch Anharmonizita¨ten vierter Ordnung bestimmt werden, wa¨hrend die hier
berechneten Beitra¨ge lediglich als Korrekturen dazu aufgefasst werden du¨rfen.
Eine endgu¨ltige Kla¨rung dieser Frage kann bis auf Weiteres allerdings nicht passie-
ren. Fu¨r die Ermittlung quartischer Anharmonizita¨ten ist die Kenntnis der Kohn-Sham-
Wellenfunktion zweiter Ordnung no¨tig, deren Berechnung aufgrund des erheblichen nu-
merischen Aufwandes noch nicht mo¨glich ist.
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