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L 
1. INTRODUCTION 
The econometrician faces two types of forecasting 
problem, which may be termed conditional forecasting and 
unconditional forecasting. 
In conditional forecasting the econometrician must 
answer "what .... if?" questions. For example, "what will be 
the level of demand for commodity x, if its price is $y per 
kilogram and if consumer incomes average $z per capita?". 
An econometric model, relating quantity demanded to price 
and income, can be used to answer questions of this type. 
Unconditional forecasting requires answering "what 
.... ?" questions. For example, "what will be next year's 
demand for commodity x?". An econometric model is not always 
suitable for solving this sort of problem, since, before 
the model can be used to predict demand, the researcher may 
first have to predict the price of commodity x and average 
consumer incomes one year hence. In many cases this is as 
difficult as predicting demand itself. In other words, the 
problem is transformed from one of predicting values of the 
endogenous variable (quantity demanded) to one of predicting 
values of the exogenous variables (price and income).l 
This paper discusses a number of quantitative techniques 
which can be used for unconditional forecasting. The reader 
is reminded that routine "data cleaning" 2 procedures should 
be undertaken before applying these methods to any given 
set of data. 
1 Steckler (16) p.431, suggests that this may be one of 
reasons why large scale econometric models have not performed 
well to date. 
2 Data cleaning is discussed in a number of texts on economic 
statistics e.g., Freund & Williams (7) p.391-393, Neter 
& Wasserman (14), p.610-611o 

2. 
A number of time series models are presented in 
section 3. These range from naive techniques, justified 
largely in terms of their intuitive appeal, to more 
sophisticated methodologies based on statistical theory. 
Their common feature is that forecasts on a given variable 
are prepared without regard to the behaviour of other 
variables in the system. Causal models, on the other hand, 
take into account the relationships between variables in 
the system. Section 4, discusses a number of causal models 
which can be used for unconditional forecasting. 
Section 5 compares time series and causal models. 
The more sophisticated techniques, especially those discussed 
in sections 3.6, 4.1, 4.2 and 4.3, are not explained 
exhaustively here. The reader should consult the references 
listed for this purpose. 
However sufficient detail is provided to enable the 
reader to work through sections 8, 9 and 10. These respectively 
use exponentially weighted moving averages, Box-Jenkins, 
and a standard econometric model to forecast prices of 
New Zealand wool on a clean c.i.f., U.K, dry combing basis 
for the 1974/5 season. 

3. 
2. TERMINOLOGY 
The follow~ng terms are used frequently throughout this 
paper. Other terminology which is dpecific to a particular 
method will be defined at the appropriate time. 
2.1 Time Series 
A time series is a chronologically ordered set of 
observations on some variable. Observations are collected 
at discrete and equi-distant intervals of time. 
2.2 Forecast Lead Time: 
The forecast lead time (or forecast horizon) is the 
number of periods from the time when a forecast-is prepared 
to the time to which the forecast refers. For example, given 
a series of quarterly data, a forecast prepared sometime 
during the first quarter of 1974 and referring to the fourth 
quarter of 1974 has a lead time of three quarters. 
2.3 The Secular Trend 
The (secular) trend indicates the direction of a time 
series, in terms of a general upward or downward movement 
over a long period of time. These movements are usually 
related to factors such as population growth, technological 
c~ange, economic growth etc~. 
2.4 Cyclical Movements 
The business cycle is a historical phenomenon associated 
with many time series in unregulated economies. It consists 
of up and do~n movements which have a periodicity greater 
than one year around a secular trend. Sometimes trend and 
cyclical components are not separated but are regarded as 
a single series. 
4. 
2.5 Seasonal Variations 
These are periodic variations in a time series which 
tend to repeat themselves every tWelve months. The major 
factors responsible for seasonality are weather and social 
customs. For example, agricultural production displays marked 
seasonal fluctuations as do sales of air conditioners and 
skiis. The influence of social custom is seen in the increase 
in retail sales which typically occurs prior to Christmas. 
2.6 Random or Irregular Fluctuations 
These are erratic disturbances (sometimes called 
noise) which follow no regular pattern and therefore cannot be 
predicted. They are regarded as the residual once systematic 
variations have been accounted for. 
2.7 Mean Square Error 
The mean square error is sometimes used to measure the 
goodness of fit of a given model to a set of sample data and 
is defined as: 
n 
" )2 M.S.E. = L: (Zt ~ Zt 
t=l 
n 
where: 
Zt is the actual observation in period t, 
" is the value predicted by the model for period Zt 
n is the number of observations in the sample. 
2.8 The Short, Medium and Long Term 
For the purpose of this paper, short term forecasts 
are those with a lead time of from one to three months, 
medium term forecasts are from three months to two years 
and long term forecasts have a forecast horizon greater 
than two years. 
t, 
5. 
3. TIME SERIES MODELS 
Time series analysis regards movements of a given 
variable Zt to be solely a function of time. Any relationships 
which exist between Zt and other variables in the system are 
completely ignored. The aim is to identify recurring patterns 
in the series, using historical data, and to extrapolate 
these patterns into the future. It is assumed, therefore, 
that stable patterns exist and will continue into the future. 
Since patterns are less likely to be stable in the long run, 
many of these techniques are best'suited to short to medium 
ter~ forecasting with a lead time.of one year or less. 
The successful application mf any forecasting technique 
depends upon the availability of accurate data, but for the 
applied econometrician the acquisition of reliable data can 
be one of t.he more irksome tasks. Time series models therefore 
have an advantage over causal models in that they require 
only the past history of the variable to be forecast as 
input. However they differ among themselves in the number of 
observations necessary for effective application. 
3.1 Simple Moving Averages 
Simple moving averages (17) can be used to forecas,t a 
time series whose basic pattern is horizontal; that is, 
observations vary only slightly from period to period. It is 
possible that over a long period of time the mean of the 
series will gradually change but over shorter periods it is 
assumed to be approximately constant. 
Under these conditions an estimate of the current 
average level of the series will provide reasonably accurate 
short term forecasts. A simple approach is to take an average 
of the most recent observations and to use this as a fore-
cast for the next period~ 
where: 
6. 
= (1) 
is the actual observation in period t, 
is the forecast for period t+l, made at the 
end of period t, and 
n is the number of observations included in 
the moving average. 
When an additional observation becomes available it is 
included in the moving average and the oldest observation 
is dropped. To forecast more than one period in advance 
either 
(a) the one-step-ahead forecast is reused on the 
assumption that the series remains horizontal, or 
(b) previous forecasts are substituted in the moving 
average in place of values of the variable which have not 
yet been observed. 
There are three main criticisms of simple moving 
averages: 
(1) The choice of the number of observations to be included 
in the moving average is essentially arbitary, although 
if the researcher has the patience he/she can experiment 
with a number of values and choose the one yielding 
the smallest mean square error when forecasting on 
past data. The more observations included, the greater 
the smoothing effect and the slower the adjustment to 
any change in the underlying pattern. 
(2) Equal weights are given to all observations used in 
calculating the average, while prior observations are 
completely ignored. In many cases a weighting system 
which places greatest importance on the most recent 
observations is more logical. 
7. 
(3) The requirement that the underlying pattern of the data 
be horizontal severely limits the practical use of 
simple moving averages. Should there be a definite 
shift in the level of the series moving averages will 
be slow to adapt to the change. 
Because of these limitations, a simple moving average 
model is rarely a strong contender in any forecasting 
5i tuation. However, if short'-term forecasts on a large number 
of items are required at frequent intervals, and if accuracy 
is not at a premium, then the simplicity of the method and 
its modest data requirements t (say 5 to 10 observations per 
variable) may recommend it. 
3.2 Double Moving Averages 
Double moving averages (j.7j can be used to project a 
time series which exhibits a trend as well as random 
fluctuations. The method is based on the fact that a simple 
moving average will always lag behind the original series if 
the data has a trend. Similarly, a moving average of the 
simple moving average will always lag behind the latter. 
Furthermore, if plotted on a graph, the double moving average 
tends to be about the same distance below the simple moving 
average as the simple moving average is below the original 
series. 
The forecast is prepared by taking the difference 
between the simple and the double moving average and adding 
this figure to the simple moving average. 3 
Double moving averages require twice as many 
observations as simple moving averages. Although double moving 
a~erages can handle a trend, the method is subject to the 
3 Sometimes an adjustment factor is used in an effort to 
improve foY'ecasts f see Wheelwright and .f!.1akridakis f 
(I 7) ¥ pp 41- 43 . 
8. 
same criticisms as simple moving averages; the choice of 
the number of observations in the averages is essentially 
arbitary and equal weighting is given to all observations. 
3.3 Exponential Smoothing 
Exponential smoothing ;(4) ,(9), ;(17), is an advance 
on simple moving averages in that it uses a weighted average 
of all past observations as a forecast for the next period. 
The model is derived from the formula for a weighted 
average: 
where: 
n 
L: 
i=l 
n 
L: 
i=l 
w.X. 
l l 
W. 
l 
(2) , 
X. is the i-th observation in the sample, 
l 
w. is the weighting given to the i-th 
l 
observation and 
n is the number of observations in the sample. 
The weights used in exponential smoothing are the infinite 
geometric sequence: 
(I-a), a(1-a),·a 2 (1-a), a 3 (1-a), .•. 
where a lies between z~ro and unity. This system of weights 
I is chosen because: 
(a) 
(b) 
the series of weights converges to unity, and 
since O<a<l, t~b weights diminish exponentially thereby 
attributing greater importance to the more recent 
observations. 
9. 
A one-step-ahead forecast, made at the end of period 
t is given by a weighted average of all past observations: 
2 
= 0(1-a)zt + a(l-a)zt_l + a (1-a)zt_2 + ••• ( 3) 
T~e above form of the model is not suitable for 
practical purposes since it contains an infinite number of 
terms. However, the infinite geometric series given by 
equation (3) converges to give: 
= + 
or = O<A<l (4 ) 
This is the form of simple exponential smoothing used in 
practice; a one-step-ahead forecast is a weighted average 
of the most recent observation and the most recent forecast. 
The same value is used to forecast with lead time greater 
than one period. 
A systematic search procedure is usually used to 
locate the value of A which minimises the mean square error; 
A is allowed to assume the values 0.1, 0.2, ... 0.9, the 
model is used to forecast past values in the series 4 and the 
mean square error is calculated for each value of A. This 
will indicate suitable values of A which can be investigated 
more fully. 
By rearranging the model given in equation (4) 
we obtain: 
= 
4 zl cannot be calculated in the usual way, so it is 
set to zl 
10. 
which illustrates that a forecast for period t+l can also 
be interpreted as the forecast for period t plus a proportion 
of the error which occurred in forecasting period t. When A 
is small the forecast for period t+l approximates the 
forecast for period t and so a considerable amount of smoothing 
takes place. On the other hand, if the time series displays 
a considerable amount of variation then the value of A should 
be large, so that forecasts will be sensitive to previous 
errors. 
Simple exponential smoothing, like simple moving 
averages, is only suitable for forecasting a s~rieswhose b~sic 
pattern is horizontal and when this is so, it usually performs 
well in a short term forecasting situation. An extension to 
the model which enables it to be applied to series which 
exhibit a trend and/or seasonality will be discussed in 
section 3.4. 
Its small data storage requirements make e~ponential 
smoothing particularly attractive in a situation when a large 
number of forecasts are required at frequent intervals. 
About thirty observations are required to estimate the 
smoothing constant A, but once the model is set up only two 
items need to be stored from one period to the next; the 
latest observation Zt and the most recent forecast 2t . 
3.4 Exponential Smoothing with Trend and Seasonal 
Components 
The movements of many economic variables through time 
follow trends and/or are marked by seasonal patterns. The 
extension of the simple exponential smoothing model to 
incorporate both a trend and seasonal factors was developed 
by Holt (8) and Winters (18) . We shall first consider a model 
which allows for seasonality but no trend, then extend the 
model to include both these components. 
11. 
The Seasonal Model: 
Seasonality can be handled using either an additive 
or a multiplicative seasonal factor. The additive factor is 
appropriate when the amplitude of seasonal variation is 
independent of the level of the series, whereas a 
multiplicative factoi should be used when t4e amplitude of 
seasonal variation is proportional to the level of the 
series. Since t,he latter case is more common, discussion will 
be limited to the multiplicative case. 
The inclusion of a multiplicative seasonal 
component, F, gives: 
where: 
(a) 
(c) L 
+ (l-A)Zt_l O<A<l 
is an estimate 6f the expected value of the 
deseasonalised variable in period t, and 
O<B<l 
is an estimate of the seasonal component in 
period t. 
is the periodicity~ for example L=12 for 
monthly data and L=4 for quarterly data. 
(5) 
(6) 
Forecasts up to one year in advance are prepared by 
readjusting the deseasonalised value of the variable for 
the most recent period, t: 
12. 
~ 
Zt+2 :::: ZtF t-L+2 / ( 7) 
To forecast beyond a lead time of L periods (i,e., one year) 
the same seasonals are reused. 5 This is only recommended if 
the seasonal pattern is stable. 
Successive substitution of Zt-l' Zt-2 etc, in equation 
(5) reveals that the expected value of the deseasonalised 
variable in period t is a weighted average of seasonally 
adjusted values over all past periods. The seasonality is 
removed by dividing each observation by the seasonal factor 
computed for the same month or quarter of the previous year. 
Zt is then used in calculating a new seaso~al factor for 
the month or quarter corresponding to period t, which is a 
weighted average of the current estimate of seasonality, 
Zt/z and the previous estimate, Ft - L• t 
The Complete Exponential Model 
A time series which displays a trend over a number of 
years as well as seasonal variation can be represented by a 
model which includes an additive trend factor: 
-Z = t AZ t / F t-L 
+ (I-A) (8) 
5 This results in a repeat of forecasts every L periods. 
13. 
where: 
and 
(a) Ft = BZt / Zt + 
(l-B)F
t
_L O<B<l (9 ) 
(b) Rt = C (Zt - Zt-l) + (l-C)Rt _ l O<C<l (10) 
is an estimate of the trend component for period t. 
Since Zt is an estimate of the expected deseasonalised 
value of Z in period t, (Zt - Zt-l) is the latest 
estimate of the trend. The new trend factor is a 
weighted average of this latest available estimate and 
the previous estimate Rt - l . 
Forecasts up to one year ahead are 
given by: 
(11) 
To forecast with a lead time longer than one year, additional 
multiples of the trend are added to the deseasonalised value 
and the same seasonals are reused. 
The forecasting procedure for the general 
exponentially weighted moving average model with trend and 
seasonals can be summarised as follows: 
(i) At the end of period t, Zt is computed from 
equation (8) using the latest observation in the series Zt 
along with Zt-l' Rt - 1 and the appropriate seasonal F t - L 
found during the previous cycle. 
14. 
(ii) The seasonal factor is updated by equation (9) 
to give F t which replaces Ft - L . 
(iii) Equation (10) is used to update the trend 
component, Rt' which replaces Rt - l . 
(iv) Forecasts are prepared using equation set (11). 
An examination of the above steps reveals that there is 
a need to determine initial values for z, the Fls and R, 
as well as the weights A, Band C. The usual procedure is 
to divide the time series into two parts, the first of which 
is used to calculate initial values of z, R and the Fls 
while the second section is used to derive the optimal set 
of weights A, Band C. 
Let the first section of the series consist of 
observations zl' z2' 
zn+l' zn+2' ... Zt· 
Z and the second section contain 
n 
Initial z: An average of monthly or quarterly data for 
year 1 is used to initialise z, i.e., 
initial Z = (12) 
Initial Trend: The initial value of R is set at the average 
trend measured over the first section of the series, i. e. , 
= Z - Z yr niL yr 1 (13 ) 
n - L 
Initial Seasonals: Preliminary seasonal factors are 
computed for each period from 1 to n by dividing the observed 
value for the period by the average value for the corresponding 
year and adjusting for the trend, i.e., 
where: 
15. 
F}e = Z , k (14) 
z - (L+l - j)Rl yr i --2-
(a) k = 1, 2, ..• n 
(b)Zyi:iis the average for the year corresponding to Fk , 
i . e. , i = 1, 2, ... niL 
(c) j is the position of the period within the year, 
e.g., with monthly data January (j=l), February 
(j=2),etc,. 
These preliminary seasonal factors are then averaged 
by month or quarter and normalised so that they add to L. 
L 
L 
L:Av(F,) j=l . J 
j = 1, 2, ••• L (15) 
Once zl' Rl and initial seasonals F l , F2 , 0.0 FL 
have been determined, equations (8), (9) and (10) are 
applied to the first part of the series. After n cycles, 
starting values for z, R and the Fls are available. 
Determining optimal values for A, Band C: Taking the 
second section of the series, an iterative search procedure 
is used to find values of A, Band C which minimise the 
mean square error when forecasting with a given lead time. 
For example, when the lead time is 1 period: 
M.S.Eo l = 
t-l A 2 
L: (Zl' +1 - Zl' +1) 
i=p 
(16) 
t - n 
16. 
when forecasting 2 periods ahead: 
and so on. 
t-2 
L: 
i=n 
(Zi+2 - 2i+2)2 
t - n - 1 
Alternatively, some combination of mean square 
errors can be minimised v for example: 
(17) 
(18) 
'fhe search is more de'tailed than for a single weight but is 
carried out in essentially the same manner. A, Band Care 
successively given the values 0.1, 0.2, ... 0.9 and the 
combination resulting in the smallest mean square error 
can be further refined, if necessary. 
The full exponent.iallY weighted moving average model 
is suitable for forecasting a number of series up to one 
year in advance, and provided seasonql and trend components 
remain stable over time, longer term forecasts can also be 
prepared. Usually about 5-6 seasons of data ;'are required 
to compute a suitable weighting system, but once the model 
has been estimated only a small amount of information needs 
to be stored from one cycle to the next. 
3.5 Classical Time Series Analysis 
The classical treatment of a time serres (1), (7), 
(17) assumes that observations result from the interaction 
of GB~ or more of three systematic sources of variation: 
a secular trend ('1'), a cyclical component (C), and, if data 
is measured over intervals of less than one year, seasonal 
fluctuations (8). Sometimes the trend and cyclical movements 
are regarded as a composite component called the trend-
cyclical (TC). In addition to these regular sources of 
variation there is also an irregular faritor (u). 
17. 
Analysis proceeds by decomposing the series into its 
separate components, projecting each separately, then 
synthesising these separate projections into a final forecast. 
We shall initially consider the classical approach to 
a time series which contains only a secular trend plus random 
fluctuations: 
= T + u 
. t (19) 
The behaviour of a series of this type can often be described 
by some mathemat.ical function 8 £i tted t:o the dat.a using the 
method of least squares with Zt as the dependent variable and 
: time, t, as the independent variable. (Since the method of 
least squares appears in almost every elementary econometrios 
text, it will not be discussed here). Figures 3.5.1., 3.5.2., 
3.5.3 and 3.5.4 depict various mathematical functions which 
are useful in representing secular trerids of various kinds 
and which can be fitted using least squares_ 
Figure 3.5.1 
b>o 
t 
Linear function Zt = a + b.t 
18. 
Figure 3.5.2 
b>o 
a 
~----------____________ ~ t 
Exponential function Zt = a.b t 
This function must be transformed into linear form by taking 
logarithms of both sides to give: 
log(Zt) = log(a) + log(b).t (20) 
from which the parameters log (a) and log (b) can be estimated 
using the method of least squares. Estimates of a and bare 
subsequently obtained by taking antilogs. 
Figure 3.5.3 
b>o 
o<b<l 
t 
Power Function Zt = a.tb 
19. 
A logarithmic transformation is also required on this function 
giving: 
log(Zt) ~ log(a) + b.log(t) ( 21) 
Least squares provide estimates of log (a) and b, so a must 
be estimated by taking antilogs. 
Figure 3.5.4' 
.,t 
Logistic curve Zt = exp(a + bit) 
A natural logarithmic ,transformation is used to transform 
this equation into a form which linearly relates,log(Zt) to lit: 
10g(Zt) = a + b.l 
t 
(22) 
Should the series display a cyclical component as 
well as a trend, a polynomial function can be fitted as an 
estimate of the trend-cyclical. For example, a cubic 
function could be used to describe the data in figure 
3.5.5. 
2 3 Zt = a + b.t + c.t + d.t (23) 
Zt Figure 3.5.5 
20. 
If data are recorded at intervals of less than one 
year seasonality may be present in addition to trend and 
cyclical movements. 'l'he two most common models used in this 
case are: 
Addi t.ive model: (24) 
or 
jJul t:!::e..licati ve mode ~: (25 ) 
'rhe additi"l(~ model is appropriate when the amplitudes of 
sE:-';asonal and cyclical movements are independent of the 
general level of t.he series I while t;he multiplicative model 
is used when their amplitudes are proportional to the general 
level of the series. As was the case for exponential smoothing, 
discussion wi be confi.ned to ·the multiplicative model. 
First' r Dc;;asonal va:r.'iation is removed byl:aking a 
centred moving average of twelve months, four quarters 
etc.,6 leaving the trend and cyclical components. A measure 
of seasonal variation is then obtained by dividing the 
original series by the trend-cyclicals. These seasonal 
factors are then arranged by month, quarter etc., and a 
modified mean, calculated for each group, is used as an 
index of seasonality. 
Next, the original series is deseasonalised by 
dividing each observation by the corresponding seasonal 
index. The deseasonalised series can be described by a 
trend-cyclical function as discussed previously without any 
attempt to separate the cyclicals from the trend component, 
or alternatively the two can be treated separately. The 
latter is accomplished by fitting a trend line to the 
deseasonalised data, calculating the trend factor for each 
6 A more elaborate way of separating seasonal variation 
fr:cnn ~ocycli(;al movements iE; by the X~II method 
developed by the u.s. Bureau of Census (11), (12). 
21. 
period by substituting the appropriate value of t into the 
trend equation, then dividing the deseasonalised data by 
the trend factor f :lrl\!lh-Lch Cdse cyclical movements plus noise 
remain. Cyclical movements can be measured by: 
(a) fitting a polynomial to the cyclical irregulars, 
(b) taking a weighted average of the noisy cyclicals 
(usually the weights are based on binomial 
coefficients e.g.! (1,2,1) or (1,4,6, 4,1)) to 
smooth out any remaining irregular factors, or, 
(c) fitting a Fourier series to the data by spectral 
a.nalys.l So 
Having isolated t.he syste.matic components of the time 
series each is projected individually, then individual 
projections are combined to give the final forecast. 
If a mathematical function has been used to represent 
either the trend, the cyclicals or the trend-cyclicals it 
can easily be extrapolated by substituting the appropriate 
value of t into the estimated equation. The resulting value(s) 
are multiplied by the existing seasonal index, to give the 
final forecast. 
Classical time series analysis can be used for short, 
medium or long term forecasting, although in long term 
forecasting the seasonal factor is rarely taken into account. 
Five or six seasons of historical data are usually required 
to measure the underlying patterns in the data. 
The main criticism of the method is the assumption 
that a series can be neatly decomposed into basic components 
such as the trend, cyclicals and seasonals.Furthermore the 
technique does not have a sound statistical basis. Thus, 
although trend projections obtained using least squares 
can be evaluated in terms of probability theory, 
SE-~asonali ty is measured in a determinis 
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3.6 The Box-Jenkins Method of Forecasting 
The Box-Jenkins method of forecasting (2), (9), (13), 
(17) is an iterative model building procedure which is 
particularly applicable to time series whose patterns are not 
easily recognisable. The basic assumption is that an 
observed time series has been generated by a stochastic process 
and therefore can be regarded as a sample, drawn from a joint 
probability distribution. 
In addition, the stochastic process which has 
generated the data is assumed to be stationary, all 
observations have the same theoretical mean, the same 
variance and covariances between any pair of observations 
depend only on the number of periods separating them. 
Stationarity is a very restrictive assumption, however, many 
series which are non stationary display stationary behaviour 
in their first, or higher1 order differences. This is known 
as homogeneous non stationarity. As a result the models which 
have been developed for stationary series, can be applied 
equally well to certain non stationary series provided the 
appropriate degree of differencing is carried out beforehand. 
Application of the Box-Jenkins methodology can be 
broken down into five basic steps: 
(a) Postulate a general class of model capable of 
describing the behaviour of a given series. 
(b) Identify a particular model from this general 
class which can be tentatively entertained. 
(c) Estimate the parameters of the hypothesised 
model. 
(d) Carry out statistical tests to determine whether 
the estimated model is a good fit to the data. 
(e) If the model is satisfactory, prepare the required 
forecasts, otherwis~ carry out further 
identification procedures. 
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The general stochastic process postulated by Box 
and Jenkins as capable of describing the behaviour of many 
economic time series is the autoregressive, integrated, 
moving average (ARlMA) model, which has the form: 
- tf, W 
'¥p t-p 
where 
= 6 + u t - elut _ l 
e u q t-q 
-- ) --. .. . (26) 
and Zt is the actual observation in period t 
V is the difference operator, defined by 
VZ t = Zt - Zt-l 
d is the degree of differencing required to achieve 
stationarity 
o is a constant 
ut is a stochastic disturbance term which is assumed 
to be normally distributed with zero mean and conscan·t 
. a 2 
varlance 'u . 
(ut is referred to as white noise) 
<Pn are autoregressive parameters 
l:: 
e are moving average parameters q 
This general linear stochastic process gives rise to 
three classes of model according to the values of p and q. 
When p equals zero the model is a pure moving average 
process: 
When q equals zero the result is a pure autoregressive 
process: 
.•• + <P wt + 6 + ut p -p 
(27) 
(28) 
and when p and q are both non zero, the model is the mixed 
process given in equation (26). 
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Model identification consists of: 
(i) determining the degree of differencing required 
to produce a stationary series, i.e., determining 
the value of d. 
(ii) determining the number of autoregressive and 
moving average parameters to be in the model, 
i.e., determining values for p and q respectively. 
In practice the values of these parameters rarely 
exceed two. These procedures are carried out 
using the autocorrelation function and the 
partial autocorrelation function for the given 
series. An explanation of these two sets of 
parameters follow. 
The definition of autocovariances: 
= E(Zt - ~) (Zt+j-~) (since all values in the 
series have the same 
mean ~) (29) 
implies that if a higher than average observation tends to 
be followed by another higher than average observation j 
periods later, y. will be positive. Similarly, if a higher 
J 
than average observation tends to be followed by a lower than 
average observation j periods later y. will be negative. As 
J 
a result the behaviour of autocovariances provides a great 
deal of information about the general appearance of a given 
time series. However, autocovariances depend upon the units 
in which the variable is measured, so it is preferable to 
work with autocorrelations: 
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Po = YO = 1 
Y 0 (30 ) 
P. = y. '> 1 J 
-2 J= 
YO 
The theoretical autocorrelation function is the graph of 
p. against J'. 
J 
Theoretical autocorrelations are estimated by sample 
autocorrelations: 
A 
T-j 
z) z) c. = y. = 1 I (Zt - (Zt+j -J J T t=l 
where 
T 
Z = 1 I Zt ~ 
T t=l 
T is the number of observations in the series and 
The sample autocorrelation function is the graph of r. 
J 
against j. 
, 
, 
( 31) 
( 32) 
( 33) 
Autocorrelations for a non stationary time series are 
large even after many lags, since there is a tendency for 
the series to remain on one or other side of its mean for 
long periods of time. In contrast, autocorrelations for a 
stationary time series die out quickly. The value of d 
necessary to induce stationarity in a given time series is 
therefore determined by differencing the series until 
sample autocorrelations die out quickly. 
The theoretical partial autocorrelations are the 
~l' ~2' ... ~p which relate the theoretical autocorrelations 
2,6. 
for a pure autoregressive process in the in the Yule-Walker 
t ' 7 equa lons~ 
p - ¢lP 1 + ¢2 P 2 + .•• ¢ p . p- p- p 
and 
P, = ¢ IP, 1 + ¢2 p, 2 + ..• + <p P, ' ] ]-.]- P ]-P j>p 
Sample partial autocorrelations ¢l' ¢2' ..• ¢p 
are found by replacing theoretical autocorrelations by 
sample autocorrelations and solving the Yule-Walker 
equations for successive values of p. 
For example, when p=l 
when p=2, the equations 
r l == ¢1 + ¢2 r l 
r 2 = ¢lr l + $2 
are solved to find $2' and so on. 
(34) 
(35) 
The sample partial autocorrelation function is the graph 
of ¢j against j. 
7 The Yule-Walker equations are derived using the algebra 
of expectations. See Nelson (13) page 46 and Box and 
Jenkins (2) page 55. 
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Given a set of values for p, d and q the behaviour of 
the theoretical autocorrelation function and the theoretical 
partial autocorrelation function can be determined. Sample 
autocorrelation and partial autocorrelation functions 8 
are compared to their theoretical counterparts and a 
tentative model is identified. For example, consider the 
first order moving average process, (ARI~1A(O,O,l)): 
Z =]J + u 8 u t t - 1 t-l 
The mean of the process is: 
= ]J 
and the variance is 
E(Ut 
2 
YO = - 8lUt~1) 
0 2 (1 
~ 
= + e ~) 
u 1 
The autocovariance with lag of one period is 
Yl = E(Ut - 8 l u t - l ) (ut - l - 8 l u t - 2 ) 
2 
= - e 0 1 u 
(36) 
Autocovariances with lags greater than one period are all 
equal to zero. Therefore, the theoretical autocorrelation 
function is 
= 1 
- 81/(1 + el~) 
p. = 0 
J 
forj~2 
8 These are calculated using either the original or 
differenced series according to stationarity requirements. 
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Diagrammatically these are represented by one or 
other of the graphs in Figure 3.6.1. 
p. 
J 
1 
-1 
Figure 3.6.1. 
~~----------------.-). 
1 J or 
8<0 
p. 
J 
1 
-1 -
1 
6>0 
If a time series has been generated by a first order 
moving average process we would expect sample autocorrelations 
to display behaviour similar to that of the theoretical 
autocorrelations, that is, cut off abruptly after a lag of 
one period. 
Once a model has been tentatively identified its 
parameters are estimated using the principle of maximum 
likelihood. The likelihood function is however, non linear 
in parameters and so its maximum is located using an 
iterative procedure, known as nonlinear least squares (10). 
Diagnostic checks on the fitted model are carried 
out in two ways: 
(i) By deliberately including more terms than are 
believed to be appropriate and testing the 
significance of their coefficients. 
(ii) If the correct model has been identified then 
the residuals around the fitted model should be 
randomly distributed. These residuals are 
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tested for randomness using the chi-squ~re 
statistic derived by Box and Pierce (3) and if 
they are found to 'be random, the model can be 
used for forecasting. If on the other hand the 
residuals are autocorrelated in some way, then 
the tentative model is rejected. The pattern of 
autocorrelated residuals can be used as a guide 
to identify a more suitable model. 
The Box-Jenkins methodology can be used to forecast 
many types of time series including those which display a 
trend, cyclical and seasonal variation, although it is 
restricted to series which display either stationary or 
homogeneous non stationary behaviour. 
It is superior to other time series techniques in that 
it provides a means6f determining the optimal model for a 
given series of observations in terms of forecasts on past 
data. However, a certain amount of expertise is required to 
use the Box-Jenkins approach since model identification 
procedures are rarely clear cut. About 50 observations are 
needed for model identification and estimation. 
The technique is based on statistical theory and 
therefore the researcher is able to evaluate the goodness of 
fit of any estimated model and to assess the reliability of 
forecasts by placing confidence intervals around point 
predictions. 
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4. CAUSAL MODELS 
The time series models discussed in Section 3 all have 
one general deficiency; the inability to predict turning 
points in a series (other than those due to seasonality). 
The turning points of a series occur at both peaks and 
troughs. 
Turning point predictions require a causal model and 
preferably one in which future values of the dependent 
variable are determined by conditions which are known at the 
time the forecast is prepared. Causal models relate the 
behaviour of the variable to be forecast to that of other 
variables in the system. They invariably require more data 
than time series models, and usually more time and expertise 
to develop. 
4.1 Leading Indicator Models (15) 
A leading indicator is a variable whose movements 
through time are functionally related to movements in the 
variable to be forecast but a lag of one or more periods 
takes place between a change in the leading indicator and the 
corresponding change in the dependent variable. A simple 
leading indicator model is therefore of the form: 
z = t 
f(x
t
_
m
) (37) 
where 
z is the dependent variable which is to be forecast, 
x is the leading indicator, and 
m is the time lag. 
The relationship between the dependent variable and 
the leading indicator is usually linear, but may be non 
linear, and parameters are estimated using the method of 
least squares. 
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The greatest problem is to .find a suitable leading 
indicator, that is, one which can be justified on economic 
a priori grounds. Spurious correlations will not do; they are 
bound to bring grief at some stage. However, if a suitable 
leading indicator is available the model usually performs 
well. The maximum lead' time is m periods, since values of 
the indicator itself will not be known beyond this stage. 
Theoretically this type of model can be used for long, medium 
or short term forecasting, but unfortunately in order to 
establish lagged relationships, it is often necessary to 
reduce the interval over which data is collected, in which 
case the forecast horizon is also reduced. Consequently in 
practice leading indicator models are more often used for 
short and medium term forecasting. 
The model may include more than one leading 
indicator: 
z = t (38) 
where x and yare both leading indicators for z but not 
necessarily with the same delay in response. 
Parameter estimation is carried out using the method 
of least squares, which allows both point and interval 
predictions to be made. Multiple leading indicator models 
are subject to the same problems as any multiple regression 
model, particularly multicollinearity since all variables are 
measured over time. 
4.2 Box-Jenkins Transfer Function Models 
~ 
Box and Jenkins (2) have extended their methodology 
to allow for the inclusion of explanatory variables. Such 
models are called transfer function models or Box-Jenkins 
leading indicator models. We shall consider models which have 
only one leading indicator, although it is possible to 
include more than one. 
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The basic assumption of the transfer function model 
is that pairs of observations (Xt,Yt ) in two related time 
series have been generated by a joint stochastic process. The 
process itself is assumed to be stationary and bivariant 
normal, which implies that: 
(a) both variables have constant means, 
(b) both have constant variances, 
(c) autocovariances for. each series depend only on the 
number of periods separating observations, and 
(d) cross covariances depend only on the number of lags 
involved. 9 
If stationarity is not apparent both series are differenced 
until it is achieved. 
The model building procedure is similar to that for 
a univariate stochastic process, i.e., 
(a) Postulate a general class of model, 
(b) Identify a tentative model from this general class, 
(c) Estimate the parameters of the hypothesised model, 
(d) Determine whether the model is an adequate fit to 
the data, 
(e) If statistical tests indicate that the model is 
/" '11\<' , 
satisf.actnry , it can be used for forecasting. Otherwise 
an alternative model is investigated. 
The general form of a discrete linear transfer 
function model is: 
where 
(39) 
9 Cross covariances with reversed lags are not necessarily 
equal. 
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and Y is the variable to be forecast, 
X is the leading indicator, 
where 
V is the difference operator, defined by 
VYt :=: Yt - Yt - l 
d is the degree of differencing required to achieve 
stat.ionari ty 
b is the lagged period between a change in X and 
a resulting change in Y 
Nt is noise which is independent of the variable X 
and can be represented by an ARlMA(p,d,q) process 
of the form discussed in Section 3.6: 
- e u q t-q 
Ut is white noise. 
Model identification consists of determining values 
for r, d t and s in the transfer function and p, d and q in 
the noise function. The cross correlation function is used 
to identify a transfer function model in the same way as the 
autocorrelation function is used to identify a univariate 
stochastic model. 
The definition of cross covariance: 
Y (k) = E(Xt - ~ ) xy x (40 ) 
implies that if a higher than average x value is followed by 
a higher than average y value k periods later, then the cross 
covariance will be po~itive. Similarly, if a higher than 
average x value is followed by a lower than average y value 
k periods later then the cross covariance will be negative. 
As a result the behaviour of the cross covariance function 
provides information about the relationship between the two 
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variables. Again it is necessary to work with cross 
correlations rather than cross covariances to obtain a measure 
of association which is independent of the units in which the 
two variables are measured. 
The theoretical cross correlation coefficient is the 
ratio of the cross covariance to the product of the 
. d' 'd 1 d d d 't' 10 In lVl ua stan ar eVla lons. 
where k = 0, +1, +2, (41 ) 
The theoretical cross correlation function is the graph of 
p (k) against k. 
xy 
Theoretical cross correlations are estimated by 
sample cross correlations: 
T~k 
L (x t - x) (Yt+k - Y) k=O, 1,2 ... (42) t=l 
where x and yare the sample means of the two series and T 
is the total number of observations in each series, 
and s. = c (0); 
x xx 
c (k) 
xy k = 1, 2, ... 
s = c (0) y yy 
The sample cross correlation function is the graph of 
(43) 
r (k) against k, and it is the primary tool used to deter-
xy 
mine values for rand s. 
The parameters of a tentatively en·certained model are 
estimated using the method of maximum likelihood and 
10 This is the familiar correlation coefficient encountered 
in statistics. It is called the "cross" correlation 
coefficient here to distinguish it from autocorrelation 
coefficients. 
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statistical tests are applied to determine the goodness of 
fit of the estimated model to the sample data. If the model 
is satisfactory it can be used for forecasting. If diagnostic 
checks indicate the model is inadequate a new model is 
identified. About 50 observations are required to identify 
and estimate the model. 
Provided a suitable leading indicator can be found, 
Box~Jenkins transfer models provide satisfactory forecasts 
for a number of series and have the advantage of being able 
to predict turning points. 
'fhe inclusion of past and present values of both the 
dependent variable and the explanatory variable represents 
the dynamic nature of economic behaviour. 
4.3 Econometric Models 
Eorecasting using econometric models consists of 
constructing a statistical model of an economic system in 
an attempt to analyse and measure cause and effect relation-
ships between the variables in the system. The model may 
be a single equ~tion regression model or a simultaneous 
equation model. 
Econometric models of either the single or 
simultaneous equation type are often used for forecasting. 
In general they are more suitable to conditional forecasting 
situations rather than unconditional forecasting, but under 
certain conditions they can be used for the latter. 
One such situation is when the set of all possible 
values for each exogenous variable is known with certainty 
at the time forecasts are prepared. This can occur if 
exogenous variables are either, 
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(a) lagged by one or more period, or 
(b) under the direct control of the party for whom the 
forecasts are prepared, or 
(c) un lagged but fixed at infrequent intervals by an 
outside body (such as government) with the result 
that the current level will not change within 
the forecast horizon. 
If exogenous variables are unknown when forecasting 
takes place, the researcher may decide to project the values 
of exogenous variables using one or: o,ther of the time series 
techniques discussed in Section 3. One may be forgiven for 
askinq why the endogenous variablets) was not extrapolated 
in the first case. This approach is only justified when 
exogenous variables follow very stable patterns which can be 
projected with a high degree of accuracy. Even so, the 
variance of these projected values should be taken into account 
when preparing confidence interval forecasts for endogenous 
variables. 
Rather than extrapolate exogenous variables using 
time series analysis it may be possible to project exogenous 
variables using a separate leading indicator model for each 
variable. Again the variance of these projections should be 
included in confidence interval predictions of endogenous 
variables. 
The unfortunate drawback with either of the last two 
approaches is that the resulting confidence interval 
predictions are often so wide as to be of little practical 
value. 
The use of subjective estimates for unknown exogenous 
variables is not recommended in general. 
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::>. CO~1PARISON OF FORECASTING TECHNIQUES 
~heelwright and Makridakis (17) and Chambers, 
Mullick and Smith (:5) have compared forecasting techniques 
using a number of criteria such as: 
(a) the lead time to which the method is best suited, 
(b) ability to detect turning points, 
(c) tne statistical basis of the technique, 
(d) data requirements for setting up the system and keeping 
it updated, 
(e) time and expertise required to set up the system and 
keep it updated, 
The forecasting techniques presented in Sections 3 
and 4, of this paper will now be compared using these 
criteria. 
Forecast Lead time: 
Fevv models are able to predic·t the long term wi til 
any degree of accuracy; the trend and cyclical projections 
obtained using classical time series analysis are as good 
as any for this purpose. l"or medium term forecasting, 
causal models are more accurate than time series models 
provided suitable leading indicators can be found. They 
also provide good short term forecasts. Time series models 
are best suited to short term forecasting and of them the 
Box-Jenkins model is the most accurate since it provides an 
optimal model in terms of forecasts on past data. 
Exponential smoothing is in fact a special case of the 
Box-Jenkins general model ll and so will not forecast as 
well as Box-Jenkins except under special circumstances. 
Ability to predict turning points: 
If turning point prediction is the primary concern 
then a causal model must be used. 
11 See Box-Jenkins (2) p.106 and Nelson (13) p.61. 
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Statistical basis of the technique: 
In most cases it is important to be able to evaluate 
a model in terms of its forecasting performance on past data 
and its reliability in making predictions about the future. 
These requirements depend upon the model having a sound 
statistical basis. The Box-Jenkins and causal models fall 
into this category. 
Data Requireme~t~: 
Computer facilities have eliminated many of the 
data storage problems which previously existed. The main 
difficulty experienced by the econometrician is in obtaining 
valid and accurate data in the first place. This is another 
reason for viewing large scale econometric models with 
scepticism. The most sophisticated system, if based on 
inaccurate data, can only lead to poor performance. Time 
series models are attractive in that they require only the 
past history of the variable to be forecast, causal models 
require at least one more set of data. If very long series 
are required one may find that the early part of the series 
is not relevant because of changes in the system being 
analysed. 
Time and Expertise Required: 
Naive time series models require the least effort all 
round to set up and maintain. Providing a leading indicator 
is obvious, simple leading indicator models follow close 
behind. Box-Jenkins models, both time series and transfer 
function types, require considerable expertise and time to 
develop but once operational are simple to update. Econometric 
models also require expertise in the model building stage 
but can be used for forecasting by the layman. 
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6. CONCI,HSIONS REGARDING TECHNIQUES 
The researcher should be aware of the range of 
quant.i tative forecasting techniques available to him/her. 
This paper discusses a number of models which can be used 
tOT" un.conditional forecasting. These range from simple time 
ser~es projection techniques to explanatory models which 
require some expert.ise :in econometric theory to apply. 
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7. THE WOOL PRICE FORECASTING PROBLEM 
Agricultural commodity prices tend to be subject to 
their fair share of fluctuation from season to season. In 
countries such as New Zealand, which are heavily dependent 
upon agriculture, accurate forecasts of the prices of major 
agricultural products can be of considerable benefit to 
economic planning. 
The problem to be considered here is that of providing 
quarterly forecasts of New Zealand wool prices, up to one 
year in advance. Three series have been chosen as representative 
of fine, medium and coarse wools, 
(a) Fine wools: price of 58's 
(b) rledium wools: price of 48' s 
(c) Coarse wools: price of 46's 
all on a clean, c.i.f., U.K., dry combing basis. 12 
Three of the methodologies previously discussed in 
this paper have been used in preparing the forecasts, and 
their applications are represented in the subsequent sections. 
An exponentially weighted moving average model with 
trend and seasonal components of the kind developed by 
Winters (18) is presented in section 8. Section 9 deals with 
the time series approach of Box and Jenkins (2). Finally an 
econometric model for forecasting wool prices is discussed in 
section 10. 13 
Results from the three methods of forecasting are 
compared in section 11. 
12 The data was obtained from various issues of "\1001 
Intelligence H. 
13 'rhis model was developed by L.D. :1oods, Dept. of Ag. 
Economics & Narketing, Lincoln College. Some slight 
modifications have been made to its original form at 
Mr. Wood's suggestion. 
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8. FORECASTING WOOL PRICES USING 
EXPONENTIALLY WEIGHTED MOVING AVERAGES 
8.1 Model Specification 
An exponentially weighted moving average model including 
seasonal and trend components of the following form was 
estimated using quarterly data, 
P t = A P t + (I-A) 
F t - 4 
where 
Pt = actual price in 
(44) 
o<A<l 
= = 
(45) 
(46) 
period t 
Pt = estimated expected deseasonalised price in period 
Ft = estimate of the seasonal factor for period t 
Rt = estimate of the trend component for period t 
A, B, C are parameters to be estimated from the data 
A forecast made at the end of period t, of price T 
periods in the future, is given by, 
~ 
= (P t + T.Rt ) Ft - 4+T T = 1,2,3,4 (47) 
8.2 Data Collection 
Fifty eight observations were 'used 'ines-timating : 
. , 
U18 model, i.e., fourteen and a half -ye'arsofquarterly' 
data. 
t 
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Prices of 5~'s 48's and 46's on a clean c.i.f., U.K., 
dry combed basis were used to rep~esent prices of fine 
'd 1 t' 1 14 h ' medlum an coarse woo s respeo lve y. T ese prlces were 
deflated by a weighted consumer price index for the major 
importers of New Zealand wool. 
Forecasts were produced for the deflated price 
series, t.hen converted back to current prices. 
8.3 Model Estimation 
The parameters A, B, and C for fine, medium and coarse 
wools were chosen so as to minimise the standard deviation of 
forecast errors with a lead time of on2 quarter: 
2 ~ 
= { 2::e t , 1 } 
N ..;, 1 
(48) 
N = number ofobservat.ions used in the estiJiUation process. 
The minimum 01 and corresponding estimates for A, B, 
and t were located using an exhaustive search on a three 
dimensional grid, consisting of various possible combinations 
for A, Band C. The best weights were: 
Table 8.1 
.--
-
.. 
A B C °1 
Fine wool 0.98 0.06 0.08 0.20 
Medium wool 0.98 0.16 0.52 0.07 
Coarse wool 0~98 0.20 0.48 0.07 
14 Source: "Wool Intelligence" 
43. 
8.4 Model Evaluation 
The forecasting ability of the model can be assessed 
in terms of, 
(i) The standard deviations of forecast errors for 
lead times, 1,;;:; v 3 and 4 quarters, 
crT == 
2 
Ie t T 
k 2 T = 1,2,3,4 (49) { , , . } 
N - 1 
(ii) The coefficien·t of variation for lead times 
1,2,3 and 4 quarters. This is the ratio of 0 T 
to the average of past pr~ces. 
I .... V =:: ° 
'- '1' 'I' T = 1,2,3,4 (50 ) 
p 
For example, in table 8.2 CV1 = 0.1951 for fine wools 
means that 68% of forecasts made one period in advance will be 
within 19.51% of actual prices. 
Similarly CV l = 0.1023 for medium wools indicates that 
68% of all forecasts made one period in advance will lie 
within 10.23% of the actual price 
Table 8.2 
-~-~"-- , 
Fine Wools Medium Wools Coarse Wools 
. 
---
0.20 0.07 0.07 I' 
°1 
°2 0.35 0.13 0.13 
° 3 0.47 0.19 0.19 
°4 
0.57 0.25 0.24 
. 
---.-r--
; 
CV1 0.1951 0.1023 0.1041 
CV2 0.3381 0.2002 0.2025 
CV3 0.4542 0.2933 0.2939 
CV4 0.5507 0 . .3862 0.3774 
t 
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8.5 Summary of Results 
The following quarterly estimates of wool prices fo~ 
the 1974~75 season were computed using the exponentially 
weighted moving average model. Annual estimates are weighted 
averages of quarterly figures. 
Fine 
1974 
1974 
1975 
1975 
Wools 
July 
Oct 
Jan 
Predicted Price, 1974-75 Season 
(clean c.i.f. U.K. drycombed 
in new pence/kg) 
(58) 
- Sept. 208 
- Dec. 207 
- March. 21'/ 
April - June. 224 
Annual Average 214 
Medium Xbd (48) 
1974 July - Sept. 127 
1974 Oct. - Dec. 123 
1975 Jan - March. 118 
1975 April - June. 112 
Annual Average 119 
Coarse Xbd (46) 
1974 July - Sept. 127 
1974 Oct - Dec. 126 
1975 Jan - March. 123 
1975 April - June. 117 
Annual Average 123 
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8.6 Conclusions 
The models have predicted a slight fall in the prices 
of medium and coarse wools but a rise in the price of fine 
wools. 
However an examination of the coefficients of 
variation given in Table 2.2 indicates that, 
(a) as expected in all three models, forecasts 
become less reliable as the lead time increases, 
and 
(b) the model used for predicting fine wool prices 
is considerably less reliable than those for 
medium and coarse wools. Forecasts made four 
quarters in advance for the latter wool types 
are almost as reliable as those made only two 
peiiods in advance for fine wools. 
Consequently the predicted rise in fine wool prices 
is regarded with suspicion, as is the slight price 
advantage of coarse wools over medium wools. 
The forecasting ability of the three models with a 
lead time of one quarter can be seen in figures 8.1, 8.2 
and 8.3 in the Appendix. 
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9. FORECASTING WOOL PRICES USING 
BOX-JENKINS TIME SERIES ANALYSIS 
9.1 Model Specification 
It is proposed to use the ARIMA model. Recall 
that its form is: 
where 
and Pt is the actual price in period t 
V is the ,difference operator, defined by 
V Pt = Pt - Pt - l 
(51) 
d is the degree of differencing required to achieve 
stationarity 
is a constant 
is a stochastic disturbance term with zero mean 
and constant variance, 0u2 
¢p are autoregressive parameters 
8q are moving average parameters 
Model identification consists of determining values 
for p, d and q and is performed using the sample auto-
correlation function and the sample partial autocorrelation 
function. These statistics for the three price series are 
given in figures 9.1, 9.2 and 9.3 in the Appendix. 
In each case, autocorrelation coefficients for the 
raw data die out after a small number of lags, indicating 
that the original series is stationary and d is equal to 
zero. 
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Furthermore, the initial decay in autocorrelations together 
with the cut-off in partial autocorrelations after two lags 
suggest that a second order autoregressive,15AR (2), scheme 
is appropriate for each price series, i.e., 
(52 ) 
9.2 Data Collection 
At least fifty observations are required for model 
identification and estimation so the same quarterly time 
series were used as for the exponentially weighted moving 
average model. (i.e., prices of 58's, 48's and 46's on a 
clean, c.i.f., U.K., dry combed basis).These were deflated by 
an aggregate consumer price index for the principal 
importers of New Zealand wool. 
9.3 Model Estimation 
Initial estimates of the two autoregressive parameters 
<PI and <P2 were obtained by solving the Yule-Walker (2) 
equations:-
(53) 
where r l and r 2 are sample autocorrelation coefficients with 
lags of 1 and 2 periods respectively. The resulting values 
were then used to initiate an iterative procedure for 
obtaining final estimates of parameters using the Marquardt 
algorithm for nonlinear least squares (10). Results are given 
in table 9.1. 
15 The following models were also tentatively entertained 
but were found to be inferior to the AR(2) scheme:-
ARIMA(O,l,l)i ARlMA(l,l,l) i ARlMA(l,O,l). 
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Table 9.1 
Fine wools: 58's 
Pt = 1.310 Pt - l - 0.432 Pt-2 + 0.135 + u t ( o. 122) ( 0 . 126 ) 
2 X :=;; 4.182 2 ex - 0.020 
u 
Medium wools: 48 1 s 
Pt = 1.505 P t - l - 0.565 Pt - 2 + 0.046 + u t (0.113) (0.114) 
2 
o = 0.003 
u 
Coarse wools: 46's 
2 X :: 24.531 
p ~ 1.450 P - 0.504 P t - 2 + 0.042 + u t 1:< (0"117) t-l (0.119) 
2 X = 18.164 " o L "'" 0.003 
u 
_~. 4 Model Validation 
(27 d.f.) 
(27 d.f.) 
(27 d.f.) 
(i) Tests of significance on the parameters of the 
models given in table 9.1 show that all are significantly 
different from zero at the 1% level. 
(ii) The adequacy of the fitted models can further be 
assessed by an examination of the residuals corresponding to 
the least squares estimates. The chi-s~pare statistic suggested 
by Box and Pierce 16 was used to test for serial correlation 
in the residuals, 
2 X = N 
K 
L: 
j=l 
2 
r. 
J 
(54) 
16 G.E.P. Box & D.A.Pierce, "1)istribution of Residual Auto-
correlations in Autoregressive, Moving AVerage, Time Series 
Models", Journ. Amer. Stat. Assocn., Vol 64, 1970. (2) 
(A satisfactory model will produce residuals which have 
the properties of random numbers). 
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where r. are the residual autocorrelations and N is 
J 
the number of observations in the series.K was set to 
30. A non significant chi-square statistic in each case 
supported the AR(2) specification of the series. 
9.5 Predictions 
The three price series were projected from one to 
four periods ahead by using conditional expectations, 
(55 ) 
where ~ is the forecast lead time 
Lead time = 1 
Lead time = 2 
tead time = 3 
Lead time = 4 
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9.6 Summary of Results 
The following quarterly estimates of wool prices 
for the 1974-75 season were computed using the Box-Jenkins 
method of forecasting. Annual estimates are weighted averages 
of quarterly figures. 
Fine 
1974 
1974 
1975 
1975 
Predicted Prices, 1974-75 Season 
(clean c.i.f. U.K., dry combed 
in new pence/kg) 
wools (58 ) 
July - Sept. 166 
Oct. - Dec. 155 
Jan. - March. 148 
April - June. 145 
Annual Average 151 
Medium Xbd (48) 
1974 July - Sept. 126 
1974 Oct. - Dec. 121 
1975 Jan. - March. 117 
1975 April - June. 114 
Annual Average 118 
Coarse Xbd (46 ) 
1974 July - Sept. 126 
1974 Oct. - Dec. 122 
1975 Jan. - March. 119 
1975 April - June. 116 
Annual Average 120 
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9.7 Conclusions 
The Box-Jenkins method indicates that wool prices 
will fall during the coming season. The predictive ability 
of the autoregressive models are depicted in figures 
9.4, 9.5 and 9.6 in the Appendix. Statistical tests 
indicate that each model is a good representation of the 
series it describes. 
~i 
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10. FORECASTING WOOL PRICES USING 
AN ECONOMETRIC MODEL 
10.1 Model ,Specification 
The model is a multiple regression equation of 
the form: 
(56 ) 
where 
t = time period of 12 months from July to June 
P = average price of wool 
Q = supply of wool 
y = income 
S = supply of substitutes for wool 
u = stochastic disturbance term 
10.2 The Variables 
! 
The Market 
The market for New Zealand wool was assumed to consist 
of the following countries; France, Germany, Italy, Belgium, 
Netherlands, U.K., U.S.A and Japan~ 
Wool Prices 
As before, prices of 58's 48's and 46's each of a 
clean, c.i.f., U.K., dry combing basis were used to represent 
prices of fine, medium and coarse wools respectively. These 
series were chosen because: 
(a) the use of individual prices rather thanaqr.~pp 
average avoids aggregation problems. " 
(b) these were the only prices which enabled a 
sufficient number of annual observations to be 
obtained for estimation procedures. 
Quarterly prices were initially collected and 
converted from sterling to $U.S., using quarterly exchange 
rates, to allow compatibility with the income variable. 
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These prices were then deflated by a quarterly consumer 
price index, (base: 1970), for countries comprising the 
market for New Zealand wool. Finally, four quarter weighted 
averages were taken to give average annual prices. 
Wool Supply 
Wool supply was taken as production plus stocks for 
the following countries; New Zealand, Australia, Argentine, 
South Africa, Uruguay, U.K and U.S.A. The variable was 
expressed in kilograms, clean, per capita by dividing total 
supply by total population of "the market". 
Income 
GNP for each country in "the market" was converted to 
$U.S. deflated to 1970 values and divided by the market 
population to give real income per capita. 
Supply of Substitutes 
Annual per capita supply of polyester and acrylic 
fibres per annum was used to represent the supply of 
substitutes. 
10.3 Model Estimation 
The model was estimated for each price series by 
applying ordinary least squares to annual data from 1960-61 
to 1973-74 inclusive. The results were: 
Fine wool (58's) 
log P =:; -0,05 -2.37 log Qt + 2.88 log Yt -0.67 log St t 
. (1.36) (2....8l) (0.48) (57) 
F = 13.62*** R2 = 0.80 d = 2.14 
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Medium wool (48's) 
log Pt = 1.29 -3.05 log Qt + 1.69 log Yt -0.58 log St (58) (loll) (2.29) (10'.39) 
F = 27.75*** R2 = 0.89 d = 2.16 
Coarse wool (46's) 
log Pt = 1.56 -3.29 log Qt + 1.56 log Yt~;"tO.57 log St (59) (1.10) (2.26) (0.39) 
F = 30.71*** R2 ::: 0.90 d = 2.10 
10.4 Model Validation 
All coefficients have correct signs and approximately 
correct magnitudes according to economic a priori criteria. 
The Durbin-Watson statistic indicates that auto-
correlation is abse~t from all models, so statistical 
criteria can be reliably used to assess the goodness-of-fit 
of each equation to past data. 
In each case the F statistic, obtained by performing 
an analysis of variance on the model, is significant at the 
0.1% level. This indicates that there is a strong double-
logarithmic relationship between price and the explanatory 
variables. High R2 values support this conclusion. The 
relatively large standard error for the income coefficient 
and the supply of substitutes coefficient in each model is 
explained by the presence of strong multicollinearity between 
income and the supply' of substi t,utes. However, this is not 
regarded as important since the models are to be used for 
prediction only and the multicollinearity can reasonably be 
assumed to continue in the future. 
The ability of the three equations to forecast 
past data is seen in figures 10.1, 10.2 and 10.3 in the 
Appendix. 
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To determine the reliability of each model in making 
future predictions it is necessary to investigate the 
structural stability through time. To do this each model was 
re-estimated using only 13 observations, 1960/61 to 1972/73, 
and the change in coefficients was tested for significance 
using an F statistic. The results were as follows: 
Fine Wools (58) 
n d.f. Constant Log Q 
--
14 10 -0.05 -2.37 
13 9 -3.95 -1. 88 
Medium Wools (48) 
n d. f. Constant Log Q 
-
14 10 1. 29 -3.05 
13 9 -1.13 -2.75 
Coarse Wools (46) 
n d.f. Constant Log Q 
-
14 10 1. 56 -3.29 
13 9 -0.93 -2.98 
In each case the F statistic 
F = 
14 2 
( LeI' 
, 1 1 1= 
Log Y Log S L:e 2 
2.88 -0.67 0.29407 
6.59 -1. 26 0.21586 
Log Y Log S L:e 2 
1. 69 -0.58 0.19464 
3.99 -0.95 0.16457 
Log Y Log S L:e 2 
1. 56 -0.57 0.19043 
3.92 -0.95 0.15869 
is given by: 
on 1, 9 d. f. 
F 
3.26 
F 
-
1. 64 
F 
1. 80 
(60) 
and is non-significant indicating that in aggregate parameter 
estimates do not change significantly as the sample size is 
increased from 13 to 14 observations. The models can there-
fore be used for forecasting. 
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10.5 Prediction 
To use the model for prediction it is necessary to 
estimate the values of exog~neous variables in 1974-75. 
These were derived as follows: 
Wool Supply 
1973/74 production figures for the major producing countries 
were obtained from the October issue of "Wool Intelligence", 
and updated according to later issues. 
1974/75 production was assumed to equal 1973/74 production 
1973/74 beginning stocks were obtained from the December 
1973 version of "Wool Intelligence". 
1973/74 end stocks (=1974/75 beginning stocks) and 1974/75 
end stocks were assumed to equal carryovers to 1973/74. 
"World" population is assumed to rise by 1%, therefore wool 
supply per capita is assumed to fall by 1%. 
Supply of Substitutes 
1973 production was assumed to be 20% higher than 1972 figures. 
1974 production was assumed to be 9% higher than 1973. 
Combining the latter with a population increase of 1% implies 
an increase in synthetic production per capita of 8%. 
Income 
GNP figures for 1973 and 1974 were based on 
predictions ex O.E!~"C.D. Economic Outlook, December 1973, 
and National Institute Economic Review, November 1973. 
Predictions for consumer price .indices for various countries 
were obtained from the same source. GNP per capita (in current 
$U.S.) is assumed to rise by 5% while GNP per capita in real 
terms (i.e., 1970 $U.S.) is assumed to fall by 1.67%. 
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Exchange rates for the 3rd and 4th quarters of 1974 
were assumed to remain at their 2nd quarter level. 
Mid-year population figures for 1973 and 1974 are 
linear extrapolations of the past series. 
10.6 Summary of Results 
The following annual estimates of wool prices for 
the 1974-75 season were obtained from the econometric 
model. 
Predicted Price, 1974-75 Season 
(clean c< i. f., U.K., dry combed 
in new pence/kg) 
Fine wools (58) 
Medium Xbd (48) 
Coarse Xbd (46) 
230 
146 
145 
Quarterly measures of seasonality were derived using 
the qCensus Method II" (11) and used to obtain the following 
predictions. 
Predicted Price, 1974-75 Season 
(clean c.i.f., u.R., dry combed 
in new pence/kg) 
Fine wools (58) 
1974 July - Sept. 
1974 Oct. - Dec. 
1975 Jan - March. 
1975 April - June. 
Medium Xbd (48) 
1974 July - Sept. 
1974 Oct. - Dec. 
1975 Jan. - March. 
1975 April - June. 
203 
257 
263 
196 
129 
163 
167 
125 
58. 
Coarse Xbd (46) 
1974 J'u1y - Septo 128 
1974 Octo - Dec. 162 
1975 Jan. - March. 166 
1975 April - June. 124 
10.7 Conclusions 
The econometric model is predicting wool prices for 
the 1974-75 season which are higher than current prices. 
However, t.h.is model overpredicted prices for 1973-74 so 
the estimates for 1974-·75 are regarded with suspicion. 
Estimates for 1974-75 are, however, lower than estimates 
for 1973-74 obtained from the 13 observation version of 
the model. This would tend to support a fall in prices. 
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11. COMPARISON OF THE THREE APPROACHES 
The exponentially weighted moving average model with 
seasonal and trend components omitted is given by, 
where 
actual price in period t 
expected price in period t 
smoothing constant 
( 61) 
It can be shown17 that the above model is equivalent to the 
Box-Jenkins ARIMA(O,l,l) process, 
where 
Pt 
ut 
e 
= 
= 
= 
actual price in period t 
stochastic disturbance term in period t 
moving average parameter which is equal to 
the smoothing constant A in the exponentially 
weighted moving average model. 
However, the identification procedures of the Box-
Jenkins approach suggested a.n ARIMA(O,l,l). As a 
further check the latter process was fitted to each of the 
price series and in·each case was shown by statistical 
criteria to be an inferior fit to the data. 
Finally, the mean square error was calculated using 
the last 30 observations 18 of each series and the forecasts 
for lead times of one to four quarters. These are shown in 
table 11. 1. 
17 C.R. Nelson (13), p.6l-62. 
l:~ 'fhe entire series could not be used since the exponentially 
1J\feighted moving average model uses the first 28 observations 
for initial estimation of seasonal and trend factors and 
only predicts the last 30 observations. 
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'Table 11. 1 
Lead 'I'j.ITe E}'1:)()nentJ.al Smoothing Box-0enkins 
.. 
58!8 48!s 46' S 58's 48's 46's. 
1 quarter 0.040 00004 0.004 0.032 0.003 0.003 
2 quarters 0.123 0.017 0.017 0.086 0.012 0.011 
3 quart.ers 0"221 0.037 0.034 0.140 0.020 0.020 
4 quarters 0 325 0.064 00055 0.186 0.033 0.033 
'r'he smaller mean sqy;arE-! errOl::' for the Box--Jenkins process again 
suggest its supel over the exponential smoothing model. 
T'be economel..r: ic nlO(~k:d.L;;' a more sophisticated approach 
the tlme series analysi of Box and Jenkins in the sense 
that it takes into account the influences of other variables on 
wool prices. However f l.n this application t.he econometric model 
has two draw-backs, 
(i) the model relates wool prlces in period t to 
levels of explanatory variables in the same time 
period. As a result it is necessary to predict the 
value of explanatory varlables for the coming 
season befors wool prices can he predicted. Errors 
made Ln forec6s t ng values of exogeneous variables 
will he reflected in woo] predictions 
Iii) the strong multIcollInearIty between income and 
1 Y :\:' E:uhut.i t:u+e B n:' f)ultr; :Ln predictions which 
have larqe variances associated with them. 
"1"110 Bo.x ,}enldns [node1 is tberefore considered t:o be 
t c; f1(-? moa~l for the preparation 
final J:crecasts, 
Flna]. forecas~s a e those ted f r:om the 
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Figure 8.1 
Exponentially Weighted Moving Averages 
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Figure 8.2 
Exponentially Weishted Moving Averages 
Price of Medium Wool (48) 
(London c.i.f. clean, dry combed) 
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Figure 8.3 
Exponentially Weighted Moving Averages 
Price of Coarse \-lool (46) 
(London c.i.f. clean, dry combed) 
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Figure 9.1 
Fine Wool (58) 
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Figure 9.4 
Box-Jenkins Model 
price of Fine Wool (58) 
(London c.i.f. clean, dry combed) 
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Figure 9.5 
Box-Jenkins Model 
Price of Medium Wool (48) 
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Figure 9.6 
Box-Jenkins Model 
Price of Coarse Wool (46) 
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Figure 10.1 
Econometric Model 
Price of Fine Wool (58) 
(London c.i.f. clean, dry combed) 
$U.S. per kg (deflated) 
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Figure 10.2 
Econometric Model 
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Figure 10.3 
Econometric Model 
Price of Coarse Wool (46) 
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