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In this thesis we investigate asymptotic behavior of solutions of some viscoelastic 
problems in bounded domains and establish some stability results for the problems. 
In this regard, we establish exponential, polynomial and general decay rate results. 
The decay results are established in the absence, as well as in the presence of a 
source term.  
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CHAPTER   1 
INTRODUCTION 
 1.1    Viscoelastic Materials 
Elasticity is the material deformation behavior described by Hooke's law which states 
that displacement is linearly proportional to the applied load. An elastic material 
returns to the undeformed state once the loads are removed and the effects of multiple 
load systems can be computed by simple linear superposition. Moreover, the work 
done by the forces is calculated by multiplying the loads by the displacements. On the 
other hand, viscosity is an internal property of a fluid that offers resistance to flow.  
Viscous liquid has no definite shape, and it flows irreversibly under the action of 
external forces. However, there are materials with properties that are intermediate 
between elasticity and viscosity.  
Viscoelasticity, as its name suggests, incorporates aspects of both time dependent fluid 
behavior (viscous) and time independent solid behavior (elastic). Viscoelastic 
materials share some properties with elastic solids and some others with Newtonian 
viscous fluid. They exhibit an instantaneous elasticity effect and creep characteristics 
at the same time. In fact they can display all the intermediate range of properties. For 
instance, at low temperatures, or high frequencies of measurement, a polymer may be 
glass-like and it will break or flow at great strains. On the other hand, at high 
temperatures, permanent deformation occurs under load, and polymer behaves like a 
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highly viscous liquid. However, in an intermediate temperature or frequency range, 
commonly called the glass transition range, the polymer is neither glassy nor rubber-
like. Hence, polymers are usually described as viscoelastic materials and may dissipate 
a considerable amount of energy on being strained. In the rubber-like state, a polymer 
may be subjected to large deformation and still shows a complete recovery. To a good 
approximation, this is an elastic behavior at large strain [22], [34]. 
The importance of the viscoelastic properties of materials has been realized because of 
the rapid developments in rubber and plastics industry. Many advances in the studies 
of constitutive relations, failure theories and life prediction of viscoelastic materials 
and structures were reported and reviewed in the last two decades [18]. Time 
dependence of mechanical behavior of viscoelastic materials reveals the existence of 
inner clock or intrinsic time, which can be influenced by many factors such as 
temperature [3], physical aging [11], [55], [58], damage, pressure and solvent 
concentration [31], [38], strain and stress level [7], [33], [53], etc. 
Depending on the change of strain rate versus stress inside a material the viscosity can 
be categorized as having a linear, non-linear, or plastic response. When a material 
exhibits a linear response it is categorized as a Newtonian material. In this case the 
stress is linearly proportional to the strain rate. If the material exhibits a non-linear 
response to the strain rate, it is categorized as Non-Newtonian fluid. There is also an 
interesting case where the viscosity decreases as the shear/strain rate remains constant. 
A material which exhibits this type of behavior is known as thixotropic. In addition, 
when the stress is independent of this strain rate, the material exhibits plastic 
deformation [35].  
3 
 
Viscoelastic behavior can be represented by combinations of springs and dashpots 
(pistons that move inside a viscous fluid). While linear springs instantaneously 
produce deformation proportional to the load, a dashpot produces a velocity 
proportional to the load at each instant. If a spring and a dashpot are placed in parallel 
one obtains Maxwell's viscoelastic model. If they are arranged in series, one has 
Voigt's model. Finally, a series/parallel arrangement yields Kelvin's model [35] 
Two commonly observed viscoelastic behaviors are stress relaxation and (low 
temperature, viscoelastic) creep. Stress relaxation describes the time dependent change 
in stress following the application of an instantaneous strain. Alternatively, creep is 
the time dependent change of strain following the application of an instantaneous 
stress. Hence, creep is in some sense the inverse of stress relaxation, and refers to the 
general characteristic of viscoelastic materials to undergo increased deformation under 
a constant stress, until an asymptotic level of strain is reached. Any materials that 
exhibit hysteresis, creep or stress relaxation can be considered viscoelastic materials. 
In comparison, elastic materials do not exhibit energy dissipation or hysteresis as their 
loading and unloading curve is the same. Indeed, the fact that all energy due to 
deformation is stored is a characteristic of elastic materials. Furthermore, under fixed 
stress, elastic materials will reach a fixed strain and stay at that level. However, under 
fixed strain, elastic materials will reach a fixed stress and stay at that level with no 
relaxation [35]. 
Boltzmann (1844-1906) first proposed to use superposition to compute the stress-
strain response of a viscoelastic solid subjected to an arbitrary loading history. He 
assumed that creep at any time is a function of the entire prior loading history and that 
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each loading step makes an independent contribution to the deformation. Hence for an 
applied stress ߪሺݐሻ, the strain is 
߳ሺݐሻ ൌ න ܬሺݐ െ ߬ሻ݀ߪሺݐሻ
௧
ିஶ
 
where ܬ is time dependent creep compliance  
Likewise, if a strain ߳ሺݐሻ is applied 
ߪሺݐሻ ൌ නܩሺݐ െ ߬ሻ݀߳ሺݐሻ
௧
ିஶ
 
where ܩ time dependent stress relaxation modulus [35]. 
We consider viscoelasticity in the isothermal approximation, which means that the 
temperature does not enter the model (state and constitutive relation). So the state 
involves the deformation gradient only while the constitutive equation is in fact a 
stress-strain relation. We obtain [10], [35] 
ߪሺݐሻ ൌ ܩሺݐሻ߳ሺ0ሻ ൅ නܩሺݐ െ ߬ሻ
௧
଴
߲߳ሺ߬ሻ
߲߬ ݀߬ ൌ ܩ כ ߳ 
The integrating functions ܩሺݐሻ are mechanical properties of the material and are called 
“relaxation functions”. It can be considered to be the formulation of Boltzmann’s 
superposition principle such that the current stress is determined by the superposition 
of the responses to the complete spectrum of increments of strain. More so, the right 
hand side is called the convolution of ܩ and ߳ [35].  
The relaxation function ܩ brings about damping effect of the solutions to the problem. 
This viscous damping ensures global existence of smooth solutions decaying 
uniformly under constant density as time goes to infinity. This is true for sufficiently 
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smooth and/or small data and history. We shall mainly be concerned with this 
phenomenon in our problems  
 
 1.2   Literature Review 
In [26], Giorgi C. et al considered the following semilinear hyperbolic equation with 
linear memory in a bounded domain Ω א Թଷ  
ݑ௧௧ െ ݇ሺ0ሻ∆ݑ െ න ݇ ′ሺݏሻ∆ݑሺݐ െ ݏሻ݀ݏ ൅ ݃ሺݑሻ ൌ ݂ in Ω ൈ Թା
∞
଴
 (1.1)
with ݇ሺ0ሻ, ݇ሺ∞ሻ ൐ 0 and ݇ ′ሺݏሻ ൑ 0, ׊ݏ א Թା and established longtime behavior of 
solutions. In particular, in the autonomous case, they established existence of global 
attractors for the solutions. Later, Monica Conti and Vittorino Pata [19] considered  
ݑ௧௧ ൅ ߙݑ௧ െ ݇ሺ0ሻ∆ݑ െ න ݇ ′ሺݏሻ∆ݑሺݐ െ ݏሻ݀ݏ ൅ ݃ሺݑሻ ൌ ݂, in Ω ൈ Թା
∞
଴
 (1.2)
where ݃ ׷ Թ ՜ Թ is a nonlinear term of (at most) cubic growth satisfying some 
dissipativity conditions and the memory kernel ݇ is a convex decreasing smooth 
function such that ݇ሺ0ሻ ൐ ݇ሺ∞ሻ ൐ 0 and established the existence of a regular global 
attractor, thereby improving the result of [26].  
In [4], Appleby J. A. D et al investigated the linear integro-differential equation  
ݑ′′ሺݐሻ ൅ ܣݑሺݐሻ ൅ න݇ሺݐ െ ݏሻܣݑሺݏሻ݀ݏ ൌ 0, ݐ ൐ 0
௧
ିஶ
 (1.3)
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 and established results concerning the exponential decay of strong solutions in Hilbert 
space. Recently, Vittorino Pata in [54] discussed the decay properties of the semigroup 
generated by a linear integro-differential equation in a Hilbert space, which is an 
abstract version of the equation: 
߲௧௧ݑሺݐሻ െ ∆ݑሺݐሻ ൅ න ߤሺݏሻ∆ݑሺݐ െ ݏሻ݀ݏ ൌ 0,
ஶ
଴
 (1.4)
describing the dynamics of linearly viscoelastic bodies and established the necessary 
as well as the sufficient conditions for the exponential stability.  
For the finite history case, Cavalcanti et al. in [15] investigated the following 
viscoelastic problem: 
ە
ۖۖ
ۖ
۔
ۖۖ
ۖ
ۓݑ௧௧ െ ∆ݑ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൌ 0, inΩ ൈ ሺ0,∞ሻ         
ݑ ൌ 0,                                                                         on ߁଴ ൈ ሺ0,∞ሻ            
߲ݑ
߲ݒ െ න݃ሺݐ െ ߬
௧
଴
ሻ ߲ݑ߲ݒ ሺ߬ሻ݀߬ ൅ ݄ሺݑ௧ሻ ൌ 0,           on ߁ଵ ൈ ሺ0,∞ሻ            
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,       ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ, ݔ א Ω,         
 (1.5)
where Ω is a bounded domain of Rn with a smooth boundary ߲Ω ൌ ߁଴ ׫ ߁ଵ.  Here, ߁଴ 
and  ߁ଵ are closed and disjoint, with meas (߁଴ሻ ൐ 0, ߥ is the unit outward normal to 
߲Ω, and ݃ and ݄ are specific functions. They established a global existence result for 
strong and weak solutions. In addition, some uniform decay rate results were proved 
under quite restrictive assumptions on both the damping function ݄ and the kernel ݃. 
In fact, the function ݃ had to behave exactly like ݁ି௠௧,݉ ൐ 0, and the function ݄ had 
a polynomial behavior near zero. Later, Cavalcanti et al. [14] considered ሺ1.1ሻ without 
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imposing a growth assumption on ݄ and under weaker conditions on ݃. They 
improved the result of [15] and established uniform stability depending on the 
behavior of ݄ near the origin and on the behavior of ݃ at infinity provided that 
ԡ݃ԡ௅భሺ଴,ஶሻ is small enough. In particular, they obtained explicit decay rate results for 
some special cases. This result has been recently improved by Messaoudi and 
Mustapha [46]. All these results are in the spirit of the work of Fabrizio et al. [22] in 
which they considered 
ݑ௧௧ െ ∆ݑ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൅ ݑ௧ ൌ 0, inΩ ൈ ሺ0,∞ሻ (1.6)
and showed that the exponential decay of the relaxation function is a necessary 
condition for the exponential decay of the solution energy. In other words, the 
presence of the memory term may prevent the exponential decay due to the linear 
frictional damping term. They also obtained a similar result for the polynomial decay 
case.  
In [50], Muñoz Rivera considered equations for linear isotropic homogeneous 
viscoelastic solids of integral type which occupy a bounded domain or the whole space 
Թ௡, with zero boundary and history data, and in the absence of body forces. In the 
bounded domain case, an exponential decay result was proved for exponentially 
decaying memory kernels. For the whole space case, a polynomial decay result was 
established and the rate of the decay was given. This result was later generalized to a 
situation, where the kernel is decaying algebraically but not exponentially by 
Cabanillas and Rivera [12]. In this paper, the authors showed that the decay of 
solutions is also algebraic, at a rate which can be determined by the rate of the decay 
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of the relaxation function. Also, the authors considered both cases the bounded 
domains and that of a material occupying the entire space. This result was later 
improved by Baretto et al. in [6], where equations related for linear viscoelastic plates 
were treated. Precisely, they showed that the solution energy decays at the same decay 
rate of the relaxation function. For partially viscoelastic materials, Rivera et al. [52] 
showed that solutions decay exponentially to zero, provided the relaxation function 
decays in similar fashion, regardless to the size of the viscoelastic part of the material. 
In [16], Cavalcanti et al. considered  
ݑ௧௧ െ ∆ݑ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൅ ܽሺݔሻݑ௧ ൅ |ݑ|ఊݑ ൌ 0, inΩ ൈ ሺ0,∞ሻ, (1.7)
for ܽ ׷ Ω ՜ Թା, a function which may vanish on a part ߱ ؿ Ω of positive measure. 
Under some geometry restrictions on ߱ and for 
ܽሺݔሻ ൒ ܽ଴ ൐ 0,         ׊ݔ א ߱ 
െߦଵ݃ሺݐሻ ൑ ݃ᇱሺݐሻ ൑ െߦଶ݃ሺݐሻ,     ݐ ൒ 0, 
the authors established an exponential rate of decay. Berrimi and Messaoudi [8] 
improved Cavalcanti’s result by introducing a different functional which allowed them 
to weaken the conditions on both ܽ and ݃.  Furthermore, Berrimi and Messaoudi [9] 
considered  
ݑ௧௧ െ ∆ݑ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൌ ሾݑሿ௣ିଶݑ (1.8)
in a bounded domain and ݌ ൐ 2. They established a local existence and showed, under 
weaker conditions than those in [16], that the local solution is global and decays 
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uniformly if the initial data are small enough. In particular, the function ܽ can vanish 
on the whole domain Ω and consequently the geometry condition is no longer needed.          
In [17], Cavalcanti et al considered 
ݑ௧௧ െ ݇଴∆ݑ ൅ න݀݅ݒሾܽሺݔሻ݃ሺݐ െ ߬ሻߘݑሺ߬ሻሿ
௧
଴
݀߬ ൅ ܾሺݔሻ݄ሺݑ௧ሻ ൅ ݂ሺݑሻ ൌ 0  (1.9)
under similar conditions on the relaxation function ݃ and ܽሺݔሻ ൅ ܾሺݔሻ ൒ ߩ ൐ 0, for 
all ݔ א Ω. They improved the result of [16] by establishing exponential stability for ݃ 
decaying exponentially and ݄ linear and polynomial stability for ݃ decaying 
polynomially and ݄ nonlinear. For quasilinear viscoelastic equations, Cavalcanti et al 
[13] studied, in a bounded domain, the following equation: 
|ݑ௧|ఘݑ௧௧ െ ∆ݑ െ ∆ݑ௧௧ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ െ ߛ∆ݑ௧ ൌ 0, ߩ ൐ 0 (1.10)
and proved a global existence result for ߛ ൒ 0 and an exponential decay for  ߛ ൐ 0. 
This latter result has been extended to a situation, where a source term is competing 
with the strong mechanism damping and the one induced by the viscosity, by 
Messaoudi and Tatar [47]. Furthermore, Messaoudi and Tatar [49], [48] established, 
for ߛ ൌ 0, exponential and polynomial decay results in the absence, as well as in the 
presence, of a source term. Messaoudi [42] considered the equation 
ݑ௧௧ െ ∆ݑ ൅න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൅ ܽݑ௧|ݑ௧|௠ ൌ ܾ|ݑ|ఊݑ, inΩ ൈ ሺ0,   ∞ሻ (1.11)
and showed, under suitable conditions on ݃, that solutions with negative energy blow 
up in finite time if  ߛ ൐ ݉, and continue to exist if ݉ ൒ ߛ.  
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In the absence of the viscoelastic term ሺ݃ ൌ 0ሻ, the problem has been extensively 
studied and many results concerning global existence and nonexistence have been 
proved. For instance, for the problem 
ݑ௧௧ െ ∆ݑ ൅ ܽݑ௧|ݑ௧|௠ ൌ ܾ|ݑ|ఊݑ, inΩ ൈ ሺ0, ∞ሻ (1.12)
with ݉, ߛ ൒ 0,  it is well known that, for ܽ ൌ 0,  the source term ܾ|ݑ|ఊݑ  ሺߛ ൐ 0ሻ 
causes finite time blow up of solutions with negative initial energy [5], [28] and for 
ܾ ൌ 0, the damping term ܽݑ௧|ݑ௧|௠ assures global existence for arbitrary initial data 
[27], [32]. The interaction between the damping and the source terms was first 
considered by Levine [37], [36] in the linear damping case ሺ݉ ൌ 0ሻ.  He showed that 
solutions with negative initial energy blow up in finite time. Georgiev and Todorova 
[25] extended Levine’s result to the nonlinear damping case ሺ݉ ൐ 0ሻ. In their work, 
the authors introduced a different method and determined suitable relations between 
݉ and ߛ and for which there is global existence or alternatively finite time blow up. 
Precisely; they showed that solutions with negative energy continue to exist globally 
’in time’ if ݉ ൒ ߛ, and  blow up in finite time if ߛ ൐ ݉ and the initial energy is 
sufficiently negative. Without imposing the condition that the initial energy is 
sufficiently negative, Messaoudi [41] extended the blow up result of [25] to solutions 
with negative initial energy only.  
Recently, Messaoudi [44], [45] considered 
ݑ௧௧ െ ∆ݑ ൅ න݃ሺݐ െ ߬
௧
଴
ሻ∆ݑሺ߬ሻ݀߬ ൌ ܾ|ݑ|ఊݑ, inΩ ൈ ሺ0,∞ሻ (1.13)
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for ܾ ൌ 0 and ܾ ൌ 1 and for a wider class of relaxation functions. He established a 
more general decay result, from which the usual exponential and polynomial decay 
results are only special cases. 
 A related result is the work of Kawashima [29], in which he considered a one-
dimensional model equation for viscoelastic materials of integral type where the 
memory function is allowed to have an integrable singularity. For small initial data, 
Mu ෤݊oz Rivera and Baretto [51] proved that the first and the second–order energies of 
the solution to a viscoelastic plate, decay exponentially provided that the kernel of the 
memory decays exponentially. Kirane and Tatar [30] considered a mildly damped 
wave equation and proved that any small integral dissipation is sufficient to uniformly 
stabilize the solution by means of a nonlinear feedback of memory type acting on a 
part of the boundary. This result was established without any restriction on the space 
dimension or geometrical conditions on the domain or its boundary. For more about 
the subject see [1], [24], [40], [43], [57] and [56]. 
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1.3   Results Description  
The aim of this thesis is to investigate the asymptotic behavior of solutions of some 
viscoelastic problems in bounded domains. In this regard, we study several problems 
and establish exponential, polynomial and general decay rate results. The decay results 
are established in the absence, as well as in the presence of a source term.               
This thesis contains five chapters. In Chapter 1, we discuss in much details the 
properties and significance of viscoelastic materials and we end the chapter by 
reviewing some literatures related to our problems.  In Chapter 2, we present some 
principal concepts, some theorems on Sobolev embeddings and some lemmas which 
are of essential use in the proofs of our results. We devote the other chapters to the 
discussion of our problems which is to study the asymptotic behaviors of solutions of 
some viscoelastic problems. In Chapter 3, we study the case when the relaxation 
function is decaying exponentially in the presence of a source term. In this regard, we 
establish a decay result which depends on the behavior of the external force. The case 
when the relaxation function is decaying polynomially in the absence of a source term 
is treated in Chapter 4. In the last chapter, we study a general decay result for the finite 
history case in the presence of an external force.   
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CHAPTER 2 
PRINCIPAL CONCEPTS 
The main objective of this chapter is to present without proof brief discussion of some 
concepts and properties related to our problems. Reader should consult [2], [21] and 
[39] for proofs and more details. 
2.1   Preliminaries 
Definition  2.1.1.   Let Ω be a domain in Թ௡ and let m be a non-negative integer. We 
define by C୫ሺΩሻ the linear space of continuous functions on Ω whose partial 
derivatives D஑u, |α| ൑ m, exist and continuous, where   
ܦఈݑሺݔሻ ൌ ߲
|ఈ|ݑሺݔሻ
߲ݔଵఈభ߲ݔଶఈమ … . . ߲ݔ௡ఈ೙
 (2.1)
ߙ ൌ ሺߙଵ, ……ߙ௡ሻ is called a multi-index of dimension ݊ and  
|ߙ| ൌ෍ߙ௜
௡
௜ୀଵ
 
Definition  2.1.2.  The support of a continuous function ݂ defined on Թ௡ is the closure 
of the set of point where ݂ሺݔሻ is nonzero; 
ݏݑ݌݌ ݂ ൌ ሼݔ א Թ௡: ݂ሺݔሻ ് 0ሽതതതതതതതതതതതതതതതതതതതതതതതത. 
The closed and bounded sets in Թ௡ are precisely the compact sets, so if ݏݑ݌݌ ݂ is 
bounded, we say ݂ has a compact support and denote the set of such functions by 
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ܥ଴ሺԹ௡ሻ. Similarly, ܥ଴ሺΩሻ denotes the set of continuous functions on Ω whose 
supports are compact subsets of Ω.  
In addition, ܥ଴∞ሺΩሻ denotes the class of the functions ݑ ݅݊ Ω such that  
ܽሻ  ݑ is infinity differentiable, which means that  ܦఈݑ is uniformly continuous in 
         Ωഥ, for any ߙ; 
ܾሻ    ݑ is compactly supported: supp ݑ is a compact subset of  Ω. 
Corollary 2.1.1.  ܥ௠ሺΩሻ is a Banach space with respect to the norm 
ԡݑԡ࡯࢓ሺஐሻ ׷ൌ ݉ܽݔ|ఈ|ஸ௠ ݏݑ݌௫אΩ|ܦ
ఈݑሺݔሻ|  (2.2)
Remark 2.1.1.  If  ݉ ൌ 0, we denote  ܥ଴ሺΩሻ ൌ ܥሺΩሻ  
2.2   Lebesgue Spaces 
Definition  2.2.1. [21] Let Ω be a domain in Թ௡; for 1 ൑ ݌ ൏ ∞, ܮ௣ሺΩሻ denote the 
measurable real-valued functions ݑ on Ω for which 
න|ݑሺݔሻ|௣݀ݔ ൏ ∞.
Ω
 
In addition, ܮ∞ሺΩሻ denotes the measurable real valued functions that are essentially 
bounded (bounded except on a set of measure zero). For ݑ א ܮ௣ሺΩሻ, we define the 
norms 
ԡݑԡ௣ ൌ ቌන|ݑሺݔሻ|௣݀ݔ
Ω
ቍ
భ
೛
, ݂݋ݎ 1 ൑ ݌ ൏ ∞, (2.3)
ԡݑԡஶ ൌ ݁ݏݏ ݏݑ݌|ݑሺݔሻ| ൌ ݂݅݊ሼܯ: ߤሼݔ: ݑሺݔሻ ൐ ܯሽ ൌ 0ሽ (2.4)
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Lemma  2.2.1.  [2] If 1 ൑ ݌ ൏ ∞, and ܽ, ܾ ൒ 0, then  
ሺܽ ൅ ܾሻ௣ ൑ 2௣ିଵሺܽ௣ ൅ ܾ௣ሻ (2.5)
Theorem  2.2.1.  ሺ۶öܔ܌܍ܚᇱܛ ܑܖ܍ܙܝ܉ܔܑܜܡሻ  [2] Let 1 ൏ ݌ ൏ ∞, and let ݍ denote the 
conjugate exponent defined by 
ݍ ൌ ݌݌ െ 1 ,   that is   
1
݌ ൅
1
ݍ ൌ 1 
which also satisfies  1 ൏ ݍ ൏ ∞. If ݑ א ܮ௣ሺΩሻ and ݒ א ܮ௤ሺΩሻ, then ݑݒ א ܮଵሺΩሻ and  
න|ݑሺݔሻݒሺݔሻ|݀ݔ ൑ ԡݑԡ௣ԡݑԡ௤
Ω
 (2.6)
Equality holds if and only if for some constants ߙ and ߚ, not both zero,   
ߙ|ݑሺݔሻ|௣ ൌ ߚ|ݒሺݔሻ|௤  ܽ. ݁ in Ω 
Corollary  2.2.1.  By taking ݌ ൌ ݍ ൌ 2, we obtain the Cauchy-Schwarz inequality 
න|ݑሺݔሻݒሺݔሻ|݀ݔ ൑ ԡݑԡଶԡݑԡଶ
Ω
 (2.7)
Theorem  2.2.2.  ሺ܇ܗܝܖ܏ᇱܛ ܑܖ܍ܙܝ܉ܔܑܜܡሻ  [21]  Let 1 ൏ ݌, ݍ ൏ ∞, ଵ௣ ൅
ଵ
௤ ൌ 1 and 
ܽ, ܾ ൒ 0. Then for any ߟ ൐ 0, 
ܾܽ ൑ ߟܽ௣ ൅ ܥఎܾ௤ (2.8)
where ܥఎ ൌ 1ݍሺߟ݌ሻ
೜
೛
 
For ݌ ൌ ݍ ൌ 2, the inequality takes the form 
ܾܽ ൑ ߟܽଶ ൅ ܾ
ଶ
4ߟ (2.9)
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Theorem  2.2.3.  [2]  ܮ௣ሺΩሻ equipped with the norm ሺ2.3ሻ is a Banach space if           
1 ൑ ݌ ൑ ∞,  
 Corollary  2.2.2.  [2]  ܮଶሺΩሻ is a Hilbert space with respect to the inner product 
ۃݑ, ݒۄ ൌ න ݑሺݔሻݒሺݔሻതതതതതത݀ݔ
Ω
 
The associated norm is then 
ԡݑԡଶଶ ൌ ۃݑ, ݑۄ 
Theorem  2.2.4.  ሺ۲܍ܖܛܑܜܡ ܂ܐ܍ܗܚ܍ܕሻ  [21]  If  ݂ א ܮ௣ሺΩሻ, 1 ൑ ݌ ൏ ∞,  then there 
exists a sequence  ሺ ௡݂ሻ ؿ ܥ଴∞ሺΩሻ which converges to ݂ with respect to the norm ԡ. ԡ௣. 
This implies that ܥ଴∞ሺΩሻ is dense in ܮ௣ሺΩሻ.  
2.3   Sobolev Spaces 
Definition  2.3.1.  ሺ܅܍܉ܓ ܌܍ܚܑܞ܉ܜܑܞ܍ሻ  [2] If ݑ, ݒ א ܮ௣ሺΩሻ, ݒ  is called a weak 
derivative of order ߙ of ݑ  if  
න ݑሺݔሻܦఈߔሺݔሻ݀ݔ ൌ ሺെ1ሻ|ఈ| න ݒሺݔሻߔሺݔሻ݀ݔ
ΩΩ
, ׊ߔ א ܥ଴∞ሺΩሻ. (2.10)
For the definition of ߙ and ܦఈߔሺݔሻ we refer to ሺ2.1ሻ. 
Definition  2.3.2.  ሺ܁ܗ܊ܗܔ܍ܞ ܛܘ܉܋܍ܛሻ  [2]  Let Ω be an open set of Թ௡, then the 
Sobolev space ܹ௞,௣ሺΩሻ, 1 ൑ ݌ ൑ ∞, ݇ א Գכሺpositive integer numberሻ, is the set of 
all functions ݑ א ܮ௣ሺΩሻ such that the weak derivatives ܦఈݑ of order ߙ, |ߙ| ൑ ݇, exist 
and lie in ܮ௣ሺΩሻ. That is  
ܹ௞,௣ሺΩሻ ׷ൌ ሼݑ א ܮ௣ሺΩሻ|ܦఈݑ א ܮ௣ሺΩሻ, |ߙ| ൑ ݇ ሽ 
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ܹ௞,௣ሺΩሻ is equipped with the following norm: 
ԡݑԡ௞,௣ ൌ ൭෍ ԡܦఈݑԡ௣௣
|ఈ|ஸ௞
൱
భ
೛
, 1 ൑ ݌ ൏ ∞ 
                               ԡݑԡ௞,ஶ ൌ ݉ܽݔ|ఈ|ஸ௞ԡܦఈݑԡ∞ 
(2.11)
 
Remark  2.3.1.  If ݑ א ܥ௠ሺΩሻ, then all weak derivatives are classical. 
Theorem  2.3.1.  [2]  ܹ௞,௣ሺΩሻ is a Banach space with respect to the norm ሺ2.11ሻ 
Remark  2.3.2.   If ݌ ൌ 2, we denote ܹ௞,ଶሺΩሻ by ܪ௞ሺΩሻ and it is a Hilbert space with 
respect to the inner product 
ۃݑ, ݒۄ௞ ൌ න ෍ ܦఈݑሺݔሻܦఈݒሺݔሻ
|ఈ|ஸ௞
݀ݔ
Ω
, ׊ݑ, ݒ א ܪ௞ሺΩሻ. (2.12)
Definition  2.3.3.  ሺ܁ܗ܊ܗܔ܍ܞ ܛܘ܉܋܍ܛ ܗ܎ ܗܚ܌܍ܚ ܗܖ܍ ܑܖ Թܖሻ 
Let Ω be an open domain of Թ௡ and 1 ൑ ݌ ൑ ∞. Then 
ܹଵ,௣ሺΩሻ ൌ ቐݑ א ܮ௣ሺΩሻ ቮ׌ݒ௜ א ܮ௣ሺΩሻ, න ݑ ߲߶߲ݔ௜ ൌΩ
െ න ݒ௜߶
Ω
, ݅ ൌ 1, 2, … , ݊, ׊߶ א ܥ଴∞ሺΩሻቑ 
is called the Sobolev space of order one and it is equipped with the norm 
ԡݑԡଵ,௣ ൌ ԡݑԡ௣ ൅෍ฯ߲ݑ߲ݔ௜ฯ௣
௡
௜ୀଵ
 (2.13)
or equivalently with 
ԡݑԡଵ,௣ ൌ ൭ԡݑԡ௣௣ ൅෍ฯ߲ݑ߲ݔ௜ฯ௣
௣௡
௜ୀଵ
൱
భ
೛
, 1 ൏ ݌ ൏ ∞  (2.14)
18 
 
Remark  2.3.3.  ܹଵ,ଶሺΩሻ ൌ ܪଵሺΩሻ is a Hilbert space with respect to the inner 
product 
ۃݑ, ݒۄ ൌ න ݑݒ݀ݔ ൅෍න ߲ݑ߲ݔ௜
߲ݒ
߲ݔ௜ ݀ݔΩ
௡
௜ୀଵΩ
 
Definition  2.3.4.  ൫܂ܐ܍ ܛܘ܉܋܍ ܅૙૚,ܘሺΩሻ ൯   Let Ω be a domain of Թ௡ and 1 ൑ ݌ ൏ ∞, 
we define the space ଴ܹ
ଵ,௣ሺΩሻ to be the closure of ܥ଴ଵሺΩሻ with  respect to the norm of 
ܹଵ,௉ሺΩሻ.  
Theorem  2.3.2.  If ݑ א ଴ܹଵ,௣ሺΩሻ ת ܥሺΩഥሻ, then ݑሺݔሻ ൌ 0 for every ݔ א ߲Ω. 
Theorem  2.3.3.   ൫۾ܗܑܖ܋܉ܚé′ܛ ܑܖ܍ܙܝ܉ܔܑܜܡ ൯  [39]  Assume that Ω is bounded in one 
direction and 1 ൑ ݌ ൏ ∞. Then there is a positive constant ܥ ൌ ܥሺΩ, ݌ሻ such that  
ԡݑԡ௣ ൑ ܥ௣ԡ׏ݑԡ௣,      ׊ݑ א ଴ܹଵ,௣ሺΩሻ 
Definition  2.3.5. Let ܸ and ܹ be two Banach spaces. We say that ܸ is continuously 
embedded in ܹ and we write ܸ մ ܹ, if we have, for some ܥ ൐ 0, 
ԡݒԡௐ ൑ ܥԡݒԡ௏,      ׊ݒ א ܸ 
Theorem  2.3.4.  ሺۯܖ ܍ܕ܊܍܌܌ܑܖ܏ ܜܐ܍ܗܚ܍ܕ ܎ܗܚ ࡸ࢖ ܛܘ܉܋܍ܛሻ  [2] Suppose that 
ݒ݋݈ ሺΩሻ ൌ න ݀ݔ ൏ ∞
Ω
 
and 1 ൑ ݌ ൑ ݍ ൑ ∞.  If ݑ א ܮ௤ሺΩሻ, then ݑ א ܮ௣ሺΩሻ, and  
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ԡݑԡ௣ ൑ ൫ݒ݋݈ ሺΩሻ൯
భ
೛ ି 
భ
೜ԡݑԡ௤ 
hence 
ܮ௤ሺΩሻ մ ܮ௣ሺΩሻ 
Theorem  2.3.5.  ሺ܁ܗ܊ܗܔ܍ܞ ܍ܕ܊܍܌܌ܑܖ܏ ܜܐ܍ܗܚ܍ܕܛሻ  [2] Let Ω ؿ Թ௡ be a Lipschitz 
domain, ݉ ൒ 1 and 1 ൑ ݌ ൑ ∞. Then, the following mappings represent continuous 
embeddings 
                       ܹ௠,௣ሺΩሻ մ ܮ௣כሺΩሻ, 1݌כ ൌ
1
݌ െ
݉
݊ , ݂݅ ݉ ൏
݊
݌,  
   ܹ௠,௣ሺΩሻ մ ܮ௤ሺΩሻ,     1 ൑ ݍ ൏ ∞,   ݂݅ ݉ ൌ ݊݌,                 
  ܹ௠,௣ሺΩሻ մ ܥ଴,௠ି
೙
೛ሺΩഥሻ,    ݂݅  ݊݌ ൏ ݉ ൏
݊
݌ ൅ 1,             
 ܹ௠,௣ሺΩሻ մ ܥ଴,ఈሺΩഥሻ,    0 ൏ ߙ ൏ 1,   ݂݅ ݉ ൌ ݊݌ ൅ 1,   
ܹ௠,௣ሺΩሻ մ ܥ଴,ଵሺΩഥሻ, ݂݅ ݉ ൐ ݊݌ ൅ 1.  
(2.15)
Theorem  2.3.6.  ሺ܁ܗ܊ܗܔ܍ܞ, ۵܉܏ܔܑ܉ܚ܌ܗ, ۼܑܚ܍ܖ܊܍ܚ܏ሻ  [39]  If 1 ൑ ݌ ൏ ݊, then  
                     ܹଵ,௣ሺԹ௡ሻ մ ܮ௣כሺԹ௡ሻ, 1݌כ ൌ
1
݌ െ
1
݊ (2.16)
and there exists a constant ܥ ൌ ܥሺ݊, ݌ሻ such that  
ԡݑԡ௣כ ൑ ܥԡ׏ݑԡ௣,      ׊ݑ א ܹଵ,௣ሺԹ௡ሻ 
Corollary 2.3.1  If 1 ൑ ݌ ൏ ݊, then 
                       ܹଵ,௣ሺԹ௡ሻ մ ܮ௤ሺԹ௡ሻ, 1 ൑ ݍ ൑ ݌כ (2.17)
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Theorem  2.3.7.  [39]  If ݌ ൌ ݊,  then  
                      ܹଵ,௣ሺԹ௡ሻ մ ܮ௤ሺԹ௡ሻ, ݊ ൑ ݍ ൏ ∞ (2.18)
Theorem  2.3.8.  ሺۻܗܚܚ܍ܡሻ  [38]  If ݌ ൐ ݊,  then  
                                                ܹଵ,௣ሺԹ௡ሻ մ ܮ∞ሺԹ௡ሻ 
Moreover, if ݑ א ܹଵ,௉ሺԹ௡ሻ, then ݑ is a continuous function. 
Remark  2.3.4.  The above theorems remain valid if we substitute Թ௡ by a domain 
Ω ؿ Թ௡ with a smooth boundary ߲Ω. 
We conclude this chapter by introducing a very important formula we use very often 
to estimate some integrals and to prove many results in our problems. 
2.4   Green’s Formula 
Let Ω be a bounded domain of Թ௡ with a smooth boundary, then ׊ݑ א ܪଵ, ׊ݒ א ܪଶ, 
we have  
න ݑ∆ݒ݀ݔ ൌ
Ω
െ න ׏ݑ · ׏ݒ݀ݔ
Ω
൅ න ݑ׏ݒ · ߞ݀ݏ
డΩ
 (2.20)
where ߞ is the outer unit normal to ߲Ω  [39].  
Remark  2.4.1.  If  ݑ א ܪ଴ଵሺΩሻ,  then Green’s formula is reduced to    
න ݑ∆ݒ݀ݔ ൌ
Ω
െ න ׏ݑ · ׏ݒ݀ݔ
Ω
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CHAPTER 3 
EXPONENTIAL DECAY OF SOLUTION 
OF A VISCOELASTIC PROBLEM  
3.1   Introduction  
In this chapter, we consider the viscoelastic problem 
ە
ۖ
۔
ۖ
ۓ ݑ௧௧ െ ∆ݑሺݔ, ݐሻ ൅ න ݃ሺݏ
∞
଴
ሻ∆ݑሺݐ െ ݏሻ݀ݏ ൌ ݂ሺݔ, ݐሻ, inΩ ൈ Թା
ݑሺݔ, ݐሻ ൌ 0,                    ݔ א ߲Ω,             ݐ א Թା                                
                                                                              
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,          ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ, ݔ א Ω   
 (3.1)
where Ω is a bounded domain of Թ௡ሺ݊ ൒ 1ሻ with a smooth  boundary ߲Ω,                   
݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯ and ݃ is a positive non-increasing function satisfying the 
following conditions: 
ሺܩଵሻ            ݃: Թା ՜ Թା is a differentiable function such that 
݃ሺ0ሻ ൐ 0, 1 െ න ݃ሺݏሻ݀ݏ ൌ ݈ ൐ 0
∞
଴
 
ሺܩଶሻ          There exists a positive constant ߦ  such that 
݃′ሺݐሻ ൑ െߦ݃ሺݐሻ,    ׊ݐ ൒ 0. 
Following the idea of Dafermos [20], we introduce  
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ߟ௧ሺݔ, ݏሻ ൌ ݑሺݔ, ݐሻ െ ݑሺݔ, ݐ െ ݏሻ, ݏ ൒ 0. (3.2)
Consequently, by adding and subtracting the term ∆ݑ, ሺ3.1ሻ transforms into  
ە
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
ۓݑ௧௧ െ ݈∆ݑሺݔ, ݐሻ െ න ݃ሺݏ
ஶ
଴
ሻ∆ߟ௧ሺݔ, ݏሻ݀ݏ ൌ ݂ሺݔ, ݐሻ, inΩ ൈ Թା                
ߟ௧௧ሺݔ, ݏሻ ൅ ߟ௦௧ሺݔ, ݏሻ ൌ ݑ௧ሺݔ, ݐሻ                                                                                           
ݑሺݔ, ݐሻ ൌ ߟ௧ሺݔ, ݏሻ ൌ 0,             ݔ א ߲Ω,          ׊ ݐ,   ݏ ൒ 0                                 
                                                                              
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,   ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ,   ׊ݔ א Ω                                                  
ߟ଴ሺݔ, ݏሻ ൌ ߟ଴ሺݔ, ݏሻ ൌ ݑ଴ሺݔሻ െ ݒ଴ሺݔ, െݏሻ, ߟ௧ሺݔ, 0ሻ ൌ 0, ׊ݔ א Ω,   ݏ ൒ 0  
(3.3)
܂ܐ܍ܗܚ܍ܕ  ૜. ૚. ૚.   Let ሺݑ଴, ݑଵሻ א ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ and ߟ଴ א ܮ௚ଶ൫Թା, ܪ଴ଵሺΩሻ൯ be 
given. Assume that ݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯ and ݃ satisfies ሺܩଵሻ and ሺܩଶሻ, then problem 
ሺ3.3ሻ has a unique global weak solution 
ݑ א ܥ ቀሾ0,∞ሻ; ܪ଴ଵሺΩሻቁ,   ݑ௧ א ܥ൫ሾ0,∞ሻ; ܮଶሺΩሻ൯, ߟ௧ א ܮ௚ଶ ቀԹା ൈ Թା,ܪ଴ଵሺΩሻቁ, (3.4)
where   
ܮ௚ଶ൫Թା, ܪ଴ଵሺΩሻ൯ ൌ ൝ݑ ׷ Թା ՜ ܪ଴ଵሺΩሻ ോ න ݃ሺݏ
ஶ
଴
ሻԡ׏ݑሺݔ, ݏሻԡଶଶ݀ݏ ൏ ∞ൡ. 
Definition 3.1.     By a weak solution, we mean ሺݑ, ߟݐሻ which satisfies ሺ3.4ሻ and  
݀
݀ݐ න ݑݐሺݔ, ݐሻΦሺݔሻ݀ݔ
Ω
൅ ݈ න ׏ݑሺݔ, ݐሻ · ׏Φሺݔሻ݀ݔ
Ω
൅ න න݃ሺݏ
∞
0
ሻ׏ߟݐሺݔ, ݏሻ · ׏Φሺݔሻ݀ݏ݀ݔ
Ω
 
            ൌ න ݂ሺݔ, ݐሻΦሺݔሻ݀ݔ
Ω
,    for ܽ. ݁ ݐ ൐ 0 
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Proof of ܂ܐ܍ܗܚ܍ܕ  ૜. ૚. ૚. This theorem can be established by using the Galerkin 
method or the linear semigroup theory as in [54] or by repeating the steps of [23] with 
the necessary modification. 
3.2   Modified Energy Functional 
Multiply ሺ3.3ሻଵ by ݑ௧ and integrate over Ω, we obtain 
න ݑ௧ݑ௧௧݀ݔ
Ω
െ ݈ න ݑ௧∆ݑሺݐሻ݀ݔ
Ω
െ න න݃ሺݏ
∞
଴
ሻݑ௧∆ߟ௧ሺݏሻ݀ݏ݀ݔ ൌ
Ω
න ݑ௧݂ሺݔ, ݐሻ݀ݔ
Ω
 (3.5)
The terms in ሺ3.5ሻ are estimated as follows: 
First Term 
න ݑ௧ݑ௧௧݀ݔ
Ω
ൌ 12
݀
݀ݐ ԡݑ௧ԡଶ
ଶ. (3.6)
Second Term 
Using Green’s formula and the boundary conditions, we obtain 
െ݈ න ݑ௧∆ݑሺݐሻ݀ݔ
Ω
ൌ ݈ න ׏ݑ௧ · ׏ݑሺݐሻ݀ݔ
Ω
ൌ ݈2
݀
݀ݐ ԡ׏ݑሺݐሻԡଶ
ଶ. (3.7)
Third Term 
Using Green’s formula and the boundary conditions, we get 
െන න݃ሺݏ
∞
଴
ሻݑ௧∆ߟ௧ሺݏሻ݀ݏ݀ݔ ൌ
Ω
න݃ሺݏ
∞
଴
ሻ න ׏ݑ௧ · ׏ߟ௧ሺݏሻ݀ݔ݀ݏ
Ω
. 
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Using ሺ3.3ሻଶ, we have 
െන න݃ሺݏ
∞
଴
ሻݑ௧∆ߟ௧ሺݏሻ݀ݏ݀ݔ ൌ න ݃ሺݏ
∞
଴
ሻ නሼ׏ߟ௧௧ሺݏሻ ൅ ׏ߟ௦௧ሺݏሻሽ · ׏ߟ௧ሺݏሻ݀ݔ݀ݏ
ΩΩ
 
ൌ න݃ሺݏ
∞
଴
ሻ න ׏ߟ௧௧ሺݏሻ · ׏ߟ௧ሺݏሻ݀ݔ݀ݏ ൅ න݃ሺݏ
∞
଴
ሻ න ׏ߟ௦௧ሺݏሻ · ׏ߟ௧ሺݏሻ
Ω
݀ݔ݀ݏ
Ω
 
ൌ 12න ݃ሺݏ
∞
0
ሻ ݀݀ݐ න|׏ߟݐሺݏሻ|ଶ݀ݔ݀ݏ
Ω
൅ 12න ݃ሺݏ
∞
0
ሻ ݀݀ݏ න|׏ߟݐሺݏሻ|2݀ݔ݀ݏΩ
 
ൌ 12
݀
݀ݐ ቌන ݃ሺݏ
∞
0
ሻԡ׏ߟݐሺݏሻԡ22݀ݏቍ ൅ 12 ൥݃ሺݏሻԡ׏ߟݐሺݏሻԡ2
2ห଴
ஶ െ න ݃Ԣሺݏ
∞
0
ሻԡ׏ߟݐሺݏሻԡ22݀ݏ൩ 
ൌ 12
݀
݀ݐቌන ݃ሺݏ
ஶ
଴
ሻԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ െ 12න ݃
ᇱሺݏ
ஶ
଴
ሻԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ. (3.8)
Fourth term 
Using Young’s inequality, we obtain for any ߜଶ ൐ 0 
න ݑ௧݂ሺݔ, ݐሻ
Ω
݀ݔ ൑ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ. (3.9)
By substituting ሺ3.6ሻ െ ሺ3.9ሻ in ሺ3.5ሻ, we obtain 
݀
݀ݐ ቌ
1
2 ԡݑ௧ԡଶ
ଶ ൅ ݈2 ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12න ݃ሺݏ
ஶ
଴
ሻԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ 
           ൑ 12න ݃
ᇱሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ൅ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ. (3.10)
Set 
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ܧሺݐሻ ൌ 12 ԡݑ௧ԡଶ
ଶ ൅ ݈2 ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12 ሺ݃݋׏ߟ
௧ሻሺݐሻ, (3.11)
where 
                              ሺ݃݋׏ߟ௧ሻሺݐሻ ൌ න ݃ሺݏ
ஶ
଴
ሻԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ. 
Eሺtሻ is called the Modified Energy Functional  
Hence ሺ3.10ሻ becomes 
ܧᇱሺݐሻ ൑ 12 ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ ൅ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺ. , ݐሻԡ૛
૛. (3.12)
3.3   Decay of Solution 
In this section we state and prove the main result in this chapter.  For this purpose, we 
set  
ܨሺݐሻ ൌ ܧሺݐሻ ൅ ߳ଵ߰ሺݐሻ ൅ ߳ଶ߯ሺݐሻ, (3.13)
where Ԗଵ and Ԗଶ are positive constants to be chosen properly later and  
߰ሺݐሻ ൌ න ݑݑ௧݀ݔ,
Ω
     ߯ሺݐሻ ൌ െ න ݑ௧ න ݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏ݀ݔ.
Ω
 (3.14)
Lemma 3.3.1.   For Ԗଵ and Ԗଶ small enough, the inequality 
ߙଵܨሺݐሻ ൑ ܧሺݐሻ ൑ ߙଶܨሺݐሻ (3.15)
holds for two positive constants αଵ and αଶ.   
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Proof. 
ܨሺݐሻ ൌ ܧሺݐሻ ൅ ߳ଵ න ݑݑ௧݀ݔ
Ω
െ ߳ଶ න ݑ௧ න ݃ሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ.
ஐ
 (3.16)
Using Young’s inequality, we have 
ܨሺݐሻ ൑ ܧሺݐሻ ൅ ߳ଵ2 ԡݑሺݐሻԡଶ
ଶ ൅ ߳ଵ ൅ ߳ଶ2 ԡݑ௧ԡଶ
ଶ ൅ ߳ଶ2 න ቌන݃ሺݏሻߟ
௧ሺݏሻ
∞
଴
݀ݏቍ
ଶ
݀ݔ
ஐ
. (3.17)
We estimate the fourth term in the right-hand side of (3.17) as follows: 
ቌන݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏቍ
ଶ
ൌ ቌන ඥ݃ሺݏሻ ඥ݃ሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏቍ
ଶ
. 
Using Cauchy-Schwarz inequality, we have 
ቌන݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏቍ
ଶ
൑
ۉ
ۇቌන ݃ሺݏሻ
ஶ
଴
݀ݏቍ
భ
మ
ቌන ݃ሺݏሻ|ߟ௧ሺݏሻ|ଶ
ஶ
଴
݀ݏቍ
భ
మ
ی
ۊ
ଶ
 
                                      ൑ ቌන ݃ሺݏሻ
ஶ
଴
݀ݏቍቌන ݃ሺݏሻ|ߟ௧ሺݏሻ|ଶ
ஶ
଴
݀ݏቍ 
ቌන݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏቍ
ଶ
൑ ሺ1 െ ݈ሻ ቌන ݃ሺݏሻ|ߟ௧ሺݏሻ|ଶ
ஶ
଴
݀ݏቍ. (3.18)
We substitute (3.18) in (3.17), then use Poincaré’s inequality, to obtain 
ܨሺݐሻ ൑ ܧሺݐሻ ൅ ߳ଵ ൅ ߳ଶ2 ԡݑ௧ԡଶ
ଶ ൅ ߳ଵ2 ܥ௉ԡ׏ݑሺݐሻԡଶ
ଶ ൅ ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ߟ
௧ሻሺݐሻ. (3.19)
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Note the following: 
                       ܧሺݐሻ ൒ 12 ሺ݃݋׏ߟ
௧ሻሺݐሻ. 
 Thus,  
߳ଶሺ1 െ ݈ሻܥ௉ܧሺݐሻ ൒ ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ߟ
௧ሻሺݐሻ. (3.20)
Similarly, 
                                         ߳ଵ݈ ܥ௉ܧሺݐሻ ൒
߳ଵ
2 ܥ௉ԡ׏ݑሺݐሻԡଶ
ଶ (3.21)
 and 
                                 ሺ߳ଵ ൅ ߳ଶሻܧሺݐሻ ൒ ሺ߳ଵ ൅ ߳ଶሻ2 ԡݑ௧ԡଶ
ଶ. (3.22)
Hence, equation (3.19) becomes 
ܨሺݐሻ ൑ ܧሺݐሻ ൅ ߳ଵܥ௉݈ ܧሺݐሻ ൅ ሺ߳ଵ ൅ ߳ଶሻܧሺݐሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉ܧሺݐሻ 
          ൑ ቀ1 ൅ ఢభ஼ು௟ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉ቁܧሺݐሻ ൑ ߚଵܧሺݐሻ, 
where ߚଵ ൌ 1 ൅ ߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉, 
which implies 
ܧሺݐሻ ൒ ߙଵܨሺݐሻ, ߙଵ ൌ 1ߚଵ.  (3.23)
Similarly, from (3.16) using Young’s inequality, we obtain 
28 
 
ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ2 ԡݑሺݐሻԡଶ
ଶ െ ߳ଵ ൅ ߳ଶ2 ԡݑ௧ԡଶ
ଶ െ ߳ଶ2 න ቌන ݃ሺݏሻߟ
௧ሺݏሻ
∞
଴
݀ݏቍ
ଶ
݀ݔ
Ω
. 
Using (3.18), we have 
ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ2 ԡݑሺݐሻԡଶ
ଶ െ ߳ଵ ൅ ߳ଶ2 ԡݑ௧ԡଶ
ଶ െ ߳ଶሺ1 െ ݈ሻ2 ൭න ݃ሺݏሻ|ߟ
௧ሺݏሻ|2
∞
0
݀ݏ൱. 
Using Poincaré’s inequality, we get 
ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ ൅ ߳ଶ2 ԡݑ௧ԡଶ
ଶ െ ߳ଵ2 ܥ௉ԡ׏ݑሺݐሻԡଶ
ଶ െ ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ߟ
௧ሻሺݐሻ. (3.24)
Substituting ሺ3.20ሻ െ ሺ3.22ሻ in ሺ3.24ሻ, we obtain 
ܨሺݐሻ ൒ ൬1 െ ߳ଵܥ௉݈ െ ሺ߳ଵ ൅ ߳ଶሻ െ ߳ଶሺ1 െ ݈ሻܥ௉൰ܧሺݐሻ. (3.25)
By choosing ߳ଵ and ߳ଶ small enough so that  
ߙ ൌ   ߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉ ൏ 1, 
we arrive at 
                                     ܨሺݐሻ ൒ ሺ1 െ ߙሻܧሺݐሻ. 
Hence,  
ܧሺݐሻ ൑ ߙଶܨሺݐሻ, ߙଶ ൌ 11 െ ߙ. (3.26)
Combination of ሺ3.23ሻ and ሺ3.26ሻ gives 
ߙଵܨሺݐሻ ൑ ܧሺݐሻ ൑ ߙଶܨሺݐሻ,                                          
which completes the proof. 
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Lemma 3.3.2  Let ሺݑ, ݑ௧, ߟ௧ሻ be the solution of ሺ3.3ሻ. Then under the assumptions 
ሺܩଵሻ and ሺܩଶሻ, the functional  
߰ሺݐሻ ൌ න ݑݑ௧݀ݔ
Ω
 
satisfies, for any ߜଵ ൐ 0, 
߰ᇱሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ൜݈2 െ ߜଵܥ௉ൠ ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12 ൬
1 െ ݈
݈ ൰ ሺ݃݋׏ߟ
௧ሻሺݐሻ ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
 (3.27)
۾ܚܗܗ܎.   
By taking the derivative of ߰ and using ሺ3.3ሻଵ, we get 
߰′ሺݐሻ ൌ ԡݑ௧ԡଶଶ ൅ ݈ න ݑሺݐሻ∆ݑሺݐሻ݀ݔ
Ω
൅ න ݑሺݐሻ
Ω
න݃ሺݏሻ
∞
଴
∆ߟ௧ሺݏሻ݀ݏ݀ݔ ൅ න ݑሺݐሻ݂ሺݔ, ݐሻ݀ݔ
Ω
 
Using Green’s formula, the boundary conditions and Young’s inequality, we obtain, 
for any ߜଵ ൐ 0 
߰′ሺݐሻ ൑ ԡu୲ԡଶଶ െ ݈ԡ׏uሺݐሻԡଶଶ െ න ׏ݑሺݐሻ ·
Ω
න݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ ൅ ߜଵԡݑሺݐሻԡଶଶ 
                  ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
By Poincaré’s inequality, we have 
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߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ൫݈ െ ߜଵܥ௣൯ԡ׏ݑሺݐሻԡଶଶ െ න ׏ݑሺݐሻ ·
Ω
න݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
 (3.28)
By estimating the third term in ሺ3.28ሻ, using Young’s inequality, we obtain for any 
ߜଷ ൐ 0  
െන ׏ݑሺݐሻ ·
Ω
න݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ ൑ ߜଷԡ׏ݑሺݐሻԡଶଶ ൅ 14ߜଷ න ቌන ݃ሺݏሻ|׏ߟ
௧ሺݏሻ|݀ݏ
∞
଴
ቍ
ଶ
݀ݔ
Ω
. 
Using ሺ3.19ሻ,  we get 
න ׏ݑሺݐሻ ·
Ω
න݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ ൑ ߜଷԡ׏ݑሺݐሻԡଶଶ ൅
ሺ1 െ ݈ሻ
4ߜଷ න න ݃ሺݏሻ|׏ߟ
௧ሺݏሻ|2
∞
0
݀ݏ݀ݔ
Ω
. 
 (3.29)
By substituting ሺ3.29ሻ in (3.28), we obtain 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ൛ሺ݈ െ ߜଷሻ െ ߜଵܥ௣ൟԡ׏ݑሺݐሻԡଶଶ ൅
ሺ1 െ ݈ሻ
4ߜଷ ሺ݃݋׏ߟ
௧ሻሺݐሻ ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
By choosing ߜଷ ൌ ݈2 ,we get 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ൜݈2 െ ߜଵܥ௣ൠ ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 1 െ ݈2݈ ሺ݃݋׏ߟ
௧ሻሺݐሻ ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ, 
 (3.30)
which complete the proof. 
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Lemma 3.3.3   Let ሺݑ, ݑݐ, ߟ௧ሻ be the solution of ሺ3.3ሻ. Then under the assumptions 
ሺܩଵሻ and ሺܩଶሻ,  the functional  
߯ሺݐሻ ൌ െන ݑ௧ න ݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏ݀ݔ
Ω
 
satisfies, for any ߜ, ߜସ ൐ 0, 
߯ᇱሺݐሻ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ ݈ଶߜସԡ׏ݑሺݐሻԡଶଶ ൅ ൜൬1 ൅ 14ߜସ ൅
ܥ௣
4ߜ൰ ሺ1 െ ݈ሻൠ ሺ݃݋׏ߟ
௧ሻሺݐሻ 
                 െ ݃ሺ0ሻ4ߜ ܥܲ൫݃
Ԣ݋׏ߟݐ൯ሺݐሻ ൅ ߜԡ݂ሺ. , ݐሻԡଶଶ (3.31)
۾ܚܗܗ܎. 
By taking the derivative of ߯ and using ሺ3.3ሻଵ, we get 
  ߯′ሺݐሻ ൌ െ݈ න ∆ݑሺݐሻන ݃ሺݏሻ
∞
଴
ߟ௧ሺݏሻ݀ݏ݀ݔ
Ω
 
                  െ න ቌන ݃ሺݏሻ
∞
଴
∆ߟ௧ሺݏሻ݀ݏቍቌන݃ሺݏሻ
∞
଴
ߟ௧ሺݏሻ݀ݏቍ݀ݔ
Ω
 
                 െ න ݑ௧
Ω
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ െ න ݂ሺݔ, ݐሻන ݃ሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ.
Ω
 
Using Green’s formula and the boundary conditions, we obtain 
߯′ሺݐሻ ൌ ݈ න ׏ݑሺݐሻ · න ݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ
Ω
൅ න ቌන݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
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                  െ න ݑ௧
Ω
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ െ න ݂ሺݔ, ݐሻන ݃ሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ
Ω
. (3.32)
The terms in ሺ3.32ሻ are estimated below. 
The first Term 
Using Young’s inequality and Cauchy-Schwarz inequality, we obtain, for any ߜସ ൐ 0, 
݈ න ׏ݑሺݐሻ · න ݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ
Ω
൑ ݈ଶߜସԡ׏ݑሺݐሻԡଶଶ ൅
ሺ1 െ ݈ሻ
4ߜସ ሺ݃݋׏ߟ
௧ሻሺݐሻ. (3.33)
The second Term 
Using Cauchy-Schwarz inequality, we obtain 
න ቌන ݃ሺݏሻ
ஶ
଴
׏ߟ௧ሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
൑ ሺ1 െ ݈ሻሺ݃݋׏ߟ௧ሻሺݐሻ. (3.34)
The third Term 
Using ሺ3.3ሻଶ, integration by parts and the initial conditions, we get 
െන ݑ௧
Ω
න݃ሺݏሻߟ௧௧ሺݏሻ
∞
଴
݀ݏ݀ݔ ൌ െሺ1 െ ݈ሻԡݑ௧ԡଶଶ ൅ න ݑ௧
Ω
൥݃ሺݏሻߟ௧ሺݏሻ|଴ஶ െ න ݃ᇱሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ൩ ݀ݔ 
                                                         ൌ െሺ1 െ ݈ሻԡݑ௧ԡଶଶ െ න ݑ௧
Ω
න ݃ᇱሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ. 
Using Young’s inequality, we obtain for any ߜ ൐ 0, 
െන ݑ௧
Ω
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑݐԡ22 ൅ 14ߜ න ቌන ݃
ᇱሺݏሻ
∞
଴
ߟ௧ሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
 
33 
 
                                           ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ 14ߜ න ቌන ටെ݃Ԣሺݏሻ
∞
0
ටെ݃Ԣሺݏሻߟݐሺݏሻ݀ݏቍ
2
݀ݔ
Ω
. 
Using Cauchy-Schwarz inequality, we obtain 
െන ݑ௧
Ω
න݃ሺݏሻߟ௧௧ሺݏሻ
∞
଴
݀ݏ݀ݔ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ ݃
ሺ0ሻ
4ߜ න නെ݃′ሺݏሻ
∞
0
|ߟݐሺݏሻ|2݀ݏ݀ݔ
Ω
. 
By Poincaré’s inequality, we have 
െන ݑ௧
ஐ
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ െ ݃
ሺ0ሻ
4ߜ ܥ௉ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ. (3.35)
The fourth Term 
Using Young’s inequality, we obtain, for all ߜ ൐ 0, 
െන ݂ሺݔ, ݐሻන ݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏ݀ݔ
Ω
൑ ߜԡ݂ሺ. , ݐሻԡଶଶ ൅ 14ߜ න ቌන݃ሺݏሻߟ
௧ሺݏሻ
∞
଴
݀ݏ݀ݔቍ
ଶ
݀ݔ.
Ω
 
Using Cauchy-Schwarz inequality and Poincaré’s inequality, we obtain 
െන ݂ሺݔ, ݐሻන ݃ሺݏሻߟ௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ
Ω
൑ ߜԡ݂ሺ. , ݐሻԡଶଶ ൅ 1 െ ݈4ߜ ܥ௉ሺ݃݋׏ߟ
௧ሻሺݐሻ. (3.36)
By substituting ሺ3.33ሻ, ሺ3.34ሻ, ሺ3.35ሻ and ሺ3.36ሻ, in ሺ3.32ሻ, we obtain 
߯ᇱሺݐሻ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ ݈ଶߜସԡ׏ݑሺݐሻԡଶଶ 
൅൜൬1 ൅ 14ߜସ ൅
ܥ௣
4ߜ൰ ሺ1 െ ݈ሻൠ ሺ݃݋׏ߟ
௧ሻሺݐሻ െ ݃ሺ0ሻ4ߜ ܥ௉ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ ൅ ߜԡ݂ሺ. , ݐሻԡଶଶ, 
which completes the proof. 
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܂۶۳۽܀۳ۻ ૜. ૜. ૚.   Let ሺݑ଴, ݑଵሻ א ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ  and  ߟ଴ א ܮ௚ଶ൫Թା,ܪ଴ଵሺΩሻ൯ be 
given. Assume that ݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯ and ݃ satisfies ሺܩଵሻ andሺܩଶሻ.  Then there 
exist strictly positive constants ܭଵ and ܭଶ such that, for all ݐ ൒ 0, 
ܧሺݐሻ ൑ ܭଵ݁ି௞௧ ൅ ܭଶ݁ି௞௧ නԡ݂ሺ. , ݏሻԡଶଶ
௧
଴
݁௞௦݀ݏ, ׊ݐ ൒ 0. (3.37)
۾ܚܗܗ܎ 
Taking the derivative of ܨ, then substituting ሺ3.12ሻ, ሺ3.27ሻ, ሺ3.31ሻ and , we obtain 
ܨᇱሺݐሻ ൑ െሼߝଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߝଵ െ ߜଶሽԡݑ௧ԡଶଶ െ ൜ߝଵ ൬݈2 െ ߜଵܥ௉൰ െ ߝଶ݈
ଶߜସൠ ԡ׏uሺݐሻԡଶଶ 
               ൅ ቊቆߝଵ2݈ ൅ ߝଶ ൬1 ൅
1
4ߜସ ൅
ܥ௉
4ߜ൰ቇ ሺ1 െ ݈ሻቋ ሺ݃݋׏ߟ
௧ሻሺݐሻ 
               ൅ ቊቆ12 െ ߝଶ
݃ሺ0ሻ
4ߜ ܥ௉ቇቋ ሺ݃
ᇱ݋׏ߟ௧ሻሺݏሻ ൅ ൜ 14ߜଶ ൅
ߝଵ
4ߜଵ ൅ ߝଶߜൠ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
Using ሺܩଶሻ, we get 
ܨᇱሺݐሻ ൑ െሼߝଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߝଵ െ ߜଶሽԡݑ௧ԡଶଶ െ ൜ߝଵ ൬݈2 െ ߜଵܥ௉൰ െ ߝଶ݈
ଶߜସൠ ԡ׏uሺݐሻԡଶଶ 
 െ ቊߦ ቆ12 െ ߝଶ
݃ሺ0ሻ
4ߜ ܥ௉ቇ െ ൤
ߝଵ
2݈ ൅ ߝଶ ൬1 ൅
1
4ߜସ ൅
ܥ௉
4ߜ൰൨ ሺ1 െ ݈ሻቋ ሺ݃݋׏ߟ
௧ሻሺݐሻ 
                ൅ ൜ 14ߜଶ ൅
ߝଵ
4ߜଵ ൅ ߝଶߜൠ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
By choosing ߜଵ ൌ ݈4ܥ௉ ,   ߜସ ൌ
ߜ
݈ଶ ,   we obtain 
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ܨᇱሺݐሻ ൑ െሼߝଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߝଵ െ ߜଶሽԡݑ௧ԡଶଶ െ ൜ߝଵ݈4 െ ߝଶߜൠ ԡ׏uሺݐሻԡଶ
ଶ 
                 െ ቊߦ ቆ12 െ ߝଶ
݃ሺ0ሻ
4ߜ ܥ௉ቇ െ ቈ
ߝଵ
2݈ ൅ ߝଶ ቆ1 ൅
݈ଶ
4ߜ ൅
ܥ௉
4ߜቇ቉ ሺ1 െ ݈ሻቋ ሺ݃݋׏ߟ
௧ሻሺݐሻ 
               ൅ ൜ 14ߜଶ ൅
ߝଵܥ௉
݈ ൅ ߝଶߜൠ ԡ݂ሺ. , ݐሻԡଶ
ଶ. (3.38)
Now choose ߜ so small that,  
ሺ1 െ ݈ሻ െ ߜ ൐ 12 ሺ1 െ ݈ሻ, 
             4݈ ߜ ൏
1
4 ሺ1 െ ݈ሻ. 
Whence ߜ is fixed, any choice of ߝଵ and ߝଶ, such that 
                            ሺ1 െ ݈ሻ4 ߝଶ ൏ ߝଵ ൏
ሺ1 െ ݈ሻ
2 ߝଶ (3.39)
will make  
         ߝଶ൫ሺ1 െ ݈ሻ െ ߜ൯ ൐ ߝଶሺ1 െ ݈ሻ2 ൐ ߝଵ, 
        4݈ ߝଶߜ ൏
ߝଶሺ1 െ ݈ሻ
4 ൏ ߝଵ. 
Thus, we have 
                   ܭ଴ ൌ ߝଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߝଵ ൐ 0, 
ܭଵ ൌ ߝଵ݈4 െ ߝଶߜ ൐ 0. 
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We then pick ߝଵ and ߝଶ so small that ሺ3.15ሻ and ሺ3.39ሻ remain valid and  
ܭଷ ൌ ቊߦ ቆ12 െ ߝଶ
݃ሺ0ሻ
4ߜ ܥ௉ቇ െ ቈ
ߝଵ
2݈ ൅ ߝଶ ቆ1 ൅
݈ଶ
4ߜ ൅
ܥ௉
4ߜቇ቉ ሺ1 െ ݈ሻቋ ൐ 0 
and take ߜଶ so small that 
ܭଶ ൌ ܭ଴ െ ߜଶ ൐ 0. 
Finally, we choose ߚ ൌ minሼܭଵ, ܭଶ, ܭଷሽ to obtain 
ܨᇱሺݐሻ ൑ െߚሼԡݑ௧ԡଶଶ ൅ ԡ׏uሺݐሻԡଶଶ ൅ ሺ݃݋׏ߟ௧ሻሺݐሻሽ ൅ ܥԡ݂ሺ. , ݐሻԡଶଶ, (3.40)
where ܥ ൌ 14ߜଶ ൅
ߝଵܥ௉
݈ ൅ ߝଶߜ. 
A combination of ሺ3.15ሻ and ሺ3.40ሻ yields 
ܨᇱሺݐሻ ൑ െ݇ܨሺݐሻ ൅ ܥԡ݂ሺ. , ݐሻԡଶଶ, ݇ ൌ ߚߙଵ ׊ݐ ൒ 0. (3.41)
We introduce the following functional: 
              ܪሺݐሻ ൌ ܨሺݐሻ െ ܥ݁ି௞௧ ׬ ԡ݂ሺ. , ݏሻԡଶଶ௧଴ ݁௞௦݀ݏ (3.42)
Taking the derivative of ሺ3.42ሻ, we obtain 
               ܪᇱሺݐሻ ൌ ܨᇱሺݐሻ ൅ ݇ܥ݁ି௞௧ නԡ݂ሺ. , ݏሻԡଶଶ
௧
଴
݁௞௦݀ݏ െ ܥ݁ି௞௧ԡ݂ሺ. , ݐሻԡଶଶ݁௞௧, 
which implies that, 
ܪᇱሺݐሻ ൌ ܨᇱሺݐሻ ൅ ݇ܥ݁ି௞௧ නԡ݂ሺ. , ݏሻԡଶଶ
௧
଴
݁௞௦݀ݏ െ ܥԡ݂ሺ. , ݐሻԡଶଶ (3.43)
By substituting ሺ3.42ሻ and ሺ3.43ሻ in ሺ3.41ሻ, we obtain   
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ܪᇱሺݐሻ ൑ െ݇ܪሺݐሻ. (3.44)
A simple integration of ሺ3.44ሻ over ሺ0, ݐሻ gives 
ܪሺݐሻ ൑ ܪሺ0ሻ݁ି௞௧. (3.45)
Using ሺ3.42ሻ, we obtain   
ܨሺݐሻ ൑ ቐܨሺ0ሻ ൅ ܥ නԡ݂ሺ. , ݏሻԡଶଶ
௧
଴
݁௞௦݀ݏቑ ݁ି௞௧. (3.46)
A combination of ሺ3.15ሻ and ሺ3.46ሻ gives 
ܧሺݐሻ ൑ ܭଵ݁ି௞௧ ൅ ܭଶ݁ି௞௧ නԡ݂ሺ. , ݏሻԡଶଶ
௧
଴
݁௞௦݀ݏ, ׊ݐ ൒ 0, (3.47)
where   
ܭଵ ൌ ߙଶܨሺ0ሻ, ܭଶ ൌ ܥߙଶ. 
Thus the estimate ሺ3.37ሻ is proved. 
Remark 3.3.1 
1. If  ݂ ؠ 0, then ܧሺݐሻ ൑ ܭଵ݁ି௞௧,    ׊ݐ ൒ 0  
2. If ԡ݂ԡଶଶ ൑ ܯ, then ܧሺݐሻ ൑ ܭଵ݁ି௞௧ ൅ ߣ,    ׊ݐ ൒ 0 where ߣ ൌ ௄మெ௞  
3. If ԡ݂ԡଶଶ ൑ ܯ݁ିఊ௧, then 
                          ܧሺݐሻ ൑ ܭଵ݁ି௞௧ ൅ ߣଵ݁ିఊ௧,    ׊ݐ ൒ 0,where ߣଵ ൌ ܭଶܯ݇ െ ߛ  if ܭ ് ߛ  
                 כ    ܧሺݐሻ ൑ ሺܭଵ ൅ ߣଶݐሻ݁ିఊ௧,    ׊ݐ ൒ 0,where ߣଶ ൌ ܭଶܯ if ܭ ൌ ߛ  
In כ, ܧሺݐሻ does not necessarily converge to zero as ݁ିߛ௧ when ݐ goes to ൅∞. 
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CHAPTER 4 
POLYNOMIAL DECAY OF SOLUTION OF A 
VISCOELASTIC PROBLEM 
4.1   Introduction 
In this chapter, we consider the viscoelastic problem 
ە
ۖ
۔
ۖ
ۓ ݑ௧௧ െ ∆ݑሺݔ, ݐሻ ൅ න ݃ሺݏ
∞
଴
ሻ∆ݑሺݐ െ ݏሻ݀ݏ ൌ 0 in Ω ൈ Թା
ݑሺݔ, ݐሻ ൌ 0,         ݔ א ߲Ω,             ݐ א Թା                                 
                                                         
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,     ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ, ݔ א Ω
  (4.1)  
where Ω is a bounded domain of Թ௡ሺ݊ ൒ 1ሻ with a smooth  boundary ߲Ω and ݃ is a 
positive non increasing function satisfying the following conditions 
ሺܩଵሻ            ݃: Թା ՜ Թା is a differentiable function such that 
݃ሺ0ሻ ൐ 0, 1 െ න ݃ሺݏሻ݀ݏ ൌ ݈ ൐ 0
∞
଴
 
ሺܩଶሻ         There exist a positive constant ߦ and 1 ൏ ݌ ൏ 32  such that 
݃′ሺݐሻ ൑ െߦ݃௣ሺݐሻ,    ׊ݐ ൒ 0. 
Following the idea of Dafermos [20], we introduce  
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ߟ௧ሺݔ, ݏሻ ൌ ݑሺݔ, ݐሻ െ ݑሺݔ, ݐ െ ݏሻ, ݏ ൒ 0. (4.2)  
Consequently, by adding and subtracting the term ∆ݑ, ሺ4.1ሻ transforms into  
ە
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
ۓݑ௧௧ െ ݈∆ݑሺݔ, ݐሻ െ න ݃ሺݏ
ஶ
଴
ሻ∆ߟ௧ሺݔ, ݏሻ݀ݏ ൌ ݂ሺݔ, ݐሻ, inΩ ൈ Թା                
ߟ௧௧ሺݔ, ݏሻ ൅ ߟ௦௧ሺݔ, ݏሻ ൌ ݑ௧ሺݔ, ݐሻ                                                                                            
ݑሺݔ, ݐሻ ൌ ߟ௧ሺݔ, ݏሻ ൌ 0,             ݔ א ߲Ω,          ׊ ݐ,   ݏ ൒ 0                                  
                                                                              
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,   ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ,   ׊ݔ א Ω                                                   
ߟ଴ሺݔ, ݏሻ ൌ ߟ଴ሺݔ, ݏሻ ൌ ݑ଴ሺݔሻ െ ݒ଴ሺݔ, െݏሻ, ߟ௧ሺݔ, 0ሻ ൌ 0, ׊ݔ א Ω,   ݏ ൒ 0   
  (4.3)  
܂ܐ܍ܗܚ܍ܕ  ૝. ૚. ૚.   Let ሺݑ଴, ݑଵሻ א ൫ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ൯ and ߟ଴ א ܮ௚ଶ൫Թା, ܪ଴ଵሺΩሻ൯ be 
given. Assume that ݃ satisfies ሺܩଵሻ and ሺܩଶሻ, then problem ሺ4.3ሻ has a unique global 
weak solution 
ݑ א ܥ ቀሾ0,∞ሻ; ܪ଴ଵሺΩሻቁ,   ݑ௧ א ܥ൫ሾ0,∞ሻ; ܮଶሺΩሻ൯, ߟ௧ א ܮ௚ଶ ቀԹା ൈ Թା,ܪ଴ଵሺΩሻቁ,  (4.4)  
where   
ܮ௚ଶ൫Թା,ܪ଴ଵሺΩሻ൯ ൌ ൝ݑ ׷ Թା ՜ ܪ଴ଵሺΩሻ ോ න ݃ሺݏ
ஶ
଴
ሻԡ׏ݑሺݔ, ݏሻԡଶଶ݀ݏ ൏ ∞ൡ 
Proof.  This result can be established by using the Galerkin method or the linear 
semigroup theory as in [54] or by repeating the steps of [23] with the necessary 
modification. 
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4.2   Modified Energy Functional 
The modified energy functional ܧሺݐሻ is already obtained in chapter 3. Thus we have  
                                    ܧሺݐሻ ൌ 12 ԡݑ௧ԡଶ
ଶ ൅ ݈2 ԡ׏uሺݐሻԡଶ
ଶ ൅ 12 ሺ݃݋׏ߟ
௧ሻሺݐሻ. (4.5)  
Remark 4.2.1. The modified energy functional ܧሺݐሻ satisfies, along the solution of 
ሺ4.3ሻ, 
ܧᇱሺݐሻ ൌ 12 ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ ൑ 0. (4.6)  
Lemma 4.2.1.    Let ሺݑ, ݑ௧, ߟ௧ሻ be a solution of ሺ4.3ሻ. Then, there exists a constant 
ܥ ൐ 0 such that, for 1 ൏ ݌ ൏ ଷଶ we have,  
ሺ݃݋׏ߟ௧ሻሺݐሻ ൑ ܥሼሺ݃௣݋׏ߟ௧ሻሺݏሻሽ
భ
మ೛షభ. 
Proof:   
ሺ݃݋׏ߟ௧ሻሺݐሻ ൌ න ݃ሺݐሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ 
                       ൌ න ݃ భమೝሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶ
మ
ೝ݃మೝషభమೝ ሺݏሻԡ׏ߟ௧ሺݏሻԡଶ
మೝషమ
ೝ ݀ݏ. 
Using Hölder’s inequality, we obtain, for any ݎ ൐ 1, 
ሺ݃݋׏ߟ௧ሻሺݐሻ ൑ ቌන ݃భమሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ
భ
ೝ
ቌන ݃మೝషభమೝషమሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ
ೝషభ
ೝ
. 
By taking ݎ ൌ ଶ௣ିଵଶ௣ିଶ, we obtain 
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ሺ݃݋׏ߟ௧ሻሺݐሻ ൑ ቌන ݃భమሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ
మ೛షమ
మ೛షభ
ቌන ݃௣ሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏቍ
భ
మ೛షభ
.  (4.7)  
We estimate the first term in the right-hand side of ሺ4.7ሻ as follows: 
න ݃భమሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ ൌ න ݃
భ
మሺݏሻ
ஶ
଴
ԡ׏ݑሺݔ, ݐሻ െ ׏ݑሺݔ, ݐ െ ݏሻԡଶଶ݀ݏ. 
Using the fact that 
ԡ׏ݑሺݔ, ݐሻԡଶଶ ൑ 2݈ ܧሺݐሻ ൑
2
݈ ܧሺ0ሻ, 
ԡ׏ݑሺݔ, ݐ െ ݏሻԡଶଶ ൑ 2݈ ܧሺݐ െ ݏሻ ൑
2
݈ ܧሺ0ሻ 
and  
|a െ ܾ|ଶ ൑ 2ሺ|ܽ|ଶ ൅ |ܾ|ଶሻ, 
we obtain 
න ݃భమሺݏሻ
ஶ
଴
ԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ ൑ 8ܧሺ0ሻ݈ න ݃
భ
మሺݏሻ
ஶ
଴
݀ݏ. 
Note that, 
න ݃భమሺݏሻ
ஶ
଴
݀ݏ ൑ න ݃భమି௣ሺݏሻ݃௣ሺݏሻ
ஶ
଴
݀ݏ. 
Hence using ܩଶ, we obtain 
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න ݃భమሺݏሻ
ஶ
଴
݀ݏ ൑ െ1ߦ න ݃
భ
మି௣ሺݏሻ݃′ሺݏሻ
ஶ
଴
݀ݏ ൑ െ 2ߦሺ3 െ 2݌ሻ݃
యషమ೛
మ ሺݏሻቚ଴
ஶ
൏ ൅∞. 
Consequently, for a constant ܥ ൐ 0, ሺ4.7ሻ becomes 
ሺ݃݋׏ߟ௧ሻሺݐሻ ൑ ܥሼሺ݃௣݋׏ߟ௧ሻሺݐሻሽ
భ
మ೛షభ, 
which completes the proof. 
4.3   Decay of Solution 
In this section we state and prove the main result. For this purpose, we set  
        ܨሺݐሻ ൌ ܧሺݐሻ ൅ ߝଵ߰ሺݐሻ ൅ ߝଶ߯ሺݐሻ, (4.8)  
where ߝଵ and ߝଶ are positive constants to be chosen properly later and  
߰ሺݐሻ ൌ න ݑݑ௧݀ݔ,
Ω
       ߯ሺݐሻ ൌ െ න ݑ௧ න ݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏ݀ݔ.
Ω
 
Lemma 4.3.1.   For  ߳ଵ and ߳ଶ small enough, the inequality 
                                     ߙଵܨሺݐሻ ൑ ܧሺݐሻ ൑ ߙଶܨሺݐሻ. (4.9)  
Proof.  For the proof of this Lemma, see the proof of Lemma 3.3.1 
ۺ܍ܕܕ܉ ૝. ૜. ૛.  Let ሺݑ, ݑ௧, ߟ௧ሻ be the solution of ሺ4.3ሻ.  Then under the assumptions 
ሺܩଵሻ and ሺܩଶሻ,  the functional  
߰ሺݐሻ ൌ න ݑݑ௧݀ݔ
Ω
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satisfies 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ݈2 ԡ׏uሺݐሻԡଶ
ଶ ൅ 12݈ ቌන ݃
ଶି௣ሺݏሻ
ஶ
଴
݀ݏቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ. (4.10)  
۾ܚܗܗ܎. 
By taking the derivative of ߰ and using ሺ4.3ሻଵ,  we obtain 
߰′ሺݐሻ ൌ ԡݑ௧ԡଶଶ ൅ ݈ න ݑሺݐሻ∆ݑሺݐሻ݀ݔ
Ω
൅ න ݑሺݐሻ
Ω
න݃ሺݏሻ
∞
଴
∆ߟ௧ሺݏሻ݀ݏ݀ݔ. 
Using Green’s formula, the boundary conditions and Young’s inequality, we obtain, 
for any ߜଵ ൐ 0, 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ሺ݈ െ ߜଵሻԡ׏ݑሺݐሻԡଶଶ ൅ 14ߜଵ න ቌන ݃ሺݏሻ|׏ߟ
௧ሺݏሻ|݀ݏ
∞
଴
ቍ
ଶ
݀ݔ.
Ω
 (4.11)  
Using Cauchy-Schwarz inequality, the estimation of third term in right-hand side of 
ሺ4.11ሻ becomes 
න ቌන݃ሺݏሻ|׏ߟ௧ሺݏሻ|݀ݏ
∞
଴
ቍ
ଶ
݀ݔ
Ω
 
൑ න
ە
۔
ۓ
ቌන ቆ݃ଵି೛మሺݏሻቇ
ଶ
݀ݏ
ஶ
଴
ቍ
భ
మ
ቌන ቆ݃೛మሺݏሻቇ
ଶ
|׏ߟ௧ሺݏሻ|ଶ݀ݏ
ஶ
଴
ቍ
భ
మ
ۙ
ۘ
ۗ
ଶ
݀ݔ
Ω
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න ቌන݃ሺݏሻ|׏ߟ௧ሺݏሻ|݀ݏ
∞
଴
ቍ
ଶ
݀ݔ
Ω
൑ ቌන ݃ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ, (4.12)  
where 
ሺ݃௣݋׏ߟ௧ሻሺݐሻ ൌ න ݃௣ሺݏሻԡ׏ߟ௧ሺݏሻԡଶଶ݀ݏ
ஶ
଴
. 
Substituting ሺ4.12ሻ in ሺ4.11ሻ, we obtain 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ሺ݈ െ ߜଵሻԡ׏ݑሺݐሻԡଶଶ ൅ 14ߜଵ ቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ. 
By choosing ߜଵ ൌ ݈2 ,we obtain 
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ݈2 ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12݈ ቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ, 
which completes the proof. 
Lemma  4.3.3  Let ሺݑ, ݑ௧, ߟ௧ሻ be the solution of ሺ4.3ሻ. Then under the assumptions 
ሺܩଵሻ and ሺܩଶሻ,  the functional  
߯ሺݐሻ ൌ െන ݑ௧ න ݃ሺݏሻߟ௧ሺݏሻ
∞
଴
݀ݏ݀ݔ
Ω
 
satisfies, for any ߜ, ߜଶ ൐ 0 
߯ᇱሺݐሻ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ ݈ଶߜଶԡ׏ݑሺݐሻԡଶଶ                      
    ൅ ቐ൬1 ൅ 14ߜଶ൰ቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍቑ ሺ݃௣݋׏ߟ௧ሻሺݐሻ െ ݃ሺ0ሻ4ߜ ܥ௉ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ. (4.13)  
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Proof. 
By taking the derivative of ߯ and using ሺ4.3ሻଵ, we obtain 
  ߯′ሺݐሻ ൌ െ݈ න ∆ݑሺݐሻන ݃ሺݏሻ
∞
଴
ߟ௧ሺݏሻ݀ݏ݀ݔ
Ω
 
                       െ න ቌන݃ሺݏሻ
∞
଴
∆ߟ௧ሺݏሻ݀ݏቍቌන݃ሺݏሻ
∞
଴
ߟ௧ሺݏሻ݀ݏቍ݀ݔ
Ω
െ න ݑ௧
Ω
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ. 
Using Green’s formula and the boundary conditions, we obtain 
߯′ሺݐሻ ൌ ݈ න ׏ݑሺݐሻ · න ݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ
Ω
൅ න ቌන݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
 
                   െ න ݑ௧
Ω
න ݃ሺݏሻߟ௧௧ሺݏሻ
ஶ
଴
݀ݏ݀ݔ.  (4.14)  
The terms in ሺ4.14ሻ are estimated below. 
The first Term 
Using Young’s inequality and Cauchy-Schwarz inequality, we obtain for any ߜଶ ൐ 0 
݈ න ׏ݑሺݐሻ · න ݃ሺݏሻ
∞
଴
׏ߟ௧ሺݏሻ݀ݏ݀ݔ ൑ ݈ଶߜଶԡ׏ݑሺݐሻԡଶଶ
Ω
 
                             ൅ 14ߜଶ ቌන ݃
ଶି௣ሺݏሻ
∞
଴
݀ݏቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ.  (4.15)  
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The second Term 
This is the same as ሺ4.12ሻ,  hence we have 
න ቌන ݃ሺݏሻ
ஶ
଴
׏ߟ௧ሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
൑ ቌන ݃ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍ ሺ݃௣݋׏ߟ௧ሻሺݐሻ.  (4.16)  
The third Term 
This is the same as ሺ3.35ሻ,  hence we have, 
െන ݑ௧
Ω
න݃ሺݏሻߟ௧௧ሺݏሻ
∞
଴
݀ݏ݀ݔ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑݐԡ22 െ ݃
ሺ0ሻ
4ߜ ܥ௉ሺ݃
′݋׏ߟ௧ሻሺݐሻ.  (4.17)  
By substituting ሺ4.15ሻ െ ሺ4.17ሻ  in ሺ4.14ሻ, we obtain 
߯ᇱሺݐሻ ൑ ሼߜ െ ሺ1 െ ݈ሻሽԡݑ௧ԡଶଶ ൅ ݈ଶߜଶԡ׏ݑሺݐሻԡଶଶ                      
           ൅ ቐ൬1 ൅ 14ߜଶ൰ቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍቑ ሺ݃௣݋׏ߟ௧ሻሺݐሻ െ ݃ሺ0ሻ4ߜ ܥ௉ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ, 
which completes the proof. 
܂ܐ܍ܗܚ܍ܕ ૝. ૜. ૚   Let ሺݑ଴, ݑଵሻ א ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ and ߟ଴ א ܮ௚ଶ൫Թା,ܪ଴ଵሺΩሻ൯ be given. 
Assume that ݃ satisfies ሺܩଵሻ andሺܩଶሻ.  Then there exist strictly positive constants ܭ 
such that, for all ݐ ൒ 0, 
                                     ܧሺݐሻ ൑ ܭሺ1 ൅ ݐሻ
షభ
మሺ೛షభሻ, ׊ݐ ൒ 0 (4.18)  
Proof. 
We take the derivative of ܨ and substitute (4.6), (4.10) and (4.13), to obtain 
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ܨ′ሺݐሻ ൑ െሼ߳ଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߳ଵሽԡݑ௧ԡଶଶ െ ൜߳ଵ݈2 െ ߳ଶ݈
ଶߜଶൠ ԡ׏ݑሺݐሻԡଶଶ 
              ൅ ቐቆ߳ଵ2݈ ൅ ߳ଶ ൬1 ൅
1
4ߜଶ൰ቇቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍቑ ሺ݃௣݋׏ߟ௧ሻሺݐሻ 
              ൅ ቆ12 െ ߳ଶ
݃ሺ0ሻܥ௉
4ߜ ቇ ሺ݃
ᇱ݋׏ߟ௧ሻሺݐሻ. 
By using ሺܩଶሻ and letting ߜଶ ൌ ߜ݈ଶ , we get 
ܨ′ሺݐሻ ൑ െሼ߳ଶሾሺ1 െ ݈ሻ െ ߜሿ െ ߳ଵሽԡݑ௧ԡଶଶ െ ൜߳ଵ݈2 െ ߳ଶߜൠ ԡ׏ݑሺݐሻԡଶ
ଶ 
െቐߦ ቆ12 െ ߳ଶ
݃ሺ0ሻܥ௉
4ߜ ቇ െ ቆ
߳ଵ
2݈ ൅ ߳ଶ ൬1 ൅
1
4ߜଶ൰ቇቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍቑ ሺ݃௣݋׏ߟ௧ሻሺݏሻ. 
  (4.19)  
Note that ݃ଶି௣ሺݏሻ ൌ ݃ଶሺଵି௣ሻሺݏሻ݃௣ሺݏሻ. 
So, 
                                       ݃௣ሺݏሻ ൑ െ1ߦ  ݃
′ሺݏሻ.   
Consequently, we have 
                   ݃ଶି௣ሺݏሻ ൑ െ1ߦ ݃
ଶሺଵି௣ሻሺݏሻ݃′ሺݏሻ. (4.20)  
A simple integration of (4.20) over ሺെ∞, ݐሻ yields 
             න ݃ଶି௣ሺݏሻ݀ݏ ൑
ஶ
଴
1
ߦ
݃ଷିଶ௣ሺ0ሻ
3 െ 2݌ ൏ ൅∞, ׊݌ ൏
3
2. (4.21)  
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We now choose ߜ so small that 
ሺ 1 െ ݈ሻ െ ߜ  ൐ 12 ሺ 1 െ ݈ሻ,   
             4݈ ߜ ൏
1
4 ሺ1 െ ݈ሻ. 
Whence ߜ is fixed, any choice of ߳ଵ and ߳ଶ, such that 
                ߳ଶሺ 1 െ ݈ሻ4 ൏ ߳ଵ ൏
߳ଶሺ 1 െ ݈ሻ
2 , (4.22)  
makes 
        4݈ ߝଶߜ ൏
ߝଶሺ1 െ ݈ሻ
4 ൏ ߝଵ, 
        4݈ ߝଶߜ ൏
ߝଶሺ1 െ ݈ሻ
4 ൏ ߝଵ. 
Consequently, we have  
                    ܭଵ  ൌ   ߳ଶሾሺ 1 െ ݈ሻ െ ߜሿെ߳ଵ ൐ 0, 
ܭଵ ൌ ߝଵ݈4 െ ߝଶߜ ൐ 0. 
We now choose ߳ଵ and ߳ଶ so small that ሺ4.9ሻ and ሺ4.22ሻ remain valid and  
ܭଷ ൌ ߦ ቆ12 െ ߳ଶ
݃ሺ0ሻܥ௉
4ߜ ቇ െ ൤
߳ଵ
2݈ ൅ ߳ଶ ൬1 ൅
1
4ߜଶ൰൨ቌන ݃
ଶି௣ሺݏሻ݀ݏ
ஶ
଴
ቍ ൐ 0. 
Finally, we choose ߚ ൌ minሼܭଵ, ܭଶ, ܭଷሽ, to obtain 
                      ܨ′ሺݐሻ ൑ െߚሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶ ൅ ሺ݃௣݋׏ߟ௧ሻሺݐሻሿ, ׊ݐ ൒ 0. (4.23)  
Since ܧሺݐሻ ൑ ԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶ ൅ ሺ݃݋׏ߟ௧ሻሺݐሻ 
So, 
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                                 ܧఙሺݐሻ ൑ ሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶ ൅ ሺ݃݋׏ߟ௧ሻሺݐሻሿఙ ,       for ߪ ൐ 1. 
Using Lemma  2.2.1, we obtain 
            ܧఙሺݐሻ ൑ ܥሾԡݑ௧ԡଶଶఙ ൅ ԡ׏ݑሺݐሻԡଶଶఙ ൅ ሼሺ݃݋׏ߟ௧ሻሺݐሻሽఙሿ 
                ܧఙሺݐሻ ൑ ܥቂԡݑ௧ԡଶଶԡݑ௧ԡଶଶሺఙିଵሻ ൅ ԡ׏ݑሺݐሻԡଶଶԡ׏ݑሺݐሻԡଶଶሺఙିଵሻቃ ൅ ܥሼሺ݃݋׏ߟ௧ሻሺݐሻሽఙ. 
Since, for all ܥ ൐ 1, we have 
ԡݑ௧ԡଶଶ ൑  ܥܧሺݐሻ ൑ ܥܧሺ0ሻ. 
Hence, 
ԡݑ௧ԡଶଶሺఙିଵሻ ൑  ܥఙିଵܧఙିଵሺ0ሻ.  
Similarly, 
ԡ׏ݑሺݐሻԡଶଶሺఙିଵሻ ൑  ܥఙିଵܧఙିଵሺ0ሻ. 
Thus, 
ܧఙሺݐሻ ൑ ܥሾԡݑ௧ԡଶଶܥఙିଵܧఙିଵሺ0ሻ ൅ ԡ׏ݑሺݐሻԡଶଶܥఙିଵܧఙିଵሺ0ሻሿ ൅ ܥሼሺ݃݋׏ߟ௧ሻሺݐሻሽఙ 
ܧఙሺݐሻ ൑ ܥఙܧఙିଵሺ0ሻሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶሿ ൅ ܥሼሺ݃݋׏ߟ௧ሻሺݐሻሽఙ. (4.24)  
Using Lemma 4.2.1, we obtain 
           ܧఙሺݐሻ ൑ ܥܧఙିଵሺ0ሻሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶሿ ൅ ܥ ൜ܥሼሺ݃௣݋׏ߟ௧ሻሺݐሻሽ
భ
మ೛షభൠ
ఙ
 
  ܧఙሺݐሻ ൑ ܥܧఙିଵሺ0ሻሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶሿ ൅ ܥሼሺ݃௣݋׏ߟ௧ሻሺݐሻሽ
഑
మ೛షభ. 
Let  ߪ ൌ 2݌ െ 1,   we have  
        ܧଶ௣ିଵሺݐሻ ൑ ܥൣሾԡݑ௧ԡଶଶ ൅ ԡ׏ݑሺݐሻԡଶଶሿ ൅ ሺ݃௣݋׏ߟ௧ሻሺݐሻ൧. (4.25)  
By using (4.23), we obtain  
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ܨ′ሺݐሻ ൑ െߚଶܧଶ௣ିଵሺݐሻ, for some ߚଶ ൐ 0. (4.26)  
A combination of  (4.9) and (4.26), yields 
ܨ′ሺݐሻ ൑ െߚଶߙଵଶ௣ିଵܨଶ௣ିଵሺݐሻ, ׊ݐ ൒ 0. (4.27)  
From ሺ4.9ሻ,  we know that ܨሺݐሻ ൐ 0 
Since 1 ൏ ݌ ൏ ଷଶ implies 1 ൏ 2݌ െ 1 ൏ 2. Thus, we have ܨଶ௣ିଵሺݐሻ ൐ 0 
Multiply ሺ4.27ሻ by ܨሺଵିଶ௣ሻሺݐሻ and integrate over ሺ0, ݐሻ, we obtain 
නܨሺଵିଶ௣ሻሺݏሻ
௧
଴
ܨ′ሺݏሻ݀ݏ ൑ െනߚଶߙଵଶ௣ିଵ݀ݏ
௧
଴
 
ܨଶሺଵି௣ሻሺݏሻ
2ሺ1 െ ݌ሻ ቤ଴
௧
൑ െߚଶߙଵଶ௣ିଵݐ 
ܨଶሺଵି௣ሻሺݐሻ െ ܨଶሺଵି௣ሻሺ0ሻ
2ሺ1 െ ݌ሻ ൑ െߚଶߙଵ
ଶ௣ିଵݐ. 
Since ݌ ൐ 1 implies 2ሺ1 െ ݌ሻ ൏ 0 
Therefore, 
ܨଶሺଵି௣ሻሺݐሻ ൒ െ2ߚଶሺ1 െ ݌ሻߙଵଶ௣ିଵݐ ൅ ܨଶሺଵି௣ሻሺ0ሻ 
                 ൒ 2ߚଶሺ݌ െ 1ሻߙଵଶ௣ିଵݐ ൅ ܨଶሺଵି௣ሻሺ0ሻ. 
Also, 1 ൏ ݌ ൏ 32  implies 0 ൏ 2ሺp െ 1ሻ ൏ 1.  
Thus,  2ߚଶሺ݌ െ 1ሻߙଵଶ௣ିଵݐ ൐ 0,   ׊ݐ ൐ 0 
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Hence,   
ܨଶሺ௣ିଵሻሺݐሻ ൑ 12ߚଶሺ݌ െ 1ሻߙଵଶ௣ିଵݐ ൅ ܨଶሺଵି௣ሻሺ0ሻ. 
By choosing  ߣ ൌ min  ൛2ߚଶߙଵଶ௣ିଵሺ݌ െ 1ሻ,   ܨଶሺଵି௣ሻሺ0ሻൟ ൐ 0,   
we obtain,   ܨଶሺ௣ିଵሻሺݐሻ ൑ 1ߣሺ1 ൅ ݐሻ. 
which implies that  ܨሺݐሻ ൑ ൬ 1ߣሺ1 ൅ ݐሻ൰
భ
మሺ೛షభሻ
 
Thus, 
                        ܨሺݐሻ ൑ ܥሺ1 ൅ ݐሻ
షభ
మሺ೛షభሻ, ܥ ൌ ሺߣሻ
భ
మሺ೛షభሻ, ׊ݐ ൒ 0. (4.28)  
Combination of ሺ4.9ሻ and ሺ4.28ሻ gives 
ܧሺݐሻ ൑ ܭሺ1 ൅ ݐሻ
షభ
మሺ೛షభሻ,    ܭ ൌ ߙଶܥ,     ׊ݐ ൒ 0,  
which completes the proof. 
CONCLUSION:   
The above proof shows that in past history case, the polynomial decay is slower 
compared to the finite history case which gives  
ܧሺݐሻ ൑ ܭሺ1 ൅ ݐሻ
షభ
೛షభ,   ׊ݐ ൒ 0 
See [9] and [49].  
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CHAPTER 5 
GENERAL DECAY OF SOLUTION 
OF A VISCOELASTIC PROBLEM 
5.1   Introduction 
In this chapter, we consider the viscoelastic problem 
ە
ۖ
۔
ۖ
ۓݑ௧௧ െ ∆ݑሺݔ, ݐሻ ൅ න݃ሺݐ െ ݏ
௧
଴
ሻ∆ݑሺݏሻ݀ݏ ൌ ݂ሺݔ, ݐሻ, ݅݊ Ω ൈ ሺ0,∞ሻ     
ݑሺݔ, ݐሻ ൌ 0,                    ݔ א ߲Ω,             ݐ ൒ 0                                
                                                                              
ݑሺݔ, 0ሻ ൌ ݑ଴ሺݔሻ,          ݑ௧ሺݔ, 0ሻ ൌ ݑଵሺݔሻ, ݔ א Ω   
 (5.1)
where Ω is a bounded domain of Թ௡ሺ݊ ൒ 1ሻ with a smooth  boundary ߲Ω,                   
݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯ and ݃ is a positive non increasing function satisfying the 
following conditions 
ሺܩଵሻ            ݃: Թା ՜ Թା is a differentiable function such that 
݃ሺ0ሻ ൐ 0, 1 െ න ݃ሺݏሻ݀ݏ ൌ ݈ ൐ 0
∞
଴
 
ሺܩଶሻ          There exists a differentiable function ߦ ׷ Թା ՜ Թା satisfying 
݃′ሺݐሻ ൑ െߦሺݐሻ݃ሺݐሻ,    ׊ݐ ൒ 0,      ߦ ′ሺݐሻ ൑ 0. 
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܂ܐ܍ܗܚ܍ܕ  ૞. ૚. ૚.   Let ሺݑ଴, ݑଵሻ א ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ be given.                             
Assume that ݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯and ݃ satisfies ሺܩଵሻ ܽ݊݀ሺܩଶሻ, then the problem has 
a unique global weak solution 
ݑ א ܥ൫ሾ0,∞ሻ; ܪ଴ଵሺΩሻ൯, ݑ௧ א ܥ൫ሾ0,∞ሻ; ܮଶሺΩሻ൯ (5.2)
Proof. This result can be established by using the Galerkin method or the linear 
semigroup theory as in [54] or by repeating the steps of [23] with the necessary 
modification. 
5.2   Modified Energy Functional 
Multiplyሺ5.1ሻଵ  by u୲ and integrate over Ω, we obtain 
න ݑ௧ݑ௧௧݀ݔ
Ω
െ න ݑ௧∆ݑሺݔ, ݐሻ݀ݔ
Ω
൅ න න݃ሺݐ െ ݏ
௧
଴
ሻݑ௧∆ݑሺݏሻ݀ݏ݀ݔ ൌ
Ω
න ݑ௧݂ሺݔ, ݐሻ
Ω
݀ݔ. 
 (5.3)
The terms in ሺ5.3ሻ are estimated as follows: 
First Term 
න ݑ௧ݑ௧௧݀ݔ
Ω
ൌ 12
݀
݀ݐ ԡݑ௧ԡଶ
ଶ. (5.4)
Second Term 
Using Green’s formula and the boundary conditions, we obtain 
െන ݑ௧∆ݑሺݐሻ݀ݔ
Ω
ൌ න ׏ݑ௧ · ׏ݑሺݐሻ݀ݔ
Ω
ൌ 12
݀
݀ݐ ԡ׏ݑሺݐሻԡଶ
ଶ. (5.5)
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Third Term 
න න݃ሺݐ െ ݏ
௧
଴
ሻݑ௧∆ݑሺݏሻ݀߬݀ݔ
Ω
ൌ න݃ሺݐ െ ݏ
௧
଴
ሻ න ݑ௧∆ݑሺݏሻ݀ݔ݀ݏ.
Ω
 
Using Green’s formula and the boundary conditions, we obtain 
න න݃ሺݐ െ ݏ
௧
଴
ሻݑ௧∆ݑሺݏሻ݀ݏ݀ݔ
Ω
ൌ െන݃ሺݐ െ ݏ
௧
଴
ሻ න ׏ݑ௧ · ׏ݑሺݏሻ݀ݔ݀ݏ
Ω
 
ൌ െන݃ሺݐ െ ݏ
௧
଴
ሻ න ׏ݑ௧ · ሾ׏ݑሺݏሻ െ ׏ݑሺݐሻሿ݀ݔ݀ݏ
Ω
െන݃ሺݐ െ ݏ
௧
଴
ሻ න ׏ݑ௧ · ׏ݑሺݐሻ݀ݔ݀ݏ
Ω
 
ൌ 12න݃ሺݐ െ s
௧
଴
ሻ ݀݀ݐ න|׏ݑሺݏሻ െ ׏ݑሺݐሻ|
ଶ݀ݔ݀ݏ
Ω
െ 12න݃ሺݐ െ s
௧
଴
ሻ ݀݀ݐ න |׏ݑሺݐሻ|
ଶ݀ݔ݀ݏ
Ω
 
ൌ 12
݀
݀ݐ ቌන݃ሺݐ െ s
௧
଴
ሻ න|׏ݑሺݏሻ െ ׏ݑሺݐሻ|ଶ݀ݔ݀ݏ
Ω
ቍ 
െ12න݃
′ሺݐ െ s
௧
଴
ሻ න|׏ݑሺݏሻ െ ׏ݑሺݐሻ|ଶ݀ݔ݀ݏ
Ω
െ 12
݀
݀ݐ ቌන݃ሺݐ െ s
௧
଴
ሻ݀ݏ න|׏ݑሺݐሻ|ଶ݀ݔ
Ω
ቍ 
        ൅ 12න݃
′ሺݐ െ ݏ
௧
଴
ሻ݀ݏ න|׏ݑሺݐሻ|ଶ݀ݔ
Ω
൅ 12݃ሺ0ሻ න|׏ݑሺݐሻ|
ଶ݀ݔ
Ω
 
ൌ 12
݀
݀ݐ ቌන݃ሺݐ െ s
௧
଴
ሻԡ׏ݑሺݏሻ െ ׏ݑሺݐሻԡଶଶdsቍ െ 12න݃
ᇱሺݐ െ s
௧
଴
ሻԡ׏ݑሺݏሻ െ ׏ݑሺݐሻԡଶଶ݀ݏ 
െ12
݀
݀ݐ ቌන݃ሺݐ െ s
௧
଴
ሻdsቍԡ׏ݑሺݐሻԡଶଶ ൅ 12݃ሺݐሻԡ׏ݑሺݐሻԡଶ
ଶ. (5.6)
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Fourth term 
Using Young’s inequality, we obtain, for any ߜଶ ൐ 0, 
න ݑ௧݂ሺݔ, ݐሻ
Ω
݀ݔ ൑ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ. (5.7)
By substituting ሺ5.4ሻ െ ሺ5.7ሻ in ሺ5.3ሻ,  we obtain 
1
2
݀
݀ݐ ||ݑ௧||ଶ
ଶ ൅ 12
݀
݀ݐ ||׏ݑሺݐሻ||ଶ
ଶ ൅ 12
݀
݀ݐ ቌන݃ሺݐ െ ݏ
௧
଴
ሻԡ׏ݑሺݏሻ െ ׏ݑሺݐሻԡଶଶ݀ݏቍ 
െ12න݃
ᇱሺݐ െ ݏ
௧
଴
ሻԡ׏ݑሺݏሻ െ ׏ݑሺݐሻԡଶଶ݀ݏ െ 12
݀
݀ݐ ቌන݃ሺݐ െ s
௧
଴
ሻdsቍ ԡ׏ݑሺݐሻԡଶଶ 
                ൅ 12݃ሺݐሻԡ׏ݑሺݐሻԡଶ
ଶ ൑ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ. 
So, 
݀
݀ݐ ቐ
1
2 ห|ݑ௧|หଶ
ଶ ൅ ݈2 ห|׏ݑሺݐሻ|หଶ
ଶ ൅ 12න݃ሺݐ െ ݏ
௧
଴
ሻԡ׏ݑሺݏሻ െ ׏ݑሺݐሻԡଶଶ݀ݏቑ ൅ 12݃ሺݐሻԡ׏ݑሺݐሻԡଶ
ଶ 
െ12න݃
ᇱሺݐ െ ݏ
௧
଴
ሻ||׏ݑሺݏሻ െ ׏ݑሺݐሻ||ଶଶ݀ݏ ൑ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ. (5.8)
Set 
ܧሺݐሻ ൌ 12 ||ݑ௧||ଶ
ଶ ൅ ݈2 ||׏ݑሺݐሻ||ଶ
ଶ ൅ 12 ሺ݃݋׏ݑሻሺݐሻ, (5.9)
where 
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 ሺ݃݋׏ݑሻሺݐሻ ൌ න݃ሺݐ െ ݏ
௧
଴
ሻԡߘݑሺݏሻ െ ߘݑሺݐሻԡଶଶ݀ݏ. 
Eሺtሻ is called the Modified Energy Functional.  
Hence ሺ5.8ሻ becomes 
ܧᇱሺݐሻ ൑ 12 ሺ݃
ᇱ݋׏ݑሻሺݐሻ െ 12݃ሺݐሻԡ׏ݑሺݐሻԡଶ
ଶ ൅ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺݔ, ݐሻԡଶ
ଶ, 
which implies that  
ܧᇱሺݐሻ ൑ 12 ሺ݃
ᇱ݋׏ݑሻሺݐሻ ൅ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺ. , ݐሻԡ૛
૛. (5.10)
5.3   Decay of Solution 
In this section we state and prove the main result in this chapter.  For this purpose, we 
set  
ܨሺݐሻ ൌ ܧሺݐሻ ൅ ߳ଵ߰ሺݐሻ ൅ ߳ଶ߯ሺݐሻ, (5.11)
where Ԗଵ and Ԗଶ are positive constants, to be chosen properly later and   
߰ሺݐሻ ൌ න ݑݑ௧݀ݔ,
Ω
       ߯ሺݐሻ ൌ െන ݑ௧ න݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ
Ω
. (5.12)
Lemma 5.3.1. For Ԗଵ and Ԗଶ small enough, the inequality 
ߙଵܨሺݐሻ ൑ ܧሺݐሻ ൑ ߙଶܨሺݐሻ, (5.13)
holds for two positive constants αଵ and αଶ.  
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Proof. 
ܨሺݐሻ ൌ ܧሺݐሻ ൅ ߳ଵ න ݑݑ௧݀ݔ
Ω
െ ߳ଶ න ݑ௧ න݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ.     
Ω
 (5.14)
Using Young’s inequality, we have 
ܨሺݐሻ ൑ ܧሺݐሻ ൅ ߳ଵ2 ห|ݑሺݐሻ|หଶ
ଶ ൅ ߳ଵ ൅ ߳ଶ2 ห|ݑ௧|หଶ
ଶ
 
൅߳ଶ2 න ቌන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏቍ
ଶ
݀ݔ.
Ω
 (5.15)
We estimate the fourth term in the right-hand side of (5.15) as follows 
ቌන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏቍ
ଶ
݀ݔ ൌ ቌනඥ݃ሺݐ െ ݏሻ ඥ݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏቍ
ଶ
. 
Using Cauchy-Schwarz inequality, we have 
ቌන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏቍ
ଶ
݀ݔ 
       ൑
ۉ
ۇቌන݃ሺݐ െ ݏሻ
௧
଴
݀ݏቍ
భ
మ
ቌන݃ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏቍ
భ
మ
ی
ۊ
ଶ
 
       ൑ ቌන݃ሺݐ െ ݏሻ
௧
଴
݀ݏቍቌන݃ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏቍ 
       ൑ ሺ1 െ ݈ሻ ቌන݃ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏቍ. (5.16)
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We substitute (5.16) in (5.15), then using Poincaré’s inequality, to obtain 
ܨሺݐሻ ൑ ܧሺݐሻ ൅ ߳ଵ ൅ ߳ଶ2 ||ݑ௧||ଶ
ଶ ൅ ߳ଵ2 ܥ௉||׏ݑሺݐሻ||ଶ
ଶ ൅ ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ݑሻሺݐሻ. (5.17)
Since  12 ห|ݑ௧|หଶ
ଶ ൑ ܧሺݐሻ, then 
          ߳ଵ ൅ ߳ଶ2 ||ݑ௧||ଶ
ଶ ൑ ሺ߳ଵ ൅ ߳ଶሻܧሺݐሻ (5.18)
In the same way, we have 
߳ଵ
2 ܥ௉||׏ݑሺݐሻ||ଶ
ଶ ൑ ߳ଵ݈ ܥ௉ܧሺݐሻ, (5.19)
                         ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ݑሻሺݐሻ ൑ ߳ଶሺ1 െ ݈ሻܥ௉ܧሺݐሻ. (5.20)
Hence, equation (5.17) becomes 
ܨሺݐሻ ൑ ൬1 ൅ ߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉൰ ܧሺݐሻ ൑ ߚଵܧሺݐሻ, 
where ߚଵ ൌ 1 ൅ ߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉, 
which implies 
ܧሺݐሻ ൒ ߙଵܨሺݐሻ, ߙଵ ൌ 1βଵ. (5.21)
Similarly, from (5.14) using Young’s inequality, we obtain 
ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ2 ||ݑሺݐሻ||ଶ
ଶ െ ߳ଵ ൅ ߳ଶ2 ||ݑ௧||ଶ
ଶ െ ߳ଶ2 න ቌන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏቍ
ଶ
݀ݔ.
Ω
 
From (5.16), we have 
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ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ2 ||ݑሺݐሻ||ଶ
ଶ െ ߳ଵ ൅ ߳ଶ2 ||ݑ௧||ଶ
ଶ െ ߳ଶሺ1 െ ݈ሻ2 න݃ሺݐ െ ݏሻ
௧
଴
ԡݑሺݐሻ െ ݑሺݏሻԡଶଶ݀ݏ. 
Using Poincarè’s inequality, we have  
ܨሺݐሻ ൒ ܧሺݐሻ െ ߳ଵ ൅ ߳ଶ2 ||ݑ௧||ଶ
ଶ െ ߳ଵ2 ܥ௉||׏ݑሺݐሻ||ଶ
ଶ െ ߳ଶሺ1 െ ݈ሻ2 ܥ௉ሺ݃݋׏ݑሻሺݐሻ. 
Using ሺ5.18ሻ െ ሺ5.20ሻ,  we obtain 
         ܨሺݐሻ ൒ ൜1 െ ൬߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉൰ൠ ܧሺݐሻ. (5.22)
By choosing ߳ଵ ܽ݊݀ ߳ଶ small enough so that  
                              ߙ ൌ   ߳ଵܥ௉݈ ൅ ሺ߳ଵ ൅ ߳ଶሻ ൅ ߳ଶሺ1 െ ݈ሻܥ௉ ൏ 1, 
we obtain 
ܨሺݐሻ ൒ ሺ1 െ ߙሻܧሺݐሻ. 
Hence,  
                        ܧሺݐሻ ൑ ߙଶܨሺݐሻ, ߙଶ ൌ 11 െ ߙ. (5.23)
Combination of ሺ5.21ሻ and ሺ5.23ሻ gives   
ߙଵܨሺݐሻ ൑ ܧሺݐሻ ൑ ߙଶܨሺݐሻ, 
which completes the proof. 
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Lemma 5.3.2  Under the assumptions ሺܩଵሻ and ሺܩଶሻ the functional  
߰ሺݐሻ ൌ න ݑሺݐሻݑ௧݀ݔ
Ω
 
satisfies, along the solution ሺ5.1ሻ, 
  ߰ᇱሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ൜݈2 െ ߜଵܥ௉ൠ ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12 ൬
1 െ ݈
݈ ൰ ሺ݃݋׏ݑሻሺݐሻ ൅
1
4ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
 (5.24)
۾ܚܗܗ܎. By taking the derivative of ߰ and using ሺ5.1ሻଵ, we get 
߰′ሺݐሻ ൌ ԡݑ௧ԡଶଶ ൅ න ݑሺݐሻ∆ݑሺݐሻ݀ݔ
Ω
െ න ݑሺݐሻ
Ω
න݃ሺݐ െ ݏ
௧
଴
ሻ∆ݑሺݏሻ݀ݏ݀ݔ
൅ න ݑሺݐሻ݂ሺݔ, ݐሻ݀ݔ
Ω
. 
Using Green’s formula and the boundary conditions, we obtain 
߰′ሺݐሻ ൌ ԡݑ௧ԡଶଶ െ ԡ׏ݑሺݐሻԡଶଶ ൅ න ׏uሺtሻ
Ω
· න݃ሺݐ െ ݏ
௧
଴
ሻ׏uሺݏሻ݀ݏ݀ݔ ൅ න ݑሺݐሻ݂ሺݔ, ݐሻ݀ݔ
Ω
. 
 (5.25)
Using Young’s inequality and Poincarè’s inequality, we have, for all ߜଵ ൐ 0   
߰′ሺݐሻ ൑ ԡݑ௧ԡଶଶ െ ԡ׏ݑሺݐሻԡଶଶ ൅ න ׏uሺtሻ
Ω
· න݃ሺݐ െ ݏ
௧
଴
ሻ׏uሺݏሻ݀ݏ݀ݔ
൅ ߜଵܥ௉ԡ׏ݑሺݐሻԡଶଶ ൅ 14ߜଵ ԡ݂ሺ. , ݐሻԡଶ
ଶ. 
(5.26)
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By estimating the third term in (5.26), using Young’s inequality, we obtain,  
න ׏uሺtሻ
Ω
· න݃ሺݐ െ ݏ
௧
଴
ሻ׏uሺݏሻ݀ݏ݀ݔ ൑ 12 ԡ׏ݑሺݐሻԡ2
2 ൅ 12 න ቌන݃ሺݐ െ ݏሻ|׏uሺݏሻ|݀ݏ
௧
଴
ቍ
ଶ
݀ݔ
Ω
 
൑ 12ԡ׏ݑሺݐሻԡଶ
ଶ ൅ 12 න ቌන݃ሺݐ െ ݏሻሾ|׏uሺݏሻ െ ׏uሺݐሻ| ൅ |׏uሺݐሻ|ሿ
௧
଴
݀ݏቍ
ଶ
݀ݔ.
Ω
 (5.27)
We estimate the second term in (5.27) as follows: 
න ቌන݃ሺݐ െ ݏሻሾ|׏uሺݏሻ െ ׏uሺݐሻ| ൅ |׏uሺݐሻ|ሿ
௧
଴
݀ݏቍ
ଶ
݀ݔ
Ω
 
ൌ න ቌන݃ሺݐ െ ݏ
௧
଴
ሻ|׏uሺݏሻ െ ׏uሺݐሻ|݀ݏቍ
ଶ
݀ݔ
Ω
൅ න ቌන݃ሺݐ െ ݏ
ݐ
0
ሻ|׏uሺݐሻ|݀ݏቍ
2
݀ݔ
Ω
 
൅2න ቌන݃ሺݐ െ ݏ
௧
଴
ሻ|׏uሺݏሻ െ ׏uሺݐሻ|݀ݏቍቌන݃ሺݐ െ ݏ
௧
଴
ሻ|׏uሺݐሻ|݀ݏቍ݀ݔ
Ω
. 
Using Young’s inequality, we obtain, for all ߟ ൐ 0, 
න ቌන݃ሺݐ െ ݏሻሾ|׏uሺݏሻ െ ׏uሺݐሻ| ൅ |׏uሺݐሻ|ሿ
௧
଴
݀ݏቍ
ଶ
݀ݔ
Ω
 
൑ ሺ1 ൅ ߟሻ න ቌන݃ሺݐ െ ݏ
௧
଴
ሻ|׏uሺݐሻ|݀ݏቍ
ଶ
݀ݔ
Ω
 
           ൅ ൬1 ൅ 1ߟ൰ න ቌන݃ሺݐ െ ݏሻ
௧
଴
|׏uሺݏሻ െ ׏uሺݐሻ|݀ݏቍ
ଶ
݀ݔ
Ω
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൑ ሺ1 ൅ ߟሻሺ1 െ ݈ሻଶԡ׏uሺݐሻԡଶଶ 
           ൅ ൬1 ൅ 1ߟ൰ න ቌනඥ݃ሺݐ െ ݏሻ
௧
଴
ඥ݃ሺݐ െ ݏሻ|׏uሺݏሻ െ ׏uሺݐሻ|݀ݏቍ
ଶ
݀ݔ.
Ω
 
Using Cauchy-Schwarz inequality, we obtain  
න ቌන݃ሺݐ െ ߬ሻ
௧
଴
ሾ|׏uሺݏሻ െ ׏uሺݐሻ| ൅ |׏uሺݐሻ|ሿ݀ݏቍ
ଶ
݀ݔ
Ω
൑ ሺ1 ൅ ߟሻሺ1 െ ݈ሻଶԡ׏uሺݐሻԡଶଶ 
൅൬1 ൅ 1ߟ൰ න
ۉ
ۇቌන݃ሺݐ െ ݏሻ݀ݏ
௧
଴
ቍ
భ
మ
ቌන݃ሺݐ െ ݏሻ|׏uሺݏሻ െ ׏uሺݐሻ|ଶ݀ݏ
௧
଴
ቍ
భ
మ
ی
ۊ
ଶ
݀ݔ
Ω
 
൑ ሺ1 ൅ ߟሻሺ1 െ ݈ሻଶԡ׏uሺݐሻԡଶଶ ൅ ൬1 ൅ 1ߟ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ. (5.28)
By substituting ሺ5.28ሻ in (5.27), we obtain 
න ቌ න݃ሺݐ െ ߬ሻ
௧
ି∞
ሾ|׏uሺ߬ሻ െ ׏uሺݐሻ| ൅ |׏uሺݐሻ|ሿ݀߬ቍ
ଶ
݀ݔ
Ω
 
൑ 12 ሼ1 ൅ ሺ1 ൅ ߟሻሺ1 െ ݈ሻ
ଶሽԡ׏uሺݐሻԡଶଶ ൅ 12 ൬1 ൅
1
ߟ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ. (5.29)
By substituting ሺ5.29ሻ in ሺ5.26ሻ, we obtain 
߰ᇱሺݐሻ ൑ ԡu୲ԡଶଶ െ ൜12 ሾ1 െ ሺ1 ൅ ߟሻሺ1 െ ݈ሻ
ଶሿ െ ߜଵܥ௉ൠ ԡ׏uሺݐሻԡଶଶ 
൅12 ൬1 ൅
1
ߟ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ ൅
1
4ߜଵ ԡ݂ሺ. , ݐሻԡ૛
૛. 
By choosing ߟ ൌ ݈1 െ ݈ ,we obtain 
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  ߰ᇱሺݐሻ ൑ ԡu୲ԡଶଶ െ ൜݈2 െ ߜଵܥ௉ൠ ԡ׏uሺݐሻԡଶ
ଶ ൅ 12 ൬
1 െ ݈
݈ ൰ ሺ݃݋׏ݑሻሺݐሻ ൅
1
4ߜଵ ԡ݂ሺ. , ݐሻԡ૛
૛, 
which completes the proof. 
Lemma 4.3.3  Under the assumptions ሺGଵሻ and ሺGଶሻ the functional  
߯ሺݐሻ ൌ െ න ݑ௧ න݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ
Ω
 
satisfies, along the solution of ሺ5.1ሻ and for any δ ൐ 0, 
߯ᇱሺݐሻ ൑ ቐߜ െ න݃ሺݐ െ ݏሻ
௧
଴
݀ݏቑ ԡݑ௧ԡଶଶ ൅ ߜሼ1 ൅ 2ሺ1 െ ݈ሻଶሽԡ׏ݑሺݐሻԡଶଶ 
൅൬2ߜ ൅ 12ߜ ൅
ܥ௉
4ߜ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ ൅
݃ሺ0ሻ
4ߜ ܥ௉ሾെሺ݃
ᇱ݋׏ݑሻሺݐሻሿ ൅ ߜԡ݂ሺ. , ݐሻԡଶଶ. 
 (5.30)
۾ܚܗܗ܎. 
By taking the derivative of ߯ and using ሺ5.1ሻଵ, we get 
  ߯′ሺݐሻ ൌ െ න ∆ݑሺݐሻන݃ሺݐ െ ݏ
௧
଴
ሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ݀ݔ
Ω
 
 ൅ න ቌන݃ሺݐ െ ݏሻ
௧
଴
∆ݑሺݏሻ݀ݏቍቌන݃ሺݐ െ ݏ
௧
଴
ሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏቍ݀ݔ
Ω
 
     െ න ݑ௧ න݃′ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ െ ቐන݃ሺݐ െ ݏሻ
௧
଴
݀ݏቑ ԡݑ௧ԡଶଶ
Ω
 
                         െ න ݂ሺݔ, ݐሻන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ
௧
଴
݀ݔ.
Ω
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Using Green’s formula and the boundary conditions, we obtain 
߯′ሺݐሻ ൌ න ׏ݑሺݐሻ · න݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏ݀ݔ
Ω
െ ቌන݃ሺݐ െ ݏሻ
௧
଴
݀ݏቍ ԡݑ௧ԡଶଶ 
            െ න ቌන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቍ · ቌන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቍ݀ݔ
Ω
 
            െ න ݑ௧ න݃′ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ
Ω
 
           െ න ݂ሺݔ, ݐሻන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ
௧
଴
݀ݔ.
Ω
 
 (5.31)
The terms in ሺ5.31ሻ are estimated below. 
The first Term 
By repeating the steps ሺ5.27ሻ െ ሺ5.29ሻ,  we obtain 
න ׏ݑሺݐሻ · න݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏ݀ݔ
Ω
൑ ߜ||׏ݑሺݐሻ||ଶଶ ൅ 1 െ ݈4ߜ ሺ݃݋׏ݑሻሺݐሻ. 
 (5.32)
The second Term 
Using Young’s inequality, we have, for all ߜ ൐ 0 
 
65 
 
െන ቌන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቍ · ቌන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቍ݀ݔ
Ω
 
൑ ߜ න ቌන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቍ
ଶ
݀ݔ
Ω
൅ 14ߜ න ቌන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቍ
ଶ
݀ݔ
Ω
 
൑ ߜ න ቮන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቮ
ଶ
݀ݔ
Ω
൅ 14ߜ න ቮන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቮ
ଶ
݀ݔ
Ω
 
൑ ߜ න ቮන݃ሺݐ െ ݏሻ
௧
଴
ሾ׏ݑሺݏሻ െ ׏ݑሺݐሻሿ݀ݏ ൅ න݃ሺݐ െ ݏሻ
௧
଴
ሾ׏ݑሺݐሻሿ݀ݏቮ
ଶ
݀ݔ
ஐ
 
      ൅ 14ߜ න ቮන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቮ
ଶ
݀ݔ
Ω
. 
Using Lemma  2.3.1, we obtain 
െන ቌන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቍ · ቌන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቍ݀ݔ
Ω
 
൑ ൬2ߜ ൅ 14ߜ൰ න ቌන݃ሺݐ െ ݏሻ
௧
଴
|׏ݑሺݏሻ െ ׏ݑሺݐሻ|݀ݏቍ
ଶ
݀ݔ
Ω
 
         ൅2ߜ න ቌන݃ሺݐ െ ݏሻ
௧
଴
|׏ݑሺݐሻ|݀ݏቍ
ଶ
݀ݔ.
Ω
 
By applying Cauchy-Schwarz inequality, we obtain 
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െන ቌන݃ሺݐ െ ݏሻ
௧
଴
׏ݑሺݏሻ݀ݏቍ · ቌන݃ሺݐ െ ݏ
௧
଴
ሻሾ׏ݑሺݐሻ െ ׏ݑሺݏሻሿ݀ݏቍ݀ݔ
Ω
 
         ൑ ൬2ߜ ൅ 14ߜ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ ൅ 2ߜሺ1 െ ݈ሻ
ଶԡ׏ݑሺݐሻԡଶଶ. (5.33)
The third Term 
Using Young’s inequality, we obtain, for all ߜ ൐ 0 
െන ݑ௧ න݃′ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ
Ω
 
            ൑ ߜԡݑ௧ԡଶଶ ൅ 14ߜ න ቌන݃
′ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ
௧
଴
|݀ݏቍ
ଶ
݀ݔ
Ω
 
൑ ߜԡݑ௧ԡଶଶ ൅ 14ߜ න ቌනඥെ݃′ሺݐ െ ݏሻඥെ݃′ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ
௧
଴
|݀ݏቍ
ଶ
݀ݔ
Ω
. 
Using Cauchy-Schwarz inequality, we obtain 
െන ݑ௧ න݃′ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻ
௧
଴
ሿ݀ݏ݀ݔ
Ω
൑ ߜԡݑ௧ԡଶଶ 
              ൅ 14ߜ න
ۉ
ۇቐනെ݃′ሺݐ െ ݏሻ݀ݏ
௧
଴
ቑ
భ
మ
ቐනെ݃′ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏቑ
భ
మ
ی
ۊ
ଶ
݀ݔ
Ω
 
൑ ߜԡݑ௧ԡଶଶ ൅ 14ߜ ቌනെ݃
′ሺݐ െ ݏሻ݀ݏ
௧
଴
ቍ න ቌනെ݃′ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏቍ
Ω
݀ݔ 
൑ ߜԡݑ௧ԡଶଶ ൅ 14ߜ ሾ݃ሺ0ሻ െ ݃ሺݐሻሿ න නെ݃
′ሺݐ െ ݏሻ|ݑሺݐሻ െ ݑሺݏሻ|ଶ
௧
଴
݀ݏ
Ω
݀ݔ. 
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By Poincaré’s inequality, we obtain 
െන ݑ௧ න݃′ሺݐ െ ߬ሻሾݑሺݐሻ െ ݑሺ߬ሻ
௧
ି∞
ሿ݀߬݀ݔ
Ω
൑ ߜԡݑ௧ԡଶଶ ൅ 14ߜ ܥ௣ሾ݃ሺ0ሻ െ ݃ሺݐሻሿሾെሺ݃
′݋׏ݑሻሺݐሻሿ 
         ൑ ߜԡݑ௧ԡଶଶ ൅ ݃
ሺ0ሻ
4ߜ ܥ௉ሾെሺ݃
ᇱ݋׏ݑሻሺݐሻሿ. (5.34)
The fourth Term 
Using Young’s inequality, we obtain, for all ߜ ൐ 0 
െන ݂ሺݔ, ݐሻන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ
௧
଴
݀ݔ
Ω
൑ ߜԡ݂ሺ. , ݐሻԡଶଶ ൅ 14ߜ න ቌන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ
௧
଴
ቍ
ଶ
݀ݔ.
Ω
 
Using Cauchy-Schwarz inequality and Poincaré’s inequality, we obtain 
െන ݂ሺݔ, ݐሻන݃ሺݐ െ ݏሻሾݑሺݐሻ െ ݑሺݏሻሿ݀ݏ
௧
଴
݀ݔ
Ω
൑ ߜԡ݂ሺ. , ݐሻԡଶଶ ൅ 1 െ ݈4ߜ ܥ௉ሺ݃݋׏ݑሻሺݐሻ. 
 (5.35)
By substituting ሺ5.32ሻ െ ሺ5.35ሻ in ሺ5.31ሻ, we obtain 
߯ᇱሺݐሻ ൑ ቌߜ െ න݃ሺݐ െ ݏሻ
௧
଴
݀ݏቍ ԡݑ௧ԡଶଶ ൅ ߜሼ1 ൅ 2ሺ1 െ ݈ሻଶሽԡ׏ݑሺݐሻԡଶଶ 
൅൬2ߜ ൅ 12ߜ ൅
ܥ௉
4ߜ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ ൅
݃ሺ0ሻ
4ߜ ܥ௉ሾെሺ݃
′݋׏ݑሻሺݐሻሿ ൅ ߜԡ݂ሺ. , ݐሻԡଶଶ, 
which completes the proof. 
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܂۶۳۽܀۳ۻ ૞. ૜. ૚    Let ሺݑ଴, ݑଵሻ א ܪ଴ଵሺΩሻ ൈ ܮଶሺΩሻ be given. Assume that                   
݂ א ܮଶ൫Ω  ൈ ሺ0, ൅∞ሻ൯ and ݃ satisfies ሺܩଵሻ andሺܩଶሻ.  Then, for any ݐ ൒ 0 
ܧሺݐሻ ൑ ܥଶܧሺ0ሻ݁ିఒ ׬ కሺ௦ሻ
೟
బ ௗ௦ if ݂ ؠ 0. (5.36)
Otherwise, 
ܧሺݐሻ ൑ ܥଶ ቐܧሺ0ሻ ൅ න൭ 1ߦሺݏሻ ൅ ߦሺݏሻ൱ ԡ݂ሺ. , ݏሻԡଶ
ଶ݁ఒ׬ కሺచሻೞబ ௗచ݀ݏ
௧
଴
ቑ ݁ିఒ׬ కሺ௦ሻ೟బ ௗ௦, (5.37)
where ܥଶ and ߣ are positive constants. 
۾ܚܗܗ܎ 
By taking the derivative of ܨ and substituting ሺ5.10ሻ, ሺ5.24ሻ, ሺ5.30ሻ we obtain 
ܨ′ሺݐሻ ൑ 12 ሺ݃
′݋׏ݑሻሺݐሻ ൅ ߜଶԡݑ௧ԡଶଶ ൅ 14ߜଶ ԡ݂ሺ. , ݐሻԡ૛
૛ 
         ൅߳ଵ ൜ԡu୲ԡଶଶ െ ൬݈2 െ ߜଵܥ௉൰ ԡ׏uሺݐሻԡଶ
ଶ ൅ 12 ൬
1 െ ݈
݈ ൰ ሺ݃݋׏ݑሻሺݐሻ ൅
1
4ߜଵ ԡ݂ሺ. , ݐሻԡ૛
૛ൠ   
     ൅߳ଶ ቐቌߜ െන݃ሺݐ െ ݏሻ
௧
଴
݀ݏቍ ԡݑ௧ԡଶଶ ൅ ߜሾ1 ൅ 2ሺ1 െ ݈ሻଶሿԡ׏ݑሺݐሻԡଶଶ
൅ ൬2ߜ ൅ 12ߜ ൅
ܥ௉
4ߜ൰ ሺ1 െ ݈ሻሺ݃݋׏ݑሻሺݐሻ ൅
݃ሺ0ሻ
4ߜ ܥ௉ሾെሺ݃
′݋׏ݑሻሺݐሻሿ
൅ ߜԡ݂ሺ. , ݐሻԡଶଶቑ. 
 
 
(5.38)
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Since ݃ is continuous, positive and ݃ሺ0ሻ ൐ 0, then for any ݐ଴ ൐ 0, we have  
න݃ሺݏሻ݀ݏ ൒ න ݃ሺݏሻ݀ݏ
௧బ
଴
௧
଴
ൌ ݃଴,      ׊ݐ ൒ ݐ଴. 
Hence ሺ5.38ሻ becomes 
ܨ′ሺݐሻ ൑ െሼ߳ଶሺ݃଴ െ ߜሻ െ ߳ଵ െ ߜ2ሽԡݑ௧ԡଶଶ 
െ൜߳ଵ ൬݈2 െ ߜଵܥ௉൰ െ ߳ଶߜሾ1 ൅ 2ሺ1 െ ݈ሻ
ଶሿൠ ԡ׏uሺݐሻԡଶଶ  
൅ቊቆ߳ଵ2݈ ൅ ߳ଶ ൬2ߜ ൅
1
2ߜ ൅
ܥ௉
4ߜ൰ቇ ሺ1 െ ݈ሻቋ ሺ݃݋׏ݑሻሺݐሻ ൅ ቊ
1
2 െ ߳ଶ
݃ሺ0ሻ
4ߜ ܥ௉ቋ ሺ݃
′݋׏ݑሻሺݐሻ 
     ൅ ൬ 14ߜ2 ൅
߳ଵ
4ߜ1 ܥ௉ ൅ ߳2ߜ൰ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ׊ݐ ൒ ݐ଴. (5.39)
By choosing ߜଵ ൌ ݈4ܥ௉ ,we obtain 
ܨ′ሺݐሻ ൑ െሼ߳ଶሺ݃଴ െ ߜሻ െ ߳ଵ െ ߜଶሽԡݑ௧ԡଶଶ െ ൜߳ଵ݈4 െ ߳ଶߜሾ1 ൅ 2ሺ1 െ ݈ሻ
ଶሿൠ ԡ׏uሺݐሻԡଶଶ 
൅ቊቆ߳ଵ2݈ ൅ ߳ଶ ൬2ߜ ൅
1
2ߜ ൅
ܥ௉
4ߜ൰ቇ ሺ1 െ ݈ሻቋ ሺ݃݋׏ݑሻሺݐሻ 
൅ቊ12 െ ߳ଶ
݃ሺ0ሻ
4ߜ ܥ௉ቋ ሺ݃
′݋׏ݑሻሺݐሻ ൅ ൬ 14ߜଶ ൅
߳ଵ
݈ ܥ௉ ൅ ߳ଶߜ൰ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ׊ݐ ൒ ݐ଴. (5.40)
Now choose ߜ so small that 
                                                              ݃଴ െ ߜ ൐ 12݃଴, 
4
݈ ߜሾ1 ൅ 2ሺ1 െ ݈ሻ
ଶሿ ൏ ݃଴4 . 
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Whence ߜ is fixed, any choice of ߳ଵ and ߳ଶ, such that 
݃଴
4 ߳ଶ ൏ ߳ଵ ൏
݃଴
2 ߳ଶ, (5.41)
will make  
߳ଶሺ݃଴ െ ߜሻ ൐ ݃଴2 ߳ଶ ൐ ߳ଵ, 
4
݈ ߳ଶߜሾ1 ൅ 2ሺ1 െ ݈ሻ
ଶሿ ൏ ݃଴4 ߳ଶ ൏ ߳ଵ. 
Thus, we have 
                                                ܭ଴ ൌ ߳ଶሺ݃଴ െ ߜሻ െ ߳ଵ ൐ 0, 
ܭଵ ൌ 4߳ଵ݈ െ ߳ଶߜሾ1 ൅ 2ሺ1 െ ݈ሻ
ଶሿ ൐ 0. 
We then pick ߳ଶ so small that ሺ5.13ሻ and ሺ5.41ሻ remain valid and  
                                                  ߜ ൐ ߳ଶ ݃ሺ0ሻ2 ܥ௉ 
and ߜଶ so small that  
ܭଶ ൌ ܭ଴ െ ߜଶ ൐ 0.                                  
Thus  
ܭଷ ൌ 12 െ ߳ଶ
݃ሺ0ሻ
4ߜ ܥ௉ ൐ 0.                   
Hence from ሺ5.40ሻ, we have ׊ݐ ൒ ݐ଴ 
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ܨ′ሺݐሻ ൑ െሼܭଶԡݑ௧ԡଶଶ ൅ ܭଵԡ׏uሺݐሻԡଶଶሽ ൅ ܭସሺ݃݋׏ݑሻሺݐሻ ൅ ܭଷ൫݃′݋׏ݑ൯ሺݐሻ ൅ ܭହԡ݂ሺ. , ݐሻԡଶଶ,  
 (5.42)
where  
          ܭସ ൌ ቆ߳ଵ2݈ ൅ ߳ଶ ൬2ߜ ൅
1
2ߜ ൅
ܥ௉
4ߜ൰ቇ ሺ1 െ ݈ሻ, 
                                                  ܭହ ൌ 14ߜ ൅
߳ଵ
݈ ܥ௉ ൅ ߳ଶߜ. 
Therefore, 
ܨ′ሺݐሻ ൑ െሼܭଶԡݑ௧ԡଶଶ ൅ ܭଵԡ׏uሺݐሻԡଶଶ ൅ ܭ଺ሺ݃݋׏ݑሻሺݐሻሽ ൅ ܭ଻ሺ݃݋׏ݑሻሺݐሻ 
                    ൅ܭଷሺ݃′݋׏ݑሻሺݐሻ ൅ ܭହԡ݂ሺ. , ݐሻԡଶଶ,   ׊ݐ ൒ ݐ଴, 
where ܭ଻ ൌ ܭସ ൅ ܭ଺.  
Choose  ߚ ൌ minሼܭଵ, ܭଶ, ܭ଺ሽ  to obtain 
ܨ′ሺݐሻ ൑ െߚሼԡݑ௧ԡଶଶ ൅ ԡ׏uሺݐሻԡଶଶ ൅ ሺ݃݋׏ݑሻሺݐሻሽ ൅ ܭ଻ሺ݃݋׏ݑሻሺݐሻ ൅ ܭଷሺ݃′݋׏ݑሻሺݐሻ  
                        ൅ܭହԡ݂ሺ. , ݐሻԡଶଶ,   ׊ݐ ൒ ݐ଴, 
which implies that  
ܨ′ሺݐሻ ൑ െߚܧሺݐሻ ൅ ܭ଻ሺ݃݋׏ݑሻሺݐሻ ൅ ܭହԡ݂ሺ. , ݐሻԡଶଶ, ׊ݐ ൒ ݐ଴. (5.43)
Multiply ሺ5.43ሻ by ߦሺݐሻ and use ሺܩଶሻ, to obtain 
ߦሺݐሻܨᇱሺݐሻ ൑ െߚߦሺݐሻܧሺݐሻ ൅ ܭ଻ሾെሺ݃ᇱ݋׏ݑሻሺݐሻሿ ൅ ܭହߦሺݐሻԡ݂ሺ. , ݐሻԡଶଶ, ׊ݐ ൒ ݐ଴. (5.44)
Using ሺ5.10ሻ and the fact that ܧሺݐሻ ൒ ଵଶ ԡݑ௧ԡଶଶ, we obtain, for all ߤ ൐ 0,  
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െሺ݃ᇱ݋׏ݑሻሺݐሻ ൑ െ2ܧᇱሺݐሻ ൅ 4ߤܧሺݐሻ ൅ 12ߤ ԡ݂ሺ. , ݐሻԡ૛
૛. (5.45)
Substitute ሺ5.45ሻ in ሺ5.44ሻ, we obtain, for all ߤ ൐ 0, 
ߦሺݐሻܨᇱሺݐሻ ൑ െሺߚߦሺݐሻ െ 4ߤܭ଻ሻܧሺݐሻ െ 2ܭ଻ܧᇱሺݐሻ ൅ ቆܭ଻2ߤ ൅ ܭହߦሺݐሻቇ ԡ݂ሺ. , ݐሻԡଶ
ଶ,    ׊ݐ ൒ ݐ଴. 
Take ߤ ൌ ఌଶ ߦሺݐሻ,   ߝ is a positive constant. Then, for all ߝ ൐ 0, we have 
ߦሺݐሻܨᇱሺݐሻ ൑ െሺߚ െ ܥߝሻߦሺݐሻܧሺݐሻ ൅ ൭ ܭ଼ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ െ ܥܧᇱሺݐሻ,   ׊ݐ ൒ ݐ଴. 
where ܥ ൌ 2ܭ଻ ܽ݊݀ ܭ଼ ൌ ܭ଻ߝ . 
Let ߝ ൌ ߚ2ܥ ,we obtain 
ߦሺݐሻܨᇱሺݐሻ ൑ െߚଵߦሺݐሻܧሺݐሻ ൅ ൭ ܭ଼ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ െ ܥܧᇱሺݐሻ,   ׊ݐ ൒ ݐ଴, 
where ߚଵ ൌ ߚ2. 
݀
݀ݐ ሾߦሺݐሻܨሺݐሻ ൅ ܥܧሺݐሻሿ െ ߦ
ᇱሺݐሻܨሺݐሻ ൑ െߚଵߦሺݐሻܧሺݐሻ ൅ ൭ ܭ଼ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ׊ݐ ൒ ݐ଴. 
Since ߦᇱሺݐሻ ൑ 0. Hence, 
݀
݀ݐ ሾߦሺݐሻܨሺݐሻ ൅ ܥܧሺݐሻሿ ൑ െߚଵߦሺݐሻܧሺݐሻ ൅ ൭
ܭ଼
ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ׊ݐ ൒ ݐ଴ (5.46)
Using the fact that ߦሺݐሻ is non-increasing and setting ܴሺݐሻ ൌ ߦሺݐሻܨሺݐሻ ൅ ܥܧሺݐሻ. 
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Hence, 
ܥܧሺݐሻ ൑ ܴሺݐሻ ൑ ܥଵܧሺݐሻ, (5.47)
holds for two positive numbers ܥ ܽ݊݀ ܥଵ. 
Using ሺ5.47ሻ, we obtain, ׊ݐ ൒ ݐ଴ 
ܴᇱሺݐሻ ൑ െߣߦሺݐሻܴሺݐሻ ൅ ൭ ܭ଼ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ߣ ൌ ߚଵܥଵ.  (5.48)
CASE 1     If ݂ ؠ 0, then  
              ܴᇱሺݐሻ ൑ െߣߦሺݐሻܴሺݐሻ,     ׊ݐ ൒ ݐ଴. 
Simple integration over ሺݐ଴, ݐሻ, gives,  
ܴሺݐሻ ൑ ܴሺݐ଴ሻ݁ିఒ׬ కሺ௦ሻ
೟
೟బ ௗ௦,          ׊ݐ ൒ ݐ଴. 
Using ሺ5.47ሻ, we obtain, for some positive constant ܥሚଶ, 
       ܧሺݐሻ ൑ ܥሚଶܧሺݐ଴ሻ݁ିఒ ׬ కሺ௦ሻ
೟
೟బ ௗ௦,      ׊ݐ ൒ ݐ଴.        
Since ܧሺݐሻ ൑ ܧሺݐ଴ሻ ൑ ܧሺ0ሻ,   ׊ݐ ൒ ݐ଴.  Thus, we get 
                        ܧሺݐሻ ൑ ܥሚଶܧሺ0ሻ݁ఒ ׬ కሺ௦ሻ
೟బబ ௗ௦݁ିఒ ׬ కሺ௦ሻ೟బ ௗ௦,      ׊ݐ ൒ ݐ଴.        
Thus the estimate ሺ5.36ሻ is proved with ܥଶ ൌ ܥሚଶ݁ఒ ׬ కሺ௦ሻ
೟బబ ௗ௦. 
CASE 2  If  ݂ሺݔ, ݐሻ ് 0,   
Let’s set  
ܪሺݐሻ ൌ ܴሺݐሻ െ ݁ିఒ׬ కሺ௦ሻ೟೟బ ௗ௦ න൭ ܭ଼ߦሺݏሻ ൅ ܭହߦሺݏሻ൱ ԡ݂ሺ. , ݏሻԡଶ
ଶ
௧
௧బ
݁ఒ ׬ కሺచሻೞ೟బ ௗచ݀ݏ, 
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which implies 
ܴሺݐሻ ൌ ܪሺݐሻ ൅ ݁ିఒ׬ కሺ௦ሻ೟೟బ ௗ௦ න൭ ܭ଼ߦሺݏሻ ൅ ܭହߦሺݏሻ൱ ԡ݂ሺ. , ݏሻԡଶ
ଶ
௧
௧బ
݁ఒ ׬ కሺచሻೞ೟బ ௗచ݀ݏ. (5.49)
Simple differentiation of ሺ5.49ሻ gives 
ܴᇱሺݐሻ ൌ ܪᇱሺݐሻ െ ߣߦሺݐሻ݁ିఒ ׬ కሺ௦ሻ೟೟బ ௗ௦ න൭ ܭ଼ߦሺݏሻ ൅ ܭହߦሺݏሻ൱ ԡ݂ሺ. , ݏሻԡଶ
ଶ
௧
௧బ
݁ఒ ׬ కሺచሻೞ೟బ ௗచ݀ݏ 
                                   ൅ ቆ ௄ఴకሺ௧ሻ ൅ ܭହߦሺݐሻቇ ԡ݂ሺ. , ݐሻԡଶଶ,   ׊ݐ ൒ ݐ଴.    (5.50)
Using ሺ5.49ሻ, we obtain 
ܴᇱሺݐሻ ൌ ܪᇱሺݐሻ െ ߣߦሺݐሻܴሺݐሻ ൅ ߣߦሺݐሻܪሺݐሻ ൅ ൭ ܭ଼ߦሺݐሻ ൅ ܭହߦሺݐሻ൱ ԡ݂ሺ. , ݐሻԡଶ
ଶ, ׊ݐ ൒ ݐ଴. 
 (5.51)
Substitute ሺ5.51ሻ in ሺ5.48ሻ, we obtain  
ܪᇱሺݐሻ ൑ െߣߦሺݐሻܪሺݐሻ, ׊ݐ ൒ ݐ଴. (5.52)
Simple integration of ሺ5.52ሻ over ሺݐ଴, ݐሻ gives 
ܪሺݐሻ ൑ ܪሺݐ଴ሻ݁ିఒ׬ కሺ௦ሻ
೟
೟బ ௗ௦,          ׊ݐ ൒ ݐ଴, 
which implies 
ܴሺݐሻ ൑ ቐܴሺݐ଴ሻ ൅ න൭ ܭ଼ߦሺݏሻ ൅ ܭହߦሺݏሻ൱ ԡ݂ሺ. , ݏሻԡଶ
ଶ݁ఒ ׬ కሺచሻೞ೟బ ௗచ݀ݏ
௧
௧బ
ቑ ݁ିఒ ׬ కሺ௦ሻ೟೟బ ௗ௦, ׊ݐ ൒ ݐ଴. 
 (5.53)
Thus, using ሺ5.47ሻ, we obtain, for some positive constant ܥሚଶ, 
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ܧሺݐሻ ൑ ቐܥ෩2ܧሺݐ଴ሻ ൅ න൭ ܭ଼ߦሺݏሻ ൅ ܭହߦሺݏሻ൱ԡ݂ሺ. , ݏሻԡଶଶ݁
ఒ ׬ కሺచሻೞ೟బ ௗచ݀ݏ
௧
௧బ
ቑ ݁ିఒ׬ కሺ௦ሻ೟೟బ ௗ௦, ׊ݐ ൒ ݐ଴. 
Thus the estimate ሺ5.37ሻ is proved with ܥଶ ൌ ൫݉ܽݔ൛ܥሚଶ, ܭ଼, ܭହൟ൯݁ఒ ׬ కሺ௦ሻ
೟బబ  
Remark 5.3.1.  
1 If ߦሺݐሻ ؠ ܽ ൐ 0,  then  
ܧሺݐሻ ൑ ܥଶܧሺ0ሻ݁ିఒ௔௧ ൅ ܾ݁ିఒ௔௧ නԡ݂ሺ. , ݏሻԡଶଶ݁ఒ௔௦݀ݏ
௧
଴
, ܾ ൌ 1ܽ ൅ ܽ,    ׊ݐ ൒ 0 
2 If ߦሺݐሻ ؠ ܽ ൐ 0 and ԡ݂ሺݔ, ݐሻԡଶଶ ൑ ܿ݁ିఊ௧,  then, for all ݐ ൒ 0, 
ܧሺݐሻ ൑ ܥଶܧሺ0ሻ݁ିఒ௔௧ ൅ ܾଵ݁ିఊ௧,     ׊ݐ ൒ ݐ଴ 
                                               where   ܾଵ ൌ ܾܿܥଶߣܽ െ ߛ    if  ߣܽ ് ߛ 
 כ        ܧሺݐሻ ൑ ሺܥଶܧሺ0ሻ ൅ ܾଶݐሻ݁ିఒ௔௧  if   ߣܽ ൌ ߛ 
                                                  where ܾଵ ൌ ܾܿܥଶ 
In כ, ܧሺݐሻ does not necessarily converge to zero as ݁ିఒ௔௧ when ݐ goes to ൅∞. 
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