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Introduction
Let T be a time scale (i.e., a closed nonempty subset of R) with sup T = ∞. Consider the second order half-linear dynamic equation (1.1) (r(t)(x ∆ (t)) α ) ∆ + p(t)x α (σ(t)) = 0, where r(t) > 0, p(t) are continuous,
(r(t)) − 1 α ∆t = ∞, α is a quotient of odd positive integers. We emphasize that no explicit sign assumptions are made with respect to the coefficient p(t).
For completeness, we recall some basic results for dynamic equations and the calculus on time scales. The forward jump operator is defined by σ(t) = inf{s ∈ T : s > t}, and the backward jump operator is defined by ρ(t) = sup{s ∈ T : s < t}, where inf ∅ = sup T, where ∅ denotes the empty set. If σ(t) > t, we say t is right-scattered, while if ρ(t) < t we say t is left-scattered. If σ(t) = t we say t is right-dense, while if ρ(t) = t and t = inf T we say t is left-dense. The graininess function µ for a time scale T is defined by µ(t) = σ(t) − t, and for any function f : T → R the notation f σ (t) denotes f (σ(t)).
The theory of time scales was introduced by Stefan Hilger in his Ph. D. Thesis in 1988 in order to unify continuous and discrete analysis (see [1] ). Not only does this unify the theories of differential equations and difference equations, but it also extends these classical situations to cases "in between"-e.g., to the so-called q−difference equations which are important in the theory of orthogonal polynomials. Moreover, the theory can be applied to numerous other time scales. We refer to the two books on the subject of time scales by Bohner and Peterson [2] , [3] which summarize and organize much of time scale calculus and applications to dynamic equations.
A function f : T → R is said to be rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The set of rd-continuous functions f : T → R will be denoted by C rd . The set of functions f : T → R that are delta differentiable on [c, d] κ and whose delta derivative is rd-continous on [c, d] κ is denoted by C 1 rd .
We recall that a solution of equation (1.1) is said to be oscillatory on [a, ∞) in case it is neither eventually positive nor eventually negative. Otherwise, the solution is said to be nonoscillatory. Equation (1.1) is said to be oscillatory in case all of its solutions are oscillatory. The study of the oscillatory and nonoscillatory properties of equation (1.1) and its many generalizations and extensions is voluminous and we refer to [4] , [5] and the references therein.
The following condition (A) was introduced in [6] for the continuous case in order to obtain some new oscillation and comparison results for the linear homogeneous differential equation in the case when the function p(t) can take on both positive and negative values for large t. We wish to extend this notion to a triple of functions (α, p, r), so we introduce the following definition:
Definition 2. We say that the triple (α, p, r) satisfies condition (Â), if there exists a continuously differentiable function h : T → R, such that either h ∆ (t) is of one sign for all t ∈ T or h ∆ (t) ≡ 0 and is such that
Notice that if h(t) = 1, α = 1, then this means p(t) satisfies condition (A).
A continuous version of the following definition appeared in [7] , Page 814. Definition 3. We say that a function p : T → R satisfies condition (B) in case there exists a sequence {τ n } ⊂ T, τ n → ∞, such that t τn p(s)∆s ≥ 0, for t ≥ τ n .
It is obvious that condition (A) implies both condition (Â) and condition (B) (See [6] ), but the converse is not true (See Example 1.1 and 1.2 below). In Section 2, we prove that if p(t) satisfies condition (B) and the triple (α, p, r) satisfies condition (Â), then positive solutions of (1.1) are strictly increasing. This improves and extends a result of [6] .
In Section 3 and 4, we prove two comparison theorems that improve two main results of [8] and give two examples to illustrate that our theorems are new.
In Section 5, we obtain an oscillation theorem that extends the results of [4] , [9] , [10] and give several examples to illustrate our theorem.
The following examples show that the class of functions which satisfy condition (Â) and condition (B) but do not satisfy condition (A) is nonempty.
Example 1.1. Let q > 1. Consider the time scale T = q N 0 := {q k : k ∈ N 0 }. In this case, σ(t) = qt, µ(t) = (q − 1)t for all t ∈ T. (Recall that any dynamic equation on the time scale q N 0 is called a q-difference equation.) Let
where λ > 0, 0 < b < 3. Let α = 3. Consider the q-difference equation
and assume further that 0 < λ < mβ. Then we have, for t n = q n ,
Notice that this last expression may be negative, for large n, since 0 < λ < mβ. Hence, p(t) does not satisfy condition (A).
So the triple (3, p, 1) satisfies condition (Â).
Let τ n = q 2n . It is easy to see that t τn p(s)∆s ≥ 0, for t ≥ τ n . and so p(t) satisfies condition (B). Example 1.2. Let T be the real interval [1, ∞), g(t) = 1 + t sin t. Then we have (i) g(t) does not satisfy condition (A), since ∞ T g(t)dt does not converge and Hence by (1.2), we obtain
Similarly, we also can get
Therefore the triple (1, g, 1) and (3, g, 1) satisfy the condition (Â).
(iii) In the following, we show that g(t) satisfies condition (B). Assume that 0 < t 1 < t 2 < · · · < t 2k < t 2k+1 < t 2k+2 < · · · are the positive zero points of g(t). It suffices to prove that Using the fact that sin t j = −1 t j and rearranging, we see that (1.3) is equivalent to
If we set
then it is easy to see that f (x) > 0 for large x and therefore it follows that (1.4) holds for large k. This completes the proof.
Lemma
Lemma 2.1. Let x(t) be a nonoscillatory solution of (1.1) and assume that p(t) satisfies condition (B), the triple (α, p, r) satisfies condition (Â), and
Proof. Suppose that x is a nonoscillatory solution of (1.1) and without loss of generality, assume x(t) > 0 for t ≥ t 0 . Since p(t) satisfies condition (B), let τ n be the corresponding sequence with t τn p(s)∆s ≥ 0, for t ≥ τ n . Let us assume, for the sake of contradiction, that x ∆ (t) is not strictly positive for all large t. First consider the case when x ∆ (t) < 0 for all large t. Then without loss of generality, we can assume x ∆ (t) < 0 for t ≥ τ k ≥ t 0 , where k is large and fixed. An integration of equation (1.1) for t > τ k gives
Now by integration by parts, we have (2.2)
By the Pötzsche Chain Rule, ([2] Theorem 1.90) we have
and so from (2.2), we have
Consequently, from (2.1), we have
as t → ∞, which is a contradiction.
So x ∆ (t) is not negative for all large t and since we are assuming x ∆ (t) is not positive for all large t, it follows that x ∆ (t) must change sign infinitely often. Make the substitution
for t ≥ T 1 . We may suppose that T 1 is sufficiently large so that
holds and is such that ω(
If we define (omitting arguments)
then we have
, so we have (again omitting arguments)
We use Young's inequality [11] , which says that
with equality if and only if v = u α , α := p q .
So if we let
then we have that F (t) ≥ 0 and
(ii) Suppose next that t ∈ T is right-scattered. Then
.
Let us put a :=
x(t) . Then after substituting and rearranging we have
where
Notice that f (a, a) = 0 and
It follows that if a > b, then In other words, f (a, b) ≥ 0 and
From (i) and (ii), we get that F (t) ≥ 0 and
Integrating both sides of (2.4) from T 1 to t, we have
In the following, we will consider two cases:
We then have
Without loss of generality we assume that h(s) > 0, for s ≥ T 1 , since the other case is similar. Therefore, we have C > 0.
we have x ∆ (t) > 0, which is a contradiction to the assumption that x ∆ (t) changes sign infinitely often.
(ii) If h ∆ (s) ≡ 0, we will have p(s) ≡ 0, which contradicts the definition of condition (Â).
we have x ∆ (t) < 0. which is also a contradiction to the assumption that x ∆ (t) changes sign infinitely often.
In this case we can choose > 0 and
So by (2.5), when t > T 3 , we have
which implies that x ∆ (t) < 0 for all large t > T 3 , which is again a contradiction to the assumption that x ∆ (t) changes sign infinitely often. This completes the proof of Lemma 2.1.
Comparison Theorems
We are now in a position to obtain some comparison results. Consider the second order half-linear dynamic equations
where r(t) > 0, R(t) > 0, p(t), P (t) are continuous, a(t) is continuously differentiable, and α is a quotient of odd positive integers.
The following two lemmas from [8] are very useful in establishing oscillation, nonoscillation, and comparison results for second order linear and half-linear dynamic equations on time scales.
Lemma 3.1. (Riccati technique
If in Lemma (2.1), we let h(t) ≡ 1 then it is easy to obtain the expression for S[ω, r](t) from the expression for F (t).
Lemma 3.2. (Sturm-Picone comparison theorem). Consider the equation
wherer andp satisfy the same assumptions as r and p. Suppose that 0 <r(t) ≤ r(t) and p(t) ≤p(t) on [T, ∞) for all large T . Then (3.4) is nonoscillatory on [t 0 , ∞) implies (3.1) is nonoscillatory on [t 0 , ∞).
The proofs of the following two theorems may be found in [8] :
Theorem A. Assume a ∈ C 1 cd , 0 < r(t) ≤ R(t), P (t) ≤ p(t) for t ∈ [t 0 , ∞) and (i) the function p(t) satisfies condition (A),
(ii)
Then (3.1) is nonoscillatory on [t 0 , ∞) implies (3.2) is nonoscillatory on [t 0 , ∞).
Theorem B. Assume a ∈ C 1 cd , 0 < R(t) ≤ r(t), p(t) ≤ P (t) for t ∈ [t 0 , ∞) and (i) the function aP satisfies condition (A),
Then (3.1) is oscillatory on [t 0 , ∞) implies (3.2) is oscillatory on [t 0 , ∞).
Our goal in this section is to show that condition (A) (i.e., condition (i)) in Theorems A and B can be weakened to the assumptions that condition (B) and condition (Â) hold for the triple (α, p, r).
cd , r(t) ≤ R(t), P (t) ≤ p(t) and (i) p(t) satisfies condition (B), the triple (α, p, r) satisfies condition (Â),
Proof. The assumptions of the theorem imply that there exists a solution x of (3.1) and T ∈ T such that x(t) > 0 and x ∆ (t) > 0 on [T, ∞) by Lemma (2.1). Therefore, the function ω(t) = r(t)( 
for t ∈ [T, ∞). Hence the function ϕ = ωa satisfies the generalized Riccati inequality,
is nonoscillatory by Lemma (3.1) and so equation
(3.2) is nonoscillatory by Lemma (3.2) since a(t)r(t) ≤ r(t) ≤ R(t).
The corresponding "oscillation" result is Theorem 3.4. Assume a ∈ C 1 cd , R(t) ≤ r(t), p(t) ≤ P (t) and (i) aP satisfies condition (B), the triple (α, aP, r) satisfies condition (Â),
Then ( 
is also nonoscillatory. That is,
is nonoscillatory. But then since P (t) ≥ p(t) and R(t) ≤ r(t), Lemma 3.2 (the Sturm-Picone comparison theorem) implies that equation (3.1) is also nonoscillatory. That is a contradiction and completes the proof.
Examples
In this section, we will give several examples to illustrate Theorems 3.3 and 3.4. Since Example 4.1 is somewhat involved, we give the basic idea of its construction. We would also like to point out that in [12] It is easy to observe that if a > 3b then p(t) satisfies condition (A). So we seek to find conditions on a and b such that p(t) satisfies the conditions of Theorem 3.3 but does not satisfy condition (A). For simplicity, We consider the case r ≡ 1 so that (1.1) becomes
The basic idea of constructing Example 4.1 is based on the following steps (i)-(iv).
(i) By Theorem 5.2, when I(T ) = +∞, (4.1) is oscillatory. Therefore, in order that (4.1) be nonoscillatory, we choose γ < (ii) Since
it follows that p(t) does not satisfy condition (A), if
By Hille's Theorem [11] , if (4.1) is nonoscillatory. Therefore, if we choose .1) is nonoscillatory. Now if we set a(t) := ct −d (log t) β , c > 0, d > 0, β ∈ R, then we have 0 < a(t) ≤ 1, a (t) ≤ 0, for large t. So by Theorem 3.3, the equation
So when 0 < a b < 1, 0 < b < 3, a(t)P (t) does not satisfy condition (A), but the triple (3, aP, 1) does satisfy condition (Â).
Take h 1 (t) = t b+c 4 , r(t) = 1. Then we have
where a > 0, 0 < b < 3, c = 3−b 2 . By Theorem 5.2, ((x ) 3 ) (t)+P (t)x 3 (t) = 0 is oscillatory. Since a(t) = t c ≥ 1, for t ≥ 1 and a (t) ≥ 0, it follows by Theorem 3.4 that ((x ) 3 ) (t) + a(t)P (t)x 3 (t) = 0 is oscillatory.
Similarly, we have
So, in this case, if
By Hille's Theorem ( [11] ), if we choose
. Denote
Note that
So the triple (3, p, 1) will satisfy condition (Â) if we take
Therefore, choosing 0 < β < 
Oscillation Theorem
In this section, by means of Lemma 2.1, we obtain an oscillation theorem which extends some earlier results. The following theorem may be found in [9] , Theorem 5.81. (See also [10] , [4] .)
Theorem 5.1. The equation (r(t)x (t)) + p(t)x = 0 is oscillatory on the interval [t 0 , ∞), if
r −1 (t)dt = ∞ and there exists a continuously differentiable function u(t) > 0 such that
Analogous to the above theorem, we may obtain a corresponding version for half-linear dynamic equations on time scales which we state as follows:
Theorem 5.2. Assume that p(t) satisfies condition (B) and assume
If there exists a continuously differentiable function h : T → R, such that either h ∆ (t) is of one sign for all t ∈ T or h ∆ (t) ≡ 0, and is such that
then all solutions of (1.1) are oscillatory.
Proof. Let us suppose that (1.1) is nonoscillatory and x is a solution of (1.1). To be specific, suppose that x(t) > 0 for all large t, since the other case is similar.
By (5.1), we get that the triple (α, p, r) satisfies condition (Â). In view of Lemma 2.1, we may then suppose also that x ∆ (t) > 0 for t ≥ T . Make the substitution ω(t) = r(t)
, for t ≥ T . By the proof of Lemma 2.1, we have ω
Integrating from T to t gives
But now the left side is unbounded and the right side is bounded. this contradiction proves the theorem.
For T = R, we proved in section (1) that p(t) = 1 + t sin t satisfies condition (B) and the triple (3, p(t), 1) satisfies condition (Â). So by Theorem (5.2) all solutions of
In section (1), we have proved that p(t) satisfies condition (B) and for h(t) = t
So by theorem (5.1), all solutions of (5.2) are oscillatory. So by theorem 5.2, all solutions of the second order half-linear differential equations
are oscillatory for all 0 < b < 3, a > 0, c ∈ R.
Note that is different from ( α α+1 ) α+1 which is the wellknown critical constant from the continuous and the discrete cases.
The interested reader may give additional examples. We remark that the results in the example above may not be obtained by any existing criteria, as far as the authors are aware.
