This paper shows how to calculate solutions to Poisson's equation for the waiting time sequence of the recurrent M/G/1 queue. The solutions are used to construct martingales that permit us to study additive functionals associated with the waiting time sequence. These martingales provide asymptotic expressions, for the mean of additive functionals, that re ect dependence on the initial state of the process. In addition, we show how to explicitly calculate the scaling constants that appear in the central limit theorems for additive functionals of the waiting time sequence.
INTRODUCTION
For an M/G/1 queue, let W n be the amount of time that the nth customer is required to wait until his service is initiated. It is well-known that the sequence W = fW n : n 0g satis es the recursion where f is a real-valued (Borel-measurable) function de ned on < + . When EB 1 < 1, r n (f) has a limit r(f) as n ! 1, and the Pollaczek-Khintchine formula identi es this limit. In practice, this limit is used as an approximation to the distribution of r n (f), and, consequently, it is of some interest to obtain results giving the rate at which r n (f) converges to r(f).
In this paper, we derive formula which describe the uctuations of r n (f) about its limit. One way to do this is to obtain asymptotic relations of the form as n ! 1; in (1.4), =) denotes weak convergence, and N(0; 1) is a standard normal r.v.
Our approach is to express the process S n (f) = nr n (f), in terms of a martingale sequence. The martingale is constructed by solving an integral equation known, in the Markov chain literature, as Poisson's equation. Using theory of random walk, we are able to solve Poisson's equation explicitly. The martingale structure of S n (f) then easily leads to limit theorems of the form (1.3) and (1.4).
This paper is organized as follows. In Section 2, we review the basic structure of the M/G/1 waiting time sequence. Section 3 constructs a probabilistic solution to Poisson's equation by using the regenerative structure of the recurrent M/G/1 queue, and analyzes the uniqueness properties of the solution. Section 4 continues the analysis of Poisson's equation, by using random walk theory to explicitly derive closed-form analytical expressions for the probabilistically-expressed solution kernel discussed in Section 3. In Section 5, the martingale structure obtained from Poisson's equation is used to derive asymptotic expressions of the form (1.3). This analysis generalizes, to arbitrary f, results due to Heathcote and Winer 1969] for the case f(x) = x. Section 6 concludes with a discussion of the central limit behavior of S n (f). The martingale central limit theorem permits us to obtain central limit theorems of the form (1.4), together with explicit expressions for r(f) and 2 (f). The explicit expressions derived in this section generalize results due to Blomqvist 1967] f(y)P n ( ; dy) where P n (x; A) PfW n 2 A j W 0 = xg. Finally, let P x ( ) and E x ( ) denote, respectively, probability and expectation taken with respect to the measure PfW 2 j W 0 = xg.
The theory of Harris chains dictates the existence of a non-trivial -in nite measure , which is unique up to a multiplicative constant, such that is invariant for P in the As is well-known in random walk theory, the exchangeability of the X k 's implies that (2.6) can be re-written as
where the N k 's are the ascending ladder epochs for S( ) de ned by N 0 = 0, N k+1 = inffn > N k : S(n) > S(N k )g. Since X n has an exponential tail for x < 0 (see (2.1)), the occupation measure (2.7) for the process S(N k ) can be calculated, using Wiener-Hopf theory, and one nds that is just a statement that the Pollaczek-Khintchine formula, which is well-known for < 1, also de nes an invariant measure for P when = 1.
The following result is a statement of the strong law of large numbers for Harris chains (see Theorem 4.3 of Revuz 1984] ). It can also be proved by standard regenerative process arguments.
(2.9) THEOREM. If 1 and jfj < 1, then r n (f) ! f P x a.s. as n ! 1.
Thus, if 1, the limit (f) discussed in Section 1 is given by f. We will later need the following result.
(2.10) LEMMA. For 1, the measure has the form (2:11) (dx) = 0 (dx) + I 0;1) (x)r(x) dx where r( ) is bounded away from zero on compact sets.
PROOF. Since H has a density h, the convolution H (n) has a density h (n) , so (2.8) yields all the assertions of the lemma with the exception of the positivity of r. Since h is decreasing and G(0) < 1, there exists > 0 such that h(x) h( ) > 0 for 0 x . We shall show inductively that h (n) (x) is bounded away from zero on 2 ?1 n; (n + 1)]. This is immediate for n = 1 and for n 1, Since is -nite, it follows that there exists A k % < + such that ?(x; A k ) < 1 for all k.
A straightforward veri cation then proves that ?(x; ) is a -nite measure. Of course, if < 1, then (< + ) < 1 so the measure ?(x; ) is then nite.
Since ?(x; ) is a -nite measure, a standard argument, based on approximating f by simple functions, shows that ?f is representable as
provided (?jfj)(x) < 1. Setting x = 0 and using (2.5), we conclude that if jfj < 1,
Based on (3.8), an argument similar to that yielding (3.6) shows that (?jfj)(x) < 1, for all x 0.
We have therefore shown that if f = 0, then Poisson's equation is solvable. We now turn to the uniqueness problem for Poisson's equation. First, observe that if g solves Poisson's equation, then so doesĝ( ) = g( ) + c where c is an arbitrary constant. Thus, the most that one can hope for is that the solution g to Poisson's equation is unique, up to an additive constant. The proof of this theorem will depend on the martingale structure for S n (f), to which we alluded in Section 1. Note that (I ? P)g = f, then Revuz 1984] ). Setting f = 0 in Theorem 3.9, we obtain the stronger result (stronger when < 1) that all -integrable harmonic functions are constants. In the Appendix, we further strengthen the result for the M/M/1 waiting time sequence. 
EXPLICIT CALCULATION OF THE SOLUTION KERNEL
In this section, we use the special structure of W to explicitly calculate
Let 0 = 0, n+1 = inffk > n : S(k) < S( n )g be the sequence of strict descending ladder epochs for the random walk S( ), and put N = inffn 0 : S( n ) 0g, so that T = N . We now turn to calculation of U x ( ); for x < 0, (2.1) shows that PfX n dxg = p e x dx:
As a consequence, we obtain the following lemma. But EB k+2 1 < 1 is known to be necessary and su cient for f k+1 < 1 (see Kiefer and Wolfowitz 1956] ).
The expression (4.15) gives ?f k as a polynomial of order k + 1 having coe cients involving the moments f j for j k + 1. The f j 's can be computed in a straightforward way. For 0, let~ ( 
COMPUTATION OF EXPECTATIONS
Our goal, in this section, is to compute E x S n (f), when jfj < 1. The idea is to use the martingale structure of S n (f), which was introduced in Section 3. PROOF. The result follows immediately from (3.12), provided that we are able to prove the integrability of g(W n ) required for M n to be a martingale. Let T n = inffm > n : W m = 0g and observe that the Markov property yields
we will now show inductively that the last expectation in (5.3) is nite for all n 0. Of course, for n = 0, the expectation is just (?jfj)(0) = jfj < 1. as n ! 1. Substitution of (5.8) into (5.2) yields (5.5).
Given (5.5), we can easily calculate asymptotic relations for the expectation E x r n (f). For example, if f 1 (x) = x and < 1, Proposition 4.14 shows that when EB We conclude this section with a rate-of-convergence result. If < 1 and E exp( B 1 ) < 1 for some > 0, then jf k j < 1 for all \moment" functionals f k . Hence, there exists -integrable solutions g k to Poisson's equation (I ? P)g k =f k .
(5.9) THEOREM. If < 1 and E exp( B 1 ) < 1 for some > 0, then there exists 0 < 1 such that for all k 1,
as n ! 1.
PROOF. By Theorem 5.1, it su ces to show that there exists O < 1 such that (5:10) (P n g k )(x) = g k + O( n ):
By Theorem 3 of Tweedie 1983 ], there exists < 1 such that for all k 1, a n = Z 0;1) (dy) j(P n g k )(y) ? g k j = O( n ):
Since the sequence f ?n a n : n 1g is bounded, it follows that if < < 1, then ?1 j(P n g k )(x) ? g k j < 1; from which we immediately obtain (5.10).
CENTRAL LIMIT THEOREM
In this section, we explore central limit theory for the sequence fr n (f) : n 1g. In fact, we shall prove the stronger result that r n (f) obeys a functional central limit theorem, and we shall compute explicitly the variance PROOF. Note that if g 2 is -integrable, then a standard inequality for conditional expectations shows that (Pg) 2 g 2 < 1 and it follows from Poisson's equation that f 2 < 1. We can therefore apply a functional central limit theorem for Harris chains due to Maigret 1978] ; more precisely, we use a slight variant to be found in Niemi and Nummelin 1982] . (These theorems, as indicated above, are obtained by applying martingale invariance principles to the representation (6.1)). We conclude that X n ( ; f) )~ (f)B( ) as n ! 1, where~ 2 (f) = f 2 + 2 (fPg). But Pg = g ? f, from which we immediately obtain 2 (f) =~ 2 (f). 
APPENDIX
Proof of Theorem 3.15. We start by showing that any harmonic function h must be reasonably well-behaved. We note that in order for Ph to be well-de ned, we (implicitly) require that (Pjhj)(x) < 1 for all x 0. In particular, (Pjhj)(0) < 1, which implies that By the niteness guaranteed by (A.1) and the fact that exp(( ? )y) is bounded on bounded intervals, both integrals appearing in (A.2) are necessarily continuous in x. (A.2) implies that h is continuous in x. We therefore conclude, from the fundamental theorem of calculus, that h is continuously di erentiable. By proceeding inductively, we conclude that any (measurable) harmonic function must necessarily be in nitely continuously di erentiable.
Let (y) = minfn 0 : W n 0 or W n yg. We note that jh(W (y)^n )j khk y maxfjh(z)j : 0 z yg on f (y) > ng, whereas (using the \memoryless" structure of the exponential service times) E x jh(W (y) )j =jh(0)jP x fW (y) = 0g (A:3) + P x fW (y) yg Z 1 y jh(z)j e ? (z?y) dz for 0 x y. Since h is continuous, khk y < 1 for all y 0. Furthermore, the integral on the right hand side of (A.3) is nite by (A.1). Since h is harmonic, we therefore conclude that fh(W (y)^n ) : n 0g is a uniformly integrable martingale with respect to (F n : n 0). Hence, it is evident that E x h(W (y) ) = h(x) for 0 x y (see Breiman 1968] , p. 98). Again, using the \memoryless" nature of the exponential service times, we obtain E x h(W (y) ) =h(0)P x fW (y) = 0g (A:4) + P x fW (y) yg Z 1 y h(x) e ? (z?y) dz for 0 x y. But P x fW (y) = 0g = P x fS(~ (y)) 0g and P x fW (y) yg = P x fS(~ (y)) yg, where~ (y)) = minfn 0 : S(n) 0 or S(n) yg. Using the \memoryless" nature of the exponential inter-arrival and service time distributions, we observe that fS(~ (y)^n) : n 0g is a uniformly integrable martingale with respect to (F n : n 0) so that (A:5) E x S(~ (y)) = x:
But E x S(~ (y)) = ? ?1 P x fS(~ (y)) 0g (A:6) + (y + ?1 )P x fS(~ (y)) yg:
