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Abstract The focus of this study is on the relative roles of winds and buoyancy in driving the Nova
Scotia Current (NSC) utilizing detailed hydrographic glider transects along the Halifax Line. We deﬁne
a Hydrographic Wind Index (HWI) using a simplistic two-layer model to represent the NSC and its frontal
system. The HWI is based on local characteristics of the density front extracted from the glider data (e.g.,
frontal slope). The impact of wind-driven isopycnal tilting on the frontal slope is estimated and corrected
for to accurately scale the buoyancy-driven component of the NSC. Observations from independent
current proﬁlers deployed across the NSC conﬁrm that the HWI captures the low-frequency variability
of the NSC. The monthly wind-driven ﬂow is estimated to represent between 1.0% (±0.1%) and 48% (±1%)
of the total alongshore currents, with a yearly mean of about 36% (±1%). We demonstrate that using local
conditions is more appropriate to the study of buoyancy-driven currents ranging over distances on the
order of (100 km), compared to the traditional approach based on upstream conditions. Contrary to the
traditional approach, the HWI is not aﬀected by the advective time lag associated with the downshelf
propagation of the buoyant water coming from the upstream source. However, the HWI approach requires
high-resolution data sets, as errors on the estimates of the buoyancy- and wind-driven ﬂows become large
as the sampling resolution decreases. Despite being data intensive, we argue that the HWI is also applicable
to multisource currents, where upstream conditions are diﬃcult to deﬁne.
1. Introduction
Buoyancy-driven coastal currents generally exist where a large volume of freshwater is discharged into the
ocean (e.g., river estuaries and fjord mouths). The low-density plume grows until it is aﬀected by the Coriolis
force (i.e., Rossby radius of deformation) and veers to the right (left) in the Northern (Southern) Hemisphere
to propagate downshelf (i.e., same direction of propagation as shelf waves). Whether they are generated by
one (i.e., single-source currents) or several (i.e., multisource currents) freshwater sources, buoyancy-driven
coastal currents constitute a key component of shelf dynamics. Buoyancy-driven currents can have a large
impact on the distribution of freshwater, nutrients, sediments, larvae, and pollutants for large distances over
a continental shelf (Lentz, 1995; Vikebø et al., 2005). This is partially due to the high coherency in the along-
shore direction over distances of the order of (100–1,000 km; Brink, 2016a; Dever et al., 2016). In contrast
to the large downshelf impact, the sharp density front associated with buoyancy-driven coastal currents lim-
its cross-shelf exchanges, acting as a barrier between the lower-density plume water and the higher-density
ambient shelf water (Brink, 2016b).
Previous studies have shown that both buoyancy and alongshore wind stress, as well as their interaction,
must be consideredwhen investigating thedrivingmechanismsof a coastally trapped current (Csanady, 1982;
Münchow & Garvine, 1993a, 1993b; Schwing, 1989, 1992a). Whitney and Garvine (2005, hereafter referred
to as WG05) developed an approach that aims at separating and scaling the respective contributions of
winds and buoyancy to the Delaware Coastal Current. WG05’s approach relies on important assumptions
relating the alongshore geostrophic ﬂow of the coastal current to the characteristics of the source of buoy-
ant water (i.e., discharge and density). These upstream conditions are generally easier to determine and
therefore arguably simpliﬁes the analysis of buoyancy-driven coastal currents such as the Delaware Coastal
Current (WG05).
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Figure 1. (a) Map of the region showing Cabot Strait and the Halifax Line, as well as an arrow indicating the
southwestward Nova Scotia Current. Bathymetric contours (blue shading) are shown for the 100-, 200-, 500-, 1 000-,
2,000, and 3,000-m isobaths. The inset (red box) shows the Halifax Line and includes the location of the three ADCPs
deployed across the NSC (T1, T2, and T3), the glider tracks (gray lines), and the coordinate system used to deﬁne
the alongshore and cross-shore components. (b) Data return from the ADCPs (red lines) and the underwater gliders
(black lines). ADCP = acoustic Doppler current proﬁler.
The main goal of this work is to generalize WG05’s approach to broaden the applicability of their analysis of
the Delaware Coastal Current. To do so, we focus on the Nova Scotia Current (NSC), a southwestward coastal
current oﬀ the coast of Nova Scotia, and rely on high-resolution transects collected along the Halifax Line
(HL) using underwater gliders (Dever et al., 2016; Figure 1). Using a simplistic two-layer model to represent
the NSC, we propose to use local characteristics of the density front at the HL to estimate the alongshore
buoyancy-driven ﬂow (i.e., layer densities and frontal slope). The performance of this approach based on
local conditions can be directly assessed using concurrent current measurements collected across the NSC
(see Figure 1). Developing an approach based on local conditions introduces a spatial dependency in the
analysis, as it no longer relies on the characteristics of the buoyant source. The motivation for this spatially
dependent approach is threefold: (1) It allows for the analysis of the spatial variability associated with the key
forcing mechanisms, (2) it takes into account the advective time lag associated with the downshelf propaga-
tion of the buoyant water coming from the upstream source, making the analysis applicable over distances
on the order of (100 km), and (3) it can be applied to both single-source and multisource coastal currents,
for which upstream conditions are diﬃcult to determine.
The data sets used to estimate, validate, and compare our estimates of the buoyancy-driven and wind-driven
currents to WG05’s method are described in section 2. Section 3 introduces the conceptual model and the
approach taken to investigate the roles of buoyancy and surface winds in driving the NSC. The results are
presented in section 4. A discussion and concluding remarks are provided in section 5.
2. Data Sets
2.1. Glider Observations
From June 2011 to September 2014, 62 transects of the Scotian Shelf were completed along the HL using
Teledyne Webb Research Slocum gliders (Figure 1). This data set is substantially described in Dever et al.
(2016); thus, only a summary of its characteristics is provided here. The glider data have an average resolu-
tion of about 0.3 m in the vertical and approximately 850 m in the horizontal, which is much smaller than
the typical width of the NSC (>40 km; Dever et al., 2016). Depending on the spatial coverage of the mission,
it took from 3 to 11 days for a glider to complete a survey of the HL. Pressure, temperature, and conductiv-
ity were measured from 5 m below the surface to 5 m above the bottom or to a maximum depth of 200 m.
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Both salinity andpotential densitywere computedusing theGibbs Seawater toolbox inMATLAB.Glider-based
observationsweregridded following themethodoutlined inDever et al. (2016),which is using ablock average
function with a vertical resolution of 0.5 m and a horizontal resolution of 1 km. Distance from shore was cal-
culated using Devil’s Island as a reference point, which is located in themouth of Halifax Harbor (−63.4572∘W,
44.5824∘N). Among the 62 transects completed, 19 transects were rejected for this study based on criteria
including insuﬃcient cross-shelf coverage, instrument failure, and large diﬀerences between the glider track
and the HL.
2.2. Moored Current Proﬁlers
Velocity measurements were collected using bottom-mounted acoustic Doppler current proﬁlers (ADCPs)
along the HL at stations T1 (110-m water depth), T2 (170 m), and T3 (175 m; see inset in Figure 1a). Currents
were recorded from April 2008 to April 2015, therefore covering the time period sampled by the underwa-
ter gliders. Data gaps in the current velocity time series were caused by either instrument failures or mooring
replacements (Figure 1b). The sampling protocol was identical at all three T-stations: every 30 min, the ADCP
sent 100 pings with a 3-s delay between each ping. The 100 readings were averaged together to produce a
5-min average of the current speed in the conventional Cartesian coordinate system (east right, north up).
Currents were measured at a 4-m vertical resolution, from 10 m oﬀ the bottom to minimum 10 m below the
surface. A signal frequency of 300 KHz was used at T1, while T2 and T3 required a lower frequency of 150 KHz.
Current velocity measurements recorded by bottom-mounted ADCPs were rotated from the eastward and
northward directions into the alongshore and cross-shore directions using an angle of 212∘, measured coun-
terclockwise from east (Dever et al., 2016). This rotation leads to a positive alongshore ﬂow in the downstream
direction (i.e., same direction of propagation as shelf waves) and to a positive cross-shore ﬂow in the oﬀshore
direction (see inset in Figure 1a). To remove the diurnal and semidiurnal tidal signals from the time series, a
ﬁfth-order, low-pass, squared Butterworth ﬁlter was applied to the velocity records. The cutoﬀ frequency was
set to 8.4 × 10−6 Hz (33 hr), at which the power spectral density of the ﬁltered time series is about a third of
the initial time series.
2.3. Alongshore Winds
The alongshore wind speed is extracted from the European Centre for Medium-Range Weather Forecasts
(ECMWF) ERA-interim product that oﬀers a resolution of one eight of a degree (Dee et al., 2011). Similarly to
the current observations, the wind speed is rotated by an angle of 212∘ to obtain the alongshore component
and averaged daily over the grid points located within the NSC. A ﬁfth-order, low-pass, squared Butterworth
ﬁlter with a cutoﬀ period of 72 hr was applied to the time series. ECMWF ERA-Interim alongshore winds are
directly compared to wind measurements completed at a buoy located on the inner Scotian Shelf (C44258).
The comparison shows that the observed wind variability is reasonably well represented by the ECMWF
product (r = 0.92, p < 0.01), although the alongshore wind speed is slightly overestimated by about 17%
of the observed value on average, with a standard deviation of 5%. Due to the frequent data gaps in the
observational time series (about 8% of the total time series), the ECMWF ERA-interim data product is used in
our study.
2.4. Freshwater Discharge
The low-salinity water observed over the inner Scotian Shelf results from the freshwater discharge of the St.
Lawrence River (Dever et al., 2016; Smith & Schwing, 1991). This freshwater exits the St. Lawrence Estuary as
theGaspéCurrent, ﬂows through theGulf of St. Lawrence along the southern slope of the Laurentian Channel,
and exits through Cabot Strait (Urrego-Blanco & Sheng, 2014). Previous estimates of the freshwater outﬂow
at Cabot Strait range from 1.5 to 3.0 × 104 m3/s (El-Sabh, 1977; Ohashi & Sheng, 2013). The freshwater ﬂux
through Cabot Strait is therefore many orders of magnitudes larger than any other Nova Scotian River and
indisputably dominates in this region. The southwestward propagation of salinity anomalies through Cabot
Strait and along the coast of Nova Scotia was previously observed and is estimated to take about 3 months
to reach the HL (Drinkwater et al., 1979). Information on the transport and density of the water discharged
from the Gulf of St. Lawrence onto the Scotian Shelf through Cabot Strait (i.e., the upstream conditions; see
Figure 1) is limited due to a lack of in situmeasurements. To quantify the upstream conditions, this study relies
on model outputs generated by a one-way nested ocean circulation model based on the Princeton Ocean
Model. The numerical model is described and validated in Shan et al. (2016). The model domain used in our
study (submodel L2 in Shan et al., 2016) includes the Gulf of St. Lawrence, Scotian Shelf, and Gulf of Maine,
with a horizontal resolution of 1/16∘ and 40𝜎 layer in the vertical. Numerical simulations covered the years
2011 and2012 and included realistic atmospheric forcing taken from theNorthAmerican Regional Reanalysis.
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Figure 2. Diagram of a buoyancy-driven coastal current. The parameters from equation (2) are indicated on the diagram:
the frontal width L, the frontal depth H, and the average densities of coastal water 𝜌c and ambient shelf water 𝜌a.
The change in frontal width and frontal depth associated with the tilting of the density front under upwelling-favorable
winds are also indicated (equations (13)–(15)). The tilting occurs at the Ekman depth (zEk). The bottom horizontal
displacement ΔLb is estimated based on the fact that the oﬀshore transport in the upper layer (z < −zEk) must be equal
to the onshore transport in the rest of the water column (z>−zEk; hatched regions). The bottom slope 𝛼 is also shown.
More information on the model conﬁguration and validation can be found in Shan et al. (2016). The monthly
averaged outward transport Qr and the averaged density of the outﬂow 𝜌r at Cabot Strait are computed in
the model over 16 grid points.
3. Methods: Two-Layer Conceptual Model
A simplistic conceptual model is used in this study to investigate the relative roles of buoyancy and surface
winds in driving the NSC. This conceptual model is characterized by a two-layer ﬂowwith a quiescent bottom
layer (also known as a one-and-a-half layer ﬂow). The upper layer, formed of coastal water of averaged den-
sity 𝜌c, is separated from the ambient shelf water of averaged density 𝜌a (with 𝜌a >𝜌c) by a sharp density front
(see Figure 2). The density front is bottom trapped and therefore intersects the ocean surface as well as the
bottom (as opposed to surface-trapped fronts; Chapman & Lentz, 1994; Lentz & Helfrich, 2002). The next
few sections detail the approach used to estimate the alongshore wind- and buoyancy-driven ﬂows in this
idealized setup.
3.1. Alongshore Buoyancy-Driven Current
Since the width of the NSC is larger than the Rossby radius of deformation (Dever et al., 2016), scaling
arguments show that the cross-shelf momentum balance is mostly geostrophic (Garvine, 1995; Smith &
Schwing, 1991). Cross-shelf conditions over the Scotian Shelf can be considered as a two-layer system, with
the low-density coastal water sitting on top of the higher-density ambient shelf water (Figure 2). Thermal
wind dynamics are used to estimate the alongshore buoyancy-driven current (Gill, 1982). Assuming that the
lower layer is motionless compared to the upper layer, the alongshore velocity in the upper layer can be
obtained using
Ugeo =
g′
f
dhf
dy
, (1)
where dhf∕dy represents the slope of the interface separating the two layers (i.e., the density front) and g′ is
the reduced gravity deﬁned as g′ = g(𝜌a − 𝜌c)∕𝜌a, where 𝜌c and 𝜌a are the averaged densities of low-density
coastal water and ambient shelf water, respectively (Figure 2).
Assuming a wedge-shaped current, the slope of the front is the ratio of the frontal depth (H) to the frontal
width (L; Figure 2)
Ugeo =
g′H
fL
. (2)
Estimating the alongshore geostrophic current therefore relies on four important parameters: the average
density of the coastal water 𝜌c, the average density of the ambient shelf water 𝜌a, the frontal depthH, and the
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Figure 3. Example of the detection of the density front, based on a transect of potential density completed between 9
and 17 February 2012. (a) The computed oﬀshore density gradient (in kilogram per cubic meter per meter), where
potential density contours are superimposed (black line) along with the location of stations T1, T2, and T3 (dotted line).
(b) The potential density ﬁeld (in kilogram per cubic meter), with the isopycnal selected by the algorithm to describe the
density front (thick red line), as well as the four parameters extracted from the transect (L, H, 𝜌c , and 𝜌a).
frontal width L. To extract these frontal characteristics from adensity transect, the density front separating the
coastal water from the ambient shelf water must ﬁrst be deﬁned. A two-step algorithm was thus developed
to (1) compute the cross-shore density gradient and (2) select the isopycnal experiencing the largest density
gradient in the top 20mof thewater column (see Figure 3). Applying this criterion to the upper water column
improves the reliability of the algorithm, since it guarantees that the density front detected by the algo-
rithm intersects the ocean surface. This precaution prevents the algorithm from selecting other subsurface
density fronts.
The alongshore geostrophic transport can thus be estimated from the product of the alongshore ﬂow
(see equation (2)) and the cross-sectional area of the current:
Qgeo = Ugeo
HL
2
=
g′H2
2f
. (3)
The cross-sectional area of the current is taken as HL∕2 based on the assumption that no horizontal density
gradient exists inshore of the location where the front intersects the bottom (see Figure 2). In other words,
the density variability within a layer is small compared to the density diﬀerence between the two layers,
constraining the geostrophic ﬂow to triangular region formed by H and L.
Both equations (2) and (3) require knowledge about the density ﬁeld and the frontal geometry, which have
proven to be diﬃcult to estimate without the availability of relatively high resolution measurements (e.g.,
glider data). In their studyof theDelawareCurrent,WG05get around this issueby substituting the length scale
L in equation (2) by KRb, where K thus represents the ratio of the across-shore length scale of the current L to
the Rossby radius of deformation Rb =
√
g′H∕f and is sometimes referred to as the Kelvin number (Garvine,
1995). The Kelvin number is scaled for the NSC based on a current’s width of about 35 km and a Rossby radius
estimated at about 8 km (Drinkwater et al., 1979; Loder et al., 2003), yielding K ≈ 4. Using equation (3) to
deﬁne H in equation (2), we obtain
Ugeo =
1
K
(2g′Qgeof )1∕4. (4)
Estimating g′ and Qgeo in equation (4) still requires information on the density and velocity ﬁelds within the
coastal current. WG05 therefore link the geostrophic transport Qgeo and reduced gravity g
′ to the river dis-
charge Qr and reduced gravity of the river g
′
r by assuming that the mixing between river water and ambient
shelf water is the only process taking place. Using g′Qgeo = g
′
rQr , equation (4) becomes
Udis =
1
K
(2g′rQrf )
1∕4, (5)
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where Udis is the alongshore geostrophic current calculated from the river discharge Qr . The reduced gravity
of the river is deﬁned as g′r = g(𝜌a − 𝜌r)∕𝜌a, where 𝜌r is the density of the river water.
In this study, we take advantage of the high spatial resolution of the glider data to directly estimate the along-
shore geostrophic ﬂow from local characteristics (equation (2) and Figure 3). Thismethod is directly compared
toWG05’s approachby computingbothUgeo fromequation (2) andUdis fromequation (5) at theHL. The results
of this comparison are presented in section 4 and discussed in section 5.
3.2. Alongshore Wind-Driven Flow
The barotropic response in alongshore currents to surface winds can be estimated based on the steady state
Ekman theory, where the frictional forces are balanced by the rotational term (Dever, 2017; WG05):
− fVwind =
𝜏sx − 𝜏bx
𝜌0H
(x comp) (6)
fUwind =
𝜏sy − 𝜏by
𝜌0H
(y comp), (7)
where (Uwind, Vwind) are the alongshore and cross-shore depth-averaged barotropic ﬂow driven by winds,
respectively; f is the Coriolis parameter; 𝜏s is the surface wind stress; 𝜏b is the bottom stress; 𝜌0 is a reference
density used under the Boussinesq approximation; and H is the depth of the water column. The analysis of
current measurements at the HL showed that the alongshore currents are approximately 2 orders of magni-
tude larger than the cross-shelf currents (Dever et al., 2016). The left-hand term in equation (7) can thus be
assumed to be small, leading to a balance between the alongshore surface wind stress (𝜏sx) and the along-
shore bottom stress (𝜏bx). This approximation is commonly referred to as the frictionally adjusted ﬂow theory
and was ﬁrst developed in Csanady (1974). In this work, Csanady (1974) deﬁnes an adjustment time scale
(tf ) that estimates the time required for the water column to reach that frictionally adjusted state, which
is deﬁned as
tf =
H
2
√
𝜏sxCDa
𝜌
, (8)
whereCDa is thedepth-averagedequivalent to the traditional bottomdragCD, deﬁnedbyCDa = (8+1∕
√
CD)−2
(Csanady, 1982). Previous results obtained from both observational and modeling studies conducted over
the Scotian Shelf demonstrated that this assumption is valid for waters as deep as 100 m in this region, for
time scales longer than the adjustment time scale (Sandstrom, 1980; Schwing, 1992a, 1992b). Using realistic
wind stress observed over the Scotian Shelf, the adjustment time scale is estimated to be less than 3 days on
average for the NSC, where the water depth is about 100 m. A squared Butterworth ﬁlter with a cutoﬀ period
of 72 hr is therefore used to ﬁlter out variability at higher frequencies in the wind time series (see section 2).
Both surface and bottom stresses are expressed using a quadratic law:
𝜏sx = 𝜌airC10|U10|U10 (9)
𝜏bx = 𝜌0CDa|Uwind|Uwind, (10)
where 𝜌air is the air density (1.2 kg/m
3), C10 is the surface drag coeﬃcient (1.2 × 10−3), and U10 is the along-
shore wind speed at 10 m above the sea surface, 𝜌0 is the reference density (1,025 kg/m
3), and CDa is the
depth-averaged bottom drag coeﬃcient (2.0 × 10−3). By setting 𝜏sx = 𝜏bx , equations (9) and (10) can be
combined to estimate the wind-forced alongshore current:
Uwind =
√
𝜌air
𝜌
C10
CDa
U10, (11)
Uwind is therefore directly proportional to the alongshore wind speed, with a factor of about 0.02. This result
is in agreement with the analysis presented in Sandstrom (1980), where the maximum expected alongshore
currents generated by surface winds scale to approximately 3% of the alongshore wind speed over the inner
Scotian Shelf.
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3.3. Wind-Driven Isopycnal Tilting
Alongshore winds generate a cross-shore Ekman transport, resulting in isopycnal tilting (Figure 2); an
upwelling (downwelling) favorable wind stress will increase (decrease) the width of the current by advecting
thedensity front oﬀshore (onshore) in the upper layer. At thebottom, thedensity frontwill shoal (deepen) due
to the pumping (sinking) of water along the bottom slope. Because the geometry of the front directly—and
only—aﬀects the estimate of Ugeo through equation (2), part of Ugeo is due to the interaction of the den-
sity front with the surface winds. Neglecting wind-driven isopycnal tilting would therefore bias our estimates
toward the buoyancy-driven component and underestimate the role of local winds. It is important to stress
the distinction between the isopycnal titling due to the equilibrium in Ugeo described in equation (2) and the
wind-driven isopycnal tilting that is generated by alongshorewinds. Correcting for the latter provides insights
on what the geostrophic current would be if there was no wind.
Here the impact of alongshore winds on the frontal slope is accounted for by considering the change in
the geometry of the front generated by surface winds using a simplistic conceptual model (ΔH,ΔLs, and
ΔLb in Figure 2). The frontal displacement associated with the alongshore surface winds is balanced by the
time-integrated cross-shore Ekman transport 𝜏sx∕𝜌fzEk and can be estimated if both the original geometry of
the front and the surface wind stress are known. Assuming that isopycnals tilt at the Ekman depth zEk, the
change in the current width at the surface (ΔLs) can be calculated using
ΔLs = −∫
2𝜏sx
𝜌fzEk
dt, (12)
where the frontal displacement at the surface (term on the left-hand side) is balanced by the time-integrated,
depth-averaged, cross-shelf Ekman transport 𝜏sx∕𝜌fzEk (term on the right-hand side). The factor 2 arises from
the assumption of a linear velocity proﬁle throughout the Ekman layer, with a maximum ﬂow at the surface
and no ﬂow at the Ekman depth. Equation (12) is similar to the excursion length previously deﬁned in Fong
et al. (1997). Assuming that the integrand is constant over one time stepΔt, equation (12) can be discretized:
ΔLs = −
∑
i
2𝜏sxi
𝜌fzEk
Δt, (13)
where i is the number of time steps and 𝜏sxi is the alongshore wind stress averaged overΔt at time step i. The
time scaleΔt corresponds to the frictional adjustment timementioned in section 3.2. For mass conservation,
the cross-shore Ekman transport in the surface Ekman layer (z>−zEk) is compensated by an equal transport
in the opposite direction over the lower part of the water column (z < −zEk). The horizontal displacement of
the front at the bottom (ΔLb) can thus be computed using
ΔLb = −
∑
i
2𝜏sxi
𝜌f (Hi−1 − zEk)
Δt, (14)
whereHi−1 is the frontal depth at the previous time step. The change in the frontal depth can thenbededuced
by scalingΔLb with the bottom slope 𝛼 (Figure 2):
ΔH = −ΔLbtan(𝛼) ∼ −𝛼ΔLb , for𝛼 ≪ 1. (15)
In this study, the bottom slope over the inner Scotian Shelf is estimated from topographic data and is set to
𝛼 = 0.03. The Ekman depth (zEk) is chosen to be either 25 m or half of the frontal depth, whichever is the shal-
lowest. This depth corresponds to the averageEkmandepth scaledusing the vertical eddyviscosity parameter
used in the submodel L2 presented in section 2.4 (∼ 3 × 10−3 m2/s; Shan et al., 2016). We identify two lim-
iting cases for the change in frontal width due to isopycnal tilting. The ﬁrst one prevents the density front
from spreading farther than 170 km from shore, which corresponds to the width of the Scotian Shelf at the
HL. This is based on the maximum frontal width measured over the observation period and is justiﬁed by the
fact that other mechanisms come into play when approaching the shelf break, preventing further widening
of the coastal front (e.g., shelf break jet and front; Pickart et al., 1999). The second limiting case is to prevent
an inshore tilting of the front, which is when the density front has a negative slope. Sustained downwelling
winds could theoretically generate a negatively sloped density front, which would lead to convective mixing,
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homogenizing the water column. Once the wind-driven isopycnal tilting is determined, the observed current
geometry at any given time can be corrected to exclude the wind-driven component:
Ucgeo =
g′Hc
fLc
, where
{
Hc = H − ΔH
Lc = L − (ΔLs + ΔLb),
(16)
where the superscript c denotes the corrected estimates. While Ugeo provides an estimation of the
buoyancy-driven ﬂow, Ucgeo estimates the magnitude of the buoyancy-driven ﬂow in the absence of winds.
The diﬀerence between Ugeo and U
c
geo corresponds to the baroclinic ﬂow resulting from the isopycnal tilting
induced by alongshore surface winds. This diﬀerence is reattributed to Uwind to deﬁne U
c
wind using
Ucwind = Uwind + (Ugeo − U
c
geo). (17)
The ﬁrst term in equation (17) therefore corresponds to the wind-driven barotropic ﬂow, while the second
term results from the change in the alongshore velocity due to the wind-driven isopycnal tilting. While this
correction is reattributed to thewind component, it only exists becauseof the interactionbetween thedensity
front and the surface winds.
3.4. Hydrographic Wind Index
We deﬁne a Hydrographic Wind Index (HWI) that represents the ratio of the wind-driven current to the
buoyancy-driven ﬂow within the NSC. Both noncorrected and corrected HWIs are computed using
HWI =
Uwind
Ugeo
(18)
HWIc =
Ucwind
Ucgeo
. (19)
Comparing HWI and HWIc provides valuable information on the role of alongshore winds in modulating the
shapeof the bottom-trappeddensity front. Both the sign and themagnitude are importantwhen interpreting
HWI (and HWIc):
1. If HWI> 1, Uwind dominates and is reinforced by Ugeo, as they both have the same downshelf direction.
2. If 0 < HWI < 1, Ugeo dominates and is reinforced by Uwind, as they both have the same downshelf direction.
3. If −1 < HWI < 0, Ugeo dominates and is slowed down by Uwind, as they act in opposite directions.
4. If HWI < −1, Uwind dominates and is slowed down by Ugeo, as they act in opposite directions. This situation
leads to a ﬂow reversal, which occurs when the coastal current ﬂows upstream (i.e., opposite direction to
shelf wave propagation). Such ﬂow reversals have previously been observed and documented (Münchow
& Garvine, 1993a; Sanders & Garvine, 2001).
3.5. Method Validation
The performance of the HWI approach can be assessed at the HL by comparing the alongshore currents and
transport estimated using equations (2) and (11), with the alongshore currents and transport computed from
the ADCPs deployed at the three T-stations (Figure 1). These ADCPs were ideally located to capture the NSC’s
variability and therefore constitutes an independent data set to directly validate theHWImethod (Dever et al.,
2016; Figure 3).
The buoyancy-driven ﬂow is scaled using the modal values of each parameter observed at the HL in
equation (2). We take g = 9.81 m/s2, 𝜌a = 1, 025.4 kg/m3, 𝜌c = 1, 024.5 kg/m3, H = 87 m, L = 50 km, and
f = 1.02 × 10−4 s−1. The buoyancy-driven ﬂow at the HL therefore scales to
Ugeo = 0.15 ± 0.01 m/s,
where the positive signmeans southwestward and the uncertainty is estimated using the standard deviation
of each parameter and the error propagation formula detailed in Appendix A. The alongshore geostrophic
transport (Qgeo) can be calculated by multiplying the alongshore geostrophic ﬂow by the cross-sectional
area HL∕2:
Qgeo = 0.32 ± 0.01 Sv.
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Figure 4. Comparison between the alongshore ﬂow computed from ADCP observations (UADCP) and obtained when
adding the buoyancy-driven (Ugeo; see equation (2)) and wind-driven (Uwind; see equation (11)) currents obtained from
the conceptual model described in section 3. The dashed line represent the 1:1 line. The correlation coeﬃcient and the
associated p value are indicated. The error associated with each alongshore current estimation from the conceptual
model are indicated with error bars (see Appendix A). ADCP = acoustic Doppler current proﬁler.
The wind-driven ﬂow at the HL is scaled using 𝜌air = 1.2 kg/m3, 𝜌 = 1, 025 kg/m3, C10 = 1.1 × 10−3,
CDa = 2 × 10−2, and U10 = −2.28 m/s (equation (11)). The wind-driven ﬂow at the HL therefore scales to
Uwind = −0.06 m/s,
where the negative sign means northeastward. The corresponding alongshore wind-driven transport is
Qwind = −0.12 ± 0.01 Sv.
The total alongshore transport within the NSC (Qgeo + Qwind) is therefore scaled to 0.20 ± 0.01 Sv, which is
comparable to the modal value of 0.23 Sv obtained based on ADCP current records collected along the HL
(see Dever et al., 2016).
The same ADCP current records can also be used to further evaluate the reliability of the HWI method, by
directly comparing the time series of the total alongshore ﬂow (Uwind + Udis) estimated using equations (11)
and (2), with the average alongshore ﬂow measured by the three ADCPs during each glider deployment
(Figure 4). The two estimates present a high correlation coeﬃcient (r=0.90, p <0.01), with a root-mean-square
value of about 0.03 m/s. It is important to note that correcting for the wind-driven isopycnal tilting will not
aﬀect this result as it only redistributes a portion of Ugeo to Uwind, leaving the sum unchanged.
4. Results
4.1. Frontal Characteristics and Buoyancy-Driven Flow
Thebaroclinic componentof theNSC is predominantly southwestwardwith speeds rangingbetween0.07m/s
in summertime and 0.20m/s during thewinter (Figure 5d). This result agreeswith the current speeds reported
in the literature (Dever et al., 2016; Drinkwater et al., 1979; Smith & Schwing, 1991; Urrego-Blanco & Sheng,
2014). It is interesting to note that this noncorrected Ugeo follows the seasonal cycle of the frontal slope (H∕L;
Figure 5d) but is not in phase with the seasonal cycle of the density gradient (Figure 5c). Despite the reduced
gravity reaching its maximum in the summer and fall, when the density diﬀerence between buoyant coastal
water and ambient shelf water is the largest, the buoyancy-driven ﬂow in summer and fall is the weakest.
This can be explained by the wide and shallow (i.e., ﬂat) density front observed in this season, represent-
ing a stratiﬁed water column. By comparison, the density front is the narrowest and deepest (i.e., steepest)
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Figure 5. Monthly averaged frontal characteristics extracted from density transects along the Halifax Line using the
algorithm described in section 3: (a) the frontal depth H (in meter), (b) the frontal width L (in kilometer), (c) the average
potential density within the buoyant plume (𝜌c , in kilogram per cubic meter), the average potential density of ambient
shelf water (𝜌a , in kilogram per cubic meter), and the value of the corresponding reduced gravity g
′ (in meter per square
second). The error bars showed in these three panels correspond to one standard deviation of the observations.
(d) Resulting Ugeo (solid black line; in meter per second) along with the estimated error (shading; see Appendix A), and
the ratio H∕L (dashed black line).
in the wintertime, leading to the strong buoyancy-driven ﬂow calculated in late winter. This result suggests
that the variability in the steepness of the front (H∕L in equation (2)) modulates the variability in Ugeo, as
opposed to the reduced density g′.
The impact of correcting for thewind-driven isopycnal tilting is examined by comparingUgeo to the corrected
Ucgeo (Figure 6a). Themagnitude ofUgeo increases when corrected for wind-driven isopycnal tilting. This is due
to the fact that monthly averaged alongshore winds are dominantly upwelling-favorable at the HL, therefore
ﬂattening isopycnals and leading to an underestimated Ugeo. The maximum buoyancy-driven ﬂow no longer
occurs in the winter but during the fall. This new seasonal cycle coincides with the time of year when the
reduced gravity is relatively high and the density front starts steepening. The phase shift in the seasonal cycle
from winter to fall therefore suggests that correcting for the wind-driven isopycnal tilting seems to increase
the role of the density gradient in modulating the alongshore buoyancy-driven ﬂow.
Figure 6. Monthly averaged noncorrected (black circles) and corrected (red squares) alongshore buoyancy-driven ﬂow
(a) and wind-driven ﬂow (b) along the Halifax Line. Positive means southwestward. In panel (a), error bars indicate
measurement errors on the computation of the buoyancy-driven ﬂow (see Appendix A). The buoyancy-driven ﬂow Udis
computed using WG05’s approach is also superimposed (dashed line, see equation (5)).
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Figure 7. (a) Monthly averaged, noncorrected (black circles) and corrected (red squares) Hydrographic Wind Index (HWI)
along the Halifax Line. (b) Monthly averaged alongshore transport Q = (Ugeo + Uwind)(HL∕2) within the buoyant plume
(in sverdrup, black circles) is shown along with the transport computed from the three acoustic Doppler current proﬁlers
(dashed line).
The corrected Ucgeo is, in theory, equivalent to the buoyancy-driven ﬂow computed from the river discharge
used inWG05 (Udis; using K = 4 in equation (5)). However, a comparison between the two estimates yields sig-
niﬁcant diﬀerences between them (Figure 6a). Applying WG05’s approach to the NSC fails to reproduce both
the amplitude and the phase of the seasonal cycle of Ucgeo. Additionally, the buoyancy-driven ﬂow derived
from the upstream conditions (Udis) is overestimated for most of the year and peaks about 3 months ear-
lier than Ucgeo (August–September versus November–December). This phase diﬀerence corresponds to the
time lag associated with the downshelf propagation of the pulse of freshwater from Cabot Strait to the HL
estimated in the literature (Dever, 2017; Drinkwater et al., 1979; Smith & Schwing, 1991). This discrepancy illus-
trates the advantages of using local conditions to determine the buoyancy-driven ﬂow at a location far from
the source of buoyant water.
4.2. Isopycnal Tilting and Wind-Driven Flow
As shown in equation (11),Uwind is directly proportional to the alongshore wind speed. Analyzing the noncor-
rectedUwind therefore provides information on the alongshorewind speed. Figure 6b shows that themonthly
averaged alongshore wind stress is mostly upwelling-favorable (i.e., negative or northeastward) at the HL.
The monthly averaged alongshore wind stress exhibits two peaks of similar amplitude throughout the year.
The fall and winter maximum is due to stronger winds, logically increasing the magnitude of the along-
shore component. In summertime, winds tend to be weaker but are oriented in a more upwelling-favorable
direction, also increasing the alongshore component.
Upwelling-favorable monthly winds tend to ﬂatten the density front, leading to an underestimated Ugeo.
Correcting for the isopycnal tilting therefore increases the magnitude of Ugeo (i.e., more positive) and con-
sequently increases the magnitude of Uwind (i.e., more negative; Figure 6b). Although the monthly averaged
wind direction provides information on the sign of the correction on Ugeo (i.e., increase or decrease), no infor-
mation on the amplitude of this correction can be deduced from the averagewind direction and velocity. The
amplitude of the correction for the wind-driven isopycnal tilting is contained in the variability of the wind
stress at time scales close to the adjustment time scale (equation (8)); a larger, rapidly oscillating, wind stress
will not drive the same isopycnal tilting as a constant, weaker, wind stress.
4.3. HWI and Alongshore Transport
The diﬀerence betweenHWI andHWIc provides information on the impact of wind-driven isopycnal tilting on
the alongshore current (Figure 7a). While the isopycnal tilting correction signiﬁcantly aﬀects the magnitude
of Ugeo and Uwind at the HL, it has a limited eﬀect on the ratio of the two quantities, with the total alongshore
ﬂow dominated by the buoyancy-driven component most of the year.
Correcting for the wind-driven isopycnal tilting decreases HWI in every month except for August and
September. The magnitude of the corrected HWIc has two yearly minima, indicating times when the
buoyancy-driven ﬂow modulates the NSC; the ﬁrst local minimum is reached in winter, with HWI = −0.32 in
March, indicating that the buoyancy-driven ﬂow is about 3 times as large as thewind-driven ﬂow. The second
local minimum is reached in the fall (HWI ≈ 0), showing that the buoyancy-driven ﬂow almost entirely drives
the NSC at that time of year. During the rest of the year, the wind-driven component plays a greater role in
driving the NSC and at certain times almost balances the buoyancy-driven term, leading to HWI ≈ −1.
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The alongshore transport Q obtained by summing the buoyancy-driven and wind-driven ﬂows (Q = (Uwind
+ Ugeo) × HL∕2) is compared to the alongshore transport computed from the velocity records collected at
the three T-stations. These two estimates of the alongshore transport are not identical and cover slightly
diﬀerent areas: the former is estimated within the wedge-shaped current, whose dimensions vary with time,
while the latter is computed between ﬁxed locations (i.e., the T-stations). The two transport estimates never-
theless exhibit a similar seasonal cycle, where both the amplitude and phase are in good agreement (r = 0.78,
p <0.01). In both time series, theminimum transport is reached in the summer (∼0.20 Sv), while themaximum
occurs in winter (∼0.60 Sv). The largest discrepancy between the two estimates occurs in the months of
January, February, and March, where the alongshore transport computed between T1 and T3 is consistently
larger than the transport deduced from the HWI approach. A possible explanation for this discrepancy is that
the front outcrops around station T2 at this time of year (see Figures 4 and 6 in Dever et al., 2016). The along-
shore transport-drivenandbuoyancy-driven terms is therefore logically smaller than thealongshore transport
estimated from the ADCPs between T1 and T3. Nevertheless, the generally good agreement between the two
estimates conﬁrms the reliability of the HWI approach in capturing the alongshore transport variability to the
ﬁrst order of accuracy.
5. Discussion and Concluding Remarks
5.1. The HWI in the Context of WG05’s Work
WG05’s deﬁnition for the Wind Index constitutes a powerful tool to evaluate the downstream structure
of a coastal current from a convenient, easily measurable, single variable (i.e., the river discharge).
This approach, however, relies on assumptions that prevent the Wind Index from being generally applicable
to buoyancy-driven coastal currents such as theNSC. First, it assumes that the only process taking place as the
buoyant plume moves downstream is themixing between river water (with density 𝜌r) and ambient shelf water
(WG05). While that might be reasonable over short spatial scales ((10 km)), adjustments need to be made
to the Wind Index approach when considering scales on the order of(100 km) in the alongshore direction,
where many other processes aﬀect the density ﬁeld. The second assumption concerns the cross-shelf length
scale associated with the density front, deﬁned in WG05 as a constant linking the width of the current to the
Rossby radius of deformation (K in equation (5)). As demonstrated in this study, thewidth of the current varies
greatlywith time. A time-dependent cross-shelf length scale (L in equation (3)) is therefore requiredwhen con-
sidering the NSC. Finally, by relying on upstream conditions (Qr and 𝜌r in equation (5)), the time lag associated
with the downshelf propagation of the signal coming from the source of buoyant water to the study region is
not included. This lag can be signiﬁcant (e.g., months) when investigating a buoyancy-driven coastal current
over spatial scales on the order of (100 km) such as the NSC (Dever, 2017; Dever et al., 2016). The method
detailed in this study to estimate theHWI aims at addressing the assumptionmade inWG05 in order to extend
the applicability of the Wind Index approach to the NSC. However, the HWI approach sacriﬁces the elegant
simplicity of WG05’s Wind Index approach and was only made possible by the availability of high-resolution
data collected by underwater gliders. The relationship between data resolution and uncertainties in the HWI
approach is addressed in the following section.
5.2. Data Resolution and Uncertainties in the HWI
The largest source of uncertainty in the HWI lies in the estimation of the frontal characteristics to determine
the alongshore buoyancy-driven ﬂowUgeo (see Appendix A). The uncertainty associatedwith each parameter
in equation (2) is directly linked to the spatial resolution of the data set, which can greatly vary between
data sources.
The mean densities of the coastal and ambient waters (i.e., 𝜌c and 𝜌a, respectively) are averaged over a rela-
tively large region. Their relative uncertainties are therefore at least 2 orders of magnitude smaller than the
ones associated with the frontal dimensions (H and L). The error associated with the frontal depth (𝜎H) origi-
nates from the vertical resolution of the observations, as well as from the horizontal sampling resolution that
allows us to determine the location where the front intersects the bottom. We estimate the latter to be dom-
inant and therefore scale 𝜎H with the error associated with the frontal width (𝜎L), using 𝜎H = 𝛼𝜎L. The relative
error associated with the alongshore buoyancy-driven ﬂow can thus be estimated using (see equation (A1)):
𝜎Ugeo
Ugeo
=
𝜎L
√
𝛼2L2 + H2
HL
, (20)
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Figure 8. Relative error in Ugeo (in percent) as a function of the horizontal uncertainty on the location of the front 𝜎L
and the bottom slope (in percent), determined using the mode of the frontal dimensions measured by the glider in
equation (20) (H = 87 m, L = 50 km). Thick black boxes indicate the range of the error in Ugeo associated with glider
data, a regional model with a grid resolution of 1/16∘ (Shan et al., 2016), and the Atlantic Zone Monitoring Program
(AZMP). In each case, the horizontal uncertainty 𝜎L has been set to half the horizontal resolution.
where 𝜎 values denote the uncertainties. Figure 8 shows an example of the relative error in Ugeo (in percent)
as a function of the bottom slope 𝛼 and the uncertainty on the frontal width L, determined using the mode
of the frontal dimensions at the HL, as measured by the glider (H = 87 m, L = 50 km; see section 3.5).
It demonstrates that the relative error on the alongshore buoyancy-driven ﬂow grows as the horizontal reso-
lution of the data set becomes coarser or as the bottom slope steepens. Over the Scotian Shelf, using glider
data guarantees a fairly low relative error (<10%) due to the high sampling resolution and the relatively gentle
slope. Regional models with a relatively high resolution, such as the one introduced in section 2.4 (Shan et al.,
2016, resolutionof 1/16∘) can alsobeused toobtain a reasonable estimateof the alongshorebuoyancy-driven
ﬂow. Ship-based monitoring programs such as the Atlantic Zone Monitoring Program (Therriault et al., 1998)
have a coarser horizontal resolution, generating uncertainties in the estimation of the buoyancy-driven ﬂow
than can exceed the order ofmagnitudeof the ﬂow itself (Figure 8). This canbeproblematicwhen considering
continental shelves with steeper bottom slopes (>4%; e.g., Oregon Shelf and Norwegian Shelf ), where a high
horizontal resolution is required. This highlights the need for higher-resolution data sets and the potential of
underwater gliders to study coastal dynamics.
A secondary source of uncertainty arises from the time dependency of glider sampling. This is expected to
introduced a degree of uncertainty in the HWI approach when the time it takes for the glider to capture
the entirety of the density front (i.e., the observational time scale) is longer than the adjustment time scale.
In this case, the front could have responded to a change in the alongshore winds before it was entirely
sampled. This is, however, not expected to constitute a major source of uncertainty for two reasons: ﬁrst, the
observational time scale only exceeds the adjustment time scale in the summer months, when the frontal
width (L) is at its largest. Second, the fact that estimates of the buoyancy-driven and wind-driven ﬂow are
averaged monthly over several years is expected to reduce the impact of the uncertainty.
5.3. Concluding Remarks
The availability of independent ADCP currentmeasurements across the NSC provided the opportunity to test
the assumptions on which the HWI relies. The high correlation between the HWI-based and the ADCP-based
alongshore currents (r = 0.90) substantiates the two major assumptions associated with the HWI: (1) Most
of the NSC’s low-frequency variability can be captured by considering the alongshore buoyancy-driven and
wind-driven circulationonly and (2) the frictionally adjusted approximationholds for theNSC. This latter result
concurs with Sandstrom (1980) that concluded that the frictionally adjusted theory could be applied to water
depths up to 100 m over the inner Scotian Shelf, as long as the frictional adjustment time scale was chosen
appropriately.
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TheHWI relies on the knowledge of the local cross-shelf density ﬁeld and is therefore spatially dependent. The
HWI is thus applicable to relatively large systems, such as the NSC, where downstream advective lagsmust be
considered (Dever et al., 2016; Drinkwater et al., 1979). Previous studies relying on the transport and density of
the upstream buoyant outﬂow to estimate the buoyancy-driven ﬂow at a speciﬁc location (e.g., Münchow &
Garvine, 1993a; WG05) neglected this advective lag, therefore limiting the spatial scales over which the anal-
ysis could be applied. Second, this spatial dependency allows the HWI to also be applicable to multisource
buoyancy-driven currents, where the use of upstream conditions is diﬃcult to justify given the presence of
several sources of buoyant water with potentially overlapping plumes. Third, the HWI highlights the impor-
tance of the interaction between the density front associated with the buoyancy-driven coastal current and
the alongshore surface winds. Our conclusions on the potentially large impact of local winds on the along-
shore circulation agrees with Li et al. (2014) that attributes between 10% and 30% of the NSC low-frequency
variability to changes in along-shelf winds, with important consequences on the distribution of freshwater
as far as the Gulf of Maine. Our analysis of the wind-driven isopycnal tilting using a simple conceptual model
also demonstrated that the large impact alongshore winds can have on the vertical density structure.
The HWI aims at scaling the respective contributions of wind and buoyancy to the total alongshore ﬂow
observed over the Scotian Shelf. Such a linear decomposition of the ﬂow is useful to separate the dynami-
cal mechanisms aﬀecting coastal circulation, especially in a context of a changing climate where freshwater
discharges and wind patterns are expected to evolve (Core Writing Team et al., 2007). Improving our under-
standing of the mechanisms driving the variability in shelf dynamics is relevant to many contemporary
oceanographic challenges. In fact, a better understanding of shelf dynamics is key to address both biophysical
(e.g., larvae dispersion or migratory routes; Dever, 2017; Vikebø et al., 2005) and geophysical (e.g., dispersion
of sediment and pollutants) scientiﬁc questions. While this conceptual model can provide a good ﬁrst-order
approximation of the wind-driven cross-shelf circulation, truly separating the impact of surface winds from
freshwater input remains a diﬃcult challenge. The HWI conceptual model fails to describe other wind-driven
circulation patterns such as coastal detachments (Fong & Geyer, 2001), baroclinic instabilities (Brink, 2016b),
and relaxation of the density front in the absence of winds.
Basedon this study,we conclude that theHWI approachpresents key advantages toward abetter understand-
ing of the physical mechanisms forcing a buoyancy-driven coastal current. However, the HWI analysis is data
intensive, since themeasurement error on the buoyancy-driven current grows rapidly as the spatial resolution
of the density ﬁeld decreases. This only conﬁrms the need for high-resolution transects of buoyancy-driven
coastal currents in order to properly study the mechanisms at play. Conducting such surveys in various loca-
tions along the NSC’s path could provide valuable insights into the spatial variability associated with the
main driving mechanisms. Furthermore, comparative studies between diﬀerent coastal currents (e.g., single
source versus multisource) could be conducted using the HWI, for a better understanding of the dynamical
diﬀerences characterizing these coastal systems.
Appendix A: Errors on Udis and Uwind
The error associated with the estimated buoyancy-driven ﬂow (Ugeo), wind-driven ﬂow (Uwind), and their
respective transports are calculated based on the assumption that the variables are independent. It uses the
following general equation for a function F = F(X, Y,…):
𝜎F =
√(
𝜕F
𝜕X
⋅ 𝜎X
)2
+
(
𝜕F
𝜕Y
⋅ 𝜎Y
)2
+ ... (A1)
The error associated with Ugeo (see equation (2)) can thus be expressed as follows:
𝜎Ugeo = |Ugeo| ×
√√√√( 𝜌c
𝜌a − 𝜌c
)2 [(𝜎𝜌a
𝜌a
)2
+
(
𝜎𝜌c
𝜌c
)2]
+
(𝜎H
H
)2
+
(𝜎L
L
)2
. (A2)
The error associated with Uwind (see equation (11)) is expressed as follows:
𝜎Uwind = |Uwind| ×
√√√√ 1
22
[(
𝜎𝜌air
𝜌air
)2
+
(
𝜎𝜌
𝜌
)2
+
(
𝜎C10
C10
)2
+
(
𝜎CD
CD
)2]
+
(
𝜎U10
U10
)2
(A3)
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The error associated with the transport (see equation (3)) can therefore be expressed as follows:
𝜎Q = |Q| ×
√(𝜎H
H
)2
+
(𝜎L
L
)2
+
(𝜎U
U
)2
. (A4)
The error associated with the HWI (see equation (19)) is expressed as follows:
𝜎HWI = |HWI| ×
√(
𝜎Uwind
Uwind
)2
+
(𝜎Ugeo
Ugeo
)2
(A5)
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