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We report a numerical investigation of three dimensional, incompressible, Hall magnetohydrody-
namic turbulence with a relatively strong mean magnetic field. Using helicity decomposition and
cross-bicoherence analysis, we observe that the resonant three–wave coupling is substantial among
ion cyclotron and whistler waves. A detailed study of the degree of non-linearity of these two
populations shows that the ion cyclotron component experiences a transition from weak to strong
wave turbulence going from large to small scales, while the whistler fluctuations display a weak
wave turbulence character for all scales. This non-trivial coexistence of the two regimes with the
two populations of waves gives rise to anomalous anisotropy and scaling properties. The weak and
strong wave turbulence components can be distinguished rather efficiently using spatio-temporal
Fourier transforms. The analysis shows that while resonant triadic interactions survive the highly
non-linear bath of ion cyclotron fluctuations at large scales for which the degree of non-linearity is
low for both populations of waves, whistler waves tend to be killed by the non-linear cross-coupling
at smaller scales where the ion cyclotron component is in the strong wave turbulent regime. Such
situation may have far-reaching implications for the physics of magnetized turbulence in many as-
trophysical and space plasmas where different waves coexist and compete to transfer non-linearly
energy across scales.
PACS numbers: 52.30.Cv, 52.35.Bj, 47.27.Ak, 47.27.ek,
I. INTRODUCTION
A sea of weakly non-linear dispersive waves can ex-
change energy among spatial scales resulting in a highly
turbulent state. Because of the weak non-linear coupling,
the energy transfer takes place mainly via resonant inter-
actions among a set of waves. The resulting behaviour for
a statistically stationary state, far from thermodynamic
equilibrium, bears resemblance to the cascade picture
in three-dimensional (3D) hydrodynamic turbulence: en-
ergy injected at large scale cascades toward smaller scales
where dissipation tranforms it irreversibly into heat. A
fundamental difference with strong hydrodynamic turbu-
lence is that an out-of-equilibrium system made of weakly
interacting waves is free of the closure difficulties and
thus appears to be a solvable problem for which rigorous
analytical predictions can be made in the framework of
the Weak Turbulence Theory (WTT) [1]. WTT was de-
veloped during the sixties with the pioneering works on
gravity waves travelling at the surface of the ocean [2].
Soon after, the theory was applied to plasma physics [3]
and since then, to an increasing number of physical prob-
lems, ranging from quantum [4] to astrophysical scales
[5].
While the idealization described by WTT deals only
with weakly non-linear random waves, in most of real
∗Electronic address: romain.meyrand@lpp.polytechnique.fr
situations strongly non-linear coherent structures coexist
with incoherent weakly non-linear waves. In 3D magne-
tohydrodynamic (MHD) turbulence, because 2D vortices
play a catalytic role for the triadic interactions of Alfve´n
waves, non-linear coherent structures have a strong im-
pact on the weak wave turbulent dynamics [6]. A simi-
lar situation is also encountered in non-equilibrium Bose-
Einstein condensation [7] or in optical turbulence [8]. In
these cases, however, it appears as a consequence of the
inverse cascade of energy. Another possible complication
is that the weak wave turbulent cascade can bring energy
all the way down to the scales where the dominant forces
may change the nature of the waves. This is the case,
for example, at the surface of water where gravity waves
transform at small scale into capillary waves [9] under the
influence of surface tension. Similarly in rotating turbu-
lence, the effect of the Coriolis force which decreases as
a function of scale, may lead to the conversion of iner-
tial waves into highly non-linear fluctuations. Because
of these “real life” effects, experiments often show devia-
tions from the existing predictions and weak wave turbu-
lence is rarely observed in its pure form [10]. However, in
these examples the coherent non-linear structures and/or
the different weak wave fields do not “live” in the same
area of the spectral space which facilitates the analytical
and experimental disentangling of the two components.
In plasmas physics, the situation seems to be differ-
ent because an entire zoo of different waves can effec-
tively coexist at any given scale. The question, then is:
how does these different waves coexist and compete to
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2transfer the energy across scales? In this paper, we ad-
dress this question using a simple archetypal example of
plasma turbulence modelled by the incompressible Hall
MHD equations. In the framework of Hall MHD, the elec-
trons are assumed to be inertia-less and the electric field
is determined by the equation of motion of the electron
fluid. As a result the magnetic field is tied to the elec-
trons (modulo Ohmic losses) and not to the bulk fluid. At
sub-ion scales, this decoupling leads to the emergence of
two circularly polarized waves with opposite polarity, the
so-called whistler and ion cyclotron waves. The kinetic
equations for three-wave interaction processes describing
the non-linear dynamics of weak wave Hall MHD turbu-
lence were derived in the general case, ie. including the
non-linear interactions between different types of waves.
The exact power law solutions were also derived analyti-
cally [11] but only in the simplified case where the inter-
actions between the ion cyclotron and whistler waves are
negligible. The aim of the article is to study in detail, to
what extent this assumption is justified.
In section II we describe the incompressible Hall MHD
approximation and present the associated equations. We
discuss the relevance of this appealing model in the con-
text of magnetized plasma turbulence but also its limi-
tations.
Section III contains a tutorial on weak wave incompress-
ible Hall MHD turbulence, a necessary background to
what will follow. To avoid obscuring the physics with
the complexity of the WWT formalism we provide an
heuristic description able to recover the essential physics
underlying the rigorous analytical prediction. In this sec-
tion we introduce the generalized Elsa¨sser variables and
the complex helical decomposition which will be used ex-
tensively thereafter.
In section IV we derive new analytical relationships at the
level of the kinematics which allow to understand some
numerical results which are presented subsequently. We
show in particular that the velocity and magnetic field
fluctuations spectra of same polarity are automatically
linked. This section is rather technical and an impatient
reader can skim through it without losing the essence of
the article.
Section V constitutes the core of the article. We present
results from high resolution 3D direct numerical simula-
tions. We show especially that the ion cyclotron waves
experience a transition from weak to strong wave turbu-
lence going from large to small scales, while the whistler
fluctuations display a weak wave turbulence character
for all scales. This generates anomalous anisotropy and
scaling properties. Those results raise fundamental ques-
tions about the applicability of WTT in the context of
Hall MHD. Note that in the present study, we consider
only sub-ion scales. Therefore large scales do not refer to
MHD scales in this article.
Section VI is dedicated to this latter issue. Using higher-
order polyspectra techniques we show two fundamental
results. First, resonant triadic interactions survive the
highly non-linear bath of ion cyclotron fluctuations. Sec-
ond, three–wave coupling is substantial among ion cy-
clotron and whistler waves.
In section VII we focus on the properties of the space-
time Fourier spectrum. This study allows us to show
that if resonant triadic interactions are at work at large
scales for which both whistler and ion cyclotron fluctua-
tions are weakly non-linear, whistlers are killed by local
cross-coupling with strongly non-linear ion cyclotron fluc-
tuations at smaller scales.
Section VII is devoted to summarising this and other
findings and to discussing their implications.
II. INCOMPRESSIBLE HALL MHD
Hall MHD is a theoretical paradigm which captures
both the MHD behaviour at long wavelengths and some
of the kinetic effects that become important at small
scales due to the decoupling between the electron and
ion flows. This can be done by keeping the Hall current
term in the ideal Ohm’s law (in SI unit):
E+ u×B− j×B
ne
− ∇pe
ne
= 0, (1)
where E is the electric field, u the bulk velocity, j the
electric current, B the magnetic field, n the electron
density, e the magnitude of the electron charge and pe
the electron pressure. The Hall term becomes dominant
at length scales smaller than the ion inertial length di
(di ≡ c/ωpi with c being the speed of light and ωpi being
the ion plasma frequency) and time scales of the order
of, or shorter than, the ion cyclotron period ω−1ci .
The linear dispersion relation of the Hall MHD can
be recovered exactly from the full kinetic dispersion re-
lation in the limit of Ti  Te, vthi  ω/|k‖|  vthe and
ω  ωci [12, 13], with Ti,e and vthi,the respectively the
ion/electron temperature and thermal speed. The cold
ions assumption permits a finite ion inertial length with
a vanishing ion Larmor radius ρi (ρi ≡ vthi/ωpi). Thus,
Hall MHD keeps finite frequency effects, while neglect-
ing finite Larmor radius effects. The second approxima-
tion ensures that the ions and the electrons are respec-
tively cold and hot enough to not be subjected to Landau
damping, while the third approximation corresponds to
neglect the ion cyclotron resonance. If the approximation
k‖  k⊥ is further considered then Hall MHD can be de-
rived from the cold ion limit of gyrokinetics [14]. Note,
however, that for k‖ not small compared to k⊥, the gy-
rokinetics is not valid, while Hall MHD continues to de-
scribe the cold-ion limit correctly capturing in particular
the whistler branch of the dispersion relation [14, 15].
In other words, Hall MHD is a valid approximation at
the condition that the parameter regime considered is
such that it is rigorously justified to completely ignore
collisionless damping and finite Larmor radius effect. If
taken literally, these restrictive ordering excludes de facto
many plasmas of interest. Examples of plasmas where it
may hold are cold and dense regions of protoplanetary
3discs [16], crusts of neutron stars [17] or some plasma
research devices like the The Madison Plasma Dynamo
experiment [18] or the Wisconsin Plasma Astrophysics
Laboratory [19]. However, one may legitimately expect
that the plasma behaviour captured by Hall MHD will
qualitatively hold beyond its rigorous limits of applicabil-
ity. MHD is a notorious example of a description known
to work rather well far outside its strict limits of validity
as is it often the case with many other simplified plasma
models [20, 21].
In the context of solar wind turbulence the cold ions
limit has been fingered as an important limitation of Hall
MHD because spurious undamped wave modes appear
when the ions temperature is finite [22] and because the
spectral break and the associated change in the nature of
the turbulent cascade in Hall MHD turbulence may ap-
pear at the wrong scale (di instead of ρi) [14]. Concerning
the first argument, it is important to recall two points.
First, robust Kolmogorov-like power-law spectra of com-
pressible fluctuations in the inertial range of solar wind
turbulence are frequently observed [23, 24] even though
Landau damping of such fluctuations should be notice-
able at these scales [14]. The same phenomenon has been
observed at sub-ion scales [25, 26] and in some kinetic
simulations [27]. These observations show that collision-
less damping rates derived from linear kinetic theory are
not applicable in a turbulent plasma. Second, because of
the anisotropy, the (linearly damped) compressive per-
turbations have a tendency to be passively mixed by the
undamped Alfve´nic turbulence [28]. Consequently even
if the linear kinetic theory was applicable to plasma tur-
bulence, the existence of certain (undamped) wave modes
in Hall MHD that are linearly damped in a weakly colli-
sional plasma would not necessarily affect the non-linear
dynamics. Concerning the second argument, in situ mea-
surements of magnetic fluctuations in the solar wind show
that the spectral break at ion kinetic scales occurs either
at di or ρi depending of the value of βi [29] showing that
different physical processes are at work and that it is dif-
ficult to lock up this complex phenomenon in a complete
and exclusive theory. More generally, if one considers
that the salient feature of plasma turbulence is a flux
of invariants through scales rather than thermodynamic
potentials like temperature, it might appear that a fluid
model like Hall MHD can provide useful insights in the
study of plasma turbulence without bringing in the full
complexity of the kinetic theory.
The (inviscid and ideal) incompressible 3D Hall MHD
equations can be obtained from incompressible MHD
if one introduces the generalized Ohm’s law (1) into
Maxwell-Faraday’s equation and by assuming that the
electron pressure pe is a scalar (this can be justified in
the collisional limit or in the isothermal electron fluid
approximation [14]). It gives:
∇ · u = 0, ∇ · b = 0, (2)
∂u
∂t
+ u · ∇u = −∇P∗ + b0 · ∇b+ b · ∇b, (3)
∂b
∂t
+ u · ∇b = (b0 · ∇)(u− di∇× b) + b · ∇u
−di∇× [(∇× b)× b] , (4)
where P∗ is the total pressure, b is the magnetic field
normalized to a velocity (b = B/
√
µ0nmi, with mi the
ion mass) and b0 is a uniform normalized magnetic field.
The assumption of incompressibility allows dropping of
the sonic wave which is thought to be less relevant due to
its damping by kinetic effects [30], while describing accu-
rately the two remaining dispersive branches of compress-
ible Hall MHD at finite β values [31]. Note that equation
(4) in the limit kdi  1 and k⊥  k‖ is mathemat-
ically similar to the electron reduced MHD (ERMHD)
equations to within a constant coefficient probably not
essential for qualitative models of turbulence [14]. Thus,
incompressible Hall MHD is useful for understanding ki-
netic Alfve´n wave cascade too. This point is non-trivial
and remarkable in that the latter is indeed fundamentally
linked to the compressible nature of the ion flow.
III. HEURISTIC DESCRIPTION OF HALL
MHD WTT
The study of weak wave turbulence in Hall MHD is
a difficult task requiring great analytical efforts. For-
tunately it is possible to derive a generalized heuristic
description able to recover the essential physics underly-
ing the rigorous analytical prediction of WTT [11]. The
first step is to introduce the generalized Elsa¨sser variables
adapted to Hall MHD. To do so, it turns out that it is
necessary to use a complex helical decomposition. Such
decomposition provides a compact description of the dy-
namics and allows diagonalization of the system dealing
with circularly polarized waves. This approach was used
to study the dynamics of helicity, inertial, whistler or
magnetostrophic waves to cite only few examples [32–37].
The helicity decomposition is non other than a decom-
position into right-handed and left-handed polarization
states of plane waves. At the linear level it is an elegant
tool to derive the wave properties like the dispersion re-
lation. At the non-linear level, it provides a powerful
method to tackle WTT problems, where the use of such
a decomposition is necessary for the correct derivation of
the asymptotic equations by the Eulerian methods [11].
It is worth pointing out that the advantages of the heli-
cal decomposition transcend the analytical aspects, as it
gives a more physically intuitive description of the prob-
lem enabling headway that would otherwise be probably
too difficult to do.
4A. Helicity basis
The complex helicity decomposition is defined by:
hΛ(k) ≡ hΛk = eˆθ + iΛeˆΦ, (5)
where i2 = −1,
eˆθ = eˆΦ × eˆk, eˆΦ =
eˆ‖ × eˆk
|eˆ‖ × eˆk| , (6)
and therefore |eˆθ| = |eˆΦ| = 1. In these relations, the wave
vector k = keˆk = k⊥ + k‖eˆ‖ (with k = |k|, k⊥ = |k⊥|,
|eˆk| = 1, eˆ‖ being the direction along b0). Λ is called
the wave polarization and takes the values ±. We note
in passing that (eˆk,h
+
k ,h
−
k ) forms a complex basis with
the following properties:
h−Λk = h
Λ
−k, (7)
eˆk × hΛk = −iΛhΛk , (8)
k · hΛk = 0 , (9)
hΛk · hΛ
′
k = 2δ−Λ′Λ. (10)
With this decomposition we see that the incompressibil-
ity conditions (2) are automatically satisfied. The Fourier
transform of the original vectors u(x) and b(x) can be
projected on the helicity basis; we write:
uˆ(k) =
∑
Λ
UΛ(k)hΛk , (11)
bˆ(k) =
∑
Λ
BΛ(k)hΛk . (12)
B. Eigenvectors and eigenmodes
The introduction of (11)–(12) into the Fourier trans-
form of (3)–(4) gives after the projection on hΛ−k and
linearisation:
∂tUΛ − ib0k‖BΛ = 0, (13)
∂tBΛ − ib0k‖UΛ + iΛdib0k‖kBΛ = 0. (14)
To derive the dispersion relation, we introduce the gen-
eralized Elsa¨sser fields (the eigenvectors):
ZsΛ = UΛ + ξsΛBΛ, (15)
with s = ± and
ξsΛ(k) = ξ
s
Λ = −
sdik
2
(
sΛ +
√
1 +
4
d2i k
2
)
. (16)
Then, we obtain:
∂tZsΛ = −iωsΛZsΛ, (17)
with the dispersion relation:
ωsΛ = −b0k‖ξsΛ. (18)
Incompressible Hall MHD supports R and L circularly
polarized waves which correspond to (oblique) whistler
and ion-cyclotron waves respectively. We can easily check
that in the small-scale limit (kdi → +∞), we have ξsΛ →
−s dik for whistler waves (Λ = s), and ξsΛ → −s/(dik)
for ion-cyclotron waves (Λ = −s). In the large-scale limit
(kdi → 0), we find ξsΛ → −s and we recover the classical
Elsa¨sser variables used in standard MHD.
C. Anisotropic Iroshnikov-Kraichnan spectrum of
Hall MHD turbulence
The anisotropic heuristic theory of Hall MHD WTT is
given in [11]. We will recall here the main steps of the
derivation. The non-linear time built on the generalized
Elsa¨sser variables can be written as:
τnl ∼ (k⊥ZsΛ)−1. (19)
Note here that ZsΛ has a dimension of a velocity, in other
words, it is not taken in Fourier space as it was introduced
in Section III B. The period of Hall MHD waves τω is
given by
τω ∼ (ωsΛ)−1 = −(b0k‖ξsΛ)−1. (20)
The characteristic transfer time of energy τtr can, as
far as dimensional analysis is concerned, be an arbitrary
function of these 8 different times. Additional physical
assumptions are therefore necessary to fix the scaling. In
weak wave turbulence we have the inequality τω  τnl
and many stochastic collisions are necessary to modify
significantly a wave packet. If we assume that the cumu-
lative perturbation evolves as a random walk, the transfer
time becomes [38, 39]
τtr ∼ τ2nl/τw. (21)
If we now assume a stationary state for which the mean
rate of energy dissipation per unit mass  is independant
of the scale we obtain
 ∼ E
τtr
∼ E(k⊥, k‖)k⊥k‖
τtr
∼ E(k⊥, k‖)k
3
⊥ZsΛ2
−B0ξsΛ
, (22)
which gives after some algebra
E(k⊥, k‖) ∼
√
B0k
−2
⊥ k
−1/2
‖ (1 + k
2
⊥d
2
i )
−1/4. (23)
We recover, in the small scale limit (k⊥di  1), the ex-
pected scaling law for whistler as well as ion cyclotron
wave turbulence E(k⊥, k‖) ∼ k−5/2⊥ k−1/2‖ and, in the
large scale limit (k⊥di  1), the Alfve´n wave turbulence
scaling law in E(k⊥, k‖) ∼ k−2⊥ . In the latter case the
parallel wavenumber is a mute variable because of the
dynamical decoupling of parallel planes in Fourier space
[40]. This prediction is given for the total energy, how-
ever, because in the small scale limit we have:
ξ−ss
2 → 1
k2d2i
(L− polarity), (24)
5and
ξss
2 → k2d2i (R− polarity), (25)
we can easily understand from equations (15) that either
the magnetic or the velocity field will dominate in equa-
tion (23) depending on which waves one considers. Re-
calling that the magnetic field is tied in the electron flow,
whereas the bulk velocity is carried by the heavy ions, one
can understand that the emergence of the two circularly
polarized waves with opposite polarity, is fundamentally
linked to the microscopic scales with the opposite elec-
tric charge of the two species. These properties, which
appear naturally if one projects the equations on a heli-
cal complex basis is completely hidden otherwise because
Hall MHD is by construction a mono-fluid model.
IV. KINEMATICS
A. Wave fluctuations
In order to define the kinematics for the total energy of
the 3D incompressible Hall MHD, we use, for symmetry
reasons, the renormalized field asΛ defined by:
ZsΛ = (ξsΛ − ξ−sΛ )asΛe−iω
s
Λt. (26)
We shall define statistical quantities by introducing the
ensemble average denoted 〈· · ·〉. In practice for direct
numerical simulations, we will use the ergodicity assump-
tion and substitute it to a space integration (i.e. turbu-
lence is homogeneous). We define:
Eu(k) ≡
∑
Λ
〈UΛ(k)U∗Λ(k)〉 , (27)
and
Eb(k) ≡
∑
Λ
〈BΛ(k)B∗Λ(k)〉 , (28)
the kinetic and magnetic energy spectra respectively.
The use of expressions (15) and (26) leads to:〈|UΛ|2〉 = ξ−Λ 2 〈|a+Λ |2〉+ ξ+Λ 2 〈|a−Λ |2〉 (29)
−
〈
a+Λa
−
Λ
∗
ei(ω
+
Λ−ω−Λ )t
〉
−
〈
a−Λa
+
Λ
∗
ei(ω
−
Λ−ω+Λ )t
〉
,
and〈|BΛ|2〉 = 〈|a+Λ |2〉+ 〈|a−Λ |2〉 (30)
+
〈
a+Λa
−
Λ
∗
ei(ω
+
Λ−ω−Λ )t
〉
+
〈
a−Λa
+
Λ
∗
ei(ω
−
Λ−ω+Λ )t
〉
.
Note that the Hermitian symmetry property of real-
valued quantity (conjugate symmetry) is used for the
term in the right hand side. Then, the total energy spec-
trum becomes:
Eu(k) + Eb(k) = (ξ−+
2
+ 1)
〈|a++|2〉 (31)
+(ξ+−
2
+ 1)
〈|a−−|2〉 + (ξ++2 + 1) 〈|a−+|2〉
+ (ξ−−
2
+ 1)
〈|a+−|2〉 .
These results lead us to define the left and right polarized
kinetic and magnetic energies as:
EuL(k) ≡ ξ++2
〈|a−+|2〉+ ξ−−2 〈|a+−|2〉 , (32)
EuR(k) ≡ ξ−+2
〈|a++|2〉+ ξ+−2 〈|a−−|2〉 , (33)
EbL(k) ≡
〈|a−+|2〉+ 〈|a+−|2〉 , (34)
EbR(k) ≡
〈|a++|2〉+ 〈|a−|2〉 . (35)
These definitions provide two important relationships at
the level of kinematics:
EuL(k) = ξ
+
+
2
EbL(k) = ξ
−
−
2
EbL(k), (36)
and
EbR(k) = ξ
−
+
2
EuR(k) = ξ
+
−
2
EuR(k). (37)
Expressions (36) and (37) tell us that in the small scale
limit kdi  1 the dynamics is mainly driven by the ve-
locity field for the L fluctuations and by the magnetic
field for the R fluctuations. Knowing EuL(k) or E
b
R(k)
automatically gives the form of the spectra for the cor-
responding fluctuations with the same type of polarity,
the latter being driven by the former. Remarkably this
scenario is also applicable in the isotropic case as shown
in [41], for which the concept of polarization was gener-
alized.
B. Two-dimensional state
In the different relationships derived above, terms of
mixed polarities (∝ ei(ωsΛ−ω−sΛ )t) appear. This type of
contribution is expected to be weaker than the others
(pure real terms) because the presence of a mean mag-
netic field leads dynamically to the separation between
the time-scales of amplitudes and phases with, thus, a
tendency to a phase mixing. It is in the weak turbulence
limit that the phase mixing is the strongest: in this case
these contributions tend asymptotically to zero. The sit-
uation is, however, different for the two-dimensional state
which corresponds by definition to k‖ = 0. For this state
we may simplify the terms of the mixed polarities because
we have ωsΛ = 0. The phase mixing does not operate at
all and a significant contribution to the kinematics of the
mixed polarity terms may be expected.
V. SPECTRAL PROPERTIES: ANISOTROPY,
SCALING, TRANSFER AND FLUX
A. Simulation setup
We solve the incompressible Hall MHD equations in a
periodic, rectangular domain with aspect ratio L2⊥ × L‖
using the TURBO code [42], in which we have imple-
mented the Hall term. A series of benchmarks includ-
ing those against exact non-linear solutions [43] of the
6Run N⊥ N‖ ν3 η3
I Hall MHD 768 512 5× 10−13 2× 10−11
II Hall MHD 768 256 1.7× 10−3 2× 10−11
III Hall MHD 128 64 1.7× 10−9 6.4× 10−9
IV Hall MHD 256 128 7.6× 10−11 4.5× 10−10
V EMHD 256 128 ∅ 4.5× 10−10
TABLE I: Summary of the simulations parameters.
Hall MHD equations are presented in [44]. We set
L⊥ = L‖ = 2pi , di = 0.5 and b0 = 25. A 3D pseudospec-
tral algorithm is used to perform the spatial discretiza-
tion on a grid with a resolution of N2⊥ ×N‖ mesh points
(see Table I). The time step is computed automatically
by a Courant-Friedricks-Lewey CFL = 0.3 criterion and
the time advancement is based on a modified Williamson,
four-step, third-order low storage Runge- Kutta method
[45]. To save on computational costs, we have reduced
the field-parallel numerical resolution with N⊥ > N‖.
This is appropriate since the energy cascade proceeds
much faster in the field-perpendicular direction, result-
ing in an anisotropy in k-space such that the energy at
large k‖ is reduced.
The initial state consists of isotropic magnetic and ve-
locity field fluctuations with random phases such that
the total cross-helicity Hc = 〈u · b〉, as well as the to-
tal magnetic helicity Hm = 〈a · b〉 and kinetic helicity
Hk = 〈u · ∇ × u〉 are zero (〈· · ·〉 denotes a volume aver-
age). The initial kinetic and magnetic energies are equal
to 1/2 and localized at the largest scales of the system
(wave numbers |k|di ∈ [1, 2] are initially excited).
For the purposes of this study we have developed a heli-
cal forcing. The turbulence is driven at the largest scales
with a forcing local in Fourier space. It acts on all the
modes within the shell sf defined by |k|di ∈ [1.25, 1.75].
In practice, the kinetic fˆu and magnetic fˆb forces have the
form
fˆu(k) =
∑
Λ
αΛ(k)UΛ(k)hΛk , (38)
fˆb(k) =
∑
Λ
βΛ(k)BΛ(k)hΛk . (39)
The parameters αΛ(k) and βΛ(k) are given by
αΛ(k) =
εuΛ
EuΛ(k)N
2
f
, (40)
βΛ(k) =
εbΛ
EbΛ(k)N
2
f
, (41)
where 2EuΛ(k) = |UΛ(k)|2, 2EbΛ(k) = |BΛ(k)|2 and Nf
is the number of forced modes. This choice ensures
that each of the Nf forced modes is submitted to a
forcing mechanism that injects kinetic and magnetic en-
ergy at the constant rates
∑
Λ ε
u
Λ and
∑
Λ ε
b
Λ. We fix
εu+ = ε
u
− = ε
b
+ = ε
b
− = 0.025 which enforces the ki-
netic helicity and magnetic helicity injection rates to be
FIG. 1: Transverse wave number dependence of the
time ratios χuL (top) and χ
b
R (bottom) for different
values of k‖ at t ∼ 90ωci (Run I). The horizontal line
marks the demarcation between weak (below) and
strong (above) wave turbulence.
zero. Remarkably this choice turns out to impose a cross-
helicity level close to zero. Note that in the momentum
equation (3), the kinetic forcing fu, whatever its precise
form, can always be considered as divergence free since
the pressure will enforce the incompressibility of the ve-
locity field by eliminating any ∇ · fu contribution of the
force. On the other hand, fb must always be divergence
free as a consistency condition for the magnetic field.
This latter condition is automatically satisfied by the he-
lical nature of the forcing. Importantly, since the forces
are proportional to the fields, the characteristic time of
the forces will tend to be equal to that of the intrin-
sic characteristic time of the large scale eddies (corre-
sponding to modes within the shell sf ). With such a
forcing we therefore do not introduce any artificial and
potentially dynamically disturbing characteristic times.
Furthermore, since the α’s and β’s parameters are real,
the forcing method presented here does not influence the
phases of the fields, which ensures that no change is made
in the type of turbulent structures present.
The system is evolved until a stationary state is
reached for both the velocity and the magnetic fields,
which is confirmed by observing the time evolution of the
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FIG. 2: (a): Transverse velocity spectra of the L-fluctuations (red) and R-fluctuations (blue) (Run I). The grey
column corresponds to the forcing scales and the inserts shows L and R compensated spectra. (b): Same as Fig.
2(a) but for the magnetic L (red) and R (blue) fluctuations spectra.
total energy as well as the dissipation rate of total energy
of the fluctuations (not shown). Note that, in order to
achieve a stationary state, it is necessary to remove the
amount of ideal invariants that may be injected to the
system by the forcing mechanism. In order to achieve
this, we used kinetic hyper-dissipation ν3∆
3 and mag-
netic hyper-diffusivity η3∆
3. When the stationary state
is reached, the kinetic and magnetic energy fluxes relax to
a level constrained by the kinetic hyper-dissipation and
magnetic hyper-diffusivity respectively.
As shown in Table I, we conducted a number of runs
to investigate various aspects of 3D incompressible Hall
MHD turbulence.
B. Domain of validity of WTT
WTT deals with asymptotic developments which are
based on a time scale separation, with a non-linear time
assumed to be much larger than the wave period. Conse-
quently, a necessary condition for the existence of weak
turbulence is that the ratio between non-linear and linear
time-scales is small compare to one. We shall therefore
evaluate the turbulence regime by considering the differ-
ent time-scales of the problem. In Hall MHD because
two waves with two different dispersion relations exist at
sub-ion scales, it is necessary to define two different non-
linear time-scales. Because the left handed ion cyclotron
waves are associated with the velocity field (see discus-
sion in Section III C) we may define the corresponding
left handed non-linear time-scale from the momentum
equation (3) as τLnl ∼ 1/(k⊥uL). A contrario because
the right handed whistler waves are associated with the
magnetic field, we may define the right handed non-linear
time-scale from the Maxwell-Faraday’s equation (4) as
τRnl ∼ 1/(dik2⊥bR). Therefore, the asymptotic condition
τtr  τw of WTT implies that the following two relations
are fulfilled simultaneously:
χuL =
τci
τLnl
∼ dik
2
⊥uL
k‖b0
 1,
χbR =
τw
τRnl
∼ k⊥bR
k‖b0
 1.
(42)
It is clear from these two equations that the WTT is
not uniformly valid in all of k-space and that its range
of applicability can be different for L and R turbulent
fluctuations. If one substitutes the WTT predictions for
the kinetic and magnetic energy spectra in (42), we can
estimate the k⊥ dependence of χuL and χ
b
R. It gives,{
χuL ∝ k5/4⊥ ,
χbR ∝ k1/4⊥ .
(43)
This means that the degree of non-linearity of left handed
ion cyclotron fluctuations increases much more rapidly
than the degree of non-linearity of right handed whistler
fluctuations. This situation has a profound impact on
the turbulent dynamics as we will see below.
The plots of χuL and χ
b
R corresponding to Run I are
given in Fig. 1 for different values of k‖. For this eval-
uation, uL and bR are respectively defined as bR =√
2k‖k⊥EbR(k‖, k⊥) and uL =
√
2k‖k⊥EuL(k‖, k⊥). The
axisymmetric bi-dimensional magnetic and kinetic spec-
tra Eb,u(k‖, k⊥) are linked to the magnetic and kinetic
energies Eb,u of the system through the relation Eb,u =∫∫
Eb,u(k‖, k⊥)dk⊥dk‖. We clearly see that the R fluc-
tuations belong to the weak turbulence regime for all
k⊥ and k‖ > 0. For the L fluctuations the situation is
radically different. There exists a critical scale around
k⊥di ∼ 6 beyond which the weak turbulence cascade
8FIG. 3: Iso-contours (in logarithmic scale) of the bi-dimensional L velocity energy spectrum EuL(k⊥, k‖) (left) and R
magnetic energy spectrum EbR(k⊥, k‖) (right) corresponding to Run I (top) and II (bottom).
drives itself into a state which no longer satisfies the
premise on which the theory is based. Note that a similar
situation is excepted in Alfve´n wave turbulence and has
been observed in direct numerical simulations [46]. If it
is true that some L modes belong to the weak turbulence
regime for all k⊥ (those for which k‖ > 64), they actually
do not contribute significantly to the dynamics because
they are energetically sub-dominant by several orders of
magnitude.
The present numerical simulation consists therefore
in a non-trivial superposition of mainly highly non-
linear ion cyclotron modes and weakly non-linear whistler
waves. This situation may seem peculiar and anecdotal
corresponding to a very specific parameter regime. One
may think for example that by increasing the strength of
the mean magnetic field and/or by diminishing the ampli-
tude of the forcing one may reach a pure weak turbulence
regime for both L and R fluctuations. But the situation
proves to be more subtle because the linear term for the
velocity field (mainly L fluctuations) involves the mag-
netic field (mainly R fluctuations) (see equation (3)). As
one increases the strength of the mean magnetic field b0,
the R energy cascade weakens while a contrario the L
energy cascade, which is always less weak (see equations
(43)), intensifies accordingly as the total energy injection
rate is constant (see discussion in section V D). Thereby,
the relative importance of the linear term with respect
to the non-linear term in the momentum equation (3) is
not proportional to b0. The superposition of highly non-
linear ion cyclotron modes and weakly non-linear whistler
waves appears therefore to be a standard situation in Hall
MHD turbulence. This ascertainment raises fundamental
questions about the applicability of WTT to Hall MHD.
The first step to address this question is to verify if some
of the Hall MHD WTT predictions can be recovered from
these numerical experiments.
C. Properties of the energy spectra
Figure 2 displays the one-dimensional axisymmetric
transverse velocity and magnetic spectra (an integration
over a cylinder whose axis of symmetry is b0 is made)
for the L and R fluctuations corresponding to Run I at
time t ∼ 90ωci for which the simulation is statistical sta-
tionary. As predicted by the kinematics, there is a ξ−sΛ
2
of difference between the spectra of same polarity. Con-
sequently the magnetic energy is dominated by R fluc-
tuations whereas the kinetic energy is dominated by L
fluctuations. The velocity field follows a Kolmogorovian
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FIG. 4: Amplitude of vorticity (left) and current density (right) fluctuations in a field-perpendicular (top) and
field-parallel (bottom) cross section of the simulation domain (Run I). Clearly the anisotropy is stronger for the
current density than the vorticity fluctuations. The width of the snapshots is equal to 2× di and the height to 1× di.
spectrum in k
−5/3
⊥ while the magnetic spectrum presents
a knee around k⊥di ∼ 10 with a change in slope go-
ing from approximately k−2.8⊥ to the WTT prediction in
k
−5/2
⊥ .
Figure 3 (top-left) displays the iso-contours of the bidi-
mensional L–kinetic energy spectrum EuL(k⊥, k‖) corre-
sponding to Run I. At large-scale (k < 50) the iso-
contours are elongated along the k⊥ direction which can
be interpreted as a direct consequence of the weak ion-
cyclotron wave dynamics. At smaller scales, one can ob-
serve a progressive stretching of the iso-contours in the
k‖ direction which is due to the transition toward strong
ion-cyclotron wave turbulence as expected from the spec-
tral properties of the χuL parameter (see Fig. 1). Figure
3 (top-right) displays the iso-contours of the bidimen-
sional R–magnetic EbR(k⊥, k‖) energy spectrum for the
same simulation. Interestingly, one can observe the pres-
ence of two lobes: one with a strong anisotropy in the
k⊥ direction and another which extends in the k‖ direc-
tion showing a propensity toward isotropization as k‖ in-
creases. This later property is similar to the one observed
for the bi-dimensional L velocity energy spectrum (Fig. 3
top-left) and suggests a possible coupling between ion cy-
clotron and whistler waves. The difference in anisotropy
between the velocity and magnetic field is clearly visible
in real space as can be seen in Fig. 4. We clearly see
that the amplitude of the current density fluctuations
are more elongated along the vertical (i.e. b0) direction
than the vorticity. Several direct numerical experiments
provide convincing evidence that electron MHD (EMHD)
turbulence develops a strong anisotropy in the presence
of a mean magnetic field [47–50]. Yet, EMHD corre-
sponds to Hall MHD with u = 0, the difference between
Run I and those previously cited may therefore be due
to the velocity dynamics. Note, however, that despite
the fact that anisotropy of EMHD turbulence is usually
considered as granted and turns out to be mandatory to
justify the use of gyrokinetics to model solar wind turbu-
lence [14, 51], whistler resonant three-wave interactions
allow energy transfer along the external magnetic field.
This properties contrasts with the Alfve´n resonant tri-
ads which foliate the wavevector space, a property which
strictly forbids any parallel cascade. In weak EMHD
turbulence the transfer along the mean field direction is
small solely if local interactions in k⊥ are dominants [52].
In this case only counter-propagative whistler waves con-
tribute significantly to the non-linear dynamics [53] and
small scales are preferentially generated perpendicular to
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the external magnetic field. The presence of the lobe of
energy in the parallel direction may therefore also be due
to non-local interactions.
A straightforward way to discriminate this two sce-
narios (non-local versus ion-cyclotron/whistler interac-
tions) is to perform a numerical experiment with a hyper-
viscosity large enough to act at large scale. A priori in
this circumstance the L-fluctuations cannot develop their
own non-linear dynamics. Run II described in Table I
corresponds precisely to this situation. Figure 3 (bottom-
right) displays the iso-contours of the bidimensional R-
magnetic energy spectrum for this simulation. Clearly,
the extent of lobe in the k‖ direction is greatly reduced
which strongly suggests that the anomalous spectrum ob-
served in Run I is due to a cross-coupling between ion-
cyclotron and whistler waves. The iso-contours of the
bi-dimensional L-velocity energy spectrum displayed in
Fig. 3 (bottom-left) are homothetic to the R-magnetic
one under a ξ+− transformation. Interestingly the velocity
spectrum extends at scales much smaller than the Kol-
mogorov dissipation micro-scale. This property reflects
the fact that the velocity is enslaved to the magnetic field
via the Lorentz force term j× b which is not directly af-
fected by the velocity hyper-diffusive term. The presence
of a small lobe in the k‖ shows, however, a small back
reaction of the velocity via the non-linear advection term
u·∇u. This demonstrates that contrary to a common be-
lieve, EMHD is not simply the small scale limit kdi  1
of Hall MHD and that, whatever the value of the Prandtl
number [41].
To investigate further the cross-coupling between ion-
cyclotron and whistler waves we perform in section V D
a detailed analysis of the shell-to-shell energy transfer
functions.
D. Shell-to-shell energy transfer functions
The shell-to-shell kinetic and magnetic energy transfer
functions are defined by:
∂Eu(k)
∂t
=
∑
p
[Tuuu(k,p)− Tubb(k,p)] , (44)
∂Eb(k)
∂t
=
∑
p
[
T bbu(k,p)− T bub(k,p)− diT bbj(k,p)
]
, (45)
where
TXY Z(k,p) =
∑
q
Im{[k · Zˆ(p)][Yˆ(q) · Xˆ∗(k)]}δq+p,k,
(46)
is the transfer function to the mode k of field X from
mode p of field Z, mediated by all possible triadic interac-
tions with modes q of fields Y that respects the condition
k = p+q. Im denotes the imaginary part and the aster-
isk the complex conjugate. Note that for the sake of clar-
ity we omit the hyper-dissipative Tudiss. = 2ν3k
6Eu(k)
and hyper-diffusive T bdiss. = 2η3k
6Eb(k) terms as well as
FIG. 5: Schematic representation of various energy
fluxes at a given scale in the inertial range of Hall MHD
turbulence. Note that because kinetic and magnetic
energies are not conserved separately, non-trivial energy
fluxes inside a same wave vector domain may exist
(vertical arrows). The arrows labelled u,bin,out represent
the different incoming/outgoing energy fluxes.
the forcing terms. The energy flux flowing toward a given
k–scale via the TXY Z channel is given by
ΠXY Z(k) =
k∑
k
′
=0
TXY Z(k
′
,p). (47)
To study the perpendicular cascade, we consider con-
centric cylindrical shells along b0 with constant width
on a logarithmic scale which we define as the region
k02
n/4 ≤ k⊥di ≤ k02(n+1)/4 for the shells numbered
4 ≤ n ≤ N , where we set k0 = 2 and N = 25. A
schematic representation of the various energy fluxes that
we may find a priori in the inertial range of Hall MHD
turbulence is given in Fig. 5. Since the kinetic and mag-
netic energies are not inviscid and ideal invariants, non-
trivial energy fluxes may also exist between them at a
given scale.
The various energy fluxes normalized by the total en-
ergy flux at each scales are displayed in Fig. 6 (Run I). It
shows the relative proportion of energy flowing through
the velocity and magnetic non-linear channels. Despite
the fact that the same amount of kinetic and magnetic en-
ergy is injected in the system, on can see that the velocity
flux Πuuu channel carries ∼ 3 times more energy than the
Hall −diΠbbj one. Consequently, the dissipation rate of ki-
netic energy (Πudiss(k) = 2ν3
∑k′=k
k
′
=0 k
′6Eu(k
′
)) is about
3 times higher than the dissipation rate of magnetic en-
ergy (Πbdiss(k) = 2η3
∑k′=k
k
′
=0 k
′6Eb(k
′
)). Interestingly in
absence of a mean magnetic field, kinetic and magnetic
energy fluxes are in equipartition (see [44]). Otherwise
said the relative proportion of kinetic and magnetic en-
ergy transfer rates is directly proportional to the strength
of the mean magnetic field. This suggests that the energy
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FIG. 6: Normalized energy fluxes versus k⊥di (Run I).
tends to follow the non-linear path that pits it the least
resistance (i.e. for which the non-linear time scale is the
smallest), which is somewhat the way an electric current
is distributed in a circuit with different resistivity. This
property may have a profound impact on the various ki-
netic heating processes in the solar wind. Note that this
remarkable property explains also why it is difficult to
reach a pure weak turbulence regime in Hall MHD (see
the discussion in section V B).
The kinetic and magnetic energy transfer functions de-
fined in equations (44), (45) and (46) normalized respec-
tively by the total kinetic and magnetic energy transfer
functions are displayed in Fig. 7. Clearly the Hall term
is the dominant non-linear channel to cascade the mag-
netic energy toward small scales. The kinetic energy on
the other hand cascades predominately via the advection
term (u · ∇)u. The latter property, given that the L-
fluctuations do not belong to the weak turbulent regime
for all k⊥, may explain the k
−5/3
⊥ spectrum observed for
the L-fluctuations velocity (see Fig. 2(a)). The signals
relative to −diT bbj and Tuuu being concentrated around
the diagonal k⊥ = p⊥ means that direct and local en-
ergy transfers dominate. We can therefore confirm that
the non-locality of the energy cascade is not responsible
for the anomalous anisotropy observed in our simulations
(see discussion in section V C). The cross transfers of en-
ergy from kinetic to magnetic fields T bbu as well as from
magnetic to kinetic fields Tubb mediated respectively by
the non-linear term (b · ∇)u and (b · ∇)b become neg-
ligible for scales k⊥di > 10. Remarkably, this critical
scale corresponds precisely to the one for which we ob-
served a knee in the R-magnetic energy spectra and is
close to the critical scale corresponding to the transi-
tion from weak ion cyclotron wave turbulence to strong
ion cyclotron wave turbulence. This suggests that the
the anomalous spectrum in k−2.8⊥ observed at k⊥di < 10
is due to the influence of the ion-cyclotron dynamics
whereas the subsequent k−2.5⊥ spectrum may correspond
to a pure weak whistler wave turbulence regime. Al-
though this conclusion may seem appealing, it remains to
show that resonant whistler three-wave interaction pro-
cesses, the “atom” of the statistical WTT, are effectively
at work. This is absolutely not guaranteed given that the
whistler waves are embedded in a sea of highly non-linear
ion-cyclotron fluctuations. The purpose of the following
section VI is precisely to address this delicate issue.
VI. MEASUREMENTS AND
CHARACTERISATION OF THE RESONANT
NON-LINEAR WAVE INTERACTIONS
Even though the Hall MHD fluid equations are deter-
ministic, turbulence is fundamentally a chaotic motion.
Consequently, only averaged quantities are experimen-
tally reproducible and can be studied thoroughly. How-
ever, by adopting a statistical description we are paying
an heavy price as we have to handle an infinite system
of equations. In WTT the infinite hierarchy of equations
is closed because in the long-time limit, the non-linear
regeneration of third order moments depends essentially
on products of second order moments and not on the
fourth order cumulant which is not a resonant term [54].
Consequently, the non-linear energy transfer in WTT in-
volves mainly resonant three-wave interaction processes.
Thenceforth, it appears essential to check whether such
a process is effectively at work in our simulations before
using the theoritical WTT framework. To do so it is
necessary to use higher-order polyspectra which can be
seen as a generalization of the Fourier analysis to include
information about phase coherence.
A. Definition of bispectra and physical
interpretation
A linear system can be described by a superposition
of statistically independent Fourier modes and all the
relevant information is contained in the power spectral
density (or the autocorrelation function). However, if
there exists some non-linear physical processes, then the
phases of the Fourier modes are not independent any-
more and information is also conveyed by the phases. By
construction second-order statistics are phase blind and
information about phase must be recovered from higher-
order polyspectra. The use of higher-order moments nul-
lifies all Gaussian random effects of the process, and the
bispectrum can then quantify the degree of the remaining
non-linear coupling. The bispectrum is defined by
B(ω1, ω2) = 〈a(ω1)a(ω2)a(ω1 + ω2)∗〉 (48)
where the average 〈...〉 stands for averaging over time
windows and a represents the Fourier transform in time
of the physical quantity of interest. The bispectrum
measures the amount of phase coherence between three
Fourier modes that obey the frequency summation rule
ω1 + ω2 = ω3; it can be seen as the frequency domain
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FIG. 7: Normalized transfer functions for the kinetic energy (top) and magnetic energy (bottom). Run I.
representation of the third-order cumulant, the building
block of WWT. The bicoherence
C2(ω1, ω2) =
|〈a(ω1)a(ω2)a(ω1 + ω2)∗〉|2
〈|a(ω1)a(ω2)|2〉〈|a(ω1 + ω2)∗|2〉 (49)
removes the magnitude dependence of the bispectrum, it
is its normalized representation. With such a normaliza-
tion, the coherence lies between 0 (no correlation) and
1 (perfect correlation). If the three Fourier components
a(ω1), a(ω2) and a(ω1 + ω2)
∗ are phase locked they will
sum without cancelling resulting in a large value of the
bicoherence even though each phase, when taken sep-
arately, may vary in a random way. The bicoherence
measures therefore the proportion of the signal energy
at any bifrequency (ω1, ω2) that is quadratically phase
coupled to ω3 = ω1 + ω2. Note that it is necessary to
have a large time separation between the phases and the
amplitudes characteristic times to produce a significant
bicoherence. The use of bicoherence is therefore particu-
larly relevant for wave phenomena with a weak departure
from non-linearity and is a natural statistical tool to test
the adequacy of weak interaction theory as a descrip-
tion of the non-linear coupling. Bicoherence have been
widely used to examine various physical systems includ-
ing space plasma physics [55, 56], plasma fusion device
[57, 58], ocean waves [59], weak turbulence of gravity-
capillary waves [9] or cosmology [60] to mention just but
a few. For the sake of clarity we have defined bicoherence
by considering a single quantity a but bicoherence can
easily be extended to study the phase coupling between
different variables. To distinguish the two situations one
should use the prefix auto- for a single quantity and cross-
for multiple quantities.
B. Experimental setup
The bicoherence is related to the shape (in a statistical
sense) of the time series. For a finite time serie even a
truly Gaussian process will have a non-zero bicoherence.
To decrease the noise level under the physically perti-
nent signal it is therefore necessary to consider a large
statistical ensemble and thus to integrate the Hall MHD
equations over a long time period. This turns out to
be prohibitory for the first numerical experiment (Run
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FIG. 8: Temporal evolution of right Z++ (x, t) (top) and
left Z−+ (x, t) (middle) handed fluctuations as well as the
synthetic fiducial signal (bottom; see text) over one of
the 100 windows (Run III).
I). We therefore consider a numerical simulation with a
smaller resolution (Run III) of N2⊥ × N‖ = 1282 × 64
collocation points. The hyperdiffusivity and hypervis-
cosity are adjusted consequently with values of respec-
tively η3 = 3.2 × 10−8 and ν3 = 4.25 × 10−9. All other
parameters are otherwise identical to those of Run I. We
have checked (not shown) that this numerical experiment
presents qualitatively a similar “anomaly” at the level of
the anisotropy and the power spectral index. However,
because of the reduced spectral resolution, the wavenum-
ber extension where highly non-linear left handed fluctu-
ation are observed is reduced compare to Run I.
We record a time interval of the generalized Elsa¨sser
fields ZsΛ(x, t) from a real space Eulerian probe. The
modes |k| ∈ [0, 4di] are filtered so as to avoid any
integral scale effect. We consider a time interval of
6900ωci with a sampling frequency of δt ∼ 0.014ωci.
From ZsΛ(x, t), we compute the Fourier transform in
time over 100 time windows to obtain ZsΛ(x, ω). Be-
fore taking the Fourier transform each sample is mul-
tiplied by a Hamming window and detrended using a
standard linear least-squares method. Cross-bicoherence
are then computed from equation (49). Furthermore
we calculate a fiducial bicoherence from 100 synthetic
signals f(t) =
∑3
i=1 sin ((ωi + δωi) t+ φi) + δat with
similar sampling frequency and where ω1 = 10.4ωci,
ω2 = 2.5ωci, and ω3 = ω1 + ω2. The phases φi are
randomly distributed over each time window such that
φi ∈ [−pi, pi] and φ3 = φ1 + φ2. δωi are random numbers
modelling artificial non-linear frequency broadening with
δωi ∈ [−0.001, 0.001]. Finally, δa simulates a Gaussian
noise at the level of the amplitude (δa ∈ [−0.01, 0.01]).
This fiducial bicoherence gives an idea of the statistical
noise inherent to the statistical ensemble that we consider
as well as the signature of quadratically phase coupled
waves.
C. Results
Figure 8 displays the temporal evolution of right
Z++ (x, t) and left Z−+ (x, t) handed fluctuations as well
as the synthetic fiducial signal over one of the 100 win-
dows. Clearly, the R fluctuations evolve on shorter time
scale than the L fluctuations. Interestingly the later dis-
plays a periodicity of ∼ 3ω−1ci but shorter characteristic
times are also excited. The use of bicoherence will show
whether these latest short time fluctuations result from
the coupling with whistler waves or are the consequence
of non-linear processes involving exclusively ion cyclotron
type fluctuations.
Figure 9(a) displays the cross-bicoherence
C2RR(ω1, ω2) =
|〈Z++ (ω1)Z−− (ω2)Z++ (ω1 + ω2)∗〉|2
〈|Z++ (ω1)Z−− (ω2)|2〉〈|Z−− (ω1 + ω2)∗|2〉
(50)
resulting from the coupling between three whistler waves
whose two have opposite polarity. Figure 9(b) displays a
similar cross-bicoherence but for ion cylotron waves,
C2LL(ω1, ω2) =
|〈Z−+ (ω1)Z+− (ω2)Z−+ (ω1 + ω2)∗〉|2
〈|Z−+ (ω1)Z+− (ω2)|2〉〈|Z−+ (ω1 + ω2)∗|2〉
.
(51)
For convenience, the modulus of the time Fourier trans-
form of the generalized Elsa¨sser fields relative to one time
window normalized by their respective maximum value
around ωci = 1 are also shown. The Nyquist theorem
restricts the displays of the cross-bicoherence to the tri-
angle defined by ω1 + ω2 ≤ nf, where nf ∼ 15ωci is the
Nyquist frequency. The circular domain located at the
bottom left of the figures corresponds to the fiducial bi-
coherence described in section VI B.
Significant cross-bicoherence magnitude emerges from
the statistical convergence noise at all frequencies which
confirms that three-wave resonant processes are in-
deed present in the signal. A noticeable organisation
of the cross-bicoherence is clearly visible. The cross-
bicoherence level is not homogeneous showing preferen-
tial interaction among the waves. Not surprisingly the
highest value for ion cyclotron cross-bicoherence CLL is
seen for values of ω1, ω2 such that ω1 + ω2 ≤ 2ωci (see
inset on Fig. 9(b)). The fact that significant cross-
bicoherence is found for ω1, ω2 ∈ [ωci, 2ωci] may be at-
tributed to non-linear frequency broadening. Interest-
ingly this observation is also valid for whistler cross-
bicoherence CRR and suggests that whistlers are gener-
ated by non-linear interactions involving ion cyclotron
waves. Conversely, it can be observed in Fig. 9(b) that
the ion cyclotron cross-bicoherence CLL above the sta-
tistical noise is present at frequency ω > ωci far from
the linear frequency asymptote. This suggests that ion
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FIG. 9: (a): Cross-bicoherence CRR resulting from the coupling between three whistler waves whose two have
opposite polarity. (b): Cross-bicoherence CLL resulting from the coupling between three ion cyclotron waves whose
two have opposite polarity. For convenience the modulus of the time Fourier transform of the generalized Elsa¨sser
fields normalized by their respective maximum value around ωci = 1 are also shown above and beside each plot.
cyclotron fluctuations may be generated by non-linear in-
teractions involving whistlers. To test this idea we have
computed the cross-bicoherence CLR resulting from the
coupling between an ion cyclotron wave and two counter-
propagating whistler waves with
C2LR(ω1, ω2) =
|〈Z+− (ω1)Z++ (ω2)Z−− (ω1 + ω2)∗〉|2
〈|Z+− (ω1)Z++ (ω2)|2〉〈|Z−− (ω1 + ω2)∗|2〉
.
(52)
Figure 10 displays such a cross-bicoherence and con-
firms the result obtained from the detailed study of
the transfer functions provided in section V D. Ion cy-
clotron and whistler waves are indeed non-linearly entan-
gled. Note that all the different combinations of cross-
bicoherence are qualitatively similar (not shown). How-
ever, we observed that the cross-bicoherence involving
at least two counter-propagating waves is larger than
the corresponding cross-bicoherence for which only waves
propagating in the same direction take part.
The new and important information that we can ex-
tract from the cross-bicoherence analysis is that the res-
onant triadic interactions survive the highly non-linear
bath of ion cyclotron fluctuations. However, this coupling
is significantly higher in the frequency domain where only
weakly non-linear waves coexist namely for ω1, ω2 such
that ω1 + ω2 ≤ 2ωci. This observation suggests an alter-
ation of the resonant triadic interactions by the presence
of the strong wave ion cyclotron turbulence. In order to
study deeper the non-linear dynamics we focus in the fol-
lowing section on the properties of the space-time Fourier
FIG. 10: Cross-bicoherence CLR resulting from the
coupling between an ion cyclotron wave and two
counter-propagating whistler waves. For convenience
the modulus of the time Fourier transform of the
generalized Elsa¨sser fields normalized by their
respective maximum value around ωci = 1 are also
shown above and beside the plot.
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spectrum. Such a technique allows the precise identifica-
tion and extraction of the waves and non-linear structures
contributions to the total energy.
VII. SPACE-TIME FOURIER SPECTRA
A. Experimental setup
Computation of the space-time Fourier (k − ω) spec-
trum requires simultaneous space and time Fourier trans-
forms. The frequency sampling must be at least two
times larger than the frequency of the fastest waves of
the system, and the total time of acquisition should be
larger than both the period of the slowest waves and the
turnover time of the slowest eddies. These constraints
turn out to be numerically redhibitory for Run I. We thus
consider a numerical simulation with a smaller resolution
(Run IV) of N2⊥ × N‖ = 2562 × 128 collocation points.
The hyperdiffusivity and hyperviscosity are adjusted con-
sequently with values of respectively η3 = 4.5 × 10−10
and ν3 = 7.6 × 10−11. All other parameters are other-
wise identical to those of Run I. We have checked (not
shown) that this numerical experiment presents qualita-
tively a similar “anomaly” at the level of the anisotropy
and the power spectral index. However, because of the
reduced spectral resolution, the wavenumber extension
where highly non-linear left handed fluctuations are ob-
served is reduced compare to Run I. Because the dis-
persion relation of incompressible Hall MHD depends
on the angle θ = arccos(kz/k) of the wavenumber rel-
ative to the mean field (see section III B), we consider
the Fourier transform of the generalized Elsa¨sser fields
along rays of wavenumbers at constant θ. We con-
sider five different angles θi such as their cosines are
equal to 0.1, 0.3, 0.5, 0.7, 0.9. For each of these five an-
gles we have considered 10 rays at constant ϕ where
ϕ = arctan(ky/k) is the angle between the wavevector
and the direction y perpendicular to the mean field. We
took ϕi = −pi/2 + i × pi/10 for i ∈ N | i ∈ [0, 9]. Neg-
ative values of the wavenumber kx are not considered
because of the symmetry of the Fourier representation of
real fields (u(−k) = u∗(k)). Along each of these 10 × 5
wavevector rays, we recorded time evolution of the gen-
eralized Elsa¨sser fields on 64 points uniformly distributed
(kj = j×di | j ∈ N | j ∈ [1, 64]). Because these wavenum-
bers do not match the grid points, such procedure re-
quires 3D Fourier space interpolation. We have opted for
a cubic spline technique. Due to simulation storage con-
straints (both in space as well as in I/O speed) we record
only the real part of the x component of the general-
ized Elsa¨sser field. We have checked that another choice
does not change qualitatively the result. We choose an
acquisition frequency equal to dt = 4 × 10−3ωci which
allows to correctly resolve the fastest waves that we ob-
serve in the simulation. The total time of acquisition is
equal to t ∼ 60ωci which enables to capture both the ion
cyclotron waves as well as the slowest eddies. In order
FIG. 11: Space-time Fourier spectrum of the x
component of the generalized Elsa¨sser Z+− (positive
frequency) and Z−+ (negative frequency) fields at
θ ∼ 45◦. The solid white line is the theoretical ion
cyclotron linear dispersion relation. The color map is
normalized to the maximum value of the spectrum at
each fixed k.
to mitigate spectral leakage we applied systematically a
Hamming window and substracted the mean value of the
different signals before computing the temporal Fourier
transform.
B. Results
We show in Fig. 11 the space-time Fourier spectrum of
the x component of the generalized Elsa¨sser variables Z+−
and Z−+ (ion cyclotron) corresponding to cos(θ) = 0.7.
At large scale (kdi < 15), energy is mainly localized
on the dispersion relation. At smaller scales, one can
observe a significant broadening of the (ω − kdi) dis-
tribution reflecting the transition toward strong ion cy-
clotron wave turbulence. The signal at high frequency
(ω/ωci > 1) and low wavenumber (k < 5) matches the
linear dispersion relation of the whistler and is a direct
signature of the cross-coupling of the two populations of
waves. Figure 12(a) displays the mean of five space-time
Fourier spectra of the x component of the generalized
Elsa¨sser variables Z++ and Z
−
− corresponding to five dif-
ferent angles θ ∼ 84◦, 72◦, 60◦, 45◦, 25◦. Before the mean
is taken, each signal is normalized to the maximum value
at each fixed k. At large scale (kdi < 15), energy is
mainly localized on the dispersion relations. The weak
non-linear effects manifest themselves in a broadening
of the (ω − kdi) distribution with respect to the linear
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FIG. 12: (a): Mean of five space-time Fourier spectra of the x component of the generalized Elsa¨sser variables Z++
(positive frequency) and Z−− (negative frequency) corresponding to five different angles θ ∼ 84◦, 72◦, 60◦, 45◦, 25◦
(run IV). Before the mean is taken, each signal is normalized to the maximum value at each fixed k. The color scale
is log10Z
s
Λ(k, ω). Solid white lines are theoretical whistler linear dispersion relations corresponding to the five angles.
(b): Same as 12(a) but for the EMHD run V (u = 0). Note that contrary to figure 12(a) the color scale is linear,
frequency-scales are also different.
dispersion relations. Not surprisingly the broadening in-
creases significantly as the angle approach 90◦ for which
the linear terms vanish. Interestingly, we also see around
ω = ωci significant energy which reflects the cross cou-
pling with the ion-cyclotron waves. Beyond kdi ∼ 15, all
the linear high frequency signal collapses toward low fre-
quency. The fact that this phenomenon occurs at scales
similar to those for which we observe the transition from
weak to strong wave ion cyclotron turbulence suggests
that the whistlers are locally (in k) killed by the strongly
non-linear ion-cyclotron fluctuations. To test this idea,
we have performed an EMHD simulation (u = 0) ev-
erything being equal otherwise (Run V). Figure 12(b)
is the EMHD version of Fig. 12(a) corresponding to Run
V. The x component of the generalized Elsa¨sser variables
Z++ and Z
−
− are respectively replaced by the x component
of B+ and B−. The acquisition frequency is divided by
10 with respect to Run IV (dt = 4 × 10−4ωci) in or-
der to capture the fastest waves that we observe in this
numerical experiment. The result differs strikingly com-
pared to the Hall MHD simulation. We want to draw the
reader’s attention to the fact that the frequency-scales of
Fig. 12(a) and 12(b) are different. The whistler fluctua-
tions spread in all the linearly accessible k−ω space and
demonstrates indirectly that the local (in k) non-linear
cross-coupling between strongly non-linear ion cyclotron
fluctuations and whistler waves tend to kill the latter. It
interesting to note, however, that the modes correspond-
ing to the angle ∼ 84◦ do not follow the linear dispersion
for all k. They experiment a transition toward strong
turbulence and seem to affect slightly the modes corre-
sponding to the angle ∼ 72◦. They can be seen as a low
frequency strongly non-linear quasi-2D condensate. Re-
markably these strongly interacting wave modes, which
are ineluctable as the weak turbulence dynamics devel-
ops a strong anisotropy [50], do not affect significantly
the dynamics of the weakly interacting one’s. This situ-
ation has been also observed in weak MHD wave turbu-
lence [6, 46] and is of primary importance as it validates
a posteriori the WTT approach for whistler turbulence.
VIII. CONCLUSION
A. Summary
It is now time to come back to the original motiva-
tion for the above developments. In this paper, we have
considered magnetized plasma turbulence in the frame-
work of incompressible Hall MHD by taking as a starting
point the WTT [11]. The confrontation of this theory
with numerical experiments allowed us to highlight new
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and interesting properties. We have shown that the ion
cyclotron and whistler waves populations are not trans-
parent with respect to each other in contrast of what
is implicitly assumed in the WTT when the power law
spectrum solutions are derived.
We have shown and explained why it is difficult if not
impossible to reach a situation for which both popula-
tions of waves are weakly non-linear (Section V B). The
standard situation in Hall MHD appears therefore to be a
mixture of weakly interacting ion cyclotron and whistler
waves embedded in a bath of higly non-linear ion cy-
clotron fluctuations. This situation has a profound im-
pact on the statistical properties. It produces anomalous
(with respect to the WTT) scaling and anisotropy (Sec-
tion V).
Using higher-order polyspectra we have shown that
resonant triadic interactions, the building block of WTT,
survive the bath of highly non-linear ion cyclotron fluc-
tuations (Section VI). This study allowed us to highlight
the importance of resonant triadic interactions involv-
ing waves with different polarity. The solutions derived
in Hall MHD WTT do not take into account this cross-
coupling and need therefore to be amended consequently.
The study of the space-time Fourier spectra enables
us to look deeper in the non-linear dynamics (Section
VII). We have seen in particular that whistler waves and
consequently the weak wave turbulent dynamics survive
only in the k-space region where ion cyclotron waves are
weakly interacting, a situation which limits significantly
the domain of applicability of the WTT framework ap-
plied to Hall MHD.
B. Discussion
When facing a question, which everyone agrees is ex-
tremely difficult to solve, it is always beneficial to refor-
mulate it in simplified terms in order to begin to analyze
it. In this spirit, incompressible Hall MHD is interest-
ing to the extent that it is the simplest plasma model
describing both large MHD scales and sub-proton scale
dynamics of electrons. Nevertheless, it is imperative to
come back to this simplification and analyse thoroughly
its limitations. In particular, one must ask about the
implications of our results might have in the context of
astrophysical and space plasma turbulence, for which it
is an observational certainty that turbulence develops at
collisionless scales [61].
Weak collisionality implies that on the timescales of
interest, a kinetic description that evolves the distribu-
tion functions of the particles is required. Fortunately, a
strong magnetization induces a strong anisotropy which
can benefit analytically to yield kinetic models that re-
duce the phase-space to only 5D [14] or even 4D [62]. Fur-
thermore, when charged particles are magnetized, they
do not need to exchange information about their mean
perpendicular velocity by collisions to have a collective
or fluid like behavior. They just have to “read” the lo-
cal magnetic and electric fields. This basic property ex-
plains largely (and partly) the remarkable capacity of
fluid models like reduced MHD [63] and reduced EMHD
[64] to account for phenomenon observed in collisionless
plasmas.
Using the Hall MHD model, we have implicitly as-
sumed that ions have a fluid behavior at sub-proton scales
even if, due to their large mass, they tend to be demag-
netized at those scales. This is the main limitation of
our approach if one wants to extrapolate our results to
collisionless plasma turbulence. In fact, kinetic simula-
tions that span the macroscopic fluid scales down to the
motion of electrons show that the energy spectra of ion
velocity field falls off abruptly at proton scales, not show-
ing any clear power law at higher wavenumbers [65, 66]
in contrast to what we observed in our Hall MHD simu-
lations. So, the question is: what are the lessons that can
be drawn from our study in the context of collisionless
plasma turbulence?
The main message of the present work is that from
the moment that different waves coexist in a turbulent
environment, they are irredeemably interwoven by the
non-linearities, even if they “live” in remote areas of the
frequency space. As such, they lose their own identity
since they exchange some of their characteristics. We
believe that this situation have important implications
and is to be taken into account if one wants to understand
thoroughly magnetized-plasma turbulence.
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