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Diagnostic clinics are among the healthcare facilities that suffer from long waiting times. We propose a new
appointment system with postponable acceptance for such a diagnostic clinic. Outpatients, inpatients, and
emergency patients arrive at the diagnostic clinic. Emergency patients must be seen on arrival, and inpatients
must be given next day appointments. Outpatients, however, can be given later appointments. Long indirect
waiting times cause medical issues, and they can also lead to increases in patient no-shows. Thus, the
healthcare managers face the challenge of improving appointment systems to increase the utilization of the
system while decreasing waiting times and no-shows. The scheduling process is modeled as a two-stage
stochastic programming problem where a portion of the capacity is allocated to inpatients and emergency
patients in the first stage. In the second stage, the outpatients are scheduled based on their priority classes.
The results indicate that it is indeed better for the diagnostic clinic to keep outpatients in a queue before
they are given an appointment. Based on the results of the two-stage model we propose a simple policy for
capacity allocation and scheduling of patients, and we use a simulation to demonstrate the advantages of
applying the policy.
Key words : postponable acceptance; patient scheduling; diagnostic clinic; two-stage stochastic
programming
1. Introduction
In today’s healthcare systems, the increasing demand for appointments combined with a shortage
of physicians has led to challenges for clinics to give timely appointments to patients. In order
to achieve good medical outcomes, offering timely appointments is important (Gupta and Denton
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2008). Gupta and Denton (2008) classify waiting time of patients into two categories. They define
direct waiting time of patients as the time the patient waits in the clinic on the day of appoint-
ment, and indirect waiting time as the time between the day the patient requests an appointment
and the appointment day. Long indirect waiting times are common in practice. For instance,
Kesling and Nissenbaum (2014) reported that 84% of patients in Veterans Affairs (VA) hospitals
have to wait more than 14 days to see a physician. In addition to the medical issues that long indi-
rect waiting times cause, they can also lead to increases in patient no-shows (Green et al. 2006).
Patient no-shows have significant effect on annual clinic revenue (Moore et al. 2001). Thus, the
healthcare managers face the challenge of improving appointment systems to increase the utiliza-
tion of the system to decrease waiting times and no-shows.
Diagnostic clinics are among the healthcare facilities that generally suffer from long waiting
times (McCarthy et al. 2000). Demand in these clinics often arises from three sources: inpatients,
outpatients, and emergency patients. Inpatients and outpatients can have longer direct waiting
times due to emergency arrivals since emergency patients have to be seen immediately (Luo et al.
2012). Therefore, possible emergency arrivals have to be taken into consideration when scheduling
outpatients and inpatients. One strategy is to allocate a part of the overall capacity for emergency
patients to dampen their impact on the overall system. Similarly, a portion of the capacity can
also be reserved for inpatients. However, this strategy can result in unused capacity. Meanwhile,
limited available capacity may not allow providers to see some of the more urgent outpatients in an
acceptable time period. Thus, finding ways to utilize the unused portion of the capacity reserved
for emergency patients and inpatients for outpatients is an important problem.
In this paper, we introduce a two-stage, postponable acceptance appointment system for a diag-
nostic clinic which is part of the Prisma Health. Our model first allocates the total regular-time
capacity among different groups of patients (i.e., inpatients, outpatients, and emergency patients)
and then schedules appointments. The diagnostic clinic categorizes the outpatients into a num-
ber of priority classes according to co-morbidities and chronic conditions. Outpatient appointment
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requests are either scheduled during regular hours or referred to another clinic. The clinic prefers
to offer appointments to outpatients within a week. The inpatients are either given a next day
appointment during regular hours or seen during overtime hours. On the other hand, emergency
patients are either seen as soon as they arrive or immediately referred to another clinic. Given these
constraints that this clinic is operating under, sufficient capacity should be reserved for inpatients
and emergency patients.
The clinic currently makes all acceptance and referral decisions upon the arrival of requests.
This causes some high priority outpatients to be referred while some of the capacity reserved
for inpatients go unused. As a solution, we propose that the acceptance of outpatients may be
postponed. In other words, the decision regarding acceptance or referral of an outpatient is not
be taken upon arrival of an appointment request but is revisited after the inpatient schedules are
realized. This postponement will enable the scheduling of higher priority arrivals sooner and also
allow for the better utilization of the potential unused capacity reserved for inpatients. Note that
postponement does not allow one to utilize the potential unused capacity allocated for emergency
patients, because we do not have the one day buffer which is the case for inpatients. Our proposed
model keeps outpatient requests in a queue called the Acceptance Queue before a decision is made.
The goal is to minimize the expected total cost over a finite planning horizon.
Majority of the outpatients arriving at this diagnostic clinic prefer to get an immediate response
from the clinic regarding their appointment request. However, we anticipate that keeping outpatient
appointment requests in an acceptance queue for a reasonable amount of time (e.g., up to 48 hours)
will allow higher priority outpatients to receive earlier appointments. We also expect that the
overall system performance will improve by utilizing the unused inpatient capacity for outpatients
in the acceptance queue. On the other hand, some patients may not want to wait to get a response
from the clinic. Thus, the clinic faces the risk of loosing some of the patients by postponing the
decision. We model this patient behavior as queue abandonment in our model. According to our
observation of the optimal solutions, we propose a benchmark policy for inpatients and emergency
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patients capacity allocation and scheduling of outpatients that are easy to be applied for the clinic.
We also perform sensitivity analysis to show the impact such postponement will have on the overall
system performance.
2. Literature Review
The scheduling of patients with different priority classes and medical resource allocation to
these classes has gotten a lot of attention in recent years, as evidenced by the large number of
papers (Patrick et al. 2008, Berg et al. 2014, Qu et al. 2013, Feldman et al. 2014, Kong et al. 2015,
Jiang et al. 2017). Ahmadi-Javid et al. (2017) provide a comprehensive review of recent analyti-
cal and numerical studies in the area of outpatient scheduling. Some studies consider inpatients
and emergency patients in addition to outpatients. They typically model the arrival of inpatients
and emergency patients as random events that interrupt the system (Erdogan and Denton 2013,
Erdogan et al. 2015, Patrick and Puterman 2007).
Scheduling of outpatients in the presence of emergency and inpatient arrivals is studied via
appointment scheduling problems in diagnostic clinics by Green et al. (2006), Sickinger and Kolisch
(2009), Bhattacharjee and Ray (2016). Green et al. (2006) discuss scheduling of patients in a diag-
nostic clinic where a certain number of outpatients are already scheduled. They assume that
emergency patients arrive randomly throughout the day, and they have to be seen as soon as they
arrive. They specify which patient to schedule next when both outpatients and inpatients are wait-
ing for appointments. Bhattacharjee and Ray (2016) study outpatient and inpatient scheduling
problems with non-homogeneous mean service times considering punctuality and no-show rates.
Reserving a part of capacity for emergency arrivals or inpatients is shown to be beneficial to
decrease the waiting time of urgent patients (Patrick and Puterman 2007). Tang and Wang (2015)
apply a robust optimization model in a surgery department to decide how much capacity to allo-
cate for elective surgeries and emergency surgeries when the demand is uncertain. The decision
regarding acceptance or rejection of patients depends on their priorities and available capacity.
Akhavizadegan et al. (2017) develop a finite-horizon Markov decision process to schedule appoint-
ments considering choice behavior and no-show rate of patients. Patients provide their preference
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for a specific physician and time of appointment. The decision to accept or reject walk-in patients
is based on already scheduled patients who called-in.
The concept of acceptance and scheduling postponement is developed and discussed in some
manufacturing settings. For example, Kang et al. (2016) present a model for a manufacturing sys-
tem with postponable acceptance and assignment in make-to-order settings, where postponement
is applied to both acceptance and assignment. In their model, acceptance of some orders may be
deferred or cancelled to wait for more profitable orders. They show that by applying this model,
the total profit of the system improves. A few other studies consider a similar approach in inven-
tory management problems. Some low-priority orders are rejected or the acceptance decision is
postponed to allocate inventory to high priority orders (Gao et al. 2012). An example of applying
postponement models in service systems is Bassamboo et al. (2005). They consider a call center
routing problem that assigns arrivals right after acceptance or after some waiting period. However,
acceptance of calls have to be made at the time of arrival, and acceptance and assignment are
made at the same time if there is an available agent.
In our study, the concept of postponable acceptance is considered to schedule appointments
at a diagnostic clinic in order to decrease indirect waiting time of high priority outpatients and
improve the utilization of available appointment slots at the same time by allocating the unused
inpatient capacity to outpatients who are waiting in the acceptance queue. The two closest studies
to ours are by Balasubramanian et al. (2013) and Patrick et al. (2008). Balasubramanian et al.
(2013) consider both open-access and prescheduled appointments in their settings. They compute
how much of a physicians’ workload should be allocated to prescheduled appointments. However,
scheduling of patients occurs upon their arrivals. In contrast, the study by Patrick et al. (2008)
considers the acceptance of some of the requests to be postponed. They consider a dynamic system
which schedules multiple priority classes of outpatients with the goal of decreasng indirect waiting
times of patients when the daily outpatient capacity is fixed. In their model, once the decisions
regarding acceptance and divergence of the patients are made, the remaining requests are referred
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to next day and may be accepted later. However, they did not keep track of the number of days
that the decisions are deferred and did not consider the impact of waiting duration on the system.
We postpone the acceptance and scheduling of outpatients in our setting as well. However, our
study considers the following concepts that are not noticed in Patrick et al. (2008) study. First,
we consider some cost parameters for postponing the decisions. The cost parameters depend on
the amount of time outpatients have to wait in the acceptance queue and their priority classes.
We analyze how these cost parameters affect the scheduling of outpatients. Second, we numerically
obtain a limit on allowable postponement based on the cost parameters. Since we believe that
in a service setting we have to be careful with implementing a postponement strategy because
patients may not be willing to wait to know whether or not their appointment request is accepted.
Third, we assume a group of the outpatients are not willing to wait to see whether or not their
requested for appointment is accepted. Thus, we consider a leaving probability which relies on the
outpatients priority classes and the amount of time they have waited in acceptance queue. Forth,
in addition to the priority classes of outpatients, we consider inpatient and emergency arrivals
and we evaluate how the postponing outpatient appointments affects the capacity allocation and
scheduling of inpatients and emergency patients. To the best of our knowledge, our study is the first
one that introduces a capacity allocation and scheduling postponement model. We also provide a
simple postponement benchmark policy which can be applied easily by the clinic to optimize the
capacity allocation and appointment scheduling procedure.
3. Problem Definition and Formulation
We studied a diagnostic clinic at Prisma Health to inform our model. This clinic receives appoint-
ment requests from outpatients, inpatients, and emergency patients. Currently, almost all of the
outpatient appointment requests are accepted or referred to another clinic as soon as the request
arrives. The only exception to this are those requests that are received via fax which constitute a
small fraction of all requests. The clinic responds to the requests that are faxed by the end of the
business day. We model a postponable acceptance appointment system for this clinic and formulate
the capacity allocation and scheduling problems as a two-stage stochastic program.
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Outpatients are categorized into J priority classes (j = 1, ...J). We reserve a part of the system
capacity for emergency and inpatient arrivals that are more urgent. The capacity reserved for
inpatients can be used for outpatients only if it is unused after inpatients are scheduled. Emergency
patients that arrive throughout the day are either seen upon arrival or immediately referred to
another clinic. Inpatients that arrive throughout the day are either given a next day appointment
during regular hours upon arrival or seen during overtime hours. Outpatient requests that arrive
each day are kept in a queue, called the Acceptance Queue. In other words, the acceptance and
scheduling decisions of lower priority outpatients can be postponed while waiting for inpatients,
emergency patients, or higher priority outpatients. To facilitate the formulation of our model we
adopt the notation shown in Tables 1 and 2.
Parameters
T : length of the planning horizon (t= 1,2, ..., T )
T a : length of the booking horizon (ta = 1,2, ..., T a)
T u : maximum number of days an outpatient waits in the acceptance queue (tu =1,2, ..., T u)
K : daily regular-time capacity of the clinic
wjtu : proportion of type j outpatients who stay in the acceptance queue one more day after
having waited for (tu-1) days
ajtu : cost of a type j outpatient leaving the acceptance queue after waiting for t
u days
bjtuta : cost of giving an appointment to a type j outpatient t
a days later when the patient
has waited for tu days in the acceptance queue
cOjtu : cost of referring a type j outpatient to another clinic when the patient has waited
for tu days in the acceptance queue
cI : cost of seeing an inpatient during overtime hours
cE : cost of referring an emergency patient to another clinic
Table 1 Problem Parameters
At the end of each day, a scheduler observes the number of inpatients and outpatients that have
arrived and the available capacity in each future day of the booking horizon. The scheduler then
decides between all requests, and tries to offer early appointments to higher priority outpatients. If
the daily inpatient arrivals exceed the allocated capacity, they are handled during overtime hours
which incurs additional cost. If any of the capacity allocated to inpatients is not used then it can be
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Random Variables
DOjt : number of type j outpatients that arrive at the clinic during day t
DIt : number of inpatients that arrive at the clinic during day t
DEt : number of emergency patients that arrive at the clinic during day t
Decision Variables
αI : percentage of total capacity K reserved for inpatients
αE : percentage of total capacity K reserved for emergency patients
yjttuta : number of type j outpatients who are given an appointment in day t for t
a days later
after waiting for tu days in the acceptance queue (tu ≤ t)
rjttu : number of type j outpatients who are referred to another clinic in day t after
waiting for tu days in the acceptance queue (tu ≤ t)
Qjttu : number of type j outpatients in day t who have been waiting in the acceptance
queue for tu days (tu ≤ t)
KOtta : available capacity for outpatients t
a days after day t
Table 2 Problem Variables
allocated to an outpatient from the acceptance queue. However, the capacity reserved for emergency
patients is never used for inpatients or outpatients and is strictly reserved for possible emergency
arrivals. Note that outpatients may choose to leave the queue and go to another healthcare facility
instead of waiting to receive a response. An outpatient who has been in the acceptance queue for
T u days is referred to another clinic.
Based on analysis of historical data and our conversations with Prisma Health, we model patient
arrivals as independent Poisson processes, i.e., DOjt,D
I
t and D
E
t all follow Poisson distributions
with rates λj, λI and λE, respectively. The evolution of Qjttu , i.e., the outpatients in the queue is
captured by the following equations:
Qjt1 =wj1D
O
jt−
Ta∑
ta=1
yOjt1ta − rjt1, ∀j, t, (1)
Qj(t+1)(tu+1) =wj(tu+1)Qjttu −
Ta∑
ta=1
yOi(t+1)(tu+1)ta − rj(t+1)(tu+1), ∀j, t, t
u, t 6= T, tu 6= T u, tu ≤ t, (2)
where equation (1) simply states that, at the end of day t, the number of type j outpatients who
have been in waiting in the acceptance queue for only one day (tu = 1) will be equal to the number
of patients that arrived that day and chose to stay in the queue minus those that were given
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appointments or referred to another clinic. Equation (2) generalizes the same concept for other tu
values.
We also need to maintain an accurate account of the remaining regular-time capacity. This can
be achieved by the following equations where equation (3) is for the beginning of the planning
horizon, equation (4) for the end of the booking horizon, and equation (5) for other days during
the planning and booking horizons.
KO1ta =K(1−α
I −αE), ∀ta (3)
KOtTa =K(1−α
I −αE), ∀t (4)
KO(t+1)ta =K
O
t(ta+1)−
J∑
j=1
Tu∑
tu=1
yOjttu(ta+1), ∀t, t
a, t 6= T, ta 6= T a (5)
The postponable acceptance appointment system can now be formulated as a two-stage integer
program (2-SIP) to account for the uncertainty in demand. Since the decisions regarding capacity
allocations have to be made prior to the realization of patient arrivals, αI and αE are first-stage
decision variables. On the other hand, the assignment decisions depend on patient arrivals, thus,
yOjttuta are second-stage variables. The model minimizes the expected total cost associated with
appointment scheduling. We assume that there is no cost for capacity allocation. Thus, the objective
of the second stage is to minimize the cost associated with scheduling patient appointments. As
shown in Table 1, costs are incurred when outpatients abandon the acceptance queue, outpatients
are given late appointments, outpatients are referred to another clinic, inpatients are seen during
overtime hours, and emergency patients are referred to another clinic. Using the notation provided
in Tables 1 and 2, the 2-SIP can be written as:
min E[C(α, ξ(ω))] (6)
subject to
αI +αE ≤ 1 (7)
αI , αE ≥ 0 (8)
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where α= (αI , αE), ω= (DO1t, ...,D
O
Jt,D
I
t ,D
E
t ) for t= 1, ..., T , andC(α, ξ(ω)) is the optimal objective
function value of the second stage problem given below:
min
{
T∑
t=1
( J∑
j=1
Tu∑
tu=1
Ta∑
ta=1
bjtutay
O
jttuta +
J∑
j=1
Tu∑
tu=1
cOjturjttu + ajtu(1−wjtu)Qjtt
u (9)
+ cI(1− zIt )(D
I
t −Kα
I)+ cE(1− zEt )(D
E
t −Kα
E)
)}
subject to (1)− (5), and
KzIt ≥Kα
I −DIt , ∀t (10)
DIt z
I
t ≤Kα
I , ∀t (11)
KzEt ≥Kα
E −DEt , ∀t (12)
DEt z
E
t ≤Kα
E, ∀t (13)
J∑
j=1
Tu∑
tu=1
yOjttu1− z
I
t (Kα
I −DIt )≤K
O
t1, ∀t (14)
J∑
j=1
Tu∑
tu=1
yOjttuta ≤K
O
tta , t
a = 2, ..., T a, ∀t (15)
QjtTu = rjtTu , ∀j, t, t≥ T
u (16)
zIt , z
E
t ∈ {0,1}, ∀t (17)
yOjttuta , rjttu ,Qjttu ,K
O
tta ∈Z
+, ∀j, t, ta, and tu ≤ t (18)
To model whether or not demand exceeds capacity we introduce binary variables zIt and z
E
t . We
let zIt = 1 if D
I
t ≤Kα
I at time t and zIt = 0 otherwise. Similarly, z
E
t =1 if D
E
t ≤Kα
E at time t and
0 otherwise. Constraints (10)-(13) ensure that zIt and z
E
t take on the correct values depending on
whether or not demand is less than the corresponding capacity.
Constraint set (14) ensures that the total number of next day appointments given to outpatients
does not exceed the remaining capacity for outpatients plus the unused capacity that was reserved
for inpatients. Constraint set (15) is similar to (14) in that it ensures that the total number of
outpatient appointments do not exceed the remaining capacity on the subsequent days. The only
difference is that in (14) we also have the unused capacity that was initially allocated for inpatients
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which can be used for outpatients in our model. Constraint set (16) ensures that patients do
not wait more than T u days in the queue. Finally, constraints (17) and (18) are the binary and
integrality constraints.
Note that, when solving the first stage problem, constraint set (14) is nonlinear. To linearize this
constraint we define a new set of variables XIt ≥ 0, where X
I
t = z
I
tα
I . Since XIt is the product of
a binary variable (zIt ), and a bounded continuous variable (0≤α
I ≤ 1) we can linearize constraint
set (14) by replacing it with the following inequalities:
XIt ≤ z
I
t , (19)
XIt ≤α
I , (20)
XIt ≥α
I − 1+ zIt , (21)
XIt ≥ 0. (22)
If zIt=0 then inequalities (19) and (22) will ensure that X
I
t will be zero. On the other hand, if z
I
t=1
then (20) and (21) will ensure that XIt will take the value of α
I .
4. Solution Approach
Since patient arrivals follow independent Poisson processes, there are infinitely many possible
demand realizations. Thus, solving (2-SIP) as presented in Section 3 is impractical. To overcome
this complexity, we use the Sample Average Approximation (SAA) method to get an estimate for
the optimal solution. One approach to evaluate the estimated solution quality is to bound the
optimality gap. The optimality gap is defined as the difference of the estimated upper bound and
lower bound of the optimal solution. The estimation of these bounds is done as follows.
Note that the (2-SIP) problem is of the form
min
α∈X
{c(α) :=E[C(α, ξ(ω))]} (23)
where X⊆ Rk is a nonempty set of first-stage feasible decisions, ω ∈ Ω is a scenario that will be
known after first-stage decisions are made, and Ω denotes the set of all scenarios. As noted above,
Ω includes infinitely many scenarios in our problem.
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The SAA procedure generates a random sample ω1, ω2, ..., ωS of S scenarios from set Ω. Each
sample scenario ωs, generated using Monte Carlo simulation, is a sample path which includes the
arrivals of outpatients, inpatients and emergency patients over the planning horizon T . By defining
M as the number of replications and using simulated random samples, we solve the deterministic
SAA problem shown below M times:
min
α∈X
{cˆ(α) :=
1
S
S∑
s=1
C(α, ξ(ωs))} (24)
Note that as S goes to infinity the estimated objective function value of (24) will approach the
optimal objective function value of (23) which we denote by c∗. Estimates of the optimal first stage
solutions of the original stochastic problem can be obtained by solving (24) (Verweij et al. 2003).
By selecting a large enough number of replicationsM for solving (24), we can provide a statistical
estimate for the lower bound of the optimal objective function value by computing the average
of the replications. The variance of the lower bound estimate, σˆ2c¯s , is acquired by computing the
variance of average of the M objective function values where σˆ2c¯s =
S2M
M
and S2M is the variance of
M replications. For each of the M solutions with a new sample size S′ which is quite larger than
S, we solve the second stage problem to come up with a statistical estimate for the upper bound
of the optimal objective function value. The upper bound is the solution which gives the smallest
estimated objective value. The variance of the upper bound σˆ2cˆs′ (αˆ)
is computed by calculating the
variance of average of the S′ second stage objective function values where σˆ2cˆs′ (αˆ∗)
=
S2
S′
(αˆ∗)
S′
and
S2S′(αˆ
∗) is the variance of the S′ objective function values considering α = αˆ∗. The proofs of the
estimation of lower and upper bounds are provided by Mak et al. (1999), Verweij et al. (2003). If
the optimality gap and the variance of the gap estimator are small enough, the estimated upper
bound is chosen as an estimate of the optimal solution. Otherwise, we increase S and/or S′ and
repeat the whole process until convergence is achieved. Algorithm 1 below formalizes our proposed
SAA approach.
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Algorithm 1 Sample Average Approximation
Initialize S, S′, and M ;
for m= 1, ...,M do
Solve the SAA in (24);
Obtain objective values cˆmS and solutions αˆ
m;
end for
Calculate c¯S =
1
M
∑M
m=1 cˆ
m
S and σˆ
2
c¯s
= 1
M(M−1)
∑M
m=1(cˆ
m
S − c¯S)
2;
for each αˆm where m∈ 1, ...,M do
Solve the second-stage problem in (9)-(18);
Compute cˆS′ =
1
S′
∑S′
s=1C(αˆ
m, ωs) and σˆ2cˆs′ (αˆ)
= 1
S′(S′−1)
∑S′
s=1(C(αˆ
m, ωs)− cˆS′)
2;
end for
Let αˆ∗ =argmin
{
cˆS′(αˆ) : αˆ ∈ {αˆ
1, αˆ2, ..., αˆM}
}
;
Calculate ∆c = cˆS′(αˆ
∗)− c¯S and σ
2 = σˆ2c¯s + σˆ
2
cˆs′ (αˆ
∗);
if ∆c < ǫ and σ
2 < ǫ then
Report αˆ∗ as the optimal solution and terminate;
else Increase S and S′ and go back to line 2 after initialization.
end if
5. Numerical Study
In this section we evaluate the advantages of postponement in making acceptance and scheduling
decisions about outpatient requests via an extensive numerical study. We also conduct a sensitivity
analysis to demonstrate how the performance is affected by changes in the problem parameters.
5.1. Input data
The patient arrival rates λj, λ
I , λE and the parameters in Table 1 are required input for the
proposed model. We consider two priority classes of outpatients (j = 1,2). The daily arrivals of
patients are assumed to be stochastic and modeled as Poisson processes. The values of λj, λ
I , λE
are estimated based on the average arrival rates of different patient types in one of the Magnetic
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Resonance Imaging (MRI) clinics of Prisma Health. The parameters in Table 1 are estimated with
the assistance of physicians working in this clinic. The clinic currently uses a no-postponement pol-
icy for outpatients, except for a small portion of outpatients who contact the clinic via fax. In the
postponement system, we allow postponed acceptance of all outpatients and compare the results
with the no-postponement system. The daily capacity of the clinic is estimated to be K = 175
appointments, and the planning horizon is set to T =100 days. The values of other parameters are
presented in Table 10 in the Appendix.
5.2. Experimental setup
The problem is implemented in C++ and solved using the Gurobi solver. Selecting appropriate
values for S, S′, and M has a significant effect on the quality of the solutions obtained from
Algorithm 1 given in Section 4. Clearly, ∆c and σ
2 will approach zero as S, S′, and M go to
infinity. However, the computational time required to implement the SAA algorithm will grow as
these parameters increase. The growth can be linear or exponential depending on whether or not a
decomposition approach is used (Kleywegt et al. 2002). In this study, we do not use a decomposition
approach so the running time of SAA grows exponentially with S but linearly with S′ and M .
Thus, we need to identify the smallest possible values of S, S′, and M that result in acceptable
values for ∆c and σ
2.
Our first set of experiments were conducted to determine suitable values for S, S′, and M . After
testing S ∈ {10,15,20,25,30}, S′ ∈ {20,40,60,80,100}, and M ∈ {10,20,30,40,50} for all values of
T u ≤ 3 we settled on S = 10, S′ = 100, and M = 30 since these values resulted in ∆c and σ
2 values
that were less than 1%. Note that keeping outpatients in the acceptance queue for long periods of
time would be unreasonable. Thus, T u was limited to 1, 2, or 3 days.
5.3. The base scenario
After determining the best values for S, S′, and M , our second set of experiments were conducted
to demonstrate the advantages of the proposed postponement system compared to the current
appointment system which works without an acceptance queue i.e., patients are given appointments
as they arrive rather than after waiting for a response to their appointment request.
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5.3.1. No-postponement system: In the proposed system with postponement, the schedul-
ing decisions are made at the end of each day. On the other hand, in the no-postponement system
the decisions are made during the day as appointment requests arrive. To take advantage of the
model developed in Section 3, we discretize the regular working hours of a day into T ′ = 18 periods.
In other words, appointment decisions are made every 30 minutes which gives a good approxima-
tion to the real-time system. The decisions regarding acceptance and referral of outpatients are
taken in each decision epoch t′ (t′= 1,2, ..., T ′) for 100 days. We use the same SAA model to solve
the no-postponement scenario with minor modifications. The original arrival rates are divided by
T ′ and constraint set (14) is modified to reflect the fact that unused capacity that is allocated for
inpatients cannot be used in the no-postponement scenario. Additionally, constraint sets (1) and
(2), which capture the evolution of the acceptance queue, are removed from the model.
5.3.2. Comparison of the no-postponement and postponement systems: As men-
tioned above, our second set of experiments determine the optimal solutions for the no-
postponement system and postponement system with T u =1,2,3. As seen in Table 3, the proposed
appointment system significantly improves the expected average cost for the clinic. More impor-
tantly, the lowest total cost was achieved when T u = 2, which indicates that holding outpatients in
the acceptance queue more than two days is indeed not desirable. Thus, in our remaining exper-
iments the value of T u is fixed at 2. Table 3 also shows the percentage of the overall capacity
allocated to each patient group. Both the postponement and no-postponement systems allocate
about 33% of the capacity to emergency patients. However, the postponement system allocates
almost 50% more capacity to inpatients compared to the no-postponement system. While this may
seem like a significant increase it is expected because under the proposed system the extra capacity
allocated for inpatients can be used for outpatients when needed.
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Table 3 Average total cost and capacity allocation for the base scenario
No-postponement Postponement
T u = 1 T u = 2 T u =3
Avg. total cost $2457 $1857 $1854 $1883
αI 14% 21% 19% 18%
αE 33% 34% 33% 34%
In addition to the mentioned cost and capacity comparisons, we also tracked the patient accep-
tance rates during regular clinic hours. As seen in Table 4, the acceptance rate for emergency
patients is over 99% in both cases. This is expected since the capacity allocated to emergency
patients is never used for inpatients or outpatients in both systems with and without postpone-
ment. However, the acceptance rate for inpatients and outpatients improved under the proposed
appointment system. Specifically, the acceptance rate increased by about 2.5% for inpatients and
3% for outpatients under the proposed system due to better capacity management. In particular,
the percentage of inpatients who get an appointment during regular hours increased because we
reserve more capacity for inpatients in the postponement system (19% of the overall capacity in
the system with T u = 2 as apposed to 14% in the no-postponement system) knowing that we will
be able to utilize any unused capacity for outpatients. The 3% increase in the outpatients accepted
is due to the ability to use any unused inpatient capacity. Hence, the total utilization of system
improves under the proposed system while the total cost decreases.
Table 4 Acceptance rate of patients during regular clinic hours (%)
Patient type No-postponement Two-day postponement
Inpatients 97.56 99.98
Emergency patients 99.03 99.05
Outpatients 82.12 85.20
Another interesting observation related to the performance of the proposed postponement system
vs. the current no-postponement system is in the way they prioritize different outpatient classes.
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As seen in Table 5, under the no-postponement system, patients (obviously) do not wait in an
acceptance queue. On average, Type 1 outpatients receive an appointment that is 6.3 days after
they request an appointment. For Type 2 patients, the performance is only slightly better with
6.2 days. Under the proposed system, Type 1 (i.e., lower priority) patients wait in the acceptance
queue on average for almost two days before they get an appointment scheduled. Appointments
were scheduled for on average 5.7 days later. On the other hand, Type 2 patients wait for one day
to get a response to their appointment request and receive one that is on average 3.7 days later
i.e., the total number of days between the receival of a request and the appointment is 4.7 days. In
summary, Type 1 outpatients are slightly worse off under the proposed system with respect to the
time between when they request an appointment and actually get one. However, Type 2 patients
are better off. Note that the overall acceptance rate is higher under the proposed system meaning
more outpatients are seen during regular hours instead of during overtime hours, as shown in Table
4.
Table 5 Prioritizing outpatient classes
Outpatient type/ System type Average days in queue Appointment days ahead
Type 1 / No-postponement - 6.3
Type 2 / No-postponement - 6.1
Type 1 / Postponement 1.9 5.7
Type 2 / Postponement 1.0 3.7
5.3.3. Simulation study: In addition to comparing the optimal solutions for the no-
postponement and postponement systems, we developed a simple benchmark policy based on our
observations of the optimal solutions. The optimal values for αI and αE obtained form the SAA
model are used to simulate appointment decisions for both postponement and no-postponement
systems. For the no-postponement system, the benchmark scheduling policy gives the earliest possi-
ble appointment to all patients as soon as they arrive. For the postponement system, the emergency
patients are handled in the same way as the no-postponement case (i.e., they are seen as soon
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as they arrive if there is capacity or referred immediately to another clinic). The inpatients are
also handled the same way in both cases, i.e., they are given next day appointments or see during
overtime hours. Type 2 outpatients are kept in the acceptance queue for one day and then given
the earliest available appointments. If there is not capacity left then they are referred to another
clinic. Type 1 outpatients are kept in the acceptance queue for two days, and based on the left
over capacity they are given appointments. To mimic the optimal policy a Type 1 outpatient is
given the earliest available appointment only on two,five and seven days ahead. This rule depends
on how we estimated the cost parameters and may be different if we change the cost values. Other
significant consideration is that we are not allowed to use all the remaining capacity on the second
day to schedule type 1 outpatients. If this capacity is greater than 33% percent of the total daily
outpatient capacity K(1−αI−αE), we are allowed to schedule type 1 outpatients on 75% of that.
Note that this is based on our observations of the optimal decisions that try to keep some capacity
for new Type 2 outpatient arrivals.
We simulate the postponement and no-postponement policies mentioned above. The average
total cost and acceptance of different classes of patients in two simulated systems are represented
in Table 6. As seen in Table 6 the average total cost in postponement policy is much less than the
no-postponement policy. The acceptance rates of inpatients and outpatients are increased as well.
Table 7 represents the prioritization of two types of outpatients in two systems.
Table 6 Average total cost and acceptance rate of patients in simulated systems
No-postponement Postponement
Avg. total cost $2822 $2496
Inpatients 97.51% 99.98%
Emergency patients 99.03% 99.02%
Outpatients 82.05% 84.78%
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Table 7 Prioritizing outpatient classes in simulated systems
Outpatient type/ System type Average days in queue Appointment days ahead
Type 1 / No-postponement - 6.2
Type 2 / No-postponement - 6.2
Type 1 / Postponement 2.0 6.0
Type 2 / Postponement 1.0 3.7
5.4. Sensitivity analysis
The results presented in Section 5.3 demonstrate the effectiveness of the proposed postponement
system on the base scenario, referred to as experiment 1. In this section, we perform a sensitivity
analysis to observe how the postponement system performs under different conditions. For this
analysis the values of the following parameters are changed one at a time: bjtuta , c
I , cE, λI , and
wjtu .
5.4.1. Scheduling costs of outpatients: To understand the effect of changing outpatient
scheduling costs on the optimal solution, we increase bjtuta by 50% and 100% in experiments 2
and 3, respectively. By increasing all the bjtuta values with the same percentage we penalize both
wait times in the acceptance queue and the time until appointments in experiments 2 and 3. In
experiments 4 and 5, we penalize long wait times in the acceptance queue by increasing the bjtuta
values for only tu = 2 by 50% and 100%, respectively. In experiments 6 and 7, we penalize scheduling
later appointments, where bjtuta values for t
a > 2 are increased by 50% and 100%, respectively.
Figures 1 and 2 represent the results of experiments 1-7. As seen in Figure 1b, the percent of
capacity allocated for emergency patients (αE = 0.33) is not impacted by changes to bjtuta . On other
hand, capacity allocated for inpatients (αI) increases slightly from 19% to 21% in experiments 2
and 3 since we are willing to reserve more next day appointment for outpatients. The box plots
in Figure 1a show the total cost for the system. As expected the total cost increases the most in
experiments 2 and 3 since all bjtuta values are increased here whereas only a subset of the bjtuta
values are increased in experiments 4-7.
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Figure 1 Effect of changing bjtuta on total cost and capacity allocation
Figure 2a shows that in the base scenario, all Type 2 outpatients wait in the acceptance queue
for one day before they are given an appointment. Type 1 outpatients, however, wait for almost
two days in the queue. As the cost of waiting in the queue increases the waiting time for Type 2
outpatients remain the same. For Type 1 outpatients, it decreases. In other words, acceptance and
referral decisions are made sooner. Figure 2b shows that time from the day of acceptance to the
day of appointment decreases as bjtuta increases. Because all bjtuta are increased in experiments
2 and 3, the indirect waiting time decreases sharply. In experiments 6 and 7, the bjtuta values
were increased for only high values of ta, as such, compared to the base case the drop in indirect
waiting time is not as dramatic. However, the postponement appointment system tries to offer
sooner appointments to both outpatient types in experiments 6 and 7. Additional insight on these
experiments will be given later when Tables 8 and 9 are presented.
5.4.2. Referral and overtime costs of emergency patients and inpatients: Emergency
patients are the highest priority patients followed by inpatients. Lack of available capacity to
schedule them during regular hours results in additional cost, specifically, overtime cost cI for
inpatients and referral cost cE for emergency patients. Experiments 8 and 9 measure the effect of
increasing these parameters by 50% and 100%, respectively. Note that the average total cost for the
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Figure 2 Effect of changing bjtuta on the number of days in acceptance queue and indirect waiting time
base scenario was $1837. When cI and cE are increased by 50% the average total cost increased to
$1992, i.e., about an 8% increase over the base scenario. When the same parameters were increased
by 100% the average cost increased by about 12% to $2075. With respect to capacity allocation, αI
remained at 19% in experiments 8 and 9 but αE increased slightly from 33% to 34% in experiment
8 and to 35% in experiment 9. With increasing inpatients overtime costs the allocated capacity
remains the same since the acceptance of inpatients were already close to 100%. Emergency patients
capacity increases by increasing emergency patients referral costs and approaches to 100%.
5.4.3. Inpatient arrivals: Since capacity allocated to inpatients can also be used for outpa-
tients in the postponement system, arrival rate of inpatients affect the scheduling of outpatients. To
observe this impact, we performed experiments 10 and 11 where λI is increased by 25% and 50%,
respectively. As one would expect, increasing the inpatient arrival rate resulted in higher αI values
(22% in experiment 10 and 26% in experiment 11). On the other hand, there was no change to the
capacity allocated to emergency patients which stayed at 33%. However, the outpatient acceptance
rate decreased in both of these experiments. This is due to the decrease in outpatients capacity
K(1−αI−αE) together with the decrease in unused inpatients capacity. Since more inpatients are
arriving into the system there is less capacity left for outpatients and more of them are referred to
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other clinics. Given that all problem parameters (including total capacity) remained the same as
αI was increased, the total system cost increased as expected.
5.4.4. Abandonment rate of outpatients: As discussed earlier, one of the disadvantages
of implementing a postponed acceptance in a service system such as a diagnostic clinic is that
customers may abandon the acceptance queue. We assume that a proportion (1 - wjtu) of type j
outpatients leave the queue after having waited tu days. In addition to the outpatient type and the
amount of time they have waited in the queue, the abandonment rates also depend on the type of
diagnostic clinic. To capture the effect of such changes, we decreased the value of wjtu by 5% in
experiment 12 and 10% in experiment 13. In other words, the chances of an outpatient abandoning
the acceptance queue is higher in experiments 12 and 13. Thus, there are fewer outpatients waiting
for an appointment resulting in slight increases in the capacity allocated to emergency patients
and inpatients. More specifically, αE increased to 34% in experiments 12 and 13. On the other
hand, αI stayed at 19% in experiment 12 but increased to 21% in experiment 13. Since the number
of outpatients waiting for an appointment is less, the rejection rate of outpatients decreases. This
results in the decrease in average total cost.
Table 8 provides the percentage of outpatients who have received appointments after waiting one
day or two days in the acceptance queue. Type 2 outpatients almost always receives an appointment
after only one day in the acceptance queue. The only exception to this is in experiments 12 and 13.
On the other hand, majority of type 2 outpatients wait for two days in the acceptance queue in all
of the experiments except experiments 4 and 5. Recall that in experiments 4 and 5 the bjtuta values
are increased for tu = 2 by 50% and 100%, respectively. In other words waiting in the acceptance
queue for two days is costly in these cases. Thus, in experiments 4 and 5 most of the outpatients
get an appointment after only one day in the queue.
The unused inpatient capacity before and after scheduling outpatients out of the acceptance
queue are captured and listed in columns 2 and 3 of Table 9, respectively. Columns 4, 5, and 6 of
the table shows the percentage of the patients that ultimately received appointments. Depending
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Table 8 Prioritization of outpatient types
Experiment
Type 1 outpatients
One day in queue
Type 1 outpatients
Two days in queue
Type 2 outpatients
One day in queue
Type 2 outpatients
Two days in queue
1 7.63 92.37 99.97 0.03
2 12.00 88.00 100.00 0.00
3 22.29 77.71 100.00 0.00
4 93.77 6.23 100.00 0.00
5 99.55 0.45 100.00 0.00
6 14.61 85.39 99.96 0.04
7 8.26 91.74 99.99 0.01
8 6.87 93.13 99.99 0.01
9 6.36 93.64 100.00 0.00
10 5.57 94.43 100.00 0.00
11 4.28 95.72 99.99 0.01
12 6.31 93.69 92.51 7.49
13 7.34 92.66 86.36 13.64
on the problem parameters, the unused inpatient capacity varies between 33.66% and 44.74%.
Note that almost all of the inpatients receive appointments and the leftover capacity is used for
outpatients. Outpatient acceptance rate is low for experiment 11 but over 80% in all of the other
experiments. Recall that in experiments 10 and 11 the inpatient arrival rate was increased, as
such, there is not much leftover capacity that can be used for outpatients compared to the other
experiments.
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Table 9 Capacity utilization
Experiment
Unused inpatient capacity
before scheduling
outpatients (%)
Unused inpatient capacity
after scheduling
outpatients (%)
Inpatient
acceptance (%)
Emergency patient
acceptance (%)
Outpatient
acceptance (%)
1 41.44 0.01 99.98 99.05 85.20
2 44.74 0.01 99.99 99.05 84.76
3 44.74 0.02 99.99 99.05 83.48
4 41.44 0.02 99.98 99.05 84.74
5 41.44 0.01 99.98 99.05 84.65
6 39.64 0.04 99.97 99.05 84.80
7 39.64 0.05 99.97 99.05 83.45
8 39.64 0.02 99.97 99.45 83.48
9 41.44 0.01 99.98 99.59 82.54
10 36.38 0.01 99.96 99.08 80.84
11 33.66 0.02 99.97 98.72 76.31
12 41.44 0.02 99.98 99.27 84.31
13 44.74 0.01 99.99 99.45 83.15
6. Conclusion
This paper introduces a postponable acceptance appointment system for a diagnostic clinic. Diag-
nostic facilities often serve patients of different priority classes. Outpatients are typically scheduled
in advance, but higher priority patients (i.e., inpatients and emergency patients) are usually seen as
soon as possible. Scheduling of outpatients at this Prisma Health clinic are currently done using a
first-come-first-served basis. Thus, high priority outpatients may not receive timely appointments.
This challenge motivated us to propose a postponement system in scheduling of different patient
classes. The value of the proposed model is that the system can strategically postpone the accep-
tance of low priority outpatients while waiting for higher priority outpatients. We formulate the
problem as a two-stage stochastic model in which the first stage estimates the optimal capac-
ity reserved for inpatients and emergency patients. In the second stage, the decision regarding
acceptance and referral of outpatients are made.
Using a data set from one of the diagnostic clinics of Prisma Health, we have conducted a series
of computational experiments to test how the model works. The results suggest that considering
possibility of keeping the appointment requests in the queue up to a reasonable time (i.e., 48 hours)
is advantageous. The cost improvement achieved is primarily due to the increase in the utilization
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of the unused inpatient capacity for outpatients waiting in the queue. In addition, the system
prioritizes more urgent outpatients by having them wait only one day in the queue and forcing the
less urgent outpatients to wait for two days in the acceptance queue. With respect to the optimal
solution, we propose a benchmark policy for clinic which is simple to be applied.
This study can be extended in multiple directions. For example, in this study we assume that the
duration of visits are constant and identical for each type of patient. Thus, the number of patients
that can be seen each day is a fixed number. To consider a more realistic case, uncertain service
times can be considered. Furthermore, due to the higher indirect waiting time of lower priority
patients, the possibility of no-show increases for these classes. Thus, the model can be extended
by considering no-shows.
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7. Appendix
Table 10 Parameters values for the postponement model
Parameter Value Parameter Value Parameter Value
λE 50 b1,2,4 0.75 b2,2,5 2
λI 20 b1,2,5 0.75 b2,2,6 2.5
λ1 80 b1,2,6 1.25 b2,2,7 2.5
λ2 40 b1,2,7 1.25 b2,3,1 3
cE 45 b1,3,1 1.5 b2,3,2 4
cI 30 b1,3,2 2.5 b2,3,3 4
cO1,1 8 b1,3,3 2.5 b2,3,4 5
cO1,2 12 b1,3,4 3.5 b2,3,5 5
cO1,3 16 b1,3,5 3.5 b2,3,6 6
cO2,1 14 b1,3,6 4.5 b2,3,7 6
cO2,2 18 b1,3,7 4.5 a1,1 1
cO2,3 22 b2,1,1 0 a1,2 1.25
b1,1,1 0 b2,1,2 0.5 a1,3 4.5
b1,1,2 0 b2,1,3 0.5 a2,1 1.5
b1,1,3 0.5 b2,1,4 1 a2,2 2.5
b1,1,4 0.5 b2,1,5 1 a2,3 6
b1,1,5 0.5 b2,1,6 1.5 w1,1 1
b1,1,6 1 b2,1,7 1.5 w1,2 0.95
b1,1,7 1 b2,2,1 1 w1,3 0.9
b1,2,1 0.25 b2,2,2 1.5 w2,1 0.95
b1,2,2 0.25 b2,2,3 1.5 w2,2 0.9
b1,2,3 0.75 b2,2,4 2 w2,3 0.85
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Table 11 Estimated parameters in no-postponement model
Parameter Estimation Parameter Estimation Parameter Estimation
λE 50 b1,1 0 b2,2 0.25
λI 20 b1,2 0 b2,3 0.25
λ1
80
18
b1,3 0.25 b2,4 0.5
λ2
40
18
b1,4 0.25 b2,5 0.5
cE 45 b1,5 0.25 b2,6 0.75
cI 30 b1,6 0.5 b2,7 0.75
cO1 6 b1,7 0.5
cO2 10 b2,1 0
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