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Abstract. This is the first part of a series of two papers where we study the connection
between the A∞ property of the elliptic measures associated with second order divergence
form elliptic operators on some given domain and the uniform rectifiability of its boundary.
When the domain is uniform and has Ahlfors regular boundary, the case of the Laplacian
is well-understood and one has that the associated harmonic measure belongs to A∞ with
respect to the surface measure if and only if the boundary of the domain is uniformly recti-
fiable. Under the same background hypothesis, the first, second, and fourth named authors
of the present paper have shown that an identical equivalence holds for elliptic measures
assuming some control of the derivatives of the coefficients of the elliptic operator. That
control is however stronger than the natural one from the work of Kenig-Pipher. In this
series of papers we show that the previous equivalence holds as well for the Kenig-Pipher
operators. The first step for this characterization is taken in the present paper and we con-
sider the case where the Kenig-Pipher condition of Carleson type holds with sufficiently
small constant. Indeed, we further show that it suffices to assume an smallness condition
for the derivatives of the coefficients on just Whitney balls. We prove such a result using
a compactness argument so that in the limit one sees a domain of the same type and some
constant coefficient operator to which the previous theory applies. In the second part of this
series of papers we address the general result by extrapolating from the small constant case
established here to the “large constant case” where the Kenig-Pipher condition holds with
an arbitrary (large) constant.
Date: August 9, 2019.
2010 Mathematics Subject Classification. 35J25, 42B37, 31B35.
Key words and phrases. Elliptic measure, uniform domain, A∞ class, exterior corkscrew, rectifiability.
The first author was partially supported by NSF grant number DMS-1664047. The second author acknowl-
edges that the research leading to these results has received funding from the European Research Council
under the European Union’s Seventh Framework Programme (FP7/2007-2013)/ ERC agreement no. 615112
HAPDEGMT. He also acknowledges financial support from the Spanish Ministry of Economy and Competi-
tiveness, through the “Severo Ochoa Programme for Centres of Excellence in R&D” (SEV-2015-0554). The
third author was partially supported by the NSF INSPIRE Award DMS 1344235, the NSF RAISE-TAQ grant
DMS 1839077, and the Simons Foundation grant 563916, SM. The fourth author was partially supported by the
Craig McKibben & Sarah Merner Professor in Mathematics and by NSF grant number DMS-1664867. The fifth
author was partially supported by NSF grants DMS-1361823, DMS-1500098, DMS-1664867, DMS-1902756
and by the Institute for Advanced Study.
This material is based upon work supported by the National Science Foundation under Grant No. DMS-
1440140 while the authors were in residence at the Mathematical Sciences Research Institute in Berkeley, Cali-
fornia, during the Spring 2017 semester.
1
2 S. HOFMANN, J.M. MARTELL, S. MAYBORODA, T. TORO, AND Z. ZHAO
Contents
1. Introduction 2
2. Preliminaries 6
3. Compactness argument 11
4. Limiting domains 12
4.1. Geometric limit 12
4.2. Convergence of elliptic matrices 25
4.3. Convergence of operator 28
4.4. Analytic properties of the limiting domains 29
5. Proof of the Main Theorem 35
References 36
1. Introduction
Early on, the work of F. and M. Riesz put in evidence the deep connection that exists be-
tween the properties of the harmonic measure of a domain and the regularity of the boundary
expressed in terms of its differentiability, that is, in terms of the existence of tangent planes
almost everywhere with respect to surface measure. Recently the relationship between the
properties of the harmonic measure of a domain with respect the surface measure of its
boundary and the rectifiability and/or uniform rectifiability properties of it has been an area
of active inquiry. For instance, in the scale-invariant sense and under some quantitative
topological assumptions one can show that the A∞ property of harmonic measure is related
to the uniform rectifiability of the boundary or even to the non-tangentially approximability
of the exterior domain:
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3, be a uniform domain (bounded or unbounded) with
Ahlfors regular boundary (cf. Definitions 2.8 and 2.1), set σ = Hn−1|∂Ω, and let ω−∆ denote
its associated harmonic measure. The following statements are equivalent:
(a) ω−∆ ∈ A∞(σ) (cf. Definition 2.10).
(b) ∂Ω is uniformly rectifiable. (cf. Definition 2.2 ).
(c) Ω satisfies the exterior corkscrew condition (cf. Definition 2.3), hence, in particular,
it is a chord-arc domain (cf. Definition 2.9).
This result in the present form appears in [AHMNT, Theorem 1.2]. That (a) implies
(b) is the main result in [HMU] (see also [HM2, HLMN]); that (b) yields (c) is [AHMNT,
Theorem 1.1]; and the fact that (c) implies (a) was proved in [DJ], and independently in
[Sem]. Even though this result was stated for the Laplacian, it is not hard to see that the
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proof extends to symmetric second order elliptic divergence form operators with constant
coefficients (see also [HMT1]).
With this and other recent results∗ in hand, we now understand very well how the A∞
condition of harmonic measure is related to the geometry of the domain Ω. Less is known
when one works with the elliptic measure associated with an elliptic operator with vari-
able coefficients. On the one hand, C. Kenig and J. Pipher proved in [KP] that if Ω ⊂ Rn
is a bounded Lipschitz domain and the elliptic matrix A satisfies some Carleson measure
condition (later referred to as Kenig-Pipher condition), that is,
(1.2) sup
q∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(q,r)∩Ω
(
sup
Y∈B(X, δ(X)2 )
|∇A(Y)|2δ(Y)
)
dX < ∞,
where here and elsewhere we write δ(·) = dist(·, ∂Ω), then the corresponding elliptic mea-
sure ωL ∈ A∞(σ). Combining this and the method of [DJ], one can see that the same holds in
a chord-arc domain and hence (c) implies (a) holds for operators satisfying the Kenig-Pipher
condition. As observed in [HMT1] one may carry through the proof in [KP] essentially un-
changed with a slight reformulation of (1.2), namely by assuming that |∇A|δ ∈ L∞(Ω),
along with the Carleson measure estimate
(1.3) sup
q∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(q,r)∩Ω
|∇A(X)|2δ(X)dX < ∞ .
In an effort to obtain that (a) implies (b) or (c) for this class of operators, the first, sec-
ond and fourth authors of the present paper have recently obtained in [HMT1] that under
the same background hypothesis of Theorem 1.1, (a) implies (c) for elliptic operators with
variable-coefficient matrices A satisfying |∇A|δ ∈ L∞(Ω) and the Carleson measure esti-
mate
(1.4) sup
q∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(q,r)∩Ω
|∇A(X)|dX < ∞.
We note that this is stronger than the relaxed Kenig-Pipher condition mentioned above and
hence Theorem 1.1 remains true for this new class of matrices. We also mention in passing a
qualitative version obtained in [ABHM], as well as related (quantitative) results of [HMM]
and [AGMT] that are valid in the absence of any connectivity hypothesis.
One of the main motivations of this series of papers is to understand whether the elliptic
measure of a variable-coefficient divergence form elliptic operator distinguishes between a
rectifiable and a purely unrectifiable boundary. In other words, our goal is to find classes of
variable-coefficient operators for which the A∞ property of the associated elliptic measure
guarantees that the boundary of the domain is uniformly rectifiable or equivalently if the
domain in question satisfies the exterior corkscrew condition. Geometrically we consider
∗We refer the reader also to recent work of Azzam [Azz], in which the author characterizes the domains with
Ahlfors regular boundaries for which ω ∈ A∞(σ): they are precisely the domains with uniformly rectifiable
boundary which are semi-uniform in the sense of Aikawa and Hirata [AH]; see also [AHMMT, AMT, HM3]
for related results in the case that ω need not be doubling.
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bounded uniform domains Ω ⊂ Rn with n ≥ 3 (see Definition 2.8) with Ahlfors regular
boundary (see Definition 2.1). Analytically we consider second order divergence form el-
liptic symmetric operators, that is, L = − div(A(·)∇), where A = (ai j)ni, j=1 is a variable
real symmetric uniformly elliptic matrix where the latter means that there exist constants
0 < λ ≤ Λ < ∞ such that for almost all X ∈ Ω,
(1.5) λ|ξ|2 ≤ 〈A(X)ξ, ξ〉 ≤ Λ|ξ|2, for all ξ ∈ Rn \ {0}.
We assume thatA satisfies the slightly weaker reformulation of the Kenig-Pipher condition
(1.2) (that is, |∇A|δ ∈ L∞(Ω) and (1.3)) and additionally that the associated elliptic measure
is an A∞ weight (see Definition 2.10) with respect to the surface measure σ = Hn−1|∂Ω. Our
goal is to understand how the analytic information yields geometric insight on the domain
and its boundary. We do this in two stages. First, we consider the case on which the quantity
(1.3) is sufficiently small. This is indeed the content of the present paper and we can go even
further assuming a much weaker condition (see (1.7) for the precise assumption and Remark
1.8). The second stage is taken in [HMMTZ], the second part of this series of papers, where
we derive the “large constant” case by using our main result here and an extrapolation (or
bootstrapping) argument to pass from the smallness of the quantity (1.3) constant to the case
on which that is just finite.
Throughout his paper, and unless otherwise specified, by allowable constants, we mean
the dimension n ≥ 3; the constants involved in the definition of a uniform domain, that is,
M,C1 > 1 (see Definition 2.8); the Ahlfors regular constant CAR > 1 (see Definition 2.1);
the ellipticity constants Λ ≥ λ ≥ 1 (see (1.5)); and the A∞ constants C0 > 1 and θ ∈ (0, 1)
(see Definition 2.10).
Remark 1.6. We need to introduce some notation. First, we always work on Rn, n ≥ 3.
Next, given the values of allowable constants M,C1,CAR > 1, Λ ≥ λ ≥ 1, C0 > 1 and
0 < θ < 1, by the extension of (a) implies (c) in Theorem 1.1 to constant coefficients, or
by [HMT1] applied to constant coefficient operators (in which case clearly |∇A|δ ∈ L∞(Ω)
and the Carleson measure estimate (1.4) holds both with constant 0) there exists a constant
N0 = N0(M,C1,CAR,Λ/λ,C0, θ) such that if Ω ⊂ Rn, n ≥ 3, is a uniform domain with
constants M,C1, such that ∂Ω is Ahlfors regular with constant CAR, if L = − div(A∇) is an
elliptic operator with real symmetric matrixA satisfying (1.5) with ellipticity constants λ,Λ
such that the corresponding elliptic measure ωL ∈ A∞(σ) with constant C0 and θ, then Ω
satisfies the exterior corkscrew condition with constant N0.
We are now ready to state our main result.
Main Theorem. Fix n ≥ 3. Given the values of allowable constants M,C1,CAR > 1,
Λ ≥ λ > 0, C0 > 1, and 0 < θ < 1 there exist N† and ǫ > 0 depending both on the allowable
constants and n such that the following holds. Let Ω ⊂ Rn be a bounded uniform domain
with constants M,C1 and whose boundary ∂Ω is Ahlfors regular with constant CAR and set
σ = Hn−1|∂Ω. Let L = − div(A(·)∇) be an elliptic operator with real symmetric matrix A
†Indeed, N = 4N0(4M, 2C1, 25(n−1)C2AR,Λ/λ,C0C2C4θAR28(n−1)θ, θ) (see Remark 1.6) where the constant C2 =
C2(M,C1,CAR,Λ/λ) can be found in Remark 2.33.
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satisfying (1.5) with ellipticity constants λ,Λ such that the corresponding elliptic measure
satisfies ωL ∈ A∞(σ) with constants C0 and θ. If A verifies
(1.7) C(Ω,A) := sup
X∈Ω
 
B(X,δ(X)/2)
|∇A(Y)|δ(Y)dY < ǫ,
where δ(·) = dist(·, ∂Ω), then Ω satisfies the exterior corkscrew condition with constant N.
Remark 1.8.
(i) We note that our assumption (1.7) on the matrix A is much weaker than the small-
ness of the relaxed Kenig-Pipher condition (1.3). To see this, given X ∈ Ω, let
qX ∈ ∂Ω be such that |X − qX | = δ(X). Then by Ho¨lder’s inequality
(1.9)
 
B(X,δ(X)/2)
|∇A(Y)|δ(Y)dY .
(
1
δ(X)n−1
ˆ
B(qX ,3δ(X)/2)∩Ω
|∇A(Y)|2δ(Y)dY
) 1
2
.
Hence (1.3) with sufficiently small constant gives (1.7). On the other hand, it is easy
to see that the latter is much weaker. Assume for instance that |∇A|δ ∼ ǫ in Ω in
which case (1.7) holds but (1.3) fails since every integral is infinity.
(ii) As will be pointed out in the proof (see Remark 4.69) our condition (1.7) can be
relaxed by assuming that
(1.10) osc(Ω,A) := sup
X∈Ω
 
B(X,δ(X)/2)
|A(Y) − 〈A〉B(X,δ(X)/2)|dY < ǫ,
where 〈A〉B(X,δ(X)/2) denotes the average ofA on B(X, δ(X)/2).
A subtle question may arise from the statement of the theorem: fixed (among other allow-
able constants) the A∞ constants C0, θ, we wonder if we can find a matrixA satisfying (1.7)
with small constant ǫ and whose elliptic measure has the given A∞ constants. To answer this
we consider the converse of our theorem, which is a corollary of [KP] and states that for an
NTA domain with Ahlfors regular boundary, ifA satisfies (1.2), then the corresponding el-
liptic measure ωL ∈ A∞(σ), with constants depending on the upper bound Carleson measure
constant in (1.2). In other words, fixed κ0 > 0, and ellipticity constants λ,Λ, [KP] states that
anyA so that the left hand side of (1.2) is bounded by κ0 has the property that ωL ∈ A∞ with
constants that only depend on κ0, ellipticity and the other allowable parameters. Hence, in
particular, one could take matricesA so that (1.2) is very tiny (in particular smaller than the
fixed κ0) and still have that ωL ∈ A∞(σ) with constants that do not depend on the smallness
and just on κ0. To be more specific, fix an NTA domain Ω with Ahlfors regular boundary,
let 0 < ǫ < 1, and take the elliptic matrix Aǫ(X) = (1 + ǫϕ(X)) Id, X ∈ Ω (here Id is the
identity matrix), with 0 ≤ ϕ ≤ 1, |∇ϕ| ≤ 1 and spt ϕ ⊂ {X ∈ Ω : δ(X) < 1}. Then Aǫ
satisfies (1.5) with λ = 1 and Λ = 2 and it is easy to see that Aǫ satisfies the Kenig-Pipher
condition with uniform constant (depending only on dimension and CAR but not on ǫ), so
that the corresponding elliptic measure satisfies the A∞(σ) property with uniform constants
that are independent of ǫ. On the other hand, C(Ω,Aǫ) ≤ ǫ which can be made as small as
we want.
As a consequence of our Main Theorem we obtain the following:
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Corollary 1.11. Under the same assumption as the Main Theorem, Ω has uniformly rectifi-
able boundary.
2. Preliminaries
Definition 2.1. We say a closed set E ⊂ Rn is Ahlfors regular with constant CAR > 1 if for
any q ∈ E and 0 < r < diam(E),
C−1AR r
n−1 ≤ Hn−1(B(q, r) ∩ E) ≤ CAR rn−1.
There are many equivalent characterizations of a uniformly rectifiable set, see [DS2].
Since uniformly rectifiability is not the main focus of our paper, we only state one of the
geometric characterizations as its definition.
Definition 2.2. An Ahlfors regular set E ⊂ Rn is said to be uniformly rectifiable, if it has
big pieces of Lipschitz images of Rn−1. That is, there exist θ,M > 0 such that for each q ∈ E
and 0 < r < diam(E), there is a Lipschitz mapping ρ : Bn−1(0, r) → Rn such that ρ has
Lipschitz norm ≤ M and
Hn−1 (E ∩ B(q, r) ∩ ρ(Bn−1(0, r))) ≥ θrn−1.
Here Bn−1(0, r) denote a ball of radius r in Rn−1.
Definition 2.3. An open set Ω ⊂ Rn is said to satisfy the (interior) corkscrew condition
(resp. the exterior corkscrew condition) with constant M > 1 if for every q ∈ ∂Ω and every
0 < r < diam(Ω), there exists A = A(q, r) ∈ Ω (resp. A ∈ Ωext := Rn \Ω) such that
(2.4) B
(
A,
r
M
)
⊂ B(q, r) ∩ Ω
(
resp. B
(
A,
r
M
)
⊂ B(q, r) ∩ Ωext.
)
The point A is called a Corkscrew point (or a non-tangential point) relative to ∆(q, r) =
B(q, r) ∩ ∂Ω in Ω (resp. Ωext).
Definition 2.5. An open connected set Ω ⊂ Rn is said to satisfy the Harnack chain condi-
tion with constants M,C1 > 1 if for every pair of points A, A
′ ∈ Ω there is a chain of balls
B1, B2, . . . , BK ⊂ Ω with K ≤ M(2 + log+2 Π) that connects A to A′, where
(2.6) Π :=
|A − A′|
min{δ(A), δ(A′)} .
Namely, A ∈ B1, A′ ∈ BK, Bk ∩ Bk+1 , Ø and for every 1 ≤ k ≤ K
(2.7) C−11 diam(Bk) ≤ dist(Bk, ∂Ω) ≤ C1 diam(Bk).
We note that in the context of the previous definition if Π ≤ 1 we can trivially form the
Harnack chain B1 = B(A, 3δ(A)/5) and B2 = B(A
′, 3δ(A′)/5) where (2.7) holds with C1 = 3.
Hence the Harnack chain condition is non-trivial only when Π > 1.
Definition 2.8. An open connected setΩ ⊂ Rn is said to be a uniform domain with constants
M,C1, if it satisfies the interior corkscrew condition with constant M and the Harnack chain
condition with constants M,C1.
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Definition 2.9. A uniform domain Ω ⊂ Rn is said to be NTA if it satisfies the exterior
corkscrew condition. If one additionally assumes that ∂Ω is Ahlfors regular, the Ω is said to
be a chord-arc domain.
For any q ∈ ∂Ω and r > 0, let ∆ = ∆(q, r) denote the surface ball B(q, r) ∩ ∂Ω, and let
T (∆) = B(q, r) ∩ Ω denote the Carleson region above ∆. We always implicitly assume that
0 < r < diam(Ω). We will also write σ = Hn−1|∂Ω.
Given an open connected setΩ and an elliptic operator Lwe let {ωXL }X∈Ω be the associated
elliptic measure. In the statement of the Main Theorem we assume that ωL ∈ A∞(σ) in the
following sense:
Definition 2.10. The elliptic measure associated with L in Ω is said to be of class A∞ with
respect to the surface measure σ = Hn−1|∂Ω, which we denote by ωL ∈ A∞(σ), if there exist
C0 > 1 and 0 < θ < ∞ such that for any surface ball ∆(q, r) = B(q, r) ∩ ∂Ω, with x ∈ ∂Ω
and 0 < r < diam(Ω), any surface ball ∆′ = B′ ∩ ∂Ω centered at ∂Ω with B′ ⊂ B(q, r), and
any Borel set F ⊂ ∆′, the elliptic measure with pole at A(q, r) (a corkscrew point relative to
∆(q, r)) satisfies
(2.11)
ω
A(q,r)
L (F)
ω
A(q,r)
L (∆
′)
≤ C0
(
σ(F)
σ(∆′)
)θ
.
Definition 2.12. A domain Ω ⊂ Rn with n ≥ 3 is said to satisfy the capacity density
condition (CDC) if there exists a constant c0 > 0 such that
(2.13)
cap2(Br(q) \Ω)
cap2(Br(q))
≥ c0, for any q ∈ ∂Ω and 0 < r < diam(Ω),
where for any set K ⊂ Rn, the capacity is defined as
cap2(K) = inf
{ˆ
|∇ϕ|2dX : ϕ ∈ C∞c (Rn),K ⊂ int{ϕ ≥ 1}
}
.
It was proved in [Zha, Section 3 ] and [HLMN, Lemma 3.27] that a domain in Rn, n ≥ 3,
with (n − 1)-Ahlfors regular boundary satisfies the capacity density condition with constant
c0 depending only on n and the Ahlfors regular constant CAR. In particular such a domain is
Wiener regular and hence for any elliptic operator L, and any function f ∈ C(∂Ω), we can
define
(2.14) u(X) =
ˆ
∂Ω
f (q)dωXL (q), X ∈ Ω,
and obtain that u ∈ W1,2loc (Ω) ∩ C(Ω), u|∂Ω = f on ∂Ω and Lu = 0 in Ω in the weak sense.
Moreover, if additionally f ∈ Lip(Ω) then u ∈ W1,2(Ω).
Given L = − div(A∇) with A satisfying (1.5), one can construct the associated elliptic
measure ωL and Green function G. For the latter the reader is referred to the work of
Gru¨ter and Widman [GW], while the existence of the corresponding elliptic measures is
an application of the Riesz representation theorem. The behavior of ωL and G, as well as
the relationship between them, depends crucially on the properties of Ω, and assuming that
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Ω is a uniform domain with the CDC one can follow the program carried out in [JK]. We
summarize below the results which will be used later in this paper. For a comprehensive
treatment of the subject we refer the reader to the forthcoming monograph [HMT2].
Theorem 2.15. Let L be a divergence form elliptic operator in a bounded open connected
set Ω ⊂ Rn. There exist a unique non-negative function G : Ω × Ω → R ∪ {∞}, the Green
function associated with L, and a positive, finite constants C, depending only on dimension,
λ, and Λ, such that the following hold:
(2.16) G(·, Y) ∈ W1,2(Ω\B(Y, s))∩W1,10 (Ω)∩W1,r0 (Ω), ∀Y ∈ Ω, ∀ s > 0, ∀ r ∈
[
1, n
n−1
)
;
(2.17)
ˆ
〈A(X)∇XG(X, Y),∇ϕ(X)〉 dX = ϕ(Y), for all ϕ ∈ C∞c (Ω);
(2.18) ‖G(·, Y)‖
L
n
n−2 ,∞(Ω)
+ ‖∇G(·, Y)‖
L
n
n−1 ,∞(Ω)
≤ C, ∀Y ∈ Ω;
(2.19) G(X, Y) ≤ C|X − Y |2−n;
and
(2.20) G(X, Y) ≥ C|X − Y |2−n, if |X − Y | ≤ 7
8
δ(Y).
Furthermore, if Ω is a uniform domain satisfying the CDC, for any ϕ ∈ C∞c (Rn) and for
almost all Y ∈ Ω
(2.21) −
ˆ
Ω
〈A(X)∇XG(X, Y),∇ϕ(X)〉 dX =
ˆ
∂Ω
ϕdωYL − ϕ(Y)
where {ωYL}Y∈Ω is the associated elliptic measure.
We observe that (2.18) and Kolmogorov’s inequality give that for every 1 ≤ r < n
n−1
(2.22) ‖G(·, Y)‖Lr(Ω) ≤ CC
1
r
3 |Ω|
1
r
− n−2
n , ‖∇G(·, Y)‖Lr(Ω) ≤ CC
1
r
4 |Ω|
1
r
− n−1
n ,
where C is the constant in (2.18), C4 = (
n
(n−2)r )
′, and C4 = ( n(n−1)r )
′.
Lemma 2.23. LetΩ be a uniform domain satisfying the CDC. There exist constants C, β > 0
(depending on the allowable constants) such that for q ∈ ∂Ω and 0 < r < diam(∂Ω), and
u ≥ 0 with Lu = 0 in B(q, 2r) ∩ Ω, if u vanishes continuously on ∆(q, 2r) = B(q, 2r) ∩ ∂Ω,
then
(2.24) u(X) ≤ C
( |X − q|
r
)β
sup
B(q,2r)∩Ω
u, for anyX ∈ Ω ∩ B(q, r).
Lemma 2.25. Let Ω be a uniform domain satisfying the CDC. There exists m0 ∈ (0, 1)
depending on the allowable constants such that for any q ∈ ∂Ω and 0 < r < diam(∂Ω),
(2.26) ω
A(q,r)
L (∆(q, r)) ≥ m0.
Here A(q, r) denotes a non-tangential point for q at radius r.
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Lemma 2.27. Let Ω be a uniform domain satisfying the CDC. There exists a constant C
(depending on the allowable constants) such that for q ∈ ∂Ω and 0 < r < diam(∂Ω). If
u ≥ 0 with Lu = 0 in Ω ∩ B(q, 2r) and u vanishes continuously on ∆(q, 2r), then
(2.28) u(X) ≤ Cu(A(q, r)), for any X ∈ Ω ∩ B(q, r).
Lemma 2.29. LetΩ be a uniform domain satisfying the CDC. There exists C > 0 depending
on the allowable constants such that for q ∈ ∂Ω and 0 < r < diam(∂Ω)/M,
(2.30) C−1 ≤ ω
X
L (∆(q, r))
rn−2G(A(q, r), X)
≤ C, for any X ∈ Ω \ B(q, 4r).
Lemma 2.31. LetΩ be a uniform domain satisfying the CDC. There exists C > 0 depending
on the allowable constants such that for any q ∈ ∂Ω and 0 < r < diam(∂Ω)/4, if X ∈
Ω \ B(q, 4r), then
(2.32) ωXL (∆(q, 2r)) ≤ CωXL (∆(q, r)).
Remark 2.33. In the proof of our main result the following observation will be useful. If
M denotes the corkscrew constant for Ω, it follows easily from the previous result, Lemma
2.26 and Harnack’s inequality that
(2.34) ωXL (∆(q, 2r)) ≤ C2ωXL (∆(q, r)),
for every q ∈ ∂Ω, 0 < r < diam(∂Ω) and for all X ∈ Ω with δ(X) ≥ r/(2M). Here C2 is
a constant that depends on the allowable parameters associated with Ω and the ellipticity
constants of L.
Our next result establishes that if a domain satisfies the Harnack chain condition then we
can modify the chain of balls so that they avoid a non-tangential balls inside:
Lemma 2.35. Let Ω ⊂ Rn be an open set satisfying the Harnack chain condition with
constants M,C1 > 1. Given X0 ∈ Ω, let BX0 = B(X0, δ(X0)/2). For every X, Y ∈ Ω \
BX0, if we set Π = |X − Y |/min{δ(X), δ(Y)}, then there is a chain of open Harnack balls
B1, B2, . . . , BK ⊂ Ω with K ≤ 100(M + C21)(2 + log+2 Π) that connects X to Y. Namely,
X ∈ B1, Y ∈ BK, Bk ∩ Bk+1 , Ø for every 1 ≤ k ≤ K − 1 and for every 1 ≤ k ≤ K
(2.36) (100C1)
−2 diam(Bk) ≤ dist(Bk, ∂Ω) ≤ 100C21 diam(Bk).
Moreover, Bk ∩ 12BX0 = Ø for every 1 ≤ k ≤ K.
Proof. Fix X, Y as in the statement and without loss of generality we assume that δ(X) ≤
δ(Y). Use the Harnack chain condition for Ω to construct the chain of balls B1, . . . , BK as
in Definition 2.5. If none of Bk meets BX0 then there is nothing to do as this original chain
satisfies all the required condition. Hence we may suppose that some Bk meets BX0. The
main idea is that then we can modify the chain of balls by adding some small balls that
surround X0. To be more precise, we let k− and k+ be respectively the first and last ball in
the chain meeting BX0. Note that 1 ≤ k− ≤ k+ ≤ K.
We pick X− ∈ Bk− \ BX0: If k− = 1 we let X− = X or if k− > 1 we pick X− ∈ Bk−−1 ∩ Bk− .
Since Bk− meets BX0 then we can find Y− ∈ Bk−∩∂BX0 such that the open segment joining X−
10 S. HOFMANN, J.M. MARTELL, S. MAYBORODA, T. TORO, AND Z. ZHAO
and Y− is contained in Bk−\BX0. Analogously we can find X+ ∈ Bk+\BX0 and Y+ ∈ Bk+∩∂BX0
such that the open segment joining X+ and Y+ is contained in Bk+ \ BX0 .
Next set r = δ(X)/(16C1) and let N± ≥ 0 be such that N± ≤ |X± − Y±|/r < N± + 1. For
j = 0, . . . ,N±, let
B
j
± = B(X
j
±, r), where X
j
± = X± + jr
Y± − X±
|Y± − X±|
Straightforward arguments show that N± ≤ 32C21, X± ∈ B0±, Y± ∈ BN±± , B j± ∩ B j+1± , Ø for
every 0 ≤ j ≤ N± − 1, and
(32C21)
−1 diam(B j±) ≤ dist(B j±, ∂Ω) ≤ 32C21 diam(B j±), B j± ∩
1
2
BX0 = Ø,
for every 0 ≤ j ≤ N± − 1.
Next, since X± ∈ ∂BX0 we can find a sequence of balls B0, . . . , BN centered at ∂BX0 and
with radius δ(X)/16 (hence B j∩ 12BX0 = Ø) so that N ≤ 64, Y− ∈ B0, Y+ ∈ BN, B j∩B j+1 , Ø
for 0 ≤ j ≤ N − 1 and 32−1 ≤ dist(B j, ∂Ω)/ diam(B j) ≤ 32.
Finally, to form the desired Harnack chain we concatenate the sub-chains {B1, . . . Bk−−1},
{B0−, . . . BN−− }, {B0, . . . BN}, {BN+ , . . . , B0+}, {Bk++1, . . . BK} and the resulting chain have all the
desired properties. To complete the proof we just need to observe that the length of the chain
is controlled by K + N− + N + N+ + 3 ≤ 100(M +C21)(2 + log+2 Π). 
The reader may be familiar with the notion of convergence of compact sets in the Haus-
dorff distance; for general closed sets, not necessarily compact, we use the following notion
of convergence, see [DS1, Section 8.2] for details. (It was pointed out to us that this notion
is also referred to as the Attouch-Wets topology, see for example [Bee, Chapter 3].)
Definition 2.37 (Convergence of closed sets). Let {E j} be a sequence of non-empty closed
subsets of Rn, and let E be another non-empty closed subset of Rn. We say that E j converges
to E, and write E j → E, if
lim
j→∞
sup
x∈E j∩B(0,R)
dist(x, E) = 0
and
lim
j→∞
sup
x∈E∩B(0,R)
dist(x, E j) = 0
for all R > 0. By convention, these suprema are interpreted to be zero when the relevant sets
are empty.
We remark that in the above definition, we may replace the balls B(0,R) by arbitrary balls
in Rn. The following compactness property has been proved in [DS1, Lemma 8.2]:
Lemma 2.38 (Compactness of closed sets). Let {E j} be a sequence of non-empty closed
subsets of Rn, and suppose that there exists an r > 0 such that E j ∩ B(0, r) , Ø for all j.
Then there is a subsequence of {E j} that converges to a nonempty closed subset E of Rn in
the sense defined above.
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Given a Radon measure µ on Rn (i.e., a non-negative Borel such that the measure of any
compact set is finite) we define
spt µ =
{
x ∈ Rn : µ(B(x, r)) > 0 for any r > 0}.
Definition 2.39. We say that a Radon measure µ on Rn is Ahlfors regular with constant
C ≥ 1, if there exits a constant C ≥ 1 such that for any x ∈ E and 0 < r < diam(E),
C−1 rn−1 ≤ µ(B(q, r)) ≤ C rn−1, ∀ x ∈ spt µ, 0 < r < diam(spt µ).
Definition 2.40. Let {µ j} be a sequence of Radon measures on Rn. We say µ j converge
weakly to a Radon measure µ∞ and write µ j ⇀ µ∞, ifˆ
f dµ j →
ˆ
f dµ∞
for any f ∈ Cc(Rn).
We finish this section by stating a compactness type lemma for Radon measures which
are uniformly doubling and “bounded below”.
Lemma 2.41 ([TZ, Lemma 2.19]). Let {µ j} j be a sequence of Radon measures. Let A1, A2 >
0 be fixed constants, and assume the following conditions:
(i) 0 ∈ spt µ j and µ j(B(0, 1)) ≥ A1 for all j,
(ii) For all j ∈ N, q ∈ spt µ j and r > 0,
(2.42) µ j(B(q, 2r)) ≤ A2µ j(B(q, r))
If there exists a Radon measure µ∞ such that µ j ⇀ µ∞, then µ∞ is doubling and
(2.43) spt µ j → spt µ∞,
in the sense of Definition 2.37.
3. Compactness argument
To prove the Main Theorem (see page 4) we will proceed by contradiction. Fixed n ≥ 3,
let us suppose that there exists a set of allowable constants M,C1,CAR > 1, Λ ≥ λ ≥ 1, C0 >
1 and 0 < θ < 1, so that if we set N = 4N0(4M, 2C1, 2
5(n−1)C2AR,Λ/λ,C0C2C
4θ
AR2
8(n−1)θ , θ)
(see Remark 1.6) then for every ǫ j (with ǫ j → 0 as j → ∞), we have the following assump-
tions:
Assumption (a): There is a bounded domain Ω j ⊂ Rn, which is uniform with constants
M,C1 and whose boundary is Ahlfors regular with constant CAR. Also, there is an el-
liptic matrixA j defined onΩ j with constants λ andΛ, and we write L j = − div(A j∇).
Assumption (b): C(Ω j,A j) < ǫ j (see (1.7)).
Assumption (c): The elliptic measure of the operator L j inΩ j is of class A∞ with respect
to the surface measure σ j = Hn−1|∂Ω j with constants C0 and θ (see Definition 2.10).
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Contrary to conclusion: There are some q j ∈ ∂Ω j and 0 < r j < diam(∂Ω j) such that
Ω j has no exterior corkscrew point with constant N. That is, there is no ball of radius
r j/N contained in B(q j, r j) \Ω j.
Our goal is to obtain a contradiction and as a consequence our Main Theorem will be
proved. Without loss of generality we may assume q j = 0 and r j = 1 for all j, hence
diam(∂Ω j) > 1. Otherwise, we just replace the domain Ω j by (Ω j − q j)/r j, and replace the
elliptic matrix A j(·) by A j(q j + r j·). Note that the new domain and matrix have the same
allowable constants, in particular the corresponding A∞ constants stay the same by the scale-
invariant nature of Definition 2.10; moreover after rescaling, the above Assumption (b) is
still satisfied:
C
(
Ω j − q j
r j
,A j(q j + r j·)
)
= C(Ω j,A j) < ǫ j.
4. Limiting domains
We want to use a compactness argument similar to the blow-up argument in [TZ]. The
crucial difference is that in [TZ], the elliptic operator tends to a constant-coefficient operator
as we zoom in on the boundary and blow up the given domain; whereas here we need to
work with a sequence of domains and their associated elliptic operators. In particular the
geometric convergence of domains does not come for free, and more work is needed to
analyze the limiting domain.
To be more precise, getting to the point where we can apply Theorem 1.1 (more precisely,
its extension to the elliptic operators with constants coefficients or alternatively [HMT1]
applied again to constant coefficient operators) requires showing first that ifΩ∞ is a “limiting
domain” of the domains {Ω j}’s, then Ω∞ is an unbounded or bounded uniform domain with
Ahlfors regular boundary. To accomplish this we also need to find the limit of the Green
functions. Once we have this, to show that ωL∞ ∈ A∞(σ∞) for the limiting domain Ω∞ and
the limiting operator L∞, we need to construct the elliptic measure ωZL∞ for any Z ∈ Ω∞ as
a limiting measure compatible with the procedure. We will also show that L∞ is an elliptic
operator with constants coefficients.
Throughout the rest of paper we follow the following conventions in terms of notations:
• For any Z ∈ Ω j we write δ j(Z) = dist(Z, ∂Ω j).
• For any q ∈ ∂Ω j and r ∈ (0, diam(∂Ω j)), we use A j(q, r) to denote a corkscrew point
in Ω j relative to B(q, r) ∩ ∂Ω j, i.e.,
(4.1) B
(
A j(q, r),
r
M
)
⊂ B(q, r) ∩ Ω j.
4.1. Geometric limit. Since diam(∂Ω j) > 1, modulo passing to a subsequence, one of the
following two scenarios occurs:
Case I: diam(Ω j) = diam(∂Ω j)→ ∞ as j→ ∞.
Case II: diam(Ω j) = diam(∂Ω j) → R0 ∈ [1,∞) as j→ ∞.
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Therefore if Ω j “converges” to a limiting domain Ω∞, respectively Case I and Case II
indicate that Ω∞ is unbounded or bounded.
Let X j ∈ Ω j be a corkscrew point relative to B(0, diam(Ω j)/2) ∩ ∂Ω j, then
(4.2) |X j| ∼ δ j(X j) ∼ diam(Ω j),
with constants depending on the uniform constant M. Let G j be the Green function associ-
ated with Ω j and the operator L j = − div(A j∇), and {ωXj }X∈Ω j be the corresponding elliptic
measure. In Case I we have
(4.3) |X j| ∼ δ j(X j) ∼ diam(Ω j) → ∞,
i.e., the poles X j tend to infinity eventually. We let
(4.4) u j(Z) =
G j(X j, Z)
ω
X j
j (B(0, 1))
.
In Case II, we may assume that diam(Ω j) ∼ R0 for all j sufficiently large (one could naively
rescale again so that R0 = 1, should that be the case one may lose the property that r j = 1
for all j). Hence, there are constants 0 < c1 < c2 such that
(4.5) c1R0 ≤ δ j(X j) ≤ |X j| ≤ c2R0 for all j sufficiently large.
Thus modulo passing to a subsequence, X j converges to some point X0 satisfying
(4.6) c1R0 ≤ |X0| ≤ c2R0.
Note that (4.5) and (4.6) in particular imply that for any ρ sufficiently small (depending on
R0 and c1, c2), the ball B(X0, ρ) is contained in Ω j and dist(B(X0, ρ), ∂Ω j) ≥ c1R0/2. In this
case we let
(4.7) u j(Z) = G j(X j, Z).
Our next goal is to describe what happens with the objects in question as we let j → ∞.
This is done in Theorems 4.8, 4.79, 4.87 below.
Theorem 4.8. Under Assumption (a), and using the notation above, we have the following
properties (modulo passing to a subsequence which we relabel):
(1) Case I: there is a function u∞ ∈ C(Rn) such that u j → u∞ uniformly on compact
sets; moreover ∇u j ⇀ ∇u∞ in L2loc(Rn).
(2) Case II: there is a function u∞ ∈ C(Rn \ {X0}) such that u j → u∞ uniformly on
compact sets in Rn \ {X0} and ∇u j ⇀ ∇u∞ in L2loc(Rn \ {X0}).
(3) Let Ω∞ = {Z ∈ Rn : u∞ > 0}‡. Then Ω j → Ω∞ and ∂Ω j → ∂Ω∞, in the sense
of Definition 2.37. Moreover, Ω∞ is an unbounded set with unbounded boundary in
Case I, and it is bounded with diameter R0 ≥ 1 in Case II .
(4) Ω∞ is a nontrivial uniform domain with constants 4M and 2C1.
‡In Case II, see Remark 4.22 part (ii) we extend u∞ to all of Rn by setting u∞(X0) = +∞.
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(5) There is an Ahlfors regular measure µ∞ with constant 22(n−1)CAR such that σ j ⇀
µ∞. Moreover, spt µ∞ = ∂Ω∞. In particular, this implies that
(4.9) 2−3(n−1)C−1ARµ∞ ≤ Hn−1|∂Ω∞ ≤ 23(n−1)CARµ∞.
and hence ∂Ω∞ is Ahlfors regular with constant 25(n−1)C2AR.
Remark 4.10. Note that this result is purely geometric. The proof only usesAssumption (a),
which states the geometric characters of domains Ω j (i.e., they are uniform domains with
Ahlfors regular boundaries) and the ellipticity of the matrix operatorA j. The other assump-
tions are irrelevant for this.
Proof of (1) in Theorem 4.8. Let R > 1 and note that for j large enough (depending on R)
we have that X j < B(0, 4R) since by (4.3)
|X j| = |X j − 0| ≥ δ j(X j) ∼ diam(Ω j)→ ∞, as j→ ∞.
In particular, L ju j = 0 in B(0, 4R)∩Ω j in the weak sense. Recall that all our domainsΩ j have
Ahlfors regular boundary and hence all boundary points are Wiener regular. This in turn
implies that u j is a non-negative L-solution on B(0, 4R) ∩ Ω j which vanishes continuously
on B(0, 4R) ∩ ∂Ω j.
On the other hand, 0 ∈ ∂Ω j and, using our convention (4.1), A j(0, 1) is a corkscrew point
relative to B(0, 1) ∩ ∂Ω j in the domain Ω j. Thus, by Lemma 2.29
(4.11) u j(A j(0, 1)) ∼ 1.
We can then invoke Lemma 2.27, the fact that A j(0, 2R) ∈ Ω j is a corkscrew point relative
to B(0, 2R) ∩ ∂Ω j for the domain Ω j, Harnack’s inequality, and (4.11) to obtain
(4.12) sup
Z∈Ω j∩B(0,2R)
u j(Z) ≤ Cu j(A j(0, 2R)) ≤ CRu j(A j(0, 1)) ≤ CR.
Extending u j by 0 outside ofΩ j we conclude that the sequence {u j} j≥ j0 is uniformly bounded
in B(0,R) for some j0 large enough. Since for each j, A j has ellipticity constants bounded
below by λ and above by Λ, and Ω j is uniform and satisfies the CDC (as ∂Ω j is Ahlfors
regular) with the same constants as Ω j, then combining Lemma 2.23 with the DeGiorgi-
Nash-Moser estimates we conclude that the sequence {u j} j is equicontinuous on B(0,R) (in
fact uniformly Ho¨lder continuous with same exponent). Using Arzela-Ascoli combined with
a diagonalization argument applied on a sequence of balls with radii going to infinity, we
produce u∞ ∈ C(Rn) and a subsequence (which we relabel) such that u j → u∞ uniformly on
compact sets of Rn.
As observed before, u j is a non-negative L-solution on B(0, 4R) ∩ Ω j which vanishes
continuously on B(0, 4R) ∩ ∂Ω j and which has been extended by 0 outside of Ω j. Thus it
is a positive L-subsolution on B(0, 4R) and we can use Caccioppoli’s inequality along with
(4.12) to conclude that
(4.13)
ˆ
B(0,R)
|∇u j |2 dZ ≤ C R−2
ˆ
B(0,2R)
|u j|2 dZ ≤ CR.
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This and (4.12) allow us to conclude that
(4.14) sup
j
‖u j‖W1,2(B(0,R)) ≤ CR < ∞.
Thus, there exists a subsequence (which we relabel) which converges weakly in W1,2loc (R
n).
Since we already know that u j → u∞ uniformly on compact sets of Rn, we can use again
(4.12) to easily see that u∞ ∈ W1,2loc (Rn), and ∇u j ⇀ ∇u∞ in L2loc(Rn). This completes the
proof of (1) in Theorem 4.8. 
Proof of (2) in Theorem 4.8. Recall that in this case X j → X0 as j → ∞. For any 0 < ρ ≤
c1R0/2 and for all j large enough we have
(4.15) B
(
X j,
ρ
2
)
⊂ B(X0, ρ) ⊂ B(X j, 2ρ) ⊂ B(X j, 2ρ) ⊂ B(X j, δ j(X j)/2) ⊂ Ω j,
where we have used (4.5). Moreover, for j sufficiently large,
(4.16) dist(B(X j, 2ρ), ∂Ω j) >
c1R0
2
.
For any Z ∈ Ω j \ B(X j, ρ/4), using (4.7) and (2.19) it follows that
(4.17) u j(Z) ≤ C|Z − X j|n−2
≤ 4
n−2C
ρn−2
.
Extending u j by 0 outside Ω j the previous estimate clearly holds for every Z ∈ Rn \Ω j. Thus
sup j ‖u j‖L∞(Rn\B(X0,ρ)) ≤ C(ρ). Moreover, as in Case I, the sequence is also equicontinuous
(in fact uniformly Ho¨lder continuous). Using Arzela-Ascoli theorem with a diagonalization
argument, we can find u∞ ∈ C(Rn \ {X0}) and a subsequence (which we relabel) such that
u j → u∞ uniformly on compact sets of Rn \ {X0}.
Let 0 < R ≤ sup j≫1 diam(Ω j) ∼ R0. We claim that
(4.18)
ˆ
B(0,R)\B(X0,ρ)
|∇u j |2dZ ≤ C(R, ρ) < ∞.
To prove this, we first take arbitrary q ∈ ∂Ω j and s such that 0 < s ≤ δ j(X j)/5 ∼ R0.
In particular, if 0 < ρ < c1R0/10 ≤ δ j(X j)/10 it follows that B(q, 4s) ⊂ Rn \ B(X j, 2ρ) ⊂
R
n \ B(X0, ρ). Thus, proceeding as in Case I, u j is non-negative subsolution on B(q, 2s) and
we can use Caccioppoli’s inequality and (4.17) to obtain
ˆ
B(q,s)\B(X0,ρ)
|∇u j|2dZ =
ˆ
B(q,s)
|∇u j |2dZ ≤
C
s2
ˆ
B(q,2s)
|u j(Z)|2dZ .
sn−2
ρ2(n−2)
.(4.19)
Note that the previous estimate, with q = 0 and s = R, gives our claim (4.18) when
0 < R ≤ δ j(X j)/5.
Consider next the case R0 ∼ δ j(X j)/5 < R ≤ sup j≫1 diam(Ω j) ∼ R0. Note first that the
set Θ j := {Z ∈ Ω j : δ j(Z) < δ j(X j)/25} can be covered by a family of balls {B(qi, δ j(X j)/5)}i
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with qi ∈ ∂Ω and whose cardinality is uniformly bounded (here we recall that δ j(X j) ∼
diam(Ω j)), Thus, (4.19) applied to these each ball in the family yields
(4.20)
ˆ
(B(0,R)\B(X0,ρ))∩Θ j
|∇u j |2dZ ≤
∑
i
ˆ
B(qi,δ j(X j)/5)\B(X0,ρ)
|∇u j|2dZ ≤ C(R, ρ) < ∞.
On the other hand, the set {Z ∈ Ω j \ B(X j, ρ/2) : δ j(Z) ≥ δ j(X j)/25} can be covered by a
family of balls {Bi}i so that rBi = ρ/16, 4Bi ⊂ Ω j \ B(X j, ρ/4). Moreover, the cardinality of
the family is uniformly bounded depending on dimension and the ratio diam(Ω j)/ρ ∼ R0/ρ.
Using (4.15), Caccioppoli’s inequality in each Bi since 4Bi ⊂ Ω j \ B(X j, ρ/4), and (4.17) we
obtain
(4.21)
ˆ
(B(0,R)\B(X0,ρ))\Θ j
|∇u j|2dZ ≤
∑
i
ˆ
Bi
|∇u j|2dZ .
∑
i
1
r2Bi
ˆ
2Bi
|u j(Z)|2dZ ≤ C(R, ρ).
Combining (4.20) and (4.21) we obtain the desired estimate and hence proof of the claim
(4.18) is complete.
Next, we combine (4.18) with the fact that sup j ‖u j‖L∞(Rn\B(X0,ρ)) ≤ C(ρ) to obtain that
sup j ‖u j‖W1,2(B(0,R)\B(X0,ρ)) ≤ C(R, ρ) < ∞. Thus, there exists a subsequence (which we
relabel) which converges weakly inW1,2loc (R
n\B(X0, ρ)). Since we already know that u j → u∞
uniformly on compact sets of Rn \ B(X0, ρ), we can easily see that u∞ ∈ W1,2loc (Rn \ B(X0, ρ)),
and ∇u j ⇀ ∇u∞ in L2loc(Rn \ B(X0, ρ)). This completes the proof of (2) in Theorem 4.8. 
Remark 4.22. In the Case II scenario the following remarks will become useful later. In
what follows we assume that 0 < ρ ≤ c1R0/2 and j is large enough.
(i) Let us pick Y ∈ ∂B(X j, 3δ j(X j)/4) and note that (4.5) gives Y, A j(0, c1R0/2) ∈ Ω j \
B(X j, δ j(X j)/2), |Y − A j(0, c1R0/2)| < (c1 + 2c2)R0, and δ j(Y) ≥ c1R0/4. Recalling
that Ω j satisfies the interior corkscrew condition with constant M, it follows by
definition that δ j(A j(0, c1R0/2)) ≥ c1R0/(2M). All these allow us to invoke Lemma
2.35 to then use (2.20) and (4.5) and eventually show
(4.23) u j
(
A j
(
0,
c1R0
2
))
∼ u j(Y) &
∣∣Y − X j∣∣2−n ∼ δ j(X j)2−n ∼ R2−n0 ,
where the implicit constants are independent of j.
(ii) The set ∂B(X0, ρ) is compact and away from X0, so u j → u∞ uniformly in ∂B(X0, ρ).
Since X j → X0, for any Z ∈ ∂B(X0, ρ) we have ρ/2 < |Z − X j| < 2ρ for j sufficiently
large. In particular by choosing ρ < R0/(16M), we have for j large enough
(4.24) |Z − X j| < 2ρ <
R0
8M
≤ diam(Ω j)
4M
≤ δ j(X j)
2
,
where the last estimate uses that X j ∈ Ω j is a corkscrew point relative to the surface
ball B(0, diam(Ω j)/2) ∩ ∂Ω j with constant M. Thus by (2.20) if j is large enough
u j(Z) & |Z − X j|2−n & ρ2−n, ∀Z ∈ ∂B(X0, ρ)
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with implicit constants which are independent of j. Therefore,
(4.25) u∞(Z) = lim
j→∞
u j(Z) & ρ
2−n, ∀Z ∈ ∂B(X0, ρ)
For this reason it is natural to extend the definition of u∞ to all of Rn by simply
letting u∞(X0) = +∞.
(iii) Since u j is the Green function in Ω j for L j, and elliptic operator with uniformly
elliptic constants bounded by λ,Λ, by (2.22) we know for any 1 < r < n
n−1 ,
(4.26) ‖∇u j‖Lr(Ω j) . |Ω j|
1
r
− n−1
n . R
n
r
−n+1
0 < ∞,
provided j is large enough and where the implicit constants depend on dimension,
r, λ,Λ, but are independent of j. Note that ∇u j ≡ 0 outside of Ω j by construction.
Thus, one can easily show that passing to a subsequence (and relabeling) ∇u j ⇀
∇u∞ in Lrloc(Rn) for 1 < r < n/(n − 1).
Proof of (3) in Theorem 4.8: Case I. It is clear that Ω∞ is an open set in Case I since u ∈
C∞(Rn). On the other hand, since 0 ∈ ∂Ω j for all j, by Lemma 2.38 and modulo passing
to a subsequence (which we relabel) we have that there exist non-empty closed sets Γ∞,Λ∞
such that Ω j → Γ∞ and ∂Ω j → Λ∞ as j → ∞, where the convergence is in the sense of
Definition 2.37.
We are left with obtaining
(4.27) Λ∞ = ∂Ω∞ and Γ∞ = Ω∞.
We first show that Λ∞ ⊂ ∂Ω∞. To that end we take p ∈ Λ∞, and there is a sequence p j ∈ ∂Ω j
such that lim j→∞ p j = p. Note that u∞(p) = lim j→∞ u j(p). On the other hand since the u j’s
are uniformly Ho¨lder continuous on compact sets (see the Proof of (1) in Theorem 4.8) and
u j(p j) = 0 as p j ∈ ∂Ω j we have
0 ≤ u∞(p) ≤ |u∞(p) − u j(p)| + |u j(p) − u j(p j)| . |u∞(p) − u j(p)| + |p − p j|α → 0,
as j→ ∞. Thus u∞(p) = 0, that is, p ∈ Rn \ Ω∞.
Our goal is to show that p ∈ ∂Ω∞. Suppose that p < ∂Ω∞, then p ∈ Rn \ Ω∞ and there
exists ǫ ∈ (0, 1) such that B(p, ǫ) ⊂ Rn \Ω∞, that is, u∞ ≡ 0 on B(p, ǫ). In Ω j we have∣∣∣A j (p j, ǫ
2
)
− A j(0, 1)
∣∣∣ ≤ ǫ
2
+ |p j| + 1 ≤ 2 (|p| + 1)
and
δ j
(
A j
(
p j,
ǫ
2
))
≥ 1
M
ǫ
2
, δ j
(
A j(0, 1)
) ≥ 1
M
.
Note also that
δ j
(
A j
(
p j,
ǫ
2
))
δ j(X j)
+
δ j
(
A j(0, 1)
)
δ j(X j)
∼ 1
diam(Ω j)
→ 0, as j→ ∞,
hence for j large enough, A j(0, 1), A j
(
p j,
ǫ
2
)
< B(X j, δ j(X j)/2).
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We can then apply Lemma 2.35 and Harnack’s inequality along the constructed chain in
Ω j to obtain
G j
(
X j, A j
(
p j,
ǫ
2
))
∼ G j(X j, A j(0, 1)),
where the implicit constants depend on the allowable parameters, ǫ and |p|, but are uniform
on j. Hence by (4.11),
(4.28) u j
(
A j
(
p j,
ǫ
2
))
=
G j
(
X j, A j
(
p j,
ǫ
2
))
ω
X j
j (B(0, 1))
& C
G j
(
X j, A j(0, 1)
)
ω
X j
j (B(0, 1))
= u j(A j(0, 1)) ≥ C0,
where C0 is independent of j.
Note that since u j → u∞ on compact sets it follows from our assumption that for j large
enough depending on C0
(4.29) u j(z) = u j(Z) − u∞(Z) < C0
2
, ∀Z ∈ B(p, ǫ).
However, for j large enough A j(p j, ǫ/2) ∈ B(p j, ǫ/2) ⊂ B(p, ǫ) and then (4.29) contradicts
(4.28). Thus, we have shown that necessarily p ∈ ∂Ω∞ and consequently Λ∞ ⊂ ∂Ω∞.
Let us next show that ∂Ω∞ ⊂ Λ∞. Assume that p < Λ∞. Since Λ∞ is a closed set, there
exists ǫ > 0 such that B(p, 2ǫ) ∩ Λ∞ = Ø. Since Λ∞ is the limit of ∂Ω j, by Definition 2.37
we have that for j large enough B(p, ǫ) ∩ ∂Ω j = Ø. Hence, by passing to a subsequence
(and relabeling) either B(p, ǫ) ⊂ Ω j for all j large enough or B(p, ǫ) ⊂ Rn \Ω j for all j large
enough.
We first consider the case B(p, ǫ) ⊂ Ω j. Hence, δ j(p) ≥ ǫ and |A j(0, 1) − p| ≤ 1 + |p|.
Thus there exists a Harnack chain joining A j(0, 1) and p whose length is independent of j
and depends on ǫ and |p|. We next observe that for j large enough |p − X j| > δ j(X j)/2.
Indeed, if we take j large enough, using that 0 ∈ ∂Ω j and (4.3) we clearly have
1 ≤ |X j|
δ j(X j)
≤ |X j − p|
δ j(X j)
+
|p|
δ j(X j)
<
|X j − p|
δ j(X j)
+
1
2
,
and we just need to hide to obtain the desired estimate. Once we know that |p − X j| >
δ j(X j)/2, we also note that |δ j(A j(0, 1))| ≤ 1 ≪ diam(Ω j) ∼ δ j(X j) and hence A j(0, 1) <
B(X j, δ(X j)/2) for j large enough.
We can now invoke Lemma 2.35 and Harnack’s inequality along the constructed chain in
Ω j to obtain that G j(X j, p) ∼ G j(X j, A j(0, 1)), which combined with (4.4) and (4.11), yields
(4.30) u j(p) ∼ u j(A j(0, 1)) ∼ 1,
where the implicit constants depend on the allowable parameters, p and ǫ, but are uniform
on j. Letting j → ∞ we obtain that u∞(p) ∼ 1 which implies that p ∈ Ω∞, and since we
have already shown that Ω∞ is open, it follows that p < ∂Ω∞.
We next consider now the case B(p, ǫ) ⊂ Rn \ Ω j for all j large enough which implies
that by construction u j(X) = 0 for all X ∈ B(p, ǫ). By uniform convergence of u j in compact
sets we have that u∞(X) = 0 for X ∈ B(p, ǫ/2), which implies B(p, ǫ/2) ⊂ {u∞ = 0} and
therefore p < ∂Ω∞.
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In both cases we have shown that if p < Λ∞ then p < ∂Ω∞, or, equivalently, ∂Ω∞ ⊂ Λ∞.
This together with the converse inclusion completes the proof of Λ∞ = ∂Ω∞.
Our next goal is to show that Γ∞ = Ω∞. Note that if Z ∈ Ω∞, then u∞(Z) > 0 and this
implies that u j(Z) > 0 for j large enough. The latter forces Z ∈ Ω j for all j large enough.
This implies that Z ∈ Γ∞, and we have shown that Ω∞ ⊂ Γ∞. Moreover since Γ∞ is closed,
we conclude that Ω∞ ⊂ Γ∞.
To obtain the converse inclusion we take X ∈ Γ∞. Assume that there is ǫ > 0 such that
B(X, 2ǫ) ⊂ Rn \ Ω∞, in particular B(X, 2ǫ) ∩ ∂Ω∞ = Ø. Since we have already shown that
∂Ω∞ is the limit of ∂Ω j’s, for j large enough B(X, ǫ) ∩ ∂Ω j = Ø. By the definition of Γ∞,
there is a sequence {Y j} ⊂ Ω j with Y j → X as j→ ∞. Thus, for all j large enough B(X, ǫ) is
a neighborhood of Y j; and in particular Ω j ∩ B(X, ǫ) , Ø since Y j ∈ Ω j. On the other hand,
since B(X, ǫ) ∩ ∂Ω j = Ø we conclude that B(X, ǫ) ⊂ Ω j. At this point we follow a similar
argument to the one used to obtain (4.30) replacing p by X and obtain for all j large enough
u j(X) ∼ u j(A j(0, 1)) ∼ 1,
where the implicit constants depend on the allowable parameters, |X| and ǫ, but are uniform
on j. Letting j → ∞ it follows that u∞(X) > 0 and hence X ∈ Ω∞, contradicting the
assumption that there is ǫ > 0 such that B(X, 2ǫ) ⊂ Rn \ Ω∞. In sort, we have shown that
B(X, 2ǫ) ∩ Ω∞ , Ø for every ǫ > 0, that is, X ∈ Ω∞. We have eventually proved that
Γ∞ ⊂ Ω∞ this completes the proof of (4.27) in the Case I scenario.
Since diam(Ω j) → ∞ and 0 ∈ Ω j → Ω∞ uniformly on compact set, Ω∞ is unbounded.
Otherwise we would have Ω∞ ⊂ B(0,R), and for sufficiently large j one would see that
Ω j ⊂ B(0, 2R), which is a contradiction.
On the other hand, it is possible that diam(∂Ω j) 6→ diam(∂Ω∞), hence we do not know
whether diam(∂Ω∞) = ∞. However, under the assumption that the ∂Ω j’s are Ahlfors regular
with uniform constant, we claim that ∂Ω∞ is also unbounded. Assume not, then there is
R > 0 such that ∂Ω∞ ⊂ B(0,R). Let k be a large integer, and notice that ∂Ω j → ∂Ω∞
uniformly on the compact set B(0, kR). Thus for j sufficiently large (depending on k)
(4.31) ∂Ω j ∩ B(0, kR) ⊂ B(0, 2R).
Since diam(∂Ω j) → ∞ we can also guarantee that diam(∂Ω j) > kR for j sufficiently large.
Recalling that 0 ∈ ∂Ω j, we can then consider the surface ball ∆ j(0, kR) = B(0, kR) ∩ ∂Ω j.
By (4.31) and the Ahlfors regularity of ∂Ω j,
(4.32) C−1AR(kR)
n−1 ≤ σ j(∆ j(0, kR)) ≤ σ j(B(0, 2R) ∩ ∂Ω j) ≤ CAR(2R)n−1.
Letting k large readily leads to a contradiction. 
Proof of (3) in Theorem 4.8: Case II. Take X ∈ Ω∞, that is, u∞(X) > 0. If X , X0 then u∞
is continuous at X and hence u∞(Z) > 0 for every Z ∈ B(X, rx) for some rx small enough.
On the other hand, if X = X0, by Remark 4.22 part (ii) we have that u∞(Z) > 0 for all
Z ∈ B(X0, ρ) with ρ sufficiently small (here we use the convention that +∞ > 0). Note that
this argument show in particular that B(X0, ρ) ⊂ Ω∞.
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On the other hand, since 0 ∈ ∂Ω j for all j, by Lemma 2.38 and modulo passing to a
subsequence (which we relabel), there exist closed sets Γ∞,Λ∞ such that Ω j → Γ∞ and
∂Ω j → Λ∞ as j→ ∞ in the sense of Definition 2.37. We are going to obtain that
(4.33) Λ∞ = ∂Ω∞ and Γ∞ = Ω∞.
Let p ∈ Λ∞, there is a sequence {p j} ⊂ ∂Ω j such that p j → p as j → ∞. Note that by
(4.5)
c1R0 ≤ δ j(X j) ≤ |X j − p j| ≤ |X j − p| + |p − p j|.
Thus, for j large enough, |X j − p| > δ j(X j)/2 > c1R0/2. In particular, X0 , p and u j(p) →
u∞(p) as j → ∞. On the other hand since the u j’s are uniformly Ho¨lder continuous on
compact sets as observed above, |u j(p)| = |u j(p) − u j(p j)| ≤ C|p − p j|α, thus u j(p) → 0 as
j→ ∞. Therefore u∞(p) = 0, that is, p ∈ Rn \ Ω∞.
Suppose now that p < ∂Ω∞. Then, there exists 0 < ǫ < δ j(X j)/4 such that B(p, ǫ) ⊂
R
n \Ω∞, or, equivalently, u∞ ≡ 0 on B(p, ǫ). Note that∣∣∣∣A j (p j, ǫ2) − A j
(
0,
c1R0
2
)∣∣∣∣ ≤ ǫ2 + |p j| + c1R02 ≤ C(ǫ, |p|,R0).
Also,
ǫ
2M
≤ δ j
(
A j
(
p j,
ǫ
2
))
<
ǫ
2
<
δ j(X j)
2
and, by (4.5),
(4.34)
c1R0
2M
≤ δ j
(
A j
(
0,
c1R0
2
))
<
c1R0
2
≤ δ j(X j)
2
.
Notice that in particular A j
(
p j,
ǫ
2
)
, A j
(
0, c1R02
)
< B(X j, δ j(X j)/2). We can now invoke
Lemma 2.35, Harnack’s inequality along the constructed chain in Ω j, and (4.23) to see that
(4.35) u j
(
A j
(
p j,
ǫ
2
))
∼ u j
(
A j
(
0,
c1R0
2
))
& 1,
with implicit constant depending on the allowable parameters, ǫ, |p|,R0 but independent of
j. On the other hand, for all j large enough
(4.36) A j
(
p j,
ǫ
2
)
∈ B
(
p j,
ǫ
2
)
⊂ B(p, ǫ) ⊂ Rn \ B(X j, δ j(X j)/4),
hence u j → u∞ uniformly on B(p, ǫ) with u∞ ≡ 0 on B(p, ǫ). This and (4.36) contradict
(4.35) and therefore we conclude that p ∈ ∂Ω∞, and we have eventually obtained that Λ∞ ⊂
∂Ω∞.
To show that ∂Ω∞ ⊂ Λ∞, we assume that p < Λ∞. If p = X0, then since we observed
above that B(X0, ρ) ⊂ Ω∞ (see (4.25)) then X0 < ∂Ω∞.
Assume next that p , X0. Since Λ∞ is a closed set and since X j → X0 as j → ∞,
there exists ǫ > 0 such that B(p, 2ǫ) ∩ Λ∞ = Ø and X0, X j < B(p, 2ǫ) for all j large enough.
Moreover, sinceΛ∞ is the limit of ∂Ω j, by Definition 2.37 we have that for all j large enough
B(p, ǫ)∩∂Ω j = Ø. Hence, passing to a subsequence (and relabeling) either B(p, ǫ) ⊂ Ω j for
j large enough or B(p, ǫ) ⊂ Rn \Ω j for j large enough.
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Assume first that B(p, ǫ) ⊂ Ω j for all j large enough. We consider two subcases. Assume
first that p < B(X j, δ j(X j)/2. Then, proceeding as before, by (4.34) we can apply Lemma
2.35 and Harnack’s inequality along the constructed chain in Ω j to get
(4.37) u j(p) ∼ u j
(
A j
(
0,
c1R0
2
))
& 1,
with implicit constant depending on the allowable parameters, ǫ, |p|,R0 but independent of
j. Suppose next that p ∈ B(X j, δ j(X j)/2). In that case we can use (4.7), (2.20), and (4.5) to
see that for all j large enough
(4.38) u j(p) & |p − X j|2−n & δ j(X j)2−n & (c2R0)2−n,
with implicit constants which are uniform on j. Combining the two cases together we have
shown that u j(p) & 1 uniformly on j. Letting j→ ∞ we conclude that u∞(p) & 1 and hence
p ∈ Ω∞, and since we have already shown that Ω∞ is an open set we conclude that p < ∂Ω∞
We now tackle the second case on which B(p, ǫ) ⊂ Rn \ Ω j for all j large enough. In this
scenario u j(X) = 0 for all X ∈ B(p, ǫ). Since X0 < B(p, 2ǫ), by uniform convergence of u j
in B(p, ǫ/2) we have that u∞(X) = 0 for X ∈ B(p, ǫ/2), which implies B(p, ǫ/2) ⊂ Rn \ Ω∞
and eventually p < ∂Ω∞.
In both cases we have shown that if p < Λ∞ then p < ∂Ω∞, or, equivalently, ∂Ω∞ ⊂ Λ∞.
This together with the converse inclusion completes the proof of Λ∞ = ∂Ω∞.
Our next task is to show that Γ∞ = Ω∞. Let Z ∈ Ω∞ and assume first that Z = X0. By
(4.15) and since X j → X0 as j → ∞we have that X0 ∈ B(X j, 2ρ) ⊂ Ω j for all j large enough,
thus Z = X0 ∈ Γ∞. On the other hand, if Z , X0 since u∞(Z) > 0 we have that u j(Z) > 0 for
all j large enough. This forces as well that Z ∈ Ω j for j all large enough and again Z ∈ Γ∞.
With this we have shown that Ω∞ ⊂ Γ∞. Moreover, since Γ∞ is closed we conclude as well
that Ω∞ ⊂ Γ∞.
Next we look at the converse inclusion and take X ∈ Γ∞. Assume that X ∈ Rn \ Ω∞.
Thus, there is ǫ > 0 such that B(X, 2ǫ) ⊂ Rn \ Ω∞. In particular B(X, 2ǫ) ∩ ∂Ω∞ = Ø and
B(X0, ρ) ∩ B(X, 2ǫ) = Ø (recall that we showed that B(X0, ρ) ⊂ Ω∞). Since we have already
shown that ∂Ω∞ is the limit of ∂Ω j’s, for j large enough B(X, ǫ)∩∂Ω j = Ø. By the definition
of Γ∞, there is a sequence {Y j} ⊂ Ω j so that Y j → X as j → ∞. Thus, for all j large enough
B(X, ǫ) is a neighborhood of Y j, and, in particular, Ω j ∩ B(X, ǫ) , Ø since Y j ∈ Ω j. Besides,
since B(X, ǫ)∩∂Ω j = Ø we conclude that B(X, ǫ) ⊂ Ω j. Using a similar argument to the one
used to obtain (4.37) and (4.38) we have (replacing p by X) that
u j(X) & 1
independently of j and with constants that depend on the allowable parameters, ǫ, |X|,R0.
Since u j(X) → u∞(X) we conclude that u∞(X) > 0 and thus X ∈ Ω∞, contradicting the
assumption that X ∈ Rn \Ω∞. Eventually, X ∈ Ω∞ and we have obtained that Γ∞ ⊂ Ω∞.
Since diam(Ω j)→ R0 is finite and 0 ∈ ∂Ω j, we have Ω j,Ω∞ ⊂ B(0, 2R0) for j sufficiently
large. Hence Ω j → Ω∞ uniformly, and thus diam(Ω∞) = lim
j→∞
diam(Ω j) = R0 ≥ 1. 
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For later use let us remark that in the Case II scenario the fact that Ω j → Ω∞ and ∂Ω j →
∂Ω∞ as j→ ∞ in the sense of Definition 2.37 yields
(4.39) diam(Ω∞) = diam(Ω∞) = lim
j→∞
diam(Ω j) = lim
j→∞
diam(Ω j) = R0.
(4.40) diam(∂Ω∞) = lim
j→∞
diam(∂Ω j) = R0
Proof of (4) in Theorem 4.8. Notice that Ω∞ , Ø since 0 ∈ ∂Ω∞. Next we show that Ω
satisfies the interior corkscrew and the Harnack chain. Let us sketch the argument. For the
interior corkscrew condition, fixed p ∈ ∂Ω∞ and 0 < r < diam(∂Ω∞), we take a sequence
p j ∈ ∂Ω j so that p j → p and for each j we let A j be an interior corkscrew relative to
B(p j, r/2) ∩ ∂Ω j in Ω j. All the A j’s are contained in B(p, 3r/4), hence, passing to a subse-
quence, they converge to some point A. Using that the interior corkscrew condition holds
for all Ω j with the same constant M, it follows that each A j is uniformly away from ∂Ω j and
so will be A from ∂Ω∞ since ∂Ω j → ∂Ω∞. I turn, this means that A is an interior corkscrew
relative to B(p, r) ∩ ∂Ω∞ in Ω∞. Regarding the Harnack chain condition we proceed in a
similar fashion. Fixed X, Y ∈ Ω∞ for some fixed j large enough we will have that X, Y ∈ Ω j
with δ j(X) ≈ δ∞(X) and δ j(Y) ≈ δ∞(Y). We can then construct a Harnack chain to join X
and Y within Ω j (whose implicit constants are independent of j). Again, since each ball in
the constructed Harnack chain is uniformly away from ∂Ω j, it will also be uniformly away
from ∂Ω∞ allowing us to conclude that this chain of balls is indeed a Harnack chain within
Ω∞.
Interior corkscrew condition. Recall that each Ω j is a uniform domain with constants
M,C1 > 1. Hence, for all q ∈ ∂Ω j and r ∈ (0, diam(∂Ω j)) there is a point A j(q, r) ∈ Ω j such
that
(4.41) B
(
A j(q, r),
r
M
)
⊂ B(q, r) ∩ Ω j.
Let p ∈ ∂Ω∞ and 0 < r < diam(∂Ω∞). In Case II, by (4.40) we get that r < diam(∂Ω j)
for all j sufficiently large. In Case I, either diam(∂Ω∞) = ∞ or diam(∂Ω∞) < ∞, but we
still have r < diam(∂Ω j) for all j sufficiently large (note that in the latter case diam(∂Ω j) 6→
diam(∂Ω∞)). Since ∂Ω j → ∂Ω∞, we can find p j ∈ ∂Ω j converging to p. For each j there
exists A j(p j, r/2) such that
(4.42) B
(
A j
(
p j,
r
2
)
,
r
2M
)
⊂ B
(
p j,
r
2
)
∩ Ω j.
In particular we deduce that
(4.43)
B
(
A j
(
p j,
r
2
)
,
r
3M
)
⊂ Ω j and dist
(
B
(
A j
(
p j,
r
2
)
,
r
2M
)
, ∂Ω j
)
≥ r
6M
.
Note that for j large enough
(4.44) A j
(
p j,
r
2
)
∈ B
(
p j,
r
2
)
⊂ B
(
p,
3r
4
)
.
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Modulo passing to a subsequence (which we relabel) A j
(
p j, r/2
)
converges to some point,
which we denote by A(p, r), and for all j sufficiently large (depending on r)
(4.45) B
(
A(p, r),
r
4M
)
⊂ B
(
A j
(
p j,
r
2
)
,
r
3M
)
⊂ B(p, r) ∩Ω j.
The fact that Ω j → Ω∞, the first inclusion in (4.45), and (4.43) give for all j large enough
(4.46) B
(
A(p, r),
r
4M
)
⊂ Ω∞ and dist
(
B
(
A(p, r),
r
4M
)
, ∂Ω j
)
≥ r
6M
.
This and the fact that ∂Ω j → ∂Ω∞ yield that dist(B(A(p, r), r/4M), ∂Ω∞) ≥ r/6M, hence
B(A(p, r), r/4M) misses ∂Ω∞. Combining this with (4.46) and the second inclusion in
(4.45), we conclude that
(4.47) B
(
A(p, r),
r
4M
)
⊂ Ω∞ ∩ B(p, r).
Hence, Ω∞ satisfies the interior corkscrew condition with constant 4M.
Harnack chain condition. Fix X, Y ∈ Ω∞ and pick qX , qY ∈ ∂Ω∞ such that |X − qX | =
δ∞(X), |Y − qY | = δ∞(Y). Without loss of generality we may assume that δ(X) ≥ δ(Y)
(otherwise we switch the roles of X and Y). Let us recall that every Ω j satisfies the Harnack
chain condition with constants M,C1 > 1. Set
(4.48) Θ := M
(
2 + log+2
( |X − Y |
min{δ∞(X), δ∞(Y)}
))
= M
(
2 + log+2
( |X − Y |
δ∞(Y)
))
.
Choose R ≥ large enough (depending on X, Y) so that
(4.49) B(qX, δ∞(X)/2), B
(
X, (2C21)
4Θδ∞(X)
) ⊂ B(0,R)
and
(4.50) B(qY , δ∞(Y)/2), B
(
Y, (2C21)
4Θδ∞(Y)
) ⊂ B(0,R)
Take also d = 2−1C−2Θ1 ≤ 1 which also depends on X, Y . Then, by (3) in Theorem 4.8 we
can take j large enough (depending on R and d) so that
(4.51)
D
[
∂Ω j ∩ B(0,R), ∂Ω∞ ∩ B(0,R)
]
,D
[
Ω j ∩ B(0,R),Ω∞ ∩ B(0,R)
] ≤ d
2
δ∞(Y) ≤ d
2
δ∞(X),
By (4.51), (4.49), and (4.50) we have that X, Y ∈ Ω j, and
(4.52)
δ∞(X)
2
≤ δ j(X) ≤
3δ∞(X)
2
and
δ∞(Y)
2
≤ δ j(Y) ≤
3δ∞(Y)
2
.
Since Ω j satisfies the Harnack chain condition with constants M,C1 > 1, there exists a
collection of balls B1, . . . , BK (the choice of balls depend on the fixed j) connecting X to Y
in Ω j and such that
(4.53) C−11 dist(Bk, ∂Ω j) ≤ diam(Bk) ≤ C1 dist(Bk, ∂Ω j),
for k = 1, 2, . . . ,K where
(4.54) K ≤ M
(
2 + log+2
( |X − Y |
min{δ j(X), δ j(Y)}
))
≤ 2Θ.
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Combining (4.53) and (4.54), one can see that for every k = 1, 2, . . . ,K
(4.55) dist(Bk, ∂Ω j) ≥ dδ∞(X), diam(Bk) ≤ (2C21)2Θδ∞(Y)
and
(4.56) dist(X, Bk) ≤ 2(2C21)2Θδ∞(X), dist(Y, Bk) ≤ 2(2C21)2Θδ∞(Y).
Given an arbitrary q j ∈ ∂Ω j \ B(0,R), by (4.49), (4.55), and (4.56) it follows that
(4.57) (2C21)
4Θδ∞(X) ≤ |q j − X| ≤ dist(q j, Bk) + diam(Bk) + dist(X, Bk)
≤ dist(q j, Bk) + 3(2C21)2Θδ∞(X).
Hiding the last term, using that Θ > 2 and taking the infimum over the q j as above we
conclude that
(4.58) 4C1(2C
2
1)
2Θδ∞(X) < dist(Bk, ∂Ω j \ B(0,R)).
On the other hand, by (4.53) and (4.55)
dist(Bk, ∂Ω j) ≤ C1 diam(Bk) ≤ C1(2C21)2Θδ∞(Y) ≤ C1(2C21)2Θδ∞(X),
which eventually leads to dist(Bk, ∂Ω j) = dist(Bk, ∂Ω j∩B(0,R)). Analogously, replacing q j
by q ∈ ∂Ω∞ \ B(0,R) in (4.57) we can easily obtain that (4.58) also holds for Ω∞:
(4.59) 4C1(2C
2
1)
2Θδ∞(X) < dist(Bk, ∂Ω∞ \ B(0,R)).
But, (4.56) yields
dist(Bk, ∂Ω∞) ≤ δ∞(X) + dist(X, Bk) ≤ δ∞(X) + 2(2C21)2Θδ∞(Y) ≤ 3(2C21)2Θδ∞(Y),
which eventually leads to dist(Bk, ∂Ω∞) = dist(Bk, ∂Ω∞ ∩ B(0,R)). Using all these, (4.51),
the triangular inequality and (4.51) we can obtain∣∣ dist(Bk, ∂Ω j) − dist(Bk, ∂Ω∞)∣∣ = ∣∣ dist(Bk, ∂Ω j ∩ B(0,R)) − dist(Bk, ∂Ω∞ ∩ B(0,R))∣∣
≤ D[∂Ω j ∩ B(0,R), ∂Ω∞ ∩ B(0,R)] ≤ d
2
δ∞(X) ≤ 1
2
dist(Bk,Ω j).
Thus,
(4.60)
2
3
dist(Bk, ∂Ω∞) ≤ dist(Bk, ∂Ω j) ≤ 2 dist(Bk, ∂Ω∞).
and moreover Bk ∩ ∂Ω∞ = Ø. Note that the latter happens for all k = 1, . . . ,K. Recall also
that X ∈ B1 ∩Ω∞ and that Bk ∩ Bk+1 , Ø. Consequently, we necessarily have that Bk ⊂ Ω∞
for all k = 1, . . . ,K. Furthermore, (4.60) and (4.53) give
(4.61)
2
3
C−11 dist(Bk, ∂Ω∞) ≤ diam(Bk) ≤ 2C1 dist(Bk, ∂Ω∞).
To summarize, we have found a chain of balls B1, . . . , BK, all contained in Ω∞, which verify
(4.61), and connect X to Y . Also, K satisfies (4.54) with Θ given in (4.48). Therefore Ω∞
satisfies the Harnack chain condition with constants 2M and 2C1. This completes the proof
of (4) in Theorem 4.8. 
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Proof of (5) in Theorem 4.8. We first recall that for every j, σ j = Hn−1|∂Ω j is an Ahlfors
regular measure with constant CAR and hence sptσ j = ∂Ω j. In particular the sequence {σ j}
satisfies conditions (i) and (ii) of Lemma 2.41.
On the other hand, the fact that ∂Ω j is Ahlfors regular easily yields, via a standard cover-
ing argument, thatHn−1(∂Ω j) ≤ 2n−1CAR diam(Ω j)n. Hence, using again that ∂Ω j is Ahlfors
regular we conclude that for every R > 0
sup
j
σ j(B(0,R)) = sup
j
Hn−1(∂Ω j ∩ B(0,R)) ≤ 2n−1CARRn−1.
Therefore modulo passing to a subsequence (which we relabel), there exists a Radon mea-
sure µ∞ such that σ j ⇀ µ∞ as j → ∞. Using Lemma 2.41, ∂Ω j = sptσ j → spt µ∞ as
j→ ∞ in the sense of Definition 2.37. This and (3) in Theorem 4.8 lead to spt µ∞ = ∂Ω∞.
To show that µ∞ is Ahlfors regular take q ∈ ∂Ω∞. Let q j ∈ ∂Ω j be such that q j → q
as j → ∞. For any r > 0, using [Mat, Theorem 1.24] and that σ j is Ahlfors regular with
constant CAR we conclude that
(4.62) µ∞(B(q, r)) ≤ lim inf
j→∞
σ j(B(q, r)) ≤ lim inf
j→∞
σ j(B(q j, 2r)) ≤ 2n−1CARrn−1.
On the other hand, let 0 < r < diam(∂Ω∞). In Case II, by (4.40) we get that r < diam(∂Ω j)
for all j sufficiently large. In Case I, either diam(∂Ω∞) = ∞ or diam(∂Ω∞) < ∞, but we
still have r < diam(∂Ω j) for all j sufficiently large. Hence, using again [Mat, Theorem 1.24]
and that σ j is Ahlfors regular with constant CAR we obtain
(4.63) µ∞(B(q, r)) ≥ µ∞
(
B
(
q,
r
2
))
≥ lim sup
j→∞
σ j
(
B
(
q,
r
2
))
≥ lim sup
j→∞
σ j
(
B
(
q j,
r
4
))
≥ 4−(n−1)C−1R rn−1.
These estimates guarantee that µ∞ is Ahlfors regular with constant 22(n−1)CAR. Moreover by
[Mat, Theorem 6.9],
(4.64) 2−2(n−1)C−1ARµ∞ ≤ Hn−1|∂Ω∞ ≤ 23(n−1)CARµ∞.
and consequently ∂Ω∞ is Ahlfors regular with constant 25(n−1)C2AR. This completes the proof
of (5) and hence that of Theorem 4.8. 
4.2. Convergence of elliptic matrices. Our next goal is to show that there exists a constant
coefficient real symmetric elliptic matrix A∗ with ellipticity constants 0 < λ ≤ Λ < ∞ (i.e.,
satisfying (1.5)) so that for any 0 < R < diam(∂Ω∞) and for any 1 ≤ p < ∞.
(4.65)
ˆ
B(0,R)∩Ω j
|A j(Z) −A∗|pdZ → 0, as j → ∞.
Fix Z0 ∈ Ω∞ and set B0 = B(Z0, 3δ∞(Z0)/8). Since ∂Ω j → ∂Ω∞ and Ω j → Ω∞ as
j→ ∞, for all sufficiently large j, we can see that Z0 ∈ Ω j,
(4.66)
3
4
δ∞(Z0) ≤ δ j(Z0) ≤ 5
4
δ∞(Z0),
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and
(4.67) B0 ⊂ B
(
Z0,
δ j(Z0)
2
)
⊂ 5
3
B0 ⊂ Ω j for all j.
All these, Poincare´’s inequality, and (1.7) yield
(4.68)
 
B0
|A j(Z) − 〈A j〉B0 |dZ . δ∞(Z0)
 
B0
|∇A j(Z)|dZ
.
 
B(Z0,δ j(Z0)/2)
|∇A j|δ j(Z)dZ ≤ C(Ω j,A j) < ǫ j.
Remark 4.69. We note that if we state the Main Theorem using the oscillation assumption
(1.10), we can easily conclude the same estimate: 
B0
|A j(Z) − 〈A j〉B0 |dZ .
 
B(Z0,δ j(Z0)/2)
|A j(Z) − 〈A j〉B(Z0,δ j(Z0)/2)|dZ ≤ osc(Ω j,A j) < ǫ j.
From here the proof continues the same way.
Note that all the matrices A j are uniformly elliptic and bounded with the same constants
0 < λ ≤ Λ < ∞ (i.e., all of them satisfy (1.5)), and in particular {〈A j〉B0} j is a bounded
sequence of constant real matrices. Hence, passing to a subsequence and relabeling 〈A j〉B0
converges to some constant elliptic matrix, denoted byA∗(B0). Combining this with (4.68),
the dominated convergence theorem yields
(4.70)
 
B0
|A j(Z) −A∗(B0)|dZ → 0 as j→ ∞,
that is, A j converges in L1(B0) to a constant elliptic matrix A∗(B0). Moreover, passing to
a further subsequence an relabeling A j → A∗(B0) almost everywhere in B0. In particular,
A∗(B0) is a real symmetric elliptic matrix constants 0 < λ ≤ Λ < ∞ (i.e., it satisfies (1.5)).
It is important to highlight that all the previous subsequences and relabeling only depends
on the choice of Z0 ∈ Ω∞. In any case, since A∗(B0) is a constant coefficient matrix we set
A∗ := A∗(B0).
Let us pick a countable collection of points {Zk} ⊂ Ω∞ so that Ω∞ = ∪kBk with Bk =
B(Zk, 3δ∞(Zk)/8). We can repeat the previous argument with any Zk and define A∗(Bk), a
constant real symmetric elliptic matrix satisfying (1.5) so that for some subsequence de-
pending on k, we obtain that A j → A∗(Bk) in L1(Bk) and a.e in Bk as j→ ∞. In particular,
A∗(Bk1) = A∗(Bk2) a.e. in Bk1 ∩ Bk2 (in case it is non-empty). Note that Ω∞ is path con-
nected (since it satisfies the Harnack chain condition), hence for any k we can find a path
joining Zk and Z0 and cover this path with a finite collection of the previous balls to easily
see thatA∗(Bk) = A∗ = A∗(B0). Moreover, using a diagonalization argument, we can show
that there exists a subsequence, which we relabel, so that for all k, we have that A j → A∗
in L1(Bk) and a.e in Bk as j → ∞. From this, and since the matrices concerned are all
uniformly bounded, one can prove that for any 1 ≤ p < ∞ and for all Z ∈ Ω∞
(4.71)
 
BZ
|A j(Y) −A∗|pdY → 0 as j→ ∞,
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where BZ = B(Z, δ(Z)/2).
We are now ready to start proving our claim (4.65). Recalling that Ω j → Ω∞, ∂Ω j →
∂Ω∞ in the sense of Definition 2.37, and that ∂Ω j, ∂Ω∞ have zero Lebesgue measure since
they are Ahlfors regular sets, one can see that
B(0,R) ∩ (Ω j△Ω∞) ⊂ B(0,R) ∩ ((Ω j△Ω∞) ∪ (Ω j ∩ ∂Ω∞) ∪ (Ω∞ ∩ ∂Ω j))(4.72)
and hence the Lebesgue measure of the set on the left hand side tends to zero as j → ∞.
This and the fact that ‖A j‖∞, ‖A∗‖∞ ≤ Λ give
(4.73)
ˆ
B(0,R)∩(Ω j△Ω∞)
|A j(Z) −A∗|pdZ → 0, as j→ ∞.
On the other hand, let ̺ > 0 be arbitrarily small and let ǫ = ǫ(̺) > 0 be a small constant
to be determined later. Set
Ωǫ,1∞ := B(0,R) ∩ {Z ∈ Ω∞ : δ∞(Z) < ǫ} and Ωǫ,2∞ := B(0,R) ∩ {Z ∈ Ω∞ : δ∞(Z) ≥ ǫ}.
Using the notation ∆(q, r) := B(q, r) ∩ ∂Ω∞ with q ∈ ∂Ω∞ and r > 0, Vitali’s covering
lemma allows us to find a finite collection of balls B(qi, ǫ) with qi ∈ ∆(0,R + ǫ), such that
(4.74) Ωǫ,1∞ ⊂
⋃
i
B(qi, 5ǫ).
Calling the number of balls L1 we get the following estimate
L1ǫ
n−1
.
∑
i
σ∞ (∆(qi, ǫ)) = σ∞
(⋃
i
∆(qi, ǫ)
)
≤ σ∞ (∆(0,R + 2ǫ)) . (R + 2ǫ)n−1,(4.75)
where we have used that ∂Ω∞ is Ahlfors regular and also that ∆(qi, ǫ) ⊂ ∆(0,R + 2ǫ) since
qi ∈ ∆(0,R + ǫ). If we assume that 0 < ǫ < R we conclude that L1 . (R/ǫ)n−1 and moreover
by (4.74) we conclude that |Ωǫ,1∞ | . ǫ (here the implicit constant depend on R). This and
‖A j‖∞, ‖A∗‖∞ ≤ Λ give at once that for every j
(4.76)
ˆ
Ω
ǫ,1∞ ∩Ω j
|A j(Z) −A∗|pdZ . Λpǫ < ̺
2
,
provided ǫ is taken small enough which is fixed from now on.
On the other hand, note that Ωǫ,2∞ is compact, hence we can find Z1, . . . , ZL2 ∈ Ωǫ,2∞ so that
Ωǫ,2∞ ⊂
⋃L2
i=1 BZi where L2 depends on ǫ and R which have been fixed already. Hence, by
(4.71)
ˆ
Ω
ǫ,2∞ ∩Ω j
|A j(Z) −A∗|pdZ ≤
L2∑
i=1
ˆ
BZi
|A j(Z) −A∗|pdZ → 0, as j→ ∞.
In particular, we can find an integer j0 = j0(R, ǫ) such that
(4.77)
ˆ
Ω
ǫ,2∞ ∩Ω j
|A j(Z) −A∗|pdZ <
̺
2
, for any j ≥ j0.
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Combining (4.76) and (4.77), we conclude that
(4.78)
ˆ
B(0,R)∩(Ω j∩Ω∞)
|A j(Z) −A∗|pdZ < ̺, for any j ≥ j0.
This combined with (4.73) proves the claim (4.65).
4.3. Convergence of operator.
Theorem 4.79. The function u∞ solves the Dirichlet problem
(4.80)
 − div(A
∗∇u∞) = 0 in Ω∞,
u∞ > 0 in Ω∞,
u∞ = 0 on ∂Ω∞,
in Case I, and solves the Dirichlet problem
(4.81)

− div(A∗∇u∞) = δ{X0} in Ω∞,
u∞ > 0 in Ω∞,
u∞ = 0 on ∂Ω∞,
in Case II. Hence, u∞ is a Green function in Ω∞ for a constant-coefficient elliptic operator
L∞ = − div(A∗∇) with pole at ∞ in Case I or at X0 ∈ Ω∞ in Case II.
Proof. Let ψ ∈ C∞c (Ω∞). Since Ω j → Ω∞ and ∂Ω j → ∂Ω∞, it follows that ψ ∈ C∞c (Ω j) for
j sufficiently large. In Case I, using (4.4) and (2.21) we have
(4.82)ˆ
Ω j
〈A j∇u j,∇ψ〉dZ = 1
ω
X j
j (B(0, 1))
ˆ
Ω j
〈A j∇G j(X j, ·),∇ψ〉dZ =
ψ(X j)
ω
X j
j (B(0, 1))
→ 0,
as j→ ∞ since X j →∞ by (4.3). Analogously, in Case II, by (4.7) and (2.21) we obtain
(4.83)
ˆ
Ω j
〈A j∇u j,∇ψ〉dZ =
ˆ
Ω j
〈A j∇G j(X j, ·),∇ψ〉dZ = ψ(X j) → ψ(X0).
as j→ ∞ since X j → X0.
Suppose next that sptψ ⊂ B(0,R). Let r = 2 for Case I, and pick r ∈ [1, n/(n − 1)) for
Case II. By (1) in Theorem 4.8 in Case I and (iii) in Remark 4.22 in Case II it follows that
∇u j ⇀ ∇u∞ in Lr(B(0,R)). On the other hand,∣∣∣∣∣
ˆ
Ω j
〈A j∇u j,∇ψ〉dZ −
ˆ
Ω∞
〈A∗∇u∞,∇ψ〉dZ
∣∣∣∣∣(4.84)
≤ ‖∇ψ‖L∞
(ˆ
Ω j∩B(0,R)
|A j −A∗|r′dZ
) 1
r′
(ˆ
Ω j∩B(0,R)
|∇u j|r
) 1
r
+
∣∣∣∣∣
ˆ
Ω j∩B(0,R)
〈A∗∇u j,∇ψ〉dZ −
ˆ
Ω∞∩B(0,R)
〈A∗∇u∞,∇ψ〉dZ
∣∣∣∣∣ .
Using (4.14) in Case I or (4.26) in Case II, and (4.65) with p = r′, the term in the sec-
ond line of (4.84) tends to zero as j → ∞. Concerning the last term, since A∗ is a
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constant-coefficient matrix, it follows that A∗∇u j ⇀ A∗∇u∞ in Lr(B(0,R)). Moreover
Ω j = {u j > 0} → Ω∞ = {u∞ > 0}, thus
lim
j→∞
ˆ
Ω j
〈A∗∇u j,∇ψ〉 =
ˆ
Ω∞
〈A∗∇u∞,∇ψ〉.
Combining these with (4.82)–(4.84) we eventually conclude that
(4.85)
ˆ
Ω∞
A∗∇u∞ · ∇ψ = 0 for all ψ ∈ C∞c (Ω∞)
in Case I, i.e., − div(A∗∇u∞) = 0 in Ω∞; and in Case II,
(4.86)
ˆ
Ω∞
A∗∇u∞ · ∇ψ = ψ(X0) for all ψ ∈ C∞c (Ω∞),
i.e., − div(A∗∇u∞) = δ{X0} in Ω∞. 
4.4. Analytic properties of the limiting domains. As mentioned in Section 4, in order
to apply Theorem 1.1 we need to study the elliptic measures of the limiting domain with
finite poles. In this section we construct these measures by a limiting procedure which is
compatible with the procedure used to produce the limiting domain Ω∞.
Theorem 4.87. Under Assumption (a), Assumption (b), Assumption (c), and using the
notation from Theorems 4.8 and 4.79, the elliptic measure ωL∞ ∈ A∞(σ∞) (see Definition
2.10) with constants C˜0 = C2C
4θ
AR2
8(n−1)θ and θ˜ = θ, here C2 is the constant in Remark 2.33.
Proof. Our goal is to show that the elliptic measures of L∞ with finite poles can be recovered
as a limit of the elliptic measures of L j = − div(A j(Z)∇), and the A∞ property of elliptic
measures is preserved when passing to a limit.
To set the stage we start with 0 ≤ f ∈ Lip(∂Ω∞) with compact support. Let R0 > 0 be
large enough so that spt f ⊂ B(0,R0/2). We are going to take a particular solution to the
following Dirichlet problem
(4.88)
{
L∞v = 0, in Ω∞
v = f , on ∂Ω∞,
In Case II, where the domain Ω∞ is bounded, the Dirichlet problem (4.88) has a unique
solution satisfying the maximum principle, then we let v∞ be that unique solution.
In Case I, where Ω∞ is unbounded, we follows the construction in [HM1] using Perron’s
method (see [HM1, pg. 588] for details, which is done the Laplacian but holds for any
constant coefficient operator, for the general case see also [HMT2]). We denote the solution
constructed in [HM1] by
v∞(Z) =
ˆ
∂Ω∞
f (q)dωZL∞ (q).
For later use we need to sketch how it is constructed. For every R > 4R0 define fR = fη(·/R),
where η ∈ C∞c (B(0, 2R) verifies 0 ≤ η ≤ 1, η = 1 for |Z| < 1. Let vR be the unique solution to
L∞vR = 0 in the bounded open set ΩR = Ω∞ ∩ B(0, 2R) with boundary value fR. Then one
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shows that vR → v∞ uniformly on compacta as R → ∞, and also that v∞ ∈ C(Ω∞) satisfies
the maximum principle 0 ≤ maxΩ∞ v∞ ≤ max∂Ω∞ f .
Once the solution v∞ is defined we observe that since ∂Ω∞ is Ahlfors regular we can use
the Jonsson-Wallin trace/extension theory [JW] to extend f (abusing the notation we call the
extension f ) so that 0 ≤ f ∈ Cc(Rn) ∩ W1,2(Rn) with spt f ⊂ B(0,R0). For every j we let
h j ∈ W1,20 (Ω j) be the unique Lax-Milgram solution to the problem L jh j = L j f . Initially, h j
is only defined in Ω j but we can clearly extend it by 0 outside so that the resulting function,
which we call again h j, belongs toW
1,2(Rn). If we next set v j = f −h j ∈ W1,2(Rn) we obtain
that L jv j = 0 in Ω j and indeed
(4.89) v j(Z) =
ˆ
∂Ω j
f dωZj , Z ∈ Ω j,
see [HMT2]. Here ωZj is the elliptic measure of L j inΩ j with pole Z and, as observed above,
the fact that ∂Ω j is Ahlfors regular implies in particular that v j ∈ C(Ω j) with v j|∂Ω j = f .
Note also that v j = f ∈ C(Rn) on Rn \ Ω j, hence v j ∈ C(Rn). Moreover, by the maximum
principle
(4.90) 0 ≤ sup
Ω j
v j ≤ ‖ f ‖L∞(∂Ω j) ≤ ‖ f ‖L∞(Rn),
thus the sequence {v j} is uniformly bounded.
Our next goal is to show that {v j} is equicontinuous. Given an arbitrary ̺ > 0 let 0 < γ <
1
32
to be chosen. Since f ∈ Cc(Rn), it is uniformly continuous, hence letting γ small enough
(depending on f ) we can guarantee that
(4.91) | f (X) − f (Y)| < ̺
8
, provided |X − Y | < γ 14
Our first claim is that if γ is small enough depending on n, CAR, Λ/λ , and ‖ f ‖L∞(Rn), there
holds
(4.92) |v j(X) − v j(Y)| < ρ
2
, ∀X ∈ Ω j, Y ∈ ∂Ω j, |X − Y | < √γ.
To see this we recall that ∂Ω j is Ahlfors regular with a uniform constant (independent of j),
it satisfies the CDC with a uniform constant and [HKM, Theorem 6.18] (see also [HMT2])
yields that for some β > 0 and C depending on n, CAR, and Λ/λ, but independent of j
(indeed this is the same β as in Lemma 2.23), the following estimate holds:
osc
B(Y j,
√
γ)∩Ω j
v j ≤ osc
B(Y j,γ1/4)∩∂Ω j
f +C‖ f ‖L∞(Rn)ηβ < ̺
2
,
where in the last estimate we have used (4.91) and γ has been chosen small enough so that
C‖ f ‖L∞(Rn)ηβ < ̺/4.
We now fix X, Y ∈ Rn so that |X − Y | < γ and consider several cases.
Case 1: X, Y ∈ Ω j with max{δ j(X), δ j(Y)} < √γ/2.
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In this case, we take x̂ ∈ ∂Ω j so that |X − xˆ| = δ j(X). Note that |Y − x̂| < √γ and we can
use (4.92) to obtain
|v j(X) − v j(Y)| ≤ |v j(X) − v j(x̂)| + |v j(x̂) − v j(Y)| < ρ.
Case 2: X, Y ∈ Ω j with max{δ j(X), δ j(Y)} ≥ √γ/2.
Assuming without loss of generality that δ j(X) ≥ √γ/2, necessarily Y ∈ B(X, δ j(X)/2) ⊂
Ω j. Then, by the interior Ho¨lder regularity of v j in Ω j (here α and C depend only on Λ/λ
and are independent of j) we conclude that
|v j(X) − v j(Y)| ≤ C
( |X − Y |
δ j(X)
)α
‖v j‖L∞(Ω j) ≤ C2αγ
α
2 ‖ f ‖L∞(Rn) < ̺,
provided ̺ is taken small enough (again independently of j).
Case 3: X, Y < Ω j.
Here we just need to use (4.91) and the fact that v j = f on R
n \ Ω j:
|v j(X) − v j(Y)| = | f (X) − f (Y)| < ρ.
Case 4: X ∈ Ω j and Y < Ω j.
Pick Z ∈ ∂Ω j in the line segment joining X and Y (if Y ∈ ∂Ω j we just take Z = Y) so that
|X − Z|, |Y − Z| ≤ |X − Y | < γ. Using (4.92), the fact that v j = f on Rn \ Ω j, and (4.91) we
obtain
|v j(X) − v j(Y)| ≤ |v j(X) − v j(Z)| + |v j(Z) − v j(Y)| <
̺
2
+ | f (Z) − f (Y)| < ̺.
If we now put all the cases together we have shown that, as desired, {v j} is equicontinuous.
On the other hand, recalling that h j ∈ W1,20 (Ω j) satisfies L jh j = L j f in the weak sense in
Ω j and that f ∈ W1,2(Rn) we see that
λ‖∇h j‖2L2(Ω j) ≤
ˆ
Ω j
〈A j∇h j,∇h j〉dX =
ˆ
Ω j
〈A j∇ f ,∇h j〉dX ≤ Λ‖∇ f ‖L2(Ω j)‖∇h j‖L2(Ω j).
We next absorb the last term, use that v j = f − h j and that h j has been extended as 0 outside
of Ω j:
‖∇v j‖L2(Rn) ≤ ‖∇ f ‖L2(Rn) + ‖∇h j‖L2(Rn) = ‖∇ f ‖L2(Rn) + ‖∇h j‖L2(Ω j) ≤ (1 + Λ/λ)‖∇ f ‖L2(Rn).
This along with (4.90) yield
(4.93) sup
j
‖∇v j‖L2(Rn) ≤ (1 + Λ/λ)‖∇ f ‖L2(Rn), and sup
j
‖v j‖L2(B(0,R)) ≤ CR.
We notice that all these estimates hold for the whole sequence and therefore, so it does for
any subsequence.
Let us now fix an arbitrary subsequence {v jk }k. By (4.93) there are a further subsequence
and v ∈ C(Rn) ∩ W1,2loc (Rn) with ∇v ∈ L2(Rn), such that v jkl → v uniformly on compact
sets of Rn (hence v ≥ 0) and ∇v jkl ⇀ ∇v in L2(Rn) as l → ∞. Here it is important to
emphasize that the choice of the subsequence may depend on the boundary data f and the
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fixed subsequence, and the same happens with v , and this could be problematic, later we
will see that this is not the case.
To proceed we next see that v agrees with f in ∂Ω∞. Given p ∈ ∂Ω∞, there exist p jkl ∈
∂Ω jkl with p jkl → p as l → ∞. Using the continuity of v and f at p, the uniform convergence
of v jkl to v on B(p, 1) and the fact that v jkl = f on ∂Ω jkl , we have
|v(p) − f (p)| ≤ |v(p) − v(p jkl )| + |v(p jkl ) − v jkl (p jkl )| + | f (p jkl ) − f (p)|
≤ |v(p) − v(p jkl )| + ‖v − v jkl ‖L∞(B(p,1)) + | f (p jkl ) − f (p)| → 0, as l→ ∞,
thus v(p) = f (p) as desired.
Next, we claim the function v solves the Dirichlet problem (4.88). We know that v ∈
C(Rn) with v = f in ∂Ω∞. Hence, we only need to show that L∞v = 0 in Ω∞. To this
aim, let us take ψ ∈ C1c (Ω∞) and let R > 0 be large enough so that sptψ ⊂ B(0,R). Since
Ω j → Ω∞, for all l large enough we have that ψ ∈ C1c (Ω jkl ) in which case
(4.94)
ˆ
Rn
〈A jkl∇v jkl ,∇ψ〉dZ = 0,
since L jkl v jkl = 0 in Ω jkl in the weak sense. Then, by (4.93) and the fact that sptψ ⊂
Ω∞ ∩ Ω jkl ∩ B(0,R),∣∣∣∣ˆ
Rn
〈A∗∇v,∇ψ〉dZ
∣∣∣∣ =
∣∣∣∣∣
ˆ
Ω jk
〈A jk∇v jkl ,∇ψ〉dZ −
ˆ
Ω∞
〈A∗∇v,∇ψ〉dZ
∣∣∣∣∣
≤ (1 + Λ/λ)‖∇ f ‖L2(Rn)‖∇ψ‖L∞
(ˆ
Ω j∩B(0,R)
|A jkl −A
∗|2dZ
) 1
2
+
∣∣∣∣ˆ
Rn
〈A∗∇v jkl ,∇ψ〉dZ −
ˆ
Rn
〈A∗∇v,∇ψ〉dZ
∣∣∣∣→ 0, as l→ ∞,
where we have used (4.65) with p = 2 for the term in the second line, and the fact that since
A∗ is a constant-coefficient matrix, it follows that A∗∇v jkl ⇀ A∗∇v in L2(Rn) as l → ∞.
This eventually shows that L∞v = 0 in Ω∞.
In Case II when the domain Ω∞ is bounded, the Dirichlet problem (4.88) has a unique
solution, and it satisfies the maximum principle, hence we must have that v = v∞. Therefore,
we have shown that given any subsequence {v jk }k there is a further subsequence {v jkl }l so that
v jkl → v∞ uniformly on compact sets of Rn and ∇v jkl ⇀ ∇v∞ in L2(Rn) as l → ∞. This
eventually shows that entire sequence {v j} satisfies v j → v∞ uniformly on compact sets of
R
n and ∇v j ⇀ ∇v∞ in L2(Rn) as j→ ∞.
In Case I where the limiting domain Ω∞ is unbounded, we need more work to show the
solution v is indeed v∞. Recall that f ∈ Cc(Rn) with spt f ⊂ B(0,R0). Given ǫ > 0, there is
an integer j0 = j0(ǫ,R0) ∈ N such that for j ≥ j0 and for any p′j ∈ ∂Ω j ∩ B(0, 4R0), there is
p′ ∈ ∂Ω∞ ∩ B(0, 5R0) close enough to p′j so that | f (p′) − f (p′j)| < ǫ. Consequently,
(4.95) sup
∂Ω j
| f | = sup
∂Ω j∩B(0,4R0)
| f | ≤ sup
∂Ω∞∩B(0,5R0)
| f | + ǫ = sup
∂Ω∞
| f | + ǫ.
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For any Z ∈ Ω∞ there exists a sequence Z j ∈ Ω j such that Z j → Z and Z j ∈ B(Z, δ∞(Z)/2)
for all j large enough. Since v ∈ C(Rn) it follows that for j large enough |v(Z) − v(Z j)| < ǫ.
All these together with (4.90) and the fact that v jkl → v uniformly on compact sets of Rn as
l→ ∞ give that for all l large enough
(4.96) 0 ≤ v(Z) ≤ |v(Z)−v(Z jkl )|+|v(Z jkl )−v jkl (Z jkl )|+|v jkl (Z jkl )| ≤ 2ǫ+sup
∂Ω j
| f | ≤ 3ǫ+sup
∂Ω∞
| f |,
Letting ǫ → 0 we get 0 ≤ supΩ∞ v ≤ sup∂Ω∞ | f |.
Let us recall that ΩR = Ω∞ ∩ B(0, 2R) ⊂ Ω∞. Since v ∈ C(Rn) with v|∂Ω∞ = f , and since
spt f ⊂ B(0,R0), for every R > 4R0 we have that fR|∂Ω∞ = fη(·/R) ≤ v|∂Ω∞ . Hence the
maximum principle implies that vR ≤ v in ΩR, and taking limits we conclude that v∞ ≤ v
on Ω∞. Write 0 ≤ v˜ = v − v∞ ∈ C(Ω∞) so that L∞v˜ = 0 in Ω∞ and v˜|∂Ω∞ = 0. For any
Z ∈ Ω∞, since Ω∞ is a uniform domain with Ahlfors regular boundary, by Lemma 2.23 for
any δ∞(Z) < R′ < diam(∂Ω∞) = ∞ (see (3) in Theorem 4.8)
(4.97) 0 ≤ v˜(Z) .
(
δ∞(Z)
R′
)β
sup
Ω∞
v˜ ≤ 2
(
δ∞(Z)
R′
)β
sup
∂Ω∞
f ,
Letting R′ → ∞we conclude that v˜(Z) = 0 and hence v = v∞. Therefore, we have shown that
given a subsequence {v jk }k there is a further subsequence {v jkl }l so that v jkl → v∞ uniformly
on compact sets of Rn and ∇v jkl ⇀ ∇v∞ in L2(Rn) as l → ∞. This eventually shows that
entire sequence {v j} satisfies v j → v∞ uniformly on compact sets of Rn and ∇v j ⇀ ∇v∞ in
L2(Rn) as j→ ∞.
Hence, in both Case I and Case II, if 0 ≤ f ∈ Lip(∂Ω∞) has compact support then
(4.98) lim
j→∞
ˆ
∂Ω j
f (q)dωZj (q) = lim
j→∞
v j(Z) = v∞(Z) =
ˆ
∂Ω∞
f (q)dωZL∞ (q),
for any Z ∈ Ω∞. A standard approximation argument and splitting each function on its
positive and negative parts lead to shows that (4.98) holds for all f ∈ Cc(Rn), hence ωZj ⇀
ωZL∞ as Radon measures for any Z ∈ Ω∞.
Our next goal is to see that ωL∞ ∈ A∞(σ∞) (where σ∞ = Hn−1|∂Ω∞ ). Fix p ∈ ∂Ω∞
and 0 < r < diam(∂Ω∞). Recall that whether diam(∂Ω∞) is finite or infinite, we always
have r < diam(Ω j) for all j sufficiently large. Let ∆
′ = B(m, s) ∩ ∂Ω∞ with m ∈ ∂Ω∞ and
B(m, s) ⊂ B(p, r) ∩ ∂Ω∞. Let A(p, r) ∈ Ω∞ be a corkscrew point relative to ∆(p, r) (whose
existence is guaranteed by (4) in Theorem 4.8). We can then find p j ∈ ∂Ω j such that p j → p.
Thus, for all j large enough B(p, r) ⊂ B(p j, 2r) and δ j(A(p, r)) ≥ r/(2M). Hence, A(p, r) is
also a corkscrew point relative to B(p j, 2r) ∩ ∂Ω j in Ω j with constant 4M. Since m ∈ ∂Ω∞,
we can also find m j ∈ ∂Ω j such that m j → m. In particular, for j sufficiently large
(4.99) |m j − m| <
s
5
.
Note also that since all the Ω j’s are uniform and satisfy the CDC with the same constants,
and all the operators L j’s have ellipticity constants bounded below and above by λ and
Λ, we can conclude from Remark 2.33 that there is a uniform constant C2 depending on
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M,C1,CAR > 1, Λ ≥ λ ≥ 1 so that (2.34) holds for all ω j with the appropriate changes.
Using this and [Mat, Theorem 1.24] we obtain
(4.100) ω
A(p,r)
L∞ (∆(m, s)) ≥ ω
A(p,r)
L∞
(
B
(
m,
4
5
s
))
≥ lim sup
j→∞
ω
A(p,r)
j
(
B
(
m,
4
5
s
))
≥ lim sup
j→∞
ω
A(p,r)
j
(
B
(
m j,
3
5
s
))
≥ C−12 lim sup
j→∞
ω
A(p,r)
j
(
B
(
m j,
6
5
s
))
,
where we have used that δ j(A(p, r)) ≥ r/(2M) ≥ 35 s/(2M).
Let V be an arbitrary open set in B(m, s), and note that by (4.99)
V ⊂ B(m, s) ⊂ B
(
m j,
6
5
s
)
.
Using again [Mat, Theorem 1.24], we see that (4.100) yields
(4.101)
ω
A(p,r)
L∞ (V)
ω
A(p,r)
L∞ (∆(m, s))
≤ C2
lim inf j→∞ ω
A(p,r)
j (V)
lim sup j→∞ ω
A(p,r)
j
(
B
(
m j,
6
5 s
))
≤ C2 lim inf
j→∞
(
ω
A(p,r)
j (V)
ω
A(p,r)
j
(
B
(
m j,
6
5 s
))) .
The assumption B(m, s) ⊂ B(p, r) implies |m − p| ≤ r − s. Using this and that m j → m,
p j → p as j→ ∞ one can easily see that |m j − p j| < r − s5 for all j large enough and hence
(4.102) B
(
m j,
6
5
s
)
∩ ∂Ω j ⊂ B(p j, 2r) ∩ ∂Ω j.
As mentioned above A(p, r) is a corkscrew point relative to B(p j, 2r) ∩ ∂Ω j in Ω j. This,
(4.102) and the fact that by assumption, ω j ∈ A∞(σ j) with uniform constants C0, θ allow us
to conclude that
(4.103)
ω
A(p,r)
j (V)
ω
A(p,r)
j
(
B
(
m j,
6
5 s
)) ≤ C0
(
σ j(V)
σ j
(
B
(
m j,
6
5 s
)))θ ≤ C0CθAR(σ j(V)sn−1
)θ
,
where in the last estimate we have used that ∂Ω j is Ahlfors regular with constants CAR. Com-
bining (4.101), (4.103), the fact that σ j ⇀ µ∞, [Mat, Theorem 1.24], and (5) in Theorem
4.8, we finally arrive at
ω
A(p,r)
L∞ (V)
ω
A(p,r)
L∞ (∆(m, s))
≤ C0CθAR
(
lim inf
j→∞
σ j(V)
sn−1
)θ
≤ C0CθAR
(
µ∞(V)
sn−1
)θ
≤ C0C4θAR28(n−1)θ
(
σ∞(V)
σ∞(∆(m, s))
)θ
.
and therefore we have shown that for any open set V ⊂ B(m, s) there holds
(4.104)
ω
A(p,r)
L∞ (V)
ω
A(p,r)
L∞ (∆(m, s))
≤ C0C4θAR28(n−1)θ
(
σ∞(V)
σ∞(∆(m, s))
)θ
.
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Consider next an arbitrary Borel set E ⊂ B(m, s). Since σ∞ and ωA(p,r)L∞ are Borel regular,
given any ǫ > 0 there is an open set U and a compact set F so that F ⊂ E ⊂ U ⊂ B(m, s)
and ω
A(p,r)
L∞ (U \ F) + σ∞(U \ F) < ǫ. Note that for any x ∈ F, there is rx > 0 such that
B(x, 2rx) ⊂ U. Using that F is compact we can then show there exists a finite collection of
points {xi}mi=1 ⊂ F such that F ⊂
⋃m
i=1 B(xi, ri) =: V and B(xi, 2ri) ⊂ U for i = 1, . . . ,m.
Consequently, F ⊂ V ⊂ V ⊂ U and σ∞(V \ F) ≤ σ∞(U \ F) < ǫ. We next use (4.104) with
V to see that
ω
A(p,r)
L∞ (E)
ω
A(p,r)
L∞ (∆(m, s))
≤ ǫ + ω
A(p,r)
L∞ (F)
ω
A(p,r)
L∞ (∆(m, s))
≤ ǫ + ω
A(p,r)
L∞ (V)
ω
A(p,r)
L∞ (∆(m, s))
≤ ǫ
ω
A(p,r)
L∞ (∆(m, s))
+C0C
4θ
AR2
8(n−1)θ
(
σ∞(V)
σ∞(∆(m, s))
)θ
≤ ǫ
ω
A(p,r)
L∞ (∆(m, s))
+C0C
4θ
AR2
8(n−1)θ
(
σ∞(E) + ǫ
σ∞(∆(m, s))
)θ
.
Letting ǫ → 0 we obtain as desired that ωL∞ ∈ A∞(σ∞) with constants C0C4θAR28(n−1)θ and θ
and the proof is complete. 
5. Proof of the Main Theorem
Applying Theorem 4.8, we obtain that Ω∞ is a uniform domain with constants 4M
and 2C1, whose boundary is Ahlfors regular with constant 2
5(n−1)C2AR. Moreover, The-
orem 4.87 gives that ωL∞ ∈ A∞(σ∞) with constants C˜0 = C2C4θAR28(n−1)θ and θ˜ = θ.
Here L∞ = − div(A∗∇) with A∗ a constant-coefficient real symmetric uniformly ellip-
tic matrix with ellipticity constants 0 < λ ≤ Λ < ∞ (i.e., satisfying (1.5)). We can
then invoke Theorem 1.1, to see that Ω∞ satisfies the exterior corkscrew condition with
constant N0 = N0(4M, 2C1, 2
5(n−1)C2AR,Λ/λ,C0C2C
4θ
AR2
8(n−1)θ , θ) (see Remark 1.6). There-
fore, since 0 ∈ ∂Ω∞, 0 < 12 < diam(∂Ω∞) (recall that diam(∂Ω∞) = ∞ in Case I, and
diam(∂Ω∞) = diam(Ω∞) = R0 ≥ 1) there exists A0 = A−(0, 12 ) so that
(5.1) B
(
A0,
1
2N0
)
⊂ B
(
0,
1
2
)
\Ω∞.
Hence
(5.2) dist
(
B
(
A0,
1
4N0
)
,Rn \Ω∞
)
≥ 1
4N0
.
Since Ω j → Ω∞, it follows that for all j large enough
(5.3) B
(
A0,
1
4N0
)
⊂ B
(
0,
1
2
)
\Ω j ⊂ B(0, 1) \ Ω j.
Hence for all j large enough A0 is a corkscrew point relative to B(0, 1) ∩ ∂Ω j for Rn \ Ω j
with constant 4N0. This contradicts our assumption that Ω j has no exterior corkscrew point
with constant N = 4N0 for the surface ball B(0, 1) ∩ ∂Ω j and the proof is complete.
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