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Introduction: Internet users are increasingly using the worldwide web to search for information relating
to their health. This situation makes it necessary to create specialized tools capable of supporting users in
their searches.
Objective: To apply and compare strategies that were developed to investigate the use of the Portuguese
version of Medical Subject Headings (MeSH) for constructing an automated classiﬁer for Brazilian Portu-
guese-language web-based content within or outside of the ﬁeld of healthcare, focusing on the lay public.
Methods: 3658 Brazilian web pages were used to train the classiﬁer and 606 Brazilian web pages were
used to validate it. The strategies proposed were constructed using content-based vector methods for text
classiﬁcation, such that Naive Bayes was used for the task of classifying vector patterns with character-
istics obtained through the proposed strategies.
Results: A strategy named InDeCS was developed speciﬁcally to adapt MeSH for the problem that was put
forward. This approach achieved better accuracy for this pattern classiﬁcation task (0.94 sensitivity, spec-
iﬁcity and area under the ROC curve).
Conclusions: Because of the signiﬁcant results achieved by InDeCS, this tool has been successfully applied
to the Brazilian healthcare search portal known as Busca Saúde. Furthermore, it could be shown that
MeSH presents important results when used for the task of classifying web-based content focusing on
the lay public. It was also possible to show from this study that MeSH was able to map out mutable
non-deterministic characteristics of the web.
 2010 Elsevier Inc. All rights reserved.1. Introduction example, users may have difﬁculty in assessing whether the infor-The size and dynamic nature of the Internet are indisputable
realities. It is now estimated that at least 19.9 billion web pages ex-
ist [1]. This enormous quantity of pages may partly be attributed to
tools that aid in graphic development of websites for users who are
not fully familiar with the languages and logic of programming [2].
However, if on the one hand this expanding universe of informa-
tion has the potential to bring knowledge to more people, on the





(I.T. Pisa).mation that they ﬁnd is relevant and reliable. This task is even
more difﬁcult within a speciﬁc domain like the ﬁeld of healthcare.
In fact, the ﬁeld of healthcare deserves to be highlighted.
According to the Center for Studies on Information Technology
and Communication [4], it has been calculated that in the year
2009, around 33% of Internet users’ activities in Brazil were related
to seeking healthcare information. In the United States, this per-
centage rises to 55% [5]. The search themes are mainly related
for illness or medical conditions (89% of the searches), information
about hospital and doctors (85%) and nutrition (82%) [6].
One important observation is that within the ﬁeld of healthcare,
particularly when information on diseases or symptoms is sought,
users often reach erroneous conclusions regarding the subjects
that they are researching [7]. The level of knowledge of medical
terminology and problems of interpretation of the content
retrieved have been identiﬁed as the main causes of these errone-
ous conclusions [8].
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as the Google™ search tool for health-related inquiries cannot be
ignored. Such tools present satisfactory results when used to re-
trieve healthcare content from the Internet [9,10]. However, Chang
et al. [11] showed that this search tool presents certain difﬁculties
in relation to retrieving relevant content within this ﬁeld. What
makes this environment even more critical is the fact that users
are largely unaware of their limitations in elaborating search strat-
egies [12], and most of them feel satisﬁed with the content re-
trieved via commercial search tools [13].
The growth in Internet use by lay users seeking to make deci-
sions regarding their own health also cannot be ignored [14]. Pa-
tients are increasingly accessing the Internet before going to a
medical consultation, and this has led to recent changes in the phy-
sician-patient relationship [15]. Furthermore, Internet use to seek
healthcare information directly affects individuals’ lifestyles (diet,
exercise, treatment, etc.) [5].
For these reasons, it is of fundamental importance to develop
search portals on the Internet that are healthcare speciﬁc, focusing
on the lay public [16]. One initiative that can be cited is the Busca
Saúde (‘‘Search for Health’’) project (http://www.buscasaude.uni-
fesp.br), which is under development in the Department of Health
Informatics of the Federal University of São Paulo. The Busca Saúde
project focuses on websites in Portuguese and is investigating cer-
tain matters of relevance to the topic of searching for healthcare
information on the Internet [17], using meta-search [18] as its
search engine. Prominent among the matters investigated are the
use of healthcare terminology and adaptation of medical deci-
sion-making support systems for improving the search results.
To construct Internet search portals that are speciﬁc for the ﬁeld
of healthcare, it becomes necessary to develop indexers for content
that is speciﬁc to this ﬁeld. For this, a variety of techniques can be
used [19], such as measurement of similarity based on links [20],
clusters [21] and hierarchical classiﬁcation [22]. In our case, we
investigated classiﬁcation techniques combined with a dictionary
that is speciﬁc to one ﬁeld of knowledge [23]. For this study, we
used the Medical Subject Headings (MeSH) (http://www.ncbi.nlm.-
nih.gov/mesh) as the basis for automated classiﬁcation of web con-
tent belonging to the ﬁeld of healthcare.
MeSH has been used by the US National Library of Medicine
(NLM; http://www.nlm.nih.gov) to index scientiﬁc paper available
in Medical Literature Analysis and Retrieval System Online (MED-
LINE) [24] since the 1950s. MEDLINE can be searchable through
PubMed (http://www.ncbi.nlm.nih.gov/pubmed). Several studies
have investigated MeSH for a variety of purposes, such as molecu-
lar sequence analysis [25], characterization of diseases and genes
by means of determining proﬁles relating to drugs and biological
phenomena [26], and development of new approaches for medical
text indexing based on natural language processing, statistical, ma-
chine learning [27] and reﬂective random indexing [28].
Over recent decades a variety of algorithms have been devel-
oped with the aim of classifying health-related scientiﬁc content
by means of controlled medical vocabulary such as MeSH. For
example, MetaMap [29] developed at the National Library of Med-
icine maps natural language text to UMLS concepts. In another
study [30], techniques for correlating descriptors within MeSH to
biomedical scientiﬁc articles are compared, with the aim of provid-
ing an alternative to manual indexation. However, in both studies,
difﬁculties in mapping the scientiﬁc content using MeSH were re-
ported, which demonstrates the challenge involved in dealing with
medical terminology, in classifying scientiﬁc texts. From this con-
text, it can be seen to be important to investigate the possibility
of using MeSH for mapping the content medical available from
other sources, such as content available on the Internet that is fo-
cused on the lay public. Generally, documents from commercial
search websites (as Google™, for example) focused on the lay pub-lic are more general in nature as opposed to the more speciﬁc nat-
ure of documents from MEDLINE. They are also not as well
structured as MEDLINE documents and tend to include noise
(external links, images, advertisement, etc.) [31].
In this study, we investigate the use of MeSh to classify web
content as healthcare related or not. For the strategies proposed,
we focused on the use of vector methods for content-based text
classiﬁcation [32]. This method was chosen because of its popular-
ity within the ﬁeld of information retrieval [33].
The proposal to construct such a classiﬁer is important because
when Internet users are searching for healthcare-related content,
the search tools that are available (and particularly the generic
tools) return web pages that are unrelated to healthcare content.
For example, after inserting the word ‘‘virus’’ as a search term,
these tools retrieve web pages relating both to healthcare (infec-
tious agents) and to computing (computer viruses). However, if
the user’s focus is on infectious agents, web pages that are re-
trieved with content relating to computing provide an information
load that merely constitutes noise, in relation to the proposed
search. This takes on even greater importance, given that studies
[34,35] have indicated that information overload through data re-
trieved using search tools is one of the obstacles preventing lay
users from achieving better interpretation of such content.
Furthermore, Qi and Davison [19] cited the lack of a representa-
tive database for training and validating web content classiﬁers.
This occurs because of the mutability of the content available on
the Internet, along with the fact that it is constantly growing. If
on the one hand constructing such a database is a challenge, on
the other hand the use of a controlled vocabulary allows the con-
tent to be better represented through the vocabulary terms [23].
Thus, the present study also analyzed MeSH for this purpose.2. Methods
In this study, we put forward three different strategies for
investigating MeSH in relation to automated classiﬁcation of web
content belonging to the ﬁeld of healthcare (labeled health) or out-
side of this ﬁeld (labeled non-health). Fig. 1 provides a general
illustration of the process of developing and evaluating this
classiﬁer.
A collection of web pages that had previously been labeled as
either health or non-health (training database) was used for each
of the three strategies put forward in this study, with the aim of
generating vectors of characteristics for each of the database pages.
The vectors of characteristics were constructed with the aim of
obtaining vector representation of the web pages [32]. Speciﬁcally
for the present study, we used three different strategies that, for
presentational purposes, we named as follows:
 Strategy 1 – Frequency of terms: The traditional vector model for
information retrieval known as frequency of terms [27] was
used to generate vectors of page characteristics.
 Strategy 2 – Occurrence of terms present in MeSH: This was a
strategy in which the controlled MeSH vocabulary was used in
conjunction with adaptation of the term occurrence model
proposed by Salton [32], in order to generate the vectors of
characteristics.
 Strategy 3 – InDeCS: This was a strategy in which vector models
for content-based text classiﬁcation [27] and the MeSH dictio-
nary were used.
We emphasize that the focus of this study was on using the Por-
tuguese language as the standard, and therefore MeSH terms were
used in Portuguese, as present in the Uniﬁed Medical Language
System (UMLS) (http://www.nlm.nih.gov/research/umls). For the
Fig. 1. Stages in constructing web content classiﬁers within or outside of the ﬁeld of healthcare.
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containing 54,772 terms, including entry terms (quasi-synonyms)
and descriptors. It is important to emphasize that in this study,
both the entry terms and their descriptors were treated as inde-
pendent terms.
As represented in Fig. 1, the vectors of characteristics relating to
the training database and their labels (health or non-health) were
presented to a pattern classiﬁer, so that this could be trained. In
this manner, a supervised learning process took place [36]. After
this training, a new collection of documents was also labeled (val-
idation database) and was presented to the trained classiﬁer. The
automated classiﬁer for health and non-health web content re-
sponded by showing sensitivity and speciﬁcity rates as statistics
for assessing its accuracy.
We took the sensitivity to be the ratio between the number of
pages labeled by the classiﬁer as health and the total number of
validation database pages that had been labeled as health. In an
analogous manner, the speciﬁcity was taken to be the ratio be-
tween the number of pages labeled by the classiﬁer as non-health
and the total number of validation database pages that had been
labeled as non-health.
The detailing of the databases, the strategies proposed for gen-
erating the vectors of characteristics, the processes for developing
the pattern classiﬁer and the respective evaluations on each strat-
egy are presented in the next sections.2.1. Database
The training and the evaluation of the strategies put forward
took into consideration two databases of web pages with their con-
tent labeled as health or non-health. One of these databases was
used for training and the other for validation. They are described
in Table 1.
To construct the training database, web pages from the Portu-
guese version of the Merck Manuals Online Medical Library
(http://www.merck.com/mmpe/index.html) and web pages from
the online version of the Brazilian newspaper Folha de São Paulo
(http://www.folha.uol.com.br/) were used. In relation to Folha de
São Paulo, the web pages were collected during the year 2009,
and the following sections were selected: health, science, construc-
tion, money, jobs, sport, university entrance, illustrated, property,Table 1
Quantities of web pages and word counts (both non-repeated and repeated words) in
the training and validation databases.
Training dataset Validation dataset
Health Non-health Health Non-health
Quantity of web pages 455 3203 303 303
Non-repeated words 18,615 69,710 12,605 15,557
Repeated words 550,669 704,064 166,241 156,045informatics, business, tourism and vehicles. The web pages were
collected by means of a robot that was developed using the Perl
language [37].
All the web pages of the Merck Manuals, together with the
health section of Folha de São Paulo were used to make up the
set of pages for the training database that was labeled as health.
To form the set of web pages leveled as non-health, the science,
construction, money, jobs, sport, university entrance, illustrated,
property, informatics, business, tourism and vehicle sections of
the newspaper Folha de São Paulo were used.
Five of the authors of this study, all with academic training in
health informatics, gathered web pages to construct the validation
database. To create this database, Brazilian web pages alone were
gathered, and they needed to present the following speciﬁc
characteristics:
 Web pages with well-deﬁned health and non-health content.
 Web pages with nebulous classiﬁcation as health and non-
health. Pages in this category could include pages without much
text, pages on historical/social aspects of diseases and medica-
tions, pages on hospitals and clinics and pages on beauty and
wellbeing, among others.
This strategy was used with the aim of better measurement of
the classiﬁers, from a validation database with heterogeneous con-
tent. For all the web pages, the content was labeled as health or
non-health by four different evaluators. These evaluators had
training in health informatics but were not authors of this study.
They did not exchange information while labeling the pages that
had been collected. At the end of the classiﬁcation, if there was a
minimum concordance of 75%, the page was included in the set
of web pages for which it had been labeled (health or non-health).
If this level of agreement was not reached, the page was rejected
for this study.
The preprocessing of the content collected was performed as
follows for both databases:
1. Removal of the CSS, JavaScript and HTML tag content.
2. Removal of stop words.
3. Application of stemming for each word.
The Java programming language [38] was used to implement
the preprocessing of each web document. The PTStemmer Java li-
brary [39] was used to perform stemming for the Portuguese lan-
guage. In addition, we used the list of stop words in Portuguese
that was suggested by the Snowball project [40].2.2. Strategy 1 – Frequency of terms
In this approach, the vector of characteristics was constructed
for each web page in the training and validation databases. The
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the scores attributed to them were governed by techniques that
are widely used in the literature. In the present study, we speciﬁ-
cally used the strategy of frequency of terms (tf) [32] – Eq. (1).
To reduce the magnitude of the vector of characteristics, v2 statis-
tical technique was applied [41]. v2 is a statistical technique that
determines the degree of independence between relevant attri-
butes in a dataset, where those that more independent achieve a
higher v2 values. For the presented work we used only the terms
with the highest 20% v2 scores.
The vectors of characteristics that had been calculated using the
tf technique in the training and validation databases were used as
input parameters for the pattern classiﬁer. The RapidMiner free
software [42] was used to implement this strategy for tf
generation.
The calculation for the list of frequencies of terms (tf), which
was presented by Eq. (1) [32], in which ni,j is the number of occur-
rences of the term in the document dj, i.e. in the web page dj, and
the denominator
P
knk;j is the sum of the number of occurrences of
all of the terms in document dj.





ð1Þ2.3. Strategy 2 – Occurrence of terms present in MeSH
For this strategy we used occurrences of terms (to), which took
into account the number of occurrences of each term on the web
page, as represented by Eq. (2) [32].
Occurrences of terms : toi;j ¼ ni;j ð2Þ
In this strategy, the presence of a word and its respective value
to in the vector of characteristics of a web page was conditional on
the coexistence of the term in the MeSH vocabulary. Another
important point in this strategy was the use of up to 8-grams, given
that the composition of the terms obeyed the structure of the
MeSH terms. In this way, terms with 1-grams can be access – for
example the term ‘‘microscop’’ – as well the longest Portuguese
MeSH term that contain 8-grams – for example the term ‘‘font
ﬁnanc pesquis govern eua extern publ saud’’. The RapidMiner free
software was used to implement this strategy.
2.4. Strategy 3 – InDeCS
The InDeCS strategy could basically be divided into two steps:
construction of a table of weights of MeSH terms and generation
of a vector of characteristics for the page, using the table weights
that was constructed.
In the ﬁrst step, a static table of weights of MeSH terms was
constructed. To do this, the number of times that each MeSH term
occurred in each category of the training database (health and non-
health) was ﬁrstly calculated.
After counting these occurrences, a calculation was performed
to determine the relative importance of the term for each category,
by dividing the count for that term in each category by the total
number of repeated words in the same category.
The partial weight PWx for a given MeSH term x was calculated
as the difference between the relative importance of the term x inTable 2
Preprocessed content of a portion of the text of four web pages, classiﬁed as health and n
Content classiﬁed as health Conten
febr quas sintom visivel doenc renal infecco viral resfri part diagnos part
comum jog sofr contuso part doenc futebol necessa realiz diagnos
futebol
doenc rhealth category Rx,h and the relative importance of the term x in the
non-health category R0x;h, as demonstrated in Eq. (3):
Calculation of the partial weight PWx : PWx ¼ Rx;h  R0x;h ð3Þ
The calculation of the partial weight PWx was performed for the
entire set of MeSH terms. In addition, statistical normalization TWx
of the partial weights PWx was performed for the interval [A, B], as
demonstrated in Eq. (4).
Calculation of the statistical normalization that was used :
TWx ¼ ðPWx minÞ=ðmaxminÞf g  ðB AÞ þ A; ð4Þ
in which min was the lowest PWx for the set of calculated PWx and
max was the highest PWx of the set of calculated PWx, A = 1 and
B = 1.
The ﬁnal weight FWx for each MeSH term x was adjusted in
accordance with the following rule:
Determinationof the finalweightTWx :
FWx¼
1 if thetermappearedonly in thenon-healthcategory
1; if the termappearedonly in thehealthcategory




After constructing the table of weights FWx for each MeSH term,
the next step was to construct the software component that would
generate the vectors of characteristics for the web pages.
The vectors of characteristics for the InDeCS strategy, for the
training and validation databases, were generated in the following
manner: 20 weight intervals FWx were taken between 1 and 1
(values chosen for [A, B]) and were discretized into 20 sub-inter-
vals: [1; 0.9], (0.9; 0.8], . . . , . . . , (0.8; 0.9], (0.9; 1.0]. For a gi-
ven web page, for each FWx interval, the number of terms
appearing on this web page that ﬁtted into this weight interval
was counted. Thus, the vector of characteristics for the web page
was, in reality, a histogram of weight FWx, with 20 positions. The
software to generate the vector of characteristics for each web
page was developed using the Java language.
For better comprehension of the process of constructing the ta-
ble of weights for the InDeCS strategy, an example is now pre-
sented, using a portion of the text of four web pages (two with
health-related content and two with non-health content). Table 2
shows the text of these four web pages after their preprocessing
(removal of the stop words, CSS, JavaScript and HTML tag content,
and application of stemming for each word).
From Table 2, it can be seen that the short text of the four web
pages was separated into two different documents: the web pages
in which the content was labeled as health were put into a single
document named health. Likewise, all the web pages in which
the content was labeled as non-health were put into a single doc-
ument named non-health. The second step towards constructing
the table of weights consisted of counting the total number of
words in each set (health and non-health), along with the number
of MeSH terms present in each category. Table 3 shows these
counts. It should be noted that the counts were made using the
stems of the MeSH terms, since the textual content that was to
analyzed had already been preprocessed.
The next step consisted of applying Eqs. (3)–(5) to each MeSH
term that had been found from the counts shown in Table 3. It ison-health.
t classiﬁed as non-health
esport cans diagnos equip jog futebol febr comum doenc mund futebol cade
enal esport lamp pec mobil apoi pe encost cade doenc renal cans apart
Table 3
MeSH term stems and counts and total number of words present in each set (health and non-health), for the example presented.
Health set Non-health set
MeSH term MeSH stem MeSH count Total words MeSH term MeSH stem MeSH count Total words
febre febr 1 22 febre febr 1 27
futebol futebol 1 futebol futebol 3
diagnose diagnos 2 diagnose diagnos 1
doença doenc 2 doença doenc 3
doenças renais doenc renal 1 doenças renais doenc renal 2
contusões contuso 1 pé pe 1
infecções virais infecco viral 1 esportes esport 2
parto part 3
Table 4
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0
x;h for Eq. (3)
were given by dividing the MeSH term count by the total number
of words – Rx,h and R
0
x;h too is called importance relative for each set
of document classiﬁed as health and non-health respectively. Table
4 shows the values of the table of weights for each MeSH term after
applying these equations.
Next, from the table of weights shown in Table 4, vectors of
characteristics could be generated, both for each web page used
to create the table of weights and for new web pages to be classi-
ﬁed, remembering that the rule for generating vectors of character-
istics was the same for both cases. It is important to emphasize
that the set of vectors of characteristics used for creating the table
of weights was also used for training the pattern classiﬁer.Fig. 2. Dataset bootstrappin2.5. Pattern classiﬁer
Since each vector of characteristics vectorially represents its
respective web page, these vectors and their labels (health or
non-health) were presented as examples to a pattern classiﬁer,
with the aim of carrying out supervised training.
A variety of pattern classiﬁers was tested for Strategy 3 (In-
DeCS): Artiﬁcial Neural Networks (ANN) [43,44] (speciﬁcally,
Back-propagation Applied to Multilayer Perception), Bayesian Net-
works (BN) [45], Decision Trees (J48) [46], K-Nearest-Neighbor
Classiﬁers (KNN) [47], Support Vector Machines (SVM) [48] and
Naive Bayes [49]. Exhaustive tests were performed using different
conﬁgurations of the pattern classiﬁers, demonstrating that Naive
Bayes presented the best accuracy for the problem of this study.
It is important say that the main focus of the present study was
not to analyze the pattern classiﬁers performance, but determining
the strategy that was most effective for the approached problem.
The literature relating to text classiﬁcation describes large num-
bers of applications for Naive Bayes classiﬁers, in which they pro-
vide a simple and efﬁcient approach towards the classiﬁcation
problem [49]. In-depth analysis and vast quantities of references
on this topic are presented in several studies, including in relation
to the text and document classiﬁcation domain [46,50,51], with
good results achieved, despite the simplicity of Naive Bayes
classiﬁers.
NaivesBayes classiﬁers assume that, given the class, all attributes
of an example are conditionally independent. This ‘‘naive’’ assump-
tion simpliﬁes the learning task, since the attributes can be learnedg proposed this study.
Table 5
Sensitivity and speciﬁcity values from the proposed strategies, obtained from the
validation database.
Strategies Sensitivity Speciﬁcity
Strategy 1 – Frequency of terms 0.85 0.95
Strategy 2 – Occurrences of terms present in MeSH 0.89 0.93
Strategy 3 – InDeCS 0.94 0.94
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classwith the highest probability, using amodel trainedwith a set of
examples. According toMcCallum and Nigam [53], two Naive Bayes
models are widely used: the multivariate Bernoulli model and the
multinomial model. The multivariate model uses a binary vector
to identify thewords that occur or do not occur in a given document.
The multinomial model counts the frequencies of words in a docu-
ment (bag of words representation).
In our approach, the Naive Bayes classiﬁer was similar to the
second model, since we counted the number of times that a word
appeared in a document (the frequency or the occurrence).
Following the supervised training, a web content classiﬁer that
automatically identiﬁed whether a page was health-related,
according to its vector of characteristics, was obtained. It is
important to emphasize that this vector of characteristics was ob-
tained through using one of the three strategies proposed. Weka
[54] was used to implement all the pattern classiﬁers.
2.6. Evaluation of the classiﬁer results
In this study, the following analyses were made:
1. Calculation of the sensitivity and speciﬁcity values for the clas-
siﬁers, obtained from the strategies that were proposed, using
the entire training and validation databases.
2. Calculation of the sensitivity and speciﬁcity values and area
under the ROC curve (AUC) [55] for the classiﬁers, obtained
from the strategies that were proposed, with training according
to variations in the training database (dataset bootstrapping).
In analysis 1, the sensitivity and speciﬁcity of each of the three
classiﬁers generated from the complete training database were cal-
culated and applied to the validation database. The Weka software
used by the classiﬁers provided these values.
Analysis 2, named dataset bootstrapping, was proposed in order
to investigate the accuracy of the classiﬁers when the quantity of
information (web pages) used for the training was changed. Since
the quantity of non-health web pages was greater than the quan-
tity of health web pages, for the training database (Table 1), the
dataset bootstrapping was constructed by taking a ﬁxed number
of health web pages and, for each test, adding web pages that were
classiﬁed as non-health, using a random draw. The different classi-
ﬁers generated for each test were evaluated by taking into consid-
eration all the web pages in the validation database, thus
producing the sensitivity and speciﬁcity values illustrated in Fig. 2.
The dataset bootstrapping performed in this study was con-
ducted using the following steps:
 Use the training database;
 Start performing the test;
 Use all the web pages that have been classiﬁed as health
(455 pages);
 To make up the web pages that have been classiﬁed as
non-health for the test in question, do the following:
 If this is the ﬁrst time that this test has been performed:
 Perform 30 different draws on 455 pages that have
been labeled as non-health;
 For each draw, train the classiﬁer using these web
pages and present it to the validation database in order to
calculate the sensitivity and speciﬁcity;
 If this is not the ﬁrst time that the test has been
performed:
 Add another 30 draws of another 305 web pages that
have been labeled as non-health; For each draw, train the classiﬁer using these web
pages and present it to the validation database in order to
calculate the sensitivity and speciﬁcity;
 Repeat the above steps until 10 tests have been made up.In this manner, 300 variations in the training database with 10 dif-
ferent quantities of non-health web pages were produced, and 300
different sensitivity and speciﬁcity values were calculated. We
wrote an XML script to analyze the dataset with the bootstrapping
algorithm. This XML script was executed through RapidMiner
software.
With the aim of identifying whether there were any signiﬁcant
mean differences between the different dataset bootstrapping tests
that were proposed, the paired Mann–Whitney test [56] was used
with 5% signiﬁcance level. This test was chosen because there was
non-normal distribution in the 30 draws for all the tests analyzed,
as shown by the Kolmogorov–Smirnov test [56] with 5% signiﬁ-
cance level.
Stigler [57] explains the use of a signiﬁcance level of 5% in his
work: ‘‘5% is arbitrary, but fulﬁls a general social purpose. People
can accept 5% and achieve it in reasonable size samples, as well
as have reasonable power to detect effect-size that are of interest.’’
Besides, the ‘‘R’’ free software [58] was used to perform the statis-
tical analyses.
3. Results
The performance of the three classiﬁers of web content belong-
ing to the ﬁeld of healthcare or outside of this ﬁeld was evaluated
by means of sensitivity and speciﬁcity measurements made
through the three strategies proposed and the pattern classiﬁer
Naive Bayes. Table 5 presents this performance generated from
the entire training database and evaluated using the validation
database.
In relation to the dataset bootstrapping technique, for the 30
draws that were performed for each of the 10 different tests, the
sensitivity and speciﬁcity values of the classiﬁers were calculated
for the validation database. The means and standard deviations
of the sensitivity and speciﬁcity values for each test are presented
in Table 6.
Table 7 shows the AUC calculated for the classiﬁers, from the 10
tests performed within the dataset bootstrapping technique.
In addition, regarding the dataset bootstrapping technique,
Table 8 presents the p-values for the paired Mann–Whitney test,
which was used with the aim of identifying whether there were
any signiﬁcant mean differences between the classiﬁers that were
obtained through the strategies proposed for each test that was
performed. The differences were considered signiﬁcant for p-val-
ues <0.05.
With the aim of identifying whether there were any signiﬁcant
mean differences between consecutive tests for the same classiﬁer,
obtained through the strategies proposed for dataset bootstrap-
ping, the p-values for the paired Mann–Whitney test were calcu-
lated. These results are shown in Table 9.
Table 6
Mean sensitivity and speciﬁcity values and their standard deviations, for the 30 different draws for each of the 10 tests performed.
Tests Strategy 1 Strategy 2 Strategy 3
Sensitivity Speciﬁcity Sensitivity Speciﬁcity Sensitivity Speciﬁcity
Mean sd Mean sd Mean sd Mean sd Mean sd Mean sd
#1 0.92 0.011 0.90 0.016 0.98 0.007 0.70 0.044 0.92 0.022 0.94 0.011
#2 0.90 0.013 0.93 0.012 0.97 0.006 0.81 0.023 0.92 0.020 0.94 0.012
#3 0.89 0.010 0.94 0.008 0.96 0.007 0.86 0.017 0.92 0.021 0.94 0.013
#4 0.87 0.011 0.94 0.006 0.95 0.009 0.88 0.017 0.92 0.018 0.94 0.007
#5 0.87 0.010 0.95 0.005 0.94 0.010 0.90 0.014 0.92 0.015 0.95 0.007
#6 0.87 0.009 0.95 0.003 0.93 0.010 0.91 0.010 0.93 0.016 0.95 0.007
#7 0.86 0.009 0.95 0.004 0.93 0.011 0.92 0.007 0.93 0.010 0.95 0.006
#8 0.86 0.010 0.95 0.003 0.92 0.009 0.93 0.005 0.93 0.010 0.95 0.007
#9 0.85 0.005 0.95 0.003 0.91 0.007 0.93 0.004 0.94 0.005 0.94 0.005
#10 0.85 0.000 0.95 0.000 0.89 0.000 0.93 0.000 0.94 0.000 0.94 0.000
Table 7
Area under the ROC curve, obtained by means of dataset bootstrapping, for the
classiﬁers constructed from the proposed strategies.
Strategies AUC
Strategy 1 – Frequency of terms 0.92
Strategy 2 – Occurrence of terms present in MeSH 0.93
Strategy 3 – InDeCS 0.94
F. Mancini et al. / Journal of Biomedical Informatics 44 (2011) 299–309 3054. Analysis and discussion
From the results shown in Table 5, it can be seen that the In-
DeCS strategy (strategy 3) presented the best accuracy in rela-
tion to automated classiﬁcation of health or non-health content
when the entire training database was used. Also in Table 5, it
is important to highlight that although the InDeCS strategy pre-
sented a speciﬁcity rate that was similar to the rate of the other
classiﬁers, the sensitivity rate of this strategy presented higher
values.Table 8
p-Values for sensitivity and speciﬁcity calculated from the paired Mann–Whitney test be
performed.
Tests Strategy 3 – Strategy 2 Strategy 3
Sensitivity Speciﬁcity Sensitivity
#1 2.71e11 2.85e11 0.06
#2 2.81e11 2.81e11 1.99e06
#3 9.64e11 3.10e11 1.35e08
#4 1.84e08 2.78e11 1.38e10
#5 5.40e05 2.65e11 1.01e10
#6 0.64 3.18e11 1.80e10
#7 0.02 2.61e11 2.72e11
#8 2.49e07 3.44e11 2.73e11
#9 2.41e11 3.48e11 2.27e11
#10 1.68e14 1.68e9 1.68e14
Table 9
p-Values for the paired Mann–Whitney test, calculated between different tests for the sam
Tests Strategy 1 Strateg
Sensitivity Speciﬁcity Sensiti
#1 and #2 7.85e09 7.12e08 3.12e
#2 and #3 0.01 0.01 0.01
#3 and #4 0.01 0.01 3.81e
#4 and #5 0.09 0.03 0.01
#5 and #6 0.05 0.15 0.01
#6 and #7 0.07 0.23 0.01
#7 and #8 0.05 0.13 5.97e
#8 and #9 0.05 0.03 1.23e
#9 and #10 0.03 4.92e06 5.26eRegarding the analysis on the sensitivity values achieved by the
classiﬁers, it is important to highlight that for the purposes of the
present study (construction of a classiﬁer of content that was
either within or outside of the ﬁeld of healthcare), this rate needs
to be analyzed more carefully. Because this test determined the
accuracy of classiﬁcation of web pages with speciﬁc health-related
content, we consider that possible losses of this type of informa-
tion when the sensitivity rate is unsatisfactory may be critical. As
shown by the values in Table 5, the strategies that used MeSH to
determine the vectors of characteristics (strategies 2 and 3) pre-
sented better sensitivity rates than did the strategy that did not
use this controlled vocabulary (strategy 1). Thus, we can conﬁrm
that the use of MeSH was important for increasing the sensitivity
of the classiﬁcation of health-related web pages.
Furthermore, the InDeCS strategy was shown to be important
for the classiﬁcation task reported on this work. In addition to
the points raised above, we can highlight this afﬁrmation through
the data presented in Table 8. After excluding tests 5 and 6 for
speciﬁcity between strategies 3 and 1, and test 6 for sensitivitytween the classiﬁers, obtained from the strategies proposed for each test that was













y 2 Strategy 3
vity Speciﬁcity Sensitivity Speciﬁcity
08 3.71e11 0.23 0.53
3.07e09 0.72 0.21




04 3.47e05 0.95 0.72
05 3.21e06 0.11 0.05
11 0.02 0.05 0.80
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mean differences regarding the sensitivity and speciﬁcity rates
(p < 0.05).
Table 6 shows the mean and standard deviation values for each
test proposed for the dataset bootstrapping. From this table, it can
be seen that the InDeCS strategy (strategy 3) presented variations
in the sensitivity and speciﬁcity rates that were too small for the
proposed classiﬁcation problem. Table 9 was constructed to
evaluate whether the mean sensitivity and speciﬁcity values
attained for the same classiﬁers presented signiﬁcant mean differ-
ences (p < 0.05) when different web pages were added to the train-
ing database. From this Table, it can be seen that InDeCS was the
only test that did not present signiﬁcant mean differences between
the tests that were performed. Thus, we can consider that InDeCS
was the most consistent measurement, in analyzing different vari-
ations in the training database. In this manner, we can highlight
that MeSH made it possible to deal better with the non-determin-
istic aspects of health-related web content classiﬁcation.
Another important point to emphasize is that, even though the
AUC values of the classiﬁers were similar (Table 7), the InDeCS sen-
sitivity rate was always better than or at least equal to all the tests
performed using the other classiﬁers (Table 6), as well as not pre-
senting signiﬁcant mean differences when the training database
was varied (Table 9). Given that the sensitivity shows the reliabil-
ity rate for classiﬁcation of web pages labeled as health, it can be
seen that InDeCS was the best classiﬁer for the purposes of this
study.
In addiction, is possible to see at Table 1 that the training data-
set has not an equal portion of health (455 web pages) and non-
health (3203webpages) samples. Otherwise, the majority case
baseline for validation dataset showed at Table 1 (the accuracy if
was labeled all page as health) is 50% (303 web pages for health
and non-health), which give an appropriated majority case base-
line when the classiﬁer is validated.
MeSH is a comprehensive controlled medical vocabulary and,
when applied to web content, whether health-related or not, it pre-
sented important results. InDeCS was able to deal with these is-
sues, and Fig. 3 shows the mean distribution of the vectors of
characteristics relating to the training and validation databases.
From these graphs, it can be seen that the mean distribution of
the vectors of characteristics for the non-health pages is skewed
more to the left side of the graph, i.e. indicating the terms with
weights close to 1. On the other hand, the mean distribution of
the vectors of characteristics for the health pages is skewed moreFig. 3. Histograms of the mean distribution of weight values for the entireto the right side of the graph, i.e. indicating the terms with weights
close to 1. This pattern is in accordance with the proposal of the In-
DeCS strategy, since the health-related content presented higher
mean values than those of the non-health content. Thus, MeSH
combined with the strategy of vector methods for text classiﬁca-
tion was able to map out web content for the lay public, as either
health-related or not health-related.
Fig. 4 shows the decreasing relationship between the MeSH
terms and their respective weights (FWx, Eq. (5)) in the table of
weights for the InDeCS strategy that was created using the training
database. From this Fig., it can be seen that around 5000 MeSH
terms are present in health-related documents alone (weight 1),
and that around 900 MeSH terms are present in non-health docu-
ments alone (weight 1). In addition, around 2100 MeSH terms are
present in both categories. With regard to the strategies used to
map these MeSH terms, the following points should be taken into
consideration:
1. As described in Section 2, the stems of the MeSH terms were
considered in relation to the stems of the words on the web
pages analyzed, in order to count the MeSH terms present in
the web pages. However, stem in the Portuguese language are
not always exact, mainly because this language can have the
same radical for different taxonomies. In addition, for this
study, both the descriptors and the entry terms (quasi-syn-
onyms) were considered to be independent MeSH terms.
2. As shown in Table 3, MeSH terms formed in the manner of the
term ‘‘doenças renais’’ (renal diseases) were counted once as the
MeSH term ‘‘doenças renais’’ and again as the MeSH term ‘‘doe-
nças’’ (diseases);
The points listed above may represent errors in MeSH mapping
for the texts analyzed, but the InDeCS strategy and the Naive Bayes
classiﬁer were able to deal with these characteristics, such that sat-
isfactory results were presented for this classiﬁcation problem.
In addition, when only part of the content of a web page is
health-related, it may happen that the InDeCS classiﬁcation of
the web page does not label it as health-related, especially if this
part is not signiﬁcant for the whole content of the web page
analyzed.
An alternative approach for determining the medical or non-
medical webpage content with focus in its texts, is important cite
study realized by Bangalore et al. [31]. In this study, the authors
used Journal Descriptor Indexing [59] in combination with a setvalidation database, classiﬁed as health (grey) and non-health (black).
Fig. 4. Decreasing relationship between the MeSH terms and their respective
weights (FWx, Eq. (5)) in the table of weights for the InDeCS strategy.
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ically, the authors performed this study for ﬁve query terms. How-
ever, they described that this approach can be extend for classify
medical or non-medical webpage based on its text.
We can highlight that the classiﬁcation task proposed in this
study was relatively simple. We can justify this point through
the type of classiﬁcation performed (binary classiﬁcation) and
through the high values presented by the AUC (Table 7). However,
as shown in the points discussed above, the accuracy of InDeCS for
the classiﬁcation task proposed achieved better results than thoseFig. 5. Busca Saúdefrom the other strategies analyzed. In this way, because of the rel-
evance of this strategy, InDeCS has been successfully applied for
classifying health-related web content in Portuguese through the
Busca Saúde search portal.
Fig. 5 shows the Busca Saúde screen (http://www.buscasa-
ude.unifesp.br) with the results from the websites that were re-
trieved. The following approach towards the InDeCS classiﬁcation
was proposed for the graphical user interface (GUI) of Busca Saúde:
the snippets (entries on the Busca Saúde page) referring to web
pages that were not classiﬁed as health-related would be shown
with a modiﬁed font color (consisting of an increase in the white
scale), and the green ‘‘S’’ that labels pages as health-related would
be highlighted with a grayish color (see Fig. 5).
However, because of the characteristics of InDeCS, this classiﬁer
enables other approaches towards Busca Saúde. For example, it
could be used as an indexer for health-related web content.
Through this, certain approaches could be used, such as only allow-
ing health-related content to be returned. It is important to state
that the GUI as shown in Fig. 5 can be justiﬁed as one possibility
among investigations of other proposals for graphical interfaces
for web content search engines.
In addition, it is worth emphasizing that because Busca Saúde
has the characteristic that it uses meta-search, the InDeCS tool en-
sures that websites are classiﬁed for the speciﬁc domain of health.
No other strategy is used in the Busca Saúde search engine [16].
As stated in the Introduction section, the focus of Busca Saúde is
to provide different strategies to help lay users to search betterscreenshot [16].
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tems and autocomplete strategies, among others. It needs to be
stressed that analysis on the effectiveness of these strategies,
focusing on users, goes beyond the scope of the present study
and should be conducted starting from other experiments.
Lastly, and as stated earlier, this study focused on the use of the
Portuguese language for classifying health-related web content.
Since the Portuguese version of MeSH was constructed from the
English-language MeSH terms, we believe that the use of this con-
trolled vocabulary in the English language would also be of rele-
vance for this classiﬁcation task – this approach is an interesting
topic for future investigation. In addition, there are important dif-
ferences between the Portuguese of Brazil and the Portuguese spo-
ken in other countries such as Portugal. Thus, analysis on the
current version of MeSH using web pages from Portugal ought to
be better investigated.
5. Conclusion
Compared with the other strategies proposed, application of
MeSH together with a strategy based on vector methods for classi-
fying texts based on their content (InDeCS) presented better accu-
racy for classifying web pages within or outside of the ﬁeld of
healthcare, focusing towards the lay public (0.94 sensitivity, spec-
iﬁcity and AUC). Furthermore, the use of dataset bootstrapping
showed that InDeCS also made it possible to deal with non-deter-
ministic aspects of the classiﬁcation problem that was posed.
Because of the good results presented by InDeCS in relation to
classifying web pages for the ﬁeld of healthcare, focusing on the
lay public, this classiﬁer has been used to improve the quality of
the results presented by the Brazilian search portal Busca Saúde.
This portal has the aim of providing support for the lay public in
relation to retrieval of health-related information that is available
on the Internet.
The results presented and discussed in this paper are important
particularly because they make it possible to apply MeSH in stud-
ies on text classiﬁcation and indexation when the main focus is on
the lay public. In addition, this study also raises the possibility that
other studies could investigate the use of controlled vocabularies
as the basis for better mapping out of mutable non-deterministic
characteristics of the Internet.
6. Future studies
The next step in investigating the use of MeSH terms and their
future application in the Busca Saúde search portal would be to
identify any possibility that this descriptor may have for helping
to classify health-related web content into different categories.
One strategy for this approach would be to put forward a database
labeled into different categories and determine relevancy weights
for the MeSH terms. From this, it would be possible to investigate
different classiﬁcation approaches, such as the use of characteris-
tics from other pages that are references through a web page (links,
for composing the vector of characteristics) [60] and even to in-
clude some type of semantic analysis for classifying texts into dif-
ferent categories [61,62]. Latent semantic analysis could also be
adapted for use through this approach [23].
The results presented and discussed in this study are especially
relevant in that they make it possible to apply MeSH to text index-
ation and classiﬁcation studies when the main focus is the internet
and the lay public. Moreover, this study also raises the possibility
that other studies could investigate the use of controlled vocabu-
laries as a basis for better mapping of the mutable non-determin-
istic characteristics of the web.
For the future, and as stated in Section 4, it is also fundamentally
important to evaluate the effectiveness of Busca Saúde when it isusedby its targetusers, i.e. the laypublic [63,64]. Through this, itwill
be possible to ﬁnd out whether its approaches – the proposed GUI,
InDeCS, links to decision support systems and meta-search, for
example – are effective from the users’ point of view. One proposal
is to carry out an experiment to compare Google with Busca Saúde
by means of requesting searches for health-related content.
Another potential avenue for future work is to explore the use
of InDeCS to distinguish health text content intended for health
professionals from that intended for lay people, making it possible
to identify map the sets of MeSH terms that best represent the
respective intentions of the text.
Finally, we have a computational robot based on regular expres-
sions under development that has the aim of automatically deﬁn-
ing whether a website meets the requirements of the HON code
(http://www.hon.ch/). We also intend to combine the scores issued
by InDeCS and those of this computational robot based on the HON
code, in order to reinforce the ethical aspects of health-related
websites.
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