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Abst ract - -Th is  paper presents a network parallel genetic algorithm for the one machine sequenc- 
ing problem. It examines a parallel genetic algorithm in which processors exchange their best solution 
found at periodic intervals and the case when no exchange is performed. The network parallel genetic 
algorithm is executed on a cluster of IBM RS/6000 workstations using a master-slave approach. Per- 
formance to a serial genetic algorithm is reported. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
A genetic algorithm is a search algorithm that is based on the biological principles of selection, 
reproduction, and mutation. It uses these principles to explore and exploit the solution space 
associated with a problem. Pioneered by J. Holland, genetic algorithms have been applied to 
problems found in biology, computer science, operations research, and the social sciences [1]. An 
excellent historical perspective and reference on genetic algorithms can be found in Goldberg's 
book, Genetic Algorithms in Search, Optimization and Machine Learning [1]. 
Two types of parallel implementations will be demonstrated for the one machine sequencing 
problem. In the network model, N independent genetic algorithms operate on N disjoint popula- 
tions, with intermittent communication [2]. The first implementation is an adaptation ofTanese's 
model of a partitioned genetic algorithm in which no communication ccurs [3,4]. For the second 
experiment, communication f the best solution, termed migration, will be exchanged among 
disjoint populations every M iterations, with M varied. The purpose of communication is to 
introduce new genetic material, which may lead to overall better solutions than those found in 
isolation. Because independent genetic algorithms are executing concurrently, it is possible that 
a solution may evolve which is fitter than one large population executing. 
2. SER IAL  GENET IC  
ALGORITHM 
Unlike other search strategies, the genetic algorithm operates on a population of potential so- 
lutions, called chromosomes. The chromosome is composed of a string of numbers and represents 
the encoding of the solution. Each position on the chromosome is known as an allele. There 
are four main operations on a population of chromosomes in a genetic algorithm: evaluation, 
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selection, reproduction, and mutation. As in nature, the selection, reproduction, and mutation 
operations are performed probabilistically, based on the fitness of a chromosome. The fitness is 
a function which measures the value of the chromosome asa solution. Chromosomes with higher 
fitness are more likely to be selected to reproduce, than those with low fitness. Two parents 
are selected to reproduce, and their chromosomes are crossed to produce one or more children. 
Mutation is completely random, in which one or more alleles are randomly cha~ged. Over a 
large number of generations, the population will be very similar and will have converged to what 
should be a good solution. Statistics concerning the best solution found, the generation i which 
it was found, and the final average fitness of the population are typically tracked to gauge the 
maturity of the population after G generations. 
Generate an initial Population, P; 
for G generations do { 
CalculateFitness of each chromosome in P; 
ReproducePopulation; 
MutatePopulation; 
} 
ReproducePopulation { 
Select A chromosomes for asexual reproduction i to NewP; 
while New P<P { 
Select 2 chromosomes, C1 and C2; 
CrossOver C1 and C2 and place results into NewP; 
} 
Replace P with New P; 
Figure 1. Genetic algorithm pseudocode. 
Figure 1 presents the pseudocode for a genetic algorithm. At each generation, the population 
is completely replaced, although some individuals are probabilisticaUy carried over to the next 
generation based on their fitness through the mechanism of asexual reproduction. A typical 
fitness function is 
F- -  
Z = value of objective function, 
p = power of fitness. 
This fitness measure is simply the inversion of the objective function value raised to a power p. 
Chromosomes with a high fitness value will mostly likely survive into the next generation, while 
those less fit will die off. The power is a parameter which can be tuned to a specific application, 
and is used to create differentiation. If a power is selected that is too low or high, the selection 
for reproduction may be skewed. Too low a power can cause early convergence, while too high a 
power may slow it. 
The crossover mechanism for binary encoded chromosomes randomly picks two allele sites and 
swaps the alleles between the parents that fall in between. In this research, a cycle based crossover 
will be used, which will preserve chromosome f asibility [5]. When crossing two chromosomes, the 
cycle operator uses the relative ordering found in the cycles of each parent. Feasibility ispreserved 
by using this relative ordering. After a new population has been generated using crossover and 
asexual reproduction, the mutation operator is applied. Members of the new population are 
selected at random, and an allele is randomly selected for each member to be changed. As with 
crossover, the mutation operator must preserve feasibility. 
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In 1981, Grefenstette [2]proposed four different parallel strategies for the genetic algorithm: 
(1) synchronous master-slave, 
(2) semisynchronous master-slave, 
(3) distributed, asynchronous concurrent, and 
(4) network. 
Both master slave strategies send the function evaluations out to the slaves while the master 
controls selection, crossover, and mutation. In the concurrent implementation, N processors 
access a shared memory and perform all operations. This literature review will concentrate on 
network model implementations where N genetic algorithms operate completely independently, 
perhaps communicating intermittently. The network model is suited to a network of workstations 
which have enough memory to operate independent genetic algorithms. 
Tanese [3,4] performed the most extensive work on the network model, examining the effects 
of a network model without migration and a model with different rates of migration. Migration 
is the sending of a chromosome to one of the N genetic algorithms. Tanese concluded that 
there was no significant difference in performance of the partitioned genetic algorithm versus 
one with migration, except that the overall fitness among subpopulations was higher in the 
genetic algorithm with a large migration interval and low number of individuals migrated. He 
implemented migration by overproducing offspring during migration intervals, and then randomly 
selecting out of that population to send to a neighbor. When a processor received its migrants, a
random selection of individuals was selected to be replaced by the migrants. This strategy was to 
avoid premature convergence which might occur by always copying the best individuals to send 
and eliminating the worst. 
Pettey et al. investigated a network GA which they termed Nodal GA [6]. Once every gen- 
eration the best solution is copied and sent to each neighboring subpopulation. This migrant 
replaced the worst solution in the subpopulation and this strategy achieved good results. A 
similar approach was taken by Cohoon et al. who investigated a theorem known as punctuated 
equilibria [7]. This theorem states that a period of rapid evolution exists after a population is 
separated into smaller subpopulations. At some point, these small subpopulations reach a state 
of equilibria, or stability. At this point, new genetic material is introduced into the small subpop- 
ulations to encourage further evolution. This corresponds tothe network model with intermittent 
migration of a set of individuals every x generations. They reported that larger population sizes 
improved performance in a set of test functions. 
Muhlenbein proposed a slightly different physical network model where each subpopulation has 
a ladder-like linkage to three other subpopulations [8,9]. Migration occurs periodically, although 
only the best individual is migrated. He applied this model to a testbed for function optimization 
and the traveling salesman problem. Gorges-Schleuter used the ladder-linkage configuration, but 
an individual is located on each node, not a subpopulation [10]. The neighbors exchange fitness 
values, and the weakest in the neighborhood immediately dies. Surviving individuals reproduce, 
and if the offspring survives, it replaces the parent's place on the ladder. In this scheme, different 
individuals exist in different generations simultaneously. This model was mapped onto a trans- 
puter and run on 532 city traveling salesman problems, in which the average population value 
was 27,845, which is 0.5% from the optimal value for this problem. 
Several different parallel genetic algorithms were considered by Bianchini and Brown for dis- 
tributed memory architectures [11]. They compared a distributed model, distributed with migra- 
tion model, and different master-slave models. The centralized master-slave models performed 
somewhat better on the 0-1 integer linear program tested. As expected, the centralized models 
exhibited longer running times, and a limitation in speedup due to the frequent synchronization 
points. 
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4. NETWORK GENET IC  ALGORITHM 
EXPERIMENTAL  DES IGN 
In 1981, Grefenstette developed a taxonomy for parallel genetic algorithms [2]. He developed 
models for different architectures, and considered the type of connections necessary among pro- 
cessors. Specifically, he proposed a network model, in which N independent genetic algorithms 
operate on iN independent processors, perhaps communicating individuals intermittently. This 
prototype is suited to a network of workstations, as they can each perform a genetic algorithm 
with little need to rely on communication. In addition, the workload can be evenly distributed 
across the workstations from the beginning. This eliminates the need to dynamically balance 
workloads to gain efficiency. 
The network genetic algorithm can be tested on a network of workstations each performing 
the tasks presented in the pseudocode of Figure 1. For purposes of replication and comparison 
to the sequential version, an initial large population is generated and divided into disjoint sub- 
populations of a specified size. In this way, the sequential results for a population of 100 can be 
compared to two processors using a population size of 50. Parallel computation using two, four, 
six, and eight processors will be testing on subpopulation sizes of 25, 50, 75, and 100. To elimi- 
nate the possibility of using a "lucky" random number seed, seven replications will be performed 
for each combination of processor number and population size. 
On a periodic basis, the best chromosome from each subpopulation will be communicated. 
Each worker will send the best chromosome to another worker according to this method: 
Recipient = (MigrationNumber + MigrantOrigination) rood TotaIWorkers. 
MigrationNumber records the number of migrations intervals that have occurred, MigrantOrig- 
ination is the integer worker id sent with every message, and TotalWorkers i  the number of 
processors executing concurrently. Suppose there are four processors and it is the first migration. 
Using this formula, the sender and recipients are paired: (1,2), (2,3), (3,4), and (4,1). If migration 
occurs frequently, at some point individuals will be exchanged among all workers. After sending 
a migrant, the processor waits for a migrant o be received before starting another generation. 
A chromosome from the population is selected at random to be replaced with this migrant. This 
strategy and variations of it have been used successfully in function optimization [3,4,7,11]. 
Different frequencies of migrant intervals will be tested to measure the impact of this migrant 
strategy. Specifically interval engths of 1000, 500, 250, 100, and 50 generations will be examined. 
In all experiments, the genetic algorithm is run for 1000 generations, o an interval ength of 
1000 corresponds to an isolated genetic algorithm. For the 250 interval ength, three exchanges 
of migrants will occur at generations 250, 500, and 750. Figure 2 contains the pseudocode that 
Generate an initial Population of size P; 
for G generations do { 
if(Time to Communicate) { 
SendBest Chromosome; 
Wait for Incoming Chromosome; 
} 
CalculateFitness of each chromosome in P; 
ReproducePopulation; 
MutatePopulation; 
) 
Send Final Solution to Coordinator; 
Terminate Process; 
Figure 2. Worker parallel genetic algorithm pseudocode. 
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will be executed by each processor. The additions to this from Figure 1 are sending solution 
messages for chromosome xchange and termination messages at the end. The processor waits 
until it receives a new chromosome before continuing evolution. Each processor sends its final 
solution to a processor which has been designated as coordinator for starting and termination of 
all parallel processes. 
5. THE ONE MACHINE SEQUENCING PROBLEM 
For the one machine sequencing problem, jobs arrive at time a, having a processing time p, 
and a tail t. The tail is computed to be the maximum due date over all jobs minus the due date 
of the job. An ordering of jobs to be processed must be created which minimizes the maximum 
lateness of the jobs. The makespan is computed for a sequence 
N 
max E s~ + p~ + t~, 
i=1 
si = start time of job i, si _> ai. 
The objective is to minimize the makespan of a sequence subject to start time, processing time, 
and tail. 
In solving this problem with a GA, the chromosomes will be encoded using the job number as 
their allele values, and any ordering is feasible. The cycle crossover explained previously will be 
employed to maintain feasibility throughout. For chromosome mutation, two sites will be ran- 
domly selected and allele values swapped. Flanders, Fowler and Wu [12] performed an empirical 
study on different genetic algorithms, including cycle based crossover for this problem. Their 
results indicate that cycle based crossover is an acceptable method, and outperforms order based 
crossover on large problems. An advantage to cycle based crossover is that when the problem 
size doubles, the running times of cycle based crossover only doubles, as opposed to tripling in 
order based crossover. Two other methods were tested, and experienced similar limitations with 
regards to problem size and running time. Due to this, a cycle based crossover was used in this 
research. The suggested parameter settings for this test set are 1000 generations, 40% asexual 
reproduction, 20% mutation rate, and a fitness power value of 6. These settings are also used 
in this study for the serial and parallel implementations. Both the serial and parallel genetic 
algorithms were allowed to run to convergence. 
The sequential and parallel experiments were tested on four different problems which were 
generated randomly. The original generation of problems can be found in [12]. Two 50 job and 
two 100 job datasets were selected from a set, one of which is considered to be easy due to large 
slack times [12]. A theoretical lower bound can be calculated for each problem by selecting the 
maximum of the sum of arrival, processing, and tail over all jobs. 
Table 1. Results from two 50 job sequencing problems. 
PopSize 
25 
50 
75 
I00 
150 
200 
300 
400 
450 
600 
800 
50 jobs(ppl) LB = 2751 
Best 
2915 
2912 
2888 
2819 
2894 
2830 
2850 
2784 
2793 
2797 
2820 
Gen Avg 
918 3094.92 
901 3227.48 
894 3055.17 
912 2978.50 
972 3036.44 
920 2985.25 
997 3078.98 
973 2972.45 
784 3040.60 
970 3492.11 
883 3560.36 
50 jobs(pp5) LB = 2425 
Sec Best Gen Avg 
15 2596 752 2681.72 
27 2555 820 2674.30 
39 2555 833 2643.57 
58 2539 951 2701.80 
85 2520 882 2660.39 
127 2520 700 2663.90 
195 2541 498 2669.80 
289 2478 936 2630.87 
308 2520 883 2670.51 
489 2484 939 2623.51 
726 2493 984 2645.00 
See 
14 
29 
47 
69 
92 
129 
195 
295 
351 
496 
752 
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Table 2. Results from two 100 job sequencing problems. 
PopSize 
25 
5O 
75 
100 
150 
2OO 
3OO 
4OO 
450 
6OO 
8OO 
100jobs(p1) LB =9500 100 
Best Gen Avg Sec Best 
9500 250 10001.40 30 6409 
9500 143 9763.62 36 6138 
9500 125 9700.59 78 6077 
9500 132 9735.50 98 6055 
9500 57 9776.44 168 5972 
9500 102 10092.20 258 5986 
9500 74 10006.40 470 5993 
9500 84 10083.30 691 5962 
9500 45 10006.40 788 5834 
9500 86 10138.40 1127 5864 
9500 58 10074.20 1601 5924 
jobs(p2) LB = 5404 
Gen Avg Sec 
991 7780.36 29 
957 8111.20 42 
990 8187.95 80 
895 7484.09 118 
816 8361.35 183 
927 7832.62 243 
993 8056.55 409 
987 8252.48 531 
872 8116.86 609 
892 8184.81 947 
964 8090.39 1235 
Tables 1 and 2 present he sequential benchmarks for the four problems for various population 
sizes (PopSize). The Best represents the best solution found over seven replications, and the 
generation (Gen) it was found in. Avg is the average fitness of the population at generation 
1000, and Sec reports the elapsed time in seconds to return a solution. Different population sizes 
were tested to compare against he parallel subpopulations. From these tables, a population size 
of about 400 delivers the best results for 50 job problems and 450 for the 100 job problems. Due 
to the ease with which the optimal was found, problem pl will not be considered further in this 
paper. 
6. PERFORMANCE MEASURES 
A performance measure measures how well a particular algorithm performed. In parallel ex- 
periments, the typical measurement is Speedup, or the ratio of the number of processors to the 
execution time. Since a primary motivation for parallel development is the reduction of execution 
time, the inclusion of a speedup measurement is necessary. Speedup, however, presumes that the 
solution quality returned by the parallel algorithm is identical to that of the serial algorithm. In 
the case of the network genetic algorithm model, this is not the case. This stems from the fact 
the network genetic algorithm is not merely a parallelization of the serial genetic algorithm, but 
a different model entirely. Therefore, the use of speedup is not appropriate. 
To demonstrate hat speedup is an inappropriate measure, the time to solution for a population 
of 800 for p2 is 1235 seconds, and the time for eight subpopulations of 100 for p2 is 115 seconds. 
The speedup calculations returns a value of 10.64, which would indicate a superlinear speedup 
anomaly. Unfortunately, the parallel version returns the best solution as 5975, while the sequential 
test has found a better solution of 5924. The difference in solutions values is explained by the 
realization that a parallel genetic algorithm is implemented, not a parallelization of a genetic 
algorithm. For a parallelization scheme, the solution returned will equal the serial solution since 
the solution space searched is the same. In a parallel genetic algorithm, the solution space 
searched is different, so the same solution cannot be guaranteed. The solution space is different 
since a population of size N is divided into M smaller subpopulations of size N/M, and allowed to 
evolve. Chromosomes that may not have survived in a sequential approach may be extremely fit 
in one subpopulation. Selection and reproduction occur within the subpopulations, not globally. 
This will change the population genetics, and cannot be duplicated sequentially. 
To demonstrate he performance of the parallel genetic algorithm, the results will be compared 
to a sequential solution two ways. 
(1) For a given population of size N, how does a parallel genetic algorithm perform on M 
subpopulations of size N/M, compared to a single population of size N? 
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(2) For a given population of size N, how does a parallel genetic algorithm perform on M sub- 
populations each of size N, compared to a single population of size N? 
The second question addresses the issue of limited computing resources. Suppose the solution 
must be returned in a certain amount of time, allowing for only a population of N to be run. M 
populations each of size N running independently using the algorithm manager will take approxi- 
mately the same time as the sequential solution. Multiple instances of the genetic algorithm may 
produce a better solution than one, as an overall arger population is used in roughly the same 
time. The first question examines the performance of smaller concurrent populations with a total 
size of N. An initial population of size N is generated and separated into M subpopulations. 
Each subpopulation runs on its own processor, for a total of M processors. The best answer from 
the M subpopulations of size N/M is compared to the solution obtained from the population of 
size N. 
7. RESULTS 
The parallel genetic algorithm strategies will be judged by answering the questions posed in 
the last section. The parallel genetic algorithm was parallelized using the network model, and 
implemented using Mayer's algorithm manager [13]. The experiments were executed on IBM 
RS/6000, Model 220 machines under the AIX operating system and networked with Ethernet. 
Exchange of chromosomes was performed at scheduled intervals, which were varied from 50 to 
1000 generations over two, four, six, and eight processors. The PGA was allowed to evolve 
for a total of 1000 generations. A communication i terval of 1000 generations means that no 
communication occurred among the subpopulations. 
Table 3. Performance ofparallel genetic algorithm, question 1. 
Pop Comm 
Problem PP1 Size Time 
2 4 6 
25 100 -0.75 3.87 -0.03 2.68 
50 50 2.52 ~ 1.80 -0.28 1.29 
75 50 0.00 0.32 3.11 3.04 
100 50 1.67 1.58 1.50 0.14 
8 2 
1.44 
-0.79 
0.83 
0.00 
Problem PP5 
4 6 8 
-0.91 1.15 1.23 
-1.35 -2.79 -0.85 
0.00 -0.95 -0.24 
-0.24 -1.09 -1.24 
Problem P2 
2 4 6 8 
-1.44 -1.50 -0.20 -1.25 
1.65 1.44 -2.05 -1.17 
1.57 -2.77 2.04 -0.94 
-3.86 -2.78 -0.59 -1.74 
Table 3 presents the best communication time for each population size, under examination of 
question 1. Each entry records the percentage difference of the sequential solution to the parallel 
solution using two, four, six, or eight processors, with a negative ntry indicating a better solution 
than its serial counterpart. Each processor was given a distinct subpopulation ofsize N/M, where 
N equals the total population size and M is the number of processors. Each entry was calculated 
using a comparison of the best solution for a serial population of size N to the best solution 
returned using M processors on subpopulations of size N/M. Problem PP1 does not improve 
over its sequential counterpart, regardless of communication frequency and subpopulation size. 
The last row in Table 3 presents the best combination of population size and communication 
time over all three problems. In general, the results from Table 3 show that solution quality will 
increase using multiple processors with small subpopulations and frequent communication. 
Table 4 contains the percentage difference for question two. As with Table 3, each entry in 
Table 4 records the percentage difference of the sequential solution to the parallel solution using 
two, four, six, or eight processors, with a negative ntry indicating a better solution than its 
serial counterpart. Each processor was given a distinct population of size N. Each entry was 
calculated using a comparison of the best solution for a serial population of size N to the best 
solution returned using M processors on populations of size N. When interpreting these results, 
it is important o remember that the size of the population impacts the total running time, as 
each population member must be evaluated for fitness, and selection and reproduction times are 
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proport ional  to the size of the populat ion.  Table 4 indicates that ,  in cases when t ime resources 
are l imited, mult ip le processors running the largest feasible populat ion size will produce a better  
qual ity solution. 
Table 4. Performance ofparallel genetic algorithm, question 2. 
Pop Comm 
Problem PP1 Size Time 
2 4 6 8 
25 100 -0.86 0.45 -0.75 -0.31 
50 50 -0.76 -1.06 -2.40 -3.16 
75 1000 -1.18 -1.18 -1.38 -1.38 
100 50 2.06 0.32 0.71 0.18 
Problem PP5 
2 4 6 8 
-0.15 -3.08 -1.81 -1.73 
-1.41 -2.70 -3.33 -3.84 
0.00 -1.88 -1.88 -1.88 
-0.75 -2.64 -3.23 -3.03 
Problem P2 
2 4 6 8 
-5.61 -6.95 -6.63 -7.77 
0.281 -1.08 -4.36 -4.01 
-1.10 -1.10 -1.10 -1.10 
-4.95 -4.28 -3.73 -3.86 
8. SUMMARY 
The results from this s tudy demonstrate that  a paral lel  genetic a lgor i thm can improve the 
solution for the one machine sequencing problem by working on small  subpopulat ions to reduce 
overall t ime to solut ion (question 1) or working on larger subpopulat ions within a fixed t ime 
(question 2). The paral lel  genetic a lgor i thm results in Table 3 may be bet ter  improved if a 
different migrant  st rategy is implemented. Future research will examine a different migrant 
policy, such as sending a random migrant rather  than the best  migrant.  I t  was observed that  as 
the frequency of communicat ion i creased, each worker returned the same opt imal  chromosome at 
the end of 1000 generations. The current st rategy to send the best migrant  may cause convergence 
at a higher fitness than may otherwise occur. A random migrant pol icy may introduce diversity 
into the populat ion and u l t imate ly  lead to a better  solution. 
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