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Abstract. The richness of the (Semantic) Web lies in its ability to link related
resources as well as data across the Web. However, while relations within par-
ticular datasets are often well defined, links between disparate datasets and cor-
pora of Web resources are rare. The increasingly widespread use of cross-domain
reference datasets, such as Freebase and DBpedia for annotating and enriching
datasets as well as document corpora, opens up opportunities to exploit their in-
herent semantics to uncover semantic relationships between disparate resources.
In this paper, we present an approach to uncover relationships between disparate
entities by analyzing the graphs of used reference datasets. We adapt a relation-
ship assessment methodology from social network theory to measure the connec-
tivity between entities in reference datasets and exploit these measures to identify
correlated Web resources. Finally, we present an evaluation of our approach using
the publicly available datasets Bibsonomy and USAToday.
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1 Introduction
The emergence of the Linked Data principles [2] has led to the availability of a wide va-
riety of structured datasets1 on the Web. However, while the central goal of the Linked
Data effort is to create a well-interlinked graph of Web data, links are still comparatively
sparse, often focusing on a few highly referenced datasets such as DBpedia, YAGO [18]
and Freebase, while the majority of data exists in a rather isolated fashion. This is of
particular concern for datasets which describe the same or potentially related resources
or real-world entities. For instance, within the academic field, a wealth of potentially
related entities are described in bibliographic datasets and domain-specific vocabular-
ies, while no explicit relationships are defined between equivalent, similar or related
resources [5].
1 http://lod-cloud.net/state
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Furthermore, knowledge extraction, Named Entity Recognition (NER) tools and
environments such as GATE [4], DBpedia Spotlight2, Alchemy3, AIDA4 or Apache
Stanbol5 are increasingly applied to automatically generate structured data (entities)
from unstructured resources such as Web sites, documents or social media. However,
while such automatically generated data usually provides an initial classification and
structure, for instance, the association of terms with entity types defined in a struc-
tured RDF schema (as in [14]), entities extracted via Natural Language Processing
(NLP) techniques are usually noisy, ambiguous and lack sufficient semantics. Hence,
identifying links between entities within such a particular dataset as well as with pre-
existing knowledge serves three main purposes (a) enrichment, (b) disambiguation and
(c) data consolidation. Often, dataset providers aim at enriching a particular dataset
by adding links (enrichments) to such comprehensive reference datasets. Current inter-
linking techniques usually resort to map entities which refer to the same resource or
real-world entity, e.g., by creating owl:sameAs references between an extracted entity
representing the city “Berlin” with the corresponding Freebase and Geonames6 entries.
However, additional value lies in the identification of related entities within and
across datasets, e.g., by creating skos:related or so:related references between
entities that are to some degree related [7]. In particular, the widespread adoption of
reference datasets such as DBpedia or Freebase opens opportunities to discover related
entities by analyzing the graph of used joint reference datasets to measure the related-
ness, i.e., the semantic association [1, 17] between a given set of enrichments and, thus,
entities. However, uncovering this relation would require the assessment of such refer-
ence graphs in order to (a) identify the paths between these given enrichments and (b)
measure their meaning with respect to some definition of semantic relatedness.
In this paper, we describe an approach to identify relationships between disparate
entities by analyzing the graphs of reference datasets using an algorithm adopted from
social network theory and extended to the needs of our overall vision. The main goal
is to detect and quantify the relatedness between given sets of disparate entities and
thus, Web resources. We provide a general-purpose approach, which exploits the num-
ber of paths and the distance (length of a path) between given entities to compute a
relatedness score between (a) extracted entities and (b) associated Web resources such
as documents.
The remainder of this paper is structured as follows. Section 2 formally describes
the problem addressed. Section 3 introduces our method. Section 4 and Section 5 show
the evaluation strategies and their results, respectively. Section 6 reviews the literature.
Finally, Section 7 summarizes our contributions and discusses future work.
2 http://dbpedia.org/spotlight
3 http://www.alchemyapi.com
4 http://adaptivedisclosure.org/aida/
5 http://incubator.apache.org/stanbol
6 http://www.geonames.org
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2 Problem Definition
In this work, we aim at finding and measuring the connectivity, i.e. semantic associ-
ation, between disparate entities and use it as a measure to compute the relatedness
of documents which refer to such entities. Exploiting implicit semantic relationships
between entities, beyond mere linguistic similarity between different Web resources,
allows to uncover different kind of semantic relationships between Web resources.
According to Sheth et al. [16], a semantic association between two resources exists
if they have semantic connectivity or semantic similarity. In this work we focus on the
semantic association given by semantic connectivity.
For instance, let G = (E, P) be a graph (e.g. RDF dataset), where E and P denote a
finite set of entities and properties, respectively. A property pi ∈ P is represented by a fi-
nite set of entities {ei, e j}, where ei, e j ∈ E. Thus, given two entities e1 and en, they have
semantic connectivity [16] iff exists at least one path ρ<max(l)>(e1,en) = {{e1, e2}, {e2, e3}, ...,{en−1, en}} that links each other with a maximum l properties between them. Contrast-
ing with [16], we constrained the paths to a maximum length max(l), since reference
datasets (e.g. DBpedia and Freebase) are densely connected and, hence, the probability
that any two entities be connected through longer paths tends to be high.
For performance reasons (see Section 3), we assume undirected graphs. Therefore,
the paths ρ<max(l)>(e1,en) = {{e1, e2}, {e2, e3}, ..., {en−1, en}} and ρ
<max(l)>
(en,e1)
= {{en, en−1}, ..., {e3, e2},
{e2, e1}} are considered to be equal, that is, ρ<max(l)>(e1,en) = ρ
<max(l)>
(en,e1)
.
Thus, the semantic connectivity between two given entities ei and e j can be mea-
sured by a score λ(δ<max(l)>(ei,e j) ), where δ
<max(l)>
(ei,e j)
is a set of paths ρ<max(l)>(ei,e j) . We say that there
is a semantic association between ei and e j iff λ(δ
<max(l)>
(ei,e j)
) > 0, and that there is no
semantic association between ei and e j iff λ(δ
<max(l)>
(ei,e j)
) = 0.
Section 3 provides the details about the measure chosen to compute the score be-
tween two entities. This measure is applied to detect connectivity between entities and
connectivity between Web resources (e.g. documents).
3 Approach
In this section, we present a method for computing the semantic connectivity between
entities as well as corresponding Web documents. The process is divided into the fol-
lowing steps: (a) entity recognition and enrichment; (b) discovery of semantic associa-
tions between entities; (c) computation of semantic connectivity scores that express the
relatedness between the entities.
3.1 Entity Recognition and Enrichment
The entity recognition and enrichment process extract rich, structured data about en-
tities, such as locations, organizations or persons from unstructured Web resources.
One fundamental goal is to, not only recognize named entities but, to enrich these with
references to established reference datasets such as DBpedia or Freebase as means to
disambiguate and expand entity descriptions.
48
Our approach currently applies two different methodologies: (1) gradual named en-
tity recognition (NER) followed by subsequent enrichment, (2) integrated NER and
enrichment. The first approach is currently exploited by the previously introduced AR-
COMEM project and deploys GATE7 components as a NER tool together with self-
developed enrichment techniques using typed queries on DBpedia and Freebase [14].
While GATE extracts isolated typed entities, for instance an entity of type location with
the label “Athens”, enrichment is used to expand each entity with additional knowledge
and to provide means for disambiguation.
The second approach exploits combined NER and disambiguation techniques which
directly extract DBpedia and Freebase entities out of unstructured resources. As part
of the current experiments proposed in this paper, we use a local deployment of the
DBpedia Spotlight Web Service. While both approaches show particular advantages and
disadvantages, a thorough evaluation with respect to precision and recall of retrieved
entities is currently ongoing. However, since the focus of this paper is on the next two
steps, our experiments use an evaluated set of extracted and enriched DBpedia entities.
3.2 Discovery of Semantic Associations between Entities
The second step of our approach aims at retrieving all paths with up to a maximum
length between two given entities in the DBpedia graph. As this is a computationally
expensive task, we adopted a pre-processing strategy, also used in [10], which computes
the maximal connected subgraphs through a breadth-first search algorithm.
Instead of starting to find all the paths between two nodes, the algorithm verifies
if both nodes belong to the same subgraph in the triple set. If the two nodes do not
belong to the same subgraph, then a priori we know that no path with up to a pre-
determined maximum length exists between them. Otherwise, the process of finding all
paths between two given nodes is initiated.
The maximum length of a path will be discussed in the next section. However, it is
obvious that calculating long paths is expensive.
3.3 Semantic Connectivity and Document Relatedness Score
In order to compute the connectivity between two given enriched entities, we applied
the Katz index proposed in [9] to calculate the relatedness of actors in a social network.
This index takes into account the set of all paths between two nodes. The index also
uses a damping factor βl that is responsible for exponentially penalizing longer paths.
The equation to compute the Katz index is as follows:
Katz(a, b) =
τ∑
l=1
βl · |paths<l>(a,b)| (1)
where |paths<l>(a,b)| is the number of paths between a and b of length l and 0 < β ≤ 1 is
a positive damping factor. The smaller this factor is, the smaller is the contribution of
longer paths to the Katz index. Obviously, if the damping factor is 1, all paths will have
7 http://gate.ac.uk
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the same weight independently of the path length. In this work, we used β = 0.5 as our
damping factor, since this value presented better results.
After computing the semantic connectivity score for a set of entities in a enriched
dataset, a ranking of the most related entities is generated for each entity.
A major problem with the Katz index is that it is computationally expensive, since
finding all paths between two nodes in not practical for large graphs. Thus, to overcome
this problem, we set a threshold (τ = 4) to the maximum path length between nodes, a
decision that is backed up by the small world [21] phenomenon, which indicates that a
pair of nodes is separated by a small number of connections. Thus, to compute all paths
above this threshold would mean to add a constant factor for all indices.
One of the main applications of measuring entity connectivity is to discover doc-
ument relatedness. In order to achieve such goal, we combine the results of the Katz
index formula with entity co-occurrence scores. Thus, documents that contain the same
entities receive an extra similarity bonus that would not be granted by the Katz index.
The semantic relatedness score between documents is computed by the Eq. 2.
DRS (A, B) =
∑
i∈A, j∈B,i, j
Katz(i, j) +
|entity(A) ∩ entity(B)|
2
(2)
where entity(A) and entity(B) denote the set of entities occurring in documents A and
B, respectively.
4 Evaluation
In this section, we present the evaluation process to validate our approach. Our evalua-
tion aims to assess the following criteria:
Computed connectivity between entities. Given the lack of benchmarks for vali-
dating entity connectivity, we rely on the wisdom of crowds to verify the relation be-
tween entities found by our semantic approach. Our assumption is that from the associ-
ations between terms (entity labels) suggested by Web users over time, a valid measure
for connectivity emerges. In summary, two terms (that name entities) that co-occur to a
high degree on the Web are considered related. With this “crowd-sourced” strategy, we
exploit the wisdom of crowds to detect the co-occurrence of entities on the Web (See
Section 4.2 for details). To assess the agreement of both approaches, we use a variation
of the Kendall’s Tau method [3].
Validity of computed document relationships. This evaluation is fundamental to
prove the importance of considering the semantic associations between entities. Fur-
thermore, although our motivation examples show a very strict scenario, where linguis-
tic techniques would fail, our evaluation intends to show that this strategy also can be
useful to improve linguistic approaches in common datasets.
4.1 Dataset
In this section, we describe the characteristics of the two distinct datasets used for the
evaluation process. The first dataset consists of 200 randomly selected articles from the
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USAToday8 news Web site. Each article contains a title and a summary of the whole
textual content. The second dataset consists of randomly selected documents from Bib-
sonomy9, a repository of research publications, annotated based on a folksonomy. To
sample the data, we randomly selected 5 tags and gathered the Bibsonomy entries for
each of these tags. In total we ended up with 213 documents (titles and abstracts).
The entity recognition and enrichment process (Section 3.1) extracted 399 unique
entities from the USAToday corpus while the Bibsonomy corpus was annotated with
1118 unique entities. That resulted in rather large number of entity pairs, each requiring
to compute an individual relatedness score. For example, in the case of the USATo-
day dataset, we obtained approximately 80,000 pairs of entities and over 600,000 pairs
of entities for the Bibsonomy dataset. As reported in Section 3.3, each comparison of
entity pairs returns several distance values that are used to compute the semantic relat-
edness score between documents in our two corpora.
4.2 Crowd-sourced Connectivity Score
To compare and assess our retrieved connectivity scores, we introduced a crowd-sourced
relationship detection approach. For this purpose, the Bing search engine10 was used to
identify entity correlations based on term co-occurrence on the Web.
In order to estimate a co-occurrence score, a query is submitted to the Bing search
engine, retrieving the total number of search results that contain the labels of the queried
pair of entities in their text body. Note that Bing and other search engines return an
approximation of the number of existing Web pages that contain the queried terms. In
addition, since search terms are untyped strings as opposed to entities, we are aware
that this approach might carry ambiguous and misleading results. However, we assume
that a large number of pages indicates high connectivity and a small number of pages
indicates low connectivity between the queried terms. Thus, given two entities a and b,
the final score is estimated by the Eq. 3.
CrowdS core(a, b) =
Log(count(ab))
Log(count(a))
· Log(count(ab))
Log(count(b))
(3)
where count(a) is the number of Web pages that contain entity a, count(b) is the number
of Web pages that contain entity b and count(ab) is the number of Web pages that
contain both entities a and b. It is important to note that count(ab) is always less than
or equal to count(a) and less than or equal to count(b). Hence, the final score is already
normalized to 0 ≤ CrowdS core(a, b) ≤ 1. This score will be used as our benchmark.
Thus, we rely on the wisdom of crowds to validate our approach.
4.3 Entity Connectivity Evaluation & Document Relatedness Evaluation
In the first step, we aim to evaluate the entity rankings given by both methods - semantic
and crowd-sourced - we used a variation of Kendall’s tau method, which is used for
measuring the similarity of the top k items in two ranked lists.
8 http://www.usatoday.com
9 http://www.bibsonomy.org
10 http://www.bing.com/developers/
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Table 1. Kendall tau and Precision between the semantic and the crowd-sourced entity rankings.
k@2 k@5 k@10 k@20
Dataset Kendall tau Precision Kendall tau Precision Kendall tau Precision Kendall tau Precision
USAToday 0.01 0.09 0.13 0.19 0.20 0.21 0.22 0.23
Bibsonomy 0.0010 0.0016 0.0069 0.0081 0.0102 0.0109 0.0204 0.0210
The second experiment evaluates the ability to find evidences of document related-
ness. In this step, we compute for each pair of documents a semantic-based relatedness
score and a crowd-sourced score. To compute the semantic relatedness score between
documents, we used Eq. 2 proposed in Section 3.3. Similarly to Eq. 2, we defined a
crowd-sourced score that uses the CrowdScore defined in Eq. 3 as follows:
DRC(A, B) =
∑
i∈A, j∈B,i, j
CrowdS core(i, j) +
|entity(A) ∩ entity(B)|
2
(4)
where A and B are documents; i and j are entities contained in each document respec-
tively. As we explained in Section 3.3, a different score is given for pairs of entities
where i = j.
Based on Eqs. 2 and 4, a list of the most related documents for each given docu-
ment is generated. In order to assess the precision of the generated ranked lists in the
USAToday dataset, we performed a manual evaluation to validate the top 1 related doc-
ument for each of the 200 existing documents using both methods (semantically and
crowd-sourced generated). The results show the precision of the top one related item.
For the Bibsonomy dataset we used the tags of each document as a ground truth for
document relatedness [12]. In this evaluation, two documents are considered related if
they share a set of tags. For this evaluation, we assessed precision at different levels.
As mentioned earlier, comparison with linguistic clustering techniques is not suited for
the purpose of our evaluation, since it would only detect correlation of terms, while
our approach also considers semantic relationships between terms (as part of extracted
entity labels).
5 Results
Regarding the agreement of the semantically generated entity ranking against the crowd-
sourced ranking generated by the given co-occurrence of the terms in Web pages, as
explained in Section 4.3, we performed a variation of the Kendall tau rank correlation
coefficient, together with precision measures at different levels (see results in Table 1).
The main reason for these rather low values is that the information captured by both
relatedness strategies expresses different relationships. While the crowd-sourced one
gives us the overall human perception of the relatedness between different entities, the
semantic strategy provide us with actual underlying connections between the entities.
Regarding to the document relatedness evaluation, Table 2 shows the results regard-
ing the manually assessed recommendations for both strategies, verifying the validity
of the semantic entity-document score. On the USAToday dataset the success of both
strategies perform quite good (over 76% for the semantic-based relatedness and over
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Table 2. Precision @k for the documents relatedness recommendations in Bibsonomy dataset
(left table). Precision @1 manually evaluated for the documents relatedness recommendations in
USAToday dataset (right table).
Bibsonomy
Precision @1 @2 @5 @10
Semantic-based 0.78 0.86 0.82 0.76
Crowd-sourced 0.70 0.70 0.74 0.70
USAToday
Precision @1
Semantic-based 0.76
Crowd-sourced 0.65
Fig. 1. The X-axis represents the ranking position x of entity pairs according to our crowd-sourced
connectivity rankings. The Y-axis represent the number of entity pairs ranked at xth position that
have a semantic relation according to our connectivity threshold.
65% for the crowd-sourced), giving us the proof of concept that, both strategies can be
used for suggesting related items, even though the top related items are not the same.
For the Bibsonomy dataset we performed an automatic evaluation to access the
precision of the document placement regarding the tag assignments. As explained in
Section 4.3, we assumed the tag assignments as the ground truth for document related-
ness [12]. Table 2 exposes the results for precision of the recommended documents
considering the top k results. Both methods reached over 70% of performance that
demonstrates their significant potential.
After computed all semantic and crowd-sourced scores between the pairs of entities,
we obtained for each entity two ordered lists ranking all entities (m) according to each
score. In Fig. 1, we represent data generated based on the USAToday dataset. The X-axis
represents particular sets of entity-pairs ordered according to their connectivity ranking
achieved based on the crowd-sourced activity ranking. The (x) value denotes all entity
pairs (mx) which are ranked at the xth position in each particular entity ranking list. The
Y-axis represent the number of entity pairs (nx) that have a semantic relation according
to our semantic connectivity scores (solid line, (λ(δ<max(l)>(ei,e j) ) > 0)) within the particular
set mx at xth ranking position.
Ideally, we expect that for every entity pair ranked at the top position (left on X-
axis), would exist some semantic relation. The plot shows that for the top 1 crowd-
sourced pairs, we found around 225 pairs that have such relation.
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In this sense, the dotted line represents the ideal result. From these results, we can
deduct that the pairs that are in between the area below the dotted line and above the
solid line are most probably missing some semantic relation. Identifying the correct
items that have some missing relations is the first step for the task of actually discov-
ering which ones are the exactly missing relations. Complementary, by observing the
missing semantic ranked pairs on the X-axis, we can identify which entities miss some
relation given by the crowd-sourced. It is worth noting that since the 260th rank position
in the X-axis, the behavior of the curve are in line with our expectations, i.e., the lower
the correlation between crowd-sourced, the lower is the semantic connectivity.
As for a qualitative analysis of the document relatedness evaluation, we picked up a
document (i) from the USAToday corpus and its most related document (ii) according
to our semantic-based approach. The underlined terms refer to the recognized entities
in each document derived from the entity recognition and enrichment process (see Sec-
tion 3.1).
(i) The Charlotte Bobcats could go from the NBA’s worst team to its best bargain.
(ii) The New York Knicks got the big-game performances they desperately needed
from Carmelo Anthony and Amar’e Stoudemire to beat the Miami Heat.
Although both documents are related to basketball, a linguistic approach would fail
to point out both documents as related. First, both documents have too short descrip-
tions, which make it harder for a linguistic approach to detect their similarity. Second,
in this particular case, there are no significant common words between the documents.
However, by applying our semantic-based approach, it is possible to measure a score of
connectivity between both documents. For example, once the term Charlotte Bobcats
was enriched by the entity http://dbpedia.org/resource/Charlotte_Bobcats
in the document (i) and the term New York Knicks was enriched by the entity http://
dbpedia.org/resource/New_York_Knicks in the document (ii), a semantic score
is assigned to each pair of entities found to generate an overall score of connectivity
between both documents.
6 Related Work
The approach of applying actor/network theory to data graphs has been discussed by
Kaldoudi et al. [8]. Graph summarization is a very interesting approach to exploit se-
mantic knowledge in annotated graphs. Thor et al. [19] exploited this technique for link
prediction between genes in the area of Life Sciences. Their approach relies on the fact
that the graph summarization techniques create compact representations of the original
graph adopting some criteria for the creation, correction and deletion of edges and for
grouping nodes. Thus, a prediction function ranks the most potential edges and then
suggests possible links between two given genes.
Another approach to identify potential links between nodes is presented by Potamias
et al. [13], where they describe an algorithm based on Dijkstra’s shortest path along with
random walks in probabilistic graphs to define distance functions that identifies the k
closest nodes from a given source node. Lehmann et al. [10] introduces the RelFinder
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that is able to show relationships between two different objects in DBpedia. Their ap-
proach is based on the breadth-first search algorithm, which is responsible for finding
all related objects in the tripleset. Then, the information gathered is stored in a relational
database for further querying and visualization. In this work, we use the RelFinder ap-
proach to exploit the relationship between objects (see Section 3.2). Contrasting with
RelFinder, Seo et al. [15] proposed the OntoRelFinder that uses a RDF Schema for
finding the relationships between two objects through its class relationships.
An interesting work in social networks is also presented by Leskovec et al. [11].
Their technique suggests positive and negative relationships between people in a so-
cial network. The notion of negative and positive relationships is also addressed in our
method, but taking into account the length of the paths, as aforementioned. Similarly,
Xiang et al. [22] present a work based on the homophily principle (i.e., people tend to
associate and interact with people with similar characteristics) to estimate relationship
strength between people. For this, they present an unsupervised model that takes into
account the shared attributes and interactions between individuals in a social network.
This approach meets our assumptions that the closer two objects are, the higher is the
proximity between them.
Finding semantic associations between two given objects is also discussed in the
context of ontology matching [6, 20, 23]. In our case, hub ontologies could also be used
to infer missing relationships into another ontology.
Contrasting with the approaches just outlined, we combine different techniques to
uncover relationships between disparate entities, which allows us to exploit the rela-
tionships between entities to identify correlated Web resources.
7 Discussion and Outlook
We have presented a general-purpose approach to discover relationships between Web
resources based on the relationships between extracted entities together with an eval-
uation and discussion of experimental results. We found that, uncovering relationships
between data entities helps to detect correlations of documents that, a priori, linguis-
tic approaches would not reveal. Linguistic methods are based on the co-occurrence
of words in a set of documents, while our semantic-based approach relies on seman-
tic relations between entities as represented in reference datasets. A hybrid approach
would overcome this deficiency. However, in cases where extracted entities have to be
matched, term frequency or linguistic similarity-based approaches cannot be applied.
An interesting application of our work lies in document and data clustering which can
be exploited, for instance, for entity based document recommenders.
During our evaluation experiments, we achieved an average of 80% of precision for
the Bibsonomy dataset when suggesting the most related documents given one docu-
ment (top 1, top 2, top 5, top 10), while for the USAToday dataset we achieved 0.76%
of precision. We also presented a crowd-sourced strategy that takes into account the
co-occurrence of entities in Web searches, thus relying on the wisdom of crowds. This
approach achieved an average of 71% of precision for the Bibsonomy dataset, while the
USAToday presented 65% of precision. This leads to the conclusion that both produce
fairly good indicators for document relatedness.
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Although both approaches have achieved good results, an evaluation based on the
Kendall’s tau rank correlation has shown that both differ in the relationships they un-
covered. Naturally, the numbers presented by the Kendall’s tau evaluation are subjected
to noise caused by misannotated entities during the NER/enrichment process and the
approximated values given by the search engine. Nevertheless, we believe that these
proposed evaluations are the first step to identify missing connections in a semanti-
cally enriched dataset. Finally, we deduct that each strategy is complementary to each
other. Semantically deducted relations are able to find connections between entities that
do not necessarily often co-occur in contrast to the crowd-sourced analysis based on
co-occurrence.
The main issues faced during the experimental work were the low performance and
accuracy of the NER tools at hand, and high computational demands when applying our
relatedness computation to larger amounts of data. That restricted our experiments to a
limited dataset. Moreover, one of the key weaknesses of the Katz index in the context
of our work is the fact that it treats all edges equally. Thus, when applying it to Linked
Data graphs, valuable semantics about the meaning of each edge (i.e., property) is not
considered during the relatedness computation. We are currently investigating ways to
extend the Katz index by distinguishing between different property types. Hence, future
work will plan to (a) apply weights to different path types between the entities according
to the semantics of the properties they represent in order to provide a more refined score;
and (b) investigate means to combine our two complementary relationship discovery
approaches.
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