Reconstrução de Imagens por Superresolução Utilizando Inferência Bayesiana Aproximada by CAMPONEZ, M. O.
MARCELO OLIVEIRA CAMPONEZ
RECONSTRUÇÃO DE IMAGENS POR SUPERRESOLUÇÃO
UTILIZANDO INFERÊNCIA BAYESIANA APROXIMADA
Tese apresentada ao Programa de Pós-Graduação em En-
genharia Elétrica do Centro Tecnológico da Universi-
dade Federal do Espírito Santo, como requisito parcial
para obtenção do Grau de Doutor em Engenharia Elé-
trica.
Orientador: Prof. Dr. Mário Sarcinelli Filho.


























Dados Internacionais de Catalogação-na-publicação (CIP) 
(Biblioteca Central da Universidade Federal do Espírito Santo, ES, Brasil) 
 
  
 Camponez, Marcelo Oliveira, 1973- 
C198r Reconstrução de imagens por superresolução utilizando 
inferência Bayesiana aproximada / Marcelo Oliveira Camponez. – 
2012. 
 92 f. : il. 
  
 Orientador: Mário Sarcinelli Filho.  
 Coorientador: Evandro Ottoni Teatini Salles.  
 Tese (Doutorado em Engenharia Elétrica) – Universidade 
Federal do Espírito Santo, Centro Tecnológico. 
  
 1. Processamento de imagens  2. Teoria bayesiana de 
decisão estatística. I. Sarcinelli Filho, Mário. II. Salles, Evandro 
Ottoni Teatini. III. Universidade Federal do Espírito Santo. Centro 
Tecnológico. IV. Título. 
  




Dedico esse trabalho aos meus filhos Matheus e Luísa e minha esposa Letícia.
Agradecimentos
Agradeço a Deus em primeiro lugar, pela oportunidade de concluir mais esse sonho.
Agradeço aos meus orientadores Mário Sarcinelli Filho e Evandro Ottoni Teatini Sal-
les pelas saudáveis e, muitas vezes divertidas, discussões, pelas dicas e valiosas sugestões
durante o desenvolvimento desse trabalho.
Não poderia deixar de agradecer também, à Universidade Vila Velha pelo suporte fin-
ceiro, pela flexibilidade e o apoio para participação em congressos internacionais.
Agradeço aos colegas de trabalho do Laboratório de Computação e Sistemas Neurais -
CISNE do PPGEE da Universidade Federal do Espírito Santo, pelas várias discussões inte-
ressantes e a oportunidade de aprendermos e pesquisarmos juntos.
Agradeço ao Dr. Rue Harvard do Departamento de Ciências Matemáticas da Norwegian
University of Science and Technology, por todo suporte e disponibilidade para tirar dúvidas
sobre o método Integrated Nested Laplace Approximation, de sua autoria.
Sumário
1 Introdução ao Problema de Superresolução 16
1.1 Algoritmos de Superresolução . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2 Objetivos desta Tese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.3 Metodologia Utilizada . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Organização da Tese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Solução em Forma Fechada para Superresolução 25
2.1 Notação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Modelo de Aquisição de Imagens de Baixa Resolução . . . . . . . . . . . . 26
2.2.1 Modelo de Aquisição Warp-Blur . . . . . . . . . . . . . . . . . . . 27
2.2.2 Sistema de Aquisição . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Modelagem de Movimento . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Modelagem Hierárquica Bayesiana . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Função de Probabilidade Condicional de Verossimilhança . . . . . 33
2.3.2 Função de Probabilidade Condicional a Priori da Imagem HR . . . 34
2.3.3 Função de Probabilidade Marginal do Hiperparâmetro . . . . . . . 35
2.3.4 Modelo Hierárquico Bayesiano . . . . . . . . . . . . . . . . . . . 35
2.4 Derivando uma Forma Fechada para o algoritmo de Superresolução . . . . 35
2.5 Implementação do Algoritmo de Superresolução . . . . . . . . . . . . . . . 37
2.6 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
vi
3 Superresolução Usando Integrated Nested Laplace Approximation 46
3.1 Integrated Nested Laplace Approximation . . . . . . . . . . . . . . . . . . 46
3.2 Aplicando o INLA ao Problema da Superresolução . . . . . . . . . . . . . 49
3.2.1 Uma Equação em Forma Fechada para X . . . . . . . . . . . . . . 49
3.2.2 Selecionando um Conjunto de Valores para λ . . . . . . . . . . . . 50
3.2.3 Derivando uma Forma Fechada para p˜G(X|λ,Y) . . . . . . . . . . 51
3.2.4 Uma Forma Fechada para p˜(λ|Y) . . . . . . . . . . . . . . . . . . 51
3.2.5 Derivando uma Forma Fechada para p˜(X|Y) . . . . . . . . . . . . 54
3.2.6 Gerando a Imagem de Alta Resolução através do Valor Esperado . . 55
3.2.7 Gerando a Imagem de Alta Resolução através de MAP . . . . . . . 55
3.3 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.1 Imagens Simuladas . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 Imagens Capturadas . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Conclusões do Capítulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4 Superresolução Rápida Baseada em DFT-2D 64
4.1 Alterações no Modelo de Aquisição de Imagens Warp-Blur . . . . . . . . . 65
4.2 Superresolução Baseada em DFT-2D . . . . . . . . . . . . . . . . . . . . . 66
4.2.1 Matrizes Toeplitz Circulante . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Matrizes Toeplitz Circulante em Bloco . . . . . . . . . . . . . . . 67
4.2.3 Aproximação BTC para a Matriz A . . . . . . . . . . . . . . . . . 68
4.2.4 Algoritmo DFT Closed Form SR . . . . . . . . . . . . . . . . . . . 70
4.2.5 Algoritmo DFT INLA SR . . . . . . . . . . . . . . . . . . . . . . 71
4.3 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.1 Imagem Simulada . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.2 Imagem Real . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.3 Usando Mais Imagens LR . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Conclusões do Capítulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5 Conclusões e Proposta de Continuação 80
5.1 Contribuições . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.1.1 Closed Form SR . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1.2 INLA SR e INLA MAP SR . . . . . . . . . . . . . . . . . . . . . 82
5.1.3 DFT Closed Form DR e DFT INLA SR . . . . . . . . . . . . . . . 83
5.2 Propostas Para Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 Conclusão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A Publicações Feitas até o Momento 92
Lista de Tabelas
2.1 Avaliação das imagens HR reconstruídas considerando PSNR (dB) . . . . . 43
3.1 Avaliação das imagens HR reconstruídas considerando PSNR (dB) . . . . . 61
4.1 Avaliação das imagens de alta resolução reconstruídas considerando-se PSNR
(dB) e o tempo (s) de convergência do algoritmo . . . . . . . . . . . . . . . 76
4.2 Avaliação de imagens de alta resolução reconstruídas considerando-se o tempo
(s) de convergência do algoritmo . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Avaliação de imagens de alta resolução reconstruídas considerando-se PSNR
(dB), o tempo (s) de convergência do algoritmo e o número de imagens de
baixa resolução de entrada. . . . . . . . . . . . . . . . . . . . . . . . . . . 78
ix
Lista de Figuras
1.1 (a) Aquisição de imagens por múltiplas câmeras, (b) aquisição por meio de
uma filmadora. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Exemplo ilustrativo de Superresolução (a) imagem de alta resolução de 4
pixels, (b)-(e) imagens de baixa resolução, com movimento subpixel, cada
uma com um único pixel. . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Exemplo ilustrativo de Superresolução (a)-(d) imagens de baixa resolução,
com movimento subpixel, (e) imagem de alta resolução com grid irregular,
(f) imagem de alta resolução com grid regular. . . . . . . . . . . . . . . . . 19
2.1 Nomenclatura usada em Superresolução . . . . . . . . . . . . . . . . . . . 26
2.2 Modelo de Aquisição de Imagem . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Modelo Warp-Blur para aquisição de Imagem . . . . . . . . . . . . . . . . 28
2.4 Efeito de Degradação na Aquisição de Imagens . . . . . . . . . . . . . . . 29
2.5 Modelo de Aquisição . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Exemplo de Transformação de Movimento . . . . . . . . . . . . . . . . . . 32
2.7 O conjunto de imagens HR reconstruídas usando a imagem de teste Barco.
(a) A imagem original (ground truth), (b) uma das quatro imagens simuladas.
Imagens HR reconstruídas usando a abordagem: (c) Interpolação, (d) em
(Vandewalle et al., 2006) (e) em (Pham et al., 2006) (f) Closed Form SR
proposto aqui. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.8 O conjunto de imagens HR reconstruídas usando a imagem de teste Texto.
(a) A imagem original (ground truth), (b) uma das quatro imagens simuladas.
Imagens HR reconstruídas usando a abordagem: (c) Interpolação, (d) em
(Vandewalle et al., 2006) (e) em (Pham et al., 2006) (f) Closed Form SR
proposto aqui. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
x
3.1 O gráfico da PDF p(X|Y) (equação (3.52)) versus λ, para o primeiro experi-
mento com quatro quadros LR da imagem Barco . . . . . . . . . . . . . . 58
3.2 O conjunto de imagens HR reconstruídas usando a imagem de teste Barco.
(a) A imagem original (ground truth), (b) uma das quatro imagens simuladas.
Imagens HR reconstruídas usando a abordagem: (c) em (Pham et al., 2006),
(d) em (Farsiu et al., 2004b), (e) INLA MAP proposto aqui (f) INLA SR
proposto aqui. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 O conjunto de imagens HR reconstruídas usando a imagem de teste Texto.
(a) A imagem original (ground truth), (b) uma das quatro imagens simuladas.
Imagens HR reconstruídas usando a abordagem: (c) em (Pham et al., 2006),
(d) em (Farsiu et al., 2004b), (e) INLA MAP proposto aqui (f) INLA SR
proposto aqui. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 O conjunto de imagens HR reconstruídas a partir de uma sequência de quatro
imagens reais LR. (a) Uma das quatro imagens LR. Imagens HR reconstruí-
das usando a abordagem: (b) em (Farsiu et al., 2004b), (c) INLA SR proposto
aqui (d) INLA MAP proposto aqui. . . . . . . . . . . . . . . . . . . . . . . 62
4.1 O conjunto de imagens reconstruídas usando-se a imagem teste Barco. (a)
A imagem original (ground truth), (b) uma das imagens LR simuladas. Re-
construção de imagem HR usando-se o método: (c) em (Vandewalle et al.,
2006), (d) em (Pham et al., 2006), (e) in (Farsiu et al., 2004b), (f) Closed
Form SR (Camponez et al., 2011b), (g) INLA SR (Camponez et al., 2012c),
(h) DFT Closed Form (Camponez et al., 2012b; Camponez et al., 2012a) e
(i) DFT INLA SR (Camponez et al., 2012b; Camponez et al., 2012a). . . . 74
4.2 O conjunto de imagens reconstruídas usando-se uma sequência de 4 imagens
reais. (a) Uma das quatro imagens LR. Imagens HR reconstruídas usando-
se o método: (b) em (Farsiu et al., 2004b), (c) Closed Form SR (Campo-
nez et al., 2011b), (d) INLA SR (Camponez et al., 2011a; Camponez et al.,
2012c), (e) DFT Closed Form SR (Camponez et al., 2012b; Camponez et al.,
2012a) e (f) DFT INLA SR (Camponez et al., 2012b; Camponez et al., 2012a). 76
4.3 O conjunto de imagens reconstruídas usando-se a imagem de teste Barco. (a)
A imagem original (ground truth), (b) uma das quatro imagens LR. Imagens
HR reconstruídas usando-se o método: (c) Closed Form SR (13 entradas LR)
, (d) DFT Closed SR (13 entradas LR), (e) Closed Form SR (4 entradas LR)
e (f) DFT Closed Form SR (4 entradas LR). . . . . . . . . . . . . . . . . . 78
Glossário
BTC - Matriz Toeplitz Circulante em Blocos.
CCD - Charge Coupled Device.
DFT - Discrete Fourier Transform.
GCV - Generalized Cross-Validation.
GMRF - Gaussian Markov Random Field.
HR - High Resolution (Alta Resolução).
HR - Low Resolution (Baixa Resolução).
INLA - Integrated Nested Laplace Approximation.
MAP - Máximo a Posteriori.
MCMC - Métodos de Monte Carlo via Cadeias de Markov.
PDF - Função de Densidade de Probabilidade.
PGM - Modelo Gráfico Probabilístico.
POCS - Projection Onto Convex Sets.
PSF - Point Spread Function.
PSNR - Relação Sinal-Ruído de Pico.
SR - Superresolução.
Toeplitz - Matriz de diagonais constantes.




Reconstrução de imagens por Superresolução (SR) multiframe são técnicas capazes de
aumentar a resolução de uma imagem, sem alterar a resolução da câmera que está sendo
usada para captá-las, através do uso de algoritmos de processamento de imagens. Um con-
junto de imagens de baixa resolução observável é primeiramente registrado em relação a
uma das imagens e, posteriormente, fundido em uma imagem de alta resolução, que posteri-
ormente é filtrada para melhorar sua nitidez. Nesse contexto, essa Tese de Doutorado propõe
cinco algoritmos de Superresolução, baseados em modelagem estatística Bayesiana.
No primeiro algoritmo desenvolvido, Closed Form SR, uma equação em forma fechada
é derivada para o cálculo da imagem de alta resolução. No entanto, o algoritmo depende de
um parâmetro λ, que corresponde ao parâmetro de regularização nos métodos espaciais. Tal
parâmetro deve ser ajustado de forma heurística.
No segundo algoritmo proposto, INLA SR, e no terceiro algoritmo, INLA MAP SR, um
método de inferência Bayesiana aproximado, não paramétrico, recentemente desenvolvido,
conhecido na literatura estatística como Integrated Nested Laplace Approximation (INLA),
foi aplicado ao problema de Superresolução. Nesses algoritmos, o parâmetro λ é ajustado
automaticamente.
Finalmente, os dois últimos algoritmos propostos, DFT INLA SR e Closed Form DFT,
são versões mais rápidas dos algoritmos INLA SR e Closed Form SR, baseados na trans-
formada 2D de Fourier. Nessa nova implementação o custo computacional, originalmente
O(n3), é reduzido para O(n2log(n)), com uma pequena perda da qualidade da imagem
HR. Adicionalmente, a dimensão das matrizes manipuladas pelos algoritmos é reduzida de
n2×n2 para n×n (o tamanho da imagem HR).
Experimentos demonstram que os algoritmos propostos nessa Tese são competitivos
quando comparados a outros algoritmos do estado da arte.
Abstract
Superresolution (SR) multiframe image enhancement are techniques to increase the res-
olution of an image without increasing the resolution of the camera used to capture them.
Image processing algorithms are used, instead. A set of observable lower resolution images
is first registered (with respect to one of those images) and subsequently fused into a single
high resolution image, which is then filtered to improve their sharpness. In such context, this
PhD Thesis proposes five Superresolution algorithms based on Bayesian statistical modeling.
In the first algorithm developed, referred to as Closed Form SR, an equation is derived
in closed form to calculate the high resolution image. However, the algorithm depends on a
parameter λ, which corresponds to the regularization parameter in the spatial SR methods.
In the case of this algorithm, however, such parameter should be heuristically set.
In the second and third algorithms, referred to as SR INLA and INLA MAP SR, re-
spectively, a nonparametric method to approximate Bayesian inference recently developed,
known in the statistical literature as Integrated Nested Laplace Approximation (INLA), was
applied to the Superresolution problem. The advantage of such algorithms is that the param-
eter λ is automatically adjusted.
Finally, the last two proposed algorithms, referred to as DFT INLA and SR Closed Form
DFT, respectively, are faster versions of the algorithms INLA SR and Closed Form SR, based
on 2D Fourier transform. In this new implementation the computational cost, originally
O(n3) is reduced to O(n2log(n)), with a slight loss of quality of the HR image. Additionally,
the size of the arrays manipulated by the algorithm is reduced from n2×n2 to n×n (the HR
image size).
Experiments demonstrate that the proposed algorithms are competitive, when compared
to other state-of-the-art algorithms.
Capítulo 1
Introdução ao Problema de
Superresolução
Essa Tese tem como foco o problema de Superresolução multiframe de imagens. Esse
termo descreve o processo, muitas vezes referenciado na literatura como melhoria de reso-
lução, de se obter imagens de alta resolução a partir de um conjunto de imagens de baixa
resolução observadas. Nesse contexto, o termo Superresolução é usado para descrever a ca-
pacidade que os métodos multiframe têm para aumentar a resolução espacial, gerando uma
imagem com melhor qualidade do que é possível utilizando-se as técnicas tradicionais de
restauração com uma única imagem. Assim, um algoritmo de interpolação, por exemplo,
não é considerado um método de Superresolução.
O interesse acadêmico e comercial nas técnicas de Superresolução tem aumentado muito
nos últimos anos. Isso se deve, principalmente, aos elevados custos envolvidos na fabricação
dos sensores eletrônicos de imagem (charge coupled device - CCD) e dos componentes ópti-
cos necessários para capturar imagens de alta resolução, que os torna proibitivamente caros
para algumas aplicações.
As imagens de baixa resolução, utilizadas pelos algoritmos de Superresolução, são su-
bamostradas e podem ter sido adquiridas por múltiplos sensores em uma única cena (Figura
1.1a) ou por um único sensor que captura uma cena por um período de tempo (Figura 1.1b)
(Katsaggelos et al., 2007). Para cenas estáticas as observações são correlacionadas por um
movimento global subpixel, causado, por exemplo, pelas posições relativas entre câmeras.
Por outro lado, em cenas dinâmicas eles são correlacionados por um movimento local sub-
pixel, devido ao movimento do objeto e, possivelmente, uma mudança de posicionamento
da câmera. Nos dois casos, o algoritmo de Superresolução utiliza o conjunto de imagens de
baixa resolução (Figura 1.1a) ou os quadros do vídeo (Figura 1.1b) para gerar uma imagem
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(a)
(b)
Figura 1.1: (a) Aquisição de imagens por múltiplas câmeras, (b) aquisição por meio de uma
filmadora.
com maior resolução espacial.
De uma maneira geral, um algoritmo de Superresolução envolve três fases distintas. A
primeira, conhecida como registro de imagens ou estimação de movimento, estima o movi-
mento subpixel existente entre as imagens de baixa resolução. Assim, é possível trazer todas
as imagens de baixa resolução para um mesmo referencial espacial. A segunda, diz respeito
a fusão da imagem de alta resolução. Finalmente, a terceira está relacionada à melhoria final
da imagem através da aplicação de filtros. Alguns algoritmos implementam somente as duas
primeiras etapas como é o caso em (Vandewalle et al., 2006) e (Pham et al., 2006). Há casos
também onde as etapas de fusão e filtragem são realizadas conjuntamente, como em (Farsiu
et al., 2004b).
De uma maneira muito simples, o funcionamento de um algoritmo de Superresolução
é ilustrado na Figura 1.2. O problema consiste em inferir a imagem de alta resolução com
quatro pixels (Figura 1.2a) a partir das imagens de baixa resolução observadas, de um pixel
cada (Figura 1.2b até 1.2e). Os quadros tracejados que aparecem nessa ilustração represen-
tam como as imagens de baixa resolução foram registradas, relativamente ao movimento
subpixel entre elas, tomando como referência a Figura 1.2b. Após o registro é feita a fusão
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(a) (b) (c) (d) (e)
Figura 1.2: Exemplo ilustrativo de Superresolução (a) imagem de alta resolução de 4 pixels,
(b)-(e) imagens de baixa resolução, com movimento subpixel, cada uma com um único pixel.
da imagem de alta resolução e, posteriormente, á aplicado um um filtro para restauração da
imagem.
A Figura 1.3 traz outro exemplo que ilustra a Superresolução. Intuitivamente, cada ima-
gem de baixa resolução observada, onde as figuras geométricas nas Figuras 1.3a a 1.3d cor-
respondem as posições relativas dos pixels, representa uma versão subamostrada (serrilhada)
da versão original da cena. Esse serrilhamento não pode ser removido se somente uma ima-
gem é processada. Por causa dos deslocamentos subpixel, cada imagem observada contém
informações complementares. Com o conhecimento exato dos deslocamentos, as imagens
podem ser combinadas para remover o serrilhamento e gerar uma imagem com maior resolu-
ção (Katsaggelos et al., 2007). Assumindo que a imagem da Figura 1.3e está disponível, isso
é, assumindo que os movimentos subpixel são conhecidos, o problema de Superresolução
se torna um problema de reamostragem, que converte uma imagem com amostragem não
uniforme (Figura 1.3e) em uma uniformemente amostrada (Figura1.3f).
As Aplicações práticas para os métodos de restauração de imagem por Superresolução
estão crescendo rapidamente, conforme o tema ganha exposição. As técnicas de Superreso-
lução podem ser aplicadas a uma grande variedade de campos, como:
• melhoria de imagens a partir de sequências de vídeo;
• TV de alta definição;
• melhoraria de imagens coloridas adquiridas por um CCD;
• monitoramento de vídeo;
• sensoriamento remoto;
• imagens médicas;
• pré-processamento de imagens para fins de reconhecimento de padrões.
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(a) (b) (c)
(d) (e) (f)
Figura 1.3: Exemplo ilustrativo de Superresolução (a)-(d) imagens de baixa resolução, com
movimento subpixel, (e) imagem de alta resolução com grid irregular, (f) imagem de alta
resolução com grid regular.
1.1 Algoritmos de Superresolução
Superresolução tem sido uma área muito ativa de pesquisa desde que no artigo (Tsai e
Huang, 1984) foi publicado um algoritmo no domínio da frequência. Métodos no domínio
da frequência são baseados em três princípios fundamentais:
• a propriedade de shifting da Transformada de Fourier (FT);
• a relação de aliasing entre a Transformada Contínua de Fourier (CFT) e a Transfor-
mada Discreta de Fourier (DFT);
• a cena original é limitada em banda. Essa propriedade permite a formulação de um
sistema de equações relacionando os coeficientes aliased da DFT das imagens obser-
vadas com as amostras da CFT da cena desconhecida.
Essas equações são resolvidas produzindo os coeficientes no domínio da frequência da cena
original, que podem ser recuperados pela inversa da DFT. Desde então, várias extensões ao
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método básico de Tsai-Huang foram propostas (Tekalp et al., 1992), (Kim et al., 1990), (Kim
e Su, 1993) e (Bose et al., 1993).
Algumas limitações dos métodos no domínio da frequência, como a limitada habilidade
de incluir conhecimento a priori para regularização (Borman e Stevenson, 1999), causaram
a gradual substituição destes métodos por algoritmos no domínio espacial. Seguindo essa
linha, diversos algoritmos foram propostos, como Interpolation of Non-Uniformly Spaced
Samples (Komatsu et al., 1993), Iterated Backprojection (Irani e Peleg, 1993) e Projection
Onto Convex Sets (POCS) (Patti et al., 1997), (Tom e Katsaggelos, 1996), (Eren et al., 1997),
entre outros.
A reconstrução de imagens por Superresolução é um exemplo de problema inverso mal
posto, uma vez que múltiplas soluções existem para um dado conjunto de imagens observa-
das. Por causa disso, métodos de reconstrução por Superresolução utilizando regularização
Tikhonov-Arsenin foram desenvolvidos (Hong et al., 1997). As funções de regularização
que caracterizam essas soluções são tipicamente casos especiais de funções de densidade de
probabilidade (PDF) a priori modeladas por campos Markovianos aleatórios no âmbito dos
métodos Bayesianos.
Métodos estatísticos Bayesianos, que lidam com a reconstrução por Superresolução como
um problema de estimação estatística, têm ganhado destaque nos últimos anos, por prover
uma poderosa ferramenta teórica para a inclusão de condições de contorno a priori a fim de
satisfazer a solução do problema inverso mal posto.
Diversos trabalhos recentes propõem métodos baseados em inferência Bayesiana. Em
(Tipping e Bishop, 2003), por exemplo, Evidence Approximation é usada para resolver o
problema de Superresolução. Em (Tian e Ma, 2010) um algoritmo baseado em Métodos de
Monte Carlo via Cadeias de Markov (MCMC) é usado. De fato, os métodos conhecidos
como Evidence e Empirical Analysis, as aproximações Laplacianas e Variational e a simu-
lação de distribuições a posteriori têm grande potencial para reconstrução de imagens por
Superresolução (Katsaggelos et al., 2007).
Concomitantemente, Havard Rue, Sara Martino and Nicolas Chopin (Rue et al., 2009)
desenvolveram um novo método aproximado para inferência Bayesiana em modelos Gaussi-
anos latentes, que ficou conhecido como Integrated Nested Laplace Approximation - INLA,
que é um método não paramétrico, baseado em integração numérica.
Nesse contexto, esta Tese de Doutorado propõe um novo método de reconstrução de ima-
gens por Superresolução, baseado em inferência Bayesiana aproximada. Primeiramente, a
partir da modelagem do problema através de um modelo Bayesiano hierárquico, uma equa-
ção em forma fechada foi derivada para a fusão das imagens de baixa resolução (LR) em
1. Introdução ao Problema de Superresolução 21
uma imagem de alta resolução (HR), publicado em (Camponez et al., 2011b). A partir dessa
equação, um novo algoritmo foi desenvolvido. Várias simulações mostraram que o método
proposto resulta em imagens mais nítidas e menos ruidosas quando comparado a outros mé-
todos recentemente desenvolvidos. Essa foi a primeira contribuição desta Tese. Entretanto, a
qualidade da imagem de alta resolução gerada depende da escolha do valor de um hiperparâ-
metro λ, que corresponde, nos métodos no domínio espacial, ao coeficiente de regularização.
Assim, o passo seguinte, que é a segunda contribuição dessa Tese, é o desenvolvimento
de um método totalmente automático capaz de estimar λ. Para isso, um método de inferên-
cia Bayesiana aproximado, não paramétrico, recentemente desenvolvido (Rue et al., 2009),
conhecido na literatura estatística com Integrated Nested Laplace Approximation (INLA),
foi aplicado ao problema de Superresolução. Até onde este autor conhece, é a primeira vez
que a técnica INLA é aplicada em processamento de imagens. No desenvolvimento teó-
rico do novo algoritmo é demonstrado matematicamente que todas as equações necessárias
para a aplicação do INLA ao problema de Superresolução, entre elas a equação para fusão
da imagem de alta resolução supracitada, podem ser escritas em forma fechada (Camponez
et al., 2011a). As equações deduzidas permitiram o cálculo de dois vetores, T que contém
realizações da imagem de alta resolução e P que contém as probabilidades associadas a cada
uma delas, a partir dos quais dois algoritmos foram desenvolvidos. No primeiro, chamado
de INLA SR, a imagem de alta resolução corresponde à esperança estatística de T, que pode
ser calculada através da média de seus elementos, ponderados por P. No segundo, chamado
de INLA MAP (Máximo a Posteriori), através de uma busca em P, a realização com maior
probabilidade é escolhida como imagem de alta resolução. O INLA MAP corresponde ao
algoritmo de Superresolução inicialmente proposto onde a escolha de λ é automática. Por
outro lado, o INLA SR é uma abordagem nova para o problema de Superresolução. Vários
experimentos mostram que tanto o INLA MAP quanto o INLA SR, aqui propostos, quando
comparados a outros algoritmos do estado da arte em Superresolução, alcançam excelentes
resultados (Camponez et al., 2012c).
De certa forma, os métodos de simulação MCMC e o algoritmo de inferência INLA são
bastante semelhantes: ambos são métodos de inferência estatística Bayesiana. Entretanto,
enquanto o MCMC pode ser aplicado a qualquer que seja o modelo da PDF a priori, a
posteriori ou a função de Verossimilhança, o INLA somente pode ser aplicado a modelos
Gaussianos latentes, onde a matriz de covariância é governada por poucos parâmetros e o
campo latente é um campo aleatório Gaussiano Markoviano - GMRF, com matriz de precisão
Q (inversa da matriz de variância/covariância) esparsa. Então, no caso geral de inferência
estatística Bayesiana o método MCMC deve ser usado. Somente em casos especiais onde o
modelo estatístico é Gaussiano latente, como no problema de reconstrução de imagens por
Superresolução, o INLA pode ser usado, como proposto nesta Tese.
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A aplicação dos métodos MCMC (Tian e Ma, 2010) e INLA ao problema da reconstrução
por Superresolução merece alguns comentários adicionais. No caso do MCMC, a imagem
de alta resolução é gerada pela média aritmética das amostras de alta resolução realizadas,
depois de descartadas as amostras do período de burn1. Então, um número muito grande
de amostras é necessário para a geração de uma boa imagem de alta resolução. No caso do
INLA, por outro lado, somente as amostras que correspondem às maiores massas de probabi-
lidade são geradas, e a imagem de alta resolução pode ser computada de duas formas: como
a média ponderada das imagens realizadas, usando suas respectivas probabilidades como
peso; ou pode-se usar como imagem HR a amostra que corresponde a maior probabilidade.
Então, somente poucas imagens precisam ser consideradas.
Entretanto, as matrizes manipuladas pelos algoritmos INLA SR e INLA MAP são muito
grandes, embora esparsas. Então, mesmo usando-se estruturas de dados apropriadas para
armazenar matrizes esparsas, o uso de memória e o esforço computacional são intensos.
Nesse sentido, a terceira contribuição dessa Tese, publicada em (Camponez et al., 2012b;
Camponez et al., 2012a), é na direção de melhorar o desempenho desses algoritmos. Assim,
envolvendo a imagem HR em um toróide Tn e relaxando uma equação em (Camponez et al.,
2011a; Camponez et al., 2012c), dois algoritmos para reconstrução de imagens por Super-
resolução muito rápidos, chamados nessa Tese de DFT Closed Form SR e DFT INLA SR,
baseado na transformada de Fourier 2D (2D DFT), são desenvolvidos. Nessa nova imple-
mentação o custo computacional, originalmente O(n3), é reduzido para O(n2log(n)), com
uma pequena perda da qualidade da imagem HR. Adicionalmente, a dimensão das matrizes
manipuladas pelo algoritmo é reduzida de n2×n2 para n×n (o tamanho da imagem HR).
1.2 Objetivos desta Tese
Essa Tese tem como objetivos:
a) desenvolver algoritmos de Superresolução, cujo objetivo é a obtenção de uma única ima-
gem de alta resolução a partir de um conjunto de imagens capturadas, baseado em
inferência estatística aproximada, usando um método Bayesiano não paramétrico, re-
centemente desenvolvido, conhecido como Integrated Nested Laplace Approximation;
b) mostrar, através de experimentos, que o método proposto, quando comparado ao estado
da arte em Superresolução, obtém resultados competitivos.
1O período de burn corresponde às primeiras amostras geradas no MCMC, que devem ser descartadas.
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1.3 Metodologia Utilizada
Nessa subseção será descrita a metodologia utilizada de forma a alcançar os objetivos
propostos nessa Tese:
• o primeiro passo é a descrição do problema, seguido de uma revisão bibliográfica dos
principais métodos de Superresolução, passando a definição do modelo de aquisição
de imagens e, também, de inferência estatística Bayesiana;
• em seguida, o desenvolvimento teórico que envolve a derivação matemática da equa-
ção em forma fechada para o cálculo da imagem de alta resolução, a derivação de
todas as equações, em forma fechada, necessárias para aplicação do método INLA à
Superresolução, assim como o desenvolvimento matemático para possibilitar explorar
uma versão rápida dos algoritmos propostos, baseada na Transformada de Fourier 2D;
• uma vez pronto o desenvolvimento teórico, segue-se a implementação dos algorit-
mos propostos, dentro dos melhores padrões e técnicas disponíveis de programação
e de Álgebra Numérica Computacional. A seguir, através de vários experimentos,
utilizando-se imagens de baixa resolução, umas simuladas e outras capturadas por câ-
meras, os algoritmos desenvolvidos serão comparados com outros do estado da arte
em Superresolução;
• finalmente, encerra-se essa etapa da pesquisa com a análise dos resultados encontra-
dos, com proposições de possíveis melhorias e continuações e a publicação de artigos
científicos em congressos e em revistas da área de processamento de imagens.
1.4 Organização da Tese
No Capítulo 2 são apresentados o modelo de aquisição de imagens de baixa resolução,
a modelagem Bayesiana hierárquica, a dedução da equação em forma fechada para geração
da imagem de alta resolução, simulações e comparações do algoritmo proposto com outros
do estado da arte em Superresolução. No Capítulo 3 é feita uma revisão bibliográfica do
método de inferência estatística Bayesiana INLA. Em seguida, o INLA é aplicado ao pro-
blema de Superresolução. Para isso, todas as equações necessárias são derivadas em forma
fechada, gerando um novo algoritmo. Finalmente, alguns experimentos são apresentados
e o novo algoritmo é comparado a outros do estado da arte em Superresolução. No Capí-
tulo 4, relaxando-se uma equação no modelo matemático e envolvendo a imagem HR em
um toróide Tn, uma versão muito rápida do algoritmo, baseada na transformada de Fourier
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2D, é desenvolvida. Alguns experimentos mostram que, ao preço de uma pequena perda na
qualidade da imagem HR gerada, o custo computacional pode ser reduzido de O(n3) para
O(n2log(n)). Além disso, a dimensão das matrizes manipuladas pelo algoritmo é reduzida
de n2×n2 para n×n, que corresponde ao tamanho da imagem HR. Finalmente, no Capítulo
5 são apontadas as conclusões dessa Tese e apresentadas propostas para continuação desta
pesquisa.
Capítulo 2
Solução em Forma Fechada para
Superresolução
O objetivo desse Capítulo é desenvolver um algoritmo de reconstrução de imagens por
Superresolução baseado em uma solução analítica em forma fechada. Para isso, primeira-
mente a notação utilizada durante esse trabalho é definida. Então, são descritos o modelo de
aquisição de imagens e, em seguida, o modelo Hierárquico Bayesiano, que serão utilizados.
A partir desse ponto, uma equação em forma fechada para a reconstrução de uma imagem de
alta resolução (HR), tendo como entrada um conjunto de imagens de baixa resolução (LR)
observáveis, é derivada. No final do Capítulo alguns experimentos são apresentados, e o
algoritmo proposto tem seu desempenho comparado a outros do estado da arte em Superre-
solução.
2.1 Notação
A Figura 2.1 mostra uma aplicação típica para Superresolução. Nesse exemplo, uma
sequência de imagens LR, capturada por uma câmera de vídeo, é usada para reconstruir
imagens HR. Assim, Xi representa a i-ésima imagem HR. O conjunto de imagens LR pode
ser agrupado em um vetor Y. Cada elemento yi em Y é uma imagem LR no instante i.
Todos os parâmetros requeridos para gerar as imagens LR, a partir da imagem HR, conforme
modelo de aquisição de imagens adotado, são assumidos conhecidos, exceto os parâmetros
do modelo translacional/rotacional (deformações), inferidos a partir das imagens de baixa
resolução por algum algoritmo de registro de imagens.
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Figura 2.1: Nomenclatura usada em Superresolução
2.2 Modelo de Aquisição de Imagens de Baixa Resolução
Para efeito de avaliação dos algoritmos desenvolvidos nesta Tese é necessário conhecer,
a priori, a imagem HR, para compará-la à imagem HR que será construída com base nos
algoritmos propostos. Daí, as imagens de LR, as observações disponíveis, serão geradas a
partir da imagem HR disponível. Em seguida, partindo das imagens LR, a imagem HR será
reconstruída, e o resultado dessa reconstrução é comparado com a imagem HR original.
A relação entre imagens HR e LR é descrita por um modelo de aquisição de imagens,
conforme ilustrado na Figura 2.2. De acordo com esse modelo, a imagem original, que é uma
cena contínua, pode ser representada por uma imagem HR discretizada sem degradação (ali-
asing), resultante de uma amostragem do espaço contínuo numa taxa superior à de Nyquist.
Essa imagem é então deformada e distorcida. As deformações representam translações, ro-
tações ou outros mapeamentos mais sofisticados que são requeridos para gerar as imagens
LR observadas. A modelagem dessas deformações é feita através de algoritmos de registro
de imagem que estimam o movimento relativo entre as imagens HR através dos quadros LR.
As distorções são causadas pelo sistema ótico nas lentes, pelos fotossensores, e pela suba-
mostragem no sensor (CCD). Através de uma operação de decimação, isto é, de redução da
resolução ou subamostragem, como é conhecido na literatura de processamento de sinais, é
gerada a imagem LR, que nesse caso contém degradação. Finalmente, é adicionado ruído
à saída do sistema, gerando as imagens LR observadas. O ruído modela vários elementos
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na cadeia para formação de imagens, tais como: erro de registro de imagens; ruído térmico
ou da própria eletrônica utilizada, ou mesmo erros no armazenamento ou transmissão das
imagens.
Figura 2.2: Modelo de Aquisição de Imagem
Uma questão interessante em relação ao modelo de aquisição é a ordem na qual as ope-
rações de deformação (warp) e distorção (blur) são aplicadas à imagem de alta resolução,
o que acaba gerando, na verdade, dois modelos distintos, que ficaram conhecidos na litera-
tura como: warp-blur e blur-warp, conforme (Wang e Qi, 2004). Os autores afirmam que,
quando o movimento deve ser estimado a partir das imagens LR, o uso do modelo warp-blur
pode causar erros sistemáticos e, portanto, nesse caso, é mais apropriado o uso do modelo
blur-warp. Foi mostrado que quando as deformações na imagem são espaço-temporalmente
invariantes e o movimento tem apenas um componente global de translação, os dois modelos
coincidem. Nesse caso, as matrizes de degradação e deformação correspondem à matrizes
de convolução e, então, podem ser comutadas. Nessa Tese as deformações nas imagens são
assumidas espaço-temporalmente invariantes e o modelo warp-blur é adotado.
2.2.1 Modelo de Aquisição Warp-Blur
Como o nome já indica, nesse modelo de aquisição de imagens o efeito de deformação
(warp), causado pelo movimento relativo entre as imagens, é aplicado anteriormente ao de
distorção/degradação (blur), causado pelas distorções ópticas e pela subamostragem.
No modelo warp-blur, apresentado na Figura 2.3, yk é um vetor, de tamanho L1L2× 1,
cujos elementos correspondem aos pixels da imagem LR, yk[l1, l2], no instante k, ordena-
dos lexicograficamente1. L1 e L2 representam o número de pixels na horizontal e vertical,
1Ordenados na forma de um vetor coluna.
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Figura 2.3: Modelo Warp-Blur para aquisição de Imagem
respectivamente. Xk é um vetor, de tamanho M1M2×1, cujos elementos correspondem aos
pixels da imagem HR, Xk[m1,m2], no instante k, ordenados lexicograficamente. Da mesma
forma, M1 e M2 representam o número de pixels na horizontal e vertical. Finalmente, εk é
um vetor L1L2×1 que representa o efeito conjunto dos erros de aquisição e de estimação de
movimento.
A matriz Dk, de tamanho L1L2×M1M2, que representa o efeito combinado das distorções
Bk e da subamostragem A, modela o sistema de aquisição para a imagem k. A coluna m, em
Dk, representa a Função de Espalhamento do pixel m da imagem HR durante a aquisição. A
linha n, que representa a Função de Aquisição de pixel, contém a ponderação de cada pixel
da imagem HR na formação do pixel n na imagem LR. Assim,
Dk = A Bk. (2.1)
No caso em que as images LR e HR são temporalmente coincidentes, o índice k, que
representa a posição temporal das imagens, é igual a i, conforme a modelo da Figura 2.1.
Além disso, nesse caso Mk é a matriz identidade. Assim, a relação matemática entre as
imagens LR e HR pode ser modelada como
yi = Di Xi+ηi. (2.2)
onde, ηi é um vetor L1L2×1 que representa o ruído de aquisição.
A Figura 2.4 mostra um exemplo do efeito da degradação ocorrido em uma imagem HR
pela aquisição da imagem LR.
Quando as imagens LR e a HR não estão no mesmo instante temporal, por causa do mo-
vimento relativo entre as imagens da sequência, um modelo de movimento, que descreve as
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(a) Imagem HR (b) Imagem LR
Figura 2.4: Efeito de Degradação na Aquisição de Imagens
transformações entre imagens, deve ser usado. Assume-se que a imagem no instante tempo-
ral k pode ser composta pela imagem do instante temporal i, com movimento compensado,
mais uma nova informação, que não pode ser obtida da imagem no instante k. A equação
que descreve o modelo é
Xk = Mk,i Xi+ψk,i (2.3)
onde, a matriz Mk,i, de tamanho M1M2×M1M2, representa a transformação de movimento
do instante temporal i para o k, e ψk,i é um vetor de tamanho M1M2×1, que modela o erro
na inferência dos parâmetros de compensação do movimento entre as imagens.
No warp-blur os modelos de aquisição de imagens e de movimento são combinados.
Dessa forma, é possível relacionar imagens LR e HR em instantes temporais diferentes.
Assim, substituindo-se (2.3) em (2.2), obtém-se
yk = Dk(Mk,i Xi+ψk,i)+ηk, (2.4)
yk = Dk Mk,i Xi+Dk ψk,i+ηk, (2.5)
yk = Dk Mk,i Xi+ξk,i+ηk, (2.6)
yk = Dk Mk,i Xi+ εk,i, (2.7)
yk = Hk,i Xi+ εk,i. (2.8)
A matriz Hk,i em (2.8), de tamanho L1L2×M1M2, representa a modelagem conjunta de
movimento e aquisição. O erro εk,i, que é o efeito conjunto dos erros de aquisição ηk e de
movimento ξk,i, é assumido Gaussiano com média zero e variância σ2k
εk,i ∼ NID[0,σ2k ]. (2.9)
2. Solução em Forma Fechada para Superresolução 30
A notação em (2.8) pode ser simplificada, sem perda de generalidade, de forma a tor-
nar o texto mais limpo e facilitar o entendimento dos desenvolvimentos matemáticos que
serão apresentados no decorrer dessa Tese. Assim, considerando o índice i, que representa o
instante temporal da imagem HR, igual a zero, tem-se a nova notação
yk = Hk X+ εk, (2.10)
que descreve o modelo warp-blur de formação de imagens LR observáveis a partir de ima-
gens HR, adotado nesse trabalho.
Como pode ser visto, a reconstrução de imagens por Superresolução é um problema
inverso e mal-posto. É inverso pois o modelo de aquisição, descrito pela equação (2.10), tem
como entrada a imagem HR e como saída as imagens LR, e o que se deseja em um algoritmo
de Superresolução é exatamente o inverso, isto é, a construção de uma imagem HR a partir
de uma sequência de imagens observáveis LR, é mal-posto pois não tem solução única.
Assim, observada uma sequência de imagens LR, existem várias imagens X, diferentes, que
representam uma possível solução para o problema.
2.2.2 Sistema de Aquisição
A Figura 2.5 mostra um exemplo de um sistema de aquisição, que modela simultanea-
mente as operações de distorção e decimação (Zibetti, 2007).
Figura 2.5: Modelo de Aquisição
As imagens LR e HR, na Figura 2.5, são temporalmente coincidentes. Cada uma delas
é representada lexicograficamente pelos vetores y1 e X, de dimensões (4×1) e (16×1), em
pixels. Elas se relacionam, conforme equação (2.2), através de
y1 = D1X+η1, (2.11)
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1. [A,B,C,D]T representa os pixels da imagem LR;
2. [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16]T representa os pixels da imagem HR;
3. D1 representa o sistema de aquisição de imagens, onde cada pixel da imagem de baixa
resolução corresponde ao valor médio de um quadrado de área 2×2 pixels na imagem
de alta resolução. Isso corresponde a aplicar um filtro passa-baixas na imagem de alta
resolução, seguido de uma operação de decimação com um fator dois em ambas as
direções;
4. η1 representa um erro aleatório do sistema de aquisição.
2.2.3 Modelagem de Movimento
A Figura 2.6 apresenta um exemplo de transformação de movimento, considerando um
movimento translacional global de um pixel para a direita, onde as bordas da imagem são
assumidas periódicas.
Dessa forma, as imagens 1 e 2, de tamanho 9 pixels cada, representadas lexicografica-
mente pelos vetores X1 e X2, de dimensões 9×1, se relacionam através da transformação
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Figura 2.6: Exemplo de Transformação de Movimento
X1 = M1,2 X2, (2.13)
onde M1,2 é uma matriz, de tamanho 9× 9, que mapeia a transformação da imagem 2 para
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Embora a dimensão de M1,2, comparada à imagem HR, seja muito grande, uma significa-
tiva proporção de seus elementos são iguais a zero. Em (2.14), por exemplo, de 81 elementos
somente 9 (11,11%) são diferentes de zero. Essa característica de esparsidade pode ser apro-
veitada no algoritmo de Superresolução, a fim de reduzir o consumo de memória necessária
para armazenar tal matriz.
2.3 Modelagem Hierárquica Bayesiana
Nesta seção, uma abordagem de inferência Bayesiana (Hilbe et al., 2007; Izenman, 2008)
é explorada para estabelecer a articulação entre a densidade de probabilidade condicional
(PDF) a posteriori da imagem X HR e do hiperparâmetro λ, que faz parte do modelo da
PDF a priori da imagem HR, dado um conjunto de imagens LR observáveis Y. O escalar
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λ equivale, nos métodos de Superresolução Regularizados e, também, nos algoritmos de
restauração de imagens, ao coeficiente de regularização. Assim, a PDF conjunta pode ser
escrita como
p(X,Y,λ) = p(Y|X,λ)p(X,λ), (2.15)
ou
p(X,Y,λ) = p(Y|X,λ)p(X|λ)p(λ), (2.16)
ou, de outra forma,
p(X,Y,λ) = p(X,λ|Y)p(Y). (2.17)
Assim, igualando as equações (2.16) e (2.17), tem-se
p(X,λ|Y)p(Y) = p(Y|X,λ)p(X|λ)p(λ), (2.18)
que pode ser reescrita como
p(X,λ|Y) ∝ p(Y|X,λ)p(X|λ)p(λ). (2.19)
Nesse caso, o sinal de proporcionalidade aparece em (2.19) pois essa equação difere de
(2.18) apenas por uma constante p(Y).
A equação (2.19) representa o modelo Hierárquico Bayesiano adotado, onde p(Y|X,λ)
é a PDF condicional das imagens LR dada a imagem HR e o hiperparâmetro do modelo a
priori da imagem HR; p(X|λ) é a PDF a priori da imagem HR dado o hiperparâmetro e,
finalmente, p(λ) é a PDF marginal do hiperparâmetro.
2.3.1 Função de Probabilidade Condicional de Verossimilhança
O primeiro termo da equação (2.19), p(Y|X,λ), é conhecido na literatura estatística como
Função de Probabilidade Condicional de Verossimilhança ou Likelihood. Assumindo que as
imagens LR são obtidas independentemente a partir da imagem original HR, e, também, que






onde m é o número de imagens LR.
Além disso, de acordo com (2.10), a PDF condicional p(yk|X) pode ser expressa como
p(yk|X) = p(Hk X+ εk|X). (2.21)
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Uma vez que Hk é uma matriz determinística, o termo HkX, dado X, também é determi-
nístico. Por conseguinte, (2.21) pode ser ainda mais simplificada, removendo o termo HkX,
para se chegar a





























que representa a Função de Probabilidade Condicional de Verossimilhança ou Verossimi-
lhança, p(Y|X,λ), adotada nessa Tese.
2.3.2 Função de Probabilidade Condicional a Priori da Imagem HR
O segundo termo da equação (2.19), p(X|λ), é conhecido na literatura estatística como
PDF condicional a priori da imagem HR, e, em geral, é modelado como um vetor aleatório
localmente suave. Um campo aleatório Markoviano Gaussiano (Gaussian Markov random
field - GMRF) (Li, 1995), é considerado uma aproximação razoável para esse modelo, uma
vez que o GMRF tem mostrado ser eficaz para o problema de reconstrução de imagem por
SR (Hardie et al., 1997). Tal modelo tem como formulação matemática (Rue e Held, 2005)




2 |λQ| 12 exp(−1
2
λXT QX), (2.24)
onde Q é uma matriz de precisão N×N (N = M1M2), que é a inversa da matriz de covariân-




4 se i = j;
−1 se i, j estão em uma vizinhança 4;
0 outros casos.
(2.25)
A matriz Q gerada por (2.25) é esparsa, o que possibilita a aplicação de algoritmos com-
putacionais com custo reduzido (Rue e Held, 2005) e a aplicação de um método estatístico
conhecido como Integrated Nested Lapplace Aproximation (INLA), que será explorado no
próximo Capítulo.
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2.3.3 Função de Probabilidade Marginal do Hiperparâmetro
O último termo em (2.19), a PDF do hiperparâmetro, p(λ), é definida como uma distri-
buição uniforme, que, conforme (Galatsanos et al., 2000) e (Figueiredo e Nowak, 2001), é
uma suposição razoável para o problema de reconstrução de imagem. Isso implica que
p(λ) =
1
λmax−λmin , para λ ∈ [λmin, λmax], (2.26)
onde [λmin, λmax] representa a faixa dinâmica. No Capítulo 3, a Seção 3.2.2 apresenta um
detalhamento de como essa faixa é determinada.
2.3.4 Modelo Hierárquico Bayesiano

















que é o Modelo Hierárquico Bayesiano da PDF p(X,λ|Y) adotado nessa Tese.
2.4 Derivando uma Forma Fechada para o algoritmo de
Superresolução
Nesta seção a partir da equação (2.27), uma solução analítica é derivada para a recons-
trução da imagem HR, como segue. O ponto inicial é














‖yk−HkX‖2 = (yk−HkX)T (yk−HkX), (2.29)
ou
‖yk−HkX‖2 = yTk yk−2yTk HkX+XT HTk HkX. (2.30)
Considerando as variáveis
mk = HTk Hk, (2.31)
bk =−2HTk yk, (2.32)
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e
ck = yTk yk, (2.33)
obtém-se































bTk X = (b1+ ...+bm)












Agora, introduzindo (2.37), (2.39) e (2.40) em (2.35), e supondo que todas as imagens






‖yk−HkX‖2 = 12σ2 (X
T MX+BT X+C), (2.41)
onde aqui se assumiu σk = σ para k = 1, ...,n. Então, introduzindo (2.41) em (2.28),
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que é uma equação bem conhecida na literatura. De (Bishop, 2006), a identidade
1
2






é valida, e então









Da equação (2.48) pode-se notar que se λ é dado, p(X|Y,λ) é uma PDF Gaussiana.
Então,













corresponde a forma fechada, ou solução analítica, para a restauração da imagem HR a partir
do conjunto de imagens LR observável. No contexto de inferência estatística INLA, que
será explorado no próximo Capítulo, X corresponde a uma solução em forma fechada para o
cálculo da moda da PDF condicional de p(X|λ,Y).
2.5 Implementação do Algoritmo de Superresolução
Nessa seção são discutidos alguns aspectos computacionais relativos à implementação do
algoritmo de Superresolução proposto em (2.50). Basicamente dois assuntos serão aborda-
dos: o método de inversão da matriz A e o aproveitamento das características de esparsidade
das matrizes envolvidas no problema.
O resultado apresentado em (2.50), que é uma das contribuições dessa Tese, publicada
em (Camponez et al., 2011b), corresponde a uma solução de Máximo a Posteriori (MAP)
conforme descrito, por exemplo, em (Hardie et al., 1997). A diferença é que em vez de usar
(2.27) como uma função custo a ser minimizada de forma iterativa, em geral por um método
numérico não linear como o Gradiente Conjugado, a solução aqui proposta desenvolve uma
fórmula fechada para o cálculo da imagem HR.
Em (2.49), B é uma imagem HR resultante da fusão de todas as imagens LR no grid de
alta resolução, e A é um filtro inverso regularizado, comumente encontrado na literatura de
Superresolução. B e parte de A são computados uma única vez e reusados para diferentes
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valores de λ. Como pode ser observado, o maior custo computacional, na implementação de
tal algoritmo, corresponde à inversão da matriz A.
Conforme (2.45), o primeiro termo da matriz A, λQ, é a matriz de precisão da PDF
a priori da imagem HR, multiplicada por um escalar. As distribuições de probabilidade
podem ser representadas por diagramas chamados modelos gráficos probabilísticos (PGM),
onde os nós representam as variáveis aleatórias, e os links expressam a relação probabilística
entre essas variáveis (Bishop, 2006). Há uma classe de modelo gráfico, chamada de campo
aleatório Markoviano Gaussiano (GMRF), que desperta especial interesse nesse trabalho, já
que foi usada para modelar a PDF da imagem HR, conforme (2.24).
Uma GMRF é um vetor aleatório seguindo uma distribuição Gaussiana multivariável,
com os pressupostos de independência condicional, daí o termo Markov. Conforme (Rue e
Held, 2005), matrizes esparsas aparecem naturalmente para GMRFs, com Qi j 6= 0 somente
se i and j são vizinhos, conforme (2.25). Pela construção, a maioria das matrizes de precisão
para GMRFs são esparsas, onde somente poucos termos de Q são diferentes de zero.
A segunda parcela de A, Mσ2 , é uma somatória das normas quadráticas das matrizes Hk
que modelam os efeitos de distorção, degradação e subamostragem na aquisição da imagem
LR a partir da HR. Conforme visto na seção 2.2, as matrizes Hk são esparsas, o que faz com
que M também seja esparsa. Assim, a matriz A também é esparsa, já que é formada pela
soma de duas matrizes esparsas. Dessa forma, conforme (Rue e Held, 2005), o método com
melhor desempenho computacional para a inversão dessa matriz é a fatoração de Cholesky.
Em álgebra linear, a fatoração de Cholesky é uma decomposição de uma matriz Hermi-
tiana definida positiva W no produto de uma matriz triangular inferior e o seu conjugado
transposto para o caso complexo ou, no presente caso,
W = LLT , (2.51)
onde L é uma matriz triangular inferior. Quando aplicável, essa fatoração é aproximada-
mente duas vezes mais eficiente que a decomposição LU para resolver sistemas de equações
lineares (Press et al., 2007). No caso de GMRFs, onde as matrizes envolvidas são esparsas,
principalmente em sistemas da ordem de 10.000 a 100.000 nós, como é o caso de processa-
mento de imagens e, em especial, nos algoritmos de Superresolução, a aplicação da fatoração
de Cholesky resulta em uma aceleração ainda maior, pelo fato de apenas os termos diferentes
de zero em L serem calculados e armazenados, com baixo uso de memória.
Uma condição suficiente e necessária para que seja possível aplicar uma fatoração de
Cholesky em A, uma matriz de números reais, é que ela seja positiva definida simétrica
(SPD).
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Definição 1 Segundo (Rue e Held, 2005), uma matriz W é positiva definida se
xT Wx > 0, ∀x 6= 0. (2.52)
Se W é simétrica, então é chamada de matriz positiva definida simétrica (SPD), que é repre-
sentada pela notação W > 0.
Algumas das propriedades de uma matriz SPD são:
1. rank(W) = n.
2. |W|> 0.
3. Wii > 0.
4. WiiWj j > 0, para i 6= j.
5. Wii+Wj j−2|Wi j|> 0, para i 6= j.
6. max Wii > maxi6= j|Wi j|.
7. W−1 é SPD.
8. Todas as sub-matrizes de W são SPD.
9. Se W e Z são SPD, então W + Z também é SPD.
As condições a seguir são todas suficientes e necessárias para que uma matriz simétrica W
seja SPD:
1. Todos os autovalores ϕ1, ...,ϕn de W são estritamente positivos.
2. Existe uma matriz P tal que W = PPT . Se P é triangular inferior, então é chamada de
triângulo de Cholesky de W.
3. Todas as submatrizes têm determinantes estritamente positivos.
Uma condição suficiente mas não necessária para que uma matriz simétrica seja SPD é que
ela seja diagonal dominante, ou seja,
Wii− ∑
j: j 6=i
|Wi j|> 0,∀i. (2.53)
2. Solução em Forma Fechada para Superresolução 40
Como pode ser observado em (2.25), Q é uma matriz diagonal dominante, e, por isso,
conforme (2.53), SPD.
HkHTk é uma forma quadrática, cujo determinante
|HkHTk |= |Hk|2 (2.54)
é sempre positivo. Assim, matrizes na forma quadrática são SPD. A soma de matrizes SPD
também é SPD, conforme a propriedade 9 da Definição 1. Logo, M é SPD.
Dessa forma, fica demonstrado que a matriz A composta pela soma (Q+M), isto é, a
soma de duas SPD, também é SPD, e que, portanto, uma decomposição de Cholesky pode
ser aplicada.
Assim, o algoritmo de Superresolução proposto, chamado a partir desse ponto de Closed
Form SR, foi desenvolvido da seguinte maneira:
1. O programa foi escrito em Matlab R©, versão 7.8.0.347.
2. As matrizes B, Q e M são computadas uma única vez e reusadas para diferentes valores
de λ.
3. O cálculo de A−1 é feito usando-se fatoração de Cholesky.
4. Todas as matrizes foram representadas na forma esparsa, utilizando-se a função sparse
do Matlab R©.
A forma mais tradicional de avaliação da qualidade de um algoritmo de processamento
de imagens é através do cálculo da relação sinal-ruído (SNR) e/ou da relação sinal-ruído de
pico (PSNR) entre a imagem original e a imagem processada. O PSNR é a métrica mais
amplamente utilizada de medida de qualidade objetiva de imagens e, por isso, foi adotada
nessa Tese para comparar o algoritmo proposto com outros do estado da arte em Superreso-













onde X(i, j) e Xp(i, j) representam, respectivamente, os pixels da imagem original e os da
imagem processada.
Assim, quando comparadas várias imagens, quanto maior o valor em PSNR melhor a
qualidade da imagem.
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2.6 Experimentos
O objetivo dessa seção é comparar o desempenho do algoritmo de Superresolução base-
ado na equação em forma fechada em (2.50) com outros algoritmos para aumento de reso-
lução. No primeiro experimento, uma sequência de quadros LR foi criada, a partir de uma
imagem HR de um Barco, de tamanho 256×256 (Figura 2.7a). Para criar tais imagens LR,
essa imagem do Barco foi deslocada por uma quantidade aleatória de pixels a partir de uma
distribuição contínua uniforme ao longo do intervalo (-2, 2), em ambas direções. A imagem
foi considerada periódica nas duas direções. Então, para simular o efeito Point Spread Func-
tion (PSF) da câmera, uma função de aquisição, que é o valor médio de um quadrado de
(2×2) pixels da imagem HR, foi aplicada para formar um pixel da imagem LR. Essa função
de aquisição corresponde a aplicar um filtro passa-baixas e em seguida uma subamostragem
com fator de decimação 2 nas direções horizontal e vertical. Finalmente, um ruído Gaussi-
ano com média zero e desvio padrão 8, como adotado em (Tian e Ma, 2010), é adicionado
a cada imagem processada, para se obter uma imagem de baixa resolução observável. Tal
abordagem foi utilizada para gerar 16 imagens LR do mesmo Barco, a partir da cena origi-
nal. Uma dessas imagens LR, de tamanho 128×128, é apresentada na Figura 2.7b. Dessas
imagens LR, quatro experimentos são executados com o objetivo de restaurar a imagem HR,
cada um considerando quatro imagens LR.
O resultado usando interpolação bicúbica é mostrado na Figura 2.7c. O resultado imple-
mentando o método de Superresolução não iterativo descrito em (Vandewalle et al., 2006) é
mostrado na Figura 2.7d. O resultado implementando o método proposto em (Pham et al.,
2006) é mostrado na Figura 2.7e. Para gerar os últimos dois resultados foi usado o software
"Superresolution 2.0", disponível para download em http://lcav.epfl.ch/software/ superreso-
lution.
Finalmente, o resultado mostrado na Figura 2.7f corresponde à abordagem de Superreso-
lução em forma fechada proposta nessa Tese, com hiperparâmetro tendo sido ajustado, após
várias simulações, para λ= 0,001.
Analisando as imagens da Figura 2.7 pode ser visto que o algoritmo de Superresolução
aqui proposto obteve bons resultados em recuperar os detalhes que foram perdidos nos qua-
dros LR. Isso fica claro pela melhor visibilidade dos fios que atravessam o mastro do barco,
e também pela melhora na visibilidade da palavra "LACOR", no casco do barco. Na Tabela
2.1 os vários algoritmos são comparados utilizando-se PSNR. Por essa métrica, o algoritmo
de Superresolução em forma fechada, aqui proposto, apresenta os melhores resultados.
No segundo experimento, imagena LR foram criadas a partir de uma imagem de Texto
HR (Figura 2.8a), de tamanho 200×200, usando o mesmo procedimento descrito na primeira
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experiência. A mesma abordagem foi utilizada para gerar 16 imagens de Texto LR, a partir
da cena original. Um desses quadros LR, de tamanho 100× 100, é apresentado na Figura
2.8b. Dessas imagens LR, quatro experimentos são executados, com o objetivo de restaurar
a imagem HR Texto, cada um considerando quatro imagens LR.
O resultado usando interpolação bicúbica é mostrado na Figura 2.8c. O resultado imple-
mentando o método de Superresolução não iterativo descrito em (Vandewalle et al., 2006) é
mostrado na Figura 2.8d. O resultado implementando o método proposto em (Pham et al.,
2006) é mostrado na Figura 2.8e. Para gerar esses dois últimos resultados foi utilizado o
mesmo software indicado no primeiro experimento.
O resultado mostrado na Figura 2.8f corresponde à abordagem de Superresolução em
forma fechada proposta nessa Tese, com hiperparâmetro tendo sido ajustado, após várias
simulações, para λ= 0,0004.
Analisando a Figura 2.8 pode ser visto que a imagem gerada pelo algoritmo de Superre-
solução em forma fechada (Figura 2.8f), aqui proposto, apresenta melhores resultados que
as outras, pois, além de ser a mais nítida, onde os componentes de alta frequência foram
melhor recuperados, não tem artefatos e nem erros de bordas. A imagem da Figura 2.8c é
muito ruidosa. A imagem da Figura 2.8d, por exemplo, é muito mais suavizada, e apresenta
efeitos de borda. A imagem na Figura 2.8e é muito suavizada e também apresenta efeitos
de borda. Na Tabela 2.1 os vários algoritmos são comparados utilizando-se como medida
objetiva o PSNR. Por essa métrica, mais uma vez, o algoritmo proposto apresenta resultados
que superam os outros algoritmos.
Em (Tian e Ma, 2010) um algoritmo para recuperação de imagens por Superresolution
usando MCMC foi proposto. Nos experimentos com imagens simuladas, os autores utiliza-
ram as mesmas imagens HR apresentados nas Figuras 2.7a e 2.8a. O mesmo procedimento
para gerar os quadros LR também foi utilizado. Assim como nessa seção, imagens HR fo-
ram recuperadas a partir de um conjunto de quatro imagens LR. Em seguida, a métrica de
desempenho PSNR foi utilizada para comparar a abordagem MCMC com outros algoritmos.
O método MCMC SR apresentou PSNR de 28,02 e 20,17, respectivamente, para as imagens
do Barco e do Texto. Nos dois casos, a Tabela 2.1 sugere que o desempenho do algoritmo
aqui proposto é superior. Nós não tivemos acesso às imagens LR utilizados em tal artigo, mas
em nossas simulações, mesmo com diferentes conjuntos de quadros LR os valores de PSNR
na Tabela 2.1 não se alteraram significativamente. Portanto, o resultado dessa comparação é
confiável.
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Tabela 2.1: Avaliação das imagens HR reconstruídas considerando PSNR (dB)
Imagem Bi- Vandewalle Pham MCMC Closed Form
Teste Exp. cubic et al. et al. SR
spline (novo)
Boat 1 20,29 24,88 27,20 30,18
2 22,77 24,73 26,98 30,13
3 25,05 24,73 27,15 28,02 30,21
4 20,77 24,97 26,79 30,22
Média 22,22 24,83 27,03 28,02 30,19
Text 1 13,15 16,61 17,93 22,08
2 14,52 16,41 17,51 22,05
3 16,43 16,32 17,57 20,17 21,89
4 12,81 16,34 17,51 22,16
Média 14,23 16,42 17,63 20,17 22,05




Figura 2.7: O conjunto de imagens HR reconstruídas usando a imagem de teste Barco. (a)
A imagem original (ground truth), (b) uma das quatro imagens simuladas. Imagens HR
reconstruídas usando a abordagem: (c) Interpolação, (d) em (Vandewalle et al., 2006) (e) em
(Pham et al., 2006) (f) Closed Form SR proposto aqui.




Figura 2.8: O conjunto de imagens HR reconstruídas usando a imagem de teste Texto. (a)
A imagem original (ground truth), (b) uma das quatro imagens simuladas. Imagens HR
reconstruídas usando a abordagem: (c) Interpolação, (d) em (Vandewalle et al., 2006) (e) em




No capítulo anterior um novo algoritmo para recuperação de imagens HR por Superre-
solução, chamado de Closed Form SR, foi proposto. Entretanto, o desempenho desse novo
método depende da escolha de um hiperparâmetro. Dessa forma, a geração de imagens HR
de boa qualidade depende da habilidade do usuário em escolher um valor adequado para λ.
Nesse capítulo, é desenvolvida uma forma automática para a escolha de λ. Para isso, um
método de inferência Bayesiana conhecido como Integrated Nested Laplace Approximation-
INLA , recentemente desenvolvido, e, até onde o autor sabe, inédito na área de processa-
mento de imagens, é aplicado ao problema de Superresolução e explorado, com sucesso, na
implementação de uma algoritmo totalmente automático para recuperação de imagens por
Superresolução.
3.1 Integrated Nested Laplace Approximation
Havard Rue, Sara Martino and Nicolas Chopin (Rue et al., 2009) desenvolveram um
método aproximado de inferência Bayesiana em modelos Gaussianos latentes, conhecido
como Integrated Nested Laplace Approximation (INLA).
Modelos Gaussianos latentes são amplamente utilizados na análise Bayesiana. Tais mo-
delos assumem um campo Gaussiano latente X = (x1, · · · ,xp)T , que é pontualmente obser-
vado através de m dados condicionais independentes Y. A matriz de covariância do campo
Gaussiano latente e sua função de verosimilhança são governadas por alguns poucos parâ-
metros λ = (λ1, · · · ,λα)T , usualmente α ≤ 6 (Rue et al., 2009). A PDF marginal posterior
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onde τ representa o domínio da variável l.
Muitos, embora nem todos, os modelos Gaussianos latentes na literatura satisfazem duas
propriedades básicas, que também são assumidas no método INLA. A primeira propriedade
é que o campo latente X, que é muitas vezes de grande dimensão (p = 102 até 105) admite
propriedades de independência condicional. Assim, o campo latente é um campo aleatório
Markoviano Gaussiano (GMRF) com uma matriz de precisão Q esparsa. A segunda propri-
edade é que o número α de hiperparâmetros λ é pequeno.
Uma abordagem comum para inferência em modelos Gaussianos latentes é o uso de
aproximações probabilísticas, através do uso de Métodos de Monte Carlo via Cadeias de
Markov (MCMC) (MacKay, 1999). Outra abordagem é o uso de aproximações determinís-
ticas, através do uso de inferência Variacional Bayesiana (Bishop, 2006). É bem conhecido,
no entanto, que os métodos MCMC tendem a apresentar desempenho ruim quando aplicados
a estes modelos (Rue et al., 2009).
O INLA é uma alternativa ao uso de métodos MCMC e de inferência Variacional. Em
contraste com MCMC, o método INLA não gera amostras a partir da PDF posterior. Ele
aproxima a PDF posterior de uma forma não-paramétrica. Usando INLA é possível calcular
diretamente aproximações muito precisas para as marginais posteriores. A principal vanta-
gem dessas aproximações é uma redução significativa do esforço computacional: enquanto
os algoritmos MCMC precisam de horas, até dias, para convergirem para um resultado, a
aproximação INLA fornece estimativas mais precisas em questão de minutos, ou mesmo
segundos.















Aqui, p˜(·|·) é uma função de densidade (condicional) de seus argumentos. A aproxima-
ção p˜(λ j|Y) é computada integrando-se p˜(λ|Y) em λ− j , onde λ− j são todos os λ dentro do
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intervalo [λmin, λmax], exceto λ j. Essa integração é possível pois a dimensão de λ é pequena.
Aproximações para p(xl|Y) são computadas pela aproximação de p(λ|Y) e p(xl|λ,Y), e




Um aspecto crítico dessa abordagem é explorar e manipular p˜(λ|Y) e p˜(xl|Y) de uma
maneira não paramétrica.






onde p˜G(X|λ,Y) é uma aproximação Gaussiana da PDF da marginal condicional X, e X=X
é a moda da PDF da marginal condicional X (que corresponde a uma estimativa de MAP de X
(Hardie et al., 1997)), para um dado λ. Quando p˜(X|λ,Y) é Gaussiana, como, por exemplo,
no modelo usado para Superresolução no Capítulo 2, a moda, a mediana e o valor médio são
iguais. Assim, nesse caso, X corresponde ao valor médio de X.
Para a aproximação de p˜(xl|λ,Y) há três possibilidades:
1. aproximação Gaussiana - é computacionalmente menos custosa e, ainda, apresenta
bons resultados. Além disso, essa aproximação já foi calculada no denominador de
(3.7);
2. aproximação de Laplace - apresenta resultados melhores que a primeira, porém com
custo computacional alto;
3. aproximação de Laplace simplificada - apresenta bons resultados e não é tão custosa
como a de Laplace.
Nesta Tese a aproximação usada foi a Gaussiana. Na verdade, como será demonstrado a
seguir, uma equação em forma fechada foi derivada para o cálculo de p˜(xl|λ,Y).
O algoritmo INLA, que implementa a primeira opção, pode ser resumido como:
1. selecione um conjunto de λ= (λ1, ...,λα);
2. para z = 1 até α faça:
3. calcule p˜(λz|Y) como em (3.7);
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4. calcule p˜(xl|λz,Y) como uma função de xl;
5. fim do laço de repetição;
6. calcule p˜(xl|Y) = ∑z p˜(xl|λz,Y)p˜(λz|Y)4λz;
7. re-escale p˜(xl|Y).
O algoritmo começa pela seleção de um pequeno conjunto de valores de λ, baseado na dis-
tribuição p˜(λ|Y). Primeiro, a moda de (3.7) é encontrada, e, então, alguns pontos igual-
mente espaçados são espalhados sobre o domínio. Para cada ponto λ em tal grid dois
vetores são calculados, a saber p˜(λz|Y) e p˜(xl|λz,Y). Então, uma integração numérica
∑k p˜(xl|λz,Y)p˜(λz|Y)4λz é calculada, de uma maneira não paramétrica.
Por fim, p˜(xl|Y) é reescalado, dividindo-se cada elemento de tal vetor pela soma de todos
os elementos, de forma que a somatória das probabilidades se torne igual a um.
3.2 Aplicando o INLA ao Problema da Superresolução
Nessa seção a técnica de inferência estatística Bayesiana INLA é adaptada para ser apli-
cada ao problema de recuperação de imagens por Superresolução. Todas as equações neces-
sárias para a fusão e filtragem da imagem HR, a partir das imagens LR observáveis, serão
derivadas. A fim de tornar mais fácil o entendimento dessa adaptação, as próximas subseções
seguirão o mais próximo possível a ordem adotada no desenvolvimento do algoritmo INLA
da última seção.
O principal objetivo do método de inferência INLA é computar todas as, ou algumas das,
p posteriores marginais para xl mais, possivelmente, a marginal posterior para λ ou algum
λ j.
Diferentemente, no problema Superresolução o principal objetivo é encontrar a imagem
HR. Isto pode ser realizado através do cálculo do valor esperado através do pós-processamento
da marginal p(X|Y).
3.2.1 Uma Equação em Forma Fechada para X
Em (3.7) p˜(λ|Y) é avaliada na moda da PDF da marginal condicional de X, isto é,
X = X, para um dado λ.
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Em (Camponez et al., 2011b) mostra-se que (2.28) pode ser escrita, conforme demons-
trado no Capítulo 2, como




































De (3.8) pode-se notar que se λ é dado, p(X|Y,λ) é uma função Gaussiana. Então,













corresponde a uma forma fechada para o cálculo da imagem HR. No contexto do INLA, X
corresponde a uma forma fechada para o cálculo da moda da PDF da marginal condicional
de X.
3.2.2 Selecionando um Conjunto de Valores para λ
O próximo passo no algoritmo INLA é escolher um conjunto de valores para λ, para que
se possa calcular a aproximação em (3.7) e, a posteriori, a integral em (3.6).
No Capítulo 2, a PDF do hiperparâmetro foi definida como uma distribuição uniforme.
Então, definir um grid é equivalente a escolher os valores máximo e mínimo para a distri-
buição uniforme e, além disso, escolher o passo para formação do grid. Na definição de tais
limites, o efeito de λ na formação da imagem HR através de Superresolução foi estudado.
A equação (3.14), que pode ser usada para gerar realizações de imagens HR, tem dois
termos. O primeiro atua como um filtro passa-baixas: valores elevados de λ suavizam a
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imagem. Em oposição, pequenos valores de λ fazem com que a imagem fique ruidosa.
Por sua vez, o segundo termo atua como uma regra para interpolar as imagens de baixa
resolução. Várias simulações foram realizadas, mostrando que os valores de λ maiores do
que 0,01 suavizam demais as imagens, enquanto valores abaixo de 0,0005 tornam a imagem
demasiadamente ruidosa.
Assim, na implementação do algoritmo a faixa de valores de λ
0,0005 < λ < 0,01 (3.15)
foi adotada, usando 0,0005 como o passo para a formação do grid.
3.2.3 Derivando uma Forma Fechada para p˜G(X|λ,Y)
De (3.8) pode-se notar que se λ é dado, p(X|λ,Y) é Gaussiano. Além do mais, o valor
de X aplicado à aproximação (3.7), onde X = X, é a moda da PDF marginal condicional de
X, para um dado λ. Então, usando (3.13) e (3.9), pode-se reescrever (3.8) como







3.2.4 Uma Forma Fechada para p˜(λ|Y)
O método INLA usa a aproximação p˜(λ|Y) em (3.7) para a marginal posterior de λ.
Quando o INLA é aplicado ao problema de Superresolução, ao invés de se usar tal abordagem
uma equação em forma fechada pode ser derivada como







A função de densidade de probabilidade p(λ|Y) depende do nível de ruído em Y e de uma
estimativa da imagem X. Embora essa PDF possa fazer um link com técnicas automáticas
de estimação do parâmetro de regularização, como aquela em (Galatsanos e Katsaggelos,
1992), no INLA o λ não precisa ser estimado, porque ele é removido do problema por uma
integração numérica, como mostrado na subseção seguinte.
O ponto inicial para derivar (3.17) é o termo
‖yk−HkX‖2 = yTk yk−2yTk HkX+XT HTk HkX (3.18)
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da equação (2.27). Considerando as variáveis
mk = HTk Hk, (3.19)
uk = HTk yk, (3.20)
e
ck = yTk yk, (3.21)
obtém-se












































Agora, introduzindo (3.25), (3.27) e (3.28) em (3.23), e supondo que todas as imagens






‖yk−HkX‖2 = 12σ2 (X
T MX−2UT X+C), (3.29)
e, introduzindo (3.29) em (2.27),









































Manipulando o argumento de (3.34),
−1
2
(XT AX−2ET A−1AX+W), (3.35)
e introduzindo (3.13), (3.20), (3.27) e (3.31), obtém-se
−1
2
(XT AX−2XT AX+W). (3.36)
Então, depois de mais algumas manipulações algébricas,
−1
2





(XT AX−2XT AX+XT AX), (3.38)
−1
2
(W−2XT AX+XT AX)− 1
2
((X−X)T AX−XT A(X−X)), (3.39)







































(XT MX−2UT X+C)− 1
2
(X−X)T A(X−X), (3.42)



















onde p(X,λ|Y) é dado por (3.16).
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A integral sobre X pode ser avaliada simplesmente observando-se um resultado padrão
para o coeficiente de normalização de uma Gaussiana multivariada (Johnson e Wichern,
2002), (Bishop, 2006), resultando em
p(λ|Y) ∝ (2pi)N2 |A|− 12 p(X,λ|Y). (3.47)
Finalmente, substituindo (3.16) em (3.47), a forma fechada







é derivada para p(λ|Y).
3.2.5 Derivando uma Forma Fechada para p˜(X|Y)
Nessa seção, da equação (3.4) uma forma fechada para p(X|Y), que corresponde à apro-








No método INLA, p(X|Y) é avaliada somente nos valores da moda de X, isto é, X = X.
Assim, substituindo (3.48) e (3.16) o resultado torna-se
p(X|Y) ∝∑ |A|− 12 |λQ|exp(−2K−BT X)∆λ. (3.51)
A função de densidade de probabilidade p˜(X|Y) somente é avaliada nos pontos do do-
mínio que fazem parte do conjunto de pontos λ selecionados, que correspondem aos pontos
de maior probabilidade. Dessa forma, como λ é um escalar, a soma em (3.51), avaliada
em cada ponto em questão, é o produto de p(X|λ,Y), p(λ,Y) e ∆λ em cada ponto. Além
disso, como o grid escolhido é uniforme e p(X|Y) não depende de λ, essa expressão pode
ser simplificada como
p(X|Y) ∝ exp(−2K−BT X), (3.52)
que corresponde a uma equação em forma fechada para se obter p(X|Y).
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3.2.6 Gerando a Imagem de Alta Resolução através do Valor Esperado
Através de (3.52), a PDF p(X|Y) pode ser determinada, e, subsequentemente, pós-
processada a fim de se encontrar o valor esperado de X, que corresponde a imagem HR.
Então, o algoritmo para reconstrução de imagens por Superresolução usando o método
não paramétrico Integrated Nested Laplace Approximation, aqui denominado de INLA SR,
que é uma das contribuições dessa Tese, cujos resultados foram publicados em (Camponez
et al., 2011a; Camponez et al., 2012c), pode ser resumido como:
1. selecione um conjunto de λ= (0,0005 0,0010 · · · 0,01);
2. para z = 1 até 20 faça;
3. calcule o vetor T(z) = X(λ(z)) usando (3.14);
4. calcule o vetor P(z) = p(X(z)|Y) usando (3.52);
5. fim do laço de repetição;
6. re-escale P(z), pela divisão de cada elemento do vetor pela soma de todos os elemen-
tos;
7. calcule a imagem HR como X = ∑20z=1 T(z)P(z).
Deve-se notar que no algoritmo acima T é um vetor contendo 20 realizações da imagem
HR, e P é um vetor contendo a probabilidade associada a cada uma dessas realizações.
3.2.7 Gerando a Imagem de Alta Resolução através de MAP
Alternativamente, a imagem de alta resolução pode ser encontrada de uma outra maneira.
Através de (3.52), a PDF p(X|Y) pode ser determinada. Usando-se (3.14) as realizações
das imagens de alta resolução, que correspondem aos elementos do grid de λ, podem ser
calculadas. Posteriormente, dentro do conjunto de imagens de alta resolução realizadas,
a que corresponder a maior probabilidade é escolhida como solução do problema. Esse
algoritmo, chamado de INLA MAP (Máximo a Posteriori), que é outra contribuição dessa
Tese publicada em (Camponez et al., 2012c; Camponez et al., 2012a), pode ser sumarizado
como:
1. selecione um conjunto de λ= (0,0005 0,0010 · · · 0,01);
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2. para z = 1 até 20 faça;
3. calcule o vetor T(z) = X(λ(z)) usando (3.14);
4. calcule o vetor P(z) = p(X(z)|Y) usando (3.52);
5. fim do laço de repetição;
6. reescale P(z), pela divisão de cada elemento do vetor pela soma de todos os elementos;
7. encontre o valor máximo de P(z). A imagem em T(z) correspondente a esse ponto é a
imagem HR.
Note que o método INLA MAP corresponde a uma versão automática do algoritmo de
Superresolução em forma fechada, Closed Form SR, proposto nessa Tese, apresentado no
Capítulo 2, publicado em (Camponez et al., 2011b).
3.3 Experimentos
A fim de demonstrar o desempenho do algoritmo de SR proposto neste documento, al-
guns dos resultados experimentais são aqui apresentados. O primeiro conjunto de experi-
mentos envolve dados simulados (imagens LR) derivados de duas imagens HR. Esses dados
permitem uma análise quantitativa de erro, usando o índice de desempenho PSNR, frequen-
temente utilizado na literatura. O segundo conjunto de resultados experimentais considera
uma sequência de imagens reais, capturadas com uma câmara digital comercial.
3.3.1 Imagens Simuladas
O objetivo dessa seção é comparar o desempenho do algoritmo INLA SR, proposto nessa
Tese, com outros algoritmos para aumento de resolução. No primeiro experimento, uma
sequência de quadros LR foi criada, a partir de uma imagem HR de um Barco, de tamanho
256×256 HR (Figura 3.2a). Para criar tais imagens LR, essa imagem do Barco foi deslocada,
por uma quantidade aleatória de pixels a partir de uma distribuição contínua uniforme ao
longo do intervalo (-2, 2), em ambas direções. A imagem foi considerada periódica nas
duas direções. Então, para simular o efeito Point Spread Function (PSF) da câmera, uma
função de aquisição, que é o valor médio de um quadrado de 2× 2 pixels da imagem HR,
foi aplicada para formar um pixel da imagem LR. Essa função de aquisição corresponde a
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aplicar um filtro passa-baixas e, em seguida, uma subamostragem com fator de decimação 2
nas direções horizontal e vertical. Finalmente, um ruído Gaussiano com média zero e desvio
padrão 8, como adotado em (Tian e Ma, 2010), é adicionado a cada imagem processada,
para se obter uma imagem de baixa resolução observável. Tal abordagem foi utilizada para
gerar 16 imagens LR do mesmo Barco, a partir da cena original. Uma dessas imagens LR, de
tamanho 128×128, é apresentada na Figura 3.2b. Dessas imagens LR, quatro experimentos
são executados com o objetivo de restaurar a imagem HR, cada um deles considerando quatro
imagens LR.
O resultado implementando o método não iterativo de Superresolução descrito em (Pham
et al., 2006) é mostrado na Figura 3.2c. Para gerar tal resultado foi usado o programa "Su-
perresolution 2.0"(Vandewalle et al., 2006), disponível em http://lcav.epfl.ch/software/ su-
perresolution para download . O resultado implementando o algoritmo de Superresolução
Robusto com norma L1, descrito em (Farsiu et al., 2004b), é mostrado na Figura 3.2d. Para
gerar tal resultado foi usado o programa "MDSP Resolution Enhancement Software", dispo-
nível para download em http://users.soe.ucsc.edu/∼milanfar/software, com parâmetros con-
figurados como: regularization factor = 0,01; number of interactions = 50; regularization
spatial decaying coefficient = 0,8; regularization kernel size = 2; step size = 20; start point =
shift an add.
O resultado mostrado na Figura 3.2e é uma variação do INLA SR aqui proposto, que a
partir desse ponto é referenciado como INLA MAP, conforme definido na subseção 3.2.7.
Nesse algoritmo T foi definido como um vetor contendo 20 realizações da imagem HR, e P
como um vetor contendo a probabilidade associada a cada uma dessas realizações. O algo-
ritmo INLA MAP corresponde à imagem HR com maior probabilidade no vetor T. Na Figura
3.1 p(X|Y) versus λ foi plotado para o primeiro experimento. O ponto de máximo desse grá-
fico (λ = 0,0005) corresponde à solução INLA MAP. Assim, a solução INLA MAP, que é
outra contribuição dessa Tese (Camponez et al., 2012c), corresponde a uma versão automá-
tica do algoritmo de Superresolução em forma fechada proposto nessa Tese, apresentado no
Capítulo 2, e publicado em (Camponez et al., 2011b).
Finalmente, o resultado mostrado na Figura 3.2f corresponde ao método INLA SR, com
os parâmetros estabelecidos conforme a subseção 3.2.6.
Analisando as imagens da Figura 3.2 pode ser visto que tanto o INLA MAP quanto o
INLA SR obtiveram resultados muito bons em recuperar os detalhes que foram perdidos nos
quadros LR. Isso fica claro pela melhor visibilidade dos fios que atravessam o mastro do
barco, e, também, pela melhora na visibilidade da palavra "LACOR", no casco do barco.
No entanto, a imagem gerada pela abordagem INLA SR parece ter menos ruído. Na Tabela
3.1 os vários algoritmos são comparados, usando a PSNR como métrica. Por essa métrica,
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Figura 3.1: O gráfico da PDF p(X|Y) (equação (3.52)) versus λ, para o primeiro experimento
com quatro quadros LR da imagem Barco
o método INLA SR, aqui proposto, apresenta os melhores resultados, seguido de perto pelo
método INLA MAP, também aqui proposto.
Na segunda experiência, uma imagem de LR foi criada usando uma imagem HR Texto
(Figura 3.3a), de tamanho 200× 200, usando o mesmo procedimento descrito na primeira
experiência. A mesma abordagem foi utilizada para gerar 16 imagens LR Texto, a partir da
cena original. Uma das imagens LR, de tamanho 100× 100 LR, é apresentada na Figura
3.3b. Dessas imagens LR, quatro experimentos são executados, com o objetivo de restaurar
a imagem HR Texto, cada um considerando quatro imagens LR.
O resultado implementando o algoritmo de Superresolução não iterativo descrito em
(Pham et al., 2006) é mostrado na Figura 3.3c. Para gerar tal resultado foi usado o mesmo
programa do primeiro experimento. O resultado implementando o método de Superresolu-
ção Robusto com norma L1 descrito em (Farsiu et al., 2004b) é mostrado na Figura 3.3d. Foi
usado o mesmo programa descrito no primeiro experimento, com os parâmetros configura-
dos como: regularization factor = 0,005; number of interactions = 50; regularization spatial
decaying coefficient = 0,8; regularization kernel size = 2; step size = 20; start point = shift
an add.
O resultado implementando INLA MAP é mostrado na Figura 3.3e, e o resultado do
método INLA SR, com parâmetros configurados conforme a subseção 3.2.6, é mostrado na
Figura 3.3f.
Analisando os resultados da Figura 3.3 pode-se notar que as imagens geradas pelos al-
goritmos INLA MAP (Figura 3.3e) e INLA SR (Figura 3.3f) são melhores que os outros.
A imagem na Figura 3.3c, por exemplo, é muito suavizada. Por sua vez, a imagem na Fig.
3.3d apresenta alguns artefatos em sua margem esquerda, parecendo que está rotacionada
para a direita. Na Tabela 3.1 os vários algoritmos são comparados usando-se PSNR. Por




Figura 3.2: O conjunto de imagens HR reconstruídas usando a imagem de teste Barco. (a)
A imagem original (ground truth), (b) uma das quatro imagens simuladas. Imagens HR
reconstruídas usando a abordagem: (c) em (Pham et al., 2006), (d) em (Farsiu et al., 2004b),
(e) INLA MAP proposto aqui (f) INLA SR proposto aqui.
essa métrica, novamente, os métodos INLA SR e INLA MAP apresentaram os melhores
resultados.
Em (Tian e Ma, 2010) um algoritmo para recuperação de imagens por Superresolução
usando MCMC foi proposto. Nos experimentos com imagens simuladas, os autores utili-




Figura 3.3: O conjunto de imagens HR reconstruídas usando a imagem de teste Texto. (a)
A imagem original (ground truth), (b) uma das quatro imagens simuladas. Imagens HR
reconstruídas usando a abordagem: (c) em (Pham et al., 2006), (d) em (Farsiu et al., 2004b),
(e) INLA MAP proposto aqui (f) INLA SR proposto aqui.
zaram as mesmas imagens HR apresentadas na Figura 3.2a e na Figura 3.3a. O mesmo
procedimento para gerar os quadros LR também foi utilizado. Assim como nessa seção,
imagens HR foram recuperadas a partir de um conjunto de quatro imagens LR. Em seguida,
a métrica de desempenho PSNR foi utilizada para comparar a abordagem MCMC com ou-
tros algoritmos. O método MCMC SR apresentou PSNR de 28,02 e 20,17, respectivamente,
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para as imagens do Barco e do Texto. Nos dois casos, a Tabela 3.1 sugere que o desem-
penho dos algoritmos INLA SR e INLA MAP, propostos nessa Tese, é superior. Nós não
tivemos acesso às imagens LR utilizadas em tal artigo, mas em nossas simulações, mesmo
com diferentes conjuntos de quadros LR, os valores de PSNR na Tabela 3.1 não se alteraram
significativamente.
Tabela 3.1: Avaliação das imagens HR reconstruídas considerando PSNR (dB)
Imagem Pham Farsiu INLA INLA
Test Run et al. et al. MAP SR
(Pham et al., 2006) (Farsiu et al., 2004b) (novo) (novo)
Barco 1 27,20 19,44 28,88 30,45
2 26,98 19,77 29,08 30,26
3 27,15 18,23 29,17 30,27
4 26,79 18,26 29,20 30,31
Média 27,03 18,93 29,08 30,32
Texto 1 17,93 10,76 22,67 21,50
2 17,51 11,89 21,88 21,44
3 17,57 10,54 22,05 21,63
4 17,51 10,53 22,04 21,64
Média 17,63 10,93 21,99 21,55
3.3.2 Imagens Capturadas
A terceira avaliação de desempenho dos algoritmos de Superresolução é realizada usando-
se imagens reais LR. Um conjunto de imagens chamadas de Disk, composto por 26 ima-
gens não comprimidas em 256 tons de cinza, cada uma com tamanho 57× 49 pixels, cap-
turadas por uma câmera Olympus C-4000, disponível em http://www.soe.ucsc.edu/ milan-
far/software/ sr-datasets.html, foi usado. Os primeiros 20 quadros seguem aproximadamente
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o modelo de movimento global translacional. Destes 20 primeiros quadros, 4 foram esco-
lhidos para esse experimento. Em seguida, essas 4 imagens foram recortadas de maneira
a ficarem de tamanho 48× 48 (uma delas é apresentada na Figura 3.4a). O experimento
consiste em recuperar uma imagem HR, de tamanho 96×96, a partir dessas quatro imagens
LR.
Nessa simulação, a função PSF da câmera é assumida como uma função de aquisição,
onde cada pixel da imagem LR é gerado pelo valor médio de um quadrado 2×2 de pixels da
imagem HR, como na seção anterior. Além disso, as imagens são consideradas periódicas
em ambas as direções.
O resultado implementando o método proposto em (Farsiu et al., 2004b) é mostrado na
Figura 3.4b. Para gerar tal resultado foi usado o programa "MDSP Resolution Enhancement
Software", disponível para download em http://users.soe.ucsc.edu/∼milanfar/software, com
parâmetros configurados como: regularization factor = 0,005; number of interactions = 50;
regularization spatial decaying coefficient = 0,8; regularization kernel size = 2; step size =
20; start point = shift an add.
O resultado do método INLA MAP é mostrado na Figura 3.4c e o resultado para o
INLA SR, com parâmetros configurados como: σ = 24; o conjunto de valores de λ =
[0,0001 0,0002 0,0003 0,0004 0,0005], é mostrado na Figura 3.4d.
Analisando a Figura 3.4 pode-se observar que os três algoritmos obtiveram sucesso ao
recuperar detalhes que não apareciam nas imagens LR. As imagens da Figura 3.4b e Figura
3.4c são muito similares, enquanto a imagem da Figura 3.4d é um pouco mais suavizada.
Esses resultados foram publicados em (Camponez et al., 2011a; Camponez et al., 2012c).
(a) (b) (c) (d)
Figura 3.4: O conjunto de imagens HR reconstruídas a partir de uma sequência de qua-
tro imagens reais LR. (a) Uma das quatro imagens LR. Imagens HR reconstruídas usando
a abordagem: (b) em (Farsiu et al., 2004b), (c) INLA SR proposto aqui (d) INLA MAP
proposto aqui.
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3.4 Conclusões do Capítulo
Neste Capítulo um método de inferência não-paramétrico, novo e com grande poten-
cial, não usado até esse momento, até onde o autor conhece, na área de processamento de
imagens, foi aplicado ao problema de Superresolução, e explorado com sucesso em dois
algoritmos: INLA SR e INLA MAP. O resultado é uma abordagem que alcança consistente-
mente desempenhos superiores na reconstrução de imagens HR, quando comparada a outros
métodos do estado da arte.
Tal método de inferência, referido como INLA, é um método novo de inferência Baye-
siana estatística, com base em aproximações das funções densidade de probabilidade (PDF)
e integração numérica, de uma forma não-paramétrica. Ao aplicar INLA ao problema de
Superresolução, essa Tese demonstra que todas as equações necessárias para implementar a
técnica proposta podem ser escritas em forma fechada.
Experimentos com imagens simuladas mostram que os dois algoritmos propostos nesse
Capítulo, o INLA SR e o INLA MAP, atingem valores mais elevados de PSNR, e, portanto,
alcançam melhores resultados, na comparação objetiva com outros algoritmos do estado da
arte. As imagens geradas, como pode ser verificado nas Figuras 3.2 e 3.3, corroboram essa
superioridade. Os resultados da experiência com imagens reais, como pode ser visto na
Figura 3.4, confirmam, mais uma vez, o bom desempenho dos dois métodos aqui propostos.
Comparando os dois algoritmos propostos, o INLA MAP é o que, em geral, gera imagens
com maior nitidez de bordas. Mas as experiências mostraram que o INLA SR pode ser muito
útil em situações em que as imagens LR são muito ruidosas, particularmente onde o ruído
é Gaussiano, porque pode obter imagens HR nítidas, como boa transição de bordas e com
menos ruído.
Entretanto, as matrizes manipulados pelos algoritmos de Superresolução INLA SR e
INLA MAP são, geralmente, grandes, embora esparsas. Assim, mesmo utilizando estrutu-
ras de dados adequadas para armazenar e manipular matrizes esparsas, o uso de memória é
grande e o esforço computacional intenso. Assim, soluções que reduzam o custo computa-
cional e a demanda por alocação de memória, otimizando o desempenho, são desejáveis.
Capítulo 4
Superresolução Rápida Baseada em
DFT-2D
Nos dois Capítulos anteriores foram propostos três algoritmos para reconstrução de ima-
gens com o uso de Superresolução. No primeiro algoritmo (Closed Form SR), proposto no
Capítulo 2, a imagem de alta resolução é reconstruída usando-se uma equação em forma
fechada. Nas outras duas implementações (INLA SR and INLA MAP) um método de in-
ferência Bayesiana recentemente desenvolvido, baseado em integração numérica, conhecido
na literatura estatística como Integrated Nested Laplace Approximation (INLA), foi aplicado
ao problema de recuperação de imagens por Superresolução.
Tais algoritmos, quando comparados a outras técnicas do estado da arte, na recuperação
de imagens por Superresolução, alcançam resultados superiores, conforme demonstram os
experimentos mostrados nos Capítulos 2 e 3. Entretanto, as matrizes manipuladas são muito
grandes, embora esparsas. Assim, mesmo utilizando-se estruturas de dados adequadas para
armazenar e manipular matrizes esparsas, a demanda por alocação de memória RAM e o
custo computacional são altos.
Neste Capítulo, esses problemas são tratados. Relaxando-se uma equação no modelo
matemático original e envolvendo a imagem HR em um toróide Tn mostra-se que o custo
computacional dos algoritmos de Superresolução Closed Form SR, INLA SR e INLA MAP
pode ser significativamente reduzido, bem como as dimensões das matrizes manipuladas
(de n2 × n2 para n× n, o tamanho das imagens HR), ao custo de uma pequena redução
da qualidade da imagem HR. Essa nova proposta é explorada em dois novos algoritmos
baseados na Transformada Discreta de Fourier 2D (2D DFT).
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4.1 Alterações no Modelo de Aquisição de Imagens Warp-
Blur
O modelo de observação descreve a relação matemática entre as imagens LR e a imagem
HR durante o processo de aquisição de imagens. Conforme descrito na Seção 2.2.1, o mo-
delo de aquisição adotado nesta Tese é o Warp-Blur. Há alguns resultados analíticos muito
interessantes a respeito de matrizes em bloco, mais especificamente nas matrizes do tipo To-
eplitz circulantes em bloco (BTC), que são explorados neste Capítulo. Então, sem perda de
generalidade, visto que a mesma metodologia pode ser aplicada qualquer que seja a dimen-
são da imagem HR e qualquer que seja o fator de decimação utilizado, dois pressupostos,
que modificam o modelo de aquisição de imagens originalmente usado, são adotados:
1. considera-se que a imagem (HR) é quadrada;
2. e que um fator de decimação de dois, em ambas as direções, horizontal e vertical, é
aplicado para geração das imagens LR.
Esses pressupostos são adotados porque facilitam quantificar o ganho, em termos de
desempenho computacional e uso de memória RAM, dos novos algoritmo desenvolvidos
neste Capítulo.
Esse modelo de aquisição Warp-Blur simplificado pode ser matematicamente expresso
como:
yk = HkX+ εk, (4.1)
onde yk representa a k-ésima imagem LR, de dimensões n2 × n2 e X representa a k-ésima
imagem HR, de dimensão n×n, ambas ordenadas lexicograficamente como um vetor, com
tamanhos n
2
4 × 1 e n2× 1, respectivamente. Hk é uma matriz de dimensões n
2
4 × n2 que re-
presenta o produto de outras duas matrizes, D uma matriz n
2
4 ×n2 que modela as operações
de convolução e sub-amostragem, e Mk uma matriz n2× n2 que modela o efeitos de defor-
mação (isto é, translações e rotações), conforme previamente definidas no Capítulo 2, Seção
2.2.1. Finalmente, εk é um vetor n
2
4 × 1, representando o ruído aditivo Gaussiano branco,
com média zero e variância σ2k .
O modelo Bayesiano Hierárquico usado continua o mesmo do Capítulo 2, e por isso não
necessita de ser repetido aqui.
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4.2 Superresolução Baseada em DFT-2D
A equação (2.50) tem papel chave na implementação de um algoritmo rápido. Note-
se que a inversão no primeiro termo corresponde ao maior custo computacional envolvido
nos diversos métodos propostos nesta Tese. Nesta Seção, um novo algoritmo para fusão da
imagem HR, muito mais rápido, é desenvolvido.
As distribuições de probabilidade podem ser representadas por diagramas conhecidos
como modelos gráficos probabilístico (PGM) (Johnson e Wichern, 2002). Em um PGM,
cada nó representa uma variável aleatória, e os links expressam as relações de probabilidade
entre tais variáveis. Uma classe especial de modelos gráficos, chamada de campo aleatório
Markoviano Gaussiano (GMRF) desperta um interesse especial nesse trabalho. Um GMRF
é um vetor aleatório seguindo uma distribuição multivariável Gaussiana onde são assumidas
certas condições de independência entre as variáveis aleatórias, daí o aparecimento do termo
Markoviano como uma referência às cadeias de Markov (Rue e Held, 2005).
Neste Capítulo uma classe especial de GMRF, conhecida com GMRF estacionária, é
usada. GMRF estacionárias podem ser obtidas assumindo-se dois pressupostos. O primeiro,
as entradas da matriz de precisão Q são parâmetros constantes, como em (2.25). Segundo, o
grafo é frequentemente um toróide Tn.
Dessa forma, a imagem HR é envolvida em uma grafo toroidal Tn. Isso faz com que a
matriz Q assuma a forma BTC, para a qual existem resultados analíticos muito interessantes
a respeito da estrutura dos autovalores. A vantagem prática é que operações típicas em
GMRF estacionários podem ser feitas através do uso da Transformada de Fourier Discreta
(DFT). A complexidade computacional típica para essas operações é de O(n log(n)), para n
termos a serem transformados, e não depende do número de vizinhos no grafo (Rue e Held,
2005).
4.2.1 Matrizes Toeplitz Circulante
Qualquer matriz C, de tamanho n× n , é chamada de Toeplitz circulante (Rue e Held,
2005; Gray, 2006) se assume a forma
C =

c0 c1 c2 . . . cn−1
cn−1 c0 c1 . . . cn−2





c1 c2 c3 . . . c0
 . (4.2)
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Então, tal matriz é totalmente especificada por seu vetor base
c = (c0,c1, . . . ,cn−1)T . (4.3)
Assim, uma matriz circulante pode ser expressa como
C = FΛFH , (4.4)
para alguma matriz diagonal Λ contendo os autovalores de C. As matrizes F e FH são,
respectivamente, a transformada discreta de Fourier e sua inversa. Note-se que F é uma




onde diag(.) é uma matriz diagonal.
4.2.2 Matrizes Toeplitz Circulante em Bloco
Qualquer matriz C, de tamanho n2× n2, é BTC (Rue e Held, 2005; Gray, 2006), com
blocos n×n se tem a forma
C =

C0 C1 C2 . . . Cn−1
Cn−1 C0 C1 . . . Cn−2





C1 C2 C3 . . . C0
 , (4.6)
onde Ci é uma matriz n×n Toeplitz circulante com base ci. A base de C é uma matriz n×n
c = (c0,c1, . . . ,cn−1). (4.7)
Similarmente às matrizes circulantes, matrizes BTC podem sem expressas como
C = (DFT 2) Γ (IDFT 2), (4.8)
para alguma matriz diagonal Γ contendo os autovalores de C. DFT 2 e IDFT 2 são, respec-
tivamente, a transformada de Fourier discreta em duas dimensões (2D DFT) e sua inversa.
Embora (4.8) mostre como computar os autovalores, essa expressão não será usada dire-
tamente. Ao invés disso, será usada a relação entre a transformada de Fourier discreta 2D e
os autovetores de uma matriz BTC (Rue e Held, 2005). Seja Γ uma matriz bloco diagonal
contendo todos os n× n autovalores da matriz C na diagonal. Armazene esses autovalores
em uma matriz Π, de tamanho n× n, onde a linha i de Π corresponde à diagonal Γi em Γ.
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Considerando que F é uma matriz que corresponde à aplicação da transformada de Fourier,
Π pode ser calculada da seguinte maneira: compute a DFT de cada linha da matriz base c,
compute a DFT de cada coluna e escale ambas por n. O resultado é que Π é a transformada
de Fourier discreta 2D da base c.
Usando-se essa notação, a matriz n×n
Π= n DFT 2(c), (4.9)
contém todos os autovalores de C, uma matriz BTC de base c.
Seja B uma matriz n×n, X uma matriz n2×n2 e A uma matriz BTC, n2×n2, com base
a, respectivamente. Além disso, define-se vec(.) como uma representação vetorial obtida
sobrepondo-se as colunas de seus argumentos uma sobre a outra. De acordo com (Rue e
Held, 2005), a solução de





DFT 2(IDFT 2(B)DFT 2(a)), (4.11)
onde ‘’ denota uma divisão elemento por elemento.
Comparando-se (4.10) com a equação (2.49), pode-se notar que se A for uma matriz BTC
basta uma aplicação direta de (4.11) para a resolução, de uma maneira muito eficiente, do
problema da reconstrução de imagens por Superresolução. Tal solução reduz tanto o custo
computacional quanto o consumo de memória. A matriz A, como pode ser visto em (2.50),
é formada por um conjunto de matrizes, algumas das quais são BTC e outras que são bloco
Toeplitz circulantes em blocos (uma hierarquia superior de matrizes Toeplitz circulantes).
Entretanto, A não é BTC e, portanto, a aplicação direta de (4.11) não é possível. Na próxima
seção, uma aproximação que torna essa matriz BTC é proposta.
4.2.3 Aproximação BTC para a Matriz A
Nessa seção uma aproximação é feita na matriz A in (2.49) de maneira a torná-la BTC,
possibilitando o desenvolvimento de um algoritmo de reconstrução de imagens mais efici-
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O próximo passo é envolver a imagem HR em um grafo toroidal Tn. Isso faz com que a
matriz Q, de tamanho n2×n2, se torne BTC, com blocos n×n, tendo como base a matriz q,
de tamanho n×n . Então, conforme (4.8) essa matriz pode ser expressa como
Q = (DFT 2) Γq (IDFT 2), (4.14)
para alguma matriz diagonal Γq contendo os autovalores de Q.
As matrizes Mk, de tamanho n2×n2, conforme definidas na Subseção 2.2.3, também são
BTC, com blocos n×n, e tendo como base a matriz vk, de tamanho n×n. Então,
Mk = (DFT 2) Γvk (IDFT 2), (4.15)
para alguma matriz diagonal Γvk contendo os autovalores de Mk.
No caso geral, a matriz DT D, de tamanho n2×n2, é bloco Toeplitz circulante em blocos,
o que não possibilita a aplicação de algoritmos como em (4.11). Somente em casos especiais
é que essa matriz pode tomar a forma BTC, com blocos n× n. Estamos interessados em
explorar exatamente esse caso onde a matriz é BTC, com blocos n× n, tendo como base a
matriz d, de tamanho n×n. Neste caso,
DT D = (DFT 2) Γd (IDFT 2), (4.16)
para alguma matriz diagonal Γd contendo os autovalores de DT D.
Então, substituindo-se (4.14), (4.15) e (4.16) em (4.13)
X =
(










mas ΓTvkΓdΓvk, para k = 1 . . .m, são matrizes diagonais, onde a multiplicação é comutativa.




(DFT 2)λΓq(IDFT 2)+(DFT 2)
Γd
σ2
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onde m é o número de imagens LR.
Embora a equação (4.20) só possa ser usada em um caso particular, ela foi importante
para guiar a escolha da aproximação usada na matriz A, de forma a torná-la BTC. Note-se
que a primeira parte da equação (4.12) λQ é BTC, uma vez que a imagem HR foi envolvida
em um toróide Tn. A segunda parte dessa equação também é BTC. Entretanto o tamanho
dos blocos em cada uma das partes é diferente, o que não possibilita a implementação de
algoritmos baseados em DFT-2D. A aproximação proposta nesta Tese consiste em substituir
o somatório de matrizes da segunda parte da equação (4.12) pela matriz identidade I. Tal
matriz além de ser Toeplitz Circulante, também é BTC qualquer que seja o tamanho do
bloco, o que permitirá a implemetação de algoritmos mais rápidos baseados em DFT-2D.








onde m4 é uma constante empiricamente definida como o número de imagens LR dividido
por quatro, e I é uma matriz identidade de tamanho n2×n2.
4.2.4 Algoritmo DFT Closed Form SR
Um novo algoritmo, chamado aqui de DFT Closed Form SR, pode ser desenvolvido










que corresponde a uma equação em forma fechada, baseada em DFT-2D, para calcular X,




4 −1 0 . . . 0 −1
−1 0 0 . . . 0 0






−1 0 0 . . . 0 0
 , (4.23)
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ΠI é uma matriz, de tamanho n×n, contendo os autovalores de I, isto é,
ΠI(i, j) = 1; ∀ i e j, i e j ∈ [n,n] (4.24)
e B é uma matriz, de tamanho n×n, cujas colunas são tomadas de B em (2.49).
4.2.5 Algoritmo DFT INLA SR
Outro novo algoritmo, baseado no método de inferência Bayesiana INLA, denominado,
daqui por diante, DFT INLA SR, pode ser sumarizado como:
1. defina o grid de λ como λ= (0,0005 0,0010 · · · 0,01);
2. para i = 1 para 20 faça;
3. calcule o vetor T(i) usando (4.22);
4. calcule o vetor P(i) = p(T(i)|Y) usando (3.52);
5. fim do loop de repetição;
6. reescale P(i), dividindo-se cada elemento pela soma de todos os elementos;
Então, no algoritmo DFT INLA SR a imagem HR X é calculada como o valor esperado







A fim de demonstrar o desempenho dos algoritmos baseados em DFT-2D, propostos
neste Capítulo, alguns experimentos são apresentados nesta Seção. O primeiro conjunto de
experimentos envolve dados simulados (imagens LR) derivados a partir de uma imagem HR.
Esse experimento permite análise quantitativa de erros, usando-se como métrica o PSNR,
frequentemente usada na literatura, e o tempo para convergência dos algoritmos. O segundo
conjunto de experimentos considera uma sequência de imagens reais capturadas com uma
câmera digital comercial. O terceiro experimento considera a mesma sequência de imagens
LR do primeiro experimento, mas agora usando-se mais imagens LR como entrada dos al-
goritmos para geração da imagem HR. Esses dados permitem comparar o desempenho dos
algoritmos através de PSNR e do tempo de convergência, usando-se quatro e, depois, treze
imagens LR como entrada.
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4.3.1 Imagem Simulada
O objetivo dessa subseção é comparar o desempenho dos algoritmos DFT Closed Form
SR e do DFT INLA SR, ambos propostos nesta Tese, com outros algoritmos para melhoria
de imagens. No primeiro experimento, uma sequência de quadros LR é criada a partir da
imagem HR Barco de tamanho 256×256 (Fig. 4.1a). Para criar tais imagens LR, a imagem
HR Barco foi deslocada por uma quantidade aleatória de pixels a partir de uma distribuição
contínua uniforme ao longo do intervalo (-2, 2), em ambas direções.
A imagem foi considerada periódica nas duas direções. Então, para simular o efeito
Point Spread Function (PSF) da câmera fotográfica, uma função de aquisição, que equivale
ao valor médio de uma área quadrada de 2×2, em pixels, da imagem HR, foi aplicada para
formar um elemento da imagem LR. A função de aquisição usada corresponde a se aplicar
um filtro passa-baixas seguido de uma operação de subamostragem com fator de decimação
de dois em ambas as direções, vertical e horizontal.
Finalmente, um ruído Gaussiano com média zero e desvio padrão 8, como adotado em
(Tian e Ma, 2010), é adicionado a cada imagem processada, para se obter uma imagem de
baixa resolução observável. Uma dessas imagens LR, de tamanho 128×128, é apresentada
na Figura 4.1b. De tais imagens LR, são executados quatro experimentos com o objetivo de
restaurar a imagem HR, cada um considerando quatro imagens LR.
O resultado da implementação dos métodos de Superesolução descritos em (Vandewalle
et al., 2006) e (Pham et al., 2006) são mostrados nas Figura 4.1c e 4.1d, respectivamente.
Para gerar tais resultados foi usado o software "Superresolution 2.0", disponível para down-
load em http://lcav.epfl.ch/software/superresolution. O resultado implementando o método
interativo Robust norm L1, descrito em (Farsiu et al., 2004b), é mostrado na Figura 4.1e.
Para gerar tal resultado foi usado o software "MDSP Resolution Enhancement Software",
disponível para download em http://users.soe.ucsc.edu/∼milanfar/software, com parâmetros
configurados como: regularization factor = 0,05; number of interactions = 50; regulariza-
tion spatial decaying coefficient = 0,8; regularization kernel size = 2; step size = 20; start
point = shift an add.
O resultado mostrado na Figura 4.1f corresponde ao algoritmo Closed Form SR descrito
em (Camponez et al., 2011b) e o resultado mostrado na Figura 4.1g corresponde ao método
INLA SR descrito em (Camponez et al., 2012c).
Finalmente, o resultado implementando o método DFT Closed Form SR é mostrado na
Figura 4.1h, e o resultado implementando o algoritmo DFT INLA SR é mostrado na Figura
4.1i.
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Analisando as imagens da Figura 4.1 pode-se notar que tanto o algoritmo DFT Closed
Form quanto o DFT INLA SR obtiveram bons resultados em recuperar o detalhes que ha-
viam sido perdidos nos quadros LR. Isso pode ser notado pela melhoria da visibilidade dos
cabos que passam pelo mastro do barco e, também, pela melhoria da visibilidade da palavra
"LACOR"no casco do barco. Isso mostra que os dois algoritmos são competitivos quando
comparados a outros do estado da arte, em uma avaliação subjetiva considerando-se a qua-
lidade das imagens que eles geram. Na Tabela 4.1 os vários algoritmos são comparados
usando-se a métrica PSNR (em dB) e o tempo para convergência do algoritmo (em segun-
dos) (somente o tempo para fusão e filtragem das imagens é considerado, sendo o tempo
gasto para inferir os parâmetros de registro das imagens desconsiderado). Considerando-se
tais aspectos, os algoritmos DFT Closed Form SR e DFT INLA SR, propostos nesta Tese,
apresentam resultados muito bons de PSNR, além de serem muito rápidos.
Em (Tian e Ma, 2010) um algoritmo de Superresolução usando MCMC foi proposto.
Nos experimentos, usando imagens simuladas, os autores utilizaram a mesma imagem HR
apresentada na Figura 4.1a, e o mesmo processo de geração de imagens LR. Então, a métrica
PSNR foi usada para comparar o método usando MCMC com outros algoritmos. O método
MCMC apresentou PSNR de 28,02 para a imagem do barco, conforme reproduzido na Tabela
4.1. Nesse caso, a Tabela 4.1 sugere que o desempenho de ambos DFT Closed Form SR e
DFT INLA MAP foram superiores. Não foi possível o acesso às imagens LR usadas em
tal artigo, mas em nossas simulações os valores de PSNR na Tabela 4.1 não se alteraram
muito para diferentes conjuntos de imagens LR. Então, acredita-se que o resultado de tal
comparação é confiável.
O algoritmo MCMC, de acordo com (Tian e Ma, 2010), foi escrito em linguagem C, e
as simulações foram executadas em um computador do tipo PC com uma CPU Pentium 2.4
GHz e 512 MB de memória RAM. Os softwares "Superresolution 2.0", "MDSP Resolution
Enhancement Software"e os algoritmos em (Camponez et al., 2011b), (Camponez et al.,
2012c), os algoritmos DFT Closed Form SR e o DFT INLA SR foram programados em
MATLAB R©, em um PC com CPU Pentium 1.86 GHz e 1 GB de memória RAM.
4.3.2 Imagem Real
A segunda avaliação de desempenho dos algoritmos de Superresolução é realizada usando-
se imagens reais LR. Um conjunto de imagens, chamadas de Disk, composto por 26 ima-
gens não comprimidas em 256 tons de cinza, cada uma com tamanho 57× 49 pixels, cap-
turadas por uma câmera Olympus C-4000, disponível em http://www.soe.ucsc.edu/ milan-
far/software/ sr-datasets.html, foi usado. Os primeiros 20 quadros seguem aproximadamente




Figura 4.1: O conjunto de imagens reconstruídas usando-se a imagem teste Barco. (a) A
imagem original (ground truth), (b) uma das imagens LR simuladas. Reconstrução de ima-
gem HR usando-se o método: (c) em (Vandewalle et al., 2006), (d) em (Pham et al., 2006),
(e) in (Farsiu et al., 2004b), (f) Closed Form SR (Camponez et al., 2011b), (g) INLA SR
(Camponez et al., 2012c), (h) DFT Closed Form (Camponez et al., 2012b; Camponez et al.,
2012a) e (i) DFT INLA SR (Camponez et al., 2012b; Camponez et al., 2012a).
o modelo de movimento global translacional. Destes 20 primeiros quadros, 4 foram esco-
lhidos para esse experimento. Em seguida, essas 4 imagens foram recortadas de maneira
a ficarem de tamanho 48× 48 (uma delas é apresentada na Figura 4.2a). O experimento
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consiste em recuperar uma imagem HR, de tamanho 96×96, a partir dessas quatro imagens
LR.
Nessa simulação, a função PSF da câmera é assumida como uma função de aquisição,
onde cada pixel da imagem LR é gerado pelo valor médio de um quadrado 2×2 de pixels da
imagem HR, como na seção anterior. Além disso, as imagens são consideradas periódicas
em ambas as direções.
O resultado implementando o método proposto em (Farsiu et al., 2004b) é mostrado na
Figura 4.2b. Para gerar tal resultado foi usado o programa "MDSP Resolution Enhancement
Software", disponível para download em http://users.soe.ucsc.edu/∼milanfar/software, com
parâmetros configurados como: regularization factor = 0,005; number of interactions = 50;
regularization spatial decaying coefficient = 0,8; regularization kernel size = 2; step size =
20; start point = shift an add.
O resultado do método Closed Form SR com λ = 0,001 é mostrado na Figura 4.2c e
o resultado para o INLA SR, com parâmetros configurados como: σ = 24; o conjunto de
valores de λ= [0,0001 0,0002 0,0003 0,0004 0,0005], é mostrado na Figura 4.2d.
O resultado da implementação do método DFT Closed Form SR com λ= 0,001 é mos-
trado na Figura 4.2e e o resultado do algoritmo DFT INLA SR, com parâmetros σ = 8; o
conjunto de valores de λ = [0,0001 0,0002 0,0003 0,0004 0,0005], é mostrado na Figura
4.2f.
Analisando a Figura 4.2 pode-se notar que todos os algoritmos obtiveram sucesso em re-
cuperar detalhes que não estavam presentes nas imagens LR. Em nossa avaliação as imagens
das Figuras 4.2b e 4.2c são muito similares, enquanto as imagens apresentadas nas Figuras
4.2d, 4.2e e 4.2f são mais suavizadas. Na Tabela 4.2 os vários métodos, todos implemen-
tados em Matlab R©, são comparados usando-se o tempo de convergência do algoritmo (em
segundos). Mais uma vez, os algoritmos DFT Closed Form SR e o DFT INLA SR são muito
mais rápidos que os outros.
4.3.3 Usando Mais Imagens LR
Conforme mostrado nas subseções anteriores, os algoritmos propostos neste Capítulo
reduzem o custo computacional e a demanda por alocação de memória, ao custo de uma
pequena degradação na imagem HR. Nessa subseção estamos interessados em testar se é
possível melhorar a imagem HR gerada, através do uso de mais imagens LR de entrada, e
se ainda assim os algoritmos propostos baseados em DFT 2D permanecem competitivos em
termos de desempenho.
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Tabela 4.1: Avaliação das imagens de alta resolução reconstruídas considerando-se PSNR
(dB) e o tempo (s) de convergência do algoritmo
Núm. Método Vanderwalle Phan Farsiu Closed Form INLA DFT DFT
Exec. MCMC et. all et. all et. all SR SR Closed Form INLA
(dB) (s) (dB) (s) (dB) (s) (dB) (s) (dB) (s) (dB) (s) (dB) (s) (dB) (s)
1 28,02 648 24,75 13,24 26,76 59,09 19,44 20,03 30,25 3,02 30,45 60,54 29,93 0,17 29,14 1,61
2 24,79 13,41 27,16 59,54 19,77 19,76 30,19 3,02 30,26 55,66 29,36 0,18 28,92 1,61
3 24,68 13,43 27,14 59,09 18,23 19,39 30,19 3,02 30,27 53,04 29,68 0,17 29,08 1,56
4 24,64 13,36 26,43 60,01 18,26 18,87 30,23 3,03 30,31 52,60 29,71 0,17 29,11 1,61
Média 28,02 648 24,72 13,36 26,87 59,43 18,93 19,51 30,22 3,02 30,32 54,71 29,67 0,17 29,06 1,60
(a) (b) (c)
(d) (e) (f)
Figura 4.2: O conjunto de imagens reconstruídas usando-se uma sequência de 4 imagens
reais. (a) Uma das quatro imagens LR. Imagens HR reconstruídas usando-se o método: (b)
em (Farsiu et al., 2004b), (c) Closed Form SR (Camponez et al., 2011b), (d) INLA SR (Cam-
ponez et al., 2011a; Camponez et al., 2012c), (e) DFT Closed Form SR (Camponez et al.,
2012b; Camponez et al., 2012a) e (f) DFT INLA SR (Camponez et al., 2012b; Camponez
et al., 2012a).
Nesse experimento dois métodos são comparados: o Closed Form SR, publicado em
(Camponez et al., 2011b), e o DFT Closed Form SR algorithm, publicado em (Camponez
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et al., 2012b; Camponez et al., 2012a). Para tanto, as mesmas imagens usadas no primeiro
experimento deste Capítulo são usadas mais uma vez. A Figura 4.3a corresponde à imagem
HR e a Figura 4.3b corresponde a uma das imagens LR, de tamanho 128×128.
Dois experimentos com objetivo de recuperar a imagem HR são executados para a ima-
gem do Barco. No primeiro, quatro imagens LR foram utilizadas como entrada dos algo-
ritmos Closed Form SR (Camponez et al., 2011b), e para o método DFT Closed Form SR
(Camponez et al., 2012b; Camponez et al., 2012a), ambos implementados com λ = 0,001.
No segundo, treze imagens LR foram utilizadas como entrada dos mesmos dois algoritmos.
Os resultados para o algoritmo Closed Form SR (Camponez et al., 2011b) são mostrados
na Figura 4.3e e na Figura 4.3c, considerando-se quatro e treze imagens LR, respectivamente.
Por outro lado, o resultado na Figura 4.3f corresponde ao método DFT Closed Form SR,
considerando-se quatro imagens LR de entrada, e o resultado na Figura 4.3d corresponde ao
DFT Closed Form SR, mais uma vez, agora considerando-se treze imagens LR de entrada.
Tais resultados são também disponibilizados na Tabela 4.3, onde a qualidade da imagem HR
recuperada é comparada, usando-se a métrica PSNR, assim como o tempo (em segundos)
necessário para a convergência dos algoritmos. Pode ser visto, a partir de tais resultados,
que é possível compensar a degradação na imagem HR causada pelo uso dos algoritmos de
recuperação de imagens HR baseados em DFT 2D, propostos neste Capítulo, aumentando-se
o número de imagens LR de entrada, e, ainda assim, tais métodos se mantêm competitivos
em termos de desempenho.
Tabela 4.2: Avaliação de imagens de alta resolução reconstruídas considerando-se o tempo
(s) de convergência do algoritmo
Farsiu Closed Form INLA DFT Closed DFT
SR SR SR Form SR INLA SR
(s) (s) (s) (s) (s)
4,52 0,50 1,31 0,09 0,10
4.4 Conclusões do Capítulo
Este Capítulo propõe uma modificação no modelo matemático dos algoritmos Closed
Form SR (Camponez et al., 2011b) e INLA SR (Camponez et al., 2012c; Camponez et al.,
2011a) propostos nesta Tese. A imagem HR é envolvida em um grafo toroidal Tn e uma
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(a) (b) (c)
(d) (e) (f)
Figura 4.3: O conjunto de imagens reconstruídas usando-se a imagem de teste Barco. (a) A
imagem original (ground truth), (b) uma das quatro imagens LR. Imagens HR reconstruídas
usando-se o método: (c) Closed Form SR (13 entradas LR) , (d) DFT Closed SR (13 entradas
LR), (e) Closed Form SR (4 entradas LR) e (f) DFT Closed Form SR (4 entradas LR).
Tabela 4.3: Avaliação de imagens de alta resolução reconstruídas considerando-se PSNR
(dB), o tempo (s) de convergência do algoritmo e o número de imagens de baixa resolução
de entrada.
Algoritmo Número de Tempo PSNR
Entradas LR (s) (dB)
Closed Form SR 04 3,02 30,22
Closed Form SR 13 3,87 32,26
DFT Closed Form SR 04 0,17 29,67
DFT Closed Form SR 13 0,22 30,54
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restrição (em (2.50)) é relaxada, o que possibilita aproximar a matriz A de forma a torná-
la Bloco Toeplitz Circulante - BTC. A vantagem de tal abordagem é que algoritmos para
matrizes BTC podem ser computados usando-se a transformada discreta de Fourier 2D (2D
DFT), como demonstrado neste Capítulo, o que reduz grandemente o custo computacional.
Mesmo com o relaxamento da equação (2.50) as imagens geradas ainda apresentam bons
resultados quando comparadas a outros algoritmos do estado da arte. Isso acontece pois a
aproximação usada não altera a regra de interpolação das imagens LR no grid de alta reso-
lução, que corresponde a matriz B da equação (2.49). Somente o filtro inverso regularizado,
que corresponde à matriz A é alterado com o relaxamento proposto.
Os resultados experimentais demonstram que os algoritmos propostos neste Capítulo,
DFT Closed Form SR e o DFT INLA SR, são muito mais rápidos que as versões origi-
nais Closed Form SR e INLA SR, embora apresentem uma pequena queda na qualidade da
imagem HR. Além disso, apresentam altos valores de PSNR, quando comparados a outros
algoritmos do estado da arte. O ganho em termos de tempo de execução associado a tais
algoritmos é uma consequência da redução do custo computacional de O(n3), que é o custo
computacional aproximado para inversão de uma matriz n2× n2 usando-se decomposição
de Cholesky (que é usada nos métodos originais em (Camponez et al., 2011a), (Camponez
et al., 2011b) e (Camponez et al., 2012c)), para O(n2 log(n)), que é o custo associado ao
cálculo da 2D-DFT, usando-se a Transformada Rápida de Fourier (FFT). Além do mais, a
dimensão das matrizes manipuladas pelo algoritmo é reduzida de n2×n2 para n×n, que é o
tamanho da imagem HR.
O novo método aumenta consideravelmente o desempenho dos métodos INLA SR e Clo-
sed Form SR, ao custo de uma pequena redução na qualidade da imagem HR. Como demons-
trado no terceiro experimento, o algoritmo DFT Closed Form SR, quando usando 13 imagens
LR como entrada, é ainda aproximadamente quatorze vezes mais rápido que o método Clo-
sed Form SR usando quatro imagens LR de entrada. Então, é possível usar mais imagens
de entrada para compensar a perda de qualidade dos algoritmos baseados em DFT 2D, se
necessário, ainda obtendo uma magnífica redução do esforço computacional.
Capítulo 5
Conclusões e Proposta de Continuação
Esse Capítulo traz um sumário das contribuições desta Tese no campo da reconstrução
de imagens de alta resolução, por Superresolução, a partir de um conjunto de imagens de
baixa resolução. Além disso, vários problemas ainda em aberto relacionados a esta Tese são
descritos, possibilitando um mapeamento de possíveis trabalhos futuros.
5.1 Contribuições
Nesta Tese um conjunto de cinco algoritmos, aplicáveis ao problema da recuperação de
imagens por superresolução, a partir de um conjunto de imagens de baixa resolução, foi
desenvolvido.
Primeiramente, uma equação em forma fechada, isto é, uma solução analítica, para o
problema de Superresolução foi desenvolvida a partir do modelo de observação adotado, e
explorada no algoritmo Closed Form SR. Embora tal algoritmo tenha gerado imagens de alta
qualidade, o método ainda depende de um parâmetro λ heuristicamente definido.
Então, aplicou-se um método de inferência Bayesiano aproximado, não paramétrico, co-
nhecido na literatura estatística como Integrated Nested Laplace Approximation (INLA), até
então não utilizado na área de processamento de imagens, ao problema. Isso possibilitou
o desenvolvimento de dois algoritmos: INLA MAP (que corresponde a uma versão total-
mente automática do algoritmo Closed Form SR) e o INLA SR (uma proposta nova onde
a imagem de alta-resolução é calculada a partir de uma média ponderada). Experimentos
demonstraram que esses dois últimos algoritmos geram imagens de alta qualidade, porém
com um elevado custo computacional e uma alta demanda por memória.
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Finalmente, envolvendo a imagem de alta resolução em um grafo Toroidal Tn e fazendo
uma aproximação Bloco Toeplitz Circulante na matriz de precisão Q, do modelo a priori da
imagem de alta resolução, outros dois algoritmos foram propostos: DFT Closed Form SR e
DFT INLA SR. Tais algoritmos conseguem uma redução magnífica do custo computacional
e da demanda por alocação de memória, ao preço de uma pequena redução da qualidade da
imagem de alta resolução.
Nas próximas Subseções essas contribuições serão detalhadas.
5.1.1 Closed Form SR
No Capítulo 2, primeiro foi definido o modelo de aquisição de imagens de baixa re-
solução a partir da imagem de alta resolução. Em seguida, uma abordagem de inferência
Bayesiana baseada em um modelo hierárquico é desenvolvida.
Nesse modelo, a PDF a priori da imagem foi definida como um campo aleatório Gaus-
siano Markoviano (GMRF), assumindo a forma proposta em (Rue et al., 2009) que é ligei-
ramente diferente, por exemplo, dos modelos usados em (Tian e Ma, 2010), (Hardie et al.,
1997) e (Schultz e Stevenson, 1996). Foi justamente essa escolha para a PDF a priori que
permitiu um tratamento matemático mais adequado, possibilitando o desenvolvimento de
uma solução analítica para o problema de recuperação de imagens HR por Superresolução
a partir de uma sequência de imagens LR, que é a primeira contribuição desta Tese. Essa
equação foi explorada em um algoritmo, chamado nesta Tese de Closed Form SR.
A solução analítica desenvolvida envolve a inversão de uma matriz, chamada de A na
modelagem matemática. Demonstrou-se matematicamente que essa matriz é positiva defi-
nida e, portanto, sua inversão, que corresponde ao maior custo computacional do método,
pode ser realizada através de uma decomposição de Cholesky. Assim, foi possível melhorar
consideravelmente o desempenho do método.
Experimentos demonstraram que o algoritmo proposto é muito competitivo, em relação a
outros métodos do estado da arte, quando comparado objetivamente usando-se PSNR como
métrica, e também quando analisado subjetivamente através da comparação das imagens
geradas.
Os resultados alcançados foram apresentados em Setembro de 2011 no 7th International
Symposium on Visual Computing, em Las Vegas, Nevada, EUA (Camponez et al., 2011b).
Embora o desempenho do algoritmo Closed Form SR dependa da escolha heurística de
um parâmetro λ, que até então não era feita de forma automática pelo algoritmo, os experi-
mentos mostraram que valores de lambda entre λ= 0,001 e λ= 0,005 funcionam bem para
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todos os casos testados e que não há uma diferença significativa em PSNR nas imagens HR
geradas quando o parâmetro está dentro dessa faixa.
5.1.2 INLA SR e INLA MAP SR
No Capítulo 3, um segundo algoritmo, chamado de INLA SR, que é a segunda contribui-
ção desta Tese, foi desenvolvido. Aplicou-se ao problema de Superresolução um método de
inferência estatística Bayesiana recente (Rue et al., 2009), não paramétrico, conhecido como
Integrated Nested Laplace Approximation - INLA, baseado em integração numérica, até en-
tão nunca utilizado na área de processamento de imagens. Além disso, demonstrou-se que
todas as equações necessárias para implementação de tal método, de uma maneira totalmente
automática, podem ser escritas em forma fechada.
No método INLA SR a imagem de alta resolução é gerada por uma média ponderada
baseada em dois vetores. O primeiro contém um conjunto de realizações de imagens de alta
resolução, onde cada realização é gerada pela equação em forma fechada (2.50) desenvolvida
anteriormente no método Closed Form SR. O segundo contém a probabilidade associada a
cada uma dessas realizações, probabilidades estas que são calculadas através de uma equação
em forma fechada, também desenvolvida nesta Tese.
Um terceiro algoritmo, INLA MAP, que é a terceira contribuição desta Tese, foi derivado
do INLA SR, e corresponde a uma versão totalmente automática do primeiro algoritmo,
Closed Form SR. O INLA MAP corresponde a escolher como imagem de alta resolução a
realização que tiver maior probabilidade associada.
Experimentos demonstraram que os métodos propostos superam outros algoritmos do
estado da arte em Superresolução. Esses resultados foram apresentados no IEEE Internati-
onal Symposium on Signal Processing and Information Technology, em Dezembro de 2011,
em Bilbao, Espanha (Camponez et al., 2011a).
Um artigo com o desenvolvimento dos três algoritmos, experimentos e comparações com
outros métodos do estado da arte foi publicado na IEEE Transactions on Image Processing
(Camponez et al., 2012c).
Tais experimentos mostram que os métodos propostos conseguem recuperar imagens
HR de excelente qualidade. Entretanto, as matrizes manipuladas por esses algoritmos são
grandes, embora com grau de esparsidade muito alto. Isso causa dois problemas:
1. o consumo na alocação de memória é alto, mesmo usando-se estruturas de dados apro-
priadas a matrizes esparsas;
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2. o custo computacional para inversão da matriz A na equação (2.49) é muito alto,
mesmo usando-se um algoritmo eficiente como a decomposição de Cholesky.
5.1.3 DFT Closed Form DR e DFT INLA SR
No Capítulo 4, o alto custo computacional associado aos algoritmos anteriormente pro-
postos e a alta demanda para alocação de memória são tratados. Relaxando-se uma equa-
ção no modelo matemático original e envolvendo a imagem HR em um grafo Toroidal Tn,
mostra-se que o custo computacional dos algoritmos de Superresolução Closed Form SR,
INLA SR e INLA MAP pode ser significativamente reduzido, bem como as dimensões das
matrizes manipuladas (de n2×n2 para n×n, o tamanho das imagens HR), ao custo de uma
pequena redução da qualidade da imagem HR. Essa nova proposta é explorada em dois no-
vos algoritmos baseados na Transformada Discreta de Fourier 2D (2D DFT): DFT Closed
Form SR e o DFT INLA SR, que são outras duas contribuições desta Tese.
O algoritmo DFT Closed Form corresponde a uma versão extremamente rápida e com
pouco consumo de memória do Closed Form SR. O algoritmo DFT INLA SR é uma versão
mais rápida do algoritmo INLA SR. Essas contribuições foram apresentadas em Outubro
de 2012 no International Conference on Image Processing - ICIP 2012 (Camponez et al.,
2012b), Orlando, Florida, EUA.
Posteriormente, o autor mostra que é possível compensar a perda de qualidade na imagem
HR gerada pelos algoritmos baseados em DFT-2D aumentando-se a quantidade de imagens
LR na entrada, e, ainda assim, manter um desempenho muito melhor que outros algoritmos
do estado da arte, mantendo um baixo consumo de memória. Esse resultado foi apresentado
em Setembro de 2012 no XIX Congresso Brasileiro de Automática - CBA (Camponez et al.,
2012a), Campina Grande, Paraíba, Brasil.
Uma artigo com o desenvolvimento destes dois últimos algoritmos, novos experimentos
e comparações com outros métodos do estado da arte foi submetido para publicação na IEEE
Transactions on Image Processing (Camponez et al., 2012d).
Assim, com a melhoria do desempenho e a redução do consumo de memória, os métodos
propostos nesta Tese conseguem unir qualidades que são muito difíceis de serem alcançadas
em algoritmos de processamento de imagens:
• geração de imagens de alta qualidade;
• uso racional de memória;
• baixo custo computacional.
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5.2 Propostas Para Trabalhos Futuros
Os trabalhos desenvolvidos nesta Tese abriram novas questões para futuras investigações,
que serão brevemente descritas nessa seção:
• Em geral, Superresolução é um problema inverso e mal posto, isto é, não tem solu-
ção; ou tem infinitas soluções; ou a solução é instável em relação à entrada (Burger,
2003; Hansen, 1998; Park et al., 2003; Borman e Stevenson, 1998). Para resolver tal
problema e obter uma solução única e estável, os algoritmos de Superresolução usam
informações adicionais sobre a imagem. Nos algoritmos estatísticos Bayesianos, como
os aqui desenvolvidos, a informação adicional é definida na forma de uma distribuição
a priori (Winkler, 2006; Mohammad-Djafari, 1998). Nos algoritmos determinísticos
no domínio do tempo a informação adicional é tratada como uma restrição (Bazaraa
et al., 2006; Katsaggelos, 1989) ou como uma penalidade de regularização (Burger,
2003; Gibson e Bovik, 2000; Barrett et al., 2005). Na literatura de problemas inversos,
diversos métodos têm sido desenvolvidos para encontrar de forma automática o coefi-
ciente de regularização, como o Generalized Cross-Validation (GCV) (Burger, 2003) e
os métodos baseados na Curva-L (Hansen, 1998; Reginska, 1996; Belge et al., 2002).
Um estudo mais aprofundado da equação (3.51), Seção 3.2.5 do Capítulo 3, pode sus-
citar o desenvolvimento de um novo método de regularização, onde se possa aproveitar
o formato em Bloco das matrizes Q e A, que, conforme descrito no Capítulo 4, podem
se tornar Bloco Toeplitz Circulante. Assim, pode-se buscar uma forma matemática
para essa equação baseada em DFT-2D, que funcionaria como um método rápido e
automático para determinação de coeficientes de regularização.
• No Capítulo 4, Seção 4.2.3, é feita uma proposta para aproximar a matriz A de forma a
torná-la Bloco Toeplitz Circulante (Gray, 2006; Rue e Held, 2005). Nessa proposta as
matrizes que modelam a decimação e o movimento são aproximadas. Um estudo com-
plementar pode ser feito, na perspectiva de se encontrar outras possíveis aproximações
para essa matriz, que conduzam a imagens HR melhores. Uma primeira possibilidade
é buscar uma aproximação para a matriz Q, deixando inalteradas as outras matrizes.
• Adaptar os modelos desenvolvidos para o uso com imagens coloridas. Há alguns traba-
lhos discutindo o tema de Superresolução com imagens coloridas (Farsiu et al., 2004a).
A solução mais frequentemente aplicada é separar a imagem em 3 canais e aplicar
um algoritmo monocromático a cada canal independentemente (Tom e Katsaggelos,
2001). Outra possibilidade é transferir o problema para um outro espaço de cores onde
os canais de crominância são separados do de luminância, e onde a Superesolução
somente é aplicada ao canal de Luminância (Irani e Peleg, 1991).
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• Os algoritmos desenvolvidos nessa Tese pertencem ao grupo de métodos classifica-
dos na literatura como tradicionais, que são aqueles que aplicam as técnicas para a
obtenção de uma única imagem HR. Quando é necessário gerar mais que uma ima-
gem HR, como no caso do aumento da resolução de um vídeo, esse procedimento é
repetido diversas vezes. Esses métodos não aproveitam os resultados previamente ob-
tidos na Superresolução de uma imagem HR para obter a imagem subsequente (Park
et al., 2003; Chaudhuri, 2001; Borman e Stevenson, 1998). Por outro lado, os métodos
conhecidos como Seqüenciais são capazes de aplicar a Superresolução nas imagens
da seqüência, uma a uma, utilizando os resultados previamente obtidos (Elad e Feuer,
1999; Mateos et al., 2000). Finalmente, os métodos chamados de Simultâneos têm
a capacidade de estimar toda a seqüência de imagens em um único processo (Zibetti
e Mayer, 2005; Borman et al., 1999). À luz dessas três categorias de métodos, um
estudo pode ser realizado vislumbrando o aproveitamento das técnicas desenvolvidas
nesta Tese na formulação de métodos Sequenciais e/ou Simultâneos.
• A aplicação dos algoritmos de Superresolução em sistemas onde as imagens são com-
primidas também é necessária (Park et al., 2003; Chaudhuri, 2001; Chen e Schultz,
1998; Altunbasak e Patti, 2000; Martins e Forchhammer, 2002; Segall et al., 2002;
Park et al., 2002; Gunturk et al., 2002), uma vez que é muito comum que imagens ou
vídeos sejam comprimidos antes da transmissão e/ou do armazenamento. Nesse caso,
os algoritmos de Superresolução precisam adaptar seus modelos para trabalharem com
tal paradigma. Por exemplo, é importante analisar e modelar o erro de compressão
causado pela quantização. Nesses casos, um modelo de erro Gaussiano muitas vezes
não é aceitável, especialmente quando uma taxa de compressão alta é aplicada. Dessa
forma, um estudo aprofundado do desempenho dos algoritmos propostos em sistemas
com compressão pode ser realizado, buscando adequar as técnicas desenvolvidas nesta
Tese para serem aplicadas a imagens comprimidas.
5.3 Conclusão
Nesta Tese foram desenvolvidas novas técnicas e análises que possibilitaram o desen-
volvimento de vários algoritmos eficientes, que podem ser aplicados a uma enorme gama de
aplicações na fusão de imagens de alta resolução a partir de um conjunto de imagens de baixa
resolução. Experimentos envolvendo imagens simuladas e, também, imagens reais demons-
tram a eficiência dos métodos propostos e o potencial que estes têm para aplicações reais.
Espera-se, pois, que este trabalho motive outros estudantes e pesquisadores nessa desafiadora
e excitante linha de pesquisa.
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