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Abstract
In this paper, we classify the general symmetric operator algebras on Pontrjagin space into six classes
by using of symmetric ideals, and give the general forms for all the general symmetric operator algebras in
each class.
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1. Introduction
Pontrjagin space has deep background on physics [2]. The study of the operator algebras on Pon-
trjagin space was initiated by Naimark [12–15], and later followed by Ismagilov [8], Shulman [17],
Liberion [10], Loginov [11], Kissin [9], Xia and Yan [21] and Tong [18–20]. In general, there are
three methods, as the following, to study the structure of the operator algebras on Pontrjagin space:
1. Decomposition of (underlying) Pontrjagin space.
2. Derivation and representation.
3. Spectral function.
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An essential distinction between Pontrjagin space and Hilbert space is that there exist neu-
tral subspaces in Pontrjagin space. Therefore, the general operator algebras, the operator
algebras which have a neutral invariant subspace, should be paid more attention. The present
paper is devote to the classification of the general symmetric operator algebras on Pontrjagin
space.
The classification of the general symmetric operator algebras on Pontrjagin space was sug-
gested by Naimark in a series of papers [12–15]. He considered mainly communicative case,
and in [15], the general form was given for general communicative symmetric operator algebras
on Pontrjagin space. Along this line, one of the most important results, was given in [17], is
Shulman’s classification of uniformly closed general symmetric operator algebras on Pontrjagin
space1. In [17], the uniformly closed general symmetric operator algebras on Pontrjagin space
1 which he considered were classified into six classes as the following:
Type 0:
{(
λ
λIH + M
λ
)
: λ ∈ C,M ∈ U
}
, where U is a ∗-subalgebra of B(H), and the
identity operator IH /∈ U.
Type I:{(
λ (q(M∗) + y + V u) ⊗ ξ t
λIH + M η ⊗ (q(M) + z + u)
λ
)
: λ, t ∈ C,M ∈ U, y, z ∈ R, u ∈ D
}
,
where IH /∈ U, q : U −→H is a linear map, R ⊆H is an invariant subspace for U which is
orthogonal to q(U), D ⊆ Ker(U) is a subspace which is orthogonal to R, V : D −→ D is a
conjugate linear operator and V 2 = ID .
Type IIa :
{(
λ
M
λ
)
: λ ∈ C.M ∈ U
}
, where IH ∈ U, and R ⊆H is an invariant subspace
for U.
Type IIb:
⎧⎨⎩
⎛⎝λ y⊗ ξ tM η⊗ z
λ
⎞⎠ : λ, t ∈ C.M ∈ U, y, z ∈ R
⎫⎬⎭ , where IH ∈ U, and R ⊆
H is an invariant subspace for U.
Type IIIa :
{(
λ
M
μ
)
: λ,μ ∈ C.M ∈ U
}
, where IH ∈ U, and R ⊆H is an invariant
subspace for U.
Type IIIb:
{(
λ y
⊗
ξ t
M η
⊗
z
μ
)
: λ,μ, t ∈ C.M ∈ U, y, z ∈ R
}
, where IH ∈ U, and R ⊆H
is an invariant subspace for U.
In present paper, we consider the classification of general symmetric operator algebras on
Pontrjagin space k for any positive integer k. We mainly consider the algebras without the
closeness in uniform topology. By use of the normal decomposition of k space, the algebras
we consider can be expressed as upper-triangular matrix forms. Then we introduce four ideals
and by them classify the general symmetric operator algebras on k space into six classes.
We discuss the structure of these ideals of algebras in each class. With the results about the
structure of ideals and many technical computations, we obtain the general forms of the general
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symmetric operator algebras with A(1, 3) property on k space in each class. The descrip-
tion is similar to that of Shulman as above in the form, and we think that it is suitable, clear,
concrete and should be useful for further study of general symmetric operator algebras on k
space. It is slightly imperfect that the description is not complete for the classification of the
general symmetric operator algebras on k space because we consider only the algebras satis-
fying A(1, 3) property. The authors expect a complete description. Finally we also consider the
closeness of the general symmetric operator algebras with A(1, 3) property on k space in each
class.
The paper is organized as following. In Section 2, we recall some definitions and properties
of k space and get some results about the operators on k space. In Section 3, we define four
important ideals and discuss their structures. We classify the general symmetric operator algebras
on k space into six classes by using of these ideals. In Section 4, the main part of the paper,
we give the general forms for the general symmetric operator algebras on k space with certain
properties in each class. In Sections 5 and 6, we consider the closeness of algebras and some
special cases and examples.
2. Preliminaries
In this section, we first recall some definitions and properties of k space [1,21].
Definition 2.1. Let  be a complex vector space and [·, ·] be a functional on ×, (, [·, ·])
is called an indefinite metric space if
(1) [x, y] = [y, x] for any x, y ∈ .
(2) [αx + βy, z] = α[x, z] + β[y, z] for any α, β ∈ C, x, y, z ∈ .
(3) [x, y] = 0 for any y ∈  implies x = 0.
A vector x ∈  is called a neutral vector if [x, x] = 0. The neutral subspace is a subspace
consisting of neutral vectors. Similarly, we may define the positive (semi-positive) and negative
(semi-negative) subspaces.
Definition 2.2. Let (, [·, ·]) be an indefinite metric space. If there is a positive subspaceH+ and
a negative subspaceH− of  such that  =H+ ⊕H− and (H+, [·, ·]) is a Hilbert subspace
with the inner product restricted of [·, ·] onH+, (H−,−[·, ·]) is also a Hilbert subspace with the
inner product restricted of −[·, ·] onH−, then we call (, [·, ·]) is a complete indefinite metric
space. The decomposition above is called the regular decomposition of .
Definition 2.3. A complete indefinite metric space is called a Pontrjagin space if H− is finite
dimensional in the regular decomposition  =H+ ⊕H−. A k space is a Pontrjagin space
with dimH− = k < ∞.
The functional [·, ·] on k ×k is called the indefinite inner product. The functional (·, ·)
on k ×k defined by (x, y) = [x+, y+] − [x−, y−], where x = x+ + x−, y = y+ + y− by
the regular decomposition, is a definite inner product, and is called the definite inner product
induced by the regular decomposition. The conjugate operator of an operator A on the k space
corresponding to the indefinite inner product is denoted by A#, that is [Ax, y] = [x,A#y] for
x, y ∈ k . The conjugate operator of A corresponding to the definite inner product is denoted by
A∗, that is (Ax, y) = (x,A∗y) for x, y ∈ k . The metric operator is defined by J = P+ − P−,
X. Fang et al. / Linear Algebra and its Applications 425 (2007) 184–209 187
where P+ is the projection fromk onto H+ and P− = I − P+, then we have JJ ∗ = J ∗J = I .
Note that A# = JA∗J for any operator A on the k space.
The norm of k space is the norm induced by the definite inner product (·, ·). Let B(k) be
the algebra of all the bounded linear operators on k space.
LetA be a subalgebra of B(k).
Definition 2.4. A is called symmetric if A# ∈A for any A ∈A.A is called non-degenerate if
A has no neutral invariant subspace, and otherwiseA is called general.
A closed operator algebra means that it is closed under the norm induced by the definite inner
product (·, ·).
Definition 2.5. Let (, [·, ·]) be a complete indefinite metric space, P be a positive subspace of
, N be a negative subspace of , Z and Z∗ be two neutral subspaces of . If we have the
decomposition
 =N⊕ (Z+Z∗) ⊕P,
where “⊕” is the orthogonal sum corresponding to the inner product [·, ·], “+” is the linear sum,
we call it the normal decomposition of .
For k space, we may write the normal decomposition above of k as the following:
k = (Z⊕H) +Z∗,
whereH =N⊕P = (Z+Z∗)[⊥], and (Z+Z∗)[⊥] is the orthogonal complement ofZ+
Z∗ corresponding to the inner product [·, ·]. Then dimZ  k and dimZ∗  k, and if Z is of
dimension k, thenN = 0 andH = P is a Hilbert space with the inner product [·, ·]. Moreover
by changing the neutral subspaceZ∗, we may assume that the neutral subspacesZ andZ∗ have
the same dimension and are the pair of dual in the sense that there exist bases {xi : i = 1, 2, . . . , l}
and {yi : i = 1, 2, . . . , l} ofZ andZ∗, respectively, such that
[xi, yj ] = δij , i, j = 1, . . . , l,
where l is the dimension of Z. We will keep this assumption later, and then Z,Z∗ andH are
mutually orthogonal corresponding to the inner product (·, ·).
LetA be a general symmetric operator algebra onk , thenA has a neutral invariant subspace.
Let Z be a neutral invariant subspace of A with the largest dimension. Moreover we assume
that dimZ = k. In this paper, we will only consider the operator algebras with such a neutral
invariant subspace.
LetZ∗ be the dual ofZ, and let
H = (Z+Z∗)[⊥],
thenH is a Hilbert space for dimZ = k. We obtain the normal decomposition of k:
k = (Z⊕H) +Z∗.
By the symmetric ofA, the orthogonal complementZ[⊥] ofZ corresponding to the indefinite
inner product is also an invariant subspace ofA, and soZ⊕H =Z[⊥] is an invariant subspace
ofA.
Let {e1, e2, . . . , ek} be the orthonormal basis ofZ, {e∗1, e∗2, . . . , e∗k } be the orthonormal basis
ofZ∗ such that it is also the dual of {e1, e2, . . . , ek}, that is [ei, ej ] = δij , i, j = 1, . . . , k. Take
the operators J1 ∈ B(Z∗,Z), J3 ∈ B(Z,Z∗) satisfying the following conditions:
J1e
∗
i = ei, J3ei = e∗i , i = 1, 2, . . . , k.
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Then the metric operator J has the form as follows corresponding to the normal decomposition
above
J =
⎛⎝ J1I
J3
⎞⎠ ,
where I is the identity operator ofH, J ∗1 = J3, J1J3 = IZ, J3J1 = IZ∗ .
Since both Z and Z⊕H are the invariant subspaces of A, any operator A ∈A has the
decomposition
A =
⎛⎝A11 A12 A13A22 A23
A33
⎞⎠ ,
where A11, A33 and A13 are k × k matrices. SinceZ andZ∗ are algebraically isomorphic under
the actions of J1 and J3, we may identify the operators in B(Z) and in B(Z∗). Then
A# = JA∗J =
⎛⎝A∗33 A∗23 A∗13A∗22 A∗12
A∗11
⎞⎠ .
Let H be a Hilbert space, and let H be the same as H as an abelian group, we define the
scalar multiplication and the inner product onH as following:
α · x = α¯x, a ∈ C, x ∈ H,
(x, y)− = (x, y).
It is easy to check thatH becomes a Hilbert space.
LetH(k) =H×H× · · · ×H,H(k) =H×H× · · · ×H. ThenH(k) =H(k).
Let ξ = (e1, e2, . . . , ek) and η = (e∗1, e∗2, . . . , e∗k ). Then any operator A ∈A has the following
form:
A =
⎛⎝A11 Y ⊗ ξ A13A22 η ⊗ Z
A33
⎞⎠
for some (unique) vectors Y = (y1, y2, . . . , yk) ∈H(k) and Z = (z1, z2, . . . , zk) ∈Hk , where
Y ⊗ ξ =∑ki=1 yi ⊗ ei and η ⊗ Z =∑ki=1 e∗i ⊗ zi , yi ⊗ ei and e∗i ⊗ zi are the operators with
rank one.
Conversely, we define a linear map F :H(k) ⊕H(k) −→ B(k) by
F(Y ⊕ Z) =
⎛⎝0 ∑ki=1 yi ⊗ ei 00 ∑ki=1 e∗i ⊗ zi
0
⎞⎠
for Y = (y1, y2, . . . , yk) ∈H(k) and Z = (z1, z2, . . . , zk) ∈H(k).
Remark 2.6. If  is a k × k matrix in B(Z), then (Y ⊗ ξ) = (∗Y ) ⊗ ξ .
Define an operator I :H⊕H −→H⊕H by I (y ⊕ z) = z ⊕ y, then
(I (y ⊕ z), s ⊕ t) = (I (s ⊕ t), y ⊕ z).
Let I(k) = I × I × · · · × I (the k copies of I).
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LetD be a subspace ofH(k), and let P be a conjugate linear operator onD such that P 2x = x
for any x ∈ D. It is easy to see that the graph {Px ⊕ x|x ∈ D} of P is an invariant subspace for
I
(k) inH(k) ⊕H(k).
Lemma 2.7. A subspace V of H(k) ⊕H(k) is invariant for I (k) if and only if there exist sub-
spacesR ⊆H(k) andD ⊆ R⊥, and a conjugate linear operator P onD with P 2x = x for any
x ∈ D such that
V = (R⊕R) ⊕ {Px ⊕ x|x ∈ D}.
Proof. Without loss of generality, we assume that k = 1.
LetVbe an invariant subspace for I ofH⊕H. LetR = {x ∈H|0 ⊕ x ∈V}, thenR⊕R ⊆
V. Set
D = {x ∈ R⊥|there is g ∈ R⊥ such that (g, x) ∈V}.
For x ∈ D, if g1, g2 ∈ R⊥ such that (g1, x), (g2, x) ∈V, then (g1 − g2, 0) ∈V, therefore
(0, g1 − g2) ∈V. It follows that g1 − g2 ∈ R, hence g1 = g2. Therefore the map P : D→ D
defined by P(x) = g and (g, x) ∈V is well defined. Since λ(g, x) = (λg, λx),P(λx) = λx, P
is conjugate linear and (Px, x) ∈V for any x ∈ D, and
(R⊕R) ⊕ {Px ⊕ x|x ∈ D} ⊆V.
For v ∈V ⊆H⊕H, v = (r1, r2) ⊕ (x1, x2) for some (r1, r2) ∈ R⊕R and (x1, x2) ∈ R⊥ ⊕
R⊥. Since (x1, x2) ∈V, x2 ∈ D and x1 = P(x2). It follows that
V = (R⊕R) ⊕ {Px ⊕ x|x ∈ D}.
Conversely, if
V = (R⊕R) ⊕ {Px ⊕ x|x ∈ D}.
It is easy to check thatV is invariant for I since (x, Px) = (P (Px), P (x)) ∈V for x ∈ D. 
3. Definitions and Lemmas
LetA be an operator algebra on k . Set
M1 = {A|A ∈A, and A22 = 0};
M2 = {A|A ∈A, and A11 = A33 = 0};
N1 = {A|A ∈A, and A11 = 0};
N2 = {A|A ∈A, and A33 = 0}.
Then
M2 ⊆N1, M2 ⊆N2, N1 ∩N2 =M2.
Lemma 3.1 [22]. LetA be a general symmetric operator algebra onk. ThenMi andNi (i =
1, 2) are ideals ofA. Moreover,Mi is symmetric, i = 1, 2.
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Definition 3.2. LetA be a general symmetric operator algebra on k space.
(1) A is called of type 0 ifM1 = {0}.
(2) A is called of type I ifM1 /= {0} andM1 ⊆M2.
(3) A is called of type II ifM1 /= {0},M1 M2 andN1 ∩M1 =N2 ∩M1.
(4) A is called of type IIa ifA is of type II andM1 ∩M2 = {0}.
(5) A is called of type IIb ifA is of type II andM1 ∩M2 /= {0}.
(6) A is called of type III ifM1 /= {0},M1 M2 andN1 ∩M1 /=N2 ∩M1.
(7) A is called of type IIIa ifA is of type III andM1 ∩M2 = {0}.
(8) A is called of type IIIb ifA is of type III andM1 ∩M2 /= {0}.
Definition 3.3. Let A be a general symmetric operator algebra on k . We say A has A(1, 3)
property if
A =
⎛⎝A11 A12 A13A22 A23
A33
⎞⎠ ∈A
implies⎛⎝0 0 A130 0
0
⎞⎠ ∈A.
Lemma 3.4. Let A be a general symmetric operator algebra on k with A(1, 3) property. If
M1 ∩M2 = {0}, then every operator inA is diagonal.
Proof. Let
A =
⎛⎝A11 A12 A13A22 A23
A33
⎞⎠ ∈A,
then ⎛⎝0 0 A130 0
0
⎞⎠ ∈M1 ∩M2 = {0}.
Thus A13 = 0.
Since
AA# =
⎛⎝A11 A12 0A22 A23
A33
⎞⎠⎛⎝A∗33 A∗23 0A∗22 A∗12
A∗11
⎞⎠
=
⎛⎝A11A∗33 A11A∗23 + A12A∗22 A12A∗12A22A∗22 A22A∗12 + A23A∗11
A33A∗11
⎞⎠ ∈A,
A12A
∗
12 = 0, A12 = 0. We also have A23 = 0 in the same way. 
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LetA be an operator algebra, for
A =
⎛⎝A11 A12 A13A22 A23
A33
⎞⎠ ∈A.
We define
ϕ11 :A→ B(Z), ϕ11(A) = A11;
ϕ22 :A→ B(H), ϕ22(A) = A22;
ϕ33 :A→ B(Z∗), ϕ33(A) = A33.
We may also define ϕij (A) = Aij in the same way for i /= j . It is easy to see that ϕii(i = 1, 2, 3)
are algebraic homomorphisms.
Lemma 3.5. LetA be a general symmetric operator algebra onk space with A(1, 3) property.
SupposeM1 /= {0}. Set I = { ∈ B(Z)| there is A ∈M1 such that ϕ11(A) = }.
(1) IfA is of type IIa, then there is an injective homomorphism ψ : I −→ B(Z∗) such that
M1 = {diag(, 0, ψ())| ∈ I}.
(2) If A is of type IIb, then there is an injective homomorphism ψ : I −→ B(Z∗) and two
maps f1 : I −→Hk and f2 : I −→Hk such that
M1 =
⎧⎨⎩
⎛⎝ (f1() + Y ) ⊗ ξ T0 η ⊗ (f2() + Z)
ψ()
⎞⎠∣∣∣∣∣∣ ∈ I, T ∈ E, Y ⊕ Z ∈V
⎫⎬⎭ ,
where f1() ⊕ f2() ∈V⊥, E = {T ∈ B(Z∗,Z)| there is A ∈A such that ϕ13(A) =
T } andV = {Y ⊕ Z|F(Y ⊕ Z) ∈M1 ∩M2}. Moreover, f1 is conjugate linear and f2 is
linear.
(3) IfA is of type IIIa, then there is a map ψ : I −→ B(Z∗) such that
M1 = {diag(, 0, ψ() + )| ∈ I, ∈ I˜},
where I˜ = { ∈ B(Z∗)| there is A ∈N1 ∩M1 such that ϕ33(A) = }.
(4) IfA is of type IIIb, then there are maps ψ : I −→ B(Z∗), f1 : I −→Hk ,f2 : I −→
Hk, g1 : I˜ −→Hk, g2 : I˜ −→Hk such that
M1 =
⎧⎨⎩
⎛⎝ (f1() + g1() + Y ) ⊗ ξ T0 η ⊗ (f2() + g2() + Z)
ψ() + 
⎞⎠⎫⎬⎭ ,
where f1() ⊕ f2() ∈V⊥, g1() ⊕ g2() ∈V⊥, ∈ I, T ∈ E, ∈ I˜, Y ⊕ Z ∈V,
and E, I˜,V are defined as above. Moreover, g1 is conjugate linear and g2 is linear.
Proof. It is easy to see that ifM1 ∩N1 =M1 ∩N2, then both are {0}.
(1) SupposeA is of type IIa . ThenM1 ∩M2 = {0}, it follows by Lemma 3.4 that every oper-
ator inA is diagonal. For  ∈ I, let A = diag(, 0,) ∈M1. If there is another element A′ =
diag(, 0,′) ∈M1. Then A − A′ = diag(0, 0,− ′) ∈M1 ∩N1 = {0}, therefore  = ′.
Thus the map ψ : I −→ B(Z∗) defined by ψ() =  is well defined. It is easy to check that ψ
is an injective homomorphism sinceM1 is an algebra.
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(2) Suppose A is of type IIb. We define ψ as in (1), it is an injective homomorphism. For
 ∈ I, let
A =
⎛⎝ Y ⊗ ξ 00 η ⊗ Z
ψ()
⎞⎠ ∈M1.
Set V = {Y ⊕ Z|F(Y ⊕ Z) ∈M1 ∩M2}. Assume Y ⊕ Z = (Y1 ⊕ Z1) ⊕ (Y2 ⊕ Z2), where
Y1 ⊕ Z1 ∈V⊥ and Y2 ⊕ Z2 ∈V. Then
A1 =
⎛⎝ Y1 ⊗ ξ 00 η ⊗ Z1
ψ()
⎞⎠ ∈M1.
Now we define f1 : I −→Hk and f2 : I −→Hk by f1() = Y1 and f2() = Z1. These
two maps are well defined. In fact, assume
A′1 =
⎛⎝ Y ′1 ⊗ ξ 00 η ⊗ Z′1
ψ()
⎞⎠ ∈M1,
where Y ′1 ⊕ Z′1 ∈V⊥. Then
A1 − A′1 =
⎛⎝0 (Y1 − Y ′1) ⊗ ξ 00 η ⊗ (Z1 − Z′1)
0
⎞⎠ ∈M1 ∩M2,
it follows (Y1 − Y ′1) ⊕ (Z1 − Z′1) ∈V, therefore (Y1 − Y ′1) ⊕ (Z1 − Z′1) ∈V ∩V⊥ = {0}, thus
Y1 = Y ′1 and Z1 = Z′1. It is easy to check thatM1 has the desired form.
(3) Suppose A is of type IIIa . Then M1 ∩M2 = {0}, it follows by Lemma 3.4 that every
operator in A is diagonal. For  ∈ I, there is  such that A = diag(, 0,) ∈M1. Since
N1 ∩M1 /=N2 ∩M1, both are not {0}. So we may choose (and fix) another element A′ =
diag(, 0,′) ∈M1. Now we define ψ : I −→ B(Z∗) by ψ() = ′.
(4) By the proof of (2) and (3) and Lemma 2.7, it suffices to prove the existence of g1 and g2.
Let
Ai =
⎛⎝0 Yi ⊗ ξ 00 η ⊗ Zi

⎞⎠ ∈M1,
where Yi ⊕ Zi ∈V⊥, i = 1, 2. Then
A1 − A2 =
⎛⎝0 (Y1 − Y2) ⊗ ξ 00 η ⊗ (Z1 − Z2)
0
⎞⎠ ∈M1 ∩M2,
it follows that (Y1 − Y2) ⊕ (Z1 − Z2) ∈V ∩V⊥, and hence Y1 = Y2 and Z1 = Z2, and the
definitions of g1 and g2 are followed. 
4. General forms
Definition 4.1. LetA,B be two algebras on k space and ϕ :A −→ B be a map. We define
two maps as following:
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Lϕ :A2 × C2 −→ BbyLϕ(M1,M2, α, β) = ϕ(αM1 + βM2) − (αϕ(M1) + βϕ(M2)), Tϕ :
A×A −→ B by Tϕ(M1,M2) = ϕ(M1M2) − ϕ(M1)ϕ(M2).
LetI ⊆ B. We call ϕ is linear modI if Im Lϕ ⊆ I, ϕ is multiplicative modI if Im Tϕ ⊆ I,
and ϕ is a homomorphism mod I if it is both linear and multiplicative mod I. Note that ϕ is a
homomorphism if and only if Tψ = 0 and Lϕ = 0.
Definition 4.2. LetA,B be two ∗-algebras and ϕ1, ϕ2 :A −→ B be two maps. We define the
maps Sij :A −→ B by Sij (M) = ϕi(M)∗ − ϕj (M∗), i, j = 1, 2.
Definition 4.3. Let A be a ∗-algebra and H be a Hilbert space, and let q1, q2 :A −→H be
two maps. We define the maps Qij :A −→H by Qij (M) = qi(M) − qj (M∗), i, j = 1, 2.
Type 0 operator algebras
Definition 4.4. LetB be a ∗-subalgebra of B(H), and let ϕ : B −→ B(Z) be a homomorphism,
q : B −→Hk be a conjugate linear map and θ : B −→ B(Z∗,Z) be a linear map. The tuple
(B, ϕ, q, θ) is called a 0-tuple if, for any M,M1,M2 ∈ B,
(i) q(M1M2) = ϕ(M1)∗q(M2) + M∗2q(M1);
(ii) θ(M∗) = θ(M)∗ and
θ(M1M2) = ϕ(M1)θ(M2) + q(M∗2 )Tq(M∗1 ) + θ(M1)ϕ(M∗2 )∗,
where XT denote the transposed matrix of the matrix X.
Theorem 4.5. LetA be a general symmetric operator algebra on k space. ThenA is of type
0 if and only if there is a 0-tuple (B, ϕ, q, θ) such that
A =
⎧⎨⎩
⎛⎝ϕ(M) q(M) ⊗ ξ θ(M)M η ⊗ q(M∗)
ϕ(M∗)∗
⎞⎠∣∣∣∣∣∣M ∈ B
⎫⎬⎭ .
Proof. Suppose thatA is of type 0. Set
B = {M|∃A ∈A such that ϕ22(A) = M}.
For M ∈ B, let
A =
⎛⎝ Y ⊗ ξ TM η ⊗ Z

⎞⎠ ∈A.
If there is another
A′ =
⎛⎝′ Y ′ ⊗ ξ T ′M η ⊗ Z′
′
⎞⎠ ∈A.
Then A − A′ ∈M1 = {0}, therefore A = A′. Thus we can define maps:
ϕ : B −→ B(Z) by ϕ1(M) = ,
ϕ′ : B −→ B(Z∗) by ϕ1(M) = ,
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q : B −→Hk by q(M) = Y,
q ′ : B −→Hk by q(M) = Z,
θ : B −→ B(Z∗,Z) by θ(M) = T .
So we write
A =
⎛⎝ϕ(M) q(M) ⊗ ξ θ(M)M η ⊗ q ′(M)
ϕ′(M)
⎞⎠ .
Since
A# =
⎛⎝ϕ′(M)∗ q ′(M) ⊗ ξ θ(M)∗M∗ η ⊗ q(M)
ϕ(M)∗
⎞⎠ ∈A,
ϕ′(M) = ϕ(M∗)∗ and q ′(M) = q(M∗). It is routine to check that (B, ϕ, q, θ) is a 0-tuple.
The “if” part is routine. 
Type I operator algebras
Definition 4.6. LetB be a ∗-subalgebra of B(H), E be a ∗-algebra consisting of k × k matrices,
V be an invariant subspace for I¯ k ofHk ⊕Hk , and let ϕ : B −→ B(Z) be a homomorphism
and q : B −→ H¯ k be a conjugate linear map. The tuple (B,E,V, ϕ, q) is called a I-tuple if, for
any M,M1,M2 ∈ B, T ∈ E and (Y, Z) ∈V,
(i) ϕ(M)T ∈ E, (ϕ(M)∗Y,MZ) ∈V and (q(M), q(M∗)) ∈V⊥.
(ii) (ϕ(M1)∗q(M2)+M∗2q(M1)− q(M1M2),M1q(M∗2 )+ϕ(M∗2 )∗q(M∗1 )−q(M1M2))∈V.
Theorem 4.7. LetA be a general symmetric operator algebra onk space withA(1, 3) property.
ThenA is of type I if and only if there is a I-tuple (B,E,V, ϕ, q) such that
A=
⎧⎨⎩
⎛⎝ϕ(M) (q(M) + Y ) ⊗ ξ TM η ⊗ (q(M∗) + Z)
ϕ(M∗)∗
⎞⎠∣∣∣∣∣∣M ∈B, T ∈E, (Y, Z)∈V
⎫⎬⎭ .
Proof. Suppose thatA is of type I. Set
B= {M|∃A ∈A such that ϕ22(A) = M},
E= {T |∃A ∈A such that ϕ13(A) = T },
V= {Y ⊕ Z ∈Hk ⊕Hk| F(Y ⊕ Z) ∈M1 ∩M2}.
For M ∈ B, let
A =
⎛⎝ Y ⊗ ξ 0M η ⊗ Z

⎞⎠ ∈A.
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SinceM1 /= {0}, there is another
A′ =
⎛⎝′ Y ′ ⊗ ξ 0M η ⊗ Z′
′
⎞⎠ ∈A.
Then
A − A′ =
⎛⎝− ′ (Y − Y ′) ⊗ ξ 00 η ⊗ (Z − Z′)
− ′
⎞⎠ ∈M1.
SinceM1 ⊆M2, we have  = ′ and  = ′. So we can define two maps
ϕ : B −→ B(Z) by ϕ(M) = ,
ϕ′ : B −→ B(Z∗) by ϕ′(M) = .
Let (Y, Z) = (Y1, Z1) ⊕ (Y2, Z2), where (Y1, Z1) ∈V⊥ and (Y2, Z2) ∈V. Then F(Y2, Z2) ∈
M1 ∩M2 and
B = A − F(Y2, Z2) =
⎛⎝ϕ(M) Y1 ⊗ ξ 0M η ⊗ Z1
ϕ′(M)
⎞⎠ ∈A.
Now we define two maps
q : B −→Hk by q(M) = Y1,
q ′ : B −→Hk by q(M) = Z1.
The maps are well defined. In fact, if there is another
B ′ =
⎛⎝ϕ(M) Y ′1 ⊗ ξ 0M η ⊗ Z′1
ϕ′(M)
⎞⎠ ∈A,
where (Y ′1, Z′1) ∈V⊥. Then
B − B ′ =
⎛⎝0 (Y1 − Y ′1) ⊗ ξ 00 η ⊗ (Z1 − Z′1)
0
⎞⎠ ∈M1 ∩M2.
So (Y1 − Y ′1, Z1 − Z′1) ∈V, therefore (Y1 − Y ′1, Z1 − Z′1) ∈V ∩V⊥ = {0}.ThusY1 = Y ′1 and
Z1 = Z′1.
Now we may write
A =
⎛⎝ϕ(M) (q(M) + Y ) ⊗ ξ 0M η ⊗ (q ′(M) + Z)
ϕ′(M)
⎞⎠ ,
where (Y, Z) ∈V. Since
A# =
⎛⎝ϕ′(M)∗ (q ′(M) + Z) ⊗ ξ 0M∗ η ⊗ (q(M) + Y )
ϕ(M)∗
⎞⎠ ∈A
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andV⊥ is invariant for I¯ k , we have ϕ′(M) = ϕ(M∗)∗ and q ′(M) = q(M∗). It is routine to check
that (B,E,V, ϕ, q) is a I-tuple.
The “if” part is routine. 
Type IIa operator algebras
Definition 4.8. LetB be a ∗-subalgebra ofB(H),I be a subalgebra ofB(Z),ψ : I −→ B(Z∗)
be an injective homomorphism,ϕ1 : B −→ B(Z) andϕ2 : B −→ B(Z∗)be two maps. The tuple
(B,I, ψ, ϕ1, ϕ2) is called a IIa-tuple if, for M ∈ B, ∈ I,
(i) ϕ1(M),ϕ1(M) ∈ I and
ψ(ϕ1(M)) = ϕ2(M)ψ(), ψ(ϕ1(M)) = ψ()ϕ2(M).
(ii) ϕ1 is a homomorphism mod I and ψ ◦ Tϕ1 = Tϕ2 , ψ ◦ Lϕ1 = Lϕ2 .
(iii) Im S21 ⊆ I and ψ ◦ S21 = S12, ψ(ψ()∗)∗ = .
Remark 4.9. Note that ϕ1 is a homomorphism if and only if ϕ2 is a homomorphism, since ψ is
injective.
Theorem 4.10. LetA be a general symmetric operator algebra onk space with A(1, 3) prop-
erty. ThenA is of type IIa if and only if there is a IIa-tuple (B,I, ψ, ϕ1, ϕ2) such that
A =
⎧⎨⎩
⎛⎝ϕ1(M) +  M
ϕ2(M) + ψ()
⎞⎠∣∣∣∣∣∣M ∈ B, ∈ I
⎫⎬⎭ .
Proof. SupposeA is of type IIa . Then every element ofA is diagonal by Lemma 3.4. Set
B = {M|∃,, such that diag(,M,) ∈A},
I = {|∃, such that diag(, 0,) ∈A}.
Note that both the sets above are nonempty.
For M ∈ B, assume A = diag(,M,) ∈A. Since M1 /= {0}, we may choose (and fix)
another A′ = diag(′,M,′) ∈A. Then A − A′ = diag(− ′, 0,− ′) ∈M1. We define
ϕ1 : B −→ B(Z) by ϕ1(M) = ′ and ϕ2 : B −→ B(Z∗) by ϕ2(M) = ′. Then by Lemma
3.5(1), A = diag(ϕ1(M) + ˜,M, ϕ2(M) + ψ(˜)) for some ˜ ∈ I. It is routine to check that
(B,I, ψ, ϕ1, ϕ2) is a IIa-tuple sinceA is a symmetric operator algebra andM1 = {diag(, 0,
ψ())|  ∈ I} is an ideal.
Conversely, it is routine to check that A is a symmetric operator algebra of type IIa
if A = {diag(ϕ1(M) + ,M, ϕ2(M) + ψ())|M ∈ B, ∈ I} for some IIa-tuple (B,I,
ψ, ϕ1, ϕ2). 
Type IIb operator algebras
Definition 4.11. Let B be a ∗-subalgebra of B(H), I be a subalgebra of B(Z), E be a ∗-
algebra consisting of k × k matrices, V be an invariant subspace for I¯ k of Hk ⊕Hk . Let ψ :
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I −→ B(Z∗) be an injective homomorphism, f1 : I −→Hk be a conjugate linear map and
f2 : I −→Hk be a linear map,ϕ1 : B −→ B(Z),ϕ2 : B −→ B(Z∗), q1 : B −→Hk and q2 :
B −→Hk be four maps. The tuple (B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2) is called a IIb-tuple
if, for M,M1,M2 ∈ B, ,1,2 ∈ I, (Y, Z) ∈V, T ∈ E,
(i) (q1(M), q2(M)), (f1(), f2()) ∈ V⊥, (0, ψ()Z), (∗Y, 0), (M∗Y, ϕ2(M)Z),
(ϕ1(M)∗Y,MZ) ∈V. T ϕ2(M), T ψ(), ϕ1(M)T ,T ∈ E.
(ii) ϕ1(M),ϕ1(M) ∈ I, and
ψ(ϕ1(M)) = ϕ2(M)ψ(), ψ(ϕ1(M)) = ψ()ϕ2(M),
(∗1f1(2) − f1(12), ψ(2)f2(1) − f2(12)) ∈V,
(ϕ1(M)
∗f1() − f1(ϕ1(M)), Mf2() + q2(M)ψ() − f2(ϕ1(M))) ∈V,
(∗q1(M) + M∗f1() − f1(ϕ1(M)), ϕ2(M)f2() − f2(ϕ1(M))) ∈V.
(iii) ϕ1 is a homomorphism mod I, ψ ◦ Tϕ1 = Tϕ2 , ψ ◦ Lϕ1 = Lϕ2 , Im((Lq1 − f1 ◦ Lϕ1) ⊕
(Lq2 − f2 ◦ Lϕ1)) ⊆V, and (ϕ1(M1)∗q1(M2) + M∗2q1(M1) − q1(M1M2) −
f1(Tϕ1(M1,M2)), M1q2(M2) + ϕ2(M2)q2(M1) − q2(M1M2) − f2(Tϕ1(M1,M2))) ∈V.
(iv) ψ(), ϕ2(M)∗ − ϕ1(M∗) ∈ I, and
ψ(ψ()∗) = ∗,
f1(ψ()
∗) = f2(),
ψ(ϕ2(M)
∗ − ϕ1(M∗)) = ϕ1(M)∗ − ϕ2(M∗),
f1(ϕ2(M)
∗ − ϕ1(M∗)) = q2(M) − q1(M∗).
Theorem 4.12. LetA be a general symmetric operator algebra onk space with A(1, 3) prop-
erty. ThenA is of type IIb if and only if there is a IIb-tuple
(B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2)
such that
A =
⎧⎨⎩
⎛⎝ϕ1(M) +  (q1(M) + f1() + Y ) ⊗ ξ TM η ⊗ (q2(M) + f2() + Z)
ϕ2(M) + ψ()
⎞⎠⎫⎬⎭ ,
where M ∈ B, ∈ I, T ∈ E, (Y, Z) ∈V.
Proof. SupposeA is of type IIb. Set
B = {M|∃A ∈A such that ϕ22(A) = M},
I = {|∃A ∈M1 such that ϕ11(A) = },
E = {T |∃A ∈A such that ϕ13(A) = T },
V = {Y ⊕ Z ∈Hk ⊕Hk| F(Y ⊕ Z) ∈M1 ∩M2}.
Note that all the sets above are nonempty.
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For M ∈ B, assume
A =
⎛⎝ Y0 ⊗ ξ 0M η ⊗ Z0

⎞⎠ ∈A,
sinceM1 /= {0}, we may choose (and fix) another element
A′ =
⎛⎝′ Y ′ ⊗ ξ 0M η ⊗ Z′
′
⎞⎠ ∈A,
then A − A′ ∈M1.
Suppose Y ′ ⊕ Z′ = (Y ′1 ⊕ Z′1) ⊕ (Y ′2 ⊕ Z′2) with Y ′1 ⊕ Z′1 ∈V⊥ and Y ′2 ⊕ Z′2 ∈V. Now we
define maps as following:
ϕ1 : B −→ B(Z) by ϕ1(M) = ′,
ϕ2 : B −→ B(Z∗) by ϕ2(M) = ′,
q1 : B −→Hk by q1(M) = Y ′1,
q2 : B −→Hk by q2(M) = Z′1.
Then
A =
⎛⎝ϕ1(M) q1(M) ⊗ ξ 0M η ⊗ q2(M)
ϕ2(M)
⎞⎠+ B
for some B ∈M1.
By Lemma 3.5 (2), there is an injective homomorphism ψ : I −→ B(Z∗) and two linear
maps f1 : I −→Hk and f2 : I −→Hk such that
B =
⎛⎝ (f1() + Y ) ⊗ ξ T0 η ⊗ (f2() + Z)
ψ()
⎞⎠
for some Y ⊕ Z ∈V and T ∈ E. It follows that A has the desired form. It is routine to check that
the tuple (B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2) is a IIb-tuple since A is a general symmetric
operator algebra with A(1, 3) property and
M1 ∩M2 =
⎧⎨⎩
⎛⎝0 Y ⊗ ξ T0 η ⊗ Z
0
⎞⎠∣∣∣∣∣∣Y ⊕ Z ∈V, T ∈ E
⎫⎬⎭
and
M1 =
⎧⎨⎩
⎛⎝ (f1() + Y ) ⊗ ξ T0 η ⊗ (f2() + Z)
ψ()
⎞⎠∣∣∣∣∣∣ ∈ I, Y ⊕ Z ∈V, T ∈ E
⎫⎬⎭
are ideals.
The “if” part is routine. 
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Type IIIa operator algebras
Definition 4.13. Let B be a ∗-subalgebra of B(H), I1 be a subalgebra of B(Z), I2 be a sub-
algebra of B(Z∗). Let ψ : I1 −→ B(Z∗), ϕ1 : B −→ B(Z) and ϕ2 : B −→ B(Z∗) be three
maps. The tuple (B,I1,I2, ψ, ϕ1, ϕ2) is called a IIIa-tuple if, for M ∈ B, ∈ I1, ∈ I2,
(i) ψ(),ψ(), ϕ2(M),ϕ2(M) ∈ I2.
(ii) ϕ1(M),ϕ1(M) ∈ I1 and ψ(ϕ1(M)) − ϕ2(M)ψ(), ψ(ϕ1(M)) − ψ()ϕ2(M) ∈
I2.
(iii) ϕ1 is a homomorphism mod I1, ψ is a homomorphism mod I2, and Im(ψ ◦ Tϕ1 −
Tϕ2), Im(ψ ◦ Lϕ1 − Lϕ2) ⊆ I2.
(iv) ∗, ψ()∗ ∈ I1, ψ(∗) ∈ I2, ψ(ψ()∗) − ∗ ∈ I2, and Im(ψ ◦ S12 − S21) ⊆ I2.
Theorem 4.14. LetA be a general symmetric operator algebra onk space with A(1, 3) prop-
erty. ThenA is of IIIa-type if and only if there is a IIIa-tuple (B,I1,I2, ψ, ϕ1, ϕ2) such that
A =
⎧⎨⎩
⎛⎝ϕ1(M) +  M
ϕ2(M) + ψ() + 
⎞⎠∣∣∣∣∣∣M ∈ B, ∈ I1, ∈ I2
⎫⎬⎭ .
Proof. SupposeA is of IIIa-type. Then every element ofA is diagonal by Lemma 3.4. Set
B = {M|∃,, such that diag(,M,) ∈A},
I1 = {|∃, such that diag(, 0,) ∈A},
I2 = {|diag(0, 0,) ∈A}.
Note that all the sets above are nonempty.
For M ∈ B, assume A = diag(,M,) ∈A. Since M1 /= {0}, we may choose (and fix)
another A′ = diag(′,M,′) ∈A. Then A − A′ = diag(− ′, 0,− ′) ∈M1. We define
ϕ1 : B −→ B(Z) by ϕ1(M) = ′ and ϕ2 : B −→ B(Z∗) by ϕ2(M) = ′. By Lemma 3.5 (3),
there is a map ψ : I1 −→ B(Z∗) such that A = diag(ϕ1(M) + ,M, ϕ2(M) + ψ() + ) for
some  ∈ I1, ∈ I2. It is easy to check that the tuple (B,I1,I2, ψ, ϕ1, ϕ2) is a IIIa-tuple.
Conversely, it is routine to check that A is a symmetric operator algebra of type IIIa if
A = {diag(ϕ1(M) + ,M, ϕ2(M) + ψ() + )|M ∈ B, ∈ I1, ∈ I2} for some IIIa-tuple
(B,I1,I2, ψ, ϕ1, ϕ2). 
Type IIIb operator algebras
Definition 4.15. LetB be a ∗-subalgebra of B(H),I1 be a subalgebra of B(Z),I2 be a subal-
gebra of B(Z∗),E be an algebra consisting of k × k matrices,V be a subspace ofHk ⊕Hk . Let
ψ : I1 −→ B(Z∗), ϕ1 : B −→ B(Z), ϕ2 : B −→ B(Z∗), q1 : B −→Hk , q2 : B −→Hk ,
f1 : I1 −→Hk and f2 : I1 −→Hk be maps, g1 : I2 −→Hk be a conjugate linear map and
g2 : I2 −→Hk be a linear map. The tuple (B,I1,I2,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2, g1, g2)
is called a IIIb-tuple if, for M,M1,M2 ∈ B,,1,2 ∈ I, (Y, Z) ∈V, T ∈ E,
(i) (q1(M), q2(M)), (f1(), f2()), (g1(), g2()) ∈V⊥. (0,Z), (0, ψ()Z), (∗Y, 0),
(M∗Y, ϕ2(M)Z), (ϕ1(M)∗,MZ) ∈V. T ϕ2(M), T ψ(), T, ϕ1(M)T ,T ∈ E.
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(ii) ψ(), ψ(),ϕ2(M), ϕ2(M) ∈ I2 and
(g1(12), g2(12) − 2g2(1)) ∈V,
(g1(ψ()) − ∗g1(), g2(ψ()) − f2()) ∈V,
(g1(ψ()), g2(ψ()) − ψ()g2()) ∈V,
(g1(ϕ2(M)) − ϕ1(M)∗g1(), g2(ϕ2(M)) − Mg2() − q2(M)) ∈V,
(g1(ϕ2(M)) − M∗g1(), g2(ϕ2(M)) − ϕ2(M)g2()) ∈V.
(iii) ϕ1(M),ϕ1(M) ∈ I1, ˜1 = ψ(ϕ1(M)) − ϕ2(M)ψ() ∈ I2, ˜2 = ψ(ϕ1(M)) −
ψ()ϕ2(M) ∈ I2 and
(f1(ϕ1(M)) − g1(˜1) − ϕ1(M)∗f1(), f2(ϕ1(M)) − g2(˜1)
− Mf2() − ψ()q2(M)) ∈V,
(f1(ϕ1(M)) − g1(˜2) − ∗g1(M) − M∗f1(), f2(ϕ1(M))
− g2(˜2) − ϕ2(M)f2()) ∈V.
(iv) ϕ1 is a homomorphism modI1, ψ is a homomorphism modI2,˜ = Tϕ2(M1,M2) − ψ ◦
Tϕ1(M1,M2) ∈ I2, Im(Lϕ2 − ψ ◦ Lϕ1) ⊆ I2 and
(f1(12) − g1 ◦ Tψ(1,2) − 1∗f1(2), f2(12) − g2 ◦ Tψ(1,2)
− ψ(2)f2(1)) ∈V,
(q1(M1M2) − f1(˜) − g1(˜) − ϕ1(M1)∗q1(M2) − M∗2q1(M1),
q2(M1M2) − f2(˜) − g2(˜) − M1q2(M2) − ϕ2(M2)q2(M1)) ∈V,
Im((g1 ◦ Lψ − Lf1) ⊕ (g2 ◦ Lψ − Lf2)) ⊆V,
Im((Lq1 − f1 ◦ Lϕ1 − g1(Lϕ2 − ψ ◦ Lϕ1))
⊕ (Lq2 − f2 ◦ Lϕ1 − g2(Lϕ2 − ψ ◦ Lϕ1)) ⊆V,
where ˜ = Tϕ1(M1,M2).
(v) ∗, ψ()∗, ϕ2(M)∗ − ϕ1(M∗) ∈ I1, ψ(∗), ψ(ψ()∗) − ∗ ∈ I2, Im(ψ ◦ S21 − S12)
⊆ I2 and
f1 ◦ S21 − Q21 = g1 ◦ (ψ ◦ S21 − S12),
f2 ◦ S21 − Q12 = g2 ◦ (ψ ◦ S21 − S12),
f1(ψ()
∗) − f2() = g1(ψ(ψ()∗) − ∗),
f2(ψ()
∗) − f1() = g2(ψ(ψ()∗) − ∗),
f1(
∗) − g2() = g1(ψ(∗)),
f2(
∗) − g1() = g2(ψ(∗)).
Theorem 4.16. LetA be a general symmetric operator algebra onk space with A(1, 3) prop-
erty. ThenA is of type IIIb if and only if there is a IIIb-tuple
(B,I1,I2,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2, g1, g2)
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such that
A =
⎧⎨⎩
⎛⎝ϕ1(M) +  Y˜ ⊗ ξ TM η ⊗ Z˜
ϕ2(M) + ψ() + 
⎞⎠⎫⎬⎭ ,
where Y˜ = q1(M) + f1() + g1() + Y, Z˜ = q2(M) + f2() + g2() + Z, M ∈ B, ∈ I1,
 ∈ I2, T ∈ E, (Y, Z) ∈V.
Proof. SupposeA is of type IIIb. Set
B= {M|∃A ∈A such that ϕ22(A) = M},
I1 = {|∃A ∈M1 such that ϕ11(A) = },
I2 = {|∃A ∈N1 ∩M1 such that ϕ33(A) = },
E= {T | ∃A ∈A such that ϕ13(A) = T },
V= {Y ⊕ Z ∈Hk ⊕Hk|F(Y ⊕ Z) ∈M1 ∩M2}.
Note that all the sets above are nonempty.
For M ∈ B, assume
A =
⎛⎝ Y0 ⊗ ξ 0M η ⊗ Z0

⎞⎠ ∈A.
SinceM1 /= {0}, we may choose (and fix) another element
A′ =
⎛⎝′ Y ′ ⊗ ξ 0M η ⊗ Z′
′
⎞⎠ ∈A,
then A − A′ ∈M1.
Suppose Y ′ ⊕ Z′ = (Y ′1 ⊕ Z′1) ⊕ (Y ′2 ⊕ Z′2) with Y ′1 ⊕ Z′1 ∈V⊥ and Y ′2 ⊕ Z′2 ∈V. Now we
define the maps as following:
ϕ1 : B −→ B(Z) by ϕ1(M) = ′,
ϕ2 : B −→ B(Z∗) by ϕ2(M) = ′,
q1 : B −→Hk by q1(M) = Y ′1,
q2 : B −→Hk by q2(M) = Z′1.
Then
A =
⎛⎝ϕ1(M) q1(M) ⊗ ξ 0M η ⊗ q2(M)
ϕ2(M)
⎞⎠+ B
for some B ∈M1.
By Lemma 3.5 (4), there are maps ψ : I −→ B(Z∗), f1 : I −→Hk , f2 : I −→Hk and
two linear maps g1 : I2 −→Hk and g2 : I2 −→Hk such that
B =
⎛⎝ (f1() + g1() + Y ) ⊗ ξ T0 η ⊗ (f2() + g2() + Z)
ψ() + 
⎞⎠
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for some Y ⊕ Z ∈V, T ∈ E and  ∈ I2. It follows that A has the desired form. It is routine to
check that the tuple
(B,I1,I2,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2, g1, g2)
is a IIIb-tuple sinceA is a general symmetric operator algebra with A(1, 3) property and
M1 ∩M2 =
⎧⎨⎩
⎛⎝0 Y ⊗ ξ T0 η ⊗ Z
0
⎞⎠ |Y ⊕ Z ∈V, T ∈ E
⎫⎬⎭ ,
N1 ∩M1 =
{⎛⎝0 (g1() + Y ) ⊗ ξ T0 η ⊗ (g2() + Z)

⎞⎠
∣∣∣∣∣Y ⊕ Z ∈V, T ∈ E,  ∈ I2
}
,
and
M1 =
⎧⎨⎩
⎛⎝ (f1() + g1() + Y ) ⊗ ξ T0 η ⊗ (f2() + g2() + Z)
ψ() + 
⎞⎠⎫⎬⎭ ,
where  ∈ I1, Y ⊕ Z ∈V, T ∈ E, ∈ I2, are ideals.
The “if” part is routine. 
5. Closeness of operator algebras
In this section, we discuss the closeness of general symmetric operator algebras onk space.
Lemma 5.1. Let X, Y1, Y2, . . . , Yn be Banach ∗-algebras, and let f1, f2, . . . , fn be linear or
conjugate linear operators from X into Y1, Y2, . . . , Yn, respectively. Then f1, f2, . . . , fn are
continuous if and only if for any sequence {xi} ⊆ X, xi → x (i → ∞) and fj (xi) → yj (i → ∞)
for j = 1, 2, . . . , n imply yj = fj (x) for j = 1, 2, . . . , n.
Proof. If fj : X −→ Yj is conjugate linear for some 1  j  n, then f˜j : X −→ Yj defined by
f˜j (x) = fj (x)∗ is linear, and f˜j is continuous if and only if fj is continuous. So we may assume
that f1, f2, . . . , fn are linear.
Define f : X −→ Y1 ⊕ Y2 ⊕ · · · ⊕ Yn by
f (x) = (f1(x), f2(x), . . . , fn(x)).
It follows by the close graph theorem that
f1, f2, . . . , fn are continuous
⇔ f is continuous
⇔ xi → x and f (xi) → y = (y1, y2, . . . , yn) for j = 1, 2, . . . , n imply y = f (x)
⇔ xi → x and fj (xi) → yj for j = 1, 2, . . . , n imply yj = fj (x) for j = 1, 2, . . . , n.
The following lemma is well known, and we omit the proof. 
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Lemma 5.2. LetH1,H2 are Hilbert spaces, and let h ∈H1 and ξ ∈H2 such that ‖ξ‖ = 1.
Define the operator (of rank 1) h ⊗ ξ :H1 −→H2 by h ⊗ ξ(η) = (η, h)ξ. Then ‖h ⊗ ξ‖ =
‖h‖, and hence hi ⊗ ξ −→ h ⊗ ξ if and only if h −→ hi.
Theorem 5.3. Let B be a C*-subalgebra of B(H). Then a general symmetric operator algebra
A onk space of type 0 with 0-tuple (B, ϕ, q, θ) is closed if and only if ϕ, q and θ are continuous.
Proof. Suppose thatA is closed. Let {Mi} ⊆ B such that Mi → M and ϕ(Mi) → , ϕ(M∗i )∗ →
′, q(Mi) → Y, q(M∗i ) → Y ′, θ(Mi) → T . Since B is closed, M ∈ B. Put
Ai =
⎛⎝ϕ(Mi) q(Mi) ⊗ ξ θ(Mi)Mi η ⊗ q(M∗i )
ϕ(M∗i )∗
⎞⎠ , and A =
⎛⎝ Y ⊗ ξ TM η ⊗ Y ′
′
⎞⎠ .
Then Ai → A. SinceA is closed and Ai ∈A, A ∈A. Therefore
 = ϕ(M), ′ = ϕ(M∗)∗, Y = q(M), Y ′ = q(M∗), and θ(M) = T .
By Lemma 5.1, ϕ, q and θ are continuous.
Conversely, suppose that ϕ, q and θ are continuous. Let
Ai =
⎛⎝ϕ(Mi) q(Mi) ⊗ ξ θ(Mi)Mi η ⊗ q(M∗i )
ϕ(M∗i )∗
⎞⎠ ∈A,
and
Ai → A =
⎛⎝ Y ⊗ ξ TM η ⊗ Y ′
′
⎞⎠ .
Then
Mi −→ M, ϕ(Mi) −→ 
q(Mi) −→ Y, q(M∗i ) −→ Y ′
ϕ(M∗i )∗ −→ ′, θ(Mi) −→ T .
SinceB is closed, M ∈ B. Since ϕ, q and θ are continuous, ϕ(M) = , ϕ(M∗)∗ = ′, q(M) =
Y, q(M∗) = Y ′ and θ(M) = T . So
A =
⎛⎝ϕ(M) q(M) ⊗ ξ TM η ⊗ q(M∗)
ϕ(M∗)∗
⎞⎠ ∈A.
ThereforeA is closed. 
Theorem 5.4. Let B be a C*-subalgebra of B(H). Then a general symmetric operator algebra
A on k space with A(1, 3) property of type I with I-tuple (B,E,V, ϕ, q) is closed if and only
if E andV are closed and ϕ and q are continuous.
Proof. Suppose that A is closed. By the similar proof as that of Theorem 5.3, ϕ and q are
continuous. SinceA has A(1, 3) property, E is closed. For the closeness ofV, let (Yi, Zi) ∈V,
and (Yi, Zi) → (Y, Z). Then
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Ai =
⎛⎝0 Yi ⊗ ξ 00 η ⊗ Zi
0
⎞⎠ −→ A =
⎛⎝0 Y ⊗ ξ 00 η ⊗ Z
0
⎞⎠ .
Since Ai ∈A, A ∈A. Therefore (Y, Z) ∈V.
Conversely, let
Ai =
⎛⎝ϕ(Mi) (q(Mi) + Yi ⊗ ξ 0Mi η ⊗ (q(M∗i ) + Zi)
ϕ(M∗i )∗
⎞⎠ ∈A,
and
Ai → A =
⎛⎝ Y ⊗ ξ 0M η ⊗ Z
′
⎞⎠ .
Since B is closed, M = lim Mi ∈V. Since ϕ and q are continuous,  = lim ϕ(Mi) = ϕ(M),
′ = lim ϕ(M∗i )∗ = ϕ(M∗)∗, q(M) = lim q(Mi), and q(M∗) = lim q(M∗i ), and hence Y ′ =
Y − q(M) = lim Yi , Z′ = Z − q(M∗) = lim Zi . Since V is closed, (Y ′, Z′) ∈V. Therefore
A ∈A. It follows thatA is closed sinceA has A(1, 3) property. 
Definition 5.5. LetB be a C*-subalgebra of B(H). A IIa-tuple (B,I, ψ, ϕ1, ϕ2) is called closed
if for any {Mi} ⊆ B, {i} ⊆ I such that Mi → M,ϕ1(Mi) + i →  and ϕ2(Mi) + ψ(i ) →
, we have that ψ(− ϕ1(M)) = − ϕ2(M).
Theorem 5.6. Let B be a C*-subalgebra of B(H). Then a general symmetric operator algebra
A onk space with A(1, 3) property of type IIa with IIa-tuple (B,I, ψ, ϕ1, ϕ2) is closed if and
only if (B,I, ψ, ϕ1, ϕ2) is closed.
Proof. The “only if” part is obvious. For the “if” part, let
Ai =
⎛⎝ϕ1(Mi) + i Mi
ϕ2(Mi) + ψ(i )
⎞⎠ ∈A,
such that
Ai → A =
⎛⎝ M

⎞⎠ .
Since B is closed, M = lim Mi ∈ B. Put ′ = − ϕ1(M). Since (B,I, ψ, ϕ1, ϕ2) is closed,
A =
⎛⎝ϕ1(M) + ′ M
ϕ2(M) + ψ(′)
⎞⎠ ∈A.
ThereforeA is closed. 
Definition 5.7. Let B be a C*-subalgebra of B(H). A IIb-tuple (B,I,E,V, ψ, f1, f2, ϕ1,
ϕ2, q1, q2) is called closed if for any {Mi} ⊆ B, {i} ⊆ I and (Yi, Zi) ∈V such that Mi −→
M,ϕ1(Mi) + i −→ , ϕ2(Mi) + ψ(i ) −→ , q1(Mi) + f1(i ) + Yi −→ Y, q2(Mi) +
f2(i ) + Zi −→ Z, we have that − ϕ1(M) ∈ I, (Y − q1(M) − f1(− ϕ1(M)),
Z − q2(M) − f2(− ϕ1(M))) ∈V, and ψ(− ϕ1(M)) = − ϕ2(M).
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Theorem 5.8. Let B be a C*-subalgebra of B(H). Then a general symmetric operator alge-
bra A on k space with A(1, 3) property of type IIb with IIb-tuple (B,I,E,V, ψ, f1, f2,
ϕ1, ϕ2, q1, q2) is closed if and only if (B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2) is closed.
Proof. The “only if” part is obvious. For the “if” part, let
Ai =
⎛⎝ϕ1(Mi) + i (q1(Mi) + f1(i ) + Yi) ⊗ ξ 0Mi η ⊗ (q2(Mi) + f2(i ) + Zi)
ϕ2(Mi) + ψ(i )
⎞⎠ ∈A,
such that
Ai → A =
⎛⎝ Y ⊗ ξ 0M η ⊗ Z

⎞⎠ .
Since B is closed, M = lim Mi ∈ B. Since (B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2) is closed,
′ = − ϕ1(M) ∈ I and (Y ′, Z′) ∈V with Y ′ = Y − q1(M) − f1(− ϕ1(M)), Z′ = Z −
q2(M) − f2(− ϕ1(M)), and hence
A =
⎛⎝ϕ1(M) + ′ (q1(M) + f1(− ϕ1(M)) + Y ′) ⊗ ξ 0M η ⊗ (q2(M) + f2() + Z′)
ϕ2(M) + ψ(′)
⎞⎠ ∈A.
ThereforeA is closed. 
Definition 5.9. LetB be a C*-subalgebra of B(H). A IIIa-tuple (B,I1,I2, ψ, ϕ1, ϕ2) is called
closed if for any {Mi} ⊆ B, {i} ⊆ I1 and i ∈ I2 such that Mi −→ M, ϕ1(Mi) + i −→ 
and ϕ2(Mi) + ψ(i ) + i −→ , we have that − ϕ1(M) ∈ I1 and − ψ(− ϕ1(M)) −
ϕ2(M) ∈ I2.
Theorem 5.10. LetB be a C*-subalgebra of B(H). Then a general symmetric operator algebra
A onk space with A(1, 3) property of type IIIa with IIIa-tuple (B,I1,I2, ψ, ϕ1, ϕ2) is closed
if and only if (B,I1,I2, ψ, ϕ1, ϕ2) is closed.
Proof. The “only if” part is obvious. For the “if” part, let
Ai =
⎛⎝ϕ1(Mi) + i Mi
ϕ2(Mi) + ψ(i ) + i
⎞⎠ ∈A,
such that
Ai → A =
⎛⎝ M

⎞⎠ .
SinceB is closed, M = lim Mi ∈ B. Since (B,I, ψ, ϕ1, ϕ2) is closed, ′ = − ϕ1(M) ∈ I1,
′ = − ψ(− ϕ1(M)) − ϕ2(M) ∈ I2, and hence
A =
⎛⎝ϕ1(M) + ′ M
ϕ2(M) + ψ(′) + ′
⎞⎠ ∈A.
ThereforeA is closed. 
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Definition 5.11. Let B be a C*-subalgebra of B(H). A IIIb-tuple (B,I1,I2,E,V, ψ, f1,
f2, ϕ1, ϕ2, q1, q2, g1, g2) is called closed if for any {Mi} ⊆ B, {i} ⊆ I1,i ∈ I2 and (Yi, Zi) ∈
V such that Mi −→M,ϕ1(Mi)+i −→, ϕ2(Mi)+ψ(i ) + i −→ , q1(Mi) + f1(i ) +
g1(i ) + Yi −→ Y and q2(Mi) + f2(i ) + g2(i ) + Zi −→ Z, we have that − ϕ1(M) ∈
I1, − ψ(− ϕ1(M)) − ϕ2(M) ∈ I2 and (Y − q1(M) + f1(− ϕ1(M)) + g1(− ψ(−
ϕ1(M)) − ϕ2(M)), Z − q2(M) + f2(− ϕ1(M)) + g2(− ψ(− ϕ1(M)) − ϕ2(M))) ∈V.
Theorem 5.12. LetB be a C*-subalgebra of B(H). Then a general symmetric operator algebra
A onk space with A(1, 3) property of type IIIb with IIIb-tuple (B,I1,I2,E,V, ψ, f1, f2, ϕ1,
ϕ2, q1, q2, g1, g2) is closed if and only if (B,I1,I2,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2, g1, g2) is
closed.
Proof. The “only if” part is obvious. For the “if” part, let
Ai =
⎛⎝ϕ1(Mi) + i Y˜i ⊗ ξ 0Mi η ⊗ Z˜i
ϕ2(Mi) + ψ(i ) + i
⎞⎠ ∈A,
where Y˜i = q1(Mi) + f1(i ) + g1(i ) + Yi , Z˜i = q2(Mi) + f2(i ) + g2(i ) + Zi , such that
Ai → A =
⎛⎝ Y ⊗ ξ 0M η ⊗ Z

⎞⎠ .
Since B is closed, M = lim Mi ∈ B. Since (B,I,E,V, ψ, f1, f2, ϕ1, ϕ2, q1, q2) is closed,
′ = − ϕ1(M) ∈ I1, ′ = − ψ(− ϕ1(M)) − ϕ2(M) ∈ I2 and (Y ′, Z′) ∈V with
Y ′ = Y − q1(M) − f1(− ϕ1(M)) − g1(− ψ(− ϕ1(M)) − ϕ2(M)), Z′ = Z − q2(M) −
f2(− ϕ1(M)) − g2(− ψ(− ϕ1(M)) − ϕ2(M)), and hence
A =
⎛⎝ϕ1(M) + ′ (Y˜ + Y ′) ⊗ ξ 0M η ⊗ (Z˜) + Z′)
ϕ2(M) + ψ(′) + ′
⎞⎠ ∈A,
where Y˜ = q1(M) + f1(′) + g1(′), Z˜ = q2(M) + f2(′) + g2(′). Therefore A is
closed. 
6. Special cases and examples
Example 6.1. Let ϕ be a homomorphism from B into B(Z). Then the 0-tuple (B, ϕ, 0, 0) cor-
responds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ϕ(M) M
ϕ(M∗)∗
⎞⎠∣∣∣∣∣∣M ∈ B
⎫⎬⎭ .
Example 6.2. Let ϕ0 be a homomorphism from B into B(Z). Then the I-tuple (B,E, 0, ϕ, q)
corresponds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ϕ(M) q(M) ⊗ ξ TM η ⊗ q(M∗)
ϕ(M∗)∗
⎞⎠∣∣∣∣∣∣M ∈ B, T ∈ E, (Y, Z) ∈V
⎫⎬⎭ .
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Example 6.3. The IIa-tuple (B,I, ψ, 0, 0) corresponds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ M
ψ()
⎞⎠∣∣∣∣∣∣M ∈ B, ∈ I
⎫⎬⎭ .
Example 6.4. The IIb-tuple
(B,I,E,V, I, 0, 0, 0, 0, 0, 0)
corresponds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ Y ⊗ ξ TM η ⊗ Z

⎞⎠⎫⎬⎭ ,
where M ∈ B, ∈ I, T ∈ E, (Y, Z) ∈V.
Example 6.5. The IIIa-tuple (B,I1,I2, 0, 0, 0) corresponds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ M

⎞⎠∣∣∣∣∣∣M ∈ B, ∈ I1, ∈ I2
⎫⎬⎭ .
Example 6.6. The IIIb-tuple
(B,I1,I2,E,V, 0, 0, 0, 0, 0, 0, 0, 0, 0)
corresponds to the following operator algebra:
A =
⎧⎨⎩
⎛⎝ Y˜ ⊗ ξ TM η ⊗ Z˜

⎞⎠⎫⎬⎭ ,
where M ∈ B, ∈ I1, ∈ I2, T ∈ E, (Y, Z) ∈V.
Example 6.7. There is an operator algebra of type 0 which is not diagonal. For example,
A0 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α (0, λ, μ)T ⊗ e λ + μ⎛⎝α λ + α
μ + α
⎞⎠ e∗ ⊗ (0, λ, μ)T
α
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
: α, λ, μ ∈ C
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
is an operator algebra of type 0 on space 1, where 1 = (Z⊕H) +Z∗, H is a Hilbert
space with dimH = 3, Z = span{e},Z∗ = span{e∗}, (e, e) = 1 = [e, e∗], [e, e] = [e∗, e∗] =
0. ClearlyA0 is not diagonal.
Proof. It is easy to see that A0 is closed under the linear operation and “#” operation. Let
A1, A2 ∈A0 and
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A1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1 (0, λ1, μ1)T ⊗ e λ1 + μ1⎛⎝α1 λ1 + α1
μ1 + α1
⎞⎠ e∗ ⊗ (0, λ1, μ1)T
α1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
A2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α2 (0, λ2, μ2)T ⊗ e λ2 + μ2⎛⎝α2 λ2 + α2
μ2 + α2
⎞⎠ e∗ ⊗ (0, λ2, μ2)T
α2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then
A1A2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1α2 (0, α1λ2 + α2λ1 + λ1λ2, α1μ2 + α2μ1 + μ1μ2)T ⊗ e γ
α1α2IH +
⎛⎝0 α1λ2 + α2λ1 + λ1λ2
α1μ2 + α2μ1 + μ1μ2
⎞⎠ e∗ ⊗ δ
α1α2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
γ = α1μ2 + α2μ1 + α1λ2 + α1λ2 + λ1λ2 + μ1μ2,
δ = (0, α1λ2 + α2λ1 + λ1λ2, α1μ2 + α2μ1 + μ1μ2)T.
HenceA0 is an operator algebra. Obviously,A0 is of type 0. 
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