Abstract. Many applied problems in ecology and conservation require prediction, and population models are important tools for that purpose. Formerly, the majority of predictive population models were based on matrix models. As the limitations of classical matrix models have become clearer, the use of individual-based models has increased. These models use behavioral rules imposed at the level of the individual to establish the emergent consequences of those rules at the population level. Individual behaviors in such models use an array of different rule types, from empirically derived probabilities to long-term fitness considerations. There has been surprisingly little discussion of the strengths and weaknesses of these different rule types. Here, we consider different strategies for modeling individual behaviors, together with some problems associated with individual-based models. We propose a novel approach based on modeling optimal annual routines. Annual routines allow individual behaviors to be predicted over a whole annual cycle within the context of long-term fitness considerations. Temporal trade-offs between different behaviors are automatically included in annual routine models, overcoming some of the primary limitations of other individual-based models. Furthermore, as well as population predictions, individual behaviors and indices of condition are emergent features of annual routine models. We show that these can be more sensitive to environmental change than population size, offering alternative, repeatable metrics for monitoring population status. Annual routine models provide no panacea for the problems of data limitations in predictive population modeling. However, as a result of their ability to deal with life-history trade-offs, as well as their potential for relatively rapid and accurate validation and parameterization, we suggest that annual routine models have strong potential for predictive population modeling in applied conservation settings.
INTRODUCTION
Ecologists are often required to make predictions regarding the likely responses of populations to changes in their environment. Field trials, monitoring, experimental approaches, and expert opinion are important tools for making such predictions Watkinson 2001, Sutherland 2006) . Field trials, however, can usually be conducted only on restricted spatial or temporal scales, and short-term outcomes may not be borne out over longer periods (e.g., Freckleton et al. 2004) . Monitoring can yield ''natural experiments'' that provide valuable information on the responses of populations to change (e.g., Gosler et al. 1995) . However, such opportunities are rare and will often be confounded by changes in factors other than the environmental variable of interest. Furthermore, predictions based on the results of such monitoring will often be unreliable if extrapolated beyond the range of situations previously encountered (Goss-Custard and Sutherland 1997 , Coulson et al. 2001 , Stephens et al. 2003 . Expert opinion underlies many decisions in applied ecology (White et al. 2005) but is seldom based on structured, rigorous approaches and reinforced by subsequent evaluation (Sutherland 2006) . Owing to the unreplicated nature of global change, therefore, and as a result of the weaknesses of alternative approaches, it has long been clear that field and experimental methods must be supplemented by predictive modeling (Shugart et al. 1992) .
Predictive population modeling is an extremely varied enterprise, with few authors agreeing on the attributes and approaches to modeling that are necessary for making useful predictions. Perhaps the most common application of predictive population models is population viability analysis (PVA; Shaffer 1981 , Gilpin and Soule´1986, Boyce 1992 , Akc¸akaya et al. 2004 ). Models 5 E-mail: feroo@vocs.unideb.hu constructed for this purpose tend to be matrix models, in which the population is classified by age or stage, and parameters are estimated that describe the probabilities of transitions between those stages (e.g., Caswell 2001 ). There has been considerable debate about the value of PVA (Boyce 1992 , Hamilton and Moller 1995 , Beissinger and Westphal 1998 , Reed et al. 1998 , Bierzychudek 1999 , Brook et al. 2000 , 2002 , Coulson et al. 2001 , Ellner et al. 2002 . In particular, there is increasing recognition that traditional, age-or stage-based matrix models are limited in their ability to accommodate important detail at the level of individuals (Huston et al. 1988 , Judson 1994 , DeAngelis and Mooij 2005 . Moreover, for predicting the consequences of novel conditions, it is also clear that mechanistic processes should be incorporated in population models (Sutherland 1996 , Łomnicki 1999 , Bradbury et al. 2001 , Norris and Stillman 2002 , Stephens et al. 2002a , Sutherland and Norris 2002 . As a result of growing awareness of the limitations of matrix modeling for incorporating many processes of interest, both individual-based models and behaviorbased models are becoming more widespread Mooij 2005, Sutherland 2006 ). These models focus on parameterizing the actions of individuals, such that the characteristics and trajectories of populations are emergent properties of simple rules imposed at the individual level. No easy definition of an individualbased model exists (Grimm and Railsback 2005) . The distinctions between individual-based models and behavior-based models are mainly historical; the two approaches seem to have developed from different sets of underlying rules, in parallel literatures with woefully little integration. Hereafter, we refer to these modeling approaches, collectively, as individual-based models (IBMs; though behavior-based models, BBMs, are distinguished as a special case where necessary).
There have been several recent reviews of the current use of IBMs (Grimm 1999 , Norris and Stillman 2002 , DeAngelis and Mooij 2005 , Sutherland 2006 . DeAngelis and Mooij (2005) , in particular, provide a thorough classification of the range of purposes to which IBMs have been put, while Sutherland (2006) details the applications of BBMs, as well as the ways in which they have been tested. In spite of these reviews, detailed assessments of the mechanisms underlying such models are lacking. The mechanisms of interest to us here are those that encapsulate the individual processes of ''Adaptation,'' ''Fitness,'' ''Sensing,'' and ''Prediction'' (sensu Grimm et al. 2006) .
Our aim is to consider the problems associated with available methods used in IBMs and to suggest a possible alternative. First, we assess the type of rules that are imposed at the individual level in IBMs. These range from probabilistic rules to detailed, game-theoretic optimization procedures. We discuss the potential applications and drawbacks of each approach. Second, we give a brief overview of some other problems associated with IBMs. Third, we suggest an alternative approach, modeling optimal annual routines (OARs) that might overcome some (though not all) of those problems. We consider the advantages of OAR models and the situations in which they might be useful. We also give an example to illustrate the ways in which OARs could be used in predictive, conservation settings. We conclude with a summary of remaining problems and opportunities for individual-based predictive modeling.
IBMS, RULES, AND OPTIMALITY
Following DeAngelis and Mooij (2005), we consider individual-based models (IBMs) to be simulation models in which the fates of ''agents'' (typically representing individuals) can be followed according to the unique attributes of those agents. The behavior (and, thus, the fate) of agents is contingent on their history of interactions with the environment and other agents, as well as aspects of their current situation. Beyond this, it is difficult to generalize about IBMs, because the behaviors of interest will vary according to the application of the model. For example, if the model is aimed at assessing the consequences of assortative mating (e.g., Sadedin and Littlejohn 2003) , the key behaviors might include matechoice and mate-search rules. By contrast, if the purpose of the model is to assess habitat use (e.g., Sutherland and Allport 1994) , the key behavior might involve movement to maximize intake rate. In all cases, however, the behaviors will have consequences at each time step, typically manifested in stochastic changes in the attributes of the agents, as well as either stochastic or deterministic changes in their environment.
The key point to notice is that all IBMs depend on agents behaving in a manner contingent on their attributes. There is, however, wide variation in the rules used to determine those behaviors. We recognize two main categories of rule: empirically derived rules and optimality rules. The first category usually derives from direct observation, while those in the second category (including either short-term proxies for optimality or long-term fitness considerations) typically derive from theoretical considerations. These categories need not be completely exclusive. Stephens and Krebs (1986: Chapter 8) noted that there are many examples of behaviors that follow simple rules, rather than rules informed by long-term fitness considerations. Indeed, simple rules can perform well and may represent optimal strategies if more complex rules lead to trade-offs, owing to their demand for investment in sensory apparatus or knowledge (McNamara and Houston 1980 , Houston et al. 1982 , Stephens and Krebs 1986 . Our distinction between simple, empirically derived rules and optimality rules is thus based on modeling philosophy rather than any fundamental view of the information on which animals base their actions. The difference between IBMs in general, and BBMs as a special case, might be related to their different origins on the spectrum of rule types. Specifically, it appears that IBMs began with empirically derived rules, while BBMs originated among modelers who were concerned with the optimality end of the spectrum. Increasingly, however, the distinction is blurred, and many models contain behavioral processes determined by a combination of rule types. We now discuss these different rule types and their major attributes.
Empirically derived rules
Empirically derived rules are typically based on estimates of the probability with which an individual in the current state would perform one of a set of possible actions. As an example, consider the model of Grimm et al. (2003) concerning persistence in populations of the alpine marmot Marmota marmota. This is a spatially explicit model, with individuals classified by sex, age, group, and social status. A key behavior determining the persistence of a social, group-living species like the alpine marmot is subordinate dispersal. Dispersal determines group size (a critical determinant of overwinter survival in marmots; Grimm et al. 2003) , as well as the rate at which existing groups die out and vacant territories are recolonized. In the model of Grimm et al. (2003) , dispersal (or remaining in the natal territory) is a stochastic process, with age-specific probabilities taken directly from empirical data.
IBMs based on probabilistic rules are similar to matrix models in that transition probabilities are, as with most matrix models, taken from empirical data. The inclusion of spatial, social, or kin relationships usually requires that the models are individual based, but behaviors are consistent for large sections of the population, regardless of the specifics of an individual's situation. One problem with this approach was identified by Stephens et al. (2002a) . These authors compared a spatially explicit, probabilistic population model with a model in which individual decisions were context dependent (rather than fixed for individuals of given age and status). Stephens et al. (2002a) showed that predicted population growth was typically higher in the context-dependent model because subordinates were less likely to disperse from smaller groups (where their presence had a strong effect on the survival of related juveniles) and more likely to disperse from larger groups (where they had a lower effect on expected survival). These results were observed in spite of similar levels of age-specific dispersal in both models and suggested that ignoring realistic patterns of behavior could lead to erroneous predictions (Stephens et al. 2002a) .
Another problem with probabilistic behavioral rules has already been alluded to: empirical probabilities determined in one set of conditions cannot be expected to apply in novel conditions. In the case of the alpine marmot models, consider the consequences of a declining population. A small population might be composed of a few large groups (with a similar distribution of group sizes to that observed in the empirical study from which data were drawn). In that case, age-specific dispersal probabilities might be expected to be the same as for the field study or even higher (given the likelihood of increased territory availability). Alternatively, a small population might consist of many smaller groups. In this case, the contribution of each subordinate to the success of its group would be much higher, while territory availability would remain relatively restricted. Here, we would expect dispersal probabilities to be reduced. In either case, models based on probability lack any mechanistic underpinning for re-deriving the relevant probabilities. In the language of Grimm et al. (2006) , they do not enable individual behavior to adapt to the individual's changing internal and external environment.
A third problem with empirically derived rules can be that they implicitly assume the form of some decisions. One example is the assumption that, if they are able to do so (i.e., if they have a nest site or territory and access to a mate), all reproductively mature individuals will attempt to breed. This may be broadly consistent with our interpretation of field observations. Nevertheless, theoretical ecology tells us that there is a trade-off between current and future reproduction; in adverse conditions, individuals may forego reproduction, rather than compromising survival (and, thus, future reproductive success; Stearns 1992, McNamara and Houston 1996) .
In general, empirically derived rules do not allow for decisions that are contingent on their probable outcomes and, thus, ignore many of the insights that have emerged from theoretical ecology. Measured probabilities might have good heuristic value for exposing processes underlying the observed dynamics of populations, but are seldom adequate as rules governing key behaviors in predictive population models. In spite of this, most predictive IBMs must contain some empirically derived rules. To clarify that they are not unique to an isolated set of circumstances, probabilities should, ideally, be well supported by data from a range of circumstances. Failing that, consideration should be given to the likely consequences, and tests of model sensitivity to a range of plausible values should usually be conducted.
Optimality rules
Optimality-based approaches tend to form the core of models referred to as BBMs (Norris and Stillman 2002, Sutherland 2006) . Optimality rules overcome many of the limitations of simpler decision rules but introduce a range of novel concerns. Sutherland (2006) noted that BBMs tend to focus on feedback mechanisms between density and population distribution or performance. The four principal mechanisms that have been studied are depletion, interference, territoriality, and social rank. Behavioral feedbacks can be predicted on the basis of short-term proxies for fitness (e.g., maximizing intake rate) or long-term fitness considerations (e.g., maximizing reproductive success).
Population models employing short-term proxies for fitness are usually based on the ideal free distribution (Fretwell and Lucas 1970) , which assumes that individuals have an ideal knowledge of their options and are free to move about their habitat in order to maximize their fitness. Thus, behavior in these models is derived from maximizing the fitness payoff from a set of available options. These models are usually game theoretic in that the payoffs from any action depend on the actions of others. The vast majority of existing examples have focused on depletion and interference (e.g., Pettifor et al. 2000 , Stillman et al. 2000 , Gill et al. 2001 ). Both of these processes affect spatial and temporal variation in expected food intake, and so can predict distribution (Gill et al. 2001) , mortality (Stillman et al. 2000 (Stillman et al. , 2003 , and seasonal switches between different resources (Pettifor et al. 2000) .
Owing to the central importance of food intake rate in depletion and interference models, intake rate is usually the optimization criterion used to inform behavioral decisions (such as where to feed). We designate this a short-term proxy because it depends on the assumption that maximizing intake rate in the short term will also maximize fitness in the longer term. When models focus on stages of the life cycle in which survival can only be achieved by maintaining a high intake rate, this assumption may be justified. However, there are two problems with this approach. First, even when considering times of year when animals are food stressed, maximizing intake may not equate to maximizing survival (and thus long-term reproductive success; Houston and McNamara 1997) . In addition, foraging is only one of several activities to which an individual can allocate time. For both of these reasons, animals face trade-offs between different elements of fitness (for example, trade-offs between the dangers of starvation and predation; McNamara and Houston 1987 , Witter and Cuthill 1993 , Houston and McNamara 1999 , and abundant evidence suggests that, even at times of high energy demand, individuals regulate their intake below what is achievable (e.g., Rogers et al. 1994 , Witter et al. 1995 , Fauchald et al. 2004 . Consequently, while shortterm proxies for fitness might be adequate in some situations, in general, the fitness consequences of actions can only be viewed in light of their long-term effects on an individual's lifetime reproductive success (Houston and McNamara 1999) .
A smaller number of BBMs have attempted to use long-term, inclusive fitness measures to determine behavioral (typically dispersal) decisions (e.g., Stephens et al. 2002a , Ridley et al. 2003 . In both of these examples, estimates of fitness were derived by forward projection, a process entailing a number of restrictive assumptions. For example, in the model of Ridley et al. (2003) of the Seychelles Warbler, Acrocephalus sechellensis, methods of estimating long-term fitness required the assumption that current conditions are indicative of future conditions (i.e., that an individual chooses to disperse by comparing estimated lifetime reproductive success if it stays in a group that is always of size x, to lifetime reproductive success if it departs for a group that is always of size x À 1). In addition, methods for fitness estimation also meant that while the authors could consider the population processes operating within stable populations (in saturated habitats), it was not possible to predict population dynamics in unsaturated environments (Ridley et al. 2003) .
The approach used by Stephens et al. (2002a) imposed similarly problematic restrictions. In particular, it was necessary to assume that successful dispersers would become dominant in groups of average size and composition, in spite of the implications that resultant behaviors would have for the size and composition of groups. Similarly, it was also necessary to assume that the choice faced by a potential disperser was the choice between dispersing now or remaining in the natal territory and dispersing the following year (unless dominance was inherited in the meantime; Stephens et al. 2002a ). This overlooks the breadth of choices faced by a potential disperser who can remain in the natal territory for any number of years before either dispersing or inheriting dominance.
In general, long-term fitness considerations are important for determining the consequences of current actions and, thus, for determining optimal behaviors. However, estimating fitness by forward projection is seldom satisfactory, partly because of the feedbacks between estimates of fitness and future conditions, but also because of the difficulties of incorporating future choices into current projections. These problems strongly suggest that a dynamic approach to estimating long-term fitness will yield marked improvements in the application of optimality rules to predictive population modeling.
PROBLEMS WITH IBMS
In the previous section we considered some of the problems associated specifically with empirically derived behavioral rules in IBMs. We noted that probabilistic rules are seldom appropriate for predictive population modeling, although they will usually be a necessary evil. We also observed that optimality approaches overcome many of the limitations of simpler decision rules but introduce a range of novel concerns. IBMs are subject to many of the more general concerns of predictive modeling (e.g., Boyce 1992:496-498) . However, here we focus on a number of additional problems that are more strongly associated with IBMs that employ optimality rules. Optimality has, itself, been the subject of some debate (Pierce and Ollason 1987, Stearns and Schmid-Hempel 1987) , but it is now generally recognized that optimality provides a useful basis for obtaining predictions regarding behavior (e.g., Sutherland 1996). Here we focus on concerns associated with the use of optimality rules in population modeling. We stress the drawbacks of BBMs in the context of models with which we are familiar but note that most of the problems to which we allude are widespread. In particular, we focus on the following: difficulties of parameterization, the problem of unknowns, and time horizons and prediction.
Difficulties of parameterization
Estimating the fitness consequences of current actions requires a detailed understanding of interactions both between individuals and between an individual and its environment. We have already discussed the complexities of estimating fitness in a long-term context, but even short-term proxies for fitness can be surprisingly difficult to parameterize. As an example, consider models that use food-intake rate as their criterion for optimization. Food intake typically depends on measures of food availability (which can be dependent on depletion) and the functional response (which relates food intake to availability and can be modified to account for intraspecific interference; Sutherland 1996) . Stephens et al. (2003) noted that estimates of the parameters of the functional response from single species can show substantial variation, leading to concerns over the accuracy of resultant foraging models. Although emerging evidence suggests that, for some groups at least, functional responses may be predictable on the basis of readily measured characteristics (Piersma et al. 1995 , GossCustard et al. 1996 , Stillman and Simmons 2006 , it remains to be seen whether this approach will be broadly applicable to a wide range of species.
Another problem associated with foraging models is that they require that the dynamics of the resource population are also well-understood (Stephens et al. 2003) . For specialists feeding on one or a very few types of prey, this may present few problems, especially during periods when rates of resource renewal are low. However, for species with more varied diets, or at times when resources are growing or reproducing, understanding resource dynamics can be highly problematic.
Generally, difficulties with parameterizing optimalitybased IBMs arise because of the volume of detailed data required to estimate the consequences of individual decisions with confidence. As an example, to assess the fitness consequences of dispersal decisions in female meerkats, Suricata suricatta, Stephens et al. (2005) used a data set comprising over 240 000 meerkat days of the observation of known individuals. In spite of the richness of this data set, the fates of only 20 dispersing females were known with conviction. Similarly, for their model of alpine marmots, Stephens et al. (2002a) used data from an intensive, 13-year field study. Again, however, data were available on the fates of only 22 long-distance dispersers and seven overwintering nonterritorial animals. Both of these examples illustrate well the difficulties of estimating the fitness consequences of dispersal, and more generally, the data-hungry nature of optimality rules in IBMs.
Unknown parameters
An extreme version of the parameterization problem arises with some parameters that simply cannot be measured. When estimating these parameters is the purpose of the model (e.g., Stillman et al. 2002) , this need not be a problem. However, many models necessarily include unknowns, even where the models serve a much broader purpose than estimating those values. An example is the model of Stephens et al. (2002a) discussed earlier. In that model, it was necessary to estimate the future fitness of a subordinate that dispersed from its natal territory. Subordinate marmots cannot join an existing group as a subordinate, and in order to gain direct reproductive success, must establish their own group in a vacant territory or evict the current dominant from an occupied territory (Arnold 1990a, b) . Clearly, empirical data can be used to determine the rate at which tenured dominants are evicted. However, the observed rate of eviction is an outcome of the type of animals dispersing, the rate of attempted evictions, and the probability of eviction. Thus, using an observed value for such a process is erroneous. Similar arguments have been advanced for problems with estimating the risk of predation (Lank and Ydenberg 2003) . Many other important elements of IBMs are vulnerable to the same concerns, including factors such as the strength of interference, frequencies of disturbance, and unconsidered sources of mortality and predation (which can obviously change in either a compensatory or additive manner).
The key point is not that models that rely on unknown parameters should be avoided, but rather that the process of determining plausible values for unknown parameters often involves varying those parameters through a realistic range until a good model fit is achieved. Given that the fit of the model is usually an indicator of its quality, this is a circular process that can inflate the apparent success of a model. Ideally, available data sets would be divided into portions used for model specification and portions used for model validation. However, given the problems of parameterization alluded to earlier, this will often place unrealistic burdens on the available data. In these cases, it is essential that the process of estimating unknown parameters is acknowledged overtly and that the consequences for model fit are also recognized. Sensitivity analyses in these circumstances can identify to which of the unknown parameters model outcomes are most sensitive. This can suggest the most appropriate focus for empirical and analytical parameter estimation.
Time horizons and prediction
Perhaps owing to the complexities of parameterizing behavioral models of the breeding season on the basis of short-term proxies, few BBMs have been constructed that consider the full annual cycle (most focus only on the nonbreeding period; Sutherland 2006) . Exceptions, such as the model of Stillman et al. (2001) , tend to model the breeding period on the basis of empirical data on reproductive success, omitting any adaptive components of the model for this period. This poses two problems.
First, where phenomenology must be invoked to describe the dynamics of populations during the breeding period, these models are subject to the concerns associated with models based on probabilistic rules. In particular, phenomenological models are constrained to making predictions for scenarios within the span of past observation (Stephens et al. 2003) .
For models that focus only on the nonbreeding period, a second problem is encountered, whereby predictions of population level effects may not be borne out over the full annual cycle. For example, even where models predict a decrease in the number of individuals that emerge from winter, it is impossible to predict the effects of this decrease on the long-term dynamics of the population. Specifically, if the population is limited by competition for food during the breeding season, reduced breeding populations might increase fecundity, thus having little effect on long-term population size. For many species, there is evidence that population regulation is imposed most strongly outside the breeding season (e.g., Peach et al. 1999 , Hole et al. 2002 , Newton 2004 , and for these, it might be possible to extrapolate from the implications of reductions in nonbreeding populations. In general, however, it cannot be assumed that specific periods can be considered in isolation . Rather, population dynamics must be viewed within the context of the entire annual routine.
A POSSIBLE ALTERNATIVE

Optimal annual routine models
Recently, optimal annual routine models (McNamara et al. 1998 , 2004 , Houston and McNamara 1999 , Barta et al. 2006a , b, 2008 McNamara et al., in press ) have been developed to understand how annual periodicity affects optimal schedules of behavior within an annual cycle. We suggest that these models have great potential for predictive population modeling, and in this section, we outline why. We give an overview of optimal annual routines (OARs), highlighting why they are especially suitable for understanding and describing population processes. We also show that OARs overcome a number of the problems of other population models based on optimality rules (as just discussed).
OARs enable the identification of optimal behavioral strategies of individuals at each time step over an annual cycle in a periodically changing environment. The optimal behavior depends on the individual's attributes and the environment, and is determined by comparing the long-term fitness consequences of possible behavioral decisions at each time step. More precisely, OAR models find the optimal behavior by maximizing the number of descendants left far in the future, immediately providing an estimate of the survival and reproductive success of individuals that behave optimally. Thus, these models are ideal for describing population processes based on individual behavior. Having established statedependent OARs, Monte Carlo simulations of optimally behaving individuals can be used to examine the behavior of individuals and the fate of whole populations.
In order to model population processes as the result of individual behavior, it is necessary to consider that carryover effects and cross-seasonal interactions can affect population trends considerably (Marra et al. 1998 , Norris 2005 , Webster and Marra 2005 . It is important, therefore, to be able to describe the behavior of individuals over the longer term by considering the full annual cycle. For a number of reasons, this is not a simple task. First, to predict behavior over the full annual cycle, seasonal changes in the environment that affect individuals must be incorporated. Owing to periodicity, the value (the consequences for fitness) of actions performed (e.g., breeding, molt) can vary over the year (e.g., the survival and subsequent reproduction of young may depend on the time in the season at which they are born; Lack 1968 , Green and Rothstein 1993 , Szekely and Cuthill 1999 , Cote and Festa-Bianchet 2001 . Second, when modeling behavior over a long time, optimal behavior can only be determined reliably if the fitness consequences of possible future choices are incorporated. Performing one action can exclude the performance of other actions (for example, birds cannot breed while migrating) and affects the individual's future state, also influencing actions available in the future. Consequently, the optimal timing of an activity depends not only on the value of that action (which changes over time), but also on whether there are other appropriate times to perform the excluded activities (Foster 1975, Houston and McNamara 1999) .
As we have discussed, most IBMs use forward projection and, consequently, have limited ability to deal with the kinds of future complexity necessary for predicting behaviors throughout an annual time frame. By contrast, OAR models are designed to overcome those very limitations. Importantly, game theory (e.g., Maynard Smith 1982) can easily be accommodated in OARs. Consequently, feedbacks between individuals, such as density dependence, can readily be included in models. OAR models are holistic in the sense that the possible actions are handled simultaneously; for example, breeding does not exclude molt a priori, but exclusion may emerge during the solution of the model. In general, these models do not use preliminary assumptions or empirical probabilities to determine any of the behavioral decisions. The optimal strategy is always found by calculating and comparing the longterm fitness consequences of the available sets of actions.
Technically, OARs are based on stochastic dynamic programming (Houston et al. 1988 , Houston and McNamara 1999 , Clark and Mangel 2000 , incorporating the effects of various factors through state variables. This technique is used increasingly to determine and understand various behavioral choices, including optimal timing (e.g., McNamara et al. 1998 , Barta et al. 2008 ) and allocation patterns (e.g., Bunnell and Marschall 2003, Garvey and  for an example involving conservation management decisions see Doherty et al. [1999] ). In statedependent dynamic programming models it is not necessary to specify a priori the consequences for fitness of performing a given action; it is sufficient to describe only the effects of the actions on state variables, so that the fitness consequences of the different actions arise through the solution of the model. Also, it is possible to model trade-offs easily since, in general, they are manifested through the state variables (McNamara and Houston 1996) . This enables details of physiology to be incorporated in the model (e.g., McNamara and Houston 2008) .
OAR models involve two stages: first, optimal behavioral strategies for each state and each time of year are determined by backward iteration; next, forward stochastic simulations are run to assess the consequences of those optimal strategies. In the stochastic simulations, individuals use the state-dependent optimal behavioral strategies determined in the previous stage. Under this fitness-maximizing strategy, an individual's behavior depends only on its internal state (e.g., energy level) and some perceptible external circumstances (e.g., time of year). Additionally, errors in decision making can readily be included in OARs , potentially allowing for departures from the assumption of perfection among modeled individuals.
Advantages and disadvantages of OAR models
The applicability of a model (or group of models) depends on how easily, simply, and reliably the model can be parameterized (providing the model with initial data), the validity of its predictions tested, and its predictions used. In general, OAR models are subject to many of the difficulties of parameterization to which optimality-based IBMs are subject. Though general implications can be produced relatively easily, the application of these models to real systems will require large data sets to describe the relationships and constraints and to estimate parameters. However, in terms of validation, optimal annual routine models have a significant advantage. Whereas most IBMs generate predictions at the population level, annual routines produce many individual-level indicators. These emerge because, in addition to predicting the fate and characteristics of the population, they also predict individual behavior (e.g., foraging intensity, timing of breeding) and state variables (e.g., level of energy reserves, immunocompetence). This can make model validation much more efficient because individual traits can usually be measured in a short period of time, whereas the estimation of attributes of populations requires data from a longer time period. Individual traits can also be measured more precisely (with less error) because, in this case, individuals (rather than populations) are the sampling units, so it is easier to increase both sample size and accuracy. Another significant advantage for model testing is that, since OAR models are dynamic, it is possible to predict various population parameters (e.g., age or size distributions, proportion of breeding individuals) at any point in time, and these predictions can also be tested by sampling over relatively short time frames. This also applies to the state variables (e.g., level of energy reserves, immunocompetence). Further work is needed, however, to clarify how the propagation of errors in these short-term estimates influences the precision of the predictions of the OAR models.
The approach of OARs also provides new possibilities regarding the use of model predictions. It is possible not only to simulate the effects of various endangering factors and the consequences of conservation measures on population dynamics, but also to predict individual behavior and the state variables in a changing environment. With the aid of simulations, we can examine whether the behavior or state variables respond more rapidly than population size to various environmental changes (Matsinos et al. 2002) . For example, deteriorating environmental conditions might significantly decrease the immunocompetence of individuals well before the population starts to decline. This presents the possibility that OAR models could highlight early warning signals at an individual level that would prompt management actions before population-level signals could be detected. OAR models also enable examination of the response of behavior and state variables to changes in various environmental factors. Some variables may be more sensitive than others to certain environmental factors. If this is the case, monitoring the behavior and state variables of individuals will supply valuable information not only about the population trends but about their causes as well (Hill 1995 , Lewis et al. 2006 ).
Though we put equal emphasis on behavior and state variables in the preceding discussion, practical considerations may dictate that state variables have a more important role. Collecting samples of behavior is usually more complex and takes more time. In some case, it may be relatively easy to measure individual state. For example, it is possible to estimate certain components of an individual's immunocompetence even from a single drop of blood (Pap 2002) , and noninvasive methods for obtaining such samples are beginning to emerge (Becker et al. 2006) . Consequently, monitoring populations based on state variables could serve as a new, sensitive tool for conservation biology.
One practical limitation of OAR models is that they are often complex, so model development and verification is likely to be slow and need expertise. Furthermore, solving these models requires long computations, even for modestly complicated cases, and computation time increases exponentially with the number of state variables. Therefore it is important to include only those state variables that are essential for the problem at hand and this requires substantial knowledge of the species under investigation. Nevertheless, with the power of a good desktop computer, reasonably complex models (with 4-6 state variables) can be solved within a day.
EXAMPLES: MOLT AND MIGRATION IN BIRDS
In this section, we present two case studies to illustrate the approach we advocate. We begin with a relatively simple example, considering molt strategies of nonmigratory birds. We then show how this relatively simple model can be extended to more complex situations (e.g., by including migration). Our intent is not to suggest that these particular examples have clear implications for conservation but, rather, to show the types of inputs and outputs that might be expected to have uses in a conservation setting.
Optimal molt strategy of nonmigratory birds Barta et al. (2006b) developed an annual routine model to examine the optimal molt strategy of nonmigratory birds. In this model, individuals are characterized by five state variables: quality of (1) outer and (2) inner primaries (primaries are the 10 outermost flight feathers of the wings), (3) energy reserves, (4) breeding status, and (5) foraging experience. Quality of primaries influences flying efficiency: more energy is required to fly and predation risk increases as feather wear increases. Primaries degrade gradually, with the rate of degradation increasing with the bird's foraging intensity. Energy reserves increase during foraging and decrease because of the energetic costs of the activities performed. Breeding status specifies whether or not there are dependent young, and their age if they are present and being cared for. Experience, and hence foraging ability, of young increases with age. At the beginning of every week, a modeled bird selects its behavior for that week in terms of the following four classes of behavioral actions: (1) molt of the outer or (2) the inner primaries, (3) foraging intensity, and (4) reproductive behavior (starting to breed, caring for the brood, or abandoning it). The birds ''live'' in a seasonal environment where the amount of food varies sinusoidally over the year. There is explicit density dependence in the model, so its effect on the food supply is considered when determining the optimal strategy. Correspondingly, in the simulations, population size affects amount of food that is actually available to the individuals.
We used the optimal strategy (Fig. 1a) determined by Barta et al. (2006b) to run Monte Carlo simulations. In these simulations, the population of modeled individuals lived for 30 years under the conditions for which optimal strategies had been derived. After the 30th year, we gradually decreased the amount of food available to the population over certain periods of the year by 0.5% of the original value per year. In this example, we assume that the environment changes much more rapidly than the annual routine can adapt. To reflect this assumption, the optimal annual routine is not recalculated during the simulation (for more on this assumption see the Discussion). Note, however, that although the animals do not update the optimum behaviors associated with any given state, their behavior will change as a result of changes in their state.
Unsurprisingly, the food reduction led to a decline in the population size (Fig. 1b) . However, we found that changes in levels of energy reserves followed a distinct pattern: food reduction at a given time had no effect on mean reserves measured during certain periods of the year, but when measured during other periods, significant increases in the energy reserves of individuals could be detected (Fig. 1c) . Representing the changes of energy reserves and population size over years (Fig. 1d) , it is clear that energy reserves started to respond to the food reduction much earlier than population size, illustrating the usefulness of state variables in studies of population processes.
Optimal molt and migration strategies of birds Barta et al. (2008) extended the previous model to examine the optimal timing of molt and migration in the life cycle of migratory birds. To do this, a new state variable, location, was introduced. In the model, birds could choose between four locations with independent food distributions, a scenario that might represent a bird population migrating from Scandinavia to Africa, using two stopover sites along their route. To make movements between locations possible, a new behavioral action, migration, was also introduced. In the model, movement between neighboring locations took one week, so the whole migration lasted for at least three weeks. Barta et al. (2008) showed that the food distribution at each location plays an important role in the development of the two most common migrationmolt strategies of birds. If there is an abundant food peak on the breeding site in summer, then the birds molt immediately after breeding, before the autumn migration (''summer molt''). However, if the intense but short food peak in summer on the breeding site is followed by a high food peak in winter on the wintering site, then birds follow the so-called ''winter molt'' strategy, beginning their autumn journey immediately after breeding and molting only after arrival at the wintering site. We used this model to determine how a reduction of available food at migratory stopover sites is likely to affect the population dynamics of migratory birds. Monte Carlo simulations were run with the original food distributions for 30 years, after which the amount of available food was decreased (by 0.5% per year) on certain sites (the breeding site, the stopovers, or the wintering site), for populations following either the summer or the winter molt strategy. The effect of manipulations was measured by the time taken for the population size to halve. A small (3-7%) reduction in food was sufficient to halve the populations (Fig. 2) . Populations following the two strategies responded differently to the food reduction; however, in general, those following the winter molt strategy were much more sensitive. Manipulations on the various sites had different effects. The populations following the summer molt strategy were most sensitive to environmental change on the wintering site, while populations that followed the winter molt strategy reacted nearly equally to manipulations on the breeding and wintering sites but did not respond as strongly to changes on the stopover sites (Fig. 2a) . As in the previous example, increasing energy reserves were once again an early indication of the degradation of the environment (Fig. 2b) .
DISCUSSION
In this paper we have reviewed the methods currently used for predicting population processes and their response to environmental change (Table 1 ). In particular, we discussed different types of IBMs, approaches that focus on describing the actions of individuals and predicting population dynamics as an emergent phenomenon of simple rules that determine individual behavior. We recognize that many excellent, existing IBMs have generated useful insights into general ecological questions and specific applied problems (see recent reviews in Mooij 2005, Sutherland 2006 ). Nevertheless, IBMs are not without limitations; we contend that several of those limitations can be overcome by the use of OAR models for population prediction.
One type of limitation of IBMs is derived from the method used to establish the behavioral rules that determine fates of individuals. Empirically derived rules can be determined relatively easily but do not allow for adaptive adjustments of individual behavior to changing conditions (since they lack any mechanistic underpinning for re-deriving the relevant probabilities). These methods can be suitable for exposing the processes operating within populations under observed conditions but should not be used for predictive modeling, because empirical probabilities cannot be expected to remain consistent under novel circumstances.
Optimality-based IBMs overcome many of the limitations of probabilistic rules by using behavioral rules that are likely to maximize the fitness of individuals. Short-term fitness proxies can be used in   FIG. 2 . The model of optimal molt and migration. (a) Effects of food reduction on population size. The food reduction was applied from the 30th year at various sites along the migration route. We studied two populations: individuals of one population molt on the breeding site immediately after breeding (summer molt) while individuals of the other population molt on the wintering site after migration (winter molt). The half-life value is the time (years) elapsed until the population size halved. Boxplots represent the median, the interquartile range, and the maximum and minimum of half-life values from 10 repeats of the simulation. (b) Changes in population size and energy reserves resulting from food reduction on the stopover sites (summer molt). Changes are shown as a proportion of the standard deviation of the given variable over the years before the manipulation. some cases and have been shown to work in a number of tests of optimal behavior (e.g., Carlson 1983 , Kacelnik 1984 , Gill et al. 2001 , Parker 2001 . The main problem with these methods is that in some situations it is not certain that a short-term fitness proxy is also an appropriate indicator of fitness consequences in the longer term (Houston et al. 1988 , Houston and McNamara 1999 , Clark and Mangel 2000 . It may also be difficult to incorporate life history trade-offs between different elements of fitness in the model. Long-term fitness projections are well suited to exposing processes operating in stable populations (e.g., Ridley et al. 2003) . However, it is complicated to incorporate future choices into current projections and to consider feedback between estimates of fitness and future conditions; thus, these models require restrictive assumptions that limit their application to population prediction.
A significant advantage of the approach of OARs is that they can be used to evaluate the long-term fitness consequences of behavioral decisions, enabling predictions of the optimal behavior of individuals over their entire lifetime. This does not require direct estimation of the fitness consequences of actions; using the technique of dynamic programming, it is sufficient to define only the impacts of actions on the state of individuals. In this way, trade-offs and the effects of possible future choices and conditions on fitness are readily incorporated.
In OARs, individuals make behavioral decisions using an optimal strategy that depends on their state and some environmental factors, adjusting their behavior according to the changing internal and external circumstances. By simulating individual behavior in changing environments, it is possible to predict the consequences of those changes for population trends. A range of approaches could be used to make these predictions. In this paper, we illustrated an approach based on the assumption that the environment will change much more rapidly than evolution can act to alter behavioral strategies (especially likely given the speed of environmental change in recent times). In this case, the optimal state dependent strategy is determined once (for initial conditions) and then followed in spite of changing conditions. This ''static strategies'' approach means that individuals respond to changes in the environment only because of the effects that those changes have on their state (e.g., reduced food availability leads to reduced energy reserves, causing individuals to pursue strategies associated with lower reserves). Individual flexibility can be increased further by explicitly incorporating environ- Computationally complex and difficult to parameterize. Require highly focused analysis or risk overwhelming users with data produced. Houston and McNamara (1999) mental variables (e.g., food availability) in the animals' state. Yet another approach (still within the framework of state-dependent optimal annual routines) would be to consider behavioral evolution as a response to the changing environment . In this case, optimal strategies are re-derived and updated to account for changing environmental circumstances. In reality, the situation might be intermediate between these extremes, with some lag between environmental change and behavioral adaptation. Determining the speed and consequences of behavioral responses to environmental change remains a major challenge for both empiricists and theoreticians (Barrett and Shluter 2008, Visser 2008 ). More generally, it can be relevant to analyze how ecological and evolutionary processes affect each other when constructing predictive population models. There has been growing interest in this relation recently (e.g., Thompson 1998 , Hairston et al. 2005 , Saccheri and Hanski 2006 , and several approaches now link ecological and evolutionary dynamics in this way (e.g., Coulson et al. 2006 , Pelletier et al. 2007 ).
In contrast to most optimality-based IBMs that make predictions only at the population (and, perhaps, behavioral) level, OAR models also provide individuallevel predictions. Although the models remain data hungry, their predictions have the potential to improve the efficiency and accuracy of model parameterization and testing. Moreover, since they predict not only population trends but the behavior and state of the individuals as well, OARs can be used as an effective and sensitive method for basing population monitoring on individual attributes.
To exploit the advantages of OAR models for conservation, further research is needed, both theoretical and empirical. Theoretical studies are required to determine the relationship between state variables and environmental factors, and to establish how sensitive these new methods are to the details of the models. Equally, empirical studies are necessary to test the assumptions and predictions of the models. Although we acknowledge that OARs do not offer a panacea for all the problems of other predictive population models, we believe (for a range of reasons detailed here) that OAR models do have clear potential for predictive population modeling. We urge collaborations between empiricists and theoreticians to explore that potential in applied contexts.
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