The singlet electronic potential energy surfaces for the simplest Criegee intermediate CH 2 OO are computed over a two-dimensional reduced subspace of coordinates, and utilized to simulate the photo-initiated dynamics on the S 2 (B) state leading to dissociation on multiple coupled excited electronic states. The adiabatic electronic potentials are evaluated using dynamically weighted stateaveraged complete active space self-consistent field theory. Quasi-diabatic states are constructed from the adiabatic states by maximizing the charge separation between the states. The dissociation dynamics are then simulated on the diabatically coupled excited electronic states. The B ← X electronic transition with large oscillator strength was used to initiate dynamics on the S 2 (B) excited singlet state. Diabatic coupling of the B state with other dissociative singlet states results in about 5% of the population evolving to the lowest spin-allowed asymptote, generating H 2 CO (X 1 A 1 ) and O ( 1 D) fragments. The remaining ∼95% of the population remains on repulsive B state and dissociates to H 2 CO (a 3 A ) and O ( 3 P) products associated with a higher asymptotic limit. Due to the dissociative nature of the B state, the simulated electronic absorption spectrum is found to be broad and devoid of any vibrational structure.
I. INTRODUCTION
Ozonolysis of alkenes plays a very important role in troposphere chemistry, oxidizing alkenes produced both anthropogenically and biogenically. [1] [2] [3] [4] [5] The reaction mechanism for ozonolysis proceeds through addition of ozone to an alkene double bond, forming a primary ozonide with sufficient energy to undergo further unimolecular decay to produce a carbonyl species and a carbonyl oxide, known as a Criegee intermediate. The Criegee intermediate is itself formed with a high degree of internal excitation, and can undergo unimolecular decay to various small molecular species such as OH, HO 2 , CO, CO 2 , and CH 3 .
The production of Criegee intermediates by ozonolysis has been proposed for a long time, but only recently has even the simplest Criegee intermediate CH 2 OO been detected directly, partly as a result of a new method for generating the intermediates in the laboratory. 6 Many of the recent studies focus on bimolecular reactions of CH 2 OO with key atmospheric constituents such as NO 2 , SO 2 and H 2 O. 7 Beames et al. 8 also identified a broad absorption for CH 2 OO in the near UV, peaked at 335 nm, with a large peak absorption cross section (on the order of 5 × 10 −17 cm 2 molecule −1 ). The CH 2 OO UV absorption spectrum was observed as a very significant depletion of the associated vacuum ultraviolet (VUV) photoionization signal and by other absorption methods.
9, 10 CH 2 OO absorption leads to rapid cleavage of the O-O bond, resulting in the production of atomic oxygen fragments. Two spin-allowed asymptotic lim- 11 while analogous experiments on the O ( 3 P) fragments, motivated by the present study, will be presented in Ref. 12 .
Early electronic structure calculations on the simplest Criegee intermediate created a degree of controversy over the nature of the bonding at the equilibrium geometry in the ground electronic state. CH 2 OO is isoelectronic with ozone, and suffers the same challenges to electronic structure theory of having mixed biradical/zwitterionic character. 13, 14 The mixture of electronic character must be treated correctly to represent the optimized geometry and energy of the system at different nuclear geometries. In particular the relative electronic character of the system is directly evident in the C-O and O-O bond lengths: a purely biradical depiction of the system distributes the π electron density evenly over the C-O-O group giving rise to similar C-O/O-O bond lengths. In contrast, predominantly zwitterionic character shortens the C-O bond, making it similar to a C=O double bond.
From a computational point of view, Hartree-Fock (HF) theory gives a zwitterionic description of the carbonyl oxide moiety, while second order post-HF perturbative corrections (for example, MP2) give a much more biradical picture of the bonding. 15, 16 Bartlett and co-workers have shown that including higher order perturbation theory beyond second order leads to oscillating results between zwitterionic and biradical character that have not converged at MP4; instead Bartlett and co-workers highlight coupled cluster results which are significantly more zwitterionic in nature than MP2.
of carbonyl oxides in a multireference fashion can be drawn from a physical picture of several resonance structures contributing to the ground state wavefunction, thus creating the need for some treatment of static electron correlation. [18] [19] [20] [21] [22] Illustrations of this can be found in the works of Nguyen et al. 20 and Kalinowski et al. 23 where the main configuration interaction (CI) vectors contributing to the ground state wavefunction are explicitly displayed. These vectors indicate that the predominant electronic configurations that contribute to the ground state wavefunction are zwitterionic in nature, suggesting that Criegee intermediates are predominantly zwitterionic in character. Most multireference methods produce optimized geometries for CH 2 OO that are very similar to one another. Interestingly, these geometries can be relatively well reproduced by both coupled cluster calculations with single, double and perturbative triple excitations (CCSD(T)) and density functional theory calculations. 16, 17, [24] [25] [26] [27] Experimental determinations of the structure of CH 2 OO have now been achieved based on microwave rotational constants and infrared vibrational frequencies derived from Fourier transform microwave (FTMW) and Fourier transform infrared (FTIR) experiments, and compared with high level ab initio calculations using both CCSD(T) and CASSCF with n-electron valence state perturbation theory (CASSCF/NEVPT2) methods. 26, [28] [29] [30] The experimental geometries show a significant shortening of the C-O bond with respect to a typical single bond, suggesting a more zwitterionic bonding character, which is consistent with the theoretical consensus outlined above.
The present article focuses on the photodissociation dynamics of the Criegee intermediate CH 2 OO, which requires computing several singlet electronic potential energy surfaces for the system. Until this point, there has been little theoretical work investigating the excited electronic states of Criegee intermediates. Theoretical examination of the electronic states for the smallest Criegee intermediate began with the use of π POL(2)CI method, which predicts an optically bright π *-π transition at ∼3.66 eV with a significant oscillator strength (f ∼ 0.1). 15 This predicted absorption was described as analogous to the Hartley band of ozone. These calculations compare very favorably with the recently measured absorption spectrum for CH 2 OO in both peak position and cross section. In the 1980s and early 1990s complete neglect of differential overlap for spectroscopy (CNDO/S) calculations were used to predict the excitation energies for larger conjugated Criegee intermediates (thought to have been isolated in matrices) and as a tool to examine the effects of substitution on the UV spectra. 24, 31 More recent work by Lee et al. 27 examined the vertical excitation energy of the smallest Criegee intermediate from its ground X 1 A to the B 1 A state which corresponds to the π *-π transition identified in the earlier work. Lee et al. 27 used various methods to optimize both ground and excited state geometries and subsequently investigate how FranckCondon factors may influence the absorption spectrum, but this study did not investigate the shape and couplings between the upper potential energy surfaces. These couplings are crucial in understanding the spectroscopy and photodissociation dynamics of CH 2 OO.
Let us now turn our attention to prior theoretical studies of CH 2 OO photodissociation. The adiabatic potential energy surfaces produced in the CASSCF with second order Rayleigh-Schrödinger perturbation theory (CASPT2) work of Aplincourt et al. 18 showed that the adiabatic B state is repulsive in the O-O coordinate and provided the first theoretical prediction of the photodissociation process later observed experimentally. Similar CASSCF calculations were later carried out by Beames et al. 8 to generate the repulsive adiabat accessed from the ground state in the Franck-Condon region. These potentials were used to model the UV absorption of CH 2 OO as a broad unstructured spectrum, in good accord with the experimental data, based on the classical reflection principle approximation in one dimension (the O-O dissociation coordinate). Later, the excited state potential energy surfaces were estimated using equations-of-motion coupled cluster calculations (EOM-CCSD) for both CH 2 OO and CH 3 CHOO. 32 These surfaces indicate that the photo-initiated dynamics are likely to be very similar for CH 2 OO and many alkyl-substituted Criegee intermediates generated by alkene ozonolysis in the troposphere.
The goal of the present theoretical study is to investigate the photodissociation dynamics of CH 2 OO with the intention to connect with recent experimental studies and make reasonable predictions of additional observables. To do so, we require potential energy surfaces and couplings from the Franck-Condon region to the dissociation limit. For such a goal we are prepared to sacrifice some spectroscopic accuracy (more accurate calculations can routinely be performed in the Franck-Condon region alone). The adiabatic potential energy surfaces for CH 2 OO will be initially computed on a two-dimensional grid defined along the O-O bond length and C-O-O bond angle. Localized diabatic states are then constructed. Finally, the diabatic surfaces and wavepacket dynamics on these surfaces are utilized to model various experimental observables arising from electronic excitation of CH 2 OO on the strong B ← X transition.
II. METHODS

A. Ab initio adiabatic potential energy surfaces
We used dynamically weighted state-averaged CASSCF (DW-SA-CASSCF) method to optimize the ground state geometry as well as to compute the adiabatic potential energy surfaces of the simplest Criegee intermediate, CH 2 OO. A brief description of the notation used throughout the text is summarized in Table I .
The DW-SA-CASSCF requires variational minimization of the dynamically weighted energy functional for the desired state (here, the ground state):
where W (x) = sech 2 (−x/β). 33 The CASSCF method generates accurate multi-reference wavefunctions by simultaneously optimizing orbitals and configurations. State-averaging should ensure that the optimized orbitals give a good description of the ground as well as the excited states. 34 It also orthonormalizes the computed CASSCF states and allows us to compute matrix elements involving two different states (e.g., transition dipole moment). Dynamic weighting helps make the potential energy surfaces smooth for dynamical studies, and prevent random intrusion of higher states. In this study, the lowest eight CASSCF states were dynamically weighted with an energy parameter β = 2 eV. In general, for an optical assessment of excited state energies, one would prefer a large β value (or perhaps simply equal state weightings). That being said, we require smooth potential energy surfaces for excited state wavepacket dynamics, therefore, we find β = 2 eV to be a reasonable compromise between "accurate" state energies and smooth surfaces. All the electronic structure calculations were performed using GAMESS suite of computer programs. 35, 36 Within the context of CASSCF, a careful choice of the active space should account for most electron correlation in such a small molecule. In practice, given the necessary balance between zwitterionic and biradical configurations, we expect the amount of static correlation to be larger than dynamic correlation. Our active space consisted of 10 orbitals with 14 electrons. These orbitals included all the valence orbitals (2s and 2p) of C and O except for those involved in C-H bonding. We chose these orbitals because we are interested in the stretching and bending of the C-O-O framework.
For each C and O atom, a modified version of aug-ccpVTZ basis set 37 was used where the f functions were deleted from the standard set and two additional sets of Rydberg basis functions 38 were included. The standard cc-pVDZ basis set 37 was used for all the H atoms. In total, our basis set consisted of 160 spherical basis functions.
A few words are now in order about our choice of nuclear geometries. In all calculations below, we have settled on a simple two-dimensional reduced coordinate subspace where all internal degrees of freedom are frozen except for the R O 1 O 2 distance and the a CO 1 O 2 angle. Of course, ideally, one would construct full dimensional potential energy surfaces over which one could run exact quantum dynamics simulations. Unfortunately, with 9 internal degrees of freedom, such a lofty goal was beyond the scope of this work. Our rationale for picking a reduced space of R O 1 O 2 and a CO 1 O 2 was as follows: First, Beames et al. 8, 32 have shown previously that a conical intersection can be expected in the excited state manifold of CH 2 OO. As such, in order to capture a slice of the two-dimensional branching space and represent nuclear dynamics around a conical section, we require a minimum of two nuclear coordinates. Second, in our own preliminary calculations, we observed that three obvious internal coordinates had non-zero projections on the derivative couplings between the second and fourth adiabatic states, namely,R O 1 O 2 , a CO 1 O 2 , and R O 1 C . In principle, we would have preferred to generate all potential energy surfaces over a three-dimensional grid spanned by these internal coordinates. In practice, however, we found that constructing smooth diabatic states was not possible over this three-dimensional space; the problem becomes that there is no well-defined small energetic window which contains a fixed number of states of the same character. As such, no global diabatization appears to be possible. As a result, we settled on the two-dimensional space (
). Future work will no doubt explore the ramifications of including R O 1 C in the quantum dynamics and spectroscopy of CH 2 OO.
This study focuses on the low-lying singlet states of the simplest Criegee intermediate, CH 2 OO, and in particular the B ← X transition, which is responsible for a broad absorption spectrum. 8 The singlet ground state was found to be wellseparated from the excited singlet states energetically, except at very large
However, the present study shows that several excited states come close together for the geometries in the vicinity of the Franck-Condon region. Thus, in order to obtain smooth diabatic states (see below), it was necessary to start with a basis of seven excited states. Below, after diabatization, these state are denoted as S 1 − S 7 . Since we were averaging over eight singlet states, we had to compute a large number of CASSCF states in order to find the states with the correct spin symmetry -sometimes as many as 25 (including triplets, quintets, etc.). The higher lying states are often very diffuse, and to correctly describe them one needs Rydberg type diffuse functions in the basis set.
Two-dimensional adiabatic potential energy surfaces were constructed by evaluating DW-SA-CASSCF energies on a uniform two-dimensional grid of points along the
) from 1.00 Å to 3.00 Å at every 0.02 Å interval 39 and the C-O 1 -O 2 bond angle (a CO 1 O 2 ) from 80
• to 160
• at every 10 • interval. All the other geometric parameters were kept fixed at their ground state equilibrium values. Numbering of atomic centers are displayed in Fig. 1 . All calculations were performed without symmetry restrictions despite the C s ground state minimum energy structure. No attempt has been made to ascribe the symmetry of the ground or excited electronic states, although symmetry labels have been used to label the asymptotic limits of the computed surfaces.
B. Diabatization
Diabatic states {| A } are formally defined 40 as those states for which all the derivative coupling elements d AB are zero:
Here R and r represent nuclear and electronic coordinates, respectively, ∇ ∇ ∇ R is the gradient operator in terms of the nuclear coordinates, and ... r indicates integration over electronic coordinates only.
One can attempt to construct diabatic states from a basis of N states adiabatic states {| J }
using an adiabatic-to-diabatic transformation U. However, for finite N states , no solution U exists such that all d AB in the diabatic basis is zero. 41 That being said, the quasi-diabatic states (for which d AB s are very small) are often good enough for dynamics. From now on, we shall refer to the quasi-diabatic states as diabats when there is no chance of ambiguity and the adiabatic states as adiabats. Since there is no unique U, there are several methods of constructing quasi-diabatic states, 42 often based on a physical observable. The dipole moment has a long history in such context. [43] [44] [45] [46] [47] [48] In this work, we obtained U for each nuclear geometry by maximizing
whereμ
Here,μ μ μ is the dipole operator and λ J is a damping factor based on the energy of the Jth adiabat (see below). If we set λ J = 1 for all J, then the diabatization method is known as Boys localization 49 (and generalized Mulliken-Hush in one dimension), 43, 44 where the diabats are constructed by maximizing the charge separation [see Ref. 45 for details]. For N states = 2, there is an exact analytical solution for U:
where
For N states > 2, p(U) is maximized by rotating together all the relevant electronic states in pairs in a self-consistent fashion. 49 Thus, this method requires only the dipole moment elements and there is no need to compute computationally demanding d. Recent work has shown that derivative couplings between the Boys localized diabats can indeed be very small. 48, 50 Now we turn to discuss damping based on the energy criterion. For CH 2 OO, we diabatized the seven lowest singlet states, among which there were crossings in the regions of the potential energy surfaces pertinent to the previously experimentally observed spectra and UV-induced photodissociation dynamics. However, at some geometries the higher-lying states cannot be diabatized reliably since there are crossings with even higher states not included in the adiabatic basis. Given our interest in only the states below a threshold of energy (E thresh ), and at the same time, the need for smooth diabats for the dynamics study, we rescaled the off-diagonal dipole moment matrix elements (μ μ μ J K , J = K) with λ J λ K [see Eq. (5)], where
state minimum. The parameter α was chosen as a compromise between a value small enough that we could ignore very high energy electronic states (λ J would resemble a step function) and a value large enough so that smooth potential energies would be retained. In this work, the rescaled dipole moment (μ μ μ) was used only to compute U and define the diabats; for all other applications we used the original dipole moments μ μ μ.
Note that Boys localization assumes that the nuclear coordinates trap the system in a metastable state in which electronic transitions are slow compared to nuclear motion. Mathematically, Boys localization can be justified only for the case where the nuclear reorganization energy is larger than the diabatic coupling between electronic states. For the case of two or more electronic states with the same charge centers, electronic transitions can be fast compared to nuclear motion and diabatic couplings can be larger than reorganization energies. To overcome the problem, as suggested by Cave and Newton, 43, 44 the simplest solution is to block-diagonalize the electronic Hamiltonian (Ĥ el ) in the basis of the localized diabats:
where each block includes all the diabats with charge localized on the same charge center. In the case of CH 2 OO, we note that all electronic states can be divided into two groups: those with charge transfer character and those without charge transfer character relative to the ground state, i.e., those with "mostly zwitterionic" character or "mostly biradical" character. We diagonalize the Hamiltonian within each of these groups. In so doing, we isolate the couplings only between those electronic states with different charge centers. In what follows, the diabats {| A } refer to those quasi-diabatic states in terms of which V AB = 0 when | A and | B have similar charge distributions but V AB = 0 if | A and | B have different charge distributions. The phase of the diabats were chosen such that the transition dipole matrix elements in the diabatic basis vary smoothly from one grid point to the next.
C. Vibronic states
Now we turn to the evaluation of the vibronic wavefunctions, { n (r, R)}, which are necessary for quantum dynamical calculations as well as simulating electronic spectra. | n satisfies the Schrödinger equation
whereĤ is the full Hamiltonian and ε n is the corresponding eigenvalue. Using a Born-Huang type expansion, 51 we can express | n in terms of the diabats 52 as
where |χ A n is the nuclear part of the vibronic wavefunction, C A,p n = R p |χ A n is the expansion coefficient in terms of the nuclear grid basis {|R p }, |R p is a nuclear grid basis function strongly localized about grid point R p , and N grids is the total number of nuclear grid points. The coefficients {C A,p n } completely determine the vibronic wavefunctions for given sets of nuclear grid points and diabats.
WritingĤ in the basis of {|R p } ⊗ {| A } and solving the eigenvalue equation
one computes the eigenvector C n , which has length N states × N grids and whose elements are C A,p n . The explicit form of the Hamiltonian in the {|R p } ⊗ {| A } basis is as follows:
andT nuc is the nuclear kinetic energy operator. only. This construction is based on a simplified model-a triatomic M-O-O system-where the pseudo-atom M stands for the CH 2 unit and has the same mass as CH 2 .
Since the ground adiabat (| 0 ≡ | 0 ) was not included in the diabatization of adiabats | 1 -| 7 [see Sec. II B], the Hamiltonian has a blocked structure 
where [ 0 ] is a N grids × N grids matrix of zeros. Consequently, a vibronic wavefunction corresponding to [H 00 ] block has a very simple form:
A vibronic wavefunction corresponding to the block of excited states (i.e., the block consisting of submatrices [H AB ] where 1 ≤ A ≤ 7 and 1 ≤ B ≤ 7)
does not include any contribution from | 0 .
Here and in what follows, n refers to vibronic wavefunctions with electronic populations restricted exclusively to the block of excited states (i.e., without a ground state component).
D. Dynamics in the excited state
The S 2 state (the B state) is the optically bright state since the S 2 ← S 0 (i.e., B ← X) transition has the largest oscillator strength in the UV region and is attributed to the broad UV absorption observed experimentally. [8] [9] [10] To study the dissociation dynamics of CH 2 OO and compute product branching ratios, the ground vibronic state | 0 was excited to the S 2 surface and the ensuing dynamics was simulated over the coupled excited state surfaces.
The excited wavefunction at time t = 0,
can be expressed in terms of the vibronic wavefunctions {| n } corresponding to the coupling block of H as
Here, N is the normalization constant, |χ
0 |R p , and μ 02 is the projection of the transition moment μ μ μ 02 in the direction of the polarization of the electromagnetic radiation; we assume E is parallel to μ μ μ 02 . We define ζ n = n |˜ (0) . The excited wavefunction at time t is given in terms of the time-dependent Schrödinger equation as
The portion of the wavepacket on diabat | A ,
and the corresponding population,
can be used to monitor the propagation of the wavepacket on the diabatic surface S A . The auto-correlation function ˜ (0)|˜ (t) for the excited wavepacket is related to the absorption cross section as
where¯ω is the energy of an incident photon. In Eq. (29), we assumed the temperature to be 0 K so that initially only the ground vibrational state (| 0 ) is occupied. When evaluated within the limit ( − ∞, +∞), the integral on the right reduces to a delta function. However, in practice, we must choose a finite limit (say, t max ) which is the time that the wavepacket takes to hit a grid boundary. Thus, we arrive at the following simplified form of the absorption cross section:
III. RESULTS
A. Potential energy surfaces
The ground state geometry of CH 2 OO optimized at the DW-SA-CASSCF level of theory is presented in Fig. 1 , along with key geometric parameters at the minimum energy configuration. These parameters are in reasonable agreement with those determined experimentally. 28, 29 • is shown in Fig. 2(a) The most striking feature of the adiabats in Fig. 2(a) is the fact that the surfaces become discontinuous and "rough" as they approach one another. Fig. 2(b) depicts a cut of the diabatic surface at a CO 1 O 2 = 120
• , which clearly shows that diabatization has smoothed out the roughness and rendered the surfaces continuous. A series of such one-dimensional cuts of the diabatic surfaces at different a CO 1 O 2 is given in Fig. 3 . These cuts give an overview of the two-dimensional diabatic surfaces used in this work.
The diabatic couplings (V AB , A = B) are portrayed in Fig. 4 . On the one hand, in the region 1. coupled with S 5 . The relatively higher magnitudes of V 23 and V 24 compared to V 25 indicates higher probability of transfer of population from S 2 to the lower dissociation asymptote via S 3 and S 4 , which is important for the dissociation dynamics (see below). Dipole moments for S 0 -S 4 in the diabatic basis are shown in Fig. 5 . For R O 1 O 2 > 1.5 Å, S 1 , S 2 , and S 6 have small dipole moments indicating low charge separation, whereas S 3 , S 4 , S 5 , and S 7 have large dipole moments indicating large charge separation (just as for S 0 ). As such, by design [see Sec. II B], the above diabatic couplings involve coupling between "mostly zwitterionic" states with "mostly biradical" states, respectively. The smoothness of the diabatic surfaces [see Fig. 3 ] and the small magnitude of the diabatic couplings [see Fig. 4 ] justify heuristically our construction of the diabatic states according to Sec. II B. Finally, although in this work we cannot rigorously calculate the derivative couplings between our proposed diabats, we are confident such couplings should be small: as Fig. 3 shows, S 1 and S 2 never cross one another with a large gradient difference, even though they approach the same degenerate limit asymptotically. The same behavior is found for S 3 and S 4 .
B. Dynamics on the excited state
At t = 0, the ground vibronic state | 0 [see Fig. 6 ] was excited to S 2 and the total wavepacket was propagated on the coupled excited surfaces. As explained in Sec. II D, excitation to S 2 is based on the dominant oscillator strength for the S 2 ← S 0 transition [see Table II and Fig. 5(f) ] as well as experimental observation 8 of the associated UV absorption spectrum and resultant dissociation dynamics. The S 6 ← S 0 transition also carries significant oscillator strength but the transition frequency (E 6 − E 0 > 87 × 10 3 cm −1 ) is too high to be relevant for previously observed UV spectrum and dynamics.
The movement of the wavepacket is shown in Fig. 7 in terms of the snapshots of |ξ 2 (t) , the portion of the wavepacket on S 2 [see Eq. (26)]. It is evident that the wavepacket becomes wider as time progresses, and it quickly evolves across the surfaces toward longer R O 1 O 2 as well as narrower a CO 1 O 2 . The dynamics simulation reveals that only about 4.59% of the excited state population dissociates into H 2 CO (X 1 A 1 ) and O ( 1 D) fragments at the lower dissociation asymptote, while the majority (∼95.41%) dissociates into H 2 CO (a 3 A ) and O ( 3 P) via the upper asymptote. The transfer of population from S 2 to the lower asymptote through S 3 (∼4.41%), S 4 (∼0.11%), and S 5 (∼0.07%) are due to nonzero values of the diabatic couplings in the intersection regions [see Fig. 4 ].
As a side note, we noticed that if the dynamics of the excited wavepacket is simulated on a one-dimensional slice of the two-dimensional diabatic surfaces at a CO 1 O 2 = 120
• , then 4.60% of the population is transferred to the lower asymptote through S 3 (∼4.55%) and S 5 (∼0.05%). This agreement indicates that, within our two-dimensional model, the bending motion along a CO 1 O 2 is not very important in modeling ) prompted further experimental work. The O ( 3 P) channel has subsequently been observed and characterized using VMI following UV excitation of CH 2 OO, and will be published in Ref. 12 . The branching ratio between O ( 3 P) and O ( 1 D) product channels will be very challenging to determine experimentally, but will be the subject of future work.
C. Electronic absorption spectra
While the focus of this paper is the photodissociation dynamics of CH 2 OO, a complete account also includes the related absorption spectrum. The absorption spectrum computed for the CH 2 OO S 2 ← S 0 transition is shown in Fig. 8 as a function of photon energy in wavenumbers. The absorption cross section σ (ω) is evaluated according to Eq. (30), scaled to unity at the peak, and labeled as intensity. The 0 K absorption spectrum is computed using the twodimensional diabatic surfaces along R O 1 O 2 and a CO 1 O 2 as well as with one-dimensional cuts along
The electronic spectra obtained using the 2D and 1D surfaces are almost indistinguishable from one another. Both spectra indicate a maximum absorption near 41 × 10 3 cm −1 , corresponding to ∼245 nm, with breadth of ∼10 × 10 3 cm −1 . Also shown in Fig. 8 is the experimental absorption spectrum observed for CH 2 OO under jet-cooled conditions. Beames et al. 8 showed that CH 2 OO has a very strong UV absorption spectrum peaked at 335 nm, corresponding to 30 × 10 3 cm −1 , with large cross section. The CH 2 OO absorption spectrum was obtained by UV-induced depletion of the VUV photoionization signal at m/z = 46. The large UV-induced depletion and broad unstructured spectrum (∼40 nm FWHM) are both indicative of rapid dynamics in the B state (S 2 ), consistent with VMI studies showing dissociation on the picosecond timescale. 11 These studies are in accord with a repulsive B state potential along the O-O coordinate computed theoretically in this work and previously. 8, 18 We note, however, that the computed absorption spectrum (in Fig. 8 ) peaks at significantly higher energy and has greater breadth than that observed experimentally. This disagreement is not terribly surprising since the DW-SA-CASSCF method was selected to obtain smooth potential energy surfaces as required for dynamics. A better approach for optical excited state energies would be state specific CASSCF or equally weighted state averaging. based on the two-dimensional diabatic surfaces. The experimental spectrum is a Gaussian fit to the data. Adapted from Ref. 8 . All the spectra were scaled so that the maximum intensity is equal to unity.
To address any concerns regarding accuracy, a separate set of calculations was carried out with different weighting schemes for DW-SA-CASSCF. We found that the choice of a larger β (which is equivalent to choosing more similar weights for the S 0 , S 1 , and S 2 states computed according to Eq. (1)) results in a shift of the absorption maximum toward lower energy as well as a reduction in its breadth. For example, the absorption spectrum determined with β = 6 eV shows a peak near 34 × 10 3 cm −1 and a breadth of about 7 × 10 3 cm −1 , in closer accord with experiment. As β is increased, the energy gap between the ground S 0 and the excited S 2 states decreases, and the S 2 surface becomes less steep in the FranckCondon region, giving rise to the spectral shift and narrower breadth of the absorption spectrum, respectively. Assuming that the calculated potential energy surfaces (β = 2) overestimate the slope of the repulsive wall, this would also result in a shortened timescale for dissociation.
Unfortunately, DW-SA-CASSCF with larger β tends to generate adiabatic surfaces that are very rugged even at geometries away from the relevant low-lying crossing regions. This is a common problem for regular state-averaged CASSCF where all the computed states are weighted equally. We also found that these rough spots could not be remedied by diabatizing just the seven lowest singlet excited states. Thus for now we have settled on calculations with β = 2 eV as a good compromise between smooth surfaces for dynamics and absolute excitation energies. Future work will no doubt sample larger active spaces and ideally achieve state averaging CASSCF without dynamical weighting for improved accuracy.
IV. CONCLUSIONS
We have presented a theoretical investigation of the electronic spectroscopy and excited state dynamics of the simplest Criegee intermediate CH 2 OO. The first eight singlet adiabatic states were computed on a two-dimensional grid along the O-O bond length and C-O-O bond angle using a dynamically weighted state-averaged CASSCF method. Several of the low-lying singlet states come in close proximity to one other, leading to discontinuities in the adiabatic surfaces. As a result, quasi-diabatic states and diabatic couplings were obtained by maximizing the charge separation between the states, and used to generate smooth surfaces for simulating the dissociation dynamics and estimating the absorption spectrum.
Our overall conclusions are as follows: after electronic excitation of CH 2 OO to the excited S 2 (B) state, the vast majority of population (∼95%) remains on the S 2 11 and the predicted significance of the O ( 3 P) channel has prompted new experiments which will be presented in Ref. 12 . Our computed absorption spectrum for CH 2 OO at 0 K is quite broad and structureless, lacking any vibrational features, due to the dissociative nature of the excited S 2 electronic state. This featureless spectrum is consistent with the experimental absorption spectrum recorded by Beames et al. 8 at 10 K, but not with the experimental reports by Sheps 9 and Ting et al. 10 showing diffuse structure on the long wavelength tail at 300 K. Future research may benefit from using a higher level electronic structure theory method that could utilize a larger active space and better account for any dynamic electron correlation effects (e.g., multi-reference configuration interaction calculations (MRCI) 58 ) as well as exploring more nuclear motions, ideally all nine degrees of freedom.
