Abstract. We consider a problem of checking whether the coefficient of the scale and location function is a constant. Both the scale and location functions are modeled as single-index models. Two test statistics based on Kolmogorov-Smirnov and Cramér-von Mises type functionals of the difference of the empirical residual processes are proposed. The asymptotic distribution of the estimator for single-index parameter is derived, and the empirical distribution function of residuals is shown to converge to a Gaussian process. Moreover, the proposed test statistics can be able to detect local alternatives that converge to zero at a parametric convergence rate. A bootstrap procedure is further proposed to calculate critical values. Simulation studies and a real data analysis are conducted to demonstrate the performance of the proposed methods.
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MSC 2010 subject classifications: Primary 62G05; 62G08; 62G20 Keywords and phrases. Empirical residual process, Single-index models, Local linear smoothing. This paper is organized as follows. In Section 2, we propose the estimation 21 procedure for β 0 , g(·) and σ(·). In Section 3, we provide the estimators of 22 error distribution function, and two test statistics for the testing problem.
B J P S
-
23
A bootstrap procedure is also proposed to mimic the null distribution of 24 test statistics. In Section 4, we report the results of simulation studies. In
25
Section 5, a real data is analyzed as an illustration . All the technical proofs 26 of the asymptotic results are given in Appendix.
27
2 Estimation method for β 0 , g(·) and σ(·)
28
Suppose that we have an 
32
(1) A local linear smoothing technique is used to estimate g(·). We ap-
33
proximate g(u) by g(u * ) + g ′ (u * )(u − u * ) in a neighborhood of u * .
34
Given β, the local linear estimators of g(u) and its derivative g ′ (u) are obtained by minimizing (2.1) with respect to a 0 and a 1 ,
nel function and h being a bandwidth. Let (â 0 ,â 1 ) be the minimizer 4 of (2.1), denoted as (ĝ(u, β),ĝ ′ (u, β)). Then, the estimator of g(u) is 5 obtained as
where
9
(2) The local linear smoothing technique is used to estimate the variance 10 function σ 2 (·). Similar to (2.1) and (2.2), we estimate σ 2 (u) as:
for l 1 = 0, 1, 2, l 2 = 0, 1. differential problem at the point β lying on the boundary of a unit ball.
16
To solve it, we transform the boundary of a unit ball in R p to the inte-
17
rior of a unit ball in R p−1 . We now proceed to estimate β 0 by using the 
∂u , J β = ∂β/∂β (1) is the Jacobian matrix of where I p−1 = diag(1, . . . , 1), an identity matrix of size p − 1. More- Denote thatβ (1) 0 is the solution of the estimation equation W n β , and the estimator of β 0 is obtained 
30
In what follows, A ⊗2 = AA τ for any matrix or vector A. We list the 31 conditions needed in our asymptotic results. 
where X is a compact support set. Furthermore, inf The kernel function K(·) has twice continuous bounded derivatives,
9
satisfying K (j) (±A) = 0 for j = 0, 1 and s 2 K(s)ds = 0.
10
(C4) As n → ∞, the bandwidth h satisfies nh 4 → 0 and
of ǫ is twice continuously differentiable, and the density function f ǫ (s)
16
We now present the asymptotic properties ofβ 
by a simple application of the multivariate delta-method, we also have
24
The function W * n β
(1) 0 entails the second Bartlett identity as Cui et al.
25
(2011) claimed, that is,
The second Bartlett identity (2.6) makes the estimatorβ 
15
If the null hypothesis H 0 is true, it is easily seen that
. This motivates us to estimate
Then the test statistics based on Kolmogorov-Smirnov

21
and Cramér-von Mises type functionals of the process
are defined as
23
T n,KS = sup
B J P S -A c c e p t e d
M a n u s c r i p t T n,KS and T n,CM . Theorems 3.4-3.5 reveal the properties when the local 6 alternatives converge to zero at an n −1/2 rate. 
uniformly in s ∈ R 1 .
12
Remark 2. The process
weakly to a zero-mean Gaussian process N (s) with covariance function
Next, we present the asymptotic expansion for the estimatorF 0ǫ (s). Define
. 
converges weakly to a zero-mean Gaussian process f ǫ (s)N, where N is a zero-mean normal random variable with the variance
The continuous mapping theorem further entails that
14 We now investigate the asymptotic properties of the test statistics by 15 considering the local alternative hypothesis:
where γ(·) ≡ 0. Under H 1n , the estimatorsβ hypothesis H 1n holds, we have
where,
Moreover, we have
is a constant function, the biased 9 term B c,0 equals to zero by using the fact of that 
Remark 4. This theorem tells us the test statistics T n,KS and T n,CM detect 18 the local alternative hypothesises converging to null hypothesis at an n −1/2 19 rate when γ(x) satisfies γ(x) :
. T n,CM . The procedure is summarized as follows:
24
Step 1: Compute T n,KS , T n,CM .
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Step 2: Generate N times i.i.d. variables ς ib , i = 1, . . . , n, b = 1, . . . , B from 1 a standard normal distribution N (0, 1). They are independent from the
, i = 1, . . . , n, and
Step 3: For each b, using bootstraps
, we re-calculate the bootstrap estimatorsβ
and the bootstrap statistics
ǫ (s).
11
Step 4: We calculate the 1 − κ quantile of the bootstrap test statistics
n,CM , b = 1, . . . N as the κ-level critical value.
13
4 Implementation
14
In this section, we report simulation results to evaluate the performance of the proposed estimators and test statistics. In the following simulations, the Epanechnikov kernel K(t) = 0.75(1 − t 2 ) + is used. It is worthwhile to point out that undersmoothing is necessary as condition (C4) requires 
from the data with the ith observation deleted. Let h 1 = arg min h CV(h).
2
Then the final choice for h is defined as h = n −2/15 * h 1 . For the choice of a n to use a n = c 1 n −1/4 for some positive constant c 1 . We used a n = n −1/4 5 in the following simulations and the numerical results were stable when we 6
shifted several values around the selected values.
7 Example 1. We generate 500 realizations and choose the sample size to be 8 n = 300, 500, 1000 from model:
Here,
For the model error ǫ, we consider two cases: 14 The performance of estimatorsF ǫ (s) andF 0ǫ (s) are evaluated using the 15 average squared error (ASE) and the average absolute error (AAE)
where {s 1 , . . . , s n 0 } are the given grid points, and n 0 = 400 is the number 18 of grid points.
19
The simulation results forβ 0 are reported in Table 1 and Table 2 ple size n increases to 1000. In Table 3 and Table 4 , we also report the 24 numerical results of ASE and AAE for the estimatorsF ǫ (s) andF 0ǫ (s).
25
Both estimators perform better as the sample size n increases. The perfor-26 mance ofF ǫ (s) is better thanF 0ǫ (s) in this simulation study. It is seen that
. From this equation, the performance 28 of estimatorF 0ǫ (s) involves bothǫ i andĝ
. Under Example 2. In this example, we investigate the performances of test s-10 tatistics T n,KS and T n,CM . 500 data sets consisting of n = 300, 500, 1000
11 observations are generated, and 1000 bootstrap samples are generated in 12 each simulation for power calculation. We consider the data generating pro-13 cess (DGP) as follows:
The parameter β 0 , covariate X and model error ǫ are the same as Example 1.
16
The null hypothesis H 0 considered in (1.2) is true if and only is C o = 0. The 17 simulation results are reported in Table 5 and Table 6 . All empirical levels 
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Jun Zhang et al. Table 5 The simulation results for power calculations in Example 2 when ǫ ∼ N (0, 1). 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 Table 6 The simulation results for power calculations in Example 2 when ǫ ∼ 2(Exp(2) − 1/2). Corresponding to covariates (X 1 , X 2 , . . . , X 7 ) τ , parameters β 0 and the 
.
25
In this figure, the estimated functionĉσ(u) is not a constant function, which
26
indicates that the heteroscedasticity exists in this dataset. Moreover, it is 27 seen thatĉσ(u) is not encapsulated in the 95% pointwise confidence bands.
28
This indicates that the null hypothesis H 0 is not true, althoughĝ(u) and 29ĉσ (u) has a similar variation tendency in Figure 2 . 
where ∆ = {β ∈ Θ, β − β 0 ≤ Cn −1/2 } for some positive constant C,
Proof. This proof is completed by the Lemma A6.1 in Xia (2006).
16
Proof of Theorem 2.1.
17
Proof. Note that W n (β (1) ) = 0. Taylor expansion entails that
0 is betweenβ (1) and β
0 .
20
Step 1. In this sub-step, we analyze n −1/2 W n β
(1) 0
. Directly using Lem-
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M a n u s c r i p t
for l 1 = 0, 1, 2. Directly using (A.2), we obtainσ 2 (β
15
Using Lemma 5.1, we have thatĝ
. As a result, as Step 2. In this sub-step, we deal with 5.1, we have that
By using the fact thatβ 
Moreover, a direct calculation for S n1 (β ∂d(x) ∂x l
13
+ sup
14 Using Lemma 5.1 andβ 0 = β 0 +O P (n −1/2 ), we haveĝ(β class F is a Donsker class, i.e.,
finish the proof of (A.7).
4
Proof of Theorem 3.1.
5
Proof. Using Lemma 5.2, we have that
where s * n (s, x) is between 0 and
16
Step 2.1 Recall the definition ofĝ(u, β) and d n1 (x), we have that
. From Theorem 2.1, we haveβ 0 = β 0 + O P (n −1/2 ). Using Lemma 5.1, we
10
For D n,2 , as h → 0, (log n) 1+s nh → 0, Taylor expansion and Lemma 5.1 entail and as h(log n) 1+s → 0, nh 4 → 0,
with (A.10)-(A.14), we have that
Step 2.2 Similar to the analysis of (A.10), we have that
14 Directly using (A.15), we have that 
Using (A.16), we have that
13
Step 2.3 Note that
= 0. Together with (A.9), (A.15) and (A.17), we have
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Proof of Theorem
, and we fur-
where F 0ǫ (s|H n ) be the distribution function ofǫ 0 =
, and 1980, Section 5.3.1), we have that 
16
Similar to the analysis of (A.23), we have that Q n,3 (s) = o P (n −1/2 ) uniform- (A.24)
It is easily seen that the second summation of (A.24) converges in probability to
Moreover, using the fact that Y i = cσ(β 
We see that the asymptotic expression (A.26) is also the same as the one 
