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Abstract
The overall aim of this project is to study the heat transfer inside the 
reaction chamber of the Hot-Wire Chemical Vapor Deposition (HWCVD) 
system with a commercial software package FLUENT6.3; it is one of the 
most popular Computational Fluid Dynamics solvers for complex flows 
ranging from incompressible to mildly compressible to even highly 
compressible flows. The wealth of physical models in FLUENT allows us 
to accurately predict laminar and turbulent flows, various modes of 
heat transfer, chemical reactions, multiphase flows and other 
phenomena with complete mesh flexibility and solution-based mesh 
adaptation.
In this study the 3-D HWCVD geometry was measured and created in 
GAMBIT which then generates a mesh model of the reaction chamber
for the calculation in FLUENT. The gas flow in this study was 
characterized as the steady and incompressible fluid flow due to the 
small Mach number and assumptions made to simplify the complexity 
of the physical geometry. This thesis illustrates the setups and 
solutions of the 3-D geometry and the chemically reacting laminar and 
turbulent gas flow, wall surface reaction and heat transfer in the 
HWCVD deposition chamber. The temperatures of the substrates 
(silicon and glass) were monitored while the filaments were kept at a 
constant heat flux, and the temperature of the substrate heater was
varied from 150oC to 550oC in steps of 100oC. The second-order 
numerical discretization scheme was applied on both of the laminar 
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and turbulent cases. Both of the two cases had convergent solutions. 
The area-weighted average static temperature at the surface of the 
substrates were calculated and tabulated for comparison purposes. The 
radiation, temperature and velocity contours, as well as the 
temperature pathlines were plotted and demonstrated. In the turbulent 
case, the turbulent intensity contours showed that there were some 
minor turbulent flow taking place at the regions close to the inlets and 
outlet.
The results of this thesis were based on the comparison of the 
substrates temperatures calculated by FLUENT and the experimentally 
measured temperature by a thermocouple mounted on top of the 
substrate holder. The calculation from FLUENT showed a high 
agreement with the experimental measurements. The temperatures
from both calculation and measurements were increased in the same
tendency as the temperature of the substrate heater increasing. The 
radiation and temperature contours from FLUENT showed that the heat 
transfer inside the deposition chamber was mainly due to the radiation 
from filaments and substrate heater. Even though the turbulence had 
changed the flow pattern in the deposition chamber, the effect on the 
heat transfer was so small that it could be neglected.
4th September, 2009
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Chapter 1
Introduction
1.1 Background to HWCVD Modeling
HWCVD is a relatively new deposition technology that has shown 
technological and scientific developments over the past three decades, 
providing improved control of deposition parameters. This technology is 
undergoing significantly progress, which appeals to more and more 
researchers to study and model the deposition process, computational 
flow and thermal field, and so on.
J. Zhou and C. Wolden (2003) [1] investigated the model and 
measurements of film deposition in a one-dimension HWCVD system. In 
the research the hot wire were replaced by thin ribbons. At the relative 
low substrate temperature (283K to 393K) of a good agreement between 
the model and experiment was observed. Deviations observed at higher 
temperatures were attributed to gas-phase polymerization of CF
2
moieties, 
and participation of these oligomers in the deposition process.
A Pflüger, B. Schröder and H. J. Bart (2003) [2] conducted simulations on 
large-area deposition of amorphous silicon by HWCVD with the Direct 
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Simulation Monte Carlo method. This experimentally obtained optimum 
filament-to-substrate distance was supported by optima in the simulated 
Si
2
H
4
-concentration. The simulation also confirmed the influence of the 
filament geometry on the uniformity as obtained in the experiments.
In 2001, J. V. Sali, S, B. Patil, S. R. Jadkar, and M. G. Takwale [3] simulated 
Hot-Wire growth for thickness uniformity and proposed a parallel 
filament geometry for maximum thickness uniformity.
J. C. Lee (2001) [4] and his coworkers conducted a research on the 
influence of filament temperature on crystallographic properties of poly-
Si films prepared by the HWCVD. They found that the Poly-Si films with a 
moderate lateral grain-size of ~1µm and a vertical grain size 
approximately the same as the film thickness (approx. 3µm) could be 
deposited on a glass substrate at a temperature of less than 550oC by 
increasing the filament temperature to 2000oC.
The effect of the substrate temperature on HWCVD deposited a-SiGe:H 
films were investigated by S. R. Jadkar and his coworkers in 2002 [5]. The 
T
sub
= 300oC was found to be the optimized substrate temperature for the 
synthesis of device quality a-SiGe:H film. 
The substrate geometry also has a large effect on the deposition rate, 
which in turn plays a critical role in assessing the performance of the 
CVD reactor. In 2007, Y. Sharifi and L. Achenie [6] investigated the effect 
of substrate geometry on the deposition rate in chemical vapor 
deposition and proposed a deposition model with flexible substrate 
geometry. The result of their investigation indicated that certain 
substrate geometries change the flow pattern, create recirculation, and 
increase the deposition rate.
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In 2007, B. Swain and R. Dusane [7] deposited hydrogenated amorphous 
silicon carbon (a-SiC:H) films using pure SiH
4
and C
2
H
2
without hydrogen 
dilution by the HWCVD technique. The photoluminescence, optical, and 
structural properties of these films were studied as a function of 
substrate temperature. A-SiC:H films deposited at lower substrate 
temperature have shown degradation in their structural, optical and 
network properties. The hydrogen content in the films was found to 
increase with a decrease of substrate temperature. 
Before B. Swain and R. Dusane studied the effect of substrate 
temperature on HWCVD deposited a-SiCH film, they had studied the 
effect of filament temperature on HWCVD deposited a-SiC:H films in 
2006 [8]. The filament temperature was determined to be a critical 
parameter for the deposition of HWCVD deposited a-SiC:H films. They 
had demonstrated the changes in deposition rate, carbon content, optical 
gap and IR absorption of Si-C and C-H
n
for a-SiC:H alloy films deposited 
with filament temperature ranging from 1650 to 210oC. 
The formation of crystalline phase in Si by HWCVD was investigated by 
Jean-Ho Song and his coworkers in 2009 [9]. They were focusing on the 
microstructural evolution as a function of hot-wire temperature. The 
microstructure of films deposited on a Si wafer was compared between 
hot-wire temperatures of 1590, 1670, and 1800oC. They have found a 
heavily twined structure at the wire temperature of 1670oC, which 
resulted in the apparent intensity peak of (111) hexagonal-closed packed 
(HCP) crystalline Si from a typical face-centered cubic (FCC) crystalline Si 
structure in the X-ray diffraction analysis. 
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By varying the hydrogen and silane flow rate, P. Gogoi and P. Agarwal [10] 
deposited the hydrogenated silicon thin films ranging from pure 
amorphous to nanocrystallite-embedded amorphous in nature. They 
extensively studied the structural and optical properties of those films 
and observed the rms bond angle deviation decreases with increase in 
hydrogen flow rate, which was an indication of improved order in the 
films. 
The effect of substrate and filament temperatures on the structure and 
electrical conductivity of crystalline SiC films prepared by HWCVD 
technique were studied by A. Dasgupta and his coworkers [11] in 2008. 
Their study has shown that at a constant filament temperature, the 
electrical conductivity of the SiC films increase with increasing substrate 
temperature. The variation in filament temperature at constant substrate 
temperature leads to a variation of structure and conductivity. 
A combined experimental and computer simulation study of HWCVD n-i-
p microcrystalline silicon solar cells has been conducted by J.J.H. 
Strengers and his coworkers in 2006 [12]. Microcrystalline silicon solar 
cells with intrinsic layer thicknesses between 500 and 3000 nm deposited 
using the HWCVD technique were investigated, combining experimental 
characterization with computer simulations. Fitting of the solar cell 
characteristic curves showed that this material had a density of dangling 
bonds and drift mobility that were comparable to that of amorphous 
silicon, whereas its mobility band gap was closer to the value of 
crystalline silicon. 
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1.2 Overview of Computational Fluid Dynamics
Water, coffee, air and treacle are all common fluids with fascinating 
behaviors: pouring, splashing, people can swim in it, and so on. 
Understanding fluid dynamics has been one of the major advances of 
physics, applied mathematics and engineering over the last hundred 
years.
Fluid dynamics is the science of fluid motion and study of the flows 
whose shape deforms as they are in motion. It is commonly studied in 
one of the three ways: experimental fluid dynamics, theoretical fluid 
dynamics and computational fluid dynamics (CFD). Computational fluid 
dynamics is the science of predicting fluid flow, heat transfer, mass 
transfer, chemical reactions and related phenomena by solving the 
mathematical equations which govern these processes using a numerical 
process [13].
The fundamental basics of any CFD problems are the Navier-Stokes 
equations, which define any single-phase fluid flow. Theses equations can 
be simplified by removing terms describing viscosity to yield the Euler 
equation. Further simplification, by removing terms describing vorticity 
yields the full potential equations. Finally, these equations can be 
linearized to yield the linearized potentials [14].
By studying how fluids flow, and what will be their quantitative effects on 
the solids with which they are in contact, can help power-plant designers 
to attain maximum efficiency, and reduce release of pollutants. Chemical 
engineers can optimize the yields from their reactors and processing 
equipment with the assistance of CFD. The applications of CFD are also 
extended to risk-and-hazard analysis and safety engineering in order to 
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predict how much damage to structures, equipment, human beings, 
animals and vegetation will be caused by fires, explosions and blast 
waves.
CFD based simulations enable petroleum engineers to design optimum 
oil-recovery strategies, and the equipment for putting them into practice.
Metropolitan authorities use CFD simulations to determine where a 
pollutant-emitting industrial plant may be safely located, and under what 
conditions motor-vehicle access must be restricted so as to preserve air 
quality.
Predictions from CFD based simulations are never 100% reliable, because 
the input data may involve too much guess-work or imprecision. The 
available computer power which is not sufficient for high numerical 
accuracy is often the case that influences the reliability of CFD 
predictions. Inadequate scientific knowledge is also one of the reasons 
affecting the predictions. Therefore, predictions of laminar flow, single-
phase flow, and flow with single chemical reactions and simple fluids 
have greater reliabilities than turbulent flow, multi-phase flow, and flow 
with multiple chemical reactions and complex composition [15].
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1.3 Hear Transfer and HWCVD
In the HWCVD system, the substrate temperature is one of the most 
important deposition parameters that determines the eventual structure 
and quality of the deposited a-Si:H film. During the deposition process, 
the precursor gases are delivered into the reaction chamber at 
approximately ambient temperatures. As they pass over or come into 
contact with the hot filament, they react and decompose, forming an 
ionic gas (not yet a plasma) which and are deposited onto the substrate. 
In the current HWCVD system the temperature of the substrate heater is 
measured by a type K thermocouple attached to the bottom of the 
outside of the heater well. The temperature of the hot-wire filament is 
directly measured by an optical pyrometer [16].
There is approximately 1cm gap between the bottom of the heater well 
and the top of the substrate holder, i.e. the backing-plate. The substrate 
is situated at the bottom of the substrate holder (SEE FIGURE 1.1).
Substrates
Filaments
Outlet
Figure 1.1 Schematic representation of the deposition chamber.
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The temperature of the substrate cannot be directly measured. The
following equations are the proposed calculations of the substrate 
temperature according to Stefan-Boltzmanns’ Law [17] for a specific 
geometry setup,
In the case of an open shutter,
filwallsheatersub PTTT
8444 103.6612.0375.0  (1.1)
In the case of a closed shutter,
filwallheatersub PTTT
8444 102.4408.0375.0  (1.2)
Where T
heater
and T
walls
represent the temperature of the heater well and the 
chamber walls respectively, and P
fil
the electrical power dissipated in the 
filaments. This has shown an excellent agreement between the measured 
data and the results from the model.
The effect of the shutter on the substrate temperature is twofold: on the 
one hand a closed shutter reduces the incoming radiation from the 
filaments to the substrate, but on the other hand it suppresses the heat 
flow away from the substrate. The above equations can be used to 
calculate the actual temperature of the substrate at different filament 
temperatures, with and without the shutter covering the substrate. But 
the assumption in this model is that all heat exchange in the chamber 
takes place through radiation, as both convection and conduction of heat 
are neglected.
A calibration study was done by Arendse [16] with the effects of both the 
substrate heater and filament temperatures. Figure 1.2 shows the plot of 
the stabilized substrate temperature versus the heater temperature with 
the filament temperature at 1600oC and the shutter open. The substrate 
temperature was measured with the thermocouple mounted on a 
crystalline silicon substrate.
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Figure 1.2 Substrate temperature versus heater temperature for T
fil
=1600oC [10].
According to Arendse, the measurement was performed with both 
filament and heater temperatures stabilized. The heat transfer between 
the heater, filament and substrate is by radiation only. Therefore, the 
calibration was done without any precursor gases and heat transfer due 
to convection and conduction was neglected as well.
 
 
 
 
Chapter 1 Introduction 
10
1.4 Aims and Outlines of This Thesis
In this thesis, a 3-D model of the HWCVD system will be created and 
imported to FLUENT to calculate solutions for different heater 
temperatures. The temperatures of the two types of substrates are 
investigated and compared with Arendse’s experimental calibrations. In 
addition to the surface reactions on the filaments and substrates that are 
considered, the deposition rates will be discussed as well.
A comprehensive background and theories on CFD are given in Chapter 2, 
including the governing equations, the discretization method and the 
characterization of convergence. The three heat transfer modes are 
introduced by means of the heat transfer equation of each of the mode.
In Chapter 3, an overview of the HWCVD system will be given, including 
the functions of each major component inside the deposition chamber. 
The reactions involved in the deposition process are going to be 
discussed as well. In the third (3.3) part of this chapter, the program 
structures of FLUENT and GAMBIT are diagrammed in a flow chart.
Chapter 4 is about the simulation setup and boundary conditions; and 
the parameters used in the thin film deposition process are assigned to 
the boundary conditions. In the rest of Chapter 4, we present a part of 
the first order solutions calculated by FLUENT.
Chapter 5 focuses on the demonstration of solutions and comparisons of 
the results obtained from FLUENT and the measured temperature on 
those substrates. The solutions are compared from two simulation modes, 
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i.e. turbulent and laminar mode; then the solutions are also compared 
between the laminar mode and the experimental measurements.
In the last chapter, a summary and conclusions of the thesis are given. 
Future work and improvements on the simulations which can be carried 
out are proposed.
 
 
 
 
Chapter 2 Literature Survey 
12
Chapter 2
Literature Survey
2.1 Introduction
This chapter is going to be an introductory guide for computational 
fluid dynamics simulations methodology. Due to the fundamental 
nature, the basic principals of CFD simulation are discussed in this 
chapter. The procedures that analyze a fluid problem involve the 
mathematical equations describing the fluid flow which are a set of 
partial differential equations, discretization of those governing 
equations, grid or element creation, and the initial and boundary 
conditions of the specific problem which is used to solve those 
equations. 
The second section of this chapter is about the heat transfer theory. 
The three main modes of heat transfer, convection, conduction and 
radiation are defined here. At the end of this chapter, a few
dimensionless numbers which characterize the basic fluid flow are 
explained. Their functions in the heat transfer calculation are 
highlighted with specific equations for each mode.
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2.2 CFD Simulations
The codes of CFD consists of three major elements, i.e. a pre-processor, 
which is used to input the problem geometry, generate the grid, define 
the flow parameter and the boundary conditions to the code; a flow 
solver, which is used to solve the governing equations of the flow 
subject to the conditions provided. There are four most popular 
methods that used as a flow solver [18]，
1) Finite difference method
2) Finite element method
3) Finite volume method
4) Spectral method
The last element of the CFD code is a post-processor, which is used to 
process the data and show the results in graphical and easy to read 
format.
2.2.1 GOVERNING EQUATIONS
2.2.1.1 CONSERVATION OF MASS
The continuity equation which is also called the equation of 
conservation of mass is one of the fundamental laws in Newtonian 
dynamics. The continuity equation expresses conservation of mass in 
the fluid [19, 20, 21, 22, 23]


t

G (Eq. 2.1)
where,
 = the fluid density
G = the mass flux vector
Equation 2.1 states that the rate of change of mass within an 
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infinitesimal small control volume in the fluid is equal to the net rate of 
convection of mass into the control volume across the control volume 
surfaces. It is assumed that there is no creation or destruction of mass. 
The mass flux vector, G, is given [20, 22, 23]
VG  (Eq. 2.2)
Substituting Equation 2.2 into equation 2.1 provides the working 
expression for conservation of mass,
 V 

t
(Eq. 2.3)
2.2.1.2 CONSERVATION OF MOMENTUM
The following equation is the conservation of momentum in a fluid in 
vector-tensor notation [20, 22, 23]



 n
i
iit 1
)( FVVV  (Eq. 2.4)
where,
 = the fluid stress tensor 
iF = the external force exerted upon species i per unit mass of 
species i
The left hand side of the Eq. 2.4 is the rate of increase of fluid 
momentum in an infinitesimal control volume; the increase of 
momentum is either stored in the control volume or convected out of 
the control volume. From Newton’s law, the rate of increase of 
momentum is equal to the net force on the control volume. The stress 
tensor term on the right hand side provides the net force on the 
surfaces of the control volume while the second term on the right hand 
side provides the net body force.
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2.2.1.3 CONSERVATION OF ENERGY
Application of the law of conservation of energy to an infinitesimal 
control volume leads to the following expression: [20, 22, 23]
   



 
n
i
ii QpqeDt
D
1
'''
2
1 VFVVHVV  (Eq. 
2.5)
where,
e = internal energy per unit volume
q = heat conduction vector
H = net enthalpy flux due to mass diffusion



n
i
iih
1
JH (Eq. 2.6)
Dt
D
= the substantive derivative defined by
tz
w
y
v
x
u
Dt
D




 (Eq. 2.7)
The right hand side of Eq. 2.3 represents the various ways in which 
energy can be transferred to or produced in the control volume. The left 
hand side represents what happens to this energy, i.e. it is either stored 
or removed from the control volume by convection. The individual 
terms on the right hand side represent the following effects:
q = net rate of heat conduction to the control volume
H = net rate of enthalpy arriving at the control volume due to
species diffusion
 Vp = work done on the control volume by pressure


n
i
ii
1
FV = net work done on the control volume by external forces
 V  = net work done on the control volume by viscous stresses
'''Q = volumetric heating
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2.2.1.4 NAVIER-STOKES EQUATIONS
The Navier-Stokes equations are time-dependent and consist of a 
continuity equation for conservation of mass (Eq. 2.3), three 
conservation of momentum (Eq. 2.4) equations and a conservation of 
energy equation (Eq. 2.5). There are four independent variables in the 
equation: x , y , and z for the spatial coordinates, and the time t ; six 
dependent variables: pressure p , density  , temperature T , and 
three components of the velocity vector u. Together with the equation 
of state such as the ideal gas law, nRTpV  , the six equations are just 
enough to determine the six dependent variables. In general, all of the 
dependent variables are functions of all four independent variables.
2.2.2 DISCRETIZATION METHODS
The finite difference method and the finite volume method both 
produce the numerical equations at a given point based on the values at 
neighbouring points, whereas the finite element method produces 
equations for each element independently of all the other elements. It is 
only when the finite element equations are collected together and 
assembled into the global matrices that the interaction between
elements is taken into account [18]. 
The finite volume methods have used regular grids for the efficiency of 
the computations. However, irregular grids have become more and 
more popular for simulating flows in complex geometries. The 
computational effort is more when irregular grids are used, since the 
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algorithm should use a table to lookup the geometrical relationships 
between the volumes or element faces. This involves finding data from 
a disk store of the computer, which increase the computational time
[24]. 
One advantage that the finite element method has is that the program is
written to create matrices for each element, which are then assembled 
to form the global equations before the whole problem is solved. The 
finite volume method is written to combine the setting up of the 
equations and their solutions. It draws together the best attributes of 
finite difference method and finite element method in that it is capable 
of simulating complex boundary geometries and accurately modeling 
conservation for each cell while at the same time utilizing relatively 
straightforward finite difference relationships to represent the 
governing differential equations.
2.2.3 ITERATION AND CONVERGENCE
The iterative methods obtain the solution by iteratively guessing the 
solution until the correct one is found. In CFD, the governing equations 
are nonlinear and the number of unknown variables is typically very 
large. Under these conditions implicitly formulated equations are 
almost always solved using iterative techniques. Iterations are used to 
advance a solution through a sequence of steps from a starting state to 
a final, converged state. The iteration steps do not correspond to a 
realistic time-dependent behavior. It is the aspect of an implicit method 
that makes it attractive for steady-state computations, because the 
number of iterations required for a solution is often much smaller than 
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the number of time steps needed for an accurate transient that 
asymptotically approaches steady conditions [18].
The numerical solution is said to converge if it tends to the analytical 
solution as the grid spacing or element size reduces to zero. For most 
problems there are no analytical solutions. Thus, a numerical solution 
is said to converge if the values of the variables at the points in the 
domain tend to move towards some fixed value as the solution 
progresses [18].
In FLUENT there are no universal metrics for judging convergence. 
Residual definitions that are useful for one class of problem are 
sometimes misleading for other classes of problems. Therefore to judge 
convergence by examining residual levels, monitoring relevant integrate 
quantities and checking for mass and energy balances are the 
approaches often be used [25]:
1) The residuals have decreased to sufficient degree.
2) The solution no longer changes with more iteration.
3) The overall mass, momentum, energy, and scalar balances are 
obtained.
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2.2.4 CFD METHODOLOGY
In general, the applications of CFD take the same basic approaches. 
Some of the differences include problem complexity, available expertise 
in CFD and whether a commercially available CFD package is used, or 
problem-specific CFD algorithm is developed. Today, there are many 
commercial CFD codes available to solve a wide variety of problems. 
The features common to most CFD applications can be summarized in 
the flowchart shown in the following figure. 
Figure 2.1 Flowchart of general CFD methodology.
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2.3 Modes of Heat Transfer
In thermodynamics, heat is defined as energy transfer due to 
temperature gradients. Thermodynamics recognizes only two modes of 
heat transfer, i.e. conduction and radiation. A fluid can transport 
momentum by virtue of its mass and velocity. Convection is the 
transport of energy by bulk motion of a medium. It is common 
engineering practice to use the term convection more broadly and 
describe heat transfer from a surface to a moving fluid also as 
convection, or convective heat transfer, even though conduction and 
radiation play a dominant role close to the surface, where the fluid is 
stationary [26].
2.3.1 CONVECTION
Convection is a general term for heat transfer through a moving fluid, 
which can be classified into different groups. There is forced 
convection, where the flow is caused by a pump or a fan; natural 
convection, where the movements are caused by density differences 
due to differences in temperature. The flow may be laminar, in which 
case heat is transferred by conduction and convection through the fluid
[27].
All the different processes mentioned above called convection heat 
transfer act in a thin layer of the fluid close to a heated or cooled solid 
body or liquid surface. They are all governed by Newton’s law of cooling, 
which states that [28]. 
ThAq  (Eq. 2.8)
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where,
q = heat flow
A = surface area where convection takes place
T = temperature difference
h = heat transfer coefficient
2.3.2 CONDUCTION
Heat transfer through solids and through still fluids is called
conduction. The energy flow caused by conduction is calculated by 
Fourier’s law [27], 
x
TkAq 
 (Eq. 2.9)
where,
A = area perpendicular to heat flow
x
T


= temperature gradient in the direction of heat flow
k = thermal conductivity
Fourier’s law is the defining equation for the thermal conductivity. The 
minus sign represents that the heat flows from a higher temperature to 
a lower temperature. The thermal conductivity k is a strong function 
of T, which varies widely between different materials.
2.3.3 RADIATION
All bodies send out energy in the form of electromagnetic radiation. If 
the surface of the body has a low temperature, it still sends out 
radiation in the invisible infrared wavelengths. Radiation is different 
from conduction and convection in that it may be transferred over long 
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distance between bodies, without physical contact.
For the most engineering applications, the heat transfer by radiation
can be calculated as in convection, if a radiation heat transfer 
coefficient is defined, by Newton’s law of cooling [27],
TAhq rr  (Eq. 210)
where,
rq = heat flow due to radiation
rh = radiation heat transfer coefficient
A = surface area of the body to or from where the heat flow is
rT = temperature difference between the body and the 
surrounding surfaces
The radiation heat transfer coefficient is a function of the geometry, the 
emissivity of the surfaces and the temperature of the surfaces. Most of 
the time, convection and radiation heat transfer are active 
simultaneously. If the temperature differences for the two modes are 
equal, then the surface heat transfer coefficients for convection and 
radiation may be added to a total heat transfer coefficient, which is 
expressed as [27]
totr hhh  (Eq. 2.11)
There are five radiation models provided by FLUENT which includes the 
radiation with or without a participating medium in the heat transfer 
simulations. The following radiation models are for the simulations of 
heating or cooling of surfaces due to radiation and/or heat sources or 
sinks due to radiation within the fluid phase.
 Discrete Transfer Radiation Model (DOTRM)
 P-1 Radiation Model
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 Rosseland Radiation Model
 Surface-to-Surface (S2S) Radiation Model
 Discrete Ordinates (DO) Radiation Model
The discrete ordinates radiation model solves the radiative transfer 
equation for a finite number of discrete solid angles, each associated 
with a vector direction s fixed in the global Cartesian system ( zyx ,, ). 
The DO model transforms the radiative transfer equation into a 
transport equation for radiation intensity in the spatial coordinates 
( zyx ,, ). It also solves for as many transport equations as there are 
directions s . The solution method is identical to that used for the fluid 
flow and energy equations.
2.3.4 SOME DIMENSIONLESS PARAMETERS
The calculation of heat transfer coefficients needs a large number of 
parameters. Both theoretical considerations and experimental 
investigations have shown that in a number of cases the parameters 
may be grouped together to form a small number of dimensionless 
similarity parameters, which can be used for building simple equations 
from which heat transfer coefficients may be calculated.
2.3.4.1 REYNOLDS NUMBER
The Reynolds number is defined as [29]
v
uxRe (Eq. 2.12)
where,
u = velocity of fluid
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x = characteristic length
v = kinematic viscosity of fluid
The size of the Reynolds number determines whether the fluid flow is 
laminar or turbulent. A low Reynolds number ( 2300Re  ) indicates 
laminar flow, while a high Reynolds number ( 3000Re  ) indicates 
turbulent flow. The Reynolds number determines the ratio of the inertia 
and viscous forces in the flow.
2.3.4.2 NUSSELT NUMBER
The Nusselt number is defined as [30]
k
hxNu  (Eq. 2.13)
where,
h = surface heat transfer coefficient
x = characteristic length
k = thermal conductivity
The Nusselt number can be described as a dimensionless temperature 
gradient at the surface. It is the Nusselt number that is determined by 
the equations correlating the dimensionless numbers. When Nu is 
found, the heat transfer coefficient can easily be calculated from the 
definition.
2.3.4.3 PRANDTL NUMBER
The definition of Prandtl number is [31]
k
cv p
 Pr (Eq. 2.14)
where,
 = thermal diffusivity
pc = specific heat
 = dynamic viscosity
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The Prandtl number contains only thermodynamic data of the fluid and 
is thus in itself a thermodynamics property of the fluid. It is also 
interpreted as the ratio between the momentum diffusivity and the 
thermal diffusivity, which means, for laminar flow, the Prandtl number 
gives an indication of the relative thickness of the thermal and velocity 
boundary layers.
2.3.4.4 GRASHOF NUMBER
The Grashof number is defined by [32]
2
3
v
TxgGr   (Eq. 2.15)
where,
g = acceleration due to gravity
 = volumetric thermal expansion coefficient
The volumetric thermal expansion coefficient represents how much the 
volume of the fluid changes as the temperature changes. The Grashof 
number is to free convection while the Reynolds number is to force 
convection: it characterizes the flow and indicates whether it is laminar 
or turbulent.
2.3.4.5 GRAETZ NUMBER
The Graetz number is defined as [33]
x
dGz PrRe (Eq. 2.16)
where,
d = hydraulic diameter of channel
x = distance from entrance of channel
This number is used when calculating heat transfer in laminar tube flow. 
It can be interpreted as a dimensionless, inverted length.
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2.3.4.6 RAYLEIGH NUMBER
The product of the Grashof and the Prandtl number is called the 
Rayleigh number. This product often appears in equations for free 
convection [34]
PrGrRa  (Eq 2.17)
2.3.4.7 KNUDSEN NUMBER
Knudsen number is measure of the rarefaction of the flow, which is 
defied as [34]
L
Kn  (Eq 2.18)
Where
 = the mean free path of the molecules
L = the characteristic dimension
The Knudsen number is related to the Mach number and the Reynolds 
number by the following relation,
2Re
MaKn  (Eq 2.19)
Where
 = the ratio of specific heats
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Chapter 3
Experimental Layout
3.1 Introduction
Hot – Wire Chemical Vapor Deposition (HWCVD), also known as 
Catalytic Chemical Vapor Deposition (cat-CVD), is a deposition 
technique that uses in the thermal decomposition of gases such as SiH
4
and H
2
mixtures at a resistively heated filament. This method has been 
introduced in 1979 by Wiesmann et al. The principle of HWCVD is based 
on the thermal decomposition of the multi element gases at a heated 
tungsten, tantalum filament, foil, or grid [35].
HWCVD requires relatively simple apparatus; it offers the advantages of 
a high deposition rate, low hydrogen content and effective 
decomposition of the gas molecules [36]. In this chapter, an overview of 
the thin film deposition technology will be split into 4 subcategories 
and described. The functions of each major component will be 
introduced. The reactions which take place during the deposition
process are also going to be described with a 3-reaction-step. Then the 
last section of this chapter concentrates on the FLUENT 6.3 packet that
was used in the thesis. The fundamentals of FLUENT and its 
background will be introduced.
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3.2 Thin Film Deposition
3.2.1 THE MVSYSTEMS HOT-WIRE DEPOSITION SYSTEM
The HWCVD system (Figure 3.1) in the physics department at the 
University of the Western Cape is a single chamber system with a load 
lock that was designed by MVSystems, Inc. to be an ultra-compact, 
clean-room compatible, and versatile state-of-the art system for the 
deposition of thin film semiconductor materials and devices. The 
loading and unloading of substrates can be accomplished via a hinged 
door entry located in front of a Load Lock chamber. Figure 3.1 shows a
photograph of the MVSystems in the physics department at the
University of the Western Cape [37]. 
Figure 3.1 Photograph of the HWCVD System in the physics department at the University of the 
Western Cape. 
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The system possesses one modular process zone (MPZ) configured for 
HWCVD including a pumping port, vacuum gauges, throttle valve, 450 
L/s turbo-molecular pump backed by a rotary vane pump, and a gas 
inlet attachment fitting. The chamber is constructed in accordance with 
usual UHV system practices. A gate valve separates the main chamber 
from a load lock chamber. The load lock has a separate rotary vane 
pumping system [37].
It consists of two vacuum chambers: the load-lock and an ultra-high 
vacuum (UHV) reaction chamber which is able to achieve pressures as 
low as 10-9 mbar.
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Figure 3.2 Overall layout of the MVSystems HWCVD system [38].
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3.2.2 DESCRIPTION OF THE SINGLE DEPOSITION CHAMBER
The single chamber deposition system is specially designed to produce 
high quality HWCVD thin films. The overall layout of the system is 
shown above in Figure 3.2. The cubical deposition chamber is of welded 
304 stainless steel construction complete with copper gasketed CF 
flanges to connect the pumps, heater well, gate valve, viewports and 
instrumentation. A 7 cm (2.75”) viewport to observe the deposition 
process has been provided [37].
The system has a 1250 W heater mounted in a well on the top flange of 
the chamber. The temperature of the substrate is controlled by a panel 
mounted controller and a Type K thermocouple attached to the bottom 
of the heater well. A stainless steel backing plate, flat against the back 
of the substrate holder, is used to ensure a homogeneous substrate 
temperature. 
A shutter reservoir is located on the shutter housing perpendicular to 
the carrier tracks. It houses a sturdy shutter which is used to protect 
the substrate until the proper deposition parameters are attained and 
to control the deposition exposure time. The shutter is moved in and 
out of the chamber by moving the sliding magnet between the outer and 
inner magnet stops. The shutter was kept open throughout this 
modeling project representing the actual deposition process. Ports are 
also provided for viewports or instrumentation (see Figure 1.1).
The deposition process takes place on a substrate holder in a carrier 
which in turn is mounted on rails situated in the chamber. The hot wire 
assembly is supported on the removable base plate which includes a 
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power feed-through and a Type K thermocouple feed-through for 
reference, and a blank 6.99 cm (2.75”) CF flange which can be used to 
mount a window for optical pyrometer temperature measurements of 
the filament or other instrumentation.
3.2.3 VACUUM PUMPING SYSTEM
The HWCVD system is provided with a 450 L/s corrosion resistant 
turbo-pump backed by a Leybold D40B rotary vane pump with an oil 
filtration system for the process chamber and a Leybold D16B rotary 
vane pump for the load lock chamber. The gas is introduced into the 
system through a 0.64 cm (1/4”) VCR fitting on the base-plate. 
3.2.4 GAS SUPPLY [38]
The gas supply units are connected to 7 different gas containers: argon 
(Ar), nitrogen (N
2
), silane (SiH
4
), hydrogen (H
2
), phosphine (PH
3
), diborane 
(B
2
H
6
) and methane (CH
4
) through Matheson pressure regulators. The 
gas supply control system consists of a supply, exhaust, solenoid valves 
which are normally closed, manual valves and mass flow controllers.
The gases are regulated into the reaction chamber by the mass flow 
controllers, connected with a filtered gasline to the gas containers. The 
gas line connections to the reaction chamber are controlled with high 
vacuum pneumatic valves that are normally closed, controlled from a 
separate set of solenoid air pressure valves. A Leybold Trivac B 
rotary-vane pump with a pumping speed 40 m3/h is used to pump the 
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exhaust.
Before or after each deposition process, the gas lines and the reaction 
chamber are purged by Ar or N
2
. For the deposition of undoped a-Si:H
films, pure or diluted SiH
4
in H
2
is used.
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Figure 3.3 Schematic representation of the gas supply system [37].
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3.2.5 REACTIONS IN THE DEPOSITION PROCESS
A. Pant and his coworkers divided the reaction chemistry of silicon 
deposition by HWCVD into four steps as shown below [39]
1) Pyrolysis of Silane and hydrogen on the filament surface to form 
radicals (Si and H).
2) Gas phase reactions of the generated radicals to form other species 
(SiH
x
). 
3) Adsorption of radicals (H) and film precursors (SH
x
) on the film 
surface.
4) Surface rearrangement reactions involving H(ad) and SiH
x
(ad) to 
incorporated the adsorbed Si precursors in the film and release 
hydrogen.
In this thesis, the chemical reactions were concentrated mainly on the 
following three [39]: 
Reaction 1 (gas): )()()( 224 gHgSiHgSiH 
Reaction 2 (surface): )(2)()( 24 gHsSigSiH 
Reaction 3 (surface): )()()( 22 gHsSigSiH 
The inlet gas was a mixture of Silane SiH
4
(g) and hydrogen H
2
(g) at a 
temperature of 300K. The gases enter through the bottom flange and 
were delivered inside the reactor via a vertical, T-shaped distributor. 
Before the gases entered the deposition chamber, they were circulated 
through the shutter housing. The gas then moved across an array of 
heated filaments maintained at temperature 1600oC. A pure tantalum 
wire, 0.5 mm in diameter and 110 mm long was used as the filament. 
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The filament was looped to form an array of parallel strands on a holder. 
The filament holder was placed ~6.8 cm below the substrate holder, 
resulting in a distance of ~1.8 cm between the filaments and the 
substrates. A vacuum-compatible electrical feedthrough was used to 
supply DC power to the filament. The filament temperature was 
monitored by a pyrometer, through the front view port. The 
temperature of the filament was controlled manually by changing the 
applied voltage. During this simulation, the typical DC current and 
voltage across the filament were kept 4 A and 60 V respectively in order 
to keep the filament temperature at ~1600oC.
The substrates were heated by two concentric coil resistive heaters 
placed on the outside of the top flange. The substrate holder was placed 
~1 cm below the bottom of the top flange in the reactor. The substrate 
temperature was varied from 150oC to 550oC based on a recalibrated 
thermocouple, which accounted for the heat supplied by the heater as 
well as the radiating filaments. The flow rate of silane and hydrogen 
was controlled by MKS mass flow controllers. A throttle valve at the exit 
controls the reactor pressure by changing the volumetric flow rate of 
the gases leaving the reactor. Typical silane and hydrogen flow rates 
used in the simulation of the thesis were 2 sccm and 58 sccm,
respectively. The operating pressure of 60 µbar was used.
Two 3.0 cm by 3.0 cm substrates can be held in the substrate holder, 
which is parallel to the plane of the filaments. The plane of substrates 
was parallel to both the filament stand and the gas distribution inlets at 
the reactor.
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3.3 Introduction to FLUENT6.3 and GAMBIT2.4
FLUENT is the world’s largest provider of commercial computational 
fluid dynamics software and services. FLUENT offers general-purpose 
CFD software for a wide range of industrial applications, along with 
highly automated, specifically focused packages.
FLUENT is the CFD solver of choice for complex flows ranging from 
incompressible to mildly compressible to highly compressible flows. It 
provides multiple choices of solver options, combined with a 
convergence-enhancing multigrid method. FLUENT delivers optimum 
solution efficiency and accuracy for a wide range of speed regimes. The 
wealth of physical models in FLUENT allows users to accurately predict 
laminar and turbulent flows, various models of heat transfer, chemical 
reactions, multiphase flows and other phenomena with complete mesh 
flexibility and solution-based mesh adaption.
The mesh types which are supported by FLUENT including 2D 
triangular/quadrilateral, 3D tetrahedral/hexahedral/pyramid/wedge / 
polyhedral, and mixed (hybrid) meshes. It is written in the 
programming language C, and makes full use of the flexibility and 
power offered by the language. In addition, FLUENT uses client/server 
architecture, which allows it to run as separate simultaneous processes 
on client desktop workstations and powerful compute servers. This 
architecture allows for efficient execution, interactive control, and 
complete flexibility between different types of machines or operating 
systems [40]. 
FLUENT solvers are based on the finite volume method. The domain 
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which is going to be modeled is discretized into a finite set of control 
volumes (or cells). The general transport equations for mass, 
momentum, energy, species, etc. are solved on this set of control 
volumes. Partial differential equations are discretized into a system of 
algebraic equations, which are then solved numerically to render the 
solution field.
3.3.1 PROGRAM STRUCTURE [40]
The FLUENT6.3 package includes the following software:
1) FLUENT, the solver
2) GAMBIT, the preprocessor for geometry modeling and mesh 
generation, which will be used to create geometry and mesh.
3) TGrid, an additional preprocessor that can generate volume meshes 
from existing boundary meshes
4) Filters (translators) for import of surface and volume meshes from 
CAD/CAE packages such as ANSYS, CGNS, I-deas, NASTRAN, and 
others
The next figure shows the organizational structure of these 
components.
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Figure 3.4 Basic program structure [40]. 
After the mesh has been created in GAMBIT and read into FLUENT, all 
remaining operations are performed within FLUENT. These include 
setting boundary conditions, defining fluid properties, executing the 
solution, refining the mesh, and viewing and postprocessing the results.
The FLUENT serial solver manages files input and output, data storage, 
and flow field calculations using a single solver process on a single 
computer. It also uses a utility called cortex that manages FLUENT user 
interface and basic graphical functions. FLUENT parallel solver can 
compute a solution using multiple processes that may be executing on 
the same computer, or on different computers in a network.
Parallel processing in FLUENT involves an interaction between FLUENT, 
a host process, and a set of compute-node processes. FLUENT interacts 
with the host process and the collection of compute nodes using the 
cortex user interface utility. The following figures illustrate the serial 
and parallel FLUENT6.3 architectures.
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Figure 3.5 Serial FLUENT architecture [40].
Figure 3.6 Parallel FLUENT architecture [40].
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3.3.2 GAMBIT2.4
GAMBIT software package is designed to help analysts and designers 
build a mesh models for computational fluid dynamics and other 
scientific applications. GAMBIT receives user input primarily by means 
of its graphical user interface (GUI). The GAMBIT GUI makes the basic 
steps of building and meshing a model simple and intuitive, yet it is 
versatile enough to accommodate a wide range of modeling 
applications [41]. 
The meshing options of GAMBIT can decompose geometries for 
structured meshing, or perform automatic unstructured hexahedral 
meshing. It can also generate high-quality triangular and tetrahedral 
meshes, as well as meshes containing pyramids and prisms.
The tools provided by GAMBIT are able to check the quality of the mesh 
to ensure that the mesh is appropriate for use in the solver, i.e. FLUENT.
3.3.3 OUTLINES OF SIMULATION STEPS
After the aims and objectives have been determined in Chapter 1, the 
CFD analysis plan was drawn. All the simulations throughout this thesis 
followed the basic steps indicated below.
1) The details of modeling goals were determined
2) The model geometry and grid were created in GAMBIT.
3) The solver and physical models were set up in FLUENT.
4) Then the solver can calculate the solution.
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5) After the postprocessing, relevant results and data were saved.
The details of each of the steps above are given in the following chapter 
(Chapter 4).
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Chapter 4
Computational Fluid
Dynamics Modeling
4.1 Introduction
This chapter provides the detailed description of each analytical step 
used in the CFD modeling; these include how the geometry and mesh 
were created, how the boundary conditions were set up and obtained. 
The final geometry were meshed and imported into FLUENT. More 
detailed steps for setting up the simulation model will be given, 
including material properties, choice of solver models, gas flow 
properties and calculations, etc. The solver was setup in the 1st order 
discretization scheme and a successful convergence was reached. Then 
after postprocessing of the solution, the final model was established. 
The final solution was calculated in the 2nd order discretization scheme. 
Relevant theory and calculations on the mesh examination, boundary 
condition setting up, and flow property determination, etc. will be given 
in this chapter. The data and results obtained from the simulation will 
be discussed later in the following chapters.
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4.2 Define the Modeling Goals
In this simulation, surface reactions were considered. Modeling the 
reaction taking place at gas-solid interfaces is complex and involved 
several elementary physico-chemical processes like adsorption of 
gas-phase species on the surface, chemical reactions occurring on the 
surface, and desorption of gases from the surface back to the gas 
phase.
The objective of this thesis is to simulate the heat flow through the 
deposition chamber of the Hot-Wire CVD system, thus the physical 
geometry considered is the deposition chamber where all the 
deposition process take place. There are six major components inside 
the deposition chamber, i.e. gas inlets, filaments stand, insulators, 
filaments, substrates and their holder, and substrate heater. The 
shutter housing is attached on a wall and on the opposite side of the 
outlet which is connected to the turbo pump and rotary pump. To avoid 
the complexity, the rotary pump is not included in the simulating 
model.
The inlet gas was a mixture of silane and hydrogen at a temperature of 
300K. It entered the reactor through the 7 inlet holes on the horizontal 
pipe at a speed of sm /18.0 . The gas mixture then flew into the shutter 
housing and was circulated back into the deposition chamber. The gas 
mixture flows over the hot filaments and the heated substrates; silicon 
was deposited on the heated substrates as governed by the following 
gas phase and the surface reactions already mentioned in Chapter 3.
From the previous chapters, several general assumptions are made to 
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simplify the computation processes and time required for finding the 
appropriate solution in the HWCVD process:
1) At the pressure and temperature conditions used in the Hot-Wire 
CVD process, the gases were treated as ideal gases which satisfied 
the ideal gas law and Newton’s law of viscosity.
2) The Reynolds Number for the gas flow inside the inlet pipe was less 
than 3000. Thus as stated in Chapter 2, the gas flow inside the pipe 
was laminar. Due to the fact that the deposition pressure was low 
and velocity of the gas flow was small, the gas flow inside the 
deposition chamber is treated as laminar flow as well, especially the 
flow at the region close to the surface of the substrates.
3) As shown below in Figure 4.1, the substrate holder could hold up to 
2 substrates. In the simulation, there were two different substrates 
(Silicon and Glass) simultaneously inside the deposition chamber.
Figure 4.1 Photo of the substrate holder (from left: back plate, substrate holder, holder bracket).
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4) The thicknesses of the substrates are relatively thin (0.4mm for 
silicon substrate, 0.8 mm for glass substrate). Thus there is a 
minimum temperature gradient across the thickness of the 
substrates.
5) The gas mixture is treated as a continuum. This assumption is valid 
when the mean free path length ( ) of the gas molecules is much 
smaller than the typical characteristic dimension of the reactor ( L ), 
i.e., the Knudsen Number ( LKn / ) is less than 0.01 [42]. 
The simulation was run 5 times corresponding to the five different 
temperatures of the substrate heater. For each solution calculated by 
FLUENT the temperature of the two substrates would be determined.
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4.3 Creating Modeling Geometry and Mesh/Grid
4.3.1 GEOMETRY CREATION
The modeling geometry is created and meshed in GAMBIT. Because of 
the limitation on the computational utilities (Table 4.1) and also in 
order to get a high quality mesh, some of the geometries were 
simplified accordingly. 
Table 4.1 Specification of the PC used for running simulation.
System Computer
Microsoft Windows XP Genuine Intel® CPU
Professional T2500 @ 2.00GHz
Version 2002 2.01 GHz, 2.50 GB of RAM
Service Pack 3
The following pictures are the original and simplified deposition 
chamber and its components drawn in GAMBIT. All the dimensions 
from the deposition chamber measured by a Vernier caliper and
converted to centimeters when they are created in GAMBIT. After the 
mesh is generated and imported into FLUENT the unit is scaled down to 
centimeter. 
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Figure 4.2 The original geometry of the deposition chamber.
Outlet
Deposition
Chamber
Heat Well
Shutter 
Housing
Figure 4.3 The simplified geometry of the deposition chamber.
In the original geometry (Figure 4.2), there are inner and outer layers
forming the outline of the deposition chamber. The wall of the 
deposition chamber is made from stainless steel. 
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In the simplified geometry (Figure 4.4), the flange does no longer 
exist; and the outer layer from the original geometry is removed. 
The volume is enclosed by the inner layer.
Heat Well
Substrate 
Heater
Flange
Figure 4.4 The original geometry of heat well. The substrate heater is at the bottom of the 
heat well.
Inlets
Inlets Pipe
Figure 4.5 The geometry of gas inlets and inlet pipe.
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After the simplification, the heater well (without the flange) was 
integrated with the deposition chamber. Thus the top of the deposition 
chamber become like Figure 4.3 and the bottom of the heater well is the 
substrate heater.
The inlet pipes which are in T shape are made of copper with seven 
inlets on the horizontal pipe facing the shutter housing. The diameter 
of the horizontal pipe is twice that of the vertical pipe. There is no 
simplification done on the inlets and pipes.
Filaments
Insulator
Filaments Stand
Brackets
Figure 4.6 The original geometry of insulators, filaments and stand.
The filaments and stand are the most complicated geometry among the 
components. As shown in Figure 4.6, there are seven cylindrical pillars 
with different lengths and diameters. The space between the four 
smaller pillars was only 0.5cm. The four smaller pillars are parts of the 
brackets which hold at the top two strip-liked brackets with the two 
identical aluminum oxide insulators and the horizontal plate. The three 
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thicker pillars are supporting the whole filament stand inside the 
deposition chamber and their height can be adjusted.
Insulator
Filaments Stand
Filaments
Figure 4.7 The simplified geometry of insulators, filaments and stand.
Figure 4.7 shows the simplified geometry of the filaments stand. The 
strip-liked brackets and four smaller pillars are removed. But at the 
same time the thickness of the horizontal plate is increased and hence 
volume increases to 256 cm3 in order to compensate the heat 
absorption during the simulation. The insulators are made to have the 
same length as the horizontal plate. The filaments do not pass through 
the two insulators. They are connected on one side of each insulator. 
The top parts of the three thicker pillars are cut off. But the rest of 
those pillars are increased proportionally. Therefore, the total volume 
of the pillars is the same as before the simplification. The substrates in 
both the original and simplified models are created by splitting the 
bottom surface of the substrate holder into two cmcm 33  squares 
which are cm2 away from each other and situated in the center section 
of the surface. (SEE FIGURE 4.8 & 4.9)
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Substrate Holder Brackets
Back Plate
Substrates
(on the opposite side)
Figure 4.8 The original geometry of substrate holder and brackets.
Substrate
Holder
Substrates
Back Plate
Substrate Holder Brackets Substrates
(on the opposite side)
Figure 4.9 The simplified geometry of substrate holder and brackets.
The substrates holder brackets are united with the substrate holder, 
thus the simplified substrate holder is thicker than the original one. 
The four arms are connected with the deposition chamber wall, which 
are included for the conduction of heat. The two substrates are facing 
the filaments and bottom of the deposition chamber. Between the 
substrates and the heater we have the back plate.
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Deposition 
Chamber
Outlet
Heat Well
Substrate
Heater
Gas Inlets
Substrate 
Holder
Filaments 
Stand
Figure 4.10 The original geometry of HWCVD.
Deposition
Chamber
Outlet
Gas Inlets
Substrate 
Heater
Shutter 
Housing
Heat Well
Filaments Stand
Substrate
Holder
Figure 4.11 The simplified geometry of HWCVD.
 
 
 
 
      Chapter 4 Computational Fluid Dynamics Modeling 
54
After each component is created and moved to the required 
coordinates, an ACIS file is exported. This can save the information of 
the geometry in the ACIS format in the case of these complicated 
geometries. Then all the components are imported to the deposition 
chamber by GAMBIT. The deposition chamber is split with the 
components inside it with the bidirectional and connected schemes in 
order to ensure the connectivity from the solid region to the fluid 
region. The final completed geometry is shown in Figure 4.11.
4.3.2 MESH/GRID CREATION
In order to get a good and high quality mesh, and reduce the number of 
cells to save calculation time; the volumes of insulators, filaments and 
inlet pipes are subtracted from the deposition chamber volume. Then 
the deposition chamber is split into different regular volumes, such as 
cylinders and boxes. Figure 4.12 shows the volumes after the splitting.
Outlet
Filament Stand Plate
Filament Stand Legs
Deposition 
Chamber 
Bottom
Shutter Housing
Filament Reaction 
Zone
Substrate 
Holder
Figure 4.12 The split volumes of HWCVD.
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The size of the seven inlets is too small to be meshed in the deposition 
chamber volume. Thus a size function is introduced at this stage.
Size functions are used to control the size of mesh intervals for edges 
and mesh elements for faces or volumes. They control the mesh 
characteristics in the proximity of the entities to which they are 
attached. The properties are controlled by the size functions including 
[43]
1) Maximum mesh-element edge lengths (fixed-type size function)
2) Angles between normal for adjacent mesh elements (curvature-type 
size function)
3) Number of mesh elements employed in the gaps between two 
geometric entities (proximity-type size function)
In order to have uniformly distributed mesh elements on the surface of 
the inlet pipe, a set of seven faces is created on the opposite side of the 
horizontal inlet pipe and is split with the surface. The source of the size 
function is the 14 identical faces and attached to the surface of the 
horizontal inlet pipe. The start size of elements is 0.05, growth rate is 
1.1, and the maximum size of elements is 0.5.
The volumes are meshed in the order specified in Table 4.2 with the 
parameters following each volume. The completed mesh of the 
deposition chamber is shown in Figure 4.14.
 
 
 
 
      Chapter 4 Computational Fluid Dynamics Modeling 
56
Inlets
Symmetrical 
Faces of Inlets
Horizontal 
Inlet Pipe
Figure 4.13 Size function on the inlets.
Table 4.2 Details of mesh parameters of each volume.
Order Volumes Elements Type Spacing
1 Substrate Holder Hex Map 0.3
2 Outlet Hex/Wedge Cooper 0.5
3 Shutter Housing Hex Map 0.5
4 Filament Stand Plate Tet/Hybrid TGrid 0.5
5 Filament Stand Legs Hex/Wedge Cooper 0.5
6 Deposition Chamber Bottom Hex/Wedge Cooper 0.5
7 The Rest of the Deposition Chamber Tet/Hybrid TGrid 1
Figure 4.14 The completed mesh of deposition chamber.
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4.3.3 MESH/GRID EXAMINATION
Examine Mesh form could display an existing mesh and customize the 
characteristics of the mesh graphically.
Figure 4.15 The form for examining the mesh quality.
In the Display Type, the Range option is selected. The Range option 
could only display those mesh elements which quality fell within 
specified limits with respect to a designated quality criterion.
The range histogram consists of a bar chart representing the statistical 
distribution of mesh elements with respect to the specified quality 
criterion. Each vertical bar on the histogram corresponds to a unique 
set of lower and upper quality limits.
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When the Show worst element check box is selected, GAMBIT will 
display on the single worst element in the mesh based on the currently 
selected Quality Type criterion.
The quality-type specification defines the criterion that determines 
which elements are displayed by means of the domain Range option 
and the coloration of elements for faceted mesh displays.
In this thesis the quality-specification used is EquiSize Skew, which is a 
measure of skewness and is defined as [44]
eq
eq
EVS S
SS
Q
)(  (Eq. 4.1)
where,
S = the volume (3-D) of the mesh element
eqS = the maximum volume (3-D) of an equilateral cell, the
circumscribing radius of which is identical to that of the 
mesh element
It follows from Eq. 4.1 that, 
10  EVSQ (Eq. 4.2)
where,
0EVSQ describes an equilateral element and
1EVSQ describes a completely degenerate (poorly shaped) 
element [44].
In general, high-quality meshes contain elements that possess average 
EVSQ values of 0.1 (2-D) and 0.4 (3-D) [44]. Due to the complexity of the 
geometry and tetrahedral mesh scheme [45], the tolerated EquiSize 
Skew for this geometry is less than 0.9. By selecting the worst element 
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check box, the worst EquiSize Skew for this geometry is 0.867 which has 
met the criterion.
4.3.4 SPECIFY BOUNDARY AND CONTINUUM TYPES
The boundary types and continuum types were set up in GAMBIT and 
assigned to specific values after the mesh was imported to FLUENT. The 
boundary types in Table 4.3 were faces from corresponding 
components in the deposition chamber. The substrate holder and 
filament stand were set to solid so that the flow would go around them 
instead through those regions.
Table 4.3 Specification of boundary conditions in GAMBIT.
Name Type
Boundary Types
Inlet Velocity_Inlet
Outlet Pressure_Outlet
Heater Wall
Filaments Wall
Substrate1 Wall
Substrate2 Wall
Insulators Wall
Continuum Types
Substrate Holder Solid
Filament Stand Solid
After the boundary types and continuum types were determined, a 
mesh file was exported and saved as an individual mesh file.
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4.4 Setting up the Solver and Physical Models
4.4.1 GRID
When the FLUENT6.3 software package was started, the 
three-dimensional, double-precision solver was selected.
The mesh file “HWCVD Simulation Geometry .msh” which was created 
in GAMBIT was imported into FLUENT6.3. Then the Grid Check listed 
the minimum and maximum x, y and z values from the grid, and 
reported on a number of other grid features that were checked. It 
provided domain extents, volume statistics, grid topology and periodic 
boundary information, verification of simplex counters, and node 
position verification with respect to the x axis. The minimum volume 
reported was a positive number.
Figure 4.16 Outputs of grid check in FLUENT.
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Since the grid was created in units of centimeters, it was scaled to 
meters after the mesh file was imported by FLUENT. The following 
figure shows the grid in FLUENT.
Figure 4.17 The Grid that has been imported into FLUENT.
Radiation, convection and conduction heat transfer were all taken into 
account. The energy equation and the species conservation equations 
were solved, along with the momentum as well as continuity equations.
4.4.2 MODELS
FLUENT provides two solver methodologies: pressure-based solver and 
density-based solver. The pressure-based approach was developed for 
low-speed incompressible flows, while the density-based approach was 
mainly used or high-speed compressible flows. The solver used in this 
model was pressure-based with implicit formulation. 
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Gradients are needed for constructing values of a scalar at the cell faces 
and computing secondary diffusion terms and velocity derivatives. The 
gradient  of a given variable  is used to discretize the convection 
and diffusion terms in the flow conservation equations. The gradients 
are computed in FLUENT according to the following methods [46]: 
 Green-Gauss Cell-Based
 Green-Gauss Node-Based
 Least Squares Cell-Based
When the Green-Gauss theorem is used to compute the gradient of the 
scalar  at the cell center 0c , the following discrete form is written as 
[46]

f
ff Av
c
 10)( (Eq. 4.3)
where,
f = the value of  at the cell face centroid
By default, the face value, f , is taken from the arithmetic average of 
the values at the neighboring cell centers, i.e. [45], 
2
10 cc
f
  (Eq. 4.4)
Thus, this option was selected for the first order discretization.
The value of f can also be calculated by the arithmetic average of the 
nodal values on the face [45], 
 fN
n
n
f
f N
 1 (Eq. 4.5)
where,
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fN = the number of nodes on the face
The nodal values, n , are constructed from the weighted average of the 
cell values surrounding the nodes, following the approach originally 
proposed by Holmes and Connel [47] and Rauch et al. [48] This scheme 
reconstructs exact values of a linear function at a node from 
surrounding cell-centered values on arbitrary unstructured meshes by 
solving a constrained minimization problem, preserving a second-order 
spatial accuracy.
The node-based averaging scheme is known to be more accurate than 
the default cell-based scheme for unstructured meshes, most notably
for triangular and tetrahedral meshes [46]. 
The radiation model was set to DO and the rest settings were kept as 
default. At the same time when the radiation model was chosen, the 
energy equation was activated so that the energy equation could be 
solved during the simulation.
The chemical species transport and reaction was activated from the 
Define menu, Models, Species, and Transport & Reaction. The 
Volumetric and Wall Surface reactions were enabled, so that the panel 
could expand for more reaction options. The Heat of Surface Reactions 
option enabled modeling of heat release due to surface reactions. Mass 
Deposition Source was selected because there was a certain loss of 
mass due to the surface deposition reaction, i.e., Si (s) was being 
deposited out. The Diffusion Energy Source included the effect of 
enthalpy transport due to the energy balance. The Full Multicomponent 
Diffusion activated Stefan-Maxwell’s equations and computed the 
diffusive fluxes of all species in the mixture to all concentration 
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gradients [48]. The Thermal Diffusion effects caused heavy molecules 
to diffuse less rapidly, and light molecules to diffuse more rapidly, 
toward heated surfaces. The Mass Diffusion Coefficient is defined by 
constant dilute approximation in FLUENT and it is used to compute the 
diffusion flux of a chemical species in a laminar flow using Fick’s Law 
[50], 
T
TDYDJ iTimii
 ,, (Eq. 4.6)
where,
miD , = mass diffusion coefficient for species i in the mixture
iTD , = the thermal diffusion coefficient for species i
iY = the mass fraction for species i
In the Mixture Material drop-down list, silane-hydrogen-3-step was 
selected. Then FLUENT reported the Number of Volumetric Species to 
be 3 and the Number of Solid Species to be 1. The 3-step reactions were 
discussed in Chapter 2. Detailed settings will be shown later in this 
chapter. The laminar Finite-Rate approach is based on the solution of 
transport equations for species mass fractions, with the chemical 
reaction mechanism defined by FLUENT in this case. The reaction rates 
that appear as source terms in the species transport equations are 
computed from Arrhenius rate expressions, from the eddy dissipation 
model of Magnussen and Hjertager [51], or from the EDC model [52]. 
4.4.3 MATERIALS
The Materials panel can display the mixed material, 
silane-hydrogen-3-step, that was enabled in the Species Model panel. 
The properties for this mixed material were stored in the FLUENT 
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database and can be modified according to the simulations. The 
incompressible ideal-gas law was enabled for density, and the mixing 
law was selected for heat capacity pc . The Reaction and Mechanism used
in this study was discussed in section 3.2.5.
The components inside the deposition chamber were made of different 
materials. For instance, the filaments used to heat the substrates were 
made of Tantalum, whereas the insulators which were used to support 
filaments were made of Aluminum Oxide. The thermal properties of 
these materials were vital to the heater transfer process throughout the 
simulation. Thus all the materials used in this simulation were 
imported from the database of FLUENT and assigned to the specific 
components in the Boundary Conditions panel. There were 4 new 
materials, i.e. Aluminum Oxide (Al
2
O
3
), Silicon (Si), Tantalum (Ta) and 
Glass, which did not exist in the FLUENT database. They were created 
from the User-Defined Database in the Material panel with physical 
properties like Density, Specific Heater Capacity and Thermal 
Conductivity, and stored in separated .scm files. Table 4.4 shows the 
details of all the materials that were used in the simulation.
The compressibility effects are encountered in gas flows at high 
velocity or in which there are large pressure variations. When the flow 
velocity approaches or exceeds the speed of sound of the gas or when 
the pressure change in the system ( pp / ) is large, the variation of the 
gas density with pressure has a significant impact on the flow velocity, 
pressure, and temperature [53]. 
Compressible flows can be characterized by the value of the Mach 
number [53], 
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cuM / (Eq. 4.7)
where,
u = the magnitude of velocity of the gas flow
c = the speed of sound in the gas
RTc  (Eq. 4.8)
 = the ratio of specific heats ( Vp cc / )
R = Gas-law constant ( K8.31J/mol  )
T = Temperature
When the Mach number is less than 1.0, the flow is termed subsonic. At 
Mach numbers much less than 1.0 ( 1.0M or so), compressibility 
effects are negligible and the variation of the gas density with pressure 
can safely be ignored in the flow modeling. As the Mach number 
approaches 1.0 (which is referred to as the transonic flow regime), the 
flow is termed supersonic, and may contain shocks and expansion fans 
which can impact the flow pattern significantly.
From the First Law of Thermodynamics, the relationship of the heat 
capacity at constant pressure ( pC ) and at constant volume ( VC ) can be 
expressed as [54], 
RCC Vp  (Eq. 4.9)
Combine equation 4.7, 4.8 and 4.9, the Mach number can be calculated 
by the following equation,
RC
RTC
u
C
RTC
uM
p
p
V
p

 (Eq. 4.10)
The heat capacity of hydrogen at constant pressure and volume (at 
room temperature KT 300 ) was found as [54], 
KmolJC
KmolJC
HV
Hp


/42.20
/74.28
)(
)(
2
2
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The heat capacity of Silane at constant pressure (at room 
temperature KT 300 ) was found as [55]
KmolJC SiHp  /8.42)( 4
The heat capacity of Silane at constant volume was then calculated from 
equation 4.9,
KmolJC SiHV  /49.34)( 4
There were two Mach numbers that were calculated, one was for the 
case where Hydrogen is the only gas considered in the model, and the 
other one was for pure SiH
4
gas in the model.
0032362.0
0030388.0
4
2


SiH
H
M
M
Therefore, the Mach number of the gases mixture used in this model 
must be in between the above two Mach numbers, i.e.
42 SiHmixtureH
MMM  (Eq 4.11)
From the calculation above, it shows that the Mach number of the gases 
mixture was much less than 1.0, the compressibility effects can be 
negligible and the variation of the gas density with pressure can safely 
be ignored in the flow modeling.
 
 
 
 
      Chapter 4 Computational Fluid Dynamics Modeling 
68
Table 4.4 Properties and parameters of all the materials used in the simulation.
Name Hydrogen Silane Silicon Silene
Aluminum 
Oxide [56]
Copper Glass [57] Silicon [58] Steel Tantalum [59]
Chemical 
Formula
h2 sih4 si<s> sih2 al2o3 cu — si — ta
Material Type fluid fluid solid fluid solid solid solid solid solid solid
Density (kg/m3) 0.08189 1.308 2000 1.226 3890 8978 2230 2329 8030 16690
Cp (J/kgK) 14283 1337.5 700 767 880 381 750 700 502.48 140
Thermal 
Conductivity   
(W/m•K)
0.1672 0.0454 0.0454 0.0454 35 387.6 1.14 130 16.27 57.5
Viscosity 
(kg/m•s) 8.411E-06 1.72E-05 1.72E-05 1.72E-05 — — — — — —
Molecular Weight         
(kg/kg•mol) 2.01594 32.11788 28.086 30.10194 101.961 63.546 — 28.086 — 180.948
Standard State 
Enthalpy 
(J/kg•mol)
0 3.3892E+07 0 2.71E+08 — — — — — —
Standard State 
Entropy 
(J/kg•mol•K)
130579.1 204594.7 18822.82 2070.998 — — — — — —
Reference 
Temperature (K)
298.15 298.15 298.15 298.15 298.18 298.18 298.18 298.18 298.18 298.18
Absorption 
Coefficient (1/m)
0 0 0 0 0 0 0 0 0 0
Scattering 
Coefficient (1/m)
0 0 0 0 0 0 0 0 0 0
Scattering Phase       
Function
isotropic isotropic isotropic isotropic isotropic isotropic isotropic isotropic isotropic isotropic
Refractive Index 1 1 1 1 1 1 1 1 1 1
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The reaction mechanisms were set from the Materials panel. When the 
Reaction panel was opened, it showed the Total Number of Reactions 
was 3 as it was discussed. The stoichiometric coefficients for the 
reaction are also shown, along with the values of Pre-exponential 
Factor kA , Activation Energy kE and Temperature Exponent k used in 
the Arrhenius Rate equation [49]. 
Reaction 1 describes that when the silane (SiH
4
) gas encountered the hot 
filaments, it decomposed into 2 gases, silene (SiH
2
) and hydrogen (H
2
). 
That is why the type of reaction 1 was set to Volumetric. The next 
following two reactions were Wall Surface reactions which indicate they 
took place on the surface of the substrates. In Reaction 2, the silane gas 
decomposed into solid particles of silicon and hydrogen gas on the 
surface of the substrate. In reaction 3, the product (SiH
2
) from Reaction 
1 was decomposed as well and the product was also solid silicon and 
hydrogen gas. Therefore, inside the deposition chamber, it was mixture 
of gases which consists of hydrogen, silane and silene.
4.4.4 OPERATING CONDITIONS
During the deposition process, the pressure inside the deposition 
chamber was only 6 bar which was equivalent to 6 Pa. The 
gravitational acceleration also played a role in the process. In the 
Operation Condition panel g was set to be 2/81.9 sm .
In this model, the Boussinesq Model was used to get faster convergence, 
and it treats density as a constant value in all solved equations, except 
for the buoyancy term in the momentum equation [60], 
gTTg )()( 000   (Eq. 4.12)
where,
0 = the constant density of the flow
0T = the operating temperature
 
 
 
 
      Chapter 4 Computational Fluid Dynamics Modeling 
70
 = the thermal expansion coefficient
Equation 4.12 was obtained by using the Boussinesq approximation
)1(0 T  (Eq. 4.13)
to eliminate  from the buoyancy term. This approximation is 
accurate as long as changes in actual density are small; specifically, the 
Boussinesq approximation is valid when
1)( 0 TT (Eq. 4.14)
4.4.5 BOUNDARY CONDITIONS
Boundary conditions specify the flow and thermal variables on the 
boundaries of the physical model. It can also assign different materials 
to the boundaries. Therefore they are a critical component of the 
FLUENT simulations. In the next section detailed parameters of each 
boundary condition will be given, the relevant calculations are also 
included.
All the materials that have been created and imported from the FLUENT 
database were assigned to the specific boundaries. The following table 
lists all the materials assigned to the boundaries.
Table 4.5 Materials used on the boundaries.
Boundary Names Zone Types Material
filament_stand solid steel
filament_stand_wall wall steel
filaments wall tantalum
heater wall steel
inlet_pipe wall copper
insulators wall aluminum oxide
substrate_1 wall glass
substrate_2 wall silicon
substrate_holder solid steel
substrate_holder_wall wall steel
wall wall steel
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Wall boundary conditions were used to bound fluid and solid regions. 
In this simulation, there were no moving walls. All the Wall Motions 
were kept as default: Stationary Wall. The Shear Condition of all the 
walls was No Slip. When the energy equation was enabled, the thermal 
boundary conditions must be defined at wall boundaries.
SUBSTRATE_HOLDER & FILAMENT_STAND
The zone type of (substrate_holder) and (filament_stand) were solid and 
the “Participates in Radiation” option was enabled for both of these 
boundaries. A “solid” zone was a group of cells for which only a heat 
conduction problem was solved; no flow equations were solved. The 
only required input for a solid zone was the type of solid material.
SUBSTRATE_HOLDER_WALL & FILAMENT_STAND_WALL
Under the Thermal Conditions of (filament_stand_wall) and 
(substrate_holder_wall), the setting of Coupled was selected. These 
walls were called “two-sided wall”, which have a fluid and a solid region 
on each side of the wall. A “shadow” zone was automatically created so 
that each side of the wall was a distinct wall zone. When the Coupled 
option was activated at the thermal conditions of the wall, the two 
zones would be coupled during the calculations. No additional thermal 
boundary conditions were required, because the solver would calculate 
heat transfer directly from the solution in the adjacent cells. The 
parameters set for one side of the wall were automatically assigned to 
its shadow wall zone. The Internal Emissivity was 0.9 of them
approximately close to the reality. The wall thickness for both of them 
was 1 cm.
FILAMENTS
The filaments were one of the heat sources during the deposition 
process. In the actual deposition, the temperature of the filaments was 
controlled by adjusting the current and voltage across them. The most 
often used current and voltage in the HWCVD system at UWC is 4 A and 
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60 V, respectively. The thermal condition for those filaments used in 
the simulation was set to Heat Flux. The heat flux was calculated as the 
electrical power to the filaments divided by the total area of the 7 
filaments, which was 2/94.198426 mW . When the heater flux boundary 
condition was defined at a wall, FLUENT would determine the wall 
surface temperature adjacent to a fluid cell as [60]
radfwf qTThq  )( (Eq. 4.15)
where,
fh = fluid-side local heat transfer coefficient
wT = wall surface temperature
fT = local fluid temperature
radq = radiative heat flux
f
f
rad
w Th
qqT  [19] (Eq. 4.16)
The fluid-side heat transfer coefficient was computed based on the 
local flow-field conditions. When the wall bordered a solid region, the 
wall surface temperature was computed as [61]
s
s
rad
w Tk
nqqT  )( (Eq. 4.17)
where,
sk = thermal conductivity of the solid
sT = local solid temperature
n = distance between wall surface and the solid cell center
In the deposition process, the gas mixture reacted with the filaments as 
well. Thus under the Species, the Reaction option was enabled for 
filaments.
HEATER
The other heat source in the deposition chamber was the heater. Its 
temperature was varied due to the demand of the deposition settings. 
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In order to compare the final outcomes of this study with the 
calibration that was done by Arendse [16], the temperature of the 
heater was varied from 423.15 K to 823.15 K in the steps of 100 K. The 
Thermal Condition of the heater therefore was temperature and it was 
set to be 423.15 K initially. The thickness of the heater was 0.5 cm. 
When the fixed temperature condition was applied at the heater, the 
heat flux to the heat wall from the fluid cell was computed as described 
in Eq. 4.16.
SUBSTRATE_1 & SUBSTRATE_2
Coupled Thermal Conditions were assigned to both substrate_1 and 
substrate_2. But substrate_1 was a glass substrate with a thickness of 
0.08 cm, whereas substrate_2 was a silicon substrate with a thickness of 
0.04 cm. The Reaction option was activated on both of them to ensure 
the deposition process taking place.
WALL
The deposition chamber wall is the media which conducted the heat 
from inside to the outside environment. Conduction, convection and 
radiation all played vital roles on heat transfer on the surface of the 
deposition chamber wall. Therefore, Mixed was chosen as Thermal 
Conditions of the deposition chamber wall. The thermal conductivity 
coefficient must be calculated for the Mixed option.
To calculate the thermal conductivity coefficient of the wall, the outside 
of this model was assumed to be cooled by the natural convection of air. 
From natural convection heat transfer correlation, the heat transfer 
coefficient was a function of Rayleigh Number )(Ra [62]. 


v
TgLGrRa
3
Pr  (Eq. 4.18)
where,
Gr is Grashof number, i.e. [62]
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2
3
v
TgLGr   (Eq. 4.19)
Pr is Prandtl number, i.e. [62]

vPr (Eq. 4.20)
 is the thermal coefficient of volume expansion, i.e. 
T
1 (Eq. 4.21)
T = the temperature difference between the deposition 
chamber wall and the air surrounding the chamber
g = the gravitational acceleration
L = the height of the wall
v = the kinematic viscosity
 = the thermal diffusivity of steel
From Eq. 4.19 and Eq. 4.20 the Rayleigh number could be expressed as 
2
3 Pr
v
TgLRa   (Eq.4.22)
0.69 was used as the Prandtl number of air in Eq. 4.22.
For a natural convection on a vertical wall, the average Nusselt number 
was calculated as [62]
9/416/9
4/1
Pr
492.0167.068.0




 

 RaNuL (Eq. 4.23)
Then the heat transfer coefficient was calculated as 
L
kNuh Lc  (Eq. 4.24)
where, 
k = the thermal conductivity of air
The final calculation showed that the heat transfer coefficient for the 
deposition chamber wall was KmW 2/81.5 .
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INLET_PIPE
The inlet pipe had the Mixed thermal conditions for the boundary 
condition. As the pipe had a uniform wall temperature along its length; 
the flow inside the pipe was laminar for from Eq. 2.12 in Chapter 2 the 
Reynolds number was calculated as [63]

VLRe (Eq. 4.25)
where 
 = the density of the fluid
V = the flow velocity of the fluid
L = the characteristic length of the pipe
 = the viscosity of the fluid
The fluid used in this simulation was a mixture of silane and hydrogen, 
which had the mass fraction of 0.25 and 0.75 respectively. The density, 
thermal conductivity and viscosity of the mixture was approximately 
calculated as following
24
75.025.0 HSiH   (Eq. 4.26)
24
75.025.0 HSiH kkk  (Eq. 4.27)
24
75.025.0 HSiH   (Eq. 4.28)
When inside the inlet pipe, the flow rate was sccm60 , and the velocity 
was calculated as the flow rate divided by the cross sectional area of the 
inlet pipe after it was converted to sm /101 36 . 0.1 m was taken as the 
characteristic length of the pipe, thus the Reynolds number was 47.60 
for the flow inside the pipe, which means the flow was 
laminar )2300(Re  . Then the heat transfer coefficient due to the 
convection of gases mixture was given by the exact relation [64]
D
khc 66.3 (Eq. 4.29)
where 
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k = the fluid thermal conductivity
D = the pipe diameter
The heat conductivity coefficient calculated in the pipe was KmW 2/05.50 .
INSULATORS
The insulators were single-sided wall, which means the wall zone has a 
fluid or solid region on one side of the wall. The inlet_pipe (wall) and 
filaments also have the same wall type. The insulators had an 
approximately temperature of 500 K during the deposition. Thus the 
thermal condition of the insulators was at a fixed temperature.
OUTLET
The Gauge Pressure at the outlet was 0 Pascal, the Backflow Total 
Temperature was 300 K. The Boundary Temperature was chosen as the 
External Black Body Temperature Method. The Internal Emissivity was 
kept 1 as the default value. At the Species condition, the Mass Fraction 
for SiH
4
and SiH
2
were both 0.
INLETS
After the gas mixture entered the vertical inlet pipe at 60 sccm at room 
temperature 300K, it entered the deposition chamber from the 7 inlets. 
The diameter of each inlet was only 1 mm and this caused the gas 
mixture to leave the inlets with greater speed than it was inside the pipe. 
The speed of the gas mixture was calculated as 
Area
RateVolumeFlowVinlet  (Eq. 4.30)
where, 
RateVolumeFlow = 60 sccm i.e. 60 Standard Cubic Centimeter 
per Minute, which is equal to sm /101 36
smolsccm /10440.71 7
Area = The total area of the 7 inlets in m3
Thus,
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smVinlet /18.0
The Components Scheme was chosen as the velocity specification 
method, and the y-component was set to sm /18.0 due to the fact that 
when the gases left the inlets, they were flowing in the –y direction in 
the Cartesian coordinate system.
In the total flow rate of 60 sccm, there was 58.8 sccm for H
2
and 1.2 
sccm for SiH
4
. The mass fraction was calculated by converting the flow 
rate of H
2
and SiH
4
to mass flow rate first, i.e.
sg
sg
smolsccmFRH
/1088.2
/01594.21044.78.58
/1044.78.588.58
5
7
7
2






sg
sg
smolsccmFRSiH
/1082.8
/11788.321044.72.1
/1044.72.12.1
5
7
7
4






Then the mass fraction of SiH
4
was the ratio of the mass flow rate of 
SiH
4
and the total mass flow rate of SiH
4
and H
2
.
25.0
42
4  SiHH
SiH
FRFR
FR
At the Species Mass Fractions, the value for silene was set to 0, whereas 
the value of Silane was 0.25, for silene was the products of the 
decomposition of silane inside the chamber, it is assumed that there 
wasn’t any silene at all when the gases mixture left the inlets. The total 
flow rate at the inlets can also be expressed in the mass flow rate,
skgFRFRateTotalFlowR SiHH /1017.1
7
42

The mass flow inlet boundary is also going to be used in one of the 
simulations to compare with the solutions from velocity inlet boundary.
In the Radiation condition of the inlets, Boundary Temperature was 
selected at the External Black Body Temperature Method. The Internal 
Emissivity was set at a constant value of 1.
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4.5 Computing and Monitoring the Solution 
FLUENT stores discrete values of the scalar  at the cell centers by 
default. The face values f are required for convection terms in the 
governing equation of discretization and must be interpolated from the 
cell center values. This is accomplished using an upwind scheme. 
Upwinding means that the face value f is derived from quantities in 
the cell upstream, or “upwind”, relative to the direction of the normal 
velocity. FLUENT offers a number of upwind schemes, such as, 
first-order upwind, second-order upwind, power law, and QUIK [65]. 
When the first-order upwind is used, quantities at cell faces are 
determined by assuming that cell-center values of any field variable 
represent a cell-average value and hold throughout the entire cell; the 
face quantities are identical to the cell quantities [65]. 
When second-order accuracy is desired, quantities at cell faces are 
computed using a multidimensional linear reconstruction approach. In 
this approach, higher-order accuracy is achieved at cell faces through a 
Taylor series expansion of the cell-centered solution about the cell 
centroid [66]. 
In the Solution Controls panel, all the Equations were selected and 
going to be solved in the simulation. For the purpose of this model the 
Under-Relaxation Factors were kept as default. The first-order 
discretization scheme was used for the first calculation. Then it was 
switched to second-order upwind and the solver was switched to 
Green-Gauss Node-Based method after the convergent results had been 
obtained. 
During the solution process, the convergence can be monitored by 
checking residuals. At the end of each solver iteration, the residual sum 
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for each of the conserved variables is computed and stored, thus 
recording the convergence history. This history is also saved in the data 
file. On a computer with infinite precision, these residuals will go to 
zero as the solution converges. On an actual computer, the residuals 
round-off to some small value and then stop changing. For 
single-precision computations, residuals can drop as many as six orders 
of magnitude before hitting round-off. Double-precision residuals can 
drop up to twelve orders of magnitude [67]. 
There are no universal metrics for judging convergence. For most 
problems, the default convergence criterion in FLUENT is sufficient. 
During this simulation, the continuity criteria were set to 51 e , the rest 
of the criteria were kept as default. This criterion required that the 
scaled residuals decrease to 310 for all equations except the continuity 
and energy, for which the criterion is 610 . The plot option was enabled 
so that during the solution process, the residual history would be 
displayed.
Before the CFD simulation can be started, the initial “guess” must be 
provided for the solution flow field. There are two methods for 
initializing the solution [68], 
1) Initialize the entire flow field
2) Patch values or functions for selected flow variables in selected cell 
zones
In this simulation, the first initializing method was used. The solution 
was set to compute from all-zones. Then FLUENT automatically set the 
initial Temperature and Mass fraction of SiH
4
. The initial velocity of x, y, 
and z components was 0. After the solution was initialized, the 
simulation was started from the iteration panel with 500 iterations. The 
solution converged in approximately 375 iterations. Figure 4.18 shows 
the convergent history of the solutions for the 1st order discretization.
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Figure 4.18 Scaled residuals for the 1st order discretization.
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4.6 Postprocessing and Revising the Model
FLUENT provides a variety of reporting options for simulations 
involving heater transfer that can be generated graphically or in the 
report format of text file. In this thesis, the Area-Weighted Surface 
Integrals was used to compute the average temperature across the 
surface of the substrates. The area-weighted average of a quantity is 
computed by dividing the summation of the product of the selected 
field variable and facet area by the total area of the surface [69], 



n
i
ii AA
dA
A 1
11  (Eq. 4.31)
The following figures were obtained by plotting the contours of static 
temperature of different component surfaces. In Figure 4.19, the 
temperature is scaled by colors. Due to the Clip to (Range) option being 
disabled when the contour was plotted, the temperature of any surfaces 
was higher than 700K appears red in the contours.
Figure 4.19 A 3-D view of the contours of static temperature contours of the major components 
inside the deposition chamber at heater temperature of 423.15K.
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Figure 4.20 The contours of static temperature of substrate 1 and 2 at Heater = 423.15K.
Figure 4.21 The xy-plot for static temperature on the both substrates in the x-direction.
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Figure 4.20 is the contour static temperature of substrate 1 (Glass) and 
2 (Silicon) at the heater temperature of 423.15K (150oC). The gas was 
flowing from the –y direction to the +y direction. The area of high 
temperature region on substrate 1 is larger than on the substrate 2. 
This indicates the average temperature of substrate 1 is higher than 
substrate 2. This can be shown (Figure 4.22) from the Area-Weighted 
Average of the Surface Integral report in FLUENT. 
Figure 4.22 Surface integral report on the Area-Weighted Average of Static Temperature.
From Figure 4.22 above the average surface temperature of each 
component is shown. The average temperature of substrate 1 and 
substrate 2 were 501K and 495K respectively. The temperature of glass 
substrate was about 6K higher than the silicon substrate.
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Figure 4.23 The contours of surface deposition rate of Si<s> on both substrates at the heater 
temperature of 423.15K.
Figure 4.24 The xy-plot of Surface deposition rate of Si<s> on both substrates in the x-direction.
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A rake consists of a specified number of points equally spaced between 
two specified endpoints. A line is simply a line that extending up to and
including the specified endpoints; data points will be located where the 
line intersects the faces of the cell, and consequently may not be equally 
spaced. There were 2 rakes created in the center of substrate 1 and 2 
and both were in the x-direction. Each of these two rakes consisted of 
30 points equally spaced between two endpoints which located at the 
middle points on two opposite edges. The deposition rates of Si<s> on 
both substrates were plotted along those rakes.
The deposition rate of Si<s> on both substrate 1 and 2 shown in Figure 
4.24 indicates that the higher deposition rate took place on the four 
corners of each substrate. At the central region both substrates have 
relatively uniform deposition rate, which is shown in Figure 4.24. The 
deposition rate on substrate 1 was much smaller than on substrate 2, 
due to the scale reason, the deposition rate on substrate 1 looks on the 
horizontal axis.
In FLUENT, the convection terms of each governing equation can be 
solved in 1st or 2nd discretization scheme. When the pressure-based 
solver is used, all equations are solved using the first-order upwind 
discretization for convection. When the density-based solver is used, 
the flow equations are solved using the second-order scheme by default, 
and the other equations use the first-order scheme.
The first-order upwind discretization may be acceptable when the flow 
is aligned with the grid, for instance, the laminar flow in a rectangular 
duct modeled with a quadrilateral or hexahedral grid. When the flow is 
not aligned with the grid, the first-order discretization increases the 
numerical discretization error. For triangular and tetrahedral grids, 
since the flow is never aligned with the grid, the second-order 
discretization will generally give move accurate results. For quad/hex 
grids, the better results can be obtained with the second-order 
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discretization, especially for complex flows. Therefore, while the 
first-order discretization generally yields better convergence than the 
second-order scheme, it generally will yield less accurate results, 
especially on tri/tet grids [70]. 
The solution computed above used the first-order discretization. To 
obtain the final solution, the Green-Gauss Node-Based gradient option 
was enabled to solve the second-order discretization for all listed 
equations so that the accuracy of the solution could be improved. When 
the gradient option was changed from cell-based to node-based the 
energy conservation would be optimized and it was more suitable for 
the unstructured meshes.
The solver was re-initialized after all the equations were set to 
second-order discretization. After about 350 iterations, the solution 
was converging. Figure 4.25 is the scaled residuals for the second-order 
discretization. Because the node-based gradient was used, the solution 
was converged in less iteration than the first-order discretization.
The final model has thus been completed. All the results used in this 
thesis will be discussed in the next chapter after the model has been 
run for the five selected heater temperatures.
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Figure 4.25 Scaled residuals for the 2nd discretization.
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Chapter 5
Results
5.1 Introduction
In this chapter the solutions of two simulation cases will be illustrated, 
which include the laminar model with velocity inlets and the turbulent 
model with velocity inlets. The major difference between the two cases 
is the solver model. In the turbulent model, the basic settings for 
turbulent simulation were applied. The purpose of this model is to 
determine the intensity of turbulent flow inside the deposition chamber 
and the effects of turbulence on the heat flow. At the end of this 
chapter, the area weighted surface integral of the substrates 
temperature will be compared. 
In each case a cross sectional plane was created, the radiation, 
temperature and velocity contours, temperature pathlines, and 
turbulent intensity contours in the turbulent model, were plotted in the 
cross sectional plane for different heater temperatures in each case.
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5.2 CASE 1: Laminar Model with Velocity Inlets
5.2.1 LAYOUT OF THE CROSS SECTIONAL PLANE
In this case, the inlet boundary condition was velocity inlet, which was 
calculated in Chapter 4. Due to the small velocity of the gas flow and the 
fact that pressure inside the deposition chamber was very low, and the 
Reynolds number, calculated in Chapter 4, being smaller than 2300, 
then the gas flow around the substrates and substrates holder was 
assumed to be laminar. The heater was set to five different 
temperatures (Table 5.1) for each simulation and all the residuals were 
converged at about 350 iterations. A vertical plane was created and 
used to show the cross sectional solutions of the gas flow. In the 
following figures, the layout of the cross sectional plane, radiation, 
temperature and velocity contours, and temperature pathlines for each 
solution will be illustrated.
Figure 5.1 Layout of the cross sectional plane.
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5.2.2 RADIATION CONTOURS
Figure 5.2 Contours of incident radiation in the cross sectional plane in the laminar model at 
heater temperature of 423.15K (150 oC). 
 
Figure 5.3 Contours of incident radiation in the cross sectional plane in the laminar model at 
heater temperature of 523.15K (250 oC). 
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Figure 5.4 Contours of incident radiation in the cross sectional plane in the laminar model at 
heater temperature of 623.15K (350 oC). 
 
Figure 5.5 Contours of incident radiation in the cross sectional plane in the laminar model at 
heater temperature of 723.15K (450 oC). 
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Figure 5.6 Contours of incident radiation in the cross sectional plane in the laminar model at 
heater temperature of 823.15K (550 oC). 
 
From the five radiation contours above, the radiation sources were the 
heater above the substrate holder and filaments below the substrate 
holder. As the heater temperature increases from Figure 5.2 to Figure 
5.6, the radiation intensity was increasing. Most of the radiation was
confined in the central region of the deposition chamber by the 
insulators and heater. The substrates which were situated at the lower 
surface of the substrate holder (Figure 5.1) received most of the 
radiation from the seven paralleled filaments below them.
When the insulators were created in GAMBIT, the volumes of insulators 
were subtracted from the volume deposition chamber in order to 
simplify the mesh process. The insulators shown in the figures are 
empty spaces confined by insulator walls. The radiation contours would 
be different if the insulators were solid region and it might influence 
the heat flow around them.
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5.2.3 TEMPERATURE PATHLINES
Figure 5.7 Temperature pathlines in the cross sectional plane in the laminar model at heater 
temperature of 423.15K (150 oC). 
Figure 5.8 Temperature pathlines in the cross sectional plane in the laminar model at heater 
temperature of 523.15K (250 oC). 
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Figure 5.9 Temperature pathlines in the cross sectional plane in the laminar model at heater 
temperature of 623.15K (350 oC). 
Figure 5.10 Temperature pathlines in the cross sectional plane in the laminar model at heater 
temperature of 723.15K (450 oC). 
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Figure 5.11 Temperature pathlines in the cross sectional plane in the laminar model at heater 
temperature of 823.15K (550 oC). 
The pathlines at different substrate heater temperatures (Figure 5.7 –
5.11) show clearly the moving direction of the flow inside the 
deposition chamber. In the shutter housing there is a small portion of 
gas circulation before it enters the chamber. Most of the gas was 
directed to the bottom of the chamber by the wall. At upper section of 
the outlet, a few of pathlines are curled into the downward direction 
and become the backflows.
At the region between the heater and upper surface of the substrate 
holder, the flow has a higher temperature when it is close to the heater. 
Below the substrates, the gas flow from the filaments brings the heat to 
the substrate surfaces. These indicate that the heat is transferred from 
heater and filaments to the surfaces of substrates by conduction and 
convection.
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5.2.4 TEMPERATURE CONTOURS
Figure 5.12 Contours of static temperature in the cross sectional plane in the laminar model at 
heater temperature of 423.15K (150 oC). 
Figure 5.13 Contours of static temperature in the cross sectional plane in the laminar mode at 
heater temperature of 523.15K (250 oC). 
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Figure 5.14 Contours of static temperature in the cross sectional plane in the laminar model at 
heater temperature of 623.15K (350 oC). 
 
Figure 5.15 Contours of static temperature in the cross sectional plane in the laminar model at 
heater temperature of 723.15K (450 oC). 
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Figure 5.16 Contours of static temperature in the cross sectional plane in the laminar model at
heater temperature of 823.15K (550 oC). 
 
The heat flux calculated in Chapter 4 was a constant value throughout 
the simulations, which determined that the temperature contours 
around the filaments have uniform distributions. The change of the 
heater temperature caused the temperature contours in the region 
between the heater and upper surface of the substrate to change from 
one simulation to another. Even though the filament temperature was a 
constant, but the heat energy inside the system was accumulated by the 
increasing heater temperature. Therefore, the substrate heater was not 
the only heat source for heating substrates; the filaments also 
contributed enormous heat to the system. From Figure 5.12 to Figure 
5.16, the red region around the filaments was getting larger and larger 
in each simulation which indicates that the temperature of filaments 
was affected by the heater in the form of radiation.
 
 
 
 
Chapter 5 Results 
99
5.2.5 VELOCITY CONTOURS
Figure 5.17 Contours of velocity magnitude in the cross sectional plane in the laminar model at the
heater temperature from 423.15K (150oC) to 823.15K (550 oC). 
 
When the contours of velocity magnitude was plotted for each heater 
temperature in the cross sectional plane, all the five plots had the same 
pattern of contours. Figure 5.17 shows the gas flow has the largest 
velocity magnitude at the outlet and inlet regions. At the inlet region, 
the corner which connected the shutter housing and the deposition 
chamber was too close to the inlets. 
The gas flow at the bottom of the deposition chamber was faster than 
the flow at the upper section of the chamber. When the gas left the 
chamber at the outlet again, it would cause turbulence at the outlet 
region. In the residual history, it showed the backflow through the 
outlet faces which also suggests that the flow at the outlet region was 
reversed when most of flow was flowing out.
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The flow around the substrate holder had a uniform velocity magnitude, 
especially along the upper surface. This has proved that the assumption 
that the flow close to the surface of the substrates could be considered 
as laminar flow.
In order to determine if the turbulence would affect the heat flow, a 
second simulation using a turbulent model was conducted.
5.2.6 AREA WEIGHTED SURFACE INTEGRALS
The following table is the average temperature of the substrates 
corresponding to the heater temperature calculated by the area 
weighted surface integral. The plot of the heater temperatures versus 
the substrate temperatures shows that the temperature of both 
substrates was a second order polynomial function of the heater 
temperature. 
Table 5.1 shows that the averaged temperatures of the glass substrate 
are higher than that of the silicon substrate. The temperature difference 
between the two substrates is getting smaller and smaller as the heater 
temperature approaches 550oC (Figure 5.18).
 
 
 
 
Chapter 5 Results 
101
Table 5.1 The Surface integral report of both the substrates temperatures in thelaminar model 
simulations.
Surface Integral Report (Laminar)
Area-Weighted Average -- Static Temperature (oC)
Heater Substrate 1 (Glass) Substrate 2 (Silicon)
150 227.7 222.4
250 268.4 263.7
350 314.1 314.3 
450 375.2 372.8 
550 437.5 436.9
y = 0.0004x2 + 0.2331x + 183.29
y = 0.0004x2 + 0.2711x + 172.73
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The Substrates Temperatures versus Heater Temperatures in the Laminar Model
Figure 5.18 The plot of area weighted surface integral of both the substrates temperatures 
versus the heater temperature in the laminar model.
 
 
 
 
Chapter 5 Results 
102
5.3 CASE 2: Turbulent Model with Velocity Inlets
In the turbulent model, the fluid flow is characterized by fluctuating 
velocity fields. These fluctuations mix transported quantities such as 
momentum, energy, and species concentration, and cause the 
transported quantities to fluctuate as well. 
In this case, the Renormalization-group (RNG) k model was 
selected to be the solver model. At the near wall treatment, the 
enhanced wall treatment was enabled. The RNG-based k turbulence 
model is derived from the instantaneous Navier-Stokes equations, using 
a mathematical technique call “renormalization group” (RNG) methods
[71]. 
At the inlet and outlet boundary conditions, the Intensity and Hydraulic 
Diameter was chosen as the turbulence specification method. This 
method requires the Turbulence Intensity and Hydraulic Diameter. The 
turbulence intensity is defined as the ratio of the root-mean-square of 
the velocity fluctuations to the mean flow velocity [71]. A turbulence 
intensity of 1% or less is generally considered low and turbulence 
intensities greater than 10% are considered high. The turbulence 
intensity used at the inlet and outlet was estimated as 5%.
The Hydraulic Diameter is also called Hydraulic Mean Depth, which is 
defined as the ratio of A/P of the cross-sectional area A of the liquid 
flowing to the wetted perimeter P (the length of the line of contact 
between the liquid and the channel boundary at that section) [72]. In 
this case, the hydraulic diameter of the inlet or outlet was calculated as 
the ratio of the surface area of inlet or outlet to the circumference of 
inlet or outlet.
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After about 500 iterations, the solution was not converging. From the 
monitored surfaces of the pressure at the inlet, velocity at the outlet, 
and the temperature at the substrates, the variables were stabilized at 
constant values at a higher number of iterations. In such case, the 
solution could be considered as converged.
The radiation, temperature and velocity contours, and the temperature 
pathlines were plotted in the way as they were done in the laminar 
model. Similar contours and pathlines were obtained which indicated 
that the turbulence had minor effects on the heat flow. From the 
velocity and turbulence intensity contours (Figure 5.19 and 5.20), it 
shows that the region with the largest velocity has the most intense 
turbulence.
Figure 5.19 Contours of velocity magnitude in the cross sectional plane in the turbulent model at 
the heater temperature from 423.15K (150oC) to 823.15K (550 oC).
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Figure 5.20 Contour of turbulent intensity in the sectional plane in the turbulent model at the heater 
temperature from 423.15K (150oC) to 823.15K (550oC).
Table 5.2 The Surface integral report of both the substrates temperatures in the turbulent model 
simulations.
Surface Integral Report
Area-Weighted Average -- Static Temperature (oC)
Heater Substrate 1 (Glass) Substrate 2 (Silicon)
150 227.7 222.3
250 268.3 263.6
350 318.1 314.3
450 375.2 372.8 
550 437.5 436.9
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Figure 5.21 The plot of y+ values on the wall surfaces of the two substrate in the turbulent model in x-direction.
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The Substrates Temperatures versus Heater Temperatures in the Turbulent Model
Figure 5.22 The plot of area weighted surface integral of both the substrates temperatures versus the heater temperature in the turbulent model simulations.
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5.4 Laminar Model versus Turbulent Model
Table 5.3 and 5.4 give the two substrates temperatures in the two 
simulation models. From the average temperature of each substrate, the 
differences between the two models were in the order of 10-2. In the two 
models the velocity contours have been changed, so was the flow field. 
The ∆T’s in Table 5.3 and 5.4 show that the change has not significantly 
affected the heat transferring from the heater and filaments to the 
substrates.
Table 5.3 Temperatures of the glass substrate in laminar and turbulent models.
Surface Integral Report (Glass)
Area-Weighted Average -- Static Temperature (oC)
Heater Substrate 1 (Laminar) Substrate 1 (Turbulent) ∆T
150 227.7 227.7 0.01 
250 268.4 268.3 0.02 
350 314.1 318.1 -3.95 
450 375.2 375.2 0.02 
550 437.5 437.5 0.01 
Table 5.4 Temperatures of the silicon substrate in laminar and turbulent models.
Surface Integral Report (Silicon)
Area-Weighted Average -- Static Temperature (oC)
Heater Substrate 2 (Laminar) Substrate 2 (Turbulent) ∆T
150 222.4 222.3 0.02 
250 263.7 263.6 0.03 
350 314.3 314.3 0.03 
450 372.8 372.8 0.02 
550 436.9 436.9 0.02 
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5.5 Simulation Solutions versus Measured Data
The experimental measurements which were done by Arendse on the 
substrate temperature were shown in Figure 1.2 in Chapter 1 [10]. The 
temperature of silicon substrate was fitted with a second order 
polynomial function of heater temperatures. In Figure 5.23 the 
averaged temperatures of silicon substrate from FLUENT calculation 
and the measured temperature from Arendse were plotted. A 10% error 
bar was added on the experimental measurements. It has shown that 
the simulation data has the same trend as the experimental data. When 
the heater temperature is at 250oC, 350oC, and 450oC the simulation 
data is falling into the range of the experimental data, which gives a 
great agreement on both of the two sets of data. 
∆T is Table 5.5 indicates the differences between the Simulation and 
Experimental Data at each Heater temperature. The highest difference, 
which is -71.54, occurs at the Heater temperature of 550 oC, whereas the 
smallest difference is only 10 oC. From Heater Temperature of 250 oC
onwards, the absolute values of ∆T’s have linear relationship with the 
heat temperatures.
Table 5.5 Temperatures of the silicon substrate from laminar mode and experimental data.
Heater (oC) Simulation Data (oC) Experimental Data (oC) ∆T
150 228 190 38
250 268 258 10
350 318 332 -14
450 375 419 -44
550 437 509 -71.54
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Figure 5.23 The plot of substrates temperatures from the solutions of FLUENT simulation and 
experimental measurements versus the heater temperatures.
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Chapter 6
Conclusion
This study has concentrated on the heat flow through the deposition 
chamber of the How-Wire Chemical Vapor Deposition system. The aim 
was to investigate the surface temperature of the substrates in the 
deposition chamber and compare the results with the experimental 
measurements. The software package GAMBIT2.4 and FLUENT6.3 have 
been used to create the geometry and solve the simulation solutions
respectively.
In the introductory chapter, the background of this study was given, 
and an overview on the computational simulation and heat transfer in 
the HWCVD system was given. An outlined picture of the purpose of 
how this study was conducted was given.
The second chapter was a discussion of the fundamental theory of 
computational simulations. The fundamentals of CFD and related 
equations were explained in the section. A few of numerical methods 
were used in variety of CFD simulations. Chapter 2 was focused on the 
finite volume method which is the method implemented by FLUENT6.3.
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In order to conduct a successful simulation, a completed working 
process of the HWCVD was illustrated in Chapter 3. Each of the 
components inside the deposition Chamber was described and 
demonstrated in the chapter. The program structure of FLUENT6.3 was 
given in the second part of this chapter. Two different FLUENT 
architectures were shown and compared in the form of diagrams. The 
steps that all the common CFD simulations should follow were listed at 
the end of this chapter and discussed in details in following chapter.
Chapter 4 can be considered as a detailed instruction manual for 
creating geometries in GAMBIT and setting up solver in FLUENT. A full 
description and pictures of each step that was mentioned in Chapter 3, 
were given in this chapter. The solutions were obtained in 1st
discretization, and then switched to 2nd order discretization for better 
accuracy. The final model was established and ready to run at the end 
of this chapter.
The final chapter highlights the results obtained in this study. There
were two types of models investigated in this thesis: laminar and 
turbulent. In both models, a glass substrate and silicon substrate were 
created and monitored. The solutions for both models were 
successfully calculated. In order to demonstrate and compare the 
solutions, a vertical cross-sectional plane was created. The temperature, 
radiation and velocity contours, as well as temperature pathlines were 
plotted. In the turbulent model, the turbulent intensity contours 
showed the locations and scaled intensity of the turbulences in the 
cross-sectional plane. Most of the turbulences took place in the regions 
of inlets and outlet. The differences in temperatures for the same 
substrate from the turbulent and laminar models were tabulated. From 
the comparison between the substrate temperatures in both two cases, 
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it can be concluded that the turbulences had a very small influence on 
the heat transfer in the deposition chamber. 
The averaged temperatures of the silicon substrate from the two cases 
were compared with the experimental measurements. The comparison 
showed a good agreement between the temperatures of the two 
substrates as the temperature of substrate heater was increasing. By 
looking at the temperature and radiation contours in the 
cross-sectional plane, radiation from the substrate heater and filaments 
dominated the heat transfer inside the deposition chamber. In the 
velocity contours, it has been shown that the gas flow around the 
substrates and substrate holder, especially at the upper surface of the 
substrate holder, agreed with the assumption that the gas flow was 
laminar at those surfaces due to the small velocity of the gas flow and 
the low operating pressure inside the deposition chamber.
The most important step in the CFD simulation with FLUENT is the 
quality of the mesh. The quality of the mesh determines the accuracy of 
the calculation in FLUENT solver. The mesh used in this thesis had 
EquiSize skew of 0.876 which could be brought down to a smaller value 
by simplifying and splitting the geometry in more advanced ways so 
that most of the mesh could use the Cooper or Hex schemes. The 
number of meshes could also be reduced by using the cooper or hex 
schemes, and then the CPU time for iterations would be much less.
Finally, this study has implemented the FLUENT packages on the heat 
flow of the HWCVD system. Two different materials of substrates have 
been used in the simulations. The temperatures on the growing layers
of both substrates have been calculated successfully by the FLUENT 
solver.
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