We assume that the generalized resolvent for a bounded linear operator pencil mapping one Banach space onto another has an isolated essential singularity at the origin and is analytic on some annular region of the complex plane centred at the origin. In such cases the resolvent operator can be represented on the annulus by a convergent Laurent series and the spectral set has two components-a bounded component inside the inner boundary of the annulus and an unbounded component outside the outer boundary. In this paper we prove that the complementary spectral separation projections on the domain space are uniquely determined by the respective generating subspaces for the associated infinite-length generalized Jordan chains of vectors and that the domain space is the direct sum of these two subspaces. We show that the images of the generating subspaces under the mapping defined by the pencil provide a corresponding direct sum decomposition for the range space and that this is simply the decomposition defined by the complementary spectral separation projections on the range space. If the domain space has a Schauder basis we show that the separated systems of fundamental equations are reduced to two semi-infinite systems of matrix equations which can be solved recursively to obtain a basic solution and thereby determine the Laurent series coefficients for the resolvent operator on the given annular region.
Introduction
Let X, Y be complex Banach spaces and let A 0 , A 1 ∈ B(X, Y ), where A 0 is singular. Define a linear operator pencil A : C → B(X, Y ) by the formula A(z) = A 0 + A 1 z. It was shown by Albrecht et al. [2] that the resolvent R : U s,r → B(Y, X) for A on the annulus U s,r = {z ∈ C | s < |z| < r} is defined by a Laurent series R(z) = j∈Z R j z j if and only if the coefficients R j ∈ B(Y, X) for each j ∈ Z satisfy a system of left and right fundamental equations and are suitably bounded. If a solution exists then it is uniquely defined by a basic solution {R −1 , R 0 } and there is a closed form R(z) = (Iz + R −1 A 0 ) −1 R −1 + (I + R 0 A 1 z) −1 R 0 for the resolvent. Furthermore the functions R λ = λ −1 R(−λ −1 )A 0 ∈ B(X) and S λ = λ −1 A 0 R(−λ −1 ) ∈ B(Y ) each satisfy a classical resolvent equation. The fundamental equations were also used in [2] to show that the operators P = R −1 A 1 ∈ B(X) and Q = A 1 R −1 ∈ B(Y ) define corresponding key projections that separate the bounded and unbounded components σ 1 = {z ∈ C | |z| ≤ s} and σ 2 = {z ∈ C | |z| ≥ r} of the spectral set σ and that the key projections can be used to establish useful properties of the coefficients {R j } j∈Z .
Albrecht et al. [2] extended these results to polynomial pencils and investigated the global structure of R(z) in the case where R(z) has only a finite number of isolated singularities.
We wish to find a solution procedure for the fundamental equations. We will show that the complementary projections on the domain space which separate the two components of the spectral set on the given annulus-the inner bounded component and the outer unbounded component-are uniquely determined by the respective generating subspaces for the associated infinite-length generalized Jordan chains of vectors. We will use these chains to find the key projection operators and the desired direct sum decomposition for the domain and range spaces. We can then find a basic solution to the fundamental equations and hence construct the Laurent series representation for the generalized resolvent. We motivate our discussion by showing that the necessary and sufficient conditions obtained by Bart and Lay [7] when the resolvent has a finite-order pole-that the ascent and descent of the unperturbed operator with respect to the perturbation operator are equal to the order of the pole-have no direct analogy at an isolated essential singularity. Finally we will use a typical linear operator pencil on a standard separable Banach space to demonstrate the new results and show how they can be applied to find the resolvent operator.
Notation
For the most part we use standard notation. However if E is a subset of a Banach space X we follow Yosida [24] and write E a for the closure of the set E. Let X, Y be Banach spaces. If T ⊆ Y is a subspace and A ∈ B(X, Y ) is a bounded linear operator then it is standard notation to write A −1 (T ) = {x ∈ X | Ax ∈ T } whether or not A is invertible. We will use an extended form of this notation. Let A, B ∈ B(X, Y ). If S 0 ⊆ X is a subspace we will write S n = (A −1 B) n (S 0 ) = A −1 B(S n−1 ) = {x ∈ X | Ax ∈ B(S n−1 )} for each n ∈ N whether or not A is invertible. For s ∈ R and r ∈ R ∪ {∞} with 0 ≤ s < r ≤ ∞ we will make frequent use of the notation U s,r = {z ∈ C | s < |z| < r} to denote an open annular subset of the complex plane C centred at z = 0 with inner radius s and outer radius r.
The main result
In order to state our main result we need to preview some later definitions of the infinite-length generalized Jordan chains. The sequence {x −n } n∈N ⊆ X is an infinite-length singular Jordan chain generated by x −1 for the pencil A(z) on the annular region U s, ∞ if A 0 x −n +A 1 x −n−1 = 0 for all n ∈ N and lim n→∞ x −n 1/n = s. The sequence {x n } n∈N ⊆ X is an infinite-length regular Jordan chain generated by x 1 for the pencil A(z) on the annular region U 0, r if A 0 x n + A 1 x n−1 = 0 for all n ∈ N and lim n→∞ x n 1/n = 1/r.
Theorem 1 Let 0 ≤ s < r ≤ ∞ and suppose that R(z) is analytic for z ∈ U s,r . Let P = R −1 A 1 ∈ B(X) and P c = I − P = R 0 A 0 ∈ B(X) be the complementary key projections on the domain space that separate the bounded and unbounded parts of the spectral set for A(z) relative to the annular region U s,r and let Q = A 1 R −1 ∈ B(Y ) and Q c = I − Q = A 0 R 0 ∈ B(Y ) be the corresponding complementary key projections on the range space. Now let X s ⊆ X and X r ⊆ X be the respective generating subspaces for the infinite-length singular and regular generalized Jordan chains for A(z) on U s, ∞ and U 0, r . Then we have (i) X s = P (X) and X r = P c (X) with X = X s ⊕ X r ∼ = X s × X r and (ii) Y s = Q(Y ) = A 1 (X s ) and
This theorem will be justified in Section 6 by establishing certain definitive properties for the infinite-length generalized Jordan chains and the associated generating subspaces.
Previous work
We restrict our detailed discussion to the key papers by Stummel [22] , Bart and Lay [7] and Albrecht et al. [2] . We will not describe other recent contributions by Albrecht et al. [1, 3, 4] , Avrachenkov et al. [5, 6] , Franchi [9] and Howlett et al. [13, 14] nor the earlier work by Howlett [12] , Langenhop [17, 18] , Rose [19] , Rothblum [20] , Schweitzer and Stewart [21] and Wilkening [23] but rather refer readers to the more expansive reviews in our two recent papers [3, 4] . A complete discussion about spectral methods for operator pencils can be found in the book by Gohberg et al. [10, pp 49-54] and we refer to the classical texts by Kato [16, pp 178-179] and Yosida [24, pp 228-231] for further background information.
The first major contribution to a general theory of inversion for operator pencils on Banach space was a comprehensive paper by F. Stummel [22] . The paper used complex function theory and contour integrals to define key projections that separate the singular and regular components of the generalized resolvent operator. Although the work by Stummel provides a complete structural answer to the problem the contour integrals cannot be used to calculate the key projections or to calculate the Laurent series coefficients if the resolvent is not known a priori. This raises a legitimate question about systematic calculation of the generalized resolvent for operator pencils on Banach space.
An elegant paper by Bart and Lay [7] used generalized Jordan chains of subspaces to answer the question of systematic calculation in the case where the generalized resolvent has a finite-order pole. This work extends the method developed for matrix pencils by Langenhop [17, 18] to pencils of linear operators 
The subspaces defined above were used to show that if the ascent and descent are both finite then they are equal and that α(A 0 : A 1 ) = δ(A 0 : A 1 ) = m < ∞ if and only if R(z) = A(z) −1 is analytic on a region U 0,r with a pole of order m at z = 0. Bart and Lay did not consider isolated essential singularities.
An alternative approach to the same problem was provided by Albrecht et al. [2] who used a system of fundamental equations to define the generalized resolvent for the pencil A(z) = A 0 + A 1 z ∈ B(X, Y ) where X, Y are complex Banach spaces. They showed that the resolvent R(z) = A(z) −1 is analytic on an annular region U s,r where 0 ≤ s < r ≤ ∞ and can be represented by a Laurent series
and the coefficients {R j } j∈Z satisfy the left fundamental equations
and the right fundamental equations
More precisely Albrecht et al. [2] proved the following result.
Theorem 2
The coefficients {R j } j∈Z ∈ B(Y, X) satisfy (1), (2) and (3) if and only if the following are all satisfied: (i) P = R −1 A 1 ∈ B(X) and P c = I − P = R 0 A 0 ∈ B(X) are complementary projections on X; and
The above result suggests that the coefficients {R j } j∈Z could be found directly by solving a system of fundamental equations without prior knowledge of a general expression for R(z). In this regard it has been shown [2, Corollary 2] that the resolvent R : U s,r → B(Y, X) is analytic if and only if there exists a basic solution
This latter result is an analogue of the original matrix result established by Langenhop in [18] .
Two related examples where the resolvent has an isolated essential singularity
Let X = Y = ℓ 2 be the Hilbert space of square-summable sequences of complex numbers and consider a linear operator pencil
are bounded linear operators. We will use two related examples to show that the necessary and sufficient conditions established by Bart and Lay [7] for finite-order poles of the resolvent do not extend directly to isolated essential singularities.
and {β n } n∈N ∈ C is a known sequence of complex numbers with |β n | 1/n → 0 as n → ∞ and let A 1 = I where I ∈ B(ℓ 2 ) denotes the identity operator. The resolvent
In this case the analogous Jordan chains of subspaces to those defined by Bart and Lay [7] are given by
Let {e j } j∈N denote the standard orthonormal basis in ℓ 2 . If y = y 1 e 1 + y 2 e 2 + · · · ∈ ℓ 2 then for each ǫ > 0 we can find p = p(ǫ) ∈ N such that y (p) = y 1 e 1 + · · · + y p e p satisfies y − y p < ǫ. If we choose
such that
given by
We follow Bart and Lay [7] and define the ascent of B relative to I by setting
and the descent of B relative to I by setting
Thus the resolvent has an essential singularity at z = 0 with 0 = δ(B :
and {γ n } n∈N ∈ C is a known sequence of complex numbers with |γ n | 1/n → 0 as n → ∞ and let A 1 = I where I ∈ B(ℓ 2 ) denotes the identity operator. The resolvent R(z) = A(z) −1 ∈ B(ℓ 2 ) is well defined by the Neumann expansion R(z) = I/z − C/z 2 + C 2 /z 3 − C 3 /z 4 + · · · for all z ∈ U 0,∞ = {z ∈ C | 0 < |z| < ∞}. Similar calculations to those used in Example 1 show that the resolvent has an essential singularity at z = 0 with 0 = α(C : I) = δ(C : I) = ∞. ✷
The infinite-length generalized Jordan chains
Let X and Y be complex Banach spaces. We assume that the resolvent
Thus there exist operator coefficients {R j } j∈Z ∈ B(Y, X) satisfying the properties described in Theorem 2 with R(z) = j∈Z R j z j for all z ∈ U s,r . Our investigation will focus on construction of the key projection operators P = R −1 A 1 ∈ B(X) and Q = A 1 R −1 ∈ B(Y ) that separate the bounded (|z| ≤ s) and unbounded (|z| ≥ r) components of the spectral set for the pencil A(z).
Remark 1 Although our assumption that R(z) ∈ B(Y, X) is analytic for z ∈ U s,r guarantees existence of the coefficients {R j } j∈Z ∈ B(Y, X) and although we use these coefficients in our subsequent arguments to establish the key structural properties we emphasize that the coefficients are not known a priori. Our aim is to find a systematic methodology to determine the coefficients given that they exist. ✷ Theorem 1 is a consequence of the definitive properties of the infinite-length generalized Jordan chains, which we establish in this section. These results are new. The properties of the finite-length Jordan chains are reformulated from the theory developed by Bart and Lay [7] , however the definition of singular and regular chains is new.
The finite-length singular Jordan chains
To begin we follow the methodology of Bart and Lay [7] and define subspaces U sg, 0 = {0} ⊆ X and
We will use these subspaces to define the finite-length singular Jordan chains of vectors for the pencil
By repeating this argument it follows that we can find a Jordan chain {x −n } k n=1 with x −n ∈ U sg, k−n+1 for each n = 1, . . . , k such that
We say that {x −n } k n=1 is a singular Jordan chain of length k for A(z) that is generated by the point x −1 ∈ U sg, k . The subspace U sg, k is the generating subspace for all singular Jordan chains of length k for the pencil A(z). We say these chains are singular because the generating set is closely related to the coefficients of the negative powers in the Laurent series expansion for R(z) = A(z) −1 on the region z ∈ U s,r .
We have established the following result.
is the generating subspace for all singular Jordan chains of length k for the pencil A(z). Thus we have (4) and (5) are satisfied}
By applying the identity R 0 A 1 R −1 = 0 on the right-hand side we deduce that
which means our supposition is also true for n = m + 1. Since the supposition is true for n = 1 it follows that it is true for each n = 1, . . . , k. Setting n = k shows that
. Thus we can state our first new result.
Lemma 2 For all k ∈ N we have U sg, k ⊆ P (X). ✷
The finite-length regular Jordan chains
Once again we follow the methodology of Bart and Lay [7] but we reverse the roles of A 0 and A 1 . Thus we define subspaces U rg, 0 = {0} ⊆ X and
We will use these subspaces to define the finite-length regular Jordan chains of vectors for the pencil
By repeating this argument it follows that we can find a Jordan chain {x n } k n=1 with x n ∈ U rg, k−n+1 for each n = 1, . . . , k such that
We say that {x n } k n=1 is a regular Jordan chain of length k for A(z) and that the chain is generated by the point x 1 ∈ U rg, k . The subspace U rg, k is the generating subspace for all regular Jordan chains of length k for the pencil A(z). We say these chains are regular because the generating sets are closely related to the coefficients of the nonnegative powers in the Laurent series expansion for R(z) = A(z) −1 on the region z ∈ U s,r . Note that A −1
is the generating subspace for all regular Jordan chains of length k for the pencil A(z). Thus we have (6) and (7) are satisfied} for each k ∈ N. ✷ Consider a regular Jordan chain {x n } k n=1 of length k generated by a point
n=1 is a regular Jordan chain and so
By applying the identity R −1 A 0 R 0 = 0 on the right-hand side we deduce that
. Thus we can state our second new result.
Lemma 4 For all k ∈ N we have U rg, k ⊆ P c (X). ✷
The infinite-length singular Jordan chains
When R(z) = A(z) −1 has a pole of order k at z = 0 and {x −n } n∈N is a singular Jordan chain generated by a point x −1 ∈ U sg, k then x −n = 0 for all n ∈ N with n > k. Consequently we say that the chain has length k. This means that when R(z) has an essential singularity at z = 0 we might reasonably expect to find singular Jordan chains of every finite length or indeed of infinite length. Definitions 1 and 2 are new. For singular chains of length k we started with U sg, 0 = {0} and constructed an increasing sequence {U sg, n } k n=1 of subspaces to find the generating subspace U sg,
Although it may seem tempting to define the generating subspace for the infinite-length singular Jordan chains as the subspace U sg, ∞ = lim k→∞ U sg, k = k∈N U sg, k it is also necessary to incorporate the limiting conditions on the magnitude of the vectors in the chain and so we prefer a more direct approach.
We say that X s is the generating set for all infinite-length singular Jordan chains on the region U s,∞ .
✷
Now suppose for some k ∈ N we have
Since
where we have once again used the identity R −1 A 0 R 0 = 0. It follows by induction that
Now consider an alternative viewpoint. Choose n ∈ N with n > 1.
Now suppose for some k ∈ N with k < n we have
In particular we have established that if x −1 ∈ X and {x −n } n∈N is an associated infinite-length Jordan chain then for each n ∈ N we have
Now suppose that x −1 ∈ X s and assume that P c x −1 = c > 0. Since lim n→∞ x −n 1/n = s it follows that for each δ > 0 there exists a real constant c δ > 0 such that x −n < c δ (s + δ) n for all n ∈ N. Also, since lim n→∞ R −n A 1 1/n = s, there is a real constant d δ > 0 such that P x −n = R −n A 1 P x −1 < d δ (s + δ) n for all n ∈ N. Therefore P c x −n ≤ x −n + P x −n ≤ (c δ + d δ )(s + δ) n for all n ∈ N. Since lim n→∞ R n−1 A 0 1/n = 1/r it follows from (9) that for each ǫ > 0 and sufficiently small we can find a real constant f ǫ > 0 such that
Combining this inequality with the previous inequality gives
for all n ∈ N. If we choose δ and ǫ small enough to ensure that s + δ < r − ǫ and if we subsequently choose n ∈ N so that
This contradicts our assumption that P c x −1 = c > 0. Therefore P c x −1 = 0 ⇐⇒ P x −1 = x −1 . Thus we have shown that X s ⊆ P (X). The next two results are new.
Lemma 5 Let 0 ≤ s < r ≤ ∞ and suppose R(z) is analytic on U s, r . Then X s = P (X). ✷ Proof. We already showed that X s ⊆ P (X). Now suppose x −1 ∈ X a s where we use the notation E a ⊆ X for each subset E ⊆ X to denote the closure of E in X. It follows that for each ǫ > 0 we can find a point x −1,ǫ ∈ X s with x −1,ǫ − x −1 < ǫ such that x −1,ǫ generates an infinite-length singular Jordan chain for
and since ǫ > 0 is arbitrary it follows that P x −1 − x −1 = 0. Hence P x −1 = x −1 . Therefore x −1 ∈ P (X). Thus we also have X a s ⊆ P (X). Conversely, if x −1 ∈ P (X) and we define x −n = R −n x −1 for all n ∈ N, [2] ensure that P c x −n = 0 for all n ∈ N. It follows from the formula for x −n that
for all n ∈ N. Since x −n = R −n x −1 and lim n→∞ R −n 1/n = s we also have lim n→∞ x −n 1/n = s. Thus {x −n } n∈N is an infinite-length singular Jordan chain for A(z) on U s,∞ . Therefore x −1 ∈ X s . Hence P (X) ⊆ X s .
Thus we have shown that X s ⊆ X a s ⊆ P (X) ⊆ X s . It follows that X s = X a s = P (X). ✷
Corollary 1
The set X s = X a s is closed. ✷
The infinite-length regular Jordan chains
We wish to obtain a similar characterization of the subspace P c (X). Definitions 3 and 4 are new.
Definition 3 Let 0 ≤ s < r ≤ ∞ and suppose R(z) is analytic for all z ∈ U s,r . If {x n } n∈N ⊆ X with A 0 x n + A 1 x n−1 = 0 for all n ∈ N and lim n→∞ x n 1/n = 1/r then we say that {x n } n∈N is an infinite-length regular Jordan chain for the pencil A(z) = A 0 + A 1 z on the annular region U 0,r . Note that for all k ∈ N and r < ∞ this definition excludes all regular Jordan chains {x n } n∈N of length k with x n = 0 for all n > k. When r = ∞ the finite-length regular Jordan chains are included. ✷ Definition 4 Let 0 ≤ s < r ≤ ∞ and suppose R(z) is analytic for all z ∈ U s,r . Let X r ⊆ X be the subspace defined by X r = {x 1 ∈ X | there exists {x n } n∈N with A 1 x n + A 0 x n+1 = 0 for all n ∈ N and lim n→∞ x n 1/n = 1/r}. We say that X r is the generating set for all infinite-length regular Jordan chains on the region U 0,r . 
If we set u −1 = x 1 ∈ X r and define u −n = x n for all n ∈ N where {x n } n∈N is the infinite-length regular Jordan chain for A(z) generated by X r with lim n→∞ x n 1/n = 1/r then we can see that {u −n } n∈N = {x n } n∈N is an infinite-length singular Jordan chain for B(w) generated by X r with lim n→∞ u −n 1/n = 1/r. Now we can establish two more new results. 
The set X r = X a r is closed. ✷
The domain space decomposition
Let 0 ≤ s < r ≤ ∞ and suppose that R(z) is analytic for z ∈ U s,r . Let P = R −1 A 1 ∈ B(X) and P c = R 0 A 0 ∈ B(X) be the key projections that separate the bounded and unbounded parts of the spectral set for A(z) relative to the annular region U s,r and let X s and X r be the respective generating subspaces for the corresponding infinite-length singular and regular Jordan chains for A(z) on U s,r . The results in Sections 6.1, 6.2, 6.3 and 6.4 show that X s = P (X) and X r = P c (X) = (I − P )(X) and hence that X = X s ⊕ X r ∼ = X s × X r . This is the first part of our Theorem 1.
The range space decomposition
Thus far we have concentrated on developing a structural decomposition for the domain space X. We will now show that the range space Y has a corresponding structural decomposition. 
This is the second part of our Theorem 1.
Separation of the fundamental equations
The projections P = R −1 A 1 and Q = A 1 R −1 separate each of the doubly-infinite left and right systems of fundamental equations into two separate semi-infinite left and right systems. Each of these semi-infinite systems can be solved recursively. See [3] for more details. In fact if we define 
The solution process
Let us now consider the solution process. In this section we will assume that X has a Schauder basis {e n } n∈N where we assume without loss of generality that e n = 1 for all n ∈ N. Define p n = P e n and p c n = P c e n for all n ∈ N. We have the following result. Lemma 7 If p ∈ P (X) then there is a unique sequence {α n } n∈N ⊆ C such that p = n∈N α n p n and 0 = n∈N α n p c n . Likewise if p c ∈ P c (X) then there is a unique sequence {β n } n∈N ⊆ C such that p c = n∈N β n p c n and 0 = n∈N β n p n . ✷ Proof. Since p ∈ P (X) ⊆ X we have p = A similar argument applies to the representation defined by p c = n∈N β n p c n and 0 = n∈N β n p n . ✷
The existence of a unique representation for all vectors in a subspace using a spanning set that is not a basis for the subspace justifies our next definition of a conditional frame. Note that this specific term is apparently not used in the established literature [8] .
Definition 5 If {e n } n∈N is a Schauder basis for X and we define p n = P e n and p c n = P c e n for each n ∈ N then we say that {p n } n∈N ∈ P (X) defines a conditional frame for P (X) and {p c n } n∈N ∈ P c (X) defines a conditional frame for P c (X). ✷
The next result is important because the Schauder basis for X is often constructed from vectors that span the key subspaces. In fact it is usual to begin the solution process by constructing vectors that generate the desired Jordan chains and hence lie within either P (X) or P c (X).
Corollary 3
Let {e n } n∈N be a Schauder basis for X and define p n = P e n and p c n = P c e n for each n ∈ N. There exist sets L ⊆ N and M = N \ L ⊆ N such that {p n } n∈L is a basis for P (X) and {p c n } n∈M is a basis for P c (X) if and only if e n = p n for all n ∈ L and e n = p c n for all n ∈ M. ✷
We assume X has a Schauder basis {e n } n∈N with p n = P e n and p c n = P c e n for all n ∈ N. We recall that
. Thus we define q n = A 1 p n ⇔ R −1 q n = p n and q c n = A 0 p c n ⇔ R 0 q c n = p c n for each n ∈ N. We also define f n = q n + q c n for each n ∈ N. We have the following result.
. Now define p = R −1 q ⇔ A 1 p = q and choose {α n } n∈N ∈ C such that p = n∈N α n p n and 0 = n∈N α n p c n . Therefore
We also have
A similar argument shows that we can choose {β n } n∈N ∈ C such that q c = n∈N β n q c n and 0 = n∈N β n q n . Now it follows that y = n∈N γ n f n where we have defined γ n = α n + β n for all n ∈ N. To show the representation is unique we assume that 0 = n∈N γ n f n .
If we multiply (10) on the left by R −1 and use the fact that R −1 f n = p n then we obtain 0 = n∈N γ n p n which means that x = n∈N γ n e n = n∈N γ n (p n + p c n ) = n∈N γ n p c n ∈ P c (X). If we multiply (10) on the left by R 0 and use the fact that R 0 f n = p c n then we obtain 0 = n∈N γ n p c n which means that x = n∈N γ n e n = n∈N γ n (p n + p c n ) = n∈N γ n p n ∈ P (X). Since x ∈ P (X) and x ∈ P c (X) it follows that x = 0. Therefore γ n = 0 for all n ∈ N. Hence the representation is unique.
✷.
Corollary 4
The set {q n } n∈N ∈ Q(Y ) forms a conditional frame for Q(Y ) and the set {q c n } n∈N ∈ Q c (Y ) forms a conditional frame for Q c (Y ). ✷
In order to find the key projections it is first necessary to find the complete collection of relevant Jordan chains and the associated decompositions. The basic solution {R −1 , R 0 } ∼ = {R −1 , R c 0 } can then be found by solving the equations corresponding to the identities (a) and (b) described in the final paragraph of Section 6. The Schauder bases and associated conditional frames ensure that these identities are reduced to a semi-infinite set of matrix equations which can, in principle, be solved by Gaussian elimination.
We begin with a Schauder basis {e n } n∈N for X. Find all singular Jordan chains {x −n } n∈N on the region U s,∞ by finding the most general parametric solutions to the system of equations A 0 x −n + A 1 x −n−1 = 0 for all n ∈ N such that lim n→∞ x −n 1/n = s. Let {p n } n∈L , where L ⊆ N, be a basis for the space X s generated by these Jordan chains. Write for each ξ ∈ X s and η ∈ X r . Since {p n } n∈L ⊆ X s and {p c n } n∈M ⊆ X r are basis sets for the respective subspaces X s and X r and since X = X s ⊕ X r ∼ = X s × X r it follows that the vectors {{p n } n∈L , {p c n } n∈M } form a basis for X. Therefore the transformation E ∈ B(X s × X r , X) is invertible. If we write
then it follows that LF + MG = I and
For each x ∈ X we wish to find λ ∈ X s × X r such that
Thus we have x = LF x + MGx where P = LF ∈ B(X, X s ) and P c = MG ∈ B(X, X r ) are the desired key projections. In the image space we can define {q n } n∈L ∈ Y s by setting q n = A 1 p n and {q c n } n∈M ∈ Y r by setting q c n = A 0 p c n . If we assume a given Schauder basis {f n } n∈N in Y or if we define a corresponding Schauder basis by setting f n = q n + q c n then similar arguments can be used to find Q ∈ B(Y, Y s ) and Q c ∈ B(Y, Y r ). In practice the projection operators would be represented as infinite matrices relative to the respective Schauder bases. The validity of the necessary elementary row and column operations required for solution of the various equations would depend on the properties of the Schauder bases. It was shown by James [15] that a Banach space with a Schauder basis is reflexive if and only if the basis is both shrinking and boundedly complete. In such cases the elementary row and column operations would be justified. These operations would also be justified if the Schauder basis is unconditional. For an expanded discussion of bases in Banach space see Heil [11, Chapter 3 ].
Illustration of the main results
We illustrate the main results with a pertinent example.
1 α 1 0 0 0 0 · · · 0 β α 2 0 0 0 · · · 0 0 1 α 3 0 0 · · · 0 0 0 0 α 4 0 · · · 0 0 0 0 1 α 5 · · · 0 0 0 0 0 0 · · · . . . . . .
0 0 0 0 0 0 · · · 0 1 0 0 0 0 · · · 0 0 0 0 0 0 · · · 0 0 0 1 0 0 · · · 0 0 0 0 0 0 · · · 0 0 0 0 0 1 · · · . . . . . .
where |α j | 1/j → 0 as j → ∞ and β = 0.
The Laurent series near zero. We wish to solve the fundamental equations and find a Laurent series for R(z) = A(z) −1 on a region U 0,r where r > 0. If {x −n } n∈N is a singular Jordan chain with A 0 x −n + A 1 x −n−1 = 0 for all n ∈ N and if we write x −n = [x −n,j ] then the general solution is given by
and so on ad infinitum, where the initial parameters s 1 , s 3 , s 5 , . . . satisfy |s 1 | p + |s 3 | p + |s 5 | p + · · · < ∞. However it is clear by looking at the first component that if s 1 = 0 and s 2n+1 = 0 for all n ∈ N then we will have x −n 1/n ≥ |s 1 | 1/n |β| 1−1/n → |β| as n → ∞. This shows that the general solution will not always generate an infinite-length Jordan chain with x −n 1/n → 0 as n → ∞. Nevertheless, by judicious choice of the parameters, we can find an infinite-dimensional set of mutually linearly independent vectors, each of which generates a Jordan chain with only a finite number of nonzero elements in which case it is clear that we will have x −n 1/n → 0 as n → ∞. Thus we can find a basis for our desired subspace X s = {x −1 | A 0 x −n + A 1 x −n−1 = 0 for all n ∈ N with x −n 1/n → 0 as n → ∞} a .
For instance we can define X s ⊆ ℓ p as the closed subspace generated by the vectors
. . and so on. In general p m = (−1) m [α 1 · · · α 2m+1 /β m ]e 1 +(−1) m−1 [α 2 · · · α 2m+1 /β m ]e 2 −α 2m+1 e 2m+1 +e 2m+2 for each m ∈ N. For each m ∈ N the base element p m is found by choosing the vector s m = (s 1,m , s 3,m , . . .) of parameters in such a way that when x −1 = p m we have x −n = 0 for n > m. Thus the associated Jordan chain has only m nonzero elements. It follows that all finite linear combinations of these base elements also generate singular Jordan chains with only a finite number of nonzero elements. Hence x −n 1/n → 0 as n → ∞ for all such chains.
We wish to find infinite-length singular Jordan chains for B(w) = B 0 + B 1 w where B 0 = A 1 and B 1 = A 0 on some region w ∈ U 1/r,∞ where r > 0. If {u −n } n∈N is a singular Jordan chain for B(w) then we must have B 0 u −n + B 1 u −n−1 = 0. If we write u −n = [u −n,j ] then the general solution is given by
. . .
and so on where {t } n∈N are arbitrary parameters. In this most general form it is clear that we may well have u −n 1/n → ∞ as n → ∞. However if we choose t
2j = 0 for all j ∈ N + 1 and also choose t
1 /β for each n ∈ N + 1 then we can see that 
2 /β n−1 )e 1 + (−1) n (t
2 /(α 1 β n−1 )e 2 for all n ≥ 2. Now u −n = |t (1) 2 |/β n [1+1/α p 1 ] 1/p = C/β n for n ≥ 2 and so u −n 1/n → 1/|β| as n → ∞.
Hence {u −n } n∈N is an infinite-length singular Jordan chain for B(w) on a region w ∈ U 1/|β|,∞ ⇔ z ∈ U 0,|β| . Thus X r can be defined as the closed subspace generated by the vectors p c 1 = e 1 , p c 2 = e 2 , p c 3 = e 3 , p c 4 = e 5 , p c 5 = e 7 , p c 6 = e 9 , · · · and so on. We found infinite-length singular Jordan chains {x −n } n∈N for A(z) with s = lim n→∞ x −n 1/n = 0 and {u −n } n∈N for B(w) with 1/r = lim n→∞ u −n 1/n = 1/|β|. Since our analysis shows that there are no singular Jordan chains {u −n } n∈N for B(w) with lim n→∞ u −n 1/n > 1/|β| it follows that A(z) is analytic for z ∈ U 0,|β| .
To show that ℓ p = X s ⊕ X r it is sufficient to show that the equation
has a unique solution for each m ∈ N. By equating coefficients of e 2k and e 2k−1 we can easily see that
for each k = 2, 3, . . . , m. Finally we obtain
by equating coefficients of e 1 and e 2 . Thus the solution is unique. Now it follows that P (x 1 e 1 + x 2 e 2 + x 3 e 3 + · · · + x 2m e 2m ) = x 4 p 1 + x 6 p 2 + · · · + x 2m p m−1 (13) and
for each x ∈ ℓ p . We can represent each of the projections P and P c in matrix form by defining column j as the vector coefficient of x j in the respective solutions (13) and (14) written in terms of the standard basis. Thus we have
and
If {p n } n∈N is a basis for X s and {p c n } n∈N is a basis for X r and we define q n = A 1 p n and q c n = A 0 p c n for each n ∈ N then {q n } n∈N is a basis for Y s and {q c n } n∈N is a basis for Y r . Therefore we can define Y s as the closed subspace generated by the vectors q 1 = [α 2 α 3 /β]e 2 + e 4 , q 2 = −[α 2 · · · α 5 /β 2 ]e 2 + e 6 , q 3 = [α 2 · · · α 7 /β 3 ]e 2 + e 8 , . . . and so on. In general q m−1 = (−1) m−2 [α 2 · · · α 2m−1 /β m−1 ]e 2 + e 2m for each m ∈ N + 1. The subspace Y r is the closed subspace generated by the vectors q c 1 = e 1 , q c 2 = α 1 e 1 + βe 2 , q c 3 = α 2 e 2 + e 3 , q c 4 = α 4 e 4 + e 5 , . . . and so on. In general q c m+2 = α 2m e 2m + e 2m+1 for all m ∈ N.
To show that ℓ p = Y s ⊕ Y r it is sufficient to show that the equation
has a unique solution for each m ∈ N. By equating coefficients of e 2k and e 2k+1 we can easily see that ν k+2 = y 2k+1 for each k = 1, . . . , m and µ k−1 = y 2k − α 2k y 2k+1 for each k = 2, . . . , m. If we equate coefficients of e 1 and e 2 , we get
But ν 3 = y 3 and µ k−1 = y 2k − α 2k y 2k+1 for each k = 2, . . . , m. Thus, finally, we obtain
Therefore the solution is unique. Now it follows that Q(y 1 e 1 + y 2 e 2 + · · · + y 2m+1 e 2m+1 ) = (y 4 − α 4 y 5 )q 1 + (y 6 − α 6 y 7 )q 2 + · · · + (y 2m − α 2m y 2m+1 )q m−1 (15) and Q c (y 1 e 1 + y 2 e 2 + · · · + y 2m+1 e 2m+1 ) = y
for each y ∈ ℓ p . We can represent each of the projections Q and Q c in matrix form by defining column j as the vector coefficient of y j in the respective solutions (15) and (16) written in terms of the standard basis. Thus we have
It was shown in [2] that the basic solution {R −1 , R 0 } ∈ B(Y, X) is uniquely determined by the equations
We have no general solution procedure to recommend for solving these equations once P and Q are known but in this particular instance we can proceed as follows. Note that {R −1 , R 0 } ∈ B(ℓ p ). Solve the equations R −1 A 1 = P and R 0 A 0 = P c to find a partial solution for R −1 and a complete solution for R 0 . Then solve the equations A 1 R −1 = Q and R −1 = P R −1 Q to complete the determination of R −1 . We obtain the solutions
The entire sequence of Laurent series coefficients {R j } j∈Z for the region U 0,|β| can now be computed using the basic solution {R −1 , R 0 } and the formulae
The Laurent series near infinity. We wish to solve the fundamental equations and find a Laurent series for R(z) = A(z) −1 on a region U s,∞ where s ≥ |β|. We use a similar solution procedure to the one used to find the Laurent series on the region 0 < |z| < β but we omit some of the detailed calculations. If {x −n } n∈N is a Jordan chain with A 0 x −n + A 1 x −n−1 = 0 for all n ∈ N and we set s 2k−1 = 1 for some k ∈ N and assume that s 2j−1 = 0 for all j ∈ N with j = k in the general solution (11) obtained earlier then
and for n ≥ 2k − 1 we have
Since x −n = |α 2 | · · · |α 2k−2 |[α p 1 + 1] 1/p · |β| n−k for n ≥ k it follows that x −n 1/n → |β| as n → ∞. If we define the subspace X s as the closure of the subspace spanned by the vectors p 1 = e 1 − (1/α 1 )e 2 , p 2 = e 3 − (1/α 3 )e 4 , p 3 = e 5 − (1/α 5 )e 6 , . . . then X s is the closed subspace defined by the points that generate all infinite-length singular Jordan chains for A(z) on some region z ∈ U |β|,r where r > |β|. In similar fashion if {u −n } n∈N is an infinite-length Jordan chain for B(w) that satisfies the equations B 0 u −n + B 1 u −n−1 = 0 for all n ∈ N and we choose t (1) 2k = 0 for all k ∈ N and t (n+1) 1 = 0 for all n ∈ N in the general solution (12) obtained earlier then we have u −n = 0 for all n ≥ 2 and hence u −n 1/n → 0 as n → ∞. Thus the space X r defined by the closure of the linear space generated by the infinite set of vectors p c 1 = e 1 , p c 2 = e 3 , p c 3 = e 5 , . . .
will generate all infinite-length singular Jordan chains for B(w) on some region w ∈ U 0,1/s ⇔ z ∈ U s,∞ .
We found infinite-length singular Jordan chains {x −n } n∈N for A(z) with s = lim n→∞ x −n 1/n = |β| and {u −n } n∈N for B(w) with 1/r = lim n→∞ u −n 1/n = 0. Since there are no other possible singular Jordan chains {x −n } n∈N with lim n→∞ x −n 1/n > |β| it follows that A(z) is analytic for z ∈ U |β|,∞ .
We can now show that ℓ p = X s ⊕X r and hence deduce that the two relevant projections can be represented in matrix form as P = [0, −α 1 e 1 + e 2 , 0, −α 3 e 3 + e 4 , 0, −α 5 e 5 + e 6 , · · ·] ∈ B(ℓ p ) and P c = [e 1 , α 1 e 1 , e 3 , α 3 e 3 , e 5 , α 5 e 5 , . . .] ∈ B(ℓ p ).
If {p n } n∈N is a basis for X s and {p c n } n∈N is a basis for X r and we define q n = A 1 p n and q c n = A 0 p c n for each n ∈ N then {q n } n∈N is a basis for Y s and {q c n } n∈N is a basis for Y r . Therefore we can define Y s as the closed subspace generated by the vectors q 1 = −(1/α 1 )e 2 , q 2 = −(1/α 3 )e 4 , q 3 = −(1/α 5 )e 6 , . . . , . . . and so on. In general q m = −(1/α 2m−1 )e 2m for each m ∈ N. The subspace Y r is the closed subspace generated by the vectors q c 1 = e 1 , q c 2 = α 2 e 2 + e 3 , q c 3 = α 4 e 4 + e 5 , . . . and so on. In general q c m+1 = α 2m e 2m + e 2m+1 for each m ∈ N.
Now we can show that ℓ p = Y s ⊕ Y r and hence represent the two relevant projections in matrix form as Q = [0, e 2 , −α 2 e 2 , e 4 , −α 4 e 4 , e 6 , −α 6 e 6 , . . .] ∈ B(ℓ p ) and Q c = [e 1 , 0, α 2 e 2 + e 3 , 0, α 4 e 4 + e 5 , 0, α 6 e 6 + e 7 , . . .] ∈ B(ℓ p ).
To find the basic solution {R −1 , R 0 } ∈ B(ℓ p ) we must solve the equations R −1 A 1 = P , R 0 A 0 = P c , A 1 R −1 = Q, A 0 R 0 = Q c , R −1 = P R −1 Q and R 0 = P c R 0 Q c . We proceed as follows. We solve the equations R −1 A 1 = P and R 0 A 0 = P c to find a partial solution to R −1 and a complete solution to R 0 . We then solve A 1 R −1 = Q and R −1 = P R −1 Q to complete the solution process. We obtain
−α 2 0 0 0 0 · · · 0 0 0 −α 3 α 3 α 4 0 0 · · · 0 0 0 1 −α 4 0 0 · · · 0 0 0 0 0 −α 5 α 5 α 6 · · · 0 0 0 0 0 1 −α 6 · · · . . . . 1 0 0 0 0 0 · · · 0 0 0 0 0 0 · · · 0 0 1 0 0 0 · · · 0 0 0 0 0 0 · · · 0 0 0 0 1 0 · · · 0 0 0 0 0 0 · · · . . . . . . . . . . . . . . . . . . . . .
The entire sequence of Laurent series coefficients {R j } j∈Z for the region U 0,|β| can now be computed using the basic solution {R −1 , R 0 } and the formulae R −k = (−1) k−1 (R −1 A 0 ) k−1 R −1 for each k ∈ N and R ℓ = (−1) ℓ (R 0 A 1 ) ℓ R 0 for each ℓ ∈ N − 1. ✷
Conclusions and future research
We suppose that X and Y are complex Banach spaces and that the generalized resolvent R(z) = A(z) −1 ∈ B(Y, X) of the linear pencil A(z) = A 0 + A 1 z ∈ B(X, Y ) has an essential singularity at the origin and is analytic on an annular region z ∈ U s,r of the complex plane centred at the origin. Hence the spectral set has a bounded component inside the annulus and an unbounded component outside the annulus. In this case we found a complete characterization of the key spectral separation projection P ∈ B(X) in terms of the generating subspaces X s and X r for the corresponding infinite-length Jordan chains. In particular we showed that in the domain space P (X) = X s , P c (X) = X r and X = X s ⊕ X r . We also established a corresponding structure in the range space for the projection Q ∈ B(Y ) with Q(Y ) = Y s , Q c (X) = Y r and Y = Y s ⊕ Y r . Our results are easily extended to cases where the essential singularity occurs at some point z = a = 0 and more generally to cases where the resolvent has a finite number of isolated essential singularities. We showed in a particular case how the generating subspaces could be used to determine P ∈ B(X) and hence find a basic solution {R −1 , R 0 } ∈ B(Y, X) to the fundamental equations (2) and (3) on each annular region where the resolvent is analytic. Our future research in this area will continue to seek improved systematic procedures for solving the fundamental equations in general Banach space.
