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Research into the effects of different aquatic environments, particularly marine environments, 
on the taphonomic alteration of the skeleton, is an under-studied area of forensic research. 
Taphonomic alteration is environment-driven and, as such, geographically specific research is 
critical to develop a clear understanding of the range and degree of diagenetic processes to bone 
when exposed to a marine environment. Bone density is probably the most well studied intrinsic 
factor to bone survivability and differs greatly pre- and post-puberty, with bone thickness also 
fluctuating during growth. Because of these age-related differences in bone, it can be expected 
that juvenile remains would be modified at a different rate, and perhaps in a different way, to 
mature adult bone. 
This work aimed to explore the impact of depositional marine environment on the taphonomic 
alteration to juvenile porcine skeletal remains. In particular, this research focused on the impact 
of time and seasonal variation based on initial exposure (summer and winter). Partial remains 
of 80 mixed breed white domestic piglets (Sus scrofa domesticus) were exposed to two marine 
environments: submerged and intertidal. Remains were exposed for 6 to 24 weeks, in the Otago 
Harbour, Dunedin, New Zealand. The experiment involved deposition in summer (January) and 
winter (July). Long bones (74 femora and 68 tibiae) were recovered from the two environments 
and analysed using three different analytical techniques: morphological assessment, Fourier 
transform (FT)-Raman spectroscopy, and scanning electron microscopy with energy dispersive 
X-ray spectroscopy (SEM-EDS). Exposed bones were also compared to 14 non-exposed controls 
(7 femora and 7 tibiae) macerated in laboratory conditions. 
The presence of algae on newly recovered intertidal bones and possible iron sulphide (FeS2) and 
hematite (Fe2O3) discolouration on submerged bones were characteristics that differentiated the 
two depositional environments. Permanent staining of various colours persisted on bones once 
dried from all submerged and intertidal samples after at least 12 weeks exposure. Whereas the 
pattern of increased scavenging and general bioerosion over time was similar between samples 
from the submerged and intertidal zones and matched the patterns of algal growth during the 
summer and winter experiments.  
Using principal component analysis (PCA), sample-specific spectral indicators could be 
identified within the FT-Raman spectra of exposed bone samples. Intertidal samples had greater 
spectral variation than submerged and control samples and were generally defined by the 
presence of carotenoid peaks combined with amide degradation and a broadening of the 




discriminant function analysis (QDA) of an independent test set achieved 84% overall correct 
classification for environment, and 42% total correct classification for environment and length 
of exposure. Importantly, using FT-Raman spectroscopy, exposed and non-exposed bones were 
not misclassified as each other. 
Examination of the chemical composition of bone through SEM-EDS confirmed the presence of 
key marine sediment elements such as Al, Si, and Fe. The presence of these, or other, unique 
depositional elements may be of particular use in confirming the depositional environment if the 
sedimentology of the local marine environment is known. However, SEM-EDS offered little 
evidence for systematic depositional context-related diagenetic change over time.  
While many aspects of marine taphonomy remain unknown, this research has shown that there 
is a need for more environment- and age-specific research into taphonomic alteration. In 
addition, this research has demonstrated the potential of three different methods that could be 
further developed to improve early exposure interval estimates. FT-Raman spectroscopy 
combined with PCA has shown its ability as a tool for defining taphonomic alteration in bones 
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Chapter 1  
Introduction 
The World Health Organization (WHO) estimates that around 372 000 individuals die in water 
related deaths per year (WHO, 2014). However, this figure only accounts for unintentional 
deaths, i.e. swimming/diving, recreational accidents. Current data exclude intentional drowning 
(suicide/homicide), flooding disasters (tsunamis), water transport accidents (ferry disasters), 
and secondary drowning - the deterioration of a patient after a submersion event (Pratt and 
Haynes, 1986). Because of the limited definition of drowning in current data collection, the global 
death statistics are believed to underestimate the true number of drowning and water-related 
deaths by as much as 50% (WHO, 2014). 
Despite the prevalence of water-related deaths, research into the effects of different aquatic 
environments on the decomposition of the body, and in particular the skeleton, is limited in 
comparison to terrestrial decomposition. What is known about aquatic decomposition is that it 
varies greatly between settings, e.g. fresh water vs. seawater (Ayers, 2010), tropical vs. 
temperate climate (Smith and Nelson, 2003), and can modify the physical appearance of remains 
in a short period of time (Haglund and Sorg, 2002). Corporeal modification may include the 
destruction or removal of unique identifiers, such as clothing (Sorg et al., 1997); disarticulation 
of remains before skeletonisation occurs (Haglund and Sorg, 2002); and scavenging by marine 
predators, which can modify a body, and damage bone in a matter of hours or days  
(Sorg et al., 1997; Horton, 2015).  
Because of the highly variable conditions within aquatic environments, there are inherent 
inaccuracies in establishing postmortem submersion interval (PMSI) estimations. This is of 
importance in forensic investigations, as these estimations may help establish time since death 
(TSD) estimations. Due to high variability in the rate of skeletonisation, Nawrocki et al. (1997) 
suggest that when referring to skeletal remains, it may be more prudent to refer to an exposure 
interval instead of the traditional PMSI, which has been known to be significantly 
underestimated if decay of soft tissue has been delayed by environmental factors. Exposure 
Chapter 1 : Introduction 2 
 
 
interval is the length of time between the removal of soft tissue from bone and bone recovery, in 
which the skeletal element has been exposed to, or in contact with, chemical, physical or 
biological modifying agents (Nawrocki et al., 1997; Lioy and Weisel, 2014). The benefit of an 
exposure interval estimation, is that the highly variable rate of decomposition does not form a 
direct consideration of the exposure interval estimate. However, exposure interval does not 
provide a TSD estimation, only time since skeletal exposure. Furthermore, a single individual 
may have multiple exposure intervals, meaning each bone must be treated as a separate element.  
Bone modification occurs through the physical and chemical alteration of its organic (collagen) 
and mineral (apatite) components over time. The process of modification and the destruction of 
the organic (collagen) and mineral (apatite) components of bone is referred to as diagenesis, 
coined by Von Gümbel in 1868, and defined by J Walther in his 1893-1894 works  
(Dunoyer de Segonzac, 1968). Because of the long-term nature of diagenetic studies, most 
research relating to bone diagenesis in aquatic settings is undertaken in an archaeological 
context or within forensic case studies (Allison et al., 1991; Bell et al., 1996; Boyle et al., 1997; 
Brooks and Brooks, 1997; O’Brien, 1997; Sorg et al., 1997; Nielsen-Marsh and Hedges, 2000; 
Stojanowski et al., 2002; Jans et al., 2004; Irmis and Elliot, 2006; Bell and Elkerton, 2008; Dumser 
et al., 2008; Pokines and Higgs, 2015). By comparison, only a small number of actualistic studies 
(experiment-based, rather than post hoc case-studies) have been conducted to investigate 
decomposition or bone modification in a marine environment (Ascenzi and Silvestrini, 1984; 
Anderson and Hobischek, 2004; Wisshak et al., 2005; Dickson, 2012; Anderson and Bell, 2014; 
Bell and Anderson, 2016; Lindstrom, 2016). Furthermore, of the research currently available 
regarding marine decomposition or bone modification in marine contexts, almost all studies lack 
the study of juvenile remains or an appropriate juvenile model (Payne, 1972;  
Vance et al., 1995; Zimmerman and Wallace, 2008; Giancamillo et al., 2010;  
Syme and Salisbury, 2014).  
Bone density differs greatly pre- and post-puberty, with peak bone mass occurring in the third 
decade of life (May-Choo et al., 2003). Cortical and trabecular bone thickness also fluctuates and 
varies during bone growth (Parfitt et al., 2000). Because of the age-related differences in bone 
density and thickness, it can be expected that juvenile remains would be modified at a different 
rate, and perhaps in a different pattern, to mature adult bone. More research into the 
decomposition and diagenetic alteration of juvenile remains is needed to advance our 
understanding and interpretation of individual biological variation as well as provide contextual 
understanding of the effects of different depositional environments (Nordby, 2002). 
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1.1 Current research approach 
As our knowledge of taphonomic alteration increases, the desire for this knowledge to be used 
in forensic investigations also increases and, with it, new challenges and expectations emerge; 
expectations that it will provide increasingly accurate TSD, PMSI, or exposure interval 
estimations. Significant gaps in the field of marine taphonomy research remain. In all the work 
discussed above, no systematic study has been conducted to investigate how developmental age 
impacts the rate of taphonomic alteration in bone exposed to a marine environment.  
This research was motivated by the work of the late Professor Jules Kieser, who worked in 
disaster victim identification (DVI) in New Zealand and overseas. Professor Kieser, in the 
aftermath of the Indonesian tsunami of 2004, noted significant variation in the skeletal 
preservation of human remains of different developmental ages. He also noted variation in 
remains deposited over the same period but exposed to different marine conditions. Current 
research, particularly in Australasia, lacks a representative juvenile model that can be used to 
analyse taphonomic alteration in a marine environment. 
Forensic studies of taphonomic processes affecting the postmortem fate of remains would 
ideally use human subjects. However, this was not a feasible option as New Zealand law does not 
currently allow decomposition or taphonomic studies using human cadavers (Dickson, 2012). 
Porcine remains were selected for this study because of their well-documented use in 
anthropological research (Chapter 2.1.3). Since bone survivability is known to increase as bone 
density and age increases (Stodder, 2008), neonate pigs were selected to obtain the truest 
juvenile bone sample approximation. However, the scientific evidence regarding skeletal 
maturity of the pig is broad and as such, age approximations to humans should reflect this 
(McCrackin and Swindle, 2016). An approximation of the mechanical and elastic modulus of 
bone, body size, and the impact of gait development of weight bearing limbs indicate that a 
conservative approximation of the model is comparable with a human infant (0-2 years of age) 
(Margulies and Thibault,2000; Morris, 2007; Krahn, 2015; WHO, 2018). 
The present work is an exploratory study that aimed to determine the effect to surface 
composition of juvenile porcine bone when exposed to different coastal marine settings 
(submerged and intertidal) using three complementary methods of analysis, macroscopic 
morphology, Fourier transform (FT)-Raman spectroscopy, and scanning electron microscopy 
with energy dispersive X-ray spectroscopy (SEM-EDS). In particular, this research focused on the 
impact of time, and seasonal variation based on initial exposure (summer and winter).  
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Two experiments were conducted, one initiated in the warmest and one in the coldest month of 
the year, where the femora and tibiae from 80 neonate piglets (Sus scrofa domesticus) were 
exposed to one of two distinct environments (submerged/intertidal) within the same 
geographical location for up to 24 weeks. However, many skeletal remains are discovered 
through ‘washing up’ along coastal margins, meaning they have been exposed to both submerged 
and intertidal environments. By developing an understanding of the diagenetic impact of each 
environment on specific bone types, a more detailed understanding and analysis of the marine 
environment as a composite system can be achieved, as well as of the alterations caused to 
exposed bone.  
Each bone was examined in the same location using macroscopic morphological analysis,  
FT-Raman spectroscopy, and SEM-EDS for evidence of taphonomic alterations that could be used 
as potential markers to estimate depositional environment and/or duration of skeletal exposure. 
This is the first step in investigating the feasibility of accurate exposure interval estimations for 
skeletal remains. This research also contributed important regional knowledge regarding the 
survival and taphonomic changes to skeletal remains. 
The rationale for the experimental approach was consistency. By incorporating consistent 
sample and exposure parameters, the analysis provides more, reliable, measurable, and 
powerful results (Lyman and Fox, 1997), with the aim of providing baseline knowledge of marine 
taphonomic alteration over a short timeframe (6 to 24 weeks).  
Hypotheses: 
• There are identifiable patterns of taphonomic alteration specific to each of the depositional 
environments, and the season of deposition will affect the onset and/or the rate that 
taphonomic alteration occurs in both the submerged and intertidal environments. 
• Measurable taphonomic alteration will occur within the first 6 weeks, with additional 
changes occurring during all time periods, although changes are not likely to be linear with 
time, as digenetic alteration to bone increases susceptibility for further diagenetic alteration 
(Jans 2008). 
• Juvenile porcine tibiae and femora exposed to different depositional environments will 
demonstrate specific patterns of taphonomic alteration. 
The work described in this thesis is primarily exploratory, due to the lack of previous research 
on this subject on which to base detailed hypotheses. It is expected that the groundwork from 
the research described in this thesis will facilitate more research on the nature of taphonomic 
alteration in skeletal remains, particularly as it pertains to juvenile remains.  
Chapter 1 : Introduction 5 
 
 
Morphological assessment, qualitative FT-Raman spectroscopy, and qualitative and quantitative 
SEM-EDS, the three different techniques utilised in this thesis for analysing the taphonomic 
alteration to bone, are each discussed in separate chapters. Each chapter includes a full 




Chapter 2  
Literature review 
2.1 Bone composition and development 
Bone refers to a family of materials each a common basic structure, the mineralised collagen 
fibril (Weiner and Wagner, 1998). However, individual, population, sex, age, and species related 
variation in the mineral to protein ratio, bone mineral density, peak bone mass, and mineral 
composition makes bone a highly heterogeneous and hierarchical biological material  
(Scheuer and Black, 2000b; Currey, 2002; May-Choo et al., 2003; Walsh et al., 2003; Veis, 2003; 
Symmons, 2005; Morris, 2007; White et al., 2011, Emphasis is provided here to long bones and 
age-related development, which are the focus of this study. 
The growth of long bones starts in the embryo and consists of two factors: an increase in size, 
and the attainment of consecutive levels of maturity (Scheuer and Black, 2000b). In long bones, 
the bone is formed through a process called endochondral ossification, where the bone begins 
as a condensation of mesenchymal cells that develop from a cartilage model of the future bone 
through the process of ossification (Scheuer and Black, 2000a; Ortner and Turner-Walker, 2003).  
Long bones are summarised to be composed of 43% mineral, 32% organic, and 25% water  
(Veis, 2003; Kazanci et al., 2006; Turner-Walker, 2008). As bone tissue grows and matures, 
mineral crystallites embed in to the gaps between the collagen fibrils and impart stiffness to the 
tissue (Currey, 2002). The organic component of bone consists of collagenous and non-
collagenous protein, with almost 90% of the protein being Type I collagen  
(Weiner and Wagner, 1998; Currey, 2002). The primary mineral in bone is an impure carbonated 
form of calcium hydroxyapatite (Ca10(PO4)6(OH)2), known as bioapatite, with a molecular 
composition that is influenced via ionic substitution during life (Blitz and Pellegrino, 1977;  
Currey, 2002). Ionic substitution and solute transfer is critical for the maintenance of bone health 
and mineralization (Raghaven, 2011).  
 
Chapter 2 : Literature Review 7 
 
 
2.1.1 Molecular structure of bone 
2.1.1.1 Collagen 
Collagen is a type of protein that can be found in the extracellular matrix of bone. The protein 
confirmation in collagen is called tropocollagen and consists of three polypeptide chains; most 
commonly two of the same amino acid composition and one different  
(Shoulders and Raines, 2009). The three chains are held together by hydrogen bonds in the form 
of a triple helix (Currey, 2002). Collagen is characterised by a high glycine content, which makes 
up every third amino acid, as glycine is the only amino acid small enough to fit into the internal 
face of the triple helix (Tuross, 2003; Shoulders and Raines, 2009). Collagen has different amino 
acid compositions depending on its type; so far 29 collagen types have been identified in the 
human body (Gullekson et al., 2011). The collagen in bone is type I collagen and accounts for 
approximately 90% of the organic mass in bone (Tuross, 2003). Type I collagen also has high 
levels of proline, hydroxyproline, and hydroxylysine, which together make up approximately 
20% of the amino acid total (Turner-Walker, 2008).  
Collagen molecules are held together by intermolecular cross-linking, of which there are several 
different types (Siegel, 1976). Cross-linking is a post-translational modification of collagen which 
has important roles in determining the biomechanical and biological function of collagen  
(Siegel, 1976; Garnero, 2012). Pentosidine (Pen) is the most abundant mature collagen  
cross-link in the organic bone matrix. Other important mature collagen cross-links in bone are 
Hydroxylysylpyridinoline (HP) and lysylpyridinoline (LP) (Willems et al., 2010). There is 
variation in the prevalence of these cross-links across bone type and species, as well as some 
disagreement in the literature as to whether or not age-related variation in these collagen  
cross-links exist (Shikata et al., 1985; Eyre et al., 1988; Oxlund et al., 1996; Zioupos et al., 1999;  
Nyman et al., 2006; Willems et al., 2010). Willems et al. (2010), suggest that one possible reason 
for the data inconsistencies is that none of the above-mentioned studies (Shikata et al., 1985; 
Eyre et al., 1988; Oxlund et al., 1996; Zioupos et al., 1999; Nyman et al., 2006), addressed the 
specific changes of collagen cross-links during early postnatal growth within the same sample 
group. 
Willems et al. (2010), who studied the mandibles of 35 female pigs aged 0 to 100 weeks, found 
the biggest changes in the quantity of collagen cross-links from the juvenile porcine samples took 
place between 0 and 20 weeks; which is the period during which most growth occurs. At  
20 weeks, Willems et al. (2010) noticed a functional developmental change in the pigs that went 
from suckling to biting food. This functional change most likely changes the bone-loading pattern 
Chapter 2 : Literature Review 8 
 
 
and would cause a higher rate of remodelling of the mandibular bone being investigated, 
resulting in a shift in the type of collagen cross links produced (Willems et al., 2010). 
Collagen molecules are highly organised; tropocollagen aggregates to form microfibrils, which 
aggregate further to form fibrils, which aggregate to form collagen fibres (Currey, 2002;  
Turner-Walker, 2008). In woven (juvenile) bone these fibres are laid down with an irregular 
orientation, whereas in lamellar (mature) bone these fibres are laid down spiralling around the 
osteon in successive layers (Wagermaier et al., 2006). While bone mineral is the key determinant 
of a bone’s stiffness, collagen determines the bone’s tensile strength and resistance to fracture 
(Viguet-Carrin et al., 2006). When collagen begins to denature, or is damaged through 
mechanical force, the organised structure of collagen breaks down and the fibril cross-links can 
rupture (Carden et al., 2003; Unal et al., 2016). By assessing collagen quality in bone, it is possible 
to make assessments about the bone’s structural integrity (Unal et al., 2016). Type I collagen is 
insoluble in situ - under normal physiological conditions - thereby making it an ideal candidate 
to study when evaluating cause and effect of postmortem skeletal degradation (Tuross, 2003). 
2.1.1.2 Bioapatite 
The mineral component of bone is a carbonated calcium phosphate bioapatite, which closely 
resembles hydroxyapatite, and is the supportive framework of bone tissue (Dalconi et al., 2003). 
Hydroxyapatite is a mineral crystal made up of unit cells and has the general composition of 
Ca10(PO4)6(OH)2 (Turner-Walker, 2008). A unit cell is the smallest part of the molecular formula 
that is repeated uniformly throughout the crystal. Bone is a bioapatite rather than 
hydroxyapatite because it is stoichiometrically impure, with traces of ionic substitution for Ca2+ 
(calcium), PO42- (phosphate) and OH- (hydroxyl) in the apatite lattice (Turner-Walker, 2008). In 
particular, there is approximately 6-7% CO32- (carbonate) substituting for PO43-  
(Ou-Yang et al., 2001; Wopenka and Pasteris, 2005). These ionic substitutions in bone occur 
naturally throughout life and substituted ions are supplied via the blood from environmental 
sources, such as, diet, water and air (Thomas et al., 2007). This ionic substitution is believed to 
take place predominantly near the surfaces of bone, close to the vascular and marrow spaces and 
tends to reduce the crystallinity, or degree of structural order of the apatite crystals  
(Currey, 2002). 
There has been some debate as to the type of apatite crystal structure that is found in bone, as 
these crystals can form as either platelet- or needle-type structures (Currey, 2002;  
Wopenka and Pasteris, 2005). It has been suggested that the physical structure of apatite crystal 
is to some degree controlled by the molecular composition of the bioapatite  
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(Legeros et al., 1967). In particular, that substituting CO32- ions into hydroxyapatite changes its 
crystal lattice symmetry, and thereby its growth morphology from needles to platelets, which 
interface very effectively with collagen fibrils (Wopenka and Pasteris, 2005). Type I collagen, is 
reported to be the only collagen form that supports the deposition of bioapatite crystals in vitro 
(Tuross, 2003). 
Studies on synthetic apatite samples have also demonstrated that CO32- substitution alters the 
solubility (Wopenka and Pasteris, 2005), as well as the thermal stability of hydroxyapatite 
(Holden et al., 1995; Tõnsuaadu et al., 2012). One of the reasons for the increased solubility is 
that the Ca-CO bonds are weaker than the Ca-PO bonds, thereby making the carbonated apatite 
more susceptible to acid dissolution (Elliott, 2002), an important biological consideration for 
bone growth and remodelling. Wopenka and Pasteris (2005) demonstrated the interdependence 
of mineral composition, structure, and biological properties by contrasting the apatite phases of 
bone and tooth enamel, which are made of different forms of bioapatite. Bone apatite has 
approximately twice the concentration of CO32- than enamel apatite and is characterised by 
crystals that are predominantly platelet shaped rather than the needle shaped crystals seen in 
enamel (Wopenka and Pasteris, 2005). Due to their platelet shape, bone crystallites are 
approximately one-tenth to one-hundredth the length of enamel crystallites and have a very high 
surface-area-to-volume ratio and are more soluble than tooth enamel (Currey, 2002;  
Wopenka and Pasteris, 2005). The level of CO32- substitution and the distinct properties of these 
two forms of bioapatite, are not surprising and meet the expectations of “bone’s need to be 
constantly resorbed and re-precipitated and with tooth enamel’s need to resist dissolution”  
(Wopenka and Pasteris, 2005, p. 141).  
Holden et al. (1995) found the crystalline structure of bioapatite in juvenile bones was also 
responsible for them being more thermodynamically unstable than mature bone. This could be 
due to heat-induced recrystallisation of bone mineral either occurring at lower temperatures 
than for mature bone or occurring at the same temperature but with a more rapid rate of crystal 
growth. Holden et al. (1995) concluded that parameters that could influence changes in the 
thermal stability of bone mineral are the morphology of bone apatite and bone density, both of 
which change with age. With growth (modelling) and aging (remodelling) the proportions of 
highly mineralised bone to newly formed bone increases, improving the packing density, 
organised structure and overall crystal chemistry of the individual with age (Holden et al., 1995). 
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2.1.2 Variation in bone density 
At the gross anatomical level, all bones in the adult skeleton have two basic structures: 
cancellous/trabecular bone and compact/cortical bone (White and Folkens, 2005)  
(Figure 2.1-1). Trabecular bone is an anisotropic material that can be found at the epiphyses and 
metaphyses of long bones (Oftadeh et al., 2015). Trabecular bone is the main load bearing bone, 
designed to be lightweight with a honeycomb structure (White et al., 2011; 
Oftadeh et al., 2015). Compact bone by comparison is dense and designed to provide strength, 
and is found on all external bone surfaces, except in areas where articular cartilage covers the 
bone surface (Currey, 2002). The location of maximum bone density differs in different bones 
depending on their loading requirements, but in long bones is found along the central shaft 
(diaphysis) (Figure 2.1-1). In the femur, the point where bone density is the highest is at 50% 
along the bone’s length. In the tibia, bone density is highest 35% along the bone’s length 
measuring from the distal end (Galloway et al., 1997). 
 
 
Figure 2.1-1 Diagrammatic representation of a growing long bone as indicated by the presence of a growth 
plate in the metaphysis at the proximal and distal ends. Trabecular bone lines proximal and distal ends of 
a long bone, whereas compact bone lines the external structure of bone and the diaphysis. The central 
diaphysis consists of the medullary cavity. 
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Bone mineral studies have important applications in forensic anthropology and taphonomy, as 
they offer contextual background knowledge for studying normal and abnormal bone alteration. 
Bone mineral density is of particular importance as it has been shown to have direct and indirect 
implications on many other aspects of bone development and survival, i.e. thermal stability 
(Holden et al., 1995), plastic deformation (Currey and Butler, 1975), and survivability  
(Galloway et al., 1997; Symmons, 2005). It is not surprising then that bone mineral density is 
perhaps one of the most well-studied aspects of bone development, both in humans and  
non-human animals (Mazess and Cameron, 1972; Binford and Bertram, 1977;  
Specker et al., 1987; Glorieux et al., 2000; Rauch and Schoenau, 2001; Ioannidou, 2003; 
Symmons, 2005; Manifold, 2014).  
When bone is formed, the organic matrix is laid down first (osteoid) and the bone mineral 
(apatite) then impregnates and surrounds the collagen fibrils (Currey, 2002). This is one of the 
reasons why there is a higher organic component and lower mineral content in juvenile bone 
than is found in mature bone (Currey and Butler, 1975). Other factors contributing to the 
variation in juvenile bone content are the higher activity of osteoblasts in growing bone, the type 
of bone laid down (woven vs. lamellar bone), lower levels of mineralisation, reduced 
remodelling, and fewer secondary osteons present (Currey and Butler, 1975;  
Ortner and Turner-Walker, 2003; Turner-Walker, 2008). One consequence of the reduced 
mineral density in new bone tissue compared to mature bone is that juvenile bone is more 
susceptible to degradation (Currey and Butler, 1975). 
It has been shown that bone mineral density increases steadily into adolescence  
(Glorieux et al., 2000; Symmons, 2005; Saunders, 2008). The pattern of adults having a higher 
bone density than their juvenile counterparts is seen across animal species  
(Binford and Bertram, 1977; Ioannidou, 2003; Symmons, 2005). However, Specker et al. (1987) 
claim that while bone mineral content was found to increase with age in young children from  
1 to 6 years of age, when corrected for height and weight, this change over age disappeared. In a 
study on 91 sheep (Ovis aries), Symmons (2005) found inter-individual variation was greater 
than age-related variation in every case. This led Symmons (2005) to also conclude that factors 
other than age must be primarily contributing to the density of their skeletons. Symmons (2005) 
made no inferences as to what other factors may be the major contributors, except to say that 
the high inter-individual variation may be unique to domestic animals and would be expected to 
be lower in wild populations. 
There is also evidence that, in humans, young boys have higher bone density than young girls, 
but there is debate as to whether this is due to sexual dimorphism or a factor of body size  
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(Mazess and Cameron, 1972; Specker et al., 1987; Gilsanz, 1998; Glorieux et al., 2000).  
Specker et al. (1987) conducted one of the more definitive tests on the effect of sexual 
dimorphism on bone mineral density of children under 6 years of age. Using photon 
absorptiometry, Specker et al. (1987) tested the mineral density of the left radius of 89 children, 
with 46% being male and 59% being female. Specker et al. (1987) found that even after 
correcting for height and weight differences, sex differences still existed in children after 5 years 
of age; with female children having lower bone mineral content than male children. The findings 
of Specker et al. (1987) suggest that factors other than body size and age affect bone mineral 
density. Whereas, other research suggests that sexual dimorphic variation, such as bone mineral 
density and growth patterns in juveniles, are related to different timings in growth between male 
and females and the onset of puberty (Gilsanz, 1998; Glorieux et al., 2000). 
Furthermore, in a modern European population sample, Galloway et al. (1997) found upper 
limbs but not lower limbs displayed individual side differences in bone density (left vs. right). 
The findings of Galloway et al. (1997) are expected, considering that while one upper limb may 
be favoured for use during life, lower limbs are most often used uniformly to bear weight. A study 
by Willey et al. (1997) examined long bones from the Crow Creek skeletal collection  
(South Dakota, U.S.A.), which consists of nearly 500 individuals killed and buried around  
1350 AD. Their results were consistent with the previous description of bone structure where 
central shaft segments were more frequently preserved than the epiphyses, with right side 
segments more common than left. With the majority of individuals being right-side dominant, 
thereby having higher bone density in their right upper limbs, this likely explains the increase in 
survivability of right side bones. Willey at al. (1997) also found that the femur was the most 
frequently represented bone segment in the collection, and Galloway et al. (1997) found the 
femur to have the highest bone density of all long bones. Considering the structure of bone, all 
these results are perhaps not surprising, but are important when considering and interpreting 
postmortem alterations to bones. 
2.1.3 Comparative osteology – the use of animal models 
It is extremely difficult to obtain human cadavers for research purposes, especially in the 
quantity required for robust analyses. Furthermore, many countries, New Zealand included, do 
not allow cadaver-based decomposition research (Dickson, 2012). As an alternative, most 
forensic taphonomy studies employ animal models. The most common animal model currently 
used is the pig, as they are inexpensive, readily obtainable, have similar soft tissue structures 
and gastrointestinal flora to humans, and have been shown to undergo similar decomposition 
processes as humans (Catts and Goff, 1992; Leser et al., 2002; Parkinson, 2009). 
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However, any study using an animal model must do so with caution, as recent studies are 
showing the limitations in the accuracy of information obtained from decomposition studies 
using pigs as analogues (Stokes et al., 2013). Research has shown that human and pig 
decomposition differs in fundamental ways, with land decomposition advancing more quickly in 
pigs than humans, and pigs also experience different scavenging patterns than humans  
(Knobel et al., 2018). In addition, pigs, like other large mammals, are known to have different 
bone microstructure, which more than likely has some impact on the rate of bone dissolution 
and degradation, although there is no study yet to fully quantify this.  
Most medium- to large-sized mammal have plexiform or fibrolamellar bone, and some do not 
exhibit the basic structural unit of human compact bone; osteon and Haversian systems 
(Martiniaková et al., 2006; Morris, 2007; Brits et al., 2014). Plexiform bone is described as bone 
with a dense network of vascular canals arranged longitudinally, circumferentially, and radially 
(Brits et al., 2014). This vascular arrangement is why the bone does not require Haversian 
systems and results in the bone’s characteristic ‘brick-wall’ type formation (Figure 2.1-2) 
(Owsley et al., 1985). Plexiform bone is defined as a composite tissue, comprising a rapidly 
growing woven-fibred bone matrix and characterised by the random orientation of the collagen 
fibrils (Stein and Prondvai, 2014). Plexiform bone is the principal bone tissue of juvenile Suidae 
(pig family), which was used in this study. 
 
Figure 2.1-2 Diagrammatic representation of plexiform bone. Plexiform bone lacks osteon formations, 
rather having a network of vascular canals arranged longitudinally, circumferentially, and radially, often 
giving a “brick wall” appearance. Image adapted from Stein and Prondvai (2014:37). 
Despite the limitations of using animal models, they still have merit. So long as the limitations 
are understood, animal models provide invaluable information on topics such as terrestrial 
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decomposition (Davis and Goff, 2000; Myburgh et al., 2013; Keough et al., 2017); marine 
decomposition (Anderson and Hobischak, 2004; Dickson et al., 2011); thermal decomposition 
(Keough et al., 2015), gunshot wounds (Lindstrom, 2016); and bone fracture patterning  
(Powell et al., 2012; Blackburne et al., 2016). 
Understanding non-human bone morphology is also important forensically, as non-human bone 
fragments may need to be excluded from human bone fragments, as might be the case after  
large-scale natural disasters or in isolated bones found along the coastal margins  
(Higgs and Pokines, 2013; Silva et al.,2013). Furthermore, understanding non-human bone 
morphology is critical from a research perspective. Most forensic anthropology studies employ 
animal-based model designs as an alternative to cadaver-based research, as it is often 
impractical to use human remains, or in some countries the use of human remains may be 
prohibited (Dickson, 2012).  
Research into the field of comparative anatomy is complex and vast, as it crosses many subfields, 
including medicine, anthropology and archaeology. As a result, a large number of studies, using 
highly varied techniques, have examined the comparative histological characteristics of bone 
from various species. Two particular pieces of work are worth further discussion here:  
Morris (2007), and Brits (2009). Morris (2007) examined the histological profile of femora, 
humeri, and ribs of three animal species: dog (Canis), deer (Cervus), and pig (Suidae).  
Morris (2007) noted that developmental age is a significant factor when analysing the 
histological profile of relevant species. Many studies use Haversian diameter as a potential 
feature for helping to differentiate animal species (Jowsey, 1966; Benedix, 2004); however, 
Morris (2007) noted that differences in the maturation of the samples used may result in 
significant variation in osteon size and Haversian canal size. Therefore, age-specific comparative 
studies are needed or, at the least, age must be considered when comparative studies are 
conducted. Morris (2007), admits that one of the biggest possible confounding factors in their 
research is that all pigs were sub-adult, while all dog samples were skeletally mature.  
Another finding by Morris (2007) was that bone microstructure is influenced by biomechanical 
function. In all cases, the femora had the highest percentage of plexiform bone, whereas ribs had 
almost none. Surprisingly, the humeri also had significantly different levels of plexiform bone to 
the femora. Morris (2007), hypothesised that differences in the percentage of plexiform bone in 
the femur and humerus may be due to functional differences, even though both are weight-
bearing in these animals. It is important to consider these types of bone type comparisons not 
only when conducting differential analysis but particularly when considering the use of animals 
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as human proxies. For example, certain animal humeri may not be appropriate models for 
humans due to the differences of weight bearing and mechanical stress.  
Brits (2009), took their analysis a step further by combining histological analysis with an 
analysis of the chemical composition of human and non-human femora and tibiae. They 
examined human, cat (Felis), dog (Canis), cow (Oxen), sheep (Ovis), impala (Aepyceros), pig 
(Suidae), and non-human primate bones. For the chemical analysis, Brits (2009) divided the 
samples, based on the animal’s feeding patterns, into omnivores (human, primate, and pig), 
carnivores (cats and dogs), and herbivores (cow, sheep, and impala). Brits (2009) found that 
there were statistically significant differences in the chemical compositions of the bones from 
the different feeding groups. In particular, they found differences in the levels of potassium and 
chlorine between the omnivores and herbivores and between the omnivores and carnivores. 
Brits (2009), also found bone type-specific variation with regards to the chemical composition, 
more so in the tibia than in the femur. The findings of Brits (2009) highlight that not all bones, 
even within long bones, have the same mineral composition, and this must be a consideration 
when data are analysed or compared. A limiting factor of the research by Brits (2009) is sample 
size. While the study used a reasonable number of human samples (n=19), other animal groups 
sample sizes ranged from n=3 to n=5, which may not account for population variation or the high 
levels of inter-individual variation observed in other studies, such as Symmons (2005). 
2.2 Water related death  
No point in New Zealand is more than 130 km from the coastline, of which New Zealand has 
approximately 15,000 km (Shuttleworth, 2013; Walrond, 2015), and over 75% of the population 
live within 10 km of the coast (Statistics NZ, 2006). Being an island nation, New Zealand has a 
strong historical and cultural link to the sea, but despite the close proximity of the majority of 
the population to the coast, it is estimated that 7 out of 10 children, at 10 years old, cannot swim 
(Shuttleworth, 2013). Perhaps then it is not surprising that drowning is the fourth highest cause 
of accidental death in New Zealand, after motor vehicle accidents, falls, and poisoning, and that 
two thirds of all drownings occur in a marine environment (Water Safety NZ, 2015). In  
New Zealand there are on average 108 fatal drownings per year, however, this number only 
includes accidental drownings. Worldwide, water related deaths are estimated to be around  
372,000 people per year (WHO, 2014). 
Despite the prevalence of marine and other water related deaths, research into the effects of 
different aquatic environments on the decomposition of the body, and in particular the skeleton, 
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is limited and highly variable. While the focus of this thesis is skeletal remains, it is important to 
understand the postmortem biological processes involved in reaching skeletisation.  
2.2.1 Marine decomposition 
Decomposition occurs as a result of biochemical reactions subsequent to the tissue hypoxia 
(oxygen depletion) caused by death (Perper, 2006). The process of decomposition is a 
continuous, but not necessarily prescriptive sequence of chemical and physical changes 
categorised by a number of stages under two main processes: autolysis, and putrefaction  
(Payne, 1965; Clark et al., 1997; Galloway, 1997). Putrefaction is often further summarised as a 
finite set of stages or a sequence that is relatively predictable but highly variable within and 
between different environmental settings. One reason for the high variability is because bodies 
can also experience differential decomposition as a result of exposure to more than one 
environment, for example when a body floats or is in a cyclic environment, such as the intertidal 
coastal zone (Clark et al., 1997; Beaumont, 2007).  
Autolysis means self-digestion and is considered the first stage of decomposition  
(Bradley, 1922). Following the loss of oxygen, ATP-driven biosynthesis within cells stops and 
intracellular pH decreases (Powers, 2005). Without the protection of normal homeostatic 
mechanisms, hydrolytic enzymes actively destroy cell nuclei, membranes and then the cell itself 
(Gill-King, 1997). As a result of this increase in intracellular enzyme activity, the cells begin to 
swell and eventually rupture, leaking hydrolytic enzymes into the intercellular space causing 
loss of cell-to-cell adhesion and tissue necrosis (Gill-King, 1997; Damann and Carter, 2013). The 
first organs to decompose are those that conduct the highest rates of ATP synthesis and have 
high levels of lytic enzymes, such as in the gastrointestinal region (e.g. pancreas and stomach) 
(Bradley, 1922; Gill-King, 1997). The degradation of these cells and organs permits the initial 
microbial proliferation through the body, initiating the next stage of decomposition, 
putrefaction.  
Putrefaction is the postmortem degradation of soft tissue through microbial action leading to the 
destruction of the soft tissue and skeletal exposure. With salt water immersion, putrefaction will 
occur more slowly, because of a number of variables including the increased salinity, the 
generally lower temperatures which can retard bacterial growth, reduced or lack of invertebrate 
colonisation such as maggots, and substrate composition (Boyle et al., 1997; Sorg et al., 1997; 
Anderson and Hobischak, 2004; Anderson, 2008; Anderson and Bell, 2016). Putrefaction results 
from unregulated bacterial activity and the transmigration of anaerobic bacteria from the 
gastrointestinal region to surrounding tissues (Komar and Buikstra, 2008;  
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Damann and Carter, 2013). Such conditions favour the growth and proliferation of endogenous 
microorganisms, which are largely responsible for the enzymatic breakdown of the soft tissues 
of the body into their respective constituent molecules (Vass, 2001).  
The increased microbial activity also increases the production of carbon dioxide, methane, 
hydrogen sulphide, and other volatile compounds; causing subcutaneous gas accumulation, 
referred to as ‘bloating’ (Lyman, 1994; Dent et al., 2004). Ordinarily, the face and neck bloat first 
followed by the abdominal cavity (Knight, 1997). During bloat it is common for submerged 
bodies to float to the surface (even those weighted down) (Spitz, 2006). The rupturing of soft 
tissue, particularly in the thoracic region, releases the gas and reintroduces oxygen into the body 
and, at this point anaerobic microbial fermentation of the soft tissue ceases  
(Gill-King, 1997). In most cases, when a floating bloated body ruptures, it will sink (Spitz, 2006). 
After the reintroduction of oxygen, anaerobic bacteria are no longer the driving force of 
decomposition and it is at this time that animal scavenging and insect activity becomes a key 
factor in remaining soft tissue removal. Campobasso et al. (2001) argue that insect and fly 
activity is the second most important variable affecting decomposition, after temperature. 
Because immersed bodies are isolated from being colonised by maggots, the removal of soft 
tissue is largely dependent on marine scavengers (Campobasso et al., 2001). If a body is in 
contact with sediment, it is easily accessible to an abundance of scavenging sea animals. 
However, if a body floats, it is limited to being scavenged only by animals that can float or swim  
(Anderson and Hobischak, 2004).  
2.2.1.1 Body buoyancy 
Whether a body floats or sinks has a significant impact on the rate of decomposition.  
Anderson and Hobischak (2004) found that the tendency of a body to float or sink had a greater 
influence on the rate of decomposition than water depth. Remains that sank and remained in 
contact with the sediment were more rapidly scavenged and skeletonised than those that floated. 
In addition to a significant difference in decomposition between floating and submerged bodies, 
they also found that sea floor substrate had a crucial impact on decomposition; remains that 
rested on sand were scavenged much faster than those on rock. Presumably, this is due to a more 
diverse and greater abundance of animal activity on the sea floor  
(Anderson and Hobischak, 2004). 
When a body floats, it tends to float in the prone position, which refers to a chest, limbs, and head 
down position (Figure 2.2-1). Humans have dense and long limbs relative to their trunk, and 
along with the head, the limbs tend to dangle below the body when it floats  
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(Haglund and Sorg, 2002), making the body float posterior side up. Because of the relative 
density of the limbs and head, this posterior side up position is quite stable, meaning the body 
can remain this way until found or until it finally sinks again.  
 
Figure 2.2-1 The prone position, commonly assumed by bodies in water. The thoracic cavity is less dense 
than the head and limbs, which tend to hang below the body. Therefore, the body floats with the thoracic 
region towards the surface, especially if the lungs have any residual air in them or there is gas build up in 
the thoracic cavity from the decomposition process (Spitz, 2006; Dickson, 2012). 
There is no clear rule as to whether a body will sink or float at the time it enters the water, and 
there are conflicting data in the literature as to which is initially more likely. This is because 
many factors have been found to influence body buoyancy, including water density  
(Adelson, 1974; Donoghue and Minnigerode, 1977), residual lung capacity  
(Donoghue and Minnigerode, 1977), fat content of the victim (Howell et al., 1962), freshness of 
body at time of immersion (Haglund and Sorg, 2002), and clothing (Spitz, 2006). Indeed, a body 
that initially sinks will commonly resurface, if the build-up of decomposition gases increases the 
internal body pressure to the point where it exceeds the external water pressure  
(Haglund, 1993). The time it takes for a body to resurface is highly dependent on water 
temperature and depth. In deep water the body has to overcome greater pressure and so more 
gas accumulation is needed, or if deep enough the body may never refloat (Haglund, 1993). Cold 
water can also inhibit bacterial growth and thereby inhibit the accumulation of decomposition 
gases, meaning the body does not resurface due to decomposition occurring very slowly, or not 
at all (Spitz, 2006). 
2.2.1.2 Skeletonisation and disarticulation 
The putrefactive process is said to be complete when total skeletonisation has occurred  
(Perper, 2006). In a marine environment, remains are often not static but rather move in  
3-dimensional space, causing bodies to disarticulate. The pattern of disarticulation has 
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important ramifications for forensic analysis, since the longer bone is directly exposed to water 
and the external environment the more likely it is to undergo taphonomic changes. After 
disarticulation, bones may also be transported independently from the remainder of the body. 
The order of disarticulation is largely dependent on circumstances. Haglund (1993) and  
Haglund and Sorg (2002), reported that areas of the body thinly covered in tissue disappear first, 
such as the head, hands and lower extremities of arms and legs. However, recent cases of feet 
washing up on coastlines shows that external factors such as clothing/footwear play a significant 
role in how areas of the body may disarticulate as a unit, rather than single bones (Wang, 2016). 
These cases also highlight how clothing such as footwear can significantly affect the rate of 
decomposition and the survivability of bone remains.  
Once the skeleton is exposed, it interacts directly with the environment. Decomposition does not 
cease at skeletonisation but rather bone undergoes microbial and chemical diagenesis  
(Turner-Walker, 2008). Depending on the environmental context and intrinsic bone factors, this 
may ultimately lead to fossilisation of the bone or total bone dissolution (Clark et al., 1997).  
2.2.2 Marine taphonomy 
In physical anthropology, the study of bone modification or diagenesis is studied under the 
subfield of taphonomy. Taphonomy is a term coined in 1940 by J.A. Efremov. He defined the term 
taphonomy as “the science of the laws of embedding [fossils]” and proposed it as the study of 
how different physical geographical environments differentially alter the preservation quality of 
bone (Efremov, 1940). Since then, the term has been broadened to include modern contexts and 
the life history of skeletal remains, from the time of death to the time of recovery  
(Haglund and Sorg, 1997).  
Some researchers, such as Pokines (2013), view forensic taphonomy as a descriptive term rather 
than a practical one, on account of taphonomy being such a highly entwined cross-disciplinary 
analytical technique used for the interpretation of all other anthropological analysis.  
Pokines (2013), has a valid point, as taphonomic alteration and terminology has a wide area of 
overlap not only with other physical anthropological analysis but also paleontological fields. In 
fact, most of the information we have to date pertaining to taphonomic alteration comes from 
palaeoanthropology and archaeological research. Perhaps it is for these reasons that forensic 
taphonomy is still lacks basic actualistic research in some areas, especially regarding skeletal 
degradation across a range of environments and time frames (Nordby, 2002; Pokines, 2013).  
Actualistic studies are of great value to forensic investigations, due to their grounding in 
systematic data collection and scientific methodology (Sorg and Haglund, 2002). The difficulty 
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with actualistic research over case study analysis is often the necessity to use animal models, 
and the requirement to control for, or eliminate, potentially important environmental variables. 
Therefore, it is important to retain a balance between actualistic research and case-study 
analysis, that may be used to compare and or validate findings in real world contexts and meet 
the goals of forensic taphonomy (Sorg and Haglund, 2002; Dickson, 2012). There are five goals 
in forensic taphonomy: 1) to estimate the postmortem interval (PMI)/PMSI/exposure interval 
(the period from the time of death to the time of recovery); 2) to distinguish human from non-
human sources of bone modification; 3) to understand the transport mechanisms within the 
depositional environment; 4) to identify variables resulting in differential preservation of bone; 
and 5) to reconstruct the postmortem context (Komar and Buikstra, 2008). 
The PMI is very difficult to estimate, even when death has occurred only a few hours or days 
before the remains were recovered. Forensic anthropologists face the additional challenge of 
having to assess remains in advanced stages of decomposition, complete skeletonisation, and/or 
as partial remains. Thus, forensic anthropologists often use the assessment of taphonomic 
factors and changes to skeletal remains to provide post hoc exposure estimations  
(Steadman, 2013). Because of the destructive nature of taphonomic change, the potential to 
generate information pertaining to a biological profile of the remains (i.e. sex, age, stature) for a 
forensic investigation is most often reduced. Epiphyses and metaphyses are easily destroyed and 
with them their information regarding developmental age and stature (Pokines, 2013). However, 
the taphonomic process also provides information and may be used to indicate: depositional 
context, i.e. the environment in which the skeletal remains spent the majority of their time; or 
the actions of nonhuman organisms, such as plants and scavengers (Pokines, 2013). 
Bone diagenesis and patterns of taphonomic alteration are mediated by two factors: extrinsic 
(that originate outside the body) and intrinsic (that originate within the body). Extrinsic factors 
degrade bone through its contact with the depositional environment (water/land), exposure to 
sunlight (UV radiation), (external) microbial agents, animal scavenging, and human or 
nonhuman interactions (Stodder, 2008; Komar and Buikstra, 2008). One of the most important 
extrinsic factors in the dissolution of bone mineral is exposure to water itself (Stodder, 2008). 
Water acts as a medium for ion exchange between the surrounding environment and bone. In 
circumstances where bone is cycled between wetting and drying (as in intertidal deposition), 
this process of ion exchange is continually repeated, because the bone is taken in and out of 
equilibrium as the environment it is in contact with changes, having a more substantial effect on 
bone and its dissolution (Stodder, 2008). This is one reason why the taphonomy of victims whose 
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death leads to deposition in a cyclic water environment differs substantially to victims deposited 
on land (Mason et al., 1997). 
Intrinsic factors affecting bone preservation or dissolution include: density, size, morphology, 
surface area, molecular composition (trace element composition), and pathological conditions 
(Galloway et al., 1997; Komar and Buikstra, 2008; Stodder, 2008). Bone density is considered to 
be one of the most important variables for determining the preservation of bone in an 
environmental context and has already been discussed above in section 2.1.2.   
Understanding the relationship and impact of extrinsic and intrinsic factors is essential to the 
analysis of taphonomic alteration, as interpretation can only be made after all considerations 
have been made. For example, the age of the skeleton must be taken into account, as juvenile 
bone has a higher organic than mineral content and is less dense than healthy mature bone 
(Saunders, 2008). While, with advanced age, bone starts to decrease in density and in cases of 
pathology like osteoporosis, bone density may be negatively affected (Stodder, 2008). 
Furthermore, population and ancestry must also be considered.  
Van der Sluis and de Munick Keizer-Schrama (2001), estimate that as much as 80% of the 
individual variation in bone density is genetically controlled, and Galloway et al. (1997) reported 
population-specific variations in individuals of African, European, Asian and Native American 
ancestry. Even side differences of the body must be accounted for, as Willey et al. (1997) 
concluded higher levels of right side dominance leads to greater bone density in weight bearing 
and non-weight bearing limbs, and higher rates of preservation.  
In addition to factors that mediate taphonomic alteration, the mechanisms of marine taphonomic 
alteration can be broadly divided into three categories resulting from abrasive action, 
bioerosion, and chemical dissolution. Or in other words, physical, biological, and chemical 
mechanisms of change.  
2.2.2.1 Abrasion 
One of the most extensively studied taphonomic alteration to bone is abrasion (Hanson, 1980; 
Nawrocki et al., 1997; Fernández-Jalvo and Andrews, 2003; Smith and Nelson, 2003;  
Irmis and Elliot, 2006; Thompson et al., 2011). Of all the taphonomic characteristics  
Pokines and Higgs (2015) analysed, abrasion was present in 24 of the 25 samples examined. To 
better understand the specific relationship between sediment composition and abrasive effect, 
Irmis and Elliot (2006) (using teeth), and Fernández-Jalvo and Andrews (2003) (using bone), 
conducted actualistic studies using tumblers to simulate continuous wave action and produce 
abrasive patterns on their samples.  
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In a study using tumblers and multiple sediment types Fernández-Jalvo and Andrews (2003), 
found that gravel (sediment particles >1 mm) was the most abrasive sediment type. However, 
for other sediments, such as clay, fine sand, and coarse sand (sediment particles <1 mm), the 
abrasive effect depended on the length of time the bones were exposed and the bone type. Clay 
was shown to abrade weathered bones more severely than fine sand but had no effect on fresh 
bone in the first 72 hours. In addition, between fine and coarse sands, fine sand had a greater 
abrasive effect in the first 72 hours, but coarse sand had a greater effect by 192 hours. Ultimately, 
Fernández-Jalvo and Andrews (2003) concluded that fossilised bone is most susceptible to 
abrasion, and bones with pre-existing signs of taphonomic alteration such as weathering were 
at risk of increased taphonomic damage when exposed to the abrasive conditions of fine sands, 
which essentially act like sandpaper. Fernández-Jalvo and Andrews (2003) hypothesised that 
clay had a decreased effect on fresh bone due to their higher fat and lipid content acting as a 
natural lubricant, protecting the bone against abrasion.  
While the majority of marine taphonomy studies, like that of Pokines and Higgs (2015) focus on 
remains located in coastal areas, one of the earliest, and well known, studies to investigate deep 
water taphonomy was by Allison et al. (1991). They examined the remains of a whale skeleton 
found in the Santa Catalina Basin at a depth of 1120 m. They observed that rapid burial of bones 
in the seafloor sediment protected the bones and preserved them from abrasion to a greater 
extent than bones found in shallower waters or in intertidal environments. Allison et al. (1991) 
proposed that remains in deep water were buried more rapidly through lack of carcass flotation, 
transport, and disarticulation.  
2.2.2.2 Bioerosion and microboring 
Allison et al. (1991), reported that a whale skeleton found in the Santa Catalina Basin took on a 
corroded appearance. One hypothesis was that the corroded appearance of the bone may be 
explained by the fact that bones in a marine environment provide a food source to marine life, 
such as molluscs and barnacles and that diagenetic alteration of bone in a deep-water 
environment is dominated by scavenging and microbial decay rather than hydrologic activity. 
The corroded appearance may also be since burial stops the effects of abrasion and encrustation, 
bioerosion and chemical dissolution can still take place below the sediment-seawater interface 
(Smith and Nelson, 2003). Bioerosion is the erosion of a substrate by means of biological 
organisms that may bore, nestle, scrape, rasp, graze, gnaw, or otherwise cause attrition  
(Haglund et al.; 1988; Hutchings, 2008; Kelley, 2008; Colard et al., 2014). 
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Another deep-water taphonomy study with particular relevance to bioerosion is the ongoing 
collaborative research through Simon Fraser University, Canada, and Oceans Network Canada 
(ONC). In one study by Anderson and Bell (2016), four pigs were placed in the Salish Sea near 
Vancouver, Canada, at a depth of 300 m (two in the spring and two in the autumn). The carcasses 
were recorded to document the process of decomposition. In addition, oxygen levels, 
temperature, salinity, density, pressure, conductivity, sound speed, and turbidity were recorded 
at minute intervals for the duration of the experiment. The carcasses only took 3 days in the 
spring and 4 days in the autumn to skeletonise but were left in the water for a total of 166 and 
134 days, respectively. The unique aspect of this research is that the process of decomposition 
was recorded, and therefore there is a record not only of the surrounding environmental 
conditions but also of what fed on the carcasses. In addition, the succession of feeding can be 
linked to the changes in the composition of the carcass and the surrounding environment. For 
the first time, inferences do not have to be made regarding what may have happened to the bones 
during the period of exposure. 
Another preliminary finding by Bell and Anderson (2016) was that not all the deployment 
environments resulted in tunnelling of the cortical bone surface by microborers, which was a 
distinct observation made by previous marine taphonomy studies of Bell et al. (1996) and  
Bell and Elkerton (2008). Bell and Anderson (2016), suggest that the differences in microboring 
may be due to the fact that endolithic organisms believed to be responsible have been shown to 
be seasonal in abundance and that rapid sedimentation may have protected the bones. However, 
Smith and Nelson (2003) state that bioerosion can occur below the sediment-seawater interface, 
so unless the bones were deeply buried, burial per se should not have prevented microboring. 
In anthropology specifically, bioerosion is of increasing interest because as Jans (2008) 
concludes, one defining impact of bioerosion on bone is increased porosity, which results in the 
bone being more vulnerable to other diagenetic processes. Studies by Bell et al. (1996) and 
Wisshak et al. (2005) have indicated that bioerosion may begin within a matter of days after 
death, but certainly within the first month in a submerged marine environment.  
2.2.2.3 Chemical dissolution and precipitation 
In addition to bioerosion, bone also undergoes chemical dissolution and precipitation of its 
mineral content and degradation of its organic components. A number of studies have examined 
the chemical breakdown of apatite mineral in bone, as well as the collagen organic matrix 
(Nielsen-Marsh et al., 2000; Thomas et al., 2007; Gasior-Glogowska et al., 2010;  
Morris and Mandair, 2011). However, these studies used predominantly terrestrial 
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archaeological samples and fossils from various types of burial sites, which in some cases did 
include waterlogged sites. A study by Pfretzschner (2004) is different from the studies above 
because not only did it study the effects of diagenetic processes in bones exposed to water from 
paleontological records, but also from laboratory experiments. In their laboratory experiments, 
with a controlled temperature of 20°C, Pfretzschner (2004) found that within 1 year, collagen in 
bones of 1 cm in diameter had completely degraded down to a depth of 20-30 μm from the outer 
cortical surface. However, it is unclear from this report if the laboratory experiments were 
conducted using distilled, fresh, or salt water, and it is unlikely these results would apply to an 
outdoor/field context as other external factors such as UV radiation are known to affect the 
degradation of collagen protein (Rabotyagova et al., 2008). 
The usefulness of the work by Pfretzschner (2004) is that the study subdivided diagenetic 
alteration of collagen into two broad categories of early and late diagenesis based on the 
chemical environment within the bone and then further sub-categorised early diagenesis into 
three stages of: microbial activity; radial micro-cracking and gelatinisation of collagen; the 
breaking down the intermolecular bonds of collagen molecules allowing hydration through the 
bonding of water to the hydrogen bonding sites. The study by Pfretzschner (2004) explains how 
gelatinisation of collagen causes hydration of the protein, which in turn causes it to swell and 
results in radial microcracks in the Haversian bone. Pfretzschner (2004) goes so far as to attempt 
to provide a timeline for the different stages of diagenetic alteration, suggesting that microbial 
activity fades after the first 6 months but gelatinisation of collagen is a continuous process that 
can take years, depending on the conditions of the depositional environment including the 




Chapter 3  
Study design 
In order to understand taphonomic changes to juvenile bone exposed to a marine environment, 
a study was designed and undertaken in Portobello Bay, part of Otago Harbour on the South 
Island of New Zealand. The primary goal of the study was to acquire bone samples exposed for 
specific periods of time to either a submerged or intertidal environment.  
The aim of this chapter is to describe the methods used to obtain the bone samples and to give a 
detailed account of the environmental conditions to which the samples were exposed. This 
chapter describes the topography and sedimentary dynamics of the study site, the variety of flora 
and fauna present, and the weather patterns during the time course of the study. This chapter 
also gives an overall description of the condition of each sample upon its collection and the 
preparation of samples for analysis. 
3.1 Otago Harbour  
Otago Harbour is a shallow tidal inlet located on the southeast coast of the South Island of New 
Zealand (45°50’S, 170°35’E). The Otago Harbour is long and narrow and lies between the Otago 
Peninsula and the mainland, covering an area of approximately 46 km2; it is 23 km long with an 
average width of 2.3 km (Shears, 2009; ‘ORC’, 2012)  
The harbour was formed by rivers draining the remnants of a drowned shield volcano, which 
last erupted around 10 million years ago (Forsyth and Coates, 1989). The remains of the volcano 
can be seen in the weathered volcanic rocks, such as trachyte and basalt, of the surrounding hills 
and the rocky shore of the Otago Peninsula (Batham, 1956; Forsyth and Coates, 1989). The 
harbour’s current state is the result of volcanism, surface erosion, subsidence, sea level cycles, 
hydraulic processes and human influence (Forsyth and Coates, 1989; Shears, 2009). 
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3.1.1 Underlying Geology 
As a result of uneven erosion, the harbour is roughly divided into two basins by rocky peninsulas 
at Port Chalmers and Portobello. The upper harbour near Dunedin city, and approximately  
13 km in length, has very limited sea-water exchange with the open sea, with an estimated 
flushing time of 11 days (Smith and Croot, 1993; Shears, 2009). The lower harbour, north of the 
Portobello Peninsula and approximately 11 km in length, opens to the sea at the harbour mouth 
near Aramoana and Taiaroa Head (Shears, 2009) (Figure 3.1-1). 
 
Figure 3.1-1 Aerial satellite photo of Otago Harbour, located on the southeast coast of the South Island of 
New Zealand. The Portobello Marine Laboratory (PML) is located on the eastern shore approximately  
9 km from the harbour entrance at Aquarium Point, close to Quarantine Island. Dotted line represents 
dredged Victoria Channel. Photo edited from NASA (http://explorer.worldwind.earth). 
Most of the harbour bottom is covered with fine quartzofeldspathic sand delivered during the 
flood tide at the harbour entrance (Smith et al., 2010). This sediment is typical of Clutha River 
sand, delivered to the continental shelf to the south and transported north (Smith et al., 2010). 
Sediment is transported along the Otago coast in a north-easterly direction as a result of 
longshore drift (‘ORC’, 2009). Due to frictional and hydraulic losses within the harbour, the ebb 
tide carries less water than that of the flood tide and therefore transports less sand out of the 
harbour, so there is a net retention of sediment in the harbour, which leads to significant 
differences in sediment thickness (Davis, 2009; Shears, 2009). As a result, extensive sandy and 
muddy flats dominate the harbour, with approximately 30% of its sediment area exposed at low 
tide (Grove and Probert, 1999).  
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Sediment thickness in the lower harbour ranges from ~6 m towards Quarantine Island to  
~100 m at the harbour entrance (Shears, 2009; Smith et al., 2010). The thickness of sediment in 
the upper harbour ranges from ~11 m towards Quarantine Island to ~70 m at St Kilda, the 
terminal end of the harbour (Shears, 2009). 
3.1.2 Hydrology 
The average water depth in Otago Harbour is 4.5 m, with most of the harbour being less than  
3 m deep at low tide (Boyd, 2008; Shears, 2009). The exception to this is the Victoria Channel; a 
shipping channel along the western border that is currently dredged to 13 m in depth up to Port 
Chalmers and to 8 m in depth from Port Chalmers to the City of Dunedin (Davis, 2009).  
Tides within the harbour are semi-diurnal, meaning that the flood and ebb tide occur 
approximately twice a day, with a tidal range of approximately 2.1 m and current speeds, in the 
lower harbour, of 0.5 m s-1 to 0.75 m s-1 (‘MAF’, 2006; Smith et al., 2010; Dickson et al., 2011). 
With these tide parameters, it takes approximately 1.2 tidal cycles to flush out the lower harbour 
(‘MAF’, 2006). Being separated from the sea by large rocky outcrops, the flushing time of the 
upper harbour is influenced more by fresh water input, from the Water of Leith, than tidal 
movement (‘MAF’, 2006). While tidal action involves a greater volume of water than fresh water 
input, it tends to move the same water back and forth rather than flush it out, as a result, flushing 
of the upper harbour can take between 4 and 15 days (Grove and Probert, 1999). It also means 
that while the water of the lower harbour is similar in composition to open coastal water, the 
water in the upper harbour is much more variable in salinity (Grove and Probert, 1999).  
3.1.2.1 Salinity 
NASA’s Aquarius project was a project that mapped the salinity (g/kg) of the Earth’s ocean 
surface (‘Aquarius’, 2011). Results from Aquarius indicated that the salinity of the waters off the 
Dunedin coast are approximately 33.5 and the ocean surrounding New Zealand is between  
33 and 35. 5 (‘Aquarius’, 2011). Grove and Probert (1999), reported salinity (g/kg) levels of 
33.95 to 34.71 for the lower Otago Harbour and levels ranging from 29.01 to 34.57 for the upper 
Otago Harbour. The results from Grove and Probert (1999) validate the results from the 
Aquarius project, as the lower Otago Harbour is flushed regularly and therefore the salinity 
would be expected to be similar to open water. Whereas, the salinity of the upper Otago Harbour 
would be expected to vary as the flushing time is approximately 11 days (Smith and Croot, 1993). 
An unpublished study of the salinity levels at the Portobello Marine Laboratory (PML) in 2014 
confirmed levels in the lower harbour are ranged from 33.6 – 34.8 at the time of the present 
study (Doug Mackie, personal communication, 13 May, 2016).  




Based on recordings taken in the Otago Harbour at the PML since 1953, the average monthly 
water temperature ranged from 7.1°C to 16°C over the course of a year  
(University of Otago, 2014), with January (austral midsummer) usually being the warmest 
month and July (austral midwinter) the coldest (Figure 3.1-2).  
 
Figure 3.1-2 Otago Harbour sea surface temperature (SST) readings taken at PML from 1953 to 2014 
(University of Otago, 2014). The plot shows the maximum, minimum, and average daily recordings 
throughout a calendar year. Plot provided by the PML. 
3.1.3 Climate 
Otago Harbour is situated in a cool temperate climate with cool winters and warm summers, 
funnelling prevailing southerly and northerly winds in a south-westerly and north-easterly 
direction, respectively (Batham, 1956). Figure 3.1-3 shows the mean maximum and mean 
minimum monthly air temperatures for Dunedin from 1981 to 2010, collected by the National 
Institute of Water and Atmospheric Research (NIWA). The average winter air temperature 
ranges from a high of 11°C to a low of 3°C (‘NIWA’, 2013). The average summer air temperature 
ranges from a high of 19°C to a low of 10°C (‘NIWA’, 2013).   




Figure 3.1-3 Dunedin mean air temperature from 1981 to 2010. Data collected by the National Institute of 
Water and Atmospheric Research (NIWA) (‘NIWA’, 2013). The plot shows the mean maximum and mean 
minimum monthly air temperatures throughout a calendar year; with January being the warmest month 
and July the coldest. 
As part of their data collection, NIWA also recorded the average hours of sunshine. In Dunedin, 
between 1981 and 2010, the average hours of sunshine per month varied between 180 in 
January and 95 in June (Figure 3.1-4); with the summer months having 64% more sunshine 
hours than the winter months (‘NIWA’, 2013). The amount of sunlight, or solar radiation, that 
reaches the Earth’s surface is not, however, the same as the total hours of sunlight.  
The measure of the total amount of solar radiation energy on the Earth’s surface is called 
insolation and is usually expressed as Watts per square metre (W/m2) (Brooks, 2013). There are 
many factors that influence the amount of solar radiation received at the Earth’s surface, 
including location (latitude), the diurnal cycle, weather, air pollution, and season. On average, 
the further a land mass is from the equator, the less sunlight reaches its surface. The amount of 
cloud cover, air pollution and particles suspended in the air at any given time at any given area, 
can also affect the amount of solar radiation that reaches the Earth’s surface (Brooks, 2013). The 
level and impact of insolation must be considered in this research as some of the samples will be 
cyclically exposed during the diurnal cycle each day. 
In Dunedin the mean monthly insolation values range from 42.8 W/m2/day in June to  
224.5 W/m2/day in December (Figure 3.1-4) (‘NIWA’, 2013). This means that, on average, one 
24-hour period in December receives over 5x more solar radiation than the same time period in 
June. Comparatively, sunlight hours are only 1.7x more in December to June. 




Figure 3.1-4 Mean monthly sunlight hours and mean daily insolation levels per month, for Dunedin. Data 
collected by NIWA from 1981 – 2010 (‘NIWA’, 2013).  
3.1.4 Human influence 
When gold was discovered in Central Otago in 1861 there was a large influx of settlers and the 
Otago Harbour underwent significant reclamation for building and dredging to enlarge the 
channel to permit increased marine access for ships (Shears, 2009).  
In 1888 a large breakwater (known locally as “The Mole”) was built at the entrance of the 
harbour that reduced tidal action at the mouth of the harbour. One result from preventing tidal 
flow was a reduction in water depth, kept in balance by tidal forces (Shears, 2009). To maintain 
the water depths needed within the shipping channel, continual maintenance dredging is 
required (Shears, 2009). However, industrial advancement in the region has meant that over the 
years gradually deeper dredging has taken place to allow larger shipping vessels to access Port 
Chalmers and the City of Dunedin (Smith et al., 2010). Over 30 million m3 of sediment has been 
dredged from the harbour since the beginning of the 20th century (Smith et al., 2010).  
In 1991 a pollution report by the Otago Harbour Planning Study, found that human activities 
have resulted in contamination of the Otago Harbour, impacting on the chemical composition of 
the sediment and water, with significant traces of heavy metals, particularly in the upper harbour 
(Pollution Working Group, 1991). Contamination is cited as being from land development, 
industrial spillage, stormwater runoff, and earthworks (Pollution Working Group, 1991). 
Biological monitoring of shellfish and fish from the Otago Harbour since 2007 have continued to 
find fluctuating levels of heavy metals near old stormwater runoff sites (Morris, 2012). 
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3.1.5 Study site 
The study was conducted at Aquarium Beach, immediately adjacent to the PML, University of 
Otago, on the lower Otago Harbour (Figure 3.1-5). The study site is characterised by a weak tidal 
current (0.5 m s-1), a rocky beach at high tide and muddy flat at low tide (Dickson et al., 2011). 
The lower harbour was selected due to its similar composition to surrounding open coastal 
water and that it is less influenced by fresh water input. 
 
Figure 3.1-5 Aerial view of Aquarium Beach and PML, located in the lower harbour on the eastern side, 
near Portobello, across from Port Chalmers. Image from Google. 
3.2 Study samples 
A total of 87 juvenile mixed breed (Landrace and Hampshire) large white domestic piglets  
(Sus scrofa domesticus) were obtained from a local piggery. Each piglet, and their mothers, had 
been exposed to the same living environment, food and climate. 
No piglets that had been intentionally dispatched were selected for this study. Many of the deaths 
were accidental, where the mother lay on the piglets. Criteria for inclusion of piglets in the study 
included: death within 48 h of birth and weight between 1 and 2 kg. Exclusion criteria included: 
any physical deformities or evidence of disease. Neither the sex nor the exact age of the piglets 
was known. Sexual dimorphism was not a considered variable due to the extremely young age 
of the piglets. Research has also shown that that the pattern of sexual dimorphism relating to 
growth development in domestic swine does not conform to Rensch’s rule  
(Parés-Casanova, 2013). Rensch’s rule is a biological rule on allometrics that describes the 
pattern of sexual dimorphism in larger species exhibit higher male to female body size ratios 
(Dale et al., 2007).  
The piglets were refrigerated at the local piggery and collected within 48 h of their death. Upon 
collection, each piglet was taken to the University laboratory, assigned an identity number, 
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weighed, measured in length, photographed and then frozen. The identity number indicated the 
month that the piglet was collected and its position in the sequence, i.e. “0420”, which means the 
piglet was collected in April and was the twentieth piglet collected that month. Each piglet was 
stored at -20°C until required; due to the large number of piglets used in the experiments, it was 
necessary to freeze the piglets after collection.  
3.3 Pilot study 
A pilot study was conducted prior to the main experiment. The goal of the pilot study was to test 
caging systems and gather information about how long the samples would take to skeletonise. 
The pilot study will not be discussed in detail here, but a description of the methods and findings 
can be found in Appendix A. The results from the pilot study indicated that samples skeletonised 
within nine days when skinned prior to exposure. Also, burley pots were the best form of caging 
system, as they retained bones yet permitted access for water and marine organisms.  
3.4 Experimental design 
To account for seasonal variation and analyse the effect of environmental variation when bone 
is exposed to a warming climate compared to a cooling climate, the study was conducted over 
two time periods, January – July 2014 and July – December 2014. January is, historically, the 
warmest month of the year in New Zealand, while July is the coldest (Table 3.4-1) The two main 
experiments will be referred to as the ‘summer’ and ‘winter’ experiments; the names refer to the 
season in which each experiment started (Table 3.4-1). However, each experiment does include 
months individually grouped into three seasons, i.e. the winter experiment includes months from 
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Table 3.4-1 Experiment parameters – comparison of variables between first and second experiment 
 1st experiment 2nd experiment 
Starting month January July 
End month July December 
Starting season  
(name given to experiment) 
Summer Winter 
End season  Winter Summer 
Av. sea temp at start month* 16°C. 7.1°C 
Av. Air temp at start month# 14.5°C 7°C 
*Sea surface temp - University of Otago (2014)  
#‘NIWA’ ( 2013) 
 
The summer and winter experiments were conducted in an identical fashion, with forty piglets 
used in each. An additional seven piglets were macerated in the lab and used as a control 
unexposed sample (Table 3.4-2). Maceration is the process of removing all soft tissue from 
bones; an explanation of how the bones were macerated is given in the next section (3.4.1). 
Table 3.4-2 Sample sizes (n) and total bone numbers used in summer and winter experiments. 
 
 
3.4.1 Sample preparation 
The samples were butchered four days before the start of each experiment; each (frozen) piglet 
was cut through the transverse plane, in the region of the umbilical cord. The lower limb region 
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was then defrosted at room temperature for 48 h. The lower limb sections were skinned the day 
before being placed at the study site (Figure 3.4-1). 
Due to high variability in the rate of decomposition in aquatic environments  
(Buekenhout et al., 2018), the present study needed to find a method to standardise the rate of 
skeletonisation while avoiding the use of defleshed bones. Stripping bone of all soft tissue would 
alter the pattern of decomposition and taphonomic alteration by reducing the role of exogenous 
aquatic bacteria in the process of decomposition and affecting the growth and feeding patterns 
of marine organisms that lead to taphonomic alteration, such as bioerosion  
(Peterson et al., 2010; Dickson, 2012). 
Dickson (2012) found that in partial (disarticulated and partially skinned) remains, the presence 
of marine bacteria during the decomposition period were highly temperature dependent and 
sequential, with season and water composition having a greater impact than the initial condition 
of the remains. 
The method of skinning limbs but maintaining the flesh, was based on the previous studies of 
Sauerwein (2011) and Lindstrom (2016). Due to the nature of this research and precedent 
provided from previous studies, the decision to remove the skin (but retain soft tissue) from the 
samples was based on the theory that skinning the samples would increase the rate of 
skeletisation and provide some standardisation of skeletisation and thus enable improved 
analysis and comparison of samples for skeletal exposure interval. 
 
Figure 3.4-1 Example of butchered and skinned piglet sample ready for deployment on day one of 
experiment (launch day). 
Control samples were further de-fleshed, to remove as much soft tissue as possible. The control 
samples were then placed in a slow cooker, set at 90°C for eight hours, until all the bones were 
clean of soft tissue and cartilage. The bones were left to cool for 30 mins and then the bones were 
gently rinsed in distilled water. Once clean, the bones were left to completely cool and air dry in 
1 cm 
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the lab on disposable non-woven medical drying pads. The bones were photographed and stored 
in the same way as other bone samples as described in section 3.6.1. 
3.4.2 Deployment of samples at study site 
The study site was split into a submerged and an intertidal zone. The submerged zone was 
approximately 7 m beyond the low tide mark with the level of submersion varying between 
approximately 0.5 m and 2.5 m, depending on the tide levels. The intertidal zone was 
approximately half way between the low and high tide mark and was only submerged during 
high tide (Figure 3.4-2). 
 
 
Figure 3.4-2 Aquarium Beach at low tide. Dotted arrow indicates where the submerged samples were 
located. Solid arrow indicates where intertidal samples were placed. 
Burley pots were used to contain each sample. The burley pots were made of heavy-duty 
polypropylene plastic with 10 mm2 holes and measured 320 mm in length with a 120 mm 
diameter (Figure 3.4-3a). In an attempt to minimise bone loss, the underside of each burley pot 
was wrapped in whitebait netting, which is a fine nylon mesh with holes of approximately 2 mm2. 
The pots and netting excluded predators yet still enabled smaller sea-life to enter the pots. 
In addition to netting, weights (~200 g) were added to the underside of the burley pots, to help 
keep them correctly orientated while submerged; to avoid bone loss it was important to keep 
the pots orientated longways throughout the experiment (Figure 3.4-3b). The weights were 
made of lead and housed in polyethylene irrigation pipes, capped at each end with water 
stoppers; making them water tight. This was to reduce possible metal contamination of the bone 
samples. Throughout this experiment, care was taken to minimise metal contamination of 
samples from experimental design and preparation. The elimination of the use of metal in the 
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experimental design was important for interpreting any changes in the concentration of heavy 
metals in samples over time. 
 
Figure 3.4-3 Example of burley pot used to house samples. a: the specimen sample was placed inside a pot 
and then wrapped in whitebait netting. b: weights (circled in red) were attached to the underside of the 
pots to help keep them in the right orientation when in the water.  
3.4.2.1 Sample placement 
To assign the samples/burley pots to their exposure environment, two tables were formulated; 
one for submerged samples and one for intertidal samples, with columns indicate the length of 
exposure. The table cells were filled in systematically across rows with the sample numbers in 
numeric order. This method was used to ensure that no environment or exposure time held 
samples all from the same litter. 
To anchor the burley pots, eight ‘sinkers’ were made using concrete cinder blocks and rope; 
which would allow five burley pots to be attached to each (Figure 3.4-4); creating eight groups 
of five. Four sinkers were positioned in each environment (submerged and intertidal), in a 
square formation and labelled 1-4. All the samples were placed in the same line of sight, with 











Figure 3.4-4 Burley pots attached to sinker. The pots were attached to a rope threaded through the blocks 
by cable ties.  
Each burley pot was attached to the sinker rope by three plastic cable ties. The cable ties used 
were UV resistant, designed to withstand degradation over time with exposure to sunlight. The 
rope was also covered with irrigation piping to stop the cable ties from rubbing on the rope and 
causing friction and eventual failure of the cable ties. 
3.5 Approvals 
Ethical approval was not required for the use of the pigs in this study, as they were not 
euthanized for the purpose of this research. All biomaterial was disposed of in accordance with 
the rules and regulations outlined by the University of Otago Code of Ethical Conduct. 
The Ngāi Tahu Research Committee was consulted on this project on 17 September 2013 
(Appendix B). 
3.6 Sample collection 
For the summer experiment, samples were placed in their designated environment on  
23 January 2014, with sample recovery occurring every 6 weeks on 6 March, 17 April, 29 May, 
and 11 July. 
For the winter experiment, samples were placed in their designated environment on  
14 July 2014, with sample recovery occurring every 6 weeks on 26 August, 7 October,  
17 November, and 26 December. 
Every six weeks, the two sinkers numbered 1 were removed (one submerged and one intertidal) 
and the samples analysed (described below). This process was repeated at 12 weeks (sinker 2), 
18 weeks (sinker 3), and 24 weeks (sinker 4). 
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The sinkers were taken to the PML adjacent to Aquarium Beach, where each burley pot was 
removed from the sinker one at a time. Upon opening a burley pot, the contents were 
photographed and the presence of any organisms and sediment type was recorded. Bone 
samples still present were rinsed in a bowl of seawater, analysed, photographed and placed in 
specimen containers. Bone analysis included recording the number and condition of all 
remaining bones (including signs of trauma and dissolution), and bone colouring. Remaining 
bones could, but did not always, include femora, tibiae, fibulae, phalanges, os-coxae and 
vertebrae. In many cases the tibiae and femora were the only bones to survive the experiment, 
which is why they were selected for analysis. 
3.6.1 Sample preparation after collection 
After collection, the bones were taken back to the laboratory and cleaned. Light cleaning was 
necessary as sediment and algae covered the surface of many bones. A baby’s facial cleaning 
brush, which had extra soft bristles, was used and every bone was cleaned in the same way 
(Figure 3.6-1a). Each bone was cleaned with distilled water, its surface given a light sweep with 
the cleaning brush. The water was changed and the brush cleaned after each sample. Any debris, 
which was not removed after this process, was left on the bones. 
Bone from a salty environment absorb soluble salts that will crystallize as they dry. Even after 
drying salts can take up water from the surrounding environment and rehydrate. Salt crystals 
can also change their structure as a consequence of their hydration and dehydration. The action 
of salt crystallization causes surface flaking and microcracking  
(Nautical Archaeology Program, 2017). Therefore, once cleaned, the bones were placed in a 
distilled-water bath at room temperature for 72 h, with the water changed every 24 h  
(Figure 3.6-1b). It is advisable to remove all the soluble salts by rinsing in successive baths of 
water, drawing salt from a higher concentration to an area of lower concentration. De-ionized or 
distilled water is replaced until the soluble salts are removed or they reach an acceptable level 
(Nautical Archaeology Program, 2017). Distilled water was used to ensure that no additional 
molecular or ionic contamination occurred. 
The technique and timeframe used for cleaning should be dictated by the specimen's condition 
(Nautical Archaeology Program, 2017). The literature provides multiple methods and 
recommendations for bathing objects to remove salt, which range from a few days to months 
(Marx, 1987; Nautical Archaeology Program, 2017). Due to the importance of the surface 
structure of the bones for this study, the small size, and the porous condition of many of the 
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bones after exposure, a bathing period of 72 hours was ultimately selected for the cleaning 
processes. 
After incubation in the water bath, the samples were placed on drying pads for 30 min  
(Figure 3.6-1c). The right tibia and femur from each pig were then placed in a 10% formalin  
(10% formaldehyde in distilled water) mixture. The left tibia and femur, and any other surviving 
bones recovered from the burley pot, were left to continue air-drying undisturbed for one month. 
After air-drying, the left tibia and femur were photographed (described below) and stored in 
individual specimen vials (Figure 3.6-1d) and out of direct natural light, to await further analysis. 
The reason for the different preparation of the ‘left’ and ‘right’ bones was to allow for multiple 
analytical techniques to be applied. The left bones were air-dried because they were to undergo 
chemical analysis using FT-Raman spectroscopy and SEM. The right bones were stored in 
formalin to preserve any biological anomalies for morphological analysis. Prior to analysis of the 
bones stored in formalin they were removed and air-dried. 
 
Figure 3.6-1 Post-collection sample cleaning. a: cleaning apparatus used to remove surface sediment and 
algae from bones. b: bones were placed in separate baths of distilled water for 72 hours to remove salt 
water. c: after the bones were washed they were placed on drying pads and left undisturbed for one month 
to completely dry. d: after the bones were dried they were placed in individual specimen vials with holes 
drilled into the lids to allow airflow, and stored in the dark. 
a b 
d c 




Each bone was photographed using a Canon EOS 450D camera with an EF-S 60 mm macro lens 
and mounted on a tripod. To eliminate shadowing on the bone and ensure consistent 
illumination, a light box with a black backing and a small black stage was used (Figure 3.6-2). 
The bone was placed on the stage, with a scale underneath, and photographed in its four main 
planes: anterior, lateral, posterior, medial. The camera was positioned so that the bone filled the 
whole viewing screen when photographed. An example of the photographs taken is shown in 
Figure 3.6-3. 
 
Figure 3.6-2 Light box and camera set up for photographing dry bones. 
 
Figure 3.6-3 Example of photographs taken of the femur (top) and tibia (bottom) after drying. Each bone 
was photographed in four anatomical positions: anterior, posterior, medial, and lateral.  
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3.7 Study site environment 
As taphonomic alteration is highly dependent on both intrinsic and extrinsic factors, an 
understanding of the different mechanisms involved in bone alteration is critical for later 
interpretation of any results. Therefore, when studying taphonomic alteration in a marine 
environment, it was important to note the organisms present on the bone samples and the 
weather patterns; including air and sea temperature and insolation values, over the exposure 
periods. 
Many bones, from both the submerged and intertidal zones, showed different scavenging marks. 
While it is impossible from this study to determine exactly which organism produced these 
marks, by recording the species present on the bones it is possible to make some deductions 
about the sea life present during environmental exposure.  
This chapter also includes a summary of the weather patterns during each experiment, including 
air and sea temperature and insolation levels. The records were collected from the Portobello 
Weather Station located at the PML.  
Detailed analysis of the physical condition of the bones after recovery will be in the next chapter 
(Chapter 4). 
3.7.1 Observed taxa  
An account is given below of the organisms observed at the time of collection during the summer 
and winter experiments. The burley pots (inside and outside), as well as the sinkers were 
examined.  
A list of the identified organisms is given in Table 3.7-1 for the summer experiment, and  
Table 3.7-2 for the winter experiment. Presence of the organisms was recorded with either a 
 “” (small population present) or “” (relatively larger population present). The definitions of 
small and large populations depended on the species. For algae, ascidians, bryozoans, and 
sponges the abundance was considered large if 20% or more of the pot was covered in a 
particular species. For molluscs, the abundance was considered large if more than five were 
found in any one pot. For more mobile and transient taxa, such as fish, worms, echinoderms, and 
some molluscs, where observed presence was rare, and often only totalling n=1, presence is 
denoted by a “”.  
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Table 3.7-1 Taxa observed during summer experiment (January – July 2014) at PML, Otago Harbour. “” 
indicates a small abundance. “” indicates a large abundance. “” indicates the presence of n≥1, reserved 
for the observation of transient taxa. 
(a) – (n) refer to examples shown in Figure 3.7-1  
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Table 3.7-2 Taxa observed during winter experiment (July – December 2014) at PML, Otago Harbour. “” 
indicates a small abundance. “” indicates a large abundance. “” indicates the presence of n≥1, reserved 
for the observation of transient taxa. 
(a) – (n) refer to examples shown in Figure 3.7-1 
  




Figure 3.7-1 Example of some of the marine organisms observed during sample recovery from summer 
and winter experiments (see Tables 3.7-1 and 3.7-2).  
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Table 3.7-1 and Table 3.7-2 indicate organisms found only on the submerged samples, as the 
intertidal pots remained clean; there was no algal growth or colonisation of the pots by marine 
organisms. However, there were some transient species noted within the rocky substrate found 
lodged within some of the intertidal cages and on some of the concrete sinkers at the time of 
recovery. These included gastropods, namely Diloma spp. (Figure 3.7-1: l), Zeacumantus 
subcarinatus (Figure 3.7-1: k), and Notoacmea spp.; chitons, such as, Chiton glaucus  
(Figure 3.7 1: b); and crustaceans, such as, Petrolisthes elongates (Figure 3.7-1: m). Some marine 
species were observed but could not be photographed or catalogued as they were mobile and 
fled form the cages upon human contact. Some of these observed taxa were other crab species 
(thought to be Cyclograpsus lavauxi), octopus, ghost shrimp, and sandhoppers. 
For the summer experiment, all submerged cages were coated in a fine spindle-like biofilm by 
the first recovery time point (6 weeks). In the winter experiment, none of the submerged cages 
had a biofilm at 6 weeks, but most had a well-established biofilm by the second recovery time 
point at 12 weeks. None of the intertidal cages in either the summer or winter experiments 
developed a biofilm. 
This account does not include all the marine life that may have come in contact with the samples 
but gives a good overview of the array of organisms present during the two seasonal 
experiments. 
3.7.2 Weather 
Weather data were collected every five minutes, each day of the experiments, from a weather 
station located at the PML. Data included readings for air and seawater temperature, insolation, 
tide levels, total rainfall, and wind direction and speed. Severe weather events were also 
recorded, as acute weather events during the experiment may help explain unusual, or 
unexpected, taphonomic patterns. To be classified as a severe weather event, the conditions 
must be reported as such by the National Meteorological Service (MetService). Severe weather 
events include cyclones, gale force winds, thunderstorms, severe snowfall, and heavy rain 
causing floods. A summary of air and seawater temperatures for the summer (January – July) 
and winter (July – December) experiments are provided in Figure 3.7-2 and Figure 3.7-3 
respectively, with severe weather events and time of sample recovery indicated.  




Figure 3.7-2 Average daily air and sea temperatures for summer experiment (January – July 2014). The 
plot shows a general decreasing trend in both air and sea temperature, with air temperature showing 
greater fluctuations. Dotted vertical lines indicate sample recovery time points. Three severe weather 
events, as reported by MetService, are marked on 2 Mar, 17 Apr, and 26 May.  
 
Figure 3.7-3 Average daily air and sea temperatures for winter experiment (July – December 2014). The 
plot shows a general increasing trend in both air and sea temperature, with air temperature showing 
greater fluctuations. Dotted vertical lines indicate sample recovery time points. Two severe weather 
events, as reported by MetService, are marked on 29 Jul, and 11 Nov.  
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During the summer experiment, average temperatures for both air and sea show a general 
decreasing trend, as can be expected, with air temperatures being more susceptible to extreme 
fluctuations (Figure 3.7-2). There were three severe weather events, as reported by MetService, 
during the summer experiment. On 2 March there was a storm in the Canterbury district, with 
severe gale force southwest winds passing through the Otago Peninsula. On 17 April ex-tropical 
Cyclone Ita reached Otago. On 26 May a severe southerly front hit Otago bringing the first annual 
snowfall. 
During the winter experiment, an opposite trend to the summer experiment is seen; with a 
general increase in both air and sea temperatures (Figure 3.7-3). There were two severe weather 
events during the winter experiment, the first was heavy rain and winds (up to 130 km/h) on  
29 July, followed by an uncharacteristically warm spike in air temperature over the following 
four days. The second severe weather event was severe hail and thunderstorms on 11 November. 
In addition to temperature readings, insolation was also measured, and Figure 3.7-4 compares 
relative levels of exposure to solar radiation at 6, 12, 18, and 24 weeks for summer and winter 
experiments. The level of insolation is of particular relevance to the analysis of intertidal 
samples, as UV radiation exposure is known to cause structural degradation to bone and, in 
particular, collagen conformation (Rabotyagova et al., 2008). 
 
Figure 3.7-4 Daily average insolation (W/m2/day) at comparable weeks for summer and winter 
experiments. 
Cumulatively, samples from the winter experiment were exposed to more solar radiation  
(25,500 W/m2) than samples from the summer experiment (17,500 W/m2). These results show 
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that samples exposed to the environment during a period where the temperature is getting 
progressively warmer (as occurred during the winter experiment) will incur greater levels of 
insolation over the same cumulative time period (24 weeks) as a sample exposed during a 
cooling period. The biggest differences were to samples at the start and end of each experiment; 
the 6- and 24-week samples (Table 3.7-3). Summer samples recovered at 6 weeks had been 
exposed to more than twice the levels of solar radiation as winter samples recovered at 6 weeks. 
Whereas summer samples collected at 24 weeks were exposed to similar levels of solar radiation 
as winter samples collected at 18 weeks. The average increase in total insolation between each 
time period for the winter experiment was 7,400 W/m2, whereas the summer increase was only 
3,200 W/m2. This means that, despite the overall cooler temperatures during the winter 
experiment, there was greater overall radiation exposure as well as greater increases in the total 
exposure between time periods (Table 3.7-3). 
Table 3.7-3 Total (cumulative) insolation over time, rounded to nearest hundred W/m2. Totals based on 
daily averages for summer and winter experiments.  
 Total (cumulative) insolation (W/m2) 
 6 weeks 12 weeks 18 weeks 24 weeks 
Summer 7,900 13,100 15,500 17,500 
Winter 3,300 9,000 16,700 25,500 
 
3.8 Conclusion 
The purpose of this chapter was to provide a detailed description of the geographical location 
and experimental design of the study. This environmental analysis will be used in later chapters 
to draw conclusions about, and show possible correlations between changes in the external 
environment and changes to the bone surface morphology and chemical composition. 
One of the most significant seasonal variations noted was the level of insolation. During the 
summer experiment the insolation levels were 2.4 x higher by the first 6-week, recovery time 
point than at the same time during the winter experiment. However, by the end of the 
experiments (24 weeks), the total level of solar insolation during the winter experiment 
exceeded that of the summer by nearly 1.5 times. The increase in the solar radiation exposure, 
particularly on the intertidal samples, has important implications for the diagenetic alteration of 
bone. Previous studies have shown that thermal and ultraviolet radiation can be a significant 
contributor to the structural and mechanical denaturation and degradation of collagen 
(Rabotyagova et al., 2008; Unal et al., 2016). 
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Another notable seasonable variation was the growth of algae. When comparing the patterns of 
algal growth, there was a complete lack of algal growth and, in fact, any marine life  
(except for molluscs) at the first 6-week time point during the winter. It is not until the 12-week 
recovery that algae, ascidians, and bryozoans were observed colonising the submerged cages. It 
is worth noting that bryozoan colonisation was greater during the winter experiment than the 
summer but there were fewer ascidia. There were two species in particular that were observed 
only during the winter experiment; Pyura pachydermatina, (sea tulip); and Galeolaria hystrix 




Chapter 4  
Examining bone surface alterations 
using macroscopic taphonomic traits 
This chapter will focus on the condition of the bones immediately following recovery from the 
study site and after the drying process, providing critical contextual information for the chemical 
analysis of bones in subsequent chapters. 
4.1 Introduction 
Examination of taphonomic changes is crucial for understanding the depositional environment 
of remains and differentiating natural taphonomic changes from those potentially caused by 
humans (Pokines and Higgs, 2015). In a marine environment, the most significant taphonomic 
processes occur mainly at the sediment-water interface and in the bioturbated layer just below, 
referred to as the taphonomically active zone by Powell et al. (1989). As  
Anderson and Hobischak (2004) also concluded, it is in this zone that decomposition is also the 
most rapid, as bodies in contact with sea floor sediment are easily accessible to an abundance of 
scavenging sea animals.  
Taphonomic alteration of bone can be categorised as being caused by three major factors: 
physical, biological, and chemical. Physical factors refer to the destruction of bone through a 
physical breakdown process of dissociation, breakage, and abrasion, and in a marine 
environment these are mediated mainly by the hydraulic regime (Smith and Nelson, 2003). 
Without hydraulic forces moving the bone around in the marine environment, little to no 
physical destruction occurs. Biological factors most commonly refer to bioerosion. The term 
bioerosion was proposed by Neumann (1966) and differs from physical abrasion in that it refers 
to the “removal of consolidated mineral or lithic substrate by the direct action of organisms” 
(Neumann, 1966, p. 92). This includes both physical and chemical mechanisms used by 
Chapter 4: Macroscopic Alteration 51 
 
 
organisms that bore, nestle, scrape, rasp, gnaw, graze or otherwise cause attrition  
(Haglund et al.; 1988; Hutchings, 2008; Kelley, 2008; Colard et al., 2014). Chemical taphonomic 
alteration refer to the dissolution and/or ionic substitution of accessory ions into and out of 
bone, through interaction with the external environment (Thomas et al., 2007).  
However, these three main factors of taphonomic alteration cannot be examined independently, 
as physical, biological, and chemical factors combine to determine the ultimate fate of skeletal 
material (Smith and Nelson, 2003): meaning, each destructive or constructive process interacts 
with the results of others. For example, endolithic boring can weaken the bone, which is then 
more susceptible to physical destruction by abrasion or breakage (Young and Nelson, 1988) or 
chemical loss by dissolution (Canfield and Raiswell, 1991).  
4.1.1 Physical factors 
Due to difficulties involved in direct observations of marine environments and feeding 
behaviours of marine organisms, much of the data about taphonomic alterations to bone in 
marine settings is derived post hoc (Higgs and Pokines, 2013). However, different destructive 
forces usually interact with, and remove, skeletal material in selective ways, thus allowing for 
inference and interpretation (Smith and Nelson, 2003). For example, coastal marine margins are 
usually dominated by sand particles of mineral or biological origin (i.e. shell or rock) and have 
highly active hydraulic regimes. Abrasion is described as “the wearing down of bone due to 
differential friction with sediments” (Sorg et al., 1997, p. 579), and will be the physical factor 
focused on in this analysis. The combination of abrasive substrate and constant wave action in 
coastal environments, means that objects are often transported across the substrate repeatedly, 
which abrades the bone to a higher degree than bone found in deeper waters  
(Smith and Nelson, 2003).  
Transport of skeletal remains is a difficult factor to quantify in relation to taphonomic alteration, 
as transport by water does not result in physical destruction of bone directly, but physical 
destruction of bone is brought about by transport in water. Aslan and Behrensmeyer (1996) 
found long transport distances did not result in significantly greater abrasion than bones that 
travelled short net distances. It is not the movement in water that is particularly abrasive, but 
bouncing off other solid particles, rolling, and being dragged across substrate surfaces that can 
cause considerable damage (Smith and Nelson, 2003). Transport, in the context of taphonomy 
also does not necessarily relate to net distance travelled from origin to discovery, but rather the 
total distance travelled over time. Some remains may not lie far from their point of origin but 
may have rolled back and forth in the surf zone over a cumulative long distance, resulting in 
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significant abrasion over time (Smith and Nelson, 2003). In shallow waters where waves are 
most active, abrasion is greatest, but in deeper waters, bottom currents are the major agents of 
net transport, which may result in large distances travelled but little abrasion.  
Composition of sediment also plays an important role in the degree of physical attrition to the 
interacting bone. In general, abrasion rates rise with increasing grain size of the sediment 
(Fernández-Jalvo and Andrews, 2003; Irmis and Elliot, 2006). Abrasion rate can be considered 
as the severity of the abrasive damage over time of exposure. There are no defined equations or 
guidelines for abrasion rate although sand and small pebbles have been shown to be more 
abrasive than large pebbles (Force, 1969; Irmis and Elliot, 2006), while mud and clay are varied 
in their abrasive effects depending on the length of exposure and the original state of the bones 
but were generally not very abrasive (Aguirre and Farinati, 1999;  
Fernández-Jalvo and Andrews, 2003). See Chapter 2.4.1 for more detailed description of effects 
of different sediment compositions and time exposure in relation to physical abrasion on bone. 
Monitoring the rate of abrasion becomes relevant in this study as there are varying types of 
sediment in the exposure environments; rocky shore in the intertidal, and muddy flats in the 
submerged; as well as varying lengths of exposure. 
Cancellous bone may also become exposed through the process of abrasion, often at the bone 
ends (Sorg et al., 1997). Surface scoring/scratching is also common, as seabed sediment and 
coastal margins often have embedded sharp immobile rocks against which the bones may impact 
or be dragged (Pokines and Higgs, 2015).  
There are also intrinsic factors within the bone that are important controls on resistance to 
physical degradation and abrasion. Bone density, composition, size and shape, all affect the 
differential preservation of elements between individuals in the same environment  
(Stojanowski et al., 2002). Since bone mineral content increases through childhood and 
adolescence, and declines with senescence and pathology, age-specific preservation biases may 
be expected (Nawrocki, 1995; Stojanowski et al., 2002). The pattern of adults having a higher 
bone density than their juvenile counterparts is seen across animal species  
(Binford and Bertram, 1977; Ioannidou, 2003; Symmons, 2005). However, there is argument as 
to whether the increase in mineral content with age in juveniles is in fact related to age or a factor 
of body size (Specker et al., 1987; Symmons, 2005). See Chapter 2.2 for more information about 
the effect intrinsic factors have on the taphonomy of bone, namely bone density.  
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4.1.2 Biological factors 
Bones may also become more prone to physical damage if first influenced by bioerosion, as this 
essentially removes bone, both externally and internally, weakening its mechanical structure 
(Smith and Nelson, 2003). The removal of bone is usually as a result of boring into the bone for 
shelter or nutrition by microorganisms, or through marking the surface in conjunction with 
feeding on attached soft tissues or other adhering organisms, such as algae  
(Allison et al., 2001, Smith and Nelson, 2003; Wisshak et al., 2005). A large variety of organisms 
are known to bioerode bone but the study of bone bioerosion in a controlled marine 
environment is very limited, due to the complexities of marine study designs  
(Anderson and Hobischak, 2004). Categories of bioerosion that have the highest relevance to 
forensic analysis, in that they occur over shorter time periods, are: grazing, predatory 
scavenging, and micro and macro-boring, (Higgs and Pokines, 2013). The analysis in this chapter 
will focus predominantly on taphonomic characteristics of grazing and predatory scavenging; 
boring requires further histological analysis not conducted in this study. 
The most common bioeroders are algae and fungi, sponges, worms, annelids, bivalves, 
gastropods, crustaceans, echinoids, and fish; with different groups being the chief excavators in 
different local situations and environments (Warme, 1975). Contextual and local geographical 
knowledge of any area of interest is essential in interpreting bioerosion characteristics. Only 
local contextual knowledge would allow the accurate prediction of which species or taxonomic 
units would be the dominant excavators or even present at any given time and/or season of 
interest. 
Algae are a diverse categorisation of eukaryotic photosynthetic organisms  
(Lewin and Anderson, 2016). Algae produce their own nutrients through photosynthesis and 
therefore are limited to the euphotic (sunlight) zone. Growth rates vary and depend on 
geographical location, turbidity of the water, water depth and light attenuation, season and 
temperature (Hwan, 1987; Schiel, 1990; Choi et al., 2006; Nelson, 2013). The taxonomy of algae 
is contentious and subject to rapid change as new molecular information is discovered  
(Lewin and Anderson, 2016). The difficulty with an ever-evolving taxonomy is definition, and 
consistency of definition. “Natural communities should be described in terms simple enough to 
be understood and detailed enough to convey useful information about their structure and 
function” (Steneck and Dethier, 1994, p. 476). Therefore, despite the often-changing narrative of 
classification, algae are often broadly categorised based on functional aspects of their 
morphology and colour. The functional groups for algae as described by  
Steneck and Dethier (1994) range from single celled microalgae such as diatoms; macroalgae, 
Chapter 4: Macroscopic Alteration 54 
 
 
which includes foliose algae such as ulva; and macrophytes, which include kelp. The functional 
groups incorporate the comparative anatomy of the algae, thallus size, and general morphology, 
but not colour. For this research macroalgae, which commonly form the organic staining on bone 
surfaces, will be the focus of discussion, as the observation of microalgae requires further 
microscopic and histological analysis. 
Algae are traditionally divided into three main colour groups: green, brown, and red algae  
(red includes algae that commonly look purple in colour) (Nelson, 2013). However, more than 
three groups of pigments are recognised, the most common additional classification group being 
blue-green (Lewin and Anderson, 2016). Colour classifications are useful for non-experts and 
form the basis for colour guided alterations to bone (Higgs and Pokines, 2013). Green algae are 
common in most aquatic environments (marine and freshwater), however, red and brown algae 
occur almost exclusively in marine environments (Rastogi and Kashore, 2004; Nelson, 2013; 
Guiry, 2017). The colours are a reflection of different chloroplast pigments, such as chlorophylls, 
carotenoids, and phycobiliproteins (Lewin and Anderson, 2016). Twenty-two major accessory 
pigments have been so far identified with producing the various pigmentations,  
(Robertson, 2018).  
Molluscs such as limpets, chitons, and snails are generally grazers of algae (‘Limpet’, 2014). 
Molluscs have a specialised food processing organ, called a radula, a chitinous ribbon-like tongue 
with rows of denticles (teeth-like structures) (Nordsieck, 2012; ‘Limpet’, 2014). Using their 
radulas, molluscs graze their food from the source surface through a rasping action. The rigidity 
of the radula varies among molluscs; for example, limpets have a more rigid radula than other 
gastropods so they can rasp algae from hard surfaces, such as rock. This means that limpets leave 
characteristic feeding paths compared to other mollusc species (Nordsieck, 2012).  
Limpets generally feed off diatoms, algal spores, and plant matter from the substrate  
(Lindberg, 2003). Like limpets, chitons feed off mainly micro- and macroscopic algae, but are 
also known to feed on other encrusting organisms such as bryozoans (Craig, 2003). Snails differ 
the most from limpets, in that most snails feed predominantly on encrusting organisms such as 
sponges and bryozoans. However, several taxa of snail, such as Trochoidea (sea snail), and 
Haliotoidea (abalone), also feed directly on algae and marine angiosperms (Lindberg, 2003). 
During feeding and moving, molluscs leave behind a mucus-like biofilm, that not only informs 
them where they have already been, but also acts to support the growth of algae, helping to 
restore the molluscs food source (Nordsieck, 2012). 
Many other marine taxa were observed during the experiments for this research, all of which 
could contribute to the bioerosion observed on the bones. Chapter 3.7.1; Tables 3.7-1 and 3.7-2 
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give a full description of the marine taxa observed during the experiment. The ascidians, 
bryozoans, and sponges observed growing at the study site are important as they supply a food 
source to the molluscs, and other scavengers, but were never found to grow on the bones 
themselves within the 6-month time frame of the experiments. The crustaceans, fish, and 
echinoderms are also important, as they are known predators of molluscs, and therefore may be 
the cause of the predatory scavenging marks to the bones. However, it was not possible to 
confirm what caused any scavenging marks, simply their presence or absence.  
4.1.3 Chemical factors 
Chemical factors that result in taphonomic alteration of bone in a marine environment include 
bone dissolution and ionic substitution. Ionic substitution will be discussed further in Chapter 5 
as dissolution is the primary chemical factor causing the macroscopic taphonomic alteration of 
interest in this chapter. 
Dissolution relates to the process of water-leaching and the destruction of the collagen and bone 
mineral matrix (Stojanowski et al., 2002). Laboratory experiments have demonstrated that 
surface-to volume ratio and skeletal mineralogy are both important in determining skeletal 
resistance to dissolution (von Endt and Ortner, 1984; Smith and Nelson, 1996).  
Smith and Nelson (1996), while not examining bone, found that carbonate mineralogy had the 
least resistance to dissolution, over other minerals, such as silicates and organic matrix. In 
addition, Smith and Nelson (1996) also found that compact organised crystalline structures with 
low organic matrix had greater resistance to dissolution than porous course crystalline 
carbonated skeletons. This would suggest that bone, being an organised carbonated apatite, 
would have greater resistance to dissolution as mineralisation and bone density increases with 
age. 
4.2 Methods 
The samples used in this analysis were the dry bones of all left femora (n = 67) and tibiae  
(n = 61) recovered from the summer and winter experiments described in Chapter 3.6. The 
taphonomic changes recorded include discolouration, bioerosion, abrasion, and microcracking. 
Scoring systems were devised for each taphonomic characteristic and are described in detail 
below. To analyse and score bones for bioerosion and microcracking, the bones were viewed 
under various magnifications on a Nikon SMZ800 StereoMicroscope  
(Nikon Instruments Inc, Japan), fitted with a fibre optic ring light to ensure even and consistent 
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illumination. The microscope was fitted with a Nikon camera and DS-L3 controller software to 
capture images. 
4.2.1 Taphonomic characteristics:  
Discolouration was scored as the presence of colour over a percentage (%) of the total bone area 
present and categorised as >75%, 75-50%, 49-25%, and <25%. This process was done through 
visual assessment. Each bone was examined in the four planes (anterior, lateral, medial, and 
posterior) and the total colour coverage was estimated over the total bone area. For partial 
bones, the bone was still analysed in its four planes to assist in orientation and the mapping of 
colour distribution was performed in the same way; each surface was examined, the colours 
present were identified, and a total area of coverage was determined.  
Discolouration was recorded at two stages: as photographs taken at the time of recovery, and 
once the bones had dried. There was no predefined set of colours that were recorded. Any colour 
observed by the examiner was reported and they included black, orange, brown, green, and 
purple. Some examples of bone discolouration are presented in Figure 4.2-1. 
 
Figure 4.2-1 Examples of femora bone discolouration from exposure to submerged (a and b) and intertidal 
(c and d) marine environments. a: completely discoloured black, b: some orange discolouration, c: brown 
and green discolouring, and d: varying shades of green, as well as purple discolouration. 
Bioerosion was divided into predatory scavenging and general erosion and simply marked as 
present or absent. Predatory scavenging was classified as scavenging marks made to bone, such 
as parallel striations, furrows, or scoring caused by multiple and simultaneous scraping or 
rasping across the surface of the bone by teeth, radula, etc. (Haglund et al.; 1988; Kelley, 2008; 
Colard et al., 2014); punctures caused by penetration of the outer cortex of bone from 
concentrated force (Fonseca et al. 2015); gnawing or gouging marks are made by a stroking 
(a) (b) (c) (d) 
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action creating striations and pitting along the bone surface (Haglund and Sorg, 1997;  
Kelly, 2008); and any such trauma associated with predatory feeding (Figure 4.2-2a). General 
erosion was used to classify bioerosion not associated with predatory scavenging and included 
any indications of boring, nestling, grazing, or other causes of physical or chemical attrition 
(Hutchings, 2008; Kelley, 2008). Two examples of erosion are provided in Figure 4.2 2, where 
organisms have eroded and burrowed along the surface of the bone (b) and erosion caused from 
surface grazing (c). While there are a number of different types of bioerosion, little can be 
inferred from the bones themselves as to the specific cause. For example, while different types 
of scavenging marks were made to the bones, the species that caused the marks could not be 
identified. Micro- and macro-boring is a major component of bioerosion and while it was evident 
on the surface of some bones, it is impossible to distinguish accurately from the bone surface. As 
the focus of the current research is examining surface composition only boring was not included 
as a sperate identifier. 
 
Figure 4.2-2 Examples of bioerosion divided into predatory scavenging (a) and general bioerosion  
(b and c). Two examples of general bioerosion are provided. b: erosion of the bone caused by organisms 
eroding the bone surface creating an etching effect and c: surface grazing. Arrows indicate location of 
bioerosion on bone surface. Images taken using a Nikon SMZ800 StereoMicroscope and camera  
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Abrasion in long bones presents as the rounding of bone ends (exposed margins) and cortical 
bone thinning, although, cortical thinning is often not uniform (Sorg et al., 1997; Pokines and 
Higgs, 2015). Due to the young age of the piglet samples, none of the bones had undergone 
epiphyseal fusion; therefore, all epiphyses were lost, and existing bone survivability models 
could not be used without modification (Galloway et al., 1997; Sorg et al., 1997;  
Willey et al., 1997). Abrasion was scored based on the presence of the metaphysis, using 
guidelines from Sorg et al. (1997), who categorised abrasion as: absent, cortical thinning, 
trabecular bone exposure, and marrow cavity exposure. For this research, one additional 
category was introduced to the scoring guidelines of Sorg et al. (1997), to help differentiate 
between the different levels of trabecular bone exposure. The scoring system and definitions 
used in this study are presented in Table 4.2-1 and Figure 4.2-3. The distal and proximal end of 
each bone was scored independently. 
Table 4.2-1 Definitions and scoring guidelines for abrasion, adapted from Sorg et al. (1997). 
 




Figure 4.2-3 Stages for categorising abrasion, based on 0-4 grading. 0 = abrasion absent. 1 = cortical 
thinning. 2 = Trabecular exposure I. 3 = Trabecular exposure II. 4 = Marrow cavity exposure. Images taken 
using a Nikon SMZ800 StereoMicroscope and camera (Nikon Instruments Inc, Japan). 
Microcracking is microscopic cracking of the cortical bone surface caused by internal fatigue and 
stress on the bone (Burr et al., 1990; Mohsin et al., 2006) (Figure 4.2-4). Bones were viewed 
under 2.2 x magnification with the Nikon SMZ800 StereoMicroscope  
(Nikon Instruments Inc, Japan). Microcracking was scored as present if found on any aspect of 
the bone surface. It must be noted that extensive amounts of abrasion and bioerosion on some 
bones meant that the evidence of microcracks might have been obscured. 
Microcracking can be differentiated from damage caused by scavenging by its appearance. 
Fracturing of the bone caused by scavenging or related to abrasion may tend to have internal 
bevelling due to the application of an outside force. Because microcracks are caused by internal 
fatigue and stress on the bone (Burr et al., 1990; Mohsin et al., 2006), their appearance may be 
in areas of bone otherwise absent of scavenging, or other taphonomic damage. 




Figure 4.2-4 Microcracking is microscopic cracking of the cortical bone surface. Image b is the zoomed in 
area marked by red box in image a. Arrows indicate microcracks on bone surface. Images taken using a 
Nikon SMZ800 StereoMicroscope and camera (Nikon Instruments Inc, Japan). 
4.2.2 Statistical approach 
All statistical analysis was conducted using R: A language and environment for statistical 
computing, and a variety of statistical computing and graphics R packages (R Core Team, 2017). 
R packages used are listed in the text. 
The data collected for this analysis were categorical (discolouration, abrasion) and binary 
(bioerosion, microcracking). The use of traditional parametric statistical analysis, such as one-
way ANOVA, is inappropriate for this type of data due to the assumption of normality cannot be 
met with categorial and binary data (Kabakoff, 2011). General descriptions of the statistical tests 
used are provided below. 
4.2.2.1 Multiple correspondence analysis (MCA) 
Multiple correspondence analysis (MCA) is a descriptive statistical method that allows the 
investigation of the pattern of relationships of multiple (≥3) nominal variables  
(Ayele et al., 2014). MCA is useful to map both individuals and variables, which can reveal 
patterning and allow interpretation in complex data sets. The procedure is a dimension-reducing 
method and considered to be the most appropriate counterpart and statistical alternative of 
principal component analysis (PCA) for categorical and binary data (Le Roux and Rouanet, 2005; 
Husson et al 2017). MCA belongs to the same family as PCA (factorial method) but MCA requires 
no underlying distribution to be assumed and no model has to be hypothesised  
(Ammou and Saporta, 2003). While PCA can be used with binary data, a constraint can be the 
sparsity of the data and therefore is not recommended (Husson et al 2017). 
500 µm 250 µm 
a b 
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As with PCA, and other geometric methods, a Euclidean cloud of points representing the 
individuals is constructed, and principal axes (dimensions) and variables are determined  
(Le Roux and Rouanet, 2005). The number of dimensions to be retained for analysis is 
determined by calculating modified eigenvalues, which provide a summary of the data that 
contributes most significantly to the accounted variance (Abdi and Valentin, 2007). The first 
dimension is the most important; in terms of the amount of variance accounted for, the second 
dimension the second most important, and so on, until 100% of the variance in the data set is 
accounted for. The data are then represented as points in either 2- or 3- dimension space. 
The points plotted on an MCA plot can either represent individual samples or the mean centroid 
of groups of individuals (Ayele et al., 2014). MCA uses the centroid principle (using geometric 
analysis, rather than chi-squared distances), that variables plotted close to each other are similar 
to each other (Hoffman and de Leeuw, 1992). However, proximities are meaningful only between 
points from the same column or row set (i.e. individuals or column variables)  
(Abdi and Valentin, 2007). 
For a more in-depth description and overview on the statistical notation of MCA see  
Abdi and Valentin (2007) and Le Roux and Rounanet (2005).  
All MCA was performed using R package FactoMineR (Husson et al., 2017), for the analysis of 
variation in the distribution of scoring between bone types for binary taphonomic traits: 
scavenging, general bioerosion, and microcracking. 
4.2.2.2 Wilcoxon Signed-Ranked test 
The Wilcoxon signed-rank test is the nonparametric equivalent to the paired students t-test. It is 
used to compare two sets of results when data are paired, i.e. in the event that the results come 
from the same subject (Yau, 2017).  
Three assumptions must be met when using Wilcoxon Signed-Rank (Lund and Lund, 2013): 
• The dependent variable should be measured at the ordinal or continuous level.  
• The independent variable should consist of two categorical, related groups or matched 
pairs.  
• Each paired difference comes from a continuous distribution that is symmetric, with the 
same centre of symmetry. 
In this analysis, the Wilcoxon Signed-Rank test, with an exact distribution, was employed to 
determine if there was any statistically significant variation between the abrasion scoring of the 
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proximal and distal ends of each bone. Wilcoxon Signed-Rank tests were also employed to test 
bone type differences between femora and tibiae samples from each experiment for abrasion 
scoring, as matching tibiae and femora belonged to the same individual pig. All other taphonomic 
traits were examined using McNemar’s test of association, however, abrasion could not be tested 
using this method because of its ordinal, rather than binary nature. Wilcoxon Signed -Ranked 
tests were performed using the preloaded coin package in R. 
4.2.2.3 McNemar’s test of association 
In situations where the data are paired and binary, as is the case in this thesis, where data were 
collected from the tibiae and femora of the same pig, McNemar’s test of association should be 
used to determine whether the matrix frequencies or proportions are equal (UCLA, 2016). 
McNemar’s test examines the difference between the proportions that derive from the marginal 
sums of the matrix and looks at whether or not these two proportions (PA and PB) significantly 
differ; taking into account that they are not independent (Lowry, 2001). McNemar’s test uses a 
chi-squared approximation, which means it requires a minimum expected frequency of n=5 per 
matrix cell, or else the approximation of the probability value for the relationship between two 
categorical variables may not be reliable.  
All taphonomic traits scored on a binary scale; scavenging, general bioerosion, and 
microcracking, were evaluated using McNemar’s test, to compare bone type differences between 
femora and tibiae samples. McNemar’s test was performed using the gmodels package in R 
(Warnes, 2015). 
4.2.2.4 Non-parametric t-test 
Brunner-Munzel T approximation nonparametric t-test, equivalent to the Mann-Whitney-U test, 
were performed using R package nparcomp (Konietschke, 2015). Nonparametric t-tests perform 
two sample tests where neither homogeneous variance nor any similarities in the shape of the 
distribution is assumed (Konietschke et al., 2015). Npar.t.test tests the null hypothesis  
H0: p =1/2 (known as the Behrens-Fisher problem), where p denotes the relative effect of 2 
independent samples and computes confidence intervals for the relative effect p  
(Konietschke et al., 2015). Due to the small sample size of some groups, an approximate 
studentised permutation test proposed by Neubert and Brunner (2007) was implemented into 
this function.  
Nonparametric t-tests were used to analyse seasonal variation between the summer and winter 
experiments for each taphonomic characteristic measured. Wilcoxon Signed-Rank test was not 
used for analysing seasonal variation because the samples did not consist of matched pairs. 
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4.2.3 Intra-observer error 
Test reliability is directly attributed to the consistency of repeated measurements on the same 
object and is used to assess data quality (Stull, 2013). Reliability is the degree to which an 
assessment tool produces stable and consistent results and is important when assessing the 
utility of a measure as a tool for valid assessment (Buckens et al., 2013).  
With the current study, as with most taphonomic analysis, interpretation of taphonomic 
alteration is often subjective and error may be caused by observer experience and clarity of 
measurement definitions (Stull, 2013). Most assessments in this study were binary, present or 
absent, but discolouration and abrasion required a grading assignment. To ensure reliability of 
these assessments and test the potential utility of these measures as taphonomic markers, intra-
observer error was assessed by re-evaluating 12 randomly selected samples. Secondary 
observations were made based on photographs of the dry bones and compared to the original 
dry bone observations recorded for each taphonomic characteristic.  
Intra-observer error was assessed using Cohen’s kappa statistic and holms adjusted p-values. 
Cohen’s kappa is a form of correlation coefficient, it can range from -1 to +1 and 0 represents the 
amount of agreement that can be expected by chance. By squaring the kappa statistic the 
percentage agreement may also be conceptualised (McHugh, 2012).  
Calculations of Cohen’s kappa may be performed according to the following formula: 
 
Where Pr(a) represents the actual observed agreement between observations and Pr(e) 
represents chance agreement (McHugh, 2012).  
Cohen’s kappa statistic was calculated using the Irr package in R (Gamer, 2012). 
4.3 Results 
4.3.1 Bone discolouration 
4.3.1.1 Submerged zone 
Over the course of deployment, many of the submerged summer and winter samples became 
buried in marine sediment for unknown periods of time during the time of exposure, which 
would have protected them from most scavengers and extensive abrasive dissolution. These 
bones also became black in colour. Other common and associated discolorations include orange 
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and brown. Tables 4.3-1 and 4.3-2 show the pattern of discolouration of bones from the summer 
and winter experiments for submerged bone samples. 
The black discolouration has been reported in other studies and was found to be the result of 
sulphate-reducing bacteria metabolising organic matter and iron-rich sediments, which produce 
iron sulphide (FeS2) (Reiche et al., 1999; Hollund et al., 2012). In this study the discolouration 
quickly began to fade when exposed to air, and within 72 hours the black discolouration had 
disappeared.  
In addition to the black staining, some bones displayed varying shades of brown or orange 
staining at the time of recovery, which is associated with FeS2 at different levels of oxidation 
(Hollund et al., 2012) but, as with the black discolouration, this too faded with air exposure. 
After drying, many of the discoloured bones displayed orange staining of varying intensity; 
however, there does not appear to be a pattern between the original discolouration and the 
presence or intensity of the orange staining after drying. Figure 4.3-1 shows an example of bones 
discoloured black upon recovery, and after drying with varying orange staining. 
 
Figure 4.3-1 Black discolouration of bones collected from the submerged zone. Left panel shows bone 
samples at time of recovery, and right panel shows the same samples after drying. The top row shows a 
right and left femur. The bottom row shows a left and right tibia. Note the disparity between the black 
discolouration and the location and intensity of the orange staining. 
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All 6-week bone samples (femora and tibiae) from both the summer and winter experiment 
showed varying degrees of black discolouration at recovery. However, more samples from the 
winter experiment had orange staining after drying; with 8 out 10 winter samples displaying 
permanent orange discolouration, compared to 3 out of 10 summer samples  
(Tables 4.3-1 and 4.3-2). While, in general, submerged bones were devoid of any obvious 
established algal growth, after drying some bones did show signs of subtle green discolouration, 
indicating a small amount of algal growth on the bones. This green discolouration was only 
visible once the bones had dried and only occurred on bones (summer and winter) that had been 
submerged for 18 weeks or longer, except for one summer sample from 12 weeks (1007 tibia), 
(Table 4.3-1). 
4.3.1.2 Intertidal zone 
The discolouration seen on the bones from the intertidal zone was associated with algal growth 
and predominantly included green, brown, and purple. Tables 4.3-3 and 4.3-4 show the pattern 
of discolouration of bones from the summer and winter experiments for intertidal bone samples, 
respectively, for both femora and tibiae samples. Unlike the submerged samples, the intertidal 
bones had various species of algae growing on them from the first recovery point in the summer 
and the 12-week recovery in the winter experiment, which matched the algae growth patterns 
observed at the study site (Chapter 3.7.1). 
In the summer experiment, the most dominant discolouration of the bones was green  
(Table 4.3-3), whereas in the winter experiment the dominant discolouration was brown up to 
18 weeks, and then a mixture of brown and green thereafter (Table 4.3-4). However, without 
chemical analysis, it is not possible to determine what specific algae were present on the bones. 
Figure 4.3-2 shows a representative example of bone samples from the intertidal zone and the 
variations in algal discolouration, with the most abundant variety of algae being green, followed 
by brown and then red being the least abundant. In both experiments, red algae were not present 
on any bones until at least 12 weeks. Adding to the presence of the green and brown algae, the 
red algae presents macroscopically as a purple discolouration on these bone samples.  






































































































































































































































































































































































































































































































































Figure 4.3-2 Examples of discolouration patterns on intertidal bone samples from summer and winter 
experiments upon recovery (before drying), displaying various species of green, brown, and red algae. 
In the summer experiment, the bones showed signs of extensive discolouration from the first 
recovery at 6 weeks (Table 4.3-3), with 3/5 samples having >75% total discolouration. Whereas 
in the winter experiment, discolouration did not occur until the second recovery at 12 weeks 
(Table 4.3-4). While three bone samples from the winter experiment at 6 weeks had a small 
amount of brown discolouration (30% of total 6-week sample size), this resembled light 
sediment staining and in none of these instances was the discolouration present after drying.  
The intense discolouration seen on the intertidal bone samples mostly disappeared with drying; 
for winter samples more so than for summer samples. Any remaining discolouration seen on the 
bones was often only visible when the bones were viewed under directed light and low 
magnification. On the femur, the most common area to remain discoloured after drying was the 
posterior shaft, which is the area that also sustained the most intense algal growth. The shape of 
the femur, with a flat anterior border and concave posterior border, means the bone tended to 
lie preferentially posterior side up, thus getting the most light and thereby encouraging algal 
growth (Smith, 2016). The concave shape of this part of the femora shaft, may also offer a certain 
level of protection from grazing pressures. 
0302 tibia 0122 femur 0422 tibia 0301 femur 0506 femur 0506 femur  0424 femur 
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4.3.1.3 Intra-observer error 
Discolouration was separated into two observer error assessments: the percentage (%) of 
discolouration over the total bone area, and the colours of staining. For the % of discolouration, 
equal-weighted Cohen’s kappa was used, as it allows for the assessment of ordinal grading 
(Buckens et al., 2013), as was the case here of >75%, 75-50%, 50-25%, and <25%. The colours 
related to the staining are nominal and therefore, an unweighted Cohen’s kappa was used. 
Reliability is rated as moderate for values between 0.41 – 0.60, substantial for values between 
0.61 – 0.80, and excellent for values above 0.80 (Landis and Koch, 1977). These benchmark 
divisions are useful when describing the relative strength of agreement associated with the 
kappa statistic but are arbitrary (Landis and Koch, 1977; McHugh, 2012).  
For % of discolouration over total bone area, intra-observer reliability was excellent  
(k=0.867, p=<0.01). Reliability was lower for colour assignment (k=0.725, p=<0.01)  
(Appendix C). These results indicate that while the observation of discolouration is reliable the 
description of discolouration is perhaps more subjective. However, it must be noted that the 
lower agreement in the colour assignment may in part be due to the fact that the second 
observation was conducted from photographs. 
4.3.2 General bone condition 
This section provides a visual guide to the condition of the bones in their final state (once cleaned 
and dried). Figure 4.3-3 through Figure 4.3-10 show all the surviving left femora and tibiae from 
the summer and winter experiments from both submerged and intertidal environments. The 
bones are arranged in the same order as they are listed in all tables (sequentially ranked lowest 
to highest). 
What is immediately apparent from observing the images of the bones is that intertidal samples 
suffered substantially greater abrasive damage than their submerged counterparts. A total of 27 
intertidal bones were lost during the experiments compared to 3 submerged bones, or 17 % to 
2%, respectively. Specifically, the summer intertidal samples (Figures 4.3-5 and 4.3-6) suffered 
the greatest loss in sample numbers, with 19 bone losses (24% of sample size). Seventeen of 
these bone losses were from 12 weeks onwards. This loss is most likely due to Ex-Tropical 
Cyclone Ita hitting the area around the time of the 12-week recovery, as reported in  
Chapter 3.7.2, with other research groups in the area also reporting losing samples during this 
period. Although only in shallow waters, the summer submerged samples appear to have been 
largely protected from the forces of the cyclone. 
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The impact that severe and violent weather can have on remains is apparent not only when 
comparing the total loss of samples, but also when comparing the condition of the bones that 
survive. While the overall condition of the submerged bones between summer and winter are 
similar (Figures 4.3-3 to 4.3-4 and Figures 4.3-7 to 4.3-8), there is a greater disparity in the 
condition of intertidal samples (Figures 4.3-5 to 4.3 -6 and Figures 4.3-9 to 4.3-10).  




Figure 4.3-3 Bone matrix: summer submerged, showing the anterior view of all left femora. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). 
 
Figure 4.3-4 Bone matrix: summer submerged, showing the posterior view of all left tibiae. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
was lost during the experiment.  




Figure 4.3-5 Bone matrix: summer intertidal, showing the anterior view of all left femora. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
was lost during the experiment. 
 
Figure 4.3-6 Bone matrix: summer intertidal, showing the posterior view of all left tibiae. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
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Figure 4.3-7 Bone matrix: winter submerged, showing the anterior view of all left femora. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
was lost during the experiment. 
 
Figure 4.3-8 Bone matrix: winter submerged, showing the posterior view of all left tibiae. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
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Figure 4.3-9 Bone matrix: winter intertidal, showing the anterior view of all left femora. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
was lost during the experiment. 
 
Figure 4.3-10 Bone matrix: winter intertidal, showing the posterior view of all left tibiae. Each column 
represents a different time of exposure, including the control group (no exposure). Images are not to scale. 
Samples ordered sequentially lowest to highest (top to bottom). Gaps mean the sample in the sequence 
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4.3.3 Taphonomic alteration 
4.3.3.1 Submerged samples 
All recorded taphonomic data for submerged samples is presented in Table 4.3-5. As the tibiae 
and femora of each sample come from the same pig, analysis of the bone types was kept separate 
to avoid the violation of independence. However, statistical analysis was run to test for possible 
differences between bone types (tibiae and femora). Binary categorical traits (bioerosion and 
microcracking) were analysed using MCA, and abrasion being a ranked (ordinal) trait, was 
analysed using density plots and bar graphs. In addition, each taphonomic variable was also 
tested using McNemar’s test of association for paired binary data, except for abrasion scores, 
which were tested for bone type variation using Wilcoxon Signed-Rank test for ordinal data. A 
Holms p-value adjustment was used to account for multiple comparisons. 
When considering the distribution of bone type and the presence or absence of bioerosion and 
microcracking (not separating for season), an MCA plot showed that the tibiae and femora 
samples plot in the same (positive and negative) dimensional quadrants / space (Figure 4.3-11).  
 
Figure 4.3-11 Taphonomic traits presented in MCA plot for dimension-1 and dimension-2 space, which 
accounts for 68.36% of total variation. Microcracking (blue), scavenging (pink) and general bioerosion 
(green) are each scored as present (1) or absent (0). Bone types (fem/tib) for each trait are presented in 
the same colour  
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The results from McNemar’s tests support the MCA results and showed no statistically significant 
differences in the distribution of absence and presence scoring between femora and tibiae for 
bioerosion or microcracking. McNemar’s test was initially run on samples from each summer 
and winter experiment separately, with no statistically significant results being reported. 
However, these tests violated the minimum expected frequency per matrix cell (n=5) required 
by McNemar’s test. As a result, the approximation of the probability value may not be reliable. 
McNemar’s test was then performed with data from the summer and winter experiments pooled, 
driven by the sample loss in the intertidal samples - to avoid violating the minimum expected 
frequency requirement of McNemar’s test; still no statistically significant variation in the 
distribution of trait scoring was found between femora and tibiae for bioerosion or 
microcracking. 
Before testing bone type differences for abrasion, Wilcoxon Signed-Rank Tests were run to 
compare the proximal and distal abrasion scores of the bones as recorded in Table 4.3-5. 
However, no statistically significant difference was found in the scoring between the proximal 
and distal ends of the femora or tibiae for either the summer or winter experiment. Therefore, 
to simplify analysis, only the proximal scores of each bone were analysed further.  
There is a suggestion of some bone type variation in the rate of abrasion, in that a greater sample 
density of tibiae shows higher levels of abrasion than femora (Figure 4.3-12a). A bar graph for 
the distribution of abrasion scores from Table 4.3-5, shows a trend in bone type variation in 
abrasion scoring for samples collected during the summer experiment (Figure 4.3-12b). 
However, upon further investigation variation in the rate of abrasion between bone types is only 








Figure 4.3-12 Submerged zone abrasion scores for bone type, plotted by density (a) and total count, 
faceted by season (b). 
Table 4.3-6 Exact Wilcoxon Signed-Rank test score and adjusted holm p-value, comparing abrasion scores 
and bone type (tibiae and femora), for both the summer and winter experiment.  
 Wilcoxon Signed-Rank scores 
 z p-value 
Summer -2.3094 0.0386 
Winter 1.1339 0.4531 
 
4.3.3.1.1 Seasonal variation 
Keeping the femora and tibiae separate, seasonal variation in each of the measured taphonomic 
characteristics (bioerosion, microcracking, and abrasion) was analysed using a  
Brunner-Munzel T approximation nonparametric t-test. No statistically significant seasonal 
variation was found in the overall distribution of any of these characteristics. It must be noted 
that the nonparametric t-test performed for this analysis only examines the overall distribution 
of the categorical data and the lack of statistical significance could be related, in part, to the 
categorical nature of the data or the sample size. 
Despite the lack of statistically significant findings, there is some visual evidence of possible 
seasonal trends between the submerged samples, particularly when analysed over time that 
warrant further analysis. Table 4.3-5 is a summary of all recorded taphonomic characteristics, 
separated by bone type, season, and time and will be analysed in more detail below. No 
meaningful statistical analysis could be performed on the data over time, due to the small sample 





































There were no apparent trends in the presence of scavenging over time for either bone type 
during the summer, but a trend does exist in the winter (Table 4.3-5). During the winter 
experiment, 0% of 6-week bone samples displayed the presence of scavenging, whereas, 70% 
(7/10) of femora and 80% (8/10) of tibiae displayed evidence of scavenging post 12 weeks 
exposure (Table 4.3-7). 
Table 4.3-7 Submerged summary table for absence (A) and presence (P) scoring of bioerosion. Total count 
(n) and percentages (%) total of sample group for scavenging and general bioerosion. Data arranged by 
bone type, season, and length of exposure. 
 
For general bioerosion, there is no trend in the summer experiment with both the tibiae and 
femora showing signs of general bioerosion in all time periods. During the winter experiment, at 
6 weeks exposure no bone samples (femora or tibiae) showed signs of bioerosion, but by  
24 weeks all bones indicated general bioerosion (Table 4.3-7). 
Abrasion 
Samples from the winter experiment (femora and tibiae) displayed greater abrasive damage 
across the 18-week threshold, in that more bones pre 18 weeks scored a value of 0 and 1 and 
bones post 18 weeks scored a value of 2 Some 18- and 24-week samples also scored 1, which 
suggests an increased variability in the severity of abrasion as time increases (Table 4.3-5).  
A visual representation of the abrasion scores, indicated that the summer samples, both tibiae 
and femora, abraded more severely in the early weeks (6 and 12), when compared to winter 
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samples, but by the later time periods winter samples showed higher abrasion scores than their 
summer counterparts (Figure 4.3-13). 
 
Figure 4.3-13 Bar graphs for abrasion scores over time of the femora (a) and tibiae (b) from the submerged 
zone. Abrasion data in each graph faceted by season.  
Microcracking 
Microcracking was more difficult to analyse, as the condition of the bone surface often made it 
difficult to observe any surface cracks. It was also important to distinguish between 
microcracking of the cortical bone due to environmental conditions and fractures resulting from 
scavenging. The absence of recorded microcracking is not proof of absence of microcracking, but 
it indicates that the presence of microcracking could not be observed from this morphological 
analysis.  
From this analysis, microcracking appeared to occur at a similar rate in both summer and winter 
experiments, with a trend of increasing presence with time (Table 4.3-8). For all 6-week bone 
samples (femora and tibiae) only one sample was found to have microcracking on its cortical 
surface, whereas all but three bone samples were found to have surface microcracking by  
24 weeks. 
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Table 4.3-8 Submerged summary table for absence (A) and presence (P) scoring of microcracking. Total 




4.3.3.2 Intertidal samples 
All recorded taphonomic data for intertidal samples is presented in Table 4.3-9. A Wilcoxon 
signed-rank test to compare the abrasion scores for the proximal and distal end of each bone 
type revealed no statistically significant difference in their scores. Therefore, like the submerged 
samples, only the proximal scores of each bone were analysed further   
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Unlike the submerged samples, there was no indication of bone type variation in the rate of 
abrasion for either the summer or the winter experiment, with both bone types displaying 
similar density plots for rates of abrasion scoring (Figure 4.3-14).  
 
Figure 4.3-14 Density plot for rate of abrasion score by femur and tibia from the intertidal zone; faceted 
by season. 
An MCA plot of bioerosion and microcracking scoring showed that the tibiae and femora samples 
followed the same general pattern of distribution for bioerosion (scavenging and general) and 
microcracking (Figure 4.3-15). The first plot in Figure 4.3-15 shows that the mean centroids for 
bone type plot were closer together and within the same dimensional space, providing more 
evidence against relevant bone type variation in macroscopic taphonomic alteration. Like 
Dimension-3, Dimension-1 showed the taphonomic markers separating across the sectioning 
point based on their scores. However, when data were plotted in Dimension-2 the distribution 
for bone type did cross the sectioning point for microcracking (Figure 4.3-15: plot 2). 
 




Figure 4.3-15 Taphonomic traits presented in MCA plot in dimension-1 and dimension-2, and dimension-
1 and dimension-3 space. Microcracking (blue), scavenging (pink) and general bioerosion (green) are each 
scored as present (1) or absent (0). Bone types (fem/tib) for each trait are presented in the same colour. 
4.3.3.2.1 Seasonal variation 
Non-parametric t-test analysis of the seasonal variation for the intertidal samples gave the same 
findings as the submerged samples, with no statistically significant seasonal variation in the 
overall distribution for any of the taphonomic characteristics measured. However, like the 
results for the submerged samples, there is some visual evidence of possible seasonal and time-
based trends that warrant further analysis. Table 4.3-9 is a summary of all recorded taphonomic 
characteristics, separated by bone type, season, and time and they are analysed in more detail 
below. 
Bioerosion 
Scavenging marks were uncommon on the intertidal bone samples (Table 4.3-9). There were no 
apparent scavenging marks on any of the surviving tibiae or femora from the summer 
experiment over any time period, and only 22% (7/32) of the winter bone samples displayed 
scavenging marks (Table 4.3-10). 
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Table 4.3-10 Intertidal summary table for absence (A) and presence (P) scoring of bioerosion. Total count 
(n) and percentages (%) total of sample group for scavenging and general bioerosion. Data arranged by 
bone type, season, and length of exposure. “-“ denotes no data for sample group. 
 
Unlike scavenging marks, general bioerosion showed some distinguishable seasonal trends, 
namely in the first 6 weeks of exposure. General bioerosion appeared on four femora and two 
tibiae in the 6-week summer samples, which makes up 80% and 67% of each sample group, 
respectively (Table 4.3-10). By comparison, general bioerosion was found on none of 6-week 
winter femora and 40% of tibiae samples (Table 4.3-10). The summer tibiae sample size was 
smaller (n=3), which may skew the results. 
Abrasion 
Abrasion of all the bone samples at the first 6-week recovery was generally less severe than for 
samples exposed for longer time periods (Figure 4.3-16). Abrasion appears to have occurred 
more rapidly during the summer experiment, with all bones from the summer scoring 2’s and 
3’s, even by the end of the first 6 weeks, compared to bone samples from the same time in the 
winter experiment which scored 1’s (Table 4.3-9). Summer samples also appeared to abrade 
more severely over time than winter samples, with 28% of summer samples scoring 4’s, whereas 
winter samples never scored more than a 3 (Table 4.3-9, Figure 4.3-16).  
The severe weather at 12 weeks may explain the increased abrasion scores seen in post 6-week 
summer samples. However, summer 6-week samples also displayed a more severely abraded 
condition, which must be accounted for by other factors. Interpreting any pattern in abrasion 
from the 12-week samples onwards would be unreliable due to the unknown impact of the acute 
weather event and resulting loss of samples. 




Figure 4.3-16 Bar graphs for abrasion scores over time of the femora (a) and tibiae (b) from the intertidal 
zone. Abrasion data in each graph faceted by season. 
Microcracking 
There is a possible trend of increasing presence of microcracking over time in the summer 
experiment for the femora and tibiae samples (Table 4.3-11). There is no trend of increasing 
presence of microcracking over time during the winter experiment, for either the femora or 
tibiae samples (Table 4.3-11). However, as the sample size decreased in the later time periods 
during the summer experiment, definitive conclusions cannot be drawn from this data. 
Table 4.3-11 Intertidal summary table for absence (A) and presence (P) scoring of microcracking. Total 
count (n) and percentages (%) total of sample group. Data arranged by bone type, season, and length of 
exposure. “-“ denotes no data for sample group. 
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4.3.3.3 Intra-observer error 
For abrasion, both the proximal and distal ends of each bone were re-assessed and analysed 
separately, using an equal-weighted Cohen’s kappa. Equal-weighted Cohen’s kappa was used to 
ensure that variations in the ranked grading of abrasion levels 0-4 were accounted for. 
Despite the fact that the second set of observations for this analysis was conducted from 
photographs, intra-observer reliability was excellent for both the proximal (k=0.844, p=<0.01), 
and distal (k=0.802, p=<0.01) bone ends (Appendix C).  
4.4 Discussion 
The patterns of taphonomic alteration of juvenile mammalian long bones exposed to different 
coastal marine settings across different seasons in identical geographical locations were 
analysed. The objective of the experiment was to analyse how altering factors of marine 
exposure, through either complete immersion, or intertidal exposure, would impact on the type, 
location and severity of taphonomic alteration to the exposed bone. Knowledge of these 
taphonomic alterations is crucial in a forensic context to understand and distinguish, natural 
alterations to bone from human sources of alteration, and traumatic alterations. The effect of 
seasonal variation was also examined. 
While understanding the decomposition processes and mechanisms of fleshed remains are a 
significant component of forensic casework, the samples in this study were deliberately skinned 
in an attempt to standardise the rate of skeletonisation and minimise the initial variation in bone 
exposure intervals. Real-world experiments are extremely informative but also problematic, as 
all the variables are difficult, if not impossible, to control or mitigate. The benefit of the current 
study was that two exposure environments (intertidal and submerged) could be investigated in 
the same geographical location at the same time, to minimise other confounding variables such 
as weather variations and differences in water composition. However, one of the drawbacks to 
the experimental design was that the intertidal and submerged environments differed in their 
sedimentology; the submerged zone was dominated by muddy flats, while the tidal zone was 
characterised by a rocky shore (Grove and Probert, 1999; Dickson et al., 2011). With different 
depositional environments, the marine taxa present and interacting with the bone also differs, 
due to differences in sedimentology, rates of algae bloom, water depth, hydrology, and insolation 
(Smith and Nelson, 2003). 
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4.4.1 Patterns and mechanisms of discolouration 
Black or brown discolourations were noted to varying degrees on all bone samples retrieved 
from the submerged zone, in both summer and winter experiments. This ‘black bone’ 
phenomenon was transient and likely caused by FeS2, although this could not be confirmed with 
the techniques used (Reiche et al., 1999; Hollund et al., 2012; Lindstrom, 2016).  
In anaerobic environments sulphate-reducing bacteria metabolise organic matter reducing 
sulphur (S) to hydrogen sulphide (H2S) (Hollund et al., 2012). Marine sediments are rich in iron 
(Fe), with which H2S will readily react and produce FeS2 (Reiche et al., 1999). These bones lost 
their black discolouration when exposed to the air, because sulphate-reduction occurs in the 
absence of oxygen (Hollund et al., 2012). Many submerged bones, after drying, developed a 
permanent orange staining that is reported to be the result of the oxidation of FeS2 to iron oxide 
or hematite (Fe2O3) (Hollund et al., 2012). However, there are no indications as to why only some 
black bones developed this orange staining once dried or why the pattern of orange staining did 
not match the pattern of black discolouration.  
While the submerged bones predominately underwent colour changes associated with bacteria-
induced metabolic processes, the intertidal bones were mainly discoloured due to algal growth. 
As the intertidal bones dried, they did not undergo the same dramatic colour changes as seen 
with the submerged bone samples, except that the intensity of the discolouration decreased as 
most algae dislodged from the bone surface with the drying process. Green and brown algae 
maintained its colour as it dried, with red algae appearing purple in colour. However, remnants 
of algae on the dry bones was often only distinguishable under direct light or through the 
assistance of lower powered light microscopy. 
When analysing algal growth and staining on bones, it is important to understand the prevalence 
and growth patterns of algae in general and within in the local environment. Brown and red algae 
are almost exclusively found in marine environments (Table 4.4-1), whereas green algae are 
common in both freshwater and seawater (Rastogi and Kishore, 2004; Nelson, 2013).  
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Table 4.4-1 Prevalence and motility of different algae classes. For red and brown algae, percentage (%) 
total given of species within each class found in marine environment. 
 
For bones in the intertidal zone, green algae were most dominant in the summer experiment, 
and brown in the winter. Red algae did not colonise bones from the summer or winter 
experiment until after 6 weeks. The life cycles of most seaweeds are under strict environmental 
control, often influenced by day length, and the algae are generally highly seasonal in their 
appearance and growth (Schiel, 1990; Wilkinson, 2009). The greatest rates of algal growth 
usually begin in the spring (September), peak in summer (December), taper off in autumn 
(March) and algae often hibernate or die off in winter (June) (Schiel, 1990; Wilkinson, 2009). The 
pattern of algal growth on a new surface (in this case bone) depends on a number of factors, 
including the season in which the bone was deposited, its proximity to reproductive adult algae, 
and the dispersal capabilities of the species in the vicinity (Schiel, 1990). For example, green and 
brown algae are most common in shallow waters, with brown algae in particular being found in 
colder waters (Guiry, 2017), which might explain why it was the more dominant in the winter. 
Green algae is the most motile, whereas red algae is non-motile and must rely on hydrologic 
regime to spread its spores (Table 4.4-1) (Rastogi and Kishore, 2004). Red algae are also not 
found in shallow intertidal waters (Rastogi and Kishore, 2004). 
Algal growth was not as prolific on the bones from the submerged zone as it was on the intertidal 
samples. However, once the black discolouration faded, some green algal staining was noted, but 
only on bones (summer and winter) that had been submerged for 18 weeks or longer. The 
delayed growth of algae on the submerged bone samples may have been due to a number of 
confounding factors. The simplest explanation is that the bones were buried in sediment, at least 
periodically, and therefore protected from the attachment and proliferation of photosynthetic 
algae more than bones that would have been on the sediment surface or in the intertidal zone 
(Smith and Nelson, 2003).  
Another possible explanation for the reduced presence of algae on the submerged bone samples 
is the formation of H2S. The presence of FeS2 on the periosteal surface may have a protective 
effect, as the precursor H2S can be toxic to other microorganisms, including algae  
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(Swift et al., 1979). The increased presence of algae on bone samples after 18 weeks could be 
explained by the advanced degradation of the protein in the bone at this time, as the rate of 
bacterial driven sulphate-reduction depends on the availability of fresh organic matter  
(Berner, 1984). Thereby increased degraded organic matter (denatured collagen) decreased the 
levels of H2S through a decrease in bacterial driven activity and resulted in a reduction in the 
toxicity of the bone surface to other microorganisms (Hollund et al., 2012).  
In this study, the presence of black bone, and later orange Fe2O3, staining was an obvious 
characteristic that differentiated between the submerged and intertidal depositional 
environments. However, due to the mechanisms of the formation of this colour change, the 
presence of the FeS2 discolouration offers no definitive information on the effects of prolonged 
exposure of a bone in a submerged marine environment, or even conclusive evidence that an 
isolated bone has been submerged. Hollund et al. (2012), noted that bones found in damp 
terrestrial burial contexts are also prone to FeS2 discolouration. However, from the current 
research it may be concluded that if black bone is found in the Otago Harbour the bone has likely 
only been exposed to air for a short period of time, as all bones were found to lose their black 
discolouration within 72 hours of being recovered. Further research is needed to investigate if 
larger bones suffer the same level of discolouration as small juvenile bone. It would also be worth 
investigating whether both the rate of discolouration and the rate fading depend on total surface 
area. The juvenile bones used in this study were no more than 6 cm long, whereas the average 
human juvenile femora (1 year) is approximately 16 cm long (Stull, 2013). Adult human femora 
length varies significantly based on population and sex and can range from 34.7 to 54.0 cm 
(Mendonca, 2000).  
The results from this study support the findings that if a dry bone is found with orange Fe2O3 
staining, it is a strong indication that the bone was exposed to a wet anoxic environment. While 
this information is not paramount to an estimation of depositional environment, it may provide 
contextual information when examining the nature of other taphonomic alterations. Likewise, 
while the presence of red and/or brown algae on a bone of interest would strongly indicate 
exposure to a fully marine environment, particularly in the absence of freshwater, this study 
provided no evidence that the degree of discolouration gives an indication of the length of time 
exposed. While this research found no brown or red algal growth on any of the submerged bones 
over a 24-week period, this result is surprising, particularly because red algae was prevalent at 
the study site. It would be premature to state that the absence of brown or red algae could be 
used to differentiate between exposure environments (submerged vs. intertidal); more research 
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is required to examine the role of FeS2 formation as a potential cause to delayed algae growth, 
and its other potential effects on bone preservation.  
Permanent staining of the bones with various colours persisted on all submerged and intertidal 
samples from 12 weeks onwards. This result shows how quickly colour changes can occur to 
bone in a marine environment and may prove to be of value in a forensic context. In the event 
that a bone sample is found in a marine context, these colour changes might be used, in 
conjunction with other taphonomic alterations, to confirm marine deposition.  
From the present study, it may be suggested that in the event of unknown deposition, lack of 
discolouration could indicate that the juvenile bone has been exposed for less than 12 weeks. 
However, these results are only applicable to the local environment and to juvenile bone and 
may differ in other locations. To improve the universality and applicability of taphonomic 
characteristics, such as colour alteration, more research needs to be conducted, including testing 
the validity of animal models such as the one used here. 
4.4.2 Biological factors contributing to taphonomic alteration 
In addition to colour staining, the growth of algae on bone leads to bioerosion such as boring and 
etching on the bone surface, sometimes referred to as scarring (Pokines and Higgs, 2015). Algae 
attach to surfaces using holdfasts, which use either an adhesive substance or rhizoids to bind to 
the desired surface. Rhizoids are small filamentous outgrowths arising from the basal holdfast, 
that exploit the micro-roughness of the substrate (Barnes and Topinka, 1969). On calcareous 
materials, such as shell and bone, the rhizoids penetrate the surface by metabolic dissolution 
(Barnes and Topinka, 1969). In a controlled laboratory experiment, Barnes and Topinka (1969) 
showed that rhizoid growth and penetration could become well established within 46 days on 
various substrates including rock, marble, barnacle and clam shell.  
Unfortunately, Barnes and Topinka (1969) did not examine the depth of penetration of rhizoids 
into the calcium shell surfaces. Interestingly, they did note that the extent of the algal growing 
on the shell substrate was much less than the same species growing on rock; an important 
contextual consideration when analysing age- or growth-related taphonomic impacts of the 
algae on the substrate. For example, the length of the algal filaments on the surface of the 
intertidal bones were very short (µm), giving a mat like appearance to the algae, whereas on the 
submerged apparatus (sinkers) the same algae grew to longer lengths (mm – cm). According to 
the findings of Barnes and Topinka (1969), this size difference does not preclude the algae from 
being of a similar age, excluding the immediate assumption of consumption by scavengers. Algae 
are by no means the only microorganisms known to penetrate calcareous surfaces  
Chapter 4: Macroscopic Alteration 94 
 
 
(Ascenzi and Silvestrini, 1984; Wisshak et al., 2005; Bell and Elkerton, 2008) but, due to the 
macroscopic nature of this analysis, the investigation of other invading endoliths (organisms 
living within rocks or pores) was beyond the scope of this study.  
The pattern of general bioerosion was very similar in the submerged and intertidal zones and 
matched the growth patterns of algae during the summer and winter experiments  
(Chapter 3.7.1); the delayed presence of bioerosion in the first 6 weeks of the winter experiment 
correlating to the delayed onset of algal growth in the beginning winter months. The absence of 
general bioerosion and scavenging in the first 6 weeks of the winter experiment supports a 
hierarchical order of development, with early algal colonisers providing the food source for 
scavenging bioeroders. Scavenging and predatory animals excavate, scavenge, and otherwise 
destroy skeletal material, usually for food and are often mobile (Smith and Nelson, 2003), 
meaning that the list of observed taxa offered in Chapter 3.7.1 should not be taken as exhaustive, 
but it does offer a good indication of the variety of taxa present during each seasonal experiment.  
Predatory scavengers often have a varied diet; for example, sea stars (starfish) prey on molluscs, 
such as limpets, snails, and chitons and other echinoderms, such as sea urchins. They are also 
known to eat algae and ascidians (Mauzey et al., 1968; Himmelman and Dutil, 1991). Because 
predatory animals are mobile, they can move up the shore to feed as the tide rises and can 
theoretically move to any region in the intertidal zone (Smith, 2013). However, the amount of 
time marine predators can spend feeding decreases as the aerial exposure time increases; 
marine predators generally do not feed when they are exposed to air and are not well adapted 
to tolerate long periods of exposure (Smith, 2013). Therefore, the higher up the tideline a bone 
is, the less it will be exposed to marine scavengers, but the more it may be exposed to terrestrial 
scavengers.  
Sea stars and fish were commonly found in the intertidal cages during both summer and winter 
experiments. This could be because they preyed on intertidal samples when the tide was high 
and then were trapped when the tide went out. Despite known scavengers and predators being 
observed in the intertidal environment, signs of scavenging on the intertidal bones were not 
common. However, intertidal samples suffered significant surface abrasion, particularly post  
6 weeks, which may have eliminated other traces of scavenging, although this has not been 
experimentally determined. 
Submerged bones may also have only been exposed to bioerosion periodically, due to burial 
(Smith and Nelson, 2003). Bones that became buried in sediment would have been largely 
protected from both predatory scavengers and general bioerosion. Only limited bioerosion can 
occur below the sediment surface (Allison et al., 1991; Smith and Nelson, 2003). Seafloor 
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currents may episodically bury and re-expose samples to the sediment-water interface, exposing 
the samples to bioeroders, which may also create differential patterns of bioerosion  
(Higgs et al., 2011). Due to the design of this study, it was not possible to differentiate types of 
bioerosion, except to distinguish between predatory scavenging and general bioerosion. 
Interestingly, the pattern of scavenging matched the pattern of general bioerosion for 
submerged samples, with scavenging noted across all time periods in the summer experiment 
but was absent in the first 6 weeks in the winter experiment. While the black discolouration of 
the recovered bones indicates that the bones were in an anoxic environment, probably buried in 
seafloor sediment, the presence of scavenging would suggest that the bones did not remain 
buried for the entirety of their time on the seafloor. The absence of scavenging in the winter 
experiment supports the theory of a successional order of scavenging, with early algal colonisers 
providing the food source for larger scavenging bioeroders. Research at other locations would 
also be beneficial to establish any patterns or variation in colonisation that may impact on the 
rates bioerosion. 
4.4.3 Influence of weather and hydrology on taphonomic alteration 
Coastal marine environments exhibit dynamic, high-energy water movement and therefore can 
tumble mobile objects easily through or against an abrasive substrate (Smith and Nelson, 2003). 
This process batters and abrades bone, often giving it a characteristic rounding of the exposed 
margins and a polished surface (Andrews, 1995b; Fernández-Jalvo and Andrews, 2003). Bones 
may also become episodically buried in sediments until re-exposed and again subjected to 
tumbling within the marine environment (Smith and Nelson, 2003; Evans, 2013).  
While rounding of the bone ends and cortical bone thinning was obvious on abraded bones from 
this study, the polishing effect of cortical bone was not observed. It is not known if the reason 
the bone did not become polished in appearance was due to the structural differences of juvenile 
bone to mature bone, or because of insufficient time spent in the exposed environment. 
Fernández-Jalvo and Andrews (2003), in a laboratory experiment, were able to recreate the 
appearance of abraded polished bone after 360 hours of cyclic tumbling in a variety of sediments, 
including gravel, sand and clay. However, caution is advised when interpreting tumbler-induced 
results, as changes have been proven to be accelerated under artificial conditions (Martin, 1999).  
Some of the earliest studies on the mechanisms of marine abrasion were by  
Driscoll (1967; 1970). While not a study on bone, Driscoll (1967) examined abrasion on 
carbonate shells in three different energy environments: gravely beach, sandy beach and sub-
tidal sandy substrate. Driscoll (1967) concluded that multiple variables contribute to the 
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modification of carbonate substrates by abrasion, with sedimentology and grain size being the 
most fundamental factor. However, without surf action little modification will occur. Ultimately, 
the conclusions from Driscoll‘s (1967; 1970) experiments were that in intertidal environments 
the principal agent for destruction is abrasion, whereas in sub-tidal environments the main agent 
for destruction is dissolution. These findings were supported morphologically in this study. 
When intertidal and submerged samples were directly compared, the intertidal remains, 
collectively, had suffered significantly more structural and abrasive destruction. However, in an 
isolated case the lack of abrasive alteration to a bone does not necessarily indicate submerged 
rather than intertidal exposure. The chemical and molecular impact of dissolution cannot be 
determined macroscopically but was chemically examined in subsequent chapters  
(Chapters 5 and 6).  
Abrasion scores for submerged samples indicated possible bone type variation in the summer 
experiment. The fact that abrasion only showed bone type variation seasonally would suggest 
either that limitations in sample size are not capturing the true sample variation or the presence 
of external confounding factors. Some significant severe weather events occurred in the summer 
experiment that may have had an influence on the taphonomic alteration to the bone; namely 
Cyclone Ita, which hit the region in April 2014. The effect of a “high-energy episodic event”, such 
as Cyclone Ita, on abrasive patterns is still relatively unknown (Davies et al., 1989), particularly 
as it pertains to different substrates, i.e. bone, and it is unknown as to why it would cause 
differential patterns of abrasion on the two bone types.  
When comparing 6- and 24-week bone samples from the summer and winter submerged 
experiments, abrasion scores tended to increase for both tibiae and femora. However, only one 
submerged bone showed levels of abrasion above a score of 2, indicating minimal abrasion over 
time, which confirms the findings of Driscoll (1967). These results also suggest that submerged 
remains were relatively protected from the hydrologic forces associated with Cyclone Ita during 
the summer experiment. However, the possible effect of the housing apparatus in protecting or 
damaging the bones during the cyclone must be considered. 
Intertidal samples from the summer and winter experiments displayed a clear difference in 
abrasion levels pre and post 6-week and displayed no bone type variation in the level of abrasion. 
There was, however, possible seasonal variation with increased severity of abrasion in the 
summer samples post 6-week that could possibly be attributed to cyclone damage  
(Smith and Nelson, 2003). What is of particular interest concerning the results from the 
intertidal exposure is that while there was a clear increase in the level of abrasion pre- and post-
6 weeks, the level of abrasion did not appear to increase from 12 to 24 weeks. These results are 
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supported by the findings of Fernández-Jalvo and Andrews (2003), who found that while 
weathered bones abraded rapidly at first, the rate of abrasion decreased with time.  
While Cyclone Ita may have been responsible for a significant proportion of the destruction of 
the samples from the summer experiment, the effect of increased air and water temperatures, 
and insolation (UV radiation) levels are also important factors contributing to the rate of bone 
degradation. When examining bones from the intertidal 6-week recovery, it was noticed that 
summer intertidal samples (pre-cyclone) showed greater signs of abrasive destruction than the 
winter intertidal samples from the same time point. From the analysis in Chapter 3.7.2, summer 
intertidal samples were exposed to more than twice the levels of insolation as winter samples by 
the 6-week recovery time point. In addition, summer samples were exposed to sea temperatures 
averaging 6-8°C and air temperature averaging 6-7°C above those recorded during the winter 
experiment at the same point of recovery. The level of insolation is of particular relevance, as 
prolonged UV radiation exposure is known to cause structural degradation to bone 
(Rabotyagova et al., 2008). UV radiation causes dehydration and damages the collagen protein 
by breaking the triple helix structure, which alters its structure and integrity  
(Rabotyagova et al., 2008; Muiznieks and Keeley, 2013). Fernández-Jalvo and Andrews (2003), 
demonstrated the effects of UV radiation on bone integrity and taphonomic alteration by 
comparing the rate of abrasion of fresh and weathered bones, finding that weathered bones were 
abraded even by fine sediments.  
While physical, biological, and chemical factors each cause their own unique taphonomic 
alterations to bone, they also cause accumulative microdamage to the internal skeletal structure 
(Smith and Nelson, 2003; Mohsin et al., 2006). It is hypothesised that damage which leads to 
microcracking is caused by the splitting of bioapatite crystallites, the denaturing of protein, 
 de-bonding at the mineral-organic interface, or shearing within and between the collagen fibrils 
(Mohsin et al., 2006). While the mechanism of microcracking could not be examined in this study, 
the presence of microcracks generally increased from 6 to 24 weeks exposure for submerged 
samples in both experiments. Any conclusions about the presence of microcracking over time in 
the intertidal samples are more problematic due to the significant loss of bone samples in the 
later time periods. 
4.4.4 Conclusion 
A summary of the main morphological findings discussed above is presented in Table 4.4-2. In 
this study, the presence of algae on newly recovered intertidal bones, and black discolouration 
on submerged bones was a clear characteristic that differentiated between the submerged and 
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intertidal depositional environments post 6-week exposure. Permanent staining of various 
colours persisted on the dry bones from all submerged and intertidal samples that had 
experienced 12 or more weeks exposure. These patterns of discolouration were the most 
characteristic morphological trait to distinguish depositional environment, with minimal 
seasonal variation, except in a delayed onset in the winter samples. This result shows how 
quickly colour changes can occur to bone in a marine environment and may prove to be of value 
in a forensic context. While these characteristics may possibly be a useful differentiating 
mechanism in the local Otago environment, it would be premature to conclude that these colour 
changes could be used to differentiate between exposure environments (submerged vs. 
intertidal) in other locations. 
The pattern of scavenging and general bioerosion was very similar within the submerged and 
intertidal zones and matched the growth patterns of algae during the summer and winter 
experiments. The absence of scavenging and general bioerosion in the first 6 weeks of the winter 
experiment supports the theory of a hierarchy of succession; requiring each stage to come before 
it. Diatoms must first establish themselves to form a biofilm for the recruitment of spores from 
mature algae further algae growth, which is impacted by seasonal variation, weather, and 
substrate (Hwan 1987; Choi et al., 2006). These early algal colonisers provide the food source 
for scavenging bioeroders (Burkepile and Hay, 2010).  
By 24 weeks, all bones, from all environments and experiments, showed evidence of bioerosion, 
giving support to bioerosion being a taphonomic alteration that occurs rapidly after exposure. 
More invasive analytical techniques, such as histological analysis may provide additional 
conclusions as to time sensitive taphonomic alterations. Research at other local and geographical 
locations would also be beneficial to establish any patterns or variation in colonisation that may 
impact on the rates of bioerosion. 
Despite the rapid colonisation by bioeroders and evidence of scavengers, the results from this 
study support the theory that the primary mechanism of taphonomic alteration in remains in an 
intertidal zone is abrasion. Collectively, intertidal samples suffered significantly more structural 
and abrasive destruction than submerged samples, particularly as time since exposure 
increased. However, in an individual case, the lack of abrasive alteration to a bone could not be 
used to indicate submerged rather than intertidal exposure. Exposure to extreme weather 
conditions during Cyclone Ita likely led to an accelerated taphonomic alteration to the intertidal 
samples during the summer experiment. The effect of a ‘high-energy episodic event’, such as a 
cyclone, on abrasive patterns is still relatively unknown (Smith and Nelson, 2003). What is 
evident from these results is the impact such events have on the interpretation of the rate of 
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taphonomic alteration. To improve the universality and applicability of taphonomic 
characteristics, such as colour alteration, more research needs to be conducted in different 
geographical localities and to investigate the impact that acute weather events have on the 
acceleration of taphonomic alteration. 
As stated above, seasonal variation was indicated for most taphonomic traits. However, in all 
instances femora and tibiae followed the same general pattern of distribution. Microcracking 
displayed the greatest variation, but all statistical tests and results suggest similar or 
insignificant variation in overall trends. These results were contrary to those in subsequent 
analyses, such as FT-Raman spectroscopy (Chapter 5), where bone type variation was found to 
be greater than seasonal variation. 
Table 4.4-2 Summary of key taphonomic differences between submerged and intertidal samples identified 





Chapter 5  
Examining bone surface composition 
using Fourier transform (FT) Raman 
spectroscopy 
In this analysis, FT-Raman spectroscopy was used to scan bone samples and non-destructively 
collect information pertaining to their molecular composition. This chapter focuses on the use of 
PCA to analyse the chemical changes occurring in cortical bone following exposure to a marine 
environment.  
5.1 Introduction 
5.1.1 Raman spectroscopy  
Raman spectroscopy is a vibrational spectroscopic technique used to assess the scattering of 
light (photons), usually from a laser source, following interaction with a sample  
(Morris and Mandair, 2011). Scattering can be considered a two-photon event, where a single 
photon (from the light source; energy of hv0) exchanges energy with the sample (energy of hv1) 
and scatters back at a different energy (Fraser, 2014) (Figure 5.1-1). In these scattering events, 
1 in every ~107 photons undergoes inelastic scattering, where the photon will lose (Stokes) or 
gain (anti-Stokes) energy, this is known as the Raman effect (Morris and Mandair, 2011;  
Fraser, 2014). The rest of the photons will undergo elastic (Rayleigh) scattering, where the 
returning photon has the same energy as the incident photon (Figure 5.1-1).  
One important phenomenon that can occur when using spectroscopy is fluorescence. 
Fluorescence is important because it can mask Raman scattering (Kazanci et al., 2006;  
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Morris and Mandair, 2011). Molecules responsible for fluorescence are known as fluorophores, 
which absorb and re-emit light upon excitation (Sauer et al., 2011). In organic material such as 
proteins, sample fluorescence is often due to the presence of amino acids, nucleic acids, and 
coenzymes (Pan, 2015). FT-Raman spectroscopy is useful in the analysis of biological material 
because it uses a near infrared (1064 nm) Nd:YAG (neodymium-doped yttrium aluminium 
garnet) laser light source that can generate spectra from biological material with minimal 
interference from fluorescence. That is, the energy of the light is lower than that typically 
required to excite most molecules electronically and does not cause photodecomposition 
(Bumbrah and Sharma, 2015).  
 
Figure 5.1-1 Jablonski diagram of energy transitions for Rayleigh and Raman light scattering (hv). 
Difference between the ground state of the incident photon (hv0) and the next vibrationally excited state 
(hv1), determines the energy of the scattering event. The process of scattering photons can be elastic 
(Rayleigh) or inelastic (Raman). When fluorescence occurs, there is absorption of the incident photon into 
a high electronic excited state but emission from a lower state.  
With Raman spectroscopy, the wavelength difference between the incident and scattered photon 
corresponds to a change in energy between molecular vibrations and leads to bands and peaks 
at characteristic frequencies in a Raman spectrum (Morris and Mandair, 2011). The terms ‘peak’ 
and ‘band’ are often used interchangeably in the literature depending on the nature of the Raman 
transition being discussed. An example of a spectral output from bone is displayed in  
Figure 5.1-2. The spectral output shows the intensity of the Raman transitions (y-axis), and the 
energy of those transitions (x-axis) (Gordon and Fraser, 2016). The x-axis of the spectrum is 
commonly labelled ‘frequency’ or ‘Raman shift’ and is expressed as a wavenumber (cm-1) and 
corresponds to the energy jump between the vibrational energy levels associated with a 
particular vibration of the interacting molecule (Fraser, 2014). The intensity of a peak is 
determined by the change in polarisability of a molecule as it vibrates; if there is no change there 
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is no peak (McCreery, 2000a). Polarisability is the relative tendency of a molecule to acquire a 
dipole moment or have its distribution of charge displaced by an external electric field  
(McCreery, 2000a). The intensities of the Raman transitions (y-axis) are usually recorded in 
counts per second, however they are often reported as arbitrary units described as relative or 
normalised intensity (Gordon and Fraser, 2016). The output is reported in this way due 
primarily to variability between spectroscopy machines. Absolute counts of photons detected 
per second is highly dependent on equipment, set up, environment, and is highly variable. 
Therefore, relative intensities often provide more informative and reproducible results.  
 
Figure 5.1-2 Peaks and bands of Raman spectra demonstrated through an example spectrum of porcine 
bone with the most intense peak, v1 (PO43-) labelled. The spectral output shows the intensity of the Raman 
transitions along the y-axis and the energy of those transitions along the x-axis. Intensity is relative to all 
other spectral information and therefore the units are arbitrary. The x-axis of the spectrum is commonly 
labelled ‘frequency’ or ‘Raman shift’ and is expressed as a wavenumber (cm-1)  
FT-Raman is a multi-detection method in which the multiple wavelengths from the split signal 
are measured simultaneously by a single detector and then the FT is used to convert the signal 
to a Raman spectrum (McCreery, 2000b). FT-Raman spectroscopy uses a Michelson 
interferometer, where the light signal is split and constructively and destructively interfered 
with while measuring the wavelength distance (Fraser, 2014). The benefit of this technique is 
that it has a high wave number precision and resolution (McCreery, 2000b). FT-Raman 
spectroscopy employs a beam with a large diameter (~2 mm), giving a more representative 
measurement of a complex specimen (McCreery, 2000c). Large surface sampling is particularly 
useful for heterogeneous samples such as bone, as it avoids subsampling and allows a more 
accurate analysis of the composition of the sample (Fraser, 2014). Raman Spectroscopy is also a 
non-destructive technique, in that samples do not need to be embedded in resin or plastic before 
being scanned using laser light and as such, has become increasing popular in analysing 
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biological material (Morris and Mandair, 2011; France et al., 2014; Tomar et al., 2015;  
Butler et al., 2016; Ahmed et al., 2018).   
5.1.2 Raman spectroscopy of bone 
A labelled Raman spectrum of bone is presented in Figure 5.1-3 and is characterised by five 
major spectral peaks and bands: phosphate, ν1 (PO43-) at ~961 cm-1; β-type substituted carbonate, 
CO32- at ~1070 cm-1; amide III (AIII) at ~1230-1300 cm-1; a CH2 bending mode at ~1450 cm-1; and 
amide I (AI) at ~1616-1720 cm-1 (Penel et al., 1998; Penel et al., 2005; Morris and Mandair, 2011). 
The PO43- molecule is expected to have 9 (3N-6) different normal vibrational modes, some of 
which will involve a change in polarizability making them Raman active. The strongest peak in 
bioapatite is ν1 (PO43-) at ~961 cm-1 symmetric stretch (as in Figure 5.1-3). Spectra can be 
normalised based on the ν1 (PO43-) peak and then used for estimations of the relative amount of 
various bone constituents. However, the antisymmetric stretching (v3) and bending modes  
(v2 and v4) are also observed in the Raman spectra shown in Figure 5.1-2. The presence of  
β-type CO32- peaks are used to distinguish between carbonated apatite (bioapatite), as opposed 
to other forms of hydroxyapatite (Penel et al., 1998). The five spectral peaks mentioned above 
are used to assess bone quality.  
Bone quality refers to the biomechanical status of bone, which is the combination of composition 
and the architectural properties of bone tissue that together determine its material properties 
and ability to perform its mechanical function (Morris and Mandair, 2011). Raman spectroscopy 
has been shown to be able to measure at least four components of bone quality, namely: the 
mineral to matrix ratio, which indicates the amount of mineralisation; the carbonate to 
phosphate ratio, which indicates susceptibility to ionic substitution; collagen quality, measured 
through AI and AIII integrity; and mineral crystallinity, determined through relative changes in 
the ν1 (PO43-) band width (Morris and Mandair, 2011). 
 




Figure 5.1-3 Example Raman spectrum of porcine bone with main bands generally accepted to being 
associated with bioapatite labelled. All associated frequencies are approximate as the exact position differs 
between bone type and species. The five main bands are phosphate, v1 (PO43-); carbonate, 𝛽-type (CO32-); 
AIII; AI; and a CH2 bending mode. Phosphate also has three additional secondary bands  
(v2, v3, v4). Image and information adapted and interpreted from Morris and Mandair (2011) and  
Penel et al. (2005). 
5.1.2.1 Hydroxyapatite/bioapatite 
Hydroxyapatite is a mineral comprised of unit cells with a general molecular formula of 
Ca10(PO4)6(OH)2. Bone, however, is an impure carbonated apatite because, in living organisms, 
accessory ions from the external environment are incorporated into it at low levels through ionic 
substitution (Blitz and Pellegrino, 1977; Currey, 2002). There are four main lattice sites in 
hydroxyapatite that allow for this ionic substitution. Calcium ions (Ca2+), occupy two of these 
lattice sites, PO43- and hydroxyl ions (OH-) occupy the others (Turner-Walker, 2008). The Ca2+ 
can be substituted by mono-, di-, or trivalent metal ions; the PO43- can be substituted by CO32-; 
and the OH- by halides or CO32- (Thomas et al., 2007; Thomas et al., 2011). Bone is therefore more 
accurately referred to as a bioapatite, which closely resembles hydroxyapatite but is an impure 
carbonated version. 
In Raman spectroscopy, the substituted CO32- has two different vibrational frequencies, 
depending on which hydroxyapatite lattice site it occupies. CO32- that occupies the OH- site is 
referred to as α-type substituted, and CO32- that occupies the PO43- site is referred to as β-type 
substituted CO32- (Penel et al., 1998).  
As ionic substitution occurs, the hydroxyapatite unit cell becomes more heterogeneous and the 
resulting spectral peaks and bands broaden and may shift frequency (i.e. ν1 (PO43-)), depending 
on the type of substitution (Thomas et al., 2011). This happens because different ionic 
substitutions alter the unit cell dimensions differently by increasing or decreasing the distance 
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between neighbouring vibrating ions; creating a series of different vibrational 
microenvironments (Fraser, 2014). The more homogenous the unit cell (the fewer ionic 
substitutions) the narrower the corresponding Raman spectral peaks. The changes in peak 
dimensions can be measured and analysed to determine how the molecular composition of bone 
is changing. 
While small levels of ionic substitution occur naturally during life, any atypical alteration in the 
concentration of accessory ions after death is a strong indicator of diagenetic alteration  
(Currey, 2002; Thomas et al., 2007). Ionic substitution occurs through interaction with the 
surrounding environment in the form of dissolution or precipitation. Water is an important 
extrinsic factor to facilitating ionic substitution after death as it acts as a medium for ion 
exchange between the surrounding environment and bone (Trueman et al., 2003;  
Stodder, 2008). Another form of ion substitution indicative of postmortem diagenetic alteration 
is the presence of luminescent ions, which are capable of responding to photon excitation by 
emitting light (Meuer et al., 2000, Thomas et al., 2007; Bai et al., 2016). Understanding how 
different ionic substitutions can alter the spectral output from Raman spectroscopy provides key 
information about the type of diagenetic alteration that can occur and, within particular contexts, 
how it may have occurred. Collagen 
Collagen is an abundant protein in bone which makes up 15-20% of total bone weight and is 
mostly Type-1 collagen (France et al, 2014). Collagen consists of polypeptide chains made up of 
amino acids, which predominantly include glycine, proline, and the modified amino acid 
hydroxyproline. In Raman spectroscopy, the presence and quality of collagen can be best 
assessed from measuring amide spectral bands. Amide bonds, also known as peptide bonds, 
form between the amino and carboxyl groups of amino acid molecules. 
The two most prominent amide bands in bone detected by FT-Raman are AI and AIII  
(Barth and Zscherp, 2002; France et al, 2014). Each amide band has multiple small peaks 
associated with them. The main peaks associated with AIII are located at ~1245 cm-1 and  
~1266 cm-1; and with AI are at ~1650 cm-1 and ~1666 cm-1 (Kirchner et al., 1997;  
Gasior-Glogowska et al., 2010). AIII is mostly associated with C-N bond stretching, and AI is 
mostly associated with C=O bond stretching (Kazanci et al., 2006; Gasior-Glogowska et al., 2010). 
Analysis of AIII and AI band and peak position is useful in the study of collagen and bone quality, 
because they are sensitive to changes in the secondary structure and hydrogen bonding of 
collagen (Gasior-Glogowska et al., 2010). Carden et al. (2003), found that a central shift in AI 
band position from 1665 cm-1 to 1678 cm-1 was indicative of ruptured collagen cross-links and 
therefore an indication of a decrease in collagen quality. Other studies have also shown that 
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spectral band integral changes in the mineral-matrix ratio (PO43- - amide) can be used as a 
measure to analyse collagen quality (Morris and Mandair, 2011; France et al., 2014). 
There is evidence that AI measurements can be affected by sample fibre orientation  
(Morris and Mandair, 2011), whereas AIII is less susceptible to the effects of different 
orientations of collagen fibres (Kazanci et al., 2006). AIII is less susceptible to fibre orientation 
because it has neighbouring vibrational modes relating to both the perpendicular and parallel 
conformation of collagen cross-links (Kazanci et al., 2006). However, when collagen fibres are 
laid down irregularly, such as in the case with woven bone, AIII measurement interference from 
fibre orientation may still be a concern. While fibre orientation could not be accounted for in this 
project, the bone samples were all measured in the same position, as well as in the same 
orientation in the FT-Raman spectrometer, to ensure that any fibre orientation variation was 
related to intrinsic variation and not caused by experimental design. 
5.2 Methods 
To analyse the molecular composition and any chemical changes occurring in surface cortical 
bone that has been exposed to a marine environment, FT-Raman spectroscopy was used to scan 
a small surface area of 142 juvenile pig bones (Table 5.2-1).  
The samples used in this analysis were the left tibiae and left femora from the experiment 
described in Chapter 3.4. The bones were kept whole and not chemically pre-processed in any 
way, other than the cleaning and air-drying as described in Chapter 3.6. 
Table 5.2-1 Number of bones scanned using FT-Raman spectroscopy. The totals (n) are presented for each 
season and environment and were all left femora and tibiae. Seven fresh samples, processed in the lab, 
were also included. 
 Number of samples per experimental 
group (femur/tibia) 
 Submerged Intertidal Fresh Total 
Summer     19/19 12/8 Na 58 
Winter     19/19 17/15 Na 70 
Fresh        Na Na 7/7 14 
Total        76 52 14 142 
Na = not applicable 
5.2.1 Instrumentation 
The FT-Raman spectrometer used in this experiment was a MultiRam spectrometer  
(Bruker Optics, Ettlingen, Germany) equipped with a 1064 nm Nd:YAG laser and liquid N2 cooled 
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Ge-detector. Spectra were collected using Opus 7.5 software  
(Bruker Optics, Ettlingen, Germany). 
In this study, the lower intensity of signal obtained (compared with shorter wavelength lasers) 
was less important than avoiding fluorescence, which could mask the composition-specific 
Raman signals (France et al., 2014).  
5.2.2 Scan locations 
Due to the young age of the piglet samples the bones had not undergone epiphyseal fusion and 
all epiphyses were lost during marine environment exposure. In addition, many bones suffered 
extensive abrasive damage of the proximal and distal ends. Therefore, to ensure consistent and 
comparable observations, the central bone shaft was chosen as the primary study area. 
As the epiphysis could not be used, identifiable landmarks needed to be determined on the 
central shaft of the femora and tibiae. The porcine tibia typically has two nutrient foramina on 
the posterior surface of the bone shaft (Figure 5.2-1A). The most proximal foramen is not always 
present, whilst the more distal nutrient foramen is constant. Therefore, the tibiae were 
positioned for scanning on the posterior surface of the shaft, 1 mm distal and medial to the most 
distal nutrient foramen. The posterior surface was selected as it offers the flattest surface for 
scanning. With spectroscopy it is important to ensure line of sight of the detector to the sample 
and avoid shadowing, as this obstructs X-ray collection (Kearsley et al., 2007;  
Vermeij et al., 2012). 




Figure 5.2-1 Location on tibia and femur of FT-Raman spectroscopy scan areas. A: Scan location on tibia: 
1 mm distal and medial to the most distal nutrient foramen on posterior surface. B: Due to lack of defining 
morphological landmarks on the femur, minimum shaft diameter was first determined, and scan location 
(C) was selected at this point, on the anterior aspect of the bone. 
Very young piglets (as used in this study) do not tend to have a distinctive linea aspera or other 
landmarks on the posterior shaft of the femur. Therefore, the femora were marked on the 
anterior surface as indicated in Figure 5.2-1B, at the minimum anterior-posterior bone diameter 
(most concave area of the bone). The femora were positioned for scanning 1 mm proximal to this 
marking. The anterior surface was selected as it offers the flattest surface for scanning. 
5.2.3 Spectra collection 
Each bone was positioned on a glass slide and placed on a motorised x, y, z stage in the FT-Raman 
spectrometer with consistent orientation. Using the microscope’s built-in video feed and 
computer measurement software, the bone was lined up to ensure the first scan location  
(as described above) was centred with the laser source and the scan area focused. Initially, the 
laser was centred on the nutrient foramen of the tibia or the marking on the femur and then, 
using the motorised stage, the sample was moved to the pre-designated scan site.  
Each spectrum consisted of 128 co-added scans collected with a wavelength resolution of  
2 cm-1. The spectra were acquired using 200 mW laser power and a defocused aperture setting 
















A) Tibia: posterior view 
B)  Femur: medial view 
C)  Femur: anterior view 
Chapter 5: FT-Raman Spectroscopy 109 
 
 
selected because focus was placed on gathering high resolution spectra in the fingerprint region 
rather than the C-H stretch region, which is less specific with respect to collagenous molecules. 
Each bone was scanned in triplicate, being moved ~1 mm distally with each scan to avoid 
potential bone sub-sampling. In the case of the femur, to avoid scanning the area of bone that 
had been marked, the second scan location was 1 mm distal to this mark rather than 1 mm distal 
to first scan. If the predetermined scan area was discoloured due to the effects of exposure to the 
marine environment, it was still scanned. However, the laser power was reduced, and the 
number of scans collected was exponentially increased. For example, for every decrease of 
power the number the co-added scans collected is doubles. This method was used to try and 
mitigate the possibility of fluorescence and thermal emission resulting in damage to the sample. 
A total of 426 spectra were collected from the 142 bone samples.  
5.2.4 Spectral transformation 
The pre-processing and transformation of the spectral data were performed using  
Unscrambler® X 10.3 software (CAMO, Nedre Vollgate, Oslo, Norway). However, unlike the 
spectral example given in Figure 5.1-2, raw spectra can be affected by noise, intensity differences, 
baseline offset and curvature, often caused by the innate spectrometer setup, sample focus and 
fluorescence or thermal emission, respectively. Before spectral analysis could be performed,  
pre-processing of the spectra was important to minimise possible variation caused by sample 
focus, noise and baseline curvature.  
5.2.4.1 Baseline correction 
When performing chemometric analysis, a flat baseline is desirable for comparing spectra 
because it helps to minimise differences due to baseline and maximise information associated 
with the vibrational spectroscopic data. It is best to minimise baseline signal as much as possible 
during spectral acquisition. However, a curved or sloped spectral baseline can be corrected after 
acquisition with a range of different methods. In this analysis, a linear baseline correction (LBC) 
was applied. Figure 5.2-2 shows the spectral data before and after LBC was applied.  
Linear baseline correction removes the slope of a spectrum by creating a line through the two 
spectral endpoints. This method is useful if the baseline curvature is linear or there is indication 
that baseline curvature has some relevance to the sample variation (Fraser, 2014). For instance, 
if only specific samples are fluorescing, then baseline curvature can hold important differential 
information about the samples and it is important not to lose this information through over 
correcting the baseline. However, it is still important to correct for general baseline differences 
caused by other phenomena such as sample focus and thermal emission. 




Figure 5.2-2 Linear baseline correction (LBC) of spectral data. The top image shows the spectral data 
between 360 cm-1 and 1730 cm-1, before any pre-processing. The bottom image shows the same spectral 
data after a LBC was performed, which removes the slope of a spectrum.  
5.2.4.2 Scaling / Normalisation 
Differences in the scaling and intensity of spectra can be due to changes in microscope focus, 
laser intensity, and variation in the sample surface density (McCreery, 2000c). Therefore, after 
the baseline has been corrected, the spectra need to be scaled. As with baseline correction, there 
are a number of methods that can be used to correct scale differences. In this case, a scattering 
correction method, standard normal variate (SNV) transformation, was used. SNV centres and 
scales each spectrum independently to remove scatter effects (CAMO, 2013).  
standard normal variate transformation had been found to be a reliable method for pre-
processing spectral data of biological material (Sara Miller, personal communication,  
24 May, 2015). SNV centres and scales each spectrum independently to remove scatter effects  
(i.e. a sample-oriented standardization) (CAMO, 2013). 
Each value xk in a row of data X is transformed according to the formula: 
?̂?𝑘 =
𝒳𝑘 − 𝑀𝑒𝑎𝑛 (𝑋)
𝑆𝐷𝑒𝑣 (𝑋)
 
Raw spectral data 
Linear baseline correction (LBC) 
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The effect of SNV on the spectral data is on the vertical scale, as each spectrum is centred on zero. 
SNV standardises each spectrum, using only the data from that spectrum and is not based on the 
mean of the data set. Figure 5.2-3 shows the data set after SNV transformation. 
 
Figure 5.2-3 Standard normal variate (SNV) transformation of spectral data (after LBC).  
5.2.5 Data analysis 
The wavelength range of the spectra selected for analysis was from 360 – 1730 cm-1. This range 
was selected because it is least affected by noise and is the region of most interest with respect 
to bone. 
With the relevant area of interest selected, PCA was run on the spectral data to analyse variation 
in the spectral output. Due to the reduction in the sample size over time, early exploration of the 
data showed that the total variance vs explained variance became substantial with a high level 
of baseline noise when treatment groups were analysed individually. The accuracy of the 
prediction model also did not show signs of improvement for variable-specific models, such as 
environment or bone type. Therefore, focus was placed on using a single PCA model. The benefit 
of a single PCA model approach is that it allows direct comparisons of the treatment groups 
within the same analysis. The PCA calculations were performed using The Unscrambler® X 10.3 
(CAMO, Oslo, Norway) software.  
Using the PCA results, a prediction model to classify individual samples into reference groups 
was performed using Quadratic Discriminant Analysis (QDA). QDA validity was judged by its 
classification accuracy. The results were cross-validated using a customised full leave-one-out 
cross-validation. Cross-validation is a model validation technique used to assess how the results 
of a statistical analysis will generalise to an independent data set. In leave-one-out cross-
validation, upward bias towards greater classification accuracy is avoided as the individual being 
Standard normal variate transformation (SNV)  
With linear baseline correction 
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evaluated is removed from the reference group and tested against all other members (Jantz and 
Ousley, 2005). The individual is then re-added to the reference sample, the next individual is 
removed, the parameters are recalculated, and that individual is then classified into one of the 
reference groups and so on until all individuals have been classified (Jantz and Ousley, 2005). 
This cross-validation was designed to remove each specimen in its entirety per round, both 
femur and tibia, and all scans per specimen.  
A small subset of samples (n=50 scans from 17 bones) was excluded from the PCA to also run an 
independent test dataset through the prediction model.  
5.2.5.1 Principal Component Analysis (PCA) 
Principal Component Analysis is a statistical method used to reduce the dimensionality of a data 
set while retaining as much of the variation present in the data set as possible  
(Jolliffe, 1986). The goal of PCA is to allow the observer to discern important variables from 
convoluted datasets (Shlens, 2003). This is achieved by using orthogonal transformation to 
convert a set of possibly correlated variables into a set of linearly uncorrelated variables called 
a principal component (PC) (Fraser, 2014). These PCs are used to replace the original data as a 
more easily interpretable set of weighted variables also known as loadings. 
In spectrometry, a loading essentially displays where the variance of the dataset is occurring 
within the spectrum (Fraser, 2014). The first PC loading (PC1) describes the most variance in 
the dataset, based on positive or negative correlations in the original variables. The next PC 
loading describes further variance not already described in PC1, and so on until all variance is 
described.  
An example of a PC loading is provided in Figure 5.2-4A. The y-axis of the PC loading can be 
divided into positive and negative space or positive and negative eigenvectors. Because PCs 
explain variance of Raman transitions and not the transitions themselves, the peaks and bands 
in PC loadings are referred to as ‘features’ and are mapped based on their eigenvalues, which are 
scaled to the variance explained by the representing variable. In other words, variables plotting 
together in a positive or negative space in a PC loading can be generally described as having a 
correlated pattern of variance.  




Figure 5.2-4 Example of a PC loading (A) describing variance in spectral features associated to positive 
and negative PC space. This PC loading describes a widening of the ν1 (PO43-) band at 961 cm-1, associated 
with positive PC space; and a baseline curvature associated with the negative PC space. One positive and 
negative example from the original spectral data (B) provides a visualisation of the variance described by 
these features.  
The first thing to note in Figure 5.2-4 is that the feature around 961 cm-1 in the PC loading (A) no 
longer looks like the traditional PO43- peak from the original spectra (B). While it appears that 
there are two separate positive peaks and one negative peak in the feature at 961 cm-1, this is a 
single feature describing how samples associated to the positive PC space have a wider  
ν1 (PO43-) band than samples associated with the negative PC space. An example of the difference 
in ν1 (PO43-) bandwidth is clearly visible in examples when comparing samples from the original 
spectra (Figure 5.2-4B). The PC loading also describes how samples associated to the negative 
PC space will have a greater baseline curve, which can once again be seen in the original spectra. 
While PC loadings are an effective way of describing variance within a whole dataset, the most 
effective way of comparing samples visually is to plot them on score plots in the PC space - this 
shows how each spectrum compares to the others. Each spectrum is represented as a single point 
in the PC space, with samples that have similar spectra, based on the PCs selected, being closer 
together; meaning they have similar molecular compositions. Conversely, samples that sit a long 
way apart have different spectral features and hence different molecular compositions  
(Fraser, 2014).  
Two-dimensional plots are particularly useful for detecting patterns in data, especially if a good 
representation of the data exists in a small number of PCs (Jolliffe, 1986). The scores are the 
reduced dimensionality values for each sample in the data set, usually simplified down to 2- or 
3-dimensions (Fraser, 2014). A positive or negative score is indicative of whether that sample 
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displays positive or negative PC traits as described by the loading of that particular PC. An 
example of a PC score plot is given in Figure 5.2-5, from this figure it could be determined that 
samples indicated by the purple triangles are predominantly characterised by features 
presented in the positive PC2 and negative PC1 space. By then analysing the appropriate PC 
loadings, it would not only be possible to determine the sources of variance associated with the 
underlying molecular composition of the samples, but also potentially determine how they differ 
from other samples in the dataset. 
 
Figure 5.2-5 Example of a PC score plot. Each Raman spectrum is represented as a point in the PC space. 
The PC space corresponds to the related PC loadings; spectral features can be determined based on the 
plotting of points in negative or positive PC space. Points plotted close together in the same PC space will 
have similar compositions. Point colours and shapes hold no value other than to indicate three 
theoretically separate groups.  
For analysis, it is important to select the PC score plot that best describes the relevant variation 
among the groups being investigated. The emphasis in PCA is most often on PC1, as it represents 
the dominant variation and spread within the dataset (Jolliffe and Cadima, 2016). However, there 
are circumstances, particularly in biological data, in which other PCs may be of interest for 
describing particular influence or environmental effect (Jolliffe and Cadima, 2016).  
The first step is to determine the grouping parameters of interest for different samples,  
i.e. summer v. winter, intertidal v. submerged and then produce a matrix of score plots for all 
PCs, an example of which is provided in Figure 5.2-6. From the matrix it is then possible to select 
the score plot or plots that best describes the variation across the groups of interest. Therefore, 
the results used to analyse the data do not always compare the same PCs, as different PCs 
describe different sources of variance, which describe the variation expressed between different 
population groupings.  
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5.3 Principal component analysis - loadings 
Principal Component Analysis was undertaken using spectra from all experiments to compare 
differences within and between all the experimental sub-groups (season, exposure, bone, and 
time). Five PCs (PC1-PC5) were calculated as being optimum for explaining influences in the data 
variation. The optimum number of PCs was calculated using Marten's uncertainty test to 
determine the significance of the variable (CAMO, 2013). The results were cross-validated using 
a customised full leave-one-out cross-validation, as described in section 5.2.5. Upon visual 
inspection, PCs 1-4 were finally selected as the most informative with the least noise interference 
and accounted for 83% of the total spectral variation. 
The key features related to bone have been labelled and highlighted in Figure 5.3-1. The areas 
highlighted in orange represent the mineral/bioapatite component of bone. There are four 
features associated with the PO43- content: peaks at ~432 cm-1, ν2 (PO43-); ~611 cm-1, ν4 (PO43-); 
~961 cm-1, ν1 (PO43-); and ~1033 cm-1, ν3 (PO43-). While the exact location of these features differ 
among species and depending on the exact composition of the bioapatite being analysed, the 
results here fall within the expected and accepted range for PO43- (Penel et al., 1998). The  
ν3 (PO43-) feature is mostly masked by the stronger 𝛽-type CO32- at ~1071 cm-1. In this analysis 
attention is placed on ν1 (PO43-) and 𝛽-type CO32-, as these are the two strongest features and 
least influenced by noise and signal weakness (Fraser, 2014). 
The areas in Figure 5.3-1 highlighted in blue represent the organic component of bone, both 
collagenous and non-collagenous. The band at ~858 cm-1 indicates the amino acid proline 
(Gasior-Glogowska et al., 2010). There are also bands at ~1425 cm-1 and ~1450 cm-1 which 
represent COO- and CH2 bonds, respectively (Kirchner et al., 1997). The AIII and AI features 
appear as broad multi-peaked bands between 1225 and 1305 cm-1 and 1625 and 1710 cm-1, 
respectively. Whereas the other features mentioned are only indicative of organic protein, AIII 
and AI are more specific indicators of collagen and for this reason the focus of this analysis. 
An additional feature, highlighted in green, at ~1531 cm-1 is associated with the presence of 
carotenoids. Carotenoids are natural pigments synthesised by plants and are responsible for 
their bright colours (Paiva and Russell, 1999). Carotenoids are not a natural component of bone 
but are indicative of the presence of algae, which is relevant to this study. 




Figure 5.3-1 PC loadings from PCA of experimental spectra for all samples. The top spectral image shows 
the average spectra from all experimental subgroups (season, environment, time), with the key features 
labelled. Bands associated with bioapatite are coloured orange; bands associated with organic matrix of 
bone are coloured blue. One band is coloured green and is associated with the presence of carotenoids 
(indicative of algae). The four PCs account for 83% of the total spectral variation: PC1, 74%; PC2, 5%; PC3 
and PC4 each account for 2% of the total variation.    
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Seventy four percent of the total variation seen in the collected spectra can be explained by PC1 
(Figure 5.3-2); examples of two spectra representing the positive and negative extremes of the 
variance expressed by PC1 are also shown. The most significant characteristic of PC1 is the 
relative intensity of the positive feature consistent with ν1 (PO43-) at ~961 cm-1, indicating greater 
bone quality. Both amide features, AIII at 1243 cm-1 and AI at 1663 cm-1, are well defined, as is 
CH2 at 1451 cm-1. Spectra with well-defined amide bands indicate that collagen fibrils have not 
degraded and thereby maintained structural integrity. Collagen quality is correlated with  
ν1 (PO43-) intensity, because all these features are associated with the positive PC space. There is 
also a small broad positive feature at ~1322 cm-1, which is reported to be associated with 
different forms of iron oxides and oxyhydroxides (Faria et al., 1997; Oh et al., 1998), which is 
likely due to the Fe2O3 staining reported on a large number of the submerged samples  
(Chapter 4.3.1). There is also a negative broad baseline effect in the organic region from  
1070 cm-1 to 1700 cm-1. The example spectrum in Figure 5.3-2 shows that the positive extreme 
sample has a stronger general bone signal, whereas the negative extreme sample has a weaker 
bone signal and more baseline curvature.  
 
Figure 5.3-2 PC1 loading accounts for 74% of total spectral variation. PC1 is dominated by intensity of  
ν1 (PO43-) at 961 cm-1 and an increased baseline curvature in the organic region between 1070 cm-1 and 
1700 cm-1.  
Principal Component 2 accounts for a further 5% of the total spectral variation and has an 
additional baseline component not accounted for by PC1 (Figure 5.3-3). Based on the sharper 
angle of this baseline the added noise in the baseline, and the smaller contribution to total 
variation, may be explained by fluorescence or thermal emission. While fluorescence caused by 
the protein within the bone is mostly eliminated by the use of the 1064 nm wavelength laser, 
fluorescence and thermal emission can still occur when surface colour pigments are present 
(Sara Miller, personal communication, 24 May, 2015). The baseline effect is a negative feature in 
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PC2 and while there is a presence of carotenoid at ~1531 cm-1, which are colour pigments, it is a 
positive feature. This suggests that the baseline effect is not associated with the presence of 
discolouration due to algal growth.  
In addition to the baseline curve, PC2 is predominantly describing a broadening feature of the  
ν1 (PO43-) band at 961 cm-1 (Figure 5.3-3). Increased disorder in the structure of bioapatite is 
evident through the broadening of the v1 (PO43-), resulting from the disordered arrangement of 
bioapatite crystals caused by decreased structural integrity (Fraser et al., 2015). Increased 
disorder could have multiple causes. An increase of 𝛽 -type CO32- at 1078 cm-1- is known to 
broaden v1 (PO43-) by increasing the heterogeneity of the hydroxyapatite unit cell  
(Thomas et al., 2011). However, there are other factors that may contribute, such as the 
appearance of a new vibration band located at 950 cm-1, which could be due to the substitution 
of magnesium (Mg) in the bioapatite lattice (Khan et al., 2013). The increased uptake of the CO32- 
into the bioapatite may also be facilitated by an increased silicon (Si) content in the bioapatite, 
as a result of charge compensation (Chaudhry et al., 2012; Szurkowska and Kolmas, 2017). 
However, the presence of Mg or Si could not be confirmed in this PC.  
In PC2 (Figure 5.3-3), all features associated with the organic component of bone (AIII and AI) 
are less well defined, with increased noise, which may indicate that the majority of the variation 
in the organic component is described in other PCs (Fraser, 2014). However, there is a notable 
shift of the AI apex to 1674 cm-1, which is indicative of ruptured collagen cross-links  
(Carden et al., 2003). An increase in the degradation of collagen is associated with an increase in 
a loss of structural integrity of bioapatite (Collins et al., 2002). 
 
Figure 5.3-3 PC2 loading accounts for 5% of total spectral variation. PC2 is dominated by broadening of  
ν1 (PO43-) at 961 cm-1 associated with increased signal for β-type substituted CO32-. The other dominant 
feature of PC2 is the significant baseline curvature along the whole spectrum.  
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Principal Component 3 accounts for a further 2% of the total variation, but where PC2 
predominately describes a broadening of ν1 (PO43-), PC3 predominately reflects a shifting of the 
band (Figure 5.3-4). Peak shifting is referred to as blue or red depending on the direction of the 
shift along the wavelength spectrum; a blue shift is the shifting of the band apex to a higher wave 
number and a red shift is the shifting of the band apex to a lower wave number. The positive PC 
space is dominated by a blue shift of ν1 (PO43-) and changes to the protein region. The blue shift 
of the ν1 (PO43-) band also appears to be associated with the presence of two additional features 
at ~1219 cm-1 and ~1599 cm-1 (Figure 5.3-4), although it is unclear as to what these two features 
may indicate. Some evidence suggests that a band at ~1219 cm-1 is associated with AIII  
(Short et al., 2005), others suggest both these features are related to chlorophylls and 
carotenoids (Lutz et al., 1979; Koyama et al., 2006).  
The negative PC3 space is largely dominated by the presence of a carotenoid band at 1530 cm-1 
(Figure 5.3-4). While the peak position of the ν1 (PO43-) indicates a red shift to 958 cm-1, it is 
possible that this is not a result of the band apex shifting to a lower wavenumber but due to 
underlying spectral changes occurring around this wavenumber, as a number of other smaller 
peaks are present but masked in this region (France et al., 2014; Mandair and Morris, 2015). For 
example, there are proline associated Raman peaks at 920 cm-1 and 937 cm-1, as well as a peak 
associated with a transient P-O mineral and mineral containing HPO42-, often associated with 
immature bone at 955 cm-1 and 957 cm-1, respectively  
(Mandair and Morris, 2015). Shifting or broadening of these related peaks could alter the 
appearance of the overlaying ν1 (PO43-) peak. 
There appears to be a loss of definition to the AIII feature in PC3, with small peaks appearing 
between 1262 cm-1 and 1313 cm-1, as well as a shift of the AI apex to a higher wave number  
(1699 cm-1) (Figure 5.3-4). The changing features of the AI and AIII have been shown to be 
associated with the general degradation of collagen through ruptured collagen cross-links and a 
decrease in collagen quality (Carden et al., 2003; Morris and Mandair, 2011; France et al. 2014).  
 




Figure 5.3-4 PC3 loading 3 accounts for 2% of total spectral variation. PC3 is dominated by: a shifting of  
ν1 (PO43-); a broadening and increasing irregularity of the amide bands, particularly AIII between  
1220 cm-1 and 1320 cm-1; and the presence of a carotenoid peak at 1530 cm-1.  
Principal component 4 also accounts for a further 2% of the total variation and explains both a 
broadening and potential blue shift of the ν1 (PO43-) band to 962 cm-1 (Figure 5.3-5). Visual 
interpretation of the variation associated with PCs can sometimes be difficult, when the 
contribution to total variation is small or much of the variation has already been explained, as is 
the case with PC4. In this case, the shifting and broadening of ν1 (PO43-) associated to PC4 is subtle 
and most of it has already been described by PC2 and PC3, which is why little difference can be 
seen when the example spectra are compared in Figure 5.3-5B. The broadening of ν1 (PO43-) 
appears to be correlated with both the presence of a 𝛽-type CO32- (1074 cm-1) and carotenoid 
(1524 cm-1) feature. The blue shift appears to be correlated to overall bone quality. It appears 
that samples with poorer bone quality (when compared to PC1) may have a higher ν1 (PO43-) 
peak position, in the absence of any influence from carotenoids or increased CO32- levels.  
 
Figure 5.3-5 PC4 loading 4 accounts for 2% of total spectral variation. PC4 is dominated by broadening 
and possible blue shift of ν1 (PO43-).  
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5.4 Principal component analysis – score plots  
Score plots were used to compare the spectrum of individual samples visually and as part of its 
experimental group. Each spectrum is represented as a single point in the PC space, and colour 
coded to indicate the season, exposure group, period of exposure, and/or time period of 
exposure to which they were categorised. To aid in interpretation, only groups of interest are 
colour coded in each PC score plot. All non-coded sample groups appear as grey dots. When 
discussing the PC score plots below, ellipses were used as a visual tool to elucidate the trends of 
each group of interest and facilitate interpretation. In the case of extreme examples (potential 
outliers), which would skew the distribution significantly, that individual sample was outlined 
separately. The ellipses display the distribution of each interest group and are not statistically 
constructed. 
In a preliminary analysis, the femora and tibiae were found to have different plot distributions, 
with the tibiae consistently showing higher levels of variation. For this reason, the femora and 
tibiae were analysed separately unless stated otherwise. 
To help further with the interpretation of the PCA, the original spectra of each exposure group 
was averaged and plotted (separated by season and bone type) to provide a visual 
representation of the spectral changes plotted on the PC score plots. 
5.4.1 Submerged exposure 
Spectra for summer and winter submerged femora had a similar distribution in PC space, except 
for some variation across PC1 where summer samples were scattered across the sectioning 
point, compared to most winter samples that were predominantly in the positive PC1 space 
(Figure 5.4-1A). The tibiae samples had a greater distribution in the negative PC1 space than 
their femora counterparts (Figure 5.4-2A), which can be attributed to a greater spectral baseline 
curvature. The variation across PC1 indicates baseline variation, as samples in the positive PC1 
space demonstrated a stronger bone signal and less baseline curvature in the protein (amide) 
region (see PC loadings). The variation in results between summer and winter femora samples 
indicate that winter samples on average had a better relative intensity and overall bone quality, 
with less dissolution than summer samples. However, this pattern was not seen in the tibiae 
samples, which may indicate that femora samples maintain a higher bone quality than the tibiae. 
These results would support the findings from previous studies of Klepinger et al., (1986) and 
Goldman et al., (2003). It is also possible that the apparent baseline curve in the PC results for 
the tibiae is masking any systematic trends relating to the overall surface composition  
(Klepinger et al., 1986).  




Figure 5.4-1 PC score plots for PC1 and PC3 (A), and PC2 and PC4 (B) of submerged femora. Samples are 
coloured according to season: summer submerged (light blue) and winter submerged (dark blue). Ellipses 
used as visual tool to facilitate interpretation of each group of interest within PC space; ellipses are not 
statistically constructed. Potential outlier samples are circled separately. Small grey dots are non-coded 
tibiae.  
 




Figure 5.4-2 PC scores plots for PC1 and PC2 (A), and PC3 and PC4 (B) of submerged tibiae. Samples are 
coloured according to season: summer submerged (light blue) and winter submerged (dark blue). Ellipses 
used as visual tool to facilitate interpretation of each group of interest within PC space; ellipses are not 
statistically constructed. Small grey dots are non-coded femora. 
The tibiae samples also plotted further in to negative PC2 space than the femora samples, which 
indicates an additional baseline curve in the mineral region of the spectra between 600 cm-1 and 
1000 cm-1. When the distribution of the spectral variation is explored and compared between 
the bone types, the femora appear to show a small distribution compared to the tibiae. These 
results would indicate that the tibiae are either affected more by exposure to the environment 
or have a more significant level of variation initially. As the control samples do not display the 
same level of variation, the results would indicate the tibiae are more susceptible to taphonomic 
alteration leading to molecular alteration of the bone surface than femora samples.  
Distribution across PC3 and PC4 space is similar for bone types, except that tibiae had greater 
variation than femora (Figures 5.4-1B and 5.4-2B). The clustering of femora and tibiae around 
the sectioning point and towards positive PC3 space indicates damaged and denatured collagen 
crosslinks through the irregularity of the amide bands, particularly AIII between  
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1220 cm-1 to 1320 cm-1. However, this effect appears related to environment exposure rather 
than season, as both summer and winter samples were clustered in the same space  
(Figure 5.4-1A). Plotting in negative PC4 space, indicated the substitution of CO32-. However, PC4 
only accounts for 2% of the total variation, which is why a closer look at the v1 (PO43-) band 
between 935 – 990 cm-1 does not show a significant increase in bandwidth between the summer 
and winter samples (Figure 5.4-3). The large distribution of winter samples across PC4 space 
can also be attributed to a small number of extreme samples (Figure 5.4-2B).  
The control samples separated well from the submerged samples in almost all cases  
(Figure 5.4-1B). Plotting in both negative PC2 and positive PC4 space indicates a narrow  
v1 (PO43-) peak associated with lower levels of CO32- substitution in the bioapatite. The plotting 
of the controls in negative PC2 and PC3 space is most likely linked to the position of the  
v1 (PO43-) peak and the lack of crosslink degradation of collagen fibres, rather than to any other 
features correlated to these loadings. It is worth noting that both positive and negative possibly 
correlated variables are combined together within each PC loading, it does not mean that a 
sample plotted in a particular PC space will exhibit with every feature relating to that PC. For 
example, the presence of carotenoids in the controls may be ruled out as, while the controls plot 
in negative PC3 space, they also plot in positive PC2 and PC4 space, which contraindicates the 
presence of carotenoids. 
The close up of the v1 (PO43-) band in Figure 5.4-3 also shows a possible blue shift for the winter 
tibiae samples from ~961 cm-1 to ~962 cm-1. This peak shift appears to be associated with overall 
clustering of winter samples in the positive PC3 and PC4 space. Literature suggests blue shifting 
of the v1 (PO43-) peak can be associated with ionic substitution in the bioapatite by ions such as 
CO32-, however, CO32- is known to have a greater effect on the broadening of the v1 (PO43-) band 
than a shifting of the peak (Thomas et al., 2011). Tibiae samples were shown to have a lower  
v1 (PO43-) peak intensity than the femora samples for both seasons (Figure 5.4-3), associated with 
the greater distribution of tibiae samples across the PC1 space clustering in the negative PC1 
space (Figure 5.4-2A). In comparison, most femora samples were clustered in the positive PC1 
space (Figure 5.4-1A), suggesting a greater bone signal and thereby v1 (PO43-) peak intensity.  
 




Figure 5.4-3 Close up of v1 (PO43-) band after baseline correction and SNV, between 990 cm-1 and  
935 cm-1 for submerged samples. Each spectrum is an average of the spectral data for each represented 
group. Dotted lines indicate the different peak apex winter submerged tibia (~962 cm-1) and the other 
three submerged sub-groups with a peak apex at ~961 cm-1.  
5.4.1.1 Submerged samples over time 
There was little time related separation of femora samples (Figure 5.4-4), However, during the 
winter experiment, there appeared to be a differentiation between femora exposed for 6 weeks 
and all other time periods (Figure 5.4-4B). However, from 12 weeks on there was no apparent 
separation with time but rather a general increase of within-group variation, with femora 
plotting further into negative PC1 and positive PC2 space; indicating greater baseline curvature 
and decreased bone signal over time. It is possible that the increased within-group variation 
observed with the 18-week samples compared to 24-week samples is due to the differences in 
sample size, as many 24-week samples were lost due to weather events and/or scavenging.  
The tibiae differ from the femora as in both seasons there was a general pattern of samples 
plotting in more negative PC1 and PC3 space as time progressed. However, there was significant 
overlap for samples at all time points after 6 weeks (Figure 5.4-5). In summer, the major 
difference between 6-week and 24-week samples appeared to be the spread of samples across 
the PC1 space; indicating greater loss in bone quality as time increases. While the femora did not 
demonstrate this time-specific trend, it is worth noting that the 24-week femora did not plot as 
positively in PC1 space as at all other time periods or as control samples, suggesting that bone 
quality is distinctly reduced by 24 weeks of exposure during the summer, compared to controls.  
 




Figure 5.4-4 PC score plots for PC1 and PC2 of submerged femora, for summer (A) and winter (B) 
experiments, separated according to exposure time: 6 weeks (purple), 12 weeks (blue), 18 weeks (green), 
24 weeks (orange). Ellipses used as visual tool to facilitate interpretation of each group of interest within 
PC space; ellipses are not statistically constructed. Potential outliers are circled separately. Small grey dots 
are non-coded tibiae.  
In the winter experiment, PC3 contributed to the time trending separation of tibiae, which may 
be related to the increasing presence of carotenoid (1530 cm-1). These results support the 
findings from the morphological assessment, which found small amounts of algal growth on 
some submerged bones but only from 18- and 24-week samples (Chapter 4.3.1).  
 




Figure 5.4-5 PC score plots for PC1 and PC3 of submerged tibiae, for summer (A) and winter (B) 
experiments, separated according to exposure time: 6 weeks (purple), 12 weeks (blue), 18 weeks (green), 
24 weeks (orange). Ellipses used as visual tool to facilitate interpretation of each group of interest within 
PC space; ellipses are not statistically constructed. Small grey dots are non-coded femora.  
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5.4.2 Intertidal exposure 
The distribution in PC1 space was similar for tibiae and femora from the winter experiment but 
much smaller for the tibiae than the femora from the summer experiment, mainly due to one 
particularly negative femora sample (Figures 5.4-6A and 5.4-7A). The biggest point of difference 
in PC1 distribution for tibiae and femora samples was where the samples cluster. The majority 
of tibiae tended to cluster in negative PC1 space whereas femora clustered in positive PC1 space. 
The distribution difference between femora and tibiae samples was related to baseline effect and 
relative intensity of ν1 (PO43-).  
 
Figure 5.4-6 PC score plots for PC1 and PC2 (A), and PC2 and PC3 (B) of intertidal femora. Samples are 
coloured according to season: summer intertidal (light green) and winter intertidal (dark green). Ellipses 
used as visual tool to facilitate interpretation of each group of interest within PC space; ellipses are not 
statistically constructed. Potential outlier samples are circled separately. Small grey dots are non-coded 
tibiae.  
 




Figure 5.4-7 PC score plots for PC1 and PC2 (A), and PC2 and PC3 (B) of intertidal tibiae. Samples are 
coloured according to season: summer intertidal (light green) and winter intertidal (dark green). Ellipses 
used as visual tool to facilitate interpretation of each group of interest within PC space; ellipses are not 
statistically constructed. Small grey dots are non-coded femora. 
The femora and tibiae plotted more similarly in PC2 and PC3 space, with all spectra from the 
summer samples plotting above the sectioning point in PC2 space, and almost all plotting below 
the sectioning point in PC3 space (Figures 5.4-6 and 5.4-7). These results indicate a broadening 
of the v1 (PO43-) band (PC2), without a dominant peak shift (PC3). Ionic substitution and 
bioapatite disorder could be responsible for the results found here, with the presence of an 
associated positive feature at 463 cm-1 that may be linked to Mg-O bonds. Those samples plotting 
in positive PC3 space are also likely to have suffered greater collagen degradation, represented 
by the broadening of the AIII band in the PC loading. 
The plotting of samples in positive PC2 and negative PC3 space in the summer experiment 
confirms the presence of carotenoids in all samples, as is consistent with what is observed in the 
loadings with positive and negative eigenvector features at 1531 cm-1 (Figure 5.4-6). Unlike the 
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summer samples, which almost exclusively plotted in positive PC2 and negative PC3 space, some 
winter samples plotted in negative PC2 and/or positive PC3 space, which would indicate the 
absence of carotenoid signal (Figure 5.4-7). 
In addition to the absence of carotenoid, one of the contributors to samples (femora and tibiae) 
plotting in positive PC3 space during the winter experiment was a shift of ν1 (PO43-) to a higher 
peak position (blue shift). A close up of the v1 (PO43-) band between 945 - 975 cm-1 is provided in 
Figure 5.4-8, and clearly shows the shifting of the peak position of winter samples to  
962 cm-1 from the average 961 cm-1 of all other samples. The femora also have higher relative 
intensity than tibiae.  
 
Figure 5.4-8 Close up of v1 (PO43-) band between 975 cm-1 and 945 cm-1 for intertidal samples, after LBC 
and SNV. Each spectrum is an average of the spectral data for each represented group. Dotted lines indicate 
the different peak apex between summer (~961 cm-1) and winter (~962.5 cm-1) intertidal tibiae and femora 
samples.  
5.4.2.1 Intertidal samples over time 
The separation of intertidal samples over time followed a different pattern both between seasons 
and bone types. Summer and winter femora samples both plotted more negatively in PC3 space 
as time progressed (suggesting increased presence of algae) but not in the same trend. Summer 
femora samples demonstrated a distinct separation in PC3 space, with samples plotting further 
into negative PC space as time progressed (Figure 5.4-9A). By comparison, winter samples 
increased in within-group variation and overall distribution in PC space rather than a group shift 
(Figure 5.4-9B). Winter 6-week samples also plotted closer to control samples than their 
summer counterparts (Figure 5.4-9), which would suggest that bones exposed during the 
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summer experiment underwent a more dramatic change to their surface composition in the first 
6 weeks compared to winter exposure. The shifting of samples into negative PC3 space is 
observed in the loadings to be due to the increased amounts of carotenoids and the possible red 
shift of the v1 (PO43-) peak, although further analysis will be required to appreciate the extent of 
this shift. These results support the findings from the morphological analysis in Chapter 4.3.1, 
which noted only summer 6-week bone samples displayed algal growth, as algal growth was 
delayed until 12 to 18 weeks during the winter experiment.  
 
Figure 5.4-9 PC score plots for PC1 and PC3 of intertidal femora, for both summer (A) and winter (B) 
experiments, separated according to exposure time: 6 weeks (purple), 12 weeks (blue), 18 weeks (green), 
24 weeks (orange). Ellipses used as visual tool to facilitate interpretation of each group of interest within 
PC space; ellipses are not statistically constructed. Potential outlier samples are circled separately. Small 
grey dots are non-coded tibiae. 
While little distinct time trend was evident with the femora samples, the tibiae displayed some 
interesting time related separation (Figure 5.4-10). Plotting further into negative PC1 and PC4 
space over time, 6-week and 18-week tibiae showed clear separation during the summer 
experiment. The spread into negative PC4 space can most likely be attributed to an increased 
rate of algae growth and bone attrition. The unusual results from the 12-week recovery is likely 
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the direct result of Cyclone Ita, which hit the area at the time of recovery (Chapter 3.7.2). Unlike 
summer samples, 6-week winter tibiae samples plotted in positive PC4 space, indicating a lack 
of carotenoids. Considering the different weather conditions this is not surprising, as algal 
growth was not reported until the 12-week recovery point during the winter experiment, and 
only on some, but not all, samples (Chapter 3.7.1). However, what was surprising was the 
distribution for tibiae samples exposed during the winter experiment, with samples from each 
time period plotting outward from the sectioning point in different directions (Figure 5.4-10B).  
 
Figure 5.4-10 PC score plots for PC1 and PC4 summer (A) and winter (B); and PC2 and PC4 for winter (C) 
intertidal tibiae, separated according to exposure time: 6 weeks (purple), 12 weeks (blue), 18 weeks 
(green), 24 weeks (orange). Ellipses used as visual tool to facilitate interpretation of each group of interest 
within PC space; ellipses are not statistically constructed. Small grey dots are non-coded femora.  
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It is interesting to note that in the winter experiment, tibiae samples from 12 to 24 weeks plotted 
further into positive PC1 space, with 24-week samples plotting distinctively separately from 
both 12- and 18-week samples (Figure 5.4-10B). The normal assumption would be that 
prolonged environmental exposure would see samples trend in the opposite direction, with 
relative intensity and bone quality decreasing over time (plotting into negative PC1 space). 
Unfortunately, with the loss of all 24-week summer samples it is not known if they would have 
followed a similar pattern. Another unusual aspect of these winter results is that the trend 
discussed above did not hold true for the 6-week tibiae, as the 6-week samples plotted in the 
same PC1 space as the later exposed samples (Figure 5.4-10B). 
When the winter tibiae samples were plotted in PC2 and PC4 space, there was a more defined 
trend of separation over time (Figure 5.4-10C). The separation, however, was still not as well 
defined as for the summer experiment, with a general separation occurring between the first  
(6- and 12- week) and second (18- and 24-week) half of winter. Winter tibiae samples from  
6, 18, and 24 weeks plotted mostly in positive PC2 space, indicating increased disorder of the 
bioapatite, associated with a broadening of the v1 (PO43-) band and the presence of carotenoid. 
5.4.3 Submerged vs. intertidal 
To establish the extent to which environment affects the alteration of bone at the exposed 
cortical surface, submerged and intertidal samples were compared directly. To give an overall 
visualisation of how submerged and intertidal spectra compare, an averaged spectrum was 
produced of pooled bone type and season (Figure 5.4-11). The averaged spectrum produced for 
submerged and intertidal groups showed intertidal samples to have a greater baseline curvature 
from 700 – 1600 cm-1, than submerged samples and a distinct carotenoid peak that the 
submerged spectrum lacked. The relative intensity of the v1 (PO43-) peak, and the overall signal 
to noise ratio of the intertidal spectra was lower than for submerged samples. This decrease in 
signal is consistent with what would be observed with lower density bone indicating that 
intertidal samples had lower bone quality and decreased structural integrity.  




Figure 5.4-11 Averaged spectra for control, submerged, and intertidal samples (bone type and season 
pooled). Control samples have the strongest relative intensity, whereas intertidal samples show the 
greatest baseline curvature and lower signal to noise ratio. The intertidal spectrum is the only spectrum 
that indicates a carotenoid peak. 
When plotting in PC space, PC2 and PC4 separated the submerged and intertidal samples to the 
greatest extent (Figure 5.4-12). Summer samples were separated better than winter samples, 
with the pattern of variation being very similar between femora and tibiae. In fact, when plotted 
in PC2 and PC4 space, bone type differences were minimal when compared to environmental 
and seasonal variation. Femora variation showed a smaller but similar distribution across PC2 
and PC4 space to the tibiae samples, which suggests that most differences in bone variation can 
be explained by other PCs, making the use of PC2 and PC4 ideal for explaining environmental 
influence on the changing molecular composition of the bone samples. For this reason, when 
comparing submerged and intertidal samples the femora and tibiae have been plotted together 
but labelled separately in Figure 5.4-12. 




Figure 5.4-12 PC score plots for PC2 and PC4, for both summer (A) and winter (B) experiments. Samples 
are coloured according to environmental exposure and bone type: summer submerged (light blue); 
summer intertidal (light green); winter submerged (dark blue); and winter intertidal (dark green). 
Samples belonging to groups not being investigated in each plot have been reduced in size. Ellipses used 
as visual tool to facilitate interpretation of each group of interest within PC space; ellipses are not 
statistically constructed.  
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As described above in section 5.4.2, intertidal samples showed more seasonal separation, with 
summer samples having well-established carotenoid peaks across all time groups compared to 
their winter counterparts, which only began to display carotenoids from 12 weeks. This seasonal 
variation is evident when examining submerged and intertidal samples, with summer 
submerged and intertidal samples separating very well (Figure 5.4-12A), while winter 
submerged, and intertidal samples show greater similarities (Figure 5.4-12B).  
In the summer experiment, submerged samples plotted across positive and negative PC2 and 
PC4 space (Figure 5.4-12A), meaning that levels of CO32- substitution vary greatly, producing 
various v1 (PO43-) band widths (PC2). It is also likely that the wide distribution across the PC2 
space is due to variations in the baseline curvature. The intertidal samples, in contrast, clustered 
mostly in the positive PC2 and negative PC4 space, indicating the unique combination of the 
presence of carotenoid, v1 (PO43-) peak broadening, and likely amide (AIII and AI) peak shifting 
and loss of band definition, indicating collagen degradation. This unique combination of spectral 
characters clearly separates the intertidal samples from the submerged samples.  
Winter bone samples did not separate as distinctly as the summer samples, and it appears that 
a significant contributor to this is the slower growth and development of algae at the beginning 
of the winter season (Chapter 3.7.1), resulting in a lack of a carotenoid peak in the FT-Raman 
spectra (as described in section 5.4.2). This slower development of carotenoids in winter 
intertidal samples means there is a less defined separation of submerged and intertidal samples 
along PC2, as well as PC4, as intertidal samples clustered closer to the sectioning point of both 
PCs (Figure 5.4-12B).  
5.5 Prediction modelling 
Using the 4 PCs created from the PCA, QDA was undertaken to see if PCA and FT-Raman 
spectroscopy could be used as a tool to predict the environmental exposure and/or time period 
of exposure. The validity of the QDA was judged by its accuracy in classifying bones correctly 
from known exposure and time groups. 
Initially, several QDA models were applied to the data set used for the PCA, to identify the best 
model. A test-set of samples (a small subset from both the summer and winter experiments that 
were excluded from the original PCA) were then analysed using the best prediction model, to 
test the model’s predictive accuracy on a separate sample set from the same experiments.  
Starting with a 10-way QDA, which separated for bone type (F-femur, T-tibia), season  
(S-summer, W-winter), and environment (s-submerged, i-intertidal, c-control) (Table 5.5-1). 
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Correct classification was 58%, well above that expected by chance (10%). Additionally, bones 
from the marine experiment were never classified as a control and control samples were never 
classified as being exposed to the environment; this means that the prediction model confirms 
that environmental exposure has a definable influence on the molecular composition, and hence 
spectra of bone. Interestingly, femora were, in general, classified very well as their own bone 
type and were infrequently classified as tibiae, whereas tibiae were more often misclassified as 
femora. In almost all cases, the most frequent misclassification was the season; their bone type 
and experimental exposure were usually correctly identified. For example, 75% of femora-
summer-intertidal samples were correctly classified, but when misclassified were most 
frequently classified as femora-winter-intertidal. On occasions when samples were misclassified 
as the wrong bone type, they were almost always still classified as the correct environmental 
exposure, except for winter intertidal samples.  
Table 5.5-1 10-way QDA using PC1, PC2, PC3, and PC4, showing total number of samples classified in each 
exposure group. Samples separated by bone type (F, T), season (S, W), and environment (s, i, c).  
 
After analysing the results from the first 10-way QDA above, season was pooled and a three-way 
model was applied for environmental exposure. The QDA was applied using two methods to look 
at the effect bone type had on prediction accuracy. In the first method the QDA was run pooling 
the bone type. In the second method, the spectral data were separated by bone type and the 
three-way model was run on tibiae and femora samples independently.  
When the bone types were pooled, the total correct classification for environmental exposure 
was 89% (Table 5.5-2). When the model was run on each bone type independently, this accuracy 
improved slightly for the femora to 91% (Table 5.5-3) and decreased for the tibia to 86%  
(Table 5.5-4); all were still much better than by chance (33%). Submerged samples were 
classified with a greater accuracy than intertidal samples in all models with over 90% accuracy, 
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whereas intertidal classification accuracy ranged from 74-83% (Tables 5.5-2 to 5.5-4). Although 
bone type variation exists across PC space (section 5.4), it is likely to be less influential in the 
PCA modelling due to the fact that tibiae and femora most often still shared the same PC space; 
just the range of distribution was different. 
Table 5.5-2 3-way QDA of all bone samples using PC1, PC2, PC3, and PC4, showing total number of samples 
classifying in each group. Samples separated by environment (s, i, c). 
 
Table 5.5-3 3-way QDA for femora samples, using PC1, PC2, PC3, and PC4, showing total number of 
samples classifying in each group. Samples separated by environment (s, i, c). 
 
Table 5.5-4 3-way QDA for tibia samples, using PC1, PC2, PC3, and PC4, showing total number of samples 
classifying in each group. Samples separated by environment (s, i, c). 
 
Because of the strong separation according to environment and relatively weak separation 
power of bone type, in the final QDA model, bone type was pooled, allowing attention to be 
focused on prediction of time of exposure within the two environments. In the 8-way QDA, total 
correct classification was 46 % (Table 5.5-5), well above that expected by chance (12.5%). The 
poorest classification accuracy was for the submerged 12-week samples, which could possibly 
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be due to the highly variable results caused by a severe weather event during the summer 
experiment (Chapter 3.7.2). The group with the highest classification accuracy was the 
submerged 6-week samples (84%), followed by intertidal 6 weeks (69%). In addition, 6-week 
samples (intertidal and submerged) were never misclassified as 24-week samples, but 24-week 
samples were misclassified as 6-week samples for both environment groups.  
All but three of the submerged samples that were misclassified as intertidal samples were 
misclassified as 6-week intertidal samples, irrespective of how long they had been submerged. 
Intertidal samples that were misclassified as submerged, were misclassified across the full time 
range. Interestingly, no 24-week intertidal samples were misclassified as submerged.  
Table 5.5-5 8-way QDA for all bone samples, using PC1, PC2, PC3, and PC4, showing total number of 
samples classifying in each group. Samples separated by environment (s, i) and time (6, 12, 18, 24). 
 
5.5.1 Prediction modelling of test data set 
A separate test set of 50 FT-Raman scans (femur = 9 bones x 27 scans; tibia = 8 bones x 23 scans) 
were excluded from the creation of the PCA and subsequent QDA model were used to test the 
model’s predictive accuracy. Based on the QDA results of the model set, the test set was subjected 
to the 3-way QDA classifying depositional environment, with bone type pooled. In addition, the 
8-way QDA classifying environment and time was also performed. 
When samples from all exposure time points were pooled and using the PCA model to classify 
them based only on depositional environment, the test set was classified well by the model with 
84% accuracy (Table 5.5-6), which is only slightly lower than the model’s original classification 
accuracy of 89% (Table 5.5-2). When looking at the classification accuracies for the submerged 
and intertidal groups individually, the submerged samples from the test set appear to fit the 
model well, with 88.5% of the samples being correctly classified, compared to 92.7% of the 
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original sample set. Samples from the intertidal group were classified with less accuracy in the 
test set, with a drop to 73% accuracy from 81.4% with the original data set.  
Table 5.5-6 Classification matrix of test set using 3-way QDA model, separating samples by environment 
(s, i, c). Showing total number of samples classifying in each group. 
 
These results also highlight an important consideration regarding multiple sampling. What is not 
apparent from Table 5.5-6 is that the eight misclassified scans come from five different bones. Of 
those bones that had misclassified scans three did so only in one of their three scans. Therefore, 
if the scores of each bone were combined or averaged, only two of the original five bones from 
the test set would have misclassified. Also, six out of the eight misclassified scans were from 
tibiae, meaning 26% of the tibiae scans misclassified compared to 7% of the femora scans. 
The results of the test set in the 8-way QDA for environment and time are similar to those above, 
with 42% overall correct classification, which is better than that expected by chance (12.5%) 
(Table 5.5-7). In this model, 72% of the samples were classified as from the correct environment 
but the wrong time period. However, of those that were misclassified, 27% (n=8) were by only 
one sampling time i.e. a 12-week intertidal sample being misclassified as 6-week intertidal. The 
submerged 6-week and 12-week samples were classified with the greatest accuracy. However, 
it must be noted that the overall sample size for submerged 12-week samples in the test set was 
only n=3. Unfortunately, due to the small size of the test set and the limited sample size of certain 
subgroups in the model set, particularly in the 18- and 24-week groups, few conclusions can be 
made about the predictive power of this model. However, it can be noted that while 24-week 
samples were misclassified as 6-week samples, no 6-week samples were misclassified as  
24-week samples. This suggests that there is evidence of a time dependent increase in the level 
of variation observed within the molecular composition of the samples as they are exposed to 
the environment of the Otago Harbour. These results are inconclusive at this stage and only 
relate to the current local environment in which the experiment was carried out. 
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Table 5.5-7 Classification matrix of independent test set using 8-way QDA model separating by 
environment (s, i) and time (6, 12, 18, 24). Showing total number of samples classified in each group.  
 
5.6 Discussion 
Chemical changes in bone tissue during diagenesis modify, and may even destroy, sources of 
information for anthropological investigation. However, the process of destruction of 
information provides information in itself (Pokines, 2013). The knowledge of these chemical 
processes has become important, as the use of elemental and molecular analysis of skeletal 
remains becomes increasingly utilised in the reconstruction of life and postmortem events 
(Klepinger et al., 1986; Piepenbrink, 1986). 
The aim of the analysis in this chapter was to examine the surface composition of juvenile 
porcine bone exposed to different coastal marine settings and evaluate the efficacy of using  
FT-Raman spectroscopy and PCA as a tool for taphonomic analysis. The benefit of using PCA is 
that it reduces the dimensionality of a dataset into a set of possibly correlated variables. The aim 
was to investigate if, and how, PCA could produce a molecular fingerprint of the variance within 
the FT-Raman spectra, with the goal of utilising this information as a discriminative tool in 
forensic taphonomy.   
The results of this chapter will be largely focused on environment deposition (submerged vs 
intertidal). The loss of some samples, particularly in the later time periods, limits the robustness 
of the comparisons able to be performed over time, both within and between sub groups. 
However, this research does show tentative indications towards the potential for exposure 
interval estimations using FT-Raman spectroscopy.  
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5.6.1 Bone type variation 
Bone type variation between femora and tibiae was found to be greater than seasonal variation 
when analysing the FT-Raman spectra using PCA. Femora samples were characterised by a 
stronger bone signal and less baseline curvature than tibiae, indicating overall better bone 
quality and crystallinity than the tibiae (PC1) (Gasior-Glogowska et al., 2010). Crystallinity was 
not explicitly measured in this analysis but was indicated by the intensity and broadness of the 
v1 (PO43-) peak (Fraser et al., 2015). Broadening of the v1 (PO43-) band has been found to be due 
to increased disorder in the mineral lattice, producing multiple micro environments resulting in 
changes in band position (Fraser et al., 2015). 
In the morphological analysis (Chapter 4), bone type differences were found in the degree of 
abrasion in the submerged samples. These differences indicated that the tibiae suffered greater 
cortical bone loss than their femora counterparts. It has been shown that mineral composition 
across human and animal species varies not only down the length of the bone but across the 
cortex of a single bone section, between periosteal, mesosteal, and endosteal locations 
(Klepinger et al., 1986; Pfeiffer et al., 1995; Goldman et al., 2003). In general, mineralisation 
levels of the periosteal zone are consistently less than the mesosteal or endosteal zones 
(Goldman et al., 2003).. As surface area and contact with the external environment are critical 
factors in the diagenetic process, larger surface area is proven to increase the rate of diagenesis, 
through ionic substitution and dissolution (Driscoll, 1970). The periosteal surface is not only 
directly in contact with the environment but also has the largest collective surface area due to 
the natural cylindrical curvature of the long bone diaphysis (Francillon-Vieillot et al., 1989). 
Pfeiffer et al. (1995), estimated that in archaeological burial environments, up to 2 mm of 
periosteal erosion occurs, which would result in cortical bone sampling from the mesosteal zone 
not the periosteal surface. Based on the findings from above, the difference in measuring the 
chemical composition and mineralisation of the periosteal zone to mesosteal zone could 
potentially alter results significantly. It must be noted however, that all the conclusions by the 
authors stated here are based on studies conducted on mature long bones. Therefore, based on 
the findings from the previous chapter, which found differences in the level of abrasion between 
tibiae and femora samples, compositional differences between these two bone types may also be 
related to the amount of cortical bone loss and the underlying levels of bone mineralisation. 
While bone mineralisation levels, as well as mechanical properties, are known to be different 
between juveniles and adults (Currey and Butler, 1975), it is unclear if the same variability is 
present across the cortical cortex.  
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Cortical bone thickness was not measured in this study, but cortical bone loss was noted in the 
mid-shaft region and there is already evidence that the tibiae were prone to greater abrasive 
damage in the submerged environment (Chapter 4.3.3). It cannot be said how significant the 
cortical bone thinning was on each bone from each environment, or what ratio of periosteal, 
mesosteal, or endosteal bone was exposed, but it is possible that varying levels of periosteal, 
mesosteal, and enodsteal portions of bone exposed to the environment influenced the 
taphonomic signature being produced. This study was also not definitively able to explain why 
the tibiae were prone to greater abrasion and possible dissolution than the femora. However, a 
possible explanation comes from Klepinger et al. (1986), who studied both femora and tibiae 
bone segments and found that femora mineralisation was higher in all cross sections than the 
tibiae, and therefore may make it more resistant to abrasion at the same developmental age. 
While not conclusive, this information does offer a possible explanation as to why femora were 
shown to have less variability in their Raman spectra than tibiae samples when examined using 
FT-Raman spectroscopy. 
5.6.2 Effect of marine environment on molecular composition 
To establish the extent to which the environment affects the molecular alteration of bone, 
submerged and intertidal samples were compared directly using PCA and plotted in PC-score 
plots. When separating by depositional environment, there was some seasonal variability in that 
samples from submerged and intertidal zone displayed the same relative pattern of distribution 
(within each group), but range distribution was greater in the winter, particularly for intertidal 
samples. While it is not possible from this study to determine how much impact different 
external factors had on the variability observed, some inferences could be made.  
It is likely that the greater variability seen in the winter intertidal samples is linked, at least in 
part, to the delayed algal growth at the beginning of the winter experiment. In the morphological 
analysis, it was found that in the summer experiment, intertidal bones developed algal growth 
by the time of the first 6-week recovery. Algal growth was delayed in the winter experiment by 
at least 6 weeks, in some case 12-week samples still displayed little to no algae. 
Algae are eukaryotic microorganisms that contain chlorophyll and carotenoids, of which 
carotenoids have been shown to have their own characteristic Raman spectrum signature 
(excitation dependent) (Parab and Tomar, 2012). For example, fucoxanthin is found in brown 
algae and diatoms with its major peak at 1530 cm-1 (Takaichi, 2011). Green algae contain β- and 
α- carotene, with its major peak between 1520 cm-1 and 1524 cm-1; depending on the ratio of  
β- and α- forms (Huang et al., 2010; Takaichi, 2011; Parab and Tomar, 2012). Red algae can be 
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divided into two groups based on their carotenoid composition. Unicellular red algae contain  
β-carotene and zeaxanthin, producing a broadened peak at 1520 cm-1; where the two carotenoid 
peaks for β-carotene (1520 cm-1) and zeaxanthin (1522 cm-1) overlap (Takaichi, 2011). 
Macrophytic red algae contain additional α-carotene and lutein, which has a varied band position 
from 1522 cm-1 to 1527 cm-1 (Takaichi, 2011). 
Two different carotenoid signatures were identified in the FT-Raman spectra from this study, 
1524 cm-1 and 1530 cm-1. This information would indicate that the carotenoid peak at  
1530 cm-1 (PC2 and PC3) is consistent with fucoxanthin. Due to the fact small amounts of red 
algae were observed on the bones during the experiments (Chapter 4.3.1), the carotenoid 
indicated at 1524 cm-1 (PC4) is likely associated with carotene, rather than lutein, which could 
be associated with many different algae. While this study did not go so far as to confirm the forms 
of carotenoid identified from the FT-Raman analysis, the important finding is that through 
analysis of the algal samples on the bones, specific molecular algal fingerprints could be 
identified using FT-Raman spectroscopy; linking the bone to a specific depositional 
environment.  
Another possible factor contributing to the varied distribution of winter (compared to summer) 
intertidal samples across PC-space was that there were also highly varied levels of solar 
radiation exposure during each time period in the winter experiment (Chapter 3.7.2). In the first 
6 weeks, samples from the summer experiment were exposed to more than twice the levels of 
insolation than their winter counterparts. However, in the summer experiment, insolation levels 
only increased by an average 1.35 ±0.25 times every 6 weeks, whereas in the winter experiment 
the level of insolation exposure increased 2.1 ±0.6 times with every 6 weeks. By 10 weeks 
exposure, winter samples were exposed to greater daily average levels of insolation than 
summer samples.  
UV radiation causes crucial changes in the material properties of bone, including the denaturing 
of collagen cross-links, and orientation changes to the mineral and collagen phases of bioapatite 
(Gong et al., 2013). Collagen strength and mechanical integrity comes from the formation of its 
triple helix, which is particularly sensitive to UV radiation (Muiznieks and Keeley, 2013). UV 
radiation causes damage to collagen, including structural changes to phenylalanine, 
decarboxylation (structural scission of C=O), hydrogen abstraction (structural scission of –N-H), 
thermal denaturation, and general oxidative degradation (Rabotyagova et al., 2008). The triple 
helix helps to protect single collagen chains against peptide degradation. Once the triple helix is 
destroyed, extensive peptide bond cleavage occurs (Rabotyagova et al., 2008). 
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Gong et al. (2013), using a mouse (Mus musculus) model, found that irradiation had no direct 
effect on the solubility of hydroxyapatite, but another study by Wernle et al., 2010 showed 
irradiated bone becomes embrittled. While the findings of Gong et al. (2013) and  
Wernle at al. (2010) may seem contradictory, they are not, as bioapatite provides the rigid 
framework and toughness of bone but is inherently brittle (Boskey et al., 1999; Khan et al., 2013). 
Compared to collagen, which contributes to stability, structural integrity, and tensile strength of 
bone (Boskey et al., 1999; Gelse et al., 2003). As collagen becomes damaged, intrinsic biochemical 
changes alter the ratio of collagen to bone mineral, as well as the state of collagen cross-links. 
These changes expose the more brittle bioapatite crystals, which in turn are more susceptible to 
taphonomic alteration, such as abrasion and dissolution (Collins et al., 2002; Carden et al., 2003; 
Rabotyagova et al., 2008; Unal et al., 2016).  
In addition to the degradation of collagen, increased levels of ionic substitution were also 
detected through FT-Raman. By increasing the level of ionic substitution with ions such as  
CO32-, the solubility of bioapatite also increases (Wopenka and Pasteris, 2005). One of the reasons 
for the increased solubility is that the Ca-CO bonds are weaker than the Ca-PO bonds, thereby 
making the carbonated apatite more susceptible to dissolution (Elliott, 2002), which biologically 
is an important consideration for bone growth and remodelling. Increased CO32- substitution also 
induces modification of the bioapatite unit cell, increasing the susceptibility of substitution of 
other ions and thereby increasing the taphonomic fingerprint (Penel et al., 1998;  
Thomas et al., 2007).  
While certain inferences can be made about the cause and effect of each of Raman feature 
examined in this chapter (PO43- band broadening, CO32- ionic substitution, Amide band shifting 
and disorder), these changes do not happen in isolation. Alteration and modification at a 
macroscopic, microscopic, and molecular level is a cumulative effect of all processes acting on 
the bone at the same time, until equilibrium is reached (Smith and Nelson, 2003). Therefore, the 
aim of the PCA and FT-Raman spectroscopy was to analyse the molecular fingerprint of bone 
exposed to a marine environment and use this as a predictive tool for exposure to different 
environments and exposure intervals. 
5.6.3  Feasibility for FT-Raman spectroscopy to be used as a 
discriminatory tool 
The submerged samples of both the summer and winter experiments were more widely 
distributed across all PC-space, which suggests it is the unique environment of the intertidal zone 
that makes differentiation possible using PCA. A unique marker of the intertidal environment 
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appears to be the presence of carotenoids, combined with collagen degradation, and a 
broadening of the v1 (PO43-) peak, associated with increased CO32- substitution in the bioapatite 
and increases in bone fragility (Ruppel et al., 2008). Interestingly, despite intertidal samples 
having more unique spectral features, submerged samples were classified with greater accuracy 
than intertidal samples. Importantly, no bone exposed to a marine environment was 
misclassified as a control bone and no control was misclassified as an exposed bone. 
There are a number of confounding factors to consider in this experiment, particularly relating 
to seasonal variations. It was beyond the scope of this investigation to determine if there were 
any correlations between the increased air and sea temperatures and the type of bacteria 
initially present, and how quickly those bacteria altered the natural biofilm on the bone. It was 
found that different species of algae and other microorganisms and taxa grew at different rates 
during the summer and winter experiments, but the extent to which their proliferation impacted 
the degradation of the bone collagen compared to insolation levels, or microbial decomposition, 
could not be experimentally determined. It would have been interesting to see if the exposed 
environments would have followed the same pattern of degradation cycling through a whole 
year’s seasons, or if the initial season of exposure has significant impact on the ultimate 
taphonomic pattern.  
Using the four PC’s created from the PCA, QDA was undertaken to see if FT-Raman spectroscopy 
could be utilised as a tool to predict depositional environment and / or exposure interval. A 
separate test set, not used to create the initial PCA model, was used to test the validity of the 
model, with good results of 84% correct classification of depositional environment. In an ideal 
situation, the test set would consist of bone samples collected from another experiment in the 
same study site or similar area, but these results are still very promising.  
While a clear separation according to exposure time was not achievable in this model, with  
12-week samples in particular being quite varied, it is worth noting that no 6-week sample was 
misclassified as a 24-week sample. Also, no intertidal sample that had been in the intertidal zone 
for 24 weeks was misclassified as being submerged, suggesting perhaps that by this time there 
are clear environmental distinctions. While correct classification for environment and exposure 
time was only 42%, 16% of samples were only misclassified by a single time period but within 
the correct depositional environment, i.e. a 12-week submerged sample was classified as an  
18-week submerged sample. If the time period was therefore increased from a single point to 
include neighbouring time points, the classification accuracy would increase to 58%.  
This research was designed to identify taphonomic alterations that could be used as potential 
markers to estimate depositional environment and/or duration of skeletal exposure. This is an 
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essential first step in investigating the feasibility of accurate exposure interval estimations for 
forensic analysis of skeletal remains in marine contexts. The current results are preliminary and 
only apply to the current environment at the Otago Harbour, Dunedin, New Zealand, but they do 
offer insight into Southern temperate marine environments. These results show that further 
research in to the development of an exposure interval model is warranted and demonstrated 





Chapter 6  
Examining bone surface composition 
using energy dispersive X-ray 
spectroscopy 
In this chapter, bone samples were examined using SEM-EDS to analyse the elemental 
composition of the surface cortical bone exposed to different environmental conditions. 
6.1 Introduction 
6.1.1 Scanning electron microscopy (SEM) 
The use of electrons to scan the surface of an object reveals a level of detail and complexity that 
is inaccessible with light microscopy, due to the wavelength of light being too large (Jones, 2012). 
SEM uses a focused beam of high-energy (accelerated) electrons, which carry significant 
amounts of kinetic energy that is dissipated by electron-sample interactions when the incident 
electron (from the focus beam) is decelerated in the solid sample (Swapp, 2016). These electron-
sample interactions generate a variety of signals; including secondary electrons, backscattered 
electrons, cathodoluminescent signal, and X-rays, which can be used to reveal information about 
the sample (Vermeij et al., 2012; Jones, 2012); including external topography, chemical 
composition, and crystalline structure and orientation (Swapp, 2016).  
The signals of interest in this research are secondary electrons (relatively slow electrons ejected 
from the sample) and X-rays (photons). Secondary electrons and X-rays are the result of inelastic 
scattering of electrons. Inelastic scattering describes a change in trajectory and energy of the 
incident electron, resulting from an interaction with the sample (Jones, 2012). 
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Secondary electrons are low energy electrons displaced from the sample by the incident 
electrons and are commonly used for imaging samples, to show morphology and topography 
(Jones, 2012; ’AMMRF’, 2014b). Secondary electrons are attracted to a positively charged 
Everhart-Thornley detector, commonly referred to as a secondary electron detector  
(’AMMRF’, 2014b). 
X-rays are produced by ionisation of an atom (by gaining or losing electrons) and are used to 
provide an elemental composition of the sample (Vermeij et al., 2012; ’AMMRF’, 2014a). Atoms 
may be ionised when incident electrons from the primary beam dislodge electrons from the 
inner shells of the substrate atom. As electrons from higher orbital shells replace the lost 
electrons, X-rays are emitted, the energies of which are characteristic of individual elements 
(described below) (Wassilkowska et al., 2014; Krumeich, 2015). The emitted X-rays can be 
detected with an EDS detector. 
6.1.2 Energy dispersive X-ray spectroscopy (EDS) 
Energy dispersive X-ray spectroscopy is a micro-analytical technique used in conjunction with 
SEM for qualitative and quantitative analysis of the chemical composition of a sample  
(Cruz et al., 2007). Qualitative analysis identifies the elements within a sample, whereas 
quantitative analysis measures the amount of each of those elements (Ward, 2000). EDS 
determines the contribution of individual elements to the sample through mass fractions or 
weight percentage (wt%), operating on the assumption that the sum of all detected element 
measurements total 100% (Wassilkowska et al., 2014).  
While there are no particular sample preparation requirements, SEM-EDS analysis has 
traditionally been considered an invasive technique, often requiring the cutting of a sample to fit 
into the microscope chamber and either chemical fixation, embedding, dehydration and/or 
coating of samples for analysis (Jones, 2012). For conventional SEM analysis, samples must be 
stable in a high vacuum and, in this environment, charging of non-conductive samples by the 
electron beam can occur (Wassilkowska et al., 2014). Charging causes scanning faults and has to 
be avoided by coating the sample with a conductive layer, often carbon or gold  
(Vermeij et al., 2012). Carbon coating is the most desirable if elemental analysis is a priority 
(Swapp, 2016). However, despite the cutting and coating of samples to perform this type of 
analysis, EDS is considered a non-destructive analytical technique because after analysis the 
specimen does not differ from the specimen prior to analysis (Wassilkowska et al., 2014; 
’AMMRF’, 2014a). 
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6.1.2.1 Basic principles of EDS 
The atoms of each element in the sample consist of a nucleus made up of neutrons and positively 
charged protons, and a cloud of negatively charged electrons that surround the nucleus 
(’AMMRF’, 2014a). The electrons in the electron cloud have a stable set of energy levels, known 
as electron shells. The shell closest to the nucleus is known as the K shell, followed outwards by 
the L, M, N, O, P and Q shells, depending on the size of the atom (’AMMRF’, 2014a). The K shell 
has the highest ionisation energy in the atom, i.e. more energy is needed to remove an electron 
from this shell than from shells further removed from the nucleus (Wassilkowska et al., 2014). 
In SEM-EDS, atoms in the sample are ionised by incident electrons from the focus beam, 
dislodging electrons from the inner shells of the atoms of the sample. When the focus beam 
dislodges an electron, it produces a ‘hole’ in the electron shell that is filled by outer shell electrons 
(Krumeich, 2015). An outer shell electron fills the ‘hole’ in a cascading effect of electrons filling 
inner electron shells. The process of an outer shell electron filling an inner electron shell ‘hole’ 
releases energy, in the form of an X-ray (Wassilkowska et al., 2014). Figure 6.1-1 shows a 
diagrammatic representation of this process. In EDS, the X-rays are detected by an energy 
dispersive detector, which displays the signal as a spectrum of intensity  
(X-ray count rate per second) versus X-ray energy (keV). 
 
Figure 6.1-1 Production of characteristic X-rays. An electron from the primary focus beam dislodges an 
electron from the K shell. An electron from the L shell fills the vacancy and an X-ray is generated. The 
energy of the X-ray is equal to the ionization energy of the K shell minus the ionization energy of the  
L shell. Image adapted from ’AMMRF’, 2014a; and Wassilkowska et al., 2014. 
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Two types of X-rays result from these electron interactions: Bremsstrahlung X-rays, also referred 
to as background X-rays, and Characteristic X-rays (Hafner 2015). Bremsstrahlung X-rays are 
created by the radiation that is emitted when electrons are decelerated and are characterized by 
a continuous baseline or background in the spectral output (Hafner 2015). The contribution of 
Bremsstrahlung radiation to the total counts in the X-ray peaks, needs to be subtracted before 
the counts in the Characteristic X-ray peaks can be calculated. Background subtraction in EDS 
analysis is most commonly achieved by using a mathematical filter known as a Top-Hat Filter 
(‘AMMRF’, 2014a). The filter is applied to each channel in the spectrum, and a value for the 
corresponding channel in the filtered spectrum is applied (‘AMMRF’, 2014a). The energy of an 
emitted X-ray is equal to the difference between the ionisation energies of the displaced electron 
and the replacement electron involved in the transition (Hafner, 2015). Therefore, each element 
has specific ionisation energies for each electron shell (Wassilkowska et al., 2014). Because most 
elements have more than one electron shell, and thereby more than one ionisation energy, they 
will emit more than one type of Characteristic X-ray (Hafner, 2015); creating a unique spectral 
print on an EDS spectrum, as can be seen in Figure 6.1-2 where Ca is identified by the presence 
of two X-ray peaks.  
 
Figure 6.1-2 Sample EDS spectrum of bioapatite, displaying X-ray peaks as a spectrum of intensity. Many 
elements, due to having multiple electron shells, have multiple characteristic X-ray peaks with unique 
ionisation energies (keV), such as Ca (circled in red).  
The wt% is calculated by comparing the relative intensities of the Characteristic X-ray peaks of 
the different elements present, using the ZAF correction method, which is applied to correct for 
the atomic-number effect (Z); the absorption effect (A); and the fluorescence excitation effect (F) 
on the intensity of emitted Characteristic X-rays (Boekstein et al., 1983). The peak area and 
intensity in the EDS is not an absolute quantitative measure of elemental concentration, although 
relative amounts can be inferred from relative peak heights (Kutchko and Kim, 2006). Generally, 
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elements present in major amounts (> 10 wt%) will have major peaks in the spectrum while 
elements present in minor (1-10 wt%) or trace amounts (<1 wt%) will have small or 
undetectable peaks in the spectrum (’AMMRF’, 2014a).  
To minimise error in EDS and ensure optimal X-ray intensity, there should be a clear path 
between the sample and the X-ray detector, and the detector should be as close as possible to the 
sample to maximise the collection of generated X-rays (’AMMRF’, 2014a). If the sample is stable 
under high-vacuum in the electron microscope and is not susceptible to damage by the electron 
beam, then an accelerating voltage of 15-30 keV is recommended for SEM analysis. This is 
sufficient to generate at least one family of X-ray lines for all elements (’AMMRF’, 2014a). 
However, the system used to generate the X-rays and the detector used to measure the emitted 
X-rays can both influence the height of the X-ray peaks (Hafner, 2015).  
6.1.2.2 Element analysis 
Qualitative EDS means that the elements present in the sample are identified from their 
characteristic X-ray peaks, but their abundance is not determined. With quantitative EDS, the 
wt% of the elements present in the sample are calculated, apart from H, He, and Li, which cannot 
be detected by EDS, because they only have one electron shell (JEOL Ltd, n.d.). EDS is also 
somewhat limited in its ability to detect light elements (Z<11); this limits its usefulness in 
analysing biological material. Light elements are considered as such, because these atoms only 
have two electron shells, and therefore, the electrons involved in generating the X-rays are also 
the valence electrons involved in the chemical bonding of the element (’AMMRF’, 2014a). Light 
elements also produce low energy X-rays subject to strong absorption by the specimen 
(Wassilkowska et al., 2014). However, with advances in EDS instrument technology, many 
manufacturers claim that improved detector sensitivity to light elements means light element 
detection and analysis is now possible and accurate, particularly in regard to N and O  
(JEOL Ltd, n.d.).  
Commercial peak-identification software detects and analyses sample composition using built-
in standards (Hafner, 2015). While commercial peak-identification software is improving, it is 
not yet 100% accurate (’AMMRF’, 2014a). Elements that are present in the sample may be 
missed, and elements that are not present can sometimes be falsely identified, if the signal 
intensity is low (Newbury and Ritchie, 2013).  
Quantitative analysis can either be semi-quantitative or fully standardised. In semi-quantitative 
analysis, the spectra are compared with data collected from the built-in standards from the EDS 
manufacturer, stored within the system (’AMMRF’, 2014a). Built-in factory standards allow an 
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estimation of composition to be made for spectra collected on different instruments  
(’AMMRF’, 2014a). However, it is argued that differences between the instruments and 
conditions for collection will have some impact on accuracy (Newbury and Ritchie, 2013). In fully 
standardised quantitative analysis the standard-forming spectra are collected on the same 
instrument as the spectra from the sample being analysed, which allows for more accurate 
analyses, minimising potential systematic errors (Newbury and Ritchie, 2013). However, the 
accuracy of the analysis relies on the purity of the standards being used and the setup and 
operating parameters of the microscope. 
Irrespective of which form of quantitative analysis is performed, a limitation of EDS is that it 
lacks sensitivity for trace element detection (Newbury and Ritchie, 2015). The minimum 
detection limit is the concentration of an element that can be distinguished as statistically 
significant from background noise (Krumeich, 2015). There is some disagreement in the 
literature as to the minimum detection limit for SEM-EDS, because the detection limit depends 
on the composition of the sample being analysed and the level of background fluctuations, but is 
in the range 0.1-1 wt% (Kearsley et al., 2007; Stephen, 2008; Vermeij et al., 2012;  
Newbury and Ritchie, 2013; ’AMMRF’, 2014a). Elements detected within this range (0.1-1 wt%) 
are considered trace elements (Krumeich, 2015). 
An important aspect of EDS analysis is that the accuracy of the calculated concentrations of 
individual elements is affected by the accuracy of measuring the relative intensity of all the 
elements in the specimen. Basically, all measurements for a sample are arbitrarily made to total 
100% of the composition, but without H, He, Li, other light elements, and often trace elements 
(Wassilkowska et al., 2014). Therefore, analysis reliability depends on the operator’s 
understanding of the specimen (Hafner, 2015), as well as skill and diligence in operating the 
instrument, for example, appropriate vacuum pressure for the type of sample being analysed  
(if applicable), and beam energy and distance to specimen (Newbury and Ritchie, 2013). It is 
difficult to quantify all sources of error for EDS analysis but the combined relative errors limit 
(precision) of EDS analysis is reported to be ±2-5% for major components (’AMMRF’, 2014a; 
Newbury and Ritchie, 2015).  
6.1.2.2.1 Element maps 
To ensure the most accurate results from quantitative analysis it is recommended that the 
samples be homogeneous (consistent composition throughout the sample) (’AMMRF’, 2014a). 
However, providing samples of this nature is often not practical and/or defeats the purpose of 
the analysis. The issue of sample heterogeneity (inconsistent composition) is that sub-sampling 
may occur, in which composition results may significantly differ depending on where the sample 
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is scanned, and the total area of the sample scanned. The heterogeneity, or composition of a 
sample may be understood by examining the quantitative analysis of the sample in conjunction 
with a study of the elemental distribution. The electron beam can be scanned over a selected 
area of the sample (from 5 μm to 1 cm) in a raster pattern to produce distribution maps of the 
elements present (Hafner, 2015). Element mapping is a great tool for visually observing the 
location, distribution, density, and chemical gradient of individual elements within a sample, as 
demonstrated in Figure 6.1-3. Element mapping adds valuable contextual information to the EDS 
analysis beyond just providing a wt%. Having a distribution map also ensures that when taking 
scans using smaller areas, or specific point locations, appropriate scanning locations can be 
selected. It is worth noting that obtaining element maps is only possible for elements with 
concentrations over 1 wt%, as mapping has lower spatial resolution than standard EDS analysis, 
and trace elements are extremely difficult to separate from background noise  
(Wassilkowska et al., 2014). 
 
Figure 6.1-3 EDS maps of elemental distributions within a bone sample. Top left is the microscope image 
of the bone surface, and there are three EDS maps showing the distribution of the elements: Fe, Al, and Si.  
6.1.2.2.2 SEM-EDS on non-planar surfaces 
Bone is not only a complex compound made up of mineral and organic components, but it is also 
a complex topographic structure. Being able to image the appearance of bone surfaces, as well 
as analyse its composition contributes greatly to being able to understand its surface and 
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compositional analysis of specimens with complex topography, concluding that while EDS can 
yield accurate compositional information, any result is only as good as the precautions taken by 
the researcher to account for, and minimise, potential geometrical effects (Cruz et al., 2007; 
Kearsley et al., 2007; Vermeij et al., 2012). For example, it is critical that caution is taken to avoid 
problems such as shadowing on the sample surface, as this limits the line of sight of the detector 
to the sample, obstructs X-ray collection from the area, and affects the total wt% accordingly 
(Kearsley et al., 2007; Vermeij et al., 2012).  
A study by Vermeij et al. (2012), analysed invasive trauma to bone using EDS. The authors were 
able to show that in trauma-related cases, the use of SEM imaging and EDS analysis on non-
planar bone surfaces could provide accurate and distinct elemental links to objects used to cause 
the traumas. They found that while EDS has poorer detection of trace elements than other 
detection methods, such as wavelength dispersive X-ray (WDS), it is relatively insensitive to 
sample topography. Using techniques with higher analytical resolution such as WDS require 
planar surfaces, which would necessitate the destruction of the sample and important contextual 
and forensic information. This means that EDS is especially useful in the analysis of samples 
where maintaining structural integrity is essential.  
Outside of forensic analysis, SEM-EDS analysis of bone also has useful applications in the study 
and testing of commercial bone substitutes used for medical procedures. Cruz et al. (2007) 
performed EDS on uncoated cortical and trabecular bone particles to test if commercially 
available bone substitutes met their prescribed composition. The bone particles were not 
coated/embedded/polished before analysis and ranged in diameter up to 2 mm. Because  
Cruz et al. (2007), used a low vacuum SEM, they did not need to coat their bone samples, and 
were able to image, measure, and determine elemental composition of their samples in a single 
analysis. Their study found mineral components in what was meant to be a totally organic bone 
substitute and showed the substitute material consisted of larger particle sizes than those 
specified by the manufacturers, and because of the nature of the analysis there was no alteration 
to the material for, or during, the analysis period. This work by Cruz et al. (2007) highlights the 
significant role SEM-EDS can play in the macro- and micro-analysis of bone, without the use of 
potentially destructive, preparation techniques. 





The SEM used in this experiment was a JEOL 6700F field emission scanning electron microscope 
(JEO Ltd, Tokyo, Japan) fitted with a JEOL 2300F EDS system (JEOL Ltd, Tokyo, Japan) housed in 
the University of Otago Anatomy Department. The JEOL is a high vacuum system SEM only, 
meaning it is not capable of variable pressure modes. An excitation voltage of 20kV was used and 
dead time was kept below 15%. The duration of each analytical cycle was 100 live seconds. 
The software used with this instrument was Analysis Station (JEOL Ltd, Tokyo, Japan). The senior 
electron microscopy technician confirmed that the JEOL 2300F EDS has a calibrated detection 
error of 0.1% and is capable of accurately detecting light elements such as O and F, as well as 
being tested and calibrated weekly using standardised samples  
(Liz Girvan, personal communication, 17 November, 2015). The analysis performed for this 
experiment, however, was classified as semi-quantitative as the testing was performed using 
pre-programmed standards provided by the manufacturer. For data analysis, samples from the 
study can only be compared directly within the context of this study. The ‘control’ samples were 
used to generate the standard spectra.  
6.2.2 Samples 
The samples used in this analysis were a selection of the left femora and tibiae recovered from 
the experiments described in Chapter 3.6. A representative selection of samples from each 
experimental subgroup, summer submerged (SS), summer intertidal (SI), winter submerged 
(WS), and winter intertidal (WI), were analysed using SEM-EDS. A maximum of three left tibiae 
and three left femora from each group and each time period (6, 12, 18, and 24 weeks) were 
selected from the samples available. In addition, five left tibiae and five left femora control 
samples were scanned. The samples were chosen at random where possible. However, in some 
cases, such as the summer intertidal exposure group, there was a significant loss of bone samples 
during the experiment, meaning that at some time points, fewer than three samples were 
recovered. Due to the smaller sample size, samples were not grouped based on time of exposure, 
nor was time-related variation analysed using SEM-EDS. 
The composition of the sample set is shown in Table 6.2-1, totalling 98 bones. The sample sizes 
for each subgroup (season/environment) and bone type were not equal due to the level of bone 
loss in some of the later exposure groups.  
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Table 6.2-1 Number of bones scanned using SEM-EDS. The totals (n) are presented for each season and 
environment and were all left femora or tibiae. Five control samples, macerated in the lab, were also 
included. 
 Total bone samples per experimental group 
(femora/tibiae) 
 Submerged Intertidal Control Total 
Summer 12/12 9/8 na 41 
Winter 12/12 12/11 na 47 
Control na na 5/5 10 
Total 48 40 10 98 
    na=not applicable 
6.2.2.1 Sample preparation 
To fit on the SEM-EDS specimen discs, a section of bone no more than 1 cm in length was cut 
from the mid-shaft of each bone. This section of bone was the same region that was scanned in 
the FT-Raman analysis in Chapter 5.2.2. The bones were cut using a handheld rotating diamond 
blade, which was cleaned with pressurised air between each sample. Once cut, the samples were 
placed in a vacuum to ensure all moisture was removed and coated with a 10 nm layer of carbon, 
to make the sample conductive. Placing the samples in a vacuum at this stage helps to minimise 
the time it takes to remove all air from the sample chamber in the SEM and create a vacuum. 
Once carbon coated, the samples were attached to specimen discs using carbon tape, with the 
scan site facing up. This analysis did not involve embedding, polishing, or chemical dehydration 
of the bone, because the aim was to get, as true as possible, a representation of the composition 
of the bone surface. While this method does present possible methodological inaccuracies, 
namely relating to surface porosity and/or shadowing that may affect total wt% readings, steps 
were taken to minimise these issues by ensuring sample orientation was parallel to the laser 
source and eliminated shadowing wherever possible and by increasing the total area of the bone 
scanned to avoid potential subsampling. 
6.2.2.2 Scan locations 
Magnification was set so the size of the scan area was 1.9 x 1.5 mm. Each bone was scanned three 
times, moving to scan an adjacent area of bone each time (Figure 6.2-1). The total area scanned, 
per sample, was approximately 8.4 mm2. 
The tibiae were scanned on the posterior surface of the shaft and the femora on the anterior 
surface. These surfaces were selected as they offer the flattest surface for scanning. As was stated 
in the previous chapter, identifiable landmarks needed to be determined on the central shaft of 
the femora and tibiae. The porcine tibia typically has two nutrient foramina on the posterior 
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surface of the bone shaft. The most distal nutrient foramen on the proximal posterior surface 
was used as a landmark for the tibia, with the first scan being taken 1 mm distal and medial to 
this location. From there the bone was moved using a motorised stage to the next scan site as 
indicated on Figure 6.2-1A.  
For each femur, the first scan was proximal to the mark made during the FT-Raman analysis that 
indicated the central shaft at the minimum bone diameter. From there the bone was moved using 
a motorised stage to the next scan site as indicated on Figure 6.2-1B. 
 
Figure 6.2-1 SEM-EDS scan locations. A: scan location on posterior aspect of tibia, 1 mm distal and medial 
to the most distal nutrient foramen. B: scan location on the anterior aspect of femur, distal to the centre 
point where shaft diameter is minimum. Each bone was scanned three times, in the same order, as 
indicated by the numbering system labelled on each bone. Image and scan size are not to scale and are 
indicative of location only. 
6.2.3 Data collection 
The EDS system can be run to automatically detect all elements or manipulated to exclude or 
include elements of interest. In these experiments, the system was set to only include the output 
for elements detected at a higher level than 0.1% (wt% - error %). In addition, because the 
samples were coated in C, C and all elements with lower atomic numbers (Z<6) were excluded 
from detection. However, due to the sensitivity of the JEOL 2300F to light elements such as O, 
and F, elements with atomic numbers higher than C (Z>6), were not forcefully excluded from 
detection (JEOL Ltd, n.d.). Visual inspection of the EDS spectrum was conducted to monitor the 
system’s accuracy in detecting light elements through Visual Peak ID, in Analysis Station  
(JEOL Ltd, Tokyo, Japan). Visual Peak ID (JEOL Ltd, Tokyo, Japan), helps to confirm the visual 
identification of an element by the fitting coefficient (JEOL Ltd, n.d.). If the presence of a spectral 
scan locations 
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peak did not correspond with the EDS elemental wt% outputs, then the corresponding element 
was excluded, and the analysis was rerun. 
The final output from each scan location was a spectrum and elemental output providing the 
mass percentage (wt%) and error% of the elements detected within the sample. 
6.2.4 Preparation of data for qualitative EDS 
Because qualitative analysis is recorded as the presence or absence of an element, the data are 
described as binary data. The first approach was to determine the overall percentage of presence 
of each element within the dataset. For elements not present in 100% of the samples additional 
statistical analysis was performed.  
6.2.5 Preparation of data for quantitative EDS  
6.2.5.1 Transforming data 
The wt% and error % results from the three scans for each bone were averaged to produce one 
reading per element, per bone sample. In EDS analyses, elements are often divided into three 
arbitrary broad categories based on their concentration ranges: major elements (>10 wt%), 
minor elements (1 – 10 wt%), trace elements (<1 wt%) (Newbury and Ritchie, 2015). However, 
as wt% is relative to all other elements present, little can be determined beyond the presence or 
absence of elements from these raw data, unless there is a significant shift in the wt% of a 
particular element. Therefore, the data were converted into ratios based on the phosphorus (P) 
signal at 2.013 keV – the P- Ka peak. The use of P as the denominator was due to its significance 
in the composition of bioapatite and its established use in literature. The Ca:P ratio is a well-
studied ratio in bone mineral research (for animal models and humans) and can be used a 
reference point for analysis (Prikoszovits and Schuh, 1995; Crenshaw, 2001).  
As with wt%, ratios (R) can also be divided into the three matching arbitrary categories. The 
matching limits for P ratios are: major elements (R >1.0), minor elements (0.1< R <1.0), and trace 
elements (R<0.1). While these categories are arbitrary, they are helpful in identifying and 
analysing changes in the chemical composition of samples across various groups. 
The wt% of the primary Ka peaks of each relevant element were used to transform data into 
ratios. A table of the keV values of the Ka peaks for detected elements is presented in the results 
section 6.3.1. 
The raw elemental data from the SEM-EDS, before being turned into ratios, are presented in 
Appendix D. 
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6.2.5.2 Selecting ratios for statistical analysis 
Oxygen is often excluded from quantitative EDS analysis because of the combination of its low 
atomic number (Z=8) and its oxidative nature; reflecting its ability to share and donate electrons 
(’AMMRF’, 2014a; Newbury and Ritchie, 2015). It was decided to exclude O from further analysis 
due to a lack of reference literature pertaining to the analysis of O in this format and the potential 
of unknown compounding errors. 
Due to the limitations of SEM-EDS in trace element detection, ratios categorised as trace 
elements, i.e. elements only detected at ratios below the cut off for trace amounts (R <0.1) across 
all subgroups, were also excluded from further analysis.  
6.2.5.3 Outlier detection 
Before any statistical analysis, the data were explored for possible outliers. An outlier is defined 
as a data point that is “identifiable as distinctly different from other observations”  
(Hair et al., 2010, p. 73). The removal of outliers must be considered carefully, as outliers have a 
practical effect in that they strongly influence analysis, but a substantive effect such that they 
may reflect the outer edges of normal variability (Stull, 2013). While not all outliers are 
automatically problematic, outliers must be individually evaluated in order to investigate their 
influence and impact on the dataset (Hair et al., 2010). 
In this research, outlier detection was first conducted through visual assessment of the wt% data. 
A sample was marked as a potential outlier if it had an extreme value to all others. Extreme was 
defined as any value at least twice as large as the next closest value within the subgroup. Possible 
outliers were also visually assessed and considered through scatterplot matrices and boxplots 
of the ratios. Scatter plots and boxplots display potential outliers as isolated observations. In 
addition to visual assessment of the data, statistical tests were also conducted using a Bonferroni 
outlier test. A Bonferroni outlier test uses a Bonferroni adjusted p-value to calculate if the largest 
studentized residual in the data set being analysed is statistically significant. If it is, then the 
sample in question is potentially an outlier and should be investigated further. 
Whenever a sample was marked as a potential outlier, the raw data were first checked to ensure 
no human error had occurred with data input and ratio calculations. Then, to test if there was a 
possible fault during the SEM-EDS scan, the Ca:P ratio was checked; an extreme value here would 
suggest a possible technical fault during the EDS scan or an unusual/pathological issue with the 
bone.  
Elemental maps were collected for potential outliers, to show the element distribution, and to 
provide context for the unusual quantitative results. Element maps were taken of the same areas 
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of the bones originally scanned using EDS. Elemental mapping is also a way of determining if any 
possible artefactual contamination, resulting from sample preparation, was responsible for the 
unusual readings. 
SEM-EDS maps were collected using a Zeiss Sigma VP variable-pressure scanning electron 
microscope (Carl Zeiss Inc, Oberkocken, Germany) fitted with a HKL INCA Premium Synergy 
Integrated ED/EBSD system (Oxford Instruments, Oxfordshire, UK). The Zeiss ran Aztec EDS 
software (Oxford Instruments, Oxfordshire, UK). The SEM-EDS was set up to map any element 
detected at <1wt%.  
6.2.5.4 Statistical analysis 
A non-parametric statistical approach was used due to a violation of the assumptions of 
normality and homoscedasticity. 
All statistical analysis was conducted using ‘R’ open source software and a variety of R statistical 
computing and graphics packages (R Core Team, 2017). R packages used are listed in the text.  
For the qualitative analysis, Fisher’s Exact test was used to calculate seasonal and exposure 
group variation in the distribution of elements (present or absent). A Holm’s adjustment was 
incorporated into the p-values of the Fisher’s Exact test for the comparison analysis of all groups. 
P-value adjustment is used, as an increase in the number of statistical tests directly increases the 
likelihood of a Type I error (false significance). Fisher’s Exact test was performed using gmodels 
package in R (Warnes, 2015). 
For the quantitative analysis a stepwise multivariate comparison using Gao et al.’s (2008) 
modifications was used to compare all exposure groups (SI, SS, WI, WS) and controls (C), for each 
element ratio. Gao et al.’s (2008) stepwise multivariate comparison procedure was performed 
using the nparcomp package in R (Konietschke, 2015). 
Wilcoxon Signed-Ranked test was used to analyse possible bone type differences between the 
femora and tibiae for each element ratio. Wilcoxon Signed-Ranked tests were performed using 
the preloaded coin package in R. 
Fisher’s Exact test  
Fisher’s Exact test is a chi-squared based test selected for analysis due to the binary nature of 
the data. Chi-squared tests are statistical tests of independence used to determine if there are 
non-random associations, often between two categorical variables, using a contingency table 
matrix. The Fisher's Exact test is similar to the chi-squared test, except it calculates an exact 
probability value for the relationship between two variables and makes assumptions on fixed 
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marginal distributions that may not always be met (Gelman, 2003). The chi-squared test 
calculates an approximation of the probability value for the relationship between two categorical 
variables, an estimate that decreases in accuracy if the marginal distribution is uneven or the 
expected frequency is small in one of the cells (Uitenbroek, 1997). Therefore, when the expected 
frequency (n) of a matrix cell is n<5, in more than 20% of cases, a Fisher’s Exact test should be 
employed (UCLA, 2016). Fisher's Exact test is also reported to produce p-values that tend to be 
more conservative than most approximated tests (Uitenbroek, 1997). 
Multivariate stepwise comparison 
Multiple comparison procedures consider the problem of simultaneously testing a family of  
(k ≥3) null hypotheses (H1…Hk) based on effect statistics (E1 …Ek), respectively  
(Tamhane et al., 1998). Multiple comparison procedures are used to control the family-wise 
error rate at a designated a-value (usually a=0.05), irrespective of how many of the null 
hypothesis (Hk) are true (Konietschke et al., 2015). The family-wise error rate is defined as the 
Type I error, or the probability of rejecting at least one true null Hk (Konietschke et al., 2015). 
Unlike single-step analysis, which uses a simultaneous confidence interval procedure to test the 
hypotheses, stepwise analysis, test multiple hypotheses step-by-step in a ranked order 
(Tamhane et al., 1998). At the initial step of analysis, the variables are ranked/ordered, according 
to their effects (E), and this order is maintained throughout the procedure  
(Konietschke et al., 2015). This method of hypothesis testing is more powerful than single-step 
analysis, particularly when the rejection of more than one null Hk is of interest  
(Tamhane et al., 1998). 
Gao et al.’s (2008) stepwise multivariate comparison is a non-parametric modification of the 
Campbell and Skilling’s (1985) multivariate comparison that uses joint ranks of the data and 
adjusts the p-value and a-values for multiple analysis, to minimise type I error. A full, 
comprehensive, statistical explanation of the stepwise multivariate comparison procedure is 
offered by Gao et al. (2008). 
6.3 Results  
6.3.1 Qualitative analysis 
Overall, 13 elements were detected in the samples from the EDS analysis, determined by the 
presence of their primary peaks as labelled in Table 6.3-1. 
Chapter 6: SEM-EDS of Bone 164 
 
 
Table 6.3-1 Detected elements in EDS analysis of all bones sampled. Each element presented with 
corresponding emission peak and acceleration voltage (keV) of primary Characteristic X-ray peak.  
Element peak keV 
Nitrogen  (N) Ka 0.392 
Oxygen  (O) Ka 0.525 
Fluorine  (F) Ka 0.677 
Sodium  (Na) Ka 1.O41 
Magnesium  (Mg) Ka 1.253 
Aluminium  (Al) Ka 1.486 
Silicon  (Si) Ka 1.739 
Phosphorous  (P) Ka 2.013 
Sulphur  (S) Ka 2.307 
Potassium  (K) Ka 3.312 
Calcium  (Ca) Ka 3.690 
Iron  (Fe) Ka 6.398 
Bromine  (Br) L 1.480 
 
An example of the spectral output produced from the EDS analysis is provided in Figure 6.3-1, 
which shows a comparison of a spectrum from a control bone sample and a spectrum from a 
bone sample from the summer submerged experiment. The major and minor components of 
bone bioapatite; O, Ca, P, Mg, Na, and S were present in every bone sample (Table 6.3-2), and 
therefore no further qualitative analysis could be conducted on these elements, including 
McNemar’s test to compare differences between bone types. Establishing any changes in these 
major and minor elements required quantitative analysis. 
One difference between the two sample spectra in Figure 6.3-1, was the lack of Al, Si, and Fe 
peaks for the control sample. Indeed, none of the control bone samples contained Al, Si, or Fe 
(Table 6.3-2). Unlike the controls, all but one of the exposed samples (from WI) contained Al and 
Fe, and all but two of the exposed samples (from WI and WS) contained Si. What is not obvious 
from the table is that it was the same intertidal sample (LF0122) for which no Al, Fe, or Si could 
be detected (with one additional sample containing no Si). 




Figure 6.3-1 Spectral output produced from EDS analysis. A comparison of a control bone sample (A) and 
a bone sample from the summer submerged experiment (B). The Characteristic X-ray peaks are labelled 
with their corresponding elements.  
Table 6.3-2 Presence of elements in bone samples, including number of bones (n) and total percentage 
(%) of each exposure group sample set. Data separated by bone type. Elements with same presence 
frequencies across all exposure groups are listed together.  
 
Elements K, F, Br, which may have originated from seawater salts; and N which is possibly 
indicative of protein presence, were detected in all groups (C, SS, SI, WI, WS) but not all bones 
(Table 6.3-2). K and Br were also detected in one of ten control samples, which may indicate that 
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the origin is other than seawater, or possible contamination in the preparation of the control 
samples (Table 6.3-2).  
K was present in more of the exposed samples than the controls (Table 6.3-2). However, only the 
difference between exposed tibiae samples and the controls was shown to be statistically 
significant (Table 6.3-3), since no control tibiae presented with any K. When examining the 
seasonal effect on bone composition, only summer submerged, and summer intertidal femora 
samples were found to have statistically significant variation (Table 6.3-3), which was due 
predominantly to the low prevalence of K in the summer submerged group of femora samples 
(1/12)  
(Table 6.3-2). Except for the differences found between the summer submerged and intertidal 
femora samples, no other significant variation for seasonal or environmental differences were 
found for the presence of K in either bone type.  
Table 6.3-3 P-values from Fisher’s Exact test for the presence of F, K, Br, and N by bone. Fisher’s Exact test 
was run comparing all exposure groups, with and without control group. Only elements with significant 
results were analysed further in post hoc tests also using Fisher’s Exact test with Holm adjusted p-value. 
Results for femora listed in blue. Results for tibiae listed in red. 
 
Unlike K, the presence of F did not show any significant variation between control and exposed 
samples for either bone type (Table 6.3-3). There was however, a statistically significant 
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seasonal variation in the prevalence of F in femora samples, in that there were statistically 
significant differences in the presence of F between submerged and intertidal samples in the 
summer but not the winter experiment. This significant variation in the femora samples is likely 
due to the lack of any F detected in the summer intertidal femora samples (Table 6.3-2). 
In general, N and Br detection was variable across the samples; N and Br were detected in only 
8 and 15 of the 98 samples scanned, respectively. All traces of N in the exposed bone samples 
came from femora, but as this only equated to five samples in total across all exposed groups, it 
is not possible to say if this is meaningful or simply by chance. Because N was not detected in any 
exposed tibiae, Fisher’s Exact test could not be applied in this instance. While the prevalence of 
Br-containing samples was low, 9 of the 15 occurrences were from winter samples  
(Table 6.3-2). However, neither N nor Br was found to have any statistically significant seasonal 
or environmental variation to their distribution or with comparison to the controls  
(Table 6.3-3).  
McNemar’s test of association could not be used to evaluate the variation in presence of F, K, N, 
and Br between the femora and tibiae, as all tests violated the assumption of a minimum 
expected frequency of n=5. Therefore, bone type variation could not be confidently evaluated 
statistically from the qualitative data available. 
6.3.2 Semi-quantitative analysis 
6.3.2.1 Selecting ratios for statistical analysis 
Based on the qualitative results, it was decided to remove N and Br from further quantitative 
analysis due to their low occurrence and lack of association with any particular sample group. 
Ratios produced based on wt% of the primary Ka peaks of F, Na, Al, Si, S, K, Ca, Mg, Fe and P were 
used to transform data into ratios; using P as the denominator. A table of the keV values of the 
Ka peaks for the elements mentioned is presented above in section 6.3.1 (Table 6.3-1).  
Elements classified as trace elements were excluded from further analysis. The ratio threshold 
of R<0.1 was used, and the criteria included all samples falling below the R threshold. The 
following four ratios were excluded from further analysis: F:P, Na:P, S:P, K:P.  
Five remaining major and minor element ratios were selected for further investigation: Ca:P, 
Mg:P, Al:P, Si:P, and Fe:P.  
A table of all ratios, including those excluded from further analysis, is available in Appendix D. 




In total, seven bone samples were found to be potential outliers for one or more of the analysed 
ratios (Table 6.3-4). However, in all cases the Ca:P ratio was not statistically different to other 
Ca:P ratios within the same exposure group, although in some cases the Ca:P could be considered 
to be very high in comparison to reported bone bioapatite standards of ~1.67 to 1.9  
(Ubelaker et al., 2002; Eliaz and Metoki, 2017).  
Table 6.3-4 Ratio values for potential outliers. Ca:P ratio also listed for each sample as indication of 
integrity of bone bioapatite.  
 
Because the Ca:P ratios were not found to be statistically significantly different to the group 
median, the other potential outliers were investigated further by analysing the morphological 
condition of the samples at the time of recovery. The sample found to have an extremely high Fe 
level (LT1007) was also found to have significant Fe2O3 staining on the bone surface, whereas 
the samples found to have elevated levels of Al and/or Si, LF1112, LT1112, LF0406, and LF0414 
were found to have suffered severe surface abrasion or bioerosion.  
Morphological analysis of LT1007 and LF1112 could not explain the elevated presence of Mg. It 
is possible that it was due to embedded sediment, as Mg is one of the abundant metals in the 
Earth’s crust (Tarvainen et al., 2005). However, if so, Mg would be expected to be present in 
conjunction with elevated amounts of Al and Si, as these elements are also associated with earth 
crust sediment (Pappas, 2014). While LT1007 had higher than average levels of Al and Si, these 
levels were not extreme compared to other samples. It is, also possible that the increased Mg 
was from exposure to sea water, as Mg2+ is the second most abundant cation in sea water 
(Tarvainen et al., 2005). In living organisms Mg2+ is known to incorporate into bioapatite through 
substitution of Ca2+ at approximately 0.55 wt% (Farzadi et al., 2014). Mg2+ is present in seawater 
at 1290 ppm, whereas Ca2+ is present at 411 ppm (Anthoni, 2006) and, therefore, it may be 
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possible that Mg2+, as a smaller ion than Ca2+, becomes more easily substituted through the 
diagenetic process (Farzadi et al., 2014).  
Elemental maps were collected for potential outliers, to show the element distribution and to 
provide context for the unusual quantitative results. The elemental maps for all outlier samples 
revealed no evidence of foreign artefacts or signs of element exposure inconsistent with 
environmental exposure, which may have indicated signs of contamination from other sources 
beyond the experiment. The elemental map of LT1007 in Figure 6.3-2A shows a localised 
concentration of Fe on the bone surface corresponding to Fe2O3 staining. While mapping of 
LT1112 in Figure 6.3-2B, confirmed that the elevated readings for Al and Si were due to 
embedded sediment particles in the surface of the cortical bone. The concentration distribution 
of Mg (Figure 6.3-2A and B) would suggest that the origin of the Mg is primarily from embedded 
sediment, however, ionic substitution into the bioapatite through seawater exchange is also 
possible. 
After all analysis, sample LF1112 was found to be the only bone to have values for all ratios 
except the Ca:P. LF1112 was determined to be an outlier and removed from the dataset. For the 
other samples listed in Table 6.3-4, only the individual ratios found to be extreme were removed 
from the dataset, not the data for the sample in full.   
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6.3.2.3 Descriptive statistics 
Descriptive statistics, including the median ratio, lower (25 %), and upper (75%) quartiles of 
each ratio, by exposure group and season are noted in Table 6.3-5. Robust statistics such as the 
median and quartile ranges were used due to the skewed nature of the dataset and to reduce the 
effect of possible outlier results (Revelle, 2018; Joanes and Gill, 1998). A full list of individual 
ratios, for each bone sample as well as univariate statistics of dataset, showing skew and kurtosis 
results are provided in Appendix D. 
All femora and tibiae were analysed separately, to be consistent with other analyses in this 
thesis, and to avoid violations of variable independence.  
The variation in the ratio sizes of Al, Si, and Fe is comparatively large, with the quartile range 
easily being at least half the median in most cases (Table 6.3-5). Elevated levels of Al and Si 
appear to be associated with increased levels of sediment embedded in the cortical bone  
(section 6.3.2.2). There is also an increase in the Mg:P ratio for all exposed sample groups 
compared to the controls. The variation is smaller than that of Al:P, Si:P, and Fe:P, which may be 
due to Mg2+ being introduced from the seawater rather than embedded sediment, although this 
could not be confirmed. In comparison, the Ca:P ratio has the smallest variance of all the ratios. 
These results are not unexpected, as Al, Si, and Fe are associated with the environment, with the 
elements coming predominantly from the sediment, and are therefore prone to higher levels of 
variation (Reiche et al., 1999; Tarvainen et al., 2005; Pappas, 2014). The Ca:P ratio represents 
the mineral composite of bone (bioapatite) and although the ratio varies in in vitro studies and 
taphonomic research (Woodward, 1962; Klepinger et al., 1986; Ubelaker et al., 2002;  
Burton, 2008; Eliaz and Metoki, 2017), it is considered relatively stable (Onuma et al., 2012;  
Eliaz and Metoki, 2017).  
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All femora and tibiae were analysed separately, to be consistent with other analyses in this 
thesis, and to avoid violations of variable independence. Wilcoxon Signed-Rank tests were 
performed using holms adjusted p-values to analyse bone type variation between the median 
ratios of the two depositional groups (submerged and intertidal) and the controls. Interestingly, 
bone type differences were only found in samples from the intertidal zone in ratios which appear 
related to sediment interaction; Al:P and Si:P (Table 6.3-6). 
Table 6.3-6 Wilcoxon Signed-Rank test for comparison between femora and tibiae samples. Results 
presented as z-score (and adjusted holm-p), with significant values in bold. Bone type comparison was 
analysed separately within each depositional environment.  
 
6.3.2.4 Stepwise nonparametric multivariate comparison 
Analysis of the five ratios; Ca:P, Mg:P, Al:P, Si:P, and Fe:P was conducted using a nonparametric 
stepwise multivariate comparison tool to compare all experimental groups to each other. The 
results for each ratio are presented separately. 
Ca:P ratio 
Stepwise multivariate comparisons of the different exposure groups showed that for both the 
femora and tibiae, there was no deposition specific seasonal variation in the Ca:P ratio. Summer 
and winter intertidal and summer and winter submerged groups showed no significant 
differences in their Ca:P ratios (Table 6.3-7). However, within the summer and winter 
experiment there were some differences between the depositional environments. The femora 
showed some significant variation between the submerged and intertidal samples from the 
summer experiment, but not the winter experiment. This is likely due to a small number of very 
high Ca:P ratios (although not deemed to be outliers) in the summer experiment increasing the 
variation between groups.  
The Ca:P ratio for most submerged samples was not found to be statistically significantly 
different from the control group, suggesting little ionic substitution of either the Ca or the P in 
the bioapatite. The only exception to this was in tibiae summer submerged samples. This finding 
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was surprising, as it was expected that dissolution and ionic substitution would be the primary 
form of taphonomic alteration in submerged bones. 
Some bone specific variation was noted between the tibiae and femora in the intertidal samples, 
in that the tibiae were the only bone to show a statistically significant difference between the 
controls and any exposed group: SI, WI, and SS (Table 6.3-7).  
Table 6.3-7 Stepwise multivariate comparison of Ca:P ratio for all exposure groups: summer submerged 
(SS), summer intertidal (SI), winter submerged (WS), and winter intertidal (WI), and controls (C). 
 
Bold indicates statistically significant difference between comparison groups 
 
Mg:P ratio 
When comparing the exposure groups to the controls, all groups had significantly different Mg:P 
ratios for tibiae and femora samples. The Mg:P ratio showed no seasonal variation, in that the 
submerged or intertidal ratios were not significantly different between the summer and winter 
experiments (i.e. SS – WS), but there was exposure-specific variation between the intertidal and 
submerged samples within each seasonal experiment (Table 6.3-8). Tibiae samples displayed 
exposure differences in both the summer and winter experiments, whereas femora samples only 
showed submerged and intertidal variation in the summer experiment. Table 6.3-5 shows that 
the median Mg:P ratio for intertidal samples was higher than that for submerged samples. As the 
Ca:P ratio was not found to be significantly different between submerged and intertidal samples, 
except for the femora summer samples, a rise in the Mg:P ratio would suggest a marked increase 
in the concentration of Mg in intertidal samples rather than a significant decrease in the P 
concentration. As the Ca:P ratio showed limited signs of significant variation, the Mg2+ may not 
be substituting for Ca2+ in the bioapatite, but is more likely an embedded artefact, such as 
embedded sediment or salt residue.  
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Table 6.3-8 Stepwise multivariate comparison of Mg:P ratio for all exposure groups: summer submerged 
(SS), summer intertidal (SI), winter submerged (WS), and winter intertidal (WI), and controls (C). 
 
Bold indicates statistically significant difference between comparison groups 
 
Al:P and Si:P ratios 
As no Al or Si could be detected in the controls, for either bone type, comparison of the Al:P and 
Si:P ratios in exposed bones to control samples could not be performed. No differences between 
any exposure groups (seasonal or environment) were found to be statistically significant for any 
tibiae samples. There was also no significant seasonal variation noted for either Al:P or Si:P when 
analysing the femora samples; although there were exposure differences, but only in the summer 
between SS and SS (Table 6.3-9). The variation in the Al:P and Si:P ratios between the SS and SI 
groups may be linked to the increased hydrologic forces that the intertidal samples were exposed 
to during extreme weather events. The bone type variation seen between the tibiae and femora 
suggests that long bone surface morphology somehow affects the embedding of sediment into 
the outer cortical bone. These specific bone differences may not be linked directly to bone 
morphology but could be the result of cumulative differences resulting from other taphonomic 
alteration such as abrasion, bioerosion, or dissolution.  
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Table 6.3-9 Stepwise multivariate comparison of Al:P and Si:P ratio for all exposure groups: summer 
submerged (SS), summer intertidal (SI), winter submerged (WS), and winter intertidal (WI). Results 
displayed are for femora samples only, as tibiae were found to show no statistically significant differences. 
 
Bold indicates statistically significant difference between comparison groups 
 
Fe:P ratio 
As with Al and Si, no Fe was detected in any of the control samples. When comparing all exposure 
groups, there was no evidence of seasonal variation for either bone type. Fe:P was also the only 
ratio to show no bone-specific variation (Table 6.3-6). There was some exposure-specific 
variation, but only for the winter experiment, with the submerged and intertidal samples for 
both tibiae and femora showing significantly different Fe:P ratios (Table 6.3-10). This difference 
is likely due to the submerged samples being stained with Fe2O3. It is unclear from this analysis 
as to why the results from the summer experiment were also not statistically significant. 
Table 6.3-10 Stepwise multivariate comparison of Fe:P ratio for all exposure groups: summer submerged 
(SS), summer intertidal (SI), winter submerged (WS), and winter intertidal (WI). 
 
Bold indicates statistically significant difference between comparison groups 




This analysis explored changes in the surface features of porcine cortical bone elements when 
exposed to a marine environment within different depositional contexts (submerged and 
intertidal) using SEM-EDS.In the previous chapter, FT-Raman spectroscopy revealed interesting 
results regarding the overall molecular composition of exposed bones. The aim of the SEM-EDS 
analysis was to provide greater understanding of the changing surface features of cortical 
porcine bone, and to investigate the implications that such patterns of elemental change may 
have for establishing depositional estimations for recovered remains. 
6.4.1 Evidence of marine exposure on exposed bone samples  
Exposure of bone to water results in an equilibrium reaction consisting of heteroionic 
substitution between solution (water) and the substrate (bone) (Piepenbrink, 1986). 
Chemically, water acts as a medium, moderating the effects of tissue and environmental acidity 
and alkalinity, and ultimately serves as a source of hydrogen for biochemical reactions  
(Gill-King, 1997). Water also acts as a solvent for polar molecules. For example, Ca2+ ions move 
into the surrounding medium (water) as they are replaced by other ions, and PO43- may be 
removed by various metal atoms, such as Fe or Al, becoming precipitated as their salts  
(Gill-King, 1997; Turner-Walker, 2008). In most situations this reaction will result in the 
dissolution of bone bioapatite until the surrounding pore water reaches a concentration 
equilibrium of Ca2+ and PO43- ions with the bone (Turner-Walker, 2008; Ishikawa, 2010). 
Therefore, most dissolution takes place when conditions change, such as active hydrology that 
results in constant changes in the chemical conditions of the surrounding environment, as well 
as changes in ionic concentrations, temperature, and pH (Haglund and Sorg, 2002; Hedges, 2002; 
Collins et al., 2002). In circumstances where bone is cycled between wetting and drying  
(as in intertidal deposition), this process of dissolution is increased because the bone is taken in 
and out of equilibrium with the environment around it (Stodder, 2008).  
Because hydroxyapatite is a crystalline structure there are limits to how much of a given ion can 
be incorporated, and some ions are preferentially incorporated, due to their size and shape 
(Wopenka and Pasteris, 2005). For example, for Mg2+ the limit of incorporation is 0.4 – 0.6wt% 
unless CO32- or F- is also incorporated in the structure helping to compensate for changes to the 
shape and dimensions of the apatite unit cell (LeGeros et al., 1995; Wopenka and Pasteris, 2005; 
Burton, 2008). Only five elements corresponding to seawater exposure  
(S, Br, Na, K, Mg, Cl and F) were detected in the qualitative analysis, and only Mg was shown to 
be present in quantities higher than trace levels. These results were surprising as other studies 
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have suggested that taphonomic alteration of bone is associated with significantly increased 
levels of elements such as F, Sr (strontium), and Na (Parker and Toots, 1970;  
Klepinger et al., 1986; Thomas et al., 2011). A notable difference is that these studies compared 
modern bone to fossilised bone, so it may be that 24 weeks is not a long enough time period for 
significant ionic substitution to occur. Ionic substitution is a complex and continuous 
competition between various ions for substitution sites in apatite and Klepinger et al. (1986) 
found that the rates of loss and accumulation of ions are often in constant flux until fossilisation 
occurs. Another possible explanation for the lack of ions such as F- and Sr2+ is that successful 
substitution is dependent on the depositional environment.  
The exact composition of the seawater in the Otago Harbour was not tested as a part of this study, 
but an article by Anthoni (2006) describes the general composition of seawater with 3.5% 
salinity as having F- and Sr2+ levels at 13 and 8.1 ppm, respectively. Comparing this to Mg2+, which 
has a concentration of 1290 ppm, may indicate why ions such a F- and Sr2+ need more time to 
build up to significant levels in exposed bone. In fact, the results from this study indicate that the 
increased levels of all elements relating to environment exposure (Al:P, Si:P, Fe:P, and Mg:P ) are 
likely related primarily to the presence of embedded marine sediment rather than ionic 
substitution. 
Depending on the purpose of the analysis, the presence of foreign debris embedded in the bone 
cortex may be considered a disadvantage, particularly in chemical analysis, as this may be seen 
as a contamination of the bone sample and any compositional analysis. To analyse the true 
composition of bone, the bone would require extensive preparation and cleaning, which often 
causes loss of contextual information pertaining to the depositional environment  
(Ajayi et al., 2016). Fine sediment particles are often found embedded in the exposed bone 
cavities, trabecular bone, foramina, and surface cracks (Irmis and Elliot, 2006). Marine sediment 
often adheres less strongly to bone itself than terrestrial sediment, but it is an important source 
of contextual information and should be retained whenever possible in taphonomic 
examinations (Higgs and Pokines, 2013). Any observed differences in the sediment types found 
within the same bone may indicate different depositional environments prior to bone recovery 
(Pokines and Higgs, 2015).  
The Otago Harbour bottom is covered with quartzofeldspathic sand, which is predominantly a 
Si- and Al-based sediment (Smith et al., 2010). The presence of Fe is the result of submarine 
volcanic exhalations and terrestrial runoff (Taylor and Macquaker, 2011). Si is known to 
substitute into bone bioapatite in small quantities (<0.5wt%) in some animal species during life, 
in the form of orthosilicate ions (SiO44-) to replace PO43- (Chaudhry et al., 2012). However, in the 
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postmortem context, any elevated levels of Si are a clear representation of taphonomic 
alteration, which in a marine environment would likely indicate algae even if not 
macroscopically visible. The cell walls of diatoms (microscopic algae) are made of silica, so the 
presence of any microscopic algae on the bone surface will produce a reading of Si  
(Bidle and Azam, 1999).  
The detection of Fe in submerged bone samples and lack of other mineral components such as 
Mn, corroborates that the black discolouration observed on the submerged bones was likely 
caused by the presence of FeS2 and not manganese oxide (MnO). MnO is also known to cause 
black discolouration on bones, especially in waterlogged burial situations, however, MnO 
staining is insoluble in water and does not dissipate when exposed to air (Arroyo et al., 2008). 
The transient nature of the black discolouration reported in this study has been reported 
elsewhere and linked to FeS2 (Reiche et al., 1999; Hollund et al., 2012). While no intertidal bones 
were discoloured black, when dried some did exhibit orange spot staining, which is likely due to 
Fe2O3 (Chapter 4.4.1).  
Iron was detected on almost all intertidal bone samples although without the same intensity of 
colour change as seen in the submerged samples. It is possible that the Fe detected on the 
intertidal samples was Fe2O3 present in a microscopic quantity, but a more plausible explanation 
is that the Fe, Al and Si detected in the SEM-EDS analysis was related to the embedded sediment 
deposits.  
There was some depositional variation in the level of Fe between submerged and intertidal 
exposure, but it was seasonal and inconclusive. However, it can be confirmed that there was no 
statistically significant bone type variation in the Fe concentrations between femora and tibiae 
samples for any of the marine exposure groups (SS, SI, WS, or WI). 
Of the ratios investigated in this study, only Al:P and Si:P exhibited statistically significant 
differences between femora and tibiae. The fact that elements linked to the presence of marine 
sediment were found to have these bone type variations suggests that surface morphology may 
affect the embedding of sediment into the outer cortical bone. However, Fe is also linked to 
sediment deposition and was found to have no bone type variation. These specific bone 
differences are not necessarily linked directly to bone morphology but could be the result of 
differing levels of taphonomic alteration such as abrasion, bioerosion, or dissolution. The impact 
of abrasion and bioerosion were discussed in a previous chapter (Chapter 4.4).  
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6.4.2 Patterns of dissolution and the Ca:P ratio   
Bone is an impure carbonated hydroxyapatite, with a fraction of the calcium phosphate in a 
reactive flux (ionic exchange). In addition to the substitution of CO32-, small amounts of other 
ions are present in bioapatite during life, such as Na+, Mg2+, K+, Zn2+, and SiO44-.  
(Burton, 2008; Chaudhry et al., 2012). While it is generally agreed that the Ca:P ratio for 
stoichiometric synthetic hydroxyapatite is 1.67 (Joschek et al., 2000; Chaudhry et al., 2012;  
Eliaz and Metoki, 2017), establishing an average Ca:P ratio for bone is more difficult. Chemical 
composition analysis and comparison of bone is complicated, as studies look at different bone 
types in different forms, i.e. whole, powder, wet, dry, or ash (burnt); as well as percentages based 
on bone volume or weight, all of which affect the recorded Ca:P ratio (Brits, 2009).  
Some of the results from the present analysis did not match the pattern of analysis from other 
chapters, such as the bone-specific variations, particularly with only the tibiae samples shown to 
be statistically significantly different from the controls in this study. While samples from both 
the intertidal and submerged environments were found to be significantly different from the 
controls they were not significantly different from each other. The opposite pattern was found 
for the femora samples, with exposure variation but no significant difference to the controls.  
The Ca:P ratio for human bone has been reported to range from 1.67 to 2.13, depending on 
method of analysis and bone type (Woodward, 1962; Klepinger et al., 1986; Ubelaker et al., 2002; 
Burton, 2008; Eliaz and Metoki, 2017). Based on the same semi-quantitative approach used in 
this study, the median Ca:P for the control samples were 2.0 and 1.79 for femora and tibiae, 
respectively. The Ca:P ratio range is higher in this study (1.65 to 2.71) than has been published 
in some other literature, both for human bones and animal models (1.67 to 2.80)  
(Woodward, 1962; Klepinger et al., 1986; Ubelaker et al., 2002; Burton, 2008; Brits, 2009;  
Eliaz and Metoki, 2017). However, the ratio falls within the expected range reported by  
Burton (2008), and although the median is higher than that published by Joschek et al. (2000), 
the range is within their findings using SEM-EDS on bovine bone (Ca:P = 1.33-2.73). From a study 
conducted by Brits (2009), the Ca:P ratios for adult Sus scrofa domesticus were 2.75 and 2.80 for 
the femur and tibia respectively; based from wt% ratio calculations. The difference between the 
findings from this study and those of Brits (2009) could be for a number of reasons, including 
that Brits (2009) excluded O from the EDS analysis but did not exclude the detection of trace 
elements such as Sr, which was reported as being detected at 0.01 wt%. This pattern of analysis 
would have an influential impact on the overall wt% ratio of all the elements present. 
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The summer and winter intertidal, as well as the summer submerged tibiae, were found to have 
statistically significantly larger Ca:P ratios than the controls. The cause of the change in Ca:P ratio 
could not be confirmed by the SEM-EDS analysis but when CO32- substitutes PO43- the bone would 
have higher Ca and lower P, yielding a Ca:P ratio higher than ‘normal’ (Ca:P>2.13)  
(Burton, 2008). Results from the previous chapter indicated that femora samples had better 
bone quality and crystallinity than tibiae after equal exposure. A possible explanation for the 
greater bone quality was an indirect link to bone porosity and differing rates of other 
taphonomic alterations such as bioerosion and abrasion. Research by LeGeros et al. (1995), 
suggests that a higher proportion of mineralized collagen has a possible protective effect against 
mineral dissolution. However, it is also realistic to assume that geological processes acting on 
bone may vary a great deal within one context, let alone between environments and that bone-
specific variation may be the result of micro-variation within a bone  
(Klepinger et al. 1986; LeGeros et al., 1995). The risk is that if this is a result of micro-variation, 
it may be masking any systematic trends relating to the overall chemical composition  
(Klepinger et al., 1986).  
The fact that the Ca:P ratio only showed depositional differentiation between SS and SI femora 
samples suggests that the results may be due to the occurrence of an acute weather event during 
the summer experiment. Exposure to the extreme weather during Cyclone Ita led to significant 
damage and accelerated taphonomic alteration to the intertidal samples. The results here in 
conjunction with the results from Chapter 4 would indicate that abrasion, rather than 
dissolution, is the driving force of the significant bone loss in bones exposed to hydrologically 
active sites (intertidal) (Driscoll, 1970; Fernández-Jalvo et al., 2010). However, the length of 
exposure examined is not a long enough time period to produce consistently variable alterations 
to the Ca:P ratio in exposed bone samples.  
The short exposure time may also provide some explanation as to the lack of bioapatite 
dissolution in the submerged samples, as indicated through lack of statistically significant 
variation of the Ca:P ratio compared to the control sample. It was assumed that exposure to a 
marine environment, even over a short time period, would lead to detectable levels of variation 
between exposed samples and controls due to the intrinsic and external factors involved.  
There are two key intrinsic factors that can help to mitigate the rate of dissolution of bioapatite. 
The first factor is porosity (Driscoll, 1970; Nielsen-Marsh and Hedges, 2000). Porosity is 
important, because it determines the way in which a bone will interact with its environment, by 
increasing the exposed surface area (Nielsen-Marsh and Hedges, 2000). The larger the exposed 
surface area the faster the dissolution rate, as more bone is in contact with water and more ions 
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can dissolve in the larger volume of water before equilibrium with the bone is reached  
(Bosch et al., 2011). As bone deterioration increases, porosity also increases. Therefore, there 
was some expectation that with the growth of algae and the resulting patterns of bioerosion and 
scavenging, bone porosity would increase. The submerged samples were often buried in 
sediment when recovered from the study site, indicating that they were partially or fully buried 
in sediment for periods of time during their submersion. As a result of the sediment burial, it is 
possible that the submerged samples were protected from many of the external factors that can 
lead to increased porosity, such as abrasion, dissolution, scavenging, and bioerosion. While the 
submerged samples did display evidence of these factors, it was not to the extent recorded for 
the intertidal samples and not consistently recorded until the later recovery periods >18 weeks. 
The second intrinsic factor is the degradation and decomposition of collagen, which can lead to 
increased porosity. The presence of the organic matrix (collagen) passivates the mineral surface, 
slowing the rate of bioapatite dissolution (Collins et al., 2002). Essentially, bone deterioration is 
either led by the dissolution of bioapatite exposing collagen to degradation, or the degradation 
of collagen increasing the susceptibility of bioapatite to dissolution by ionic substitution. Damage 
to collagen (through increased temperate, UV radiation, and fracturing) leads to changes in the 
organisation of collagen fibers, gelatinisation or dehydration and, ultimately, loss of collagen 
(Collins et al., 1995; Collins et al., 2002; Rabotyagova et al., 2008). Conversely, dissolution of the 
mineral phase will expose the collagen to biodegradation increasing the rate of decomposition 
(Collins et al., 2002). Microbial deterioration, or biodegradation is probably the most common 
mechanism of bone deterioration in a marine environment and can occur rapidly after death 
(Bell et al., 1996). This process shares the same first steps with dissolution of the mineral phase. 
Removal of the mineral permits access to the collagen by extracellular microbial enzymes and 
subsequent microbial attack (Collins et al., 2002). However, unlike generalised dissolution, 
microbial attack is often focused in discrete zones. Bell et al. (1991), for example, used SEM-back 
scatter electron microscopy (BSE) to investigate the microbial deterioration of bone. They found 
zones of depleted organic matter lying adjacent to hypermineralised regions, which means 
findings from composition analysis may fluctuate significantly depending on the area of bone 
sampled.  
6.4.3 Conclusion  
When bone samples are prepared in such a way as to preserve contextual information pertaining 
to the depositional environment examination of the chemical composition of bone through SEM-
EDS may be used to confirm the presence of key marine sediments or related artifacts, such as 
Al, Si, and Fe. The presence of these or other unique depositional elements may be of use in 
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confirming the depositional environment if the sedimentology of the local marine environment 
is known. However, in this context SEM-EDS offers little evidence for systematic diagenetic 
change based on depositional context within a 24-week length of exposure.  
Results from the previous chapter, using FT-Raman spectroscopy, revealed promising results 
regarding changes in the molecular composition of exposed bones but FT-Raman spectroscopy 
could not provide information on changes in the elemental concentration, only the molecular 
composition. The results from this chapter did provide some interesting findings alluding to the 
significant impact Cyclone Ita had on the surface structure of the bone samples. The only 
statistically significant variation between the Ca:P, Al:P and Si:P ratios could be found between 
the summer intertidal and submerged exposure samples. These results demonstrate the 
influence that a single acute weather event can have on the taphonomic alteration to a bone 
sample in a short period of time and warrants specific research on the subject, as these types of 





Chapter 7  
General discussion and conclusions 
The accurate reconstruction of events surrounding the death of an individual and thereafter until 
discovery, including the timing, and duration, of submersion are essential components of any 
aquatic death investigation. One of the central goals of forensic marine taphonomy is to develop 
a clear understanding of the postmortem degradation and modification of bony remains in their 
depositional context as they transition from the biosphere into the hydrosphere (Dickson, 2012). 
Understanding this environmental relationship is of vital importance for accurate reconstruction 
of postmortem events and any TSD or exposure interval estimations. To understand taphonomic 
modifications, consideration of the interactions between the body and its surrounding 
environment is fundamentally important, which means not only understanding the depositional 
environment but also the composition of the interacting substrate, in this case bone. 
A total of 142 bones (femora = 74, tibiae =68) from 76 juvenile mixed breed white domestic 
piglets (Sus scrofa domesticus) were analysed after being exposed to different marine 
environments in the Otago Harbour, New Zealand. The use of partial, skinned, remains  
(lower limbs only), rather than whole carcasses, meant that the rate of decomposition was 
artificially increased, but also that the postmortem changes resulted from exogenous bacterial 
action and could be separated from those brought about by endogenous bacteria  
(Dickson, 2012). Although early bacterial succession was not analysed in this study, its role in 
the process of decomposition was still an important consideration.  
Studies in marine taphonomy, are logistically challenging. Generally, our understanding of the 
effects of environmental exposure and length of exposure are based on small samples, which is 
almost exclusively conducted on models intended to represent mature bone samples  
(Nielsen-Marsh and Hedges, 2000; Anderson and Hobischek, 2004; Jans et al., 2004; Anderson 
and Bell, 2014; Pokines and Higgs, 2015; Bell and Anderson, 2016). In order to perform 
defendable statistical analysis, a sample size of n=5 was selected for each sub-group in this study, 
utilising 80 piglets and 160 bones. The results from the pilot study (Appendix A), and other 
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research conducted in the same location from previous years (Dickson, 2012; Lindstrom, 2016; 
Drake, unpublished.), did not anticipate the substantial sample loss suffered in the summer 
experiment.  
Despite the loss of samples from the first experiment (summer experiment), this study is still 
one of the largest marine taphonomy studies to date, analysing the same bony elements from 
142 bones, from two marine environments, in the same geographical location, over the same 
exposure and four time periods. While other marine taphonomy studies examined multiple bone 
types and often from a range of environments, the underpinning motivation of this experiment 
design was consistency. 
Three different analytical techniques were utilized to explore the macroscopic, molecular, and 
elemental changes occurring to the samples in different depositional contexts and over time: 
namely, morphological analysis, FT-Raman spectroscopy, and SEM-EDS. Morphological analysis 
concentrated on the macroscopic physical changes to the bone samples: including 
discolouration, bioerosion, abrasion, and microcracking. FT-Raman spectroscopy while 
becoming widely used in archaeological and biomedical research, it is still a technique yet to be 
widely utilised in forensic taphonomy research (Penel et al., 1998; Carden et al., 2003;  
Thomas et al., 2007; Morris and Mandair, 2011; Thomas et al., 2011; Khan et al., 2013). SEM-EDS 
took the analysis a step further and was used in an attempt to quantify changes to the elemental 
composition of the bone surfaces of the exposed samples.  
The objective of this study was to provide an exploratory framework to examine the diagenetic 
alteration of juvenile porcine skeletal remains in different depositional contexts within a marine 
environment, namely intertidal and submerged. The process of taphonomic alteration to bone in 
marine environments is an under-studied area of forensic research (Anderson and Bell, 2016). 
Furthermore, few studies have been concerned with the taphonomic alteration of juvenile bone 
(Payne, 1972; Vance et al., 1995; Zimmerman and Wallace, 2008; Giancamillo et al., 2010;  
Syme and Salisbury, 2014). 
Taphonomic alteration depends on both intrinsic and extrinsic factors  
(Van der Sluis and Munick Keizer-Schrama, 2001; Komar and Buikstra, 2008; Saunders, 2008; 
Stodder, 2008). It is only when all intrinsic and extrinsic factors have been considered that 
conclusions regarding the taphonomic alteration to bone can be made. Bone density is 
considered to be one of the most important intrinsic factors to bone survival  
(Galloway et al., 1997; Symmons, 2005; Stodder, 2008). Therefore, conducting age specific 
research in to the pattern and rate of taphonomic alteration is an important step in providing 
accurate forensic taphonomic research. Likewise, with environment being one of the most 
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important extrinsic factors (Stodder, 2008), geographical and deposition context-specific 
research is critical to developing a clear understanding of the range, and degree of diagenetic 
processes that occur post deposition. While the present study uses a porcine model, the 
information obtained is important to increasing our understanding of marine taphonomy, 
through adding contextual geographical information as well as adding to the data on marine 
taphonomic alteration to juvenile skeletal remains.  
The aim was to investigate how length of exposure, from 6 to 24 weeks, as well as seasonal 
variation at time of deposition impacted the pattern of taphonomic alteration in these bone 
samples. This thesis also aimed to assess the potential value of morphological assessment and 
FT-Raman spectroscopy as a future tool for estimating the exposure interval of recovered 
skeletal remains. 
Discussion of key points pertaining to each examination technique has already been made in the 
main body of the thesis. This chapter draws together the significant findings from the 
morphological, molecular, and elemental analysis (Chapters 4, 5 and 6), to discuss how these 
findings contribute to understanding the fundamentally important relationship between 
environment and substrate, within the scope of the original hypothesis. There are key findings 
from applying each analytical technique that show potential for future developments in exposure 
interval estimation, particularly through expanding the analysis of FT-Raman spectroscopy.  
7.1 Depositional environment  
A transient black discolouration was noted to varying degrees on all bone samples retrieved 
from the submerged zone, in both summer and winter experiments. Many submerged bones, 
after drying, developed a permanent orange staining. This ‘black bone’ phenomenon is likely 
caused by sulphate-reducing bacteria that metabolise sulphur-containing organic matter to H2S 
(Hollund et al., 2012). Marine sediments are rich in Fe, with which H2S will readily react and 
produce FeS2 (Reiche et al., 1999). The permanent orange staining on the dry bones is the result 
of the oxidation of FeS2 to Fe2O3 (Hollund et al., 2012). SEM-EDS analysis of the surface 
composition of the submerged bone samples confirmed the presence of Fe and detected no Mn, 
which would indicate that the transient black discolouration witnessed on the wet bones and the 
resulting permanent orange staining was due to the presence of Fe2O3 and not other oxides such 
as MnO, which is also known to cause black discolouration on bones (Arroyo et al., 2008). 
However, FeS2 could not be confirmed directly in this analysis due to the transient nature of the 
discolouration and SEM-EDS is unable to sample wet specimens. Meaning the bones had 
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undergone complete oxidation by the time they were sampled and therefore no black 
discolouration or S could be detected.  
FT-Raman spectroscopy demonstrated its potential in the analysis of intertidal remains. 
Morphological analysis showed intertidal bones were predominantly discoloured due to algal 
growth, the life cycles of which are under strict environmental control, often influenced by day 
length, water temperature and depth, and season (Schiel, 1990; Wilkinson, 2009). Algae are 
eukaryotic microorganisms that contain chlorophyll and carotenoids, and carotenoids have been 
shown to have their own characteristic signature in Raman spectra (Parab and Tomar, 2012). 
For example, carotenoid fucoxanthin is found in brown algae and diatoms (Takaichi, 2011) and 
green algae contain β- and α-carotene (Huang et al., 2010; Takaichi, 2011;  
Parab and Tomar, 2012). In this study, intertidal bones from the summer experiment developed 
algal growth by the first 6-week recovery point. Algal growth during the winter experiment was 
delayed, in some cases 12-week samples still displayed little to no algae. These results are in 
agreement with what is known about the growth of algae in the local Otago area, with the fastest 
rates of algal growth peaking in summer (December) and algae often hibernating or dying off in 
winter (June) (Schiel, 1990; Wilkinson, 2009). As the experiments were initiated either during 
the summer or winter season, it comes as no surprise that algal growth patterns showed this 
distinctive seasonal variation in the first 6 weeks of each experiment. 
After the bones had dried, most of the algae associated discolouration disappeared from the 
surface of the bone. Some of the most intensely stained bones still had distinctive green or brown 
discolouration that could be viewed under the light microscope. However, with FT-Raman 
spectroscopy, carotenoid signatures could be identified from the dry bone samples. This result 
has significant implications not only for taphonomic analysis but also forensic investigation, as 
these signatures were still present on bones after morphological evidence of the algal growth 
had been lost from the bones. Not only was FT-Raman spectroscopy able to confirm the presence 
of algae through the detection of carotenoid peaks, but also specific carotenoid types could be 
identified. Through analysis of the algae samples on the bone, specific algal fingerprints could be 
made using FT-Raman spectroscopy, with the potential of linking the bone to a specific 
depositional environment. 
In addition to discolouration, the exposed bones also suffered various rates of dissolution 
through mechanical (abrasion) and chemical mechanisms. It can be difficult to distinguish 
between chemical dissolution and abrasion through surface morphology as both processes 
ultimately cause increased surface roughness and loss of bone, albeit through different 
mechanisms (Driscoll, 1967; Stojanowski et al., 2002; Smith and Nelson, 2003). Dissolution can 
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be described as increasing porosity through the process of dissolving bone tissue, whereas 
abrasion selectively wears away surface bone through mechanical force (Smith and Nelson, 
2003). The FT-Raman analysis showed intertidal samples had the most unique spectral 
variation, with degradation of collagen through the breakdown of the AI and AIII bands; 
increased disorder of the bioapatite through the broadening of the v1 (PO43-), which causes 
decreased structural integrity to the bioapatite (Fraser et al., 2015); and increased CO32- 
substitution, which increases the solubility of bioapatite (Wopenka and Pasteris, 2005). 
However, the morphological evidence and SEM-EDS analysis suggests that abrasion, and not 
dissolution, was the major factor contributing to deterioration of the bones in the intertidal zone. 
Considering the significant level of bone loss described in the morphological analysis, if 
dissolution were the major contributing factor, statistically significant shifts in the Ca:P ratio 
would be expected with samples from exposed groups, as the Ca:P ratio represents the mineral 
composite of bone (Prikoszovits and Schuh, 1995; Crenshaw, 2001; Ubelaker et al., 2002;  
Burton, 2008; Eliaz and Metoki, 2017). The Ca:P ratio may increase or decrease because of ionic 
substitution, in this case depending on whether it is the Ca2+ or PO43 - that is being substituted. 
For instance, Mg2+ can substitute for Ca2+ and thereby would cause a decrease in the Ca:P ratio, 
whereas CO32- substituting PO43- would increase the Ca:P ratio by decreasing the level of P  
(Khan et al., 2013; Farzadi et al., 2014). The fact that the Ca:P ratio from the SEM-EDS analysis 
only showed depositional differentiation between SS and SI femora samples, supports that 
abrasion rather than dissolution is driving the bone loss. These results support previous 
experimentation of substrates in hydrologically active (intertidal) zones (Driscoll, 1970; 
Fernández-Jalvo et al., 2010). 
However, in any particular case the lack of abrasive alteration to a bone does not necessarily 
indicate submerged rather than intertidal exposure. Likewise, while an elevated Ca:P ratio is 
indicative of intertidal exposure, a Ca:P ratio below 2.0 (median ratio of intertidal) could not be 
used to prove submersion. There could be surmised that abrasion and dissolution rates for 
juvenile and adult remains would differ due to differences in bone mineralisation and density 
(Currey and Butler, 1975; Parfitt et al., 2000; Saunders, 2008). Therefore, if being considered as 
a human analogue the current results may only be considered and compared to human infant 
remains of 0-2 years of age (US FDA, 1998), based on an approximation of the mechanical and 
elastic modulus of bone, body size, and the impact of gait development of weight bearing limbs 
(Margulies and Thibault, 2000; Morris, 2007; Krahn, 2015; WHO, 2018). 
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7.2 Exposure interval 
One of the key aspects of this thesis was to assess the utility that patterns of taphonomic 
alteration could have for exposure interval estimation of skeletal remains recovered from the 
marine environment. Morphological analysis and FT-Raman spectroscopy revealed that 
different taphonomic alterations took place between depositional contexts. By 24 weeks, 100% 
of bones, from all environments and experiments, showed evidence of bioerosion and 99% 
displayed permanent staining; giving support to taphonomic alteration occurring rapidly after 
exposure. However, the absence of any of the taphonomic characteristics analysed, including, 
bioerosion, permanent staining, or abrasion on a recovered bone sample could not be used to 
indicate a maximum exposure interval based on depositional environment. 
While morphological analysis was not able to show any clear trends of taphonomic alteration 
over time there was some distinction between ‘early’ (6-week) and ‘late’ (24-week) time groups, 
with best differentiation occurring in the winter experiment for both submerged and intertidal 
samples. The marked difference in taphonomic modification of bone samples from the 6-week 
winter samples to other time periods was due to the decreased rate of abrasion, as well as lack 
of discolouration. The decreased rate of modification corresponds to decreased air and sea 
temperatures; decreased insolation; decreased algal growth and the resulting decreased 
bioerosion; and thereby decreased scavenging related to the reduced food source during the 
peak winter months.  
A classification QDA prediction model, using the FT-Raman PCA, some evidence of a time 
dependent trend was present, with the model performing much better than chance. Using a 
separate test set (set of samples not used to create the original model), total correct classification 
of samples according to environment and exposure time was 42% (higher than chance at 12.5%). 
Interestingly, 16% of those samples that were misclassified were so by a single time period 
(within the correct environment), i.e. a 12-week submerged sample was classified as 18-week 
submerged. Most worth noting is that no 6-week samples classified as 24-week samples, results 
which parallel the conclusions from the morphological assessment, in that the most distinct 
variation presented between 6-week and 24-week samples of all groups. The results from the 
QDA prediction model are promising, however it could not be said that accurate classifications 
of sample by length of exposure was achievable, with particularly low accuracy rates for the  
12- and 18-week samples. It is possible that the low accuracy of the intermediate time periods 
(12 and 18 weeks) is that intra-sample variation may mask any systematic trends relating to the 
overall compositional changes occurring from external influences such as length of exposure 
(Klepinger et al., 1986; LeGeros et al., 1995).  
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The next step would be to see if samples exposed to the same marine environment would have 
followed the same pattern of degradation over a full year cycle, having been deposited during 
different seasons, or if the initial season of exposure has a significant impact on the ultimate 
taphonomic alteration. Would the summer samples end up plotting in PC-space like the winter 
samples if both were recovered 6 months later? This study did not extend to the time frame 
suggested here as the intention was to focus on smaller 6-week increments of time, in order to 
establish an understanding of the pattern of the early stages of taphonomic alteration. Logistical 
considerations as to the number of pig samples able to be placed at the research site at any one 
time would require a different approach to an extended study. The sample size for time-
dependent change was small, due to the unforeseen sample loss and logistical considerations. 
However, the results from this research do offer insight into south pacific temperate marine 
environments and show that there is potential and purpose for further research into exposure 
interval models. The results from this research also demonstrate the versatility, and flexibility, 
as well as non-destructive benefits of using FT-Raman spectroscopy in the analysis of short term 
diagenetic alteration. 
7.3 Bone type variation 
The existence of bone type variation was inconsistent, depending on the methodology and 
analysis being used. These results in themselves lend support to caution provided by many 
researchers regarding the impact that the heterogeneity of bone density and composition can 
have on data collection and interpretation (Klepinger et al., 1986; Pfeiffer et al., 1995;  
Currey, 2002; Scheuer and Black, 2000b; Goldman et al., 2003; Walsh et al., 2003;  
Symmons, 2005). 
In the morphological analysis, bone type differences were found in the degree of abrasion in the 
submerged samples, indicating that the tibiae suffered greater cortical bone loss than their 
femora counterparts. Klepinger et al. (1986) studied both femora and tibiae bone segments and 
found that femora mineralisation was higher in all cross sections than the tibiae, and therefore 
may make it more resistant to abrasion at the same developmental age. Although this study was 
not able to definitively explain why the tibiae were prone to greater abrasion and possible 
dissolution than the femora, the conclusions made by Klepinger et al. (1986) are supported by 
the findings from the FT-Raman spectroscopy, in which femora samples were characterised by 
a stronger bone signal and less baseline curvature than tibiae, indicating overall better bone 
quality and crystallinity than the tibiae (Gasior-Glogowska et al., 2010). The higher crystallinity 
of the femur may also explain why only tibiae samples were shown to significantly differ in the 
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Ca:P ratio from the control samples. As mineral matrices with organised crystalline structures 
have greater resistance to dissolution (Smith and Nelson, 1996).  
No morphological trait analysed was found to display bone type variation except abrasion. It 
could be argued that more extensive cleaning of the bone should have been used to provide more 
accurate compositional results. However, there is a trade off with cleaning methods also being 
destructive, not only to contextual information, but also to surface bone morphology when bone 
integrity is already compromised (Vermeij et al., 2012). This argument is particularly relevant 
when analysing bone quality – as the use of detergents or excessive cleaning may cause further 
and pseudo deterioration to overall bone quality. The consideration was also made for the  
SEM-EDS analysis, as elements such as Al, Si, and Fe known to be linked to marine sediment  
(Dymond et al., 1997; DeMaster, 2014; Rickard, 2014; Li and Schoonmaker, 2014). These 
elements are of particular interest as they are also not found in bone during life  
(except in possible trace levels). Therefore, any substantial detection of these elements is an 
indication of taphonomic modification, and these three elements provide a strong indication of 
marine exposure (Li and Schoonmaker, 2014). Al is considered one of the best indicators for 
marine sediment, in part due to its independence of the rock type in the marine environment 
(Dymond et al., 1997). Likewise, Si is also highly abundant in marine sediment as the cell walls 
of diatoms are made of silica, so the presence of diatoms in the sediment will produce a reading 
of Si (Bidle and Azam, 1999; DeMaster, 2014).  
The Al:P and Si:P ratios also displayed bone type variation, with tibiae having larger ratios than 
their femora counterparts, indicating greater levels of embedded sediment. These results are 
likely linked to the higher levels of bone porosity and rates of abrasion between the tibiae and 
femora as discussed above. Unlike Al:P and Si:P, Fe:P did not show any bone type variation. While 
it cannot be confirmed here, it is possible that the lack of bone type variation is due to Fe being 
linked to staining of bone in contact with an Fe rich sediment more than Fe rich embedded 
sediment (Reiche et al., 1999; Hollund et al., 2012; Rickard, 2014).  
Ultimately, the inconsistency in bone type variation across the taphonomic traits strengthens the 
justification for more research in to the impact of intra- and inter-bone variation on survivability 
patterns. These results demonstrate the need to run comparative studies and analysis between 
bone types, rather than analyse all bone types together, as is practiced in taphonomic research 
(Allison et al., 1991; Bell et al. 1996; Jans et al., 2004; Pokines and Higgs, 2015).  
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7.4 Conclusion and future directions 
This research was an exploratory investigation into the use of different analytical techniques, 
namely morphological assessment, FT-Raman spectroscopy, and SEM-EDS, to evaluate the 
diagenetic changes to juvenile porcine bone in different marine environments, specifically 
submerged and intertidal contexts. The aim was to investigate how seasonal variation at time of 
deposition impacted the pattern of taphonomic alteration in bone during early stages, from 6 to 
24 weeks. This thesis also assessed the potential value of morphological assessment and  
FT-Raman spectroscopy as a future tool for estimating the exposure interval of recovered 
skeletal remains.  
The power of FT-Raman spectroscopy was in its ability to create a molecular fingerprint of both 
the bioapatite and organic matrix combined. The output allows for the examination of this 
fingerprint and how bone, as a composite, changes through exposure to different environments 
and exposure intervals. Additionally, FT-Raman spectroscopy demonstrated its sensitivity to 
being able to readily detect algal samples on the bones. A significant impact of this, is that specific 
algal markers could be identified using FT-Raman spectroscopy; linking the bone to a specific 
depositional environment.  
To varying degrees, each analytical technique showed potential in distinguishing depositional 
environment for certain taphonomic traits. Morphological analysis provided distinct 
comparative markers using staining patterns and abrasion rates. SEM-EDS had the ability to 
identify elements associated with marine sediment, such as Al, Si, and Fe. However, SEM-EDS 
was not able to provide strong support for systematic diagenetic change, other than to confirm 
marine exposure through the presence of marine sediment. The strength of the SEM-EDS 
analysis comes from its ability to preserve and contextualise source information. Like the  
FT-Raman, the SEM-EDS is able to provide a fingerprint of the surface composition of the 
substrate. However, the SEM-EDS is also able to map the how the composition is distributed over 
the area of the substrate. This technique was useful in visualising on a compositional level 
taphonomic alteration on the surface of the bone, allowing for the detection of possible artefacts 
and debris, as well as confirming elements such as Fe were associated to the orange staining. 
While each analytical technique had its advantages, the approach of the research in this thesis 
has shown that the use of multiple analytical techniques is critical in establishing a 
comprehensive understanding of the diagenetic alterations occurring in exposed bones. 
Furthermore, analytical approaches do not need to be time consuming or destructive, as  
FT-Raman spectroscopy has demonstrated.  
Chapter 7: Discussion and Conclusions 193 
 
 
This thesis aimed to assess the potential value of these methods as a future tool for estimating 
the exposure interval of recovered skeletal remains, with the objective that future research may 
build from these foundations to develop improved and more accurate exposure interval 
estimations in death investigations. While only examining two bone types (femur/tibia), using a 
PCA model, created using the FT-Raman spectroscopy data, the depositional environment could 
be classified correctly with 73 – 88.5% accuracy, when comparing between submerged and 
intertidal exposure.  
These results must be interpreted with the limitations of the parameters of the study design, 
however, the present research was able to demonstrate that marine-related taphonomic 
alteration is not random but instead follows a repeatable and potentially predictable sequence. 
Depositional location, and in some instances season, were confirmed as important factors 
influencing the accuracy of exposure estimations. Thus, the predictability of any estimation may 
be valid only if it is applied within the corresponding season or geographical location from which 
the model or data were originally derived (Dickson, 2012).  
A significant amount of research is still required to develop greater understanding of the 
compositional changes occurring in juvenile bone and how different marine contexts impact on 
the rate of diagenetic change. However, the results from this study have indicated that there is 
potential for an exposure interval model using FT-Raman spectroscopy. The development of 
accurate exposure interval estimation is of critical importance in the field of forensic taphonomy 
because of the significance and importance placed on TSD estimation by forensic investigations 
(Dickson, 2012).  
To further develop the development of an accurate exposure interval estimation and improve 
the knowledge of marine taphonomy in geographical and deposition context-specific contexts, 
further research is still required regarding the range of variation across bone types and 
biological age. Numerous directions for future research of not only marine taphonomic alteration 
but also juvenile decomposition have arisen from this study. In addition, it has identified 
research that must be undertaken if FT-Raman spectroscopy is to gain credibility as an exposure 
interval estimation tool. The key recommendations for future research are summarised below: 
• The impact of acute weather events on the acceleration of taphonomic alteration. Rather 
than creating research studies that eliminate this variable the significance of such events 
needs to be more closely examined and understood. The elimination of acute weather events 
is unrealistic in real world research, but is also ill-advised, because they are a natural 
occurrence that must be accounted for. Nonetheless, the acute and cumulative impact they 
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have on taphonomic alteration is largely unknown (Davies et al., 1989;  
Smith and Nelson, 2003). 
• Conduct histological comparative anatomy of juvenile and mature bone and the rate of 
microboring from shallow marine environments. Research into marine taphonomy has 
shown that marine borers play a significant role in the alteration in bone exposed to a 
submerged marine (Allison et al., 1991; Wisshak et al., 2005; Bell and Elkerton, 2008), but 
little is known about their activity rates in shallow waters. 
• Discolouration and staining needs to be analysed more objectively. The use of a reference 
colour chart would allow for a mathematical approach to not only accurately measure 
colours present, but also analyse how the discolouration changes, over time, exposure, or 
seasonally. By including colour calibration in future taphonomic research, objective 
interpretation of colour variation will be possible, allowing the researcher to provide a 
quantitative and qualitative analysis of discoloration. 
• The research needs to be expanded to include bone samples exposed to both depositional 
environments, i.e. bone initially submerged before being exposed to an intertidal 
environment, as many forensic contexts involve the finding of isolated remains after being 
washed up along the coastal margin (Pokines and Symes, 2013). 
• To ensure standardised length of exposure for the skeletal remains but not introduce pre-
skeletonised bones into the study, the samples in this experiment were skinned. Removing 
the skin and therefore removing this barrier to decomposition had an unknown impact on 
the colonisation of the samples by microorganisms (Peterson et al., 2010; Dickson, 2012), 
and therefore restricts the applicability of the data. To avoid this concern, future research 
would be advised to find an alternative approach to standardising the rate of decomposition 
but maintaining a consistent/known length of exposure for the skeletal remains. 
• Considerations can also be made in future research to either extend the time interval 
between recovery periods; or conduct research to focus on the earliest stages of taphonomic 
alteration within the first 12 weeks. By focusing the exposure intervals, sample size per  
sub-group can be increased without complications of having to increase overall sample size, 
which is often fixed due to environment or logistical parameters. Increasing the sample size 
of any future marine taphonomy research is critical to analysing population and 
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A : Pilot Study 
A.1 Introduction 
Few marine decomposition studies, where bone diagenesis is evaluated, have been conducted, 
particularly using juvenile remains. Because of the lack of research in this field there were 
several factors that required testing before the main body of the research could commence. The 
primary focus of the pilot study was to investigate options for housing systems, which required 
a balance to be struck between contact with the environment and containing viable samples. 
Two attempts were made at a pilot study. The first attempt failed within three days of its launch. 
When the housing units were pulled up for their first examination (after three days), all the 
samples were missing. 
 Due to sample size and time limitations, only a fully submerged environment was investigated 
in the pilot study.  
A.2 Study design 
A.2.1 Study site 
The experiment was conducted at the New Zealand Marine Studies Centre and Portobello Marine 
Laboratory (PML) on the Otago Harbour. The site is referred to as the ‘eastern beach’, located 
next to the PML (Figure A-1). The location for the samples was ~5 m offshore at low tide. 




Figure A-1 Portobello Laboratory’s eastern beach at low tide. Solid arrow indicates where the ‘never 
ending’ rope was located, and the dotted arrow indicates where samples were submerged 
A.2.2 First attempt at pilot study 
In this first study, modified burley cages were used as a previous study by Lindstrom (2016) 
demonstrated the benefits using burley pots in experiments in a marine environment. The pots 
were modified by cutting larger holes into the top of each cage (Figure A-2A). The rationale was 
that these modified cages would allow greater access to the samples by marine life. However, it 
became apparent that any hole larger than the bones themselves would result in a total loss of 
samples. Unlike the results from Bell and Anderson (2016), who were able to leave bones resting 
on an open tray, the bones in the present study were readily scavenged, likely due to their size. 
The samples were placed in the harbour on 22nd August 2013 and when the samples were pulled 
in for the first documentation (day 3) all cages were empty. 
Fishing weights, contained within black irrigation pipes, were added to the base of the burley 
cages, to keep them orientated along the harbour floor and weighed approximately 200 g each. 
All burley cages were tied to the same ‘never-ending’ rope (Figure A-2B). A ‘never ending’ rope 
is a pulley system, where a rope is run through an anchored pulley and connected at each end. 
This allows the rope to be pulled in both directions bringing anything along that is attached to it 
(Figure A-2C). Having this system allowed the samples to be pulled from the water on a regular 
basis and returned without difficulty. 




Figure A-2 Site setup for the first experiment in the pilot study A: example of modified burley cage; with 
larger holes, measuring 80 mm x 60 mm (black rectangles), cut into the top of the cage. B: cage setup 
attached to ‘never ending’ rope. C: the ‘never ending’ rope allowed samples to be towed in and out of the 
water easily. The black arrow indicates the position of the cages when submerged. 
Five hind right legs of juvenile white domestic piglets (Sus scrofa domesticus) were used as the 
samples, with one sample placed in each cage. Each sample was skinned to speed up 
skeletonisation and avoid saponification (Figure A-3).  
 
Figure A-3 Example of placement of hind leg in the pilot study burley cage. The leg was disarticulated at 
the hip joint and skinned, leaving skin on only at the foot.  
A.2.3 Second attempt at pilot study 
In the second attempt, the hind legs of 10 piglets and two different types of housing were used; 
an unmodified burley cage, and a fishnet pouch (Figure A-4). The study. 
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This second attempt at the pilot study was conducted from 12 September to 18 October 2013 
and is described below. 
 
Figure A-4 Example of the fishnet pouches (left) and burley cages (right) used in the second pilot 
experiment. In this second attempt, the burley cages had no additional holes cut in the top but were still 
weighted down.  The cages and pouches were attached to the same ‘never ending’ rope (as pictured) in an 
alternating pattern (cage – pouch – cage – pouch). 
A.2.3.1 Study samples 
Ten juvenile white domestic piglets (Sus scrofa domesticus) were obtained from the local piggery. 
The piglets died within 48 hours of birth, most commonly through accident, i.e. being laid on by 
the mother. All piglets were collected in the same month in which the experiment was carried 
out (September 2013). Upon collection, each piglet was numbered, bagged and frozen at -20 °C, 
until required. Neither the sex nor the exact age was recorded. Numerical labelling was used to 
denote the starting month of the experiment and a numerical ranking indicating the order they 
were collected from the piggery, such as 1,2,3… i.e. 09.01. 
A.2.3.2 Experimental design 
Setup 
Five fishnet pouches and five burley cages were used. The pouches were made using pvc-coated 
marine netting and fishing line and measured approximately 10 cm x 16 cm with a drawstring 
opening (Figure A-4). The burley cages were made of heavy-duty polypropylene plastic with  
10 mm2 holes and measured 320 mm in length with a 120 mm diameter, without any 
modifications. Weights as described in section A.2.2 were added to the base of the burley cages 
(Figure A-4).  
The burley cages and pouches were all attached to the same ‘never ending’ rope as shown in 
section A.2.2 (Figure A-2C).  




The piglets were defrosted 72 hours before the start of the experiment. The right hind leg was 
disarticulated and skinned 24 hours before the start of the experiment, to maximise the time the 
samples spent skeletonised (Figure A-3).  
The right hind leg of each piglet was placed in its own burley cage or pouch and attached to the 
‘never ending’ rope with cable ties (Figure A-4). 
Data collection 
Every 2-3 days, for an eight-week period, the samples were pulled up, examined and 
photographed, before being returned to the water. The regularity of these observations 
depended on the weather and the time of low tide. The samples had to be pulled up during low 
tide, as the beach is fully submerged during high tide. Every attempt was made to limit the time 
samples spent out of the water, with the target being less than two hours at any one time.  
The bone samples were collected from the water after five weeks and taken to the laboratory. In 
the laboratory, the bones were placed on absorbent towels and air-dried for one week. 
A.3 Results and Discussion 
The objective of the pilot study was to assess the effectiveness of different potential sample 
housing systems for use in marine taphonomy studies. A good housing system requires a balance 
between contact with the environment and maintaining samples, without damaging the samples 
and minimising loss. Additionally, the rate of skeletonisation was observed, to provide an 
indication of the minimum exposure time required for the main study.  
The samples were examined visually every two to three days. The results from days 6, 9, 15, and 
22 will be discussed below. Data were collected at other time points but was not found to add 
any additional information. 
A.3.1 Skeletonisation 
All samples started off in the same morphological condition, where the majority of the lower limb 
was skinned, leaving skin only at the foot. An example of a typical sample on launch day  
(day one) is presented in Figure A-5. The process and timing of skeletonisation showed little 
variation between samples being housed in pouches compared to burley cages. In all areas 
except the foot (where the skin had not been removed previous to marine exposure), the 
majority of skeletonisation occurred between day 6 and 9 for samples in burley cages  
(Figure A-6A and B) and pouches (Figure A-7A and B). 




Figure A-5 Example of skinned right lower limb of piglet on day one of the experiment (launch day).  
By day 9 there was total disarticulation of all bones but the cartilaginous epiphyseal ends were 
still intact (Figure A-6B and Figure A-7B). Although skin was still present at the foot, 
disarticulation of the phalanges had also occurred. While the flesh from the foot was still present 
in all samples, the rate of tissue breakdown was faster in samples from pouches compared to 
samples from burley cages. This could be due to factors such as the abrasive action of the bag or 
the easier access to the tissue by scavengers, because of the pouch being more malleable. By  
day 15 epiphyseal ends from all long bones were missing for all samples  
(Figure A-6C and Figure A-7C).  




Figure A-6 Representative images of lower limb remains housed in burley cages after 6 to 22 days in a 
marine environment. A: remains after 6 days; limb is still articulated and mostly fleshed. B: remains after 
9 days; bones are disarticulated with cartilaginous epiphyses still attached. C: remains after 15 days; 
cartilage detached from long bones, soft tissue (where remains were not previously skinned) still present. 
D: remains after 22 days; slight discolouration of bones starting to occur, soft tissue of foot still present. 




Figure A-7 Representative images of lower limb remains housed in fishnet pouches after 6 to 22 days in a 
marine environment. A: remains after 6 days; limb is still articulated and mostly fleshed. B: remains after 
9 days; bones are disarticulated with cartilaginous epiphyses still attached. C: remains after 15 days; 
cartilage detached from long bones, very little soft tissue remaining. D: remains after 22 days; slight 
discolouration of bones starting to occur. 
A.3.2 Overall bone condition  
The pouches appeared to be better at protecting the small bones of the lower limb, such as the 
fibula and phalanges, against loss, as these bones were still present in most sample bags by day 
15 (Figure A-8B). In comparison, most bones except for the femur and tibia had disappeared 
from the burley cages within 15 days of marine exposure (Figure A-8A). However, bones in the 
burley cages were in a better condition than those housed in pouches, with many samples from 
the pouches showing signs of trauma from scavenging and abrasive action resulting from 
remaining in close contact to the netting of the pouches (Figure A-9). Ultimately, long bone loss 
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(i.e. tibia and femur), totals were the same for the pouches and the burley cages. Over the five-
week study, only one tibia and no femora were lost from the burley cages. Only one femur and 
no tibiae were lost from the fishnet pouches. 
While long bone loss was not an issue, a concern identified from this study was the robustness 
of the pouches. The pouches were made of PVC coated marine netting, which is resistant to UV 
degradation and salt-water erosion, however the pouches were not resistant to damage from 
scavengers. A number of pouches had to be mended throughout the five-week study due to holes 
likely being made by scavengers (Figure A-10).  
 
Figure A-8 Content of housing units after 15 days. A: example of lower limb remains housed in burley cage. 
B: example of lower limb remains housed in pouch. 
 
Figure A-9 Examples of trauma to bone ends of samples housed in pouches. 




Figure A-10 Holes made in fishnet pouches, likely caused by scavenging animals. 
 
The soft tissue of the foot remained present in most samples for the duration of the five-week 
experiment. Soft tissue decomposition was considered to occur faster in samples placed in 
fishnet pouches, in that soft tissue was seen to disappear at earlier time points in samples from 
pouches than burley cages and overall less soft tissue remained in all pouches compared to 
burley cages (Figure A-6 and Figure A-7).  
For bones in pouches, trauma of the long bone ends increased over time, although this did not 
occur for all bone samples. Algal growth appeared to be more advanced on bones in pouches 
than in burley cages, particularly after 32 days exposure. From day 15 to 37, bone morphology 
did not appear to change significantly in samples from the burley cages. There was little trauma 
recorded and only small amounts of dissolution at the proximal and distal edges of long bones. 
Bone discolouration from algal growth started to occur by day 22 (Figure A-6D), although this 
was highly variable and not present on all bones. 
A.4 Conclusion 
Two attempts were made at a pilot study. The first attempt used only one housing system; a 
modified burley pot, resulting in the loss of all samples within the first three days of launch. In a 
second attempt, two housing systems were tested and compared, a standard burley pot and a 
fishnet pouch. Decomposition appeared to occur at a faster rate using the fishnet pouch but there 
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was significantly more damage to the bones. It is likely scavengers caused the trauma as many 
of the bones showed evidence of scavenging, but it may also have been due to the abrasive action 
of the bones as a result of contact with the pouch netting. The fishnet pouches also suffered some 
damage to the netting and it is unclear if they would last the required six months of the 
experiment. The use of burley cages would better protect samples over a prolonged period of 
time and because sample survival is critical, the burley cages were chosen for the main 
experiments. However, in an attempt to minimise bone loss, it was decided that nylon netting 
(used for fishing) would also be used to line the lower half of the burley cage in the final 
experimental design. 
Skinning the samples did indeed increase the rate of decomposition. Areas where the sample had 
been skinned decomposed in less than nine days, whereas the skin on the foot was still present 
after three weeks. 
The effect, on decomposition, bone dissolution, and algal growth, by pulling samples to the 
surface every few days is unknown. To eliminate this unknown variable, it was decided for the 
main experiments to leave samples in their designated environmental condition undisturbed 
until final collection. 
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C : Macroscopic assessment: 
 Intra-observer error 
Discolouration 
Discolouration was scored as the presence of colour over a percentage (%) of the total bone area. 
Each sample was scored from 0-4 based on the total % of discolouration. 0 = 0% discolouration, 
1 = <25%, 2 = 25-49%, 3 = 50-75%, and 4 = >75%. The scores from the 1st and 2nd observations 
made by the same examiner are presented below.  
Sample #  `1st score` `2nd score` 
##     1              1                 1 
##     2              2                 3 
##     3              4                 4 
##     4              3                 3 
##     5              1                 1 
##     6              1                 1 
##     7              1                 1 
##     8              2                 3 
##     9              3                 3 
##    10             0                0 
##    11             1                1 
##    12             1                1 
Along with the total % of discolouration, the colour of the staining was also measured for test 
reliability. A combination of four discolourations were found to stain the bone samples to varying 
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degrees, namely; orange, black, green, and brown. The observed colour staining from the 1st and 
2nd observations made by the same examiner are presented below.  
Sample #    `1st colour score` `2nd colour score` 
## 1           O           O 
## 2           O          Ob 
## 3           O           O 
## 4           O           O 
## 5           O           O 
## 6           O           O 
## 7           O          Ob 
## 8          Ob          Ob 
## 9         BGO         BGO 
## 10         NA          NA 
## 11          b           b 
## 12         GO          GO 
O = orange, B = black, b = brown, G = green 
Intra-observer error was assessed using Cohen’s kappa statistic. Equal-weighted Cohen’s kappa 
was used for the rate of discolouration to ensure that variations in the ranked grading of abrasion 
levels 0-4 were accounted for. However, the colours related to the staining are nominal and 
therefore, an unweighted Cohen’s kappa was used. 
Cohen’s kappa results for total discolouration (%) 
##  Cohen's Kappa (Weights: equal) 
##  Subjects = 12  
##    Raters = 2  
##     Kappa = 0.867  
##         z = 4.18  
##   p-value = 2.98e-05 
##   p-Holm = 5.960e-05   
Cohen’s kappa for colour of staining on bone samples 
##  Cohen's Kappa (Weights: unweighted) 
##  Subjects = 11  
##    Raters = 2  
##     Kappa = 0.725  
##         z = 4.5  
##   p-value = 6.66e-06 
##   p-Holm = 2.664e-05   




Abrasion was scored as: absent (0), cortical thinning (1), trabecular bone exposure I (2), 
trabecular bone exposure II (3) and marrow cavity exposure (4). The distal (dist) and proximal 
(prox) end of each bone was scored independently. The observed levels of abrasion from the 1st 
and 2nd observations made by the same examiner are presented below.  
Sample #`1st Prox` `2nd Prox`    `1st dist` `2nd dist` 
## 1       1         1      1    1 
## 2       1         1      1    2 
## 3       2         2      1    1 
## 4       1         2      1    2 
## 5       1         1      0    0 
## 6       1         1      1    0 
## 7       2         3      2    2 
## 8       2         2      2    2 
## 9       4         4      4    4 
## 10      1          1      1    1 
## 11      3          3      3    3 
## 12      3          3      3    3 
For abrasion, both the proximal and distal ends of each bone were re-assessed and analysed 
separately, using an equal-weighted Cohen’s kappa, to ensure that variations in the ranked 
grading of abrasion levels 0-4 were accounted for. 
Cohen’s kappa for abrasion scores from proximal bone ends 
##  Cohen's Kappa for 2 Raters (Weights: equal) 
##  Subjects = 12  
##    Raters = 2  
##     Kappa = 0.844  
##         z = 4  
##   p-value = 6.34e-05 
##   p-Holm = 6.340e-05 
Cohen’s kappa for abrasion scores from distal bone ends 
##  Cohen's Kappa for 2 Raters (Weights: equal) 
##  Subjects = 12  
##    Raters = 2  
##     Kappa = 0.802  
##         z = 4.38  
##   p-value = 1.2e-05 
##   p-Holm = 3.600e-05 




D : SEM-EDS data tables 
Element readings for each bone sample 
In the SEM-EDS analysis, the wt% results from the three scans for each bone were averaged; to 
produce one reading per element, per bone sample. However, wt% is relative to all other 
elements present. Therefore, the data were converted into ratios based on the phosphorus (P) 
signal. The raw wt% data, before being turned into ratios, as well as the individual element ratios 
for each bone sample are presented in Tables D-1 and D-2, respectively. 
Table D-1 Averaged wt% results based on three (3) scans for each bone sample, for each element detected 
above 0.1% threshold. Samples categorised by exposure group. 
Sample Exposure Bone N O F Na Mg Al Si P S K Ca Fe Br TOTAL % 
LF0604 C0 f 0 49.83 0.18 0.17 0.63 0 0 15.64 0.42 0 33.12 0 0 99.99 
LF0606 C0 f 0 49.20 0 0.42 0.83 0 0 16.42 0.27 0 32.76 0 0 99.90 
LF0607 C0 f 0 46.14 0 0.28 0.65 0 0 16.51 0.25 0 36.07 0 0 99.90 
LF0608 C0 f 0.89 59.34 0.00 0.50 0.50 0 0 13.44 0.38 0.21 24.72 0 0 99.99 
LF9002 C0 f 0 51.97 0.29 0.17 0.62 0 0 15.63 0.38 0 30.83 0 0 99.88 
LT0604 C0 t 3.12 55.73 0 0.31 0.52 0 0 14.36 0.32 0 25.65 0 0 100.00 
LT0606 C0 t 0 52.96 0 0.45 1.02 0 0 16.14 0.29 0 29.14 0 0 100.00 
LT0607 C0 t 0 54.50 0.42 0.30 0.75 0 0 14.74 0.35 0 28.94 0 0 100.00 
LT0608 C0 t 3.03 61.06 0.22 0.15 0.60 0 0 12.53 0.33 0 22.07 0 0 100.00 
LT9002 C0 t 0 60.68 0 0.68 0.80 0 0 13.81 0.40 0 23.20 0 0.24 99.81 
LF1002 SI6 f 0 54.90 0 0.47 1.29 1.75 3.63 11.45 0.60 0.43 24.46 1.02 0 100.00 
LF1103 SI6 f 0 51.05 0 0.53 1.28 1.56 3.45 11.66 0.64 0.46 27.94 1.44 0 100.00 
LF1111 SI6 f 0 53.28 0 0.47 1.02 1.85 4.11 11.29 0.62 0.43 25.46 1.48 0 100.01 
LT1002 SI6 t 0 54.05 0 0.68 1.09 1.40 3.11 11.83 0.41 0.48 25.92 0.99 0 99.97 
LT1103 SI6 t 0 55.59 0 0.66 1.48 1.19 2.55 12.44 0.54 0.37 24.48 0.69 0 100.00 
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Sample Exposure Bone N O F Na Mg Al Si P S K Ca Fe Br TOTAL % 
LT1111 SI6 t 0 59.26 0.22 0.77 1.45 0.84 1.65 12.13 0.58 0.27 22.38 0.38 0 99.93 
LF0107 SI12 f 0 51.31 0 0.47 1.59 0.61 1.47 13.46 0.44 0 29.72 0.50 0.35 99.92 
LF1003 SI12 f 0 56.98 0 0.53 1.12 0.82 1.66 12.67 0.32 0.21 25.10 0.60 0 100.00 
LF1201 SI12 f 0 49.90 0 0.58 1.14 1.52 3.46 12.25 0.49 0.41 28.81 1.46 0 100.00 
LT1003 SI12 t 0 51.77 0 0.56 1.42 1.64 3.55 12.24 0.41 0.45 26.63 1.33 0 100.00 
LT1112 SI12 t 0 51.26 0 0.74 1.04 2.95 6.83 9.09 0.54 0.93 23.63 3.01 0 100.01 
LT1201 SI12 t 0 58.35 0 0.59 1.02 1.55 2.89 11.25 0.34 0.33 22.76 0.91 0 100.00 
LF1004 SI18 f 0 54.51 0 0.55 0.89 0.41 1.27 12.46 0.43 0.23 28.04 0.62 0.36 99.75 
LF1105 SI18 f 0 54.32 0 0.52 1.06 0.63 1.33 11.70 0.39 0.19 29.14 0.72 0 100.00 
LF1113 SI18 f 0 59.85 0 0.64 1.11 0.53 1.03 12.43 0.32 0 23.59 0.42 0 99.93 
LT1004 SI18 t 0 50.80 0 0.58 1.02 0.91 1.70 12.77 0.52 0.30 30.44 0.95 0 100.01 
LT1113 SI18 t 0 45.30 0.19 0.47 1.07 0.55 1.01 13.51 0.45 0.19 36.62 0.64 0 100.01 
LF0102 SS6 f 0 55.83 0 0.47 1.05 0.42 0.56 14.05 0.41 0 24.31 2.69 0 99.78 
LF0114 SS6 f 0 53.59 0.54 0.64 0.95 1.21 2.43 12.84 0.45 0.31 25.78 1.26 0 100.01 
LF1115 SS6 f 0 50.98 0 0.51 0.94 0.42 0.37 14.65 0.49 0 29.54 2.10 0 100.00 
LT0102 SS6 t 0 53.59 0 0.62 1.03 1.27 2.41 13.20 0.72 0.49 24.65 2.02 0 100.01 
LT0114 SS6 t 0 50.06 0.83 0.48 0.95 0.40 1.72 13.89 0.48 0.35 28.74 1.12 0.98 100.00 
LT1115 SS6 t 0 54.25 0.43 0.59 1.12 1.04 2.07 12.87 0.54 0.21 24.86 2.02 0 100.00 
LF0103 SS12 f 0 55.85 0.37 0.72 1.02 0.68 1.25 12.37 0.43 0 25.30 1.92 0 99.92 
LF1007 SS12 f 0 57.44 0 0.68 1.10 0.56 1.08 12.27 0.36 0 20.50 5.88 0 99.87 
LF1116 SS12 f 0.46 55.77 0.64 0.87 0.78 0.37 0.32 14.16 0.69 0 24.11 1.83 0 100.00 
LT0103 SS12 t 0 53.67 0 0.51 0.98 0.90 2.03 11.86 0.29 0.26 27.36 2.14 0 100.00 
LT1007 SS12 t 0 46.93 0 0.48 1.23 1.90 4.18 10.58 0.77 0.49 21.84 11.61 0 100.00 
LT1116 SS12 t 0 51.34 0.20 0.64 1.04 1.56 3.17 12.32 0.82 0.39 24.12 4.38 0 100.00 
LF0112 SS18 f 0 53.57 0.33 0.59 0.84 0.35 0.61 13.11 0.44 0 26.88 3.19 0 99.92 
LF1109 SS18 f 0 51.75 0.70 0.69 0.88 0.56 0.85 13.46 0.45 0 26.76 3.90 0 100.00 
LF1117 SS18 f 0 53.66 0.97 0.55 0.88 0.31 0.43 13.36 0.35 0 29.25 0 0 99.77 
LT0112 SS18 t 0 56.50 0.26 0.60 0.89 0.98 1.71 12.32 0.46 0.23 22.76 3.28 0 100.00 
LT1109 SS18 t 0 55.94 0.42 0.72 0.87 0.95 2.24 11.92 0.30 0.23 23.56 2.87 0 100.00 
LT1117 SS18 t 0 54.89 0.64 0.60 0.89 0.54 1.44 12.97 0.28 0 27.15 0.47 0 99.89 
LF0105 SS24 f 0 54.23 0.23 0.65 0.78 0.33 0.63 13.03 0.36 0 27.03 2.58 0 99.84 
LF0113 SS24 f 0.45 56.04 0.27 0.50 0.89 0.31 0.40 13.90 0.33 0 25.06 1.86 0 100.01 
LF1102 SS24 f 0 55.12 0.54 0.67 0.79 0.19 0.40 13.53 0.35 0.00 26.55 1.59 0.27 100.00 
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Sample Exposure Bone N O F Na Mg Al Si P S K Ca Fe Br TOTAL % 
LT0105 SS24 t 0 48.87 0.46 0.73 0.94 1.20 4.08 11.70 0.54 0.51 27.91 2.04 1.02 99.99 
LT0113 SS24 t 0 48.18 0.62 0.51 0.90 0.84 1.93 13.51 0.44 0.24 29.94 2.89 0 100.00 
LT1102 SS24 t 0 48.80 0.38 0.48 0.90 0.98 2.37 12.94 0.48 0.22 30.61 1.86 0 100.00 
LF0405 WI6 f 0 55.60 0.35 0.50 1.10 0.61 1.04 13.59 0.30 0.17 25.50 1.24 0 99.99 
LF0421 WI6 f 0.29 56.83 0.50 0.49 1.12 0.48 0.84 13.63 0.32 0 25.08 0.38 0 99.95 
LF0504 WI6 f 0 54.93 0.38 0.56 1.07 0.85 1.52 13.15 0.38 0 26.37 0.65 0 99.87 
LT0405 WI6 t 0 52.91 0.23 0.48 0.90 0.88 1.84 12.98 0.35 0.17 28.44 0.83 0 100.01 
LT0421 WI6 t 0 56.70 0.21 0.57 1.07 1.17 2.31 12.71 0.42 0.25 23.70 0.89 0 100.00 
LT0504 WI6 t 0 57.15 0.23 0.68 1.13 1.13 2.33 12.39 0.41 0.26 23.32 0.96 0 100.00 
LF0122 WI12 f 0 55.78 0.74 0.40 1.06 0 0 13.93 0.31 0 27.56 0 0 99.78 
LF0406 WI12 f 0 56.79 0 0.70 1.10 2.22 5.60 9.92 0.32 0.49 21.23 1.65 0 100.01 
LF0414 WI12 f 0 56.87 0 0.73 1.23 1.49 3.12 11.02 0.40 0.35 23.68 1.10 0 100.00 
LT0122 WI12 t 0 55.48 0.22 0.43 1.06 0.31 0.57 13.50 0.47 0.14 27.63 0.20 0 100.01 
LT0406 WI12 t 0 57.19 0.21 0.54 1.12 0.97 2.03 12.40 0.34 0.25 24.37 0.60 0 100.01 
LT0414 WI12 t 0 56.81 0 0.67 1.08 2.05 4.81 10.30 0.28 0.48 21.57 1.73 0.23 100.01 
LF0301 WI18 f 0 56.13 0 0.40 1.09 0.37 0.38 13.87 0.24 0 27.42 0 0 99.90 
LF0415 WI18 f 0 58.78 0.29 0.63 1.22 1.01 1.98 11.71 0.47 0.23 23.11 0.55 0 100.00 
LF0423 WI18 f 0.54 54.12 0 0.50 0.98 1.03 2.15 11.65 0.38 0.37 26.83 1.00 0.28 99.83 
LT0415 WI18 t 0 56.32 0 0.61 1.01 1.35 2.72 11.48 0.27 0.27 24.93 0.88 0 99.83 
LT0423 WI18 t 0 55.75 0 0.59 1.13 0.94 2.64 11.51 0.35 0.29 25.35 0.92 0.54 100.00 
LF0302 WI24 f 0 58.65 0 0.71 1.31 1.67 3.53 11.22 0.24 0.37 21.29 1.03 0 100.01 
LF0416 WI24 f 0 55.58 0.43 0.48 1.28 0.52 0.92 12.91 0.37 0 27.15 0.30 0 99.95 
LF0424 WI24 f 0 56.81 0 0.59 1.11 1.18 2.28 12.27 0.19 0.28 24.51 0.64 0 99.86 
LT0302 WI24 t 0 52.97 0 0.47 1.15 0.89 1.28 12.76 0.24 0.16 29.49 0.61 0 100.01 
LT0416 WI24 t 0 53.77 0 0.46 1.28 0.50 0.92 13.58 0.35 0 28.76 0.27 0 99.89 
LT0424 WI24 t 0 55.85 0 0.61 1.01 0.88 1.95 12.33 0.50 0.20 26.13 0.40 0 99.85 
LF0418 WS6 f 0 52.74 0.40 0.68 0.99 0.47 0.30 14.84 0.61 0.19 27.89 0.88 0 99.98 
LF0510 WS6 f 0 53.42 0.27 0.74 1.05 0.47 0.37 14.95 0.58 0 27.28 0.57 0 99.71 
LF0513 WS6 f 1.44 54.06 0.41 0.65 0.93 0.16 0 14.60 0.50 0 26.45 0.68 0 99.88 
LT0418 WS6 t 0 48.28 0.27 0.38 1.00 0.28 0.81 14.55 0.62 0 31.72 1.72 0.22 99.86 
LT0510 WS6 t 0 55.95 0.58 0.73 0.87 0.98 2.31 12.82 0.86 0.25 22.74 1.91 0 100.00 
LT0513 WS6 t 0 59.92 0.42 0.64 1.01 0.35 0.53 13.62 0.39 0 22.43 0.68 0 100.00 
LF0401 WS12 f 0 52.24 0.28 0.59 0.71 0.51 0.62 13.97 0.41 0 28.88 1.74 0 99.95 
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Sample Exposure Bone N O F Na Mg Al Si P S K Ca Fe Br TOTAL % 
LF0409 WS12 f 0 50.31 0 0.58 1.14 0.49 0.77 13.68 0.34 0.15 25.48 7.07 0 100.00 
LF0417 WS12 f 0 59.35 0.77 0.75 1.15 0.70 0.98 12.83 0.48 0.14 21.22 1.62 0 99.99 
LT0401 WS12 t 0 56.57 0.70 0.85 0.89 1.52 3.71 11.31 0.33 0.34 22.27 1.50 0 100.00 
LT0409 WS12 t 0 54.91 0 0.59 0.83 1.30 2.88 12.89 0.51 0.30 23.38 2.08 0.35 100.01 
LT0417 WS12 t 0 56.08 0 0.74 1.08 1.61 3.66 11.11 0.44 0.42 21.28 3.34 0.25 100.00 
LF0403 WS18 f 0 56.29 0.42 0.88 1.08 0.63 0.83 12.88 1.11 0 23.52 2.23 0 99.88 
LF0419 WS18 f 0 52.52 0.35 0.85 1.08 0.29 0.71 13.50 0.61 0 27.40 2.64 0 99.94 
LF0502 WS18 f 0 54.65 0.41 0.84 1.17 0.32 0.37 13.83 0.64 0 24.15 3.62 0 100.00 
LT0403 WS18 t 0 57.52 1.16 0.72 0.90 0.92 1.66 11.90 0.79 0.26 22.00 2.19 0 99.99 
LT0502 WS18 t 0 58.43 0 0.71 1.05 0.94 3.34 11.62 0.37 0.26 21.10 1.96 0.23 100.00 
LT0511 WS18 t 0 55.23 0.86 0.47 0.91 0.43 1.05 12.69 0.47 0.12 26.75 1.02 0 100.01 
LF0404 WS24 f 0 54.31 0.22 0.81 0.93 0.68 1.16 13.33 0.57 0.18 24.40 3.41 0 100.00 
LF0412 WS24 f 0 52.08 0.67 0.60 0.92 0.83 1.57 12.88 0.61 0.23 26.87 2.73 0 100.00 
LF0512 WS24 f 0 55.60 0 0.84 1.31 0.33 0.75 12.81 0.72 0 23.46 3.70 0.37 99.89 
LT0404 WS24 t 0 51.64 0.18 0.76 0.83 1.01 2.40 12.10 0.34 0.20 26.01 4.51 0 99.99 
LT0412 WS24 t 0 52.24 0.59 0.50 0.90 0.56 1.16 13.18 0.45 0 27.64 2.72 0 99.93 
LT0512 WS24 t 0 55.36 0.76 0.49 1.12 0.43 1.05 12.86 0.37 0.14 26.04 1.16 0.22 99.99 
C= control; SS = summer submerged; SI = summer intertidal; WS = winter submerged; WI = winter 
intertidal.   0, 6, 12, 18, 24 =length of exposure in weeks.   f = femur; t = tibia 
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Table D-2 Elemental Ratios of each bone sample based on the phosphorus (P) signal. Samples categorised 
by exposure group. 
Sample Exposure Bone O:P F:P Na:P Mg:P Al:P Si:P S:P Ca:P Fe:P 
LF0604 C0 f 3.186 0.012 0.011 0.04 0 0 0.027 2.117 0 
LF0606 C0 f 2.996 0 0.025 0.051 0 0 0.016 1.995 0 
LF0607 C0 f 2.795 0 0.017 0.039 0 0 0.015 2.185 0 
LF0608 C0 f 4.417 0 0.037 0.037 0 0 0.029 1.84 0 
LF9002 C0 f 3.324 0.019 0.011 0.039 0 0 0.024 1.972 0 
LT0604 C0 t 3.88 0 0.021 0.036 0 0 0.022 1.786 0 
LT0606 C0 t 3.281 0 0.028 0.063 0 0 0.018 1.805 0 
LT0607 C0 t 3.696 0.029 0.02 0.051 0 0 0.024 1.963 0 
LT0608 C0 t 4.872 0.017 0.012 0.048 0 0 0.026 1.761 0 
LT9002 C0 t 4.395 0 0.049 0.058 0 0 0.029 1.681 0 
LF1002 SI6 f 4.795 0 0.041 0.113 0.153 0.317 0.052 2.137 0.089 
LF1103 SI6 f 4.379 0 0.046 0.11 0.134 0.296 0.055 2.397 0.124 
LF1111 SI6 f 4.718 0 0.041 0.091 0.164 0.364 0.055 2.254 0.131 
LT1002 SI6 t 4.57 0 0.058 0.092 0.118 0.263 0.035 2.192 0.084 
LT1103 SI6 t 4.467 0 0.053 0.119 0.096 0.205 0.043 1.967 0.055 
LT1111 SI6 t 4.887 0.018 0.063 0.119 0.069 0.136 0.048 1.846 0.032 
LF0107 SI12 f 3.811 0 0.035 0.118 0.045 0.109 0.033 2.208 0.037 
LF1003 SI12 f 4.497 0 0.042 0.088 0.065 0.131 0.025 1.981 0.047 
LF1201 SI12 f 4.073 0 0.047 0.093 0.124 0.282 0.04 2.352 0.119 
LT1003 SI12 t 4.228 0 0.046 0.116 0.134 0.29 0.034 2.175 0.109 
LT1112 SI12 t 5.639 0 0.081 0.114 0.324 0.751 0.059 2.6 0.331 
LT1201 SI12 t 5.185 0 0.052 0.091 0.137 0.257 0.031 2.022 0.081 
LF1004 SI18 f 4.375 0 0.044 0.071 0.033 0.102 0.035 2.25 0.049 
LF1105 SI18 f 4.644 0 0.044 0.091 0.054 0.114 0.034 2.491 0.062 
LF1113 SI18 f 4.813 0 0.052 0.089 0.043 0.083 0.026 1.897 0.034 
LT1004 SI18 t 3.977 0 0.046 0.08 0.072 0.133 0.041 2.383 0.075 
LT1113 SI18 t 3.353 0.014 0.035 0.079 0.041 0.075 0.034 2.711 0.047 
LF0102 SS6 f 3.974 0 0.034 0.075 0.03 0.04 0.029 1.73 0.192 
LF0114 SS6 f 4.173 0.042 0.05 0.074 0.094 0.19 0.035 2.008 0.098 
LF1115 SS6 f 3.479 0 0.035 0.064 0.028 0.025 0.033 2.016 0.143 
LT0102 SS6 t 4.059 0 0.047 0.078 0.096 0.183 0.055 1.867 0.153 
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Sample Exposure Bone O:P F:P Na:P Mg:P Al:P Si:P S:P Ca:P Fe:P 
LT0114 SS6 t 3.603 0.06 0.035 0.068 0.029 0.124 0.035 2.068 0.08 
LT1115 SS6 t 4.215 0.033 0.046 0.087 0.081 0.161 0.042 1.931 0.157 
LF0103 SS12 f 4.516 0.03 0.058 0.082 0.055 0.101 0.035 2.046 0.156 
LF1007 SS12 f 4.681 0 0.056 0.09 0.045 0.088 0.03 1.67 0.479 
LF1116 SS12 f 3.939 0.045 0.061 0.055 0.026 0.023 0.049 1.703 0.129 
LT0103 SS12 t 4.526 0 0.043 0.082 0.076 0.171 0.024 2.307 0.181 
LT1007 SS12 t 4.437 0 0.045 0.117 0.18 0.395 0.072 2.065 1.097 
LT1116 SS12 t 4.166 0.016 0.052 0.084 0.127 0.258 0.066 1.958 0.356 
LF0112 SS18 f 4.085 0.025 0.045 0.064 0.026 0.047 0.034 2.05 0.243 
LF1109 SS18 f 3.844 0.052 0.051 0.066 0.042 0.063 0.033 1.988 0.29 
LF1117 SS18 f 4.015 0.073 0.041 0.066 0.023 0.032 0.026 2.189 0 
LT0112 SS18 t 4.585 0.021 0.049 0.072 0.08 0.138 0.037 1.847 0.266 
LT1109 SS18 t 4.694 0.035 0.06 0.073 0.079 0.188 0.025 1.977 0.241 
LT1117 SS18 t 4.232 0.05 0.046 0.069 0.042 0.111 0.022 2.093 0.036 
LF0105 SS24 f 4.161 0.017 0.05 0.06 0.026 0.048 0.027 2.074 0.198 
LF0113 SS24 f 4.031 0.019 0.036 0.064 0.022 0.029 0.024 1.802 0.134 
LF1102 SS24 f 4.074 0.04 0.05 0.058 0.014 0.03 0.026 1.962 0.117 
LT0105 SS24 t 4.176 0.039 0.062 0.08 0.103 0.348 0.046 2.385 0.174 
LT0113 SS24 t 3.567 0.046 0.038 0.067 0.062 0.143 0.032 2.216 0.214 
LT1102 SS24 t 3.772 0.029 0.037 0.07 0.075 0.183 0.037 2.366 0.144 
LF0405 WI6 f 4.092 0.026 0.037 0.081 0.045 0.076 0.022 1.877 0.091 
LF0421 WI6 f 4.168 0.037 0.036 0.082 0.035 0.061 0.023 1.84 0.028 
LF0504 WI6 f 4.176 0.029 0.043 0.081 0.064 0.116 0.029 2.005 0.049 
LT0405 WI6 t 4.075 0.017 0.037 0.069 0.068 0.141 0.027 2.19 0.064 
LT0421 WI6 t 4.461 0.016 0.045 0.084 0.092 0.182 0.033 1.864 0.07 
LT0504 WI6 t 4.611 0.019 0.055 0.091 0.091 0.188 0.033 1.881 0.078 
LF0122 WI12 f 4.004 0.053 0.028 0.076 0 0 0.022 1.978 0 
LF0406 WI12 f 5.724 0 0.071 0.111 0.223 0.564 0.033 2.14 0.166 
LF0414 WI12 f 5.159 0 0.066 0.112 0.135 0.283 0.037 2.148 0.099 
LT0122 WI12 t 4.111 0.016 0.032 0.079 0.023 0.042 0.035 2.047 0.015 
LT0406 WI12 t 4.612 0.017 0.044 0.09 0.078 0.163 0.027 1.965 0.048 
LT0414 WI12 t 5.514 0 0.065 0.104 0.199 0.467 0.027 2.093 0.168 
LF0301 WI18 f 4.047 0 0.029 0.078 0.026 0.028 0.017 1.977 0 
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Sample Exposure Bone O:P F:P Na:P Mg:P Al:P Si:P S:P Ca:P Fe:P 
LF0415 WI18 f 5.02 0.025 0.054 0.104 0.087 0.169 0.04 1.974 0.047 
LF0423 WI18 f 4.647 0 0.043 0.084 0.088 0.184 0.033 2.304 0.086 
LT0415 WI18 t 4.904 0 0.053 0.088 0.117 0.237 0.024 2.171 0.077 
LT0423 WI18 t 4.845 0 0.051 0.098 0.082 0.229 0.03 2.203 0.08 
LF0302 WI24 f 5.226 0 0.063 0.116 0.149 0.314 0.022 1.897 0.092 
LF0416 WI24 f 4.304 0.033 0.037 0.099 0.041 0.071 0.029 2.103 0.023 
LF0424 WI24 f 4.63 0 0.048 0.091 0.096 0.186 0.015 1.998 0.052 
LT0302 WI24 t 4.152 0 0.037 0.09 0.07 0.1 0.019 2.311 0.048 
LT0416 WI24 t 3.959 0 0.034 0.094 0.037 0.068 0.026 2.118 0.02 
LT0424 WI24 t 4.528 0 0.049 0.082 0.072 0.158 0.041 2.118 0.032 
LF0418 WS6 f 3.554 0.027 0.046 0.067 0.032 0.020 0.041 1.879 0.059 
LF0510 WS6 f 3.574 0.018 0.05 0.07 0.032 0.025 0.039 1.825 0.038 
LF0513 WS6 f 3.702 0.028 0.045 0.064 0.011 0 0.034 1.811 0.047 
LT0418 WS6 t 3.318 0.019 0.026 0.069 0.019 0.056 0.042 2.18 0.118 
LT0510 WS6 t 4.365 0.045 0.057 0.068 0.076 0.18 0.067 1.774 0.149 
LT0513 WS6 t 4.399 0.031 0.047 0.074 0.025 0.039 0.028 1.646 0.05 
LF0401 WS12 f 3.739 0.02 0.042 0.051 0.037 0.044 0.03 2.067 0.124 
LF0409 WS12 f 3.676 0 0.043 0.083 0.036 0.056 0.025 1.862 0.516 
LF0417 WS12 f 4.626 0.06 0.058 0.089 0.054 0.076 0.038 1.654 0.127 
LT0401 WS12 t 5 0.062 0.075 0.079 0.134 0.328 0.029 1.969 0.133 
LT0409 WS12 t 4.261 0 0.046 0.064 0.101 0.223 0.04 1.814 0.161 
LT0417 WS12 t 5.047 0 0.067 0.098 0.145 0.329 0.04 1.915 0.3 
LF0403 WS18 f 4.37 0.033 0.069 0.084 0.049 0.064 0.086 1.826 0.173 
LF0419 WS18 f 3.889 0.026 0.063 0.08 0.021 0.052 0.045 2.029 0.196 
LF0502 WS18 f 3.951 0.03 0.061 0.084 0.023 0.027 0.046 1.746 0.262 
LT0403 WS18 t 4.835 0.097 0.06 0.075 0.077 0.14 0.066 1.85 0.184 
LT0502 WS18 t 5.027 0 0.061 0.09 0.081 0.287 0.032 1.815 0.169 
LT0511 WS18 t 4.351 0.068 0.037 0.072 0.034 0.083 0.037 2.108 0.08 
LF0404 WS24 f 4.075 0.017 0.061 0.07 0.051 0.087 0.043 1.831 0.256 
LF0412 WS24 f 4.044 0.052 0.047 0.071 0.064 0.122 0.047 2.086 0.212 
LF0512 WS24 f 4.34 0 0.065 0.102 0.026 0.058 0.056 1.831 0.289 
LT0404 WS24 t 4.268 0.015 0.063 0.069 0.083 0.199 0.028 2.15 0.373 
LT0412 WS24 t 3.965 0.045 0.038 0.069 0.043 0.088 0.034 2.097 0.206 
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Sample Exposure Bone O:P F:P Na:P Mg:P Al:P Si:P S:P Ca:P Fe:P 
LT0512 WS24 t 4.306 0.059 0.038 0.087 0.033 0.082 0.029 2.026 0.09 
C= control; SS = summer submerged; SI = summer intertidal; WS = winter submerged; WI = winter 




Full descriptive statistics of sample set 
In Chapter 6.3.2.3, the quantitative data analysis provides median and interquartile range for 
each exposure group and bone type. Prior to that analysis, a full descriptive analysis was run on 
the dataset testing the influence of the outliers and analysing the skew and kurtosis of the data. 
The results of these preliminary tests are provided in Tables D-3 and D-4 for tibiae and femora, 
respectively.  
Table D-3 Univariate descriptive statistics for all tibiae and all calculated ratios in dataset.  
Variable n Mean sd Median Trimmed Mad* Min Max Range skew kurtosis se 
O:P 48 4.36 0.53 4.36 4.36 0.43 3.28 5.64 2.36 0.08 -0.14 0.08 
F:P 48 0.02 0.02 0.02 0.20 0.02 0 0.10 0.10 1.20 0.94 0.00 
Na:P 48 0.05 0.01 0.05 0.05 0.01 0.01 0.08 0.07 0.04 0.02 0.00 
Mg:P 48 0.08 0.02 0.08 0.08 0.02 0.04 0.12 0.08 0.22 0.09 0.00 
Al:P 48 0.08 0.06 0.08 0.07 0.05 0.00 0.32 0.32 1.57 4.60 0.01 
Si:P 48 0.18 0.14 0.16 0.16 0.11 0.00 0.75 0.75 1.64 4.66 0.02 
S:P 48 0.04 0.01 0.03 0.03 0.01 0.02 0.07 0.05 1.19 0.81 0.00 
Ca:P 48 2.05 0.22 2.04 2.03 0.23 1.65 2.71 1.06 0.68 0.43 0.03 
Fe:P 48 0.14 0.17 0.08 0.11 0.10 0.00 1.10 1.10 3.75 18.03 0.02 
*Median absolute deviation 
Table D-4 Univariate descriptive statistics for all femora and all calculated ratios in dataset 
Variable n Mean sd Median Trimmed Mad* Min Max Range skew kurtosis se 
O:P 50 4.24 0.66 4.13 420 0.45 2.80 6.78 3.99 1.01 3.09 0.09 
F:P 50 0.02 0.02 0.01 0.01 0.02 0.00 0.07 0.07 0.84 -0.29 0.00 
Na:P 50 0.05 0.01 0.04 0.05 0.01 0.01 0.09 0.08 0.02 0.60 0.00 
Mg:P 50 0.08 0.02 0.08 0.08 0.02 0.04 0.17 0.13 0.70 1.60 0.00 
Al:P 50 0.06 0.08 0.04 0.05 0.03 0.00 0.51 0.51 3.60 16.41 0.01 
Si:P 50 0.13 0.19 0.07 0.09 0.06 0.00 1.16 1.16 3.58 15.77 0.03 
S:P 50 0.03 0.01 0.03 0.03 0.01 0.02 0.09 0.07 1.35 3.01 0.00 
Ca:P 50 2.01 0.20 2.00 2.00 0.21 1.65 2.49 0.84 0.45 -0.22 0.03 
Fe:P 50 0.13 0.12 0.10 0.11 0.09 0.00 0.52 0.52 1.41 1.89 0.02 
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Presented below are the full descriptive data for each bone type by sample group: C, SI, SS, WI, 
and WS. From this analysis, the five ratios selected for further analysis were determined  
(Ca:P, Mg:P, Al:P, Si:P, and Fe:P). A summary of the median and interquartile data from these 
tables is provided in Chapter 6.3.2.3, Table 6.3-5. 
Descriptive statistics by group for TIBIA 
## group: C  TIBIA 
     n  mean  sd    median Q1     Q3     mad   min   max   range  skew  kurtosis se 
OPT  5  4.02  0.62  3.880  2.996  3.324  0.76  3.28  4.87  1.59   0.18  -1.85    0.28   
FPT  5  0.01  0.01  0.004  0.012  0.019  0.00  0.00  0.03  0.03   0.50  -1.85    0.01 
NaPT 5  0.03  0.01  0.023  0.017  0.025  0.01  0.01  0.05  0.04   0.66  -1.36    0.01 
MgPT 5  0.05  0.01  0.051  0.048  0.058  0.01  0.04  0.06  0.03  -0.29  -1.68    0.00 
AlPT 5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN    NaN     0.00 
SiPT 5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN    NaN     0.00 
SPT  5  0.02  0.00  0.022  0.016  0.027  0.00  0.01  0.03  0.01  -0.14  -1.72    0.00 
CaPT 5  1.80  0.10  1.786  1.761  1.805  0.04  1.68  1.96  0.28   0.49  -1.37    0.05 
FePT 5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN    NaN     0.00 
 
## group: SI  TIBIA 
     n  mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPT  8  4.54  0.71  4.524  3.977  5.185  0.67  3.35  5.64  2.29 -0.08  -1.21    0.25 
FPT  8  0.00  0.01  0.001  0.000  0.018  0.00  0.00  0.02  0.02  1.00  -1.01    0.00 
NaPT 8  0.05  0.01  0.049  0.046  0.063  0.01  0.04  0.08  0.05  0.56  -0.66    0.00 
MgPT 8  0.10  0.02  0.103  0.088  0.117  0.02  0.08  0.12  0.04 -0.14  -2.02    0.01 
AlPT 8  0.12  0.09  0.107  0.071  0.135  0.05  0.04  0.32  0.28  1.32   0.54    0.03 
SiPT 8  0.26  0.21  0.231  0.135  0.270  0.11  0.08  0.75  0.68  1.40   0.69    0.07 
SPT  8  0.04  0.01  0.038  0.033  0.048  0.01  0.03  0.06  0.03  0.76  -0.85    0.00 
CaPT 8  2.24  0.31  2.184  2.008  2.437  0.31  1.85  2.71  0.86  0.30  -1.59    0.11 
FePT 8  0.10  0.10  0.078  0.053  0.090  0.04  0.03  0.33  0.30  1.63   1.17    0.03 
 
## group: SS  TIBIA 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPT  12  4.17  0.37  4.198  3.987  4.459  0.42  3.57  4.69  1.13  -0.30 -1.28    0.11 
FPT  12  0.03  0.02  0.033  0.012  0.041  0.02  0.00  0.06  0.06  -0.09 -1.43    0.01 
NaPT 12  0.05  0.01  0.496  0.042  0.050  0.01  0.04  0.06  0.03   0.42 -0.94    0.00 
MgPT 12  0.08  0.01  0.076  0.070  0.083  0.01  0.07  0.12  0.05   1.63  2.06    0.00 
AlPT 12  0.09  0.04  0.080  0.072  0.098  0.03  0.03  0.18  0.15   0.86  0.35    0.01 
SiPT 12  0.20  0.09  0.177  0.142  0.205  0.05  0.11  0.40  0.28   1.08 -0.28    0.03 
SPT  12  0.04  0.02  0.042  0.030  0.048  0.02  0.02  0.07  0.05   0.61 -0.99    0.00 
CaPT 12  2.09  0.19  2.067  1.951  2.239  0.21  1.85  2.38  0.54   0.32 -1.49    0.05 
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## group: WI  TIBIA 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPT  11  4.52  0.46  4.527  4.131  4.729  0.56  3.96  5.51  1.56   0.64 -0.51    0.14 
FPT  11  0.01  0.01  0.004  0.016  0.019  0.00  0.00  0.02  0.02   0.18 -2.11    0.00 
NaPT 11  0.05  0.01  0.042  0.037  0.052  0.01  0.03  0.06  0.03   0.28 -1.15    0.00 
MgPT 11  0.09  0.01  0.090  0.083  0.093  0.01  0.07  0.10  0.03  -0.29 -0.59    0.00 
AlPT 11  0.08  0.05  0.078  0.069  0.092  0.02  0.02  0.20  0.18   1.12  0.98    0.01 
SiPT 11  0.18  0.11  0.163  0.121  0.209  0.09  0.04  0.47  0.43   1.22  1.08    0.03 
SPT  11  0.03  0.01  0.030  0.025  0.034  0.00  0.02  0.04  0.02   0.26 -0.70    0.00 
CaPT 11  2.09  0.14  2.118  2.006  2.181  0.11  1.86  2.31  0.45  -0.25 -1.18    0.04 
FePT 11  0.06  0.04  0.064  0.040  0.078  0.02  0.02  0.17  0.15   1.14  0.90    0.01 
 
## group: WS  TIBIA 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPT  12  4.43  0.50  4.364  4.266  4.876  0.36  3.32  5.05  1.73  -0.51 -0.38    0.14 
FPT  12  0.04  0.03  0.043  0.000  0.062  0.03  0.00  0.10  0.10   0.31 -1.20    0.01 
NaPT 12  0.05  0.01  0.051  0.038  0.062  0.02  0.03  0.08  0.05  -0.08 -1.37    0.00 
MgPT 12  0.08  0.01  0.073  0.069  0.081  0.01  0.06  0.10  0.03   0.81 -0.76    0.00 
AlPT 12  0.07  0.04  0.077  0.034  0.088  0.06  0.02  0.14  0.13   0.37 -1.25    0.01 
SiPT 12  0.17  0.10  0.160  0.083  0.239  0.11  0.04  0.33  0.29   0.31 -1.55    0.03 
SPT  12  0.04  0.01  0.042  0.029  0.042  0.01  0.03  0.07  0.04   1.14 -0.22    0.00 
CaPT 12  1.95  0.17  1.942  1.815  2.100  0.21  1.65  2.18  0.53  -0.13 -1.43    0.05 
FePT 12  0.17  0.09  0.155  0.111  0.190  0.07  0.05  0.37  0.32   0.86 -0.23    0.03 
 
Descriptive statistics by group for FEMUR 
## group: C  FEMUR 
      n  mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPF   5  3.34  0.63  3.190  2.996  3.324  0.28  2.80  4.42  1.62   0.81 -1.21    0.28 
FPF   5  0.01  0.01  0.000  0.000  0.012  0.00  0.00  0.02  0.02   0.46 -1.94    0.00 
NaPF  5  0.02  0.01  0.020  0.011  0.025  0.01  0.01  0.04  0.03   0.49 -1.71    0.00 
MgPF  5  0.04  0.01  0.039  0.039  0.040  0.00  0.04  0.05  0.01   0.97 -1.03    0.00 
AlPF  5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN   NaN     0.00 
SiPF  5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN   NaN     0.00 
SPF   5  0.02  0.01  0.020  0.016  0.027  0.01  0.02  0.03  0.01  -0.14 -2.17    0.00 
CaPF  5  2.02  0.13  1.995  1.972  2.117  0.18  1.84  2.19  0.34  -0.08 -1.83    0.06 
FePF  5  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN   NaN     0.00 
 
## group: SI  FEMUR 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPF  10  4.69  0.80  4.568  4.376  4.776  0.31  3.81  6.78  2.97   1.59  1.82    0.25 
FPF  10  0.00  0.00  0.000  0.000  0.000  0.00  0.00  0.00  0.00   NaN   NaN     0.00 
NaPF 10  0.05  0.02  0.044  0.042  0.047  0.00  0.04  0.09  0.05   1.91  2.53    0.00 
MgPF 10  0.10  0.03  0.092  0.090  0.112  0.02  0.07  0.17  0.10   1.18  0.61    0.01 
AlPF 10  0.13  0.14  0.095  0.047  0.148  0.07  0.03  0.51  0.48   1.79  2.15    0.05 
SiPF 10  0.30  0.32  0.207  0.110  0.312  0.15  0.08  1.16  1.07   1.84  2.27    0.10 
SPF  10  0.04  0.01  0.040  0.033  0.052  0.02  0.02  0.06  0.03   0.06 -1.85    0.00 
CaPF 10  2.25  0.20  2.252  2.155  2.386  0.19  1.90  2.49  0.60  -0.35 -1.26    0.06 
FePF 10  0.11  0.11  0.076  0.048  0.123  0.06  0.03  0.42  0.39   1.85  2.32    0.04 
 
 
Appendix D: SEM-EDS data 243 
 
 
## group: SS  FEMUR 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPF  12  4.08  0.30  4.051  3.965  4.164  0.16  3.48  4.68  1.20   0.19 -0.09    0.09 
FPF  12  0.03  0.02  0.030  0.013  0.043  0.02  0.00  0.07  0.07   0.25 -1.09    0.01 
NaPF 12  0.05  0.01  0.049  0.040  0.052  0.01  0.03  0.06  0.03  -0.13 -1.48    0.00 
MgPF 12  0.07  0.01  0.065  0.063  0.074  0.01  0.06  0.09  0.03   0.73 -0.63    0.00 
AlPF 12  0.04  0.02  0.027  0.025  0.043  0.01  0.01  0.09  0.08   1.55  1.61    0.01 
SiPF 12  0.06  0.05  0.044  0.030  0.069  0.02  0.02  0.19  0.17   1.61  1.68    0.01 
SPF  12  0.03  0.01  0.034  0.027  0.034  0.01  0.02  0.05  0.02   1.20  1.06    0.00 
CaPF 12  1.94  0.17  2.252  1.784  2.047  0.09  1.67  2.19  0.52  -0.36 -1.41    0.05 
FePF 12  0.18  0.12  0.150  0.126  0.209  0.07  0.00  0.48  0.48   1.02  0.81    0.03 
 
## group: WI  FEMUR 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPF  12  4.60  0.57  4.471  4.149  5.055  0.59  4.00  5.72  1.72   0.56 -1.18    0.16 
FPF  12  0.02  0.02  0.013  0.000  0.033  0.02  0.00  0.05  0.05   0.40 -1.44    0.01 
NaPF 12  0.05  0.01  0.041  0.037  0.056  0.01  0.03  0.07  0.04   0.40 -1.37    0.00 
MgPF 12  0.09  0.01  0.080  0.081  0.106  0.02  0.08  0.12  0.04   0.35 -1.70    0.00 
AlPF 12  0.08  0.06  0.076  0.040  0.106  0.06  0.00  0.22  0.22   0.77 -0.34    0.02 
SiPF 12  0.17  0.16  0.143  0.069  0.210  0.11  0.00  0.56  0.56   1.15  0.56    0.05 
SPF  12  0.03  0.01  0.028  0.022  0.033  0.01  0.02  0.04  0.02   0.14 -1.39    0.00 
CaPF 12  2.02  0.13  1.988  1.955  2.112  0.15  1.84  2.30  0.46   0.59 -0.63    0.04 
FePF 12  0.06  0.05  0.051  0.027  0.911  0.06  0.00  0.17  0.17   0.55 -0.54    0.01 
 
## group: WS  FEMUR 
     n   mean  sd    median Q1     Q3     mad   min   max   range  skew kurtosis se 
OPF  11  4.00  0.33  3.950  3.720  4.207  0.37  3.57  4.63  1.05   0.45 -1.21    0.10 
FPF  11  0.03  0.02  0.029  0.018  0.032  0.01  0.00  0.06  0.06   0.32 -0.89    0.01 
NaPF 11  0.05  0.01  0.055  0.046  0.062  0.01  0.04  0.07  0.03  -0.06 -1.78    0.00 
MgPF 11  0.08  0.01  0.080  0.070  0.084  0.01  0.05  0.10  0.05  -0.10 -0.69    0.00 
AlPF 11  0.04  0.02  0.036  0.025  0.050  0.02  0.01  0.06  0.05   0.11 -1.35    0.00 
SiPF 11  0.06  0.03  0.056  0.036  0.070  0.03  0.00  0.12  0.12   0.28 -0.56    0.01 
SPF  11  0.04  0.02  0.039  0.036  0.047  0.01  0.02  0.09  0.06   1.30  1.18    0.00 
CaPF 11  1.87  0.14  1.831  1.818  1.946  0.05  1.65  2.09  0.43   0.34 -1.17    0.04 
FePF 11  0.20  0.13  0.196  0.126  0.259  0.10  0.04  0.52  0.48   0.86  0.23    0.04 
 
 
