Abstract. For X a connected simplicial complex we consider ∆ d (X, n) the space of configurations of n ordered points of X such that no d + 1 of them are equal. We denote by B d (X, n) the unordered analog. These reduce to the standard configuration space of distinct points when d = 1. We describe the homotopy groups of ∆ d (X, n) in terms of those of X through a range. A similar statement is given for B d (X, n) when X is a manifold. We verify in particular the claim that the fundamental group of the configuration space B d (X, n) abelianizes as soon as we allow points to collide (i.e. d ≥ 2). One further result of interest is the determination of the homotopy type of the configuration space of 2 points on a wedge of circles.
Introduction
Let X be a topological space and ∆ d ⊂ X n the d-th diagonal arrangement in X n ; i.e.
∆ d (X, n) = {(x 1 , . . . , x n ) ∈ X n |x i1 = · · · = x i d for some sequence i 1 , . . . , i d } Its complement in X n is the "configuration space of no d + 1 equal points in X" and is written
This is the space of ordered configurations of n points in X with the multiplicity of each point in the configuration bounded above by d. An early appearance of these spaces is in [4] in connection with Borsuk-Ulam type results. In the case V is a vector space, the spaces ∆ d (V, n) are subspace complements and are studied for V = R, C in the literature where they are dubbed "no d + 1-equal arrangements" (see most recent [20] and references therein).
The symmetric group S n acts on both ∆ d (X, n) and ∆ d (X, n) and the quotients are denoted by B d (X, n) and B d (X, n) respectively. In this paper we will focus exclusively on the spaces ∆ d (X, n) and B d (X, n) of configurations of at most d-equal points. In some exceptional cases of course, these can be empty (if for example X is a point and d < n), but otherwise they have a rich and interesting topology.
We have increasing filtrations
(1) F (X, n) := ∆ 1 (X, n) ⊂ ∆ 2 (X, n) ⊂ · · · ⊂ ∆ n (X, n) = X n B(X, n) := B 1 (X, n) ⊂ B 2 (X, n) ⊂ · · · ⊂ B n (X, n) = SP n X with SP n X := X n / Sn being the n-th symmetric product. Here we have written F (X, n) and B(X, n) the standard configuration spaces of ordered (resp. unordered) pairwise distinct points of cardinality n ( 1 ). At first sight, the fundamental groups of ∆ d (X, n) and B d (X, n) can be quite non-trivial. If d = 1 and F (X, n) is connected, we always have a surjection π 1 (B(X, n))− −− →S n (see Example 2.1). The situation is much simpler when we allow a collision. Theorem 1.1. (a) If X is a connected simplicial complex which is not reduced to a point, and n ≥ 2, d ≥ 2, then there is an isomorphism π 1 (B d (X, n)) ∼ = H 1 (X; Z). (b) If X is a simply connected manifold of dimension m ≥ 1, n ≥ 2 and 1 ≤ d ≤ n, then
Part (a) says that "allowing a single collision is enough to abelianize the fundamental group". This can be expected since collisions kill the braiding 2 . The analog computation of π 1 (B d (X, n)) was worked out in [15] where it was shown similarly that π 1 (B d (X, n)) coincides with H 1 (X, Z) whenever d ≤ n/2. In both cases, the idea is to compare the homotopy groups of B d (X, n) with those of SP n (X). For a connected simplicial complex X, it is known [15] that π 1 (SP n X) ∼ = H 1 (X, Z) if n ≥ 2, and that π i (SP n X) ∼ =Hi(X; Z) if i ≤ r + 2n − 1 and r ≥ 1 is the connectivity of X. The analogous theorem for ∆ d (X, n) requires further hypothesis on X. We say a space is r-admissible if for any x ∈ X and any neighborhood U of x, there is an open V ⊂ U of x such that V − {x} is r-connected (see Definition 5.10). Theorem 1.2. Let X be locally contractible and r-admissible, r ≥ 0, d ≥ 1. Then
In particular for a manifold X of dimension m, π i (∆ d (X, n)) ∼ = π i (X) n for i ≤ m − 2.
To prove Theorem 1.2, we make use of both a localization principle for homotopy groups (Theorem 5.2) and a theorem of Steve Smale [24] relating the connectivity of a map to that of its preimages (Theorem 5.13) . Observe that the condition of admissibility can fail and yet the conclusion still holds. For example R is not 0-connected since removing a point will disconnect it, and yet ∆ d (R, n) is connected if d ≥ 2.
Remark 1.3. The case of graphs is particularly interesting. The fundamental group of ∆(Γ, n) = F (Γ, n) and B(Γ, n) are referred to as "graph braid groups" and they are quite non-trivial [17] . In the unordered case, Theorem 1.1, a) says that when d ≥ 2 the situation simplifies drastically and
where b 1 (Γ) is the first betti number of the graph. In the ordered case, we show in §7 that for the T -shaped tree T with one node of valence three, ∆ 2 (T, 3) is simply-connected. We speculate that π 1 (∆ d (Γ, n)) trivializes for d ≥ 2 and Γ a tree having at least one node of valence three or more.
The first four sections of the paper discuss novel results and motivational examples regarding configurations on the circle and on more general graphs. For example Theorem 3.1 gives a streamlined approach to a useful theorem of Morton, which is then used to give a new example of a homotopy type for a configuration space on a graph. The following description is particularly compelling (see section 4) Theorem 1.4. If k X denotes a bouquet of k copies of X, then there is a homotopy equivalence
The first homology group of B( k S 1 , 2) has been computed in [17] . It is torsion free and has the expected rank 3 2 k(k − 1) + 1. We thank H.W. Park for discussing this example with us. Acknowledgment: Part of this work was conducted at the University of Lille 1 under the BQR grant 2010-2011. We thank the Mediterranean Institute for the Mathematical Sciences, Tunisia, for making resources available during the completion of this work. We also thank Faten Labassi for discussions regarding Proposition 4.1.
Preliminary Constructions and Results
We first discuss some of the basic examples of spaces ∆ d (X, n) and B d (X, n), for various choices of d, n or X. The extreme cases d = 1 and d = n − 1 are most encountered in the literature.
Example 2.1. The classical case is when d = 1 and we get the configuration space of pairwise distinct points. The action of S n on
is free and we have a regular covering F (X, n)− −− →B(X, n). If X is a manifold of dim X > 2, then π 1 (F (X, n)) ∼ = π 1 (X n ) by codimension argument (see Proposition 2.8), while π 1 (B(X, n)) is a wreath product π 1 (X) ≀ S n (eg. [9] ).
. When X = C, the elementary symmetric functions give a diffeomorphism SP n (C) ∼ = C n and the image of ∆(C) corresponds under this diffeomorphism to the rational normal curve V diffeomorphic to the Veronese embedding x → (x, x 2 , . . . , x n ). One can check that
In the ordered case, one checks easily that ∆ n−1 (R m , n) ≃ S nm−m−1 , S n -equivariantly (Proposition 2.5).
The following result, valid for manifolds, is a special case of Theorem 1.1, part a.
Proof. A tubular neighborbood of the diagonal copy of M in SP n M can be identified with the total space of the following subbundle. Let T M ⊕n be the n-fold Whitney sum of the tangent bundle T M of M , dim M = m, and let η be the subbundle with fiber
The total space of this subbundle is homeomorphic to a neighborhood of M in M ×n . Now S n acts on this bundle fiberwise and the fiberwise quotient ζ has fiber H/S n which can be identified with the cone c(S (n−1)m−1 /S n ), where dim M = m and S (n−1)m−1 is the unit sphere in H. According to [15] for example and for M a smooth closed manifold, a neighborhood deformation retract V of the diagonal M in SP n M is homeomorphic to the total space of ζ. Let S(M ) be the sphere bundle of ζ with projection π onto M . Then we have the homotopy pushout
is the projectivized tangent bundle with fiber S m−1 /Z 2 = RP m−1 . When n ≥ 3 (which is our situation), S(M ) has simply connected fiber (Lemma 2.4) so that π induces an isomorphism on fundamental groups and by the Van-Kampen theorem, ι induces an isomorphism on π 1 as well; i.e.
The next Lemma is of interest because of its argument of proof. It was also needed in the proof of the Proposition above.
, and if S n acts on H, and hence on S, by permutation of coordinates, then the quotient Q n,k := S/S n is simply connected whenever n ≥ 3.
Proof. We use the following useful theorem of Armstrong [2] (see also [3] , chapter 11): let G be a discontinuous group of homeomorphisms of a path connected, simply connected, locally compact metric space X, and let H be the normal subgroup of G generated by those elements which have fixed points, then the fundamental group of the orbit space X/G is isomorphic to the factor group G/H. We apply this result to G = S n and X = S which is simply connected. The point is that when n ≥ 3, the fixed points of the permutation action are of the form (v 1 , . . . , v n ) with v i = v j for some i < j, which means that all transpositions are in H and hence G = H.
Interestingly, the sphere S of Lemma 2.4 is itself a complement of a fat diagonal. This is explained in the Proposition below.
Proof. We invoke some main results from [13, 15] . Let S be the unit sphere as in Lemma 2.4 and let Q n,k be its quotient under the S n -action. According to Theorems 1.1, 1.3 and 1.5 of [13] , we find that
where Σ means suspension and SP n (Y ) means the "symmetric smash" Y ∧(n) /S n , which is also the cofiber of the embedding of SP 
is 2n + k − 3 connected, and hence so is Σ k+1 Q n,k by (2) . This implies that Q n,k is 2n − 4-connected. Observe next that ∆ n−1 (R k , n) = (R k ) n − ∆ is the complement of the thin diagonal and this deforms onto the orthogonal complement of the diagonal ∆ = {(x, . . . , x)} minus the origin so that ∆ n−1 (R k , n) is up to homotopy the unit sphere in {(
This deformation can be made equivariant with respect the permutation action of S n . By passing to the S n -quotient, we get that
and this is 2n − 4 connected as we discussed.
Remark 2.6. That the connectivity bound in the above proposition doesn't depend on k is not surprising. Indeed when n = 2, B(R k , 2) ≃ RP k−1 and this is 0-connected no matter what k is.
The end of the proof of Lemma 2.4 above asserts that if
) is the quotient of S n by the normal subgroup generated by elements having fixed points and this subgroup is the entire group if d ≥ 2. This establishes a useful conclusion.
The next well-known Proposition is a special manifestation of the "localization principle" which we state and use in section 5. 
Proof. The real plane R 2 has the special property that SP n (R 2 ) is diffeomorphic to R 2n . This implies right away that when S is a topological surface, SP n (S) is a manifold of dimension 2n, and that B d+1 (X, n) is the union of submanifolds of dimension at most 2(n − d) = 2n − 2d. This means that
is the complement of a finite union of submanifolds of codimension at least 2d > 2. By Proposition 2.8,
A Theorem of Morton Revisited
This section discusses the configuration space for the circle B d (S 1 , n) in details. This is the only interesting one dimensional case. Indeed when M = I is the unit closed interval, B d (I, n) is the ndimensional simplex with some faces excluded. When M = S 1 = {z ∈ C, |z| = 1}, then we have a map B d (S 1 , n)− −− →S 1 which multiplies the points of a configuration in S 1 . This map is well defined since S 1 is abelian. It has contractible fibers so that in particular B d (S 1 , n) ≃ S 1 (Corollary 3.4). The contractibility of the fiber follows from a theorem of Morton [22] and we take in this section a fresh and detailed look at this. Let
be the n − 1 dimensional simplex. The following argument is based on ( [6] , example 14.4) and [21] .
Theorem 3.1. Identify S 1 = R/Z. Let Z n act on ∆ n−1 by cyclic permutation and on S 1 by adding 1/n. Then there is a homeomorphism
, we can assume wlog that the ordered tuple (x 1 , . . . , x n ) is ordered anticlockwise on the circle. This way we can associate to this configuration the sequence t 1 ≤ t 2 ≤ · · · ≤ t n ≤ t n+1 := t 1 + 1, where t i = x i mod Z, 0 ≤ t i < 1. We write
The set of all (s 1 , . . . , s n ), positive and summing up to one, forms a copy of the n − 1-simplex, with faces given by the various occurrences of s i = 0, i.e. when two of the x i 's coincide. Now given any such element (s 1 , . . . , s n ) in the simplex, and an initial element x 1 ∈ S 1 , we can reconstruct an element in SP n (S 1 ) by considering in the obvious way the anticlockwise configuration
to be the subset of (ordered) anticlockwise configurations. Then the map
n−1 si ) is a homeomorphism. Obviously, the tuple (x n , (s n , s 1 , · · · , s n−1 )) gets mapped to the anticlockwise configuration (x n , x 1 , . . . , x n−1 ) which differs from (x 1 , . . . , x n ) by a cyclic ordering. This suggests the following clever trick [21] . Consider the map
where by definitiont
(the index of s i is mod n). We now have the following key property: working modulo Z
What this shows is that the map φ is Z n -equivariant with respect to the action on S 1 by translation by 1 n and the action on both ∆ and F a (S 1 , n) by cyclic permutation sending (s 1 , . . . , s n ) to (s n , s 1 , . . . , s n−1 ). It is not hard to check that φ is a homeomorphism as well. Note that F a (S 1 , n)/Z n is the same as SP n (S 1 ) since any configuration [x 1 , . . . , x n ] can be brought into a unique counterclockwise configuration up to cyclic permutation. In conclusion the map φ induces a homeomorphism
and the proof is complete.
Note that upon identifying SP n (S 1 ) with
There is a commuting diagram
where m is addition in the abelian group S 1 and where both horizontal maps are homeomorphisms.
Proof. The top horizontal map sends (t 1 , (s 1 , . . . , s n )) to [x 1 , . . . , x n ] where
Out of Theorem 3, we get two corollaries. We recall that bundles over S 1 are mapping tori. More precisely if E− −− →S 1 fibers with fiber F , then E is the "mapping torus" associated to some φ ∈ Aut(F ); that is E is homeomorphic to the identification space
is the linear transformation which permutes cyclically the basis vectors, having determinant (−1) n−1 . The bundle is trivial if and only if n is odd.
Proof. We have defined a configuration ζ in SP n (S 1 ) by a choice of x 1 ∈ S 1 and then interpoint distances s 1 , . . . , s n . The parameters s 1 , . . . , s n describe a point in the n − 1-dimensional simplex ∆ n−1 which makes up a fiber of the projection SP
Two points making up the configuration ζ are therefore equal if and only if one of the s i 's is zero, meaning also that we are on the boundary of ∆ n−1 under the previous identification. This useful observation shows that B 2 (S 1 , n) is a bundle over S 1 /Z n with fiber the boundary S n−2 of the simplex. Now the generator of π 1 (S 1 /Z n ) is the image of the path in the total space given by
The holonomy action of the bundle takes the generator of π 0 (ΩS 1 ) ∼ = Z to the transformation
If as before we view ∆ sitting in R n as s 1 + · · · + s n = 1, s i ≥ 0, then the holonomy is generated by the linear transformation that cyclically permutes the vertices of this ∆ and thus cyclically permutes the standard basis vectors. When n is odd, the map φ : S n−1 − −− →S n−1 has degree one and hence is homotopic to the identity. The bundle is therefore fiber homotopically trivial.
Proof. This is evident since the preimage of a point x ∈ S 1 is a copy of the simplex ∆ n−1 with some faces excluded. The preimages being contractible, the claim follows from the Vietoris-Begle Theorem (a refined version of which is given as Theorem 5.13 next).
Configurations on Graphs
Configurations on graphs represent a topic of current and wide interest [8, 17] . One views n particles moving on a graph as n AGVs (automated guided vehicles) moving on a network of tracks. One is interested in moving the AGVs from one configuration to another while avoiding collisions. It is known that the ordered and unordered configuration spaces on a finite connected graph Γ, F (Γ, n) and B(Γ, n), are Eilenberg-MacLane spaces and that their fundamental groups are torsion-free [8] . For ∆ d (Γ, n) and B d (Γ, n) with d ≥ 2, the situation is drastically different (see §7).
Let T be the T -shaped graph obtained by attaching three edges to a central vertex. In [8] and in several other papers of Abrams or Ghrist, the case F (T, 2) has received special attention. There, it was shown that F (T, 2) ≃ S 1 by identifying the configuration space to the space made out of six squares and six triangles joining at a single point which is then suppressed (see Example 7.3 for the unordered analog). Here we try to give a similar description for ∆ 2 (T, 3) = T 3 − ∆. We find
Proof. The key idea is to replace ∆ 2 (T, 3) by a deformation retract D 2 (T, 3) which is simplicial and in fact much smaller. The construction taken from [19] is an analog of the discretization model discussed in [1] . View T as a simplicial complex with 4 vertices and 3 edges. The set of vertices and edges is denoted by T * . We set
. The ordered simplicial complex T is given in the figure below, with vertices and edges labeled by v i and e j respectively . . . 
with v i = v j if it is a vertex of e i . There are 120 edges. Finally there are 72 different two simplexes and no higher dimensional simplexes. The boundary is the one induced from the product boundary on T 3 . We therefore obtain a small complex
computing the homology of ∆ 2 (T, 3). A computation using maple gives that
The space has no other non-trivial homology and it is simply connected (Lemma 7.1). It is known that a simply connected space having the homology of a wedge of equidimensional spheres must have the same homotopy type as that wedge. This completes the proof.
13 according to [8] , Proposition 10.
The case we would like to discuss next is when X is a wedge of circles. It has been observed by various authors that Morton's equivalence SP n (S 1 ) ≃ S 1 remains valid for a wedge of circles when the number of wedge summands doesn't exceed n. 
Proof. The proof of [5] is geometric and fairly short so we include it here. Since SP n is a homotopy functor,
n (C), we can consider the associated polynomial q 1 ) , . . . , P ζ (q k )) This is well-defined since the q i cannot be roots of P ζ . The fiber of Ψ over a prescribed set of values s = {s 1 , . . . , s k } (in the image) is homeomorphic to all polynomials P of degree n such that P (q i ) = s i .
Such polynomials always exist when n ≥ k and hence in that range Ψ is surjective. When n ≤ k, such a polynomial when it exists is unique and Ψ is an embedding. Finally and when n ≥ k, Ψ is a locally trivial fibration with fiber the complex affine space of dimension max(0, n − k). Indeed if P 1 , P 2 are two polynomials such that P 1 (q i ) = P 2 (q i ) = s i for all 1 ≤ i ≤ k, then P 1 = P 2 + q(z)(z − q 1 ) . . . (z − q k ) where q(z) is an arbitrary polynomial of degree n − k.
If we replace SP
n by one of the other functors B d , 1 ≤ d < n, the situation gets more complicated as is illustrated by the following example which gives a rare occurence of an explicit homotopy type in the theory of configuration spaces on graphs [17] .
Proof. Let's first understand the case k = 2. We will write B(S 1 ∨ S 1 , 2) as the union of three subspaces:
* are punctured circles hence contractible intervals. The punctured torus X 3 deformation retracts onto a wedge S 1 ∨ S 1 . During this deformation both punctured circles corresponding to the intersection with X 1 and X 2 retract onto the wedgepoint. After the retraction we obtain a wedge For the general case of a bouquet of k-circles, k > 2, we write an element from the i-th leaf as 2) is the open möbius band. For i > j, X i,i and X j,j are disjoint. Also and as is clear,
is the sub-configuration space of 2 points on the i-th and j-th leaves and hence is up to homotopy a wedge of 4 circles. The homotopy deforming each X i,i to S 1 is the same if performed in B i,j or B i,k . This is to say that the homotopies deforming B i,j 's to a wedge of 4 circles are compatible and we obtain a deformation retract of B( k S 1 , 2) which looks like a necklace of circles tied in the shape of the k − 1-dimensional simplex. This is depicted in figure 3 for k = 2, 3 and 4. The homotopy type of this cute space is not hard to work out once we notice that this necklace can be deformed as shown in figure 4 . The picture is self-explanatory. Figure 2 allows us to further deform the space into a wedge of all those circles appearing in the necklace with another wedge of circles describing the homotopy type of the 1-skeleton of ∆ k−1 . In the necklace there is one circle for each vertex of the k − 1-simplex and two circles for each edge, this gives a total 
and this must be χ( N S 1 ) = N − 1. Putting this together yields
Remark 4.5. The first homology group of B(Γ, n) for graphs has been worked out in [17] . Their method uses discrete Morse theory. In particular one can deduce from their Theorem 3.16 that − (k − 1) and the first betti number of the graph is of course k]. In the case of trees T , the homology groups of the unordered configuration space B(T, n) are torsion free and their ranks computed by Farley (see [17] as well).
The Based Configuration
Space. This little section records the curious fact that in Theorem 4.4 one can recover the homotopy type of SP 2 (S 1 ∨ S 1 ) by allowing collisions at a single point. More precisely let * be a basepoint in X and define
This is the configuration space of AGVs which are allowed to pass through the node * simultaneously. The construction B * depends in general on the choice of basepoint. If X is a bouquet of spaces, then we choose the basepoint to be the wedgepoint. The union of the first two subspaces is evidently B * (X, 2) ∨ B * (Y, 2). The third subspace is X × Y but it has in common with the previous union the subspace {[(x, * ), ( * , * )]} ∪ {[( * , * ), ( * , y)]}. This is saying that there is a pushout diagram
Lemma 4.6. There is a homotopy equivalence
where the top horizontal and left vertical maps are the obvious inclusions. There is a similar diagram describing SP 2 (X ∨ Y ) as a pushout, with B * (−, 2) replaced by SP 2 (−) everywhere. Moreover the inclusion map ι :
. This means that in the map betweeen pushouts that we just discussed, all three maps between the spaces top and bottom left are homotopy equivalences. This implies that the map between the colimits ι :
follows from the same argument and induction on k.
The Localization Principle and Theorem 1.2
We now come to establishing our main claims about homotopy groups. Our objective is to find conditions on X so that the inclusion ∆ d (X, n) ֒→ X n induces an isomorphism on some homotopy groups through a range. The following connectivity result is illustrative of the arguments used in this section. We say a space X is locally punctured connected if for every x ∈ X and neighborhood U of x, there is an open V , x ∈ V ⊂ U such that V − {x} is connected.
Lemma 5.1. Let X be connected not reduced to a point and locally contractible.
Proof. The first assertion is standard. We need join (x 1 , . . . , x n ) to (y 1 , . . . , y n ) by a path, for any two choices of tuples in ∆ d (X, n). By deforming locally, we can arrange that the x i 's and the y j 's are all pairwise distinct. Now X is connected so there is a path γ i from x i to y i . Via γ 1 we construct a path in ∆ d (X, n) from (x 1 , x 2 , . . . , x n ) to (y 1 , x 2 , . . . , x n ) by putting γ 1 (t) in the first coordinate. At any given time t ∈ [0, 1], γ 1 (t) can only coincide with one x i at a time, and hence this path is well-defined in
Construct next the path from (y 1 , x 2 , . . . , x n ) to (y 1 , y 2 , x 3 , . . . , x n ) by putting γ 2 (t) in the second coordinate. This is again a well defined path in ∆ d (X, n). We can continue this process. The composition γ n • · · · • γ 1 is a path in ∆ d (X, n) from (x 1 , . . . , x n ) to (y 1 , . . . , y n ). To establish the second claim, we proceed by induction on n ≥ d.
and there is nothing to prove. For n > d, consider the projection
which omits the last coordinate. The preimage of a tuple (x 1 , . . . , x n−1 ) is X − {x i1 , . . . , x ij ) if each x ir repeats d-times in the tuple. By the local punctured hypothesis on X, this preimage is connected. Since the base space of this projection is connected by inductive hypothesis, it follows that the total space ∆ d (U, n) is also connected and the proof is complete.
For the more general situation, the starting point is the following principle which relates the local connectivity of a space to its global connectivity and which can be found in [7, 16] for example. 
We recall what it means for the pair (X, A) to be k-connected or that π i (X, A) = 0 for all i ≤ k. If k ≥ 1, this means that every map (I r , ∂I r )− −− →(X, A) from the closed cube I r , 1 ≤ r ≤ k, is homotopic (relative its boundary) to a map I r − −− →A ( [10] , chapter 4). For any x ∈ X, (X, {x}) is 1-connected if and only if X is simply connected. Being 0-connected, or equivalently writing π 0 (X, A) = 0, means in our terms that X and A are connected and that any point in X is connected by a path to a point in A. Note that in the Theorem, if either V \Y or X\Y is not connected, then the Theorem fails.
Example 5.3. X = R 3 and L a line in R 3 . The pair (X, X − L) is 1-connected but not 2-connected. Indeed take a square which is intersected transversally through its interior by L. That square cannot be deformed away from L with the boundary being kept fixed.
The following is a direct consequence of Theorem 5.2. 
Proof. According to Theorem 5.2 it is enough to show that for every such y, the pair (V, V − Y ) is k + 1-connected. But this is immediate from the long exact sequence in homotopy of the pair (V, V − Y )
The existence of V contractible is guaranteed if X is locally contractible for example (see Definition 5.10). The following key Lemma shows how we can apply the localization principle to diagonal arrangements.
Lemma 5.5. Let X be a locally contractible space so that for every x ∈ X and neighborhood U of x, there is a subneighborhood V containing x such that
Proof. In the ordered case ∆ d (X, n), the proof consists of considering the connectivity of the pair
We will make use of Corollary 5.4. Set n ≥ d + k and let ζ = (x 1 , . . . , x d+k , y 1 , . . . , y n−d−k−1 ) ∈ ∆ d+1 (X, n) , k ≥ 1 We can suppose wlog that x 1 = x 2 = . . . = x d+k = x and y i = y j , i = j, y i = x, ∀i. Let U be a neighborhood of x in X and U i a neighborhood of y i chosen so that U, U 1 , . . . , U n−d−k−1 are contractible and pairwise disjoint, and such that ∆ d (U, d + k) is r-connected (this is possible according to our hypothesis). Then a neighborhood of ζ in X n is W = U d+k × U 1 × · · · × U n−d−k−1 and this is contractible. Moreover
This is r-connected and hence by Corollary 5.
In the unordered case, we look instead at the pair (
, we have to understand small neighborhoods of it in SP n M . Here too, we choose a point in B d+1 (M, n) in the form
For each i, let V i be a contractible neighborhood of x i , and choose the V i 's to be pairwise disjoint. A neighborhood of (5) in SP n M has the form
and hence is also contractible. Moreover
and so if we choose each V j so that B d (V j , i j ) is r-connected, the complement B d (U, n) will also be r-connected. The final claim follows as well from Corollary 5.4.
In the case of a manifold we can already make the following easy conclusions.
Corollary 5.6. Let M be a manifold of dimension m ≥ 1 and we assume d ≤ n.
Proof. (i) Every point of M has a neighborhood homeomorphic to R m . Consider the pair
is simply connected by Proposition 2.8 and hence
is simply connected if d ≥ 2 and m ≥ 2 as already pointed out and so by Armstrong's result (Corollary 2.7), π 1 (B d (R m , k)) is also trivial and (ii) follows.
Remark 5.7. As we pointed out, Corollary 5.6 (i) is not true for md = 2 as illustrated by F (R 2 , 2) ≃ S 1 .
We next derive Theorem 1.1, part b. To this end we need a lemma.
Proof. Let's review the simplest cases. The case d = 1 is obvious since Ω m S m ≃ Z (as a discrete space).
This is 2d − 2-connected and the bound is sharp. In general we invoke Theorem 5.9 of [15] which states that for r-connected X, r ≥ 1,
This gives that for i ≥ 1 and m ≥ 2,
This gives the bound i ≤ 2d − 2 we are seeking.
Proof. This relies on results from [12, 15] . The case d = 1 being trivial, we assume d ≥ 2. Consider the sequence of embeddings
The direct limit is B d (R m , ∞) and it is shown in [12] that there is a "scanning map"
which induces a homology isomorphism. Since both spaces are simply connected (Lemma 2.7 and Lemma 8), the map τ is a homotopy equivalence. Moreover, the maps τ n in (9) induce homology embeddings according to ([25] , chapitre 3). Iterating we get homology embeddings
Consider the groups at the extreme right and left: both are trivial for * ≤ 2d − 2 according to Proposition 2.5 and Lemma 8. This gives that H * (B d (R m , n)) = 0 for n ≥ d and * ≤ 2d−2. Since the space is simplyconnected, it is 2d − 2-connected as well. It then follows by Lemma 5.5 that
If X is r-connected, r ≥ 1, and since 2d − 2 ≤ r + 2n − 1, it follows by the inequality in
The second half of this section is to prove Theorem 1.2. We make some definitions.
Definition 5.10.
• A space X is r-connected space if π i (X) = 0 for 0 ≤ i ≤ r.
• A space X is called locally contractible if for any x ∈ X and any neighborhood U of x, there is a neighborhood V contained in U , x ∈ V ⊂ U , and V deformation retracts onto x.
• It will be convenient to call V as above a sub-neighborhood of x in U .
• A space X is locally 1-connected if for every neighborhood U of x ∈ X, there is a subneighborhood V that is 1-connected.
• A space X is k-admissible if x, U as above, there is a subneighborhood V with V −{x} k-connected.
For instance being locally punctured connected means being 0-admissible. The following is an interesting consequence of the localization principle. It says in words that the more we introduce collisions, the more we "simplify" the fundamental group.
Corollary 5.12. Let X be locally 1-connected. Suppose X is locally punctured connected and d ≥ 1, or that X is connected but d ≥ 2. Then there are surjections
. We wish to show that this pair is 1-connected, or equivalently that any ζ :
By the exact sequence of this pair
it is enough to arrange that V is simply connected and
Wlog we can assume x = x 1 = x 2 = · · · = x d+r , r ≥ 1, and then all the remaining entries are pairwise distinct and different from x (for any other tuple we pick, the argument will be exactly the same). For each x i , choose a 1-connected neighborhood U i with U := U 1 = · · · = U d+r . We can assume by the Hausdorff property that the U i 's for i > d + 1 are pairwise disjoint and disjoint from U . Then set
and this is connected since under our hypothesis ∆ d (U, d + r) is connected by lemma 5.1.
We will now refine the argument of proof of Corollary 5.12 to obtain Theorem 1.2. To that end we need the following useful theorem of Steve Smale.
Theorem 5.13. [24] Let X and Y be connected, locally compact, separable metric spaces, and let X be locally contractible. Let f be a mapping of X into Y for which f −1 carries compact sets into compact sets. If, for each y ∈ Y , f −1 (y) is locally contractible and r-connected, then the induced homomorphism π k (X)− −− →π k (Y ) is an isomorphism onto for 0 ≤ k ≤ r, and is onto for k = r + 1.
Remark 5.14. This theorem is a refined version of the Begle-Vietoris theorem which says that a map between CW complexes with contractible fibers is a homotopy equivalence. For example and with X, Y as above, if X− −− →Y is a projection onto a simply connected space with simply connected preimages, then X is simply connected.
Combining the localization principle with the theorem of Smale, we get the following key lemmas Lemma 5.15. Suppose X is locally contractible and k-admissible. Then (i) given any x 0 ∈ X and neighborhood U containing
Proof. (i) Choose a contractible V in U so that V − {x} is k-connected. Then for every y ∈ V , there is a neighborhood V y ⊂ V of y so that V y − {y} is k-connected (by admissibility again). This implies that V −{y} must be k-connected as well according to Corollary 5.4. The proof of (ii) is equally straightforward. Let(x 1 , . . . , x d+1 ) ∈ X d+1 and choose V i a neighborhood of x i such that V i − {x i } is k-connected and
The preimage of a tuple ζ under this projection is a copy of V d+1 if ζ = (x 1 , . . . , x d ), and is V d+1 − {x d+1 } if ζ = (x 1 , . . . , x d ). In all cases, preimages are k-connected. By Theorem 5.13, V − {(x 1 , . . . , x d+1 )} is also k-connected and X d+1 must be k-admissible.
Lemma 5.16. If V is contractible and r-admissible, then
Proof. Fix d and proceed by induction on k ≥ 1. The claim is obvious for
For general k and as in the proof of Corollary 5.12, consider the projection away from the last coordinate
The fiber over
is a copy of V − Q where Q is a finite set of points. The cardinality of Q depends on ζ and on d. Now if X is r-admissible, then so is V , and V − Q is r-connected for any choice of finite set Q ⊂ V by Lemma 5.15 (i) . This means that the preimages of π are always r-connected. Since the base of that projection is r-connected as well (by induction), it follows by Smale's theorem that
Theorem 1.2 of the introduction is now a direct consequence of Lemma 5.5.
Corollary 5.17. Suppose X is locally contractible and r-admissible, d ≥ 1. n) ) is surjective.
Quasi-Simplicial Complexes
Let X be a simplicial complex or in other terminology a polyhedral space. We wish to be able to work with loops in B d (X, n) that are well-behaved. Note first of all that any loop in SP n X, based at [ * , . . . , * ] say, lifts to X n under the quotient projection (see [15] , section 5 for example)
This says that a homotopy class of a loop γ : S 1 − −− →SP n X based at [ * , . . . , * ] can be represented by a tuple [γ 1 , . . . , γ n ], where γ i : S 1 − −− →X is a loop in X. Moreover and by the simplicial approximation theorem, any loop in X n deforms into an n-tuple of simplicial loops in X so that γ can be represented by an unordered tuple of simplicial loops.
We can try to describe loops in ∆ d (X, n) and B d (X, n) in the same way but both spaces are not simplicial complexes in general and only of the homotopy type of one. Being the complement of a subcomplex in a simplicial complex, they are however what we dub "quasi-simplicial" complexes. For a quasi-simplicial complex X = L − Y , where L is simplicial and Y subsimplicial, and K a simplicial space, we can define a"quasi-simplicial" map to be any map f so that the composite
We want to compare Ω q.s X the space of all quasi-simplicial loops with the loop space ΩX of all continuous maps. Proposition 6.1. Every loop in a quasi-simplicial complex X can be homotoped to a quasi-simplicial loop. Moreover the space of quasi-simplicial loops Ω q.s X is weakly equivalent to ΩX.
Proof. These statements follow from analyzing the "simplicial approximation" theorem [10] . This theorem states that any map between simplicial complexes K− −− →L can be deformed to a simplicial map once we pass to the barycentric subdivision of K. That is f can be homotoped to g so that g takes simplices to simplices. The useful fact here is that if f (x) is in some simplex σ of L, then the deformation takes place entirely in σ and g(x) ∈ σ. This means in our terms that if f lies in L − Y and Y sub-simplicial, then the deformation stays in L−Y so that g is quasi-simplicial as well. This is saying that if f :
complexes, then by passing to the barycentric subdivision of K, the map f can be made homotopic to g :
Let Ω q.s X ֒→ ΩX be the natural inclusion, X semi-simplicial X ֒→ Y . An element in π n ΩX can be represented by a based map S n − −− →ΩX and hence by an adjoint τ : S n ∧ S 1 − −− →X. The sphere S n can be given a simplicial structure and also compatibly its reduced suspension S n ∧ S 1 . Up to homotopy, the map τ can be deformed into a semi-simplicial map as already pointed out. This shows that the induced map π n (Ω q.s X)− −− →π n (ΩX) is surjective. Similarly one shows that it is injective.
We have observed that if X is a simplicial complex, then B d (X, n) = SP n X − B d+1 (X, n) is a quasisimplicial complex. As a corollary to the preceding discussion, given a loop γ :
, we can represent it within its homotopy class by a tuple of paths t −→ [γ 1 (t), . . . , γ n (t)], with γ i a simplicial path in X (not necessarily a closed loop) and t ∈ [0, 1]. This is a braid with n-strands. These paths or strands at any time t do not intersect in more than d points, and [γ 1 (0), . . . , γ n (0)] = [γ 1 (1), . . . , γ n (1)].
Fundamental Groups
In this section we prove Theorem 1.1 a). We first discuss some fundamental groups. Call both a loop in ∆ d (X, n) and its representative class in π 1 (∆ d (X, n)) a "braid". We will use the same terminology for the unordered situation. According to Example 2.2, ∆ 2 (I, 3) ≃ S 1 and π 1 (∆ 2 (I, 3)) ∼ = Z. An element in the fundamental group can be represented by a braid with 3-strands embedded in I × I not all of which can pass by the same point at the same time. A generator is depicted in the lefthand side of figure 4 . This braid cannot be trivialized in ∆ 2 (I, 3) and it is amusing to try to test this fact. By moving the strands around keeping their endpoints fixed, there is no way we can separate them without going through a triple point. Interestingly this same braid can be trivialized in ∆ 2 (T, 3) where T is the tree with three edges and a central vertex. Suppose we add a little segment at the midpoint of I as shown in figure 4 right (that is we introduce a vertex of valence 3). By pushing the middle strand to the back as shown there, we separate it from the left and rightmost strands. These two strands can now be deformed to the trivial braid in I (since π 1 (∆ 2 (I, 2)) is trivial). We then bring back the middle strand to its original position and hence we obtain a null homotopy in ∆ 2 (T, 3). A similar deformation of strands argument shows that all strands can be made trivial up to homotopy Lemma 7.1. ∆ 2 (T, 3) is simply-connected.
When working with unordered configurations, it is possible to kill the "braiding" by interchanging strands. Represent an element of π 1 (B d (X, n)) by a braid with n-strands embedded in X × I. Suppose we have two intersecting strands. There is a way of "resolving" the intersection points as illustrated in Figure 5 . The figure depicts a loop f (t) = [f 1 (t), f 2 (t)] with two strands crossing for some s ∈ [0, 1]. Definef = [f 1 ,f 2 ] to be such thatf i (t) = f i (t) if t ≤ s, andf 1 (t) = f 2 (t),f 2 (t) = f 1 (t) if t ≥ s. These two loops are the same in ΩB d (X, n). The difference however is that by small homotopy we can now separate the strands off so that no intersection occurs. separate the strands and then straighten them up showing that π 1 (B 2 (R, 3)) = 0. This is no surprise since B 2 (R, 3) ≃ B 2 (I, 3) is contractible and is identified with the three simplex with one face removed. The resolution of intersections when applied to loops in ΩV , with V a tree, implies that we have a surjection π 1 (B(V, n))− −− →π 1 (B d (V, n)). Since B d (V, n) is connected for d ≥ 2 (Lemma 5.1), pick the basepoint in this fundamental group to be [x 1 , . . . , x n ] with x i = x j , i = j, and write a braid γ(t) = [γ 1 (t), . . . , γ n (t)]. As discussed, we can assume the γ i 's to be non intersecting strands. Since V is one dimensional, then necessarily γ i (0) = γ i (1)(= x i ) so all strands must start and finish at the same point. Each γ i can be homotoped to the constant strand at x i , without further intersections, and the loop we started out with is trivial up to homotopy. In fact the above discussion shows the following result stated in Remark 1.3 
