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We overview a series of recent works devoted
to variance reduction techniques for numerical
stochastic homogenization. Numerical homogenization
requires solving a set of problems at the micro
scale, the so-called corrector problems. In a random
environment, these problems are stochastic and
therefore need to be repeatedly solved, for several
configurations of themedium considered.An empirical
average over all configurations is then performed
using the Monte-Carlo approach, so as to approximate
the effective coefficients necessary to determine the
macroscopic behavior. Variance severely affects the
accuracy and the cost of such computations. Variance
reduction approaches, borrowed from other contexts
of the engineering sciences, can be useful. Some of
these variance reduction techniques are presented,
studied and tested here.
c© The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
2rsta
.royalso
cietyp
ublishing
.o
rg
Phil
.Tra
n
s
.R
.S
o
c
.A
0000000
..................................................................
Introduction
We overview a series of recent works related to some random multiscale problems motivated by
practical problems in Mechanics. For simplicity, we argue on a linear elliptic scalar equation in
divergence form:  −div
[
A
(x
ε
)
∇uε
]
= f in D,
uε = 0 on ∂D,
(0.1)
although the scope of the techniques we describe go beyond this simple setting. The matrix
coefficient A is assumed random stationary. The purpose is to compute the homogenized matrix
coefficient A⋆ present in the homogenized equation{
−div [A⋆∇u⋆] = f in D,
u⋆ = 0 on ∂D, (0.2)
which captures the average behavior of the solution uε to (0.1).
We begin by recalling in Section 1 the basics of homogenization theory, both in the
deterministic (periodic) context and in the random context, which are useful for our exposition.
Next, we successively present three different variance reduction techniques for the problem
considered. We begin in Section 2 with the classical, general purpose technique of antithetic
variables. The efficiency of that technique is substantial, but is also limited in particular because
the technique does not exploit much the specifics of the problem considered. We present in
Section 3 the technique of control variate, which requires a better knowledge of the problem
at hand. A problem simpler to simulate and close to the original problem, in a sense that is
made precise below, has to be considered and concurrently solved. The technique uses that
knowledge to, effectively, get a much better reduction of the variance. In Section 4, we expose
a slightly different approach, imported from solid state physics, namely that of special quasi-
random structures. It consists in selecting (somewhat in the spirit of another well-known technique,
stratified sampling) some configurations of the random environment that are more suitable than
generic configurations to compute the empirical averages, so as to again minimize the variance.
Our final Section 5 presents some further research directions.
Before we proceed, we mention that we will assume throughout our text that the reader is
reasonably familiar with the homogenization theory. We refer to the classical textbooks [5,12]
for this topic. We also mention [1,13,14] for general presentations and overviews of the issues
examined here, along with some related issues.
1. Brief overview of classical homogenization settings
(a) Periodic homogenization
To begin with, we recall some well known, basic ingredients of elliptic homogenization theory
in the periodic setting. We consider (0.1) in a regular, bounded domain D in Rd, and choose the
matrix coefficient A=Aper to be symmetric and Z
d-periodic. Note that, throughout our text, we
manipulate for simplicity symmetric matrices, but our discussion in Sections 2 through 4 carries
over to non symmetric matrices up to slight modifications.
The corrector problem associated to (0.1) in the periodic case reads, for p fixed in Rd,{
−div (Aper(y) (p+∇wp)) = 0,
wp is Z
d-periodic.
(1.1)
It has a unique solution up to the addition of a constant. Then, the homogenized coefficient in (0.2)
reads
[A⋆]ij =
∫
Q
eTi Aper(y)
(
ej +∇wej (y)
)
dy,
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where Q= (0, 1)d is the unit cube and (ei)1≤i≤d is the canonical basis of R
d. Equivalently, A⋆
satisfies
∀p∈Rd, A⋆ p=
∫
Q
Aper(y) (p+∇wp(y)) dy.
Themain result of periodic homogenization theory is that, as ε goes to zero, the solution uε to (0.1)
converges to u⋆ solution to (0.2). The convergence holds in L2(D) and weakly in H10(D). The
correctors wei may also be used to “correct” u
⋆ in order to identify the behavior of uε in the
strong topology ofH10 (D).
Practically, at the price of only computing d periodic problems (1.1), the solution to
problem (0.1) can therefore be efficiently approached for ε small.
(b) Stochastic homogenization
Because this is well known and for the sake of brevity, we skip all technicalities related to the
definition of the probabilistic setting (we refer e.g. to [1] for all details). We assume that A is
stationary in the sense
∀k ∈Zd, A(x+ k, ω) =A(x, τkω) almost everywhere in x, almost surely (1.2)
(where τ is an ergodic group action). We consider the boundary value problem (0.1) for
A=A(·, ω). Standard results of stochastic homogenization [5,12] apply and allow to find the
homogenized problem. These results generalize the periodic results recalled in Section (a). The
solution uε(·, ω) to (0.1) converges to the solution to (0.2) where the homogenized matrix is now
defined as
[A⋆]ij = E
(∫
Q
eTi A (y, ·)
(
ej +∇wej (y, ·)
)
dy
)
,
where, for any p∈Rd, wp is the solution (unique up to the addition of a random constant) to
−div [A (y, ω) (p+∇wp(y, ω))] = 0 a.s. on Rd,
∇wp is stationary in the sense of (1.2),
E
(∫
Q
∇wp(y, ·) dy
)
= 0.
(1.3)
Note that uε is a random function, while its homogenized limit u⋆ is deterministic since A⋆ is
deterministic.
A striking difference between the stochastic setting and the periodic setting can be observed
comparing (1.1) and (1.3). In the periodic case, the corrector problem is posed on a bounded
domain (namely, the periodic cell Q), since the corrector wp is periodic. In sharp contrast, the
corrector problem (1.3) of the random case is posed on the whole space Rd, and cannot be reduced
to a problem posed on a bounded domain. The fact that the random corrector problem is posed on
the entire space has far reaching consequences for numerical practice. Truncations of problem (1.3)
have to be considered. The actual homogenized coefficients are only captured in the asymptotic
regime.
More precisely, the deterministic matrix A⋆ is usually approximated by the random matrix
A⋆N (ω) defined by
∀p∈Rd, A⋆N (ω) p=
1
|QN |
∫
QN
A(·, ω)
(
p+∇wNp (·, ω)
)
, (1.4)
which is obtained by solving the corrector problem on a truncated domain, say the cube QN =
(0, N)d:
− div
[
A(·, ω)
(
p+∇wNp (·, ω)
)]
= 0, wNp (·, ω) is QN -periodic. (1.5)
Although A⋆ itself is a deterministic quantity, its practical approximation A⋆N is random. It is
only in the limit of infinitely large domainsQN that the deterministic value is attained. As shown
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in [8], we have
lim
N→∞
A⋆N (ω) =A
⋆ almost surely.
As usual in the random context, the errorA⋆ − A⋆N (ω)may be expanded as
A⋆ − A⋆N (ω) =
(
A⋆ − E [A⋆N ] )+ (E [A⋆N] −A⋆N (ω)), (1.6)
that is the sum of a systematic error and of a statistical error (the first and second terms in the above
right-hand side, respectively).
A standard technique to compute an approximation of E [A⋆N ] is to considerM independent
and identically distributed realizations of the field A, solve for each of them the corrector
problem (1.5) (thereby obtaining from (1.4) i.i.d. realizations A⋆,m
N
(ω), 1≤m≤M ) and compute
the Monte Carlo approximation
E
[(
A⋆N
)
ij
]
≈ IMCM (ω) :=
1
M
M∑
m=1
(
A⋆,m
N
(ω)
)
ij
.
In view of the Central Limit Theorem, we know that E
[
(A⋆N )ij
]
asymptotically lies within the
confidence intervalIMCM − 1.96
√
Var
[(
A⋆N
)
ij
]
√
M
, IMCM + 1.96
√
Var
[(
A⋆N
)
ij
]
√
M

with a probability equal to 95 %.
For simplicity, and because this is overwhelmingly the case in the numerical practice, we
have considered in (1.5) periodic boundary conditions. These will be the conditions we adopt
throughout our study. Other boundary conditions, or approximations, may be employed. The
specific choice of approximation technique is motivated by considerations about the decrease of
the systematic error in (1.6). Several recentmathematical studies by A. Gloria and F. Otto [11] have
clarified this issue. The variance reduction techniques we present in this article can be applied to
all types of boundary conditions.
2. Variance reduction using antithetic variables
We present here a first attempt [6,7,9] to reduce the variance in stochastic homogenization. The
technique used for variance reduction is that of antithetic variables.
The variance reduction technique using antithetic variables consists in concurrently
considering two sets of configurations for the random material instead of only one set. The two
sets of configurations will be deduced one from the other. Indeed, fixM = 2M. Suppose that we
give ourselves M i.i.d. copies (Am(x,ω))1≤m≤M of A(x,ω). Construct next M i.i.d. antithetic
random fields
Bm(x, ω) = T
(
Am(x, ω)
)
, 1≤m≤M,
from the (Am(x,ω))1≤m≤M. The map T transforms the random field A
m into another, so-called
antithetic, field Bm. The transformation is performed in such a way that, for each m, Bm has the
same law as Am, namely the law of the matrix A. Somewhat vaguely stated, if Awas obtained in
a coin tossing game (using a fair coin), then Bm would be head each timeAm is tail and vice versa.
Then, for each 1≤m≤M, we solve two corrector problems. One is associated to the original field
Am, the other one is associated to the antithetic field Bm. Using its solution vN,mp , we define the
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antithetic homogenized matrix B⋆,m
N
, the elements of which read, for any 1≤ i, j ≤ d,[
B⋆,m
N
(ω)
]
ij
=
1
|QN |
∫
QN
eTi B
m(·, ω)
(
ej +∇vN,mej (·, ω)
)
.
And we finally set, for any 1≤m≤M,
A˜⋆,mN (ω) :=
1
2
(
A⋆,mN (ω) +B
⋆,m
N (ω)
)
.
SinceAm and Bm are identically distributed, so areA⋆,m
N
andB⋆,m
N
. Thus, A˜⋆,m
N
is unbiased (that
is, E
(
A˜⋆,m
N
)
= E
(
A⋆,m
N
)
). In addition, it satisfies:
A˜
⋆,m
N −→N→+∞A
⋆ almost surely,
because Am and Bm are ergodic. The hope is that the new approximation A˜⋆,mN has less variance
than the original one A⋆,m
N
. It is indeed the case under appropriate assumptions.
The approach has been studied theoretically in [6,7,9], in the one-dimensional setting and
in some specific higher dimensional cases. The approach is shown to qualitatively reduce the
variance. A quantitative assessment of the reduction is however out of reach. Only numerical
tests can provide some information in this direction.
The tests we have performed in [6,9] concern various “input” random fields A(·, ω), some
i.i.d., some correlated, with various correlation lengths. In these settings, we have investigated
variance reduction on a typical diagonal [A⋆N (ω)]11, or off-diagonal [A
⋆
N (ω)]12 entry of the
approximate homogenized matrix A⋆N (ω), as well as on the eigenvalues of the matrix A
⋆
N (ω),
and the eigenvalues of the associated differential operator L=−div [A⋆N (ω)∇·] (supplied with
homogeneous Dirichlet boundary conditions on ∂D).
Let us give one such example. Consider, in dimension two, the matrix A(x,ω) defined by
A(x,ω) =
∑
k∈Z2
1Q+k(x)ak(ω)
(
1 0
0 1
)
, (2.1)
where Q= (0, 1)2, (ak)k∈Z2 is an i.i.d sequence of random Bernoulli variables such that P(ak =
α) = P(ak = β) = 1/2, with α= 3 and β =20. An example of the realization of each matrix field
A(x,ω) and B(x,ω) is given in Figure 1 (in black, the value α and in pink, the value β).
Figure 1. An example of realization of A(x, ω) together with its antithetic field B(x, ω) (reproduced from [9]).
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We then compare two computations with identical cost. For this purpose, we first use a
classical Monte Carlo method with 2M draws (with here 2M = 100). Second, we apply the
antithetic variable technique using only M draws. Since we solve two corrector problems for
each of the draws (one for Am and one for Bm), the numerical cost is equal to the cost of the
classical computation. The results are shown in Figure 2, where we can see that the (numerically
estimated) variance is reduced.
0 5000 10000 15000 20000 25000 30000 35000 40000
7.92
7.94
7.96
7.98
8.00
8.02
PSfrag replacements
Size of QN
Figure 2. Estimation of A⋆
11
(with confidence interval) with respect to |QN | (in red, the classical MC strategy, in green
the antithetic variable strategy; reproduced from [9]).
A more precise estimate of the efficiency of the approach is given on Figure 3, in which we
have plotted the variance ratio with respect to the size of the computational domain. We see
that the gain is not very sensitive to this size, and is at least of about 6 on this example. This
means that, given a computational cost, the approach improves the accuracy by a factor
√
6≈
2.45. Equivalently, for a given accuracy, the computational cost is reduced by a factor 6.
 1
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Figure 3. Efficiency of the variance reduction (same CPU time, variance ratio).
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Our numerical results (see [6,9] for comprehensive details) show that the technique may be
applied to a large variety of situations and has proved efficient whatever the output considered.
In addition, we have shown in [18] that this technique carries over to nonlinear stochastic
homogenization problems, when the problem at hand is formulated as a variational convex
problem. In all the test cases we have considered, variance is systematically reduced.We observed
however that the ratio of reduction is not spectacular. This has motivated the consideration
of alternative techniques, expected to be (and indeed observed to be) more efficient than the
antithetic variables technique.
3. Control variate technique
The control variate approach is a variance reduction technique known to be potentially much
more efficient than the antithetic variable technique. It however asks to have beforehand a
better information on the random quantity of interest that is simulated. In the context of
homogenization, the works [17,19] present a first possible investigation of the efficiency of this
technique.
The specific setting considered as control variate is a periodic setting slightly perturbed using
a random field modeled by a Bernoulli variable which we now briefly describe, before turning to
the variance reduction technique itself.
(a) Our specific choice of control variate: a perturbation approach
One approach, described in full details in [2–4], addressing the random material as a small
perturbation of a periodic material, consists in considering
Aη(x, ω) =Aper(x) + bη(x, ω)Cper(x), (3.1)
where, with evident notation, Aper is a Z
d-periodic matrix modeling the unperturbed material
and Cper is a Z
d-periodic matrix modeling the perturbation. We take
bη(x, ω) =
∑
k∈Zd
1Q+k(x)B
k
η (ω),
where the Bkη are, say, independent identically distributed scalar random variables. One
particularly interesting case (see [2–4] for other cases) is when the common law of the Bkη is
assumed to be a Bernoulli law of (presumably small) parameter η:
P(Bkη = 1) = η, P(B
k
η = 0) = 1− η.
A formal approach introduced in the above works (which has subsequently been studied and
proved correct in [10,20]) to efficiently perform homogenization in that context starts with
observing that, in the corrector problem
− div [Aη (y, ω) (p+∇wp(y, ω))] = 0, (3.2)
the only source of randomness comes from the coefficient Aη (y, ω). Therefore, if one knows the
law of this coefficient, one knows the law of the corrector function wp(y, ω) and therefore may
compute the homogenized coefficient A⋆η , the latter being a function of this law. When the law
of Aη has an expansion in terms of a small coefficient, so has the law of wp. Consequently,
A⋆η can be obtained as an expansion. Heuristically, on the cube QN = [0, N ]
d and at order 1
in η, the probability to get the perfect periodic material (entirely modeled by the matrix Aper)
is (1− η)Nd ≈ 1−Ndη +O(η2), while the probability to obtain the unperturbed material on
all cells except one (where Aη =Aper +Cper) is N
d (1− η)Nd−1η≈Ndη +O(η2). All other
configurations, with two or more cells perturbed, yield contributions of order higher than or equal
to η2. This gives the intuition (and this intuition can be turned into a mathematical proof) that the
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first order correction indeed comes from the difference between the material perfectly periodic
except on one cell and the perfect material itself:
A⋆η =A
⋆
per + ηA1,⋆ + o(η), (3.3)
where A⋆per is the homogenized matrix for the unperturbed periodic material and
A1,⋆ = lim
N→+∞
A1,⋆,N ,
with
A1,⋆,N ei =
∫
QN
[
(Aper + 1QCper)(∇wNi + ei)− Aper(∇w0i + ei)
]
, (3.4)
where w0i is the corrector for Aper (i.e. the solution to (1.1)), and w
N
i solves
−div
(
(Aper + 1QCper)(∇wNi + ei)
)
=0 in QN , w
N
i is QN -periodic.
The approach has been extensively tested. It is observed that, using the perturbative approach,
the large N limit is already very well approached for small values of N . The computational
efficiency of the approach is clear: solving the two periodic problems with coefficients Aper and
Aper + 1QCper for a limited size N is much less expensive than solving the original, random
corrector problem for a much larger size N .
When the second order term is needed, configurations with two defects have to be computed.
They all can be seen as a family of PDEs, parameterized by the geometrical location of the
defects. Reduced basis techniques have been shown in [15] to allow for a definite speed-up in
the computation.
(b) Variance reduction
We now again consider the setting defined by (3.1), except that, now, the parameter η of the
Bernoulli law is not taken small. The expansion technique employed in Section (a) is therefore
inaccurate. It can however serve for the construction of a control variate, useful to reduce the
variance.
Determining the field A(x, ω), given by (3.1), on the truncated domain QN amounts to
drawing Bkη (ω) in each cell Q+ k in QN . This allows to compute the associated (approximate)
homogenized coefficientA⋆N (ω) from the solution to the corrector problem (3.2) truncated onQN .
In parallel to this task, we reconstruct from the specific realization of the set of Bkη (ω) a field that
is used as a control variate. More precisely, we set
C⋆N (ω) =A
⋆
N (ω)− ρ
(
A⋆per + A
⋆,N
1 (ω)− E
[
A⋆per + A
⋆,N
1 (ω)
])
. (3.5)
In this formula,
A⋆,N1 (ω) =
1
|QN |
∑
k+Q⊂QN
Bkη (ω)A1 defk ,
where A1 defk is the deterministic coefficient corresponding to the case of one defect located
at position k in QN (it is actually independent of k and equal to A1,⋆,N defined by (3.4)).
The parameter ρ in (3.5) is a deterministic parameter, a classical ingredient of control variate
techniques, which is optimized in terms of the estimated variances of the objects at play. It is
crucial to note that the expectation of A⋆,N1 (ω) is analytically computable. Since by construction
E (C⋆N ) = E (A
⋆
N ), the technique then consists in approximating the former (thus the latter) by an
empirical mean. The theoretical study and the numerical tests in [17] show that the variance of
C⋆N is smaller than that of A
⋆
N , and hence that the quality of the approximation is improved.
As an illustration, we use a similar case as in Section 2, namely (2.1) with α= 3 and β =23.
This case falls within the framework (3.1) with η= 1/2. This is hence not a perturbative setting.
Applying the above strategy based on (3.5) provides the results of Figure 4, where the variance is
reduced by a factor close to 6, that is, comparable to the technique of antithetic variables.
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Figure 4. Estimation of A⋆
11
together with its confidence interval (computed using M = 100 i.i.d. realizations), for the
classical MC simulation (in blue) and with the control variate approach (3.5) (in black) (reproduced from [17]).
It is also possible to use a second order expansion with respect to η in (3.3), and include in
the control variate both terms, namely the deterministic coefficients corresponding to the case of
one and two defects inQN . Here, one needs additional parameters playing the role of ρ above, in
order to ensure substantial variance reduction (see the details in [17]). The variance reduction of
such a case, of the order of 40, is represented on Figure 5.
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Figure 5. Estimation of A⋆
11
together with its confidence interval (computed using M = 100 i.i.d. realizations), for the
classical MC simulation (in blue) and with the second-order control variate approach (in red) (reproduced from [17]).
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4. Special Quasi-Random Structures
The variance reduction approach we now overview has been originally introduced by other
authors for a slightly different purpose in atomistic solid-state science [21–23]. It carries the
name SQS, abbreviation of Special Quasirandom Structures. The approach has been adapted to the
homogenization context in [16,19] to which we refer the reader for a more detailed presentation.
(a) Motivation and formal derivation of SQS conditions
In order to convey to the reader the intuition of the original approach, we first consider here
a simple one-dimensional setting, which illustrates the difficulties of a generic problem. We
consider a linear chain of atomistic sites of two species A and B that interact by a nearest-
neighbour interaction potential VAA, VAB and VBB .
In order to compute the energy per unit particle of that atomistic system, one has to consider
all possible such infinite sequences, and for each of them its normalized energy
lim
N→∞
1
2N + 1
N∑
i=−N
VXi+1Xi , (4.1)
where Xi denotes the species present at the i-th site for that particular configuration. The
“energy” of the system is then defined as the expectation of (4.1) over all possible configurations.
The approach introduced in [21–23] consists in selecting specific truncated configurations
(Xi)−N≤i≤N of atomic sites that satisfy statistical properties usually obtained only in the limit of
infinitely largeN .
The first such statistical property is the volume fraction, namely the proportion of
species (A,B) present on average: one only considers truncated sequences (Xi)−N≤i≤N that
exactly reproduce that volume fraction. Similarly, one may only consider truncated sequences
(Xi)−N≤i≤N that, in addition to exhibiting the exact volume fraction, have an average energy
1
2N + 1
N∑
i=−N
VXi+1Xi equal to E :=
1
4
(VAA + 2VAB + VBB). And so on and so forth for other
quantities of interest.
Mathematically, this selection of suitable configurations among all possible configurations
amounts to replacing the computation of an expectation by that of a conditional expectation.
The above simplistic model can of course be replaced by more elaborate models, with more
sophisticated quantities to compute, and more demanding statistical quantities to condition
the computations with. The bottom line of the approach remains the same, and we now
describe its adaptation so as to construct a variance reduction approach for numerical random
homogenization.
To start with, we assume that the matrix valued random coefficient A present in (0.1) reads as
Aη(x, ω) =C0(x,ω) + η χ(x,ω)C1(x,ω) (4.2)
for some presumably small scalar coefficient η, and where we assume that C0 and C1 are
two stationary, coercive, uniformly bounded matrix fields, that C0 − C1 is coercive, and that
χ is a stationary scalar field with values in [−1, 1]. Under these assumptions the matrix Aη is
stationary, bounded and coercive, uniformly with respect to ω. Since η is small, Aη is intuitively
a perturbation of the matrix valued field C0(x, ω).
As already performed above, we may expand all quantities of homogenization theory
in powers of the small parameter η. In particular, the approximations ∇wNη and A⋆,Nη of,
respectively, the corrector ∇wη and the homogenized matrix A⋆η on the truncated domain QN ,
can be expanded in powers of η:
∇wNη (·, ω) = ∇wN0 (·, ω) + η∇uN1 (·, ω) + η2∇uN2 (·, ω) + o(η2),
A⋆,Nη (ω) = A
⋆,N
0 (ω) + ηA
⋆,N
1 (ω) + η
2A⋆,N2 (ω) + o(η
2). (4.3)
11
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Inserting these two expansions in (1.5) and (1.4), one easily sees that
−divC0(p+∇wN0 ) = 0 inQN , wN0 is QN -periodic,
− divC0∇uN1 =div
[
χC1(p+∇wN0 )
]
inQN , u
N
1 is QN -periodic,
−divC0∇uN2 =div
[
χC1∇uN1
]
inQN , u
N
2 is QN -periodic,
and that the random variables A⋆,N0 (ω), A
⋆,N
1 (ω) and A
⋆,N
2 (ω) read as
A⋆,N0 (ω) p =
1
|QN |
∫
QN
C0(·, ω)(p+∇wN0 (·, ω)),
A
⋆,N
1 (ω) p =
1
|QN |
∫
QN
χ(·, ω)C1(·, ω)(p+∇wN0 (·, ω)) + 1|QN |
∫
QN
C0(·, ω)∇uN1 (·, ω),
A⋆,N2 (ω) p =
1
|QN |
∫
QN
χ(·, ω)C1(·, ω)∇uN1 (·, ω) + 1|QN |
∫
QN
C0(·, ω)∇uN2 (·, ω).
In line with the motivation we have mentioned above in the context of solid state science, we
are now in position to introduce the conditions that we use to select particular configurations of
the environment within QN .
For finite fixedN , we say that a configuration ω satisfies the SQS conditions of order up to k if,
for any 0≤ j ≤ k, the coefficientA⋆,Nj (ω) of the expansion (4.3) exactlymatches the corresponding
coefficient A⋆j of the analogous expansion of the exact homogenized matrix coefficient A
⋆
η . More
explicitly, we speak about the SQS condition of
• order 0 if A⋆,N0 (ω) =A⋆0, that is to say, for any p∈Rd,
1
|QN |
∫
QN
C0(x,ω)(p+∇wN0 (x, ω))dx= E
[∫
Q
C0(p+∇w0)
]
, (4.4)
• order 1 if A⋆,N1 (ω) =A⋆1, that is to say, for any p∈Rd,
1
|QN |
∫
QN
(
χ(x, ω)C1(x,ω)(p+∇wN0 (x, ω)) + C0(x,ω)∇uN1 (x,ω)
)
dx
= E
[∫
Q
χC1(p+∇w0) +C0∇u1
]
, (4.5)
• order 2 if A⋆,N2 (ω) =A⋆2, that is to say, for any p∈Rd,
1
|QN |
∫
QN
(
χ(x, ω)C1(x,ω)∇uN1 (x,ω) + C0(x,ω)∇uN2 (x,ω)
)
dx
= E
[∫
Q
χC1∇u1 +C0∇u2
]
. (4.6)
It is easily observed that using such particular configurations that satisfy the SQS conditions
of order up to k we have, in the perturbative setting considered here,
A⋆,Nη (ω)− A⋆η = o(ηk). (4.7)
Taking the expectation over such configurations therefore formally provides a more accurate
approximation of A⋆η . Of course, the purpose is to apply the approach beyond the perturbative
setting. A property such as (4.7) cannot be expected any longer since the homogenized matrix
A⋆ is no longer a series in a small coefficient that encodes a perturbation. Nevertheless, it
can be expected that selecting the configurations using these conditions may improve the
approximation, in particular by reducing the variance.
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To make the computation of the right-hand sides of the above conditions practical (since in
theory they can only be determined using an asymptotic limit, and are therefore as challenging
to compute in practice as A⋆ itself), we restrict the generality of our setting. We assume that,
in (4.2), C0(x,ω) =C0 is a deterministic, constant matrix, C1(x,ω) =C1(x) is a deterministic, Z
d-
periodic matrix, and that χ(x,ω) =
∑
k∈Zd
Xk(ω)1k+Q(x), whereXk(ω) are identically distributed,
not necessarily independent, bounded random variables. For the sake of simplicity, we also
assume here that
E [X0] = 0
and refer to [16,19] for more general cases. After a tedious but not complicated calculation (the
detail of which is provided in [16,19]), we obtain that the two conditions (4.5)–(4.6) rewrite as
1
|QN |
∑
k∈Zd∩QN
Xk(ω) = 0, (4.8)
1
|QN |
∑
k,j∈QN∩Zd
Xk(ω)Xj(ω)I
N
k,j =
∑
k∈Zd
E[X0Xk]I
∞
k , (4.9)
respectively,where I∞k =
∫
k+Q
C1∇φ1 and INk,j =
∫
Q+j
C1(x)∇φN1 (x− k)dx. In these expressions,
φ1 is the (unique up to the addition of a constant) solution in
{
v ∈L2loc(Rd), ∇v ∈ (L2(Rd))d
}
to
−div [C0∇φ1] = div
[
1QC1p
]
in Rd,
while φN1 is the (unique up to the addition of a constant) solution to
− div
[
C0∇φN1
]
=div
[
1QC1p
]
in QN , φ
N
1 is QN -periodic.
The conditions (4.8)–(4.9) are called the SQS 1 and SQS 2 conditions. On the other hand, in the
particular setting chosen, condition (4.4) (SQS 0, in some sense) is easily seen to be systematically
satisfied when N is an integer and the truncated approximation of (1.3) that is chosen is the
periodic approximation (1.5).
(b) Selection Monte Carlo sampling
The classicalMonte Carlo sampling consists in successively generating a random configurationωm,
solving the truncated corrector problem (1.5) for that configuration, computing A⋆N (ωm), and
finally computing the empirical mean IMMC :=
1
M
M∑
m=1
A⋆N (ωm) as an approximation for A
⋆.
In our selection Monte Carlo sampling, we systematically test whether the generated
configuration satisfies the required SQS conditions, up to a certain tolerance, and reject it if it
does not, before solving the corrector problem (1.5) for that configuration and letting it contribute
to the empirical mean.
In full generality, the cost of Monte Carlo approaches is usually dominated by the cost of
draws, and therefore selection algorithms are targeted to reject as few draws as possible. In
contrast, in the present context where boundary value problems such as (1.5) are to be solved
repeatedly, the cost of draws for the configuration is negligible compared to the cost of the
solution procedure for such boundary value problems. Likewise, evaluating the quantities present
in (4.8)–(4.9) is inexpensive. Therefore, the purpose of the selection mechanism is to limit the
number of boundary value problems to be solved, even though this comes at the (tiny) price of
rejectingmany configurations. We also note that, as for any selection procedure, our selectionmay
introduce a bias (i.e. a modification of the systematic error in (1.6)). The point is to ensure that the
gain in variance dominates the bias introduced by the selection approach.
We have studied the approach theoretically in [16,19]. It is shown therein that the estimator
provided (at least the simplest variant of our approach) converges towards the homogenized
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coefficient A⋆ when the truncated domain converges to the whole space. The efficiency of the
approach is also theoretically demonstrated for some particular and simple situations (such as
the one-dimensional setting). A comprehensive experimental study of the approach has been
completed. In particular, since it is often necessary to enforce the desired conditions only up
to some tolerance, we have investigated in [16,19] how this tolerance affects the quality of the
approximation and the efficiency of the approach. We have observed that the approach is robust
in this respect.
We include here a typical illustration of the efficiency of the approach. We again use a similar
case as in Section 2, namely (2.1) with α= 1/2 and β =3/2. Considering only configurations
that exactly satisfy (4.8), we obtain the results shown on Figure 6. It is also possible, among the
configurations that exactly satisfy (4.8), to select configurations that satisfy as best as possible the
condition (4.9). In practice, we generate 2000 configurations that exactly satisfy (4.8) and select
among them the 100 configurations for which the difference between the left and the right-hand
sides of (4.9) is the smallest. We then obtain the results shown on Figure 7.
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Figure 6. Estimation of A⋆
11
together with its confidence interval (computed using M = 100 i.i.d. realizations) as a
function of N , for the classical MC simulation (in black) and with the SQS approach based on (4.8) (in red) (reproduced
from [16]).
In the case considered here (for which the contrast in the field A is equal to 3), the variance
is reduced by a factor 20 when using configurations that exactly satisfy (4.8), and by a factor 300
if (4.9) is enforced as well. To compare this variance reduction approach with the two previous
ones, it is however needed to consider a case for which the contrast in A is similar. In that case,
the variance is reduced by a factor of 9 when using configurations that exactly satisfy (4.8), and
by a factor of 60 if (4.9) is enforced as well.
In all the test cases we have considered (see [16,19] for details), we have observed that the
systematic error is kept approximately constant by the approach (it might even be reduced), while
the variance is reduced by several orders of magnitude. Such an efficiency is achieved at almost
no additional cost with respect to the classical Monte Carlo algorithm.
5. Related issues and Further research
The studies we have reviewed above on different variance reduction approaches definitely show
that such approaches may be very beneficial in the context of random homogenization, improving
the accuracy while essentially preserving the computational cost. Their efficiency,measured as the
actual ratio between the variance of a quantity computedwith a directMonte-Carlo approach and
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Figure 7. Estimation of A⋆
11
together with its confidence interval (computed using M = 100 i.i.d. realizations) as a
function of N , for the classical MC simulation (in black) and with the SQS approach based on (4.8) and (4.9) (in blue)
(reproduced from [16]).
that of the same quantity computed using the variance reduction approaches, varies, depending
upon the amount of information that one has on the problem and that one inserts into the specific
variance reduction approach. The antithetic variable approach, a quite generic approach that
can be put in action almost without any prior knowledge on the problem considered, already
reduces the variance by one order of magnitude, say, in the best case scenarios. Control variate
and Special QuasiRandom Structures, both approaches that require exploiting some information
on the problem, perform much better. Their efficiency may typically be one order of magnitude
larger.
Of course, the efficiency of all approaches is sensitive to the contrast present in the original
multiscale problem. In a schematic manner, one may say that the efficiency is, approximately,
inversely proportional to the contrast. It is an issue, since practically relevant multiscale problems
may present a high contrast. Fortunately, there is room for improvement in the approaches and
several ideas, some of them already explored in other contexts of the engineering sciences, some
of them not, have not been pursued yet.
Among possible tracks for further research, we wish to cite a couple of alternate control variate
approaches.
A first possible track consists in considering nonlinear convex stochastic homogenization
problems (as those considered in [18]), and use a corresponding linear problem either as a control
variate (in the spirit of the approaches presented in Section 3) or as a way to select particular
configurations (as in Section 4). We do not detail here the precise construction of this linear
model, but rather focus on how to use it in practice. Let ξ ∈Rd 7→W ⋆(ξ)∈R be the homogenized
energy density of the nonlinear stochastic homogenization problem, and ξ 7→W ⋆N (ω, ξ) be its
approximation computed by considering the nonlinear cell problem on the bounded domainQN .
Let A⋆N (ω) be the homogenized matrix of the corresponding linear problem. Our aim is to use
ξTA⋆N (ω)ξ as a control variate forW
⋆
N (ω, ξ). Note however that we do not know the expectation
of ξTA⋆N (ω)ξ, and hence we cannot directly use a Monte Carlo algorithm on the random variable
W ⋆N (ω, ξ)− ρ
(
ξTA⋆N (ω)ξ − E
[
ξTA⋆N (ω)ξ
])
.
However, computing A⋆N (ω) is expected to be less expensive than computingW
⋆
N (ω, ξ), because
the corrector problem in the former case is linear, whereas it is nonlinear in the latter case. A
natural idea is thus to replace, in the above relation, E
[
ξTA⋆N (ω)ξ
]
by an empirical mean. This
15
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leads to approximate E [W ⋆N (ω, ξ)] by a mean of the form
1
M
M∑
m=1
(
W ⋆N (ωm, ξ)− ρ ξTA⋆N (ωm)ξ
)
+
ρ
M
M∑
m=1
ξTA⋆N (ωm)ξ,
whereM ,M (that we expect to bemuch larger thanM ) and ρ are chosen to minimize the variance
of the approximation for a given computational cost.
A second track for further research is to use the so-called bounds, that are routinely employed
in Mechanics, in order to build a control variate approach. Given the computational cost for
obtaining approximations of A⋆, practitioners indeed sometimes choose to avoid computing the
actual homogenized coefficients (by solving (1.4)–(1.5)) and concentrate on bounds (namely the
Reuss, Voigt, Hashin-Shtrikman bounds, . . . ) on the homogenized matrix A⋆.
For the sake of illustration, let us briefly review the derivation of the so-called Voigt bound. We
assume that the random coefficient A is a symmetric matrix. This assumption is critically used in
what follows, and more generally in the derivation of many bounds. Under this assumption, the
matrix A⋆N (ω), defined by (1.4), satisfies, for any p,
pTA⋆N (ω)p= inf
{
1
|QN |
∫
QN
(p+∇v)TA(·, ω)(p+∇v), v ∈H1per(QN )
}
and hence, by choosing v= 0 in the above problem, we obtain that
A⋆N (ω)≤
1
|QN |
∫
QN
A(·, ω).
The average ofA(·, ω) overQN hence provides an upper bound onA⋆N (ω), which is the so-called
Voigt bound.
In the specific case of two-phase composite materials (made of two phases denoted A and B),
where the random coefficient is given, with obvious notations, by
A(x,ω) = χ(x,ω)A+ (1− χ(x, ω))B,
where χ is the characteristic function of the phaseA, more elaborate bounds have been proposed,
including the so-called Hashin-Shtrikman bounds. We refer e.g. to [1] for more details. The idea
we are currently pursuing is to use these bounds not as an approximation for A⋆N (ω), but as a
control variate.
Funding. The work of the last two authors is partially supported by EOARD under Grant FA8655-13-1-3061
and by ONR under Grant N00014-12-1-0383.
Acknowledgements. The authors would like to thank all their collaborators on the issues presented here
and related issues, in particular W. Minvielle (Ecole des Ponts and INRIA).
References
1. Anantharaman A., Costaouec R., Le Bris C., Legoll F. and Thomines F. 2011. Introduction to
numerical stochastic homogenization and the related computational challenges: some recent
developments, in Lecture Notes Series, Institute for Mathematical Sciences, National University of
Singapore, vol. 22, W. Bao and Q. Du eds., pp. 197-272.
2. Anantharaman A. and Le Bris C. 2010. Homogénéisation d’un matériau périodique
faiblement perturbé aléatoirement [Homogenization of a weakly randomly perturbed
periodic material], C. R. Acad. Sci. Série I 348, 529-534.
3. Anantharaman A. and Le Bris C. 2011. A numerical approach related to defect-type theories
for someweakly random problems in homogenization, SIAMMultiscaleModeling & Simulation
9, 513-544.
4. Anantharaman A. and Le Bris C. 2011. Elements of mathematical foundations for a numerical
approach for weakly random homogenization problems, Communications in Computational
Physics 11, 1103-1143.
5. Bensoussan A., Lions J.-L. and Papanicolaou G. 1978. Asymptotic analysis for periodic structures,
Studies in Mathematics and its Applications, vol. 5 (North-Holland).
16
rsta
.royalso
cietyp
ublishing
.o
rg
Phil
.Tra
n
s
.R
.S
o
c
.A
0000000
..................................................................
6. Blanc X., Costaouec R., Le Bris C. and Legoll F. 2012. Variance reduction in stochastic
homogenization: the technique of antithetic variables, in Numerical Analysis of Multiscale
Computations, B. Engquist, O. Runborg and R. Tsai eds., Lecture Notes in Computational
Science and Engineering, Springer, vol. 82, pp. 47-70.
7. Blanc X., Costaouec R., Le Bris C. and Legoll F. 2012. Variance reduction in stochastic
homogenization using antithetic variables, Markov Processes and Related Fields 18, 31-66
(preliminary version available at http://cermics.enpc.fr/∼legoll/hdr/FL24.pdf).
8. Bourgeat A. and Piatnitski A. 2004. Approximation of effective coefficients in stochastic
homogenization, Ann I. H. Poincaré - PR 40, 153-165.
9. Costaouec R., Le Bris C. and Legoll F. 2010. Variance reduction in stochastic homogenization:
proof of concept, using antithetic variables, Bol. Soc. Esp. Mat. Apl. 50, 9-27.
10. Duerinckx M. and Gloria A. 2015. Analyticity of homogenized coefficients under Bernoulli
perturbations and the Clausius-Mossotti formulas, arXiv preprint 1502.03303.
11. Gloria A. and Otto F. 2011. An optimal variance estimate in stochastic homogenization of
discrete elliptic equations, Ann. Prob. 39, 779-856. See also subsequent works by the same
authors.
12. Jikov V.V., Kozlov S.M. and Oleinik O.A. 1994. Homogenization of differential operators and
integral functionals, Springer-Verlag.
13. Le Bris C. 2009. Some numerical approaches for “weakly” random homogenization, Springer
Lecture Notes in Computational Science and Engineering., G. Kreiss et al. (eds.), Numerical
Mathematics and Advanced Applications, pp. 29-45.
14. Le Bris C. 2014. Homogenization theory and multiscale numerical approaches for disordered
media: some recent contributions, ESAIM: Proceedings 45, 18-31.
15. Le Bris C. and Thomines F. 2012. A Reduced Basis approach for some weakly stochastic
multiscale problems, Chinese Ann. of Math. B 33, 657-672.
16. Le Bris C., Legoll F. and Minvielle W. 2015. Special Quasirandom Structures: a selection
approach for stochastic homogenization, arXiv preprint 1509.01258.
17. Legoll F. and Minvielle W. 2015. A control variate approach based on a defect-type theory for
variance reduction in stochastic homogenization, SIAM Multiscale Modeling & Simulation 13,
519-550.
18. Legoll F. and Minvielle W. 2015. Variance reduction using antithetic variables for a nonlinear
convex stochastic homogenization problem,Discrete and Continuous Dynamical Systems - Series
S 8, 1-27.
19. Minvielle W. 2015. Thèse de l’Université Paris-Est, in preparation (preliminary version available
at http://cermics.enpc.fr/∼minvielw/Thesis_manuscript.pdf).
20. Mourrat J.-C. 2015. First order expansion of homogenized coefficients under Bernoulli
perturbations, J. Math. Pures Appl. 103, 68-101.
21. von Pezold J., Dick A., Friák M. and Neugebauer J. 2010. Generation and performance
of special quasirandom structures for studying the elastic properties of random alloys:
Application to Al-Ti, Physical Review B 81, 094203.
22. Wei S.-H., Ferreira L.G., Bernard J.E. and Zunger A. 1990. Electronic properties of random
alloys: Special quasirandom structures, Physical Review B 42, 9622.
23. Zunger A., Wei S.-H., Ferreira L.G. and Bernard J.E. 1990. Special quasirandom structures,
Physical Review Letters 65, 353.
