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MEAN-FIELD RISK SENSITIVE CONTROL AND ZERO-SUM GAMES FOR
MARKOV CHAINS
SALAH EDDINE CHOUTRI AND BOUALEMDJEHICHE
ABSTRACT. We establish existence of controlled Markov chain of mean-field type
with unbounded jump intensities by means of a fixed point argument using the
Wasserstein distance. Using aMarkov chain entropic backward SDE approach, we
further suggest conditions for existence of an optimal control and a saddle-point
for respectively a control problem and a zero-sum differential game associated
with risk sensitive payoff functionals of mean-field type.
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1. INTRODUCTION
In this paper we study existence of optimal controls and saddle-points of zero-
sum games associated with Markov chains of mean-field type (a.k.a. nonlinear
Markov chains). These are pure jump processes with a discrete state space whose
jump intensities further depend on the marginal law of the process. The modeling
power of the nonlinear Markov chain in biology, chemistry, economics, physics
and communication networks etc. is well documented in the literature, see e.g.
[Sch72, NP77, Che04, Kol10, Oel84, DZ91, FZ92, Fen94, Le´o90, Le´o95, DK95, DS98],
due to the fact that it is the limit of a system of pure jump processes with mean-
field interaction, when the system’s size tends to infinity. Its marginal law which
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satisfies a ’nonlinear’ Fokker-Planck equation called the McKean-Vlasov equation
represents the law of a typical trajectory in the underlying collection of interacting
jump processes. Optimal controls and games based on the nonlinearMarkov chain
should give an insight into the effect of the design of control and game strategies
for large systems of interacting jump processes.
In this paper, we derived conditions for existence of an optimal control and a
saddle-point for respectively a control problem and a zero-sum differential game
for nonlinear Markov chains associated with performance functionals of risk sen-
sitive type. These payoff functionals are obtained by exponentiating the stage-
additive performance functional before expectation. Jacobson [Jac73] was first to
show that the risk sensitive payoff functional is a plausible way to capture risk-
averse and risk-seeking behaviors, that cannot be captured by the risk-neutral
performance functional.
Given a control process u from a suitable class U of admissible controls, with
values in some compact metric space (U, δ), we consider a controlled probabil-
ity measure Pu under which x is a pure jump process whose jump intensity from
state i to state j at time t is of the functional and mean-field type form λij(t, x, P
u ◦
x−1t , ut), where by functional we mean its dependence on the whole path x and
by mean-field type its dependence on Pu ◦ x−1t , the marginal probability distribu-
tion of xt under the probability measure P
u, provided it is predictable. The risk
sensitive payoff functional J(u), u ∈ U , associated with the controlled nonlinear
Markov chain is
J(u) := Eu
[
exp
(∫ T
0
f (t, x, Pu ◦ x−1t , ut)dt+ h(xT, P
u ◦ x−1T )
)]
,
where Eu denotes the expectation w.r.t. Pu. Any admissible control u∗ satisfying
(1.1) J(u∗) = min
u∈U
J(u)
is called optimal control. We want to show existence of such an optimal control.
We also consider a mean-field risk-sensitive zero-sum game between two players.
In [CDT16] a solution to this type of control and zero-sum game problems as-
sociated with risk-neutral mean-field payoff functionals was derived, where ex-
istence and uniqueness of the underlying mean-field chain were established us-
ing a fixed-point argument based on the Girsanov transform and the Csisza´r-
Kullback-Pinsker inequality between the total variation (TV) distance and the en-
tropy (Hellinger) distance, which required that the jump intensities are bounded
from below by a strict positive constant. Since TV does not guarantee existence
of finite moments, mean-field couplings of the type Eu [Xut ] or E
u [ϕ(Xut )] where
ϕ is a Lipschitz function, were excluded. To consider this type of couplings, the
Wasserstein metric turns out more appropriate as it is designed to guarantee finite
moments. But, then we can no longer use the approach of [CDT16], based on the
Girsanov transform because, in general, there is no relation between the Wasser-
stein metric and the Hellinger (Entropy) distance, unless the nonlinear Markov
chain satisfies a log-Sobolev inequality, see for instance [BGL03] and [OV00] for
further details. Such a log-Sobolev inequality will not be studied in this paper.
Under mild integrability and growth conditions on the unbounded jump in-
tensities, using the Wasserstein metric, we show that by applying the Skorohod
selection (or embedding) theorem and L2-estimates, a fixed-point argument is still
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valid to derive existence and uniqueness of Pu. This turns out possible, thanks
to Ekeland’s distance on the set of admissible controls which makes it complete
(or Polish space). Existence of an optimal control and a saddle-point of the game
are derived using techniques involving Markov chain entropic backward stochas-
tic differential equations (BSDE) which boils down to finding a minimizer and a
min-max of an underlying Hamiltonian H. As documented in [CDT16], since the
mean-field coupling through the marginal law of the controlled chain makes the
Hamiltonian H, evaluated at time t, depend on the whole path of the control pro-
cess over the time interval [0, t], we cannot follow the frequently used procedure
in standard optimal control and perform a deterministic minimization of H over
the set of actions U and then apply a Benesˇ-type progressively measurable selec-
tion theorem to produce an optimal control. We should rather take the essential
infimum of H over the set U of progressively measurable controls. This nonlo-
cal feature of the dependence of H on the control does not seem covered by the
existing powerful measurable selection theorem. Therefore, our main results are
formulated by assuming existence of an essential minimum u∗ ∈ U of H and use
suitable comparison results of Markov chain BSDEs to show that u∗ is in fact an
optimal control, simply because we don’t know of any suitable measurable selec-
tion theorem that would guarantee existence of an essential minimizer of H. One
should solve this problem on a case-by-case basis. [CDT16] discusses conditions
for existence of a nearly-optimal control and examples where an optimal control
exists e.g. provided the set of Girsanov densities, indexed by admissible controls,
is weakly sequentially compact. These cases are still valid for the risk sensitive
case, but we do not repeat them here.
The structure of the paper is as follows. After a section of preliminaries, we
introduce in Section 3 the class of Markov chains of mean-field type under study
and prove its existence and uniqueness under rather weak conditions on the un-
derlying unbounded jump intensities. In Section 4, we consider the control prob-
lem and provide conditions for existence of an optimal control. Finally, in Section
5, we consider a related zero-sum game and derive conditions for existence of a
saddle-point under the so-called Isaacs’ condition.
2. PRELIMINARIES
Let I = {0, 1, 2, . . .} equippedwith its discrete topology and σ-field and let Ω :=
D([0, T], I) be the space of functions from [0, T] to I that are right continuous with
left limits at each t ∈ [0, T) and are left continuous at time T endowed with the
Skorohod metric d0 which makes (Ω, d0) a complete separable metric (i.e. Polish)
space. Given t ∈ [0, T] and ω ∈ Ω, we put x(t,ω) ≡ ω(t) and denote by F 0t :=
σ(x(s), s ≤ t), 0 ≤ t ≤ T, the filtration generated by x. The Borel σ-field F over
Ω coincides with σ(x(s), 0 ≤ s ≤ T). We also set |x|t := sup
0≤s≤t
|x(s)|, 0 ≤ t ≤ T.
To x we associate the indicator process Ii(t) = 1{x(t)=i} whose value is 1 if the
chain is in state i at time t and 0 otherwise and the counting processes Nij(t), i 6= j,
such that
Nij(t) = #{τ ∈ (0, t] : x(τ
−) = i, x(τ) = j}, Nij(0) = 0,
which count the number of jumps from state i into state j during the time interval
(0, t]. Obviously, since x is right continuous with left limits, it holds that both Ii
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and Nij are right continuous with left limits. Moreover, by the relationship
(2.1) x(t) = ∑
i
iIi(t), Ii(t) = Ii(0) + ∑
j: j 6=i
(
Nji(t)− Nij(t)
)
,
the state process, the indicator processes, and the counting processes carry the
same information which is represented by the natural filtration F0 := (F 0t , 0 ≤
t ≤ T) of x.
Note that (2.1) is equivalent to the following useful representation
(2.2) x(t) = x(0) + ∑
i,j: i 6=j
(j− i)Nij(t).
Below, C denotes a generic positive constant which may change from line to line.
2.1. Markov chains. Let G(t) = (gij(t), i, j ∈ I), 0 ≤ t ≤ T, be the predictable
Q-matrix, i.e. g is an F-predictable process, satisfying
(2.3) gii(t) = − ∑
j: j 6=i
gij(t), gij(t) ≥ c1 > 0, E
[
∑
i,j: j 6=i
∫
(0,T]
gij(t) dt
]
< +∞.
The assumption that gij is lower bounded away from zero is imposed to eliminate
zero off-diagonal entries of G. In view of e.g. Theorem 4.7.3 in [EK09] or Theorem
20.6 in [RW00] (for the finite state-space and time independent case with deter-
ministic Q-matrix), given the Q-matrix G and a probability measure ξ over I, there
exists a unique probability measure P on (Ω,F ) under which the coordinate pro-
cess x is a time-inhomogeneous pure jump process (or chain) with intensity matrix
G and starting distribution ξ i.e. such that P ◦ x−1(0) = ξ. Equivalently, P solves
the martingale problem for G with initial probability distribution ξ meaning that,
for every f on I, the process defined by
(2.4) M f (t) := f (x(t))− f (x(0))−
∫
(0,t]
(G(s) f )(x(s)) ds
is a local martingale relative to (Ω,F ,F0), where
G(s) f (i) := ∑
j
gij(s) f (j) = ∑
j: j 6=i
gij(s)( f (j)− f (i)), i ∈ I,
and
(2.5) G(s) f (x(s)) = ∑
i,j: j 6=i
Ii(s)gij(s)( f (j)− f (i)).
If theQ-matrix G is deterministic, x become a time-inhomogeneous Markov chain.
By Lemma 21.13 in [RW00], the compensated processes associated with the
counting processes Nij defined by
(2.6) Mij(t) = Nij(t)−
∫
(0,t]
Ii(s
−)gij(s) ds, Mij(0) = 0,
are zero mean, square integrable and mutually orthogonal P-martingales whose
predictable quadratic variations are
(2.7) 〈Mij〉t =
∫
(0,t]
Ii(s
−)gij(s) ds.
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Moreover, at jump times t we have
(2.8) ∆Mij(t) = ∆Nij(t) = Ii(t
−)Ij(t).
Thus, the optional variation of M
[M]t = ∑
0<s≤t
|∆M(s)|2 = ∑
0<s≤t
∑
i,j: j 6=i
|∆Mij(s)|
2 = ∑
0<s≤t
∆Mx(s−),x(s)(s)
is
(2.9) [M]t = ∑
0<s≤t
∑
i,j: j 6=i
Ii(s
−)Ij(s) = ∑
i,j: j 6=i
Nij(t).
Moreover, in view of (2.3),
(2.10) E [[M]t] ≤ E
[
∑
i,j: j 6=i
∫
(0,t]
gij(s)ds
]
< +∞.
We call M := {Mij, i 6= j} the accompanying martingale of the counting process
N := {Nij, i 6= j} or of the chain x.
We denote by F := (Ft)0≤t≤T the completion of (F
0
t )t≤T with the P-null sets
of Ω. For simplicity, in Sections 4 and 5 below, we will eventually assume that F0
is trivial. Hereafter, a process from [0, T]×Ω into a measurable space is said pre-
dictable (resp. progressively measurable) if it is predictable (resp. progressively
measurable) w.r.t. the predictable σ-field on [0, T]×Ω (resp. F).
For a real-valued matrix m := (mij, i, j ∈ I) indexed by I × I, we let
(2.11) ‖m‖2g(t) := ∑
i,j: i 6=j
|mij|
2gij(t)1{w(t−)=i} < ∞.
If m is time-dependent, we simply write ‖m(t)‖2g.
Let (Zij, i 6= j) be a family of predictable processes and set
(2.12) ‖Z(t)‖2g := ∑
i,j: i 6=j
Z2ij(t)gij(t)Ii(t
−), 0 < t ≤ T,
(2.13) ∑
0<s≤t
Z(s)∆M(s) := ∑
0<s≤t
∑
i,j: i 6=j
Zij(s)∆Mij(s) = ∑
0<s≤t
Zx(s−),x(s)(s).
Consider the local martingale
(2.14) W(t) =
∫
(0,t]
Z(s)dM(s) := ∑
i,j: i 6=j
∫
(0,t]
Zij(s)dMij(s).
Then, the optional quadratic variation of the local martingaleW
[W]t = ∑
0<s≤t
|Z(s)∆M(s)|2 = ∑
0<s≤t
∑
i,j: i 6=j
Z2ij(s)|∆Mij(s)|
2
is
(2.15) [W]t = ∑
0<s≤t
Z2x(s−),x(s)(s)∆Mx(s−),x(s)(s)
and its compensator is
(2.16) 〈W〉t =
∫
(0,t]
‖Z(s)‖2gds.
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Provided that
(2.17) E
[∫
(0,T]
‖Z(s)‖2gds
]
< ∞,
W is a square-integrable martingale if and only if E [[W]T ] < +∞ if and only if
E[〈W〉T] < +∞. In this case, we have
(2.18) E[W2(t)] = E [[W]t] = E[〈W〉t], 0 ≤ t ≤ T.
Moreover, the following Doob’s inequality holds:
(2.19) E
[
sup
0≤t≤T
∣∣∣∣∫
(0,t]
Z(s)dM(s)
∣∣∣∣2
]
≤ 4E
[∫
(0,T]
‖Z(s)‖2gds
]
.
If Z˜ is another predictable process that satisfies (2.17), setting
(2.20) 〈Z(t), Z˜(t)〉g := ∑
i,j: i 6=j
Zij(t)Z˜ij(t)Ii(t
−)gij(t), 0 ≤ t ≤ T,
and considering the martingale
W˜(t) =
∫
(0,t]
Z˜(s)dM(s) := ∑
i,j: i 6=j
∫
(0,t]
Z˜ij(s)dMij(s),
it is easy to see that
(2.21) E
[
[W, W˜]t
]
= E
[∫
(0,t]
〈Z(s), Z˜(s)〉gds
]
.
2.2. Markov chain BSDEs. Our approach to show existence of an optimal con-
trol and a value of the zero-sum game is based on solutions (Y,Z) of Markov
chain backward stochastic differential equations (BSDEs) with data (φ, ζ) defined
on (Ω,F ,F, P) by
(2.22) − dY(t) = φ(t,ω,Y(t−),Z(t))dt− Z(t)dM(t), Y(T) = ζ.
Definition 2.1. A solution (Y,Z) of the BSDE (2.22) consists of an adapted process Y
which is right-continuous with left limits and a predictable process Z which satisfy
E
[
|Y|2T +
∫
(0,T]
‖Z(s)‖2gds
]
< ∞.
Uniqueness of this solution occurs P-a.s. for Y and equality dP× gij(s
−)Ii(s
−)ds-almost
everywhere for Z.
If (Y,Z) solves (2.22) then by taking conditional expectation w.r.t. Ft, we obtain
the following representation:
Y(t) = E
[
ζ +
∫
(t,T]
φ(s,ω,Y(s−),Z(s)) ds
∣∣∣Ft], t ∈ [0, T].
Moreover, t 7→ Y(t) is right-continuous with left limits. Therefore, Y(t−) =
Y(t) dt-a.e. Hence, we may write
Y(t) = E
[
ζ +
∫
(t,T]
φ(s,ω,Y(s),Z(s)) ds
∣∣∣Ft], t ∈ [0, T].
For existence and uniqueness results of solutions of Markov chain BDSEs (2.22)
based on the martingale representation theorem (L2-theory) we refer to the series
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of papers by Cohen and Elliott (see e.g. [CE12] and [CE15] and the references
therein).
Below, we establish existence of an optimal control and a saddle-point for the
zero-sum game using some properties of a class of linear BSDEs for which ζ is a
bounded random variable and the driver φ is of the form
(2.23) φ(t, x, y, z) := κ(t, x)y+ γ(t, x, z) with γ(t, x, 0) = 0,
where
(A1) κ is a bounded and progressively measurable process,
(A2) P-a.s., for all t ∈ [0, T], y ∈ R, z1 = (z1ij), z
2 = (z2ij), z
1
ij, z
2
ij ∈ R
(2.24) φ(t, x, y, z1)− φ(t, x, y, z2) = 〈ℓ(t, x, z1, z2), z1 − z2〉g,
for some predictable process ℓ = (ℓij, i, j ∈ I) such that for every t ∈ [0, T],
‖ℓ(t)‖g ≤ a(t), P-a.s. ,
where (a(t))t is a non-negative predictable processwhich belongs to L2([0, T]×
Ω, dt⊗ dP). Moreover, there exists a probability measure P˜ on (Ω,F ) un-
der which the processes
(2.25) M˜ij(t) = Mij(t)−
∫
(0,t]
ℓij(s)Ii(s
−)gijds
are zero mean, square integrable and mutually orthogonal P˜-martingales.
The relation (2.24) is called condition (Aγ) in [Roy06] and in [CE15] φ is called
’balanced’. It constitutes the key assumption which makes the following compar-
ison result for solutions of Markov chain BSDEs possible. For a proof see [Roy06]
and [CE15].
Proposition 2.2 (Comparison theorem). Let (ζ, φ) and (ζ˜, φ˜) be input data for two
BSDEs of the form (2.22), with solutions (Y,Z) and (Y˜, Z˜) respectively. Suppose
(a) ζ ≥ ζ˜ P-a.s. ,
(b) φ(t, x, y, z) ≥ φ˜(t, x, y, z) dt⊗ dP-a.s. for all (y, z)
and at least one of φ and φ˜ satisfies (2.24).
Then
Y ≥ Y˜ P-a.s.
Let (Y,Z) be a solution of the BSDE (2.22) with driver (2.23). Since γ(t, x, 0) = 0,
by (2.24), we may write
(2.26) φ(t, x, y, z) = κ(t, x)y+ 〈ℓ(t, x, z, 0), z〉g,
where ℓ(t, x,Z(t), 0) is such that (2.25) holds. Then Y admits the explicit represen-
tation
(2.27) Y(t) = E˜
[
ζe
∫
(t,T] k(s,x)ds|Ft
]
,
where the conditional expectation is taken w.r.t. P˜.
In the next proposition we summarize existence and uniqueness of solutions of
the BSDE (2.22) with driver of the form (2.23).
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Proposition 2.3. Let φ be of the form (2.23) and satisfies the assumptions (A1) and (A2).
Moreover, let ζ be an FT-measurable and bounded random variable. Then, the BSDE
(2.22) associated with (φ, ζ) admits a unique solution (Y,Z) for which Y satisfies (2.27)
(thus bounded) and
E
[∫
(0,T]
‖Z(s)‖2gds
]
< ∞.
The proof of the theorem is similar to that of the Brownian motion driven BS-
DEs derived in [HL95], Theorem I-3, using an approximation scheme by mono-
tone sequences of solutions of standard Markov chain BSDEs for which existence,
uniqueness and comparison results (see Proposition (2.2)) are similar to that of
the Brownian motion driven BSDEs derived in [PP90] and [EKPQ97], along with
the properties (2.18) and (2.19) related to the martingale W displayed in (2.14) to-
gether with Itoˆ’s formula for semimartingales driven by jump processes. We omit
the details.
2.3. The Wasserstein distance for Probability measures on I. Let P(I) denote
the set of probability measures on I.
For µ, ν ∈ P(I), the 2-Wasserstein distance is defined by the formula
(2.28) d(µ, ν) := inf
{(∫
I×I
|x− y|2F(dx, dy)
)1/2}
over F ∈ P(I× I)with marginals µ and ν. It has also the following formulation in
terms of a coupling between two random variables X and Y defined on the same
probability space:
(2.29) d(µ, ν) = inf
{(
E
[
|X− Y|2
])1/2
, law(X) = µ, law(Y) = ν
}
.
The 1-Wasserstein (or Kantorovich-Rubinstein) distance is defined by the formula
(2.30) d1(µ, ν) := inf
{∫
I×I
|x− y|F(dx, dy)
}
over F ∈ P(I× I)with marginals µ and ν. It has the following dual representation
(2.31) d1(µ, ν) = sup
‖ψ‖Lip≤1
{∫
I
ψ dµ−
∫
I
ψ dν
}
over Lipschitz functions ψ with Lipschitz constant less or equal to one. This dis-
tance is very natural when the jump intensities are e.g. of the type λij(t, x,
∫
yµ(dy)).
By the Cauchy-Schwarz inequality we have
d1(µ, ν) ≤ d(µ, ν).
Similarly, on (Ω,F) we define the 2-Wasserstein metric between two probability
measures P and Q as
(2.32) Dt(P,Q) := inf
{(∫
Ω×Ω
|x− y|2tR(dx, dy)
)1/2}
, 0 ≤ t ≤ T,
over R ∈ P(Ω×Ω) with marginals P and Q.
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We have
(2.33) Ds(P,Q) ≤ Dt(P,Q), 0 ≤ s ≤ t.
Moreover, for P,Q ∈ P(Ω) with time marginals Pt := P ◦ x−1(t) and Qt := Q ◦
x−1(t), the 2-Wasserstein distance between Pt and Qt satisfies
(2.34) d(Pt,Qt) ≤ Dt(P,Q), 0 ≤ t ≤ T.
Endowed with the 2-Wasserstein metric DT, P2(Ω) is a complete metric space.
Moreover, DT carries out the usual topology of weak convergence.
3. EXISTENCE OF CONTROLLED MEAN-FIELD JUMP PROCESSES
In this section we show existence and uniqueness of controlled jump processes
of mean-field type using the 2-Wasserstein distance as a carrier of the topology
of weak convergence. A construction of such processes using the total variation
distance is given in [CDT16].
Let (U, δ) be a compact metric space with its Borel field B(U) and U the set of
F-progressively measurable processes u = (u(t), 0 ≤ t ≤ T)with values in U. We
call U the set of admissible controls.
We would like to show that, for each u ∈ U , there exists a unique probability
measure Pu on (Ω,F ) under which the coordinate process x is a jump process
with intensities
(3.1) λuij(t) := λij(t, x, P
u ◦ x−1(t), u(t)), i, j ∈ I, 0 ≤ t ≤ T.
We assume the following.
(B1) For anyQ ∈ P(Ω), u ∈ U and i, j ∈ I, the process ((λij(t, x,Q ◦ x
−1(t), u(t)))t
is predictable and satisfies, for every t ∈ [0, T], w ∈ Ω, µ ∈ P(I) and i 6= j,
inf
u∈U
λij(t,w, µ, u) > 0.
(B2) For p = 1, 2 and for every t ∈ [0, T], w ∈ Ω, u ∈ U and µ ∈ P2(I),
∑
i,j: j 6=i
|j− i|pλij(t,w, µ, u) ≤ C(1+ |w|
p
t +
∫
|y|pµ(dy)).
(B3) For p = 1, 2 and for every t ∈ [0, T], w, w˜ ∈ Ω and µ, ν ∈ P(I),
∑
i,j: j 6=i
|j− i|p|λij(t,w, µ, u)− λij(t, w˜, ν, v)| ≤ C(|w− w˜|
p
t + d
p(µ, ν) + δp(u, v)).
(B4) The following holds for the Q-matrix (gij) and the probability measure ξ
on I.
∑
i,j: j 6=i
|j− i|2gij < ∞, ‖ξ‖
2
2 :=
∫
|y|2ξ(dy) < ∞.
Remark 3.1. (1) The positivity of λ in (B1) is imposed to enable the construction of
Pu by using a Girsanov-type change of probability measure.
(2) The Lipschitz continuity condition (B3) of λ w.r.t. the control parameter is used
to only show that the map u 7→ Pu is continuous. It will not be needed to prove
the main result, Theorem (4.10).
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Examples of intensities satisfying (B2) and (B3) include the following class of
mean-field versions of the so-called reaction models of polynomial type (see e.g.
[Che04], pp. 460-463).
Example 3.2. Mean-field Schlo¨gl and Autocatalytic models. In the mean-field ver-
sion of the Schlo¨gl model (cf. [NP77], [Che04], [DZ91], [FZ92] and [Fen94]) the inten-
sities are of the form:
• Schlo¨gl’s first model
λij(u,w, µ) :=

νij if j 6= i+ 1, i− 1,
β0 + β1
∫
yµ(dy) if j = i+ 1,
δ1
∫
yµ(dy) + δ2
∫
y(y− 1)µ(dy) if j = i− 1,
where the control parameter is u := (β0, β1, δ1, δ2). When β0 = δ1 = 0 we
obtain the Autocatalytic model.
• Schlo¨gl’s second model
λij(u,w, µ) :=

νij if j 6= i+ 1, i− 1,
β0 + β2
∫
y(y− 1)µ(dy) if j = i+ 1,
δ1
∫
yµ(dy) + δ3
∫
y(y− 1)(y− 2)µ(dy) if j = i− 1.
The control parameter is u := (β0, β2, δ1, δ3). This model requires the use of the
3-Wasserstein metric.
In these examples, the entries of the control parameter are all strictly positive. Moreover,
(νij)ij is a deterministic Q-matrix for which there exists N0 ≥ 1 such that νij = 0 for
|j− i| ≥ N0 and νij > 0 for |j− i| < N0.
For u ∈ U , let Qu ∈ P2(Ω) and P
u be the probability measure on (Ω,F ) for
which the coordinate process x is a jump process with intensity
(3.2) λij(t, x,Q
u ◦ x−1(t), u(t)), i, j ∈ I, 0 ≤ t ≤ T.
Such a probability measure exists because the intensity matrix is standard.
Existence and uniqueness of a mean-field jump process with intensity (3.1) boils
down to showing that Pu = Qu i.e. Qu is a fixed point.
We have
Theorem 3.3. Assume λ satisfies the conditions (B1)-(B3). Then, for each admissible
control process u ∈ U , the map
Φ : P2(C) −→ P2(C)
Qu −→ Φ(Qu) := Pu
under which the coordinate process x is a jump process with intensity (3.2) and initial
distribution ξ having finite second moment, is well defined. Moreover, it admits a unique
fixed point.
Proof. The proof uses the Skorohod’s representation theorem (see [EK09], Theorem
3.1.8). To this end, the admissible control processes u ∈ U should be seen as
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random variables taking values in a Polish space. This is possible only if we are
able to put a suitable topology on the set of controls. Indeed, denote
(3.3) Û := {u : [0, T] −→ U; utmeasurable}.
By [Eke74], Lemma 7.2, the following metric
(3.4) δE(u, v) := meas({t ∈ [0, T], δ(u(t), v(t)) > 0})
is a distance, where ’meas(A)’ of a subset A of [0, T] denotes its Lebesguemeasure.
Moreover, the metric space (Û , δE) is a separable complete metric (i.e. a Polish)
space. The space Ω × Û , being Polish, we can apply Skorohod’s representation
theorem to the pair (x, u) : Ω −→ Ω × Û , using the same argument as [EK09],
Theorem 6.4.1, as follows. There exists a probability space (Ω̂, F̂ , P̂) on which are
defined a sequence N0ij, j 6= i, of independent Poisson processes with intensity 1, a
Û -valued process u¯ and a random variable ζ such that
(3.5) xQ
u¯
(t) = ζ + ∑
i,j: i 6=j
(j− i)N0ij
(∫
(0,t]
λij(s, x
Qu¯ ,Qu¯(s), u¯(s))ds
)
and
(3.6) xQ˜
u¯
(t) = ζ + ∑
i,j: i 6=j
(j− i)N0ij
(∫
(0,t]
λij(s, x
Q˜u¯ , Q˜u¯(s), u¯(s))ds
)
,
and for which u¯ has the same distribution as u, xQ
u¯
(resp. xQ˜
u¯
) has the same distri-
bution as the coordinate process x under Φ(Qu) (resp. Φ(Q˜u)),Qu¯(t) (resp. Q˜u¯(t))
is the t-marginal distribution of xQ
u¯
(resp. xQ˜
u¯
) and ζ has the same distribution
ξ(dy) as x(0) under Φ(Qu) and Φ(Q˜u). In particular,
(3.7) ‖Φ(Qu)‖22 = Ê[|x
Qu¯ |2T ].
Moreover, we have the ’coupling’ inequality (cf. (2.29)):
(3.8) D2t (Φ(Q
u),Φ(Q˜u)) ≤ Ê
[
|xQ
u¯
− xQ˜
u¯
|2t
]
, 0 ≤ t ≤ T,
where Ê denotes the expectation w.r.t. the probability measure P̂ on the new prob-
ability space.
Given Qu ∈ P2(Ω) we first show that P
u := Φ(Qu) ∈ P2(Ω) i.e. ‖P
u‖22 =
Ê[|xQ
u¯
|2T ] < ∞. Since the N
0
ij, i 6= j, are mutually independent, we obtain from
(3.5) that
Ê[|xQ
u¯
|2T ] ≤ C
(
‖ξ‖22 + ∑
i,j: i 6=j
(j− i)2Ê
[(
N0ij
(∫
(0,T]
λij(s, x
Qu¯ ,Qu¯(s), u¯(s))ds
))2])
.
But, by the Meyer-Doob decomposition of the time changed processes
N0ij
(∫ T
0 λij(s, x
Qu¯ ,Qu¯(s), u¯(s))ds
)
, we have
∑
i,j: i 6=j
(j− i)2Ê
[(
N0ij
(∫
(0,T] λij(s, x
Qu¯ ,Qu¯(s), u¯(s))ds
))2]
≤
∫
(0,T] Ê
 ∑
i,j: i 6=j
(j− i)2λij(s, x
Qu¯ ,Qu¯(s), u¯(s)) +
(
∑
i,j: i 6=j
|j− i|λij(s, x
Qu¯ ,Qu¯(s), u¯(s))
)2 ds.
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Thus, by (B2) we get
(3.9) Ê[|xQ
u¯
|2T ] ≤ C
(
1+ ‖ξ‖22 + ‖Q
u‖2T +
∫
(0,T]
Ê[|xQ
u¯
|2s ]ds
)
and by Grownwall’s inequality, we finally have
(3.10) ‖Pu‖22 = Ê[|x
Qu¯ |2T ] ≤ Ce
CT
(
1+ ‖ξ‖22 + ‖Q
u‖2T
)
,
which shows that the mapping Φ is well defined.
For a positive integer N, let ΦN denote the N-fold composition of the map Φ.
If we show that, for N large enough, ΦN is a contraction i.e. given Q := Qu and
Q˜ := Q˜u in P2(C),
D2T(Φ
N(Q),ΦN(Q˜)) ≤ kND
2
T(Q, Q˜),
for some constant kN < 1, then Φ admits a unique fixed point.
Indeed, again, since the N0ij, i 6= j, are mutually independent, we have
Ê
[
|xQ
u¯
− xQ˜
u¯
|2t
]
= ∑
i,j: i 6=j
(j− i)2Ê
[(
Nij(t)− N˜ij(t)
)2]
,
where, by the stationarity of the Poisson process, the processes
Nij(t) := N
0
ij
(∫
(0,t] λij(s, x
Qu¯ ,Qu¯(s), u¯(s))ds
)
,
N˜ij(t) := N
0
ij
(∫
(0,t] λij(s, x
Q˜u¯ , Q˜u¯(s), u¯(s))ds
)
satisfy
Ê
[(
Nij(t)− N˜ij(t)
)2]
= Ê
[(
N0ij
(∣∣∣ ∫(0,t] (λij(s, xQu¯ ,Qu¯(s), u¯(s))− λij(s, xQ˜u¯ , Q˜u¯s , u¯(s))) ds∣∣∣))2]
≤ Ê
[∫
(0,t]
∣∣∣λij(s, xQu¯ ,Qu¯(s), u¯(s))− λij(s, xQ˜u¯ , Q˜u¯(s), u¯(s))∣∣∣ds]
+Ê
[∫
(0,t]
∣∣∣λij(s, xQu¯ ,Qu¯(s), u¯(s))− λij(s, xQ˜u¯ , Q˜u¯(s), u¯(s))∣∣∣2 ds] .
Therefore,
Ê
[
|xQ
u¯
− xQ˜
u¯
|2t
]
≤
∫
(0,t] Ê
[
∑
i,j: i 6=j
(j− i)2
∣∣∣λij(s, xQu¯ ,Qu¯(s), u¯(s))− λij(s, xQ˜u¯ , Q˜u¯(s), u¯(s))∣∣∣
+
(
∑
i,j: i 6=j
|j− i|
∣∣∣λij(s, xQu¯ ,Qu¯(s), u¯(s))− λij(s, xQ˜u¯ , Q˜u¯(s), u¯(s))∣∣∣
)2 ds.
Using (B4), we obtain
(3.11) Ê
[
|xQ
u¯
− xQ˜
u¯
|2t
]
≤ C
∫
(0,t]
(
Ê
[
|xQ
u¯
− xQ˜
u¯
|2s
]
+ d2(Qu(s), Q˜u(s))
)
ds.
Gronwall’s inequality yields
Ê
[
|xQ
u¯
− xQ˜
u¯
|2t
]
≤ C
∫
(0,t]
d2(Qu(s), Q˜u(s))ds.
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Hence, in view of (2.34) and (3.8) we have
D2t (Φ(Q),Φ(Q˜)) ≤ C
∫
(0,t]
D2s (Q, Q˜)ds.
Iterating this inequality, we obtain, for every N > 0,
D2T(Φ
N(Q),ΦN(Q˜)) ≤ CN
∫
(0,T]
(T−t)N−1
(N−1)!
D2t (Q, Q˜)dt ≤
CNTN
N! D
2
T(Q, Q˜),
where ΦN denotes the N-fold composition of the map Φ. Hence, for N large
enough, ΦN is a contraction which entails that Φ admits a unique fixed point. 
In view of (B4), mimicking the proof of (3.10) we obtain the following
Corollary 3.4. There exists a positive constant C, independent of the control u, such that
(3.12) sup
u∈U
‖Pu‖22 = sup
u∈U
Eu[|x|2T ] ≤ Ce
CT
(
1+ ‖ξ‖22
)
.
In particular,
(3.13) ‖P‖22 = E[|x|
2
T ] ≤ Ce
CT
(
1+ ‖ξ‖22
)
.
Again mimicking the proof of (3.10) and using the Lipschitz continuity (B3) of
the intensity process w.r.t. (w, u, µ), we further have the following estimate of the
Wasserstein distance between Pu and Pv. The estimate below uses the expectation
w.r.t. the probability measure P̂ and (u¯, v¯) constructed as above using the Skoro-
hod’s representation theorem.
Lemma 3.5. For every u, v ∈ U , it holds that
(3.14) D2T(P
u, Pv) ≤ CeCT Ê[
∫
(0,T]
δ2(u¯(t), v¯(t))dt],
In particular, the function u 7→ Pu from (U, δ) into (P2(Ω),DT) is Lipschitz continuous:
for every u, v ∈ U,
(3.15) DT(P
u, Pv) ≤ CeCTδ(u, v).
In the rest of the paper, we let P be the probability under which x is a time-
homogeneousMarkov chain such that P ◦ x−1(0) = ξ andwith deterministic time-
independent Q-matrix (gij)ij satisfying (2.3).
4. THE RISK SENSITIVE CONTROL PROBLEM
Given an admissible control u ∈ U , we consider the probability measure Pu on
(Ω,F ) under which the coordinate process x is a pure jump process with intensity
λu(t) = (λuij(t)), where
(4.1) λu(t) := λ(t, x, Pu ◦ x−1(t), u(t)), 0 ≤ t ≤ T.
The payoff functional J(u), u ∈ U , associated with the controlled probability mea-
sure Pu is
(4.2) J(u) := Eu
[
exp
(∫ T
0
f (t, x, Pu ◦ x−1t , ut)dt+ h(xT , P
u ◦ x−1T
)]
,
We want to find an optimal control u∗ ∈ U for which
(4.3) J(u∗) = min
u∈U
J(u),
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and characterize the optimal cost functional J(u∗). The corresponding optimal
dynamics is given by the probability measure P∗ on (Ω,F ) under which the co-
ordinate process x is a pure jump process with intensity λu
∗
(t), 0 ≤ t ≤ T. This
is achieved by characterizing the risk sensitive payoff J(u) of the control problem
given by (4.3) in terms of an entropic BSDE and the comparison result for solutions
of Markov chain BSDEs (see Proposition (2.2)).
We first recall the definition of an entropic Markov chain BSDE and given some
further estimates and properties of the controlled intensities λu needed below.
Definition 4.1. A process (Y,Z) defined on (Ω,F ,F, P) is called solution of an entropic
Markov chain BSDE with data (φ, ζ) if it satisfies
(4.4)
{
−dY(t) = {φ(t,ω,Y(t−),Z(t)) + 〈τ(Z(t)), 1〉g}dt− Z(t)dM(t),
Y(T) = ζ,
where τ(z) := ez − z− 1 is the convex conjugate of the function τ∗(z) := z ln z− z+ 1
which is the entropy associated with the Poisson process with intensity 1.
Combining (2.3), (B2), (3.12) and (3.13), we obtain the following
Lemma 4.2. There exists a positive constant CT independent of the controls u such that
(4.5) E
[∫
(0,T]
ess sup
u∈U
‖λu(t)‖2gdt
]
≤ CT .
Proof. We have
E[
∫
(0,T] ess sup
u∈U
‖λu(t)‖2gdt] ≤
(
∑
i,j:i 6=j
gij
)
E
∫
(0,T] ess sup
u∈U
(
∑
i,j:i 6=j
λuij(t)
)2
dt

≤ C
(
∑
i,j:i 6=j
gij
)
(1+ E[|x|2T ] + supu∈U ‖P
u‖2)
≤ C
(
∑
i,j:i 6=j
gij
) (
1+ E[|x|2T] + e
CT
(
1+ ‖ξ‖22
))
:= CT .

For (t, u) ∈ [0, T]× U , set
ℓ
u(t) := ℓ(t, x, Pu ◦ x−1(t), u(t)),
where
(4.6) ℓuij(t) :=
{
λuij(t)
gij
− 1 if i 6= j,
0 if i = j,
Using (4.5), we readily obtain
(4.7) E
[∫
(0,T]
ess sup
u∈U
‖ℓu(t)‖2gdt
]
≤ CT,
where CT is a positive constant CT independent of the controls u.
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Consider the Dole´ans-Dade exponential
(4.8) Lut := ∏
i,j
i 6=j
exp
{∫
(0,t]
ln
λuij(s)
gij
dNij(s)−
∫
(0,t]
(λuij(s)− gij)Ii(s)ds
}
,
which is the solution of the following linear stochastic integral equation
(4.9) Lut = 1+
∫
(0,t]
Lus− ∑
i,j: i 6=j
Ii(s
−)ℓuij(s)dMij(s),
where (Mij)ij is the P-martingale given in (2.6). We have the following Girsanov-
type result.
Proposition 4.3 (Girsanov density). Assume λu and ξ satisfy (B1)-(B4). Then, Lu is
a P-martingale. Furthermore, dPu := Lu(T)dP.
For a proof of the proposition see the appendix.
An important consequence of this proposition is that, under Pu, the processes
(4.10) Muij(t) := Mij(t)−
∫
(0,t]
ℓ
u
ij(s)Ii(s
−)gijds
are zeromean, square integrable and mutually orthogonal martingales whose pre-
dictable quadratic variations are
(4.11) 〈Muij〉t =
∫
(0,t]
Ii(s
−)λuij(s)ds.
In the next corollary we display an extension of Proposition (4.3) to intensities
involving the essential infimum and supremum of λu w.r.t. u, that will be used
below, such as the following case. Let φ = (φij)ij and φ¯ = (φ¯ij)ij be predictable
process and define the predictable process λ̂(t, x) = (λ̂ij(t, x))ij (depending on
φ, φ¯)) given by
(4.12) λ̂ij(t, x) := ess inf
u∈U
λuij(t)1{φij(t)>φ¯ij(t)}+ ess sup
u∈U
λuij(t)1{φij(t)≤φ¯ij(t)}, i 6= j.
In view of (3.12), it is readily seen that λ̂ satisfies similar conditions as (B1)-(B3).
In particular,
∑
i 6=j
λ̂ij(t, x) ≤ C(1+ |x|t + sup
u∈U
‖Pu‖2) ≤ CT(1+ ‖ξ‖2 + |x|t),
where CT is a positive constant independent of u. Moreover, it is easily seen that
the predictable process ℓ̂(t, x) = (ℓ̂ij(t, x))ij defined by
ℓ̂ij(t, x) =
λ̂ij(t, x)
gij
− 1, i 6= j, ℓ̂ii(t, x) = 0,
satisfies
(4.13) ℓ̂ij(t, x) := ess inf
u∈U
ℓ
u
ij(t)1{φij(t)>φ¯ij(t)}+ ess sup
u∈U
ℓ
u
ij(t)1{φij(t)≤φ¯ij(t)}, i 6= j.
Mimicking the proof of Proposition (4.3) we obtain the following
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Corollary 4.4. Let λ̂ be an intensity process satisfying
(4.14) ∑
i 6=j
λ̂ij(t, x) ≤ CT(1+ ‖ξ‖2 + |x|t),
where CT is a positive constant independent of u. Then the Dole`ans-Dade process L̂ given
by
L̂t = 1+
∫
(0,t]
L̂s− ∑
i,j: i 6=j
Ii(s
−)ℓ̂ij(s)dMij(s)
is a true martingale. Moreover, under the probability measure P̂ defined by dP̂ := L̂(T)dP,
the processes
(4.15) M̂ij(t) := Mij(t)−
∫
(0,t]
ℓ̂ij(s)Ii(s
−)gijds
are zero mean, square integrable and mutually orthogonal martingales whose predictable
quadratic variations are
(4.16) 〈M̂ij〉t =
∫
(0,t]
Ii(s
−)λ̂ij(s)ds.
4.1. An entropic BSDE characterization of the risk sensitive payoff. In the next
propositionwe show that the risk sensitive payoff functional J(u) can be expressed
in terms of the unique solution of an entropic Markov chain BSDE.
In the rest of the paper, we will assume that F0 is the trivial σ-algebra which
implies that x(0) is a given deterministic point x0 in I.
Given z ∈ RI×I , the set of real-valued I × I-matrices, we introduce the Hamil-
tonian associated with the optimal control problem (4.2)
(4.17) H(t, x, u, z) := f (t, x, Pu ◦ x−1(t), u(t)) + 〈ℓu(t), ez− 1〉g,
where
〈ℓu(t), ez − 1〉g := ∑
i,j: i 6=j
(ezij − 1)ℓuij(t)gij1{x(t−)=i}.
Proposition 4.5. Assume the conditions (B1)-(B4) hold and that f and h are uniformly
bounded. Then, for any admissible control u ∈ U , the entropic BSDE
(4.18)
{
−dYu(t) = {H(t, x, u,Zu(t)) + 〈τ(Zu(t)), 1〉g}dt− Zu(t)dM(t),
Yu(T) = h(x(T), Pu ◦ x−1(T)).
admits a unique solution (Yu,Zu) for which Yu is bounded and
(4.19) E
[∫
(0,T]
‖eZ
u(s)− 1‖2gds
]
< ∞.
Furthermore, Yu is explicitly given by the formula
(4.20) eY
u(t) = Eu
[
exp {h(xT, P
u ◦ x−1T ) +
∫ T
t
f (s, x, Pu ◦ x−1s , us)ds}|Ft
]
.
In particular, J(u) = eY
u(0).
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Proof. Let | f |∞ and |h|∞ denote the uniform bounds of f and h. Performing the
change of variable yu(t) := eY
u(t)+
∫ t
0 f (s,x,P
u◦x−1(s),u(s))ds, ψu(t) := eZ
u(t) − 1 and
applying Itoˆ’s lemma, the process (yu,ψu) satisfies the BSDE{
−dyu(t) = 〈ℓu(t), yu(t−)ψu(t)〉gdt− yu(t−)ψu(t)dM(t),
yu(T) = exp {h(xT , P
u ◦ x−1T ) +
∫ T
0 f (s, x, P
u ◦ x−1(s), u(s))ds},
Letting further ϕu(t) := yu(t−)ψu(t), the process (yu, ϕu) satisfies the following
linear BSDE
(4.21)
{
−dyu(t) = 〈ℓu(t), ϕu(t)〉gdt− ϕu(t)dM(t),
yu(T) = exp {h(xT , P
u ◦ x−1T ) +
∫ T
0 f (s, x, P
u ◦ x−1(s), u(s))ds},
for which the driver 〈ℓu(t), z〉g is (stochastic) Lipschitz:
|〈ℓu(t), z1〉g − 〈ℓ
u(t), z2〉g| ≤ ‖ℓ
u(t)‖g‖z
1 − z2‖g(t),
where, in view of (4.5), ‖ℓu(t)‖g ∈ L2([0, T]× Ω, dt⊗ dP). By Proposition (2.3),
the BSDE (4.21) admits a unique solution for which
E
[∫
(0,T]
‖ϕu(s)‖2gds
]
< ∞.
Furthermore, noting that by (4.10), under Pu, the process∫
(0,t]
ϕu(s)dMu(s) =
∫
(0,t]
ϕu(s)dM(s)−
∫
(0,t]
〈ℓu(s), ϕu(s)〉gds
is a martingale, we may take the conditional expectation w.r.t. Ft to obtain that
(4.22) yu(t) = Eu
[
exp {h(xT, P
u ◦ x−1T ) +
∫ T
0
f (s, x, Pu ◦ x−1s , us)ds}|Ft
]
which obviously satisfies following estimate
(4.23) ln |yu|T ≤ |h|∞ + | f |∞T, P-a.s.
Since the transformation (Yu,Zu) 7→ (yu, ϕu) defined by
yu(t) = eY
u(t)+
∫ t
0 f (s,x,P
u◦x−1s ,us)ds, Zu(t) := ln((yu)−1(t−)ϕu(t) + 1), 0 ≤ t ≤ T,
is one-to-one, a unique solution (Yu,Zu) to the BSDE (4.18) thus exists and, due
to (4.22), Yu satisfies (4.20). In particular, J(u) = eY
u(0), since F0 is the trivial
σ-algebra.
Since |Yu|t ≤ ln |yu|t, using the estimate (4.23), Yu is indeed bounded. More-
over, we have
E
[∫
(0,T]
‖eZ
u(s)− 1‖2gds
]
< ∞.

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4.2. Existence of an optimal control. In the remaining part of this sectionwewant
to characterize controls u∗ ∈ U such that u∗ = argminu∈U J(u). Away to find such
an optimal control is to proceed as in Proposition 4.5 and introduce an entropic
BSDE whose solution Y∗ satisfies Y∗0 = infu∈U J(u). Then, by comparison, the
problem can be reduced to minimizing the corresponding Hamiltonian H given
by (4.17) and the terminal value h w.r.t. the control u.
Let L denote the σ-algebra of progressively measurable sets on [0, T] × Ω. For
z ∈ RI×I , the set of real-valued I × I-matrix, set
(4.24) H(t, x, z, u) := H(t, x, Pu ◦ x−1t , z, ut).
Since H is continuous in z and a progressively measurable process, it is an L ×
B(RI×I)-random variable. We have
Proposition 4.6. There exists anL-measurable process H∗ such that, for every z ∈ RI×I ,
(4.25) H∗(t, x, z) = ess inf
u∈U
H(t, x, z, u), dP× dt-a.s.
The proof of (4.25) is similar to the one of Proposition 4.4 in [DH16]. We give it
in an appendix for the sake of completeness.
Define the FT-measurable random variable
(4.26) h∗(x) := ess inf
u∈U
h(x(T), Pu ◦ x−1(T)).
Proposition 4.7. Assume the conditions (B1)-(B4) hold and that f and h are uniformly
bounded. Then, there exists a unique solution (Y∗,Z∗) of the entropic BSDE
(4.27)
{
−dY∗(t) = {H∗(t, x,Z∗(t)) + 〈τ(Z∗(t)), 1〉g}}dt− Z∗(t)dM(t),
Y∗(T) = h∗(x),
such that
(4.28) E
[∫
(0,T]
‖eZ
∗(s)− 1‖2gds
]
< ∞,
and there exists a probability measure P̂ on (Ω,F ) which is absolutely continuous w.r.t.
P, under which Y∗ admits the representation
(4.29) eY
∗(t) = Ê
[
exp {h∗(x) +
∫ T
t
ess inf
u∈U
f (s, x, u)ds}|Ft
]
.
Proof. Let | f |∞ and |h|∞ denote the uniform bounds of f and h. Again, performing
the change of variable y(t) := eY
∗(t), ψ(t) := eZ
∗(t) − 1 and applying Itoˆ’s lemma,
the process (y,ψ) satisfies the BSDE
y(t) = eh
∗(x) +
∫
(t,T]
y(s−)H∗(s, x, ln(ψ(s) + 1))ds−
∫
(t,T]
y(s−)ψ(s)dM(s).
Since y(t) is non-negative, we have
(4.30)
y(t−)H∗(t, x, ln(ψ(t) + 1)) = ess inf
u∈U
{
y(t−) f (t, x, u) + 〈ℓu(t), y(t−)ψ(t)〉g
}
.
Therefore, letting further ϕ(t) := y(t−)ψ(t), the process (y, ϕ) satisfies the follow-
ing linear BSDE
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(4.31)
{
−dy(t) = F(t, x, y(t−), ϕ(t))dt− ϕ(t)dM(t),
y(T) = eh
∗(x),
where
(4.32) F(t, x, y, z) := ess inf
u∈U
{
y f (t, x, u) + 〈ℓu(t), z〉g
}
.
We will now check that F satisfies (2.26). More precisely, we will show that there
exists a predictable process ℓ̂(t, x, z, z¯) satisfying (A2) such that
(4.33) F(t, x, y, z) = ess inf
u∈U
f (t, x, u)y+ 〈ℓ̂(t, x, z, 0), z〉g.
We claim that, for every z, z¯ ∈ RI×I , it holds that (cf. [CE15] pp. 482-483)
(4.34) F(t, x, y, z)− F(t, x, y, z¯) = 〈ℓ̂(t, x, z, z¯), z− z¯〉g,
where ℓ̂(t, x, z, z¯) = (ℓ̂ij(t, x, z, z¯))ij is given by
(4.35) ℓ̂(t, x, z, z¯) = α(t, x, z, z¯)ℓ¯(t, x, z, z¯) + (1− α(t, x, z, z¯))ℓ(t, x, z, z¯),
with
(4.36) α(t, x, z, z¯) =
F(t, x, y, z)− F(t, x, y, z¯)− 〈ℓ(t, x, z, z¯), z− z¯〉g
〈ℓ¯(t, x, z, z¯)− ℓ(t, x, z, z¯), z− z¯〉g
∈ [0, 1],
where, ℓ = (ℓij)ij, ℓ = (ℓij)ij) satisfy
(4.37) 〈ℓ(t, x, z, z¯), z− z¯〉g ≤ F(t, x, y, z)− F(t, x, y, z¯) ≤ 〈ℓ(t, x, z, z¯), z− z¯〉g,
with, for i 6= j,
ℓij(t, x, z, z¯) := ess inf
u∈U
ℓuij(t)1{zij>z¯ij} + ess sup
u∈U
ℓuij(t)1{zij≤z¯ij},
ℓij(t, x, z, z¯) := ess inf
u∈U
ℓuij(t)1{z¯ij>zij} + ess sup
u∈U
ℓuij(t)1{z¯ij≤zij}.
Indeed, we have
F(t, x, y, z)− F(t, x, y, z¯) ≥ ess inf
u∈U
〈ℓu(t), z− z¯〉g
≥ 〈ess inf
u∈U
ℓu(t), (z− z¯)+〉g − 〈ess sup
u∈U
ℓu(t), (z− z¯)−〉g
= 〈ℓ(t, x, z, z¯), z− z¯〉g,
where, (z− z¯)± :=
(
(zij − z¯ij)
±
)
ij
, with ρ+ = max(ρ, 0) and ρ− = max(−ρ, 0), ρ ∈
R. By symmetry, we also have
F(t, x, y, z)− F(t, x, y, z¯) ≤ 〈ℓ(t, x, z, z¯), z− z¯〉g.
Combining these two inequalities and choosing ℓ̂ as in (4.35), we obtain (4.34).
Moreover, since for every u ∈ U , i 6= j, ℓuij =
λuij
gi j
− 1, the intensity processes
defined by
λij(t, x, z, z¯) := ess inf
u∈U
λuij(t)1{zij>z¯ij} + ess sup
u∈U
λuij(t)1{zij≤z¯ij},
λij(t, x, z, z¯) := ess inf
u∈U
λuij(t)1{z¯ij>zij} + ess sup
u∈U
λuij(t)1{z¯ij≤zij},
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are related to ℓij and ℓij by the formula
(4.38) λij(t, x, z, z¯) = (1+ ℓij(t, x, z, z¯))gij, λij(t, x, z, z¯) := (1+ ℓij(t, x, z, z¯))gij.
Thus, ℓij(t, x, z, z¯) and ℓij(t, x, z, z¯) are both strictly larger than −1. From (4.38), it
follows that the intensity process λ̂(t, x, z, z¯) associated to ℓ̂(t, x, z, z¯) through the
formula λ̂ij(t, x, z, z¯) := (1+ ℓ̂ij(t, x, z, z¯))gij, i 6= j, reads
λ̂ij(t, x, z, z¯) = α(t, x, z, z¯)λ¯ij(t, x, z, z¯) + (1− α(t, x, z, z¯))λij(t, x, z, z¯),
and satisfies (4.14) of Corollary (4.4). Now, since F(t, x, y, 0) = ess inf
u∈U
f (t, x, u)y,
we obtain (4.33). Therefore, by Proposition (2.3), the BSDE (4.31) admits a unique
solution (y, ϕ)which satisfies
E
[∫
(0,T]
‖ϕ(s)‖2gds
]
< ∞,
and
(4.39) y(t) = Ê
[
exp {h∗(x) +
∫ T
t
ess inf
u∈U
f (s, x, u)ds}|Ft
]
,
where the expectation is taken w.r.t. P̂ associated with ℓ̂(t, x, ϕ, 0), from which we
obviously obtain the following estimate:
(4.40) ln |y|T ≤ |h|∞ + | f |∞T, P-a.s.
Since the transformation (y, ϕ) 7→ (Y∗,Z∗) defined by
y(t) = eY
∗(t), Z∗(t) := ln(y−1(t−)ϕ(t) + 1), 0 ≤ t ≤ T,
is one-to-one, a unique solution (Y∗,Z∗) to the BSDE (4.10) thus exists. Moreover,
using the representation (4.39), we obtain (4.29).

We have the following comparison result.
Proposition 4.8 (Comparison). For every t ∈ [0, T], it holds that
(4.41) Y∗(t) ≤ Yu(t), P-a.s., u ∈ U .
Proof. The result follows from Proposition (2.2) since h∗(x) ≤ h(xT, P
u ◦ x−1T ) and
the driver F(t, x, y, z) = ess infu∈U
{
y f (t, x, u) + 〈ℓu(t), z〉g
}
of the BSDE solved
by eY
∗
and the driver b(t, x, y, z, u) := y f (t, x, u) + 〈ℓu(t), z〉g of the BSDE solved
by eY
u
obviously satisfy F(t, x, y, z) ≤ b(t, x, y, z, u). Moreover, both drivers satisfy
(2.24). 
Proposition 4.9 (ε-optimality). Assume that for any ε > 0 there exists uε ∈ U such
that P-a.s.,
(4.42)
{
H∗(t, x,Z∗(t)) ≥ H(t, x,Z∗(t), uε)− ε, 0 ≤ t < T,
h∗(x) ≥ h(x(T), Pu
ε
◦ x−1(T))− ε.
Then,
(4.43) Y∗(t) = ess inf
u∈U
Yu(t), 0 ≤ t ≤ T.
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Proof. It suffices the show that
eY
∗(t) = ess inf
u∈U
eY
u(t), 0 ≤ t ≤ T.
Set y∗(t) = eY
∗(t) and yu
ε
= eY
uε
. As above, (y∗, ϕ∗) solves a BSDE with final value
ζ∗ := eh
∗(x) and driver
F∗(t, x, y, z) := ess inf
u∈U
{ f (t, x, u)y+ 〈ℓu(t), z〉g},
while (yu
ε
, ϕu
ε
) solves a linear BSDE with final value ζε := eh(x(T),P
uε◦x−1(T)) and
driver
b(t, x, y, z, uε) := f (t, x, uε)y+ 〈ℓu
ε
(t), z〉g.
Moreover, by (4.30), the inequalities (4.42) translate into
(4.44)
{
F∗(t, x, y∗(t), ϕ∗(t)) ≥ b(t, x, y∗(t), ϕ∗(t), uε)− εy∗(t), 0 ≤ t < T,
ζ∗ ≥ e−εζε.
By adding and subtracting F(t, x, y∗(t), ϕ∗(t), uε) and F(t, x, y∗(t), ϕu
ε
(t), uε) re-
spectively, and integrating by parts, using the linear structure of F, we obtain
y∗(t)− yu
ε
(t) ≥
∫
(t,T] e
∫ s
t f (r,x,u
ε)dr〈ℓu
ε
(s), ϕ∗(s)− ϕu
ε
(s))〉gds
−
∫
(t,T] e
∫ s
t f (r,x,u
ε)dr(ϕ∗(s)− ϕu
ε
(s))dM(s)
+ζε(e−ε − 1)e
∫ T
t f (r,x,u
ε)dr − ε
∫
(t,T] e
∫ s
t f (r,x,u
ε)dry∗(s)ds.
Taking conditional expectation w.r.t. Pu
ε
and arranging terms, noting that e−ε −
1 ≥ −ε, we obtain
y∗(t) ≥ yu
ε
(t)− εEu
ε
[
e|h|∞+
∫ T
t f (r,x,u
ε)dr +
∫
(t,T]
e
∫ s
t f (r,x,u
ε)dry∗(s)ds|Ft
]
.
Finally, since by (4.39), y∗(t) ≤ e|h|∞+T| f |∞ , we obtain
y∗(t) ≥ yu
ε
(t)− εe|h|∞+T| f |∞(1+ |h|∞ + T| f |∞).
This in turn implies that, for every 0 ≤ t ≤ T, y∗(t) ≥ ess inf
u∈U
yu(t) P-a.s. 
In next theorem, we characterize the set of optimal controls associatedwith (4.3)
under the dynamics Pu.
Theorem 4.10 (Existence of optimal control). If there exists u∗ ∈ U such that
(4.45) H∗(t, x,Z∗(t)) = H(t, x, Pu
∗
◦ x−1(t),Z∗(t), u∗(t)), 0 ≤ t < T,
and
(4.46) h∗(x) = h(x(T), Pu
∗
◦ x−1(T)).
Then,
(4.47) Y∗(t) = Yu
∗
(t) = ess inf
u∈U
Yu(t), 0 ≤ t ≤ T.
In particular, Y∗0 = infu∈U J(u) = J(u
∗).
Proof. In view of Proposition (4.7), the conditions (4.45) and (4.46) imply that Y∗ =
Yu
∗
. Due to (4.43), we obtain (4.47). 
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5. THE TWO-PLAYERS ZERO-SUM GAME PROBLEM
In this section we consider a two-players zero-sum game. Let U (resp. V) be the
set of admissible U-valued (resp. V-valued) control strategies for the first (resp.
second) player, where (U, δ1) and (V, δ2) are compact metric spaces.
For (u, v), (u¯, v¯) ∈ U ×V, we set
(5.1) δ((u, v), (u¯, v¯)) := δ1(u, u¯) + δ2(v, v¯).
The distance δ defines a metric on the compact space U ×V.
Let P be the probability measure on (Ω,F ) such that F0 is trivial under which
x is a time-homogeneous Markov chain such that P ◦ x−1(0) = δx0 , where x0 is a
given point in I, with a deterministic Q-matrix (gij)ij satisfying (2.3) and (B4) i.e.
it satisfies ∑
i,j: j 6=i
|i− j|2gij < ∞. As above, F0 is the trivial σ-algebra.
For (u, v) ∈ U × V , let Pu,v be the measure on (Ω,F ) defined by
(5.2) dPu,v := Lu,vT dP,
where
(5.3) Lu,v(t) := ∏
i,j
i 6=j
exp
{∫
(0,t]
ln
λu,vij (s)
gij
dNij(s)−
∫
(0,t]
(λu,vij (s)− gij)Ii(s)ds
}
,
(5.4) λu,vij (t) := λij(t, x, P
u ◦ x−1(t), u(t), v(t)), i, j ∈ I, 0 ≤ t ≤ T,
satisfying the following assumptions.
(C1) For any Q ∈ P(Ω), (u, v) ∈ U × V and i, j ∈ I, the process ((λij(t, x,Q ◦
x−1(t), u(t), v(t)))t is predictable and satisfies, for every t ∈ [0, T], w ∈
Ω, µ ∈ P(I) and i 6= j,
inf
(u,v)∈U×V
λij(t,w, µ, u, v) > 0.
(C2) For p = 1, 2 and for every t ∈ [0, T], w ∈ Ω, u ∈ U, v ∈ V and µ ∈ P2(I),
∑
i,j: j 6=i
|j− i|pλij(t,w, µ, u, v) ≤ C(1+ |w|
p
t +
∫
|y|pµ(dy)).
(C3) For p = 1, 2 and for every t ∈ [0, T], w, w˜ ∈ Ω, (u, v), (u˜, v˜) ∈ U × V and
µ, ν ∈ P(I),
∑
i,j: j 6=i
|j− i|p|λij(t,w, µ, u, v)− λij(t, w˜, ν, u˜, v˜)| ≤ C(|w− w˜|
p
t + d
p(µ, ν)
+δp((u, v), (u˜, v˜)).
As in Proposition (4.3), these assumptions guarantee that Pu,v is a probability mea-
sure on (Ω,F ) under which the coordinate process x is a chain with intensity ma-
trix λu.v. Let Eu,v denote the expectation w.r.t. Pu,v. Moreover, a similar estimate
as (3.12) and (3.15) hold.
(5.5) sup
(u,v)∈U×V
‖Pu,v‖22 = sup
(u,v)∈U×V
Eu,v[|x|2T ] ≤ Ce
CT
(
1+ x20
)
.
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For every u, v ∈ U,
(5.6) DT(P
u,v, Pu¯,v¯) ≤ CeCTδ((u, v), (u¯, v¯)).
Combining (2.3), (C3), (5.5) and (3.13), we obtain the following
Lemma 5.1. There exists a positive constant CT independent of the controls (u, v) such
that
(5.7) E
[∫
(0,T]
ess sup
v∈V
ess sup
u∈U
‖λu,v(t)‖2g + ess sup
u∈U
ess sup
v∈V
‖λu,v(t)‖2gdt
]
≤ CT .
Let f be a measurable function from [0, T]× Ω × P2(I)×U × V into R and h
be a measurable function from I ×P2(I) into R such that
(C5) f and h are uniformly bounded.
Setting
f (t, x, u, v) := f (t, x, Pu,v ◦ x−1(t), u(t), v(t))
The performance functional J(u, v), (u, v) ∈ U × V , associated with the controlled
Markov chain is
(5.8) J(u, v) := Eu,v
[
exp
{∫ T
0
f (t, x, u, v)dt+ h(x(T), Pu,v ◦ x−1(T))
}]
.
The zero-sum game we consider is between two players, where the first player
(with control u) wants to minimize the payoff (5.8), while the second player (with
control v) wants to maximize it. The zero-sum game boils down to showing ex-
istence of a saddle-point for the game i.e. to show existence of a pair (û, v̂) of
strategies such that
(5.9) J(uˆ, v) ≤ J(û, v̂) ≤ J(u, v̂)
for each (u, v) ∈ U × V .
The corresponding optimal dynamics is given by the probability measure P̂ on
(Ω,F ) defined by
(5.10) dP̂ = Lû,v̂T dP
under which the chain has intensity λû,v̂.
For (t,w, µ, u) ∈ [0, T] × Ω × P2(I) × U × V and matrices z = (zij) with real-
valued entries, we introduce the Hamiltonian associated with the optimal control
problem (5.8)
(5.11) H(t,w, µ, , u, v, z) := f (t,w, µ, u, v) + 〈ℓ(t,w, µ, u, v), ez− 1〉g,
where we recall that
ℓij(t,w, µ, u, v) =
λij(t,w, µ, u, v)
gij
− 1, i 6= j, ℓii(t,w, µ, u, v) = 0.
Next, let z ∈ RI×I and set
• H(t, x, z) := ess sup
v∈V
ess inf
u∈U
H(t, x, u, v, z)
• H(t, x, z) := ess inf
u∈U
ess sup
v∈V
H(t, x, u, v, z),
• h(x) := ess sup
v∈V
ess inf
u∈U
h(x(T), Pu,v ◦ x−1(T)),
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• h(x) := ess inf
u∈U
ess sup
v∈V
h(x(T), Pu,v ◦ x−1(T)),
• (Y,Z) the solution of the entropic BSDE associated with (H, h) and (Y,Z)
the solution of the entropic BSDE associated with (H, h).
Following a similar proof as the one leading to Proposition (4.7), the driver of the
BSDE associated with (eY, eZ − 1) reads
(5.12) F(t, x, y, z) := ess sup
v∈V
ess inf
u∈U
{ f (t, x, u, v)y+ 〈ℓu,v(t), z〉g},
and the one associated with (eY, eZ − 1) is
(5.13) F(t, x, y, z) := ess inf
u∈U
ess sup
v∈V
{ f (t, x, u, v)y+ 〈ℓu,v(t), z〉g}.
To F we associate β̂(t, x, z, z¯) = (β̂ij(t, x, z, z¯))ij given by
(5.14) β̂(t, x, z, z¯) = ̺β(t, x, z, z¯)β¯(t, x, z, z¯) + (1− ̺β(t, x, z, z¯))β(t, x, z, z¯),
with
(5.15) ̺β(t, x, z, z¯) =
F(t, x, y, z)− F(t, x, y, z¯)− 〈β(t, x, z, z¯), z− z¯〉g
〈β¯(t, x, z, z¯)− β(t, x, z, z¯), z− z¯〉g
∈ [0, 1],
where β = (βij)ij and β = (βij)ij read, for i 6= j,
βij(t, x, z, z¯) := ess sup
v∈V
ess sup
u∈U
ℓ
u,v
ij (t)1{zij>z¯ij} + ess infv∈V
ess inf
u∈U
ℓ
u,v
ij (t)1{zij≤z¯ij},
β
ij
(t, x, z, z¯) := ess sup
v∈V
ess sup
u∈U
ℓ
u,v
ij (t)1{z¯ij>zij} + ess infv∈V
ess inf
u∈U
ℓ
u,v
ij (t)1{z¯ij≤zij}.
To F we associate θ̂(t, x, z, z¯) = (θ̂ij(t, x, z, z¯))ij given by
(5.16) θ̂(t, x, z, z¯) = ̺θ(t, x, z, z¯)θ¯(t, x, z, z¯) + (1− ̺θ(t, x, z, z¯))θ(t, x, z, z¯),
with
(5.17) ̺θ(t, x, z, z¯) =
F(t, x, y, z)− F(t, x, y, z¯)− 〈θ(t, x, z, z¯), z− z¯〉g
〈θ¯(t, x, z, z¯)− θ(t, x, z, z¯), z− z¯〉g
∈ [0, 1],
where, θ = (θij)ij and θ = (θij)ij are given by (i 6= j)
θij(t, x, z, z¯) := ess sup
u∈U
ess sup
v∈V
ℓ
u,v
ij (t)1{zij≥z¯ij} + ess infu∈U
ess inf
v∈V
ℓ
u,v
ij (t)1{zij<z¯ij},
θij(t, x, z, z¯) := ess sup
u∈U
ess sup
v∈V
ℓ
u,v
ij (t)1{z¯ij≥zij} + ess infu∈U
ess inf
v∈V
ℓ
u,v
ij (t)1{z¯ij<zij}.
We omit the proof of the next lemma as it is similar to (4.34).
Lemma 5.2. F and F are balanced: For every z, z¯ ∈ RI×I ,
(5.18)
F(t, x, y, z)− F(t, x, y, z¯) = 〈β̂(t, x, z, z¯), z− z¯〉g,
F(t, x, y, z)− F(t, x, y, z¯) = 〈θ̂(t, x, z, z¯), z− z¯〉g,
where β̂ and θ̂ are given by (5.14) and (5.16).
Again, by a similar proof as the one leading to Proposition (4.7), there exists a
unique solution (Y,Z) (resp. (Y,Z)) to the entropic BSDE associated with (H, h)
(resp. (H, h)).
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Definition 5.3 (Isaacs’ condition). We say that the Isaacs’ condition holds for the game
if {
H(t, x, z) = H(t, x, z), 0 ≤ t < T,
h(x) = h(x).
Due to Lemma (5.2) , we may apply the comparison theorem (Proposition (2.2))
to the BSDEs satisfied by eY and eY , to obtain the following
Proposition 5.4. For every t ∈ [0, T], it holds that Yt ≤ Yt, P-a.s.. Moreover, if the
Issac’s condition holds, then
(5.19) Y(t) = Y(t) := Y(t), P-a.s., 0 ≤ t ≤ T.
In the next theorem, we formulate conditions for which the zero-sum game has
a value.
For (u, v) ∈ U × V , let (Yu,v,Zu,v) be the solution of the entropic BSDE associ-
ated to (H, h):{
−Yu,v(t) = {H(t, x, u, v,Zu,v(t)) + 〈τ(Zu,v(t)), 1〉g}dt− Zu,v(t)dM(t),
Yu,v(T) = h(x(T), Pu,v ◦ x−1(T)),
Theorem 5.5 (Existence of a value of the game). Assume that, for every 0 ≤ t < T,
H(t, x,Z(t)) = H(t, x,Z(t)).
If there exists (û, v̂) ∈ U × V such that, for every 0 ≤ t < T,
(5.20) H(t, x,Z(t)) = ess inf
u∈U
H(t, x, u, v̂,Z(t)) = ess sup
v∈V
H(t, x, û, v,Z(t)),
and
(5.21)
h(x) = h(x) = ess inf
u∈U
h(x(T), Pu,v̂ ◦ x−1(T)) = ess sup
v∈V
h(x(T), Pû,v ◦ x−1(T)).
Then,
(5.22) Y(t) = ess inf
u∈U
ess sup
v∈V
Yu,v(t) = ess sup
v∈V
ess inf
u∈U
Yu,v(t), 0 ≤ t ≤ T.
Moreover, the pair (û, v̂) is a saddle-point for the game.
Proof. Let (u, v) ∈ U ×V and (Ŷu, Ẑu) and (Y˜v, Z˜v) be the solution of the following
entropic BSDE
−Ŷu(t) = {ess sup
v∈V
H(t, x, u, v, Ẑu(t)) + 〈τ(Ẑu(t)), 1〉g}dt− Ẑu(t)dM(t),
Ŷu(T) = ess sup
v∈V
h(x(T), Pu,v ◦ x−1(T)), −Y˜
v(t) = {ess inf
u∈U
H(t, x, u, v, Z˜v(t)) + 〈τ(Z˜v(t)), 1〉g}dt− Z˜v(t)dM(t),
Y˜v(T) = ess inf
u∈U
h(x(T), Pu,v ◦ x−1(T)).
By uniqueness of the solutions of the BSDEs, we have
(5.23) Ŷu
∗
(t) = ess sup
v∈V
Yu
∗,v(t), Y˜v
∗
(t) = ess inf
u∈U
Yu,v
∗
(t),
and, by comparison, we have
Ŷu(t) ≥ Y(t) ≥ ess sup
v∈V
Y˜v(t).
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Therefore,
ess inf
u∈U
Ŷu(t) ≥ Y(t) ≥ ess sup
v∈V
Ŷv(t).
But, by (5.20), (5.21) and the uniqueness of the solutions of these entropic BSDEs,
we have Ŷû = Y = Y˜v̂. Therefore,
Ŷû(t) = ess inf
u∈U
Ŷu(t) = Y(t) = Y˜v̂(t) = ess sup
v∈V
Y˜v(t) = Yû,v̂(t).
Using (5.23), we obtain
Y(t) = Yû,v̂(t) = ess sup
v∈V
Yû,v(t) = ess inf
u∈U
Yu,v̂(t).
Therefore,
Yu,v̂(t) ≤ Yû,v̂(t) ≤ Yû,v(t).
Thus, Yû,v̂(t) is the value of the game and (û, v̂) is a saddle-point. 
Concluding remarks.
(1) In the control problem, if the marginal law Pu ◦ x−1s of xs under P
u is a
function of u(s) only and does not depend on the whole path of u over
[0, s], it suffices to take the minimum (provided continuity assumptions
w.r.t. the control such as (3.15) and (5.6)) of H and h over the compact
set of controls U, instead of taking the essential infimum over U . By the
measurable selection theorem (see e.g. [Ben71]), an optimal control over
[0, T] can be obtained by pasting the minima of H and h. The same remark
holds the the zero-sum game problem.
(2) It is possible to characterize the optimal controls uˆ and the equilibrium
points (uˆ, vˆ) in terms of a stochastic maximum principle. This approach
will be discussed in a future work.
(3) The uniform boundedness assumptions imposed on the functions f and
h can be substantially weakened by using subtle arguments on existence
and uniqueness of solutions of BSDEswhich are by nowwell known in the
BSDEs literature.
6. APPENDIX
Proof of Proposition (4.3). The proof of the uniform integrability of Lu is inspired
by the proof of Proposition (A.1) in [EKH03]. As mentioned above, it suffices
to prove that E[LuT ] = 1. For n ≥ 0, let λ
n be the predictable intensity matrix
given by λnij(t) := λ
u
ij(t)1{ω, |x(ω)|t≤n} and let L
n be the associated Dole`ans-Dade
exponential and Pn the positive measure defined by dPn = LnTdP. Noting that, for
i, j ∈ I, i 6= j, |i− j| ≥ 1, by (B3) and (3.12), we have
∑
i 6=j
λuij(t, x, P
u ◦ x−1t , u(t)) ≤ CT(1+ |x|t + ‖ξ‖2).
Thus, for every n ≥ 1, λnij(t) ≤ CT(1+ n + ‖ξ‖2), i.e. λ
n
ij is bounded. In view
of [Bre`81], Theorem T11, Ln is a P-martingale. In particular, E[LnT ] = 1 and
Pn is a probability measure. By (3.12), |x|T < ∞, P-a.s. Therefore, on the set
{ω, |x(ω)|T ≤ n0}, for all n ≥ n0, L
n
T(ω) = L
u
T(ω). This in turn yields that
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LnT → L
u
T , P-a.s., as n → +∞. Now, if (L
n
T)n≥1 is uniformly integrable, the P-
a.s. convergence implies L1(P)-convergence of LnT to L
u
T , yielding E[L
u
T ] = 1. It
remains to show that (LnT)n≥1 is uniformly integrable:
lim
a→∞
sup
n≥1
∫
{LnT>a}
LnT dP = 0.
For m ≥ 1, set θm = inf{t ≤ T, |x|t ≥ m} if the set is nonempty and θm = T + 1 if
it is empty. Denoting by En the expectation w.r.t. Pn, we have
(6.1)
∫
{θm≤T}
LnT dP = P
n(θm ≤ T) = Pn(|x|T ≥ m)
≤ En[|x|T]/m ≤ C/m,
where, by (3.12), C does not depend on n.
Let η > 0. Choose m0 ≥ 1 such that C/m0 < η. We have, for all n ≥ m0,
LnT∧θm0
= Lm0T∧θm0
. This entails that
sup
n≥1
∫
{LnT∧θm0
>a}
LnT∧θm0
dP = max
n≤m0
∫
{LnT∧θm0
>a}
LnT∧θm0
dP→ 0, a → ∞.
So there exists a0 > 0 such that whenever a > a0,
(6.2) max
n≤m0
∫
{LnT∧θm0
>a}
LnT∧θm0
dP < η.
We have
sup
n≥1
∫
{LnT>a}
LnT dP ≤ sup
n≥1
∫
{LnT>a, θm0≤T}
LnT dP+ sup
n≥1
∫
{LnT>a, θm0>T}
LnT dP
≤ sup
n≥1
∫
{θm0≤T}
LnT dP+ sup
n≥1
∫
{LnT∧θm0
>a, θm0>T}
LnT∧θm0
dP
≤ sup
n≥1
∫
{θm0≤T}
LnT dP+ maxn≤m0
∫
{LnT∧θm0
>a} L
n
T∧θm0
dP
≤ C/m0 + η < 2η,
in view of (6.1) and (6.2). This finishes the proof since η is arbitrary. 
Proof of Proposition (4.6). For n ≥ 0 let zn ∈ QI×I , the I × I-matrix with rational
entries. Then, since (t,ω) 7→ H(t,ω, zn, u) is L-measurable, its essential infimum
w.r.t. u ∈ U is well defined i.e. there exists a L-measurable r.v. Hn such that
(6.3) Hn(t, x, zn) = ess inf
u∈U
H(t, x, zn, u), dP× dt-a.s.
Moreover, there exists a set Jn of U such that (t,ω) 7→ inf
u∈Jn
H(t,ω, zn, u) is L-
measurable and
Hn(t, x, zn) = inf
u∈Jn
H(t, x, zn, u), dP× dt-a.s.
Next, set N =
⋃
n≥0 Nn, where
Nn := {(t,ω) : H
n(t,ω) 6= inf
u∈Jn
H(t,ω, zn, u)}.
Then, dP⊗ dt(N) = 0.
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We define H∗ as follows: For (t,ω) ∈ Nc (the complement of N),
(6.4) H∗(t, x, z) =
 infu∈JnH(t, x, zn, u) if z = zn ∈ Q
I×I ,
lim
zn→z
infu∈Jn H(t, x, zn, u) otherwise .
The last limit exists due to the fact that, for n 6= m, we have
| inf
u∈Jn
H(t, x, zn, u)− inf
u∈Jm
H(t, x, zm, u)| = |H∗(t, x, zn)− H∗(t, x, zm)|
≤ ess sup
u∈U
∣∣∣H(t, x, Pu ◦ x−1t , zn, u)− H(t, x, Pu ◦ x−1t , z,mu)∣∣∣
≤ C(1+ |x|t + supu∈U ‖P
u‖2)‖e
zn − ezm‖g(t).
We now show that, for every z ∈ RI×I ,
(6.5) H∗(t, x, z) = ess inf
u∈U
H(t, x, z, u), dP× dt-a.s.
If z ∈ QI×I , the equality follows from the definitions (6.3) and (6.4). Assume
z /∈ QI×I and let zn ∈ QI×I such that zn → z. Further, let ϕ(t, x.) be a progressively
measurable process such that ϕ(t, x.) ≤ H(t, x., z, u) for all u ∈ U . Thus, for every
η > 0 there exists n0 ≥ 0 such
ϕ(t, x) ≤ H(t, x, zn, u) + η, n ≥ n0, u ∈ U .
Therefore, ϕ(t, x.) ≤ H∗(t, x., zn) + η, n ≥ n0. Letting n → ∞, we obtain ϕ(t, x.) ≤
H∗(t, x., z) + η. Sending η to 0, we finally get ϕ(t, x.) ≤ H∗(t, x., z), i.e.
ess inf
u∈U
H(t, x, z, u) ≤ H∗(t, x, z), dP× dt-a.s.
On the other hand, in view of (6.4) and the linearity of H in z, we have H∗(t, x, z) ≤
H(t, x, z, u), u ∈ U . Thus,
H∗(t, x, z) ≤ ess inf
u∈U
H(t, x, z, u).
This finishes the proof of (6.5). 
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