In this work we study the behaviour of travelling wave solutions for the diffusive Hutchinson equation with time delay. Using a phase plane analysis we prove the existence of travelling wave solution for each wave speed c ≥ 2. We show that for each given and admissible wave speed, such travelling wave solutions converge to a unique maximal wavetrain. As a consequence the existence of a nontrivial maximal wavetrain is equivalent to the existence of travelling wave solution non-converging to the stationary state u = 1.
Introduction
The aim of this article is to study the entire bounded and positive orbits of the following second order delay differential equation: The above problem arises when looking at travelling wave solutions with speed c of the so-called Hutchinson equation, also refereed as the diffusive delayed logistic equation, which reads:
A travelling wave solution with speed c in the unit direction e ∈ S N −1 for the above equation is an entire solution of the form U (t, x) ≡ u(z) with z = xe + ct, so that the profile u satisfies (1.1) with h = cτ .
When h = 0, that is τ = 0, we recover the classical Fisher-KPP equation. It is known since the pionnering works of Kolmogorov, Petrovsky and Piskunov [16] and Fisher [9] in the 30's that for all c ≥ 2, equations (1.1)-(1.2) with h = 0 admits a travelling wave solution u, which is increasing and converges to 1 at +∞. The travelling wave with minimal speed c = 2 attracts, in a sense, the solutions of initial value problems associated with compactly supported initial data. Hence, such solutions model population invasion processes.
The introduction of delayed or nonlocal effects in reaction-diffusion equations is known to give rise to nontrivial periodic steady states since the pioneering paper of Turing [24] . The equation
where φ is an even probability distribution, has been introduced in [5, 12, 10] in an evolutionary dynamics framework. Nontrivial periodic steady states could then be interpretated as the emergence of new species. The existence of waves for such equations has been investigated by Berestycki, Perthame, Ryzhik and the second author in [3] . The convergence of such waves to 1 at +∞ is unclear, which lead these authors to introduce a generalized notion of travelling waves, that we now adapt to equation (1.1).
Definition 1.1 [3] We say that a positive solution u ∈ C 2 (R) of (1.1) is a travelling wave (of speed c > 0) if it is bounded, it converges to 0 at −∞ and lim inf z→+∞ u(z) > 0. In other words, a travelling wave is a solution of:
in R, u is positive and bounded over R, u(−∞) = 0, lim inf z→+∞ u(z) > 0.
(1.5)
The existence of such waves for the nonlocal equation (1.4) was proved in [3] for all c ≥ 2. The monotonicity of such waves was completely characterized in [7] . Numerics indicate that such waves might always converge to 1 [21] , but this conjecture is only proved for large speeds [1] or when the Fourier transform of φ is positive [3] . The investigation of the initial value problem started in [13] .
The delayed equation (1.1)-(1.2) was investigated at the same time. On one hand, the derivation of bounds for the solutions of the delayed equation is much more difficult than for the nonlocal equation (1.4) . On the other hand, the theory of delayed differential equations (DDE) applies to (1.1) and provides many useful tools.
Numerics show three different types of behaviours for travelling waves:
• monotone travelling waves, connecting 0 to 1,
• non-monotone travelling waves converging to 1 at +∞,
• non-monotone and non-converging travelling waves oscillating around 1 at +∞.
Gomez and Trofimchuk [11] and Kwong and Ou [17] identified in parallel a necessary and sufficient condition for the existence of increasing travelling waves, namely, such solutions exists if and only if τ ≤ τ * (c) := sup γ>0
. Moreover, monotone travelling waves are unique. The inside dynamics of these waves was investigated in [4] . If τ (= h/c) is large, then even the existence of travelling waves in a general meaning was unclear until recently. Hasik and Trofimchuk [14] proved the existence of such travelling waves using Mallet-Paret-Sell's Lyapounov functional for delayed differential equations [20] . This functional enabled them to show that such a travelling wave is necessarily slowly oscillating, that is, two consecutive local maximum are separated by an interval of lenght h = cτ at least. Then they showed that if τ ≤ 3/2, any travelling wave converges to 1 [15] , which is a Wright's type result [25] . On the other hand, if τ is larger than an explicit threshold depending on c, then travelling waves cannot converge to 1 [14] . We also would like to mention that the question of the behaviour at infinity of travelling waves arises in many models of population dynamics involving time delay and spatial dispersal. One may refer to the so-called diffusive Nicholson's blowflies equation. In such case, travelling wave solutions correspond to solutions of the following second order delay differential equation:
We refer to Faria and Trofimchuk [8] for a study of this problem for large speed and to Trofimchuk et al [23] for a study of the oscillations at z = +∞ for unimodal nonlinearity. We also refer to Ducrot [6] for a study of the oscillations for a similar kind of problem with distributed time delay.
In the present paper, instead of invoking the Mallet-Paret and Sell's theory for DDE, we recovered the related results through direct arguments. This enabled us to show that the solutions of (1.1) do not intersect in the phase-plane under appropriate conditions (this could also be derived from the Mallet-ParetSell theory, see the Remark after the proof of Proposition 3.1 below). This is a very powerful result which enables us to provide an alternative proof to the existence of travelling waves and to characterize the convergence of travelling waves when 1 is not attracting, which is a new result. Indeed, such waves necessarily converge to an object that we called the maximal wavetrain (see Definition 2.2 below) since it is the larger Jordan curve in the phase-plane. This illustrates how well-fitted our phase-plane approach is.
Statement of the results

Existence of generalized transition waves
We start by showing that travelling waves always exist when c ≥ 2. This result has recently been proved through a different method by Hasik and Trofimchuk [14] . The main difficulty is to show that the travelling waves are globally bounded. This was proved through an involved derivation of a priori bounds in [14] . In the present paper, we first construct exponentially bounded travelling waves through a sub and supersolution approach, and then we show that such a solution is necessarily bounded using a phase-plane analysis.
Convergence to the maximal wavetrain
Let now characterize the convergence of travelling waves at +∞.
Definition 2.2 (Wavetrain)
Let c > 0 and h > 0 be given. Let w ∈ C 2 (R) be a positive solution of (1.1).
Function u is said to be a wavetrain (of speed c) if it is periodic. In other words, a wavetrain is a solution of:
If the period satisfies L ≥ h then the wavetrain w is said to be slowly oscillating.
We say that a wavetrain w is said to be a maximal wavetrain if the curve
is a Jordan curve and if for all wavetrain w, one has
where S int is the interior of the Jordan curve S.
Note that the existence and the uniqueness of a maximal wavetrain is far from being clear. Indeed, we will prove these as a side product of our results. Also, note that the constant function w ≡ 1 is a trivial wavetrain but it may happen that it is the maximal wavetrain, meaning that no other wavetrain exists.
We are now in position to state our main result. 
When nontrivial, this unique maximal wavetrain is slowly oscillating around the stationary state 1.
This result implies in particular that if there exists a travelling wave converging to 1, then all the travelling waves converge to 1 since w ≡ 1 is the maximal wavetrain in this case. Moreover from the above result one obtains that, for each given c ≥ 2, (1.1) has a nontrivial maximal and slowly oscillating wavetrain if and only if there exists a travelling solution of (1.1)-(1.2) that does not converge to 1 as z → ∞. As a corollary of Theorem 2.3 coupled with the uniqueness theorem of Hasik and Trofimchuk in [14] one can split the parameter space (c, h) ∈ [2, ∞) × [0, ∞) into three disjoint regions:
• there exists u ≡ u(z) monotone solution of (1.1)-(1.2), and thus u(∞) = 1;
• there exists u ≡ u(z) non-monotone solution of (1.1)-(1.2) such that u(∞) = 1;
• there exists u ≡ u(z) non-monotone and non-converging travelling waves oscillating around 1 at +∞. 
Remark 2.4 Let
where S int denotes the interior of the Jordan curve S := w(z), w (z) , z ∈ R . In particular one gets:
A reader who is familiar with the Mallet-Paret and Sell's theory might believe that Theorem 2.3 is indeed a trivial corollary of their Poincaré-Bendixon theorem for DDE [19] . This is not the case. First, as already underlined, we provide here a direct, and thus simpler, proof of the convergence to a periodic solution (that is, a wavetrain). Second, the Poincaré-Bendixon theorem for DDE [19] states that the solution of the DDE either converges to a periodic solution or contains an homoclinic orbit in its ω−limit set. At some point in the coming proof, we will indeed need to exclude the existence of solutions of (1.1) converging to 1 (see the proof of Proposition 5.6 below), which will be a highly nontrivial step.
Travelling waves for the Fisher-KPP equation with advanced saturation effect, that is, solutions of (1.1)-(1.2) with h < 0, was investigated in [22] through a toy model. The results are completely different, the limit of travelling waves at +∞ is not unique and all types of travelling waves might coexist: nonmontonone and monotone travelling waves converging to 1, and travelling waves converging to various wavetrains. This emphasizes how important is the class of nonlocality we add in the classical Fisher-KPP equation. In particular, for even nonlocalities such as in (1.4), we expect a compromise between the two extreme situations presented in [22] and in the present paper. 
supplemented together with some initial data u 0 (.) ∈ C ([−τ, 0]) \ {0}. The question about the global stability of the zero solution is challenging issue in delay differential equation. Wright conjectured in 1955 [25] that u necessarily converges to 1 if τ ≤ π/2, and proved this conjecture for τ ≤ 3/2. Recently Bánhelyi et al [2] proved that such a global stability of 1 for (2.7) is equivalent to the non-existence of slowly oscillating periodic solution.
In the same spirit, in this work, we show that a travelling wave solution converges to 1 at +∞ if and only if equation (1.1) does not have any slowly oscillating maximal wavetrain. Hasik and Trofimchuk proved the convergence to 1 when τ ≤ 3/2 and the non-convergence to 1 when τ ≥ π/2 and c ≥ c (h), with an explicit c (h). It now remains to determine some necessary and sufficient conditions ensuring the convergence to 1, but of course we expect this open question to be at least as difficult as Wright's conjecture for (2.7).
Open problem 1: Find a necessary and sufficient condition guaranteeing the convergence to 1 of travelling waves, that is, the non-existence of a nontrivial wavetrain.
Another question that we do not solve in the present paper is that of the uniqueness of travelling waves. It was proved in [14] that if there exists a monotone travelling wave, then any travelling wave converging to 1 is indeed a translation of this monotone travelling wave. Indeed, Theorem 2.3 shows that in this framework, any travelling wave converges to 1 and thus there exists a unique travelling wave up to translation, which is indeed monotone.
When monotone travelling waves do not exist, it is not clear whether travelling waves are unique or not. Theorem 2.3 ensures that travelling waves converge to the same limit at +∞ up to translation and Proposition 3.1 yields that their graphs do not intersect in the phase-plane and Proposition 4.10 ensures that such waves cannot be monotone near +∞, but this is not sufficient to guarantee the uniqueness.
Open problem 2: Prove that travelling waves are unique up to translation.
3 The key tool: non-intersection of the curves in the phase-plane
and that there exists
Proof. If u > v over R, the result clearly holds. Assume that u and v crosses and let x 0 the smallest solution of u(
with w(x 0 ) = 1 and w (x 0 ) = 0. As
Hence, x 0 is a local minimizer of w. Assume that w is not nondecreasing over (x 0 , ∞) and let z the first positive local maximizer of w.
As w (z) ≤ 0 and w (z) = 0, w cannot satisfies this equation and we have thus proved by contradiction that w is nondecreasing over (x 0 , ∞). On the other hand, we know that
by hypothesis. This contradicts the fact that w is nondecreasing, with w(x 0 ) = 1 and w (x 0 ) > 0. We have thus proved by contradiction that u (
Assume that u − v admits an additional zero x n > x n−1 and let prove that x n − x n−2 ≥ h and u (x n ) = v (x n ) in order to conclude by iteration.
We can assume that u(z) < v(z) for z ∈ (x n−1 , x n ), the case where the other inequality is satisfied being treated similarly. Define w as above. Take
Consider first the case where w(
Thus, the Hopf Lemma applies:
Let handle the second case where w(x n − h) < 1. Then x n−1 < x n − h and (3.8) gives w (x n ) < 0 and thus x n is a local maximizer. Assume that there exists a first local minimizer z > x n . Then w(z) ≤ 1 for all z ∈ (x n−1 , z) and
We already know that x n − h ∈ (x n−1 , x n ), and thus z is an interior local minimizer of w over (x n−1 + h, z + h). The strong maximum principle gives
over (x n−1 , z), which is a contradiction since w (x n−1 ) < 0. We have thus proved that w does not admit any local minimizer on (x n , ∞), meaning that w is nonincreasing on this set. We can then conclude with the same arguments as above, using lim sup z→+∞
We have thus reached a contradiction in all cases, meaning that w (x n ) = 0, that is, u (x n ) = v (x n ). The result follows by iteration. [20] on the number of zeros of solutions of delayed differential equations. Indeed, define w :
Remark 3.2 This result could be derived from the results of Mallet-Paret and Sell in
satisfies the following system of equations on R:
Note that the above system is a non-autonomous unidirectional cyclic delay differential system with positive feedback. Next consider the set K = [−h, 0] ∪ {1}
and let us define for each ϕ ∈ C (K, R) \ {0} the sign change as
Next recall (see [20] ) that if we set for each z ∈ R x z ∈ C (K, R) defined by 
Construction of the travelling waves
This section is devoted to the proof of Theorem 2.1. We will start as in [3] by constructing appropriate sub and supersolutions when c > 2. The difference with [3] is that we have no global a priori bound on the solutions. Such bounds will come from a phase-plane analysis and Proposition 3.1.
Sub and supersolutions when c > 2
Assume that c > 2. We can define λ < Λ the two positive solutions of
We will use the following super and subsolutions:
for some well-chosen A > 0 and γ ∈ (0, λ) such that λ + γ < Λ. Indeed, this choice of γ yields that P c (λ + γ) < 0, and thus we can choose A > 0 large enough so that
We can also assume, taking A sufficiently large, that sup R u < 1.
Lemma 4.1 One has u ≥ u in R and
14)
Proof. The inequality u ≤ u is obvious. Equation (4.14) follows from P c (λ) = 0. Take z ∈ R such that u(z) > 0, that is, Ae γz < 1. Then:
Construction of an exponentially bounded solution when c > 2
For all a > 0, define
and
where u 1 satisfies u 1 (±a) = u(±a) and
where we extend u 0 by u(−a) in (−∞, −a).
Lemma 4.2 One has
Proof. Take u 0 ∈ Γ a and assume that max
, a] such that this maximum is reached at z. As , a) and one has:
which is a contradiction since u 0 ≥ u and
Proof. Clearly F a is compact, continuous and Γ a is convex and bounded. Hence, the Schauder fixed point theorem gives the a solution u a ∈ Γ a of F a (u a ) = u a , that is:
with u ≤ u a ≤ u, where u a is extended by u(−a) in (−∞, −a) and by u(a) in (a, ∞). As u a is locally bounded since u a ≤ u, the Schauder elliptic estimates apply and the Ascoli Theorem gives a sequence (a n ) n , with lim n→+∞ a n = +∞ such that (u an ) n converges in C 2 loc . We thus get a solution u of
Boundedness and construction of travelling waves when c > 2
This is where we start to provide real new arguments compared with [3] , in order to derive the boundedness of the solution.
Lemma 4.4 Let u as in Lemma 4.3 and assume that u does not converge to 1 at +∞. Then there does not exist any z
Proof. In order to prove this claim, assume that such a z + exists. Taking z + + h instead of z + , we can assume that u(z) ≥ 1 for all z ≥ z + − h. We can also assume that u (z + ) > 0, if not, u would be nonincreasing near +∞ and thus it would converge since u(z) ≥ 1 for all z ≥ z + . Passing to the limit in (4.18), one would get u(+∞) = 1, which is excluded by hypothesis. Next, as −u + cu ≤ 0 over (z + , ∞), integrating between z + and z > z + , one gets
We could rewrite this inequality − ue −cz ≤ αe −cz and thus one gets
On the other hand, we have constructed u in such a way that u(z) ≤ u(z) = e λz , where λ is the smallest solution of (4.11). Comparing the two exponential growth rates as z → +∞, we thus get λ ≥ c. But as P c (c) = c 2 − c × c + 1 > 0 and P c (c) = c > 0, one necessarily has λ < c, which gives the final contradiction and proves the claim. 
Hence, u(z) becomes negative when z is large enough, a contradiction.
Lemma 4.6
Assume that u ∈ C 2 (R) satisfies (1.5) . Then there exists A < 0 such that u is increasing over (−∞, A). 
Remembering that u(−∞) = u (−∞) = 0 and that u (z 0 ) = 0, it is clear that S 0 does not self-intersect and that it is a closed curve. That is, S 0 is a Jordan curve.
Next, assume by contradiction that the curve associated with u in the phase plane leaves the interior of the Jordan curve S 0 and let
for all z < z * , as u is C 1 and as u(z * ) < u(z 0 ), necessarily u (z) > 0 in a left neighbourhood of z * . We can thus define ξ := max{z < z * , u (z) < 0}. Clearly u (ξ) = 0 by continuity. As u (z) ≥ 0 for all z ∈ (ξ, z * ), one has 0 < u(ξ) < u(z * ). On the other hand, the definition of ξ yields that there Let first prove that u is necessarily nonincreasing over (A, ∞) for A large enough. If this was not true, one would be able to construct a sequence (z n ) n of local minimizers of u such that z n → +∞ and u(z n ) → 0 as n → +∞. Considering the equation satisfied by u at z n , one would get u(z n − h) ≥ 1. On the other hand, as u is bounded, the Harnack inequality applies to −u + cu = 1−u(z−h) u (just consider 1−u(z−h) as a fixed bounded zero order term) and gives a constant C > 0 such that u(z n − h) ≤ Cu(z n ), which is a contradiction. Thus u is nonincreasing over (A, ∞) for A large enough.
Next, define the sequence u n (z) := u(z + z n )/u(z n ). The Harnack inequality yields that (u n ) n is a locally bounded sequence. Moreover, it satisfies
Hence, Schauder elliptic estimates yield that one can assume, up to extraction, that the sequence (u n ) n converges to a limit u ∞ ∈ C 2 (R) satisfying
One can thus write u ∞ (z) = αe λz + βe Λz , with α, β ∈ R. The nonnegativity of u ∞ yields α ≥ 0 and β ≥ 0. But as u is nonincreasing near +∞ and Λ > λ > 0, one gets α = β = 0. This is a contradiction since u ∞ (0) = 1. Hence, we have proved by contradiction that lim inf z→+∞ u(z) > 0, which concludes the proof.
Construction of travelling waves when c = 2
Lemma 4.9 There exists ε > 0 such that if c ∈ [2, 3] and w is a solution of (1.1) over R such that 0 < w ≤ e ch , and inf R w > 0, then inf R w ≥ ε.
Proof. This could be proved with exactly the same arguments as in Lemma 3.4 in [3] .
Proof of Theorem 2.1 when c = 2. Let ε > 0 as in Lemma 4.9. We know that for all n ≥ 1, there exists a travelling wave u n of speed c n = 2 + 1/n, with u n ≤ e cnh over R. As lim inf z→+∞ u n (z) > 0, it easily follows from Lemma 4.9 that lim inf z→+∞ u n (z) ≥ ε, otherwise, one would be able to construct an entire solution w of (1.1) with inf R w = lim inf +∞ u n < ε. As u n (−∞) = 0, one could thus translate u n so that u n (0) = ε/2.
Next, the Schauder elliptic estimates yield that some extraction of the sequence (u n ) n converges to a limit u in C 2 loc (R). As lim n→+∞ c n = 2, the function u satisfies (1.1) with c = 2. Moreover, one has 0 ≤ u ≤ e 2h over R and u(0) = ε/2. The strong maximum principle ensures the positiveness of u. Moreover, if inf R u > 0, then Lemma 4.9 would give u ≥ ε, which is impossible since u(0) = ε/2. Hence inf R u = 0. Thus, there exists a sequence (z k ) n , with lim k→+∞ |z k | = +∞, such that lim k→+∞ u(z k ) = 0.
Assume by contradiction that lim sup k→+∞ z k = +∞, meaning that lim inf z→+∞ u(z) = 0. Then the same arguments as in the case c > 2 would give that u is nonincreasing over (A, ∞) for some A > 0 and that the sequence u k (z) := u(z + z k )/u(z k ) converges, up to extraction, to a limit u ∞ satisfying −u ∞ + 2u ∞ = u ∞ over R, with u ∞ ≥ 0 and u ∞ (0) = 1. Hence one could write u ∞ (z) = (αz + β)e z , with α, β ∈ R. As u ∞ ≥ 0 over R, one gets α = 0 and β ≥ 0. On the other hand, as u is nonincreasing over (A, ∞), one has β ≤ 0. Hence α = β = 0, which is a contradiction since u ∞ (0) = 1. We have thus prove by contradiction that lim inf z→+∞ u(z) > 0 and that lim k→+∞ z k = −∞.
Lastly, one can easily prove using the same arguments as in the case c > 2 that u is nondecreasing over (−∞, A) since lim k→+∞ u(z k ) = 0 with lim k→+∞ z k = −∞. It easily follows that u(−∞) = 0, which concludes the proof.
Monotonicity at +∞
We end this section by a result of independent interest analysing wave-like solutions that are monotone near +∞, which will be useful in the coming section.
Proposition 4.10 Assume that there exists a positive solution w ∈ C
2 (x 0 − h, ∞) , with x 0 ∈ R, of
such that w is monotone over (x 0 , ∞) and w(+∞) = 1. Then (1.1)-(1.2) admits an increasing travelling wave.
Lemma 4.11 Take w as in Proposition 4.10. Then there exists
Proof. This might be derived from the proof of Lemma 3.1.1 of [18] , but we directly apply the arguments of [18] to our problem in order to get a selfcontained proof.
We only consider the case were w is nonincreasing, the nondecreasing case being treated similarly. Let v := w − 1, as w(+∞) = 1, the function v is nonnegative. Moreover, it satisfies
As v is bounded, one has D ≤ 0, meaning that
µz , where µ < 0 is such that µ 2 + µc ≥ 0. Clearly ξ is decreasing. Take x 1 > x 0 + h. For all z ∈ (x 1 , x 1 + h), one has:
This gives:
Integrating over (x 1 , z) for any z ∈ (x 1 , x 1 + h), one gets:
As ξ is decreasing, this yields
Integrating over (x 1 , x 1 + h), as v > 0, we eventually obtain
Taking µ < 0 small enough so that
> h, as c + 2µ < 0, we could rewrite this inequality:
with
As ξ(z) = v(z)e µz , this concludes the proof.
Proof of Proposition 4.10. Lemma 4.11 will enable us to linearize the equation near w = 1, as in the proof of Proposition 5.1 in [3] . Take a sequence (z n ) n such that lim n→+∞ z n = +∞ and define v n (z) := w(z+zn)−1 w(zn)−1 for all z ∈ R. Lemma 4.11 yields that |v n (z − h)| ≤ C|v n (z)| for all n ∈ N and z ∈ R. It easily follows from the equation satisfied by v n , Schauder elliptic estimates and the Ascoli theorem that one can extract a subsequence converging to a limit v ∞ in C 2 loc (R) which satisfies:
and v ∞ is either nonincreasing and nonnegative or nondecreasing and nonpositive. Taking −v ∞ instead of v ∞ if necessary, one can assume that v ∞ is nonnegative and nonincreasing. It is easy to check that v ∞ (+∞) = v ∞ (+∞) = 0. Lemma 4.11 yields v ∞ (z − h) ≤ Cv ∞ (z) for all z ∈ R. As v ∞ is nonincreasing, we could thus find A > 0 and γ > 0 such that v ∞ (z) ≥ Ae −γz for all z ∈ R.
For all z ∈ R, one has:
Integrating on (z, ∞), one gets
Integrating one more time gives
The definition of A thus yields
It now follows from Gomez and Trofimchuk's result [11] that, as this inequality implies the existence of a solution γ > 0 of γ 2 + γc = e γh , there exists an increasing travelling wave solution to (1.1)-(1.2) .
Convergence to a wave-train
The aim of this section is to prove Theorem 2.3. Through all this section we will consider a given travelling wave u of speed c which does not converges to 1 at + ∞ (otherwise Theorem 2.3 is obvious).
Estimation of the width of the oscillations
Lemma 5.1 There exist two infinite sequences (x n ) n∈N and (y n ) n∈R such that for all n ∈ N:
Proof. First, if u ≤ 1 over R, then u − cu ≤ 0 over R and the maximum principle yields that u cannot reach any local minimum over R. Hence it would be a nondecreasing function which admits a limit as z → +∞, and (1.5) would yield that (1 − ) = 0. As u is nondecreasing and positive, = 1, which would contradict the fact that u does not converge to 1 as z → +∞.
Hence u crosses 1 at least one time. We have thus constructed
and thus x 0 is a local maximizer. Moreover, u ≤ 1 over R is impossible and thus u admits a first local minimizer z > x 0 , with u (z) = 0. But as u(z) ≤ 1 or all z ≤ z, one has −u + cu ≥ 0 over (−∞, z + h). Hence, the strong maximum principle applies and gives u ≡ u(z) in (−∞, z + h), a contradiction since u(−∞) = 0 and u(x 0 ) = 1. We have thus proved by contradiction that u (x 0 ) > 0, which implies in particular that u > 1 in the right neighbourhood of x 0 . Now if u(z) > 1 for all z > x 0 , then u (z) − cu (z) ≥ 0 for all z > x 0 + h and thus u could not admit a local maximum over (x 0 + h, ∞) and would be monotone. As u is bounded, it would converge to a limit, which is necessarily 1 with the same arguments as above. This contradicts our hypothesis. We could thus construct y 0 .
Assume that u (y 0 ) = 0 by contradiction. Then as u(z) > 1 = u(y 0 ) for all z ∈ (x 0 , y 0 ), one has u (y 0 ) ≥ 0 and thus equation (1.5) y 0 ) , the Hopf lemma applies and gives u (y 0 ) < 0, a contradiction. Second, if u(y 0 − h) > 1, that is, y 0 − h > x 0 , then u (y 0 ) > 0 and thus y 0 is a local minimizer. If u does not admit any local maximizer z > y 0 , then u would be nondecreasing and, as it is bounded, it would converge to a limit which would be strictly larger than 1, a contradiction. Hence such a z exists. Moreover, as u(z) ≥ 1 for all z ∈ (x 0 , z), one has −u + cu ≤ 0 over (x 0 + h, z + h)). As z > y 0 > x 0 + h, z is an interior maximizer and the strong maximum principle gives u ≡ u(z) over (x 0 + h, z + h)), which is a contradiction since u (y 0 ) > 0. Hence u (y 0 ) = 0 is impossible and thus u (y 0 ) < 0, which implies in particular that y 0 is isolated.
We could then continue the construction of the sequences by iteration with similar monotonicity arguments.
Proposition 5.2 One has
Next, as u reaches a local maximum at z 1 , one has u(z 1 − h) ≤ 1. Thus
We thus conclude that z 1 − h ∈ [y 0 , x 1 ], and thus
The conclusion of the first part of the Proposition follows from similar arguments by iteration.
Assume that u is not nonincreasing in [z n , z n+1 ]. Then u admits a local minimizer z * and a local maximizer z * , with z n < z * < z * < z n+1 . One gets u(z * − h) ≥ 1 and u(z * − h) ≤ 1 from (1.5). As z n ≥ y n−1 + h for all n from the first part of the Lemma, u < 1 in (y n−1 , x n ) and u > 1 in (x n , y n ), it necessarily follows that z * − h ≥ x n and z * − h ≤ x n . As z * < z * , this gives a contradiction. Hence u is nonincreasing in [z n , z n+1 ]. The monotonicity on [z n , z n ] follows from similar arguments.
Lemma 5.3
Define (x n ) n as in Lemma 5.1 and let (z n ) n and (z n ) n such that u(z n ) = max (xn,yn) u and u(z n ) = min (yn,xn+1) u. Then u(z n ) n∈N is nonincreasing and u(z n ) n∈N is nondecreasing.
Proof.
We have already observed in Lemma 4.7 that the curve C : 
Proof. Lemma 5.3 ensures that u(z
Note that as x n+1 − x n ≥ h for all n by Proposition 5.2, one has lim n→+∞ x n = +∞. Hence, one has lim inf z→+∞ u(z) = m and lim sup z→+∞ u(z) = M and thus as u does not converge to 1, one has m < 1 or M > 1. Assume first that m < 1 and assume by contradiction that M = 1. The Schauder elliptic estimates yields that one can assume the convergence, up to extraction, of the sequence u(· + z n ) n . Let w its limit. One has w(0) = m < 1 and
Take z ∈ R and let k n = sup{k ∈ N, x k ≤ z + z n }. The sequence (k n ) n is strictly increasing and thus lim n→+∞ k n = +∞. Proof. This could be proved through phase-plane analysis. As the arguments are very similar to the proof of Lemma 5.3, we leave the details to the reader.
Proposition 5.6 Assume that u does not converge to
Note that the Schauder elliptic estimates ensures that such an extraction (z ϕ(n) ) n and such a limit w do exist.
Proof. The function w satisfies: Hence, the graphs of u and w do not intersect in the phase-plane. On the other hand, if w ≥ 1 over R, then w would be nonincreasing over R and thus as it is bounded (since u is bounded), it would admit a limit at −∞, which would necessarily be 1 due to equation (5.22) , a contradiction to w(0) = M > 1. Thus there exists z − < 0 such that w(z − ) < 1, and one can assume that w (z − ) = 0. But then the curve { w(z), w (z) , z ∈ [z − , ∞)} necessarily crosses { u(z), u (z) , z ∈ R}, a contradiction. Hence there exists X > 0 such that w(X) < 1.
It follows that u(z ϕ(n) + X) < 1 when n is large enough. The properties of u (see Lemma 5.1 and Proposition 5.2) yield that X + z ϕ(n) > y ϕ(n) . Hence (y ϕ(n) − z ϕ(n) ) n is a bounded and positive sequence and one can extract a subsequence converging to a limit Y 0 . As u(y ϕ(n) ) = 1 and u is nonincreasing on (z ϕ(n) , y ϕ(n) ), one has w(Y 0 ) = 1 and w is nonincreasing over (0, Y 0 ).
Similarly, one can prove that there exists X 0 < 0 such that w(X 0 ) = 1 and w is nondecreasing over (X 0 , 0). Now if w stays below 1 over (Y 0 , ∞), as −w + cw ≥ 0 over (Y 0 + h, ∞) and thus w would be monotone and its only possible limit would be 1, a contradiction. Hence there exists Z > Y 0 such that W (Z) > 1 and thus u(z ϕ(n) + Z) > 1 when n is large enough. As Y 0 is an accumulation point of (y ϕ(n) − z ϕ(n) ) n and Z > Y 0 , one has z n + Z > x n+1 . Thus the sequences (z ϕ(n)+1 − z n ) n and (x n+1 − z n ) n converge to some accumulation points Z 0 and X 1 . As m = lim n→+∞ u(z n ) = m, u is nonincreasing over (y n , z n ) and nondecreasing over (z n , x n+1 ), it follows that w is nonincreasing over (Y 0 , Z 0 ), w is nondecreasing over (Z 0 , X 1 ) and w(Z 0 ) = m.
Moreover, as z n − h ∈ (x n , y n ) for all n by Proposition 5.2, one has
Going on the construction on (0, ∞) and similarly on (−∞, 0), one gets 4 increasing families (
Let now prove that w < 0 in (Z n , Z n ). Assume by contradiction that there exists ζ ∈ (Z n , Z n ) such that w (z n ) = 0. As w is nonincreasing in (Z n , Z n ), one has w ≤ 0 and thus ζ is a local maximizer for w , which implies in particular w (ζ) = 0. It follows from (5.22) that w(ζ − h) = 1. Thus Proposition 5.2 and the monotonicity of w give w(z) ≥ 1 for all z ∈ (ζ, Y n ). We thus derive from (5.22):
The Gronwall inequality yields As w(ζ) = m = min R w, it follows from the Hopf Lemma that w (ζ) < 0, a contradiction. Hence, w < 0 in (Z n , Z n ) and similarly one can prove that w > 0 in (Z n , Z n+1 ).
As w is invertible over (0, Z 0 ), one can define
where w [−1] is the inverse of w restricted to (0, Z 0 ). The local inversion theorem yields that F − is of class C 1 over (m, M ). Similarly, define F + (η) := w w −1 (η) where w −1 is the inverse of w restricted to (Z −1 , 0).
Proposition 5.7 Assume that u does not converge to
Proof. Assume that n = 0, the proof on the other intervals being similar. We remind to the reader that 
It follows that
As this does not depend on the extraction ψ since the full sequence u (z k ) k converges to D, we also have D = w (ζ), where η is the unique element of (0, Z 0 ) such that w(η) = σ. In other words, η = w 
Similarly, one can prove using Proof. This immediately follows from the Cauchy-Lipschitz theorem together with Proposition 5.7.
Proposition 5.10
Assume that u is a travelling wave of speed c. Then there exists a wavetrain w such that
Proof. If u converges to 1 at +∞, then the result is obvious. Otherwise, the results of this section holds and thus we conclude that the full sequence u(· + z n n converges to w in C 2 loc (R), where w is a periodic solution of (1.1), that is, w is a wavetrain. As this convergence is uniform and as z n+1 − z n n is a bounded sequence (since it clearly converges to Z 1 ), we indeed get the convergence of the full function u = u(z) to w(z) as z → +∞.
Uniqueness of the attracting wave-train
Proof of Theorem 2.3. We know from Proposition 5.10 that lim z→+∞ u(z)− w(z) = 0, where w is a wavetrain. Consider any wavetrain w. In order to prove that w is a maximal wavetrain, we need to prove that S ⊂ S ∪ S int , where S is the Jordan curve associated with w in the phase plane, S int is its interior, and S is the curve associated with w in the phase plane. The case w ≡ 1 is trivial and we thus assume w ≡ 1.
As a first step we will prove that Proposition 3.1 applies to u and some translation of w. The hypothesis u < min w over (−∞, A) is clearly satisfied since u(−∞) = 0 while w is periodic and positive. Take Z ∈ R so that min R w = w(Z) and translate w by a ∈ R so that w(a + Z) = max w. We already know that w(Z) ≤ 1 ≤ w(Z + a), from which we get Hence, the hypotheses of Proposition 3.1 are satisfied and thus the curves associated with u and w(· + a) (and thus w) do not intersect in the phase plane. As a second step, assume that there exists z e ∈ R such that X e := w(z e ), w (z e ) ∈ S ext . For all n ∈ N, let us define
wherein we have set by convention z −1 = −∞. Note that for each n ∈ N, J n defines a Jordan curve by Proposition 5.2 and the fact that the curve associated with u does not self-intersect. Moreover, Lemma 5.3 yields the inclusion between the interiors: J int n ⊂ J int n−1 for all n. Assume first that X e = w(z e ), w (z e ) ∈ J ext 0 . Let z * > z e the smallest number such that w reaches a local minimum at z * , with w(z * ) < 1. This quantity is well-defined since min R w < 1, otherwise, the same arguments as above would show that w is nonincreasing, and thus at it is periodic it would be constant equal to 1, a contradiction. As S and S do not self-intersect and w (z * ) = 0, one has w(z * ) ∈ [0, u(z 0 ) . As w is periodic (with period T ), one has w(z e + T ), w (z e + T ) = X e , which is impossible: one cannot draw a curve in the phase-plane going from the interval [0, u(z 0 ) × {0} to X e without crossing { u(z), u (z) , −∞ < z < z 0 }.
Next, assume that X e = w(z e ), w (z e ) ∈ J 0 ∪ J int 0 . If X e ∈ J 0 , as S and S do not intersect the only possibility is that X e ∈ [0, u(z 0 )) × {0}, which has been ruled out in the previous case. Thus X e ∈ J int 0 . As u converges to w and as X e / ∈ S ∪S int , there exists n ∈ N\{0} such that X e ∈ J ext n \J ext n−1 . Defining z * the first local minimizer of w larger than z e and such that w(z * ) < 1, one gets as above: w(z * ) ∈ u(z n−1 ), u(z n ) . This gives a contradiction since one cannot draw a curve in the phase-plane going from the interval u(z n−1 ), u(z n ) × {0} to X e without crossing { u(z), u (z) , z n−1 < z < z n }. This gives the final contradiction and concludes the proof.
We end this section by proving the strict maximality of nontrivial maximal wavetrain stated in Remark 2.4. To do so we shall make use of the discrete Lyapunov functional in order to give a short justification of this statement. Let u ≡ u(z) be a travelling wave non-converging to one and w ≡ w(z) be its limit maximal wave train. Let w be an other wavetrain with period L. Assume that S ∩ S = ∅ and let us prove that there exists τ ∈ R such that w(z + τ ) ≡ w(z).
Using the same arguments and notations as in Remark 3.2 one has:
wherein we have set Assume by contradiction that x z = 0 for some z ∈ R, hence for all z ∈ R (due to periodicity). Now since S ∩ S = ∅, one obtains (see Remark 3.2) that V [x z ] = 0, ∀z ∈ R. Thus W is monotone on R and satisfies:
Therefore W (z) → 0 as z → ±∞ and it follows that W (z) ≡ 0, a contradiction. This completes the proof of the statement.
