/2 and let P n (A) =Pfo«G-4]. Let rj denote a random vector in R k which is normally distributed and whose moments of the first two orders are identical with those of £1 and let P(A) =P [rjÇzA ] . Then, by the central limit theorem in Rk, P n weakly converges to P. A question that arises naturally here is an investigation of the error of approximation P n -P. This problem has been thoroughly investigated in the case k = l (cf. [3; 4; 5] and also the survey [ô] where a complete set of references is given). ). We suppose that E^ = 0 for 7 = 1, 2, • • • , k, and that the variance covariance matrix of £1, to be denoted by V, is nonsingular. We use the following notation for denoting the moments and cumulants of £r. 3. Theorems. THEOREM 
Suppose that fii<<x> and that the variance covariance matrix of £i is the identity matrix. Then
uniformly f or x in Rk.
For Theorems 1 and 2 the method followed is a convolution method similar to the one employed by Esseen [5] , Theorem 3 is easily proved by standard techniques of Fourier analysis, and the transition from Theorem 3 to Theorem 4 is effected through a generalization of the classical Euler-Maclaurin sum formula to functions of several variables. The details of proofs will appear elsewhere.
The author is greatly indebted to R. R. Bahadur for encouragement and for valuable suggestions and discussions.
