This paper describes a decision support system based on an additive or multiplicative multiattribute utility model for identifying the optimal strategy. This is intended to allay many of the operational difficulties involved in assessing and using multiattribute utility functions. The system admits imprecise assignments for weights and utilities and uncertainty in the multiattribute strategies, which can be defined in terms of ranges for each attribute instead of single values. Inputs can be subjected to different sensitivity analyses, permitting users to test the robustness of the ranking of the strategies and gain insight into and confidence about the final solution. An application of the system to the restoration of a contaminated lake is illustrated throughout the paper. D
Introduction
Many complex decision-making problems have multiple objectives, and these multiple objectives may be conflicting in the sense that, once dominated strategies or alternatives have been discarded, further achievement in terms of one objective can occur only at the expense of some achievement of another objective. Therefore, preference trade-offs between differing degrees of achievement of one objective and another must be taken into account by the decision maker (DM). Also, real problems are usually plagued with uncertainty, and it is impossible to predict with certainty what the consequences of each strategy under consideration will be. Formal analysis is required because it is very difficult to consider the above complexities informally in the mind.
The goal of decision analysis (DA) is to structure and simplify the task of making hard decisions as well and as easily as the nature of decision permits [3] . DA is concerned with multiple conflicting objectives for many complex, real-world decision-making problems and is developed on the assumption that the alternatives will appeal to the expert, depending on: the likelihood of the possible consequences of each alternative, expert preferences concerning the possible consequences.
What makes DA unique is the form in which these factors are quantified and formally incorporated into the problem analysis. Existing information, collected data, models and professional judgements are used to quantify the likelihoods of a range of consequences, while utility theory is used to quantify preferences.
The usual or traditional approach to DA calls for single or precise values for the different model inputs, i.e., for the weight and utility assessments, as well as for the multiattributed consequences of the generated strategies. Here, however, we develop a system based on a less demanding approach for the DM, who will be able to provide ranges or value intervals instead of single values. These ranges will be later used in different sensitivity analyses (SA). Thus, the system will output the ranking of the strategies based on their precise utilities. However, it also provides a utility interval for each strategy based on their input values for each attribute, which gives a better understanding of the ranking. It also provides weight stability intervals for the weights of the utility function, and it is possible to change any value or any extreme value in any of the ranges of the utilities, weights or strategies at any time the system will then automatically recalculate the ranking of the alternatives. All the information about ranges in weights and utilities will be considered in the SA with the objective of aiding the DM to choose the most preferred strategy as well as to reduce the set of strategies of interest.
The system that we describe is an extension of the evaluation module developed for the MOIRA system (Model-based computerized system for management support to Identify optimal strategies for restoring Radionuclide contaminated Aquatic ecosystems and drainage areas) [2, 21] . After testing on several real scenarios, this system is now being used in the European COMETES project (implementing COmputerized METhodologies to evaluate the EffectivenesS of countermeasures for restoring radionuclide contaminated fresh water ecosystems) to aid in the restoration of highly contaminated aquatic ecosystems in some countries of the former Soviet Union. We are participating as the team decision analysts. For the sake of brevity, we illustrate the different steps by applying the extended system, highlighting its novelties, to lake Øvre Heimdalsvatn, located in Oppland county (Norway). This is a small subalpine lake with a mean depth of 4.7 m, maximum depth of 13 m, surface area of 0.78 km 2 and a catchment area of 23.6 km 2 . The highest point of the catchment area is 1843 m above sea level (a.s.l.), while the lake itself is at 1090 m a.s.l. The mean annual precipitation is 800 mm. This lake has been thoroughly studied (see Ref. [23] ). After the Chernobyl accident, the lake was contaminated with a fallout of 130 kBq/m 2 of 137 Cs, which, in principle, required no countermeasures. Also, the low utilization of the lake by people makes individual and collective doses very low, and countermeasures turned out not to be cost-effective, because the doses that could have been averted were always very low. However, some alternative strategies were analyzed with the objective of testing the evaluation procedure.
We can divide DA into four steps: structuring the problem (which includes building a value hierarchy, specifying objectives and attributes for the strategies); identifying the feasible strategies, their impact and uncertainty (if necessary); quantifying preferences (which includes the assessment of the single attribute utility functions, as well as the value trade-offs); and evaluation of countermeasures and sensitivity analysis (SA). According to these stages, we have divided the paper into the following five sections where we describe the steps mentioned above and, finally, provide some conclusions.
Structuring the value hierarchy
There are several benefits to be gained from using a hierarchy to model problems of this sort [4] . The advantages of an objectives hierarchy are:
It helps to ensure that there will be no big gaps (missing objectives) at lower levels, since such gaps should be fairly obvious. Major objectives provide a basis for defining lower-level objectives, since they are a means for achieving the higher-level ones. Lower-level objectives are more specific. Therefore, it is easy to identify reasonable attributes for these objectives.
Situations where redundancy or double-counting could easily occur can be identified. Attributes must be defined only for objectives at the bottom of any branch of the hierarchy. The hierarchy provides a basis upon which to develop and appraise screening criteria.
DA involves establishing attributes to indicate to what extent objectives are achieved. Attributes will be either selected from existing measures, such as costs, or constructed for a specific situation. The process of defining these attributes should be logically consistent and systematic. At the same time, it is inherently subjective and must encompass professional judgements, knowledge and experience. Attributes can be categorized according to two features: how they measure achievement and the scale type. For some basic properties related to the set of attributes, see Ref. [12] .
In the software system that we discuss in this paper, an objectives hierarchy can have up to 100 nodes, and the necessary objective levels for consid- eration can be defined. Fig. 1 shows the hierarchy constructed by the experts for the lake restoration problem, which displays five levels and seven lowestlevel objectives. Note that due to the system flexibility, it will be possible to add or to drop a node at any time if deemed appropriate by the DM.
The software has a facility for defining each node in the hierarchy so that other users can gain a better understanding of a particular node's role in the constructed hierarchy. For example, if the decision maker was unclear about the definition of the subgoal Health Impact, clicking on the corresponding node in Fig. 1 would invoke a screen similar to Fig. 2 .
An attribute associated with each lowest-level objective will be next considered and used as a measure of the effectiveness of each strategy. They can be measured on natural or constructed scales. We consider natural scales for all attributes (the respective units are provided at the end of each definition), except for cost of image, which has a constructed subjective scale. Each of the seven attributes is defined below:
1. Lake ecosystem index (X 1 ). The lake ecosystem index is a measure of the health of the ecosystem in aquatic environments. It summarizes the status of important ecosystem variables affecting phytoplankton, benthos and fish. It is evaluated by ad hoc MOIRA models [9] .
2. Dose to critical individuals (X 2 ). The effective dose received by individuals belonging to a critical group living in the area, drinking water and eating aquatic food and food grown on land irrigated with water from the contaminated body of water. It is evaluated by the MOIRA dose model.
3. Collective dose (X 3 ). The collective effective dose received by the entire population through any of the exposure pathways due to the contaminated body of water. It is a measure of the increased risk of serious latent health effects. It is evaluated by the MOIRA dose model. 4 . Duration of restrictions (X 4 ). In the event of restrictions on water consumption and use, the duration of the restrictions. This is strategy dependent.
5. Cost to economy (X 5 ). The direct economic impact of the restrictions, either in terms of the cost of the food affected by bans or in terms of loss of production (e.g., share in the fall of the Gross Domestic Product). This is evaluated by MOIRA's economic model.
6. Cost of application (X 6 ). In the case of remedial countermeasures (physical or chemical), this represents the direct cost of the application: manpower, consumables, equipment needed for application, management of waste generated, etc. It is evaluated by MOIRA's economic model.
Cost of image (X 7 )
. On a subjective scale (0-1), this would represent the indirect costs associated to the different strategies, which can be perceived by the public differently, due to market reluctance concerning even uncontaminated products, a drop in tourism, etc.
For this last attribute, we would then subjectively assign consequences, ranked from the best (1) to the worst (0), to several identification points or intervals along this scale. There are, of course, difficulties in using this subjectively defined attribute scale, and due to the context, it will be important to go to creative, fanciful extremes in order to get an objective base. Table 1 shows the above attributes, which also includes their units and relevant ranges, obtained for the alternatives analyzed later in our case.
Identifying feasible strategies
Next, feasible remedial strategies must be identified and we have to establish how to measure these strategies in terms of attributes. The setting is as follows: the strategies S j , j = 1,. . ., m, have been identified, and an objectives hierarchy with attributes X i , i = 1,. . ., n, associated with the lowest-level objectives has been constructed. Thus, the consequences of , where x i Lj and x i Uj are the lower (L) and upper (U) levels of attribute X i for S j . In the first case, when there are no uncertainties surrounding the problem, this means that the impact for each strategy is known and, thus, the task of selecting the best strategy is reduced to selecting the best x j . In the second case, the DM specifies a uniform distribution on [
, instead of providing a point estimate. The system then ranks using the mean, or midpoint, of the range as an input to the ranking procedure. As we shall see in Section 5, additional information from the ranges [x i Lj ,x i Uj ] will be provided for the DM and incorporated into the evaluation. Note that both possibilities can be taken into account simultaneously, because the case under certainty will be a particular case of the one under uncertainty if we provide ranges with equal extreme values [14] .
In the event of a radioactive contamination of aquatic ecosystems and their drainage areas, there are several options available to management, ranging from chemical treatment of water bodies to fishing bans and, even, restrictions on human movement. Potential actions can be broadly grouped into three main categories: chemical, physical and social. A combination of actions may be the optimal strategy in some cases. A further option is, of course, not to take any remedial actions, although this may also have significant socioeconomic repercussions. Most countermeasures are applicable to all types of aquatic ecosystems, although their efficiency may vary considerably. To facilitate alternative generation, MOIRA includes a countermeasure database from which the DMs may choose applicable countermeasures, or any combination of these, for the case under study. In our example, a set of nine strategies has been analyzed, combining chemical countermeasures with fishing ban so as to reduce the radiological and environmental impact (see Table 2 ).
Finally, Table 3 shows the matrix of impacts, which summarizes the results of running the different MOIRA submodels for each of the nine strategies under study [16] . However, the ''cost to economy'' (X 5 ) was quantified from information about the site (database information), the ''cost of application'' (X 6 ) was obtained directly from past experience and the attribute ''cost of image'' (X 7 ) was assigned by a direct estimate made by the team members making the assessment.
Quantifying preferences
Quantifying preferences involves assessing the DM's single attribute utility functions and the relative importance of each one. Both will be used later to evaluate the strategies through a multiattribute utility function. First, we consider the utility assessment, and then we provide the weight elicitation.
Assessment of component utility functions
The utility functions can be assessed, using three different procedures depending on the level of knowledge and the characteristics of the attribute under consideration (see Fig. 3 ).
The certainty equivalent (CE) method/probability equivalent (PE) method should be applied for natural or subjective attributes and when the DM has little knowledge about or experience with the topic. This assessment approach involves answer to indifference conditions between lotteries and sure amounts, and does not require the DM to indicate the form of the utility function. The procedure is based on the use of two slightly modified standard procedures for utility assessment. Several authors (see, e.g., Refs. [10, 11, 15] ) have suggested that elicited utility functions are generally method dependent, and bias and inconsistencies may be generated in the elicitation process. To overcome such objections, von Nitzsch Liming + fishing ban (3 years) and Weber [24] suggest combining two methods to tackle these problems: the probability equivalent method and the certainty equivalent method (see Ref. [7] ). The original assessment methodologies require specification of a single number in response to each stimulus (see Refs. [18, 24] ). We relax this requirement and allow the DM to enter an indifference interval, which yields a family of candidate utility functions as shown in Fig. 4 . Each assessment approach yields an indifference interval, and the intersection of these ranges indicates where the DM was consistent in defining her preferences. Should such intersections be empty for an interval, the DM would be inconsistent and her preferences should be reelicited. The process ends when a consistent range is provided. The system uses graphical representations of the assessed utility ranges to test consistency. It suggests possible inconsistencies and possible adjustments for the values that need to be reelicited from the DM.
However, the MOIRA system has a library of standard utility functions loaded with a utility functions file, which can be used by nonexperts in the evaluation process.
In the CE method, the DM is asked to give certainty equivalent intervals for three lotteries (Fig.  5) , whereas probability intervals of lotteries for given sure amounts must be provided in the PE method.
Consistency checks are run to verify the bounds assessed for the specific certainty equivalence and probability equivalence methods. If the two intervals provided by the DM are not consistent with respect to the implied utility function, the system suggests possible changes in probability (PE method) or sure amount (CE method) intervals until consistency is attained.
The second procedure available for assessing utility functions is to construct piecewise linear utility functions. This will be useful when there is a natural or subjective attribute and also deep and precise knowledge about the attribute. The family of utility Fig. 3 . Visualizing the three methods for utility assessment. Table 3 Matrix of impacts Strategy Attributes
functions will be constructed in this case by joining up to four linear segments between the best and the worst values for upper and lower values of the assignments. So, the user is asked to provide intermediate intervals (up to three). If no intermediate points are specified, then the result will be a single linear function. Fig. 6 shows the constructed class of piecewise linear utility functions for the attribute ''cost of application'' (X 6 ). The third procedure applies when the DM decides to use a subjective scale without defining a utility function, implemented in the system by means of a thermometer scale [8] , suitable for determining the impact of each strategy on a given subjective attribute rather than a utility function, because it is difficult to ascertain what the value of each strategy is for the respective subjective attribute. For subjective scales, the DM will enter utility intervals by hand using scrollbars, as shown in Fig. 7 . This figure shows the minimum utilities for the nine strategies for the attribute ''cost of image'' (X 7 ). Thus, for example, it could be very difficult for the DM to tell what the value of the strategy No action will be for the attribute cost of image. However, the DM can provide minimum and maximum utilities on a scale from 0 to 1, where 0 = worst and 1 = best, just by thinking about how good or bad it should be with respect to the attribute in question.
Assessment of weights
The very essence of multicriteria problems means that it is usually necessary to use some means to account for the relative importance of criteria. There are two main ways of doing this, the first is preemptive ordering of attributes and the second is the use of attribute weights. 
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A pre-emptive ordering means that you can consider the options for one attribute at a time, starting with ''the most important'', possibly in conjunction with some goal or aspiration level [1] .
The use of attribute weights is more widespread. In some approaches, for example, methods using multiattribute value functions, the weights are well defined as scaling values, which define acceptable trade-offs between attributes. Attribute weights are indicators of the influence of the individual criteria on the decision. Weights or scaling factors are needed for each objective of the hierarchy, facilitating global sensitivity analysis.
In our system, we have provided two procedures for assessing weights. The first procedure is based on trade-offs [12] among the respective attributes of the lowest-level objectives stemming from the same objective. The DM is asked to give an interval of probabilities such that he/she is indifferent with respect to a lottery and a sure consequence.
As in the case of utility elicitations, we assume imprecision allowing the DM to provide an interval, rather than a single value, and the system computes the respective precise weights w i . Note that the user can specify identical interval endpoints, which should mean that the DM is considering a precise value. This procedure will be more suitable for the low-level objectives in the hierarchy because weight assessment involves a more specific area of knowledge. We begin with the objectives at the low levels of the hierarchy and then we continue the assessment in ascending order of the hierarchy.
The second procedure, perhaps more suitable for upper level objectives that could be more political, is based on direct assessment. Here, the DM is asked, as before, to provide weight intervals. A precise value is provided if the user specifies identical interval endpoints. Fig. 8 illustrates a possible assignment to the ''overall objective'' (the root of the objectives hierarchy).
Note that, again, it is possible to provide minimum and maximum values to get imprecise assessment by means of weight intervals. Table 4 and Fig. 9 show the weight intervals and the (precise) normalized average intervals for the attributes and objectives, which are automatically computed by the system by means of the formulas (see Refs. [13, 21] ),
where x i L and x i U are the lower and upper bounds for the weights provided by the DM, as shown in Fig. 8 .
Direct assignment will normally be used at the higher levels of the tree and trade-offs based weight calculation at the lowest levels. Note that when the system is opened, the starting point is equally weighted objectives, but any interval weight or precise weight can be changed and the system automatically takes care of how these changes should be propagated in the objectives hierarchy and recalculates the overall utility for each strategy. The normalized weight intervals together with the value intervals will be used in SA to gain insight into and confidence in the ranking of the strategies, and as an aid in reducing the set of alternatives if possible.
Evaluating alternatives
This step involves evaluating each alternative by means of a multiattribute utility model to help identify the best one. Each strategy will be characterized by its evaluations in the n relevant attributes. Multiattribute utility theory provides methods and procedures to do this. We assess a utility function u, which assigns a number u(x) to each possible consequence x. This utility function is a representation of the expert's attitude towards risk, value trade-offs among different impacts and groups of people, and preferences for impact over time.
The main concepts of multiattribute utility theory concern independence conditions. Subject to a variety of these conditions, the assessment of u can be broken down into parts, each of which is easier to handle than the whole. Our aim is to find simple functions f, u 1 ,. . ., u n such that u(x 1 ,. . ., x n ) = f(u 1 (x 1 ),. . ., u n (x n )). Then the assessment of u is reduced to the assessment of f and u i . The u i are single-attribute functions. The form of f depends on the independence condition. The where x i l is the specific level of the attribute X i for the alternative S l , u i are the component utility functions for each evaluation measure and w i are the weights or scaling constants for each component utility function. The additive decomposition (1) is appropriate when the additive independence condition is satisfied, while the multiplicative form (2) is appropriate when the weaker mutual utility independence condition holds [12] .
If a multiplicative utility function is considered and some interval weights have been provided by the DM, the system will compute the range for the constant w by solving the equation 1 þ w ¼ j n i¼1 ð1 þ ww i Þ, for the lower and upper extremes of the weight intervals, respectively, providing an interval for w.
For our lake problem, we considered (1) to be a valid approach for the reasons described in Refs. [17, 22] , because nonlinearities in the marginal utility functions are adequately captured (using interpolation between at least three or four points) and the modelled objectives are close to additively independent. Thus, the global utility function is additive, and the utility of strategy S q with consequences x q =(x 1 q ,. . ., x 7 q ) can be determined as follows
where the attribute weights are obtained by multiplying the respective weights of the objectives of each path from the root (global objective) to each leaf (attribute). As the evaluation process calls for precise utility functions for the evaluation of the strategies, the system provides fitted utility functions by taking the midpoints of the utility intervals of the intersection area for each u i and then fitting natural cubic splines to these data points. Fig. 10 shows the fitted utility function for the attribute Ecosystem Index with range [1, 5] .
The set of strategies is automatically evaluated and ranked. The ranking can be displayed directly. The system provides a graphical representation with bars, which includes their overall utilities and ranking (see Fig. 11 ). The vertical lines on each bar represent the average utilities, while the extremes of the rectangles are the minimum and maximum utilities. These utilities are obtained from the mean, minimum and maximum strategy values, respectively. The system uses the minimum and maximum splines, which define the range of utility functions, or the respective subjective utilities, to compute the minimum and the maximum. The average utilities are obtained from the fitted splines and/or the subjective average utilities. The weight values for assessing these overall utilities are, for all three cases, the average attribute weights, obtained from the average weights of the upper level objectives.
There are some other possible displays presenting useful information to the DM. Thus, it will be possible to visualize the objectives hierarchy with the weights assigned to each objective by selecting a strategy. Another display shows the interval and the normalized weights associated with each attribute, obtained from the weights of the top level objectives. The global weights (for the attributes) are represented both numerically (the normalized weights) and by a graph. Note that these global weights will sum 1.
Finally, it is possible to compare selected pairs of attributes for all the strategies by means of a graphical representation of the utility values for the chosen attributes of the different strategies under analysis. This would help the DM to compare the performance of the strategies for each pair of selected attributes, looking at which strategies are more important.
In our particular problem, the preferred option is strategy S 9 , that is, fertilizing combined with a fishing ban for the 2nd, 3rd and 4th years after the accident.
Sensitivity analysis
Sensitivity analysis, which essentially involves examining changes in the ranking, as a function of the input parameters (weights and utilities) varying within a reasonable range can give further insight into robustness of the recommendations. Some types of sensitivity analysis are described in Refs. [19, 20] , which introduce a framework for sensitivity analysis in multiobjective decision making. In Ref. [21] , an introduction to sensitivity analysis in the MOIRA project is presented. Ref. [26] presents three novel types of sensitivity analysis for MCDM methods, and Ref. [25] assesses the weights-set to satisfy preference orders in alternatives.
SA is usually performed by changing the weights or utilities and observing their impact on the ranking of alternatives [13] . Hence, if the DM makes a change to a weight or the normalized weight range, the system takes cares of how these changes should be propagated in the objective hierarchy and automatically recalculates the overall utility for each strategy and the resulting ranking.
Another way of performing SA involves assessing the interval in which a weight can vary maintaining a constant ratio among the other weights, without affecting the overall strategy ranking. Suppose that there is now a ranking of the given strategies and the DM chooses a node or leaf of the tree that has an associated weight. The system calculates the weight interval for this node/leaf, taking into account the updated weights for the objectives stemming from its predecessor, so that the ranking does not change, i.e., if the weight is changed and the new value is within the range, then the ranking will not change. However, if the new value is not within the range, the new ranking will be different to the previous one. Fig. 12 shows the weight stability interval for the objective ''Environmental Impact'' at the second level of the hierarchy. Note that the stability interval is [0.113,0.209], which means that if the DM changes the present value 0.149 to any value in the stability interval, the actual ranking of the strategies remains unchanged. Otherwise, the ranking changes and is computed by the system. Finally, the system performs simulation techniques for SA. This kind of sensitivity analysis (see Refs. [5,6]) allows simultaneous changes of the weights and generates results that can be easily analyzed statistically to provide more insights into the multiattribute model recommendations. We propose selecting the weights at random using a computer simulation program so that the results of many combinations of weights, including a complete ranking, can be explored efficiently. Three general classes of simulation will be presented: random weights, rank order weights and response distribution weights. They are described briefly below.
1. Random weights. As an extreme case, weights for the attributes are generated completely at random. This approach implies no knowledge whatsoever of the relative importance of the attributes. In many multicriteria settings, the scores of the strategies significantly limit the subset of potential rankings. Once the simulation has been run, the system computes several statistics about the rankings of each strategy, like mode, minimum, maximum, mean, standard deviation and the 25th, 50th and 75th percentiles. This information can be useful for discarding some possible strategies, aided by a display that presents a multiple boxplot for the strategies (see Fig. 13 ).
2. Rank order weights. Randomly generating the weights while preserving their attribute rank order places substantial restrictions on the domain of possible weights that are consistent with the DM's judgement of attribute importance. Therefore, the results from the rank order simulation may provide more meaningful results (see Fig. 14) . The DM can introduce the rank order for all or only some of the attributes of the problem.
3.
Response distribution weights. The third type of sensitivity analysis using simulation recognizes that the weight assessment procedure is subject to variation. For a single DM, this variation may be in the form of response error associated with weight assessment. Thus, whereas in the first class of simulation attributes, weights were randomly assigned values between 0 and 1 (taking into account that the sum of the whole is 1), random weight simulation attribute weights are now randomly assigned values taking into account the interval weights provided by the DM in the weights assignment methods.
Conclusions
This paper presents a comprehensive DSS for identifying optimal strategies for problems modelled by means of multiattribute imprecise evaluation based on additive or multiplicative utility functions. The system is very user friendly and makes provision for all the stages of the decision analysis cycle, from construction of the objectives hierarchy to evaluation of the set of strategies for ranking. Moreover, we introduce the possibility of multiparametric sensitivity analyses with respect to DM weights and utilities, as an aid for choosing a final strategy. For this purpose, we apply some concepts by means of which we can reduce the set of strategies of interest and assess the robustness of the solution. The system has been presented as an extension of the MOIRA project evaluation module and applied to a real case related to the restoration of a contaminated lake. 
