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Abstract. Semi-supervised techniques have removed the barriers of large
scale labelled set by exploiting unlabelled data to improve the perfor-
mance of a model. In this paper, we propose a semi-supervised deep
multi-task classification and localization approach HydraMix-Net in the
field of medical imagining where labelling is time consuming and costly.
Firstly, the pseudo labels are generated using the model’s prediction on
the augmented set of unlabelled image with averaging. The high en-
tropy predictions are further sharpened to reduced the entropy and are
then mixed with the labelled set for training. The model is trained in
multi-task learning manner with noise tolerant joint loss for classification
localization and achieves better performance when given limited data in
contrast to a simple deep model. On DLBCL data it achieves 80% accu-
racy in contrast to simple CNN achieving 70% accuracy when given only
100 labelled examples.
1 Introduction
Deep learning (DL) has revolutionized computer vision in recent years and
achieved state-of-the-art performance in various vision-related tasks. The in-
evitable fact is that most of the DL success is attributed to availability of large
scale datasets and compute-power available these days. To achieve state-of-the-
art performance, it is incumbent to train models as single-task learning paradigm
on large scale datasets with their associated labels. The costs associated with
labelling of the datasets is often very high especially for medical imaging data
which involves expert knowledge to collect the ground-truth. In contrast, semi-
supervised learning (SSL) approaches [1] take advantage of the limited labelled
data and leverages readily available unlabelled data to improve the model per-
formance. This also alleviates the need for time-consuming and laborious task
of manual annotations and assist training of more complex models for better
performance. Generally, SSL techniques follow a two-step approach a) predict
pseudo labels for unlabelled data from the model trained on limited labelled
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data and b) retrain the model on pseudo labels and limited labelled data to
improve the performance. More recently, the trend has been to improve learn-
ing ability of SSL by introducing regularization [4,5] and entropy minimization
[6] to avoid high-density predictions and train models into an end-to-end manner.
In this work, we propose a multi-task SSL method to alleviate the need of time-
consuming and laborious task(s) of manual labelling for histology whole-slide
images (WSI). In this regard, we opted to use diffuse large B-cell lymphoma (DL-
BCL) data because manual annotation of cell type and nuclei localization is very
hard due to large number of cells present in WSIs. DLBCL malignancy originates
from B-cell lymphocytes and it is the most common high-grade lymphoma among
the western population with poor disease prognosis [8]. We propose a novel deep
multi-task learning framework, HydraMix-Net, for simultaneous detection and
classification of cells, enabling end-to-end learning in a semi-supervised manner.
We improve the performance of a semi-supervised approach by enhancing a sin-
gle loss term with noisy labels for joint training of multi-task problem which to
our knowledge has not been performed earlier. Our main contributions are as
follows: a) a novel multi-task SSL framework (HydraMix-Net) for cell detection
and classification, and b) combating noisy labels using symmetric cross-entropy
loss function.
2 Related Work
The purpose of semi-supervised task is to learn from unlabelled data during
learning such that it improves the model’s performance. To achieve this goal
these approaches take advantage of different techniques to mitigate the issues
faced during learning e.g., consistency regularization, entropy minimization and
noise reduction etc. Decision boundary passing through high-density regions can
be minimized using entropy minimization techniques like [6] which minimize
entropy with the help of a loss function for the unlabelled data. Consistency
regularization can be achieved using standard augmentation such that the net-
work knows if the input was being altered in some ways e.g., rotation, etc [4,5].
Semi-supervised approaches also suffer from noisy labels as the pseudo labels
can introduce noise in the training batches wich can be handled using noise re-
duction methods such as [7]. Using these common approaches there have been
semi-supervised methods for classification of natural images e.g., Berthelot et al.
[12] used simple data augmentation and mixup [5] for consistency regularization
and used sharping [13] for entropy minimization for semi-supervised training.
Tarvainen et al. [14] improved the temporal ensembling over labels to use mov-
ing average of the weights of student model in teacher model after comparing
students prediction with its teacher’s prediction, which in turn improves learn-
ing of the teacher model. Inspired from all these methods and techniques we
propose our novel deep multi-task join training framework for end-to-end clas-
sification and detection. Related work regarding fully supervised cell detection
and classification is discussed in the Supplementary Material section 1.
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Fig. 1. The schematic diagram of the proposed HydraMix-Net. The unlabelled data ub
is first subjected to k augmentations to generate u′b,k and then process them from the
model to generate pseudo labels after which the predictions are averaged and sharpened
to minimize entropy in the prediction distribution. Once pseudo labels are assigned,
unlabelled set ub is mixed-up with labelled data xb to help model iteratively learn more
generalized distributions with noise suppression.
3 HydraMix-Net: Cell Detection and Classification
The proposed semi-supervised method HydraMix-Net is a holistic approach con-
sisting of different multi-task and semi-supervised techniques to handle various
learning issues e.g., consistency regularization using standard augmentations and
mixup techniques [5], entropy minimization with the help of sharpening [13],
and handling noisy labels with modified loss terms like symmetric cross entropy
(SCE) loss [7]. The proposed HydraMix-Net jointly optimizes the combined loss
function for classification and localization of centroids for the cell patches. Our
proposed multi-task learning framework consists of a backbone model with three
heads responsible for the classification and regression (i.e., localization of cell nu-
clei). The following sections delineate the data augmentation, pseudo label gen-
eration, noise handling and training in the proposed semi-supervised HydraMix-
Net model, The schematic diagram of the proposed model can be seen in the
Fig 1.
3.1 Data Augmentation
During training the model takes an input batch of labelled xb images from
X = {xb}Bb=1 and unlabelled ub images from U = {ub}Bb=1, where B was the
total number of batches, with known one-hot encoded labels lc and lx, ly rep-
resenting nuclei centroid. To generate the pseudo labels and their centroids
luc, lux, luy using the model, k augmentations like horizontal flip, vertical flip,
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random rotate, etc., were applied to ub to yield an augmented batch u
′
b as
u′b,k = augment(k, ub), k ∈ (1, ..,K). xb is also subject to single augmentation
per image such that it generates x′b as x
′
b = augment(k, xb), k = 1.
3.2 Pseudo Label Generation
To generate pseudo labels luc for the batch ub, predictions from the models ϕ
for k augmented images u′b were averaged out on class distributions. While for
pseudo centroids, prediction on only the original image from the model was used.
This is due to the fact that after various augmentations, the centroids are not
in the same place because of transformations and hence averaging the centroids
of augmentations will lead of incorrect centroids as in eq. (1).
luc, lx, ly =
 1k
N∑
k=1
ϕ(y′|ub,k; θ), if c =1
ϕ(y′|ub; θ), otherwise
(1)
where ϕ is the model and θ are the corresponding weights yielding the prediction
y′ which was split into patch label luc when c = 1, otherwise centroids lux and
luy.
Pseudo Label Sharpening The generated pseudo labels luc tend to have large
entropy in the prediction as a result of averaging of different distributions. There-
fore, sharpening [13] was used to reduce or minimize entropy of predictions by
adjusting temperature of the categorical distribution as in eq. (2).
sharpening(luc, T )i :=
1
T
li
/
L∑
j
1
T
lj (2)
where luc is the categorical distribution of predictions averaged over k augmen-
tations and T temperature is the hyper-parameter which controls the output dis-
tribution. When T approaches to 0 it will produce the one-hot encoded output
meaning lowering the temperature will yield in low entropy output distributions.
3.3 Mixup
To bridge the gap between unseen examples and remove over-fitting and achieve
generalization in semi-supervised approaches mix-up [5] technique was used.
Given a pair of images and their labels as (x1, l1) and (x2, l2). Images were
mixed along with their one-hot encoded labels in an appropriate proportion γ.
However, the centroids were not mixed due to their numeric nature and trans-
formations. Therefore, centroids from x1 were used after fusion as shown in (3).
In our method, we have used the modified mix-up [12] technique where γ was
extracted from beta distribution and then max between γ and 1− γ was taken
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as γ, this ensures that maximum of the original image was preserved and output
was closer to x1.
γ = max(Beta(α, β), 1−Beta(α, β))
xm = γx1 + (1− γ)x2
lm = γl1 + (1− γ)l2
lmx, lmy = lx1 , ly1
(3)
In order to apply this technique here x′b and u
′
b were concatenated and shuffled
into W and were used for the mix-up. Afterwards, x′b was mixed-up with W0...|x′b|
and u′b was mixed-up with W|x′b|....N where |x′b| is the length of the augmented
mixed-up set x′b and N is the total number of samples in W .
3.4 Noise Reduction
To handle noise, symmetric cross entropy (SCE) loss [7] was used for both la-
belled and unlabelled loss instead of just relying on categorical cross-entropy for
labelled loss and mean squared loss for the guessed labels. SCE handles the noisy
labels by incorporating cross-entropy term for labelled loss as well reverse cross-
entropy for predictions loss. This provides a way to learn from model predictions
as well instead of just relying on given labels as in eq. (4). As with iterative pro-
gressive learning, the model gets more confident in it’s learning and predictions,
which is why for unlabelled loss more weight is assigned to predictions and in
labelled loss more weight is assigned to labels.
lsl = δ(−
C∑
c=1
q(c|xm) log p(c|xm)) + ρ(−
C∑
c=1
p(c|xm) log q(c|xm)) (4)
where δ and ρ controls the effect of input labels and models predictions.
3.5 Model Training:
The learning mechanism of the HydraMix-Net jointly optimizes the combined
loss function for classification and regression to predict label and location tuple
for labelled and unlabelled batches as in eq.(5).
ltotal = µ(lc−sce + luc−sce) + (1− µ)(lrx + lryx + lruy + lry) (5)
where lc−sce represents the symmetric cross-entropy loss for the labelled part
where luc−sce represents the symmetric cross-entropy loss for the unlabelled part,
both coupled together in weight µ which weights the classification head more to
provide more accurate labels. While the lrx and lry are the mean squared error
loss terms for the labelled data whereas the lrux and lruy are the mean squared
error loss terms for the unlabelled data for the regression head being weighted
by the (1− µ). While calculating loss for regression heads the predictions of the
classification head were multiplied by regression heads in order to avoid the loss
incorporated by background patches which is why the classification head was
given more weight in the loss term.
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4 Results
The data set used for the study is a private data for DLBCL [2]. Patches of size
41 × 41 were extracted from 10 manually annotated WSI’s resulting in 12553
patches and after offline augmentations, 24000 patches were used for this study. 3
WSI’s were selected for the test purposes while 7 WSI’s were used for the training
purposes, splitting on 70-30 basis which resulted in 18000 training patches and
6000 test patches. See Supplementary Material section for the detailed
description of the data set, implementation details, comparative and
ablation study.
4.1 Experimental Settings
The experimental settings used to test the effectiveness of the proposed approach
were i) fully supervised ii) partial data iii) semi-supervised, In the first one all
of the available data was used to train a simple CNN i.e., WideRes-Net [4],
while in partial setting WideRes-Net was trained on partially labelled data.
Lastly, HydraMix-Net used semi-supervised approach for training where both
labelled and unlabelled data were used in a way discussed earlier in the section
3. Further, for labelled and unlabelled data we tested different configurations
from 50 labelled images to 100, 200, 300, 500, 700 and so on.
4.2 Quantitative Results
Table 1 shows the accuracy achieved by the HydraMix-Net in contrast to the
simple CNN on partially labelled data e.g., when provided with the random 50
labelled examples the simple CNN model under-performed by achieving 62% ac-
curacy where the proposed approach leveraged the unlabelled data and achieved
superior performance with 66% accuracy. Similarly, when increased the data
from 50 labelled examples to 100 and 300 the HydraMix-Net achieved higher
performance and reached up to 81% accuracy while simple CNN model trained
on only these labelled examples only gave the best performance of 76% accuracy
which shows higher efficiency of the proposed approach in scarcity of the labelled
examples. Confusion matrix for 100 labelled examples is shown along with the
cell centroid detection in the Fig. 2. Fig. 3 shows the actual predictions for the
proposed approach for the 100 labelled training set. When trained with all the
data the highest accuracy achieved is 90% where this threshold is reached by
approx. 3000 labelled data by both the techniques.
5 Conclusion
In this study, we proposed a novel end-to-end holistic multi-task SSL approach
for simultaneous classification and localization of nuclei in DLBCL. Further, we
plan to extend this work by improving the technique with the help of strong
augmentations and validating the performance of our HydraMix-Net on larger
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Table 1. Test accuracy of the HydraMix-Net and partial data approaches with various
amount of labelled data provided.
labelled data 50 100 300 500 700 1000 3000
Simple CNN 0.62 0.70 0.76 0.83 0.85 0.84 0.90
HydraMix-Net w/o SCE 0.66 0.70 0.70 0.35 0.35 0.35 .–
HydraMix-Net 0.66 0.80 0.81 0.85 0.85 0.85 0.88
Fig. 2. (a) Represents the confusion matrix for the HydraMix-Net while (b) Represents
the prediction and distribution of the centroid in the HydraMix-Net trained on 100
labelled instances where the output size is 32×32.
cohorts from multiple tumour indications. The cell detection and classification
may also be help in performing follow-up analysis like survival prediction and
understanding the spatial arrangement of malignant cells within tumour micro-
environment to predict other clinical outcomes.
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6 Related Section
6.1 Cell Classification and Detection
In terms of cell classification and detection, Cirean et al.[1] proposed a simple
deep learning based classification model to differentiate between the mitotic and
non-mitotic cells in the breast WSI’s. Sirinukunwattana et al.[3] used the lo-
cality sensitive information for the localization of the cell nuclei while used the
Neighboring Ensemble Predictor (NEP) for the classification purposes. Qaiser et
al.[2] proposed the joint multi-task framework to explored the spatial arrange-
ments of the tumour cells and their localisation with the collagen VI in DLBCL
by proposing the novel digital proximity signature (DPS) marker in the tumour
rich collagen regions.
7 Dataset
32 WSI’s were collected for this study stained with the immunohistochemistry
and Hematoxylin counter-stain to simultaneously detect collagen VI and nuclear
morphology. The cohort included 10 samples from females and 2 from male for
the DLBCL where the age ranging from 24 years to 90 years old. The ground
truth for cell detection and classification was done for 10 cases by an expert
pathologist in VSM tool and 2617 cells were annotated in total where 2039 were
tumours cells, 462 lymphocytes and 116 macrophages. Patches of size 41 × 41
were extracted resulting in 12553 patches and due to inherent class imbalance in
patches, offline augmentations including flipping, rotation and crop were applied
to balance the dataset resulting in 24000 patches of equal distribution of 8000
patches for each class. 3 WSI’s were selected for the test purposes while 7 WSI’s
were used for training purposes, splitting on 70-30 basis which resulted in 18000
training patches and 6 thousand test patches.
8 Results
8.1 Implementation Details
The proposed approach was implemented in TensorFlow 2.0 where the base CNN
was selected as WidesResNet [4] with an additional three heads i) classification
head ii) two-regression heads. In the classification head, the final output of the
WideResNet was global average pooled and passed through three dense layers of
sizes 128, 64 and 32 before the classification layer while in the regression heads
takes the flatten layer results of output layer which is then passed through 2 dense
layers of sizes 128 and 32 before going to the regression output. The dense layers
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were activated using the ReLu activation with l2 regularization. The model was
optimized with the Adam optimizer with the adaptive learning rate from 0.001
to 0.00001 trained for 100 epochs and batch size of 32.
8.2 Results
Fig.4, 5 shows comparative results of the proposed approach with simple CNN
model on the 100 labelled set and 300 labelled set. While Fig. 6, 7 shows results
of nuclei distribution learned by the proposed model and simple CNN trained on
100 labelled set and 300 labelled set, where it can be seen that the simple models
failed to learn the distribution in very limited data availability. Further, it can
be seen that nuclei locations are biased towards the centre of the patch because
of the inherent biasness in the training data. Fig. 8 shows predictions for the
proposed approach for the 100 labelled set. in (a) while 300 labelled set in (b) and
it can be seen that the model is learning to classify the patch accurately along
with nuclei prediction among tumour, lymphocytes and background patches.
Fig. 4. (a) Represents confusion matrix for the HydraMix-Net while (b) represents
confusion matrix for simple CNN model trained on partial data of size 100. It can be
seen from matrix that false positives in the HydraMix-Net are less than false positives
in partial data.
8.3 Discussion
Noise Reduction In this study, we have included symmetric cross-entropy loss
to reduce the effect of the noisy label and ease out learning capabilities. Labelled
HydraMix-Net 11
Fig. 5. (a) Represents confusion matrix for the HydraMix-Net while (b) represents
confusion matrix for simple CNN model trained on partial data of size 300. It can be
seen from matrix that false positives in the HydraMix-Net are more in case of tumour
while for background and lymphocytes false positives in partial data training are in
abundance.
Fig. 6. (a) Represents prediction and distribution of centroid in the HydraMix-Net
trained while (b) shows distribution of centroid learned by simple model on partial data
of size 100. It can be seen that simple model fails to learn the approximate distribution
in one axis. however, the HydraMix-Net can learn with the help on unlabelled data.
12 R.M.S Bashir et al.
Fig. 7. (a) Represents prediction and distribution of centroid in the HydraMix-Net
trained while (b) shows distribution of centroid learned by simple model on partial
data of size 300. It can be seen that simple model’s centroid distribution is less sparse
and is more compact while HydraMix-Net is trying to learn the sparse distribution.
data was given more weightage while computing the SCE loss because there is
less noise in the labelled set and labels are not much noisy (i.e., mixup doesn’t
add much noise in the labels) while in the case of unlabelled data loss the new
predictions were given more importance as it was believed that the newly pre-
dicted values were more accurate as the model has learnet and improved the
previous mistakes. Hence, we experimented with few configurations to see the
effectiveness of SCE loss and turned out that addition of SCE made model learn
more than simple cross-entropy and l2 loss as it can be seen in the Fig 9. Interest-
ingly, when more data is provided, the chances of model overfitting increases as
training is sensitive towards the noise and start to overfit the dominant class dis-
tribution which is seen in Table 1. Hence, adding SCE improves overall learning
of the approach by making this technique less susceptible to noise.
Knowledge vs Accuracy In this study, we have also examined behaviour of
increasing the knowledge i.e., increasing labelled samples while training corre-
sponding to the model’s accuracy it has been shown through experiments that
increasing knowledge does increases the accuracy. As with more accurate labelled
data training model gets chance to learn it more accurately and performs better
on validation and test sets as it can be seen in the Table 1 and in Fig. 10.
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