Nonnegative Matrix Factorization (NMF) has been a popular representation method for pattern classification problem. It tries to decompose a nonnegative matrix of data samples as the product of a nonnegative basic matrix and a nonnegative coefficient matrix, and the coefficient matrix is used as the new representation. However, traditional NMF methods ignore the class labels of the data samples. In this paper, we proposed a supervised novel NMF algorithm to improve the discriminative ability of the new representation. Using the class labels, we separate all the data sample pairs into within-class pairs and between-class pairs. To improve the discriminate ability of the new NMF representations, we hope that the maximum distance of the within-class pairs pairs in the new NMF space could be minimized, while the minimum distance of the between-class pairs pairs could be maximized. With this criteria, we construct an objective function and optimize it with regard to basic and coefficient matrices, and slack variables alternatively, resulting in a iterative algorithm.
Among the pattern recognition problems, when NMF is performed to the 3 data matrix, it is usually assumed that the class labels of the data samples are 4 not available, making it an unsupervised problem. Such typical application is 5 clustering of images and documents [3, 9] . However, in real world supervised or 6 semi-supervised classification applications, the class labels of the training data 7 samples are usually available, which is ignored by most existed NMF meth- 
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In this paper, we propose to a novel supervised NMF method, by exploring 20 the class label information and using it to constrain the coefficient vectors of 21 the data samples. We consider the data sample pairs, and the class labels of the The remaining parts of this paper is organized as follows: In section 2, we In this section, we first formulate the problem with and objective function, 2 and then optimize it to obtain the iterative algorithm. • To reduce the approximation error between X and U V , the squared L 2 21 distance between them is usually minimized with regard to U and V as 22 follows,
• We consider the training sample pairs in the training set, and separate 24 them to two pair sets -the within-class pair set W, and the between-
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class pair set B. The within-class pair set is defined as the set of sample 26 pair belonging to the same class, i.e., W = {(i, j)|y i = y j , x i , x j ∈ X }.
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The between-class pair set is defined as the set of sample pairs belonging 28 to different classes, i.e., B = {(i, j)|y i = y j , x i , x j ∈ X }. To the two Instead of considering all the pairs, we directly minimize the maximum 35 coefficient vector distance of within-class pairs, and thus we duly considers 1 the aggregation of all within-class pairs, as follows,
Meanwhile, we also maximize the minimum coefficient vector distance of 3 between-class pairs, and thus we consider the separation of all between-4 class pairs, as follows,
In this way, the maximum within-class pair distance is minimized, so that 6 all the within-class pair distances are also minimized. Similarly, the min-7 imum between-class pair distance is maximized, so that all the between-8 class pair distances are also minimized.
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To formulate our problem, we combine the problems in (2), (3) and (4), and
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propose the novel optimization problem for NMF as between-class pairs. In this way, (5) could be rewritten as
In this problem, the two slake variables are also optimized with the basic matrix 18 U and the coefficient matrix V . 
Optimization 1
To solve the problem introduce in (6), we come up with the Lagrange func-2 tion as follows,
where λ ij ≥ 0 is the Lagrange multiplier for the constrain v i −v j [13], the optimal solution could be achieved by solving the following problem,
By substituting (7) to (8), we obtain the following problem, By fixing other variables and removing the terms irrelevant to U or V , the 4 optimization problem in (9) is reduced to
(10) where Λ ∈ R n×n + and Ξ ∈ R n×n +
is a diagonal matrix whose entries are column sums of Λ, D ii = 7 i Λ ij , and E ∈ R n×n + is a diagonal matrix whose entries are column sums of
To solve this problem, we set the partial derivatives of the 9 objective function in (10) with respect to U and V to zero, and we have for U and V :
which lead to the following updating rules:
where have the following optimization problem with regard to only ε and ζ: 
Using the KKT conditions φε = 0 and ϕζ = 0, we get the following equations 6 for ε and ζ:
Optimizing λ ij and ξ ij 9
Based on (16), we have the following constrains for λ ij and ξ ij ,
By Considering these constrains, fixing other variables and removing terms ir-11 relevant to λ ij and ξ ij from (8), we have the following problem with regard to 12 λ ij and ξ ij ,
This problem can be solved as a linear programming (LP) problem. analysis [12], we also consider the extreme situation: we pick up the maximum 10 within-class distance and then try to minimize it, so that all the within-class dis-11 tances are also minimized, and we pick up the minimum between-class distance 12 and then maximize it, so that all the between-class distances are maximized.
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Differently from the max-min distance analysis, which only pick up the maxi- 
