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ABSTRACT
Logistic providers have learned to efficiently serve their existing customer bases with optimized
routes and transportation resource allocation. The problem arises when there is potential for
logistics growth in an emerging market with no previous data. The purpose of this work is to use
industry data for previously known and well-documented markets to apply data analytic techniques
such as machine learning to investigate the uncertainty in a new market. The thesis looks into
machine learning techniques to predict miles per stop given historical data. It mainly focuses on
Random Forest Regression Analysis, but concludes that additional techniques, such as Polynomial
Regression are promising for this problem. Additionally, data processing and cleansing is
implemented on a model different than what is currently being used by the logistic provider. The
results indicate that through the use of polynomial regression on pre-processed and cleaned data,
a 75% improvement in performance can be achieve in comparison to the baseline established by
the logistics provider.
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1 Problem Introduction and Motivation
1.1 Background/Problem Statement
Our logistics partner is a large logistics company serving the continental United States, Canada
and Mexico. Their network includes a collection of trucks and containers, from which they are
able to move items by road and rail from production to delivery for customers. The problem facing
our partner arises when there is potential for logistics growth in an emerging market with no
previous data. The purpose of this project is to use industry data for previously known and welldocumented markets to apply data analytic techniques such as machine learning to investigate the
uncertainty in a new market. Specifically, our work seeks to predict and estimate the number of
miles per stop required to serve a new market.
Emerging markets (EMs) have been investigated and researched previously from an economics
standpoint where they must possess four essential characteristics to be considered an EM – a high
degree of volatility and transitional character, trade-off between commitment and flexibility in
policy making, major transition from transaction-specific commitment to institutional
commitments, and neat solutions are rarely possible [1]. Many studies have also been done to
speculate strategies and benefits of entering an emerging market versus a developed market:
political risk [2], equity risk [3], and customer satisfaction [4] to name a few.
Machine learning describes a system that automatically learns programs from data instead of
manual program creation [5]. It embodies some of the facets of the human mind which allows it
to solve complex problems quickly and efficiently [6]. Machine learning systems can broadly be
categorized into three choices: being trained by human supervision or not, incremental learning on
the fly or not, and comparing data points or predicting models. Machine learning techniques are

1

commonly used to solve a variety of complex problems such as classifying images, detecting
cancers and tumors, and product recommendation based on previous history [7].
Both these topics have vast informative findings and usage, but have yet to be applied together.
This research seeks to implement a quantitative approach using machine learning techniques for
prediction. The efforts will focus on the collection, transformation and usage of real-world data
sets in a machine learning framework to predict number of miles per stop in potential region in
which a transportation provider is considering doing business. This work will move modern data
analytics tools into the business decision processes currently deployed at large 3rd party logistics
providers in the Northwest Arkansas region.

2
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Literature Review

2.1 Emerging Markets
An emerging market, also known as emerging market economy (EME), is an economy that is “in
the process of becoming a developed economy”. They share similar characteristics to that of a
developed market, and become more integrated with the global economy as time progresses [8].
Emerging markets have frequent regime switches in categories such as monetary, fiscal and trade
policies. These fluctuations are primarily due to shocks to trend growth as opposed to transitory
fluctuations around the trend, which leads to EMs being characterized as highly volatile. In
contrast, developed markets have relatively stable trends. The volatility of EMs then determines
the economic behavior of the business cycle. EMs have business cycles twice as volatile compared
to developed markets. The volatility difference can be seen in Table 1, where the mean value of
EMs is almost double compared to that of developed markets [9].
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Figure 1: Image showing the volatility and autocorrelation of filtered income and growth
rates in emerging and developed markets. Figure obtained from Chicago Journals: Emerging
Market Business Cycles: The Cycle Is the Trend,
https://scholar.princeton.edu/sites/default/files/511283_0.pdf
EMs are also almost always transitioning. It can be seen in the nature and depth of their economic
and political institution, in certain demographics characteristics such as fertility rates and life
expectancies, and in changes to the interactions with international capital markets. These
transitions take a long time and are at times disruptive in nature [1].
The volatile and transitional nature of EMs lead to the trade-off between commitment and
flexibility in policymaking. Although commitment to a certain course of policy is needed to attain
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development investments, it is not always possible. Flexibility is essential to respond to the everchanging and unexpected developments to policies. This requires there to be a balance between
the level of commitment and flexibility in EM policy making [1].
Rigid commitment with no flexibility is practically infeasible, and vice versa, flexibility is only
possible when there exists a broader underlying commitment to disciplines behavior through
institutions that limit the boundaries of discretion. Therefore, there needs to be a major transition
in emerging markets from transaction-specific commitments to institutional commitments [1].
Lastly, due to the dynamic nature of EMs as seen in the other characteristics, neat solutions to
problems are rarely possible. [1]
2.2 Neural Networks
Mathematical modeling has been one of the main tools to solve core issues in operations research,
logistics and management. Deep learning allows computational models that consist of multiple
processing layers to learn data representations with multiple levels of abstraction. With the use of
backpropagation algorithms, it can find intricate structures in large data sets that tell the machine
how to change its parameters to be used to calculate the representation in each layer based on
previous layers [10]. Deep learning has three important types of neural networks that form the
basis for most pre-trained models: Artificial Neural Networks (ANN), Convolution Neural
Networks (CNN), Recurrent Neural Networks (RNN) [11].
Artificial Neural Networks, also known as Feed-Forward Neural Networks, is a two-step process
in which the network learns and recalls. The learning process governs how the connection weights
are adjusted based on the input buffers. The recall process accepts the inputs and produces an
output based on the leaning of the network [12]. ANNs are divided into three layers, the input layer
5

that takes in the inputs, the hidden layer that processes the input, and an output layer that produces
the result, as seen in Figure 1. ANNs are mostly used on tabular, image or text data.

Figure 2: Example of a Feed Forward Neural Network, obtained from Towards AI Team
https://pub.towardsai.net/main-types-of-neural-networks-and-its-applications-tutorial734480d7ec8e
Convolution Neural Networks work off of an ANN and reduce the number of parameters needed.
A CNNs layers include the convolution and fully-connect layers in addition to the input, hidden
and output layers, as seen in Figure 2. The convolution and fully-connect layers have parameters,
and pooling and non-linearity layers that do not have paraments. The convolution layer is the most
important step in this network as it formulates how the inputs “convolute” through the layers.
CNNs are prevalent in image and video processing [13].
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Figure 3: Example of a Deep Convolution Neural Network, obtained from Towards AI
Team https://pub.towardsai.net/main-types-of-neural-networks-and-its-applications-tutorial734480d7ec8e

Recurrent Neural Networks build off ANN but with a looping constraint in the hidden layer, as
seen in Figure 3. RNN hidden states are high dimensional with non-linear dynamics, which the
states function as the memory of the network. RNNs are able to map the input layer to the output
at the current timestep and can predict the sequence in the next timestep [14]. RNNs are best used
for time series, text or audio data.

Figure 4: Example of a Recurrent Neural Network, obtained from Towards AI Team
https://pub.towardsai.net/main-types-of-neural-networks-and-its-applications-tutorial734480d7ec8e
7

3 About the Data
3.1 Brief Overview
Work in this thesis is in collaboration with a large logistics company, which has interest in being
able to make improved predictions about operational requirements in the emerging markets they
are considering. The company has provided a dataset which will be discussed in this section. The
specific customers have been sanitized for privacy purposes. The provided data can be categorized
into two main groups: example files of historical data and the data design solutions applied, and
raw data to be used in predictive modelling.
In the historical data section, example data sheets are provided for 7 cities (e.g. projects), A-G. For
each of the cities, their respective files highlight the following variables: the date, location,
sequence number, order number, customer number, zip code, transaction type, volume, weight,
predicted arrival time, actual arrival time, binary on-time delivery, and total miles driven. The bulk
data is then filtered through and used to develop the data design solution examples for the
following 12 cities: H-S (cities given arbitrary labels). These files highlight the essential variables:
routes per day and per week, stops per route and per week, average miles per route and per week,
planned returned pieces per route and week, unplanned returned pieces per route and week, piece
count per route and week, and cubes per route and week.
The raw data provided for predictive analysis is actual data collected by a logistics company of
actual routes they have executed and the outcomes of their logistic routing. It consists of data such
as project name, fleet code, order number, stop type, stop sequence, arrival and departure date,
city, state, zip code, stop time and miles travelled.
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Variable:

Table 1: Table showing the variable and data type of the raw data
Data Type:

Project Name

The name of the provider and some identifier such as location or
type of provider; could be multiple entries for the same company

Fleet Code

A unique alphanumeric code for each project name

Order Number

A distinct alphanumeric code for each delivery

Stop Number

Categorized as either origin, intermediary or final to distinguish
the type of stop

Stop Sequence

Numeric indicator of the route sequence

Arrival Date

Date the package has arrived to a location

Departure Date

Date the package has departed a location

City

City in which the stop occurs

State

State in which the stop occurs

Origin Zip Code

Origin zip code in which the stop occurs

Destination Zip Code

Destination zip code in which the stop occurs

Domicile Zip Code

Domicile zip code in which the stop occurs

Stops per Minute

Number of minutes the package was stopped at said location

Miles Travelled

Number of miles traveled to get from origin zip code to destination
zip code

There are approximately 2 million records in this data file. The type of deliveries being made are
from retail locations or warehouses to customer homes. This is part of the logistic providers’ last
mile, providing end to end solutions that combine the company’s logistics and warehousing
expertise with their industry-leading technology. [15]
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4 Data Exploration
4.1 Data Characterization
For the provided data, analysis was performed to get insights about the data.

Figure 5: Sample of actual dataset showing route layout
For each distinct order number, the average minutes per stop, average miles between zip codes,
and average number of stops per route were calculated. This data was further broken down by days
of the week to see if it has any impact on the delivery schedules. The stop per minute provided
was user input data. Truckers tracked their stop times with the data reported being per stop. This
is not a very accurate measurement of time since the amount of user error is high. Some truckers
did not measure their time for every stop exactly which causes the data to have many far-fetched
inputs, and some truckers did not record their stops, for which an estimate number was used. Never
the less, the average number minutes per stop over all was evaluated to be 13.44 minutes. This
average was further broken down by days of the week as seen in Figure 4. We can see the highest
time is 14.30 minutes found on Monday, and the lowest being 12.68 minutes of Wednesday.
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AVERAGE STOP TIME IN MINUTES BY DAY OF WEEK
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Figure 6: Average stop time of deliveries by days of the week
Most of the deliveries being made were fulfilled within a day as seen by the mode of the data = 1.
The total number of assumed trailers used was 136,914, where the trailers are not unique and can
be thought of being reused after trip completion. Assuming that one truck is used per delivery, the
average number of trailers that could be used was measured further by days of the week. This data
can be seen in Figure 5, where the highest number of trailers falls on Friday with 24,586 trailers,
and the lowest number falls Sunday with 8,774 trailers.
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TOTAL NUMBER OF TRAILERS BY DAY OF WEEK
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Figure 7: Total Number of Trailers used by Day of Week
The provided data consisted of the delivery sequence, the order in which the shipment was arriving
and being delivered and how many stops it took in between. The average number of stops overall
was found to be 12.73 stops per route. Similarly, the average miles travelled per stop was
calculated to be 11.57 miles per stop. It is important to note that this value is the quantity that
allows logistic providers to estimate the cost required to serve customers in a new system. The
number of trucks, number of drivers and operational costs can all be approximated into a customer
quote using this value. Therefore, the resulting average miles per stop is of particular interest.
4.2 Creating the Baseline Model
With the provided data, a baseline model was created using the raw data provided, consistent with
the intent of the party logistics provider. It should be noted that the data considered in the base
model is that being used currently by the logistics provider without any additional pre-processing.
The company’s prior analysis indicated that a Random Forrest (RF) Regression Analysis model
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was appropriate for estimating the average miles per stop. To test this assertation, our baseline
model was chosen to be a RF built to train and test the data under different situations and produce
an estimate of the miles per stop. To better understand the inputs of the model, it is important to
note that the company’s data analysis system uses the information in Table 1 to calculate model
features. Specifically, calculated features used in the baseline model are shown in the following
table.
Table 2: Table showing new calculated features, their function and what model variable they are
assigned to
Variable:
Function:
Model Variable:
Total Annual Stops

The number of stops made within a year

X

Total Zips Serviced

The number of unique zip values serviced

X

Stops per Zip

Total Annual Stops/ Total Zips Serviced

X

Average Stop Miles

The mean value of Stop Miles

Y – predicted value

Average Stem Miles The mean value of Stem Miles

X

Total Stem Miles

X

The sum of all stem miles

St. Dev. Stem Miles The standard deviation of stem miles

X

Max Stem Miles

X

The largest value of stem miles

There are two types of miles being considered in this research – stop and stem miles. Stop miles
are defined as the distance between the origin zip code (OZIP) and the destination zip code (DZIP).
These distances can be from the distribution center to customer, between customers, and from
customers back to the distribution center. Stem miles coincide with a hub-and-spoke model, where
the distribution center serves as the central point. This field is a measurement of the miles between
each origin zip code (OZIP) and the distribution center used to fulfill their orders. However, it is
important to note that the prediction desired by the logistic providers is miles per stop, which will
be the focus of the remainder of this work.
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When training the baseline model, Stop Miles are used as labels. These labels are generated and
provided to the model alongside: Zip_Miles, which contains Google API data of miles between
two given zip codes and Census_Data, which contains features covering Population, Population
Density, Housing Units, Housing Units Density, Land Area, Water Area and Total Area of a given
zip code from the most recent performed and documented census (2010). Zip_Miles is needed to
calculated the miles between OZIP-DZIP and OZIP-DOMICILEZIP pairs provided in the Stop
Data files, and the Census_Data helps us to understand what these zip code pairs entails and what
can be interpreted of our results based on what is known about the area.
The RF model accepts the datasets of X and Y values and it splits them into X_train, X_test,
Y_train, and Y_test with test size = 0.2 (e.g., 20% of the data is retained for testing). These
variables are then fed into the modelling pipeline to perform the RF Regression that chooses the
best option of the given parameter. Finally, model performance is assessed via a calculated MAPE
value. A grid search is utilized to determine the best combination of RF parameters from the
choices given in Table 3.
Table 3: Table showing the Random Forest variables, their description, and provided options for
the model [16-18]
Parameter
Description
Provided Options
'max_depth'

Max number of splits in the [5,6,7,8,9,10,15,20]
tree that has information of the
data to take into account.
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Table 3 Cont: Table showing the Random Forest variables, their description, and provided
options for the model [16-18]
Parameter
Description
Provided Options
'max_features'

Max number of features RF is ['sqrt']
allowed to try in an individual
tree. Sqrt will take the square
root of the total number of
features in an individual run.

'min_samples_leaf'

The minimum number of leafs [3,5]
required to split an internal
node.

'n_estimators'

Number of trees built before [75,100,150]
taking the maximum voting or
averages of predictions.

The baseline model is run on a cluster created in Data Bricks. The cluster consists of 56GB of
memory, 8 cores and 2 DBUs (Azure Databrick units) for the Worker Type and Driver type. The
platform makes use Apache Spark 3.0.1 and Scala 2.12. On average, the model’s runtime ranged
from 1-10 minutes with the real-world data sets described previously (e.g., 2 million rows of
information).
4.3 Initial Testing and Conclusions
To be consistent with information being used by the logistics provider, our RF model was tested
with the inputs as described above and with labels being the average miles per stop across the
given dataset. This initial baseline run (BLR) considered the entire dataset containing multiple
15

routes, with each row signifying one leg of a route. The best set of RF params for the BLR run
were: 'max_depth': 10, 'max_features': 'sqrt', 'min_samples_leaf': 5, 'n_estimators': 75.

The

resulting MAPE calculated was 7.47-10, a very small value. In addition, the results in run columns
of Table 4 were obtained similarly, but with the data separated by each unique Project Name to
see the significance each group had, if any. Like with the results of the test using all data, these
results produced very small MAPE values.
This initial testing revealed an obvious, but serious, flaw in the partnering industry’s approach. In
these runs, the Y values are all the same – average stop miles of the entire dataset. Thus, the value
being predicted is determined by a run which was fit against one Y value. If all labels are the
same, then even the simplest of models can be created with zero error. Of course, the larger issue
is that knowing the average miles per stop during training means no model is needed at all and is
contrary to the need for a predictive model to estimate the average miles per stop in a new customer
region. The remainder of this work seeks to quantify the performance of a true predictive model
with only data available to the company and explore alternative data transformations and
regression techniques using this data.
The identified shortcoming in the company’s existing approach is the use of average miles per stop
as a training output of the RF regression model. Therefore, the next step of our research was to
quantify how an RF model performs if the actual miles per stop are used as labels of each route
leg when training the model; this run was labelled AMR. AMR’s columns of Table 4 show the
results when raw miles per stop information is used and all 2 million records of the dataset are
considered collectively. Clearly, the MAPE values increase significantly. These MAPE values
are not indicative of a good performing predictive model, but reveal to the company the
opportunity that exists from building an improved model. These values are quantifying the amount
16

that the company is currently misled by their current approach. Before considering additional
strategies for improving these results, the next section seeks to identify whether a transformation
of the data row from leg specific to route specific would improve the estimate of miles per stop
when true miles per stop values are used.
Table 4: Table showing MAPEs and RF Parameters of Run 1(where Y values are all avg_miles)
and Run 2 (where Y values are the actual miles between each OZIP-DZIP pair)
Project:
MAPE on
RF Parameters on MAPE on Run
RF Parameters on
BLR:

BLR:

AMR:

AMR 2:

A

2.30-12

100.05

'max_depth': 15,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150

B

1.94-13

'max_depth': 9,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150
'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 100

185.91

'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75

C

3.33-10

104.98

'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150

D

9.92-11

'max_depth': 7,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 100
'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150

109.78

'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 100
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Table 4 Cont: Table showing MAPEs and RF Parameters of Run 1(where Y values are all
avg_miles) and Run 2 (where Y values are the actual miles between each OZIP-DZIP pair)
Project:
MAPE on
RF Parameters on MAPE on Run
RF Parameters on
BLR:

BLR:

AMR:

AMR 2:

E

2.39-10

'max_depth': 7,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

228.40

'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150

F

2.64-11

'max_depth': 8,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150}

84.20

'max_depth': 10,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

G

1.19-13

'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

52.85

'max_depth': 10,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 100

H

1.76-13

'max_depth': 20,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 100}

563.81

'max_depth': 15,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150

I

1.13-13

'max_depth': 7,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150}

156.70

'max_depth': 15,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150

18

Table 4 Cont: Table showing MAPEs and RF Parameters of Run 1(where Y values are all
avg_miles) and Run 2 (where Y values are the actual miles between each OZIP-DZIP pair)
Project:
MAPE on
RF Parameters on MAPE on Run
RF Parameters on
BLR:

BLR:

AMR:

AMR 2:

J

8.72-11

240.88

'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

K

2.44-12

'max_depth': 10,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75}
'max_depth': 9,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75}

333.45

'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75

L

1.88-13

98.70

'max_depth': 5,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

M

1.16-11

'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150}
'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150}

107.88

'max_depth': 15,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150

N

3.89-12

419.87

'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75

O

2.32-13

296.06

'max_depth': 20,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 100

'max_depth': 10,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150}
'max_depth': 6,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 100}
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Table 4 Cont: Table showing MAPEs and RF Parameters of Run 1(where Y values are all
avg_miles) and Run 2 (where Y values are the actual miles between each OZIP-DZIP pair)
Project:
MAPE on
RF Parameters on MAPE on Run
RF Parameters on
BLR:

BLR:

AMR:

AMR 2:

P

1.80-12

66.33

'max_depth': 20,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

Q

2.08-11

137.91

'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75

R

1.40-11

‘max_depth’: 5,
‘max_features’:
‘sqrt’,
‘min_samples_leaf’:
3,
‘n_estimators’: 75}
'max_depth': 8,
'max_features':
'sqrt',
'min_samples_leaf':
5,
'n_estimators': 150}
'max_depth': 8,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150}

108.35

'max_depth': 9,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 100

S

1.11-11

150.29

'max_depth': 10,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 100

T

5.02-12

153.73

'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 100

U

1.22-12

91.60

'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf':
5,
'n_estimators': 75

'max_depth': 7,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75}
'max_depth': 8,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 75}
'max_depth': 9,
'max_features':
'sqrt',
'min_samples_leaf':
3,
'n_estimators': 150
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4.4 Aggregated Data Models
Recall that in Section 4.3 each row of data represented in an individual leg of a single route. While
the legs of a route were given in consecutive order, nothing was included in the data associated a
set of legs as belonging to an individual route. In an effort to explore whether aggregating route
leg information together would improve the estimate of miles per stop along a route, the dataset
was transformed so that each row represents its own route, with the miles per stop and actual stop
minutes summed across each route.

Figure 8: Sample showing transformed data where each row represents an entire route, it’s stop
minutes, stop miles and stem miles.
This data format represents each unique route as a single row, as shown in Figure 8. The resulting
MAPE for this model was 2008.64 when tested with data available from all projects collectively.
The

best

RF

model

contained

parameters:

'min_samples_leaf': 3, 'n_estimators': 100.

'max_depth':

10,

'max_features':

'sqrt',

Like in the case of results obtained with data rows

representative of each route leg, the resulting MAPE is extremely high and raises the question as
to the information being fed to the model. In the following section, we explore this issue further.
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5 Cleansed Data – Process and Results
5.1 Original Data Set
In the previous runs, the MAPE values indicate the trained model does not fit the data well. To
understand the issue further, a deeper look into the data being used by the company was performed
on the data set of stop data and zip code milage. In an effort to cleanse the data from infeasible
values, all null and negative values of miles per stop were set to 0. The descriptive statistics for
the approximately 2 million values of miles per stop are shown in Figure 9. These results show
that the data file contains miles per stop values of up almost 3,000, but with a majority of values
being much smaller.

Figure 9: Snapshot of the statistical distributions of the original data where each leg of the routes
is represented as a row
To visualize the miles per stop values by frequency, Figure 10 was produced. In this figure, we
see two things: (i) a large number of miles per stop values are 0 and (ii) a majority of non-zero
miles per stop values are less than 30.
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Figure 10: Snapshot of the original data showing the breakdown of miles where a majority of the
miles fall between 0-720 miles
Specifically, in our analysis of the company’s data file, there were 660,605 route legs that had 0
miles pers stop out of the 1,739,747 records. That is, approximately 40% of the records in the data
has no miles per stop, leading to a large percentage of the data being incorrectly labeled.

In

addition, the context of the company-provided data in final mile delivery from warehouse to
customer. Therefore, routes which include miles per stop values in range of hundreds and
thousands are not applicable. To address both of these issues, we propose a data cleaning preprocessing scheme described and tested in the following section.
5.2 Data Cleansing Procedures and Results
Recall from the previous section that we identified a large number of infeasible and/or impractical
miles per stop values in the data file currently used by the company. To address this, we propose
a pre-processing data cleanse. To illustrate and test this process, data associated with five random
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projects were selected. For the dataset, project names F-J were selected. First, all miles per stop
values that were null or negative were converted to zeros. The mean and standard deviation of
miles per stop were determined. Using these values, outliers in the data above 3s were removed.
This resulted in any miles per stop value above 88 miles being removed from the data file.
In our initial tests of the cleansed data, miles per stop of zero were left in the file, but since Y
values = Miles_Stop, the zeros were then swapped to a dummy value of 1 to determine a MAPE
value, as zeros in the Y value results in an infinite MAPE. When using the cleansed data set with
each row consisting of an individual route left, the parameters of the best RF model were
'max_depth': 5, 'max_features': 'sqrt', 'min_samples_leaf': 5, 'n_estimators': 100. This run resulted
in another high MAPE of 138.45, adding to the conjecture that data represented by individual route
legs translates poorly into the predictive model. To confirm that the results observed were not
simply a product of the zero miles per stop values remaining in the dataset, all such zeroes were
removed and the model was trained across the remaining data of five randomly selected projects.
The description of that dataset given in Figure 11, where the mean is increased by approximately
3 miles per stop.

Figure 11: Snapshot of the statistical distributions of the original data where rows with miles per
stop of zero are dropped
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A subset of this new dataset is created with the same five random project names as the run before.
The miles per stop was checked again to ensure there were no zero values. The outliers in the data
were then capped at +3s (3x the std – mean), that value being 103 miles. Keeping the Y values as
Miles_Stop, the resulting MAPE was 132.13 and RF parameters of 'max_depth': 9, 'max_features':
'sqrt', 'min_samples_leaf': 5, 'n_estimators': 75. These results suggest that the zeroes themselves
are the primary reason for more poor performance.
To determine whether the aggregation of data across multiple projects was a negative contributor
model performance, the model was trained and tested across each the cleansed data of each project
individually. The result of these tests is shown in Table 5. While the results are better (though still
poor) for projects F, G and J, the results for projects H and I are worse when the model is trained
only with their data sets. Note that in these results, route legs with miles per stop equal to 0 were
eliminated.
Table 5: Table showing MAPEs and RF Parameters of the five random project names when any
row with Miles = 0 was eliminated
Project
MAPE
RF Parameters
F

75.91

'max_depth': 5,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 100

G

84.70

'max_depth': 15,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75

H

157.93

'max_depth': 5,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75
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Table 5 Cont: Table showing MAPEs and RF Parameters of the five random project names when
any row with Miles = 0 was eliminated
MAPE
RF Parameters
Project
I

248.11

'max_depth': 5,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75

J

125.81

'max_depth': 20,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75

Next, we quantify the value of cleansed data when rows of information are aggregated by route.
To cleanse the data in its aggregate form, we consider two different processes. In aggregate
cleansing process 1, if there exists a row (route leg) miles per stop is 0, the entire route is
eliminated. After applying this process, a total of 14,739 routes (out of approximately of 140,000
available results) remained with clean data. Descriptive statistics associated with the remaining
routes are shown in Figure 12.

Figure 12: Snapshot of the statistical distributions of the aggregated data where no leg of the
routes has zero milage
The route aggregated cleansed data was used to train another RF model. The best RF parameters
obtained were 'max_depth': 8, 'max_features': 'sqrt', 'min_samples_leaf': 3, 'n_estimators': 75. The
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resulting MAPE was 147.05. A second process for cleansing aggerated data was also considered.
Instead of eliminating an entire route which contained at least one leg with miles per stop equal to
zero, we replaced all miles per stop values that contained zero with the average miles of the other
miles per stop in the route. The descriptive statistics associated with this cleansed data set are
shown in Figure 13.

Figure 13: Snapshot of the statistical distributions of the aggregated data where the leg of routes
with 0 miles per stop were replaced with the average miles pers stop of the remaining legs of the
route
There are 136,227 aggregated routes after cleansing the aggregated data. This data was used to
train a RF model with RF parameters: 'max_depth': 8, 'max_features': 'sqrt', 'min_samples_leaf': 3,
'n_estimators': 150. The resulting model MAPE was unfortunately over 1,000. Therefore, while
there is definitely value in identifying unusable data in the company’s data system, predictive
performance using zip codes and stem miles result in average miles per stop higher than that
actually observed.

For this reason, we explored additional regression frameworks and an

additional transformation technique, which are described in the following sections.
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5.3 Alternative Input and Model
Up to this point, we have considered data representing route legs and aggregated routes
(cumulative miles per stop), data with and without erroneous values, and datasets separated by
project type. In all of these experiments we have continued to evaluate the RF model preferred by
our partnering company. In this section, we retain the cleansed data from the previous section, but
explore a data aggregation scheme independent of zip code and stem models while using a
polynomial regression model. It should be noted that exploratory tests were run using alternative
regression models (including linear and polynomial regression) on data represented as route and
route legs. In both cases, the MAPE values were higher than those typically accepted as usable in
practice. Therefore, we considered an alternative representation of our input data. Omitting the
explicit reliance on zip code information, we included the following as inputs: total number of
stops per route, housing units per route and land area per route. Note that the housing units and
land area are widely available for all potential areas of business in the United States. Also, note
that the estimated number of STOPS (not miles) per routes is assumed to be an input based on the
expected number of customers and number of available trucks in a region. Using these alternative
data features, the cleansed data remaining from the 2 million route legs provided by the partnering
company and a polynomial regression model of degree 3, the MAPE was reduced to approximately
25%. While this value is on the border of good/acceptable, it is an approximate reduction of more
than 75% error obtained by any approach related to the company’s existing data systems and
predictive model.
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6 Conclusion
In this thesis, machine learning models were created that considers features based on zip code
miles and outputs the average stop per miles. This output estimate can be used in industry setting
by gauging costs and prices to supply logistics in an unknown or new market.
A baseline model was created where each leg of routes was considered individually. Then, the data
set was separated by unique projects to assess the effectiveness of a model trained on only localized
information. After this, the previous Y values of average miles of all OZIP-DZIP pairs were
replaced with the actual miles between OZIP-DZIP pairs to have different Y values per row. Next,
an aggregation of the data was performed where each row represented an entire route, and the Y
values remained the actual miles of each route. Each iteration built upon the previous run and tried
to better the results.
Through these experiments, it was shown that the manner the data and model were being processed
were the reason for the undesirable MAPE values. Since this thesis focused on models based on
the logistic provider’s requests and needs, the results were predicting miles per stop. This thesis
has quantitatively shown that the logistic provider’s data systems should be collecting different
forms of information and that information should be transformed to take advantage of the
characteristics of typical routes and the land/housing information in a geographical area.
Moreover, while it was previously accepted that Random Forest was the best regression technique
for predicting miles per stop, this thesis quantitatively demonstrated that this is not undeniably
true. Using a polynomial regression approach resulted in an average error reduction of more than
75%, which is a significant improvement over the current model being used by the logistic
provider. Through this thesis, it can be seen that using additional data features, further cleansing
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the data and exploring other regression models are worth exploring further and building on the
current results.
Additional future work could explore support vector machine and quantile random forest machine
learning frameworks to keep consistent with the provider’s need. It could also include modifying
the current model from predicting the average miles per stop, to predicting routes. Using all the
features in the current model, with no knowledge as to how the routes should be, this model can
be altered so that given new cities or customers to target, it will predict the shortest routes given
the average miles between stops. With the ability to predict routes, in conjunction with the lessons
learned in estimating miles pers stop of a route, logistics providers could decrease the level manual
effort associated with constructing a rough bid for customers in potential markets and instead
increase the number of such bids produced.
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Appendix
Table 1: Table showing MAPEs and RF Parameters of Run with Housing Units Density feature
added to baseline features
Project
MAPE
RF Parameters
A

2.30-12

B

1.94-13

C

3.33-10

D

9.92-11

E

2.39-10

'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 75

F

2.64-11

G

1.19-13

H

1.76-13

I

1.13-13

'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 150}
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 75
'max_depth': 20,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 100}
'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 150}
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'max_depth': 9,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 150
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 100
'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 100
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 5,
‘n_estimators': 150

Table 1 Cont: Table showing MAPEs and RF Parameters of Run with Housing Units Density
feature added to baseline features
RF Parameters
Project:
MAPE
J

8.72-11

K

2.44-12

L

1.88-13

M

1.16-11

N

3.89-12

O

2.32-13

P

1.80-12

Q

2.08-11

R

1.40-11
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'max_depth': 10,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 75}
'max_depth': 9,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75}
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 150}
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 150}
'max_depth': 10,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 150}
'max_depth': 6,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 100}
‘max_depth’: 5,
‘max_features’: ‘sqrt’,
‘min_samples_leaf’: 3,
‘n_estimators’: 75}
'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf': 5,
'n_estimators': 150}
'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 150}

Table 1 Cont: Table showing MAPEs and RF Parameters of Run with Housing Units Density
feature added to baseline features
RF Parameters
Project:
MAPE
S

1.11-11

'max_depth': 7,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75}

T

5.02-12

U

1.22-12

'max_depth': 8,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 75}
'max_depth': 9,
'max_features': 'sqrt',
'min_samples_leaf': 3,
'n_estimators': 150
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