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Abstract
This paper concerns the maximum coding rate at which data can be transmitted over a noncoherent, single-
antenna, Rayleigh block-fading channel using an error-correcting code of a given blocklength with a block-error
probability not exceeding a given value. A high-SNR normal approximation of the maximum coding rate is presented
that becomes accurate as the signal-to-noise ratio (SNR) and the number of coherence intervals L over which we
code tend to infinity. Numerical analyses suggest that the approximation is accurate already at SNR values of 15 dB
and when the number of coherence intervals is 10 or more.
I. INTRODUCTION
There exists an increasing interest in the problem of transmitting short packets in wireless communications.
For example, the vast majority of wireless connections in the next generations of cellular systems will most
likely be originated by autonomous machines and devices, which predominantly exchange short packets. It is
also expected that enhanced mobile-broadband services will be complemented by new services that target systems
requiring reliable real-time communication with stringent requirements on latency and reliability. For more details
see [1] and references therein. While in the absence of latency constraints, capacity and outage capacity provide
accurate benchmarks for the throughput achievable in wireless communication systems, for low-latency wireless
communications a more refined analysis of the maximum coding rate as a function of the blocklength is needed.
Such an analysis is provided in this paper.
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2Let R∗(n, ) denote the maximum coding rate at which data can be transmitted using an error-correcting code
of a determined length n with a block-error probability no larger than . Building upon Dobrushin’s and Strassen’s
asymptotic results, Hayashi [2] and Polyanskiy, Poor and Verdu´ [3] showed that for various channels with a positive
capacity C, the maximum coding rate can be tightly approximated by
R∗(n, ) = C −
√
V
n
Q−1() +O
(
log n
n
)
(1)
where V denotes the channel dispersion [3, Def. 1], Q−1() denotes the inverse of the Gaussian Q-function
Q(x) ,
∫ ∞
x
1√
2pi
e−
t2
2 dt (2)
and O(log n/n) comprises terms that decay no slower than log n/n. The approximation that follows from (1) by
ignoring the O(log n/n) term is sometimes referred to as normal approximation.
The work by Polyanskiy et al. [3] has been generalized to some wireless communication channels. For instance,
the channel dispersion of coherent fading channels—where the receiver has perfect knowledge of the realizations of
the fading coefficients—was studied by Polyanskiy and Verdu´ for the single-antenna case [4], and by Collins and
Polyanskiy for the multiple-input single-output (MISO) [5] and the multiple-input multiple-output (MIMO) case
[6], [7]. The channel dispersion of single-antenna quasistatic fading channels when both transmitter and receiver
have perfect knowledge of the realization of the fading coefficients and the transmitter satisfies a long-term power
constraint was obtained by Yang et al. [8]. In the noncoherent setting—where neither the transmitter nor the receiver
have a priori knowledge of the realizations of the fading coefficients—the channel dispersion is only known in the
quasistatic case, where it is zero [9], [10]. Upper and lower bounds on the second-order coding rate of quasistatic
MIMO Rayleigh-fading channels have further been reported in [11] for the asymptotically-ergodic setup where
the number of antennas grows linearly with the blocklength. For noncoherent Rayleigh block-fading channels,
nonasymptotic bounds on the maximum coding rate were presented by Yang et al. for the single-antenna case [12]
and by O¨stman et al. for the MIMO case [13], [14]. For further references see [1].
In a nutshell, in the noncoherent setting the channel dispersion is only known in the quasistatic case. For general
block-fading channels, the maximum coding rate needs to be assessed by means of nonasymptotic bounds, whose
evaluation is often computationally demanding. Obtaining an expression for the channel dispersion of noncoherent
block-fading channels is difficult because for such channels the capacity-achieving input distribution is in general
unknown. Thus, the standard approach of obtaining expressions of the form (1), which consists of first evaluating
nonasymptotic upper and lower bounds on R∗(n, ) for the capacity-achieving input and output distributions and
then analyzing these bounds in the limit as n→∞, cannot be followed. However, the behavior of capacity at high
SNR is well understood. Indeed, it was demonstrated that an input distribution called unitary space-time modulation
(USTM) achieves a lower bound on the capacity that is asymptotically tight [15]–[17]. Thus, a characterization of
the channel dispersion at high SNR may be feasible.
In this paper, we present an expression similar to (1) of the maximum coding rate R∗(L, , ρ) achievable over
noncoherent, single-antenna, Rayleigh block-fading channels using error-correcting codes that span L coherence
intervals, have a block-error probability no larger than , and satisfy the power constraint ρ. By replacing the capacity
3and channel dispersion by asymptotically tight approximations, we obtain a high-SNR normal approximation of
R∗(L, , ρ). The obtained normal approximation is useful in two ways. On the one hand, it complements the
nonasymptotic bounds provided in [12]–[14]. On the other hand, it allows for a mathematical analysis of R∗(L, , ρ).
The rest of this paper is organized as follows. Section II presents the system model. Section III introduces the most
important quantities used in this paper. Section IV is divided into three subsections. The first subsection presents
the main result of the paper: a high-SNR normal approximation of R∗(L, , ρ); the second subsection discusses the
accuracy of the normal approximation by means of numerical evaluations; and the third subsection discusses some
applications of our normal approximation. Section V contains the proof of the main result. Section VI concludes
the paper with a discussion of the presented results. Some of the proofs are deferred to the appendices.
Notation: We denote scalar random variables by upper case letters such as X , and their realizations by lower
case letters such as x. Likewise, we use boldface upper case letters to denote random vectors, i.e., X, and we use
boldface lower case letters such as x to denote their realizations. We use upper case letters with the standard font to
denote distributions, and lower case letters with the standard font to denote probability density functions (pdf). The
serif font is used to denote constants independent of L and ρ, except E[·] that denotes the expectation operator, and
P[·] that is used for probabilities. The superscripts (·)T and (·)H denote transposition and Hermitian transposition,
respectively. The complement of a set A is denoted as A c. We use “L=” to denote equality in distribution.
We denote by log(·) the natural logarithm, by I{·} the indicator function, by Γ(·) the Gamma function [18, Sec.
6.1.1], by γ˜(·, ·) the regularized lower incomplete gamma function [18, Sec. 6.5], by ψ(·) the digamma function
[18, Sec. 6.3.2], by 2F1(·, ·; ·; ·) the Gauss hypergeometric function [19, Sec. 9.1], by E1(·) the exponential integral
function [18, Sec. 5.1.1] and by ζ(z, q) Riemann’s zeta function [19, Sec. 9.511]. The gamma distribution with
parameters z and q is denoted by Gamma(z, q). We denote by γ the Euler’s constant.
We use the notation oξ(1) to describe terms that vanish as ξ → ∞ and are uniform in the rest of parameters
involved. For example, oρ(1) satisfies
lim
ρ→∞ supL≥L0
|oρ(1)| = 0 (3)
for some L0 > 0 independent of ρ. Similarly, we use the notation Oξ
(
f(ξ)
)
to describe terms that are of order
f(ξ) and are uniform in the rest of parameters. For example, OL
(
logL
L
)
satisfies
sup
ρ≥ρ0
∣∣∣∣O( logLL
)∣∣∣∣ ≤ K logLL , L ≥ L0 (4)
for some K, L0, and ρ0 independent of L and ρ.1
Double limits such as
lim
L→∞,
ρ→∞
f(L, ρ) = K (5)
indicate that for every  > 0 there exists a pair (L0, ρ0) independent of (L, ρ) such that for every L ≥ L0 and
ρ ≥ ρ0 we have |f(L, ρ) − K| ≤ . We denote by lim the limit inferior and by lim the limit superior. Double
1Typically, the terms oξ(1) and Oξ
(
f(ξ)
)
will depend on the coherence interval (defined as T later). We do not make this dependence
explicit in the notation, since we view T as a fixed parameter of the channel.
4limit inferiors and double limit superiors are defined accordingly using the above definition of a double limit. For
example,
lim
L→∞,
ρ→∞
f(L, ρ) = lim
L0→∞,
ρ0→∞
inf
L≥L0
inf
ρ≥ρ0
f(L, ρ). (6)
II. SYSTEM MODEL
We consider a single-antenna Rayleigh block-fading channel with coherence interval T > 2. For this channel
model, the input-output relation within the `-th coherence interval is given by
Y` = H`X` + W` (7)
where X` and Y` are T-dimensional, complex-valued, random vectors containing the input and output signals,
respectively; W` is the additive noise, which is assumed to be a random vector with independent and identically
distributed (i.i.d.) zero-mean, unit-variance, circularly-symmetric, complex Gaussian entries; and H` is Rayleigh
fading, i.e., it is a zero-mean, unit-variance, circularly-symmetric, complex Gaussian random variable. We assume
that H` and W` are independent and take on independent realizations over successive coherence intervals. We
further assume that the joint law of (H`,W`) does not depend on the channel inputs. We consider a noncoherent
setting where transmitter and receiver are aware of the distribution of H` but not of its realization.
We next introduce the notion of a channel code. For simplicity, we shall restrict ourselves to codes whose
blocklength n satisfies n = LT, where L denotes the number of coherence intervals of length T needed to transmit
the whole code. An (M,L, , ρ) code for the channel (7) consists of the following:
1) An encoder f : {1, . . . ,M} → CLT that maps the message A ∈ {1, . . . ,M} to a codeword XL =
[X1, . . . ,XL]. The codewords are assumed to satisfy the power constraint2
‖X`‖2 ≤ Tρ, ` = 1, . . . , L. (8)
Since the variance of H` and of the entries of W` are normalized to one, ρ in (8) can be interpreted as the
average SNR at the receiver.
2) A decoder g: CLT → {1, . . . ,M} satisfying the maximum error probability constraint
max
1≤a≤M
P
[
g(YL) 6= A∣∣A = a] ≤  (9)
where YL = [Y1, . . . ,YL] is the channel output induced by the transmitted codeword XL = f(a) according
to (7).
The maximum coding rate R∗(L, , ρ) is defined as the largest rate logM/(LT) for which there exists an (M,L, , ρ)
code, i.e.,
R∗(L, , ρ) , sup
{
logM
LT
: ∃(M,L, , ρ) code
}
. (10)
2In the information theory literature, it is more common to impose a power constraint per codeword XL. However, practical systems typically
require a per-coherence-interval constraint. Note that, in contrast to [14], where the power constraint (8) is assumed to hold with equality, here
we consider the more general case where the power constraint may also be satisfied with strict inequality.
5III. PRELIMINARIES
Conditioned on XL = xL, the output vector YL is blockwise i.i.d. Gaussian. Thus, the conditional probability
density function (pdf) of Y` given X` = x is independent of ` and satisfies
pY|X(y|x) =
1
piT(1 + ‖x‖2) exp
{
−‖y‖2 + |y
Hx|2
1 + ‖x‖2
}
, y ∈ CT. (11)
Here and throughout the paper, we omit the subscript ` when immaterial. We shall refer to the distribution P(U)
XL
,
according to which XL =
√
TρUL, where UL = [U1, . . . ,UL] and U1, . . . ,UL are i.i.d. and uniformly distributed
on the unit sphere in CT, as USTM [15]. This distribution is relevant because it gives rise to a lower bound on
capacity that is asymptotically tight at high SNR [16], [17]. In fact, it can be shown that this lower bound accurately
approximates capacity already for intermediate SNR values. For example, [12, Fig. 1] illustrates that the lower bound
is indistinguishable from the upper bound on capacity given in [12, Eq. (17)] for ρ ≥ 10 dB.
The outputs YL induced by the USTM input distribution have the pdf
q(U)
YL
(yL) =
L∏
`=1
q(U)Y (y`) (12a)
where [12, Eq. (18)]
q(U)Y (y) =
e−‖y‖
2/(1+Tρ)‖y‖2(1−T)Γ(T)
piT(1 + Tρ)
γ˜
(
T− 1, Tρ‖y‖
2
1 + Tρ
)(
1 +
1
Tρ
)T−1
, y ∈ CT. (12b)
The following lemma presents an upper and lower bound on the logarithm of the regularized lower incomplete
gamma function, which we shall use throughout this paper.
Lemma 1: The logarithm of the regularized lower incomplete gamma function can be bounded as
0 ≤ log 1
γ˜(T− 1, x) ≤ (T− 1) log
(
1 +
Γ(T)
1
T−1
x
)
, x > 0. (13)
Proof: See Appendix A.
Throughout this paper, we shall denote by YL a blockwise i.i.d. Gaussian random vector whose conditional pdf,
conditioned on XL = xL, is given by
∏L
`=1 pY|X(y`|x`) with pY|X(y|x) as in (11). We shall denote by Y˜L a
blockwise i.i.d. Gaussian random vector that is independent of XL and has pdf q(U)
YL
.
Conditioned on ‖X`‖2 = Tα`, α` ∈ [0, ρ], the distributions of |YH` X`|2 and ‖Y`‖2 are as follows:
|YH` X`|2 L= |H∗` Tα` +W ∗` (1)
√
Tα`|2
L
= Tα`(1 + Tα`)Z1,` (14)
‖Y`‖2 L= ‖H`
√
Tαe1 +W `‖2
L
= (1 + Tα`)Z1,` + Z2,` (15)
where e1 is the unitary vector [1, 0, . . . , 0]T of dimension T × 1. Here, {Z1,`, ` ∈ Z} is a sequence of i.i.d.
Gamma(1, 1)-distributed random variables, and {Z2,`, ` ∈ Z} is a sequence of i.i.d. Gamma(T − 1, 1)-distributed
random variables.
Conditioned on ‖X`‖2 = Tα`, the distributions of |Y˜H` X`|2 and ‖Y˜`‖2 can be written as
|Y˜H` X`|2 L= |(H∗`
√
TρU`(1) +W
∗
` (1))
√
Tα`|2 (16)
6‖Y˜`‖2 L= ‖H`
√
TρU` +W `‖2. (17)
In (14)–(17), the parameter α` can be thought of as the power allocated over the coherence interval `.
We next introduce some preliminary results that will be helpful in the remainder of the paper. The information
density between XL and YL is denoted by
i(XL;YL) , log
(
pYL|XL
(
YL
∣∣ XL)
pYL
(
YL
) ) (18)
where pYL
(
YL
)
is the output pdf induced by the input distribution.3 When the input distribution is USTM, the
information density i(XL;YL) can be expressed as
i(XL;YL) =
L∑
`=1
i`(ρ) (19)
where
i`(ρ) , (T− 1) log(Tρ)− log Γ(T)− TρZ2,`
1 + Tρ
+ (T− 1) log
(
(1 + Tρ)Z1,` + Z2,`
1 + Tρ
)
− log γ˜
(
T− 1, Tρ((1 + Tρ)Z1,` + Z2,`)
1 + Tρ
)
. (20)
Using the left-most inequality in Lemma 1, we can lower-bound (20) by
i`(ρ) , (T− 1) log(Tρ)− log Γ(T)−
TρZ2,`
1 + Tρ
+ (T− 1) log
(
(1 + Tρ)Z1,` + Z2,`
1 + Tρ
)
. (21)
The expected value of (20), denoted by I(ρ) , E
[
i`(ρ)], can be written as
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)Tρ
1 + Tρ
(T− 1)E
[
log
(
(1 + Tρ)Z1,` + Z2,`
1 + Tρ
)]
+ E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1,` + Z2,`)
1 + Tρ
)]
. (22)
We next compute the expected value of (21), denoted by I(ρ) , E
[
i`(ρ)], as
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)Tρ
1 + Tρ
− (T− 1) log(1 + Tρ) + (T− 1)E[log((1 + Tρ)Z1 + Z2)] (23a)
= (T− 1) log(Tρ)− log Γ(T)− (T− 1)
[
log(1 + Tρ) +
Tρ
1 + Tρ
− ψ(T− 1)
]
+ 2F1
(
1,T− 1;T; Tρ
1 + Tρ
)
(23b)
where the expected value has been solved using [19, Sec. 4.337-1] to integrate with respect to Z1 and [19, Sec.
4.352-1], [19, Sec. 3.381-4], and [20, Sec. 4.2.20] to integrate with respect to Z2. Clearly,
I(ρ) ≥ I(ρ). (24)
We define the mismatched information density4 as
j(XL;YL) , log
(
pYL|XL
(
YL
∣∣ XL)
q(U)
YL
(
YL
) ). (25)
3The existence of the conditional pdf pYL|XL implies that the output pdf pYL exists for every input distribution.
4We use the word “mismatched” to indicate that the output distribution q(U)
YL
in the denominator is not the one induced by the input distribution
and the channel.
7Using this definition together with (11), (12a) and (12b), the mismatched information density j(XL;YL) can be
written as
j(XL;YL) =
L∑
`=1
j`(X`;Y`) (26)
where
j`(X`;Y`) = log
(
1 + Tρ
Γ(T)
)
+
|Y H`X`|2
1 + ‖X`‖2 −
Tρ‖Y`‖2
1 + Tρ
+ (T− 1) log
(
Tρ‖Y`‖2
1 + Tρ
)
− log(1 + ‖X`‖2)− log γ˜
(
T− 1, Tρ‖Y`‖
2
1 + Tρ
)
. (27)
By (14) and (15), j(X`;Y`) depends on X` only via ‖X`‖2 = Tα`. We can thus express j(X`;Y`) conditioned
on ‖X`‖2 = Tα` as
j`(α`) , (T− 1) log(Tρ)− log Γ(T)− (Tρ− Tα`)Z1,`
1 + Tρ
− TρZ2,`
1 + Tρ
+ log
(
1 + Tρ
1 + Tα`
)
+ (T− 1) log
(
(1 + Tα`)Z1,` + Z2,`
1 + Tρ
)
− log γ˜
(
T− 1, Tρ((1 + Tα`)Z1,` + Z2,`)
1 + Tρ
)
. (28)
Note that the information densities i(XL;YL) and j(XL;YL) only differ in the output densities pYL and q
(U)
YL
in the denominators of (18) and (25), respectively. Consequently, for USTM inputs, where pYL = q
(U)
YL , we have
i`(ρ) = j`(ρ).
Define β(ρ) , Γ(T) 1T−1 1+TρTρ , and let
j¯`(α`) , (T− 1) log(Tρ)− log Γ(T)− (Tρ− Tα`)Z1,`
1 + Tρ
− TρZ2,`
1 + Tρ
+ log
(
1 + Tρ
1 + Tα`
)
+ (T− 1) log
(
(1 + Tα`)Z1,` + Z2,`
1 + Tρ
)
+ (T− 1) log
(
1 +
β(ρ)
(1 + Tα`)Z1,` + Z2,`
)
. (29)
By Lemma 1, we have that, with probability one,
j`(α`) ≤ j¯`(α`), α` ∈ [0, ρ]. (30)
Let J(α`) , E[jl(α`)], 0 ≤ α` ≤ ρ. The conditional expected value of (29) given ‖X`‖2 = Tα`, denoted by
J¯(α`) , E[j¯`(α`)], can be evaluated as
J¯(α`) = (T− 1) log(Tρ)− log Γ(T)− Tρ− Tα`
1 + Tρ
− (T− 1)Tρ
1 + Tρ
+ log
(
1 + Tρ
1 + Tα`
)
− (T− 1) log(1 + Tρ) + (T− 1)E[log((1 + Tα`)Z1 + Z2 + β(ρ))]. (31)
It can be shown that J(·) and I(·) bound the capacity [21]
C(ρ) = sup
PXL : ‖X`‖2≤Tρ
E[i(X`;Y`)]
T
. (32)
Indeed, on the one hand we have
C(ρ) ≤ sup
0≤α≤ρ
J(α)
T
≤ sup
0≤α≤ρ
J¯(α)
T
(33)
where the first inequality follows from [22, Th. 5.1], and the second inequality follows from (30). On the other
hand,
C(ρ) ≥ I(ρ)
T
≥ I(ρ)
T
(34)
8where the first inequality follows because USTM is a valid input distribution, and the second inequality follows
by (24). Note that J(ρ) = I(ρ) when the input distribution is USTM. It can be further shown that
lim
ρ→∞
{
sup
0≤α≤ρ
J¯(α)− I(ρ)
}
= 0. (35)
Thus, USTM yields an asymptotically tight lower bound on capacity, as already mentioned before.
Let
U(ρ) , E
[(
i`(ρ)− I(ρ)
)2]
(36a)
V¯ρ(α) , E
[(
j¯`(α)− J¯(α)
)2]
(36b)
where the subscript ρ in V¯ρ(α) is introduced to highlight that V¯ρ(α) depends both on α and ρ, but it is omitted
when α = ρ. In Lemma 9 (Appendix I) and Lemma 10 (Appendix J), we show that I(ρ), U(ρ), J¯(ρ), and V¯ρ(ρ)
can be approximated as
I(ρ) = I(ρ) + oρ(1) (37a)
U(ρ) = U˜ + oρ(1) (37b)
J¯(ρ) = I(ρ) + oρ(1) (37c)
V¯ (ρ) = U˜ + oρ(1). (37d)
A closed form expression for I(ρ) is given in (23b). Moreover, U˜ in (37b) and (37d) is defined as
U˜ , (T− 1)2pi
2
6
+ (T− 1). (38)
IV. MAIN RESULTS
The main result of this paper is a high-SNR normal approximation on R∗(L, , ρ) presented in Section IV-A. In
Section IV-B, we assess the accuracy of this approximation by means of numerical examples. Possible applications
are discussed in Section IV-C.
A. A High-SNR Normal Approximation
Theorem 2: Assume that T > 2 and that 0 <  < 12 . Then, in the limit as L → ∞ and ρ → ∞, the maximum
coding rate R∗(L, , ρ) can be approximated as
R∗(L, , ρ) =
I(ρ)
T
+ oρ(1)−
√
U˜ + oρ(1)
LT2
Q−1() +OL
(
logL
L
)
(39)
where I(ρ) and U˜ are defined in (23b) and (38), respectively.
Proof: See Section V.
Remark 1: A common approach to deal with limits in two parameters is to couple them so as to reduce the
double limit to a single limit. For example, one could set ρ = g(L) for some increasing function g(·) and then study
the maximum coding rate R∗(L, , g(L)) in the limit as L → ∞. While this approach sidesteps the difficulties in
dealing with double limits, it gives rise to results that are hard to interpret, especially if the asymptotic behavior
9of R∗(L, , g(L)) depends critically on g(·). Indeed, L describes the blocklength of the error-correcting code, and
ρ specifies the SNR at which messages are sent over the channel. There is no physical reason why these two
parameters should be coupled, hence it is unclear which coupling g(·) describes the communication system best.
In contrast, the approximation presented in Theorem 2 is interpretable and more robust, since it holds for any
sufficiently large L and ρ (irrespective of their relation). In fact, since the oρ(1) terms are uniform in L, and the
O(logL/L) term is uniform in ρ, the approximation (39) applies also for any (strictly increasing) coupling between
L and ρ.
Remark 2: The assumption that 0 <  < 1/2 is required to ensure that Q−1() is nonnegative, which simplifies
the manipulations of the channel dispersion. Treating the case 1/2 <  < 1 would require a separate analysis. For
the sake of compactness, we decided to omit such an analysis, since we believe that 0 <  < 1/2 covers all cases
of practical interest.
Ignoring the OL(logL/L) and the oρ(1) terms in (39), we obtain the following high-SNR normal approximation:
R∗(L, , ρ) ≈ I(ρ)
T
−
√
U˜
LT2
Q−1(). (40)
The closed form expression for I(ρ) in (23b) contains a hypergeometric function, which is difficult to analyze
mathematically. We therefore present also a simplified expression that is less accurate than (23b) but easier to
analyze. Specifically, it follows from Lemma 9 (Appendix I) that
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)(1 + γ) + oρ(1). (41)
The quantity I(ρ)/T is a high-SNR approximation of the information rate achievable with i.i.d. USTM inputs; cf.
[23, Eq. (12)] (see also [12, Eq. (5)]). It is shown in [15, Th. 4] that I(ρ)/T is an asymptotically-tight lower bound
on the capacity C(ρ) in the sense that
lim
ρ→∞
{
C(ρ)− I(ρ)
T
}
= 0. (42)
For comparison, the capacity of the additive white Gaussian noise (AWGN) channel is given by [1, Eq. (7)]
CAWGN(ρ) = log(1 + ρ) = log ρ+ oρ(1). (43)
The capacity of the coherent Rayleigh block-fading channel (when the channel state information is available at the
receiver) is given by [24]
Cc(ρ) , E
[
log(1 + ρZ1)
]
= log ρ− γ + oρ(1) (44)
and in the noncoherent case (cf. (41))
I(ρ)
T
=
T− 1
T
[
log(ρ)− γ
]
+Oρ(1). (45)
It can be shown that the oρ(1) and Oρ(1) terms in (44) and (45) are uniform in T .
The channel dispersion of the AWGN channel is given by [1, Eq. (8)]
VAWGN(ρ) = ρ
2 + ρ
(1 + ρ)2
= 1 + oρ(1). (46)
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For the coherent Rayleigh block-fading channel, the channel dispersion Vc(ρ) is given by [4, Th. 2]
Vc(ρ) , TVar
[
log(1 + ρZ1)
]
+ 1− E
[
1
1 + ρZ1
]
=
pi2
6
+
1
T
+ oρ(1). (47)
According to Theorem 2, the ratio U˜/T2 can be viewed as a high-SNR approximation of the channel dispersion.
By comparing (45) and (44), we see that I(ρ)/T is, up to a Oρ(1) term, equal to (1 − 1/T)Cc(ρ). Further
observe that U˜/T2 corresponds to the dispersion one obtains by transmitting one pilot symbol per coherence block
to estimate the fading coefficient, and by then transmitting T − 1 symbols per coherence block over a coherent
fading channel. This suggests the heuristic that, at high SNR, one pilot symbol per coherence block suffices to
achieve both capacity and channel dispersion. However, this heuristic may be misleading since it is prima facie
unclear whether one pilot symbol per coherence block suffices to obtain a fading estimate that is (almost) perfect.
A more refined analysis of the maximum coding rate achievable with pilot assisted transmission has been recently
performed by O¨stman et al. [25].
Further observe that, as T tends to infinity, I(ρ)/T converges to Cc(ρ) and U˜/T2 converges to Vc(ρ). Thus,
as the coherence interval grows to infinity, both capacity and channel dispersion of the noncoherent block-fading
channel converge to the corresponding quantities for the coherent channel. This agrees with the intuition that the
cost of estimating the channel vanishes as the coherence interval tends to infinity.
Finally, observe that CAWGN(ρ) is larger than I(ρ)/T and Cc(ρ), and VAWGN(ρ) is smaller than U˜/T2 and Vc(ρ)
(except for T = 3, where U˜/T2 < VAWGN(ρ)). Thus, the presence of fading results in a less favorable channel.
B. Numerical Examples
We illustrate the accuracy of the high-SNR normal approximation (40) by means of numerical examples. In
Figs. 1 and 2 we show the approximation (40) as a function of L = n/T for a fixed coherence interval T and for
different SNR values. In the normal approximation, we evaluate I(ρ) using both the exact expression (23b) as well
as the approximation (41). For comparison, we also plot the coherent normal approximation
R∗(L, , ρ) ≈ Cc(ρ)−
√
Vc(ρ)
L
Q−1() (48)
where Cc(ρ) was defined in (44) and Vc(ρ) was defined in (47). We further plot a nonasymptotic (in ρ and L)
lower bound on R∗(L, , ρ) that is based on the dependence testing (DT) lower bound [3, Th. 22] with USTM
channel inputs (see (59) below) and computed by Monte Carlo simulations. We further plot a nonasymptotic (in ρ
and L) upper bound on R∗(L, , ρ) that is based on the meta converse (MC) upper bound [3, Th. 31, Eq. (106)]
with auxiliary output pdf (12a) (see (73) below). Specifically, we plot the weakened version5
R∗(L, , ρ) ≤ inf
ξ>0
{
log ξ
LT
− inf
α∈[o,ρ]L
log
(
1− − P[∑L`=1 j`(α`) ≥ log ξ])
LT
}
(49)
5This relaxation of the MC bound coincides with the Verdu´-Han bound [26, Th. 4] replacing the true output distribution PY by an arbitrary
output distribution QY . This bound for an arbitrary output distribution QY coincides with the Hayashi-Nagaoka lemma for classical quantum
channels [27, Lem. 4].
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Figure 1. Bounds on R∗(L, , ρ) for ρ = 15 dB, T = 20,  = 10−3. The shaded area indicates the area in which R∗(L, , ρ) lies.
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Figure 2. Bounds on R∗(L, , ρ) for ρ = 25 dB, T = 20,  = 10−3. The shaded area indicates the area in which R∗(L, , ρ) lies.
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Figure 3. Bounds on R∗(L, , ρ) for LT = 500,  = 10−3, ρ = 15 dB. The MC bound and the DT-USTM bound are almost indistinguishable.
The shaded area indicates the area in which R∗(L, , ρ) lies.
which is obtained using [3, Eq. (102)] and was evaluated by Monte Carlo simulations. In (49), α = (α1, . . . , αL)
denotes the vector of power allocations. We finally plot I(ρ)/T as given by (23b). Observe that the high-SNR normal
approximation of R∗(L, , ρ) is fairly accurate already for ρ = 15 dB and L ≥ 10 when we use the exact expression
(23b) for I(ρ). For ρ = 25 dB and L ≥ 10, the normal approximation is accurate even when we approximate I(ρ)
using the simplified expression (41). Further observe that the normal approximation is pessimistic for ρ = 15 dB and
optimistic for ρ = 25 dB. As expected, the coherent normal approximation is strictly larger than the noncoherent
high-SNR normal approximation. The gap between the two normal approximations appears to be independent of
L. This agrees with the intuition that the cost for estimating the channel mostly depends on the coherence interval
T. Finally observe that the DT lower bound on R∗(L, , ρ), computed for USTM channel inputs, is fairly close to
the MC upper bound, which holds for any input distribution satisfying the power constraint (8), for L ≥ 5 and
ρ = 15 dB or L ≥ 2 and ρ = 25 dB. Thus, while it was shown that USTM channel inputs achieve the capacity
asymptotically as the SNR tends to infinity, they also give rise to lower bounds on R∗(L, , ρ) that are impressively
tight for moderate SNR values and short blocklengths. A similar observation was also made in [12].
In Figs. 3 and 4, we show the high-SNR normal approximation (40) (with I(ρ)/T evaluated using the
approximation (41)) as a function of the coherence interval T for a fixed blocklength n (hence L is inversely
proportional to T). We further plot the coherent normal approximation (48). For comparison, we also show the DT
bound (see (59) below), evaluated for an USTM input distribution, and the weakened version of the MC bound (49)
evaluated by Monte Carlo simulations. Finally, we present the normal approximation that was proposed in [9] for
quasistatic multiple-input multiple-output (MIMO) block-fading channels. To adapt the quasistatic MIMO block-
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Figure 4. Bounds on R∗(L, , ρ) for LT = 500,  = 10−3, ρ = 25 dB. The MC bound and the DT-USTM bound are almost indistinguishable.
The shaded area indicates the area in which R∗(L, , ρ) lies.
fading channel to our system model, we replace H in [9] by an L × L diagonal matrix with diagonal entries
H1, . . . ,HL. Thus, specializing [9, Eq. (95)] to our case, we obtain
 ≈ E
[
Q
(
C(H)− LR∗(L, , ρ)√
V (H)/T
)]
(50)
where
C(H) ,
L∑
j=1
log(1 + ρ|Hj |2) (51a)
V (H) , L−
L∑
j=1
1
log(1 + ρ|Hj |2)2 . (51b)
As already observed in Figs. 1 and 2, the high-SNR normal approximation is fairly accurate for ρ = 15 dB
and L ≥ 10, and it is indistinguishable from the DT and MC bounds for ρ = 25 dB and L ≥ 10. The high-SNR
normal approximation becomes less accurate as L decreases. Observe that the coherent normal approximation (48)
provides a good approximation when T is large but becomes inaccurate when T ≤ 100. Further observe that the
normal approximation for the quasistatic case (50), which is tailored towards the case where L is small, becomes
accurate only for L ≤ 3 in both figures. The figures show that there is an optimal tradeoff between L and T for a
fixed blocklength n. This is, for example, of relevance for the design of orthogonal frequency-division multiplexing
(OFDM) systems, where the duration of a codeword is smaller than the coherence time, hence only frequency
diversity is available. The system designer can then determine the number of diversity branches L available to each
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Figure 5. Bounds on R∗(L, , ρ) for T = 20, L = 25 and  = 10−3. The shaded area indicates the area in which R∗(L, , ρ) lies.
user by assigning OFDM symbols from different time and frequency slots. Figs. 1 and 2 indicate the optimal value
of L for  = 10−3 and ρ = {15, 25} dB. We refer to [28] for a more detailed discussion.
In Fig. 5, we plot the high-SNR normal approximation (40), evaluating I(ρ) using both (23b) and (41), as
a function of the SNR ρ for fixed T and L. Again, we also plot the coherent normal approximation (48).
For comparison, we further plot the DT bound (see (59) below) evaluated for an USTM input distribution, the
weakened version of the MC bound (49), and I(ρ)/T using (23b). Observe that the normal approximation that
uses (23b) becomes accurate already at SNR values of 15 dB, while the normal approximation that uses I(ρ)
in (41) is accurate from SNR values of 20 dB. Further observe that the normal approximation is pessimistic for
ρ < 20 dB and optimistic for ρ ≥ 20 dB. As expected, the coherent normal approximation is strictly larger than the
noncoherent high-SNR normal approximation. Observe that the gap between the coherent normal approximation
and the nonasymptotic bounds stays constant for ρ ≥ 15 dB but decreases as ρ becomes small. This is because,
for small values of ρ, knowledge of the fading coefficients is less essential. Finally, we again observe that USTM
channel input, which achieve the capacity asymptotically as the SNR tends to infinity, also give rise to lower bounds
on R∗(L, , ρ) that are impressively tight for all SNR values considered in the plot.
In Fig. 6, we plot the probability of error as a function of the SNR ρ for R = 4, T = 20, and L = 25.
Specifically, we show the high-SNR normal approximation (40), with I(ρ) evaluated using (23b), the coherent
normal approximation (48), the DT bound (see (59) below) evaluated for an USTM input distribution, and the
weakened version of the MC bound (49). For comparison, we further show the performance of an accumulate-
repeat-jagged-accumulate (ARJA) low density parity check (LDPC) (3000,2000)-code combined with a 64-APSK
modulation, pilot-assisted transmission (2 pilot symbols per coherence block), and maximum likelihood channel
estimation followed by mismatched nearest-neighbor decoding at the receiver [29, Figure 3(b)] (see [30]). Observe
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Figure 6. Bounds on the probability of error  for R = 4, T = 20 and L = 25. The shaded area indicates the area in which the true probability
of error  lies.
that the high-SNR normal approximation is accurate for the whole range of SNRs evaluated. Further observe that
the gap between the presented real code and the rest of curves is substantial. This suggests that more sophisticated
joint channel-estimation decoding procedures together with shaping techniques need to be adopted to close the gap
(see e.g., [30]).
C. Engineering Wisdom
As argued, e.g., in [1], the normal approximation can be used to analyze the performance of communication
protocols. For example, let us consider the uplink scenario in [1, Sec. IV-C], where d devices intend to send k
information bits to a base station within the time corresponding to n channel uses. The n channel uses are divided
into s equally-sized slots of ns , n/s channels uses. The devices apply a simple slotted-ALOHA protocol: each
device picks randomly one of the s slots in the frame and sends its packet. If two or more devices pick the same
slot, then a collision occurs and none of their packets is received correctly. If only one device picks a particular
slot (singleton slot), then the error probability is calculated using the normal approximation. Specifically, in [1, Sec.
IV-C] the normal approximation for the AWGN channel was considered, i.e.,6
R∗(n, ) ≈ CAWGN(ρ)−
√
VAWGN(ρ)
n
Q−1() +
1
2
log n
n
(52)
where
CAWGN(ρ) = log(1 + ρ) (53a)
6For the AWGN channel, the O(logn/n) in (1) can be replaced by (logn)/(2n) +O(1/n) [3], [31].
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Table I
OPTIMAL SLOT SIZE FOR DIFFERENT CHANNEL MODELS AND n = LT = 480, k = 256, d = 12.
SNR coherence interval T
optimal number of slots s
noncoherent
Rayleigh block-fading
coherent
Rayleigh block-fading
AWGN
classic
slotted-ALOHA
ρ = 15 dB
T = 5 s = 4 s = 6 s = 8 s = 12
T = 20 s = 6 s = 6 s = 8 s = 12
ρ = 25 dB
T = 5 s = 8 s = 12 s = 12 s = 12
T = 20 s = 8 s = 8 s = 12 s = 12
VAWGN(ρ) = ρ
2 + ρ
(1 + ρ)2
. (53b)
By solving (52) for , we obtain an approximation for the packet error probability as a function of the packet
length n, the number of information bits k = nR to be conveyed in a packet, and the SNR ρ, i.e.,
∗(k, n, ρ) ≈ Q
(
nCAWGN(ρ)− k log 2 + (log n)/2√
nVAWGN(ρ)
)
. (54)
By replacing (52) by our high-SNR normal approximation (40), we obtain the following approximation for the
packet error probability when packets are transmitted over a noncoherent single-antenna Rayleigh block-fading
channel of coherence interval T:
∗(k, n, ρ) ≈ Q
(
nI(ρ)− kT log 2√
nTU˜
)
. (55)
Likewise, replacing (52) by the normal approximation for the coherent Rayleigh block-fading channel [4, Eq. (34)],
we obtain
∗(k, n, ρ) ≈ Q
(
nCc(ρ)− k log 2√
nTVc(ρ)
)
(56)
where
Cc(ρ) , E
[
log(1 + ρZ1)
]
(57a)
Vc(ρ) , TVar
[
log(1 + ρZ1)
]
+ 1− E
[
1
1 + ρZ1
]
. (57b)
The probability of successful transmission is given by [1, Eq. (24)], namely,
Psuccess =
d
s
(
1− 1
s
)d−1(
1− ∗(k, ns, ρ)
)
(58)
where (d/s)(1− 1/s)d−1 is the probability that only one device transmits in a given slot [32, Sec. 5.3.2]. Our goal
is to choose s such that the probability of successful transmission is maximized given d, k, n and ρ. This problem
entails a tradeoff between the probability of collision and the number of channel uses available for each packet,
which affects the achievable error probability in a singleton slot.
As a concrete example, we consider the case when n = 480, d = 12, and k = 256.7 In Table I, we show the
optimal number of slots s for the noncoherent Rayleigh block-fading channel (with ∗(k, ns, ρ) approximated by
7The fact that n is fixed implies that the number of coherence intervals L changes inversely proportional to T for the block-fading cases.
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(55)), the coherent Rayleigh block-fading channel (with ∗(k, ns, ρ) approximated by (56)), the AWGN channel
(with ∗(k, ns, ρ) approximated by (54)), and the classic slotted-ALOHA protocol (∗(k, ns, ρ) = 0) for the SNR
values ρ = 15 dB and ρ = 25 dB and coherence intervals T = 5 and T = 20. To be consistent with our system
model, for the Rayleigh block-fading channel (both coherent and noncoherent) we only consider slot sizes ns that
are integer multiples of T. Observe that the optimal number of slots s depends critically on the SNR, the coherence
interval, and the considered channel model. For example, for the classic slotted-ALOHA protocol, the optimal
number of slots is s = 12, which coincides with the total number of devices d = 12. In contrast, for the AWGN
channel, the optimal number of slots is s = 8 for ρ = 15 dB and coincides with the one of the classic slotted-
ALOHA for ρ = 25 dB. In most cases, the optimal number of slots s for the Rayleigh block-fading channel (both
coherent and noncoherent) is yet again smaller and depends both on the SNR and the coherence interval T. When
T = 20, the optimal number of slots s for the noncoherent Rayleigh block-fading channel coincides with that for
the coherent channel. This agrees with the intuition that, when T is sufficiently large, the fading coefficients can be
learned with little training overhead. In general, the optimal number of slots s decreases as the channel becomes
less favorable. Intuitively, larger codes are required to combat the impairments due to AWGN and fading. Hence,
the packet length ns must be increased or, equivalently, the number of slots s = n/ns must be reduced.
V. PROOF OF THEOREM 2
The proof of Theorem 2 is based on a lower bound on R∗(L, , ρ), given in Section V-A, and on an upper bound
on R∗(L, , ρ), given in Section V-B. Since these bounds coincide up to terms of order OL(logL/L) and oρ(1)
(compare (60) with (91) below, using (37a) and (37b)) they prove (39).
A. Dependence Testing (DT) Lower Bound
To obtain a lower bound on R∗(L, ρ, ), we evaluate the DT bound [3, Th. 22] for the USTM input distribution
defined in Section III. Thus, assume that XL ∼ P(U)
XL
, which implies YL ∼ q(U)
YL
. One can show (see [14, App. A])
that the cumulative distribution function P[i(xL; Y˜
L
) ≤ α] does not depend on xL. Furthermore, the USTM input
distribution satisfies the power constraint (8) with probability one. A lower bound on R∗(L, , ρ) follows therefore
from the DT bound (maximum probability of error) [3, Th. 22], which, after a standard change of measure, can be
stated as follows: there exists a code with M codewords, blocklength LT, and maximum probability of error  not
exceeding
 ≤ P[i(XL;YL) ≤ log(M − 1)]+ (M − 1)E[e−i(XL;YL)I{i(XL;YL) > log(M − 1)}]. (59)
To show that (59) yields the lower bound
R∗(L, , ρ) ≥ I(ρ)
T
−
√
U(ρ)
LT2
Q−1() +OL
(
1
L
)
(60)
we follow almost verbatim the steps in [3, Eqs. (258)–(267)] (with γ in [3] replaced by M−1). The main difference
is that, in our case, U(ρ) defined in (36a) and B(ρ) (cf. [3, Eq. (254)]) defined as
B(ρ) ,
6E
[∣∣i`(ρ)− I(ρ)∣∣3]
U(ρ)3/2
(61)
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depend on ρ. To ensure that the term OL(1/L) in (60) is uniform in ρ, we will show that both U(ρ) and B(ρ) are
bounded in ρ. We then apply the Berry-Esseen theorem [33, Ch. XVI.5] to obtain [3, Eq. (259)] with B(ρ) replaced
by an upper bound B(ρ0) that holds for all ρ ≥ ρ0 and a sufficiently large ρ0, followed by [3, Eqs. (261)–(265)],
which gives
R∗(L, , ρ) ≥ I(ρ)
T
−
√
U(ρ)
LT2
Q−1(τ) (62)
where
τ = −
(
2 log 2√
2pi
+ 5B(ρ0)
)
1√
L
. (63)
A Taylor-series expansion of Q−1(τ) around  yields then
Q−1(τ) = Q−1() +OL
(
1√
L
)
(64)
which in turn gives (60).
To show that U(ρ) and B(ρ) are bounded in ρ, we resort to the following lemmas:
Lemma 3: Let V¯ρ(α) be defined as in (36b) and let 0 ≤ δ ≤ 1/2. For every ρ(1− δ) ≤ α ≤ ρ, we have
V¯ρ(α) ≥
(
Tρ
1 + Tρ
)2
(T− 1)− Ξδ + oρ(1) (65)
where Ξ is a positive constant that only depends on T.
Proof: See Appendix B.
Lemma 4: For every ρ0 > 0, we have
sup
α≥0,
ρ≥ρ0
V¯ρ(α) <∞ (66a)
sup
ρ≥ρ0
U(ρ) <∞. (66b)
Proof: See Appendix C.
Lemma 5: For every ρ0 > 0, we have
sup
α≥0,
ρ≥ρ0
E
[∣∣j¯`(α)− J¯(α)∣∣3] <∞ (67a)
sup
ρ≥ρ0
E
[∣∣i`(ρ)− I(ρ)∣∣3] <∞. (67b)
Proof: See Appendix D.
For δ = 0, Lemma 3 yields
V¯ (ρ) ≥
(
Tρ
1 + Tρ
)2
(T− 1) + oρ(1). (68)
Together with (37b) and (37d), this implies that
U(ρ) ≥
(
Tρ0
1 + Tρ0
)2
T− 1
2
, ρ ≥ ρ0 (69)
for a sufficiently large ρ0. Furthermore, Lemma 4 implies that, for every ρ0 > 0, there exists an UUB(ρ0) that is
independent of ρ and that satisfies
U(ρ) ≤ UUB(ρ0), ρ ≥ ρ0. (70)
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Finally, Lemma 5 implies that for every ρ0 > 0 there exists an S(ρ0) that is independent of ρ and satisfies
E
[∣∣i`(ρ)− I(ρ)∣∣3] ≤ S(ρ0), ρ ≥ ρ0. (71)
Combining (69) and (71), it follows that for a sufficiently large ρ0 > 0 there exists a B(ρ0) that is independent of
ρ and that satisfies
B(ρ) ≤ 6S(ρ0)(
Tρ0
1+Tρ0
)3(
T−1
2
)3/2 , B(ρ0), ρ ≥ ρ0. (72)
This concludes the proof of the lower bound (60).
B. Meta Converse (MC) Upper Bound
An upper bound on R∗(L, , ρ) follows from the MC bound [3, Th. 31] computed for the auxiliary pdf q(U)
YL
, i.e.,
R∗(L, , ρ) ≤ 1
LT
sup
α∈[0,ρ]L
log
(
1
β(α, q(U)
YL
)
)
. (73)
Here, α = (α1, . . . , αL) denotes the vector of power allocations, and β(α, q
(U)
YL
) denotes the minimum probability
of error under hypothesis q(U)
YL
if the probability of error under hypothesis pYL|XL=xL does not exceed  [3,
Eq. (100)]. Note that, by (14)–(17), β(α, q(U)
YL
) depends on xL only via α (recall that ‖X`‖2 = Tα`).
For 0 < δ < 1, let Lδ(α) denote the number of α`’s in α that satisfy ρ(1− δ) ≤ α` ≤ ρ. The following lemma
demonstrates that we can assume without loss of optimality that Lδ(α) ≥ L/2, i.e., in at least half of the coherence
intervals α` is larger than ρ(1− δ).
Lemma 6: For every 0 < δ < 1, T > 2, and 0 <  < 1/2, there exists a pair (L0, ρ0) such that, for L ≥ L0 and
ρ ≥ ρ0, the supremum in (73) can be replaced without loss of optimality by a supremum over α ∈ Aρ,δ , where
Aρ,δ , {α ∈ [0, ρ]L : Lδ(α) ≥ L/2}. (74)
Proof: See Appendix E.
In the following, we implicitly assume that L ≥ L0 and ρ ≥ ρ0 for some sufficiently large L0 and ρ0 so that
Lemma 6 holds. Applying Lemma 6 to (73), and upper-bounding the right-hand side (RHS) of (73) using [3, Eq.
(106)] and (30), we obtain
R∗(L, , ρ) ≤ sup
α∈Aρ,δ
 log ξ(α)LT − log
(
1− − P[∑L`=1 j¯`(α`) ≥ log ξ(α)])
LT
 (75)
for every ξ : [0, ρ]L → (0,∞).
Let
B¯(α) ,
6
L∑`
=1
E
[∣∣j¯`(α`)− J¯(α`)∣∣3](
L∑`
=1
V¯ρ(α`)
)3/2 . (76)
By Lemma 5, the expectation E
[|j¯`(α) − J¯(α)|3] can be upper-bounded by a constant S¯(ρ0) that is independent
of α and ρ. Furthermore, by the nonnegativity of V¯ρ(α`),
L∑
`=1
V¯ρ(α`) ≥
∑
`∈Lδ(α)
V¯ρ(α`) (77)
20
where Lδ(α) , {` = 1, . . . , L : α` ≥ ρ(1− δ)}. Lemma 3 demonstrates that, for α ≥ ρ(1− δ),
V¯ρ(α) ≥
(
Tρ
1 + Tρ
)2
(T− 1)− Ξδ + oρ(1). (78)
Thus, for
δ =
(
Tρ0
1 + Tρ0
)2
T− 1
3Ξ
(79)
and ρ0 sufficiently large, we have
L∑
`=1
V¯ρ(α`) ≥ Lδ(α)
(
Tρ0
1 + Tρ0
)2
T− 1
2
, ρ ≥ ρ0. (80)
Hence, for every α ∈ Aρ,δ and δ as chosen in (79),
B¯(α) ≤ 6LS¯(ρ0)(
(T−1)L
4
)3/2(
Tρ0
1+Tρ0
)3 , B¯(ρ0)√L . (81)
Let
λ = Q−1
(
+
2B¯(ρ0)√
L
)
(82)
and
log ξ(α) =
L∑
`=1
J¯(α`)− λ
√√√√ L∑
`=1
V¯ρ(α`). (83)
With this choice, the Berry-Esseen theorem and (81) imply that, for every α ∈ Aρ,δ ,∣∣∣∣∣P
[
L∑
`=1
j¯`(α`) ≤ log ξ(α)
]
−Q(λ)
∣∣∣∣∣ ≤ B¯(α) ≤ B¯(ρ0)√L . (84)
Thus, for such α,
P
[
L∑
`=1
j¯`(α`) ≤ log ξ(α)
]
≥ + B¯(ρ0)√
L
. (85)
Substituting (85) into the upper bound (75), we obtain
R∗(L, , ρ) ≤ sup
α∈Aρ,δ

L∑`
=1
J¯(α`)
LT
−
√√√√√ L∑`
=1
V¯ρ(α`)
L2T2
Q−1
(
+
2B¯(ρ0)√
L
)−
log B¯(ρ0)
LT
+
1
2
logL
LT
. (86)
By the assumption 0 <  < 12 , the inverse Q-function on the RHS of (86) is positive for sufficiently large L. It
follows by the concavity of x 7→ √x and Jensen’s inequality that (86) can be further upper-bounded as
R∗(L, , ρ) ≤ 1
L
L∑
`=1
sup
0≤α`≤ρ
{
J¯(α`)
T
−
√
V¯ρ(α`)
LT2
Q−1
(
+
2B¯(ρ0)√
L
)}
− log B¯(ρ0)
LT
+
1
2
logL
LT
= sup
0≤α≤ρ
{
J¯(α)
T
−
√
V¯ρ(α)
LT2
Q−1
(
+
2B¯(ρ0)√
L
)}
− log B¯(ρ0)
LT
+
1
2
logL
LT
(87)
where the second step follows because the channel is blockwise i.i.d., so the terms inside the curly brackets do not
depend on `.
Applying a Taylor-series expansion of Q−1(+ 2B¯(ρ0)/
√
L) around , we obtain
Q−1
(
+
2B¯(ρ0)√
L
)
= Q−1() +OL
(
1√
L
)
. (88)
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Further using that, by Lemma 4, V¯ρ(α) is bounded in ρ and α, and collecting terms of order logL/L, we can
rewrite (87) as
R∗(L, , ρ) ≤ sup
0≤α≤ρ
{
J¯(α)
T
−
√
V¯ρ(α)
LT2
Q−1()
}
+OL
(
logL
L
)
. (89)
We next show that
sup
0≤α≤ρ
{
J¯(α)
T
−
√
V¯ρ(α)
LT2
Q−1()
}
=
J¯(ρ)
T
−
√
V¯ (ρ)
LT2
Q−1() +OL
(
1
L
)
. (90)
We then obtain the desired upper bound
R∗(L, , ρ) ≤ I(ρ) + oρ(1)
T
−
√
U˜ + oρ(1)
LT2
Q−1() +OL
(
logL
L
)
(91)
from (37c) and (37d).
To prove (90), we first present the following auxiliary results.
Lemma 7:
1) Assume that T > 2. For sufficiently large ρ, we have
sup
0≤α≤ρ
J¯(α) = J¯(ρ). (92)
2) Assume that T > 2 and 0 <  < 12 . Consider the supremum on the left-hand side of (90). For sufficiently
large L and ρ, we can assume without loss of optimality that α ∈ [ρ(1− KL ), ρ] for some nonnegative constant
K that is independent of (L, ρ, α).
Proof: See Appendix F.
We next set out to prove (90). By Part 2) of Lemma 7, we can assume without loss of optimality that
α ≥ ρ
(
1− K
L
)
. (93)
Furthermore, we show in Appendix H that
V¯ρ(α) ≥ V¯ (ρ)−Υδ, ρ(1− δ) ≤ α ≤ ρ (94)
where Υ is a positive constant that only depends on T. Particularizing this bound for δ = K/L, we obtain
V¯ρ(α) ≥ V¯ (ρ)−ΥK
L
, ρ
(
1− K
L
)
≤ α ≤ ρ. (95)
Combining (95) with Part 1) of Lemma 7, and using that by the assumption 0 <  < 12 we have Q
−1() > 0, we
obtain
sup
0≤α≤ρ
{
J¯(α)
LT
−
√
V¯ρ(α)
LT2
Q−1()
}
≤ J¯(ρ)
T
−
√
V¯ (ρ)− ΥKL
LT2
Q−1()
=
J¯(ρ)
T
−
√
V¯ (ρ)
LT2
Q−1() +OL
(
1
L
)
. (96)
This proves (90) and concludes the proof of the upper bound.
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VI. CONCLUSION
We presented a high-SNR normal approximation for the maximum coding rate R∗(L, , ρ) achievable over
noncoherent, single-antenna, Rayleigh block-fading channels using an error-correcting code that spans L coherence
intervals, has a block-error probability no larger than , and satisfies the power constraint ρ. The high-SNR normal
approximation is roughly equal to the normal approximation one obtains by transmitting one pilot symbol per
coherence block to estimate the fading coefficient, and by then transmitting T − 1 symbols per coherence block
over a coherent fading channel. This suggests that, at high SNR, one pilot symbol per coherence block suffices to
achieve both the capacity and the channel dispersion. While the approximation was derived under the assumption
that the number of coherence intervals L and the SNR ρ tend to infinity, numerical analyses suggest that it becomes
accurate already at SNR values of 15 dB and for 10 coherence intervals or more.
The obtained normal approximation is useful in two ways. First, it complements the nonasymptotic bounds
provided in [12]–[14], whose evaluation is computationally demanding. Second, it lays the foundation for analytical
studies that analyze the behavior of the maximum coding rates as a function of system parameters such as SNR,
number of coherence intervals, or blocklength. A example of such a study was illustrated in Section IV-C concerning
the optimal design of a simple slotted-ALOHA protocol. Needless to say, the obtained normal approximation can
also be used to study more sophisticated communication protocols.
APPENDIX A
PROOF OF LEMMA 1
The left-most inequality in (13) follows because the regularized lower incomplete gamma function is no larger
than 1. For the right-most inequality in (13), consider the following bound by Alzer [34, Th. 1] (see also [35,
Eq. (5.4)])
γ˜(a, x) >
(
1− e−sax)a, (x ≥ 0, a > 0, a 6= 1) (97)
where
sa =
{
1, if 0 < a < 1
Γ(a+ 1)−
1
a , if a > 1.
(98)
In order to obtain the right-most inequality in (13), we first lower-bound γ˜(·, ·) using (97)
log
1
γ˜(T− 1, x) ≤ (T− 1) log
(
1
1− e−xΓ(T)−
1
T−1
)
= (T− 1) log
(
1 +
1
exΓ(T)
− 1
T−1 − 1
)
(99)
where the second step follows by simple algebraic manipulations. Since ez ≥ 1+z, this can be further upper-bounded
as
log
1
γ˜(T− 1, x) ≤ (T− 1) log
(
1 +
Γ(T)
1
T−1
x
)
. (100)
This proves Lemma 1.
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APPENDIX B
PROOF OF LEMMA 3
For every ρ(1− δ) ≤ α ≤ ρ,
V¯ρ(α) = E
[(
− Tρ− Tα
1 + Tρ
(Z1 − 1)− Tρ
1 + Tρ
(Z2 − (T− 1))
+ (T− 1) log((1 + Tα)Z1 + Z2 + β(ρ))− (T− 1)E[log((1 + Tα)Z1 + Z2 + β(ρ))])2]
≥ E
[(
Tρ− Tα
1 + Tρ
(Z1 − 1) + Tρ
1 + Tρ
(Z2 − (T− 1))
)2]
− 2E
[(
Tρ− Tα
1 + Tρ
(Z1 − 1) + Tρ
1 + Tρ
(Z2 − (T− 1))
)
×
(
(T− 1) log((1 + Tα)Z1 + Z2)− (T− 1)E[log((1 + Tα)Z1 + Z2)]
+ (T− 1) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)
− (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)])]
≥
(
Tρ− Tα
1 + Tρ
)2
+
(
Tρ
1 + Tρ
)2
(T− 1)− 2(T− 1)Tρ− Tα
1 + Tρ
E
[
(Z1 − 1) log
(
Z1 +
Z2
1 + Tα
)]
− 2(T− 1) Tρ
1 + Tρ
{
E
[
(Z2 − (T− 1)) log
(
Z1 +
Z2
1 + Tρ
)]
− E
[(
Z2 − (T− 1)
)
log
(
(1 + Tρ)Z1 + Z2
(1 + Tα)Z1 + Z2
)]}
(101)
where the second inequality follows because Z1 has mean and variance 1, Z2 has mean and variance T− 1, and
E
[
(Z1 − 1) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)]
≤ 0 (102a)
E
[
(Z2 − (T− 1)) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)]
≤ 0. (102b)
The inequalities (102a) and (102b) follow because
(Z1 − 1) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)
≤ (Z1 − 1) log
(
1 +
β(ρ)
(1 + Tα) + Z2
)
(103a)
(Z2 − (T− 1)) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)
≤ (Z2 − (T− 1)) log
(
1 +
β(ρ)
(1 + Tα)Z1 + (T− 1)
)
(103b)
and
E
[
(Z1 − 1) log
(
1 +
β(ρ)
(1 + Tα) + Z2
)]
= E
[(
Z2 − (T− 1)
)
log
(
1 +
β(ρ)
(1 + Tα)Z1 + (T− 1)
)]
= 0. (103c)
The first term on the RHS of (101) is nonnegative, so discarding it yields a lower bound. Furthermore, the third
term in (101) can be lower-bounded by upper-bounding for ρ(1− δ) ≤ α ≤ ρ
2(T− 1)Tρ− Tα
1 + Tρ
E
[
(Z1 − 1) log
(
Z1 +
Z2
1 + Tα
)]
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≤ 2(T− 1)Tρ− Tα
1 + Tρ
√
E
[
(Z1 − 1)2
]
E
[
log2
(
Z1 +
Z2
1 + Tα
)]
≤ 2(T− 1)δ
√(
pi2
6
+ γ2 + ψ2(T) + ζ(2,T)
)
. (104)
Here, the first inequality follows from the Cauchy-Schwarz inequality, and the last inequality follows because
E
[
(Z1 − 1)2
]
= 1 and
E
[
log2
(
Z1 +
Z2
1 + Tα
)]
≤ E[log2(Z1 + Z2)+ log2(Z1)]
=
pi2
6
+ γ2 + ζ(2,T) + ψ2(T) (105)
where we have evaluated the expected values using [19, Sec. 4.335-1] and [19, Sec. 4.358-2], respectively. The first
inequality in (105) follows by treating the cases Z1 +Z2/(1+Tρ) ≤ 1 and Z1 +Z2/(1+Tρ) > 1 separately, and by
lower-bounding in the former case Z1 +Z2/(1+Tρ) by Z1 and upper-bounding in the latter case Z1 +Z2/(1+Tρ)
by Z1 + Z2. Hence
log2
(
Z1 +
Z2
1 + Tρ
)
≤ log2(Z1) ≤ log2(Z1) + log2(Z1 + Z2), if Z1 + Z2/(1 + Tρ) ≤ 1 (106a)
log2
(
Z1 +
Z2
1 + Tρ
)
≤ log2(Z1 + Z2) ≤ log2(Z1) + log2(Z1 + Z2), if Z1 + Z2/(1 + Tρ) > 1 (106b)
which yields the desired bound.
Finally, the fifth term on the RHS (101) can be lower-bounded by upper-bounding for ρ(1− δ) ≤ α ≤ ρ∣∣∣∣E[(Z2 − (T− 1)) log( (1 + Tρ)Z1 + Z2(1 + Tα)Z1 + Z2
)]∣∣∣∣ ≤ E[∣∣Z2 − (T− 1)∣∣ log( (1 + Tρ)Z1 + Z2(1 + Tα)Z1 + Z2
)]
≤ E[|Z2 − (T− 1)|] log( ρ
α
)
≤ E[|Z2 − (T− 1)|] log( 1
1− δ
)
. (107)
Combining (104)–(107) with (101), we obtain the lower bound
V¯ρ(α) ≥
(
Tρ
1 + Tρ
)2
(T− 1)− 2(T− 1)δ
√(
pi2
6
+ γ2 + ψ2(T) + ζ(2,T)
)
− 2(T− 1) Tρ
1 + Tρ
{
E
[(
Z2 − (T− 1)
)
log
(
Z1 +
Z2
1 + Tρ
)]
+ E
[|Z2 − (T− 1)|] log( 1
1− δ
)}
. (108)
Only the second and fourth term on the RHS of (108) depend on δ. The former term is linear in δ, the latter term
can be upper-bounded by a linear term by using that, for 0 ≤ δ ≤ 1/2,
log
(
1
1− δ
)
≤ δ
1− δ ≤ 2δ. (109)
Hence, there exists a positive constant Ξ that only depends on T such that
V¯ρ(α) ≥
(
Tρ
1 + Tρ
)2
(T− 1)− Ξδ − 2(T− 1) Tρ
1 + Tρ
E
[(
Z2 − (T− 1)
)
log
(
Z1 +
Z2
1 + Tρ
)]
. (110)
We conclude the proof of Lemma 3 by demonstrating that
E
[
(Z2 − (T− 1)) log
(
Z1 +
Z2
1 + Tρ
)]
= oρ(1). (111)
25
This is a direct consequence of the dominated convergence theorem [36, Section 1.26], which can be applied because∣∣∣∣(Z2 − (T− 1)) log(Z1 + Z21 + Tρ
)∣∣∣∣ ≤ ∣∣Z2 − (T− 1)∣∣∣∣∣∣log(Z1 + Z21 + Tρ
)∣∣∣∣
≤ ∣∣(Z2 − (T− 1))∣∣√log2(Z1) + log2(Z1 + Z2) (112)
where the second inequality follows from the same steps as the first inequality in (105). Using the Cauchy-Schwarz
inequality, the expected value of the RHS of (112) can be upper-bounded as
E
[∣∣(Z2 − (T− 1))∣∣√log2(Z1) + log2(Z1 + Z2)] ≤√E[(Z2 − (T− 1))2]E[log2(Z1) + log2(Z1 + Z2)] (113)
which is finite by (107).
APPENDIX C
PROOF OF LEMMA 4
We shall first prove (66a). Using the definitions of j¯`(α) and J¯(α) in (29) and (31), respectively, we upper-bound
V¯ρ(α) , E
[(
j¯`(α)− J¯(α)
)2]
as
V¯ρ(α) = E
[(
Tρ− Tα
1 + Tρ
(1− Z1) + Tρ
1 + Tρ
(T− 1− Z2)
+ (T− 1) log
(
Z1 +
Z2
1 + Tα
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tα
)]
+ (T− 1) log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)
− (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)])2]
≤ c4,2
((
Tρ− Tα
1 + Tρ
)2
E
[
(Z1 − 1)2
]
+
(
Tρ
1 + Tρ
)2
E
[
(Z2 − T + 1)2
]
+ 2(T− 1)2E
[
log2
(
Z1 +
Z2
1 + Tα
)]
+ 2(T− 1)2E
[
log2
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)])
(114)
where we have used that
|a1 + · · ·+ aη|ν ≤ cη,ν(|a1|ν + · · ·+ |aη|ν), η, ν ∈ N (115)
for some positive constant cη,ν that only depends on η and ν, and that E
[
(X − E[X])2] ≤ E[X2] for every
real-valued random variable X .
We next show that each term on the RHS of (114) is bounded in (ρ, α). Indeed, we have E
[
(Z1 − 1)2
]
= 1 and
E
[
(Z2 − (T − 1))2
]
= (T − 1). Furthermore, since 0 ≤ (Tρ − Tα)/(1 + Tρ) ≤ 1 and 0 ≤ Tρ/(1 + Tρ) ≤ 1,
the first two terms on the RHS of (114) are bounded in ρ and α. The third term on the RHS of (114) can be
upper-bounded by (see (105))
(T− 1)2E
[
log2
(
Z1 +
Z2
1 + Tα
)]
≤ (T− 1)2E[log2(Z1 + Z2)]+ (T− 1)2E[log2(Z1)] <∞. (116)
Finally, for every ρ0 > 0 and ρ ≥ ρ0, the fourth term on the RHS of (114) can be upper-bounded by
E
[
(T− 1)2 log2
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)]
≤ (T− 1)2E
[
log2
(
1 +
β(ρ)
Z1 + Z2
)]
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≤ (T− 1)2E
[
log2
(
1 +
β(ρ0)
Z1 + Z2
)]
<∞ (117)
where the last step follows because ρ 7→ β(ρ) is monotonically decreasing in ρ. This proves (66a).
The proof of (66b) follows along similar lines. Indeed, using the definitions of i`(ρ) and I(ρ) in (20) and (22),
respectively, we can upper-bound U(ρ) , E
[(
i`(ρ)− I(ρ)
)2]
as
U(ρ) = E
[(
Tρ
1 + Tρ
(T− 1− Z2) + (T− 1) log
(
Z1 +
Z2
1 + Tρ
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tρ
)]
− log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)
+ E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)])2]
≤ c3,2
((
Tρ
1 + Tρ
)2
E
[
(Z2 − T + 1)2
]
+ (T− 1)2E
[
log2
(
Z1 +
Z2
1 + Tρ
)]
+ (T− 1)2E
[
log2 γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)])
. (118)
We next show that each summand is bounded in ρ. Indeed, as shown before, the first and the second term on
the RHS of (118) are bounded in ρ. To bound the third term on the RHS of (118), we use Lemma 1 and obtain
E
[
log2 γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]
≤ (T− 1)2E
[
log2
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
. (119)
By the monotonicity of ρ 7→ β(ρ), it follows that for every ρ0 > 0 and ρ ≥ ρ0, the third term on the RHS of (118)
is upper-bounded by
E
[
log2 γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]
≤ (T− 1)2E
[
log2
(
1 +
β(ρ0)
Z1 + Z2
)]
<∞. (120)
Combining the above steps with (118) we establish (66b).
APPENDIX D
PROOF OF LEMMA 5
We shall first prove (67a). Using the definitions of j¯`(α) and J¯(α) in (29) and (31), respectively, we can upper-
bound E
[∣∣j¯`(α)− J¯(α)∣∣3] as
E
[∣∣j¯`(α)− J¯(α)∣∣3] = E[∣∣∣∣Tρ− Tα1 + Tρ (1− Z1) + Tρ1 + Tρ (T− 1− Z2)
+ (T− 1) log
(
Z1 +
Z2
1 + Tα
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tα
)]
− log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)
+ E
[
log
(
1 +
β(ρ)
(1 + Tα)Z1 + Z2
)]∣∣∣∣3
]
≤ c6,3
(∣∣∣∣Tρ− Tα1 + Tρ
∣∣∣∣3E[|Z1 − 1|3]+ ∣∣∣∣ Tρ1 + Tρ
∣∣∣∣3E[|Z2 − T + 1|3]
+ 2(T− 1)3E
[∣∣∣∣log(Z1 + Z21 + Tα
)∣∣∣∣3
]
+ 2(T− 1)3E
[∣∣∣∣log(1 + β(ρ)(1 + Tα)Z1 + Z2
)∣∣∣∣3
])
(121)
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where we have used (115) and that E[|X|3] ≥ |E[X]|3 for every random variable X .
We next show that each term on the RHS of (121) is bounded in ρ and α. Indeed, the first two terms on the
RHS of (121) are bounded because the third central moments of the Gamma-distributed random variables Z1 and
Z2 are bounded, and because 0 ≤ (Tρ − Tα)/(1 + Tρ) ≤ 1 and 0 ≤ Tρ/(1 + Tρ) ≤ 1. The third term on the
RHS of (121) can be upper-bounded by using that∣∣∣∣log(Z1 + Z21 + Tα
)∣∣∣∣ ≤ | logZ1|+ | log(Z1 + Z2)| (122)
which follows from similar steps as the first inequality in (105). Hence,
E
[∣∣∣∣log(Z1 + Z21 + Tα
)∣∣∣∣3
]
≤ c2,3
(
E
[| logZ1|3]+ E[| log(Z1 + Z2)|3]) <∞ (123)
where the first inequality follows by (115). Finally, the fourth term on the RHS of (121) can be upper-bounded as
(T− 1)3E
[∣∣∣∣log(1 + β(ρ)(1 + Tα)Z1 + Z2
)∣∣∣∣3
]
≤ (T− 1)3E
[∣∣∣∣log(1 + β(ρ)Z1 + Z2
)∣∣∣∣3
]
. (124)
By the monotonicity of ρ 7→ β(ρ), we thus have that for every ρ0 > 0 and ρ ≥ ρ0,
(T− 1)3E
[∣∣∣∣log(1 + β(ρ)(1 + Tα)Z1 + Z2
)∣∣∣∣3
]
≤ (T− 1)3E
[∣∣∣∣log(1 + β(ρ0)Z1 + Z2
)∣∣∣∣3
]
<∞. (125)
Combining the above steps with (121) we prove (67a).
We establish (67b) along similar lines. Using the definitions of i`(ρ) and I(ρ) in (20) and (22), respectively, we
can upper-bound E
[|i`(ρ)− I(ρ)|3] as
E
[∣∣i`(ρ)− I(ρ)∣∣3]
= E
[∣∣∣∣ Tρ1 + Tρ (T− 1− Z2) + (T− 1) log
(
Z1 +
Z2
1 + Tρ
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tρ
)]
− log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)
+ E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]∣∣∣∣3
]
≤ c5,3
(∣∣∣∣ Tρ1 + Tρ
∣∣∣∣3E[|Z2 − T + 1|3]+ 2(T− 1)3E
[∣∣∣∣log(Z1 + Z21 + Tρ
)∣∣∣∣3
]
+ 2(T− 1)3E
[∣∣∣∣log γ˜(T− 1, Tρ((1 + Tρ)Z1 + Z2)1 + Tρ
)∣∣∣∣3
])
(126)
where the inequality follows by (115) and because E[|X|3] ≥ |E[X]|3 for every random variable X .
As shown before, the first two terms on the RHS of (126) are bounded in ρ. With respect to the third term, we
first use Lemma 1 to obtain
E
[∣∣∣∣log γ˜(T− 1, Tρ((1 + Tρ)Z1 + Z2)1 + Tρ
)∣∣∣∣3
]
≤ (T− 1)3E
[
log3
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
. (127)
By the monotonicity of ρ 7→ β(ρ), it follows that for every ρ0 > 0 and ρ ≥ ρ0, the third term on the RHS of (126)
is upper-bounded by
E
[∣∣∣∣log γ˜(T− 1, Tρ((1 + Tρ)Z1 + Z2)1 + Tρ
)∣∣∣∣3
]
≤ (T− 1)3E
[
log3
(
1 +
β(ρ0)
(1 + Tρ)Z1 + Z2
)]
<∞. (128)
Combining the above steps with (126) we establish (67b).
28
APPENDIX E
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Consider the upper bound (73), namely,
R∗(L, , ρ) ≤ sup
α∈[0,ρ]L
log
(
1
β(α, q(U)
YL
)
)
. (129)
In the following, we show that, for sufficiently large L and ρ, we can assume without loss of optimality that
α ∈ Aρ,δ . To this end, we demonstrate that for all α /∈ Aρ,δ and sufficiently large L and ρ, we can find a lower
bound on R∗(L, , ρ) that exceeds an upper bound on (129). Hence, such α cannot be optimal.
A lower bound on R∗(L, , ρ) follows from (60), and by bounding I(ρ) ≥ I(ρ) and U(ρ) ≤ UUB(ρ0), ρ ≥ ρ0,
using (24) and (70), i.e.,
R∗(L, , ρ) ≥ I(ρ)
T
−
√
UUB(ρ0)
LT2
Q−1(τ) , RLB(ρ)
T
, ρ ≥ ρ0 (130)
with τ defined in (63). Recall that, by the assumption 0 <  < 12 , we have Q
−1(τ) > 0 for L sufficiently large.
It follows from [3, Eq. (106)] and (30) that the RHS of (129) can be upper-bounded as
sup
α∈[0,ρ]L
log
(
1
β(α, q(U)
YL
)
)
≤ sup
α∈[0,ρ]L
 log ξ(α)LT − log
(
1− − P[∑L`=1 j¯`(α`) ≥ log ξ(α)])
LT
 (131)
for every ξ : [0, ρ]L → (0,∞). By Lemma 4, for every ρ0 > 0 there exists a V¯UB(ρ0) that is independent of α and
ρ and that satisfies
V¯ρ(α) ≤ V¯UB(ρ0), α ≥ 0, ρ ≥ ρ0. (132)
Let
log ξ(α) =
L∑
`=1
J¯(α`) +
√
LV¯UB(ρ0)
(1− )− 1√
L
. (133)
By Chebyshev’s inequality [33, Ch. V.7] and (132), we obtain
P
[
L∑
`=1
j¯`(α`) ≥ log ξ(α)
]
≤
L∑`
=1
V¯ρ(α`)
LV¯UB(ρ0)
(
1− − 1√
L
)
≤ 1− − 1√
L
, ρ ≥ ρ0. (134)
Combining (134) with (131), we obtain
R∗(L, , ρ) ≤ sup
α∈[0,ρ]L
∑L
`=1 J¯(α`)
LT
+
√
V¯UB(ρ0)
LT2(1− )− T2√L +
logL
2LT
, sup
α∈[0,ρ]L
1
L
L∑
`=1
RUB(α`)
T
, ρ ≥ ρ0. (135)
The α’s for which 1L
∑L
`=1RUB(α`)/T is smaller than (130) can be discarded without loss of optimality, since the
upper bound can never be smaller than the lower bound. We next use this argument to show that the fraction of
α`’s in α that satisfy α` ≥ ρ(1− δ) tends to 1 as L and ρ tend to infinity. Specifically, we consider the difference
1
L
L∑
`=1
[
RLB(ρ)−RUB(α`)
]
29
=
1
L
L∑
`=1
[
Tρ− Tα`
1 + Tρ
+ log
1 + Tα`
1 + Tρ
+ (T− 1)E
[
log
(1 + Tρ)Z1,` + Z2,` + β(ρ)
(1 + Tα`)Z1,` + Z2,` + β(ρ)
]
− (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1,` + Z2,`
)]
−
√
UUB(ρ0)
L
Q−1(τ)−
√
V¯UB(ρ0)
L(1− )−√L −
logL
2L
]
(136)
where we have evaluated RLB(ρ) and RUB(α`) using (23a) and (31). We next fix a sufficiently large ρ0 and
assume ρ ≥ ρ0. Since ρ 7→ β(ρ) is decreasing in ρ, we can lower-bound the third-term on the RHS of (136) by
replacing β(ρ) by β(ρ0). We can further lower-bound (136) by omitting the first term on the RHS of (136), which
is nonnegative since α` ≤ ρ. This yields
1
L
L∑
`=1
[
RLB(ρ)−RUB(α`)
] ≥ 1
L
L∑
`=1
[
log
1 + Tα`
1 + Tρ
+ (T− 1)E
[
log
(1 + Tρ)Z1,` + T− 1 + β(ρ0)
(1 + Tα`)Z1,` + T− 1 + β(ρ0)
]
− (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1,` + Z2,`
)]
−
√
UUB(ρ0)
L
Q−1(τ)−
√
V¯UB(ρ0)
L(1− )−√L −
logL
2L
]
, 1
L
L∑
`=1
∆L,ρ(α`), ρ ≥ ρ0. (137)
In the following, we analyze the behaviour of the function α` 7→ ∆L,ρ(α`). Let
gρ(α`) , log
1 + Tα`
1 + Tρ
+ (T− 1)E
[
log
(1 + Tρ)Z1,` + T− 1 + β(ρ0)
(1 + Tα`)Z1,` + T− 1 + β(ρ0)
]
(138)
and
ωL,ρ , (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
+
√
UUB(ρ0)
L
Q−1(τ) +
√
V¯UB(ρ0)
L(1− )−√L +
logL
2L
. (139)
Thus, ∆L,ρ(α`) = gρ(α`)−ωL,ρ. Note that ∂∂α` gρ(α`) = ∂∂α`∆L,ρ(α`), since ωL,ρ does not depend on α`. Further
note that
lim
L→∞,
ρ→∞
ωL,ρ = lim
ρ→∞ (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
+ lim
L→∞
(√
UUB(ρ0)
L
Q−1(τ) +
√
V¯UB(ρ0)
L(1− )−√L +
logL
2L
)
= 0 (140)
where the first term in (140) vanishes by the dominated convergence theorem. The following lemma discusses the
behavior of the function α` 7→ gρ(α`).
Lemma 8: The function α 7→ gρ(α) has the following properties:
1) The derivative of α 7→ gρ(α) is either strictly positive, strictly negative, or changes its sign once from positive
to negative. This implies that gρ(α), 0 ≤ α ≤ ρ is minimized at the boundary of [0, ρ], and it has a unique
maximizer.
2) The derivative of α 7→ gρ(α) does not depend on ρ.
3) We have gρ(ρ) = 0. Furthermore, limρ→∞ gρ(0) =∞ for T > 2.
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4) Let α∗ denote the unique maximizer of α 7→ gρ(α). For T > 2 and every α′ > α∗, we have
sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α) < 0. (141)
Proof: See Appendix G.
We next study those α’s for which
∑L
`=1 ∆L,ρ(α`) ≥ 0, since they can be discarded without loss of optimality.
Let
Lδ(α) , {` = 1, . . . , L : α` ≥ ρ(1− δ)} (142)
and let Lδ(α) denote the number of α`’s in α that satisfy ρ(1 − δ) ≤ α` ≤ ρ, i.e., Lδ(α) is the cardinality of
Lδ(α). Further let
∆∗L,ρ(δ) , inf
0≤α≤ρ(1−δ)
∆L,ρ(α). (143)
We can express (137) as
L∑
`=1
∆L,ρ(α`) =
∑
Lδ(α)
∆L,ρ(α`) +
∑
L cδ(α)
∆L,ρ(α`). (144)
By Parts 1) and 3) of Lemma 8,
∆L,ρ(α`) ≥ −ωL,ρ, 0 ≤ α` ≤ ρ (145)
for ρ sufficiently large. Thus, we can lower-bound the first sum on the RHS of (144) by −Lδ(α)ωL,ρ and the
second sum on the RHS of (144) by (L− Lδ(α))∆∗L,ρ(δ), which yields
L∑
`=1
∆L,ρ(α`) ≥ (L− Lδ(α))∆∗L,ρ(δ)− Lδ(α)ωL,ρ. (146)
This implies that we can discard without loss of optimality every α for which
L∆∗L,ρ(δ) ≥ Lδ(α)(ωL,ρ + ∆∗L,ρ(δ)) (147)
since for such α’s we also have that the RHS of (146) is nonnegative. Hence, an α maximizing (129) must satisfy
Lδ(α)
L
> 1− ωL,ρ
ωL,ρ + ∆∗L,ρ(δ)
. (148)
As we shall show below, for every 0 < δ < 1 we have
ωL,ρ + ∆
∗
L,ρ(δ) ≥ −δ sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α) (149)
for some 0 < α′ < ρ(1− δ) that is independent of ρ. We further show that the RHS of (149) is independent of L
and ρ and strictly positive. It follows that
Lδ(α)
L
> 1− ωL,ρ−δ supρ≥α′ supα′≤α≤ρ ρg′ρ(α)
(150)
which, by (140), tends to one as ρ and L tend to infinity. Thus, for every 0 < δ < 1, there exist sufficiently large
L0 and ρ0 such that
Lδ(α) ≥ L/2, L ≥ L0, ρ ≥ ρ0. (151)
This proves Lemma 6.
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It remains to show (149). Let αmin = ρ(1− δ). By Part 1) of Lemma 8, α 7→ gρ(α) has exactly one maximizer,
which we shall denote by α∗. Since ωL,ρ does not depend on α, it follows that α∗ also maximizes α 7→ ∆L,ρ(α).
Furthermore, the infimum of ∆L,ρ(α) over 0 ≤ α ≤ αmin is either achieved at α = 0 or at αmin.
By Part 3) of Lemma 8 and by (140), we have
lim
L→∞,
ρ→∞
∆L,ρ(0) =∞. (152)
We next show that
∆L,ρ(αmin) + ωL,ρ ≥ −δ sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α). (153)
If αmin ≤ α∗, then this is clearly satisfied, since in this case ∆L,ρ(αmin) ≥ ∆L,ρ(0) and ∆L,ρ(0) tends to infinity
as L→∞ and ρ→∞. However, in general this case does not occur for large ρ and L, since αmin tends to infinity
as ρ→∞ and, by Part 2) of Lemma 8, α∗ is not a function of ρ, which implies that αmin > α∗ for ρ sufficiently
large. We thus focus on the case where αmin > α∗. Note that
∆L,ρ(ρ)−∆L,ρ(αmin) = −ωL,ρ −∆L,ρ(αmin) (154)
since gρ(ρ) = 0. Thus, by the mean value theorem [37, Th. 5.10], there exists an x0 ∈ [αmin, ρ] such that
− ωL,ρ −∆L,ρ(αmin) =
∫ ρ
αmin
∆′L,ρ(α)dα = ρδ∆
′
L,ρ(x0) (155)
where ∆′L,ρ(·) denotes the derivative of α 7→ ∆L,ρ(α). We can therefore lower-bound
∆L,ρ(αmin) + ωL,ρ ≥ −δ sup
αmin≤α≤ρ
ρ∆′L,ρ(α)
≥ −δ sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α) (156)
for every α′ ∈ (α∗, αmin), where the second inequality follows by noting that ∆′L,ρ(x) = g′ρ(x) and by further
optimizing over ρ.8 It remains to show that the RHS of (156) is independent of L and ρ and strictly positive. To
this end, we first note that α 7→ gρ(α) is independent of L. Furthermore, by optimizing over ρ ≥ α′, the RHS of
(156) becomes also independent of ρ and, by Part 4) of Lemma 8,
sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α) < 0, T > 2, ρ ≥ α′ (157)
for every α′ ∈ (α∗, αmin). Thus, the claim (149) follows, which concludes the proof of Lemma 6.
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1) Part 1): The difference between J¯(α) and J¯(ρ) can be lower-bounded by
J¯(ρ)− J¯(α) ≥ gρ(α). (158)
8Since α∗ is independent of ρ and αmin → ∞ as ρ → ∞, it follows that we can find an α′ ∈ (α∗, αmin) that is independent of ρ and
that satisfies (156).
32
where the function α 7→ gρ(α) was defined in (138). By Parts 1) and 3) of Lemma 8 (Appendix E), gρ(·) is
nonnegative for sufficiently large ρ. It follows that, for such ρ,
sup
0≤α≤ρ
J¯(α) = J¯(ρ). (159)
This proves Part 1) of Lemma 7.
2) Part 2): To study
sup
0≤α≤ρ
{
J¯(α)
T
−
√
V¯ρ(α)
LT2
Q−1()
}
(160)
we consider the difference
J¯(ρ)−
√
V¯ (ρ)
L
Q−1()− J¯(α) +
√
V¯ρ(α)
L
Q−1()
≥ gρ(α)−
√
V¯ (ρ)
L
Q−1() +
√
V¯ρ(α)
L
Q−1(). (161)
Clearly, every α for which the RHS of (161) is nonnegative is suboptimal and can be discarded without loss of
optimality. We continue by lower-bounding V¯ρ(α) ≥ 0 and by using that V¯ (ρ) ≤ V¯UB(ρ0), ρ ≥ ρ0 for sufficiently
large ρ0 and for some constant V¯UB(ρ0) that is independent of ρ (Lemma 4, Appendix C). Since by the assumption
0 <  < 12 we have Q
−1() > 0, this yields
gρ(α)−
√
V¯ (ρ)
L
Q−1() +
√
V¯ρ(α)
L
Q−1()
≥ gρ(α)−
√
V¯UB(ρ0)
L
Q−1()
, fL,ρ(α). (162)
Again, the values of α for which fL,ρ(α) ≥ 0 are suboptimal and can be discarded without loss of optimality.
Let us write fL,ρ(α) as fL,ρ(α) , gρ(α)− ωL, where
ωL ,
√
V¯UB(ρ0)
L
Q−1(). (163)
Note that ∆L,ρ(α) defined in (137) and fL,ρ(α) only differ in terms that do not depend on α (namely, ωL,ρ and
ωL), so they have the same behavior with respect to α as summarized in Lemma 8. Let δL , 1− α0/ρ, where α0
is the unique real root of α 7→ fL,ρ(α). Indeed, we know that α 7→ fL,ρ(α) has only one root because ωL ≥ 0 and
ωL → 0 as L→∞, so fL,ρ(ρ) = −ωL ≤ 0 and fL,ρ(0) > 0 for L and ρ sufficiently large. Furthermore, we have
f ′L,ρ(α) = g
′
ρ(α) and g
′
ρ(α) is either strictly positive, strictly negative, or changes its sign once from positive to
negative (Part 1) of Lemma 8). Consequently, fL,ρ(α), 0 ≤ α ≤ ρ is minimized at an endpoint of [0, ρ] and it has
a unique maximizer, so the claim follows. By the same line of arguments, we also conclude that all α’s between 0
and ρ(1− δL) can be discarded without loss of optimality, since for such α’s the function fL,ρ(α) is nonnegative.
To study the behavior of δL, we next note that ωL = −(fL,ρ(ρ)− fL,ρ(α0)). It follows then by similar steps as
in (155)–(156) that
ωL ≥ − δL sup
α0≤α≤ρ
ρf ′L,ρ(α). (164)
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Let α∗ denote the unique maximizer of α 7→ fL,ρ(α). Recall that α∗ does not depend on ρ, since by Part 2) of
Lemma 8, the derivative of α 7→ gρ(α) does not depend on ρ. We next show that we can find an α˜ independent of
L and ρ such that α∗ < α˜ < α0. Indeed, by Lemma 8, we have that gρ(α∗) > 0 for sufficiently large ρ. This in
turn implies that
lim
L→∞,
ρ→∞
fL,ρ(α
∗) > 0 (165)
since limL→∞ ωL = 0. We next note that
lim
L→∞,
ρ→∞
fL,ρ(α˜) ≥ lim
L→∞,
ρ→∞
fL,ρ(α
∗)− ∣∣fL,ρ(α˜)− fL,ρ(α∗)∣∣ (166)
where the difference
fL,ρ(α˜)− fL,ρ(α∗) = gρ(α˜)− gρ(α∗)
= log
1 + Tα˜
1 + Tα∗
+ (T− 1)E
[
log
(1 + Tα∗)Z1 + T− 1 + β(ρ0)
(1 + Tα˜)Z1 + T− 1 + β(ρ0)
]
(167)
is independent of L and ρ. By the continuity of α 7→ gρ(α), it follows from (165)–(167) that there exists an
α˜ ∈ (α∗, ρ] that is independent of L and ρ such that
lim
L→∞,
ρ→∞
fL,ρ(α˜) > 0. (168)
In other words, if L and ρ are sufficiently large, then we can find an α˜ ∈ (α∗, α0) that is independent of L and ρ.
Thus, in this case the RHS of (164) can be further lower-bounded by
ωL ≥ −δL sup
α˜≤α≤ρ
ρf ′L,ρ(α)
≥ −δL sup
ρ≥α˜
sup
α˜≤α≤ρ
ρf ′L,ρ(α). (169)
We next argue that the constant
F , − sup
ρ≥α˜
sup
α˜≤α≤ρ
ρf ′L,ρ(α) (170)
is independent of L and ρ and strictly positive. Indeed, we have that f ′L,ρ(x) = g
′
ρ(x), which is independent of L.
Furthermore, by optimizing over ρ ≥ α˜, the RHS of (170) becomes independent of ρ. Finally, setting α′ = α˜ in
(141) (Part 4) of Lemma 8) yields
sup
ρ≥α˜
sup
α˜≤α≤ρ
ρg′ρ(α) < 0, ρ ≥ α˜. (171)
Hence, the claim follows. Consequently, we obtain from (169) and the definition of ωL and F that, for sufficiently
large L0 and ρ0,
δL ≤
√
V¯UB(ρ0)Q
−1()
F
1√
L
, ρ ≥ ρ0, L ≥ L0. (172)
We next tighten this bound on δL. Indeed, using that without loss of optimality we can assume ρ(1−δL) ≤ α ≤ ρ,
we can derive a tighter lower bound on (161) by lower-bounding V¯ρ(α) using the lower bound given in Appendix H
instead of lower-bounding it by zero. Specifically, by (188) in Appendix H,√
V¯ρ(α)
L
≥
√
V¯ (ρ)−ΥδL
L
≥
√
V¯ (ρ)
L
−
√
ΥδL
L
, ρ(1− δL) ≤ α ≤ ρ. (173)
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We can thus lower-bound (161) as
J¯(ρ)−
√
V¯ (ρ)
L
Q−1()− J¯(α) +
√
V¯ρ(α)
L
Q−1()
≥ gρ(α)−
√
ΥδL
L
Q−1()
, f˜L,ρ(α), ρ(1− δL) ≤ α ≤ ρ. (174)
Again, the values of α for which f˜L,ρ(α) ≥ 0 are suboptimal and can be discarded without loss of optimality.
Let us write f˜L,ρ(α) = gρ(α)− ω˜L, where
ω˜L ,
√
ΥδL
L
Q−1(). (175)
Further let δ˜L , 1 − α˜0/ρ, where α˜0 is the unique real root of α 7→ f˜L,ρ(α). As above, it can be shown that all
α’s between 0 and ρ(1− δ˜L) can be discarded without loss of optimality, since for such α’s the function f˜L,ρ(α)
is nonnegative. By repeating the steps (164)–(172) with ωL replaced by ω˜L, we obtain for sufficiently large L0
and ρ0
δ˜L ≤ 1
F
√
ΥδL
L
Q−1()
≤
(
Q−1()
F
)3/2√
Υ
√
V¯UB(ρ0)
1
L3/4
(176)
where the last inequality follows by upper-bounding δL using (172).
If we perform the above steps N times, then we obtain that, without loss of optimality,
α ≥ ρ
(
1− δ(N)L
)
(177)
where δ(N)L satisfies
0 ≤ δ(N)L ≤
(
Q−1()
√
Υ
F
)2−2−N+1(
V¯UB(ρ0)
Υ
)2−N
1
L1−2−N
. (178)
Thus, by letting N tend to infinity, we conclude that we can assume without loss of optimality that
α ≥ ρ
(
1− δ(∞)L
)
(179)
where δ(∞) satisfies
0 ≤ δ(∞) ≤
(
Q−1()
√
Υ
F
)2
L
. (180)
This concludes the proof of Part 2) of Lemma 7.
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The derivative of α 7→ gρ(α) can be expressed as
g′ρ(α) =
T
1 + Tα
− (T− 1)E
[
TZ1
(1 + Tα)Z1 + (T− 1) + β(ρ0)
]
35
= T
[
1
1 + Tα
− T− 1
1 + Tα
+
T− 1
1 + Tα
T− 1 + β(ρ0)
1 + Tα
e
T−1+β(ρ0)
1+Tα E1
(
T− 1 + β(ρ0)
1 + Tα
)]
=
T
1 + Tα
[
−(T− 2) + (T− 1)T− 1 + β(ρ0)
1 + Tα
e
T−1+β(ρ0)
1+Tα E1
(
T− 1 + β(ρ0)
1 + Tα
)]
. (181)
The first equality follows because, by [38, App. A.9], we can swap derivative and expected value; the second
equality follows by solving the expected value using [19, Sec. 3.353-5.7]. Note that the RHS of (181) does not
depend on ρ. Hence Part 2) of Lemma 8 follows immediately.
We next prove Part 1) of Lemma 8. Because T/(1 + Tα) in (181) is nonnegative, the sign of α 7→ g′ρ(α) is
determined by the terms inside the square brackets. Let ϑ , 1+TαT−1+β(ρ0) . Note that ϑ 7→ 1ϑ exp
(
1
ϑ
)
E1
(
1
ϑ
)
is strictly
decreasing since, by [19, Sec. 3.353-3],
1
ϑ
e
1
ϑE1
(
1
ϑ
)
= 1−
∫ 1
0
e−
t
(1−t)ϑ dt (182)
and ϑ 7→ e− t(1−t)ϑ is strictly positive and strictly increasing in ϑ. Hence, the function inside the squared brackets,
defined as
Ξ(α) , −(T− 2) + (T− 1)T− 1 + β(ρ0)
1 + Tα
e
T−1+β(ρ0)
1+Tα E1
(
T− 1 + β(ρ0)
1 + Tα
)
(183)
is strictly decreasing. This implies that α 7→ g′ρ(α) is either strictly positive, strictly negative, or changes its sign
once from positive to negative.
We next prove Part 3) of Lemma 8 by showing that limρ→∞ gρ(0) = ∞ for T > 2. To this end, we express
gρ(0) as
gρ(0) = (T− 2)E
[
log
(
1 +
TρZ1
Z1 + (T− 1) + β(ρ0)
)]
+ E
[
log
(
Z1 +
T− 1 + β(ρ0)
1 + Tρ
)]
− E[log(Z1 + T− 1 + β(ρ0))]. (184)
The first expected value on the RHS of (184) tends to infinity as ρ → ∞, whereas the other expected values are
bounded in ρ. For T > 2, it follows that the RHS of (184) tends to infinity as ρ→∞. Hence the claim follows.
We finally prove Part 4) of Lemma 8 by analyzing ρg′ρ(α). It follows from (181) that
ρg′ρ(α) =
Tρ
1 + Tα
{
−(T− 2) + (T− 1)T− 1 + β(ρ0)
1 + Tα
e
T−1+β(ρ0)
1+Tα E1
(
T− 1 + β(ρ0)
1 + Tα
)}
. (185)
As argued above, the function α 7→ Ξ(α) inside the curly brackets (cf. (183)) is independent of L and ρ and is
strictly decreasing in α. Hence, its supremum over α′ ≤ α ≤ ρ is achieved for α = α′. Further note that Ξ(α′) is
strictly negative for T > 2 and α′ > α∗. As for the term outside the curly brackets, we have for every α′ > α∗
inf
ρ≥α′
inf
α′≤α≤ρ
Tρ
1 + Tα
=
Tα′
1 + Tα′
> 0. (186)
Combining these two results, we conclude that
sup
ρ≥α′
sup
α′≤α≤ρ
ρg′ρ(α) < 0, T > 2, α
′ > α∗. (187)
This proves Part 4) of Lemma 8 and concludes the proof of Lemma 8.
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APPENDIX H
LOWER BOUND ON V¯ρ(α)
We show that for all ρ(1− δ) ≤ α ≤ ρ, 0 ≤ δ ≤ 1/2, and ρ ≥ ρ0, we have
V¯ρ(α) ≥ V¯ (ρ)−Υδ (188)
where Υ is a positive constant that only depends on T. Let Ω(α) , j¯`(α)− J¯(α), i.e.,
Ω(α) = −Tρ− Tα
1 + Tρ
(Z1 − 1)− Tρ
1 + Tρ
(Z2 − (T− 1)) + (T− 1) log
(
(1 + Tα)Z1 + Z2 + β(ρ)
)
− (T− 1)E[log((1 + Tα)Z1 + Z2 + β(ρ))]. (189)
It follows that V¯ρ(α) = E[Ω2(α)]. We next analyze the difference
V¯ (ρ)− V¯ρ(α) = E
[(
Ω(ρ)− Ω(α))(Ω(ρ) + Ω(α))]
≤
√
E
[
(Ω(ρ)− Ω(α))2]E[(Ω(ρ) + Ω(α))2] (190)
where the inequality follows from the Cauchy-Schwarz inequality. On the one hand, using (115), we have for every
ρ0 > 0,
sup
α>0,
ρ≥ρ0
E
[(
Ω(ρ) + Ω(α)
)2] ≤ c2,2 sup
ρ≥ρ0
E
[
Ω2(ρ)
]
+ c2,2 sup
α≥0,
ρ≥ρ0
E
[
Ω2(α)
]
= c2,2 sup
ρ≥ρ0
V¯ (ρ) + c2,2 sup
α≥0,
ρ≥ρ0
V¯ρ(α) (191)
which, by Lemma 4, is bounded. On the other hand, using (115) and that E[X2] ≥ E[X]2 for every random variable
X , we obtain
E
[(
Ω(ρ)− Ω(α))2] = E[(Tρ− Tα
1 + Tρ
(Z1 − 1) + (T− 1) log
(
(1 + Tρ)Z1 + Z2 + β(ρ)
(1 + Tα)Z1 + Z2 + β(ρ)
)
− (T− 1)E
[
log
(
(1 + Tρ)Z1 + Z2 + β(ρ)
(1 + Tα)Z1 + Z2 + β(ρ)
)])2]
≤ c3,2
(
Tρ− Tα
1 + Tρ
)2
+ 2c2,3(T− 1)2E
[
log2
(
(1 + Tρ)Z1 + Z2 + β(ρ)
(1 + Tα)Z1 + Z2 + β(ρ)
)]
. (192)
When ρ(1− δ) ≤ α ≤ ρ, this can be further upper-bounded as
E
[(
Ω(ρ)− Ω(α))2] ≤ c3,2δ2 + 2c3,2(T− 1)2 log2(1 + δ
1− δ
)
≤ (c3,2 + 8c3,2(T− 1)2)δ2 (193)
where the last inequality follows because, by assumption, δ ≤ 1/2, hence δ2(1−δ)2 ≤ 4δ2. Combining (191) and
(193) with (190) we establish (188).
APPENDIX I
HIGH-SNR APPROXIMATIONS OF INFORMATION RATES
Lemma 9: The quantities J¯(ρ), I(ρ) and I(ρ) can be approximated as
J¯(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)(1 + γ) + oρ(1) (194a)
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I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)(1 + γ) + oρ(1) (194b)
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1)(1 + γ) + oρ(1). (194c)
Proof: We can express J¯(ρ), I(ρ) and I(ρ) as (see (31), (22) and (23a))
J¯(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1) Tρ
1 + Tρ
+ (T− 1)E
[
log
(
Z1 +
Z2
(1 + Tρ)
)]
+ (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
(195a)
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1) Tρ
1 + Tρ
+ (T− 1)E
[
log
(
Z1 +
Z2
(1 + Tρ)
)]
− E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]
(195b)
I(ρ) = (T− 1) log(Tρ)− log Γ(T)− (T− 1) Tρ
1 + Tρ
+ (T− 1)E
[
log
(
Z1 +
Z2
(1 + Tρ)
)]
. (195c)
Note that these expressions differ only in terms that vanish as ρ→∞. Indeed, we have
(T− 1)E
[
log
(
Z1 +
Z2
(1 + Tρ)
)]
= −(T− 1)γ + oρ(1) (196)
(T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
= oρ(1) (197)
E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]
= oρ(1). (198)
Here, (196) follows because, by the dominated convergence theorem,
lim
ρ→∞E
[
log
(
Z1 +
Z2
(1 + Tρ)
)]
= E
[
lim
ρ→∞ log
(
Z1 +
Z2
(1 + Tρ)
)]
(199)
and because E[logZ1] = −γ. The dominated convergence theorem can be applied since (see (122))∣∣∣∣log(Z1 + Z21 + Tρ
)∣∣∣∣ ≤ ∣∣log(Z1 + Z2)∣∣+ ∣∣log(Z1)∣∣ (200)
and E
[∣∣log(Z1 + Z2)∣∣+ ∣∣log(Z1)∣∣] <∞.
Similarly, (197) and (198) follow by the dominated convergence theorem and by noting that the terms inside the
expected values on the LHS of (197) and (198) vanish as ρ → ∞. The dominated convergence theorem can be
applied because for every ρ0 > 0 and ρ ≥ ρ0∣∣∣∣log γ˜(T− 1, Tρ((1 + Tρ)Z1 + Z2)1 + Tρ
)∣∣∣∣ ≤ (T− 1) log(1 + β(ρ)(1 + Tρ)Z1 + Z2
)
≤ (T− 1) log
(
1 +
β(ρ0)
Z1 + Z2
)
(201)
and because the expected value of the RHS of (201) is finite. Here, the first step follows from Lemma 1, and the
last follows because ρ 7→ β(ρ) is monotonically decreasing in ρ.
Finally, (T− 1) Tρ1+Tρ in (195a)–(195c) can be expressed as
(T− 1) Tρ
1 + Tρ
= (T− 1) + oρ(1). (202)
This establishes (194a)–(194c).
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APPENDIX J
HIGH-SNR APPROXIMATIONS OF DISPERSIONS
Lemma 10: The quantities V¯ (ρ) and U(ρ) defined in (37d) and (37b), respectively, can be approximated as
V¯ (ρ) = (T− 1)2pi
2
6
+ (T− 1) + oρ(1) (203a)
U(ρ) = (T− 1)2pi
2
6
+ (T− 1) + oρ(1). (203b)
Proof: We prove (203a) by analyzing V¯ (ρ) , E
[(
j¯`(ρ) − J¯(ρ)
)2]
in the limit as ρ → ∞. To this end, we
first note that
j¯`(ρ)− J¯(ρ) = Tρ
1 + Tρ
(T− 1− Z2) + (T− 1) log
(
Z1 +
Z2
1 + Tρ
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tρ
)]
+ (T− 1) log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)
− (T− 1)E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]
(204)
tends to
T− 1− Z2 + (T− 1) log(Z1)− (T− 1)E[logZ1] (205)
as ρ → ∞. (To obtain E[logZ1], we interchange limit and expectation, which can be justified by the dominated
convergence theorem.) Since Z1 and Z2 are independent, we have that
E
[(
T− 1− Z2 + (T− 1) log(Z1)− (T− 1)E[logZ1]
)2]
= E
[
(T− 1− Z2)2
]
+ (T− 1)2
(
E
[
log2(Z1)
]− E[logZ1]2)
= (T− 1) + (T− 1)2pi
2
6
. (206)
It remains to show that we can swap limit (as ρ → ∞) and expectation. To this end, we next argue that the
dominated convergence theorem applies. Indeed, proceeding similarly as in Appendix C, we conclude that for every
ρ0 > 0 and ρ ≥ ρ0(
j¯`(ρ)− J¯(ρ)
)2 ≤ c5,2(( Tρ
1 + Tρ
)2
(Z2 − T + 1)2
+ (T− 1)2 log2
(
Z1 +
Z2
1 + Tρ
)
+ (T− 1)2E
[
log
(
Z1 +
Z2
1 + Tρ
)]2
+ (T− 1)2 log2
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)
+ (T− 1)2E
[
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)]2)
≤ c5,2
(
(Z2 − T + 1)2 + (T− 1)2 log2(Z1 + Z2) + (T− 1)2 log2(Z1)
+ (T− 1)2E[∣∣log(Z1 + Z2)∣∣+ ∣∣log(Z1)∣∣]2 + (T− 1)2 log2(1 + β(ρ0)
Z1 + Z2
)
+ (T− 1)2E
[
log
(
1 +
β(ρ0)
Z1 + Z2
)]2)
. (207)
To obtain the second inequality, we upper-bound the second term using that (see (105))
log2
(
Z1 +
Z2
1 + Tρ
)
≤ log2(Z1 + Z2) + log2(Z1), (208)
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the third term using that (see (122))∣∣∣∣log(Z1 + Z21 + Tρ
)∣∣∣∣ ≤ ∣∣log(Z1 + Z2)∣∣+ ∣∣log(Z1)∣∣, (209)
the fourth term using that, for every ρ0 > 0 and ρ ≥ ρ0
log2
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)
≤ log2
(
1 +
β(ρ)
Z1 + Z2
)
≤ log2
(
1 +
β(ρ0)
Z1 + Z2
)
, (210)
and the fifth term using that, for every ρ0 > 0 and ρ ≥ ρ0,
log
(
1 +
β(ρ)
(1 + Tρ)Z1 + Z2
)
≤ log
(
1 +
β(ρ0)
Z1 + Z2
)
. (211)
Since the expected value of the RHS of (207) is finite, the dominated convergence theorem applies and (203a)
follows.
To prove (203b) we proceed similarly. Indeed, by Lemma 1,
i`(ρ)− I(ρ) = Tρ
1 + Tρ
(T− 1− Z2) + (T− 1) log
(
Z1 +
Z2
1 + Tρ
)
− (T− 1)E
[
log
(
Z1 +
Z2
1 + Tρ
)]
− log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)
+ E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]
(212)
tends to (205) as ρ tends to infinity. It remains to show that limit (as ρ→∞) and expectation can be swapped. We
next argue that this follows from dominated convergence theorem. Indeed, using (115), we obtain for every ρ0 > 0
and ρ ≥ ρ0 that(
i`(ρ)− I(ρ)
)2 ≤ c5,2(( Tρ
1 + Tρ
)2
(Z2 − T + 1)2 + (T− 1)2 log2
(
Z1 +
Z2
1 + Tρ
)
+ (T− 1)2E
[
log
(
Z1 +
Z2
1 + Tρ
)]2
+ log2 γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)
+ E
[
log γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)]2)
≤ c5,2
(
(Z2 − T + 1)2 + (T− 1)2 log2(Z1 + Z2) + (T− 1)2 log2(Z1)
+ (T− 1)2E[∣∣log(Z1 + Z2)∣∣+ ∣∣log(Z1)∣∣]2 + (T− 1)2 log2(1 + β(ρ0)
Z1 + Z2
)
+ (T− 1)2E
[
log
(
1 +
β(ρ0)
Z1 + Z2
)]2)
. (213)
Here, we upper-bound the first three terms as in (207), and the fourth term using Lemma 1 and the monotonicity
of ρ 7→ β(ρ) which yield
log2 γ˜
(
T− 1, Tρ((1 + Tρ)Z1 + Z2)
1 + Tρ
)
≤ (T− 1)2 log2
(
1 +
β(ρ0)
Z1 + Z2
)
(214)
for every ρ0 > 0 and ρ ≥ ρ0. Furthermore, the last term is upper-bounded using Lemma 1 and the monotonicity
of ρ 7→ β(ρ): ∣∣∣∣log γ˜(T− 1, Tρ((1 + Tρ)Z1 + Z2)1 + Tρ
)∣∣∣∣ ≤ (T− 1) log(1 + β(ρ0)Z1 + Z2
)
. (215)
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Since the expected value of the RHS of (213) is finite, the dominated convergence theorem applies and (203b)
follows.
ACKNOWLEDGMENT
The authors gratefully acknowledge fruitful discussions with Gonzalo Vazquez-Vilar. They further thank the
anonymous referees for their helpful comments and Mustafa C. Cos¸kun for producing the performance curve of
the ARJA LDPC code shown in Fig. 6.
REFERENCES
[1] G. Durisi, T. Koch, and P. Popovski, “Towards massive, ultra-reliable, and low-latency wireless communication with short packets,” Proc.
IEEE, vol. 104, no. 9, pp. 1711–1726, Sep. 2016.
[2] M. Hayashi, “Information spectrum approach to second-order coding rate in channel coding,” IEEE Trans. Inf. Theory, vol. 55, no. 11,
pp. 4947–4966, Nov. 2009.
[3] Y. Polyanskiy, H. V. Poor, and S. Verdu´, “Channel coding rate in the finite blocklength regime,” IEEE Trans. Inf. Theory, vol. 56, no. 5,
pp. 2307–2359, May 2010.
[4] Y. Polyanskiy and S. Verdu´, “Scalar coherent fading channel: Dispersion analysis,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Jul. 2011,
pp. 2959–2963.
[5] A. Collins and Y. Polyanskiy, “Orthogonal designs optimize achievable dispersion for coherent MISO channels,” in Proc. IEEE Int. Symp.
Inf. Theory (ISIT), Jun. 2014, pp. 2524–2528.
[6] ——, “Dispersion of the coherent MIMO block-fading channel,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Jul. 2016, pp. 1068–1072.
[7] ——, “Coherent multiple-antenna block-fading channels at finite blocklength,” arXiv:1704.06962 [cs.IT], Apr. 2017.
[8] W. Yang, G. Caire, G. Durisi, and Y. Polyanskiy, “Optimum power control at finite blocklength,” IEEE Trans. Inf. Theory, vol. 61, no. 9,
pp. 4598–4615, Sep. 2015.
[9] W. Yang, G. Durisi, T. Koch, and Y. Polyanskiy, “Quasi-static multiple-antenna fading channels at finite blocklength,” IEEE Trans. Inf.
Theory, vol. 60, no. 7, pp. 4232–4265, Jul. 2014.
[10] E. MolavianJazi and J. N. Laneman, “Dispersion of the coherent MIMO block-fading channel,” in Proc. Allerton Conf. Commun. Control
Comput., Monticello, IL, USA, Oct. 2013.
[11] J. Hoydis, R. Couillet, and P. Piantanida, “The second-order coding rate of the MIMO quasi-static Rayleigh fading channel,” IEEE Trans.
Inf. Theory, vol. 61, no. 12, pp. 6591–6622, Dec. 2015.
[12] W. Yang, G. Durisi, T. Koch, and Y. Polyanskiy, “Diversity versus channel knowledge at finite block-length,” in Proc. IEEE Inf. Theory
Workshop, Sep. 2012, pp. 572–576.
[13] J. O¨stman, W. Yang, G. Durisi, and T. Koch, “Diversity versus multiplexing at finite blocklength,” in Proc. IEEE Int. Symp. on Wireless
Commun. Syst. (ISWCS), Aug. 2014, pp. 702–706.
[14] G. Durisi, T. Koch, J. O¨stman, Y. Polyanskiy, and W. Yang, “Short-packet communications over multiple-antenna Rayleigh-fading channels,”
IEEE Trans. Commun., vol. 64, no. 2, pp. 618–629, Feb. 2016.
[15] B. Hochwald and T. Marzetta, “Unitary space-time modulation for multiple-antenna communications in Rayleigh flat fading,” IEEE Trans.
Inf. Theory, vol. 46, no. 2, pp. 543–564, Mar. 2000.
[16] L. Zheng and D. Tse, “Communication on the Grassmann manifold: A geometric approach to the noncoherent multiple-antenna channel,”
IEEE Trans. Inf. Theory, vol. 48, no. 2, pp. 359–383, Feb. 2002.
[17] W. Yang, G. Durisi, and E. Riegler, “On the capacity of large-MIMO block-fading channels,” IEEE J. Sel. Areas Commun., vol. 31, no. 2,
pp. 117–132, Feb. 2013.
[18] M. Abramowitz, Handbook of Mathematical Functions, With Formulas, Graphs, and Mathematical Tables,. New York, NY, USA: Dover
Publications, 1974.
[19] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products, 7th ed. Elsevier/Academic Press, Amsterdam, 2007.
[20] M. Geller and E. W. Ng, “A table of integrals of the exponential integral,” Journal of Research of the National Bureau of Standards - B,
Mathematics and Mathematical Science, vol. 738, no. 3, pp. 191–210, Jul.-Sep. 1969.
41
[21] E. Biglieri, J. Proakis and S. Shamai, “Fading channels: information-theoretic and communications aspects,” IEEE Trans. Inf. Theory,
vol. 44, no. 6, pp. 2619–2692, Oct. 1998.
[22] A. Lapidoth and S. M. Moser, “Capacity bounds via duality with applications to multiple-antenna systems on flat-fading channels,” IEEE
Trans. Inf. Theory, vol. 49, no. 10, pp. 2426–2467, Oct. 2003.
[23] T. Marzetta and B. Hochwald, “Capacity of a mobile multiple-antenna communication link in Rayleigh flat fading,” IEEE Trans. Inf.
Theory, vol. 45, no. 1, pp. 139–157, Jan. 1999.
[24] T. Ericson, “A Gaussian channel with slow fading,” IEEE Trans. Inf. Theory, vol. 16, pp. 353–355, May 1970.
[25] J. O¨stman, G. Durisi, E. G. Stro¨m, M. C. Cos¸kun and G. Liva, “Short packets over block-memoryless fading channels: Pilot-assisted or
noncoherent transmission?,” IEEE Trans. Commun., 2018 (to appear).
[26] S. Verdu and T. S. Han, “A general formula for channel capacity,” IEEE Trans. Inf. Theory, vol. 40, no. 4, pp. 1147–1157, Jul. 1994.
[27] M. Hayashi and H. Nagaoka, “General formulas for capacity of classical-quantum channels,” IEEE Trans. Inf. Theory, vol. 49, no. 7, pp.
1753–1768, Jul. 2003.
[28] J. O¨stman, R. Devassy, G. C. Ferrante and G. Durisi, “Low-latency short-packet transmissions: Fixed length or HARQ?,”
arXiv:1809.06560 [cs.IT], Sept. 2018.
[29] M. Anedda, A. Meloni and M. Murroni, “General formulas for capacity of classical-quantum channels,” IEEE Trans. Broadcasting, vol. 62,
no. 1, pp. 1–9, Jul. 2016.
[30] M. C. Cos¸kun, G. Liva, J. O¨stman and G. Durisi, “Low-complexity joint channel estimation and list decoding of short codes,” Proc. Int.
ITG Conf. Sys. Commun. Coding (SCC), Rostock, Germany, Feb. 2019.
[31] V. Y. F. Tan and M. Tomamichel, “The third-order term in the normal approximation for the AWGN channel,” IEEE Trans. Inf. Theory,
vol. 61, no. 5, pp. 2430–2438, May 2015.
[32] J. F. Kurose and K. W. Ross, Computer Networking: A Top-Down Approach, 6th ed. New Jersey, USA: Pearson, 2012.
[33] W. Feller, An Introduction To Probability Theory And Its Applications, 2nd ed. New York, NY, USA: Wiley, 1971, vol. II.
[34] H. Alzer, “On some inequalities for the incomplete gamma function,” Math Comp., vol. 66, no. 218, pp. 771–778, Apr. 1997.
[35] W. Gautschi, “The incomplete gamma functions since tricomi,” in Atti dei Convegni Lincei, 147, Accademia Nazionale dei Lincei, Rome,
1998, pp. 203–237.
[36] W. Rudin, Real and Complex Analysis, 3rd ed. New York, NY, USA: McGraw-Hill, 1987.
[37] ——, Principles of Mathematical Analysis, 3rd ed. New York, NY, USA: McGraw-Hill, 1976.
[38] R. Durrett, Probability: Theory and Examples, 3rd ed. Belmont, USA: Duxbury Advances Series, 2005.
