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Abstract
Inspired by Google’s Neural Machine Trans-
lation (NMT) (Wu et al., 2016) that models
the one-to-one alignment in translation tasks
with an optimal uniform attention distribution
during the inference, this study proposes an
attention-aware inference algorithm for Neural
Abstractive Summarization (NAS) to regulate
generated summaries to attend to source para-
graphs/sentences with the optimal coverage.
Unlike NMT, the attention-aware inference of
NAS requires the prediction of the optimal at-
tention distribution. Therefore, an attention-
prediction model is constructed to learn the
dependency between attention weights and
sources. To apply the attention-aware infer-
ence on multi-document summarization, a Hi-
erarchical Transformer (HT) is developed to
accept lengthy inputs at the same time project
cross-document information. Experiments on
WikiSum (Liu et al., 2018) suggest that the
proposed HT already outperforms other strong
Transformer-based baselines. By refining the
regular beam search with the attention-aware
inference, significant improvements on the
quality of summaries could be further ob-
served. Last but not the least, the attention-
aware inference could be adopted to single-
document summarization with straightforward
modifications according to the model architec-
ture.1
1 Introduction
Since Sutskever et al. (2014) propose the sequence-
to-sequence (seq2seq) model for machine trans-
lation, the development of NLP applications has
been almost inseparable from this framework. In
the field of abstractive summarization, the seq2seq
model is first applied by Rush et al. (2015) to sum-
marize sentences. With the recent bloom of the
attention mechanism and pre-trained models, more
1See supplements for the code and best checkpoints.
summarization models are built as extensions of
seq2seq (Gehrmann et al., 2018; See et al., 2017;
Zhang et al., 2019). Albeit the rapid theoretical
evolution, applications of neural abstractive sum-
marization that are adequately mature to be industri-
alized have yet to exist. Inspire by Google’s Neural
Machine Translation (NMT) (Wu et al., 2016), this
study makes an exploratory attempt to improve the
established abstractive summarization models with
a more reliable solution on the compression and
coverage problems.
In this study, a multi-document summarization
model is developed based on a hierarchical Trans-
former (HT) and the attention-aware inference.
In comparison to single-document summarization,
multi-document summarization brings challenges
that are rooted from its massive and linked sources.
Liu et al. (2018) propose a two-stage model by
first extractively selecting the important paragraphs,
then training the concatenated flat sequences using
the Transformer-decoder with memory compressed
attention (T-DMCA). Although the two-stage ap-
proach effectively reduces redundant information
of source documents and retains salient informa-
tion as inputs, it fails to take into account the cross-
document relationship in its summaries. On the
other hand, Liu and Lapata (2019) propose a HT
with local and global encoder layers to represent
cross-token and cross-document information. Sum-
maries are then generated based on a vanilla Trans-
former (Vaswani et al., 2017) by concatenating
document-information-enriched token embeddings
to a flat sequence. The flat nature of the model
leads to restrictions on learning dependencies of
input sequences longer than 2000 tokens (Liu et al.,
2018). As a solution to better model the long-term
dependency and cross-document relationship, the
HT in this study is built on a pure hierarchical learn-
ing structure extended from the vanilla Transformer
(Vaswani et al., 2017) by including context-aware
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word&paragraph embeddings in the encoder, and
word&paragraph multi-head attentions in the de-
coder.
As for handling the compression and coverage
of the summaries, the decoding inference is modi-
fied according to the proposed attention-aware al-
gorithm. As the original beam search prefers to
generate typical and dull sentences to avoid mak-
ing mistakes (Holtzman et al., 2019) which results
in neglecting salient information, Li et al. (2018b)
suggest a structure regularization to disallow exces-
sive attention to the same source. The vital disad-
vantage of this approach is its potential of cutting
the attention on actually important sources due to
the lack of knowledge on the attention distribution
2. To fill in the gap between neural translation and
summarization, we argue that the inference of the
latter could be as tightly regulated as the NMT in-
ference with regards to a specific optimal attention
distribution. Unlike the one-to-one alignment in
NMT, which leads to the sum of attention weights
of each word equaling to 1 (Wu et al., 2016), the
optimal attention distribution of summarization is
a hypothetical concept depending on the source
documents. This study taps into the determina-
tion of the optimal attention distribution of input
paragraphs for multi-document summarization by
learning the gold attention based on the teacher
forcing training (Williams and Zipser, 1989). Re-
garding the predicted attention distribution as the
optimal distribution, the attention-aware inference
refines the score function of the beam search in
order to produce summaries that come along with
attention closest to the optimality.
Overall, the authors believe the primary contri-
bution of this study is reflected on the attention-
aware inference, with the secondary contribution
on its carrier, the hierarchical Transformer for
multi-document summarization. Our experiments
on WikiSum (Liu et al., 2018) show that the sole
hierarchical Transformer has already the capacity
to outperform other strong Transformer-based base-
lines. With significantly elevated ROUGE scores,
it is evident that incorporating the attention-aware
inference further enhances the quality of generated
summaries. The authors would also like to men-
tion that the inference algorithm of attention-aware
could be easily adopted to single-document sum-
marization with simple structural modifications on
2In the paper, the attention distribution is a normalized
vector comprised of the total attention weights at all time steps
for each source paragraph.
the hierarchical Transformer from paragraphs-to-
multiple documents to sentences-to-single docu-
ment.
2 Related Work
With the aim to improve the quality of seq2seq
summaries, existing studies tend to focus on the
extraction of salient contents. Liu et al. (2018)
use a text-ranking mechanism to extract important
paragraphs, which are later input to the neural ab-
stractive model. Gehrmann et al. (2018) train a se-
lector to predict the phrases ought to appear in the
final summaries and use them as summarization in-
puts. Chen and Bansal (2018) select and compress
salient sentences that are later re-organized in the
summaries. In addition to the two-stage extraction-
abstraction approaches, attempts are made to build
hybrid summarization models by incorporating the
sentence-level attention (Mei et al., 2015; Cohan
et al., 2018; You et al., 2019), graph neural net-
works (Tan et al., 2017) or Maximal Marginal Rel-
evance (Lebanoff et al., 2018; Fabbri et al., 2019).
Additionally, Li et al. (2018a) add representations
of key words to the summarizaiton model. Hua
and Wang (2019) extract key phrases and use an
abstractive summarization model to concatenate
them. Moreover, some studies suggest to improve
the summarizaiton quality by modifying the objec-
tive function to encourage salient words to appear
(Pasunuru and Bansal, 2018) or to penalize repet-
itive generations (See et al., 2017; Welleck et al.,
2019).
Most of the time, hierarchical models are de-
signed with strengthened capacity to model lengthy
inputs, such as document classification (Yang et al.,
2016), or long-document summariztion (Li et al.,
2018b). In the filed of multi-document summa-
rization, hierarchical structures allow not only to
represent massive source inputs, but also to cap-
ture cross-document relationships. Fabbri et al.
(2019) use a hierarchical RNN structure with Maxi-
mal Marginal Relevance (Carbonell and Goldstein,
1998) to better select salient paragraphs and re-
duce duplications in the summary. Zhang et al.
(2019) pre-train a hierarchical BERT (Devlin et al.,
2018) by masking a sentence and using other sen-
tences to generate the masked one. Liu and Lap-
ata (2019) propose a hierarchical Transformer for
multi-document summarization to enrich token em-
beddings with cross-document relationships. A
vanilla Transformer (Vaswani et al., 2017) is then
used to conduct summarization after combining the
enriched token embeddings in a flat sequence (Liu
et al., 2018).
3 Multi-Document Summarization with
Attention-Aware Inference
Figure 1 presents the architecture of the proposed
hierarchical Transformer (The encoder and decoder
are respectively the second and third blocks on the
left, highlighted in purple.) with attention-aware
inference (The first block on the left) for multi-
document summarization.
3.1 Hierarchical Transformer
The hierarchical Transformer (HT) consists of an
encoder and a decoder. The encoder is shared by all
paragraphs and has two major units, i.e. the trans-
former encoder and the Multi-head Attention
Pooling layer, to obtain the token- and paragraph-
level embeddings. To be specific, context-aware
word embeddings are first produced as the output
of the transformer encoder based on the summa-
tion of word embeddings W and fixed positional
encodings (Vaswani et al., 2017).
Cp = TransE(Wp + Ep) (1)
where Cp ∈ Rn×d denotes context-aware word
embeddings in the paragraph p of length n. As
a second step, the encoder generates additional
paragraph embeddings to model cross-document
relationships from the multi-head attention pooling:
headip = HeadSplit(CpW1) (2)
φip = (Softmax(head
i
pW2))
Theadip (3)
φp = W3[φ
0
p;φ
1
p; · · · ] (4)
φp := layerNorm(φp + FFN(φp)) (5)
where W1 ∈ Rd×d, W2 ∈ Rdhead×1 and
W3 ∈ Rd×d are linear transformation parameters,
headip ∈ Rn×dhead and φip ∈ Rdhead denote the ith
attention head and paragraph embedding. These
head embeddings are concatenated and fed to a
two-layer feed forward network (FFN) with Relu
activation function after linear transformation.
On the other hand, the decoder accepts three
classes of inputs including the target summary,
context-aware word embeddingsCp, and paragraph
embeddings Φ ∈ Rm×d where m is the number of
paragraphs. Paragraph embeddings are added with
the ranking encoding R generated by the positional
encoding function (Vaswani et al., 2017):3
Φ := Φ +R (6)
The decoder is built on three units. Similar to
a vanilla Transformer (Vaswani et al., 2017), the
first and last units of the decoder are the masked
multi-head attention and the feed forward net-
work, whereas the second part includes two multi-
head attention to capture the inter-word and inter-
paragraph relation, respectively.
Paragraph-level Multi-head Attention. This
self-attention mechanism is to generate the
paragraph-level context vectors that carry infor-
mation of cross-document relationships. The query
is the output of part I: X1 ∈ Rk×d where k is the
length of the target sequence. The key and value
are context-aware paragraph embeddings Φ.
Xpara, Apara = MultiHead(X1,Φ,Φ) (7)
where Xpara ∈ Rk×d is the weighted summation
of paragraph embeddings, and Apara ∈ Rk×m is
the paragraphs attention weights 4.
Word-level Multi-head Attention. This self-
attention mechanism is to compute word-level con-
text vectors in each paragraph. The query of the
self attention is X1, whilst the key and value are
context-aware word embeddings Cp.
Xwordp = MultiHead(X
1, Cp, Cp) (8)
where Xwordp ∈ Rk×d denotes the word-level con-
text vectors of all time steps in the pth paragraph.
Given m input paragraphs, the mechanism repeats
m times in each step. Subsequently, these output
embeddings Xword ∈ Rk×d×m are integrated by
Xint = XwordApara, (9)
where the dimension of Apara is expanded to
Rk×m×1 and matrices are multiplied in the last
two dimensions so Xint ∈ Rk×d. The output of
part II: X2 is
X2 = LayerNorm(X1 +Xpara +Xint). (10)
With the outputs of part II , we are able to pro-
ceed to part III and compute the final probability
distributions.
3We directly use the ranked paragraphs provided by Liu
and Lapata (2019)
4In this paper, average pooling is adopted to obtain the
final attention from multi-head attention
Figure 1: Model flowchart with two input paragraphs. Middle and right: Hierarchical Transformer encoder and
decoder. Left: prediction model of the optimal attention distribution.)
3.2 Attention-Aware Inference
To further improve the summarization quality, this
study proposes the attention-aware inference by
predicting the optimal attention distribution of
source paragraphs to regulate the beam search.
3.2.1 Learn from Neural Machine
Translation (NMT)
The idea of the attention-aware inference is inspired
by Google’s NMT (Wu et al., 2016), where candi-
dates in the beam search are re-ranked according to
a refined score function with the length normaliza-
tion and coverage penalty. The penalty function is
based on the assumption of one-to-one alignment
in the translation so that
∑
t αt,i = 1, where αt,i
indicates the attention weight of the tth translated
word on the ith source word. To penalize the situ-
ation that source words are not fully covered, i.e.
the sum of attention weights is less than one, the
coverage penalty is defined as:
cp =
∑
i
log(min(
∑
t
αt,i, 1)) (11)
This assumption is not tenable for summariza-
tion as uniform coverage is no longer required.
Pointer-generator (See et al., 2017) re-defines the
coverage loss for summarization as:
cpt =
∑
i
min(αt,i,
∑
t′<t
αt′,i) (12)
where αt,i is the word-level attention distribution
and
∑
t′<t αt′,i is the coverage vector. In this way,
repeated attention is penalized according to the
overlap between the attention distribution and the
coverage til time step t.
Li et al. (2018b) further corporate this concept to
their structural-coverage regularization, forcing the
generation to focus on different source sentences
to raise the diversity of the summary. In detail, the
structural-coverage is defined as:
strCov(αt) = 1−
∑
i
min(αt,i,
∑
t′<t
αt′,i) (13)
which is rather similar to the coverage function of
Pointer-generator (See et al., 2017) except that Li
et al. (2018b) consider the sentence-level attention
αt,i .
In summary, both the Pointer-generator (See
et al., 2017) and structural-coverage regulariza-
tion (Li et al., 2018b) build their models based
on the principle of searching for words/sentences
that have previously attracted less attention to avoid
repetition, thus to increase coverage. Comparing
NMT’s coverage penalty with the coverage func-
tions of the two proceeding summarization models
(See et al., 2017; Li et al., 2018b), the restriction of
summarization is rooted in the absence of the opti-
mal attention distribution of contents, that maps a
holistic layout of the summary with comprehensive
coverage.
3.2.2 Predicting the Optimal Attention
Distribution
The first step of attention-aware is to use the en-
coded paragraph embeddings to predict the optimal
attention distribution of input paragraphs5:
ap =
∑
t αt,p∑
p
∑
t αt,p
, (14)
where αt,p denotes the attention weight of the tth
summary word on the pth source paragraph.
The training algorithm is displayed in Figure
1. We directly export data from a trained HT to
construct training inputs and labels. Specifically,
Φ in Eq.6 serves as inputs, whilst Apara in Eq.7 is
used to calculate the optimal attention distribution
which serves as labels.
As for the prediction model of the attention dis-
tribution, ranking-aware paragraph embeddings are
first input to a Transformer-encoder to obtain the
context-aware paragraph embeddings in order to
make full use of the context information between
paragraphs. The context-aware paragraph embed-
dings are then linearly transformed and converted
to m (i.e. the number of paragraphs) units before
normalized by softmax. Given the nature of the
prediction is regression, Mean Square Error (MSE)
is used as the loss function.
3.2.3 Inference Algorithm
In line with NMT, the score function of the pure
beam-search is re-written taking into account the
predicted optimal attention distribution. With
length normalization and the attention-aware score,
the score function is given by:
Score =
log(p(Y |X))
|Y | + β ∗ attAw(Y ) (15)
attAw(Y ) =
∑
p
log(min(
∑|Y |
t=1 αt,p∑
p
∑
t αt,p
, ψp(X)))
(16)
where ψp(X) is the the pth attention weight in
the predicted attention distribution, indicating the
optimal attention of the pth paragraph in source
X . This predicted attention is compared with the
normalized attention
∑|Y |
t=1 αt,p∑
p
∑
t αt,p
in the real-time
generation. Given any deviation between the real
5Note in the case of multiple decoder layers, the final
paragraph attention are the summation of paragraph attentions
in each layer.
and optimal attention distributions, paragraphs that
are assigned with underestimated attention place
negative impacts on the overall scoring, whereas
those with overestimated attention receive a con-
stant score of ψp(X). Regarding the length normal-
ization, we direct use the length |Y |, rather than
lengthα, as it is empirically proven to be more
suitable for longer summaries.
3.3 Why Trained Paragraph Attention is
Chosen to Be the Optimal Label
An alternative way to obtain the optimal attention
distribution is to use the paragraph ranking gener-
ated by an extractive model that predicts the prob-
ability each source sentence/paragraph appears in
the final summary. However, the prediction of ex-
tractive probabilities is a separate unit from the
summarization model which results in problematic
inconsistency with the paragraph attention during
the decoding process.
Figure 2: Box plot of paragraph attention with different
initial rankings.
To support this argument with empirical evi-
dence, Figure 2 randomly selects 10,000 training
samples to compare the paragraph rankings (Liu
and Lapata, 2019) with the corresponding normal-
ized paragraph attention by the trained HT decoder.
In general, the decoder assigns higher attention
to paragraphs with higher rankings. However, the
outliers suggest that there are several cases of differ-
ent judgements by the two approaches, which lead
to potential conflicts during the inference given
the inconsistent measures between the optimal and
real attention. Therefore, we make our prediction
model to learn paragraph attention from the trained
decoder directly. These attentions are considered
optimal as the training targets are gold summaries.
The prediction model maps the connection between
source documents and optimal attention distribu-
tions, to allow the inference algorithm to maximally
approach the optimal attention distribution if the
target is unknown.
4 Experimental Setup
4.1 Wikisum Dataset
We use the ranked version of the Wikisum Dataset
produced by Liu and Lapata (2019), where each
sample has forty ranked paragraphs with maximum
length of 100 tokens as source inputs, and a target
summary with an average length of 140 tokens. The
dataset is split with 1,579,360 samples for training,
38,144 for validation and 38,205 for testing. Mean-
while, Subword tokenization (Bojanowski et al.,
2017) is adopted to tokenize our vocabulary into
32,000 subwords to better handle unseen words.
4.2 Training Configuration
The summarization model is trained based on a
dropout rate of 0.3 to the output of each sub-layer
and a warm-up Adam optimizer (Vaswani et al.,
2017) with 16,000 warm-up steps. We stack 3-
layer encoder-decoder of our HT with 256 hidden
units, 1024 FFN units and 4 headers. The model
is trained for approximately 600,000 steps. Check-
points are saved every 20,000 steps and the best
result on the validation set is used to generate the
final summary. For the attention prediction model,
we construct a two-layer Transformer encoder with
dropout rate 0.5. The complete set of the training
data is used to train the attention prediction for
approximately 100,000 steps. All parameters are
randomly initialized including token embeddings.
In the decoding process, we set the beam size
to 5 and terminate the beam search til the length
exceeds 200. In addition, we disallow the repetition
of tri-grams, at the same time block two tokens
(except commas) before the current step to prevent
degeneration situations such as Joe is a writer and
writer.
4.3 Baselines
To verify the performance of the HT and attention-
aware, we include the following transformer-based
baselines for multi-document summarization.
Flat Transformer (FT) (Vaswani et al., 2017)
summarizes documents by concatenating the ti-
tles and ranked paragraphs to a flat sequence and
feed them to a vanilla Transformer encoder-decoder
model. We adopt a 3-layers Transformer based on
the truncated flat sequence of 1600 tokens.
Liu’s Hierarchical Transformer (Liu’s HT)
(Liu and Lapata, 2019) is developed to enrich to-
kens with global information from other documents
in a hierarchical structure. The enriched token em-
beddings are then concatenated to a flat sequence
which serve as inputs of a Flat Transformer. We use
3 local-attention layers and 3 global-attention lay-
ers according to Liu and Lapata (2019). Given that
Liu’s HT essentially is based on a vanilla Trans-
former, concatenated sequences are truncated to
1600 tokens in order not to exceed the 2000-token
length limit (Liu et al., 2018).
T-DMCA (Liu et al., 2018) is a Transformer-
decoder-based summarization model that allows
longer inputs by splitting concatenated sequences
into segments, and uses a Memory Compressed
Attention to exchange information. We construct
this model using 3 layers and 256 hidden states.
The top 3000 tokens are included as inputs.
Transformer-XL (Dai et al., 2019) is a lan-
guage model that deals with excessively long
sequences. This model extends the vanilla
Transformer-decoder with the recurrent mechanism
and relative positional encoding. We use 512 mem-
ory length and disable the adaptive softmax. Other
hyper-parameters and token length are remained
the same with T-DMCA.
Hierarchical Transformer (HT) is the summa-
rization model proposed in this paper. We extract
the top 30 paragraphs and the top 100 tokens per
paragraph (3000 tokens in total) as inputs. The title
is concatenated before the first paragraph.
HT plus the structural-coverage regulariza-
tion (HT+strCov) is the proposed HT refined by
the structural-coverage regularization (Li et al.,
2018b). As the original study summarizes single
document using a hierarchical decoding algorithm
to first decode sentence by sentence then realize
the sentence word by word, we need to modify
the regularization to adjust to our multi-document
HT structure of word-by-word inference. There-
fore, we re-define αt,i as the attention of the tth
generated word on the ith source paragraph. To
obtain an independent observation on the effect
of the structural coverage, we skip the structural-
compression regularization and modifications on
the loss function discussed by Li et al. (2018b).
HT plus the attention-aware inference
(HT+attAware) is the proposed multi-document
Model ROUGE-1 ROUGE-2 ROUGE-L
FT (1600 tokens) 40.30 18.67 32.84
Liu’s HT (1600 tokens) 40.83 19.41 33.26
T-DMCA (3000 tokens) 41.09 19.78 33.31
Transformer-XL (3000 tokens) 41.11 19.81 33.72
HT (3000 tokens) 41.99 20.44 34.50
HT+strCov (3000 tokens) 41.74 20.25 33.88
HT+attAware (3000 tokens) 42.58 20.84 35.66
Table 1: Average ROUGE F1 scores of proposed models and baselines
s
ROUGE-1 ROUGE-2 ROUGE-L
f p r f p r f p r
30 42.6 58.6 37.8 20.8 30.6 18.5 35.7 55.6 35.9
5 -2.1 -3.3 -1.2 -2.0 -2.5 -1.8 -2.1 -3.8 -1.5
10 -1.2 -3.0 -0.2 -1.2 -2.2 -0.9 -1.3 -3.4 -0.5
15 -0.4 -2.6 +0.7 -0.5 -1.9 0 -0.1 -2.7 +0.5
20 0 -1.5 +0.7 -0.1 -1.2 +0.2 +0.2 -1.9 +0.5
25 +0.1 -0.9 +0.6 -0.1 -0.8 +0.3 +0.1 -1.0 +0.5
Table 2: Average ROUGE scores with different s, No compression when s = 30. f : f1 score, r: recall, p:
precision.
summarization model with attention-aware
inference.
5 Results
5.1 ROUGE Evaluation
ROUGE-1 & -2 and ROUGE-L F1 scores (Lin,
2004) are used to evaluate the informativeness and
fluency of summaries generated by the summariza-
tion models.
We first probe the optimal value of the attention-
aware coefficient β in E.q.15 by a numerical com-
parison for β ∈ [0.2 : 0.2 : 1]. The result is
displayed in Table 4, which suggests the optimal
value of β is approximately 0.8.
Table 1 shows the average ROUGE F1 scores
of all models investigated. In general, models
that address long-term dependencies and accept
longer inputs outperform those models limit the
length of inputs. With 3000-token inputs, the pro-
posed HT significantly improves T-DMCA and
Transformer-XL in both informativeness and flu-
ency. The attention-aware inference further pro-
motes the quality of summaries by HT, raising
ROUGE-1 by 0.59, ROUGE-2 by 0.4 and ROUGE-
L by 1.16. In contrast, the structural-coverage
mechanism hinders the performance of HT with
reduced ROUGE scores. We print the beam-search
scores of HT+strCov and find consecutive zeros
as the generated sequences get longer, resulted
from the tth word attention on the ith paragraph
(αt,i) remains lower than the its cumulative atten-
tion (
∑
t′<t αt′,i). Therefore, it is concluded that
the structural coverage regularization is not partic-
ularly suitable for word-by-word summarization
with lengthy inputs, such as multiple documents.
5.2 Compression Before Inference
Attention-aware provides an easy way to compress
source paragraphs before inference. We rank para-
graphs according to their predicted attention and
select the first s paragraphs with the highest atten-
tion weights. Table 2 presents the results given
different values of s. According to the ROUGE-
Recall and ROUGE-F1 scores, this compression
mechanism improves original summaries by limit-
ing the number of paragraphs to [20:25].
5.3 Human evaluation
We select the four best-performing models on
ROUGE to conduct the human evaluation. As-
sessors are asked to score 20 randomly-selected
examples (each sample contains 4 summaries gen-
erated by each of the four models) regarding three
Gold Lobatus costatus, commonly known as the milk conch, is a species of large sea snail, a marine
gastropod mollusk in the family strombidae, the true conchs.
HT Lobatus costatus is a species of sea snail, a marine gastropod mollusk in the family erebidae, the
cone snails and their allies. The snails are predatory and venomous. They are capable of “stinging”
humans, therefore live ones should be handled all.
HT+attAware Lobatus costatus is a species of sea snail, a marine gastropod mollusk in the family erebidae, the true
sea snails.
Gold The Supremes Sing Rodgers & Hart is the eleventh studio album released by The Supremes for Mo-
town in 1967. The album is wholly composed of covers of show tunes written by the songwriting duo
of Richard Rodgers and Lorenz Hart. The album was the final album released before The Supremes’
name was changed to “Diana Ross & the Supremes,” and member Florence Ballard was replaced by
Cindy Birdsong. It reached #20 in the USA and ultimately sold around 500,000 copies. Originally
intended as a double album, The Supremes Sing Rodgers & Hart was halved before Motown issued it
in May 1967. In 1986, two unreleased tracks from the Rodgers & Hart sessions were included in the
Diana Ross & the Supremes’ 25th Anniversary collection. Several more were included alongside the
original twelve LP tracks on The Rodgers & Hart Collection, an expanded compact disc collection
released by Motown in 1987. All of the sessions, including a bonus live recording, were included on
the 2002 Motown/Universal release The Supremes Sing Rodgers & Hart: The Complete Recordings.
HT The Supremes Sing Sodgers & Hart is the eleventh studio album released by Motown in 1967.
HT+attAware The Supremes Sing Rodgers & Hart is the eleventh studio album released by Motown in 1967. The
album is now composed of covers of show songs written by the producer of Richard Rodgers and
Hart. It reached #20 on the billboard 200 and #3 on the r&b albums chart. All of the sessions were
included in the Diana Ross & the Supreme’s name was changed to “Diana Ross.” In 1986, two
unreleased tracks from the Curtiss & the Court’s 25th anniversary collection, an expanded compact
disc collection. several more were include: “the justice” and “my heart”, “this is a live album,” and
hart”.
Table 3: Sample summaries generated by HT and HT+Attention-aware inference.
β ROUGE-1 ROUGE-2 ROUGE-L
0.2 42.35 20.70 35.03
0.4 42.49 20.74 35.31
0.6 42.59 20.82 35.58
0.8 42.58 20.84 35.66
1 42.54 20.76 35.65
Table 4: Average ROUGE F1 scores for finding the op-
timal β
criteria, (a) Informativeness , (b) Fluency , (c)
Conciseness. Five levels ranging from very poor
(1) to very good (5) are included to evaluate each
of the criteria.
Model Infor Flu Concise
Liu’s HT 3.34 3.76 3.75
Transformer-XL 3.57 3.71 3.77
HT 4.11 3.97 3.81
HT+attAware 4.39 4.22 3.95
Table 5: Human evaluation results
According to Table 5, attention-aware inference
enhances HT by outperforming other baselines
significantly in both Informativeness and Fluency.
Due to the regularization to prevent repetitions for
all summarization models, improvements on the
Conciseness could be hardly observed. Nonethelss,
attention-aware raises the concise score of HT by
0.14, indicating the optimal attention distribution
contributes to redundancy reduction. Two exam-
ples of summaries are provided in Table 3 to show
that attention-aware reduces redundancy (see the
first panel) and enhances informativeness (see the
second panel).
6 Conclusion
This study proposes a hierarchical Transformer
with attention-aware inference to improve neu-
ral abstractive summarization of multiple docu-
ments. The hierarchical Transformer models both
the cross-document relationship and contextual in-
formation of tokens. The pure hierarchical archi-
tecture mitigates the long-dependency problem and
supports deepening as much as a vanilla Trans-
former. The attention-aware inference regulates
the beam search with predicted optimal attention
of source paragraphs. Our experiment shows that
the proposed attention-aware inference largely en-
hances the summarization quality with a domi-
nating performance among a list of strong base-
lines. Given the compatibility and effectiveness
of attention-aware, the authors believe that it has
a great potential to be integrated to most of the
hierarchical summarization models.
References
Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5:135–146.
Jaime Carbonell and Jade Goldstein. 1998. The use of
mmr, diversity-based reranking for reordering docu-
ments and producing summaries. In Proceedings of
the 21st Annual International ACM SIGIR Confer-
ence on Research and Development in Information
Retrieval, SIGIR ’98, pages 335–336, New York,
NY, USA. ACM.
Yen-Chun Chen and Mohit Bansal. 2018. Fast abstrac-
tive summarization with reinforce-selected sentence
rewriting. Proceedings of the 56th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers).
Arman Cohan, Franck Dernoncourt, Doo Soon Kim,
Trung Bui, Seokhwan Kim, Walter Chang, and Na-
zli Goharian. 2018. A discourse-aware attention
model for abstractive summarization of long docu-
ments. Proceedings of the 2018 Conference of the
North American Chapter of the Association for Com-
putational Linguistics: Human Language Technolo-
gies, Volume 2 (Short Papers).
Zihang Dai, Zhilin Yang, Yiming Yang, Jaime Car-
bonell, Quoc Le, and Ruslan Salakhutdinov. 2019.
Transformer-xl: Attentive language models beyond
a fixed-length context. Proceedings of the 57th An-
nual Meeting of the Association for Computational
Linguistics.
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing.
Alexander Fabbri, Irene Li, Tianwei She, Suyi Li, and
Dragomir Radev. 2019. Multi-news: A large-scale
multi-document summarization dataset and abstrac-
tive hierarchical model. In Proceedings of the 57th
Annual Meeting of the Association for Computa-
tional Linguistics, pages 1074–1084, Florence, Italy.
Association for Computational Linguistics.
Sebastian Gehrmann, Yuntian Deng, and Alexander
Rush. 2018. Bottom-up abstractive summarization.
In Proceedings of the 2018 Conference on Em-
pirical Methods in Natural Language Processing,
pages 4098–4109, Brussels, Belgium. Association
for Computational Linguistics.
Ari Holtzman, Jan Buys, Maxwell Forbes, and Yejin
Choi. 2019. The curious case of neural text degener-
ation.
Xinyu Hua and Lu Wang. 2019. Sentence-level con-
tent planning and style specification for neural text
generation. Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP).
Logan Lebanoff, Kaiqiang Song, and Fei Liu. 2018.
Adapting the neural encoder-decoder framework
from single to multi-document summarization. In
Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing, pages
4131–4141, Brussels, Belgium. Association for
Computational Linguistics.
Chenliang Li, Weiran Xu, Si Li, and Sheng Gao. 2018a.
Guiding generation for abstractive text summariza-
tion based on key information guide network. In
Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
Volume 2 (Short Papers), pages 55–60, New Orleans,
Louisiana. Association for Computational Linguis-
tics.
Wei Li, Xinyan Xiao, Yajuan Lyu, and Yuanzhuo Wang.
2018b. Improving neural abstractive document sum-
marization with structural regularization. In Pro-
ceedings of the 2018 Conference on Empirical Meth-
ods in Natural Language Processing, pages 4078–
4087, Brussels, Belgium. Association for Computa-
tional Linguistics.
Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.
Peter J. Liu, Mohammad Saleh, Etienne Pot, Ben
Goodrich, Ryan Sepassi, Lukasz Kaiser, and Noam
Shazeer. 2018. Generating wikipedia by summariz-
ing long sequences.
Yang Liu and Mirella Lapata. 2019. Hierarchical trans-
formers for multi-document summarization. Pro-
ceedings of the 57th Annual Meeting of the Associa-
tion for Computational Linguistics.
Hongyuan Mei, Mohit Bansal, and Matthew R. Walter.
2015. What to talk about and how? selective genera-
tion using lstms with coarse-to-fine alignment. Com-
puter Science.
Ramakanth Pasunuru and Mohit Bansal. 2018. Multi-
reward reinforced summarization with saliency and
entailment. Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 2 (Short Papers).
Alexander M. Rush, Sumit Chopra, and Jason Weston.
2015. A neural attention model for abstractive sen-
tence summarization. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 379–389, Lisbon, Portugal.
Association for Computational Linguistics.
Abigail See, Peter J. Liu, and Christopher D. Manning.
2017. Get to the point: Summarization with pointer-
generator networks. Proceedings of the 55th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers).
Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural networks.
In Proceedings of the 27th International Conference
on Neural Information Processing Systems - Volume
2, NIPS14, page 31043112, Cambridge, MA, USA.
MIT Press.
Jiwei Tan, Xiaojun Wan, and Jianguo Xiao. 2017.
Abstractive document summarization with a graph-
based attentional neural model. In Proceedings
of the 55th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 1171–1181, Vancouver, Canada. Association
for Computational Linguistics.
Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need.
Sean Welleck, Ilia Kulikov, Stephen Roller, Emily Di-
nan, Kyunghyun Cho, and Jason Weston. 2019. Neu-
ral text generation with unlikelihood training.
R. J. Williams and D. Zipser. 1989. A learning algo-
rithm for continually running fully recurrent neural
networks. Neural Computation, 1(2):270–280.
Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V.
Le, and Jeffrey Dean. 2016. Google’s neural ma-
chine translation system: Bridging the gap between
human and machine translation.
Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierarchical
attention networks for document classification. In
Proceedings of the 2016 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 1480–1489, San Diego, California. Associa-
tion for Computational Linguistics.
Yongjian You, Weijia Jia, Tianyi Liu, and Wenmian
Yang. 2019. Improving abstractive document sum-
marization with salient information modeling. In
Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 2132–
2141.
Xingxing Zhang, Furu Wei, and Ming Zhou. 2019. HI-
BERT: Document level pre-training of hierarchical
bidirectional transformers for document summariza-
tion. In Proceedings of the 57th Annual Meeting
of the Association for Computational Linguistics,
pages 5059–5069, Florence, Italy. Association for
Computational Linguistics.
