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a b s t r a c t
Westudy a notion called n-standardness (defined byM.E. Rossi (2000) in [10] and extended
in this paper) of ideals primary to the maximal ideal in a Cohen–Macaulay local ring and
some of its consequences. We further study conditions under which the maximal ideal is
3-standard, first proving results for when the residue field has prime characteristic and
then using the method of reduction to prime characteristic to extend the results to the
equicharacteristic 0 case. As an application, we extend a result due to T. Puthenpurakal
(2005) [9] and show that a certain length associated with a minimal reduction of the
maximal ideal does not depend on the minimal reduction chosen.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let (R,m) be a Cohen–Macaulay local ring of dimension d with infinite residue field k. Let I be an m-primary ideal and
J = (x1, . . . , xd) be a minimal reduction of I . In [12], Valabrega and Valla show that the condition In ∩ J = JIn−1 holds for all
n if and only if the associated graded ring grR(I) = R/I ⊕ I/I2 ⊕ · · · is Cohen–Macaulay.
In [10], Rossi studies the condition J ∩ Ik = JIk−1 for all k ≤ n. We study this condition in a more generalized setup used
by T. Marley in [8, Chapter 3]. The setup is as follows:
Setup 1.1. Let (R,m) be a Cohen–Macaulay local ring of dimension d with infinite residue field k, I be an m-primary ideal in R
and F = {In}n∈Z be a collection of ideals of R which is an admissible I-filtration, i.e., we have
(a) In+1 ⊆ In for n ≥ 0, In = R for n ≤ 0,
(b) InIm ⊆ In+m for every n, m ≥ 0 and
(c) there is a k ≥ 0 such that In ⊆ In ⊆ In−k for every n ≥ 0 (note that this forces In = R for n ≤ 0).
One can define the graded ring associated with the filtration F by grF(R) =

n≥0(In/In+1). If F = {In}n∈Z, the standard I-adic
filtration, then we denote its associated graded ring by grI(R).
We record a key observation of Marley in the following remark.
Remark 1.2. With notation as in Setup 1.1, by Lemma 3.3 in [8], if J = (x1, . . . , xd) is aminimal reduction of I , then xi ∈ I1\I2
for i = 1, . . . , d and JIn = In+1 for n >> 0.
We use the same terminology as Rossi; in particular we define the following:
Definition 1.3. (a) Let (R,m) be a Cohen–Macaulay local ring of dimension dwith infinite residue field k, I be anm-primary
ideal and J be a minimal reduction of I . We say that an admissible filtration F = {In}n∈Z is n-standard with respect to J
if J ∩ Ik = JIk−1 for all k ≤ n.
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(b) We say that F = {In}n∈Z is n-standard if F is n-standard with respect to every minimal reduction J of I .
(c) We say that I is n-standard with respect to J (respectively n-standard) if the I-adic filtration is n-standard with respect
to J (respectively n-standard).
Remark 1.4. Let (R,m) be a Cohen–Macaulay local ring of dimension dwith infinite residue field k, I be anm-primary ideal
and F = {In}n∈Z be an admissible I-filtration. Then:
(1) F is 1-standard and any n-standard filtration is k-standard for 1 ≤ k ≤ n.
(2) If F is n-standard with respect to J and In+1 = InJ , then Ik ∩ J = Ik−1J for all k. In particular, if in addition F is the I-adic
filtration, and is n-standard for all n ≥ 1, then by a result of Valabrega and Valla [12], G = grI(R) is Cohen–Macaulay.
In particular, this proves that I is n-standard for all n ≥ 1 with respect to every minimal reduction J . In other words, for
the I-adic filtration, the property of being n-standard for all n ≥ 1 does not depend on the minimal reduction J .
(3) IfR is Cohen–Macaulaywith an infinite residue field and J is anyminimal reduction ofm, it iswell-known thatm2∩J = Jm
(for example, see Proposition 8.3.3(1) in [11]). Thus the maximal ideal is 2-standard.
(4) If R is Cohen–Macaulay with an infinite residue field and J is any minimal reduction of an m-primary integrally closed
ideal I , then C. Huneke (for rings containing a field), [4, Theorem4.7], and Itoh [7, Theorem1] have independently proved
that I2 ∩ J = IJ . Thus integrally closed m-primary ideals are 2-standard.
Let (R,m) denote a local Noetherian ring. We use λ(__) to denote the length of an R-module and µ(__) to denote the
minimal number of generators of an R-module. If I is an m-primary ideal of R, we let e0(I) denote the multiplicity of I , and
set e0(R) = e0(m), the multiplicity of R.
In [9], T. Puthenpurakal proved thatλ(m3/Jm2) is independent of theminimal reduction J ofmwhenR is Cohen–Macaulay
by proving the following theorem.
Theorem 1.5 (Puthenpurakal). Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. If
J is a minimal reduction of m, then
λ(m3/Jm2) = e0(R)+ (d− 1)µ(m)− µ(m2)−

d− 1
2

.
In Section 3, we extend this result in several ways to n-standard admissible I-filtrations. We go over the properties of
Koszul complexes and the homology needed for this purpose in Section 2. We first prove the equivalence of n-standardness
to the vanishing of a certain Koszul homology module up to a certain degree in Proposition 2.5 and then use these to prove
Theorem 3.5. Combining Remark 1.4(4) with Theorem 3.5, we obtain the following extension of Puthenpurakal’s Theorem
(Theorem 1.5) as an immediate corollary.
Theorem 1.6. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field, I an integrally closed
m-primary ideal and J a minimal reduction of I. Then λ(I3/JI2) = e0(I)−λ(I2/I3)+ (d−1)λ(I/I2)−
d−1
2

λ(R/I). In particular,
λ(I3/JI2) is independent of the minimal reduction J chosen.
When (R,m) is a Cohen–Macaulay local ring with infinite residue field k and J is a minimal reduction of m, since
m2 ∩ J = Jm, m is 3-standard if and only if m3 ∩ J = Jm2. In Section 4, we investigate conditions under which the equality
J ∩ m3 = Jm2 holds for every minimal reduction J of m.
In Theorem 4.7, we show that m is 3-standard when char(k) = p > 0 and the graded ring G associated with the
maximal ideal m is reduced and connected in codimension 1. In Remark 4.9, we give an alternative proof of 3-standardness
of m, assuming that k is perfect and G is a normal domain. In order to prove this, we borrow some tools like tight closure
(e.g., see [5]) and graded absolute integral closure (e.g., see [1, Section 5]) from the world of positive characteristic.
We then use the method of reduction to prime characteristic (e.g., see [3], sections 2.1 and 2.3) to prove in general the
following theorem:
Theorem 1.7. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. Assume either that
the characteristic of k is positive and the associated graded ring G = grm(R) is reduced and connected in codimension 1, or that R
is of equicharacteristic 0 and G is an absolute domain. Then m is 3-standard.
As an immediate corollary of our work on 3-standardness, we extend Puthenpurakal’s result in a different direction in
Theorem 4.11 and Theorem 5.8, which are summarized in Theorem 1.8 below:
Theorem 1.8. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. Assume either that
the characteristic of k is positive and the associated graded ring G = grm(R) is reduced and connected in codimension 1, or that R
is of equicharacteristic 0 and G is an absolute domain. If J is a minimal reduction of m, then
λ(m4/Jm3) = e0(R)− µ(m3)+ (d− 1)µ(m2)−

d− 1
2

µ(m)+

d− 1
3

.
Consequently, λ(m4/Jm3) is independent of the reduction J.
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2. Preliminaries
Koszul homology
Let G = ⊕i≥0Gi be a graded ring with x1, . . . , xd ∈ G1. Let K•(x1, . . . , xk;G) be the Koszul complex on x1, . . . , xk over G.
Then K•(x1, . . . , xk;G) is
0→ G[−k] → G[−k+ 1]⊕d → · · · → G[−2]⊕(d2) → G[−1]⊕d (x1,...,xk)−→ G → 0.
Remark 2.1. 1. There is a short exact sequence of complexes
0 −→ K•(x1, . . . , xk−1;G) −→ K•(x1, . . . , xk;G) −→ K•(x1, . . . , xk−1;G)[−1] −→ 0.
2. Let Hi(__) be the ith homology in the Koszul complex. The above short exact sequence of Koszul complexes gives a long
exact sequence on the Koszul homologies:
Hi(x1, . . . , xk−1)[−1] ·xk→ Hi(x1, . . . , xk−1)→ Hi(x1, . . . , xk)→ Hi−1(x1, . . . , xk−1)[−1] ·xk→
which breaks up into a long exact sequence of graded pieces:
Hi(x1, . . . , xk−1)j−1
·xk−→ Hi(x1, . . . , xk−1)j → Hi(x1, . . . , xk)j → Hi−1(x1, . . . , xk−1)j−1 → · · ·
3. Notice that the ith Koszul homology Hi(x1, . . . , xk;G) is a subquotient of G[−i]⊕(ki). Thus if the image of (r1, . . . , r(ki)) is
in Hi(x1, . . . , xk;G)j, then without loss of generality deg(rl) = j− i as an element of G.
4. By (3), we see that Hi(__;G)j = 0 for j < i. Clearly, we also have Hi(x1, . . . , xk;G) = 0 for i > k.
5. The element (r1, . . . , rk) is 0 in H1(x1, . . . , xk;G) if it can be written as a linear combination of the Koszul relations, i.e.,
as elements in G⊕k:
r1
...
ri
...
rj
...
rk

=
−
1≤i<j≤k
sij

0
...
xj
...
−xi
...
0

where sij ∈ G.
Rearranging, we see that this happens if and only if (r1, . . . , rk) = (x1, . . . , xk)S, where S is the skew-symmetric matrix
0 −s12 · · · −s1k
s12 0 · · · −s2k
...
. . .
...
s1k s2k · · · 0
 .
Lemma 2.2. With notation as in the above remark, if Hi(x1, . . . , xk;G)j = 0 for all k ≤ n, then Hi+1(x1, . . . , xk;G)j+1 = 0 for
all k ≤ n.
Proof. Notice that Hi(x1, . . . , xk;G)j = 0 by the hypothesis and Hi+1(x1, . . . , xk−1;G)j+1 = 0 by induction on k. We see
from the long exact sequence of the Koszul homologies that Hi(x1, . . . , xk;G)j = 0 and Hi+1(x1, . . . , xk−1;G)j+1 = 0 forces
Hi+1(x1, . . . , xk;G)j+1 = 0. 
Proposition 2.3. Let G0 be an Artinian local ring and G = ⊕i≥0Gi be a graded G0-algebra with x1, . . . , xd ∈ G1. Let (∗k) be the
complex
0→ (G0)⊕(dk) → (G1)⊕( dk−1) → · · · → (Gk−1)⊕d → 0
obtained by truncating the kth-degree string of the Koszul complexK•(x1, . . . , xd;G) for some k ≥ 2. If H1(x1, . . . , xm;G)<n = 0
for 1 ≤ m ≤ d, then
λ(H0(∗k)) =
k−
i=1
(−1)i−1

d
i

λ(Gk−i) for 1 ≤ k ≤ n,
where Hi(∗k) is the ith homology of the complex (∗k).
Proof. The proof follows immediately if we show that Hi(∗k) = 0 for i > 0. Note that Hi(∗k) = Hi+1(x1, . . . , xd;G)k
for i > 0. Since H1(x1, . . . , xd;G)j = 0 for j < n, Hi+1(x1, . . . , xd;G)j+i = 0 for j < n by Lemma 2.2. In particular,
Hi+1(x1, . . . , xd;G)k = 0 for each i ≥ 1, proving the proposition. 
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Proposition 2.4. Let G = ⊕i≥0Gi be a graded ring with x1, . . . , xd ∈ G1. Then with notation as above, H1(x1, . . . , xk;G)≤n = 0
for 1 ≤ k ≤ l if and only if
(x1, . . . , xk−1) : xk ⊆ (x1, . . . , xk−1)+⊕i≥nGi
for 1 ≤ k ≤ l.
Proof. First assume that (x1, . . . , xk−1) : xk ⊆ (x1, . . . , xk−1) + ⊕i≥nGi for 1 ≤ k ≤ l. We want to prove that H1(x1,
. . . , xk;G)≤n = 0 by induction on k.
When k = 1, we see that (0 :G x1) ⊆ ⊕i≥nGi. Note that H1(x1;G) ≃ (0 :G x1)[−1]. Hence H1(x1;G)≤n = 0.
Let (r1, . . . , rk) ∈ H1(x1, . . . , xk;G)j for some j ≤ n, where k > 1. Thus we have ri ∈ Gj−1 and∑ki=1 rixi = 0 in Gj. Thus
rk ∈ (x1, . . . , xk−1) :G xk ⊆ (x1, . . . , xk−1)+⊕i≥nGi by assumption. Thus rk =∑k−1i=1 sixi + sk where sk ∈ ⊕i≥nGi. By degree
arguments, we may assume that si ∈ Gj−2, i = 1, . . . , k− 1, and sk = 0 in G.
Thus 0 = ∑k−1i=1 (ri + sixk)xi. By induction, (r1, . . . , rk−1) + (xks1, . . . , xksk−1) = 0 in H1(x1, . . . , xk−1;G), i.e., by
Remark 2.1(6), there is a (k − 1) × (k − 1) skew-symmetric matrix S with entries in G such that (r1, . . . , rk−1) +
(xks1, . . . , xksk−1) = (x1, . . . , xk−1)S. We also know that rk =∑k−1i=1 sixi. Hence we have
r1
...
...
rk
 =
 −s1S −s2
s1 s2 · · · 0


x1
...
...
xk

which shows by Remark 2.1(5) that (r1, . . . , rk) = 0 in H1(x1, . . . , xk;G).
Conversely, let rk ∈ (x1, . . . , xk−1) : xk. Without loss of generality, we may assume that rk ∈ Gj for some j. Write
rkxk = −∑k−1i=0 rixi, for ri ∈ Gj, i = 1, . . . , k− 1. Thus (r1, . . . , rk) ∈ H1(x1, . . . , xk;G)j+1.
If j ≥ n, there is nothing to prove. If j ≤ n− 1, since H1(x1, . . . , xk;G)≤n = 0, we can write (r1, . . . , rk) = (x1, . . . , xk)S,
where S is the skew-symmetric matrix with entries in G. In particular, rk ∈ (x1, . . . , xk−1), finishing the proof. 
With the setup as in Setup 1.1, let G = grF(R) = R/I1 ⊕ I1/I2 ⊕ · · · be the associated graded ring of the admissible
I-filtration F = {In}n≥0. If s ∈ R is an element such that s ∈ Ik \ Ik+1, we let s′ denote s+ Ik+1, the leading form of s in G. Let
J = (x1, . . . , xd) be a minimal reduction of I .
Proposition 2.5. Let (R,m, k) be a Cohen–Macaulay local ring, I an m-primary ideal and J = (x1, . . . , xd) a minimal reduction
of I, F = {In}n≥0 an admissible I-filtration and G = grF(R) the graded ring associated with F. With notation as in the discussion
above, F is n-standard with respect to J if and only if H1(x′1, . . . , x
′
k;G)j = 0 for j < n and 1 ≤ k ≤ d.
Proof. Assume thatF is n-standardwith respect to J . Suppose that for j < n and 0 ≤ k ≤ d, (r ′1, . . . , r ′k) ∈ H1(x′1, . . . , x′k;G)j,
i.e.,
∑l
i=1 r
′
i x
′
i = 0 in G, where deg(r ′i ) = j − 1. Thus
∑
rixi ∈ I j+1 ∩ J = JIj, i.e., we can write∑ki=1 rixi = ∑di=1 sixi, where
si ∈ Ij. Thus there is a skew-symmetric k× kmatrix Sk such that
(r1, . . . , rk) = (x1, . . . , xk)Sk + (s1, . . . , sk).
Thus (r ′1, . . . , r
′
k) = (x′1, . . . , x′k)S ′k in G⊕dj−1, which means that (r ′1, . . . , r ′k) = 0 proving that H1(x′1, . . . , x′k;G)j = 0 for
j < n.
Conversely, suppose
∑k
i=1 rixi ∈ Ij for some j ≤ n, with ri /∈ Ij−1. Then
∑k
i=1 r
′
i x
′
i = 0 in G≤j−1. Thus (r ′1, . . . , r ′k) ∈
H1(x′1, . . . , x
′
k;G)≤j−1 = 0, i.e., there is a skew-symmetric k × k matrix Sk with entries in R such that (r ′1, . . . , r ′k) =
(x′1, . . . , x
′
k)S
′
k in G
⊕d
≤j−1, i.e., (r1, . . . , rk) = (x1, . . . , xk)Sk + (s1, . . . , sk) for some si ∈ Ij−1. Thus
∑
rixi = ∑ sixi ∈ JIj−1
for each j ≤ n, i.e., F is n-standard with respect to J . 
As a consequence, we get an extension of a theorem of Valabrega and Valla [12, Theorem 2.3].
Corollary 2.6. Let (R,m, k) be a Cohen–Macaulay local ring, I an m-primary ideal, J = (x1, . . . , xd) a minimal reduction of I,
F = {In}n≥0 an admissible I-filtration andG = grF(R) the graded ring associated with F. With notation as in the discussion above,
x′1, . . . , x
′
d is a regular sequence in G (and hence G is Cohen–Macaulay) if and only if In ∩ J = In−1J for all n.
Corollary 2.7. Let (R,m, k) be a Cohen–Macaulay local ring with infinite residue field, I be an integrally closed m-primary ideal
and J = (x1, . . . , xd) be a minimal reduction of I. With notation as above, Hi(x′1, . . . , x′k;G)i = 0 for all k.
Proof. As noted before in Remark 1.4(4), J ∩ I2 = JI . Hence by Proposition 2.5, H1(x′1, . . . , x′k;G)1 = 0. The corollary follows
by repeated application of the Lemma 2.2. 
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3. Invariance of a length associated with minimal reductions
A general question to ask is as follows. Let (R,m, k) be a Cohen–Macaulay local ring with infinite residue field, I an
m-primary ideal, J a minimal reduction of I , and F = {In}n∈Z an admissible I-filtration. Is λ(In/JIn−1) independent of the
minimal reduction J chosen?
In [8, Theorem 3.6], Marley proves that the above question has a positive answer if one assumes that depth(grF(R)) ≥
dim(R)−1. In fact, he proves that in this case λ(In+1/JIn) = e0(I)+∑ni=0(−1)i+1d−1i λF(n− i) for all n, where λF(j) denotes
λ(Ij/Ij+1) for the rest of this section. This leads to a more specific question:
Question 3.1. Let (R,m, k) be a Cohen–Macaulay local ring with infinite residue field, I an m-primary ideal and F = {In}n∈Z
an admissible I-filtration. Given a minimal reduction J of I , when is it true that
λ(In+1/JIn) = e0(I)+
n−
i=0
(−1)i+1

d− 1
i

λF(n− i),
where λF(j) denotes λ(Ij/Ij+1)?
Remark 3.2. As observed before, by Theorem 3.6 in [8], Question 3.1 has a positive answer for all nwhen depth(grF(R)) ≥
dim(R)− 1. In particular, Question 3.1 is true for one-dimensional Cohen–Macaulay local rings.
In his paper [9, Example 2], Puthenpurakal gives the following example which shows that the above formula does not
hold in general.
Example 3.3. Let R = k[|x, y|], I = (x7, x6y, x2y5, y7) and J = (x7, y7). In this case, d = dim(R) = 2. One can use a
computer algebra package (we use Macaulay2) to see that λ(I3/I2J) = 3 whereas e0(I)+ λ(I/I2)− λ(I2/I3) = 1. Thus the
above formula does not hold even for the I-adic filtration when n = 2 in dimension 2.
Note that in this case I2 ∩ J ≠ IJ . Thus I is not 2-standard with respect to J .
In Theorem3.5,we show thatλ(In+1/JIn) is independent of theminimal reduction chosenwhen the admissible I-filtration
F = {In}n∈Z is n-standard with respect to J for every minimal reduction J of I by proving that Question 3.1 has a positive
answer in this case.
Proposition 3.4. Let (R,m, k) be a Cohen–Macaulay local ring, I an m-primary ideal, F = {In}n∈Z an admissible I-filtration and
J a minimal reduction of I. If F is n-standard with respect to J, then for 1 ≤ k ≤ n, λ(JIk−1/JIk)= dλ(Ik−1/Ik)−
d
2

λ(Ik−2/Ik−1)+
· · · + (−1)k−1dkλ(R/I1),
i.e., λ(JIk−1/JIk) =
k−
i=1
(−1)i−1

d
i

λF(k− i) for 1 ≤ k ≤ n.
Proof. Let J = (x1, . . . , xd) and let G = grF(R). Then x′1, . . . , x′d ∈ G1 is a system of parameters in G. Now, since R is Cohen–
Macaulay, x1, . . . , xd is a regular system of parameters (for example, by Corollary 8.3.9 in [11]). We prove the proposition
by induction on k.
For k = 1, consider the complex 0 −→ (R/I1)⊕d (x1,...,xd)−→ (J/JI1) −→ 0. This is clearly surjective. Injectivity can be seen
as follows. If
∑
rixi ∈ I1J , writing∑ rixi =∑ sixi for si ∈ I1, we see that there is a skew-symmetric matrix S with entries in
R such that (r1, . . . , rd) = (x1, . . . , xd)S + (s1, . . . , sd). Since (x1, . . . , xd) ⊆ I1, we get ri ∈ I1, proving injectivity.
For k > 1, consider the complex (∗k) as in Proposition 2.3. In this case, since Gn = In/In+1, we have
0→ (R/I1)⊕(dk) → (I1/I2)⊕( dk−1) → · · · → (Ik−2/Ik−1)⊕(d2) φ→ (Ik−1/Ik)⊕d → 0. (∗k)
Since F is n-standardwith respect to J , by Proposition 2.5,H1(x′1, . . . , x′m;G)<n = 0 for 1 ≤ m ≤ d. Hence by Proposition 2.3,
dλ(Ik−1/Ik)−

d
2

λ(Ik−2/Ik−1)+ · · · + (−1)k−1

d
k

λ(R/I1) = λ(H0(∗k)),
where Hi(∗k) is the ith homology of the complex (∗k). Thus in order to prove the proposition, it is enough to prove that
H0(∗k) ≃ JIk−1/JIk, i.e., it is enough to prove that coker(φ) ≃ JIk−1/JIk.
Consider the complex (Ik−2/Ik−1)⊕(
d
2)
φ−→ (Ik−1/Ik)⊕d ψ=(x1,...,xd)−→ JIk−1/JIk −→ 0. It is clear thatψ is surjective. Therefore,
to prove coker(φ) ≃ JIk−1/JIk, we need to show exactness in the middle, i.e., ker(ψ) = im(φ).
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Represent the elements of (Ik−2/Ik−1)⊕(
d
2) = G⊕(
d
2)
k−2 as

0 g12 · · · g1k
−g12 0 · · · g2k
...
. . .
...
−g1k −g2k · · · 0
 where gij ∈ Gk−2 for 1 ≤ i < j ≤ d.
Then
φ


0 −g12 · · · −g1k
g12 0 · · · −g2k
...
. . .
...
g1k g2k · · · 0

 = (x′1, . . . , x′d)

0 g12 · · · g1k
−g12 0 · · · g2k
...
. . .
...
−g1k −g2k · · · 0
 ∈ G⊕dk−1.
Thus im(φ) = {(x1, . . . , xd) · S where S is a skew-symmetric matrix with entries in Gk−2}.
Now suppose that (r¯1, . . . , r¯d) ∈ ker(ψ), where ri ∈ Ik−1 and ¯denotes going modulo Ik. Hence∑di=1 rixi = ∑di=1 sixi
where si ∈ Ik. Since x1, . . . , xd is a regular sequence, we see that (r1, . . . , rd) = (x1, . . . , xd) · S + (s1, . . . , sd) where S is
a skew-symmetric matrix with entries in R. Thus in Gk−1, (r¯1, . . . , r¯d) = (x′1, . . . , x′d) · S ′, where S ′ is the skew-symmetric
matrix whose entries are in Gk−2 since deg(x′i) = 1 and s¯i = 0 in G. Thus ker(ψ) = im(φ) proving that coker(φ) ≃ JIk−1/JIk,
which finishes the proof. 
The following theorem shows that Question 3.1 has a positive answer when F is n-standard with respect to J .
Theorem 3.5. Let (R,m, k) be a Cohen–Macaulay local ring with an infinite residue field k. If I is anm-primary ideal, F = {In}n∈Z
is an admissible I-filtration and J is a minimal reduction of I such that J ∩ Ik = JIk−1 for 1 ≤ k ≤ n, i.e., F is n-standard with
respect to J , then for 0 ≤ k ≤ n, λ(Ik+1/JIk) = e0(I)−λF(k)+(d−1)λF(k−1)+· · ·+(−1)k
d−1
k−1

λF(1)+(−1)k+1
d−1
k

λF(0),
i.e., λ(Ik+1/JIk) = e0(I)+
k−
i=0
(−1)i+1

d− 1
i

λF(k− i) for 0 ≤ k ≤ n. (♯)
Proof. We prove this by induction on n. For n = 0, since e0(I) = λ(R/J), (♯) holds.
Assume n ≥ 1. We have λ(Ik+1/JIk) = e0(I)+∑ki=0(−1)i+1d−1i λF(k− i) for 0 ≤ k ≤ n− 1 by induction. Hence we need
to prove (♯) only for k = n.
We have λ(In+1/JIn) = lm(In/JIn−1)+ λ(JIn−1/JIn)− λ(In/In+1) = λ(In/JIn−1)+ λ(JIn−1/JIn)− λF(n).
By induction, λ(In/JIn−1) = e0(I) + ∑n−1i=0 (−1)i+1d−1i λF(n − i − 1) and by Proposition 3.4, λ(JIn−1/JIn) =∑n
i=1(−1)i−1
d
i

λF(n − i) since F is n-standard with respect to J . Combining these by using Pascal’s identity
d
i
 − d−1i−1 =d−1
i

, we get (♯) for k = n. 
Remark 3.6. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. Assume thatm is
3-standard. Then for every minimal reduction J of m,
λ(m4/Jm3) = e0(R)+
3−
i=0
(−1)i+1

d− 1
i

λ(m3−i/m4−i).
Consequently, λ(m4/Jm3) is independent of the reduction J .
One can see from the following example that n-standardness is not necessary for a positive answer to Question 3.1.
Example 3.7. Let R = k[[t4, t5, t11]]. Then R is a one-dimensional Cohen Macaulay local ring. Consider the minimal
reduction J = (t4) ofm, the maximal ideal. We see that t15 ∈ J ∩m3 \ Jm2, showing thatm is not 3-standard with respect to
J . However, by Remark 3.2, Question 3.1 has a positive answer for the m-adic filtration and any minimal reduction J of m.
Remark 3.8. Let (R,m, k) be a d-dimensional Cohen–Macaulay local ringwith infinite residue field, I anm-primary ideal and
J a minimal reduction of I such that I is n-standard with respect to J for some n ≥ 1. Further assume that λ(In+1/InJ) ≤ 1.
Then by Rossi’s Theorem, [10, Theorem 3.2], we get depth(grI(R)) ≥ d − 1. Combining this with Marley’s Theorem
[8, Theorem 3.6], we can conclude that λ(In+1/JIn) is independent of J for all n.
Thus n-standardness of I with respect to J together with the condition λ(In+1/InJ) ≤ 1 forces depth(grI(R)) ≥ d − 1,
which leaves us with a situation where Marley’s result is applicable. We conclude this section with the following question:
Question 3.9. Let (R,m, k) be a Cohen–Macaulay local ring with infinite residue field, I an m-primary ideal and J a minimal
reduction of I . Under what other conditions does n-standardness force depth(grI(R)) ≥ dim(R)− 1?
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4. 3-standardness of the maximal ideal: the prime characteristic case
If (R,m, k) is a Cohen–Macaulay local ring, we know that m is 2-standard by Remark 1.4(2). Example 3.7 shows that the
maximal ideal is not 3-standard in general. In this section, we study conditions under which themaximal ideal is 3-standard
when char(k) = p > 0. Just as in the Valabrega–Valla Theorem, the graded ring associated with the maximal ideal plays a
role in the theorem. In particular, we prove in Theorem 4.7 that if the associated graded ring is reduced and connected in
codimension 1, then the maximal ideal is 3-standard. We use the following theorem([1, Theorem 5.15]) in its proof.
Theorem 4.1 (Hochster–Huneke). Let G be a standard graded domain over a field k of characteristic p > 0. Let G be the graded
absolute integral closure of G. Then every sequence that is a part of a homogeneous system of parameters in G forms a regular
sequence in G.
In Remark 4.9, we give an alternative proof of 3-standardness of m, assuming that k is perfect and G is a normal domain
using the following theorem [6, Theorem 3.1].
Theorem 4.2 (Huneke–Vraciu). Let (R,m, k) be an excellent normal local domain where k a perfect field of char(k) = p > 0,
such that R has reduced associated graded ring grm(R). If I is an ideal such that I ∈ mk, then I∗ ⊆ I + mk+1, where I∗ is the tight
closure of I.
We first prove a general lemma which is independent of the characteristic of the residue field. We use the following
definition and Remark 4.5 in Lemma 4.6.
Definition 4.3. We say that a ring G is connected in codimension 1 if given any two minimal primes p and q in G, there is a
sequence of minimal primes p = p1, . . . , pk = q such that ht(pi + pi+1) ≤ 1.
Remark 4.4. Some of our results use the hypothesis that the graded ring under consideration, say G, is connected in
codimension 1. It is not completely clear when this occurs. Obviously if G is a domain, or if G satisfies Serre’s condition S2
(see [2] for this statement and for other information concerning this property), it is connected in codimension 1. On the other
hand, a graded ring can be reduced and not be connected in codimension 1. For example, G = k[x, y, u, v]/(xu, xv, yu, yv)
is reduced but not connected in codimension 1.
Remark 4.5. Let (x1, . . . , xd) be a permutable systemof parameters in aNoetherian ringG. Let S be amatrixwith coefficients
inG such that rank(S) = r , and such that some r by r minor of S is invertible. Let I be the ideal generated by the d components
of the vector (x1, . . . , xd)S. Without loss of generality, we may assume that S is in its reduced row echelon form. Observe
that by reordering the parameters x if necessary, I = (y1, . . . , yr), where yi is of the form xi +∑dj=r+1 aijxj for i = 1, . . . , r .
Thus we see that ht(I) = r = rank(S).
Lemma 4.6. Let G = ⊕i≥0Gi be a standard graded algebra over a field k with x1, . . . , xd ∈ G1. Suppose that G is reduced and
connected in codimension 1. Let Min(G) = {p1, . . . , pl} be the set of minimal primes of G. If H1(x1, . . . , xk;G/pi)≤2 = 0 for
i = 1, . . . , l, then H1(x1, . . . , xk;G)≤2 = 0.
Proof. Let (r1, . . . , rk) ∈ H1(x1, . . . , xk;G)≤2, i.e.,∑ki=1 rixi = 0 in G with deg(ri) < 2. Let ¯ denote going modulo pi. Since
(r¯1, . . . , r¯k) ∈ H1(x1, . . . , xk;G/pi)≤2 = 0 for each i, we can write (r1, . . . , rk) = (x1, . . . , xk)Si + (pi1, . . . , pik), where Si
(or we write Spi if we need to label the prime) is a skew-symmetric matrix with entries in G0 = k and pin ∈ pi, n = 1, . . . , l.
Now since G is connected in codimension 1, without loss of generality we may assume that the minimal primes
{p1, . . . , pl} are ordered such that ht(pi + pi+1) ≤ 1 for 1 ≤ i ≤ l− 1.
Claim: Si = Si+1 for all i.
If Si ≠ Si+1, then Si − Si+1 is a non-zero skew-symmetric matrix, i.e., it has a 2 × 2 minor of the form

0 r
r 0

where
r ≠ 0. Thus rank(Si − Si+1) ≥ 2. Since (x1, . . . , xk)(Si − Si+1) ∈ pi + pi+1, we see by Remark 4.5 that rank(Si − Si+1) ≥ 2
forces ht(pi + pi+1) ≥ 2. This contradiction proves the claim.
Hence for any two minimal primes p and q we have Sp = Sq. Since (p1, . . . , pn) − (q1, . . . , qk) = (x1, . . . , xk)(Sp − Sq),
this forces (pm1, . . . , pmk)= (pn1, . . . , pnk) for 1 ≤ m, n ≤ l.
Let Si = S and (pi1, . . . , pik) = (p1, . . . , pn), i = 1, . . . , l. Thus pn ∈ ∩li=1pi = 0 for n = 1, . . . , k, since G is
reduced. Therefore we have (r1, . . . , rk) = (x1, . . . , xk)S. This proves that (r1, . . . , rk) = 0 in H1(x1, . . . , xk;G), proving
the lemma. 
Theorem 4.7. Let (R,m, k) be a d-dimensional Cohen–Macaulay local ring of char(k) = p > 0. Let G = grR(m) =
R/m ⊕ m/m2 ⊕ · · · be the graded ring associated with the maximal ideal. If G is reduced and connected in codimension 1,
then m is 3-standard.
Proof. Let J = (x1, . . . , xd) be a minimal reduction of m. By Proposition 2.5 and Corollary 2.7, it is enough to show that
H1(x′1, . . . , x
′
k;G)2 = 0 for 1 ≤ k ≤ d. This follows from the following lemma. 
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Lemma 4.8. Let G be a standard graded k-algebra where k is a field of prime characteristic p > 0. Let x1, . . . , xd be a linear
system of parameters in G. If G is reduced and connected in codimension 1, then H1(x1, . . . , xk;G)2 = 0 for 1 ≤ k ≤ d.
Proof. Let Min(G) = {p1, . . . , pl} be the set of minimal primes of G. By Lemma 4.6, it is enough to show that H1(x1, . . . , xk;
G/pi)2 = 0 for i = 1, . . . , l.
Let p be a minimal prime of G. Let (r1, . . . , rk) ∈ H1(x1, . . . , xk;G/p)2. Then we have ∑ji=1 rixi = 0 in G/p, where
deg(ri) = 1.
Let G = (G/p)gr+ be the graded absolute integral closure of G/p. Then G is a big Cohen–Macaulay G/p-algebra by
Theorem 4.1. Hence x1, . . . , xd form a regular sequence in G. Therefore the only relations on x1, . . . , xk are the Koszul
relations, i.e., we can write (r1, . . . , rk) = (x1, . . . , xk)Sk×k, where S is a k × k skew-symmetric matrix with entries in
G. By degree arguments, we can assume that the entries of S are units inG, i.e., the entries of S are in k¯, an algebraic closure
of k. Thus H1(x1, . . . , xk;G/p)2 ⊗k k¯ = 0, which shows that H1(x1, . . . , xk;G/p)2 = 0 finishing the proof.1 
Remark 4.9. When k is perfect, char(k) = p > 0 and G is a normal domain, one can show that H1(x1, . . . , xk;G)≤2 = 0 for
1 ≤ k ≤ dwithout appealing to the absolute integral closure. This can be done as follows.
By the colon-capturing property of tight closure (cf. [5, Theorem 3.1]), we see that for 1 ≤ k ≤ d, (x1, . . . , xk−1) :G xk ⊆
(x1, . . . , xk−1)∗.
Letm = G>0. Now by Theorem 4.2, since (x1, . . . , xk−1) ⊆ m but not inm2, we get (x1, . . . , xk−1)∗ ⊆ (x1, . . . , xk−1)+m2
for 1 ≤ k ≤ d.
Thus (x1, . . . , xk−1) :G xk ⊆ (x1, . . . , xk−1) + m2 for 1 ≤ k ≤ d. Hence by Proposition 2.4, H1(x1, . . . , xk;G)≤2 = 0 for
1 ≤ k ≤ d.
We see in Lemma 4.8 that if G is reduced and connected in codimension 1, then for 1 ≤ k ≤ d, H1(x1, . . . , xk;G)≤2 = 0.
However, it is possible that H1(x1, . . . , xk;G)3 ≠ 0 even when G is a normal domain as can be seen from the following
example.
Example 4.10. Let R = k[X, Y , Z]/(X3 + Y 3 + Z3), where k is a perfect field such that char(k) ≠ 3 and let G = R[(x, y, z)t]
be the Rees ring associated with the homogeneous maximal ideal m = (x, y, z). Then G is a normal domain.
One can see using a computer algebra package (we use Macaulay2) that a presentation for G is the following: G ≃
k[X, Y , Z,U, V ,W ]/I where I = (X3 + Y 3 + Z3, X2U + Y 2V + Z2W , XU2 + YV 2 + ZW 2,U3 + V 3 +W 3, YW − ZV , XW −
ZU, XV − YU). We use lower case letters to denote elements of G.
Consider the linear system of parameters f1 = x,f2 = y+ u and f3 = z + v. Then (x2 − yv + w2, y2 − zw, z2) ∈ H1(f )3
is a non-zero element, showing that H1(f )3 ≠ 0.
As a consequence of Proposition 2.5, one observes that if G is the associated graded ring of a Cohen–Macaulay local ring
(R,m), then J ∩ m4 ≠ Jm3, where J = (f1, f2, f3) is a minimal reduction of m such that the leading forms of f1, f2 and f3 in G
are x, y+ u and z + v respectively.
We can now prove the promised generalization of Puthenpurakal’s Theorem in positive characteristic.
Theorem 4.11. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. Assume that the
characteristic of k is positive and the associated graded ring G = grm(R) is reduced and connected in codimension 1. If J is a
minimal reduction of m, then
λ(m4/Jm3) = e0(R)+
3−
i=0
(−1)i+1

d− 1
i

λ(m3−i/m4−i).
Consequently, λ(m4/Jm3) is independent of the reduction J.
Proof. This is immediate from Theorem 4.7 together with Remark 3.6. 
5. The characteristic 0 case: reduction to prime characteristic
In this section, we prove an analogue of Lemma 4.8 for the case where the residue field has characteristic 0. We use the
method of reduction to characteristic p. Our main sources for this technique are sections 2.1 and 2.3 of [3].
We begin by recalling the following definition (Definition 2.3.1) from [3].
Definition 5.1. We say that a k-algebra R is an absolute domain if R⊗k k¯ is a domain, where k¯ is the algebraic closure of k.
We say that a prime ideal p ⊆ R is an absolute prime if R/p is an absolute domain.
Remark 5.2. By definition, any graded domain over an algebraically closed field is an absolute domain. Furthermore, if G is
an absolute domain of equicharacteristic 0, then by Theorem 2.3.6(c) in [3], almost all the graded rings obtained from G by
the process of reduction to prime characteristic are also absolute domains.
1 We thank Mark Walker for helping us to remove our original assumption that k is algebraically closed.
2682 H. Ananthnarayan, C. Huneke / Journal of Pure and Applied Algebra 215 (2011) 2674–2683
Setup 5.3. Let k be a field of characteristic 0. Let G be a standard graded k-algebra and x1, . . . , xd ∈ G be a linear system of
parameters such that for each k = 1, . . . , d,
(x1, . . . , xk−1) :G xk ⊆ (x1, . . . , xk−1)+ G≥n.
We will now apply the method of reduction to prime characteristic to this setup. The following lemma [3, 2.1.4] plays a
key role in this process.
Lemma 5.4 (Generic Freeness). Let A be a Noetherian domain, R a finitely generated A-algebra, S a finitely generated R-algebra,
W a finitely generated S-module, M a finitely generated R-submodule of W and N a finitely generated A-submodule of W. Let
V = W/(M + N). Then there exists an element a ∈ A \ {0} such that Va is free over Aa.
Write G ≃ k[X1, . . . , Xm]/(F1, . . . , Fn)where Xi → xi for i = 1, . . . , d ≤ m. Write A = Z[coefficients of the Fj’s].
Let GA = A[X1, . . . , Xm]/(F1, . . . , Fn). By the lemma of generic freeness, after inverting an element a of A, and replacing
Aa by A, we may assume that GA is a free A-module.
Since GA is a free A-module, the inclusion A ↩→ k induces the injective map GA ↩→ Gk := GA ⊗A k.2 Further, we see that
G ≃ k[X] ⊗A[X] A[X]/(F) ≃ (k⊗A A[X])⊗A[X] A[X]/(F) ≃ k⊗A A[X]/(F).
By further inverting another element of A if necessary (and calling the localization A again), we see by [3], 2.1.14(a)–(c),
(g), that for each k = 1, . . . , d, (x1, . . . , xk−1) :GA xk ⊆ (x1, . . . , xk−1)+ (GA)≥n.
Let mA be any maximal ideal in A. Then there is some prime p ∈ mA. Thus if G′ = GA/mAGA, we see that G′ is a standard
graded k′-algebra, where k′ is a field of characteristic p > 0. We say that G descends to G′ or that G′ descends from G.
Let x′i denote the image of xi in G′. Notice that each x
′
i is a linear form in G
′. Now, by Theorem 2.3.5(c) in [3], we see that
dim(G) = dim(G′); hence x′1, . . . , x′d form a linear system of parameters in G′. The condition that (x′1, . . . , x′k−1) :G′ x′k ⊆
(x′1, . . . , x
′
k−1) + (G′)≥n holds for each k = 1, . . . , d for all but finitely many maximal ideals mA ∈ A by Theorem 2.3.5(g)
in [3]. Choose an mA such that (x′1, . . . , x
′
k−1) :G′ x′k ⊆ (x′1, . . . , x′k−1)+ (G′)≥n holds for each k = 1, . . . , d.
Suppose further that G is an absolute domain. By Theorem 2.3.6(c) in [3], we see that for all but finitely many maximal
ideals mA in A, G′ = GA/mA is an absolute domain. Choosing one such mA for which the condition (x′1, . . . , x′k−1) :G′ x′k ⊆
(x′1, . . . , x
′
k−1)+ (G′)≥n also holds for each k = 1, . . . , dwe see the following:
Theorem 5.5. Let the notation be as in Setup 5.3. Suppose G is an absolute domain. Then there is a field k′ of prime characteristic,
an absolute domain G′ which is a standard graded k′-algebra, and x′1, . . . , x
′
d, a linear system of parameters in G
′ satisfying
(x′1, . . . , x
′
k−1) :G′ x′k ⊆ (x′1, . . . , x′k−1)+ (G′)≥n for each k = 1, . . . , d such that G descends to G′.
Proposition 5.6. Let G be a standard graded algebra over a field k with char(k) = 0. Let x1, . . . , xd be a linear system of
parameters in G. If G is an absolute domain, then for 1 ≤ k ≤ d, H1(x1, . . . , xk;G)2 = 0.
Proof. Suppose H1(x1, . . . , xk;G)2 ≠ 0 for some k, 1 ≤ k ≤ d. By Proposition 2.4 and Theorem 5.5, there is a field k′ of some
prime characteristic p > 0, and a standard graded k′-algebra G′ which is an absolute domain with a system of parameters
x1, . . . , xd such that H1(x1, . . . , xk;G′)2 ≠ 0. This contradicts Lemma 4.8. 
As a consequence of Proposition 5.6, Proposition 2.5 and Corollary 2.7, we conclude:
Theorem 5.7. If (R,m, k) is a d-dimensional Cohen–Macaulay local ring with associated graded ring G = grR(m) = R/m ⊕
m/m2 ⊕ · · · , then m is 3-standard when R is of equicharacteristic 0 and G is an absolute domain.
Our last theorem gives the generalization of Puthenpurakal’s Theorem in equicharacteristic 0.
Theorem 5.8. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1 with infinite residue field k. Assume that R is of
equicharacteristic 0 and G is an absolute domain. If J is a minimal reduction of m, then
λ(m4/Jm3) = e0(R)+
3−
i=0
(−1)i+1

d− 1
i

λ(m3−i/m4−i).
Consequently, λ(m4/Jm3) is independent of the reduction J.
Proof. This is immediate from Theorem 5.7 together with Remark 3.6. 
We conclude with the following question:
Question 5.9. Let (R,m, k) be a Cohen–Macaulay local ring of dimension d ≥ 1. When is an m-primary integrally closed
ideal 3-standard?
2 We only need that GA is A-flat.
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