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Sur une généralisation de la notion de dérivée. 
Par ÁKOS CSÁSZÁR à Budapest. 
1 . Il s'agira dans cette note d'une généralisation de la notion de déri-
vée qui se rattache à la notion de continuité sous négligence des ensembles 
appartenant à une famille d'ensembles, famille qui doit remplir quelques 
conditions simples. Cet ordre d'idées de négliger les ensembles 91, déjà clas-
sique et dû à R. BAIRE, . m'a conduit à m'occuper dans deux ouvrages anté-
rieurs [1 ,2] des fonctions localement monotones sous négligence des ensem-
bles en question ; dans la note présente, j'appliquerai les mêmes idées à défi-
nir une sorte de nombres dérivés sous négligence des ensembles 9Î et à exa-
miner les propriétés de ces nombres dérivés généralisés et des fonctions qui 
sont dérivables sous négligence des ensembles 9Ï. 
Après avoir défini les notions en question, je m'occuperai dans le § 3 
d'une généralisation aux nombres dérivés généralisés du théorème bien 
connu de DENJOY, traitant des nombres dérivés de DINI. La voie la plus 
commode qui nous conduit à cette généralisation, c'est d'établir d'abord une 
généralisation analogue du théorème de KOLMOGOROFF et de VERTCHENKO 
sur le contingent des ensembles plans, d'où on parvient, par une légère modi-
fication du raisonnement qui fournit le théorème de DENJOY à partir du thé-
orème de KOLMOGOROFF et VERTCHENKO, à la généralisation en question, 
tandis que la généralisation mentionnée du théorème de KOLMOGOROFF et 
VERTCHENKO se démontre comme conséquence immédiate du même théorème. 
Les résultats du § 3 nous permettent au § 4 de donner une condition 
nécessaire et suffisante pour qu'une fonction soit dérivable sous négligence 
des ensembles 9? en tous les points d'un ensemble, donné E, excepté ceux 
d'un ensemble 9Ï et d'un ensemble de mesure nulle. Cette condition consiste 
en ce que la fonction doit être de variation bornée généralisée sous négli-
gence des ensembles 9ï sur un ensemble qui ne diffère de l'ensemble E qu'en 
un ensemble qui est la réunion d'un ensemble 9ï et d'un ensemble de mesure 
nulle. Dans le, même _ ordre d'idées, nous ^examinerons les propriétés des 
fonctions à variation bornée généralisée sous négligence des ensembles 9ï. 
Dans § 5, nous nous occuperons enfin d'une généralisation du théorème 
de HASLAM-JONES sur les différentielles extrêmes d'une fonction à deux 
variables, généralisation qui se rattache à une généralisation parallèle du 
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théorème de F. ROGER sur le contingent des ensembles dans l'espace; tout 
cela s'obtient par une modification des méthodes dues à S. SAKS de la même 
façon que les résultats du § 3. 
2 . Considérons une famille héréditaire et a-additive-d'-ensembles linéaires, 
c'est-à-dire une famille 9Î de sous-ensembles de la:droite7?,-= £ [ — o o c t c ^ oo] 
•X * 
famille qui remplit les conditions suivantes: 
(2 .1 ) Si A £91 et si BœA, on a ; 
œ 
(2. 2) Si Ai 6 m (/ = 1, 2 , . . . ) , on a J At 6 9Ï.' 
Désignons par (J<a l'ensemble composé des points x0 6 tels qu'on 
a (x0, + 9Î et (x0—d, x 0 ) $ 9 î pour tous les nombres ri > 0 . On démontre 
par un raisonnement facile1) la proposition suivante: 
(2.3) On a Uv = N+D, où et l'ensemble D est dénombrable. 
Un ensemble EaRi et une fonction f{x) réelle et finie, définie pour 
étant donnés, désignons par sup<«/(jc) la borne inférieure (finie ou 
> € E 
—infinie)-des-valeurs y telles que 
(2 .4 ) £ [ / ( * ) > y, 
X 
et par inf9i/(x) la borne supérieure des valeurs y telles que 
(2.5) E[f(x) < y, x ÇE] £91 
X 
On constate en utilisant les conditions ( 2 . 1 ) et ( 2 . 2 ) que l'ensemble des y 
satisfaisant à ( 2 . 4 ) est identique à l'intervalle [M, et que celui des y 
satisfaisant à ( 2 . 5 ) est identique à l'intervalle [—oo,m], où AT = sup3!/(x), 
m = inf«/(x). Au cas où 9Ï ne contient que l'ensemble vide, supf«/(x) et 
.TS-É ' x£E 
inf3î/(x) coïncident respectivement avec les bornes supérieure et inférieure 
au sens classique de la fonction f(x) sur l'ensemble E, tandis que si 9Ï dé-
signe la famille des ensembles de mesure nulle, on parvient à vrai max/(x) 
«Çf" 
et vrai min f(x). 
On a pour E'czE, en vertu de (2. 1), 
( 2 .6 ) sup3! /(*)=£ sup9!/(x), infji f(x) S? inf9) f(x). 
ig j ; xgí; 
étant une autre famille héréditaire et a-additive, la relation ï î ' c i ^ i 
entraîne évidemment que v 
( 2 . 7 ) • siip№/(x)'^>sùpSi"/(x), rnf«' f(x).• 
- ' xÇE ' . " ' . -, *€R • «gK . . 
' ) Cf. |2), th. (3 .1 ) . 
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(2 .8 ) Si E Ç ii, on a sup»/(x) = — «>, infK/(x) = + Si EÇ% on a .гея x£E 
« 4= f(X) = sup« f(x) : 
.-cgi? icgB 
Démonstration. La première assertion s'ensuit de ce que, pour • 
tout y réel satisfait à ( 2 . 4 ) et à (2.5). Réciproquement supsu/(x) = ^-oc xÇE 
entraîne 
£ [ / ( * ) (« = 1 , 2 , . . . ) , 
X 
donc, en vertu de (2 .2) , Ë ^ d l . Un raisonnement analogue s'applique au cas 
où in f j )/ (x )= + » . Enfin, si l'on avait 
xÇE 
M = SU Pi ; f ( x ) < i l l f j ; f ( x ) = 171, 
хек î ç î 
on aurait pour M < у } < у > < m 
E[f(x) >yx,xÇE)t 3; et £[/(x) <y.2,xiE]t % 
X X 
donc, d'après (2 .2) , 9 ! . ' 
On a évidemment d'après (2. Î ) et (2. 2) 
(2 .9 ) sup3![/(x) + £ ( x ) ] ^ sup3i/(x) + sup : l î^(x), 
xÇ.E xÇE aÇE 
(2 .10) illfef/(x) -fu-(x)] - inf ;i;/(x) + inf ,;.§-(x); .tCE . ~ x£'E • tzÇE' 
(2 .11) sup 3 î [c-/(x)]=c sup5;/(x), infjj[c f(x)] ----- С• i П f f ( x ) (c > 0 ) 
iÇ E xÇE xÇE x.ÇE 
et 
(2 .12) sup ; , ;|-/(x)] = -inf, ;/(-v)-.-сев xÇE 
Comme généralisations des limites extrêmes unilatérales ordinaires, intro-
duisons les notations suivantes: 
(2 .13) ШпяДх) = Iim sup9! /(x), 
(2 .14) lim«/(x) = lim infM. /(x); 
les limites en question (finies ou infinies) existent puisque, d'après (2 .6) , 
sup9! /(x) est'une fonction non-décroissante, et infM /(x) . une fonction X(,<X<X0+k x0<x<xa+h 
non-croissante, de la variable h. On définit de façon analogue les limites 
extrêmes généralisées du côté gauche. Si les quatre limites extrêmes unilaté-
rales généralisées sont égales, on désignera leur valeur commune par НтзгДх). 
Au cas où la famille ne contient que l'ensemble vide, on retrouve évidem-
ment les limites extrêmes unilatérales ordinaires. 
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Les propositions suivantes découlent de celles ( 2 . 7 ) à (2. 12) : 
( 2 . 1 5 ) Si «JÏ'cSR, on a 
Hmai/C-v) ^ ÏÏm« /(x), lima;/(x) s : limjr f(x). 
X-*X0± X-^Xràz X^XrA-
En particulier, en posant 9c' = {0}, 
5) . ÏÏm9!/(x) H 
(2. 17) On a pour x0 £ Um 
( 2 . 1 8 ) On a 
(2. 16  lim*/(x) lim /(x), HnW'(x) s lim/(x). 
x-yxgk x-yx^ x->Xn± 
l im M /(x)^ lim.ii/(x). 
l imj j [/(x)+ £•(*)] ^ lim9!/(x) + lim»£(.x)t :r.-+Xçpz X~>Xq ± V-YXÇF+Z 
l im ? ; [/(x)+ ,§•(*)] i ï l i m a / ( x ) + liin3ig(x), 
pourvu que les termes des seconds membres ne soient pas infinis de signes 
contraires. 
(2. 19) On a pour c > 0 
ÎImK[c-/(x)] = c- lim9!/(x), Hm[c-/(x)| = c• jim3 i/(x). 
( 2 . 2 0 ) On a 
lim» [—/(x)] = — limji/(x). 
x->xà±: x->-x0-±: 
A l'aide des limites extrêmes unilatérales généralisées, nous définissons 
les nombres dérivés généralisés par les formules 
/ » ( * o ) = lïïïï» , /¿(x0) = lim5i , X X0 , — + X X 0 
Si ces quatre nombres dérivés sont égaux, on désigne leur valeur commune 
par fii(x0). Au cas où la famille 91 ne contient que l'ensemble vide, on revient 
aux- nombres dérivés de DINI. On déduit des propositions (2. 15) à ( 2 . 2 0 ) 
des propriétésranalogues des nombres.dérivés généralisés.-.. 
3 . Nous allons démontrer qu'une généralisation du théorème classique 
de DENJOY sur les nombres dérivés d'une fonction quelconque, s'applique 
aux nombres dérivés généralisés. Comme nous l'avons dit plus haut,, nous 
déduirons ce théorème d'une généralisation parallèle du théorème de KOLMO-
GOROFF et VERTCHENKO, concernant le contingent des ensembles plans, par 
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une modification de la .méthode due à , HASLAM-JONES et SAKS2). Pour pou-
voir formuler" la généralisation mentionnée du théorème sur le contingent, con-
venons des définitions qui vont suivre. 
Considérons une famille 9)ï héréditaire et a-additive des sous-ensemb-
les du plan R2. Une demi-droite fermée L, issue du point zÇ/?2, sera nom-
mée demi-droite tangente généralisée à un ensemble E c z R 2 , si l'on a pour 
tous les secteurs circulaires ouverts S, ayant z pour sommet et dont ¿ passe 
par l'intérieur, E S $ 9}?. La réunion des demi-droites tangentes ' généralisées 
à E, issues du point z, sera appelée le contingent généralisé de E au point zr 
et on le désignera par contg® (z, E) . Au cas où 9)1 = {0}, on parvient à la 
notion du contingent ordinaire contg (z, E). On connaît que cette notion pos-
sède les propriétés exprimées par la proposition suivante, dont la première 
partie coïncide avec le théorème de KOLMOGOROFF et VERTCHENKO, la seconde 
avec un théorème de HASLAM-JONES et SAKS3). 
(3.1) Pour tout ensemble EaR», on a une décomposition E = E1JrE2~f-
+ E3 + H, où contg (z,E) = R, pour,z£ Eu contg (z,E) égale un demi-plan 
fermé pour zdE2, contg (z, E) se cothpose d'une droite pour z £E3, et on peut 
couvrir l'ensemble E—Ex avec une suite dénombrable de courbes rectifiables, 
tandis que pour couvrir l'ensemble H, on peut choisir ces courbes de façon 
que la somme -de -leurs Jongueurs soit aussi petite que l'on veut. Si, pour tous 
les points z d'un ensemble PczE, contg (z, E) n'a aucun point commun avec 
un demi-plan ouvert, délimité par une droite parallèle à une droite donnée D, 
la projection orthogonale de P sur une droite D', perpendiculaire à D, est de 
mesure linéaire nulle. 
Nous allons démontrer le théorème suivant sur les contingents généralisés : 
(3.2) Pour tout ensemble EczR,, on a une décomposition E = Et + 
+ E.2 + E3-\-H+M, OÙ contgi);(z, E) == pour z Ç Eu contg^z, E) égale un 
demi-plan fermé pour z Ç E,, contgij;(z, E) se compose d'une droite pour z £ E„> 
on peut couvrir l'ensemble Eo + E^ + H avec une suite dénombrable de courbes 
rectifiables, tandis que pour couvrir l'ensemble H, on peut choisir ces courbes 
de façon que la somme de leurs longueurs soit aussi petite que l'on veut, et 
on a M £ 9JÏ. Si, pour tous les points z d'un ensemble PczE, contg™ (z, E) 
n'a aucun point commun avec un demi-plan ouvert, délimité par une droite 
parallèle à une droite donnée D, on a P = A + M,, où Afa £ 9)ï et la projec-
tion orthogonale de P, sur une droite D', perpendiculaire à D, est de mesure 
linéaire nulle. 
Pour-démontrer (3. 2), .considérons l'ensemble ^ Em composé des points 
z£/?2 tels que, pour tout cercle ouvert C ayant z pour centre, on a C£(J;9)Î. 
2) Cf. [3], [4] et 15], pp. 269 à 271. 
:») Cf. [6], [3], f4] et [5], pp. 266 et 267. 
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On a 
(3.3) E-Em£W, 
puisque tout point z £ E — E m est centre d'un cercle G tel que Е - С г £ Ш , et 
qu'un système dénombrable de ces cercles couvre, d'après le théorème de 
Lindelôf, l'ensemble E — E w . On voit aisément que 
(3 .4 ) contg® (2, E) == contg (z, Б«). 
En effet, si l'on a pour une demi-droite L, issue de 2, La contg (z, E<m), cela 
veut dirè qu'à l'intérieur 5 de tout secteur circulaire, ayant z pour sommet 
et dont L passe par l'intérieur, se trouve au moins un point de Em, et on 
a alors évidemment S£(£9) i , donc L ci contg®(г, E ) . Réciproquement si 
¿ c c o n t g ^ z , E ) , on a pour, tout secteur circulaire. S du type envisagé 
SE(£2)Î. La relation ( 3 . 3 ) a pour conséquence que S.£â)i=}=0, donc que 
L <z contg (z, E<m). Or, en vertu de (3. 3) et (3 .4) , ( 3 . 2 ) découle immédiate-
ment de (3 .1) . 
Pour passer à la généralisation du théorème de DENJOY, considérons 
une fonction réelle et finie, f(x), et une famille 9Î héréditaire et a-additive 
des sous-ensembles de la droite RL. Nous démontrons d'abord la proposition 
suivante, généralisation d'un théorème bien connu4): 
(3 .5) Si l'on a pour tous les points xt) d'un ensemble E ou bien 
lim3i f(x) =j= limai f(x), ou bien lim» f(x) ф lim-u f(x), l'ensemble E est dénom-
x-+x0+ Ж-КГ0- Х->Хц+ x->x0-
brable. 
Démonstration. Considérons par exemple l'ensemble E' des points х0£Е 
où Н т я Д х ) < ИтзгДх), et, en outre, celui des points х 0 £ Е où l'on a 
x-+x0- .T-KÏ0+ 
Птзг/(х) < г < Нти/(х) pour un nombre rationnel r donné. En désignant 
X-+Xq- x->X0+ 
cet ensemble par on a évidemment E' = ^.E',.: Or, pour x0£E'r, on a 
pour un â > 0 convenable 
E[f(x) > r, xn—d < x < a,,] £ m, x 
donc, pour xn—â < Xi < XC, 
E[f(x) > r, Л", < -V < X0] £ -П, x 
d'où il s'ensuit que l i m y j ( x ) ^ r , donc que ,xx^E'r. Aucun point de E'r 
n'étant point d'accumulation bilatéral de E'-, cet ensemble est dénombrable, 
ce qui implique la dénombrabilité de E'. 
*) Cf. [5], p. 261. 
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Pour pouvoir- appliquer le théorème (3. 2), considérons dans le plan 
(x, y) l'image de la fonction f(x), c'est-à-dire l'ensembie 
. в e \y m\, 
et désignons par ÎDi la famille des sous-ensembles de В dont la projection 
orthogonale sur l'axe, des x appartient à la 'familie 9Î. La famille 9Ï étant 
héréditaire et a-additive, celle 50î jouit évidemment des. mêmes propriétés. 
On peut alors démontrer la.proposition suivante: 
(3. 6) Si le nombre dérivé généralisé fn(x) est fini en tous les points x 
d'un ensemble E, on a une décomposition E = E0 + N+Z, ou l'on a = 
= / s ( ï ) pour xiE(l} on a Ш et l'ensemble Д- = E £ Z, y = /(x)] peut 
(x, ;/) 
être couvert avec une suite de courbes rectifiables dont les longueurs ont une 
somme aussi petite que l'on veut. 
Désignons par Lm(x0) et par LM(x„) respectivement les demi-droites 
L t (x„) - E [У —f(xo) = m (x—x0) , x è *o] 
(x, y) ' . 
et . 
L7n (x„) = E [ y — /(*<>) = m (x—x„), x ^ x0], 
(x, !/) 
et posons encore 
¿tœ (x0) = ¿la, (xо) = Е[х = х0,уш f(xo)], 
(x,y) 
LTŒ(x0) = LLOO(X0) = E [X = X0, Y g /(x 0 ) ] . 
(X, !/) 
Nous comrhençons par la démonstration de deux lemmes. 
(3. 7) L'égalité fit (x() = M(1 < -F- °О entraîne les propositions 
a) Йт»/(х) ~f(x0), .'Î-kt0+ . 
b) contg3î(z0, B) (où г„=- (х„,/(хг,)) ne contient pas LÎ„(x0) pour m0< 
<т<Ц-оо, 
c) LtB(Xo)cz contgm(z0, В), si m0 est fini. 
De même,-fï(x0) = ni0>— oo entraîne 
a') ïim„î/(x) 3i/(x0), • 
b'). contgw(z0, B) ne contient pas ¿m (x 0 ) pour —^ < m < /«„, 
c') ¿mo(x0) cz contg-jji(z0) B), si m0 est fini. 
И suffit.de .démontrer, latpremièretpartie'de l'énoncé. ' Or, fj[(xl}) étant 
égal à m0, à un m' (m0< m'< + <*>) quelconque correspond un ô0>0 tel 
que, pour 0 < ô < ô0, 
(3 .8) E[f(x)—/(*<.) > /тг'(х—x(1), x0 < x < x0 + d] Ç 9î ; 
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en posant d' = d pour m' ^ 0 et ô' — min |d, pour m' > 0, on a la relation 
E[f(x) —f(x0) > e, x0 < x < x0 + ô'] a 
x 
<^E[f(x)—f(xo) >nï(x—xa), x0 < x < x0 - f d] 
X . 
donc lim3î/(x) + s et, ¿ > 0 étant arbitraire, on a la proposition a). 
x->xu+ 
La relation (3 .8 ) étant équivalente à celle 
( 3 . 9 ) B- E[x„ < x < x„ - f à, y > /(x0) + m'(x-x„)] £ a>ï, ' (x,;/) 
on voit sans peine que Ltn(xp) n'appartient pas à contg®,^,,, B) pour nï < 
</72< + oo, d'où s'ensuit la proposition b). 
Enfin, m0 étant fini, si Lt0(x0) ne faisait pas partie de contg^O?,,, B), 
on pourrait trouver des nombres s > 0 et d t > 0 tels que 
B- E[xn<x<x0 + d,/(xo) + (m0—*•) (x~x()^_y < / ( x 0 ) + (m0 + *) (x — x„)] 6 9K 
<•••, V) 
soit valable pour 0 < ô < ô 1 . En tenant compte de (3 .9) , valable pour m'= 
= m0 + £, il s'ensuivrait pour 0 < d < m'in(d0, d',) 
B• E [x,, < x < x„ + d, y > f(x„) + (m0—s) (x—x (1)] 6. 
donc 
E[f(x)—f(xn) > (m0—s) (x—x0), x0 < x < x0 + d] £ 9!, 
d'où découlerait fit(x0) ^ mQ—«. Cette contradiction montre que la proposi-
tion c) est, elle aussi, valable. 
(3. 10) m0 étant fini, les hypothèses 
a ) ÏÏm3;/(x) s/(x„) , 
¡i) contgsK^o, B) ne contient pas Lm (x0) pour m„ < m ^ + 
y) LÎ,a(x<) <= contg^,, B) 
impliquent fil(x0) = m0. De même, les hypothèses 
«') î ïm9 i/(x)^/(x0) , 
¡3') contgai!(z0, B) ne contient pas Lm (x0) pour — < m < m„, 
-/) Z.;io(x0)<=contgSi(20, B) 
impliquent fi (x„) = /«0. 
En se bornant à la démonstration de la première partie de l'énoncé, 
on voit d'abord que, en "vertu de (3. 7), /î)-exclue la possibilité de l'égalité 
fn(x0) = m pour m0< m < + °o et que y) rend impossible la même égalité 
pour — c*^m<m0. Or, L$a(x0) ne faisant pas .partie de contg$(20, B), on 
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peut trouver des nombres finis m' > 0 et s > 0 tels que. 
donc que 
B• E [x>xn,f(x0) + m'(x—xa)<y<f(x0)-\-t] Ç air, 
(x, y) 
E[x>x0,m'(x—x0) < f(x)—f(x0) <e]Ç 91 
En "choisissant à cet s, d'après a), un cî > 0 tel que 
E[f(x) —ftx0) is s, x(i < x <: x„ + Ô] Ç % . 
on a 
£[/(*)—/(*o) > m'(x—xt)), x„ < x < x,-, + â\ Ç m, 
x 
ce qui montre l'impossibilité de M(x0) = + ce qu'il fallait encore dé-
montrer. 
Passons à la démonstration de (3. 6). Il s'ensuit de ( 3 . 7 ) que pour 
x„ £ E, contgajif^o, B) n'est pas le plan entier, donc, en vertu du théorème 
(3.2) , la partie B' de B dont la projection orthogonale sur Taxe des x coïn-
cide avec E, se décompose en un ensemble Bt en tout point z duquel 
contg m{z,B) est ou bien-un-demi-plan fermé, ou. bien une droite, en un en-
semble M 6 9K et en un ensemble H qu'on peut couvrir avec une suite de 
courbes rectifiables de longueur totale aussi petite que l'on veut. Désignons 
par la projection de Bt sur l'axe des x, et par Ea la partie de E1 com-
posée des points x0 où l im 3 i /(x )= lims/Xx): D'après (3. 5), l'ensemble £\—E0-
est dénombrable. 
Considérons un point x0^ E0 et .soit ffî(x0) = in0 (fini). En vertu de 
(3.7), contg®(z0, B ) est ou bien la droite y—/(x„) = mn(x—x„), ou bien le 
demi-plan fermé 
E [y— /(*o) m0(x—xo)] 
délimité par cette droite. Dans l'un et l'autre cas, Lmo(x0) appartient 
à contg-iii(Zf), B), mais Lm(x0) n'en fait pas partie pour — ° o ^ m < m 0 . Comme 
d'ailleurs lim3î/(x) = lim3;/(x) ^ /(x0) d'après (3. 7), il découle de (3.10) que 
fn (x0) == m0 =/p;f(x0). 
En désignant par N la projection sur l'axe des x de l'ensemble M et 
par Z la réunion de Er—E0 et de la projection de H, on parvient donc à la 
décomposition dont l'existence a été affirmée en (3 .6) . 
(3. 11) Si l'on a en tous les points x0 d'.un ensemble E 
/(x) -/(xo) 
(3 .12) lim3! 
x-xc0+ x — Xo 
on a E = N Z, où New et |Z|=0. 
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Démonstration. Avec les notations de la démonstration précédente, on 
a pour 0 < m' < + oo et x0 £ E 
m - m 
x—x„ 
> m', x0 < x < x0 + â £ 9í 
pour un d > 0 convenable, donc la demi-droite Lm(x0) n'appartient pas à 
c o n t g ^ o , B) pour \m\< m'. Par conséquent c o n t g ^ ^ , B) n'a aucun point 
commun avec le demi-plan _x>x 0 . D'après (3 .2) , la partie de B dont la pro-
jection sur l'axé des x coïncide avec E, est de la forme M + H, où M £ £0i 
et la projection de H est de mesure nulle. En désignant par Z cette projec-
tion et par N celle de M, on obtient la proposition à démontrer. 
En résumant nos conclusions, nous parvenons à la généralisation sui-
vante du théorème de DENJOY sur les nombres dérivés: 
(3. 13) Excepté les points d'un ensemble 9Ï et d'un ensemble de mesure 
nulle, les nombres dérivés généralisés d'une fonction f(x) quelconque remplis-
sent an moins une des conditions suivantes: 
I °) N(x) =/*(*) =/»<*) - S W - fini, 
2 f x ( x ) = f à ( x ) = f i n i , fi(x) = +~,J$(x) = -oc, 
3° ) ft{x)=j£(x)=fini, M(x) = + ~.,/;ÎOc) = - o o , 
4 ° ) /« + ( X ) = = / * ( X ) = + o c , / + (X) =FA(X) = - o o . 
Démonstration. Puisque /a"(x0) = — o u / 3 î ( x 0 ) = +<*= implique l'éga-
lité (3 .12) , on a d'après (3 .11 ) fit(x0) > — c » et fit(x0) < + <x>,- excepté les 
points d'un ensemble du type envisagé dans l'énoncé. Par raison de symétrie, 
on a encore fm(x0)>—oo et fû(x0) < + oo, l'ensemble exceptionnel étant du 
même type. En faisant toujours abstraction d'un ensemble exceptionnel du 
type en question, < + oo implique donc, en vertu de (3.6) , fiî(x0) = 
=f<n(xo), et par raison de symétrie, la même égalité s'ensuit de fii(x^)>— 
tandis que fiî(x0) < - f ~ ou fn(x0) > — oo entraîne fit'(x0)=fit(x0). On peut 
encore supposer d'après (2. 3) que x 0 £ U x , et alors, au cas où tous les 
quatre nombres dérivés généralisés sont finis, on a en vertu de ( 2 . 1 7 ) 
fn(Xo) = f } t (Xo) = fit (x0) =/>>î(Xo) = fn(Xo), 
ce qui termine la démonstration. 
II faut avouer que, pour certains choix de la famille il peut arriver 
que le théorème. (3 .13 ) . n'affirme"rienv c'est le. cas notamment'si' la-droite 
M se laisse décomposer en réunion d'un ensemble 9Î et d'un ensemble de 
mesure nulle Considérons par exemple un ensemble N de première catégorie 
dont l'ensemble complémentaire Z est de mesure nulle, soit ^(x) une fonc-
tion monotone croissante dont la dérivée (ordinaire) égale - f oo en tous les 
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points de Z, soit a £ Z,b = g(a) et posons 
v J g ( x ) P ° u r * € Z, f(x) = i 
v ' \b pour x£N. 
On voit sans peine qu'en désignant par 9ï la famille des ensembles de pre-
mière catégorie, on a (x) — + ~ pour x Ç Z et pour x£N, x> a, et 
fit(x) =—oo pour x£N, x<a, de sorte qu'aucune des conditions I o ) à 4 ° ) 
de (3. 13) n'est remplie en aucun point. Il faut remarquer encore que, 
dans notre exemple, l'ensemble t/j¡ coïncide avec la droite entière. 
4 . 11 s'agira dans ce paragraphe des conditions nécessaires et suffi-
santes ' pour qu'une fonction soit dérivable au sens généralisé en tous les 
points d'un ensemble donné, abstraction faite d'un ensemble exceptionnel 
convenable. Une généralisation des fonctions à variation bornée jouera un 
grand rôle dans ces conditions. 
Convenons d'abord des notations suivantes : 
( 4 . 1 ) . ' ' supî , (/ ;« , -$ = max[/(«), /(/5), sup3i/(x)], a<x<p . 
( 4 . 2 ) m ( J \ «,/9 = mi" [/(«), m , inf9i/(*)], 
. «<»</s 
(4. 3) a»s,(/; «, /?) = s u p U f ; a, ,?) - in fUf ; a, p). 
Il faut remarquer que la différence dans ( 4 . 3 ) existe toujours, puisque, 
d'après (4. 1) et (4 .2) , on a toujours 
sup«(/; a, iS) > —oo, inf*[(/; te, /?)•< + oc. 
En posant {a, /?] = /, nous écrirons quelquefois sup«(/; /), inf^(/; /) et m k (/ ; /). . 
On constate immédiatement d'après les définitions que les inégalités suivan-
tes sont valables : • -
(4 .4 ) inf* (/; «, fi) ^ /(«), /(,*) ^ sup^/i «, /?), 
donc 
• (4 .5 ) ! / ( # - / ( « ) 1 ^ 0 . 
Nous dirons que la fonction /(x) est à variation bornée sous négli-
gence des ensembles 9î sur l'ensemble E, ou brièvement qu'elle est (VB$¡) 
sur E, si une constante K existe telle que l'on a 
il. 
i—L 
toutefois que les intervalles /, n'empiètent pas les uns sur les autres, et que 
. . leurs ..extrémités ..appartiennent, à £ - .On ¡ ,dira- que./(x). est à ,variation bornée 
généralisée sous négligence des ensembles 9Î sur E, ou qu'elle est (VBGs>) 
Œ> 
sur E, si l'on a une décomposition E — ^-Ei telle que /(x) est (VByî) sur 
chacun des ensembles E¡. 
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Il est évident que si la famille i>i ne contient que l'ensemble vide, 
supîi(/; /), inf^(/; /) et itisi(/; I ) coïncident respectivement avec les bornes 
supérieure et inférieure et l'oscillation (au sens classique) de la fonction fxx) 
dans l'intervalle fermé /, tandis que les fonctions (VB<n) ou (VBGm ) sur un 
ensemble E sont identiques aux fonctions ( V B t ) ou (VBGt) selon le cas5). 
Les inégalités ( 2 . 7 ) entraînent évidemment que, si est une se-
conde famille héréditaire et a-additive, on a 
(4. 6) sup;,(/; /) supH/; /), inf;,(/; I ) • infSK/î /), 
donc 
( 4 . 7 ) ; « „ ( / ; 7 ) ^ «« . (/ ;/) . 
On conclut des relations (2.9) à (2. 12) que 
(4. 8) . s u p W + g ; /) : sup£(/; /) + s u p î ^ ; /), 
(4. 9) inft ( ' / + £ ; I ) i= + /), 
(4. 10) <o»{f+g-; 1) Si €»«(/; /) + com (g ; /), 
(4, 11) supîf(c/; /) = c-sup* ;(/; /), ¡nft(c/; 7) = c-inf&(/; /) 
pour c > 0, 
. ( 4 .12 ) sup* ;(—/; /) = —inf*i(/; /), 
(4 .13) f M c f ; / ) = \c\-(o%(f;I). 
11 s'ensuit de la définition que, f(x) étant (1/5«) ou ( V B G n ) sur E, 
elle l'est sur tout ensemble E'czE. L'inégalité ( 4 . 7 ) a pour conséquence que, 
si f(x) est (VBjy) ou (VBGn) sur E et si l'on a f(x) est ( V B » ) ou 
(VBGn) sur E, selon le cas. (4. 10) et (4. 13) entraînent enfin que, f(x) et 
g(x) étant (VBy) ou (VBG%) sur E, c1f(x) + cig(x) l'est aussi. 
Nous allons démontrer la généralisation suivante du théorème de DENJOY— 
LUSIN sur la dérivabilité presque partout des fonctions (VBG.Y) : 
(4 .14) Si la fonction f(x) est ( VBGm) sur l'ensemble E, on a une dé-
composition E = E0 + N+Z, où N^ 9Î, |Z[ = 0 et fii(x) existe et est fini en 
tous les points de E0. 
Démonstration. On peut évidemment supposer que l'ensemble E est 
borné: Ecz[a,b], et que f(x) est {VB%) sur E. Posons alors 
it 
M(x) = sup^«>«(/; h), 
i=l 
en considérant toutes les suites finies d'intervalles /; non empiétants-et-dont -
les extrémités appartiennent à E [a,x], La fonction M(x) est finie et mono-
Cf. [5], p. 228. 
«) Cf. [5], p. 230. 
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tone non-décroissante dans l'intervalle [o, ô], et on a pour (c, ß £ E 
( 4 . 1 5 ) io,l(f;a,ß)^M(ß)-M(a), 
puisqu'on peut ajouter le terme <№«(/;«,/3) à toute somme figurant dans la 
définition de M(a), pour en obtenir une somme figurant dans la définition 
de M(/>'). 
Désignons par E* l'ensemble des points de E qui appartiennent^à Um, 
qui sont points de densité extérieure de E et en lesquels la fonction M(x) 
est dérivable. D'après ( 2 . 3 ) et en vertu des théorèmes classiques, on a 
E = E* + N1 + ZuN1£%\Z1\ = 0. 
Considérons un point quelconque x0 £ E* et choisissons un nombre 
d > 0 tel que l'inégalité x 0 < x < x „ - | - d implique l'existence d'un Î £ E situé 
entre x et x + -^-(x—x 0 ) et que celle x0 < x < x 0 4 - 2 d entraîne 
(4 .16 ) M(x)—M(x0) < (AT(x0) + 1) (x—x 0 ) == C(x —x0). 
x„ étant point de densité extérieure de E et Af(x) étant dérivable en x0, un 
ô > 0 de ce type existe toujours. Posons 
«„ = x0 + ^ (n = 0, 1, 2 , . . . ) , «„ < £» < ('-,, + < x<> + 2ô, £„ £ E. 
£ £ 
On aura 
M & ) - M ( x o ) < C(£„—x( l) < C ~ , 
Cd 
donc, x0 et ç„ appartenant à E, d'après (4. 15) 
(4 .17 ) ojy, (/; x0 ,£„) < C^zY-
La relation Xo6£*cz i/) ; entraîne encore (x0, on a par conséquent en 
vertu de ( 2 . 8 ) et (4. 1) à ( 4 . 4 ) 
/(x„) — C'J3!(/; '1co,ln) = iniai(/;^),ë>1)= infai /(*) îs 
^ supii; /(x) ^ sup*(/; x0, 2,,) ^ / ( X N ) + ® 3 I ( / ; x0,£„)-rr0<a:<(„ . 
En tenant compte de (4. 17), on en tire 
donc 
/(x) —/(x„) > C , x0 < x < |„ 
E f(,x)— f(x0) < — C — Ï , XO < X < §„ 
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A plus forte raison, on aura pour n = 0, 1 , 2 , . . . 
I / ( * ) - / ( * „ ) 
X — XQ 
> 4 C, s x < « „ 
d 
: £ ||/W —f(Xo) ! > 4 C ~ , a,,,, <x<aH | c 
= EI !/(*)-/(*.)! > C ^ ,x(,<x<ïn\i 9Í, 
et par conséquent, eu égard à (2. 2), 
/ ( x ) - / ( x „ ) 
X Xn 
> 4 C, x„ < x < x0 - f d 
On a donc 
L № ) | ^ 4C, |/à(x0)| à 4C. 
Xo étant un point quelconque de E* , on en conclut d'après le théorème (3. 13) 
que E* = E0 + N2 + Z.2> OÙ N., d 9Ï, jZ2| = 0 et fi(x) existe et est fini en tous 
les points de E0. En posant N, + Nît Z=Zx-\-Zt, on obtient là propo-
sition à démontrer. 
Les deux théorèmes qui vont suivre généralisent des théorèmes connus 
sur les nombres dérivés ordinaires7). 
( 4 . 1 8 ) Si on a fm(x) < + fi\(x) < - f pour x Ç £ c la fonction 
/(x) est (VB G m) sur E. 
Démonstration. Soit E„ (n —1,2,3,...) l'ensemble des x £ E tels que 
/«"(x) < n, fiï(x) < n ; soit E»m (m = 1, 2, 3 , . . . ) l'ensemble des x Ç E„ tels que 
M > , o 
X — X , 
et posons 
On a évidemment 
Evntp E n u P P+l 
rn + i' m+ I j ' 
CD CD CO 
E ^^^ ^ ^ ^^ Ejimp' 
>H=1 
. Considérons'deux points (c£Enm), et ¡3 £ Enmp, a <)j. On a 
( 4 . 1 9 ) £ [ / ( * ) > / ( « ) + / ! ( * - « ) . 5», 
x 
( 4 . 2 0 ) Elf(x)<m-ntf—x),a<x<(HZÏÏ. 
D'après les'relations a £ EHwj, c E c U->:, on a (a, ¡3) (£ 91, il existe donc un x, 
•) Cf. [5] pp. 234 et 235. 
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situé entre a et fi pour lequel aucune des relations (4. 19) ni (4 .20) n'est: 
remplie, c'est-à-dire que 
fix,) =§f(a) + n(x-a), m ^ m - n i P - x J , 
d'où 
m fia) + n(fi-<c),./(«) ^ f(fi)—n(fi—a). 
(4. 19) et (4. 20) ont encore pour conséquence que 
s u p v f ( x ) ^ f ( a ) + n(fi—a), inf3! /(x) i=/(/?)—n (/?—«). 
a<x<0 a<x<& 
On a donc 
et 
sup*(/; «, fi) = max [/(«),/(/?), sup» /(x)] ^ / ( « ) + n{fi—a), 
a<x</i 
infi\(f; ce, fi) = min\f{c t ) , f { f i ) , infjj f(x)] ^ f ( f i ) - n ( f i - a ) a<^x<l5 
« * ( / ; «, fi) = /(«) — f ( f i ) + 2n(fi-a). 
En prenant deux points Enmpj & £ Enmp > o < on a pour o = = a 0 < a 1 < : 
< «o < • • • < «u = b, (Il £ j?,,,,^ 
H H 
ZoMf-, «i-u « 0 Si Z i / ( « i - 0 - / ( « i ) + 2 n ( a i - « i - 1 ) ] =f(a)-f(b) + 2n(b-a), é=I t=i 
de sorte que f(x) est sur l'ensemble' E„mp-[a, b\ et (VBGji) sur l'en-
semble Enmp, ce qui montre qu'elle l'est sur l'ensemble entier E. 
(4. 20) Si l'on'a — c°<f»(x) ^fn(x)'< + pour x£E, la fonction f(x) 
est (VBGy) sur E. 
Démonstration. L'hypothèse implique d'après (2 .8 ) que EœUs. Soit 
En (n = 1, 2, 3 , . . . ) l'ensemble des points x £ E pour lesquels 
—n <g(x) ^M(x) < n, 
soit Enm (m = 1 , 2 , 3 , . . . ) l'ensemble des points xÇE,t tels que 
f(x)—f(x0) 
et posons E, nnip *-<um En  ' 
x—x0 
P 
> n, X0 < X < X0 m 
P.+ l 
2/71 + 1 ' 2m+1 . On a évidemment 
co co co 
B Enmp. 
ii=l wi—1 p=-œ • 
Considérons deux points a £ E,lmp, fi€Elimp, a<t3. On aura 
(4 .21) . , £ [ | / ( x ) - / ( « ) ! > n(x-a), fi<x< ( / î _ « ) ] c : 
X ' 
czE[\f(x)—f(a)\ > n(x—a), a <x< 2 fi-a] ç % 
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2 1 
puisque ( 2 / î — a ) — c = 2(/î—«) = 2 n v + ï <ln' ° n a U r a P a r e ' " e i T , e n * 
E[\-f(x)—№\ > /?<*<£+ (/?-«)]6 
a; 
Les relations ftÇEnmpCiEczUy impliquent 2/S—«)(£9ï, il existe donc un 
x, situé entre /? et 2/5 — « et tel que 
|/(*i)—/(«)! ^ " ( * ! — « ) , |/(*i)—/(0)1 ^ / i ( * i — A 
par conséquent que 
| / ( /?)-/(«)! Si /1 [ (*! -«) + (*!-/»)] < + = 3 / i (/>'-«)• 
(4. 21) entraîne encore que 
supM/(x) ==/(«)+ «(/?-«)> i n f « / ( x ) ^ / ( « ) - n ( / » - « ) , 
« < k < / 5 a<_x<p 
donc que 
suplK/; a, /S) ̂ / ( « ) + 3/i(/î—«), 
.et que 
to-)i(f;{c,P)^6n(iit—cc). 
Cette inégalité a pour conséquence que /(x) est (V53 i) sur E»mp, donc qu'elle 
-est (VBGm) sur E, ce qu'il fallait démontrer8). 
Le théorème suivant est la conséquence de (4. 14) et de ( 4 . 2 0 ) : 
(4. 22) Les deux propositions suivantes sont équivalentes : 
a) E = E0 + N„ + Z0, où N„ £ ?c, | Z0 \ — 0 et fit (x) • existe et est fini en 
tous les points de E0 ; 
b) E=E1 + N1 + ZU où | Z , j - - 0 et /(x) est (VBG9i) sur 
Tout comme nous l'avons remarqué à propos du théorème (3.13)> pour 
certains choix de la famille % les théorèmes (4. 14) et (4 .20) peuvent deve-
nir banaux, les " ensembles exceptionnels qui y figurent pouvant coïncider 
avec la droite entière. Les propositions qui vont suivre ont pour but d'éli-
miner cet inconvénient en réduisant l'ensemble exceptionnel en un ensemle 
de mesure nulle, en faisant naturellement quelques restrictions dans les 
hypothèses. 
8) Nous avons démontré un peu plus que (4. 20), à savoir que les hypothèses de 
CD ' 
( 4 . 2 0 ) impliquent l'existence d'une décomposition £ = telle que f(x) satisfait sur 
«=i 
chacun des ensembles Ei à une condition de Lipschitz généralisée, c'est-à-dire qu'on a 
^mif' a " B ) ¿iL;(0—à) pour a, et pour, une constante L;. Ce n'est que cette propo-
sition plus précise qui généralise le théorème cité sou's 7). 
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(4. 23) Si f(x) est (VByi) sur l'ensemble fermé EaUn, la dérivée géné-
ralisée fit (x) existe et est finie presque partout sur l'ensemble E. 
Démonstration. Soient h = (ak,bk) (k = 1 , 2 , 3 , . . . ) les intervalles conti-
gus à E et posons 
, Ai, = sup3l f(x), mk = inf-ji f(x). 
••LU x&Ik . 
Considérons les fonctions M(x) et m(x), définies sur le plus petit intervalle I 
(fini ou infini, mais toujours fermé) contenant E, par les formules 
„•> ' i/(x) pour (/(x) pour 
M(x)=\ -, m ( x ) = , , 
. ' -\Mk pour x £ h, ( m,c pour 
Les fonctions M(x) et m(x) sont à variation bornée sur I. Considérons 
•en effet une suite finie d'intervalles (a,, fi,) (i = \,...,n) tels que 
n 
,fii Ç / , fit ^ ai+i, et évaluons par exemple la somme ^\M(fit)~M{ai)\. Si e^ 
i=1 
et fii font partie d'un même intervalle Ik, on a M(fi,)—M(ai) = Q. Si l'on 
a cti^E, fii^E, il s'ensuit 
\M(fii) — M(ai)\ = \f(fii)—f(«i)\ ^ o>m(f; A). 
Si l'un des points a* et # appartient à E et l'autre à I—disons, si a^E 
et £ /,,, on a 
\M(fil)-M(ai)\ = \sup,tf(x)-f(cci)\^\f(ak)~f(a)\ + 
I ^e i i I . 
+ u)3i(f; ak, h) ^ co<n(f; .«>> aù) + co9i(/; ak, bk). 
Enfin, si l'on a ccidh, fii£ h, k=^l, on trouve 
jATCff,-)—Af(«i>| s — f l T f c , ûï, ôï) ^ • 
^ (o3i ( / ; ak, bk) + oj-u ( / ; bk, a,) + w« ( f ; ai, b,). 
En additionnant toutes ces inégalités, on obtient une inégalité de la forme 
11 m . • . . 
2 1 Ai ( A ) - A i («01 =i h), 
i — 1 . ¡=1 
où les intervalles h n'empiètent pas les uns sur les autres, leurs extrémités 
•appartiennent à E et le coefficient pi ne peut prendre que les valeurs 1 ou 2. 
La fonction f(x) étant ( VBy) sur E, le second membre reste borné, ce qui 
démontre la proposition. 
Ceci établi, on en conclut que M(x) et m(x) sont dérivables (au sens 
•ordinaire) presque partout sur E. Soit £ 0 l'ensemble des points de E où 
M'(x) et m'(x) existent et sont finis ét qui sont points d'accumulation de E ; 
on a \E—.Eo| = 0. Considérons un point x0 ^E0. On a pour y > Af'(x0) et 
A 11 
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pour des ô > 0 suffisamment petits, vu l'égalité M(x0) = f(x0), 
E \ f ( x ) - f ( ^ > y t x 0 < x < x n + â 
x L x—XQ 
ŒElM(x)—M(x0)>y(x—x0),x0<x<x0 + ô] + 
+ Elf(x)>M(x),x 0<x<x0 + âj = 
X 
(4. 24) = E[M{x)—M{x0) > y(x—xn), x0 < x < x0 + ó] - f 
( 4 .25 ) + le 
car l'ensemble ( 4 . 2 4 ) est vide et les termes de ( 4 . 2 5 ) . appartiennent à 9Î par 
définition de Mk. 11 s'ensuit que f£(x0)^y et, y > M'(x0J étant arbitraire, 
que. fit (x0) ^ M'(x0). Un raisonnement analogue fournit fit(x0) ^ m'(x0). Le 
point x0 étant point d'accumulation de E et M(x) coïncidant avec m(x) sur 
E, on a Ai'(x0) = m'(x0). D'après x0 £ Ecz U^, on a encore l'inégalité fm(x0) ^ 
; fit(x0), de sorte que 
f¿(x0)=fit(x0) = M'(x0)=:m'(x0). 
On parvient de la même façon, à l'égalité 
f% (x0) =fiï(X0) = M'(x0) = m'(x0), . 
ce qui démontre l'énoncé. 
(4. 26) Si /(x) est ( VBit) sur l'ensemble mesurable EczU%, fi; (x) existe 
et est fini presque partout sur E. 
00 . 
Démonstration. On peut poser E = Z^-^Eh où \Z\ = 0 e t ' c h a c u n 
. i 
des ensembles E; est fermé, et appliquer ( 4 . 2 3 ) à E¿. 
(4 .27 ) Si /(x) est mesurable et ( VB G3;) sur l'ensemble mesurable 
E ci Uyt, fii(x) existe et est fini presque partout sur E. 
ro 
Démonstration. Posons E — £ E¡, où /(x) est (VB- it) sur chacun des 
¿=1 
ensembles £ ¡ . D'après (4 .5) , elle est alors (VB) sur E¡, il existe donc une 
fonction fi(x) qui est à variation bornée sur toute la droite et qui coïncide 
avec /(x) sur f i 0 ) . Désignons par El l'ensemble formé par les point d'accu-
mulation bilatéraux de E¿ et par El' l'ensemble E[f(x)=fi(x), x £ E], L 'en-
x 
semble Et étant mesurable (puisqu'il ne diffère de la fermeture de Ei qu'en 
un ensemble dénombrable) et El' l'étant évidemment, il en est de même pour 
l'ensemble S¿=E[E¿'. D'après ¿ " ¡ c f / ' et puisque £7 est dénombrable^ 
») Cf. [5], p. 221. 
Généralisation de la notion de dérivée. 155' 
l'ensemble £¿—S/ = (£¿—£/) + (£ ;—£/' ) = £ , — £ / est dénombrable, donc 
co 
Si = E¿i-S¡ = (Ei — Sí) + S¡ est mesurable. On a évidemment E = ¿£s¿, 
• /=1 
de sorte que (4. 26) pourra être appliqué à S¡ et fournira l'énoncé dès que 
nous pouvons démontrer que f(x) est (Vft i ) sur S¡. 
Considérons à ce but une suite finie (iak ,bk) (k = 1 , . . . , n) d'intervalles 
non empiétants et ayant des extrémités qui appartiennent à Si, et choisissons 
des points ak,pk € £ ; de façon à ce que cck - ak <bk^fik et que ni les inter-
valles ( « * , & ) correspondant aux indices k pairs, ni ceux correspondant aux 
indices k impairs, n'empiètent les uns sur les autres, ce qui est possible 
d'après Si cz £ ¡ + £7. On a alors 
sup9! f(x) sup,,; f(x) ^/(«,) + <>hl(f] <'-u, A), 
№)^f{ak) + \f.{ak)-f(ak)\, 
/(ô,) ^ /(«,) + |/(6,) —/(«,) |, 
d'où 
sup?,(/; a„, bu) là/(«,.-) + <Mf; cck, /?,) + 1 / ( a , ) - / ( « , ) | + \f{b,)-/(«,) 
Un raisonnement analogue fournit 
inf?,-(/; au, b,d^f(ccu)-tov(f; ak, A) — \/(a,) —fia,)| — | f ( b , ) —f(cck)|, 
donc 
(4. 28) <Mf] al;, h) - 2oj]t(f; cck, A) + 2|/(a, ) -/(« , )| + \f(bk)-f(ak)\. 
En additionnant les inégalités (4. 28) pour les indices k pairs et pour ceux 
impairs séparément, et én tenant compte de ce que f(x) est (VB%) sur £, : et 
il 
(VB) sur 5 ¡ c £ / ' , on constate que la s o m m e ^ « ^ / ; ak, bk) demeure bornée, 
/,=1 
ce qui termine la démonstration. 
Une conséquence immédiate de (4. 18) (ou de (4. 20)) et de (4. 27) se 
formule comme suit: 
(4 .29) f(x) étant mesurable sur l'ensemble mesurable EœU-k, les deux 
propositions suivantes sont équivalentes : 
a) £ = £ „ + Z, où |Z| = 0 et f(x) est (VBG») sur £0, 
b) £ = £ ó + Z', où |Z'| = 0 et fí¡(x) existe et est fini partout' sur E'a. 
Remarquons encore qu'une analyse des démonstrations de (4. 23), (4. 26) 
et (4. 27) montre que, f(x) étant mesurable et (VBGv) sur £ c : U^, on a une 
décomposition E = Z - 3 r ^ l E ¡ , où |Z| = 0 et chacun des ensembles-£¿ est 
¡•=i 
mesurable et tel que f%(x) est égal, partout sur £ , , à la dérivée (ordinaire) 
de f(x) relative à £,-. De là, on conclut en vertu de (4. 29) que 
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( 4 . 3 0 ) f(x) étant mesurable sur l'ensemble mesurable EczUv, si fí(x) 
existe et est fini presque partout sur E, on a presque partout sur E l'égalité 
M*) =•&(*)• 
5 . Dans ce dernier paragraphe, nous allons reprendre les idées et les 
méthodes de § 3, pour généraliser le théoréme de ROGER sur le contingent 
des ensembles dans l'espace, tout comme nous avons généralisé le théorème 
d e KOLMOGOROFF et VERTCHENKO s u r le c o n t i n g e n t d e s e n s e m b l e s p l a n s , e t 
pour, en déduire par une modification de la méthode dé SAKS une générali- . 
sation du théorème de HASLAM-JONES sur les différentielles extrêmes. 
En conséquence des analogies entre les raisonnements du présent 
paragraphe et ceux de § 3, nous pouvons nous borner à énumérer les noti-
ons nécessaires et à énoncer les résultats qui s'y rattachent. 
Considérons une famille héréditaire et a-additive d'ensembles dans 
l'espace Rs. La demi-droite fermée L, issue du point u £ 7?s, est appelée 
demi-droite tangente généralisée à un ensemble EaR6, si l'on a pour tous 
les secteurs sphériques ouverts S, ayant u pour sommet et dont L passe par 
l'intérieur, £S(£9JÎ . A l'aide, de ces demi-droites tangentes généralisées, on 
définit contgsm(u, E) de façon analogue que dans le plan. 
En partant du théorème de ROQER10), on parvient par les mêmes mé-
thodes que nous avons employées pour démontrer (3. 2), au théorème suivant: 
(5. 1) Pour tout ensemble EczRx, on a une décomposition E==E1-f-
+ E2 + E3 + H+M, OÙ contg№(«, E) = R3 pour u £ Eu contg^u, E) égale un 
demi-espace fermé pour u £ E>, contg¡u¡(«, E) se compose d'un plan pour u 
l'ensemble E2-\-E3 + H est la réunion d'une suite dénombrable d'ensembles de 
mesure 2-dimensionnelle de Hausdorff finie, l'ensemble H est de mesure 2-di-
mensionnelle de Hausdorff nulle, et on a M £ SOL Si, pour tous les points u 
d'un ensemble Pc^E, contg<m(u, E) n'a aucun point commun avec un demi-
espace ouvert, délimité par un plan parallèle à une droite donnée D, on a 
P= P1-\-M1, où AfjÇSft et la projection orthogonale de P, sur un plan per-
pendiculaire à D est de mesure plane nulle. 
Considérons ensuite une famille 9Ï héréditaire et a-additive d'ensembles 
du plan R2, désignons les points de 7?, par (x,'y) — t, et la distance des 
points t et t' par —1'\. 
Nous définissons l'ensemble í/3¡ comme l'ensemble des points t £ R2 
tels que, pour tout secteur circulaire ouvert S ayant t pour sommet, or. ait 
•S(£9î. En s'appuyant sur le théorème. (3 .2) , on trouve le théorème suivant11) : 
( 5 . 2 ) Si à tout point t d'un ensemble EœR., correspond un secteur cir-
culaire ouvert St, ayant t pour sommet et tel que ESt£% on a E = N+K, 
10) Cf." [7] et [5], pp. 304 à 309. 
u) Cf. [8], th. (2 .4) . 
Généralisation de la notion de dérivée. 157' 
où N (: 9Ï et l'ensemble K peut être couvert avec une suite dénombrable de 
courbes rectifiables. 
D'où l'on parvient à l'analogue suivant de (2. 3) : 
( 5 . 3 ) On a R.2 — U<3i = N+K, où Nt.ïï et l'ensemble K peut être cou-
vert avec une suite dénombrable de courbes rectifiables. 
Un ensemble EœR2 et une fonction f(x, y) =f(t), définie pour tdR2, 
étant donnés, on définit, comme les notions analogues dans § 2, sup9!/(i) t£E 
et infs! /(i) et on constate qu'elles jouissent des propriétés analogues à celles 
t£E 
(2 .6 ) à (2. 12). . . 
Considérons ensuite un domaine angulaire ouvert A c : R2, délimité par 
deux demi-droites issues du point t0, désignons par Ah le secteur circulaire 
ouvert E[t € A, 0 < 11—i„| < h] et introduisons les notations suivantes : 
t • 
l i m 3 i / ( 0 = lim s u p ï » / ( 0 > 
t->-t0 .h-* 0+ t£Ai, t£A 
. l i m 9 i / ( 0 = l i m i n f s / ( 0 ; 
-c .i • . ' 
les mêmes limites correspondant à A = R—{t0\ seront désignées par lim9i/(f) 
et lim9!/(i). Si ces deux limites extrêmes sont égales, on désigne leur valeur 
commune par lim9j/(/) ou lim9i/(/) selon le cas. On établit sans peine des 
*-+*0 - t-^o 
iC-l 
propositions analogues à celles (2. 15) à (2.20). 
On-démontre la proposition suivante, analogue à (3.5) , par un raison-
nement semblable à la démonstration de (3 .5 ) et en s'appuyant sur le théo-
r è m e ( 3 . 1 ) d e KOLMOGOROFF e t VERTCHENKO 1 2) : 
(5. 4) Si à tout point ta d'un ensemble EaR2 correspond un domaine angu-
laire ouvert A,0, ayant U pour sommet et tel que 
. fim»/(f)=}=finis,/(0 ou ]im„/(0=|= Jim»/(/),'• 
on peut couvrir l'ensemble E avec une suite dénombrable de courbes rectifi-
ables. 
Désignons par B l'image de la fonction f(x, y), c'est-à-dire posons 
B = E [z=f(x,y)], 
V, i) . 
et désignons par 9Jc la famille (évidemmént héréditaire et a-additive) des 
sous-ensembles de B dont la projection sur le plan (x, y) appartient à 9Ï. 
•2) Cf. [5], p. 310. 
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Appelons le couple de nombres finis {A, B } différentielle supérieure 
généralisée13) au point t0 = (x0,y0) .de la fonction f(x,y), si, en posant z0 — 
=f(x0,yQ) et ult = (xf,, y0, z0), le plan 
( 5 . 5 ) z—z,t = A(x—x0) + B(y—y0) 
appartient à contgV1(u0, B) et si 
yï—f(xo. y») — A(x—x{)—B{y—ya) ^ Q 
'->'» U — fol _ 
Un raisonnement semblable à celui des démonstrations de (3 .7 ) et ( 3 . 1 0 ) 
montre que ces deux conditions sont équivalentes aux suivantes : 
a) M r , f ( t ) ^ m , 
t-+<0 
b) contga^z/o, B) n'a aucun point commun avec le demi-espace ouvert 
z—z0>A(x—x0) + B(y—y0), 
c) le plan (5. 5) appartient à contga)i(i/0, B). 
La définition d'une différentielle- inférieure généralisée étant semblable, on 
constate que si f(x,y) possède au point h^U^ en même temps une diffé-
rentielle supérieure et une différentielle inférieure généralisées, ces deux diffé-
rentielles extrêmes généralisées sont égales et. elles fournissent une différen-
tielle généralisée à f(x,y) au point /„, c'est-à-dire qu'on a 
, j m /(*, y) —f(xo, y») •— A (x—xn)—B ( y—yu) _ Q 
En s'appuyant sur les résultats énumérés, on déduit du théorème (5. 1), 
par une modification légère de . la méthode due à S. SAKS14), la généralisation 
s u i v a n t e d u t h é o r è m e d e HASLAM-JONES 1 " ) : ' 
( 5 . 6 ) Si à tout point tfl Ç E correspond un domaine angulaire ouvert 
At0 ayant t,, pour sommet et tel que 
on a E = N+Z, où N£ Ti et |Z| = 0. Si à tout point t0^E' correspond un 
Ate ayant t„ pour sommet et tel que 
n - m - m , l i m a ? — T 7 — — ; — < + «>, 
I' 'o| 
on a E' = E[ + N' + Z', où N' Ç 9Î, \Z'\ = 0 et f(x, y) possède une différentielle 
supérieure généralisée en tous les points de E',. Si à tout point t„ Ç E" cor-
• 13) Cf. [9] et [5], p. 309. 
u ) Cf. [5], pp. 311 et 312. 
13 ') Cf. [9]. 
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respondent deux domaines angulaires ouverts Ain et A^, ayant t0 pour sommet 
et tels que 
on a E" = E" + N".+Z", où N" € 9Î, | Z " | = 0 et f(x,y) possède une diffé-
rentielle généralisée en tous les points de E". 
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Über ein spezielles Redeisches schiefes Produkt 
in der Gruppentheorie. 
Von F. RÜHS in Rostock. 
1 . In einer großen Arbeit ([1]) zeigt R£DEI, welche Rolle das-schiefe 
Produkt in der Gruppentheorie spielt und behandelt insbesondere ausführlich 
das Schreiersche schiefe Produkt G i F und das Zappa—Szep-Produkt G 2 F, 
definiert durch die Multiplikationsgesetze (vgl. auch [3]) 
Gi r: (a,ci)(b, ß) = (ab,ahcc'>ß) 
und 
G*-r: (a,cc)(b,ß) = (aba,a7'ß), 
Zugleich sagt R£DEI, daß es wünschenswert sei, einen Vorrat an schiefert 
Produkten zu haben, mit deren Hilfe möglichst viele Gruppen mit befriedi-
gender Einfachheit dargestellt, werden können. So haben insbesondere auch L. 
R£DEI u n d A. STÖHR f o l g e n d e s P r o d u k t u n t e r s u c h t ( [ 2 ] ) : 
G 2' T: (a, cc) (b, ß) = (a" b, abß). 
Dabei zeigt sich, daß die Gruppen G ? r eine echte Teilmenge der Gruppen 
G 2 T bilden. Vergleicht man den Bau der Multiplikationsgesetze, so ist G ^ ' F 
symmetrischer als G ^ F . Wir zeigen, da3 eine nochmalige Symmetrisierung 
die Gruppenbildungen noch weiter einengt, indem wir das in ([1]) unerledigt 
gelassene schiefe Produkt 
(1) G © G : (a,a)(b,ß)^(aßba,abßa) 
untersuchen. Unser Resultat ist der 
S A T Z . Das schiefe Produkt ( 1 ) liefert im wesentlichenx) nur das direkte 
Produkt der Gruppen G und F, läßt also im wesentlichen nur ,die triviale 
Lösung a" = a, aa = a zu. 
Wir beweisen unseren Satz auf zwei Arten, einmal indirekt, indem wir 
nachweisen, daß (1) zwei zu G und F isomorphe Normalteiler besitzt, deren 
Durschnitt das Einselement ist (und die miteinander vertauschbar sind), zum 
anderen direkt, indem wir (1) transformieren. 
i) D. h. bis auf Transformationen JT; ich verdanke diese scharfe Formulierung^des 
Satzes Herrn L. REDEI. 
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2 . Es sei $ — G(E)F erklärt durch 
(1) (a,a)(b,ß) = (aßba,cchß"). . (a, b, aß, b" £ G, cc, ß, a ßa £ F). 
Ferner seien e und s die Einselemente von G resp. r. Wir zeigen zunächst : 
Jede Gruppe G ® r ist zu einer solchen Gruppe G © r isomorph, die 
(e, s) zum Einselement hat. 
B e w e i s . Sei /7 die Permutation 
• / / : (g,h£G, y, >] £ F); 
dann ist 
(a,cc)-+(gah-\ ycn]-1). 
Definiert man nach R F I D E I ([1]) in der Menge der Paare ( o , « ) eine " n e u e 
Multiplikation durch 
(a,a)x(b,ß) = n(n-1(a,ayn-\b,ß)). 
= n((gah;\raV-i).(gbh-\7ßni)) 
= n((gah-y(gbh~T'r\ (Yairiybh 1 (Yßv-Th~) 
= (g^gah-'f-1 (gbh-y^h, rHY«V-lfh~1(Yflrrirh~1n), 
dann entsteht eine zu 13 isomorphe Gruppe g,. Auf der rechten Seite steht (.1), 
nur daß statt a^b" daß ähnlich gebaute Funktionenpaär g~'i{gah'l)yß>1 • 
(gbh~l)ya'flh steht; entspr. für aß". Ist nun («,/.) die Einheit von (1), so 
lassen sich g, h £ G, (auf mehrere Art) so bestimmen, daß g~xuh=e, 
ist. Dann hat ĉ  wegen des Isomorphismus 9 ^ 9 1 das Einselement: 
(e, «)• . 
Aus (a , ci) (e, s) = (a' e", ccesa) = (e, s) (0, cc) = (e"a',naa")=(a, cc) folgt nun 
(2) ace" = e"al •= a, ci,:sa = sacce = cc 
für alle a £ G und alle a £ F; d. h. es muß sein: e" = r für alle a £ G sowie 
g« = o für alle a £ G. Dabei sind r und o feste Elemente aus G resp. F. 
Insbesondere folgt aus 
fi = e, = d. h. r und p haben die Ordnung zwei. 
Nun sind in (1) die vier Funktionen a ß , b a , a , ^ nicht eindeutig be-
stimmt, sondern lassen sich durch resp. aßu, u'lba, a'k,Flßa ersetzen; wählt, 
man insbesondere u = r, l = q, SO wird e" — r durch r- = e und tM = o durch 
o- = s ersetzt. Wir können uns also auf den Fall beschränken, daß 
( 3 . 1 ) e" c, * 
für alle Ö ( G , u ^ F ist. Dann liefert (2) ferner.für alle a £ G, a£F: 
( 3 . 2 ) aE = a, a- = cc. 
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Die Assoziativität bedeutet nach (1) das .Bestehen der Gleichungen 
<4) ^ b a y c a h ß ° = a ^ \ b \ ' r , ( a h ß y / ' " = cchy'\ß-•/')''. . 
Wegen der vollkommenen Symmetrie der Formeln werden wir in Zukunft nur 
•die den Elementen aus G entsprechende ableiten. (4) ergibt für a = c = e 
unter Benutzung von (3), sowie für o = & = £, und b statt c geschrieben: 
(5) (by = (by)" = b"v = by", (¿ry=(/?«)"=/r=/?"'-. 
Für (c = y = 8 und b = e liefert (4) 
ß ß" ß°• ß 1> l>" yy- b • 
<(6) ä c = a c, a y ,=cc y. 
Hieraus und aus (4) folgt nun für c = e, a = ß = s: 
(7) ( a b ) y = ayhby = aybyn, (aßf = acß ß° = ac ßc".. 
Setzt man schließlich in (4): a = e und ß=s, so erhält man bei Benutzung 
von (7): 
baycah = {byc)a = bayciy 
<1. h. 
( c"b = cab für alle / £ F , 
(8) < ' ' 
( y"ß = y"ß für alle c £ G. 
Daraus folgt insbesondere 
(9) ' ca'y" = ca"Y/ = c(ay)", fßbß^y^ß, 
sowie aus der sogleich abzuleitenden Formel (11): . 
(10) • c = c ' =c v , 7 = 7 
Nach (7) ist { b - y \ a = (b- 'b)a = e = e s o w \ e b a { b - i / ^ b a h ~ \ b - y = = 
= (bb'l)a = ea = e. Es existiert also ein zu b inverses Element: 
.(11) {b°yl = (b-y\ ( f / r = ( ß - , f . 
Um das zu (a, a ) inverse Element zu bestimmen, setzen wir 
' (a,a) = (b,s)(e,ß) = {bß,ßb). 
Dann folgt aus a = bß, a = ßb nach (11) 
a ^ t f y ^ p Y ^ b - * ) " , a - l = tfrlf=(Pl)a, 
und daraus nach (5): 
ft-1 = ( f l -
, ) « - , J ß-l = (ccry\ 
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und wieder nach (11): 
(a, a) läßt sich also eindeutig in zwei Faktoren spalten: 
<12) (a, a) = (flC-1)0"1, S) (e, «(«'V"1). 
Setzt man etwa a(a~1)a 1 == r, cc^"'1)" 1 = £>, so bilden die Paare (r,s) und (e, g) 
für sich Untergruppen von g, die zu G resp. P isomorph, sind: Nach (1) ist 
nämlich 
.{r,s){s,e)=.{rs,e) . (e, o) (e, o)=- (e, ;JÖ); 
•daraus folgt, daß. 
{r, = {r~\ t), (e,9)-l = (e,<rl). 
Daher ist nach (12) das zu (a, a) inverse Element: 
(13) ( a , a y l = { e A c c l ) a ~ ' ) ( { a - ' T \ t ) . 
Die Darstellung (12) zeigt, daß jedes Element r £ g darstellbar ist durch 
Um zu zeigen, daß g das direkte Produkt aus G und r ist, genügt 
es noch, nachzuweisen, daß die Elemente der beiden Untergruppen G und /' 
miteinander vertauschbar sind. In der Tat ist 
(14) (o, «) {e, «) (e, a) (a, (a", a"). 
Ebenso einfach zeigt man, daß G und V Normalteiler von g sind. Benutzen 
wir die obige Darstellung; 
(a,a) = {b,e){e,ß), (a, cc)~l = {e, ß~l) (Jf\ e), 
wobei ¿f1 = (ö - 1 ) " \ ß~l = ( a - 1 ) " 1 ist, so erhält man wegen (e, ß) (c,s) (e,ß~l)= 
(a, a) (c, t) {a, a)~l == {beb'1, s). 
Dasselbe gilt für F . 
Damit ist unser Satz bewiesen. 
Um nun unseren Satz direkt zu beweisen, müssen wir eine passende 
Transformation finden. Die Struktur von (14) legt folgende Permutation nahe: 
Es sei 
// ': (a,a)-+{a, a"), . 
dann ist 
27: {a,a)->{a^)"'\ da~l>a~l). 
Dann wird jetzt 
{a, a) X {b, ß) = //( / 7 1 (a, a) • 1J1 {b, ß)) = U (a"ß" lfa", abß = 
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Wir beweisen dies etwa wieder für die Elemente aus G. Wegen (8) kann 
man nach dem zweiten Exponenten abbrechen und erhält nach (9) und ( 1 1 ) : 
b ß a ^ { i ß - h b ß u a ß ( a - ^ a h a ß } a ~ h ~ l = ^ ß h ¿ / « y 1 « 1 = aß~lßh = 
= a~lßb bß{ß'l)a 
Damit haben'wir eine zu G © F - isomorphe Gruppe gv gewonnen mit dem 
Multiplikationsgesetz 
0 1 : (a,a)(b,ß) = (aß-lß"b^", a^ß"^"). -
Das Einselement (e, t) bleibt nach ( 3 . 1 ) bei der Transformation U erhalten. 
Beschränkt man sich wieder wie oben auf den Fall, daß ea = e, sa = é, s a 
erhält man auch ( 3 . 2 ) : a£ = a,cce = a. 
Dagegen liefert die Assoziativität die sehr unbequeme Beziehung 
{aß^ßb j W - ' i y - ' / ^ar^ißiß-'r a>r>-,»vM>rl)a. 
in der 
die sich aber für c = e wegen (3. 1) und ( 3 . 2 ) sofort auf die Gleichung 
aß-lßb bß(ß-ba = a(ß y)-hßy)b. b(ßy) [ ( / ¡Y r ' r 
reduziert. y = ß~1 liefert schließlich 
8~ißb , BIß-1)'1 , a p bpyp ' =ab\ 
die linke Seite ist aber gerade der Ausdruck, der im Multiplikationsgesetz: 
steht. Berufung auf die Symmetrie oder direkte Ausrechnung ergibt für den 
/"-Anteil dasselbe; somit ist 
iji •' (a,a)(b,ß) = (ab,c:ß) 
und damit g, das direkte Produkt der Gruppen G und jH. 
L i t e r a t u r v e r z e i c h n i s . 
[1] L. RÉDEI, Die Anwendung des schiefen Produktes in der Gruppentheorie, Journal 
f . d. reine u. angew. Math:, 188 (1950), 201—227. 
[2] L. RÉDEI—A. STÖHR, Über ein spezielles schiefes Produkt in der Gruppentheorie, 
diese Acta, 1 5 ( 1 9 5 3 ) , 7 — 1 1 . 
[3 ] R. KOCHENDÖRFFER, Zur Theorie der Rédeischen schiefen Produkte, Journal f . d. -
reine u. angew. Math., 1 9 2 ( 1 9 5 3 ) , 9 6 — 1 0 1 . 
(Eingegangen am 4. September 1955.) 
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von Zappä—Casädio. 
Von L. REDEI und J . SZEP in Szeged. 
Unsere Arbeit enthält die Lösung des folgenden Problems. Zu zwei 
gegebenen Gruppen G, r sind die sämtlichen Gruppen © zu bestimmen, 
für die 
(1) © = G'F' 
ist und die Isomorphien 
( 2 ) G ' - « G , R ' X T 
gelten. Wir meinen dieses Problem in der vollen Allgemeinheit, so nämlich, 
daß der Durchschnitt 
(3) G' n F' 
eine beliebige Untergruppe von © sein darf (die also natürlich isomorph mit 
j e einer Untergruppe von G und F sein muß). ZAPPA1) und' CASADIO2) haben 
diejenigen Lösungen angegeben, für die (3) das Einselement bzw. irgendein 
Normalteiler vcn © ist. 
Kleine lateinische und griechische Buchstaben bezeichnen beliebige Ele-
mente von G bzw. r . Insbesondere bezeichnen e und s das Einselement von 
G bzw. r . Stets, wenn die Rede von einer Untergruppe G„ oder Ft von G 
bzw. r sein wird, so sollen a„ und beliebige Elemente von G, bzw. 
F bezeichnen. 
Zu unserem Zweck betrachten wir ein Funktionenpaar 
(4) a« (£ G), a" (£/), 
stets unterworfen den „Anfangsbedingungen" 
(5) ae = a, ea — e, ccc = a, sa = s. 
Wir definieren dann in der Menge der Elementenpaare 
(6) (a,a) 
. ' ) G. ZAPPA, Sulla construziöne dei gruppi prodotto di due dati sottogruppi permu-
täbili tra loro, Atti Secondo Congresso Unione Mat. Italiana, Bologna 1940, 119—125. 
2) G. CASADIO, Construzione dei gruppi come prodotto di sottogruppi permutabili, 
Rendiconti di Mat. Univ. Roma, 2 (1941), 348—360. 
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die Multiplikation3) 
(7) • (a,cc)(b,ß)^(aba,ßccb) 
und bezeichnen mit Эй die so entstandene (multiplikative) Struktur, die natür-
lich nicht assoziativ zu sein braucht. Offenbar hat 9Jc wegen (5) das E ins-
element (e, s). 
Im allgemeinen bezeichnen wir die einer kompatiblen Klasseneinteilung 
С von EDi zugehörige Faktorstruktur mit Ш/С. Das hat nach BOURBAKI4) den 
Sinn, daß die С zugehörige Äquivalenzrelation, die wir mit „ = " bezeichnen,, 
eine Kongruenzrelation ist, d. h. die Eigenschaften") 
(8) (a, a) = (b, ß) => (с, y) (acc) = (с, y) (b, ß), (а, cc) (с, y) = (b, ß) (с, y) 
hat, und in Ш/С die Multiplikation 
(9) (a,a)(b, ß) = (a,a)(bj) 
zu Grunde gelegt ist, wobei (r, o) die durch (r, ç) representierfe Klasse bezeich-
net. Unter den so definierten multiplikativen Strukturen Ш/С können auch 
Gruppen vorkommen (sogar auch dann, wenn selbst Ж keine Gruppe ist). 
Wir werden bekommen, daß die sämtlichen Lösungen unseres Problems 
(bis auf Isomorphie) mit gewissen speziellen ÎH/C übereinstimmen, die näm-
lich so entstehen, daß man das Funktionenpaar (4) und die Klasseneinteilung 
С passenden weiteren Einschränkungen unterwirft. Und zwar gilt der folgende : 
S a t z . Man bezeichne mit Gt, l\ zwei isomorphe Untergruppen von Gy 
bzw. Г, gebe zwischen ihnen einen Isomorphismus6) 
(10) G . * r . ( a t ^ S a t ) 
an und definiere in 9Я die Äquivalenzrelation7) 
(11) (a,a) = (b,ß)<=>S(a^b) = cr'ß. 
Damit diese eine Kongruenzrelation und die zugehörige Faktorstruktur DJf/C 
eine Gruppe ist, ist notwendig und hinreichend, daß (4) (außer (5)J die fol-
3) Man könnte mit, ähnlichem Erfolg 
(a,a)(b,ß) = (aba,abß) 
setzen, für uns wird aber hier die obige Definition (7) bequemer. 
J ) N . BOURBAKI, Algèbre I (Structures algébriques) (Actualités scientifiques et indus-
trielles 943, Paris 1942), 1-^165, insb. S. 45. 
. s) „ = > " bezeichnet „hat zur Folge". 
°) Mit (10) bezeichnen wir, daß S eine isomorphe Abbildung von Gt auf r t ist. 
Dabei bezeichnet Sat das Bild von at. 
<) „ < = > bezeichnet „ist gleichbedeutend mit". — Mit Sr= ? oder r = S~^ç meinen 
wir stets den Inbegriff der drei Aussagen: r£Gt, Sr = ç. 
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genden Bedingungen erfüllt: 
(12) S f ä ) = a-lS„,cf, 
(13) 5 - 1 ( e : ) = a_ 1SäiflB ' , 
(14) s [(c/3tT1 (c^)"] = {(ßaY) 1c'-ß, 
(15) S - x \ ( c t y \ a y \ = { (bc) a ) - ] b a c n \ 
Diese Gruppen 
(16) @ = 9Jc/C 
sind (bis auf Isomorphie) die sämtlichen Lösungen unseres Problems. Und 
zwar bilden in der Gruppe (16) die (a, s) bzw. (e, «) je eine Untergruppe G', F' 
mit den Eigenschaften (1), (2). Dabei ist der Durchschnitt (3) isomorph mit 
G, (also auch mit r j , und zwar sind die (at, a) die sämtlichen verschiedenen 
Elemente dieses Durchschnitts. 
B e m e r k u n g . Man sieht, daß (12), (13) zueinander dual sind, worun-
ter wir verstehen, daß sie mit Vertauschung von G, r und Ersetzung von 5 
durch, 5 _ 1 auseinander hervorgehen. Ebenfalls sind (14), (15) dual.8) 
Zum Beweis des Satzes stellen wir zunächst die Bedingungen der Exis-
tenz von dfc/C, d. h. die der Kompatibilität der durch (11) gelieferten Klassen-
einteilung C auf. Nach (11) lassen sich zwei beliebige äquivalente Elemente 
von -Di in der Form (a, «), (oo, , « 5 a , ) annehmen. Werden diese zuerst von 




(ab", ßa), {aatbas'"> ß(«Satf). 
Wegen (8), (11) existiert also 9J1/C dann und nur dann, wenn 
(17) S [ { a ß r \ a a y ] = (p ' r 1 Sa t l -ß ' u * , 
(18) 5[(6")"!ö ,,ft"s°*] = (a)~l(aSaJ' 
gelten. 
Indem wir (17), (18) voraussetzen, wollen wir jetzt die Bedingungen 
aufstellen, damit 3)?/C assoziativ ist. Hierzu ist nach (7) und (9) notwendig 
und hinreichend: 
{aba,ßa')(c,y) = (a,a) (bcß, yß'), 
d. h. 
(ab"cß"", y(ßu')) = {a(bc)", yßcal\ 
Nach (11) schreibt sich hierfür 
(19) S[((bcß)ay'bacfiab] = (aJcßy1(ßyl(3aby. 
8) Obige Dualität würde eine weniger einfache Form annehmen, wenn man die: 
Multiplikation in ä)i nach3) (statt (7 ) ) definiert. 
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Setzen wir hier voneinander unabhängig b = e, bzw. ß — s ein, so entsteht 
wegen (5) zuerst (14), dann 
(20) S[({bc)aylbach] = (c?y\c?)\ 
Wendet man umgekehrt (20) mit cß statt c und (14) mit ab statt a an, multi-
pliziert man die erste dieser zwei Gleichungen von rechts mit der zweiten, 
so ergibt sich wegen der Homomorphieeigenschaft von 5 eben die Gleichung 
(19). Hiernach besteht die gesuchte Assoziativitätsbedingung aus (14) und 
(20). Wir bemerken auch, daß (20) mit (15) übereinstimmt. Somit drücken 
(14), (15) die Bedingungen der Assoziativität aus. Bisher haben wir gewon-
nen, daß 9Ji/C dann und nur dann (existiert und) assoziativ ist, wenn (17), 
(18), (14), (15) gelten. 
Wir beweisen, daß diese Bedingungen mit (12) bis (15) äquivalent sind. 
Wir machen das so, daß wir (14), (15) voraussetzen und dann die Äquiva-
lenz von (17), (18) mit (12), (13) zeigen. 
Einerseits folgt aus (17) für a = e (unter Berücksichtigung von (5)) die 
•Gleichung (12). 
Anderseits folgt aus (15) für b = a, c = at, ct — ß (mit Vertauschung 
•der Seiten) 
( ( ü ö / ) - V a f ^ s - ' u r T W l -
Aus (12) folgt, daß der dritte Faktor der linken Seite (also auch das Pro-
dukt der ersten zwei Faktoren) in Gi liegt. Somit entsteht durch Anwendung 
von 5 
S[((amafy1a?).S(a?) = (rr1(ßT-
Aus (12) folgt 
S(af) = (ß") 1 Sat-(ßa)"*. 
Aus diesen zwei Gleichungen folgt 
S[«aajyaß] = (f!ttar1-Sa;l-ßa. . 
.Nach Übergehen zum Inversen stimmt dies mit (17) überein. 
Wir haben gezeigt: 
(17) < = > ( 1 2 ) ; (12), (15) < = > ( 1 7 ) . 
Wendet man S'1 auf (18) an (und vertauscht die Seiten), so sieht man, 
daß (18) das Duale von (17) ist. Folglich entsteht aus vorigem nach Duali-
sierung: 
(18) < = > ( 1 3 ) ; (13), (14) < = > ( 1 8 ) . 
Beide miteinander beweisen die obige Behauptung, daß nämlich die 
Bedingungen (17), (18), (14), (15) mit (12) bis (15) äquivalent sind. 
Bisher haben wir gezeigt, daß 9)i/C dann und nur dann (existiert und) 
assoziativ ist, wenn (12) bis (15) gelten. Dies genügt aber auch schon, damit 
Die Verallgemeinerung der Theorie des Gruppenproduktes von Zappa—Casadio. 169 
Wc/C eine Gruppe ist. Da nämlich (e, s) das Einselement von 9)1 ist, so ist 
(e, s) das Einselement von 90Í/C. Ferner gelten nach (5), (7) 
(21) (o,«) = (a, «)(<?,«), 
(22) (a, *) (a\ e) = (e, e), (e, a) (e, er1) = (e, s). 
Wenn also ü)l/C assoziativ ist, so folgt hieraus 
( ö , ß ) ( e ) « - 1 ) ( f l - 1 , « ) = (e , i ) , 
d. h. die Existenz des Rechtsinversen von (a, a). Wir haben béwiesen, daß 
SK/C dann und nur dann (existiert und) eine Gruppe ist, wenn (12) bis (15) 
gelten. 
Betrachten wir nunmehr die Gruppe (16). Es ist wegen (21), (22) klar, 
daß die im Satz definierten Untergruppen G',F' von © existieren und für 
sie (1), (2) gelten. Bezeichnen wir mit SD den Durchschnitt (3). Dieser be-
steht aus denjenigen Elementen (Ö, s), die sich auch als (e , a) schreiben lassen. 
Da nach (11) 
(23) (a, s) = (e, a) <=> Sa = « 1 
gilt, so folgt hieraus wegen (10) offenbar, daß SD aus den Elementen (at,e) 
besteht und daß diese Elemente auch schon verschieden sind. Das ergibt 
wegen (7) auch die Isomorphie 2) ~ G„. 
Wir haben nur noch zu zeigen, daß umgekehrt jede Lösung © unseres 
Problems (bis auf Isomorphie) unter den im Satz angegebenen Gruppen SÜl/C 
vorkommt. Indem wir G und r auf Grund der Isomorphien (2) in © ein-
betten, können wir © in der Form 
(24) ©• G r 
annehmen, wobei also G, F jetzt Untergruppen von @ sind. Wir setzen 
(25) G, GnF. 
Wegen (24) erscheinen alle Elemente von © in der Form1*) 
<26) acr1. 
Offenbar gilt dabei die Regel 
(27) aal = bß'1 <=>a~lb = alß^Gt. 
Wegen (24) läßt sich jedes Produkt er1 a auch in der Form bß'1 schrei-
ben. Obwohl dabei für b, ß (nach (27)) mehrere Möglichkeiten vorliegen, so 
steht doch nichts im Wege, daß man für jedes Paar a, a ein zugehöriges 
Paar b, ß irgendwie festwählt, wodurch b, ß nunmehr (eindeutige) Funktionen 
von a, a geworden sind. Diese nehmen wir in der Form (4) an. Dann gilt 
°) Unser Verfahren, daß wir die Elemente von ßi in der Form aa-1 statt au anneh-
men, ist natürlich unwesentlich und steht damit in Zusammenhang/daß wir die Multipli-
kation in 5Ji nach (7) (statt?)) definiert haben. 
. A 12 
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axb = ba{a)'\ also auch 
(28) aalbß-x = ab"(ßaby\ 
Da insbesondere = crle = ea l ist, so dürfen wir auch (5) anneh-
men. Da (4), (5 ) gelten, so existiert die zugehörige mulfiplikätive •• Struktur 
wie wir diese bei (6), (7) definiert haben. Hierfür gilt wegen (7), ( 2 8 ) 
die Homomorphie 
(29) W ~ < 8 ((«, (>.)-> a a 1 ) . 
Bezeichne C die zugehörige (kompatible) Klasseneinteilung von i№, in der 
nämlich diejenigen Elemente von -Dl eine Klasse ausmachen, denen vermöge 
(29) ein gemeinsames Bild in © zugeordnet ist. Kraft dieser Klasseneintei-
lung gilt also für die zugehörige Äquivalenzrelation : 
(a,a)~(b,ß)<=>aa1 = bß~l <=>a lb = cc ^. 
Hiernach haben wir es mit einem Spezialfall von (11) zu tun, wobei nämlich 
in (10) r t = G , gesetzt und für S die identische Abbildung von Gi (auf s ich) 
genommen wurde. Da ferner aus (29) die Isomorphie 
(•>) = iüi / C 
folgt, so haben wir hiermit den Beweis des Satzes beendet. 
B e m e r k u n g . Die in unserem Satz begründete Theorie zeigt viele 
Ähnlichkeiten mit der Theorie der Schreierschen Gruppenerweiterungen auf. 
Vergleiche hierüber .unsere Arbeit.10). Nach,denn. dortigemMuster, läßt s sich auch 
das Transformationsproblem der Gruppen (16) behandeln. Man siehe noch 
unsere frühere Arbeit.11) Wenn insbesondere G, = e (also r t = 'e) ist, so ist 
nur at = e, u, = s möglich, weshalb jetzt (12), (13) identisch erfüllt sind, 
ferner besagen (.14), (15), daß . stets 
(c^y-d1", (ßay = ß*a>ß, 
(ah)c = cc'K, (bc)a == bac"'J 
ist. Das sind eben die bekannten Bedingungsgleichungen von ZÄPPA.1) 
(Eingegangen am 12 Juli 1955.) 
10) L. RÉDEI, Die Anwendung des schiefen Produktes in der Gruppentheorie, Journal 
für die reine und angew. Math., 188 (1951), 201—227. 
11) J. SZÉP and L. RÉDEI, On factorisable groups, diese Acta, 1 3 (1950), 2 3 5 — 2 3 8 . 
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Metiische Dualität "der allgemeinen Räume 
Von ARTHUR MOOR in Debrecen. 
Einleitung. 
In der neueren Entwicklung der Geometrie, sowie in der Physik haben 
eine grundlegende Bedeutung1). Diese Variationsprobleme kann man sowohl 
vom Standpunkt der Funktionentheorie, wie vom Standpunkt der Geometrie 
untersuchen. 
A. L. UNDERHILL bestimmte zuerst die Invarianten des Variationsproblems 
(0 .1 ) in seiner Arbeit2) [15] mit .analytischen Methoden. Die geometrische 
Charakterisierung des Variationspröblems (0. 1), die zuerst systematisch von 
P. FINSLER durchgeführt wurde, ist zum Ausgangspunkt der Theorie der all-
gemeinen differentialgeometrischen Räume geworden. (Vgl. [8] und [4].) Diese 
Theorie, wurde in vielen Abhandlungen behandelt, und neben dem Varia-
tionsproblem ( 0 . 1 ) hat man bald auch Variationsprobleme mit mehreren 
Veränderlichen „geometrisiert". In erster Reihe kommen hier die Variations-
probleme von der Form 
in Betracht, wo die die Bestimmungszahlen der Hyperflächenelemente 
bedeuten. Die funktionentheoretische Untersuchung des Variationsproblems 
(0. 2) hat zuerst L. KOSCHMIEDER durchgeführt und die zu (0. 2) gebundenen 
Invarianten bestimmt.8) 
Die Entwicklung der geometrischen Theorie des Variationsproblems 
( 0 . 2 ) h a b e n E . CARTAN u n d L . BERWALD in d e n A b h a n d l u n g e n [1] u n d [3 J 
!) Wenn es nicht anders gesetzt wird, bedeutet x immer die n Koordinaten 
x\x-,.. .,-x" eines .Punktes im^rt-di^ens|onalen ¡Raum.. Entsprechend; ist ix — x1 , x 2 , . . .,xn. 
-) Die Zahlen in eck ig 2 ii Klammern deuten auf das Schriftenverzeichnis am Ende 
unserer Arbeit. 
:l) Vgl. für die Untersuchungen L. KOSCH.MIKDERS das Schriftenverzeichnis von [6]. 
Variationsprobleme von der Form 
( 0 . 1 ) c)\F{x,x)üt 0 
(0.2) 
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durchgeführt. Diese Geometrien lassen sich dadurch kennzeichnen, daß ihr 
Grundelement das Hyperflächeiielement (x, ü) ist, und daß durch eine Funda-
mentalfunktion F(x, u) die Oberfläche in diesen Räumen für Hyperflächen 
definiert ist. Von F(x, u) ausgehend kann man einen metrischen Fundamen-
taltensor g.ik definieren, und dann mit Hilfe von g a die Länge der. Vektoren, 
und alle charakteristische Größen des Raumes bestimmen. Diese Räume nennt 
man Cartansche Räume, während die durch (0. 1) bestimmten Räume die 
Finslerschen Räume sind. Die letzteren sind dadurch gekennzeichnet, daß 
ihr Grundelement das Linienelement (x, x ) ist, und daß die metrische Funda-
mentalfunktion F(x, x ) die Länge der Kurven 
x^x^t), a^t^ß 
zwischen den Grenzen a, ß bestimmt. Der metrische Fundamentaltensor und 
die weiteren grundlegenden Größen des Raumes sind — wie im Cartanschen 
Raum — auch aus F(x,x) ableitbar. In diesen Räumen spielt ein kontrava-
rianter Vektor bzw. eine kovariante Vektordichte eine fundamentale Rolle. 
Bei der neueren Entwicklung der Geometrie der allgemeinen Räume hat 
man einen einheitlichen Gesichtspunkt dadurch erzielt, daß man für das 
Grundelement eine Vektordichte vom Gewicht p gewählt hat. In dieser Ver-
allgemeinerung sind dann sowohl die Finslerschen, wie die Cartanschen 
Räume enthalten. In den Arbeiten [14], [6] und [5] wurden die Fundamental-
tensoren, und mit Hilfe des invarianten Differentials die Parallelübertragung 
in diesen allgemeinen metrischen Räumen bestimmt. 
Das Ziel unseres Artikels ist die Untersuchung der metrischen Dualität 
der allgemeinen Räume. Ihre genaue Definition ist in § 2 angegeben. Wir 
erwähnen hier einleitend nur so viel, daß es sich um eine umkehrbar ein-
deutige Zuordnung der Grundelemente beider Räume handelt, für die die 
metrischen Fundamentaltensoren in entsprechenden Elementen übereinstimmen. 
Falls die Grundelemente der dualen Räume kontravariante bzw. kovariante 
Vektordichten sind, behandeln wir das Dualitätsproblem mit Hilfe des osku-
lierenden Riemannschen Raumes. 
Die Konstruktion des oskulierenden Riemannschen Raumes ist an sich 
eine interessante und wichtige Methode, da mit Hilfe des oskulierenden Rie-
mannschen Raumes die Struktur des allgemeinen Raumes längs einer Folge 
der Grundelemente einfacher wird, als im allgemeinen Fall. (Vgl. [16], [11], 
[12] und [13].) Als wichtigstes Ergebnis bekommen wir, daß mán durch die 
Dualisierung die Fundamentaltensoren des einen Raumes aus denen des 
anderen gewinnen kann. Demnach existiert zwischen dem kontravarianten und 
kovarianten Fall kein prinzipieller Unterschied. Diese Ergebnisse haben wir 
in Satz V bzw. VI formuliert. 
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§ 1. Fundamentalgrößen der allgemeinen metrischen Räume. 
In diesem Pragraphen werden wir die Fundamentalbegriffe und die Fun-
damentalgrößen der Geometrie der allgemeinen metrischen Räume zusammen-
stellen. Die vollständige Entwicklung dieser Theorie befindet sich in den 
Arbeiten [5], [6] und [14]. 
Ein allgemeiner metrischer Raum %, ist eine Mannigfaltigkeit von kova-
rianten oder kontravarianten Vektordichten vom Gewicht — p bzw. + q 
— sie sind die Grundelemente des Raumes — für die eine Grundfunktion L(x, t) 
existiert. Die Grundfunktion L(x,t), — wo U bzw. t' die Komponenten der 
Vektordichte bedeuten — soll in den t positiv homogen von erster Dimen-
sion sein und außerdem nach ihren Argumenten mindestens viermal stetig 
differenzierbar sein. 
Im folgenden bezeichnen wir die Grundelemente des Raumes 9t„, falls sie 
kovariante Vektordichten vom Gewicht —p sind, mit £/,, und falls sie kontravariante 
Vektordichten vom Gewicht -\-q sind, mit v\ Bei einer Koordinatentransformation 
die umkehrbar und eindeutig sein soll, transformieren sich also die Grund-
elemente nach den Transformationsgesetzen: 
( 1 . 1 a ) . . ' ü r = J - v ^ U i , ' ( 1 . 1 b ) ' i l l - o * , 
dx dxk 
wo 
J Det dxb 
die Substitutionsdeterminante der Koordinatentransformation bedeutet. 
Aus der metrischen Grundfunktion kann man den metrischen Grund-
tensor gu aus den Gleichungen (np~1=1, nq^=\) 
o4 ] D 
(1 .2a ) gik = a "p-1 v . ( 1 . 2 b ) gik - a v - -dUiCUk • v ' ö " dv%dif 
bestimmen, wö~a in den beiden Fällen 
(a) « = (b) a = Det|«*|, % = 
bedeutet4). Durch die Formeln 
.. _ _ i 1, wenn i = k, 
g g j k~~ fc— jo, wenn • /=}=*, 
») Wir definieren A im kovarianten Fall anders, als E. T. DAVIES in |6] die entspre-
chende Größe definiert hat. Setzt man im kovarianten Fall a = a - 1 , dann erhält man die 
Bezeichnung von E . T . DAVIES. Dies kommt auch in der Formel (1 .2a) im Vergleich zur Gleichung 
( 1 . 4 ) von [6] zum Vorschein. Unsere Bezeichnung wird auch von L. BERWALD in seiner 
Arbeit [1] für den Fall p —-1 benützt. 
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kann man in beiden Fällen die rein kontravarianten bzw. die rein kovarianten. 
Komponenten des metrischen Grundtensors bestimmen. Mit Hilfe des metri-
schen Grundtensors kann man die Tensoren in gewöhnlicher Weise mit kova-
rianten oder kontravarianten Komponenten darstellen. 
Bilden wir die Determinante 
g = Det \gik |, 
so haben wir eine wichtige Grundgröße des Raumes -ji,, erhalten. Aus der 
Transformationsformel der gik folgt nämlich, daß 1ig eine Skalarendichte vom 
Gewicht 4 -1 ist, ihre Transformationsformel lautet also: 
(1.3) j ''g=z!\fg, //= Det dx< dx' 
Diese Gleichung zeigt, daß das Inlialtsmaß in 3i„' mit Hilfe von ][g definiert 
werden kann, allerdings nur in bezug auf eine ausgezeichnete Folge oder 
ein Feld der Grundelemente. Ist \fg nur vom Orte abhängig, dann existiert 
im Raum ein Inhaltsmaß im gewöhnlichen Sinne (vgl. [2], § 1 und [11], 
S. 358). 
Die Grundfunktion können wir mit Hilfe des metrischen Grundtensors 
in der Form: 
( 1 . 4 a ) L-(x, u) =g1'g'juiuj, ( 1 . 4 b ) U{x,v)=g-'gijviv' 
darstellen. Aus den Formeln ( 1 . 2 ) kann man sofort feststellen, daß die gu: 
und somit auch g in den u;, bzw. vi homogen von nullter Dimension sind. 
Wir bemerken jetzt, daß mit Ausnahme der Grundfunktion alle übrigen den 
Raum charakterisierenden Größen in den u: bzw. v: homogen von nullter 
Dimension sind. 
Die Komponenten des Einheitsvektors, der die Richtung seines Grund-
elementes hat, sind in den beiden Fällen: 
n 5a) I - ^ u - / ' - 1 • 
( 1 . 5 b ) /.• = _ 4 = r t , ; = v ' Lfgi '• dv* • 
Wir führen die Bezeichnung 
(a) / ( * , „ ) = > ) / ( * , « ) || 
ein, wo / e i n e homogene Funktion bedeutet. Offenbar ist die Operation ||': 
bzw.- ||fc eine tensorielle Operation, die auch den Homogenitätsgrad der Funkti-
onen nicht ändert. Mit Hilfe dieser Operation läßt sich der Torsionstensor 
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durch die Formel 
(1 .6a ) m = . ( 1 . 6 b ) Aijk = Ygij\\i; • 
festlegen. Durch Verjüngung erhält man aus ( 1 . 6 ) den Torsionsvektor 
(1 .7a) /r = A ; " ' = (log i^)|f , (1. 7b) • A: = = (log 
bzw. 
(1 .8a) = ( 1 . 8 b ) A;„!" = {\—(n — \)q)A;. 
Der Torsionstensor ist in seinen ersten beiden Indizes symmetrisch; aus (1. 2) 
folgt aber, daß er nur im Falle p== 0, bzw. q = 0, oder falls a nur von x! 
abhängt, in allen Indizes symmetrisch ist. Bezeichnen wir die Kontraktion mit 
dem Einheitsvektor /', wie gewöhnlich, mit „o", so wird 
(1 .9a) /V"'' A"'l: plÄ\ ( 1 . 9 b ) Aoi,.. = A,„, = ql,Ak 
und nach. ( 1 . 6 ) 
( 1 .10 ) ÄJO = 0, A" = 0 
in - beiden Fäll'en. Dabei ist es :offenbä'r : gleichgültig, ob die. Indizes- oben-.oder 
unten stehen. 
Die Übertragungsparameter der Parallelverschiebung sind: 
(1 .11a) / % ;'/'/. - r 1 [ A . ; " № -/'/,) ( t \ 
+ Kl ( / , c - Al!n?) (f +MS)]] + [/, r,k\} 7," 
bzw. 
( l . i i b ) rfv=yii^gj''{[Ai;"№-n1)gilu + 
+ K^h;dZ-A,J)(lsgtp + qd;Ai)]] + li, r, k]\ y0',, . wo 
' • {dx'! ^ dx< . dxr J 
is. Wir setzen voraus, daß der Tensor 
(1 .12 ) H ^ ö l + A j ' A j 
vom Range n ist und daher der zu ihm reziproke Tensor K l existiert, für 
'den also 
(1 .13) HaK'h = HlKa=ö'a 
besteht. Das Symbol [/, r, k\ drückt aus, daß in (1 .11a) und (1. I I b ) noch zwei 
weitere Glieder auftreten, wo aber /, r, k zyklisch vertauscht sind und im 
letzten Glied noch das Vorzeichen geändert wird. (Vgl. [5] Gleichung (1 .7 ) . ) 
In ( 1 . 1 1 ) kann man nach der Gleichung (1 .9a ) bzw. ( 1 . 9 b ) 
(1 .14a) pAr — AJ', bzw. (1 .14b) qAr = AMr._ 
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setzen. Die Hauptkrümmungstensören sind: 
(1. 15a) Rm% = ^ + r : \ - i r r ; , ; + I^J r:\-[j\k], 
(1. 15b) ^ J ^ - r ^ V r ^ + r l ^ r V u - m i 
wo das Symbol [j\k] den ganzen vorigen Ausdruck mit vertauschten Indizes 
j und k bedeutet. 
§ 2 . Z u o r d n u n g d e r G r u n d e l e m e n t e d e r d u a l e n R ä u m e . 
Es seien 9L und 9i*( zwei allgemeine metrische Räume5), mit den Grund-
elementen (x, z) und (x, z*), wobei (x, z) und (x, z*) entweder eine kovariante, 
oder eine kontravariante Vektordichte bedeutet. 
D e f i n i t i o n . :)i„, und 9t* werden als duale Räume bezeichnet, falls 
eine ein-eindeutige Zuordnung 
{ x ' = x', 
(2 n 1 
der Grundelemente existiert, für die 
( 2 . 2 ) gik(x,z)=g*k{x,z*) 
besteht, wo gik bzw. gl- die entsprechenden Grundtensoren der Räume :)in bzw. 
31* bedeuten. Dabei werden die Funktionen <pl(x, z*) entsprechend den drei 
möglichen Fällen spezielle Formen haben, die wir im folgenden angeben 
werden. 
Der Fall A). Wir nehmen an, daß die Grundelemente von kovari-
ante Vektordichten vom Gewicht —p, die von 9i* hingegen kovariante Vek-
tordichten vom Gewicht —q sind. Bezeichnen wir die Grundelemente von 
'H,, bzw. mit Ui bzw. «*, dann sollen u-k und u* durch die Relationen 
( 2 . 3 ) H ^ f i x , u*))- i mu>, ^ = D e t | ^ | 
zusammenhängen. Wenn noch ( 2 . 2 ) besteht, dann sind % l und 9C, duale. 
Räume. Die Relationen (2. 3 ) sind invariant in bezug auf eine Koordinaten-
transformation, wie das nach ( 1 . 1 a ) und ( 1 . 3 ) sofort bestätigt werden kann. 
Aus (2. 2) folgt noch sofort, daß 





?) Die Größen von :H* werden wir immer mit einem Stern kennzeichnen. 
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Der Fall B). Die Grundelemente von 9i„ bzw. :)i* seien jetzt kontrava-
riante Vektordichten vom Gewicht q bzw. s. Die Zuordnung ( 2 . 1 ) soll jetzt, 
von der Form: 
( 2 . 5 ) • . i i = ( W ( & n ) q ~ ' v " i 
sein. Die Relation (2. 5) ist nach (1. l b ) und (1. 3) wieder koordinateninvariant.. 
Der Fall C). Das Grundelement ut von 9t„ sei eine kovariante Vektor-
dichte vom Gewicht —p, das von aber eine kontravariante Vektordichte 
'<;iC) vom Gewicht -\-q. Die Relation (2. 1) ist in diesem Fall von der Form:. 
(2.6) u! 
Die Umkehrung der Relationen ( 2 . 1 ) ist in diesem Falle durch 
( 2 . 7 ) 
angegeben, da nach ( 2 . 2 ) offenbar auch g'k(x, u)=g*ik(x, v) folgt. Offen-
sichtlich sind die Gleichungen (2. 6), (2. 7) invariant in bezug auf eine Koor-
dinatentransformation. Das folgt sofort auf Grund der Gleichungen (1. 1)-
und (1 .3 ) . 
Die Übereinstimmung der Grundelemente und der Grundtensoren be-
stimmen die Dualität; im nächsten § werden wir aber zeigen, daß diese 
Zuordnung nur dann möglich ist, wenn entweder der Torsionsvektor ver-
schwindet, oder die Gewichte der Grundelemente in den Fällen A) und B) 
einander gleich sind, während im Falle C) die Gewichte von Ü,: und vl ent-
gegengesetzt gleich sind. In den Fällen A) und B) bedeutet aber die Iden-
tität der Gewichte nach (2. 2) und (2. 3) bzw. nach (2. 2) und (2. 5) die Iden-
tität von und -R*. Nur im Falle C) gibt das eine neue Möglichkeit. 
B e m e r k u n g . Aus ( 2 . 2 ) folgt, daß wenn ein Tensor von 9t,* in kova-
rianten Komponenten mit einem Tensor von übereinstimmt, diese dann 
auch in kontravarianten Komponenten übereinstimmen. 
§ 3 . Übereinstimmung der Grundtensoren. 
Im vorigen §-en haben wir die Dualität der allgemeinen metrischen 
Räume definiert, jetzt wollen wir die Identität von weiteren charakteristischen 
Größen beweisen. 
Der Fall A). Aus ( 1 . 4 a ) folgt nach den Gleichungen ( 2 . 2 ) und (2. 3> 
(3.1) L(x,u) = V{x,u*), 
wo L und L* die entsprechenden Grundfunktionen der Räume bedeuten. Nach. 
Da kein Mißverständnis vorhanden sein kann, schreiben wir statt v*1 hur v>. 
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der zweiten Gleichung von (1 .5a) wird wegen (3. 1): 
( 3 . 2 ) / ¡ = * 
Vg>' duj du-, 
Aus (2. 3) und (2. 4) hat man aber • 
^ ( p - Q ) O f g ) r 0 - ^ u J + Ofgy «T,. (IUi (JUi 
Diese Gleichung kann man nach (1 .5a) und (1 .7a) in der Form: 
(3-3) j £ = Q g r ' J [ ( p - < l ) A i l i + * j ] 
schreiben; es wird also aus (3. 2), wenn wir die zweite Gleichung von (1 .5a) 
beachten (in diesem Falle aber für die Größen von ¡R*): 
(3 .4 ) + 
Aus den'Gleichungen (2 .3) , (2 .4 ) und (3. 1) folgt-aber-auf' Grund von (1 .5a) 
unmittelbar, daß 
(3 .5 ) f(x, n) = i'(x, u<) 
besteht. Somit wird nach ( 3 . 4 ) entweder p = q, oder Ä' = 0. 
Die Gleichung ( 3 . 3 ) bekommt also die Form : 
(3 .6 ) fc" 
Aus den Gleichungen ( 2 . 2 ) und (3 .6) erhalten wir nach ( 1 . 6 ä ) : 
A.;x . 1 0g*:J du* 
2 VF* OiC du, 
Wie am Schluß des zweiten § bemerkt wurde, ist außer den trivialen 
"Fall p = q eine Dualität zwischen Räume von kovarianten Vektordichten nur 
dann möglich, wenn die Torsionsvektoren verschwinden. 
Der Fall B). In diesem Falle können wir ganz ähnlich verfahren, wie 
im Fall A). Nach ( 2 . 5 ) und (1 .4b) bekommen wir sofort 
(3.7) L(x,v) = L*{x,v) 
und aus (2. 5) und (1 .5b) wird wieder: 
(3.8) li(x,v) = lt'(x,v*). 
Mit der vorigen Methode erhält man auf- Grund der zweiten Gleichung 
von (1. 5b) daß- entweder. q = s, oder A*' = 0 ' besteht. Aus ( 2 . 2 ) kann man 
auch jetzt unmittelbar 
(3 .9 ) A;ju(x, v) = A*jk(x, r*), 
<3.io) ( i ^ r * 
herleiten. 
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Der Fall C). Beachten wir in diesem Falle noch die Gleichung 
f&(x,v)g>-'°(,x,u) 
die nach ( 2 . 2 ) offenbar besteht, so bekommt man aus (2. 7) nach der Iden-
tität ( 1 . 4 b ) unmittelbar die Relation: 
<3.11) L ( x , u ) = L*(x,v) 
und somit wird aus (2. 6) 
( 3 . 1 2 ) /,-(*, u) = /?(x,v;). 
Die Herleitung der Formel für ist etwas länger.- Aus der Glei-
chung ( 2 . 6 ) bekommt man nach (1 .5b) , ( 1 . 6 b ) und ( 1 . 7 b ) : 
Nach ( 1 . 9 b ) bekommt man aus dieser* Gleichung: 
(3 .13) | 
Differenzieren wir jetzt ( 3 . 1 1 ) nach v1:, so wird nach der zweiten Gleichung 
von (1. 5b ) : ' # 
/r = l [ p l L i O L . 
/'' ^ diu- a b -
setzen wir in diese Gleichung den Wert aus ( 3 . 1 3 ) ein, so muß wegen dv 
( 2 . 2 ) und ( 3 . 1 2 ) entweder p = q, oder At = 0 bestehen. Aus (3. 13) wird 
jetzt: • 
(3-14) . H = 
Nach (2. 2) und (3. 14) bekommen wir für die Torsionstensoren der 
Räume: 
Aijk = Ayl.-, 
es ist nämlich: 
2 g^g.*' ^v'. -
Unsere bisherigen Resultate können wir im folgenden Satz zusammen-
lassen : 
S a t z 1. Für die Dualität der allgemeinen metrischen Räume %t und 
ist notwendig, daß entweder das Gewicht der Grundelemente bis auf das 
Vorzeichen einander gleich sei, oder daß der Torsionsvektor AL verschwinde. 
Im Falle A) und B) stimmt das Vorzeichen der Gewichte überein, im Falle C) 
ist es aber nach (1. 1) verschieden. 
Wir werden im folgenden sehen, daß diese Bedingungen schon hin-
reichend sind, wenn noch die metrischen Grundtensoren in. entsprechenden 
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Grundelementen übereinstimmen; vgl. dazu den Satz V. der eben diese Tat-
sache beweist. Offensichtlich folgt aus dem Satz I, nach ( 1 . 7 ) der 
S a t z I I. In den dualisierbaren Räumen mit q existiert immer ein 
Inhaltsmaß im gewöhnlichen Sinne. 
(Im Falle A) und B) sind die Gewichte, wie schon bemerkt wurde, 
immer verschieden.) 
Die Finslerschen Räume, für die A = 0 und L(x,x)> 0 besteht, sind 
aber nach einem Satze von A. DEICKE (vgl. [7]) mit den Riemannschen 
Räumen identisch. Ist ein allgemeiner Raum mit p^O zu einem Finslerraum 
dual, dann ist nach Satz I für beide Räume A; = 0. Somit hat in diesen 
Räumen der metrische Grundtensor die Form: 
(3-15) gik ---=£;*(*). 
Diese Räume sind also im wesentlichen auch Riemannsche Räume. Läßt man 
die Bedingung L(x,u)> 0 oder L(x, v) > 0 fallen, will man also nur solche 
Räume berücksichtigen, deren Metrik nicht positiv definit ist, wie sie z. B. in 
der Relativitätstheorie benutzt werden (vgl. etwa [10]), so folgt aus Ai = 0 
nicht, daß der Tensor gih die Form ( 3 . 1 5 ) hat. Ein Beispiel für einen solchen 
Raum befindet sich in L. BERWALDS Arbeit [2], Fußnote 39 ,auf Seite 161. 
Vom geometrischen Standpunkt aus ist es zweckmäßig in diesen Räumen 
unsere Betrachtungen auf solche Teilbereiche der Grundelemente, beschränken, 
in denen L > 0 besteht. Offenbar kann man in diesen Räumen, ebenso wie 
in der Relativitätstheorie, den „Nullkegel" konstruieren. (Vgl. [10] S . 252—254. ) 
Die Konstruktion wollen wir aber jetzt nicht durchführen, da diese in erster 
Reihe ein physikalisches Interesse'hat. 
Das zitierte Beispiel von L. BERWALD kann man leicht auf allgemeine 
Räume übertragen. Das beruht auf der Tatsache, daß falls F(x, z\..., z") 
eine Funktion bedeutet, die ebensolche Eigenschaften hat, wie die Grundfunk-
tion L(x, u), dann 




ist. Es sei jetzt F(x,z) = L(x,u), so wird, wenn wir zl = Ui setzen (da es 
jetzt um eine rein formale Rechnung handelt, kommt die Stellung der Indizes 
nicht in Betracht): 
(3 .16a) ¿i = — T ^ D e t 
u 
1 O'F-
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Entsprechend ist im kontravarianten Fall : 
( 3 .16b) ¿ , = = — Det 
Es ist also in beiden Fällen 
c 
und nach 
d2L \ dL 
d'tfdv* i d.v* 
dL ; o 
dv 
(a) • g = a 71 p- 1 (b) . g = a •vq-1> 
wird 
n'+i i 
( 3 . 1 7 a ) , g ^ Ü ^ L f ^ , 
ii+i i • 
(3 .17b) g ^ L ^ L x ^ K . 
Ebenso wie in der Cartanschen Geometrie ergeben die Grundfunktionen 
i i 
(a) L(x, « ) = ( « ! « , . . . « „ ) " , (b) L(x,v)==(v'v-.. ,vn)7' 
solche Räume, für die — 0 besteht, wenn nur n ungerade ist. In beiden 
Fällen wird Lx die Form 
/-, ü>(n)L " 1 
haben. Man kann im allgemeinen einen Raum 31« mit Al = 0 dadurch charak-
terisieren, daß seine Grundfunktion die Lösung der partiellen Differential-
gleichung 
( 3 . 1 8 ) /„, rP(x)L " 1 
ist, wo L, durch (3. 16a) bzw. im kontravarianten Fall durch (3 .16b) ange-
geben ist. 
Zum Schluß dieses Paragraphen bemerken wir, daß in den Fällen A) 
und B) aus 
f(x, u)=r(x,ut), f(x, ^ 
nach ( 3 . 6 ) und (3r 10) die Identitäten 
(3 .19a) / U ' W T (3 ,19b) 
folgen, wenn /und /* zwei Größen der Räume 9t „ und 9t* sind. Im .Falle C) 
folgt nach (3. 14) : 
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§ 4 . Identität der Übertragungsparanieter 
und der Krümmungstensoren. 
• 
Die Fälle A) und B). Aus den Definitionsgleichungen ( 2 . 2 ) der 
dualen Räume kann nach einer leichten Rechnung gefolgert werden, daß die 
Übertragungsparajn.eter und die Krümmungstensoren der dualen R ä u m e i n 
einander entsprechenden Grundelementen identisch sind. Aus ( 2 . 3 ) bzw. 
(2. 5 ) folgt nämlich : 
(4 .1a ) f ( 4 . 1 b ) ^ = V / d x k V* r / Q X k \ / d x i . vv / d x i . 
Sind nun f(x, u) und f*(x, u*) zwei Größen, für die die Relation 
f(x,u)=f(x,u') 
besteht, und betrachten wir x\u* als unabhängige Veränderlichen, so folgt, 
wenn / in den ih bzw. f* in den u* homogen von nullter Dimension ist, daß 
( 4 . 2 ) » r v ' dxl dx' 
besteht. Nach (4. ,1a) besteht nämlich auf Grund der Eulerschen Relation 
über homogene Funktionen : 
df Oui_Q 
' dUi dx" 
In entsprechender Weise folgt die Gleichung ( 4 . 2 ) auch im Fall der kontra-
varianten Vektordichte als Grundelement. 
Aus den Gleichungen (4. 1) und ( 3 . 1 9 ) folgt nun die Identität der 
Übertragungsparameter und der Krümmungstensoren. 
In dem Falle C), wo es sich also um die Dualität eines Raumes mit 
kovarianter Vektordichte zu einem mit kontravarianter Vektordichte handelt, 
werden wir die Identität der Grundgrößen mit Hilfe der „oskulierenden 
Räume" durchführen können. In den nächsten Paragraphen konstruieren wir 
deshalb den oskulierenden Raum; wir werden aber keine Einschränkungen über 
den Torsionsvektor Al machen. Im folgenden werden wir schon die Bedingung 
i4*==0 fallen lassen und somit wieder den allgemeinsten Fall untersuchen. 
§ 5 . Der oskulierende Riemannsche Raum. 
(a) Räume mit kovarianter Vektordichte als Grundelement: Bevor wir den 
oskulierenden Riemannschen^aum eines allgemeinen metrischen Raumes 9i„ 
mit kovarianter Vektordichte als Grundelement konstruieren, werden wir die 
Formel des Übertragungsparameters, also ( 1 . 1 1 a ) etwas umformen. Über-
schieben wir (1. l i a ) mit /,, beachten wir die Gleichungen (1 .9a) , (1. 12) 
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und (1.14a), so erhalten wir für die Übertragungsparameter die Formel: 
(5 .1 ) Ftjk — '/ißt -f- Aij Tmok + Ajk r*wi—Am r,* 0 j , 
die man noch in der Form 
(5 .2 ) ffjk = Yißt-\- A^ rMOk -j- Ajk f moi—Au- r m a j 
schreiben kann, wo für r M , die' Relation 
r r* A m r /"" n! Am r iok *- £oli *• mok —: ' tok ylit* ' mok 
besteht. ( 5 .2 ) stimmt dann mit der "Gleichung (3. 9) (a) von , [6], S. 246 : 
überein. 
Nach diesen Vorbereitungen gehen wir zur Konstruktion des oskulierenden 
Riemannschen Raumes über7). Es sei eine Folge der Grundelemente 
(5 .3* ) r .r(/), 
(5.3**) Ui = Ui(t), 
die wir Grundfolge nennen wollen, angegeben, wo die auftretenden Funk-
tionen im folgenden immer hinreichend oft stetig differenzierbar seien. Durch, 
jedes Element von (5 .3 ) legen wir nun eine Hyperfläche hindurch in der 
Weise, daß diese Schar von Hyperflächen einen «-dimensionalen Teilbereich 
um (5. 3) schlicht bedecke. Dabei betrachten wir die Hyperfläche als den 
Ort ihrer Grundelemente. (Vgl. [6] S. 252.) 
Ist nämlich einei<Hyperfläche in ,parametrjsaher,iForm. durch 
= X£(<7], O-, . . . , O' 1- 1) 
angegeben, so kann man in jedem ihrer Punkte die Größen 
= 1);+I D e t 
dx r 
dok A: = 1 , 2 , . . . , H - 1 
bestimmen. Die pi(o) bilden eine kovariante Vektordichte vom Gewicht —1.. 
Diejenigen (x\ ui), für die das Verhältnis der ii; mit dem derp< übereinstimmt, 
werden wir als das dem (Xi,pi) zugeordnete Grundelement bezeichnen. Somit 
erhalten wir unsere Hyperfläche in der Form: 
r = ¿(o1, a-,..., ff'"1), u:. = o(x)Ui{o\ a 2 , . . . , ff1'"1). 
Nach unserer vorigen. Konstruktion haben wir erreicht, daß J n sö zu 
jedem Punkt xi eindeutig ein Grundelement Ui(x). zugeordnet ist, nämlich 
dasjenige Grundelement, das von der durch den Punkt xl hindurchgehende 
Hyperfläche unserer Schar bestimmt wird. In den Punkten der Kurve (5 .3* ) 
sind diese Grundelemente nach der Konstruktion offenbar eben die durch 
(5 .3** ) angegebenen u,. Offenbar gilt für die in den Punkten der Kurve 
•) Die oskulierenden Riemannschen Räume sind in Spezialfällen in den Arbeiten [13] 
und [16] untersucht worden. In [13] ist p = 1 bzw. in [16] <7 = 0. 
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(5. 3*) definierten (5 .3** ) 
UiW-mixit)). 
Führen wir jetzt die Ui(x) in den metrischen Grundtensor ein/ so be-
kommen wir einen eindeutig bestimmten Tensor 
(5 .4) Yilt(x)=gik{x,p(x))~gik{x,u(x)), 
der allein von den xl abhängig ist, also einen Riemannschen Raum darstellt. 
Diesen Raum wollen wir den oskulierenden Riemannschen Raum in 33 
bezeichnen. 
Wir wollen jetzt eine Annahme über unsere Schar von Hyperflächen 
machen. Wir wählen einen Punkt x' aus 23, und einen Punkt x'(t) aus (5 .3 * ) 
so, daß 
(5 .5) |x' —x'(t)| <*• (t: fest) 
bestehe, wo s eine beliebig vorgegebene Größe ist. Der Einheitsvektor, der 
die Richtung von üi(x) hat, ist h(x). Unsere Annahme lautet nun: 
F). Der Vektor h(x) soll im oskulierenden Riemannschen Raum in den 
beiden Punkten xl und xl(t) parallel sein, wenn Größen höherer als erster 
Ordnung in s vernachlässigt werden. 
Die anschauliche Bedeutung dieser Annahme betreffs des Vektors U(x) 
ist die folgende: liegen die Mittelpunkte xi der Grundelemente «¿(x) in einer 
schmalen Umgebung von (5 .3*) , so sind die zu diesen Grundelementen 
gehörigen Einheitsvektoren im oskulierenden Riemannschen Raum in erster 
Annäherung parallel. 
Wir geben jetzt die analytische Formulierung unserer Annahme. Wir 
legen durch die Punkte x.1 und x'(t) die Kurve 
<5.6) ( i : f e s t ) 
Offenbar besteht für die Punkte von ( 5 . 6 ) die Ungleichung (5 .5 ) . Nach 
unserer Bedingung soll h längs (5. 6) in dem durch ( 5 . 4 ) bestimmten Rie-
mannschen Raum parallel sein. Das ergibt die Gleichung: 
i d h . ) d x k 
(p) • ' . ' " . • 
wo r'i'kix) die aus den y lk gebildeten Christoffelklammern bedeuten. In Hin-
sicht auf ( 5 . 6 ) bekommt man 
( 5 . 7 ) . = 
eil- i9) ' • 
Die Größen /TO, ~ , I?.h sollen in (5. 7) alle längs der Kurve ( 5 . 6 ) gebil-0 x 
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< 5 . 8 ) 0. 
det werden. Verwenden wir jetzt den Mittelwertsatz der Differentialrechnung8) 
dl- (e) 
auf die Größen /,„, — ^ und r ? , : , und vernachlässigen wir die Glieder in s 
U ^ . 
höherer Ordnung, so bekommen wir eine Gleichung von der Form (5. 7), in 
der aber die genannten Größen längs xl(t) (t fest) zu bilden sind. Wegen 
der Willkürlichkeit des Punktes 5c*.bekommt man aus ( 5 . 7 ) : 
d.x" 
Diese Gleichung besteht also nach unserer Forderung längs ( 5 . 3 * ) . Die 
Gleichung ( 5 . 8 ) können wir noch nach der Relation ( 1 . 5 a ) in der Form 
/K n\ '> «< L / • f ' I , o , l'g1, ! 
(5- 9 ) ^ f ! " ' 
angeben. Das Glied f,.us wird im folgenden keine Bedeutung haben, da der 
3 u 
Ausdruck ——f- immer in Relationen von der Form 
. DXH 
0 T ,/ u. 
diis ox': 
auftreten wird, wo T(x,u) in den U; homogen von nullter Dimension ist. 
Nach der Eulerschen Relation über homogene Funktionen ist aber 
vT . 
, ii, 0. • , • <"'* " 
Bilden wir jetzt die Christoffelklammer aus dem Tensor ( 5 . 4 ) . Es wird : 
/r , m . , VF (A * du, . . s dus s duA <5. 10) , /,,..• ^ - i - l \A:j - j j r + Aj* , r - - J , 
wo 
1' (dgy , dgjk "dg,*) 
. - i , } k 2 I. dx" ^ axi dxi) 
ist. Dabei haben wir die aus ( 1 . 6 a ) folgende Formel 
As — — p-..| ls ' 
benützt. Nach ( 1 . 9 a ) und {S . 10) wird: , 
/ r , VF f « ' > du,. . , ,>• du,- . r du <5. 11) rsok^ysok + ±j-\plsÄ -JW+phA -^--Asi: ~-l'\ . 
s) Aus l„,(x(o)) wird z. B.: 
L = L(x(t)) -i- o(xi~xi(t)) — 0x> 
-wo die Argumente von sind: 
xHf) + &o(x;—x-(t)) (0 < & < 1). 
A 13. 
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Nach ( 5 . 9 ) und (5. 11) wird: 
' d u r (5. 12) V 
L .. dUt r • 
Yroo+pA'-^^r—follr. dx> ' fgi '/"" dxr 
Aus der aus (1. 12) folgenden Relation 
A'A,; i<>i r —-Oy 
folgt wegen (5 .9 ) , ( 5 . 1 1 ) und (5. 12) nach Überschiebung mit A": 
(5. 13) 
d u l h 
. dxl ( H l - p l r A ' ) - A
l yiür - (//,'" — d?) p 
Wir bemerken jetzt, daß man im Falle p = 0 (5. 12) unmittelbar in die 
Gleichung ( 5 . 1 1 ) einsetzen kann, was wegen ( 5 . 2 ) 
(?) 
( 5 . 1 4 ) . /;../.. r * , ! : 
ergibt. 
Diese Gleichung werden wir aber auch im allgemeinen Fall, also für 
/7={= 0 herleiten. Überschieben wir die Gleichung (5. 13) mit 
Kidl+phA"), 
so wird man nach (1. 13) und nach der Relation 
(5. 15) k : /, 
(vgl. etwa [5] S. 2 9 6 ; nach ( 1 . 1 2 ) und (1. 13) kann man aber die Relation 
(5. 15) sofort verifizieren), die Gleichung , 
(5. 16) A* 
du„ 
dxl Yg" 
Kl Atytor--{H7-(fr)y„ ' p ' 
erhalten, wo [• • •] solche Glieder bedeutet, die im folgenden ausfallen werden. 
Nach (5. 9) und (5'. 11) wird die Gleichung 
..V 0 Iis An' 
d x k 
A-s 
• 
L , , du,-^•y^+plkA 
Yg d x s 
A rJU^» 
Ask dx* 1 
bestehen. Setzen wir in dieses Gleichung die Werte aus (5. 12) und ( 5 . 1 6 ) 
ein, so erhalten wir nach einigen leichten Umformungen : 
L : Ö US 
. d x k Yg" 
- A sr*0, tltj ! s I; . 
Setzen wir diese Werte in (5. 10) ein, so erhalten wir unmittelbar die w i c h -
tige Relation: 
(?) 
( 5 . 1 7 ) • r,Jk(x) = / •*,(*> «), 
die längs der Grundelementfolge ( 5 . 3 ) besteht. 
Wir können diese Resultate im folgenden Satz zusammenfassen : 
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S a t z III. Längs der Folge von Grundelementen stimmen die Über-
tragungsparameter des oskulierenden Riemannschen Raumes und die des allge-
meinen Raumes 9i„ überein. 
B e m e r k u n g . Aus (5. 17) folgt sofort die Gleichung (5. 14); aber es 
gilt auch, daß aus (5. 14) nach (5. 9) und (5. 10) die Relation (5. 17) folgt. 
Nach (5. 17) können wir die Gleichung ( 5 . 9 ) in der Form 
schreiben. Mit Hilfe dieser Gleichung können wir sofort den folgenden Satz 
beweisen: 
S a t z IV- Längs der Folge von Grundelementen stimmt.das invariante 
Differential eines Vektors im oskulierenden Raum mit dem des Vektors im 
allgemeinen Raum 3i„ überein. 
B e w e i s . Das invariante Differential von t,1 im oskulierenden Riemann-
schen Raum lautet: 
(?) (?) 
(5- 19) /J ; ' d i : • f ! a d x : . 
Längs (5. 3) ist nun 
Qu, 
d x k 
somit wird nach (5 .10) und (5. 18) 
(?) ' • 
(5 .20 ) /V/dx CTdiL - r:,dx\ 
w o 
• Fik = Fi''k—M Fsoii = F/.k—M FSOk, C{ 
bedeuten. Setzen wir nun ( 5 . 2 0 ) in (5. 19) ein, so bekommen wir eben den 
Satz IV. (Vgl. etwa [6] S. 246.) 
Wir wollen noch darauf hinweisen, daß man mit Hilfe des oskulieren-
den Riemannschen Raumes das invariante Differential in diesen allgemeinen 
Räumen ebenso einführen könnte, wie im Finslerschen, Raum das von Herrn 




(b) Räume mit kontravarianter Vektordichte als Grundelement.. In diesen 
Räumen können wir bei der Konstruktion des oskulierenden Riemannschen 
Raumes in ungefähr analoger Weise verfahren wie vorher, doch werden wir 
der Vollständigkeit halber die Konstruktion auch jetzt durchführen; wir wol-
len aber in erster Linie diejenigen' Überlegungen ausführen, die von dem 
vorigen Fall abweichen. 
, dx': = du,, v>' • 7 
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(1. I I b ) können wir in die Form: 
(5. 21) / 'ijl. Y ¡.iL' Aij fowk ' AjU I^omi îfc Fo-mj v-
umwandeln. 
Es sei nun eine stetige Folge 
( 5 . 2 2 * ) x{ = x ! ' (0 , 
( 5 . 2 2 * * ) v' = tf(t) 
der Gründelemente, die Grundfolge angegeben. Durch jedes Element von 
{5. 22 ) legen wir eine Kurve hindurch, und wir betten die Kurven in eine 
Kurvenschar ein, so daß diese Kurvenschar einen n-dimensionalen Punkt-
bereich 33 um (5. 22* ) schlicht bedecke. 
Gegenüber der vorigen Konstruktion benützen wir hier statt der Hyper-
flächenschar Kurvenscharen, da zu den Punkten einer Kurve 
x'^x'(s) 
ein kontravarianter Vektor in natürlicher Weise zugeordnet ist; nämlich der 
Tangentenvektor 
Der Tangentenvektor in einem Punkt bestimmt aber eindeutig im Raum 3i„ 
ein Grundelement 
' V< = v*(s), 
wo das Verhältnis der vl mit dem der x'1 übereinstimmt. Somit erhalten wir 
für eine Kurve unserer Kurvenschar die Darstellung 
xi = xi\s), vl = vl(s). • 
: Zu jedem Punkt x1 in 23 ist. also eine kontravariante Vektordichte V'"(JC) 
zugeordnet, nämlich dasjenige Grundelement, das durch diejenige Kurve 
bestimmt wird, die eben durch x{ passiert. Längs (5. 22* ) gilt natürlich 
' • ' ( 0 ( * ( > ) ) • 
Führen wir jetzt die v'(x) in den metrischen Grundtensor ein, so erhalten 
wir den Tensor 
( 5 . 2 3 ) yl/;(x)rs::gi/;(x,v(x)), 
der den metrischen Grundtensor des okulierenden Riemannschen Raumes 
darstellt. ~ 
Wir stellen auch in diesem Falle über den Einheitsvektor t(x), der die 
Richtung seines Stützelementes hat, die folgende Forderung: 
F') Wenn xl aus 23 und x{(t) aus (5. 22*) gewählte Punkte sind, für die 
|j?—x'iOl c« (t fest) 
besteht, dann soll ll(x) im oskulierenden Raum in den beiden Punkten x' und 
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x*(t) parallel sein, wenn Größen höherer als erster Ordnung in s vernach-
lässigt werden. Damit haben wir die konstruierte Kurvenschar spezialisiert. 
Aus dieser Bedingung können wir leicht die der Gleichung (5. 8) ent-
sprechende Relation ableiten. (Vgl. [16], insb. die Herleitung der Gleichung 
(2, 18) auf Seite 172.) Es wird: 
(5-24) . • + = - ' 
das man nach ( 1 . 5 b ) auch in der Form: 
(5 -25) ^ = (/, = - ¿ > § ¿ 1 ^ ) 
schreiben kann. 
Die Christoffelklammer, gebildet aus dem Tensor ( 5 . 2 3 ) ist : 
(i>) 1 f n if ß vs D if 
•Lfg'1 \ "x\ dx' . dx' 
Aus. den Gleichungen ( 5 . 2 5 ) und (5. 26) erhalten wir in Hinsicht auf ( 1 . 9 b ) 
• . ^ № + 2qfA,) =~L f r "A, + +/>'• 
Überschieben wir diese Gleichung mit , • 
{ö'~2 qtAs), . 
so wird 
(5 .27 ) - f ^ = — Z . Z o o + ^ ^ . 
Aus (5. 25) und (5. 26) bekommt man noch wegen 
A,Askr = — (Hkr—gkr), //„, = /,. 
nach Verwendung von (1. 13) 
(5. 28) Am = -L]Jg>Kl: ^AsY:k + ^(gkr-Hkry/:0 
B e m e r k u n g . In unseren Betrachtungen können wir immer <7=j=0 
bedingen, da der Fall <7 = 0 in [16] schon vollständig entwickelt ist. 
Wir können jetzt die in (5 .26) auftretenden Größen 
IJS d x k 
berechnen. Nach (5. 25), ( 5 , 2 7 ) und (5. 28) wird 
( 5 . 2 9 ) A y . - £ j r = - L V F > A i / r Z k 
. 1 9 0 A. M o o r 
(Bei der Herleitung von ( 5 . 2 9 ) haben wir noch zur Vergleichung 
( 5 . 3 0 ) A t / r l u 
aus (1. I I b ) berechnet.) Nach ( 5 . 2 6 ) und ( 5 . 2 9 ) folgt in Hinsicht auf ( 5 . 2 1 ) , 
daß längs der Grundelementfolge (5. 22) 
(o) • -
( 5 . 3 1 ) . r , j l ; ( x ) : /- ,M-V ; ) 
besteht. Damit haben wir die Gültigkeit des Satzes III auch im Fall der 
kontravarianten Vektordichte bewiesen. 
Benützen wir nun die längs (5. 22*) gültige Relation 
so kann man auch in diesem Falle den Satz IV beweisen. Aus (5. 19) und 
(5. 26) bekommt man nämlich 
fe) • 
( 5 . 3 2 ) Fhdx1 = Cldv° + F!,:dxk, 
wo •' 
Ffl;z=Fi\--\-AfsI''ok, Cfs = 77=A/s 
• Lfg7' • 
bedeuten. Setzen wir ( 5 . 3 2 ) in (5. 19) ein, so bekommen wir eben den Satz 
IV im kontravarianten Fall. (Vgl. [6] S. 246.) 
B e m e r k u n g . Offenbar ist 
und wegen Afu.= 0 können wir noch für r*Jh die Relation 
aufschreiben, die mit der von E . T . D A V I E S angegebenen Formel vollständig 
übereinstimmt. (Vgl. [6] Gleichung (3. 9b).) 
* 
* * 
Geometrische Bedeutung der Annahme bezüglich l'(x). Die Annahme, 
die wir für den Einheitsvektor l'(x) in beiden Fällen vorausgesetzt haben, ist 
analytisch durch ( 5 . 8 ) bzw. ( 5 . 2 4 ) angegeben. Überschieben wir diese 
Gleichungen mit dx1-, so folgt, daß längs der Grundfolgen das invariante 
Differential des Vektors l'(x) im oskulierenden Riemannschen Raum ver-
schwindet. Nach dem Satz IV verschwindet aber dann das invariante Diffe-
rential von /!(x, u) längs der Grundfolge dev Grundelemente auch im allge-
meinen metrischen Raum Di». 
Das bedeutet aber, daß die einzelnen Hyperflächen bzw. die einzelnen 
Kurven der Scharen, mit denen wir den oskulierenden Riemannschen Raum 
Metrische. Dualität den allgemeinen Räume. 191 
konstruiert haben, mindestens längs der Grundfolgen „autoparallel" sein 
sollen. 
Autoparallele Hyperflächen, oder Hyperebenen, existieren nicht in jedem 
dln- Für die Existenz solcher Gebilde hat L. BERWALD im. Cartanschen Raum 
{ / 7 = 1 ) die Bedingung 
( 5 . 3 3 ) Roju = 0 
abgeleitet (vgl. [1] S. 235—236) . Autoparallele Kurven existieren dagegen 
immer in den Räumen Di„ und sind im Falle 
A ooi — 0 
mit den Extremalkurven identisch (vgl. [6] S. .257—258 und [9] S . 77). 
Wir betonen aber, daß die einzelnen Elemente der Scharen nicht in 
allen ihren Punkten geodätisch zu sein brauchen. Vgl. noch dazu die Fuß-
note30) in [16] auf Seite 170. Nach dieser Bemerkung genügt also zur .Mög-
lichkeit der Konstruktion, daß. die Flächen- bzw. Kurvenschar längs der 
Grundfolge eine Schar der aütoparallelen Flächen bzw. Kurven oskuliere, d. h. 
daß unsere Konstruktion auch in Räumen gültig ist, für die ( 5 . 3 3 ) nicht 
besteht. 
§ 6 . Identität der-Übertragungsparameter und Krümmungstensoren 
der dualen Räume mit kontravarianter bzw. kovarianter 
Vektordichten als Grundelement. 
Bedeute jetzt wieder Di* einen allgemeinen metrischen Raum mit kontra-
varianter Vektordichte, 9l„ einen solchen mit kovarianter. Vektordichte als 
Grundelement. Nach den Resultaten von § 3 muß also für die Dualisier-
barkeit von Dir. und Di„ entweder der Torsionsvektor Al verschwinden, oder 
p = q sein. Die Grundelemente von Di„ und Di*, sind einander durch ( 2 . 6 ) 
und ( 2 . 7 ) zugeordnet. 
Es sei eine Grundfolge 
a": r ( / ) , v' = -i>'(t) 
in Di* angegeben, zu der wir mit der im vorigen Paragraphen angegebenen 
Methode den oskulierenden Riemannschen Raum konstruieren. In einem Teil-
bereich 23 von Di* ist dann 
< 6 . 1 * ) /;' v:(x) 
und nach (2. 6) wird auch -
<6.1) . II; ti;(x) 
bestehen. Aus (2. 2) hat man noch die Identität: 
<6.2) g,3(x, u(x)) = g*(x, v(x)) = y„(x), 
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wo Yij(x) den metrischen Fundamentaltensor des oskulierenden Riemannscheri 
Raumes bezeichnet; ( 6 . 2 ) bedeutet nach ( 6 . 1 ) , daß zu dem oskulierenden 
Raum von 9t* automatisch ein Riemannscher Raum zugeordnet ist, von- dem 
wir sogleich nachweisen, daß er ein oskulierender. Riemannscher Raum voa 
9t,, ist. Dazu müßen wir nun zeigen, daß die Forderung F ) , die sich analy-
tisch durch (5. 8). ausdrückt, für gültig ist. 
Zufolge der Gleichungen ( 2 . 6 ) , (3. 12), (6. 1*) und (5. 24) wird aber der 
zu ( 6 . 1 ) gehörige Einheitsvektor ¡¡(x) die Gleichungen ( 5 . 8 ) längs der 
Grundfolge befriedigen. Daraus folgt nun, daß der zuvor erwähnte Riemann-
sche Raum ein oskulierender Raum ist. 
Die Gleichungen (5. 8 ) und) (5. 24) sind übrigens tensorielle Relationen, 
und sie drücken aus, daß das kovariante Differential des Vektors /' im osku-
lierenden Riemannschen Raum längs der Grundfolge verschwindet. 
Nach Satz III ist aber längs der Grundfolge 
(?) 
( 6 . 3 ) r i j k ( x ) ^ r U x , v { x ) ) = r U x , u ( x ) ) , 
wo wir mit r * J k den Übertragungsparameter von -9t,, bezeichnet haben. Zu 
jedem dualen Elementenpaar 
(-*, '•), (x,u) 
der Räume 9t* und 9t» kann man aber einen gemeinsamen oskulierenden 
Riemannschen Raum konstruieren. Dann folgt aus (6. 3) 
( 6 . 4 ) . * r r A x , v ) = T & ( x , u ) ; 
diese Gleichung drückt aus, daß die Übertragungsparameter. der dualen 9 t 
und 9t* übereinstimmen. 
Aus (6. 2 ) und (6. 4) folgt selbstverständlich auch 
(6.5) r?k(x,v) = f?k(x,u). 
Wir beweisen jetzt die.Identität der Krümmungstensoren ( 1 . 1 5 a ) und (1. 15b). 
Nach (3. 20) und (6. 5) folgt: 
te. k\ 0 F i J k N R * r dFi J k . 0 I i Ji; 0 Ut 
( 6 - 6 ) = T x ^ + T U T ö x ^ ~ ~ g r t 1 fcl|r° 
dabei haben wir xl, vl als unabhängige Veränderlichen betrachtet, während 
u'iVonxl,vl gemäß ( 2 . 6 ) abhängt. Die Gleichung ( 2 . 6 ) schreiben wir nun in 
der F o r m : 
( 6 . 7 ) . ut = Q / ] r r " ~ q g r t ( x , u ) v r . 
Wegen (3. 12) und 
^ ,/ = 2 ( ) f g )'*''"'Arl* t = 2p(\fgy%A" . 
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bekommt man aus (6. 7) 
(6-8) ^ = u t ( p m ( x , u , v ) + - ^ M ± r , 
dxm Vgi> ßxm 
wo (pm(x,u, v) eine Funktion der Argumente x, u, v bedeutet, die man aus 
(6. 7) leicht explizit bestimmen könnte, die aber für die folgenden unwesent-
lich ist. Setzen wir ( 6 . 8 ) in (6. 6) ein, so wird wegen der Homogenität null-
ter Dimension der Fi\ in den ut die Relation ' 
/•FI OY d l l Jk r*J II T~*r —lilJL r*i L L ' - F 9 ^ í r* 1 
bestehen. Nach ( 5 . 1 ) wird wegen der Identität (1 .9a ) 
/>' h* r* Ort) A*'r 
— — l l otm • l tom ¿é^fitr\ l rom* 
Ö X 
Setzen wir das in (6. 9) ein, so wird in Hinsicht auf die Homogenität von 
nullter Dimension der f*Jk in den ut: 
(6 .10) ' ^ - r v ^ n ^ ^ r v ^ T L , : 
Aus den Relationen (6. 5) und (6. 10) folgt die Identität der Krümmungstensoren 
der dualen Räume. . 
Aus der Relation (6. 5) kann noch eine weitere fundamentale Identität . 
bewiesen werden. Wenn für ein Vektorpaar die Gleichung 
?'(*, >:) P(x, u) 
in den einander entsprechenden Elementen besteht, dann folgt: 
(6.11) = 
Der Beweis kann analog zur Rechnung geführt werden, die aus (6. 5) zur 
Gleichung (6. 10) führte. Statt rVk steht hier g . . 
Wir können also unsere Resultate über die dualen Räume im folgenden 
Satz zusammenfassen: 
S a t z V. Die Grundgrößen der dualen allgemeinen Räume stimmen in 
den einander entsprechenden Grundelementen überein. Die Grundoperationert)-
ergeben aus übereinstimmenden Größen wieder übereinstimmende Größen. 
Sind die Räume 9t» und 9i* dualisierbar, dann ist entweder p = q, oder 
es verschwindet identisch der Torsionsvektor A\ 
Aus dem letzten Teil dieses Satzes folgt, daß die Räume dtn mit kovarian-
ter Vektordichte als Grundelement mit den Räumen 9i,* mit kontravarianter 
'•>) Die Grundoperationen sind: 1) das invariante Differential, 2) die kovariante Ablei-
tung und 3 ) die Operation |¡4 bzw. ||t. Die Indentität der invarianten Differentiale der 
dualen. Räume folgt unmittelbar aus Satz IV, da die oskulierenden Räume von Dt„ und! 
3?* gemeinsam sind. 
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Vektordichte als Grundelement gleichberechigt sind, falls das Gewicht der 
•Grundelemente die Relation p = q befriedigt.I0) 
Zum Schluß bemerken wir noch, daß in den Räumen mit A' = 0 ein 
Rauminhalt im gewöhnlichen Sinne existiert. Nach ( 1 . 7 ) ist nämlich g von 
Ui bzw. r} unabhängig, somit ist 
•(6.12) V= | f g dxx dx1... dx" 
•ein Maß des Raüminhalts. Ist so kann man mit Hilfe der Formel 
•(6. 12) den Rauminhalt erst in bezug auf ein Feld 
= « , ( * ) , bzw. v' — v'(x) 
berechnen. 
§ 7 . D i e D u a l i s i e r u n g e i n e s a l l g e m e i n e n R a u m e s . 
In vorigem betrachteten wir immer zwei Räume 9i* und 9i,„ die wir als 
duale Räume bezeichneten, falls die metrischen Grundtensoren in einander 
entsprechenden Gruridelementen übereinstimmten. Jetzt wollen wir zeigen, daß 
zu einem Raum 9t*, dessen Grundelemente kontravariante Vektordichten sind, 
immer ein dualer Raum 9t„ konstruiert werden kann, dessen Grundelemente 
kovariante Vektordichten sind. 
Bedeutet 9t* mit der Grundfunktion L*(x,.v) einen allgemeinen Raum, 
und ist das Gewicht der Grundelemente p, so gilt der 
Satz VI. Besitzt die Gleichung 
( 7 . 1 ) U: - (g*(x, ^y' gf.ix, r),:> ' 
mindestens eine,, in . den uk von erster Ordnung homogene Lösung v': = v' (x, u), 
• so kann zu 91* ein dualer 9i„ konstruiert werden."") 
B e m e r k u n g . Die Gleichung (7. 1) ist mit (2. 6)" identisch, falls in 
( 2 . 6 ) p = q gesetzt wird. 
B e w e i s d e s S a t z e s V I . Bestimmt man v'; aus (7. 1) in der Form 
?/ = v':(x, u) und substituiert man diese Werte in die Grundfunktion L*(x, v), so 
erhält man eine Funktion L(x, u) und es wird 
L*(x, v) = L(x, u). 
Aus dieser Gleichung erhält man nach partieller Ableitung nach v' in Hin-
10) Vgl. auch den Satz VI. 
" ) Die Forderung, daß vk(x,u) in den u, von erster Ordnung homogen sei, ist keine 
einschränkende Bedingung. Ist nämlich Ui = <pi(v) ein. Gleichungssystem, wo die homo-
gen von erster Ordnung sind, und existiert die Lösung vk = ip i(u), so ist auch »V wegen 
Xpk (O u) = 1pk (f (v)) = i;>k (rp (O r)) = I> tk = Q (;/) 
eine homogene Funktion erster Ordnung. 
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sieht auf (7. 1) 
/7 2) ^ = —/TV, - . 
. dv' du,g g 
Offensichtlich kann ( 7 . 2 ) nach ( 1 . 5 b ) in der Form: 
<7 .3 ) — = 2 № L T r r 
geschrieben werden. Nun folgt aus ( 7 . 2 ) 
, def 1 d-L*2 t-2p . 1 OL- d ( *-v t\ 
Substituieren wir ~ aus ( 7 . 3 ) , so wird nach ( 1 . 6 b ) , (1. 7b) und ( 1 . 9 b ) : 
<7 .4 ) ' a% = (fg^gtigiki 
mit 
'• l d2^ a * •= . 
2 u u,b u. 
Nach der Multiplikationsregel der Determinanten wird aus (7. 4) 
< 7 . 5 ) ' «* = ag*~2'u'+2. 
Nach ( 1 . 2 b ) , ( 7 . 4 ) und ( 7 . 5 ) erhält man 
Nach Überschiebung dieser Gleichung mit g*ijg*k'" wird in Hinsicht auf (1. 2a)' 
< 7 . 6 ) g*jm(x,v)=-g>"'(x,u). 
Betrachten wir also L(x, u) für die Grundfunktion eines Raumes Di„, 
•dann drückt die Relation ( 7 . 6 ) aus, daß und dl, duale Räume sind, 
w. z. b. w. . 
Schließlich bemerken wir noch,. daß der Satz VI umkehrbar ist, d. h. 
es läßt sich mit der angegebenen Methode auch zu einem 9i„ ein dualer 
konstruieren. -
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Eine Verallgemeinerung eines Satzes von M. Deuring. 
Von ANDRZEJ MOSTOWSKI in Warszawa. 
Es sei K ein Körper, L eine endliche normale Erweiterung von K, 
G(L/K) die Galois-Gruppe von L nach K, R(L/K) der Gruppenring von 
G(L/K) mit K als Koeffizientenbereich. Es ist wohlbekannt, daß L und R(L/K) 
(aufgefaßt als .K-Moduln mit G als Operatorenbereich) miteinander operator-
isomorph sind.1) Dieser Satz wird hier auf den Fall einer unendlichen, algebra-
ischen Erweiterung von /f verallgemeinert, allerdings unter der einschränkenden 
Voraussetzung, daß die Charakteristik von K Null ist. Der Beweis, der frei-
gegeben ist, funktioniert auch unter einer schwächeren Voraussetzung, daß für 
jeden endlichen Zwischenkörper M (Kc.Mc.L) der Grad (M/K) von M über 
K prim zur Charakteristik von K ist. Es ist sehr wahrscheinlich, daß der 
Satz auch im allgemeinen Fall gilt, doch konnte ich nicht entscheiden, ob es 
dem wirklich so ist. 
1 . Wir beweisen zunächst ein Lemma, das sich auf den Fall einer 
endlichen normalen Erweiterung /-"/A' bezieht. Es seien Mu M2, ..., M, end-
liche normale- Erweiterungen von K (K^M/^F für j = 1, 2, . . . , s). Wir 
bezeichnen mit griechischen Buchstaben die Elemente des Ringes R(F/K) 
und setzen 
, l r = f r L 2 'S, Oj = S—Oj, Y = 1 , 2 , . . . . , 5 , 
(r/Mi) CC'••(«.'/;) 
wo s das Einselement von G(F/K) ist. Die Elemente oj und aj ( j = 1, 2 , . . . , s) 
sind beide idempotent und gehören dem Zentrum von R(F/K) an. 
Ein Element b0 £ F wird normal (oder genauer normal in F/K) genannt, 
falls es samt seiner Konjugierten eine Normalbasis von F über K bildet. Für 
ein normales ö0 gelten offenbar die folgenden Äquivalenzen; . 
(1.1) \ab,^Mj\< >[oj(c - <c\, 
( 1 . 2 ) [ccb0 ist normal in F/K] < = > [£« = 0 = > £ = = 0 für jedes £ £ R(F/K)]. 
Wenn OjU = cc und b0 normal in F/K ist, so gilt ferner 
( 1 . 3 ) [ab0 ist normal in Mj/K] <=> [§« = 0 = > Soj = 0 für jedes £ e R ( F / K ) ] . 
! ) M . DEURINO, Qaloissche Theorie und Darstellungstheorie, Math. Annalen, 1 0 7 
( 1 9 3 2 ) , 1 4 0 — 1 4 4 . 
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Denn bedeutet £ den Automorphismus von Mjt der auf Mj mit § überein-
stimmt, so stimmt R(Mj/K) mit der Menge aller f für £ £ R(F/K) überein. 
Folglich haben wir [c ist normal in Mj/K] < = > [ l c = 0 = > | = 0 für 
jedes £€R(F/K)]. Da nun = für c £ Mh £«60 = 0 < = > § « = 0 und 
| = 0 < = > | o y = 0, so folgt (1. 3) aus der zuvor gegebenen Äquivalenz durch: 
Substitution c —; CC Uq. 
Ein Element a £ R(F/K) nennen wir eine gemeinsame Erweiterung von. 
Elementen « 1 } . . . , « s , falls 
(1 .4 ) OjU = ccj für / ' = 1, 2, . . . , s. 
Wenn es eine solche gemeinsame Erweiterung gibt,-so gilt offenbar 
( 1 . 5 ) ojccj = ccj, OjCCk = okc.j für 1 ^ k < j ^ s. 
Wir beweisen nun die Umkehrung: . gelten die Gleichungen (1 .5) , so 
ist das Element 
( 1 . 6 ) a = «i -j-o[«2 + o[oi«a + \-o'io'y o's.!as + o[• • • o'so (o beliebig) 
eine gemeinsame Erweiterung von « , , . . . , « . „ . 
Zum Beweis zeigen wir zunächst, daß es für O s K j ^ s ein Element 
v k J e R ( F l K ) gibt, so daß 
(1 .7 ) « = «14" Ol «2 4 h 0[---0'kccj + 0jVkj. 
Für k=j—1 genügt es nämlich 
Vj-\,j=±ol- • • oj-i(a,-+i 4 - 4 - • • • 4- ffj+i• • • ot-i«V.+ o/+i• • -o'so) 
zu setzen. Gilt ( 1 . 7 ) für ein k (0 < k < j), so setzen wir . Vk-i,j — Vkj-{-
+ o[-• -o'k-icck und erhalten nach leichter Rechnung die Formel ( 1 . 7 ) für die 
Zahl k— 1. ( 1 .7 ) gilt also allgemein. Nun setzen wir in ( 1 . 7 ) k = Q und 
erhalten « = ß / 4 w o r a u s nach ( 1 . 5 ) oja = oiaj = ccJ folgt. Also i s t . « 
eine gemeinsame Erweiterung von . . . , «». 
Wir können nun das Hauptlemma dieses Paragraphen formulieren: 
(1 .8) . Ist b0 ein normales Element von F/K und sind «, b,,, ..a,bty 
normale Elemente von MJK, ..., M./K, für welche die Formeln (1. 5) gelten, 
so gibt es eine gemeinsame Erweiterung a der Elemente au ..., as, so daß 
absein normales Element von F/K ist. 
B e w e i s . Wir setzen o = « in ( 1 . 6 ) und erhalten eine gemeinsame 
Erweiterung a der Elemente «, , . . . , « , . Um zu zeigen, daß ccb0 normal in 
FjK ist, haben wir nach (1. 2) zu zeigen, daß £« = 0 = > £ = 0. Es sei also 
S« = 0. Wir multiplizieren diese Gleichung mit a[ - - -0 ' j . i 0j und erhalten 
i.o[• • •o'j-i ojccj = 0, da nach ( 1 . 5 ) 
(o[---oLicik)(o{---Oj-lOj) = 0 
für k 4= y ist. Da ccjb0 normal in MjjK ist, so folgt daraus nach ( 1 . 3 ) 
S,oi--:Oj-iOj = 0. Nun multiplizieren wir die Gleichung §« = 0 mit o[---o's und 
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erhalten • = 0. Durch Addition bekommen wir also 
j ; ( < 7 i + tfioH \ - o [ - - - o ' ^ o 3 + o l - - - a ' s ) = 0 , -
also § = 0, da die Summe in Klammern gleich .s ist. 
2 . Wir wenden nun das soeben bewiesene Lemma auf eine beliebige-
normale algebraische Erweiterung L von K an. Es sei 9i die Klasse aller 
normalen Unterkörper McL, für welche (M/K) endlich ist. Die Buchstaben. 
M,N, P, ... mit oder ohne Indizes bedeuten immer Elemente von 9t. Wir 
setzen 
1 v e 
°"x (M.MnN) „.ITvn.v,"' 
Die Operatoren a_ujN gehören den Ringen R(MjN) an und haben-
folgende Eigenschaften: 
(2 .1 ) PczM und b^NaM=>aXiv(b) = o,IjP(b), 
(2 .2 ) btM^NziP=>oXIPo.vlx(b) = o_uil.(b). 
Eine Funktion F, die jedem M aus 9i ein in M/K normales Element 1V-
zuordnet, nennen wir eine konsistente Auswahlfunktion, wenn 
(2 .3 ) /".„n.v «,,.v (•/'.„) für M, .VC :)i. 
L e m m a (2 .4) . Es gibt eine konsistente Auswahlfunktion. 
B e w e i s . 'Eine Klasse 9t0c:9i nennen wir voll, wenn N<=M £ 9 i 0 = > 
Eine auf 9i„ erklärte Funktion F, die jedem M£% ein in M/K' 
normales Element zuordnet und außerdem die Bedingung ( 2 . 3 ) für M , N £ Di», 
erfüllt, nennen wir eine konsistente Auswahlfunktion aus 9i0. Um ( 2 . 4 ) zu 
beweisen, genügt es (nach dem Lemma von . Zorn) zu zeigen, daß, falls 9t0 
voll ist und M0 £ 9 t — 9i0, jede konsistente Auswahlfunktion aus 9t0 sich auf 
die kleinste 9i0 und M0 enthaltende volle Klasse erweitern läßt. 
Es sei also F eine konsistente Auswahlfunktion aus 9i0 und b0 ein 
normales Element von M0/K. Wir bezeichnen mit Mu ..., Ms Unterkörper von 
Mo, die zu 9t0 gehören, und mit Ms+i, ..., :Ms+t die übrigen Unterkörper von 
M0. In R(MJK) gibt es Elemente cch,...,ccs, so daß = für 
j = 1 ,2 , ..., s. Wir setzen zur Abkürzung Oj = a.vj.y. und erhalten aus (2. 1) 
und (2. 3) die Gleichungen 
Ojakb0 = ojFMk = o.vki}ij(FMk) = F.vjr\.vk. 
Durch Vertauschung von k und j erhalten wir daraus die Gleichung 
ok ccjb0 = 7VSnMj• Folglich gelten die Gleichungen (1.5) , was nach (1. 8) 
beweist, daß es eine gemeinsame Erweiterung a von a u . . . , cis gibt, die zu 
R(M0/K) gehört und der Bedingung genügt, daß ab0 normal in M0/K ist. 
Wir setzen nun 
r3h = ccb0, Firs+h = o.v„prs,„ (Ex,) für h = 1, 2, . . . , t 
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und erhalten somit eine Funktion, die auf der kleinsten Di0 und Af0 enthal-
tenden vollen Klasse 9t, erklärt ist und jedem ein in M/K normales 
Element zuordnet. 
Wir wollen jetzt zeigen, daß die erweiterte Funktion r a die Gleichung 
< 2 , 3 ) für M,N£% erfüllt. Da dies laut Voraussetzung für M,N£% gilt, 
genügt es folgende drei Fälle zu betrachten: 
F a l l I. M = Ma+h, N£% (h=±\,2, ...,.t). Da a J W , v = a , w . V s + ! . n . v , ' 
liefert die Definition von /Vs+ft 
< 2 . 5 ) Osun ( / » = ff/.i/s ,h n -v Ou.j.v, (/ V)» 
also nach (2. 2) 
ffj//.v(rjV) = ffjy.vs+)l nx(r M „) . 
Nun ist aber Ma+hftN ein Unterkörper von N, also ein Element von Dl0, das 
in M0 enthalten ist. Es gibt also ein j ^ s , für welches Ms+hr\N = Mj. Wir 
•erhalten also 
OMjx(r^) = ffi/yi/j(/ VCI) ff;(/V(l) - Oj(cb„ - - a,ba = rMj = r.uf\-v• 
F a l l I I . M 6 N — Ms+h {h = \,2, t). Da o i m = omi[\ n = 
= omiirs+hpi und da Ms+h % ist, so erhalten wir aus der Voraus-
setzung, daß ( 2 . 3 ) für M , N ~ £ % gilt, die Formel 
ff,I//.\-(/V) = Oufu^h{r»i) = OMiirs+h n'jf(/j/) = /Vn<ars+fc n •!') = r„n ü/s+il = . r m N • 
F a l l I I I . M = Ms+h, N= Ms+j ( Ä , y = = l , 2 , . . . , 0- In diesem Fall gilt 
d ie Formel ( 2 . 5 ) mit N = M s + j und wir erhalten nach (2. 2) 
<JMix{rM) = ffay^+fc 
Falls nun'Af,+i inAis+/ £ so haben wir M,+h nAis+) = Mk für ein k ^ s 
und folglich 
0Mlx(rai) = 0MjMk(I m) = Okäbo = cckb0 = /V,. = /Vs+(( p|ms+}. = / Vf] .v• 
Falls Ms+h n Ms+j non £ ;){(,, so gibt es ein i i, so daß Ms+j, n Ms~j = 
-=Ms+i und folglich 
ff.i//.v(/"i/) = ff . ) / „ / . ) / ; , = />Ä+i = r.vs+h 0 ^ " = Arn*'• 
Dies schließt ab den Beweis von (2. 4). 
3 . Es sei wie zuvor L eine normale algebraische Erweiterung von K. 
W i r bezeichnen mit G(L/K) die Galois-Gruppe von L nach K, betrachtet als 
eine topologische Gruppe. Wir führen in K die diskrete Topologie ein und 
bezeichnen mit 90t den /f-Modul bestehend aus allen stetigen Funktionen, 
d ie G(L/K) in K abbilden. Für jedes / £ ?ttt gibt es also einen Körper Ai € 3t, 
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so daß für beliebige yit y2 £ G(L/K) 
( 3 . 1 ) . - A \ M = Y , I M = > / ( - / , ) = / ( • / , ) . ' ) 
Wir bezeichnen weiter mit D die Darstellung von G{L/K) in il>! definiert 
durch die Formel 
[Dyf=g] <=> lg® - / ( • / '£) für jedes | £ G{L/K)\ 
und mit d die Darstellung von G(L/K) in L definiert diirch die Gleichung 
¿jy(a) = y(a) für jedes a£L. 
S a t z ( 3 . 2 ) . Die Darstellungen D und A sind äquivalent. 
B e w e i s . Es sei Wir wählen einen Körper M.^dt für welchen 
(3. 1) gilt. Jeden Automorphismus y£G(M/K) erweitern wir beliebig zu 
einem Automorphismus y £ G{L/K) und setzen 
(M/K) YEE(.MIK) 
wo F eine beliebige aber ein für allemal fest gewählte konsistente Auswahl-
funktion bedeutet. Nach (3. 1) ist T ( f ) von der Art, wie y zu y erweitert wurde, 
unabhängig. 
Wir zeigen jetzt, daß T ( f ) auch von M unabhängig ist. Nehmen wir 
zu diesem Zweck an, daß ein anderer Körper ist, der (3. 1) erfüllt und 
bezeichnen mit N das Kompositum von M und Mt. Ferner setzen wir 
( 3 . 3 ) T ' i f ) - ^ 2 № d ( r w ) 
(N/K) ÄE&(KIK) 
und zerlegen G(NjK) in Neb'enklassen nach der Gruppe G(N/M): 
G(N/K) = U ¿G(N:M). 
. iei 
Fassen wir in ( 3 . 3 ) alle Glieder zusammen, für die ö ^ I G ( N / M ) mit 
einem festen § £ / gilt, so erhalten wir 
(N/K) ig/ o£(f(i|l) 
Wegen (3. 1) und MaN gilt / ( ^ ) = / ( l ) für £ <= / und co£G(N/M). 
Also kommt 
-) Das Symbol / 1 M bezeichnet die auf M beschränkte Funktion -/, d. h. eine Funk-
tion, die auf M mit y übereinstimmt und außerhalb von M nicht definiert ist. 
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Jedes y£G(M/K) läßt sich zu einem und nur einem H £ / erweitern 
und sowohl /(£) als auch £(7^/) hängen nur von §|Af ab. Aus der zuletzt 
gegebenen Gleichung folgt also T ( f ) = T'(f). In dieser Gleichung kann man 
nun M überall durch M, ersetzen und kommt so zu der gewünschten Unab-
hängigkeit von T(f) von M. 
Jedes b £ M hat die Gestalt 1 2 °y7(^V)> w 0 Oy^K. . Setzt 
( M / K ) y€ti(WK) 
man /(£) = di\u, so erhält man eine Funktion, die auf G(L/K) definiert ist 
und die Formeln ( 3 . 1 ) sowie auch T(f) = b erfüllt. Also bildet T den Modul 
99t auf ganz L linear ab und diese Abbildung ist eineindeütig, da aus T ( f ) = 0 
f o l gt /("?) = 0' für -/ <E G{M/K), also wegen ( 3 . 1 ) / = 0 . Um den Satz zu 
beweisen, brauchen wir also noch die Gleichung TD — JT zu beweisen. 
Es sei also s ^ G i L / K ) und es sei M ein Körper, der ( 3 . 1 ) für 
die Funktion / erfüllt. M erfüllt dann ( 3 . 1 ) auch für die Funktion D^f, da 
aus yx\M = y2\Moffenbar (r1*A)|M = ( r V O I ^ und folglich f(l~ly,) = f{rly»), 
d.h. A / ( 7 I ) = A / ( 7 2 ) folgt. Also ist 
T D ^ f ) = J W K S A / ( 7 ) 7 ( / ' . u ) ^ ( M / K ) 7CG'(.V/A-) 
= T M T f c i z /(Г ]•/)¿ l ,-/(/:„)) , (M/K) yeo(M/K) (M/K) \v€«(J№) . J 
wo = M gesetzt ist. Bezeichnen wir .mit d das Element '¿ily, so läuft ö 
zusammen mit / über ganz G{M/K). Da IT 1 7 eine Erweiterung von ö auf 
M{L/K) ist, können wir setzen. Auf diese Weise erhalten wir 
TD((f) = H f ) = MTf), w. z. b. w. 
4 . Der Modul 9Jc kann in einen Ring umgewandelt werden, indem man 
den Mittelwert von / als 
(4.1) S(f)^SJ® = jJjj7S E f(y) 
definiert und die Multiplikation f x g = h durch die Formel 
( 4 . 2 ) . h{,c) - - S t m g ^ a ) 
erklärt. M bedeutet dabei einen Körper, der die Bedingung ( 3 . 1 ) für die 
Funktion / erfüllt. Man zeigt leicht (ähnlich wie im § 3 ) , daß ( 4 . 1 ) von der 
Wahl von .M nicht abhängt. Der 
von DEURING °) festgestellte Zusammenhang 
zwischen den Körpern ¿ ' mit KcL'czL und rechtsseitigen Idealen von 9K 
besteht auch im unendlichen Fall. Denn ist L' ein Zwischenkörper, so setzen 
wir $ = Menge aller f f J S l , für welche 7 £ G (L/L') => D y f = f . 
3) M. DEURING, a. a. O., Satz 2, S. 142. 
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$ ist natürlich ein Modul. Die Idealeigenschaft von ergibt sich wie 
folgt: Ist G(L/L') und h = f x g , so haben wir nach ( 4 . 1 ) 
und ( 4 . 2 ) 
Dy h(a)'= h ( f l a) = S£/©£(r'' «) = SJ(y< n)g(>r '0 = 
wobei wir die Gleichungen S t / ( c ) = 5,,/(§//) und D y f = f benutzt haben. 
$ ist gleich der Menge aller / für welche T(f)£L', denn 
( 4 . 3 ) \T{f) L'] <=> [-/ c G(L/L') y T ( f ) = T(J)\ <=> 
[*/£G(L/L')=> TDy(f) = T (/)] <=>[-/ ^ G(L/L') => Dy(f) = / ] 
Auf diese Weise ist jedem Zwischenkörper ein Rechtsideal eineindeutig 
zugeordnet. Ist umgekehrt ein Rechtsideal, so bezeichnen wir mit G die 
Gruppe der y, für welche - D 7 ( / ) = / . Diese Gruppe ist im Räume 
G(L/K) abgeschlossen. Denn ist Dyf(So)4=/(!o), d ; h- /(/_1 ä>) =1=/(&>), und 
erfüllt Af die Bedingung (3. 1), so folgt aus Y\M~y9\M, daß /(7-1 §(,)== 
= / ( 7 ö 1 § o ) a ^ s o A ' o / ^ / * Die Gruppe G bestimmt also einen Körper L', für 
welchen die Formel G(L/L' )==G gilt. Aus ( 4 . 3 ) folgt nun, daß qj das durch-
T vermittelte Bild von L' ist. 
Wir bemerken zum Schluß, daß, genau so wie im endlichen Fall4), die 
Darstellung D beschränkt auf iß (d . i . die Darstellung. äquivalent der . 
durch die identische Darstellung von G(L/L') induzierten Darstellung von 
G(L/K) ist. D e r ' Beweis folgt sofort aus der Definition der induzierten 
Darstellung. ') 
(Eingengangen am 19. fitni 1955.) . 
4) M. DEURING, a. a. O., Satz 2, S. 142. 
5) Vgl. G. W . MACKEV, On induced representations of groups,. American Journal of 
Math., 73 (1951), 576. 
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Generalization of a theorem of Alexandroff arid Urysohn. 
By G. FODOR in Szeged. 
ALEXANDROFF and URYSOHN [1] proved the following theorem. If to 
every ordinal number a of the second class there corresponds an ordinal 
number ,«(«) such that /.i(cc) < a, then there exists a non-denumerable set of 
ordinal numbers a of the second class such that the corresponding,«(«) are 
all equal. BEN DUSHNIK [2] proved the following more general result. If to 
every ordinal number a < wr+i there corresponds an ordinal number ;/(«) 
such that (¿(a) < a, then there exists an ordinal number /? such that the equa-
tion ¡.i(«) = /? has KR+I solutions. ERDOS [3] proved that the following gener-
alisation holds. If 0)r is not confinal. to a> and to every ordinal number 
a < (o.„ there corresponds an ordinal number fi(a) such that ;<(«) < « , then 
there exists an ordinal number /?< cov and a subset N of W(o>,) = {a: u < o>r) 
such that N is confinal to W(cor) and fi(cc) ^ (i for every c.^N. NOVAK [ 4 ] 
proved the following theorem. If M is a closed subset of the type w1 of W(<»i) 
and to every element a £ M there corresponds an ordinal number /t(a) such 
that p{cc)<a, then there exists a non-denumerable set of-ordinal numbers 
a M such that the corresponding fi(«) are all equal. NEUMER [5] proved 
the following more general result. Let A> a> be a regular ordinal number of 
the second kind and M a subset of W(A). If W(A)—M does not contain 
a closed subset similar to W(A) and to every element a £ M there corres-
ponds an ordinal number ¡¿(a) such that ,«(«) < a then there exists a set of 
ordinal numbers a similar to W(A) such that the corresponding n(a) 
are all equal. 
In the present-paper we shall prove by a modification of the method 
of DUSHNIK and NOVAK a theorem which contains all the preceding theorems. 
Theorem. Let A be an ordinal number of the second kind which is not 
confinal to a» and M a subset of W(A)= {a: a<A}. Suppose that to every 
element a£M there corresponds an ordinal number f(a) such that /(«) < a. 
If W(A)—M does not contain a closed subset confinal to W(A)X), then there 
exists an ordinal number .T < A and a subset N of M such that N is confi-
nal to W(A) and f(a) ^ .T for every a£N. 
A subset R of VK(A) is called closed if the limit of any fundamental sequence 
of elements of R belongs to R whenewer this limit is smaller than A. W e call a subset S 
of W(A) confinal to W(A) if for every V £ there is a FT£S such that F< > V. 
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. P r o o f . Put D = {/(«) }«ei tn (W(A)—M). We shall consider two cases : 
1) the set D is not confinal to W(A), 
2) the set D is confinal to W(A). 
Ad 1) : S i n c e / ( « ) < « for « £ Ai, to every element a^M there corres-
ponds a natural number n(cc) such that 
. fiViDr) . 
Let ft> be the smallest ,u for which A is confinal to p, and-M' a subset of the 
type 0 of M confinal to W(A). As A is not confinal to to,, therefore there 
exists a natural number m and a subset {yv} of AT such that 
!;,;;}- 0 and 
It is obvious that {7,7} is confinal to W(A). Consider now the sequence 
•Mm) Am) Am) 
J (yd) > /(y,)> 7(ys)> • • • -
By the condition D is not confinal to W(A). The set {/^p} is not confinal 
to W{zL), because It follows that there exists a smallest natural 
number m0 ^ m such that the set is not'confinal to W(A). Let AT={/ ( ^; 1 ) } 
and 7c the smallest ordinal numbers ¡i for which j, for every 1} < 0 . 
Ad 2). Suppose that the theorem is false. Then to every cc £ 'M there 
exists an ordinal number cp(a)<A such that for cc' s <p(<'-), /(« ') > Let 
now M' be the set of those a £ Af, for which /(«)(£ AT. Since D is confinal 
to W(A) and f(cc) < a for every «.£ M, therefore the set M' is confinal to 
W(/l). We define by transfinite induction a set {cc,,} of elements a £ AT, 
arranged in their natural order, in the following manner. Let l ) be an 
arbitrary. element of AT and suppose that the elements a ^ A T - a r e defined 
for every q < /?(< A) such that 
f(ccn) > <:x 
for every %<:>}. If there is an ordinal number « 6 A/ such that a n < a for 
every then let a ' be the smallest such ordinal number, if ¡S is an or-
dinal number of second kind and let « ' = «„ if / ? = f + l . We define as 
the smallest cc £ Af' for which a <p(a'). In the opposite case we do not 
define ccp. By the definition the set {a,,} is confinal to W(A). 
Since W(A)—M does not contain any closed subset confinal to W(A), 
there exists an ordinal number of the second kind and a fundamental sub-
sequence {«,, }{<„ of type z of {dfj} such that 
lim / ( « , , ) € M. 
-) If y f o ^ t M , then / W is the ordinal number corresponding to f f ^ . 
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Put a = lim /(«„ ). It is obvious that 
f<* 
c* — lim c.r 'f . 
since by the definition of (« i ;¡ 
Since f(a*) < iC, there exists an ordinal number £0 such that 
f{e?)<av 
feu 
This is impossible, since a > a + L <¡P(«IJ ) and by the definition /(«*)•> . 
The theorem is proved. 
R e m a r k . The theorem can not be improved by weakening the assump-
tion that W(A)—M does not contain a closed subset confinal to W(A). (See 
the proof of theorem 4 of [5].) 
Added in proof. BACHMANN [6] proved the following theorem. Lt í A be an 
ordinal number of the second, kind which is not confinal to w and M a clo-
sed subset of W(A) similar to W(A). If to every c.^M there corresponds 
an ordinal number ,«(«) such that ,«(«) < a, then there exists an ordinal 
number <A. and a set N of ordinal number a^M such that N is-confinal to 
W(A) and for every cc£N. (This is contained in our theorem. See 
the theorem 2 of § 7 and theorem 3 of § 9 in [6].) . 
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On primitive permutation groups. 
By NOBORU I TO in Nagoya (Japan). 
1 . Let G be a (not necessarily finite) group. Let U be a subgroup of 
G such that the largest normal subgroup LJ of G contained in U is equal 
to the identity subgroup. Then G is faithfully represented as a group of per-
mutations of the left (or right) residue classes by U in G. In these circum-
stances we call a pair { G , U) a permutation group. 
A permutation group {G, U) is called primitive, when U is a maximal 
subgroup of G, and further {G, U} is called simply transitive, when there 
exists no element g of G such that G — U+UgU. A permutation group, 
which is not simply transitive, is called doubly transitive.-
A doubly transitive permutation group {G, U) is primitive. In fact, let 
U be not maximal in G and let T be a proper subgroup of G containing 
U properly. Then T and TgT cannot be disjoint with each other and there-
fore. T= TgT. This shows that T=G, which is a contradiction. 
Let { G , U} be doubly transitive: G=U+UgU. Put V= UC[gUg~l. 
Then the pair {U, V} is a permutation group. In fact, let V be the largest 
normal subgroup of U contained in V. Now any element of G not contained 
in U has the form ihgii>, where U\ and i/2 are elements of U. Therefore 
since uiguoi/u^g"1ui1 = nlgUg~1Ui\ any conjugate subgroup 4= U of U is 
of the form iigUg'1u l. Therefore V is contained in any conjugate subgroup 
of U and consequently VS=L[=1. 
Let {G, U) be a permutation group and let A be a subgroup of G 
such that G = UA. Then we call A a transitive subgroup. If A is abelian, 
then necessarily A n ¿ / = 1. In fact, since G = UA, any conjugate subgroup 
of U is of the form aUa'\ where a is an element of A. And- since A is 
abelian, AV\U is contained in the intersection U of all the conjugate sub-
groups of U. Therefore A n i / g U— 1. 
R e m a r k . Let {G, U] be a primitive permutation group. Then we omit 
the case U = 1 from our considerations. In that case G is of prime order. 
Now if A is of order 2, then U is normal in G, and therefore U=U= 1. 
2 . . From now on we assume that the order of G is finite. Now the 
structure of primitive permutation groups is very complicated, because most 
primitive permutation groups are insoluble and we know less, at present, of 
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the structure of such groups. Such a complicacy does not diminish even if 
we restrict Our considerations to such primitive permutation groups that con-
tain abelian transitive subgroups. Let {G, (J} be a primitive permutation 
group with an abelian transitive subgroup A. Now, in 1900, BURNSIDE [1] 
proved the following celebrated theorem: If A is of prime order, then either 
G is metacyclic or {G, U} is doubly transitive. This result has been gener-
a l i z e d b y BURNSIDE,. SCHUR a n d WIELANDT. T h e b e s t i s d u e t o W I E L A N D T 
[1]: If at least one Sylow subgroup =}= 1 of A is cyclic and A is not of 
prime order, then { G , U} is doubly transitive. Further KOCHENDORFFER [1] 
and D. MANNING [1] obtained (at about the same time and by quite different 
methods) the following result: If A is of type (pa,ph), where p is a prime 
and a and b.are distinct natural numbers, then {G, U) is doubly transitive. 
Now the results of these authors show: If there exists a primitive permutation 
group {G, U} containing an abelian transitive subgroup A of a suitable type, 
then such a { G , U). must be necessarily doubly transitive. Therefore the fol-
lowing question may be natural: To what type of an abelian group A', does 
there exist a primitive permutation group { G , U } containing an abelian trans-
itive subgroup A isomorphic to A'? In this direction RITT [1] proved the 
following theorem: If A' is cyclic of not prime order and if there exists a 
soluble primitive permutation group {G, U } containing an abelian transitive 
subgroup A isomorphic to A', then A' must be of order 4. "Further in this 
case actually there exists one and only one permutation group of this kind, 
that is, the symmetric group ®4 = {G, U } of degree 4, where, for instance, 
¿ / = { ( 1 2 3 ) , (12)} and A = { ( 1 2 3 4 ) } : 
The present paper is a contribution in the same direction. Thereby the 
result of RITT is not assumed but proved as a special case of our results. 
Now in our considerations the solubility of the group G is not assumed. 
(In fact, if we assume solubility, the contents may be vacant in essential 
except the result of RITT.) But to avoid the occurence of. incomputably deep 
difficulties we assume, a priori, the following condition on G : 
(S) G contains an abelian normal subgroup 7V=p 1. 
Now since U is maximal in' G and since (J= 1, we have G=U N. 
Therefore, as we remarked above, we have Ur\N=l. These two equalities 
show us that N is the only one abelian normal subgroup =}= 1 of G. In fact, 
we have two equalitiesG = UM and t / n A f = l for every abelian normal sub-
group. Af(=j= 1) of G. Then every abelian normal subgroup =j= 1 of G is minimal. 
To see this, let M and M' be two abelian normal subgroups =j= 1 of G such 
that M contains M' properly. Then we have from the first equality the following 
factorization of M: M = MnU-M'. Then since M ={= M', Afn i/=j= 1. This contra-
dicts the second equality. Npw if there exist two distinct abelian minimal normal 
subgroups of G, then their join, as the direct product of them, is not a minimal 
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one. This is a contradiction. In particular, N is of type (p,..., p), where p is 
a prime. Let A be any abelian transitive subgroup of { G , U}. Then G==UA 
and Ur\A = Y. Therefore the orders of N and A are the same. 
3 . Let A' be an abelian group of order pn and of type (p,.. .,-/?)={=(2). 
We verify the existence of primitive permutation groups with abelian trans-
itive subgroups isomorphic to A'. This may be done without much difficulty. 
In fact, let U be an irreducible matric group with coefficients in the prime 
field of characteristic p and let A be its representation module. Let G be 
the splitting extension of A by U in the sense of Schreier. (This can be 
constructed as a subgroup of the holomorph of .A.) Then the permutation 
group {G,U} is a required one. In fact, U= 1, because an element of U 
must be commutative with all the elements of-.A and therefore it must be a 
unit matrix, and further U is maximal in G, because, otherwise, U must be. 
reducible. 
E x a m p l e 1. U may be the general linear group GL(n,p). 
E x a m p l e 2. We can choose U as a soluble group. In fact, GL(n,p) 
contains an irreducible cyclic subgroup Z={X} of order p"—1. To see this 
let us consider a generator X of the multiplicative group of the finite field 
of pn elements. Since the finite field of p'1 elements may be considered as 
the n-dimensional vector space over the prime field, X satisfies an irreducible 
equation of degree n over the prime field: X"'—CiX'-~l —cn == 0, where 
c's are elements of the prime field. Then the matrix X= \ '' j,-
where E is the unit matrix of degree it— 1 and 0 is the null matrix of type 
( n — 1 , 1 ) , is of order pH—1 and of degree n. Further all the characteristic 
roots of X are algebraically conjugate, because of the irreducibility of the 
equation. Now if Z={X} is reducible, then some power of X^ 1 possesses 
the characteristic value 1. Therefore Z—{X} must be irreducible. 
4 . Let A' be an abelian group -which is not of type (p,...,p). Then,, 
as it can be understood from the result of. R I T T cited above, we have not 
always a primitive permutation group satisfying the condition (S) with an 
abelian transitive subgroup isomorphic to A'. 
Now let {G , U} be a primitive permutation group with an abelian. 
transitive subgroup A isomorphic to A'. Then G admits the following factor-
ization : G—UA and t/nA — 1. Further by the assumption (S) G also 
admits the following factorization: G=^UN arid UnN= 1, where N is the 
only one abelian normal subgroup of G. Put P = AN. Then P admits the 
factorizations P=UpA, UPuA — \ where Up is an abelian p-subgroup of 
U and also, since U n N == 1 and A and N are of the same order, P= UPN, 
UpnN=l. Clearly the centralizers of A and N in. P coincide with A and. 
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JV themselves respectively. Now a /?-group. with such a factorization, cannot 
be too simple in its structure. In fact, we prove the following 
Lemma 1. Let P be a p-group' and let P admit the following factori-
zations: P.— NA and P— UA, Uï\A= 1 and P= UN, ¿/n/V= 1, where 
A is abetian, not of type (p,...,p), N is abelian of type (p,..., p), normal 
and coincides with its own centralizer, and U is abelian. Then we have 
(i) P is irregular in the sense of Hall, 
(ii) Let pw be the order of the subgroup of A consisting of all the 
elements of A with order not greater than p. Then w ^ p— 1. 
• R e m a r k . Under this condition the centralizer of A necessarily coincides 
with A. In fact, otherwise, since P = AU, there exists an element «0(4= 1) 
sijch that u0 is commutative with every element of A. Now since N^AU, 
every element of N can be written in the form of a product au, where a and u 
belong to A and U respectively. Therefore, since U is abelian, u(, is commut-
ative with every element-of'N. . 
P r o o f . We prove these assertions by an induction argument with 
respect to the order of P. 
(i) Let Zt and Z, be the centre and the second centre of P. Put 
i / 2 = ( / n Z , . Let us consider the subgroup ¿/2Z,. Naturally U,Zl is normal 
in P. Let us consider the factor group P/iAZj and its factorizations: 
P/UoZ^U- UzZJUiZ^N- UoZjUoZi and PjU2Zx = U- U2Z,IU,ZV-A U,Z,jU,Z,.. 
We show that PijU-1Zl satisfies the same conditions as P except the fact that 
.AUoZJUZi is not of type (p,...,p). First it is. clear that U-U,Z1= UZlt 
N- UnZ! = UoN, A-U2ZX = U2A and therefore UU2ZX n WÎZ.Z, = U2Zlt 
A U o Z ^ U U i Z ^ U2Zi. Secondly if N- U2ZJUQZt is distinct from its own 
centralizer, then there exists an element x of U—U, such that [x, Ai\ÇkU*Zx. 
Since N is normal, [ i ; A f ] £ A f and therefore [x, N]^ U2Z1 n Zj and 
further since U is abelian, we see that x belongs to Z2 . Thus x belongs to 
U2, which is a contradiction. 
Now if AUiZi/UoZi is not of type (p,...,p), then, by the induction 
hypothesis, we see that P/t/oZj is irregular in the sense of Hall. Then, a 
fortiori, by the definition of regularity of Hall, P is irregular in the sense of 
Hall, too. So we may^ assume that Ai/oZj/i/oZi is of type (p,...,p). Now,, 
since A n i/o Z, = Z, , by the second isomorphism theorem,' A U^Z^IU2Zvç^ AjZx. 
Further, since Ar\N = Z1, U^L A\ZV. Therefore i / i s o f type (p,..., p). Hence 
P can be generated by elements of order p. Therefore if P is regular in the 
sense 'of Hall, then, by a theorem of Hall, P must be of exponent p, that is,-
all the elements of P except 1 are of order p, which contradicts the 
assumption on A. Thus P must be irregular in the sense of Hall [ H A L L , 1 ] . 
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(ii) Let us assume w<p—1. Then we want to derive a contradiction 
from this assumption; Now, let C be a central subgroup of order p. "We 
shall denote the subgroup of P which consists of the centre of P/C by 
Z,(P^C) and let Z, (P~-C)/'Cbe the centre of P/C. Put U, = Ur\ZA(P-:-C). 
Naturally U^C is normal in P. Let us consider the factor group P/UXC and its 
factorizations: P/U,C= UC/UyC-NUJU.C =UC/U,C-AU./U.C. We show that 
UCnNU^U.C, UCnAU^UC and the centralizer of NUJU^C coinci-
des with NUJlhC: Since P = NU = AU, Nf\U=l,AnU=l, the former 
is evident. If the centralizer of NUj/UiC is> distinct from N U J U C , then 
since P-=NU, TVn U= 1, there exists an element * of U—Ux such that 
[x,Ar]£i/,C, which implies, since N is normal, [x, 7V]S U^ C n N = C. Since 
U is abelian, x belongs to Zl{P~C) and therefore to ZX(P-:- C) n U = . 
This is a contradiction. If A U J ^ C is not of type ( p , . . . , p ) , then by induc-
tion hypothesis, we see that the order of the subgroup of AUJU-^C^A/C 
consisting of all the elements o f order not greater than p is not smaller than 
, pp-1. -Then, a fortiori, by the fundamental theorem of abelian groups, the 
same holds for A itself, which is a contradiction. So we may assume that 
in the opposite case AUi/U^C^A/C is of type (p,...,p). Therefore since 
U^A/A r\N and A n i V = Z, => C , : we see that U is of type (p,...,p). 
Further A is of order not greater than p1' 1 and of type (p\p,...-,p). Let a 
be an element of A with order p". Let us consider the subgroup {a}N and 
put {a}N= V-N, where V is*a subgroup of U. Since av is contained in 
C^N, the order of {a}N is at most pp. Thus, by a theorem of Hall, {a}N 
is regular in the sense of Hall. On the other hand, V-N can be generated 
by elements of order p. Then, by a theorem of Hall, all the elements of 
V-N are of- order at most p (HALL [ 1 ] ) . This contradicts the fact that the 
order of a is p~. Hence the order of the subgroup of A consisting of all the 
elements of A with order at most p is not smaller than pv~\ 
R e m a r k . The proof of (i) holds also good, if we replace Zx in that 
proof by C as in this proof. 
Now we can generalize the second part of the preceding lemma as 
follows. 
L e m m a 2. In the same notations as in the preceding lemma; if 
pm— 1 
w < thew p'n+1 cannot occur as an invariant number of the abelian 
m 
group A. (The case m= 1 coincides with the second part of the preceding 
lemma. Therefore, in the following; we assume m ^ 2.) 
P r o o f . (1) Let P(n,p) be a p-Sylow subgroup of the «-dimensional 
general linear group over the prime field of characteristic p. Further let us 
assume n^ pm. Then we show that the order of any element of P(n,p) is not 
greater than p"'. In fact, as is well known (SCHREIER [ 1 ] ) P(n,p) is isomorphic 
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to the matric group consisting of all the matrices of degree n and of the form 
1 fli2 • •• ai„ 
. Let X be any matrix of such a form. Put X = E-\- Y, 
u»-ln 
I 
where E is the unit matrix, of degree n. Then XP==E+YP for e = 1,2, 
Further clearly 
0 - 0 * 
0 
' 0 
Therefore if n^p"', then Y1'"'= 0. This proves X1'"' = E. 
(2) Let Vn be an «-dimensional vector space over the prime field of 
characteristic p. We may consider P(n, p) as an automorphism group of 
l/„. Let Pn be the extension of VH by P(n, p) as a subgroup of the holo-
morph ot Vn. Assume n < p'". Then we show that the order of any element 
(Xl\ of P„ is not greater than pm. In fact, let : be any vector of V„. 
Then any element of Pu can be represented as a product (in P„) Xx for 
some X£P(n,p) and some x£Vn, where XxX^^Xox. (o denotes the 
ordinary matrix multiplication.) We want to show ( X x ) p m = 1. Now (Xx)v"l= 
= XxX-1-X2xX"2 ...Xpm-lxX-<»m-1)-X»' x X ' ^ , since X1 
i—... . 
where 0 is the null 
1. Therefore 
to show 1 we have only to prove that ( E + X-{ -\-Xp'u ) o i = 0, 
where 0 is the null vector. Now E-\-X-\ \-Xp 
matrix of degree n. In fact, put X=E+Y. Then 
E + X+••• + X"'"-1 = E+(E+ Y) 




+ ( £ + K ) ' 
[ P w — l 
fiK-'+rr') 
pm — l 
2 
-, + (E+ YY"1-^-
\y+ 
Here since m > 1 i - p>" — i 1 ) — = (mod p) for 
i<p"' — 1. Further . by assumption Ypm 1 = 0.' This proves E X-\-
-\-X = 0 . Therefore ( X x ) = 1 , as we required. 
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(3) Now we repeat in the same notations the proof (by induction on 
the order of the group) of the second part of the preceding lemma. We 
assume that pm+l occurs as an invariant number of the type of->4. If p'"+l 
occurs also as an invariant, number of the type of A U J l h C s ^ A / C , then, by 
induction hypothesis, the'order of the subgroup of Д/С consisting of ail the 
pm — 1 
elements of order not greater than p is not smaller than — — — . Then, 
a fortiori, by the fundamental theorem of abelian groups, the same holds for 
p'" — 1 
A itself, which contradicts the assumption w < — — — . So we may assume 
that p')lU does not occur as an invariant number of the type of AjC. Then, 
pm—1 
since w < .—, A/C is a subgroup of an abelian group of order 
4 m ! and of type (p'",...,pm) and, therefore, the order of A is at most 
equal to p - m ' =ppm~"'. The same holds for N. Now the group P 
can be considered as a subgroup of P„ for n^pm—m. Therefore any ele-
ment of P possesses the order at most equal to pm, as we saw in (2). This 
contradiction proves our assertion completely. 
nm- ] 
R e m a r k . The bound - may not be the best possible one. But, 
at. any rate, the result of Ritt cited-above is a special case of our lemmas. 
5 . In this- section we construct an example of a primitive permutation 
group {G, U} with an abelian transitive subgroup A not of type (p,...,p). 
In fact, we choose the p-dimensional general linear group GL(p,p) over the 
prime field of characteristic p as a U, the p-dimensional vector space Vv 
over the prime field of characteristic p as an N and the splitting Schreier 
extension of AT by U as a subgroup of the holomorph of AT as a G. Natur-
ally since U is irreducible for N and clearly U does not contain a normal 
subgroup =j= 1 of G, {G, U) actually defines a primitive permutation group. 
Therefore we have only, to verify the existence of an abelian transitive sub-
group A not of type (p,...,p). To do this, first put /?,. = £ + 2 ev f ° r 
i+r-Ki 
r—\,2,...,p—1, where E is the unit matrix of degree p and e,/s are the 
matrix units: 
First we prove that { B \ , . . . , Bv-\} is abelian of order/?* -1 and of 
type (/?,.,.,/?). In fact, put B,=E+Wr. Then BrBs = E+ Wr+ Ws + 
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r - r S + l 
1 2 • • • • 
+ WrWs, w h e r e WrWs 
0 
\ 
. Since the matrix Wr W„ is 
J • ' 
symmetric for r and s, we have WrWs=WsWr. Therefore BrBs = BsBr. 
Further Bl — E+Wr. Since-clearly U ^ = 0 , = Last let us assume 
BÎ... where e,:<p (/== 1 , . . .,p— 1). Then (E+Wt)'... 
...(£+ E and therefore, ( £ + e i WL + ...)...(E+ eP-i Wv-i + - ) = E. 
Now the coefficient of ei2 in (E-\-e\Wi-\ ) ••• (E+ep-iWP-i-\ ) is equal 
to ei. Therefore ei = 0. Thus By... B/':' = E. Therefore (E-j-e2W2 + •••)•• • 
••• ( £ + eP-i Wp-H ) = E. Now the coefficient of ei3 in (E+ezW2-{ )••• 
••• (E+ep-i Wp-\-\ ) is equal to e2. Therefore e2~0. Similarly 
e3 = ••• = Cp-i = 0. Thus Bi,..., BP-1 are linearly independent. 
Secondly put xr = for / ' = 1 , 2 , . . . , / ; , and put A,- — xrBr (this is. 
0 
a product in G !) for r= 1, 2, ...,p— 1. We prove that {At, A2,..., APr]} is 
abelian of order p11 and of type (p\ p,..., p). Now the equation ArA„ — AsAr 
is equivalent to the equation xr-\-Br° xs = x8 + Bs° xr, where o denotes the 
ordinary matrix multiplication. Further the equation x , .+f i , .o jc s ==x s + fisox-
is equivalent to the equation Wroxs=Wsoxr. Therefore we show 
Wro xs = W„o xr. Now if s + r>p, then W r o x s = 0. If s + / + / = / ? , where 
i is a non-negative integer, then Wr o xs = ei + • • • + £¿+1 • By symmetry, we 
have Wr ° xs = VK, o xr. Now similarly as in the second step of the proof of 
Lemma 2, we have Ai = • • • = A%-i = E. Further A{ = ( x t X i B i X i B ^ • • 
••• xiBl = BlpxlB1i • Bl^XiBl1 ••• BfxiBl • B'^xBu Here (Bll + • • • + 
+ Bi + E) o xi = xp. Therefore Al' = xP. Clearly Ai,...,Ap-i are linearly-
independent of each other. 
Last we prove that A v \ U ~ \ . Now since an element belonging to 
AuU must be commutative with xu:..,xP, it must be the identity. This pro-
ves the assertion. 
Thus A is transitive and not of type (p,..., p). 
R e m a r k. Such a construction may be executed for every n g p. 
6 . Before proceeding further, we refer to KOCHENDORFFER'S method of 
the construction of simply transitive, primitive permutation groups with ab-
elian transitive subgroups, in a little generalized form. (In this section G may 
be infinite.) 
On primitive permutation groups. 215-
Let \G,U)' be a primitive permutation group with an abelian transitive 
subgroup Let {Gi, U;}, and A (i = 1, 2,..., r) be the r copies of {G, U} 
and A, where /' is a natural number > 1 . We denote the isomorphism bet-
ween G and G, by g^gi (g€ G, gi £ G{) for each i ( / = 1,2,'..., r). Put 
G* = Gr x - X G, (the direct product of G,, G o , . . G , ) . Let 5 be the auto-
morphism of G\ such that gs.=giU (gr+]=gj). Let G " be the splitting . 
Schreier' extension of G* by 5 , which can be constructed as a subgroup of 
the holomorph of G*. Put U** = (iA X . - • x U,) {S} and A" = A X • • • X A -
Now we prove that the pair [G**, U**} is a. simply transitive, primitive per-
mutation group with an abelian transitive subgroup. A**. 
Clearly G** = U" A** and LTnAM = \. Assume U" 4= 1. Transforming 
an element of U** by an element of U* = U,X •• • XU,., we see £/**ni/*4=l. 
Therefore U** n G* =j= 1. Clearly this is a normal subgroup of G* contained 
in U*. Since U* = \, this is a contradiction. Now we prove the maximality 
of U** in G**. Since G** = U** A**, if I T is not maximal in G " , there 
exists an element a 4=1 of A" such that G** === {{/**, a}. Put a = a,---ar,. 
where each a: belongs to A (/ = 1, 2 , . . . ,/ ' ) . Then there exists at least one/, 
say 1, such that i?t4=1- Therefore we assume a, 4 ^ - We consider the ele-
ments u^au^ = u,arurla-2 - • • a,-, where ur runs over all the- elements of U~ 
Since {|/i,fli) = Gi, and since Ui—\, there exists an element av such that 
f/1ar1i/r1«T1 d ° e s not belong to £/,".- Then {U**, 0} contains an element 4=1 
of A . Therefore {U**, 0 } contains Gx and coincides with G " . This is a con-
tradiction. Next we prove that { G U * * } is simply transitive. Since G** = 
= U**A**, if {G**, U**} is doubly transitive, there exists an element a 4= 1 
of A"* such that G** = U**4- U"a(/**. Put a = fll-;-a,, where each a,- be-
longs to A (/ = 1, . . . ,/') . Let a '4=1 be any element of A". Put a' = a[- - -a',-,.. 
where each a\ belongs to A (/' = 1 , . . ., /'). Let l(a') be the number of /'• s 
such that ai4=l (K a ) >s a natural number). Now to prove the inconsistency 
of the equation G" = U" + U"aU**, we have only to show the following: 
if U**aU**=U**a'U*\ then l{a)=i{a'). Now (J**a(/** = U"a' U** implies 
that there exist two elements u and u' of U** such that ua = a'u'. Put 
h' = H, ••• urS'\ where each u[ belongs to Ui (/ = 1 , . . . , r), and put a'u[- • •u'r = 
= «;'•••«,'•'a", where each u'i belongs to Ut (/==1,...,/-) and a" is an ele-
ment of A". Since MiAi = AiM;, and Ai inA = l (/ = 1 , . . . , r), we see im-
mediately that l(a') = l(a"). Put a " S c = S V " , where a'" is an element of A**.. 
Since S permutes A , A , . . . , 4̂,- cyclically, we see immediately that/(a") =/(0" ' ) , 
Since U**nA" = 1, we have a = a"'. This proves the• assertion. Here we 
refer to. the following 
C o r o l l a r y . If there exists a primitive permutation group with an 
abelian transitive subgroup of type (p1^;.. .,p^nn'), then there exists a simply-
transitive, primitive permutation group with an abelian transitive subgroup 
of type (pi"- • -p'\",..., pi'»1' • f° r every 5 > 1. 
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7 . Now we treat the KOCHENDORFFER—D. MANNING case satisfying the 
condition (S) . In consequence of Lemmas 1 and 2 only the following four 
cases are to be considered as the type of the abelian group A: (4, 2), ( 8 , 2 ) , 
(9, 3) and (8, 4). In this section we take the first three of these types into 
our consideration. 
E x i s t e n c e . For the type (9, 3) we have already constructed an example 
of such primitive permutation groups in § 5 . Now for the. types ( 4 , 2 ) and 
( 8 , 2 ) the same method of construction as in § 5 can be applied. Therefore 
we have only to tabulate the necessaries with the same notations as in § 5 : 
Type (4, 2), U= GL(3, 2), N=Vr„ G = GL(3, 2) Vs 
/ 1 1 1 
A = {A1,AS},A1= 0 1 1 
Vo o i 





n l i n 
A, ,A s} y 
l 1 1 
1 1 
V \) 
(\ 0 1 1\ (0) /1 0 0 I 
1 0 1 0 A 1 0 0 
1 0 1 
Sis 
I 0 
V \) VO/ V I 
Ai— 
/1 0 1 0\ f\\ 
1 0 1 1 
' A i = = . 
0 
1 0 1 0 





= A\, AlAz = A\. 
I n s o l u b i l i t y . We show that: Let {G, U} be a primitive permutation 
group with an abelian transitive subgroup A of type either ( 4 , 2 ) or ( 8 , 2 ) 
or (9 ,3) . Then G is insolube. Thereby we do not use the result of KOCHEN-
, DORFFER a n d MANNING. 
First we supplement the second part of Lemma 1, and Lemma 2 as 
follows: 
Lemma 3. In the same notations as before, let p': be the order of the 
subgroup of U consisting of all the elements of U with order not greater 
than p. If v < 
pm—1 
m 
then p'"+1 cannot occur as an invariant number of the 
type of the abelian group A. 
P r o o f . We repeat in the same notations the proof (by induction on 
the order of the group) of the second part of Lemma 1. We assume that 
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occurs as an invariant number of the type of A. If occurs as an 
invariant number of the type of А Щ Щ С ^ А / С then, by induction hypo-
thesis, the order of the subgroup of UC/(J ,C^i U/Ui consisting of all the 
p>"—] 
elements of order not greater than p is not smaller than — — — . Then a for-
tiori, by the fundamental theorem of abelian groups, the same holds for U nm ] itself, which contradicts the assumption — • So we may assume that 
pm+i ¿Qgg n 0 { o c c u r a s an invariant number of the type of A/C. Then С coin-
cides with the subgroup of A generated by all the p'"-th powers of elements 
of A. If the centre Z of P is distinct from C, then, since Z^N is of type 
(p,...,p), Z contains a central subgroup С' of order p different from C. 
Repeat the same argument by С ' in place of C. Then, since p'"+1 occurs as 
an invariant number of the type of A/C', we can apply the induction hypo-
thesis and obtain the conceived contradiction. Therefore we may assume that 
p">—i 
Z = C . Now since clearly U ^ AjZ and, by assumption v < — , the order 
41 1 Л • 1 
of A is at most equal to p '" ' =pp'"~»>. The same holds for N. Now 
the group P can be considered as a subgroup of P„ for пШрт—т. There-
fore any element of P possesses the order at most equal to pm, as we saw 
in (2) of the proof of Lemma 2. This contradiction proves our assertion. 
P r o o f o f i n s o l u b i l i t y . First some remarks of general character: 
(1) Let N be of order p". Then we may consider U as a subgroup of 
GL(n,p). (2) U does not contain a normal p-subgroup =j=l. In fact, let L 
be a norma! p-subgroup of U. Then LN is normal in G. Let Nt be the 
centre of LN. If Nx§zN, then U contains a normal subgroup =j=l of G, 
which contradicts U = 1. Therefore iV igW. Since N is minimal normal in 
G)Ni = N. Then LN= Lx N, which implies that L is normal in G, which 
contradicts LJ — \. 
Now we treat each case separately. 
Case of type (4 ,2) . Assume the solubility of U. Then, as it is well 
known, since GL(3 , 2) is simple and not abelian (DICKSON [1]), F/Ф GL(3, 2). 
We denote the order of U by ( U ) . At any. rate, (f/)|23-3-7 = the order of 
G L ( 3 , 2 ) . Assume 1\{U) and let U- be a 7-Sylow subgroup of U. If i/7 is 
not normal in U then we see, by SYLOW'S theorem1), (£/) = 23-7. Since U 
does not contain a normal 2-group, f/7 must be normal in U, which is 
a contradiction. Therefore U7 is normal in U. Then since 2\(U), we see, by 
SYLOW'S theorem, U-, must be normal in GL(3,2), which contradicts the 
simplicity of GL(3,2). Thus 7 X { U ) , and (i/)|23-3. If 22|(U), then U must 
J) The number of p-Sylow subgroups is congruent to 1 mod p. Cf. H. ZASSENHAUS, 
Lehrbuch der Gruppentheorie I (Berlin—Leipzig, 1937), p. 100. 
A 15 
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contain a normal 2-group =j=l, which is not the case. Thus ( U ) = 2 -3 . Let 
U3 be the 3-Sylow subgroup of U. Since U is irreducible for V- = N, U3 is 
completely reducible (cf. FROBENIUS [1]). Therefore since the degree of the 
representation is 3, Ua must be irreducible. On the other hand, by SYLOW'S 
theorem, U3 is not maximal in U3N. This contradiction proves our assertion. 
Case of type (9, 3). Assume the solubility of U. As above, t / = p G L ( 3 , 3) . 
At any rate, ( (/)|2 5-3M3 = the order of G L ( 3 , 3 ) . By Lemma 3, 32|(£/). 
Assume 13|(i/) and let Un be a 13-Sylow subgroup of U. If UK is not nor-
mal in U, then we see, by SYLOW'S theorem, (£/) = 24-32 13 or = 3 M 3 . 
Since U does not contain a normal 3-subgroup =j= 1, the latter case does not 
occur. In the former case clearly Ui3 is not maximal in U and this implies 
that U№ is normal in U, which is a contradiction. Thus i/,3 must be normal 
in U. Then, we see, by SYLOW'S theorem, U.13 must be normal in GL(3,3), 
because 3*1(1/). Thus \3Jf(U), and (U)|2&-3;i. Let R be the largest normal 
nilpotent subgroup of U. Then, since U does not contain a normal 3 - s u b -
group, R is a 2-group. If R is reducible for Vs = N, then, since R is comp-
letely reducible and the degree of the representation is 3, R is of diagonal 
form. Then the order of R is at most equal to 2s. Further the subgroup 
of R consisting of all the matrices with determinant 1 is of order at most 
equal to 22. Since 32|(£7), this implies that U contains a normal 3-subgroup 
4=1,- which is a contradiction. Thus R is irreducible for V3. If R+ is not of 
type (2, 2 , 2 , 2), then, as above, U contains a normal 3-subgroup 4= 1, which 
is a contradiction. But if R+ is of type (2, 2, 2, 2), then R+ cannot be irredu-
cible for V3 (cf. HUPPERT [1]). But if R+ is reducible for V3, then the order 
of R + must be at most equal to 21 This contradiction proves our assertion. 
Case of type (8, 2). Assume the solubility of U. As above, U 4= GL(A, 2) . 
At any rate, (i/)|2' ;-32-5-7 = the order of G L ( 4 , 2 ) . By Lemma 3,2:!|(£/)• 
Assume 1\ (U) and let U-, be a 7-Sylow subgroup of U. If U-, is normal 
in U, then (J7 is completely reducible for V4 = N, because of the irreducibi-
lity of U (cf. FROBENIUS [1]). Now U- cannot be irreducible, which is easily 
seen by considering U-N and using SYLOW'S theorem. Further U-, cannot be 
reducible. In fact, otherwise,, since it is completely reducible, UTN— U7xN, 
which is clearly a contradiction. Thus U- is not normal in U. Let R be the 
largest normal nilpotent subgroup of U. Then, since U does not contain 
a normal 2-subgroup, R is of order prime to 2. Let us consider RU7. Then 
we see, by SYLOW'S theorem, that RLf7 = RXU7, which is clearly a contra-
diction. Thus 1 }({U), and {U)|26-32-5. Assume 5|(£/) and let U;, = {u-,} be 
a-5-Sylow subgroup of U. If Ur, is normal in U, then, since 2*\(U), there 
exists an element t of order 2 which belongs to the centralizer of i/-,. This 
is a contradiction. In fact, t admits an invariant vector x=j=0 and since U., 
is irreducible, u l o x (/ = 0, 1, 2, 3, 4 ) (o denotes the matrix multiplication) 
generates the whole vector space Vi==N. Therefore t must be the identity. 
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Thus U, is not normal in U. Let R be the largest normal nilpotent subgroup 
of U. Then, as above, we come to the contradiction that RUb = Rx U-a. Thus 
5Jf(U) and (U)\2"-3-. Now let us assume that U contains a normal sub-
group of order 3. Then we can easily see that U contains a normal 2-sub-
group =j=l, which is a contradiction. Let U?, be a 3-Sylow subgroup of {/. 
Then U?, is minimal normal in U. Since the order of G L ( 2 , 3 ) is 24-3, if 
2°| (£/), then U contains a normal 2-subgroup =j=l. Further a 2-Sylow sub-
group of U is isomorphic to a subgroup of a 2-Sylow subgroup of GL(2, 3),. 
with coefficients in the prime field of characteristic 3 (cf. DICKSON [1], p. 86). 
As it is easily seen, this group does not contain an abelian subgroup of type 
(4, 2). On the other hand, a 2-Sylow subgroup of U contains an abelian sub-
group V of type (4,2) , where A-N=V-N and VnN=\. This contradiction 
proves our assertion. 
R e m a r k . The solubility can be formally weakened to the /^-solubility 
in t h e s e n s e of CUNIHIN [1 ] . 
D o u b l e t r a n s i t i v i t y . Now we give an other proof to our case 
of KOCHENDORFFER—MANNINO'S theorem.2) As above, we treat each case sepa-
rately. First we remark the following. Let n be an element of N. Let UriU 
be a double-sided class of G by U. Then all the elements of N belonging 
to UnU are conjugate to n and conversely.. 
Case of type (4, 2). By BURNSIDE'S theorem, if 7 X(U), then U is soluble.. 
Since U is insoluble, 7|(i7). Then, since the order of N is 8, by the remark,, 
we see easily that G = U+UnU, where n is an element =j=l of N, and 
{G, U) is doubly transitive (BURNSIDE [2]). 
Case of type (9,3). By BURNSIDE'S theorem, if 13 Jc (U), then U is 
soluble. Since U is insoluble, 13|(£/). We notice that every element of order 
13 does not possess the characteristic value 1. Again by BURNSIDE'S theorem, 
if 2jf(U), then U is soluble. Since U is insoluble, 2|(U). We notice that 
there exists an element of order 2 such that it possesses only one charac-
teristic value 1. In fact, otherwise, by BURNSIDE'S theorem, U is soluble. 
Then, since the order of N is 27, by the remark, we see easily that 
G = U+ UnU, - where n is any element 4=1 of N, and {G, U) is doubly 
transitive. 
Case of type (8,2). Assume 5| (U). Then, since U clearly does not 
contain a subgroup of index 5 (in fact, otherwise, U must be of icosahedral 
type. But 8|(£/)), and since the order of N is 4 6 , by the remark, we see 
easily that G= U+UnU, where n is any element 4= 1 of Â , and {G,U} 
-) Here we want to refer to the following interesting problem : Is there a primitive 
permutation group of MANNING—KOCHENDORFFER type not satisfying the condition ( S ) ? 
which is generated by matrices 
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is doubly transitive. Thus we may assume that 5 X (JJ). Now, by BURNSIDE'S 
theorem, if 1 X (U), then U is soluble. Since U is insoluble, 7| (U). Again, 
by BURNSIDE'S theorem, if 3 X (U), then U is soluble. Since U is insoluble, 
3|(U). If 32[(¿7), then U contains an element of order 3 which does not 
contain a characteristic value 1. Then, since the order of N is 16, by the 
remark, we see easily that G= U+UnU, where n is any element 1 of N. 
But this implies 5|{U), which is a contradiction. Therefore 32 X (£/) and 
(U)\2e . 3 . 7 . Let U7 be a 7-Sylow subgroup of U. Since U is insoluble, 
U-, is non-normal in U. Using SYLOW'S theorem, we see either ( U ) = T. 3 . 7 . 
or (£/) = 2 3 . 3 . 7. Now if { G , U] is simply transitive, then U contains a 
subgroup of index 7. Let V be such a subgroup. As it can be easily seen, 
V does not contain a normal subgroup =t 1 of U. Further since U is inso-
luble, by BURNSIDE'S theorem (BURNSIDE, 1) {U, V] is doubly transitive. 
Therefore V contains a subgroup W such that (i) W is of index 6 in V and 
(ii) W does not contain a normal subgroup =t 1 of V. (cf. § 1). First let us 
consider the case (£/) = 2' ;. 3 . 7 . Since the order of the symmetric group of 
degree 6 is 2 4 . 3 2 . 5 , W must contain a normal subgroup == 1 of V, which 
is a contradiction. Therefore ( U ) = 2 : !. 3 . 7. By Lemma 3, a 2-Sylow sub-
group Ui of U is abelian of type (4,2). As it can be easily seen, V contains 
a normal subgroup X of order 4. Clearly WnX==\ is a normal subgroup 
of V, which is a contradiction. 
8. Now we treat the remaining case where the type of the abelian group 
A is (8,4). But the fact is that this case does not occur. The present non-
existence proof is complicated. We hope that it becomes trivially simple by 
a new method. 
(1) We use the same notations as before. Let us consider Pr> = P(5,2)V;>. 
Then we want to show that Pr, does not contain an abelian subgroup A of 
type (8,4) such that Ph = P(5,2)A. Put P = AVr,= UV5, where U is a sub-
ents of A with orders 8 and 4 respectively, where the multiplication is that 
in Pr>, and further 
3C be the basic elem-
c = 
CJ! C,O CJ: 
C~i | Coo Co: 
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and all the coefficients belong to the prime field of characteristic 2, that is, 
( B Cl IF (Jl 0 and q yy belong to P(5,2), and 
and belong to V5. 
(2) We shall make use of the following equations, whére the multipli-
cation except that of the elements of P-, is the ordinary matrix multiplication : 
(A . I ) B C T C D ) ( ( B ^ E 2 B B T F E ) ( £ D E N O T E S T H E U N I T M A T R I X ) -.0 D2 JI (D + E)c 
( B . 1) ^ . - ( O ( F I C ~>-L>)<t~rr)^bC •-CD)iI> ; / :> ' : J 
( B . M ) * = ( F O + O H X E + H ^ F O + G H H E + H ) ^ 
(C) The commutability of ^ and ^ j : 
BF=FB, DH=HD, BG + CH=FC+GD. 
(D) The commutability of and A2 under the equation (B) : 
(o denotes the ordinary matrix multiplication). 
(3) First we want to show that the order of the centre Z of P is equal 
to 2. In fact, if Z is of order greater than 2, we may assume, by choosing 
a suitable base of 14, that B = F=E. Assume EP = E. Then by (B. 1) 
A\= 1, which is a contradiction. Hence D 2=j=£ and Df = E. Therefore we 
/ 1 1 l'\ 
may assume, if necessary, replacing A, by Ai, that D= 0 1 1 . Assume 
VO 0 1/ 
// = £ . Then, by (C), G = GD, whence G = (Q Q J ' j - Since Al=1=1 is a 
central element, M = ( ^ j = ( j K ! j j =f= 0. In particular, gi; = 1. On the other 
hand, by (D), g^D'^g, whence gs = 0. This contradiction proves H 
Since A\ is a central element, H2 = E and G ( £ + //) = 0. By (C), DH=HD, 
/1 0 1 
whence / / = 0 1 0 ) , and therefore, gu = gn = 0. By (C), G + C 
10 0 1/ 
1 0 \\ 
0 1 0 
0 0 it 
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= C - f G 
/1 1 1 
whence g», = 0, g.2 = c:1 = 1. Now A\ = and /1;: 
fgv\ 
g22 
0 . Hence A\ = A 
0 
^ 0 / 
O i l , whence gn=.cxx and g2, = cxx. By (D), Hc-f -g = D g + c, 




and Z—{A\ = A\\. Then Z must be of order 2. This is a contradiction. 
Thus Z is of order 2. 
(4) Now only the two types of U : (8,2) and (4,4) are allowable. First 
we prove that the type of U must be equal to (4,4). Assume that U is of 
type (8,2). Since A\ does not belong to Vr„ ^ is of order 8. Therefore 
/1 i n 
D is of order 4, and we may assume D= 0 1 1 . Since № is a central 
10 0 1/ 
element =j= 1, is of order 2. By (C), DH — HD. Therefore, if necessary, 
replacing Ao by A\A2, we may assume / / = £ . Assume j j - Then, if 
B cV necessary, replacing A, by A^A», we may assume B=E. Then ^ ^ J = E. 
This contradiction proves F=E, and {]• By (A. 11), 
=g* = 0. By (D), g = D~lg, whence g.2 = g, = 0. Then 
a contradiction. Thus U is of type (4,4). 
(5) At any rate, ^ and are of order 4, respectively. Put 
i l 1Ï 
F= q j j - If necessary, replacing Ax by AXA2, we may assume £? = £". 
Assume = Then, by (B. 1), 0 ± = 0. Hence D 2=j=E and / 1 1 n 
D = E. If necessary, replacing Ay by A;, we may assume D = 0 1 1 . If H 
10 0 1./ 
is of order not greater than 2, if necessary, replacing A, by Â\Ai, we may 
assume H = E. Now by (C), G + C = FC+GD, whence c2x=g.2l=g22 = 0. 
By (A. II), since A\ does not belong to V5, (F+E)G=j=0, whence either 
gsi or g22 or g.23 = 1. Hence g.2: = 1. Now by (D) g = D~lg, whence gi=g?,=0. 
» 
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by (B. I ) , since A\ is a central element =j= 1, /X^C + C ^ H ^ + 
Again by (D), Fb + FGc=C-D~ g + b, whence, in particular, gziCx+gnC*-^ 





v 0 ) 
whence c ; i = l . This contradiction proves that H is of order 4. If neces-
A l n 
sary, replacing A2 by Ai, we may assume H= 0 1 1 . Now by 
VO 0 1./ 
f 1 1 M a n I 1 1
 l\ 
<C), G + C 0 1 1 = C + G 0 1 1 , whence c21 = g l t = 0, cn = g^, 
VO 0 17 v u J \0 0 1/ 






/1 1 o\ ,1 1 o y 
= 0, whence c , = l and cn = l . By (D), 0 1 1 c + 0 1 1 £ + 
Vo 0 1/ \0 0 1/ 
whence gH = Cli=l. By (B. II), since + + = 





= 0, whence g-,,-f g v , = 0 . Then, c n = c , o + gn-~ 
--g2nJrgn = 0. Thus c n = l = 0 . This is a contradiction. Thus F= 
1 0 
1 0 
0 i r 
(6) Now assume ^ = J j- Since the order of A is 8, by (B, II), D is 
i 1 1 M 
of order 4. If necessary, replacing Aj by A;, we may assume D = 0 1 1 . 
10 0 1 
Now if H is of order not greater than 2, then, by (C), since DH=HD, we 
'1 0 0^ 
may assume, if necessary, replacing A, by AiA\, that // = I 0 1 0 
lO 0 l 
. By (A. II), 
1 Ai- Gg 
0 
belongs to V>,, which is a contradiction. Thus H must be 
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of order 4. Therefore, if necessary, replacing A2 by Ai, we may assume 
/1 1 n /1 1 n h 1 1\ 
/ / = 0 1 1 . By (C), G K 0 1 I = C + C 0 1 1 , whence cu = gn, 
10 0 \J V0 0 \J VO 0 1./ 






, whence c3 — 1 and either cn or c21 = 1. 
By (B. II), 0 = =







, whence, since g3 = c3 — 1, 
gn = g2l = o. Then, since c „ = ^ n , c.2x= g2l, c n = 0 and c2l = 0. This contra-
diction proves B = 
(7) Now let us assume that D is of order 4. Then, if necessary, re-
(\ 1 f 
placing At by Ai, we may assume that D- . Now if H is of order 0 1 1 
vo o i ; 
not greater than 2, then, by (C), since £>// = //£>, we may assume if neces-
sary, replacing A2 by A>Af, that H = jO 1 0 | . By (A. II), l + A ^ i ^ Vo o u 1 
belongs to Vr>, which is a contradiction. Thus H must be of order" 4. 
/1 1 1\ 
Therefore, if necessary, replacing A2 by A'2, we- may assume / / = 0 1 11. 
\0 0 1/ 
/1 1 (\ 1 A v 
0 1 1 , whence c2l=,g-21 = 0, c22=g.22 By(C) , [ ¿ ¡ J G + C I 0 1 1| = C + G 
VO 0 1, 
and cn = gn +g22. By (D), H~lc-\-g=-D lg + c, whence c3=g3. By (B. I), 
'(cn + c2ä)c, 
since A } = t l is'a central element, 







whence c 3 = l and c u - | - c M = l . By (B. II), since A t = 1 , 
((FG + GH)(E+H)g]_ 
0 
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:C ; .= 1, = 0. Then C n =g. ,o = Ci2.. 
gn go 
0 
0 = 0 , whence, since .j 
0 
0 , 
Hence ^, + ^ = = 0 . This is a contradiction. Thus D must be of order not 
greater than 2. If D = E, then, by (B. I), A\=\. This contradiction proves 
that the order of D is 2. 
(8) Assume that H is of order 4. Then, if necessary, replacing A3 by Ai;,. 
/1 1 A ¡1 0 IV 
we may assume / / = 0 1 1 . By (C), DH = HD. Therefore D = 0 1 0 . 
VO 0 1/ V0 0 l j 
By (B. 1), since is a central element, + (£> + £)cj .=|= Q> 
whence c s = l . By (D), H~lc-\-g = DgJrc, whence c,, = 0. This is a contra-
diction. Thus H must be of order not greater than 2. If H = E, then, by 
(A. II), 1 4= A\ = ^ ( f j belongs to the centre, which is a contradiction. Thus 
H is of order 2. 
(9) Put, for abbreviation, 
Since, by (C), DH—HD, the following seventeen pairs of {D,H} are only 
to be considered: 
(ii) {Ai,, AU}, 
(vi) {M 2 , Afi} , 
(x) {M, ,M;\ , 
(xiv) { M 4 , M 4 } , 
( i ) . { M ^ M , } , 
(v) { M , , M 5 } , 
(ix) {M,,M,}, 
(xiii) { M 4 , M 3 } , 
(xvii) {Mr,, Af,}. 
Now let us assume c:, = 0. Since A, is a central element 4= 1, by (B. I ) 
/C2X di2 c>\ 
(iii) {Mu Ms}, 
(vii) (M.,, Afo}, 
( X i ) \ M , , M : , } , 
(XV) {Mr, ,'Mt}, 
(iv) {Mu M4}, 
(viii) {Mo, M4, 
(xii) { M ^ M , } , 






whence Co,— di2 = c, = 1. By (C), c.nhi2 = 0. Hence /iia = 0. 
There remain only two cases: (ix) and (xv). In these cases = h2?, = 0. B y 
(C), ca, = h^-}- c22h2?—gi2dv,. Hence hv,;=0. This is a contradiction. Thus c,; = 1-
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Now let us assume i/2!i = 0. B y ( B . 1), (h 
V 
, whence c2i = 1 • 





By (C) Co1hv2 = 0. Hence hi2 — 0. There remain the cases (i), (ii). (iv), (ix), 
and (xv). Now in the cases (i), (ix), (xv), hi:i = 0. By (C), c.hhl3 - f c^Jir- = g22d23. 
Hence /ij:1 = 0. This is a contradiction: Further in the cases (ii), (iv), h23 = 1. 
By (D), h23c3 = disg3. Hence d23 = 1. This is a contradiction. Thus i / 2 3 = l . 
There remain the cases (vi), (vii), (viii), (xii), (xiii) and (xiv). In these cases 
V*i2 = ¿12 = 0. Therefore, by (D), hn = di3g3. Hence if hir,= 1, then d13=\. 
Thus the cases (vi) and (viii) vanish. Again by. (D), hi3c3 = di3g3. Hence 
/¡a,=g. ;.. If /j2„ = 0, then g3—0 and therefore h13 = 0. This is a contradiction. 
Thus hw — g z — 1 and h13 = din. Thus the cases (xii) and (xiii) vanish. 
Now let us consider the case (vii). Then ./i1!. = rf13 = 0.• By (B. I ) , 
/Co) dy3 C:yt \ 
0 
, whence c 2 2 = l . By (C), c,,//,, -f- = g i 2 d z ; and 04= 0 
8 / 
.g?> + cuhn = gndl2. Hence c22 = 0. This is a contradiction. Last let us consider 
(C-ii d13 -f- c22\ 






c3i + c 2 2 = l . By (C), c21h13-\-c2i2his = g22d^ and g^ + Cuh,., ^=gudl2. Hence 
csi + Coo = 0. This is a contradiction. 
Q . E . D. 
Now, in the long run, if a primitive permutation group {G, U\ of 
KOCHENDORFFER—MANNING type satisfies the condition (S), then G is insoluble. 
Further if such a {G , U} does not satisfy the condition (S), then primarily 
G is insoluble. Thus we can say that a primitive permutation group {G, UJ 
of Kochendorffer—Manning type is insoluble. 
9 . Now the following two questions may be natural: (1) With some 
exceptional which happen for p = 2, any primitive permutation group with 
an abelian transitive subgroup not of type (p,...,p) is insoluble? (2) If a 
primitive permutation group has an abelian transitive subgroup, at least one 
invariant of which occurs only once, then is this primitive permutation group 
doubly transitive? 
The second question can be answered negatively. Let us start from the 
examples {G, U}; G = UN=UA, where U=GL(p,p), H=VP and A is 
of type (p-,p,...,p), which are constructed in § 5. Let {G;, £/,}; N; and 
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A1 be the r copies of { G , U}\ N and A, where r is a natural number > 1. 
Then we construct the permutation group {G",U**} by KOCHENDÖRFFER'S 
method of construction in § 6. Put A*" = AX X N2 x • • • x Nr. We have 
only to show the transitivity of A***. As in § 3 put U*, = Ux x • • • X Ur and 
C ^ f t X - x G , . . Then clearly A*"U* = G*, whence AmU" = G". 
For the first problem we have only partial answers. Let {G, U}; 
G== (JN= (JA be a soluble primitive permutation group with an abelian 
transitive subgroup A not of type (p,...,p). Further let p" be the order of 
TV and let p be greater than 2. 
(1) (cf. § 7) U may be considered as a subgioup of GL(h,p). 
(2) (cf. § 7) U does not contain a normal p-subgroup =j='-
(3) Put AN=V-N, where V is a subgroup of U. Then Vis an abelian 
p-subgroup of U. Now (J does not contain a subgroup L such that (i) L is 
irreducible for N= V„ and (ii) the normalizer of L Contains V and L is a 
minimal normal subgroup of LV. 
In fact, let U contain such a subgroup L. Then, by (2), the centralizer 
of L in L V is coincident with L itself. Therefore we can consider L as a 
faithful irreducible representation module for V. Therefore V is cyclic [cf. 
HUPPERT], Since p > 2, by Lemma 3, this is a contradiction. 
• Now let us notice that h^p> 2. Therefore there exists a prime q such 
that p" = 1 (mod q) and pm ^ 1 (mod q) for any m < n (ZSIGMONDY [ 1 ] ) . Then 
the order of U cannot be divisible by such a q. 
In fact let the order of U be divisible by such a q. First we remark 
that in these circumstances any subgroup of U whose order is divisible by 
q is irreducible. By Hall's theorem (HALL [2]) there exists a {p, G}-Sylow 
subgroup Lf{V,(a Hall subgroup) in U. Since ¿/|2>,9} is irreducible for N, 
by (2), U{Pliy does not contain a normal p-subgroup = p l . Let Q be a 
minimal normal ^-subgroup =j= 1 of i/i,,.,j. and let us consider the subgroup 
QV. Again let Q, be a minimal normal ^-subgroup i of Q V and let us 
consider the subgroup V. Since Qi Kis irreducible for N, by(2) Qx V does not 
contain a normal p-subgroup =j=l. Therefore the centralizer of Q, in Q j V 
" i s coincident with itself. Therefore we can consider Q, as a faithful, irre-
ducible representation module of V. Therefore V is cyclic (cf., HUPPERT [1]). 
Since p > 2, by Lemma 3, this is a contradiction. 
. As a corollary of the above result we see that { G , U\ is necessarily 
simply transitive. 
In fact, if {G, U) is doubly transitive, then the order of U is divisible 
by p" — 1. 
Addendum. Recently Mr. BERTRAM H U P P E R T in Tübingen has indepen-
dently obtained, by interesting methods, similar results as those of the 
present paper. See his paper „Primitive, auflösbare Permutationsgruppen", 
Archiv für Math., 6(1955), 303—310. 
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Über die Faktorisation yon Gruppen. 
Von J. SZÉP in Szeged (Ungarn) und N. 1TÖ in Nagoya (Japan). 
Sind Hu H2,... echte Untergruppen einer Gruppe G und gilt G — H^Hs..., 
so nennt man die rechte Seite dieser Gleichung eine Faktorisation von G • 
mit den Faktoren Hu H,,.... Die Faktorisation nennen wir symmetrisch, wenn 
Hv / / , . . . = //j/Zo... für jede Permutation 1', 2 ' , . . . von 1 , 2 , . . . gilt. Im Falle 
zweier Faktoren (und auch im Falle mehrerer Faktoren, wenn die Faktoren 
paarweise vertauschbar sind [1]) hat sich mit solchen Faktorisationen in den 
letzten zwei Jahrzehnten eine ganze Reihe von Arbeiten beschäftigt. 
N. ITÓ [2] hat bewiesen, daß nicht jede endliche einfache Gruppe, eine 
Faktorisation mit zwei Untergruppen hat. Es ist also um so mehr wünschens-
wert die obigen Faktorisationen mit mehreren Untergruppen allgemein zu 
untersuchen. 
Zunächst beweisen wir den folgenden 
Satz 1. Es sei G eine Gruppe und H eine echte Untergruppe von G. 
Es seien {Hy) die sämtlichen Konjugierten von H in G, wo y irgendeine 
wohlgeordnete Indizesmenge I durchläuft. Dann ist das Produkt I J H7—HXH,... 
eine Untergruppe von G. 
B e m e r k u n g . Aus diesem Satz folgt auf triviale Weise, daß die Unter-
gruppe ]JHX der kleinste die Gruppe H enthaltende Normalteiler von G ist, 
x 
also ist die Faktorisation I I Hy symmetrisch. i 
B e w e i s . Es sei x = hahß.. ,h0 (a, ß,..., o { I ) ein Element von G 
derart, daß hv zu Hv' gehört (v = cc, ß,...., Q). Zunächst definieren wir die 
zwei elementaren Umformungen: 
1) Sind ha,ht zwei benachbarte Faktoren in huli?...hQ derart, daß beide 
zu H¡L gehören, so ersetzen wir hirhz durch das ihm gleiche Element h,[ von H,L. 
2) Es sei Hfl eine Gruppe (,«£/) mit kleinstem Index, für welche 
K £ H^ (K ein Faktor in hahß... hQ) gilt. Gilt ,« < o, so ersetzen wir h„ durch 
das ihm gleiche Element h'¿ von HIX. 
Wir nennen ein Produkt hahß... hQ ein reduziertes Produkt, wenn man 
in diesem keine elementare Umformung ausführen kann. Es ist klar, daß man 
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jedes Produkt hahß...hQ in endlich vielen Schritten in ein reduziertes Produkt 
umformen kann. 
Es sei x — h„hß... h„ ein reduziertes Produkt. Es bezeichne r die 
Anzahl der Faktoren in diesem Produkt und es sei l(x) = min r. Wir nennen 
das betrachtete reduzierte Produkt ein minimales reduziertes Produkt, wenn 
die Anzahl der Faktoren in h„hß... h} gleich l(x) ist. Es is evident, daß 
jedes Produkt hah$.. ,hQ mindestens einem minimalen reduzierten Produkt 
gleich ist. Endlich nennen wir ein Produkt h„hß... hQ ein geordnetes Produkt, 
wenn a < ß<• • •< o gilt. 
Es ist klar, daß das minimale reduzierte Produkt //„... hyh6... h0 durch 
die Umformungen hyhi=h&(hil hyh6) = h^hy und hyhi=^(hyh&hyl) hy=h&>hy 
* wieder in ein minimales reduziertes Produkt übergeht. Bequemlichkeitshalber 
nennen wir diese Umformungen die Transformationen von minimalen redu-
zierten Produkten. 
Es sei x = liahß... h„ ein minimales reduziertes Produkt. Wir werden 
beweisen, daß man durch die gesagten Transformationen ein minimales redu-
ziertes Produkt in ein (minimales reduziertes) geordnetes Produkt umformen 
kann. Es ist klar, daß wir hierdurch auch schon den Satz bewiesen haben 
werden. 
Den Beweis werden wir durch Induktion nach l(x) durchführen. Ist 
/(jc) = 1, so ist die Behauptung trivial. Es sei / ( x ) > l . Es sei M(x) die 
Menge aller minimalen reduzierten Produkte, die aus hahß...hQ durch Trans-
formationen entstehen. Wir betrachten in M(x) ein Produkt V . . . hQ-t 
welches den kleinsten in M(x) überhaupt vorkommenden Index enthält. Wir 
können annehmen, daß a dieser kleinste Index ist, und setzen x = ha y 
{y = hß-... hQ). Dann ist l(y)<l(x), also hat y nach der Induktionsannahme 
eine (minimale, reduzierte) geordnete Produktdarstellung y = h?-... /zp", welche 
durch Transformationen aus h ß - . . . /*„• entsteht. Es ist klar, daß alle Indizes 
in hß-, ../}„•• größer als a ist. Folglich ist x — ha-hß-...h}- ein geordnetes 
Produkt. Somit ist der Satz bewiesen. 
Man bezeichne das Produkt . / 7 ^ mit H. 
7. 
Satz 2. Ist G eine nichtnilpotente endliche Gruppe, so hat G eine nil-
potente Untergruppe H mit der Eigenschaft H=G. 
B e w e i s . Der Beweis geschieht mit Induktion nach der Ordnung der 
Gruppe. Ist jede maximale Untergruppe von G ein Normalteiler von G, dann 
is G nilpotent (dies folgt einfach aus einem bekannten Satz von H. WIELANDT 
[3]), was unserer Annahme über G widerspricht. Daher hat G eine nicht normale 
maximale Untergruppe M. Ist M nilpotent, so können wir H = M nehmen. 
Andernfalls enthält M nach Induktionsannahme eine nilpotente Untergruppe H 
mit der Eigenschaft M = HH'..., wo //' , . . . die Konjugierten von H in M 
sind. Es ist klar, daß H=G ist. 
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Wir bemerken, daß man im Satz 2 „nilpotent" durch „Abelsch" nicht 
ersetzen kann. Ein Gegenbeispiel liefert das direkte Produkt der Dieder-
gruppe von der Ordnung 8 mit. der symmetrischen Gruppe von der Ordnung 6.. 
Man kann leicht einsehen, daß eine Gruppe G dann und nur dann eine 
zyklische Untergruppe Z mit Z= G hat, wenn man die Gruppe G mit ihren, 
eigentlichen Normalteilern nicht überdecken kann. 
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Some results concerning a problem in set theory. 
By G. FODOR in Szeged. 
Let 5 be a given set of power 111 s x 0 , Q a subset of power q i s N0 of 
-S and suppose that to every element x of Q there corresponds a subset H(x) 
of 5 such that for any x £ Q the power of the set. H(x) is smaller than a 
given cardinal number n which is smaller than m and U //(л:) = q. Let p be 
a cardinal number for which p ^ m. 
D e f i n i t i o n . A subset Г of Q is said to have the property T(q,p) 
whenever 
1) U H(x)= q and 2) U ( Я ( х ) П % ) ) < р . 
г ег *,уег • 
Problem. Does there always exist a subset Г of Q with the property 
7(q, p), if c| > n, p s n and q ^ p? 
We shall prove in this paper that the answer to this problem is affirm-
ative in the following cases: 
a) if p = q (in the case, when q (=j= is the sum of n cardinal num-
bers, each of which is smaller than q, we assume the generalized continuum 
hypothesis) (Theorem 1, Theorem 6 and Theorem 8), 
b) if q = N«+M (where cc is an arbitrary and и the smallest infinite 
ordinal number) and p = x«+i (Theorem 6), 
c) if 1) n = p = ic0 and q is a regular cardinal number or- if 2) 
2s 'a = NVi> q = (where a is an arbitrary ordinal number) and p = n ^ N „ 
(Theorem 7), 
d)^if q is a singular cardinal number and if l)n=--N0 , p = [q*-n]+, or if 2 ) 
.No ^ » < q, = N«+1 for every x„ for which a« < q and p = [q*-n]+ (where q* 
denotes the smallest cardinal number such that q is the sum of q* cardinal 
numbers each of which is less than q, and r+ the cardinal number immediately 
following v = q*. n) (Theorem 8), 
e) in every case whenever q = N« is a singular cardinal number such 
that a is not confinal to to and q = p, supposing that the answer to the 
problem is affirmative in the special case whenever q = p = Hp and ¡3 is 
-confinal to со (Theorem 11). 
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The answer to the problem is negative, in general, in the following cases. 
These results are due to P. ERDOS. 
a) If c| is a singular cardinal number and p = (q*)+ (Theorem 9). 
b) If (| = NVi, N\ = r is singular, p ^ n, n = (r*)u and 2 ^ = ^+1 i o r 
•every /? (Theorem 10). 
R e m a r k . If the answer to the problem is affirmative with q = p then 
the answer to the following problem of RUZIEWICZ [1] is affirmative with 
•c > N, too: 
Let £ be a given non countable set of power c and suppose that there 
•exists, a relation R between the elements of E such that for any x£E, the 
power of the set of the elements y £ E (j;=)=x) for which xRy holds, is 
smaller than a given cardinal number r ^ N0 which is smaller than c. Two 
•distinct elements x and y of E are called independent if neither xRy nor 
yRx. We say that a subset of E is a free set if any two points of this sub^ 
set are independent. 
P r o b l e m of R u z i e w i c z . Does there always exist a free subset of 
power c of E? 
The answer to this problem is affirmative first if r = N0. and c is either 
•of the form 2s or of the form x«+i ([2], [3]), then if c is a regular cardinal 
number or if e is the countable sum of cardinals smaller than c ([4], [5]), 
finally, in the general case, assuming the generalized continuum hypothesis [6]. 
We shall consider two cases: 1) there exists a regular cardinal number 
•S for which r = o < c, 2) there is no such a regular cardinal number s. It is 
•obvious that in the second case c is regular and t singular. Thus there exists 
in this case a regular cardinal number r0 < v and a subset F of power c of 
E such that, for every x £ F, the power of the set R(x) of the elements y£E 
for which xRy holds, is smaller than r0 . [Indeed let v* denote the smallest 
cardinal number such that r is the sum of v* cardinal numbers each of which 
is less than v. Since r is singular, we have r* < r. .Let cpx* denote the initial 
number of v*. There exist regular cardinal numbers r1 ; r 2 , . . . , ... '(£<<p**) 
such that .1« > tp > v' for « > ft and 
r==v1 + r2-|-".-. + f H • 
"Let E( be the set of elements x ( £ , for which R(x) < t-£. Obviously U E( = E. 
As e is regular and r < c, therefore there exists an ordinal number §„(< fA*) 
such that £f0 = c. Let F = E ( 0 and. r0 = r£0.] 
Define now the relation R' as follows: Let xR'y if there exists a se-
quence x ! , x 2 , ...,xk of elements of £ such that xRxx, XiRx2,...,xkRy hold. 
It is obvious that R' is transitive. In the first case, for any x £ E, the power 
-of the set R'{x) of elements y £ E, for which xR'y holds, is smaller than. §0 < e, 
A 16 
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where S„ is a given regular cardinal number such that t ^ § 0 < e . If r = >?O 
then we suppose even that S0>N<>; this can be done, since e > N i . In the 
second case, for any x.£ F, the power of the set R'(x) of elements y^E, for 
which xR'y holds, is smaller than t 0 < c. [Indeed le tx be a given element of E 
and R(x) = EU R(EX) = (J R(x) = E,,..., R(Ek.i) = Ek, It can be easily 
seen by induction that Ek<b (k= 1 , 2 , . . . ) , since 6 is regular, where b = §0. 
in the first case and 6 = r0 in the second case with x £ F. Obviously R'(x) = 
= U Ek and j j l i f c < b.] Let P(x) = {x} U {y £ E:xR'y). The conditions of the 
k < CD k < oo 
problem are satisfied in the first case with S=Q = E, m = q = e, n = §„,-
H(x) = P(x), and in the second case with S = E, Q = F, m = q = e, n = r0,. 
H(x) = P(x). If the answer to the problem is affirmative with m = q = p , then 
there exists a subset r of Q with the property 7(m, m). 
Let - 2 r = U P ( x ) and / 7 r = |J (P(x) fl P(y)). As P p ) < n < m „ xer . . x^yer 
2 r = m = c and ZZr<m = e, therefore there exists a subset r ' of power m. 
of r such that, for any x^T', P'(x) = P(x)—77r#= 0. 
Let us select from every set P'(x) (x £ F ' ) an element. The set of these 
elements is obviously free. 
N o t a t i o n s . For any subset Q' of Q let 
> > = U H(X), 
•*eQ' 
nQ = U (H(x)r)H(y)). 
x,yeQ' 
For any cardinal number r we denote by ^ the initial number of r, by r*' 
the smallest ordinal number for which r is the sum of r* cardinal numbers, 
each of which is smaller than r and by r+ the cardinal number immediateljr 
following r. For any limes ordinal number /? we denote by /?* the smallest, 
ordinal y for which ft is confinal to •/. 
T h e o r e m 1. // q = p and q is not the sum of n cardinal numbers,, 
each of which is smaller than q, then the answer to the problem is affirmative. 
P r o o f . Assume that the theorem is false, i. e. 
(A) if M is a subset of for which M < q, then- for every subset r 
of Q for which 
IlrQM, 
the power of the set 2 r is smaller than q. 
It follows from the conditions = q and H(x) < n < q that 
( B ) if M is a subset of such that M< q, then the power of the set 
of elements x £ Q, for which 
H ( x ) fl —Ai) =j=0, 
is q. 
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Define the sets Mp and Kp by transfinite induction as follows. Let M0 
be a subset of power less than q of and K0 = 0. Let now /? be an ordi-
nal number, 1 ^ /?< (p„, and suppose that all setsJ\t ( and where 
have been already defined such that M^aSq, M^<q. As / ? < n < q and q is 
not the sum of 11 cardinal numbers, each of which is smaller than q, the power 
of the set 
Np = U Mi 
Z<P 
is less than q. Let Kp be a set of elements x £ Q such that 
\) H(x) n ( 2 ^ - A W = j = 0 , ' 
2) U K p ^ N p , 
3) for every element x of Q — Kp for which H(x)=\= 0 there is an ele-
ment y£Kp such that the set H(x) ClH(y) is not a subset of Np. 
Let 
. M/s ?K-N:I. 
As iV^ < q we obtain by (B) that Kp=^0, i. e. Mp=^0. By ( 4 ) the power of 
the set is smaller than q. It follows that Mp < q. Consider the set 
M= (J M(. Obviously A f < q because q is not the sum of n cardinal num-
t«Pn ' 
bers, each of which is smaller than q and r/>„ = n < q . It follows from (B) 
that there is an element x„ of Q for which 
H(x0) f! (2"^—M) 4= 0. 
Clearly x0$Kt(%<<pn). In the opposite case there would be an ordinal num-
ber S0<<Pn such that X(,£Kio. By the definition 
Mio= U H{x)-Nia, / 
i. e. 
H(x)czNu+l= U M £ c M = U Mit ' 
- £<«o+i £«P n ' 
which is impossible. 
By the property (3) of K t there exists an element £ Kt for which the 
set H(x0) il H(y() is not a subset of N^. According to the definition of M( we 
have 
M6 n H(x0) ^ 0 
for every £ < <pn. Let as £ M fl H(x0). Since Ai„fl M,L = 0 if v 4 = t h e r e f o r e 
the elements as are distinct. Thus the power of the set of elements as is n. 
It follows that 
TO) ^ n. 
This is impossible, since H{x)<\\, for every element x£Q. The theorem is 
proved. 
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C o r o l l a r y . // n < No and q = p , then the answer to the problem is 
affirmative. 
T h e o r e m 2. If q is a. regular cardinal number and there exists a 
subset F of Q with the property T(q, p) such that 
ffr = T 
is a regular cardinal number and r s n, then there is a subset of F with the 
property 7(q, r). 
• First we prove the following 
L e m m a . Let a be a regular cardinal number, A a set of power n and 
t a cardinal number, which is smaller than a. If to every element x of A there 
corresponds an ordinal number g(x) < <pb, then there exists an ordinal number 
jC < (fib and a subset A' of power a of A such that for every element x of A' 
we have g(x) < :<c. 
P r o o f . Let K(ci) denote for every ordinal number cc<cpb the set of all 
x£ A for which g(x) = cc. It is clear that 
A=\JK{cc). 
"«Pi, 
As b < a and a is regular it follows that there exists an ordinal number 
ji < <jp6 for which K(ji') = a. By the definition of K(a) the lemma holds with 
A' = KQnf) and TC = V + 1. 
P r o o f o f t h e t h e o r e m 2. Let |J Ky = FIr be a decomposition 
of F/r into the sum of mutually disjoint non empty sets Ky (y < got) such that 
for any v < <pv we have __; 
"U < 
y<v 
Consider now the set № of x ( f for which JL(x)—FIr^0. Clearly the power 
of the set lP is q, because H(x) <n< q, 2 r = q and llr<(\. 
As H(x)< rt and r ( ^ n ) is regular, for every x^tp there exists an 
ordinal number f(x) <<pt so that for any y>f(x), Kyf\H(x) is empty. Thus 
by the lemma there exists an ordinal number TC < <pt and a subset W of 
power q of such that for every element x of W we have f(x)<n. If x£F, 
then the sets H'(x) = H(x)—F are mutually disjoint. It follows by the defi-
nition of lP that = q. As 
/ i y S u Ky 
y<?I 
and U Ky < r, therefore W has the property 7(q, r). The theorem is . proved. 
/ . : : . . . 
T h e o r e m 3. If q = (where a is an arbitrary and k (> 1) a finite 
ordinal number) and x = max {NV+I , n+}, then there is a subset of Q with the 
property T ( q , t ) . 
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P r o o f . Let L denote the set of cardinal numbers f for each of which 
there exists a subset of Q with the property 7"(q, f). L is non empty, since 
by the theorem 1, Ha+k^L. According to the well-ordering theorem L is well-
ordered. Let f0 be the first element of L. By the theorem 2, f0 ^ r. The theo-
rem is proved. 
T h e o r e m 4. Let q be a singular cardinal number; r0 a cardinal number 
which is smaller than q and {qi}£<i,q, a sequence of regular cardinal num-
bers such that t0 < q£, q̂  > q«(/?>«), max{n, q+} < q̂  < q and q = 2 • • . £<9»q* 
I f , for every £ < <yv, is subset of power q^ of Q such that Qt has a 
subset Qs with the property T(qt, t'(1), then Q has a subset with the property 
7XUtoif] + ) . 
P r o o f . Define the sets Qi'(%<<pq*) by transfinite induction as follows: 
Let Qo' = Qo- Let furthermore be an ordinal number, 0<7?<<jPq*, and 
suppose that all sets Qj', where 0 ^ t, < r\, have been already defined such 
that Ql' :-•• q.- and 
¿ V n - « i ' r„ 
where L^ = (J Qi'.. 
Now we show that Q',, has a subset Rl? for which 
tf) San< 
b) SZWSQ' 1{ r„ (where Ln= U Qi'). 
It is obvious that for fixed ij the sets H'1(x) = H(x)—.nQ'ti(x^Q',j) are 
mutually disjoint. As qv is a regular cardinal number, qs<qn ( § < ??) and 
- max {T}, n} < q,;, therefore 
• I f Hix) = U U Hjx) i j n l l £ < W = q?• 
xeL>i toixeQ's s<'? 
It follows that for the set R,; of elements x of Q'n for which 
H'l{x) fl ( U H(y))-\ 0, 
the relation 
SR)1< qn 
holds. Let Q'/ = Q'^—R,,. As 1£R <(\,, and has the property 7(q i, ) v0), 
therefore Q'v'= qv and Q;/ has the property T(q,;, r„). 
Let 
. r = U Q'I-
Clearly r has the property r(q,[r0 , q*]+). 
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T h e o r e m 5. // q > x0and q0 is a cardinal number such that n < q0 < q 
and q0 Ko, then there exists a subset Qn of Q such that 
Q<> = = llo • 
P r o o f . Let be any well-ordering of Q of type r/>q. We define 
a sequence of the type </>q of elements of Q by transfinite. induction in the 
following way: Put 'y0 = x0. Let now ?; be an ordinal number, 0 < i ; < < j p q , 
and suppose that all elements y w h e r e 0 £ < have been already defined. 
Let £0 be the smallest ordinal number C for which 
(1) " O t i i u t f O ' i ) . 
There exists such an ordinal number C, for Tj < q, H(x) < n < q and 
Let J V = x £ o . It follows from (1) that U //(j/£) = q0, since H(yC> < n < q0. Let 
= £<^o • 
Qo = {)'c}«<?>(, • Obviously Q0 = q0. The theorem is proved. 
T h e o r e m 6. If q = NK+w (where a is an arbitrary and -co the smallest 
infinite ordinal number) and p = max {x«+i, n+}, then Q has a subset F with 
the property 7(q, p). 
P r o o f . Let Ar0 be the smallest natural number k for which n <}*«+>;. By 
theorem 5, for every natural number there exists a subset Q;, of power H/:o+k 
of Q for which Qi: = = . Applying theorem 3 with q=Xfcfff& and 
Q = Qt we obtain that QI; has a subset Fk with the property T(Hk0+k, p). 
Thus the conditions of the theorem 4 are satisfied with q = NW>, from 
where our assertion follows. The theorem is proved. 
T h e o r e m 7. If 1) n = p = N0 and q is a regular cardinal number, 
or if 2) 2s'« = NVi, q = x«+2 and p = n ^ N „ , then Q has a subset with the 
property T(q, it). 
P r o o f . In the first case by the theorem 1 with ii = N0, and in the 
second case by the theorems 1 and 2, Q has a subset F with the property 
T(q, r) where _ £ = q in the first case and r = N«+i in the second case. As 
2 r = Q and U r < q , we see that J 7 has a subset of power q such that, 
for every x^F,, we have H^x) = /f(x) — /7r =t 0. Let N(IIr) be the set of 
all subsets of power, less than n of fir- Put //2(x) = H(x)C\ Fir. It is obvi-
ous that 7V(/7r) < q and Ho(x) £ N(nr). It follows by the regularity of q 
that I\ has a subset F2 of power q such that for every x,y£ r , we have 
H2(x) = H2(y). By the definition for every pair x,y of distinct elements of 
F we have ^(x) 0 N,(y) = 0. It follows that F2 has the property T(q ,» ) . 
The theorem is proved. 
T h e o r e m 8. If q is a singular cardinal number and if 1 ) n = N0, 
or if 2) N0 s ; n < q and 2s'« = X«m for every < q, then Q has a subset with 
the property 7(q, [n-q*]+). 
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P r o o f . Let { i j i } « 9 , be a sequence of the,- type <jpq* of ordinal numbers 
such that i]v < i],L (v < tf), max (q*, n} < < q and q = 2 N«+2- By theorem 
£<9»q. 
5 for every | < ^y) there exists a subset Qj. of Q such that 
Qi = £<}( = Xf/g+2 • 
Applying the theorem 7 with q = K^+a and Q = Qs we obtain that has 
a subset with the property 7(^^+2, n). By theorem 4 the theorem is proved. 
The following two theorems are due to P . E R D O S . 
T h e o r e m 9. If q is a singular cardinal number and p (q*)+, then the 
answer to the problem, in general, is negative. 
P r o o f. Let 
Xq, X\, Xv, . . . , Xa, XM-t-l, . . . , X£ , . . . (t < yq) 
be any well-ordering of Q of the type <pq. We define H(x) as follows: Let 
//(*£) = 0 if § < 9 , * , and H(xi) = {x,1,xi} if (on ^ § < co,1+i (0 < < <jpq*). Let 
F be a subset of power q of Q. It is obvious that ¿ r = q and 77/-= q*. 
T h e o r e m 10. If q = , s = Xa is singular, p g n, n = (§*)+ and 
2^ — Hp+i for every' ¡3, then the answer to the problem, in general, is negative. 
P r o o f . Let 
Q = « U ( U Q i ) 
be a decomposition of^Q into the sum of mutually disjoint non empty sets 
such that R— q and Qs = = for any ±<<ps*. Let P be the set of all 
functions defined on the set of all ordinal numbers £<<¡0$* and such that, 
for each %<<fi*, It is clear that P = Thus, by the generalized 
•continuum hypothesis, P = K«+i- Let {*,,},K?;(I and { y ^ c ^ be any wellordering 
of the type of R and P, respectively. We define H{x) as follows: Put 
H(x) = 0 if x € < (p^), and H{xn) = {x„} (J { y v ( £ ) f o r xn € R. Let 
D = {x,li}i<v be a subset of type <jt>q of 7?. Let'further D' be the set of ele-
ments xt £ D for which there exists^ at least one £0<<Ps* such that >>t(2;o)4= 
' = t = J , ' 7 C ( § 0 ) for every T- Clearly §§*==§== Thus D—D'=q=x„+1. 
By the definition of H(x) it follows that IVD- = q. Put = 2 There 
v<<pt* 
exists an increasing sequence of the ordinal numbers £ < (pe,* such 
that { ^ ( ^ J l ^ y , = Nr for every v < y3«. Suppose the contrary. Then there 
exists an ordinal number p < c c so that {«¡^ (£)}{<»>,, = for every §.<f/>6*. 
But then {y%}i«p^ ^ Xs* < X«+ij_ which is a contradiction. It follows by the 
definition of D and H(x) that n„ j, == x«. The theorem is proved. 
Theorem 11. Let r be an arbitrary cardinal number, r s x„, and x« 
A singular cardinal number such that A is not confinal to OJ and N« > r. If 
for every Hp, X« > Ns > r, for which ¡3 is confinal to a>, the answer to the 
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problem is affirmative with q = p = N/s and n = r, then there exists an ordinal 
number /?„ < a such that the answer to the problem is affirmative with q = Na,. 
p = [N/} 0«*]+ and n = r . 
P r o o f . Suppose that the conditions of the problem are satisfied with 
q = Na and n = r. According to the theorem 5, for every § < « for which 
max {n, q*} < N£, there exists a subset Qt of Q such that 
Qe = .£«£ = KÉ • 
Let D be the set of all ordinal numbers S which are confinai to eo and 
for which max {n, q*} < Ni < Xa- If then by the condition Q| has a 
subset T ( with the property 7"(Ní , Nf) i. e. 
^ r f = and n r p = ^ m < Nj. 
We may assume that for every x ^ F ç 
H(x)—Jbt i 0. 
Thus to every there corresponds an ordinal number / ( s u c h that 
f(£,)< £. There exists an ordinal number ¡% and a sequence of the 
type a* of D such that /(£,,) .</?<, and lim = a (see [7]). It follows that for 
every r Í K ( > i < < * ) _ 
t/i'i,; < NV„-
Consider now those >] < cc*) for which 
i] is of the form /?-j-1. Let Nsqyiy 
be a fixed regular cardinal number such that N ^ < < . Let further-
more be a subset of the power N£,,(,5) of r ^ . It is obvious that F ^ ^ h a s 
the property 7(N£i;(^), ,N/30). As Ni,;(ft is regular and N« = <?)> therefore fi<a* 
applying the theorem 4 with q = N«, r<, = N&, and = we obtain that 
(J /¿„(A has a subset with the property T(N«, [N/? «*]+). The theorem is proved. 
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Note on the Theory of Monotone Operator Functions. 
By A. KORÁNYI in Szeged. 
The real-valued function f(x) is said 'to be a monotone operator func-
tion in the interval (a, b) if, for any two bounded selfadjoint operators A, B 
on Hilbert space ,<Q, whose spectrum lies in (a, b),A^B implies f(A) ^ f{B). 
If we consider only operators on «-dimensional Euclidean space En, then 
these operators may be represented by. matrices of type n x n, and in this 
case a function f(x) with the above property is called a monotone matrix 
function of order n. 
The theory of monotone matrix functions has been developed by K. 
LÖWNER [4]; he gives first some necessary and sufficient conditions for a 
function to be a monotone matrix function of order n, and then, as a re-
sult of further deep investigations including questions of interpolation he 
arrives at the following criterion: A real-valued function f(x) defined in (a, b) 
is monotone of arbitrarily high order n if and only if it satisfies the follow-
ing condition ( L ) : f(x) is analytic in (a, b), can be analytically continued 
onto the entire upper half-plane, and has there a non-negative imaginary part. 
The problem of monotone operator functions has recently been consi-
dered by J. BENDAT and S. SHERMAN [L]1) Making use only of the necessity 
of LÖWNER'S conditions for the monotonity of order n they proved that a 
function fix) with /(0) = 0 is a monotone operator function in the interval 
(—R,R) if and only if it is representable in the integral form 
with a non-decreasing bounded function cc(f). (The restrictions /(0) = 0 and 
( — R , R ) do not of course affect the. generality ; moreover, it is sufficient to-
consider only the case / ? = 1 . ) They also proved that the class of monotone 
operator functions is identical with the class of monotone matrix functions 




•) The first results on this domain are due to HEINZ [2]. 
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Now, an immediate proof of the equivalence of ••the conditions ( I ) and of the 
integral representation (1) would make possible to arrive to LOWNER'S crite-
rion on the simpler way taken by BENDAT and SHERMAN. This equivalence 
can be proved by making use of a general theorem of R. NEVANLINNA [5] 
on asymptotic developments.2) However, the following direct proof may have, 
for its simplicity, some interest of its own. 
T h e o r e m . Let the function f(z) be defined, for <-1, by the con-
vergent power series with real coefficients 
CO 
f(z) = 2cnz», 
«=1 
and suppose that f(z) is analytic on the whole upper half-plane and that 
Im f(z) ^ 0 for Im ? > 0. Then f(z) admits of the integral representation 
i 
•0) . . / ( ^ = ( - ^ ¿ « ( 0 
1 
with a non-decreasing, bounded function «(/). 
P r o o f . Evidently, f(z) can be continued analytically onto the lower 
half-plane too, thus the function ^(2) = — / j - ^ j will be analytic on the entire 
complex plane, except possibly the interval [—1, 1] of the real axis. We have 
. I m g - ^ ^ O for Im 2 > 0 , and, for |2| > 1, we have the development 
Choose a number N>\, and denote by K the circle of radius N with 
centre in the origin. We have 
K 
If we denote by F the part of the circle K in the upper half-plane, we have 
by g(S)=W) 
/ • . 
Now consider the following oriented straight line segments in the complex 
plane: A=[/V, N+iy], B = [N+iy, —N+iy], C = [—N+iy, —N] (y > 0). 
We may write 
• A B C 
-') See also [7], pp. 24—26. 
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Since l," 1g(C) is continuous at the points + we have, for j>-»-0, 
B • 
Now, if we make use of the binomial formula for C"-1 = (x + /j>)"-1, and of 
the boundedness for y—>-0 of each of the-integrals 
X . N 
(x'" Re g(x + iy) dx, (' x'" 1m g(x + iy)dx (m = 0, 1, 2 , . . ,)3) 
-N ~X 
we obtain that 
X 
(2) cn = —- f X » 1 I m ^ (x + iy)dx + O(y). 
J -X 
With the help of the non-decreasing function 
t 
«1/(0 = J I m g(x + iy)dx 
-X ' 
this may be written in the form 
A" 
Cw= \ r'da.iO+Oiy). 
-N 
The total variation V(cc,j) of the function ay{t) is 
X 
V(cty) = «„(AO — ay{—N) = ^ j Im g(x + iy)dx, 
-x 
that is, applying (2) with /¡ = 1, 
(3) l / ( % ) = C l + 0 ( ^ ) . 
3 ) This follows from the boundedness, for y —>• 0, of each of the integrals 
x 
J m = \ Xmg(x + iy)dy (m = 0 , 1 , . . . ) . 
.V • 
T o see this, first observe that the integrals 
X . X+iy 
. Gm = \(x + iy)mg(.x + iy)dx = J zmg(z)dz m = 0 , 1 . . . 
-X -x+iy 
are bounded as y 0 since the points + N are in the domain of regularity of the func-
tions zmg(z). Now, from the identity x'" = it follows, using again the binomial 
formula, 
. m 
/,„ = £ ( - <y)'f"j C„, = Gm-iy o r 1 (?) G„,-, = G,„ + 0(y), 
r=0 v • > 
which proves our assertion. 
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So, making y converge to zero through a sequence yn, we may apply the 
well-known theorem of HELLY. Thus there exists a non-decreasing function 
of bounded variation «(/) such that 
X 
cn= | r ' d a i t ) ( / 2 = 1 , 2 , . . . ) -
' -X 
As N is an arbitrary number > 1, we see that cc(t) is constant outside [ — 1 , 1]» 
so we have 
i 
(4) c»=\r1da(f) ( / i = l » 2 , . , . ) 
and, for |z| < 1, 
i i 
-l l 
thus finishing the proof of the theorem. 
Finally we add some remarks. 
1. If we suppose that «(/) is conveniently normed, e . g . by demanding 
« ( — 1 ) = 0 and continuity from the left, a(t) is determined by (4) uniquely. 
2. From the asymptotic equality (3) it follows that V(ci) = cu with V(a} 
the total variation of «(/). 
3. The converse of the theorem is also true; every function of the form 
(1) has the properties enumerated in the theorem, as it can be seen by an 
elementary calculation. 
M-
4. Applying the substitution 1 = — — in the theorem we obtain for any 
function g(l) which is analytic everywhere except the real interval [ — M , M], 
tends to 0 for I—«-oo, and has a non-negative imaginary part for I in the 
upper half-plane, the integral representation 
( 5 ) 7 . RFE-FE-
-M ' 
with a non-decreasing, bounded /?(/). 
These conditions are fulfilled e . g . by the function g(t) = (R^u, u), if 
RK denotes the resolvent of a selfadjoint operator A, Af = ||A||, and u is an 
arbitrary element in Hilbert space.4) So we have a representation in the form 
(5) with l/(/?) = llwll2) a s a consequence of Remark 2. From these the spectral, 
theorem for bounded selfadjoint operators follows by standard methods.5) 
4 ) S e e e . g. STONE [8 ] . 
5) This in essentially but a modern variant of the classical proof of E. HELLINGER. 
For the non-bounded case cf. LENGYEL [3] and NIEMINEN [6]. 
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Cohomologie des algèbres de Lie nilpotentes. 
Par J. DIXMIER à Dijon (France). 
Dans tout cet article, K désigne un corps commutatif. Toutes les algèbres. 
de Lie et toutes les représentations de ces algèbres sont supposées de dimen-
sion finie sur K. 
Soient g une algèbre de Lie, M un g-module. On désigne par C'(g, M} 
le groupe des cochaînes alternées de degré i sur g à valeurs dans Ai. (On. 
convient que Cf(q, Ai) = 0 pour i < 0.) On désigne par d l'opérateur de cobord 
dans la somme directe des C'(g, Ai), par //'(g, M) le iéme groupe de coho-
mologie (cf. [4], dont nous utilisons les notations). Lorsque M est le module: 
de représentation trivial de dimension 1 sur K, on écrit Cl(g), H'(g) au lieu 
de C'(g, M), g, Ai). 
Comme observé dans [2], le th. 3 de [1] peut s'énoncer en disant que 
//2(g)=t=0 si g est nilpotente de dimension > 1 . D'autre part, comme H1(g) 
est le dual de l'espace g/[g, g], une partie du th. 1 de [3] peut s'énoncer en 
disant que dim// 1 (g )^2 si g est nilpotente de. dimension > 1. Nous allons-
montrer que, pour 1 ^ i ^ dim g — 1, on a d i m / / ' ( g ) ^ 2 si g est nilpotente. 
(D'après [5], ceci s'interprète dans la cohomologie des espaces homogènes 
compacts des groupes de Lie connexes nilpotents.) Plus généralement, nous, 
allons étudier les //'(g, M) pour g nilpotente. 
1 . U n e suite e x a c t e . 
P r o p o s i t i o n 1. Soient g une algèbre de Lie, f) un idéal de codimen-
sion 1 dans g, x un élément de g n'appartenant pas à fj, M un module. 
On a une suite exacte 
• • • V w (fj, M) Z //'(g, M)-iH>((), M) ^ H'Q, M)™ H** (g, M) —>•••• 
dans laquelle l'homomorphisme Ui est Vhomomorphisme défini canohiquement 
par x dans le %-module H1 (h, M), et l'homomorphisme r,: est l'homomorphisme 
de restriction. 
D é m o n s t r a t i o n . Soit D(g ,M) le noyau de l'homomorphisme cano-
nique C(g, Ai) —*• C(f), Af). Ce noyau est somme directe de ses intersections. 
J . D i x m i e r : Algèbres de Lie nilpotentes. 247" 
D'(g, Af) avec les C ;(g, M). Ecrivons la suite exacte 
0 — D(g, M) - C(g, M)C(fj, M)0. 
11 en résulte la suite exacte 
(1) • • • —>• H:(D(%, M))—* //'(g, M) H'((), M) H'+1(D(g, M))—? 
• • Af) -<- • • • 
où ôi est l'homomorphisme bord. D'autre part, pour toute cochaîne /£ C'(g, Ai),, 
soit / l a restriction à f) de la cochaîne fx (rappelons que fx{x\,.. . , X - i ) = 
=f(x,xl,...,xl-1)). Il est immédiat que l'application /—»/ définit un iso-
morphisme de l'espace vectoriel D'(g, Ai) sur l'espace vectoriel 0~l(iy, M), 
et que o d=.—d o oi Donc o' définit un isomorphisme a; de H{(D(g, Af)) 
sur //i_1(i), Ai), et la suite exacte (1) devient la suite exacte de la proposi-
tion, avec il; = <7i'-t-i o d;. Soit a £ //'(f), Ai). Pour obtenir d ;a, on prend un 
cocycle ' z £ C'(l), M) représentatif de la classe à, et une cochaîne g £ C ;(g, Ai) 
dont la .restriction à f j soit z; alors, dg est une cochaîne de D':+1(g, M) dont 
la classe est â;a. Donc u,a est la classe de la restriction à f) de (dg)x. Or,. 
(dg)x = x-g—d{gx) (cf. [4], p. 592). Ainsi, (dg) x est cohomologue à x-g,. 
donc la restriction à f) de (dg)x est cohomologue à x-z, et finalement ina^x-a.. 
La prop. 1 peut être considérée comme un cas particulier de la suite: 
spectrale de [4] relative à un idéal. 
R e m a r q u e . A l'aide de la prop. 1, on généralise aisément le th. 1 
de [1]. Soient a une algèbre de Lie, Af un a-module trivial. On a H'(a, M) = 
= //'(a)® Ai = L(H!'(a), Ai) (H'Ja) désignant le dual de l'espace vectoriel 
H'(a), 'et /.(//' («), Af) l'espace des applications linéaires de //'(a), dans. Ai).. 
En particulier, //'(a) étant considéré comme un n-module trivial, //'(a, H*(a)) — 
= L(H'(a), H'(a)) contient un élément correspondant à l'application identique-
de H'(a). Appelons-le la classe canonique de H'(a, H'(a)) . 
Supposons que a soit un idéal d'une algèbre de Lie g. Alors, H'(a) est 
un g-module, et a opère dans //'(a), de manière triviale. Les structures cano-
niques de g-modules de H!(a,H'(a)) et de L(H'(a), H'(a)) s'identifient, donc 
la classe canonique de H'(a, H'(a)) est annulée par g. Si a est de codimen-
sion 1 dans g, la proposition 1 montre alors ceci : 
La classe canonique de H'(a, fi'(a)) est l'image par r, d'une classe de 
" ' ( 9 ,H<(a)). 
Pour / = 2, ce résultat, exprimé en langage d'extensions, est le th.. 
1 de [1]. 
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2 . R e p r é s e n t a t i o n des algèbres de Lie nilpotentes. 
Soient g une algèbre de Lie,. Ai un g-module. Les g-modules quotients 
des sous-g-modules de Ai- seront appelés les g-modules contenus dans Ai. 
Ce sont aussi les sous-g-modules des g-modules quotients de Ai. Les g-
modules contenus dans M et irréductibles sont les quotients d'une suite de 
Jordan—Holder du g-module M. 
Soit o la représentation de g dans M. Si tous les g-modules irréduc-
tibles contenus dans M. sont triviaux, les p(x) (xÇg) .sont tous nilpotents. 
La réciproque est vraie d'après le théorème d'Engel. 
Pour tout endomorphisme u de l'espace vectoriel M, désignons par V(u) 
le sous-espace réunion . des noyaux des un pour- n = 1, 2 , . . . , et par W(iï) 
le sous-espace : intersection des un(M) pour n = 1 , 2 , . . . On sait que Ai. est 
somme directe de V(u) et W(u). La proposition suivante est bien connue : 
P r o p o s i t i o n 2. Supposons g nilpotente. Soient Ai, l'intersection des 
V(Q(X)) pour x £ g , Ai, le sous-espace engendré par les W/(o(x)) pour x £ g. 
Alors, Ait et Mo sont des sous-a,-modules de M dont M est somme directe. 
Tous les g-modules irréductibles contenus dans Ai, (resp. Ai,) sont ' triviaux 
•(resp. non triviaux). 
Pour la commodité du lecteur, rappelons brièvement une démonstration. 
La proposition est évidente si tous les p(x) ( x £ g ) sont nilpotents, ou si un 
o(x) ( x £ g ) est un automorphisme de l'espace Ai. On peut donc supposer 
qu'il existe un x £ g tel que Vr(o(x))=j=0 et W(p(jc))=]=P, Alors, par récur-
rence sur la dimension de Ai, la proposition sera démontrée si on prouve 
que V(p(x)) et JV(o(x)) sont des sous-g-modules de Ai. Or, cela résulte 
du lemme suivant: soient u.et v des endomorphismes de l'espace Ai tels que 
(adu)kv = 0 (on pose (ad u)v = [u,v]); alors, V(u) et W(u) sont stables 
pour v. Cette propriété est évidente pour /f = 0. Admettons-la pour A:—1. 
Posant w = [u,v], on a (adu)k~lw = 0, donc V(u) et W(u) sont stables pour 
w. La formule uqv = vuq-2ll<1's'iwus prouve alors que: 1) si up(V(u)) = 0, 
s=0 
alors u^v(V(u)) = 0, donc v(V(u))c: V(u); 2) si W(u) = ifi'(M), alors 
vu2»(M)au1'(M), donc V(W(U))Œ W(U). 
3 . C o h o m o l o g i e des a lgèbres d e Lie nilpotentes. 
L e m m e 1. Soient g une algèbre de Lie nilpotente, M un g-module, g 
la représentation correspondante de g, fi un idéal de g, x un élément de g, 
UI l'endomorphisme de f/'(i), Ai) défini par x. Si Q(X) est nilpotent, u< est nil-
potent. Si ç(x) est un automorphisme de l'espace M, u,- est un automorphisme 
de l'espace H'(h, M). . . 
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D é m o n s t r a t i o n . L'endomorphisme t-+ [x, /j de l'espace fj se pro-
longe en une dérivation de degré 0 de l'algèbre extérieure Aï). Soit <p l 'en-
i 
domorphisme de f\() induit par cette dérivation. L'espace 0 ( i ) , M) s'identifie 
i 
à l'espace d'applications linéaires L ( / \ f j, M). Soit w l'endomorphisme de cet 
espace défini par x ; si f£L{f\\),M), w(f) est l'application u->-£>(x) •/(«) — 
f(cp(u)); donc w est la somme des deux endomorphismes f->-ç(x)of 
/—•—f°<p. Ces deux endomorphismes sont permutables. Comme l'endo-
morphisme t —* [x, de i) est nilpotent, <p est nilpotent, et par suite aussi 
l'endomorphisme /—>•—/° <p- Si Q(X) est nilpotent, f—-Ç(x) of est nilpotent, 
donc W est nilpotent, donc «; est nilpotent. Si Q(X) est un automorphisme 
de l'espace M, /—»-o(x) o / est un automorphisme de l'espace L(¡\fy, Ai), donc 
w est un automorphisme de l'espace L(/\ t), M) (car, si cc et /? sont deux 
endomorphismes permutables d'un espace vectoriel, avec a inversible et ft 
nilpotent, est nilpotent, donc 1 + o r 1 / ? est inversible, donc « . + /? est 
inversible) ; donc u¡ est un automorphisme de l'espace H'(\), M). 
T h é o r è m e 1. Supposons I< infini. Soient g une algèbre de Lie nil-
potente, M un a,-module. Si tout %-module contenu dans M est non trivial, on 
a Hl(g, Ai) = 0 pour tout i. 
D é m o n s t r a t i o n . Supposons d'abord M irréductible non trivial. 
Il existe un x de g, x(£[g, g], tel que p(x) ne soit pas nilpotent. (Sinon, 
comme A'est infini, ç(y) serait nilpotent pour tout y £ g, ce qui est impossible 
puisque M est irréductible non trivial). D'après ce qu'on a vu dans la 
démonstration de la prop. 2, ceci entraîne que p(x) est un automor-
phisme de Ai. Soit f) un sous-espace de g de codimension 1 dans g, conte-
nant [g, g], tel que x(£f). Ce sous-espace est un idéal de g, et nous pouvons 
appliquer la prop. 1. D'après le lemme 1, les u¡ sont des automorphismes 
•des H ^ ^ M ) . Donc n = Si = 0. Donc //'(g, Ai) = 0. 
Dans le cas général, nous établirons le théorème par récurrence sur la 
dimension de M. Supposons le théorème établi pour dim M < n, et envisa-
geons le cas où dim M = n. Si Ai est irréductible, le théorème résulte de ce 
qui précède. Sinon, il existe un sous-g-module N de M tels que Ai et M/N 
soient de dimensions < n. Tout g-module contenu dans N ou M/N est non 
trivial. Donc //'(g, TV) = //'(g, M/N) = 0. Alors, la suite exacte 
• • • - //'(g, N) M) - //' (g, M/N) - • • • 
prouve que //'(g, Af) = 0. 
T h é o r è m e 2. Soient g une algèbre de Lie nilpotente de dimension n, 
M un %-module. S'il existe un g-module trivial non nul contenu dans M, on 
a dim H°(g, Ai) ^ 1, dim Hn(g, Ai) ^ 1, et dim //'(g, Ai) ^ 2 pour 0 <i<n. 
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D é m o n s t r a t i o n . D'après la prop. 2, on peut supposer Af=j=0 e t 
tous les o(y) (y £ g) nilpotents (o désignant la représentation de g dans M). 
Nous allons procéder par récurrence sur la dimension de g, en supposant le 
théorème démontré pour dim g < n. Il existe (si g + 0 ) un idéal f) de g de 
codimension 1 dans g. Soit x £ g, tel que x(|f). Utilisons les notations de la 
prop. 1. D'après le lemme 1, les Ui sont nilpotents. Soit i un entier ter que 
0 < i < n . D'après l'hypothèse de récurrence, //£(1), Af)=j=0 et /y£ 1(f j , iW) =f= 0 -
Le noyau de ut est =(=0 et par suite r ;=)=0. L'image de est distincte de 
//'-'(f), Ai) et par suite s;=|=0. Ainsi, n est non nul et de noyau non nul, de 
sorte que dim //'(g, Af ) ; s 2. On établit de manière analogue que dim H°(g, Ai) s 1 
et dim //"(g, M) ^ 1 (ce qu'il est facile dé voir directement). 
R e m a r q u e s . 1. Signalons l'exemple suivant. Soit g l'algèbre de Lie 
nilpotente de dimension 6 sur K, admettant une base (elte2,..., ea) telle que 
[ E 1 , E , ] = E1 , [<?,, E:!] = E , , [e,, e4] = e;>, [e2, e,] = eb, [e2, E0] = e6, [e,, <?4] = — É>C, 
les crochets non écrits étant ou nuls, ou déduits des précédents par anti-
symétrie. Si la caractéristique de K est =j=2, on a dim //'(g) = 2 pour 
0 < i < 6. 
2, On peut parfois améliorer le th. 2. Par exemple, si g est une algèbre 
dérivée d'une algèbre nilpotente, on peut montrer que dim //' (g) S 4 pour 
1 < i<n — 1. Il suffit pour cela d'utiliser le lemme 2 de [3]. 
3. Les théorèmes 1 et 2 sont en défaut pour les algèbres résolubles. 
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T h e o r i e d e r B a h n e n in L i n i e n e l e m e n t m a n n i g f a l t i g k e i t e n 
u n d eine V e r a l l g e m e i n e r u n g i h r e r aff inen T h e o r i e . 
Von A. RAFCSÄK in Debrecen. 
Einleitung. 
Die allgemeine Theorie der Bahnkurven in Punkträumen wurde von J. 
DOUGLAS [1] begründet. Er hat einen /z-dimensionalen Punktraum zu Grunde 
gelegt, in dem er die endliche Gleichung der Bahnen definierte, dann leitete 
er von dieser ausgehend das Differentialgleichungssystem der Bahnen ab. 
Er erklärte nun die Parallelübertragung der Vektoren längs der Bahnen des 
Raumes derart, daß die Bahnen eben die autoparallelen Kurven der Über-
tragung werden. 
Wir nehmen an, daß wir eine Mannigfaltigkeit der Linienelemente 
haben, in der in irgendeiner Weise eine Geometrie der Bahnen festgelegt 
ist. Es wird vielleicht nicht uninteressant sein, das Problem zu untersuchen, 
ob es möglich ist, die Bahnen dieser Geometrie mit der von 0 . VARGA [2] 
zur Einführung der Normalkoordinaten verwendeten sog. quasigeodätischen 
Kurvenschar in Zusammenhang zu bringen. Vorliegende Arbeit beschäftigt 
sich mit diesem Problem. 
In § 1 definieren wir in der Mannigfaltigkeit der Linienelemente den 
Begriff der Bahnen, dann leiten wir von dem endlichen Gleichungssystem 
der Bahnen ihr Differentialgleichungssystem ab. In § 2 werden wir die 
Parallelverschiebung der Vektoren erklären, und zeigen, daß die Bahnen die 
Verallgemeinerungen der von 0 . VARGA betrachteten quasigeodätischen Kurven 
sind. In § 3 bestimmen wir die Torsions- bzw. die Krümmungsgrößen des 
Raumes. In § 4 wird das Äquivälenzproblem der allgemeinen Affingeometrie 
untersucht. 
Alle vorkommenden Funktionen sollen regulär-analytisch von ihren 
Veränderlichen abhängen. 
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§ 1. Bahnen in einer Mannigfaltigkeit von Linienelementen. 
Bezeichne F2,,-1 eine Mannigfaltigkeit von Linienelementen, d. h. einen 
Raum, dessen Grundelement aus einem Punkt P(x1,..., x") und aus einer 
in diesem Punkt definierten Richtung V(vi,...,vn) besteht. Da die v1 die 
Richtung bestimmenden Parameter sind, kommt nur ihr Verhältnis in Betracht. 
Offensichtlich wird das Wertsystem r} = v~ ==••• = v11 = 0 ausgeschlossen. Ist 
A eine positive Zahl, so bestimmen die /?/ dieselbe Richtung, wie die v'. 
Bedeutet 
( 1 . 1 ) . 3c' = ic'(jc) 
eine Koordinatentransformation, so erklären wir das Transformationsgesetz 
der v' durch die Formeln 
Dx1 • (1.2) x ' dx'-
Es seien im Raum Fin-i 003"-3 Kurven und längs jeder eine Linienelement-
folge durch die Gleichungen 
( 1 , 3 ) x1 = f% a\ . . . , 03"-3) , vl = ?/(x) = (fit, a\ ..., a 3"- 3 ) . . . 
gegeben, wobei t die Kurvenparameter und a\ . . . , a 8 " - 3 die Scharparame-
ter sind. 
Sind die Kurven ( 1 , 3 ) von der Eigenschaft, daß durch jede zu einem 
Linienelement (x, v) gehörige Richtung eine und nur eine Kurve bestimmt 
ist, und wird ferner eine gewisse Umgebung eines Punktes P(xl,..., x'1) durch 
(0) (0) 
die zu einem festen Linienelement (x,v) gehörigen Kurven schlicht bedeckt, 
(0) (0) 
dann nennt man die Kurven ( 1 , 3 ) parametrizierte Bahnen1). 
Würde man nur fordern, daß es zu einer festen Richtung durch einen 
festgehaltenen Punkt genau eine berührende Kurve gibt, so wäre die Para-
meterzahl gerade 2n—2. 2 ) Da die Gesamtheit der Richtungen durch einen 
Punkt von n — 1 Parametern abhängt, ergibt sich die Parameterzahl, wie oben 
behauptet. 
Die Bahnen ( 1 , 3 ) werden analytisch festgelegt 1) durch die Koordinaten 
x\ 2) durch die, die Richtung bestimmenden Parameter 3) durch den 
Kurvenparameter t, 4) durch die Scharparameter al. 
In dem System, das die Bahnen bestimmt, sind folgende Transforma-
tionen zulässig: 
A) die analytische Transformation der Grundelemente (xf, v{): 
i) Siehe z. B. DOUGLAS [1]. 
ä ) Siehe DOUGLAS [lj. 
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B) die simultane analytische Transformation der Bahnparameter t : 
t t{t), 
C) die analytische Transformation der Parameter a\ ..., a3n~3: 
aA = äA(a). 
Werden in ( 1 , 3 ) die durch A), B) und C) definierten neuen Größen 
substituiert, so stellen 
(1.4) x^-g'ila), P = ipl(t,a) 
in diesem neuen Bezugssystem die Gleichungen der Bahnen dar. 
Die Bahnen sind also durch die Gleichungen ( l , 3) und die Gesamt-
heit der zulässigen Transformationen A), B) und C) festgelegt. 
Eine Geometrie der Bahnen ist die Gesamtheit derjenigen Eigenschaften 
der Bahnen, die bei den Transformationen A), B) und C) unverändert bleiben. 
Ist die Transformation B) von der Form 
( 1 . 5 ) ./ = «/ + £ • 
wobei a und ß Konstanten sind, so spricht man von einer affinen Geometrie 
der Bahnen. 
Die Gleichungen der Bahnen seien durch 
(1 .6 ) x ' ^ f i a t + ß , ^ , v ^ p i c c t + ß^a) 
gegeben. Wegen der für die vl vorgeschriebenen Beschränkungen enthält das 
Gleichungssystem ( 1 , 6 ) (2 n — 1) unabhängige Gleichungen. 
Differenzieren wir die ersten der Gleichungen (1, 6) zweimal, die zweiten 
einmal nach dem Parameter t, so erhalten wir: 
( 1 . 7 ) = + 
0 , 7 ' ) = ccrp"(cct + ß, a), -
(1 ,7 " ) ( ^ L = a T i ( a t + ß r a) . 
Wegen der Bedingungen, die wir früher für die Bahnen vorgeschrieben 
haben, sind die (3/z — 1) unabhängigen Gleichungen (1 ,6) , ( 1 , 7 ) nach den 
(3/i — 1) Unbekannten cc,at + ß, und a1, ...,a3n~3 auflösbar. 
Substituieren wir die erhaltenen Werte in (1,7 ' ) , (1 ,7" ) , so erhalten 
wir: 
( 1 . 8 ) = M'(x, p, /;), ^ = G ' ( x , / ? , <;), 
dies sind die Differentialgleichungen der Bahnen. 
Lemma. Die H' sind in den p' und r/ von erster, die G' in den pl von 
zweiter, in den v: von nuttter Dimension homogene Funktionen. 
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B e w e i s . Ersetzt man in der Gleichung ( 1 , 7 ) die p\ durch //?', so 
bekommt man 
( 1 , 9 ) p: = ^f"(<d + ß,a). 
Lösen wir die Gleichungen (1 ,6 ) und (1, 9) nach den Unbekannten 
ai+ß, a\ ..., a3""3 auf, und substituieren die Lösungen in (1, 7') und 
(1 ,7" ) , so erhalten wir 
dv' . a -,,••/ s = / f/) ' = / H'(x, p, v), 
( u o ) , . ; 
Bestimmen wir anderseits a,at-\-ß, a1,..., ß3" -3 aus den Gleichungen 
(1 ,6 ) und (1 ,9) , so wird : 
( 1 . 1 1 ) . ' - ^ = Hi{x,-).p,v\ -G;(x,i.p,v). 
Aus (1, 10) und (1 ,11) erhält man 
(1.12) H>(x, Ip, v) = lH' (x, p, v), G(x, /.p„v) = i2 G'(x, p, v). 
Setzt man in (1 ,6 ) statt vl die Werte lv'1 (¿ = konst.) ein, so bekommt man 
(1 .13) _ x'=f (at + ß,a), iv' = <[•'(<'-1 + ß, a). 
Differenziert man (1 ,13) nacht t, so folgt: 
(1, 14) > = «/" , 
(1 -15) = 
Wenn wir nun cc, cct-\-ß, a\ ..a3"'6 aus den Gleichungen (1, 13) und (1, 14) 
bestimmen und die erhaltenen Werte in (1, 15) substituieren, so ergeben sich 
die Relationen: 
( 1 . 1 6 ) = v), - G'(x,p, /./;). 
Da die Gleichungen (1, 13) dieselben Bahnen bestimmen wie (1,6) , so folgt 
aus (1, 16) und ( 1 , 8 ) : 
( 1 . 1 7 ) Hi(x,p,tv) = lH!(x,p,v), G'(x,/7,/i;) = G ,(x,/7,i;). -
Aus (1 ,12) und (1, 17) folgt die Richtigkeit unseres Lemmas. 
Wir bestimmen jetzt das Transformationsgesetz der Größen Hl und G'. 
Es sei 
(1.18) x'' = x'(x) 
t 
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eine Koordinatentransformation, dann ist 
<1 19) ^ = dt 0xk dt 
Aus (1, 7) und ( 1 , 9 ) folgt 
0,20) P = 
Aus (1 ,8) , ( 1 , 2 ) und ( 1 , 2 0 ) folgt auf Grund einer einfachen Rechnung 
<1,21) ' ö ' - O ' j ^ + ^ p ' r , 
(1,22) + 
oder, wegen ( 1 , 2 ) und ( 1 , 2 0 ) : 
n r, n d d ' X ° hin* <1,23) G' G ^ ^ ixAi? „x PP> 
<1,24) = • •"•*' ff<:>. 
x ' dx> dxJdx'- dx" 
§ 2 . A f f i n z u s a m m e n h ä n g e n d e r R a u m d e r B a h n e n . 
Damit der in § 1 definierte affine Raum der Bahnen ein affinzusam-
menhängender Raum sei, müßen wir die Parallelverschiebung definieren. 
Die Parallelverschiebung von Vektoren wird in drei Schritten definiert: 
1. Parallelübertragung von Linienelementen längs Bahnkurven, 
2. Parallelübertragung von Vektoren längs Bahnkurven, 
3. Übertragung von Vektoren längs sogenannter Doppelfelder von 
Linienelementen. 
D e f i n i t i o n 1. Die Linienelemente (x, v), die längs der Bahn ( 1 , 8 ) 
erklärt sind, sollen parallele Linienelemente genannt werden. . 
Dementsprechend bedeutet 
<2,1) -%j--H>(x,p,v) = 0, 
daß die vi längs der Bahn ( 1 , 8 ) parallel verschoben sind. 
:h 
dH' (x, p,v) 
Die Größen K} und L} seien durc
<2,2) -K){x, p, r) 
dv* 
dH'ix, p,v) 
(2 ,3 ) . -Lj(x,p,v)= Qp 
. 2 5 6 A. Rapcsäk 
bestimmt. Wegen (1, 12) und ( 1 , 7 ) ist 
( 2 . 4 ) —K)v3-=-L)p2 = Hl. 
Aus der Homogenität von Hl folgt, daß K) in den p' homogen von erster, in 
den v homogen von nullter, die L) in den pl homogen von nullter, in den v 
homogen von erster Dimension sind. 
Wir definieren nun eine Größe r**{x,p,v) durch die Formel: 
/o cv r , ; / v „ \ ö ( 2 . 5 ) = = 
Es ist klar, daß r% in den pl und v homogen von nullter Dimension ist. 
Nach (2, 3) und (2, 5) bekommt man 
/o r'*£ dLk ' dK) 
( 2 ' 6 ) " OvJ ' T/><'" 
Aus den Relationen (2, 2)—(2, 6) folgt: 
( 2 . 7 ) • r ' i v ' ^ L l , 
( 2 , 7 0 & - = K } , 
{2,1") r*kVjpk — H\ 
Differenzieren wir (2, 7) nach va, und (2, 7') nach pa, so wird: 
O o\ ' j , r*i dL\ _r*i ( 2 . 8 ) + / B f c _ _ _ _ r a f c , 
n Q"\ d^/fc „* i r'1 — — r ( 2 , 9 ) 
d. h. 
(2, 10) V' = ^ ^ pk = 0. 
v ' ' d va dpu y 
D e f i n i t i o n 2. Wir sagen, daß der Vektor längs der Bahn {1,8) 
parallel verschoben ist, wenn die folgende Gleichung besteht: 
( 2 , n ) o. 
dxl 
Aus der Forderung, daß die Tangentenvektoren ^ längs der Bahn 
parallel seien, folgt in Hinsicht auf (2, 11) : 
(2,12) = 
Aus ( 2 , 1 2 ) und ( 1 , 8 ) folgt unmittelbar: 
Theorie der Bahnen in Linienelenientmannigfaltigkeiten. 2 5 7 , 
Die Transformationsformeln von Klh L) und erhält man aus den> 
Relationen ( 1 , 2 0 ) — ( 1 , 2 4 ) und ( 1 , 2 ) : 
(2 i4\ K>- ,r ö~xi dxb dX° n* 
' üx- ux\ dx*dx° 
( 2 , 1 5 ) . • . L } = n d * d X b ^ r 'X ' < dxa dx> dxkdxe dxj ' 
dxl dxb dx" d-x1 dxb dx°-
( 2 , 1 6 ) ' / £ . / 2 _ , _t v • 3 dxa dxJ dxk dxbdxc dxJ dxL 
oder 
(2, 17) 
rH „a 0X> dx" d2x" dx' Kj = Kb — 4 _. zr, 3 . dx" . dx' dxJdxk dxa y ' 
fi ,„ dx1 d.xb , d-xa' dx1 
Lj — Ln 
d xa dxJ° dx^dx" dxa . ' 
dxb dxc dx1 , d-xa dx1 (2 ,18 ) / £ r t _ . , _.. 
• 3 dx3 dxk dx°- ' dx3dxk . dxa 
Die Gleichungen (1,2) , ( 1 ,20 ) und ( 2 , 1 6 ) zeigen, daß die . Größen 
(2.20) oj(d) dp' + I^p'dx1, 
(2.21) :i(d) di/-- i'Jiii:'dx!! 
sich wie Vektoren transformieren. 
Aus den vorigen Gleichungen folgt, daß das Gleichungssystem 
(2.22) ' = ' J f „ 
die Definitionsgleichungen der Bahnen darstellt. 
Aus (2, 14)—(2, 16) folgt, daß die Größen 
dK- dLj • dJ'pi Ol] 
dva dp'1 dva dp'1 . . 
Tensoren sind. 
Man kann leicht verifizieren, daß die Ableitungen eines Tensors näclr 
vund pl auch Tensoren sind; selbstverständlich vermindert sich aber der 
Homogenitätsgrad um eins. 
Eine Bahnkurve ist nach Angabe von zwei Richtungen v' und p l fest-
gelegt. Wir werden deswegen im Folgenden alle Größen auf zwei durch einen. 
Punkt gehende Linienelemente beziehen und daher die Übertragung eines 
Vektors längs eines Doppelfeldes von Linienelementen erklären. Ejne solche 
Doppelfolge ist durch 
r x(f), vW(f), />•-" Pl(t) 
erklärt. 
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Aus den vorangehenden folgt, daß im eben definierten affinzusammen-
hängenden Raum alle Größen in einem Linienelement (x, v) erklärt sind, das 
noch von einer Richtung p{ abhängig ist. 
Es bezeichne ^(x,p,v) einen Vektor, der in p' und v' homogen von 
nullter Dimension ist. 
D e f i n i t i o n 3. Der Vektor p, v) ist längs des Doppelfeldes der 
(0) (0) (0) 
Linienelemente [x(0, p(t), i;(f)] parallel verschoben, falls er den Gleichungen 
( 2 , 2 3 ) ^ + n¡ \ dp
1 , . , dv' , «• . . dx1 
C« (X, P, v) — + Bki (X, p, v) — + (x, p, v) = 0 
mit den Anfangsbedingungen 
X! (/„) = X', /J' (/„) = P\ 7 / ( 4 ) = ,;' 
(0) (0) (0) 
genügt. 
Die Größen C, B, y sind die sogenannten Zusammenhangsobjekte. 
Aus den weiteren) an die Parallelübertragung zustellenden Forderungen 
wird sich ergeben, daß längs einer Bahnkurve die Paraílelübertragung (2,23) 
mit der für diesen Fall durch (2 ,11) erklärten Übertragung zusammenfällt.") 
Auf Grund von (2,23) erklären wir das-invariante Differential des Raumes 
•auf folgende Weise: 
(2,24) •D2 = dZ+[CUdp' + BÍldv' + rÍadx,)t'. 
Wir fordern von D& die folgenden Eigenschaften: 1) Bei einer Koordinaten-
transformation x' = x'(;t) soll 
Dl D¿ 
dxk -
bestehen. 2) Dz soll in p' und,' v' homogen von nullter Dimension sein. 
Aus der Bedingung 2) ergibt sich, daß die y}k in den pl und v' homo-
gen von nullter Dimension, die C}k in den p:, die B'ik in den vl homogen von 
•(—l)-ter Dimension, und die Cjk in den v1, bzw. die B)k \n den pl homogen 
von nullter Dimension sind, und noch 
Ci,p=Bi,v= o 
besteht. Es folgt aus der Bedingung 1): 
r " — r ' ^ L . 9 X " 5 " _ d x ! i d j x d X \ 
U c ~ dx» dx< d x ; ' hc M dx* dx<- d x ' ' 
,0 0!-s -a ; dXl; ox' d Xa . r i dXk dx" d°-x' dxd , . 
<2, 25) yt,c = yi:i Öpjz+t'HQzi ö F I p + 
, ß; dx.* 0x2 d-xl dxd s d-xl dx" 
':'dxb dx' dxd 0x" dxs '° öiPdx0 dxr 
'•') Aus den Formeln (2 ,28) , (2 ,26) , ( 2 , 2 2 ) und ( 2 , 2 3 ) folgt nämlich ( 2 , 1 1 ) . 
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Aus (2, 23), (2, 20) und (2, 21) folgt: 
(2 ,26) . DZ = de + [Cl,oj (d) + B„:<t(d) + y^dAf, 
wo 
•(2,27) Y u ^ y i a — K l C L — LiBi,.. . 
Ferner folgt aus den Relationen (2,20), (2,21), (2,27), (2,12), (2,1) und (2,11) : 
( 2 , 2 8 ) . . y u , ~ 
Auf Grund der Gleichungen (2, 12), (2, 1) und (2, 11) kann leicht gezeigt 
werden, daß die Bahnen |wenn — H ' = A'j(x,v)~-jmit derjenigen Kurven-
schar identisch sind, die Herr 0 . VARGA [1] in . der affinzusammenhängen-
den Mannigfaltigkeit von Linienelementen bei der Einführung der Normal-
koordinaten benützt hat. 
Wegen (2,16) können drei kovariante Ableitungen eigenführt werden: 
< 2 , 2 9 ) ; ^ i c i r , • 
•(2,30) . = + 
<2,30 ft-^-Hw-liü + rtF. 
Nach diesen Relationen kann (2,26) in der Form 
•(2,32) p Z = $ * m ( d ) + % k r c ! ( d ) . + $kdx! ! 
geschrieben werden. 
Die verschiedenen kovarianteri Ableitungen eines beliebigen Tensors 
U, lauten: 
• /r\ QO'\ T1' ^ Tbl • . /-,/ >-p,(t. /*>'! »r/ T"' OO ) l ¡;l-s = 1:1 - k"7 
(2 ,33" ) TL.. BL N-BL TI,-A TL, dv* 
/n 00"'V OT};! d Tld T.(, 0 Tj;l . „ /-»*(* rr,/ •(2, 33 ) 7,,,/., = — — r Ks — — I , + / „» 1 k, — / / «r— / u 1 /.•« • 
§ 3. Die Grundtensoren des Raumes. 
Bedeuten tf und <)' miteinander vertauschbare Differentialsymbole, und 
X) bzw. die zu ihnen gehörigen invarianten Differentiale, so bestimmt 
(3,1) /ldx'—DöX 
•ein Vektorfeld. 
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Berechnen wir den Ausdruck (3,1) , so folgt in Hinsicht auf die Rela-
tionen (2 ,26) und (2 ,28) 
Jdxi—Döxi^CL[dxcw\ö) — öxkü>\d)] + Bil[dxkn\d)—öx*7c(d)] + 
(3.2) +~[rli-rU][dxköxl-dxkdx1]. 
Wegen der Willkürlichkeit der in (3 ,2) auftretenden Bilinearformen sind 
(3.3) Cu, B)d, — [rk[—Fil] = Qu 
drei. Tensoren, die als die Torsionstensoren des Raumes bezeichnet werden 
sollen. 
Bedeutet nun ein beliebiges Vektorfeld, so ist auch 
JD^—DAl" 
ein Vektorfeld. Eine Rechnung, bei der die Gleichungen (2, 26), (2, 28), (2, 2 0 ) , 
(2, 21), (2 ,7) , (2, 7 ' ) und ( 2 , 3 1 ) zu benützen sind, gibt für den obigen Vektor 
den Ausdruck: 
äüt-DAt = jy ZL[a>s(d) o/(d)-a/{d)a/(Ö)} + 
' (3 4) + Y ™{d)-7LXd)rf(d)] + Als [a>(d)n\d)-o>Xd)rf{ö)\ + 
+ HL [dxof(ö) - dx*m(d)] + 'PL \dx7i(ö) - öxsn{d)] + 
+ \pL{ÖXdX-dxdxr\-e, 
wo 
/o c\ v,i d Ckr d Ck.s . f^i S) ~krs () ps ~Qp'r " ' 
/Q C\ /W dBkr d Bits / r>i Drl D» Da (J, O) (Pl;rs = —T -r Das Li kr DarDics, d i f d v r 
i i * /Q -7\ ji dBkr d Cks . f^i rfU na rji 
(3 , ' ) ~dff dV k r — ' 
in 0\ rri 9 > ß' ^ 
( 3 , » ) = Y p , : ~ j Jpr' 
( 3 . 9 ) ¡ J J ^ ^ - ß ^ + ä j ^ , 
dl \s dTkr . d IX . dFks ¡y] | dFkr dfks ,./ . 
V k n ~ dx^W dpJr + W L s dvJ L r + • 
( 3 . 1 0 ) 
, r>t ) ^ Ls 0 Lr . d Lr J,a 0 Ls „£,. . a .-<*j , a( , ri*i t + JI ~~0p' r + a' ' + " k s ~ " 
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Da die Bilinearformen auf der rechten Seite von ( 3 , 4 ) willkürlich wählbar 
sind, sind die durch die Relationen (3 ,5 )—(3 ,10) angegebenen Größen Ten-
soren des Raumes. Diese Tensoren haben die folgenden Homogenitätseigen-
schaften: Die Tensoren PL, Wlkrs und @lkrs sind in den pl homogen von null-
ter, und AIRS homogen von (—l)-ter, und SCRS homogen von (—2)-ter 
Dimension; in den v sind P¡L, Hk r s und homogen von nullter, und 
Airs homogen von (—l)-ter, und <¡>lkrs homogen von (—2)-ter Dimension. 
Dies sind die Krümmungstensoren des Raumes. 
Es folgt aus den Gleichungen (2, 12)—(2, 16), (2 ,24) und (2,25) , daß 
^ d T k s d T k r , d r k ] - „ j d l Y s ^ j . d T k r . f i d T k S f j . r * i r * a r * ; 
F k n = — + w K* - jyK> + J^IL*- Jtr-+r«-' >•* - 1 - 1 ' 
/o i o\ AT' d K s d K r . d K l - j a d K s . o . . T*< ¡ rr'.' 
• ( 3 , 1 3 ) N r s = ^ — T - 7 + — i - s ——r L r - \ - l „ r K s l o s A r v ' .dx' oxs dva dva 
Tensoren sind. Diese sollen die Hauptkrümmüngstensoren des Raumes genannt 
werden. Diese Tensoren sind alle in den p! und v' homogen von nullter 
Dimension. 
§ 4 . Das Aquivalenzproblem. 
Es seien durch die Grundgrößen 
&a{x,p, v), Bli(x,p,v), Tu (x,p,v) bzw. Cii(x,p,v), Bkl(x,p, v), Tk/(x, p, v) 
zwei, in dem vorigen § erklärte allgemeine affinzusammenhängende Räume 
angegeben. Offensichtlich sind die beiden Räume äquivalent, falls Koordina-
tentransformationen von der Form 
(4 .1) r A-'(X), 
(4 .2 ) v ^ y t f i f . ^ 
(4.3) P'-Va? [(9a==d*l 
•existieren, die die Größen Cu, Bh und Tkl gemäß den Formeln (2,16), (2 ,25) 
in CM, Bh und Tu überführen. 
Die Existenzbedingung einer Koordinatentransformation von der Form (4,1) 
wollen wir durch einen von J. M. THOMAS und O. VEBLEN [1] herrührenden Satz 
über die Lösbarkeit eines partiellen Differentialgleichungssystems bestimmen. 
Es sei durch 
(4, 4) = Wa0(Z, u) (a = 1 , . . . . , «; (> = 1 , . . . , m), 
(4 ,5 ) F?\Z,u) = 0 ( a = l , . . . , r ) 
ein sogenanntes gemischtes System angegeben. Bilden wir jetzt die Integra-
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bilitätsbedingungen des Systems (4 ,4) unter Verwendung der Gleichungen 
des Systems selbst, differenzieren ferner ( 4 , 5 ) nach und benützen bei 
diesen Gleichungen wieder die Gleichungsgruppe (4, 4), so erhalten wir eine 
neue Gleichungsgruppe: 
( 4 . 6 ) F^(Z,u) = 0. (.« = 1 ,...,s). 
Aus den Gleichungen (4 ,6 ) entsteht durch ähnliches Verfahren eine neue 
Gleichungsgruppe, u.s.w. Mit 
( 4 . 7 ) ' / f ( Z , u ) = 0 \ 
bezeichnen wir die so erhaltene N-te Gleichungsgruppe. 
Der erwähnte Satz lautet: Existiert eine natürliche Zahl N derart, daß 
die N ersten Gleichungsgruppen verträglich sind, und ihre Lösung auch die 
(/V+ 1 )-te Gleichungsgruppe identisch befriedigt, so ist das System (4, 4), (4, 5)-
integrierbar. 
Die notwendigen und hinreichenden Bedingungen der Äquivalenz der 
beiden angegebenen Räume können wir auf Grund von (2>25), ( 2 , 1 9 ) und 
( 4 , 1 ) in der Gestalt 
( 4 . 8 ) . . 
/A n\ d(P<• ' n"'- n*> k l . (4 .9 ) . jje=(peJ ac—rktcpa(pc, 
(4 .10) CL(p* = Cwtp\(p\, 
(4 .11) Blc<p'e — Bkicpiyl 
schreiben. Die Gleichungen (4, 8)—(4, 11) stellen ein gemischtes System von 
Differentialgleichungen in den Funktionen x\ (pla dar. Da aber in diesen Glei-
chungen auch die p' und v<- als unabhängige Veränderliche vorkommen, müßen 
wir diese Gleichungen durch Hinzufügung der Ableitungen nach pl und ¥ 
erweitern, und noch die pl und vl als unbekannte Funktionen betrachten. 











= 0 , (4, 15) dp
1 
dva = ° ' 
(4, 16) dcp'a 
dvb 






= <Pa, (4, 19) 
dp1 
dpn =<P«> 
(4 ,20 ) 
dvL. 
dxb' 
1 d i = Li (pa~ 
r i S ~Ls(pb, 




= Kb <P„ — Ksffil. 
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In unserem Falle bilden die Gleichungen ( 4 , 8 ) — ( 4 , 2 1 ) das gemischte-
System von Differentialgleichungen, wo statt Z" die x,(p'a,v und die p\ 
und statt die w? die x\ pl und die. v{ stehen. 
Es sollen jetzt die Integrabilitätsbedingungen der Gleichungen (4,8) , . 
(4 ,9) , (4, 1 2 ) — ( 4 , 2 1 ) gebildet werden. Die Integrabilitätsbedingungen von 
-'(4,9) sind auf Grund von (4 ,20) , (4 ,21) , (3, 11), (4, 1 ) — ( 4 , 3 ) : 
(4, 22) 
( 4 . 2 3 ) 
( 4 . 2 4 ) 
(pl. FM,. = (pi rp',1 cpl Flu, 
j-ort: 
d vd 
I; I s d Fl:l 
rf'e = fhcP«(P<' —^i' 
/ dFbc 
tp<l-dp 
n i s d Fui 
4 • •••tpb<p«<pa dp" 
Die Integrabilitätsbedingungen von (4, 20) sind nach (4, 21), (4, 9), (3, 3),. 
(3 ,12) , ( 4 , 1 ) - ( 4 , 3 ) : . 
(4, 25) 
(4, 26). . 
( 4 , 2 7 ) 
(p,,M'L=(p'dfplMis, . 
• — l,- l r y (p,l(pciJkl, 
i dLl Cpe , . y dp" 
<1 r d L,i 
-<Pb<Ps 
dp'-
Die Integrabilitätsbedingungen von ( 4 , 2 1 ) sind nach (4 ,20) , (4,21), . 
(4 ,9) , (3, 13), (4, l ) - ( 4 , 3 ) : 
(4, 28) 
(4 ,29 ) 9c 
fpeNÜ,, = (p'.lfpcNL , 
idKl 
dvs 
,i r d K,i 
~(,)l'rp*~di/ 
Die übrigen Integrabilitätsbedingungen sind entweder trivialerweise erfüllt,, 
oder man kann sie auf die vorangehenden zurückführen. Die Bedingungen 
(4 ,27 ) und (4, 29) können wir ebenfalls weglassen, da diese aus ( 4 , 2 3 ) bzw.. 
(4, 24) nach einer Überschiebung mit pc und Tf entstehen. 
Leitet man jetzt die skalaren Relationen ( 4 , 1 0 ) und (4 ,11) , und die 
Relationen (4 ,22 ) —(4, 26), ( 4 , 2 8 ) nach x\ p' und vl ab, so erhält man in. 
Hinsicht auf (4, 1) —(4 , 3) und (2, 33" ' ) : 
(4, 30) { 
(PeCbcl<l = <Pb<PcCf'd Ch-i/s, 
(plQlc/,1 = <Pb <pl <fd Qu/, , 
(pl Nbc/d = <fb Wo <fl Nkijs , 
i f d rhc | k i s m ( d Fia 1 
<p 
(p'e B'icjd = (pb <fc <Pa B'ki/s , 
(p'cM'Ll,, = (plcplipd M'nis, 
ApFZ k l s m(dFki\ 
a _ t l ]ir9b<pe<pd<pf[—)im, 
¡ tz"' fc i s m 
<f>« ' tw.d/f== <Pb<pc<P<l<Pf ' kl s/m , 
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<4/31H 
< o ci • k l s d Ckl 
<Pb<Pc<Pä 








k 1 s 9 B'kl 
<Pb<Pc<Pd 
d v". 
k 1 s 
(pb(Pc<P<l 
i d NL k i s d Nu 
V'-dv« (pb<lc<pd d v , , 
d (OT;:) k 1 s m 9 
dvf [dvd) — (>pbtpccpdtpr dv,n 
d (df;:\ k 1 s m 9 
dvf [dpd j — <pb<peq>a9r d v m 
i d Fb, 
dvf 








i o Ctc 
i d Q'bc: 
< h dp' " 
i DNL: 
• >Pb (pc <p,l 
_s dCi,i 
w 
k i „ d S2'ki 
(pb<pc(p,l 
(p"Tp" 
k 1 s 





,• dM'L (pe 
k i x dB'ki - <pi, 'Pc <pd -
dp" 









( d I bc I k 1 s m ' — = (pb fPc (Pd <Pf 
k 1 s m d 
•• 9b<p.<pdcpr: — 





k 1 s ,n d Fkls 
<Pb<Pc<Pd<Pf -J-^r 
d Tu 
Die Gleichungen (4 ,30)—(4 ,32) sind mit der Gleichüngsgruppe (4, 6) 
äquivalent. 
Man sieht leicht ein, daß in der durch dieses Verfahren enstehenden 
m-ten Gleichungsgruppe die (m—l)-ten kovarianten Ableitungen von ( 4 , 3 0 ) 
und die (m — l)-ten partiellen Ableitungen nach ? bzw. p l der Gruppen 
(4 ,31 ) und (4 ,42 ) vorkommen. 
Wir sind nun imstande die folgenden Sätze auszusprechen: 
S A T Z 1. Zwei allgemeine affinzusammenhängende Räume von. Linien-
elementen sind dann und nur dann äquivalent, falls eine natürliche Zahl N 
•existiert derart, daß die N ersten aus (4, 30) durch kovariante Ableitung, und 
die N aus (4,31) und (4,32) durch partielle Ableitung gewonnenen Glei-
chungsgruppen verträglich sind, und die Lösung dieser Gruppen auch die 
-(N+\)-te Gleichungsgruppe identisch befriedigt. 
Theorie der Bahnen in Linienelenientmannigfaltigkeiten. 265, 
SATZ 2 . Die Hauptkrümmungstensoren F,':,s, Ml,, Nh, die Torsionstenso-
d r*i d Tu ren Ch, Bh, , die Tensoren ——, und die aus ihnen durch kovari-
dv dp 
ante bzw. durch partielle Ableitungen nach und p' gebildeten Tensoren bil-
den ein vollständiges System von Differentialinvarianten. 
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Oil the Jordan—Dedekind chain condition. 
By J. JAKUBiK in Kosice (Czechoslovakia). 
Let 5 be a partly ordered set, a, b£S, a < b. R(a,b) (eventually with 
indices) denotes a chain in 5 with the least element a and the greatest elem-
ent b. If R(a, b) is finite and contains n elements, his length is n — 1. A chain 
R{a,b) is maximal, if it is not a proper subset of any chain R4{a,b) in 5 . 
Many important properties of the partly ordered set 5 can be proved under 
the assumption that (i) all bounded chains in 5 are finite and (ii) the follow-
ing Jordan—Dedekind condition holds: 
(JD) If a, b £S,a <b, and Rx(a, b), R2(a, b) are maximal chains, then 
both these chains have the same length. 
In a recent paper [1] G. SZASZ generalizes the concept of the length of 
a chain as follows: if a chain R{a, b) is infinite, his length is the cardinal 
number of the set R(a,b). The condition (JD) can now be considered in the 
generalized sense, without supposing that the lengths of R^a, b), R.2(a, b) are 
finite. 
it is well-known that, every distributive lattice in which all bounded 
chains are finite satisfies the Jordan—Dedekind chain condition. In the paper 
[1] the interesting theorem (theorem 3) is stated: 
There exists a distributive lattice which does not satisfy the (generalized) 
condition ( J D ) 1 ) . 
In the present note we give a generalization of this theorem. 
Let A/ be a non-empty set. Let us denote by S(M) the set of all func-
tions / defined on Af such that, for every Af, /(/) is a rational number, 
/(/) d [0, 1]. S(M) is partly ordered in the usual way: /, if and only if . 
/ j (0=/2(0 . every i(zM. S(M) is a distributive lattice; we shall denote 
the least'and the greatest elements of S(Ai) by f0 and /1; respectively. 
L e m m a 1. If Af is non-empty, then there exists in the lattice S{M) 
a countable maximal chain /?i(/0,/i). 
•) The formulation of the example in the proof of this theorem is not correct ; see 
the „Correction" on p. 270 of this volume. 
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P r o o f . Let Rx be the set of all „constants" of S(M) ( i . e . of the 
f£S(M) with /(/)=/(/) for all i,j<=M); the function f£Ru for which 
/(/)== x (x 6 [0, 1], x rational) identically, we denote by fx. Clearly, R¡ \s a 
countable chain, containing fa and f . Let g £ S(M), Then there exist 
elements i,j£M for which g(i)<g{j)• We choose a rational number z such 
that g{i)<z<g(j). Then we have g(i)<MQ, g(j) >Mj), and the elements 
g,f are incomparable. It follows that the chain R, is maximal. We shall say 
that Rx is the diagonal chain in S(M). 
L e m m a 2. Let M = [ 0,1]. In the lattice S(M) there exists pn uncount-
able maximal chain R2(fo,f)-
P r o o f . For every / £ M let Rl be the set of all f^S(M) with the 
property • 
j i- >/(/) 1. ./>/ >f(j) 0. 
Every Ri is a chain. It is clear that the set-theoretical sum R2 = {JR' is a 
chain containing f0 and /,. The chain R3 is uncountable. 
We will prove that the chain R2 is maximal. Let the element 
be comparable with all f £ R 2 , let f . ^ g ^ f . i) If there exists i £ M such 
that ¿ - ( 0 ^ ( 0 , 1 ) , we choose faJptR1 such that /„(;) <g(i) <ffi{i). Then it 
must be fa(J)=g(j)=h(j)- f o r e v e r Y j £M> t l l u s g^R'aR*. ii) Let us 
suppose that, for every i £ M, g(/) = 0 or g(i) = 1. If there exist i,j£M,i<j 
with g(i) = 0, g(j) = 1, then we consider the function fi £ RJ such that 
//(/') = The elements fJ,g are incomparable, contrary to the hypothesis. 
Hence if g{i) = 0, g{]) = \, it must be j<i. Let Mx be the set of all i£M 
such that 'g(i) = 0, k = miMx. Clearly g£RkczR2, and the chain /?, is. 
maximal. We shall say that R2 is the superficial chain in S(M). 
The proof of the theorem 3 in [1] follows from lemma 1 and 2. 
R e m a r k s . 1) In the proof of lemma 2 the assumption /W = [0,-1] can 
be replaced by the following weaker one \ M is an uncountable complete chain. 
2) If we suppose only that M is an uncountable chain, the chain R2 
constructed in the proof of lemma 2 need not be maximal. 
3) Let M be non-empty. Then the lattice 5(7W) is not complete. We 
shall now suppose the axiom of choice and construct a complete distributive 
lattice which does not satisfy the condition (JD). 
Let M be a non-empty set. We denote by 5°(Af) the lattice of all real 
functions / defined on M such that, for every i^.M, /(/) C[0,1] . Clearly the 
lattice S°(M) is isomorphic with the direct union 1IA; (i£M) where every 
A i is isomorphic with the chain ,4 = [0,1]. The lattice A is complete and 
completely distributive (see [2], p. 146, (22'), and [3]), hence the lattice S°(M> 
is complete and completely distributive. The least (greatest) element of Sa(M} 
will be denoted by/<,(/])• 
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L e m m a 3. Let M be non-empty. In the lattice S"(M) there exists a 
maximal chain /?,(f.,f) the length of which is c {i.e. the power of the 
continuum). 
See the proof of lemma Í. 
L e m m a 4. Let a{M) be the cardinal number of the set M, let c.{M) > c. 
In the. lattice S°{M) there exists a maximal chain (/,,/,), the length of 
which is a{M). 
P r o o f . Suppose the set M is well-ordered. We construct the maximal 
•chain M(/o>/i) as in lemma 2. The cardinal number of every chain R',i^M, 
is c. The chains R',RJ, i =¡=7 have not more than one element in common 
(the set R'nRi contains one element if i covers j or i is covered by j in M). 
It follows that the tardinal number of the chain /?2 = U /?' {i £ M) is 
<c-a{M) = cc{M). 
L e m m a 5. Let S be a lattice, S = AxB, let 0„, \a {0b, U) be the least 
resp. the greatest element of A {B), let Rx{0a, la), R2{0b, U) be a maximal 
chain in the lattice A resp. B. Then the set R of all elements of S which have 
the form 
a) (a,, O;,), 1„) 
•or 
b) . ( l„ ,6 i ) , b i £ R 2 { O b , h ) 
is a maximal chain in S with the least element (0„, 0 b) and with the greatest 
element (la, U). 
P r o o f . Clearly, R is a chain in 5 containing the elements (0„,0 b) , 
'(ln , U). Suppose that the element {a,b)£S is comparable with all elements 
of the chain R. Then the element a resp. b is comparable with all elements 
of the .chain R^Oa, 1«) resp. R2{0b, 16). If 6 = 0;,, then clearly {a,b)£R. If 
b > 0¡,, then the element {a, b) is comparable with the element ( l o , 0 ¡ , ) 6/? ; 
hence a ¡g 1„, o = l n , consequently {a,b)£R. 
L e m m a 6. Let Mu Mo be non-empty, disjoint subsets of the set M with 
M1[)M2 = M. Then the lattice S°{M) is isomorphic with the direct union 
S»{MJ x S°{M,). 
The proof is clear. 
Now we will prove the 
T h e o r e m . Let a be a cardinal number, cc ^ c. There exists a complete 
and completely distributive lattice Sa with the least element f0 and the greatest 
element f1} which has the following property: for any cardinal number p with 
c^jS^a, there exists in Sa a maximal chain Rp{f0,f) the length of which 
is p. 
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P r o o f . Let M be a well-ordered set the cardinal number of which i s 
a. W e show that S„ = 5°(Af) possesses the required property. For ji — c or 
/ ? = « the statement is proved in the lemma 3 resp. 4 . Let c < / ? < « . Then 
there exists a subset A ^ c A i such that the cardinal number of is §.. 
Denote M2 = M — M u A = S ° ( M , ) , 5 = S°(M2). Let 4 , be the superficial chain 
in the lattice A (see lemma 4), let Ba be the diagonal chain in the lattice B 
(see lemma 3). We denote the least and the greatest element in A ( B ) as in 
lemma 5. By lemma 5 the set of all elements of A x B which have the form 
a) or b) is a maximal chain R in AxB. The length of the chain A0(B0) is 
/? (c), hence the length of the chain R is /?+c = /?. Thus by lemma 6 there 
exists a maximal chain Rp(f0,f,) in the lattice S°(M) the length of which is/?. 
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Correction to my paper "Generalization of a theorem 
of Birkhoff.. ."*). 
By G. SZÄSZ in Szeged. 
J . JAKUBIK has kindly called my attention to the fact that the proof of 
Theorem 3 is not correct, because the relation 0 is not a congruence rela-
tion on H. The proof may be corrected as follows. 
Let Si and S2 be the sets consisting of all real numbers x ^ x , , re-
spectively, such that 
. 0 ^ x, ^ 1; 0 ^ x2 < 1, x, rational, 
•and let Si, S2 be partial ordered in the natural way. Consider the set H of 
all couples (x1 ; x2) (x, £ 5 , , x2 £ 5V), partial ordered as in the original proof. 
Then H is the cardinal product of the chains SlyS2. Consequently, H is a 
distributive lattice without greatest element. By adjoining a greatest element 
/, we get a lattice L which is again distributive. Now, consider in L the 
chains Cj, .C, consisting of the elements 
C t : (0, x2) (x, £ S2), and /, 
C 2 : (x, , 0 ) (x, $ S]), (1, x2) (x2 £ S2), and I.' 
Clearly Cj and C2 both are maximal, however C/ is countable and C2 is not 
countable. Thus our theorem is proved. 
(Received November 11, 1955.) 
*) These Acta, 16 ( 1 9 5 5 ) , 8 9 — 9 1 . 
271 
Bibliographie. 
Paul Dubreil, Algèbre I. Equivalences, opérations, groupes, anneaux, corps. 
Deuxième édition revue et augmentée (Cahiers scientifiques, publiés sous la direction de 
M. Gaston Julia, fascicule XX), X I I + 468 pages, Paris, Gauthier-Villars, 1954. 
Les trois premiers chapitres exposent les éléments de la théorie des ensembles et 
les notions fondamentales de l'algèbre abstraite, y compris les éléments de la théorie des 
treillis, développent les propriétés les plus simples et les plus importantes des groupes, 
et discutent en détail des groupes de transformations. 
Le chapitre IV traite des relations d'équivalence régulière (autrement dit, relations 
de congruence) opérant dans un groupoïdè, dans un groupe ou dans un anneau, puis, en 
les appliquant,- on introduit le concept des sous-groupes invariants et des idéaux. On traite 
en particulier de la théorie des idéaux dans les anneaux noethériens. 
Le chapitre V est consacré à l'étude de quelques problèmes d'extension concernant 
des demi-groupes et des corps. Il commence par étudier le problème de plonger un demi-
groupe dans un groupe et, particulièrement, de plonger un anneau dans un corps; ensuite, 
après avoir analysé les propriétés des corps ordonnés, il nous conduit à la méthode de 
complétion de ces corps; enfin, il fait quelques remarques générales sur les extensions 
algébriques et sur les extensions transcendantes des corps.' 
Le chapitre VI commence par discuter du problème de factorisation des éléments 
dans un anneau et, en appliquant les résultats obtenus, il traite d'une condition nécessaire 
et suffisante, donnée par W. KRULL, pour que les éléments d'un domaine d'intégrité avec 
élément-unité soient à factorisation unique. Puis les anneaux de polynomes (sur un anneau 
commutatif) et leurs idéaux sont étudiés en détail, particulièrement le théorème d e l à 
base finie de HILBERT et quelques théorèmes fondamentaux concernant l'irréductibilité' 
des polynomes. 
La première partie du chapitre VII a pour sujet la théorie des équations algébriques. 
On indique d'abord quelques propriétés générales des équations sur un anneau, puis on 
traite des équations sur un corps. Comme application à la géométrie algébrique on y 
trouve le théorème de NOETHER sur les idéaux de polynomes. Dans la seconde partie du 
chapitre on démontre d'abord le théorème fondamental de la théorie des fonctions symé-
triques, puis on l'appliqué pour étudier les propriétés les plus importantes des nombres 
algébriques, particulièrement des entiers algébriques. 
Quelques notes, à la fin du volume, apportent différents compléments, utiles à la 
compréhension de certains passages. 
Un second volume est en préparation. 
Ce qui caractérise la méthode du livre, c'est que le point de départ de la discussion 
est toujours le plus général possible; ainsi, après avoir analysé systématiquement les pro-
priétés essentielles des notions introduites, on arrive aux problèmes centraux de l'Algèbre 
par spécialisation. 
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Comparée à la première édition, de 1946, la seconde, que nous présentons, est c o n -
sidérablement augmentée (de 150 pages environ). Signalons, parmi les nombreuses addi-
tions, les suivantes. Un rôle important a été donné, particulièrement dans l'étude des 
relations transitives, des sous-groupes invariants et des idéaux, aux ensembles partielle-
ment ordonnés et à la théorie des treillis; la place consacrée à la théorie des demi-groupes 
et à l'étude de leurs relations d'équivalence a été fort élargie; la discussion des équiva-
lences régulières a été complétée par un paragraphe sur la décomposition multiplicative 
des éléments d'un demi-groupe abélien avec élément unité; là note III, consacrée à l'axiome 
du choix, a été complétée par quelques pages sur le théorème de ZORN, les conditions de 
HAUSDORFF et de TUKEY; quelques nouveaux exercices ont été ajoutés; etc. 
Ce livre, ne supposant aucune connaissance préalable des mathématiques supéri-
eures, et traitant de tous les problèmes avec minutie, est aussi un très bon ouvrage d'in-
troduction à l'Algèbre abstraite, mais sa lecture est surtout profitable aux lecteurs p o s -
sédant déjà une certaine culture mathématique. 
G. Szász (Szeged) 
N. Dequoy, Axiomatique intuitioiiiiiste sans négation de la géométrie projective 
(Collection de logique mathématique, Série A, fascicule VI), 108 pages, Paris et Louvain, 
Gauthier-Villars et E. Nauwelaerts, 1955. 
Ce travail a pour sujet l'axiomatique de la géométrie projective selon la conception 
de Tintuitionnisme sans négation". La dénomination de cette théorie prétend exprimer que 
son point de départ est Tintuitionnisme et que son développement a pour élément essentiel 
la suppression de la négation et de tout ce qui y est lié. 
Du point de vue mathématique le livre a pour intérêt principal que les axiomes 
d'incidence ici traités diffèrent considérablement de ceux qui sont usuels dans la con-
struction axiomatique de la géométrie projective. En effet, les axiomes usuels sont ici 
essentiellement affaiblis (par exemple, dans le cas des deux points écartés il est supposé 
seulement qu'ils déterminent au moins une droite); on a dû néanmoins ajouter deux 
axiomes complémentaires, "l'axiome du triangle" et "l'axiome du tétraèdre". 
G. Szdsz (Szeged) 
H. Pailloux, Un aspect du calcul tensoriel (Mémorial des sciences mathématiques, 
fascicule 130), 74 p., Paris, Gauthier-Villars, 1955. 
Le calcul tensoriel classique développé pour les espaces à r dimensions Er est 
étendu dans ce fascicule à certains espaces fonctionnels E. Une différence significative du 
calcul tensoriel de l'espace E à celle de l'espace Er est que, tandis que l'indice muet 
indique, dans Er, une sommation, il indique dans E une intégration. Pour que ce calcul 
soit possible pour E, il est nécessaire que certaines équations intégrales admettent une 
solution. Cette condition se réduit, dans le cas de Er, à ce| que les systèmes de n équa-
tions linéaires à n inconnues qui apparaissent au cours du calcul, aient une solution. 
Quelques applications en Mécanique montrent l'importance et l'utilité de la théorie, 
et font espérer que la théorie trouvera des applications aussi dans d'autres domaines de 
la Physique mathématique. 
Table des matières: I. Calcul tensoriel et calcul fonctionnel. II. Premières variétés de 
l'espace E. III. L'intégration. IV. Géodésiques d'une variété riemannienne et nouvelles 
variétés. V. Mécanique analytique. VI. Remarques au sujet d'une équation intégrale. 
A. Moôr (Debrécen) 
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Gaston Julia, Cours de Géométrie infinitésimale. Deuxième édition entièrement 
refondue. Paris, Gauthier-Villars. 
Deuxième Fascicule. Cinématique et Géométrie cinématique. Première Partie : Géné-
ralités, 80 pages, 1955. 
Ce fascicule traite des idées fondamentales de la cinématique du point et du corps 
solide, - mais il embrasse aussi des applications intéressantes nouvelles de la composition 
des mouvements. Citons en particulier l'étude des mouvements inverses. A l'aide de deux 
mouvements inverses on peut établir une sorte de dualité entre les points et les plans de 
l'espace à trois dimensions. Si, p. e., le point M lié au système invariable S2 se meut par 
le mouvement S 2 /S i dans un plan TL lié à un autre système invariable Si, alors le plan 
JT passe par le mouvement inversé S^/S» par un point fixe. (Le symbole S , / ^ désigne le 
mouvement du système S.? par rapport au système S/ ) . Sur les théories exposées on peut 
voir combien intimement sont liées la Géométrie et la Cinématique. Les ¡plus beaux 
exemples de cette connexion sont la méthode de Poinsot pour construire la normale d'une 
surface, et l'analyse des singularités d'une surface par cette méthode. 
Table des matières: Chap. II. Cinématique du point. Chap. III. Cinématique du corps 
solide. — Généralités. Étude des vitesses et des accélérations. Chap. IV. Composition des 
mouvements. — Applications. Chap. V. Détermination du mouvement fini d'un solide 
connâissant à chaque instant le mouvement instantané. Méthode du trièdre mobile: 
Troisième fascicule. Géométrie infinitésimale. Première partie: Méthodes générales. 
Théorie des courbes, 220 pages, 1955. ' 
Dans ce fascicule l'A. étudie plusieurs problèmes intéressants de la géométrie dif-
férentielle. Les théories discutées sont développées pour les espaces à deux et trois 
dimensions, mais avec quelques modifications faciles il serait possible le plus souvent de 
les étendre aux espaces à plus de trois dimensions. Pour les transformations de contact 
l'A. donne explicitement les formules dans l'espace à (n - f 1) dimensions. Beaucoup d'appli-
cations et d'exemples particuliers montrent l'importance et l'applicabilité des théories déve-
loppées. La théorie de contact est d'importance notamment dans la théorie des courbes 
gauches, parce qu'elle permet d'obtenir d'une manière élégante les éléments osculateurs 
des courbes. 
Table des matières: Chap. VI. Généralités sur la représentation analytique des cour-
bes, des surfaces, et sur leurs éléments différentiels du premier ordre. Chap. VII. Théorie 
du contact. Chap. VIII. Théorie des enveloppes. Chap. IX. Transformation de contact. 
Chap. X. Étude particulière des familles de droites à un, deux et trois paramètres. Chap. 
XI. Étude des courbes gauches ou planes. 
Quatrième fascicule. Cinématique et Géométrie cinématique. Deuxième Partie : Étude 
approfondie du mouvement d'un corps solide, 88 pages, 1955. 
Les résultats du troisième fascicule, c 'est-à-dire les théorèmes de la géométrie infi-
nitésimale des courbes sont liés dans ce fascicule aux théorèmes de la cinématique. Les 
quantités cinématiques sont exprimées ainsi par les invariants différentiels des courbes. 
La formule la plus importante de la première section est celle d'Euler—Savary, qui 
détermine le centre de courbure d'une roulette (à savoir de la trajectoire d'un point quel-
conque du plan mobile). Avec beaucoup d'applications géométriques de cette formule fon-
damentale, l'A. traite aussi de quelques autres théorèmes intéressants de la géométrie 
cinématique, comme p. e. le corollaire au page 23 Si les quatre plans mobiles 
JT,, JI2, n.,, nt glissent l'un sur l'autre et si ¡¡:i désigne le centre instantané de rotation 
de I I i /Hi , alors les six distincts sont les sommets d'un quadrilatère complet. 
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Après une définition convenable des propriétés différentielles de premier et de second 
ordre de la géométrie sphérique, l'A. montre d'une manière élégante que le mouvement 
d'un solide ayant un point fixe est une généralisation directe du mouvement d'une 
figure plane. 
Table des matières: Chap. XII. Mouvement d'une figure plane. Chap. XIII. Mouve-
ment d'un solide ayant un point fixe. Chap. XIV. Mouvement le plus général d'un 
•corps solide. 
A. Moôr (Debrecen) 
N. Mihäileauu, Geometrie neeuclidianä, 143 p., Bucureçti, Editura Academiei Repub-
licii Populäre Romîne, 1954. 
Die Absicht des Verf. ist eine leichtverständliche, orientierende Einführung in die 
nichteuklidische Geometrie zu bieten. Dementsprechend verzichtet er auf den axioma-
tischen Aufbau des zur Darstellung bestimmten Stoffes und bereitet vielmehr den Leser 
durch Modelle im euklidischen Räume zur Auffassung des Raumes im nichteuklidischen 
Sinne vor. Betrachtet man die durch irgendwelchen Punkt des euklidischen Raumes 
gehenden Geraden iind Ebenen als Punkte und Gerade, so erhält man das einfachste 
Modell der projektiven Ebene. Wenn hingegen weitergehend — gestützt auf die Begriffe 
der Orthogonalität und des Winkels — auch die metrischen Verhältnisse eingeführt 
werden, dann gewinnt man ein einfaches Modell der elliptischen Ebene. Die um den Mittel-
punkt des Modells als Zentrum beschriebene Kugel wird durch die die Punkte der projek-
tiven bzw. elliptischen Ebene repräsentierenden Geraden in diametral entgegengesetzten 
Punkten getroffen. Wenn die Elemente eines solchen Punktpaares als ein einziger Punkt 
aufgefaßt werden, gelangen wir zu einem noch plastischeren, sphärischen Bilde der pro-
jektiven, bzw.' elliptischen Ebene. Das Studium der sphärischen Kegelschnitte leitet zum 
Begriffe des absoluten Gebildes und führt, nach einer entsprechenden'Wahl der Metrisie-
rung zur einheitlichen Auffassung der elliptischen, parabolischen und hyperbolischen Geo-
metrie. Auf Grund dieser Vorbereitung begreift der Leser schon leicht die Äquivalenz der 
verschiedenen Modelle und ist zur Aufnahme eines streng axiomatischen Aufbaues der 
Geometrie genügend vorbereitet — die ihm nunmehr keine Swierigkeit verursachen dürfte. 
Das Buch gliedert sich in fünf Teile. Der erste Teil bespricht die sphärische Geo-
metrie, im Laufe der Behandlung der sphärischen Kegelschnitte gelangen wir mit Hilfe des 
absoluten Gebildes zu den Laguerreschen Formeln. Der zweite Teil legt auf Grund des 
projektiven Maßes die einheitliche Auffassung der Geometrien dar, und geht auf die klas-
sischen Begriffe und Sätze der nichteuklidischen Trigonometrie und auf die nichteuklidi-
sche Bewegung ausführlich ein. Der dritte Teil behandelt die analytische Geometrie der 
hyperbolischen Ebene und des hyperbolischen Raumes. Der vierte Teil bespricht einige 
differentialgeesïetrische Fragen, wie Linien und Bogenelement, Krümmung;, geodätische 
Gebilde, Frenet-sche Formeln, die Pseudosphäre, den Riemannschen Raum. Der fünfte Teil 
behandelt die Poincaréschen und Kleinschen Modelle, ferner wird das Hilbertsche Axio-
mensystem dargelegt und es wird betont, daß die Axiome der Verknüpfung, der Anord-
nung, der Kongruenz, der Stetigkeit sowohl mit dem euklidischen als auch mit dem hyper-
bolischen Parallelenaxiom verträglich sind. 
Franz Kdrieszi (Budapest) 
K a r l Strubecker , Differentialgeometrie I. Kurventheorie der E b e n e und des 
Raumes (Sammlung Göschen, Bd. 1113/1113a), 150 Seiten, Berlin, Walter de Gruyter & 
Co., 1955. 
Der Inhalt dieses Bändchens steht zu seinem Umfang in einem günstigen Verhältnis. 
Das Buch gliedert sich in zwei Abschnitte, die die Differentialgeometrie der ebenen Kurven 
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bzw. die Theorie der Raumkurven behandeln. Gelegentlich werden auch komplexe analy-
tische Kurven betrachtet; so z. B. das letzte Kapitel des zwéiten Abschnittes beschäftigt 
sich mit der Theorie der krummen isotropen Raumkurven. Zahlreiche Beispiele machen 
die Darstellung lebendig. So ist das Bändchen ein brauchbares Hilfsbuch für Studenten 
und auch für Vortragenden der einführenden differentialgeometrischen Vorlesungen. . 
T. Szerényt (Szeged) 
H. Hermes, Einführung in die Verbandstheorie (Die Grundlasen der mathema-
tischen Wissenschaften in Einzeldarstellungen, Band LXX11I), VIII -¡- 164 Seiten, Berlin— 
Göttingen—Heidelberg, Springer-Verlag, 1955. 
Das Buch beschäftigt sich größtenteils mit den Elementen der Verbandstlieorie; gibt 
aber auch einige Anwendungen auf die abstrakte Algebra, projektive Geometrie, Topologie 
. und mathematische Logik. 
Zuerst werden die grundlegenden Begriffe der Verbandstheorie (algebraische und 
ordnungstheoretische Definition, Isomorphismus, Ordnungs- und Verbandshomomorphismus, 
Teilverbände u. s. w.) und die einfachsten Eigenschaften der wichtigsten Verbandsklassen 
(distributive und modulare, vollständige, komplementäre und atomare Verbände) bespro-
chen, dann kommt eine eingehende Untersuchung der modularen, distributiven und Boo-
leschen Verbände. Anschließend werden die obenerwähnten Anwendungen, und zwar die 
verbandstheoretische Charakterisierung der projektiven Geometrien, die wichtigsten Eigen-
schaften der Verbände von Äquivalenzrelationen in Mengen, der Verfeinerungssatz von 
SCHREIER, die verbandstheoretische Interpretation der lineare Abhängigheit, die algebraische 
bzw. die topologische Charakterisierung der Booleschen Verbände und deren Beziehungen 
mit der klassischen Aussägenlogik dargestellt. In einem Anhang werden die im Text ver-
wendeten logischen und mengentheoretischen Begriffe und weiter einige Begriffe aus der 
universellen Algebra zusammengestellt. 
Dieses sorgfältig geschriebene Buch hat tatsächlich den Charakter einer Einführung 
und ist ein wohl brauchbares Werk für Anfänger in der Verbandstheorie. Nur die Bei-
spiele, die aus der Geometrie, der Algebra und der Topologie gewählt sind, setzen eine 
gewisse mathematische Allgemeinbildung voraus. 
G. Szász (Szeged) 
L o t h a r Heffter, Begründung der Funktionentheorie auf alten und neuen Wegen, 
VIII - f 63 S., Berlin—Göttingen—Heidelberg, Springer-Verlag, 1955. 
Das Büchlein behandelt verschiedene (notwendige und) hinreichende Bedingungen 
für die Analytizität einer Funktion f(z), d. h. für ihre Darstellbarkeit als Summe einer 
Potenzreihe lim jeden Punkt eines Gebietes G. Diese Bedingungen sind die von CAUCHY 
(Existenz und Stetigkeit von / ' (2) ) , die von GOURSAT (Existenz von / ' ( z ) ) und die von 
MORERA (Verschwinden des Integrals von f(z) am Rande jedes achsenparallelen Rechtecks 
RczG). Die Hinlänglichkeit der letzten Bedingung wird neben der klassischen Beweis-
methode auch durch zwei verschiedene Beweisverfahren des Verfassers bewiesen. E s ist 
sehr enttäuschend, daß der Verfasser, obwohl er einen neuen einfachen Beweis des Loq-
man—Menschoffschen Satzes verspricht, am Anfang desselben aber die gleichmäßige par-
ieile Differenzierbarkeit von u(x,y) und v(x, y) voraussetzt, woraus natürlich die Stetig-
keit der partiellen Ableitungen uT,u .v.r,v folgt, so daß der wesentliche Inhalt des 
erwähnten Satzes umgegangen und das ganze Problem unmittelbar auf die klassische Cau-
chysche Bedingung zurückgeführt wird. 
Die notwendigen Vorkenntnisse werden in einem einleitenden Kapitel zusammen-
gefaßt. Auch hier findet man einige Fehler. Es wird z. B. behauptet, daß die Summen 
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Un~2,ui ~~—~~ > w0 wi = • /(*)» xi = ö - r ' — — — ist, mit wachsendem rt 
i=i n " 
nicht abnehmen (S. 10), was natürlich im allgemeinen nicht zutrifft. Unrichtig ist auch die 
CO 
Behauptung, daß der Konvergenzradius einer beliebigen. Potenzreihe ^ ckzk gleich 
S o 
c,. ist (S. 27). Ebenso enthält der Beweis der Stetigkeit und Differenzierbarkeit lim 
1—y OD 
des Integrals J f(t)dt eine wesentliche Lücke (S. 11 — 12). Es ist noch zu bemerken, daß 
« 
auf S. 44 die Bedingung (£>) aus der Bedingung { A ) nur bei vorausgesetzter Stetigkeit der 
partiellen Ableitungen f., und gl folgt. 
Ein Anhang gibt Übersicht über die Literatur der Begründung der Funktionentheorie. 
Ákos Császár (Budapest) 
Günter Piekert . Analytische Geometrie (Mathematik und ihre Anwendungen in 
Physik und Technik, Reihe A, Bd. 24), X -j- 397 Seiten, Leipzig, Akademische Verlagsge-
sellschaft Geest & Portig K.—G., 1953. 
Die analytische Geometrie wurde auch in neueren Zeiten in verschiedenartigen Be-
arbeitungen den interessierten Lesern vorgelegt. Das vorliegende Buch bringt eine neue 
Farbe in diese bunte Manigfaltigkeit. Sein Ziel ist, bei Voraussetzung von möglichst weni-
gen Vorkentnissen eine exakte und klare Darstellung der analytischen Geometrie zugeben, 
die sich an anderen Studien nicht lehnt. Verf. sucht dieses Ziel dadurch erreichen, daß'er 
den Punkt und den Vektor als Grundbegriffe nimmt, und — das Kenntnis des Körpers der 
reellen Zahlen voraussetzend — stufenweise ein Axiomensystem zusammenstellt (das auch 
die Definitionen der Vektoroperationen enthält). Auf Grund dieses Axiomensystems wird 
dann die affine, metrische und projektive Geometrie des n-dimensionalen Raumes ent-
wickelt. Durch diese axiomatische Behandlung vermeidet er einerseits die Benützung ele-
mentargeometrischer Vorkenntnisse, andererseits die Gefahr bloß lineare Algebra zu treiben. 
Im Mittelpunkt der Betrachtungen steht die analytischen Geometrie des w-dimensio-
nalen Raumes; die Ebene und der 3-dimensionalen Raum kommen nur als Spezialfälle 
oder illustrierende Beispiele vor. Oft werden anstatt des Körpers der reellen Zahlen allge-
meinere Schiefkörper oder angeordnete Schiefkörper zugrundegenommen. Obgleich der 
Apparat der modernen Algebra in großem Maße benutzt wird, behält das Buch seinen 
geometrischen Charakter. Die Darstellung ist überall interessant und anziehend. 
Obwohl die Betrachtungen überall klar und leichtverständlich sind, jedoch scheint 
das Buch wegen der allgemeinen Voraussetzungen zum Zweck einer Einführung etwas 
schwierig zu sein. Verf. versucht sich dadurch rechtfertigen, „daß die so erreichte früh-
zeitige Heranführung des Lernenden an die Begriffsbildungen und Gedankengänge der heuti-
gen Mathematik es lohnt, diese Schwierigkeiten in Kauf zu nehmen." Dieser Standpunkt 
ist natürlich bestreitbar. 
Kapitel I, über affine Geometrie, behandelt die Kennzeichnung der reellen affinen 
Räume, Vektorräume, Gerade und Ebene, Vektorscharen und lineare Unterräume, kano-
nische Basis einer Vektorschar, Linearformen, lineare Gleichungen, affine Abbildungen, 
lineare Abbildungen und Matrizen, Multiplikation von linearen Abbildungen und Matrizen, 
Determinanten, Unterdetermirianten, Eigenwerte und Eigenvektoren, Orientierung. 
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In Kapitel II, über metrische Geometrie, handelt es sich über: Kennzeichnung der 
metrischen Räume, inneres Produkt, Winkel, Bewegungen, Inhalt, vektorielles Produkt, Kreis 
und Kugel, komplexe metrische Räume, Hyperflächen zweiter Ordnung.. 
Kapitel HI, über projektive Geometrie, behandelt die projektiven Räume, Koordinaten 
und Doppelverhältnisse, Kollineationen, Projektionen, Korrelationen,. Polaritäten und Null-
systeme, Quadriken, doppelpunktfreie Quadriken bei Dimension 2 und 3, Übergang zur 
affinen Geometrie^ Linienkoordinaten bei Dimension 3. 
Es folgt ein aus drei kurzen Paragraphen bestehender Anhang über trigonometri-
sche Funktionen mit Verwendung des Integrals von (1 Kennzeichnung der projek-
tiven Ebenen ohne Verwendung von Vektoren und Skalaren; endlich die Automorphismen 
des Körpers der reellen Zahlen (d. h. der Beweis, daß der Körper der reellen Zahlen nur 
den identischen Automorphismus besitzt). 
Zahlreiche Aufgaben dienen zur Vertiefung des behandelten reichhaltigen Stoffes, 
und der Text ist durch schöne, übersichtliche Abbildungen illustriert.. 
J. Szendrei (Szeged) 
G. P icker t , Lineare Algebra (Enzyklopädie der Math. Wiss., Bd. I, 1. Teil, Heft 3/1), 
72 Seiten, Leipzig, B. G. Teubner, 1953. 
Diese zwei Artikel der Enzyklopädie der Mathematischen Wissenschaften geben eine 
übersichtliche Darstellung der neueren Entwicklung der linearen Algebra und der Theorie 
der Matrizen. Der erste Teil des ersten Artikels enthält die Theorie der Moduln und Vek-
torräume (Linearformen, Dualität in Vektorräumen usw.), der zweite die Theorie der ten-
soriellen und äußeren Produkte. Der zweite Artikel bringt eine Übersicht über verschie-
dene mit dem Matrizenbegriff zusammenhängende Fragen (Ähnlichkeit, Äquivalenz von 
Matrixpaaren, Kongruenz usw.). Der Stoff wird_ vom Standpunkt der modernen Algebra 
aus behandelt; den Betrachtungen wird der Begriff eines Moduls über einem beliebigen 
Ring zugrunde gelegt, welcher Begriff, den des Vektorraumes umfaßt. Dementsprechend 
werden die in der Einleitung angedeuteten mannigfachen Zusammenhänge mit den anderen 
Gebeiten der Mathematik nicht näher verfolgt. Für diesen wird aber der Leser durch die 
bis 1932 zurückgehenden ausführlichen Literaturangaben entschädigt. 
L. Pukdnszky (Szeged) 
O.-H. Keller , Geometrie der Zahlen (Enzyklopädie der Math. Wiss., Bd. I, 2. Teil, 
Heft ll/III), 84 Seiten, Leipzig, B. G. Teubner, 1954. 
Das Werk referiert über die Ergebnisse auf dem Gebiet der Geometrie der Zahlen 
bis zum Jahr 1951. Außer der Aufzählung der Resultate werden auch die Grundideen der 
wichtigsten Beweise angegeben, und eine Reihe von Vermutungen und Problemen mitgeteilt. 
Das Orientieren wird dem Leser durch manche geschichtliche Bemerkungen erleichtert. 
Kapitel A: „Die grundlegenden Sätze über konvexe Körper im Zahlengitter" enthält 
einen Bericht über die Minkowskische Geometrie, die zwei Hauptsätze von MINKOWSKI und 
ihre Verallgemeinerungen, ferner über kritische Gitter und dichteste gitterförmige Lagerun-
gen kongruenter Körper. Kapitel B : „Sternkörper" ist eine ausführliche Bearbeitung, der 
neueren Ergebnisse über nicht-konvexe Körper. Auch die Ergebnisse über spezielle Stern-
körper, und eine Reihe-von MAHLER herrührenden Vermutungen und Problemen-sind mit-
geteilt. Kapitel C ist dem Problemkreis des Minkowskischen Linearformensatzes gewidmet. 
Hier ist zu finden die Bibliografie des Minkowski—Hajösschen Satzes, endlich folgen Sätze 
über diophantische Approximationen. Kapitel D berichtet über die Ergebnisse über das 
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Minimum homogener Formen. Die Paragraphen sind: definite quadratische Formen und 
dichteste Kugelpackung; höhere Minima; indefinite binäre Minimalformen; indefinite binäre 
Formen in imaginär-quadratischen Zahlkörpern; binäre positiv-definite Hermitesche Formen; 
ternäre indefinite Formen; binäre kubische Formen; Potenzsummen; Produkte homogener 
Linearformen. Das folgende Kapitel E : „Inhomogene Formen" bringt ausführlich- die Ergeb-
nisse über das Produkt inhomogener Linearformen. Kapitel F : „Definite quadratische 
Formen" gibt eine schöne Übersicht über das Reduktionsproblem. Es werden auch die 
Ergebnisse von VORONOJ über Paralleloeder angeführt. Kapitel Q berichtet über zahlen-
geometrische Methoden in der Theorie der Kettenbrüchen. Auch Anwendungen an algeb-
raische Zahlentheorie sind angegeben. Die Anwendungen an algebraische Zahlentheorie 
bilden den Gegenstand des folgenden Kapitels H. Es werden die Probleme der Diskri-
minante eines Zahlkörpers, der Einheiten und der Idealklassen diskutiert, und die Zusam-
menhänge mit der Galoisschen Theorie gezeigt. Kapitel 1 führt endlich die Resultate von 
TIETZE über Partitionen und Gitterpunktfiguren an. 
Über all diese Gegenstände ist vom Heftchen ein klares Überblick zu gewinnen. 
Dabei geben 416 Fußnoten eine ausführliche Bibliographie der behandelten Fragen. 
Á. Korányi (Szeged) 
A. Scholz und B. Schoeneberg, Einführung in die Zahlentheorie. Zweite Auflage-
(Sammlung Göschen, Nr. 1131), 128 Seiten, Walter de Gruyter & Co., Berlin, 1955. 
Das vorliegende Buch stellt eine neubearbeitete Auflage des-Werkes von A. SCHOLZ 
mit demselben Titel dar. Die neue Ausgabe kann auf ein ebenso ausgebreitetes Interesse 
rechnen, wie die originale. Wegen seiner kurzgefaßter, aber doch'immer klarer und exakter 
Darstellung wird das Büchlein schon dem anfangenden Leser ein nützlicher Freund sein. 
Der Überarbeiter hat gegen der Originalauflage mehrere Änderungen angebracht. Neben 
stilären und methodischen Änderungen sind an mehreren Stellen neue Beweise angeführt 
(so z. B. bei der Möbiusschen Umkehrformel), oder die Beweise sind durch Zergliederung 
einiger Sätze verständlicher gemacht (z. B. im Kapitel über quadratische Formen). Aus dér 
neuen Auflage ist das ursprüngliche erste Kapitel über die Arithmetik natürlicher Zahlen 
ausgeblieben, es werden nur die Sätze aufgezählt, die im späteren Anwendung finden. Das 
letzte Kapitel der ersten Auflage (Algorithmisches Rechnen) wurde ganz weggelassen. 
Die neue Auflage enthält die folgenden Abschnitte: I. Teilbarkeitsrechnen, II. Kon-
gruenzen, Restklassen, III. Quadratische Reste, IV. Quadratische Formen. Das inhaltsreiche 
und wertvolle Buch ist mit einem gut brauchbaren Sacli- und Namenregister versehen. 
J. Szendrei (Szeged) 
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