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Abstract 
In recent years, many noninvasive, high-resolution biomedical optical imaging techniques based 
on unique, yet complementary, contrast mechanisms have emerged. While each imaging 
modality is able to elucidate certain properties of the particular sample under study, an integrated 
approach in which all modalities are acquired in a simultaneous, co-registered manner can prove 
advantageous in obtaining a more complete understanding of the sample under study. While this 
multimodal approach to biomedical imaging is beginning to find more widespread use, thus far 
most applications of these techniques have been purely qualitative, ignoring the incredibly dense, 
multidimensional datasets acquired. This thesis presents the framework and several applications 
of a quantitative model-based combinatorial analysis method.  The analysis technique developed 
provides a direct link between multimodal image contrast and physiological biomarkers. 
Applications include identification of tissue constituents in fixed tissue slices and classification 
of cell death mechanisms in a living engineered tissue sample. 
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1 Introduction and background 
 High resolution, nondestructive optical imaging has a long and rich history beginning 
with the invention of the compound microscope in the late 16th century. In the years since, 
through the development of a deeper understanding of the interactions of light and matter, new 
methods for improving the contrast, increasing the resolution, or imaging three-dimensional 
samples have been continually developed. Some examples include the introduction of the phase 
contrast microscope and fluorescence microscope for improvements of contrast for certain 
samples. Improvements in imaging resolution have been seen in the development of high quality 
objective lens design as well as the exciting new developments in super-resolution imaging 
techniques [1, 2]. Volumetric microscopy and depth sectioning techniques have become 
extremely important for tissue and in vivo imaging and have been developed through methods 
such as optical coherence tomography (OCT) [3] and confocal microscopy (CM) [4] and have 
paved the way toward in vivo optical imaging in a clinical setting [5]. 
 While there is still a strong focus on further improving many of these fundamental 
aspects of optical microscopy, a relatively new focus has been on combining many of the 
currently available modalities into a single platform capable of acquiring many images together. 
This is known as multimodal imaging and has been explored in many combinations and 
configurations using optical contrast in biomedical imaging to characterize the 
microenvironment of cells and tissues [6]. One particularly promising implementation of 
multimodal optical imaging is the combination of optical coherence microscopy (OCM) and 
multiphoton microscopy (MPM) into an integrated imaging system [7]. OCM is useful in 
providing structural information of samples based on the backscattered light from the sample, 
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while MPM is capable of providing functional and molecular information including collagen 
orientation, localization of fluorescent labels or tags, and metabolic activity. Thus, an integrated 
optical coherence and multiphoton microscope represents a platform capable of combining 
structure and function simultaneously at the subcellular level. 
 While multimodal optical microscopy continues to grow in popularity for understanding 
complex biomedical systems and organisms, interpretation of subtle changes in the data remains 
difficult and mostly subjective. In many cases, imaging modalities in a multimodal system are 
said to provide complementary information, allowing multiple properties of the sample to be 
probed simultaneously. However, an understanding of the relationship carried between various 
modalities remains to be understood and quantified. The focus of this thesis is to provide a 
framework for quantifying, interpreting, and understanding complex multimodal optical 
microscopy data.  
Clinically, the importance of microscopy lies not in achieving the best image contrast or 
resolution, but instead in allowing accurate identification of the biology and physiology of the 
relevant structural and functional characteristics of the sample. Here, the focus will be on the 
development and utilization of a combinatorial analysis framework to directly correlate 
multimodal signals and physiological states through statistical modelling in order to identify the 
links between multimodal contrast and the fundamental physiological or anatomical 
characteristics of the sample. With this information, highly accurate identification of tissue 
components, as well as any abnormal tissue or cell states which might be linked to disease, may 
be identified at early time points when treatment is most effective. 
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1.1 Background 
1.1.1 Multimodal imaging 
Multimodal imaging is a rather recent advance in the history of clinical medical imaging 
that has seen rapid growth in recent years and has had a profound influence on modern clinical 
imaging and diagnostics. These systems are built on the principle of using multiple sources of 
imaging contrast to obtain many complementary views of the sample of interest [8]. Clinical 
imaging modalities such as positron emission tomography (PET) and x-ray computed 
tomography (CT) have recently been integrated into single imaging platforms. The effectiveness 
of these imaging systems in assisting physicians in making informed decisions regarding 
diagnostics and treatment options for patients has led to the use of multimodal systems as 
standard practice in many areas. The power of these systems has in fact become so strong in 
clinical fields that production of standalone clinical PET scanners has become exceedingly rare 
and nearly all commercial preclinical and clinical PET scanners have an integrated PET/CT 
option for purchase [9]. 
Moving forward in this multimodal arena, there is a strong clinical need for new, 
advanced imaging systems capable of providing structural, functional, and molecular information 
noninvasively at the cellular level with minimal and preferably no use of exogenous contrast 
agents or labels. As many research efforts have been focused on developing new imaging 
modalities capable of providing new contrast or achieving higher resolution, there is also a 
strong focus on combining many existing imaging modalities into a single integrated platform 
such that the information obtained from each modality can be combined to achieve a deeper 
understanding of the underlying biological microenvironment. By taking advantage of this joint 
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information content, the use of integrated multimodal optical microscopy systems as incredibly 
sensitive and specific diagnostic tools shows great potential. 
1.1.2 Coherence and optical scattering 
Both OCT and OCM rely on the coherence properties of light and light scattering in order 
to construct depth-resolved structural images [3]. Coherence is a property associated with the 
temporal nature of a given light source, while scattering can be described as a linear interaction 
between the applied electromagnetic field and the material properties of the sample. Coherence 
can be understood by first considering the superposition of two electromagnetic fields. Light is 
detected by a square law detector and thus the intensity is measured as 
     2 2 2 *1 2 1 2 1 22 ReI E t E t E E E E     .  (1.1)
It can be seen here that only the third term in Eqn. (1.1) is time varying. Now considering the 
common case that the second field is just a time delayed copy of the first, the third term can be 
pulled out and written as 
      2 Reg E t E t   .  (1.2)
This can be seen as an autocorrelation of the fields in the time domain. The Wiener-Khinchin 
theorem states that the Fourier transform of an autocorrelation function in one domain is the 
power spectral density in the other domain. Thus, the degree of correlation, also known as the 
coherence, between the two fields is directly related to the spectral properties of the source. It 
can be seen that in general, broadband continuous sources produce light with low coherence and 
narrowband sources are typically described as highly coherent. 
 Elastic optical scattering can be considered as a generalization of the phenomenon of 
reflection. This can be understood as an energy conserving process in which the propagation of 
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the electromagnetic field is altered and propagation takes place along an alternative path due to 
localized spatial anisotropies in the electromagnetic properties of the sample. Several accurate 
models of optical scattering such as Rayleigh and Mie scattering have been developed depending 
on the sizes of particles considered to be interacting with the light. In these models, scattered 
fields can be determined based on the incident electromagnetic field properties and the properties 
of the sample [10]. In both OCT and OCM, scattering measurements are obtained by 
experimentally finding the fields directly backscattered from the sample. 
1.1.3 Nonlinear optical interactions 
MPM contrast is based on nonlinear optical interactions with matter. These interactions 
can be understood by considering the electric polarization of a material which can be expanded 
in a power series as 
       1 2 32 30 ...P E E E       ,  (1.3)
where P is the polarization of the material, 0  is the permittivity of free space, and E is the 
electric field of the incident electromagnetic wave. It can be seen here that the material 
polarization in response to an electric field in general includes terms dependent on higher orders 
of the electric field. Many well-known and studied phenomena arise from these nonlinear 
interactions, such as second harmonic generation and optical rectification from second order 
material polarizations and two-photon absorption and third harmonic generation from third order 
material polarizations [11]. Typically the higher order susceptibility terms that scale the 
amplitudes of these effects are many orders of magnitude weaker than the linear susceptibility. 
Thus, nonlinear interactions only occur in regions of sufficiently high incident light intensity. 
Also, since these interactions are typically very weak, measurements of these signals must be 
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performed using highly sensitive detectors such as photo-multiplier tubes or avalanche 
photodiodes.  
1.2 Optical coherence tomography and microscopy 
Optical coherence tomography (OCT) is a powerful imaging technique used for obtaining 
high-resolution depth-resolved images in scattering media such as biological tissue [3]. OCT is 
based on the principle of partially coherent or low coherence interferometry (LCI). Through the 
use of a partially coherent, or broadband, light source, LCI extracts time of flight measurements 
of photons scattered from the sample based on interferometric detection of light, typically 
through the use of a Michelson interferometer. By scanning a focused beam transversely across 
the sample and combining backscattered light with a reference wave, it becomes possible to 
reconstruct the three-dimensional structure of samples with micron-scale resolution. OCT can be 
implemented by making measurements in either the time domain or the frequency domain, and 
other clinically relevant contrast can be extracted through specific processing techniques such as 
polarization-sensitive OCT [12] or phase-variance OCT [13]. As well, OCM, a high transverse 
resolution variant of OCT, can be performed by employing a high numerical aperture (NA) 
objective lens for high resolution imaging of tissues [14]. 
1.2.1 Time-domain implementation 
OCT was first implemented in the time domain and can be modeled directly by considering the 
interference between two partially coherent fields, RE  and SE , the reference and sample fields, 
respectively. As a demonstration, a sample consisting of a perfectly reflecting planar mirror will 
be considered. A schematic of this case can be seen in  Figure 1.1. When the superposition of the 
reference and sample fields is measured at a square law detector, the detected signal can be 
written as 
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   2 2 2 *( ) (t) ( ) ( ) 2 Re ( ) ( )R S R S R SI t E t E E t E t E t E t        .  (1.4)
To simplify this equation, it will be assumed that the electric field backscattered from the sample 
has the form 
 ( ) ( )S RE t E t   ,  (1.5)
where   is the time delay between the beam paths. From here, it can be seen that the sample 
field is simply a time-delayed copy of the reference field. Inserting this into Eqn. (1.5) gives 
      *2 2 Re ( ) 2 2 Re ( )R R R RI t I E t E t I g        .  (1.6)
 
The first two terms in Eqn. (1.6) are DC components consisting of the intensities of the reference 
and sample beams. The third term is the signal of interest and represents the cross-correlation 
between the reference and sample fields, which in this case simplifies to the autocorrelation of 
the field. The width of this autocorrelation term ultimately determines the axial resolution in 
OCT. In the ideal case, the fields are correlated only when the time delay of the two fields is 
 Figure 1.1 - Time-domain implementation of OCT.
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perfectly matched. As time correlation of the fields is related to the width of the power spectral 
density of the source by a Fourier transform relation, it can be seen that for a narrow 
autocorrelation of the fields, a low-coherence or broadband continuous source is necessary. 
Specifically, the axial resolution or point spread function (PSF) of an OCT system is defined as 
the coherence length of the source given by 
   22 ln 2CL n

   , 
 (1.7)
where   is the central wavelength of the source, n is the index of refraction, and   is the 
bandwidth of the source. By mechanically scanning the length of the reference arm, the scattered 
light from each corresponding depth will produce interference with the reference field, allowing 
depth profiling of scattering events in thick samples. Repeating this measurement at different 
transverse locations by mechanically scanning the lateral position of the beam allows a 
volumetric tomogram of the sample to be obtained.  
1.2.2 Spectral-domain implementation 
OCT can also be performed in the Fourier domain [15]. This is typically carried out by 
measuring the spectral interference pattern of the combined reference and sample fields as can be 
seen in Figure 1.2. Under the same sample conditions as described in the time-domain case, the 
spectrally detected intensity at the photodetector is given by 
 
           
    
2 2 *2 Re exp
       2 1 cos
S S S SI A A A A j
S
     
 
     
 
, 
 (1.8)
where sA  is the field amplitude and ( )S   is the power spectral density of the source. Here, it is 
seen that the delay between reference and sample fields leads to a modulation term in the 
spectrum. Taking the Fourier transform of the second term gives 
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            2 *  2  tg t t g g                    ,  (1.9)
where it can be seen that the recovery of the autocorrelation function given by Eqn. (1.9) is again 
obtained. As the depth information is recorded in the modulation frequency of the spectral 
interference pattern, spectral-domain OCT allows single shot detection of a depth scan, removing 
the requirement of scanning the reference arm path length. This leads to faster acquisition, 
greater phase stability, and increased sensitivity of the OCT signals. In this work, all OCT and 
OCM imaging is performed in the spectral domain due to these advantages. 
 
 
Figure 1.2 - Spectral-domain implementation of OCT.
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1.2.3 Optical coherence microscopy 
 In nearly all optical imaging techniques, there is an inherent compromise between depth-
of-field and resolution. OCT is typically used to probe millimeters or centimeters deep into tissue 
to obtain depth-resolved, volumetric images. Thus, OCT typically utilizes very low NA objective 
lenses that allow a large depth-of-field to be obtained at the expense of a fairly large diameter 
focal spot.  
Optical coherence microscopy (OCM) relies on the same principles of operation as OCT, 
but instead utilizes a high NA objective lens in order to obtain high transverse resolution at the 
expense of a low depth-of-field. These two techniques are illustrated in Figure 1.3. As opposed 
to OCT, OCM is capable of resolving subcellular features in the transverse dimensions, but 
image contrast can only be obtained from a very small range of depths. Due to this, OCM is 
typically performed like the majority of microscopy techniques in acquiring and prioritizing 
en face sections during imaging [16]. 
 
Figure 1.3 - Comparison of OCT and OCM. OCM provides high transverse resolution with low
depth-of-field while OCT provides lower transverse resolution with a large depth-of-field. OCM 
scale bar is 50 µm. OCT scale bar is 500 µm.
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1.2.4 Imaging depth 
 Imaging depth in OCT is governed by two main principles. The first is the imaging range 
allowed by the given detection scheme and the second is the number of ballistic photons 
backscattered from the sample. In a spectral-domain OCT system, the a-scan is recorded as a 
spectral interferogram that is then Fourier transformed to obtain the depth resolved a-scan. In the 
frequency domain, a given depth corresponds to a certain sinusoidal function oscillating at a 
corresponding frequency. Due to this, the axial range that is recorded is based on the sampling 
density of the spectrometer recording the data and the maximum imaging range can be written as 
 0
4R
Nz    , 
 (1.10)
where 0  is the central wavelength measured,   is the FWHM bandwidth of the source, and N 
is the number of pixels in the detector used to sample the spectrum. Also of importance in 
obtaining depth-resolved images in highly scattering tissues is the availability of ballistic photons 
in the sample. In highly scattering tissues, single-scattering events become highly improbable 
and the likelihood that a photon will travel deep into the tissue without being multiply scattered 
becomes exceedingly low after a short distance, on the order of millimeters [17]. Due to this, the 
number of scattering events that can take place is quite low, and thus the OCT signal measured 
from deep in the tissue is very weak. This can be observed in Figure 1.4. 
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1.3 Multiphoton microscopy 
Multiphoton microscopy (MPM) is a general term used to describe a collection of 
nonlinear optical imaging modalities based on the interaction of samples with two or more 
photons. Through interactions such as two-photon excited fluorescence (TPEF) and second 
harmonic generation (SHG), as well as higher order processes, specific functional and molecular 
information can be obtained with cellular level resolution in thick, scattering samples up to 
several hundred microns in depth. 
Figure 1.4 - Light propagation in highly scattering samples. The arrows represent several potential paths
for photons through the sample in transmission mode (a) or reflection mode (b). The result of coherence
or time gating is shown for photons that pass through the grey bar. Adapted from [17]. 
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1.3.1 Two-photon excitation fluorescence (TPEF) microscopy 
TPEF is a powerful imaging modality based on the nonlinear excitation of fluorescent 
molecules [18]. The nonlinear excitation process can be understood in terms of a third order 
nonlinear optical process. First, consider an electric field of the form 
    exp . .E t A j t c c   ,  (1.11)
where A is the field amplitude,   is the angular frequency of the wave and c.c. represents the 
complex conjugate of the previous term. Inserting this expression for the electric field in Eqn. 
(1.10) and considering the first and third order nonlinear responses of the material polarization 
oscillating at angular frequency ω, the following terms arise: 
    2(1) (3)0 expP E A j t      .  (1.12)
This nonlinear contribution is known as the Kerr effect. As the imaginary part of the 
susceptibility is related to optical absorption, it can be seen that the second term in Eqn. (1.12) 
gives rise to a nonlinear absorption term dependent on the intensity of the field. Typically after 
this nonlinear absorption and a thermal relaxation process into a slightly lower energy state, the 
molecule will return to the ground state, emitting a photon of energy equal to the transition 
energy between these states, as can be seen in Figure 1.5.  
TPEF has many advantages over traditional fluorescence microscopy techniques 
including deeper imaging penetration due to the lower scattering of NIR excitation photons and 
reduced photobleaching due to a confined excitation volume [19]. Contrast in TPEF can arise 
from either endogenous biomolecules or exogenous fluorescent labels and dyes. 
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1.3.2 Fluorescence lifetime imaging microscopy (FLIM) 
Related to TPEF microscopy is an imaging modality known as fluorescence lifetime 
imaging microscopy (FLIM) [20]. In FLIM, the lifetime of a fluorophore provides the image 
contrast rather than the emission intensity, as in TPEF. The temporal emission profile of a 
fluorophore in an excited state is given by 
   0 exp tN t N 
     , 
 (1.13)
where N is the number of photons measured at time t, N0 is the initial measured intensity, and    
is referred to as the lifetime of the fluorophore.   is a parameter dependent on the fluorophore as 
well as the microenvironment of the fluorophore. As such, FLIM has proven useful in unmixing 
fluorescence signals with highly overlapping emission spectra [21], as well as for studying 
dynamic sample environment changes such as pH [22] and local oxygen and calcium 
concentrations [23, 24]. Perhaps the most clinically relevant application of FLIM has been 
towards metabolic imaging. FLIM can be used to determine the free and protein-bound 
intracellular concentrations of the endogenous molecules nicotinamide adenine dinucleotide 
(NADH) and flavin adenine dinucleotide (FAD), allowing measurements of cellular metabolic 
activity [25].  
1.3.3 Second harmonic generation (SHG) microscopy  
SHG is a second order nonlinear optical process in which two photons of frequency   
are converted to a single photon of frequency 2  [26]. This can be understood by considering an 
optical field given by Eqn. (1.11) interacting with a material with an appreciable  2  response. 
When inserting Eqn. (1.11) into Eqn. (1.10), it can be seen that the second order polarization 
takes on the form 
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           2 2 2 *2 20 0 exp 2 . .A j tP c ct E AA         (1.14)
This nonlinear polarization has components that oscillate at frequency 2 , 2 , and a DC 
component. Considering only the 2  component, it can be understood that this nonlinear 
polarization will also drive a component of the resultant electric field at a frequency twice that of 
the incident field. This can also be understood by means of the Jabolonski diagram in Figure 1.5, 
which shows that SHG is a conversion of two photons of frequency   into a single photon of 
frequency 2 . In biological tissue, SHG microscopy can be utilized to probe the spatial 
distribution of this  2  response. Typically, in biological tissue, this response arises from 
connective tissue such as type I collagen. SHG microscopy has enabled many ex vivo and in vivo 
studies of collagen structure, growth, and remodeling [27].  
 
Figure 1.5 - Jablonski diagrams demonstrating the nonlinear processes of (a) two-photon absorption and
(b) second harmonic generation [28]. 
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1.3.4 Resolution and imaging depth 
Spatial resolution in multiphoton microscopy is largely dependent on the nonlinear 
optical interactions with the sample. As mentioned previously, nonlinear interactions are quite 
rare in most instances and to obtain reasonable image contrast, high photon fluxes are necessary. 
As with OCT and OCM imaging, transverse resolution is determined by the excitation area of the 
incident light beam on the sample at the focus. High axial resolution, however, is obtained due to 
the fact that nonlinear signals will only be generated at areas of high photon flux. In a typical 
microscopy setting, this will only occur within the focal volume of the beam as seen in Figure 
1.6. [29].  
 
Figure 1.6 – Comparison of single photon and two-photon fluorescence microscopy. (a) In confocal 
fluorescence microscopy, a large volume of the sample is excited by the incident light and a pinhole must be 
used to reject the light away from the focus. (b) In two-photon fluorescence microscopy, signal generation 
occurs only at the objective focus providing strong depth sectioning without the need for a pinhole [29]. 
 
Temporal resolution of fluorescence lifetime data is also important when attempting to 
distinguish fluorophores of similar lifetime. As with any measurement system, there is a finite 
response of the detector to an impulse excitation. In linear systems theory, this is referred to as 
the impulse response function and in the FLIM literature, it is often referred to as the instrument 
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response function (IRF) [30]. Recorded lifetime traces can be then considered to be the 
convolution of the true lifetime of the fluorophore with the IRF. This system response ultimately 
limits both the minimum lifetime measurable by a FLIM recording as well as the ability to 
resolve two fluorophores of similar lifetime. With this in mind, it is quite important to accurately 
identify the temporal dynamics of the fluorophores of interest as well as the IRF of the FLIM 
system in order to obtain accurate and precise measurements. 
1.3.5 Imaging depth 
 As with OCM and OCT, imaging depth in multiphoton imaging is greatly limited by the 
large amount of optical scattering in tissue that limits the availability of ballistic photons at 
deeper layers, as well as the quality of the focal volume of the beam at large depths. As the 
strength of these nonlinear events is linked directly to the quality of the spatial and temporal 
focus of the beam, MPM imaging in most practical cases is limited to approximately 200 
microns in scattering tissue. However, this limitation is currently being addressed by utilizing 
contrast from three-photon excitation deeper in the near IR portion of the electromagnetic 
spectrum [31]. In addition, many custom objectives and adaptive optics packages are currently 
being developed to allow deeper imaging [32]. Through these methods, imaging depths of up to 
millimeters have been achieved [33].  
1.4 Statistical learning and pattern classification 
The field of statistical learning and classification is based on the idea of designing 
systems and machines to automatically identify and classify signals or patterns into their 
corresponding groups. One popular example is facial recognition from photographs, where 
typically a person can be identified quite accurately based on a new photograph that is input into 
some classification system [34]. Another major field of pattern classification research is the 
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design of biometrics systems in which the identity of a person is confirmed or denied based on a 
fingerprint, retinal scan, or other unique biological characteristics of the user [35]. 
Statistical pattern recognition is a very active field for current research, and much effort 
goes into the design and implementation of a highly-accurate classification system for any given 
application [36]. However, in a more general sense, the problem of pattern recognition can be 
broken down into a few fundamental steps. First, the data which is to be classified needs to be 
collected and preprocessed. Next, the features that are to be utilized in building the classifier 
must be extracted from the raw data. Finally, the classifier must be developed and the post-
processing of the data may be performed to better understand and interpret the results after 
classification. 
1.4.1 Data acquisition and preprocessing 
In any classification system, data must first be acquired and organized so that feature 
extraction can be performed. As this thesis research will focus primarily on images and pixel-
based features, acquisition can be considered as acquiring an image with some imaging system, 
such as a photograph, and organization can be considered as preparing a data matrix from the 
raw data collected from the camera. For color images, pixel-based feature extraction is typically 
performed on data organized as a  m n c   matrix, where m and n are the number of pixels in 
each dimension and c represents the number of colors or channels acquired in the image. In the 
case of an RGB color camera, 3c  . Figure 1.7 shows the basic preprocessing scheme of 
acquired images when performing pixel-based analysis.  
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1.4.2 Feature extraction 
 The next logical step in building a classification system is to identify and extract the 
features of interest from the raw data that will be useful in building a classification system. In 
many imaging classification problems, features such as pixel intensities, textural patterns, and 
temporal changes may be extracted from the available data [37, 38]. For each feature provided to 
build a classifier, the dimensionality of the system is increased by one, and it is important to note 
that generally it is quite easy to separate signals in a high dimensional space, even if they 
originate from the same class. This well-known and studied problem is known as the curse of 
dimensionality. In order to avoid problems associated with this in building a classification 
system, it is important to consider and incorporate only the most important and distinguishing 
features into a classification system. In many cases this can be done through the use of domain-
specific knowledge of the problem at hand. Many studies have also included an automated 
feature selection step in which only the features that represent the largest discriminating power 
from an extremely large set of candidate features are selected [39]. This can be done through 
methods such as principal component analysis (PCA), independent component analysis (ICA), or 
any other algorithm capable of identifying the most important non-redundant information in a 
dataset [40]. 
1.4.3 Classification 
 The design of a classifier depends highly on the nature of the available data and on the 
assumptions made about how the data was collected. This design is represented in the feature 
space discussed in Section 1.4.2. The main goal of classification is to build a system which takes 
as an input a list of features and provides as an output the class labels for each data point. There 
are three main cases from which a system can be built, depending on the availability of samples 
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with known class labels. These are supervised, unsupervised, and semi-supervised learning. In 
supervised learning, a large set of data with known class labels are available. Thus, a classifier 
system can be built using these labels to “train” the classifier to identify the labels, given the 
features. With new data collected identically to the training data, the classifier may then 
accurately classify the data into the correct group or class. In unsupervised learning, no class 
labels are available and classification of the data is performed by determining the structure of the 
data in the given feature space [41]. Semi-supervised learning techniques rely on the availability 
of a small set of labeled samples along with a large set of unlabeled samples to build a classifier 
[42].  
 Mathematically, a classifier can be built on the basis of certain assumptions. For example, 
it may be assumed that the data can be represented as samples taken from some probability 
distribution and can be represented and classified through a Bayesian probabilistic 
framework [43]. Another method is to look at the problem from a geometric point of view and to 
develop methods to find the best separation of the data in the high-dimensional feature 
space [44]. While there are many ways to mathematically develop a classification system, 
success ultimately depends on the assumptions and observations of the given problem. It has 
been well studied and shown that there is not, in general, an inherently superior classification 
system, and that instead, successful design of a classifier is based primarily on domain-specific 
knowledge and model assumptions of the acquired data [45]. 
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1.4.4 Post-processing 
 After a classifier is built, post-processing of the classified data is needed to determine the 
efficacy and power of the developed system and its ultimate utility in classifying future data. 
Effective post-processing will provide information that not only provides statistics on the success 
or failure of the designed system, but also information on where the classification system is 
ineffective. This not only provides information about how well the classification system is 
performing, but also where the classifier is failing and can potentially be improved. 
1.5 Statement of work 
This thesis presents quantitative methods for analyzing multimodal optical microscopy data 
in order to elucidate tissue components or alterations in complex microenvironments. Chapter 2 
demonstrates the multimodal optical microscope used for this work. Close attention is paid to the 
Figure 1.7 - Unfolding of digital images for feature extraction and classification. (a) Grey-scale image
unfolding results in a single vector of the entire image contents. By shifting the image to all adjacent pixels, a
large feature matrix can be obtained that also incorporates textural information. (b) Demonstration of color
image unfolding for the common case of RGB channels. Adapted from [46].
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system parameters allowing simultaneous, co-registered data acquisition as these features allow 
strong spatio-temporal quantification of multimodal datasets. In Chapter 3, the combinatorial 
analysis framework is introduced. This framework is based on the probabilistic modelling of 
multimodal optical signatures present in data acquired from a multimodal optical microscope. 
Chapter 4 presents the application of this combinatorial analysis to identifying anatomical states 
in fixed tissue slices. In Chapter 5, the combinatorial analysis is applied to identifying cell death 
processes in living tissue. The power of this quantitative approach is demonstrated by highly 
accurate classification of these physiological processes in a complex tissue microenvironment. 
Finally, conclusions and future work are discussed in Chapter 6. 
    
23 
 
2 Integrated optical coherence and multiphoton microscope 
In this chapter, the experimental setup of an integrated optical coherence and multiphoton 
microscope is demonstrated. This system is designed in such a manner as to allow simultaneous, 
co-registered datasets to be acquired from multiple imaging modalities. In order to take 
advantage of the quantitative information held in these dense datasets, the system must be well-
designed and characterized. The focus here will be on the key design parameters and 
characterization of a system that allows the extraction of these quantitative imaging biomarkers 
from the acquired data. 
2.1 Introduction 
Optical coherence and multiphoton microscopy, as described in Chapter 1, represent two 
modalities exploiting two complementary contrast mechanisms. The combination of these 
modalities has been recently explored in many areas of biomedical research [7]. While each of 
the modalities is useful in obtaining high-resolution images of the sample, it is frequently 
necessary to better understand the structural and functional parameters of the biological 
microenvironment by observing these characteristics simultaneously. From this, useful features 
can be identified and extracted from multiple imaging modalities in order to fully study and 
characterize samples.  
In designing such integrated systems, it is critical to optimize as much as possible the 
parameters responsible for obtaining high SNR and high-resolution images from each modality. 
In particular, OCM requires a broadband source, tight focusing from a high NA objective lens, 
and spectral detection of the backscattered light. MPM requires short pulses typically on the 
order of hundreds of femtoseconds, tight focusing from a high NA objective lens, and highly 
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sensitive detectors such as photomultiplier tubes (PMT). In most systems, it is desirable to 
simultaneously acquire spatially co-registered datasets. 
 Thus far, many studies have combined OCM and MPM for various biomedical studies 
including skin regeneration [47, 48], scattering by subcellular materials [49], and 
characterization of the tumor microenvironment [50]. In many cases, the systems used for 
imaging may be quite different and represent a few of the main ways that OCM and MPM 
imaging can be performed together. For example, developed systems can utilize two separate 
sources in an integrated system [51], a single source for all imaging [7], or two separate systems 
to acquire the data which may be later fused [50]. In this work, a slightly different approach is 
taken, which is to utilize a Ti:Sapphire laser source both directly for MPM imaging as well as to 
pump a broadband supercontinuum fiber source for OCM imaging [52]. 
2.2 Experimental setup 
Here, the experimental setup of an integrated OCM and MPM system is demonstrated. The 
design of the system takes into account the critical parameters for both modes of imaging 
including the optical source, sample illumination, and signal detection properties. These 
components as well as the integration of this system for simultaneous acquisition are discussed 
here. 
2.2.1 Dual-spectrum laser source 
To begin, the optical source for this integrated system is provided by a dual-spectrum 
laser source based on a 100 fs mode-locked Ti:Sapphire laser (MaiTai HP, SpectraPhysics) as 
shown in Figure 2.1. This laser is suitable independently as an optical source for MPM imaging, 
but has a bandwidth of approximately 10 nm, which is typically too narrow for high axial 
resolution optical coherence imaging. In order to increase the axial resolution, a supercontinuum 
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source is developed by pumping the silicon core of a  photonic crystal fiber (PCF) with the 
Ti:Sapphire laser. When pumped by the Ti:Sapphire laser, which is capable of providing peak 
powers as large as 500 kW, the PCF is subject to nonlinear effects that alter the propagation of 
the light through the fiber. The most dominant effect here will be self-phase modulation which 
originates from the Kerr effect described by Eqn. (1.12).
  
As mentioned previously, the Kerr effect can be thought of as a nonlinear, intensity 
dependent contribution to the index of refraction of a material. This can be expressed as 
 
 0 1n n n I  ,  (2.1)
Figure 2.1 - Experimental schematic of the dual spectrum laser source.
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where 0n  is the refractive index of the sample and 1n I  represents the nonlinear contribution to 
the refractive index. From Eqn. (2.1) it can be seen that the Kerr effect will introduce a phase 
shift of 
  1 0n I t k z   ,  (2.2)
where 0k  is the wavenumber and z is the distance traveled in the medium. Here the intensity 
must be considered as a function of time as optical pulses are being considered. This phase 
change corresponds to an instantaneous frequency change of 
 1 0
dIn k z
dt
   .  (2.3)
For a given pulse, this leads to a blue shift in the instantaneous frequency for the trailing edge of 
the pulse and a red shift in instantaneous frequency for the leading edge. This leads to an overall 
broadening of the power spectral density of the source and can be experimentally demonstrated 
as shown in Figure 2.2. This laser source also allows tunability from 700 nm to approximately 
1100 nm, enabling imaging of many fluorophores while still providing a broadband source for 
OCM imaging.  
In the experimental setup for this integrated system, the Ti:Sapphire laser output is split 
into two beams by a 75/25 percentage intensity beamsplitter. Approximately 75 percent of the 
incident beam is used to pump the PCF for a broadband OCM/OCT source; the other 25% is 
used directly for MPM imaging. The broadened OCM/OCT source is then passed through a half 
wave plate which serves to rotate the polarization state of the beam by 90 degrees. These beams 
are recombined through the use of a polarizing beam splitter to allow the beams to propagate 
collinearly with orthogonal polarization states. 
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2.2.2 Sample arm 
The sample arm of the multimodal microscope can be seen in Figure 2.3. After 
recombination of the OCM and MPM beams, the spatially overlapped beam is sent to the sample 
arm to be focused onto the sample for generation of the multimodal signals. To begin, the beam 
is first sent to a pair of galvanic scanning mirrors (Cambridge Technology Micromax 671) to 
allow rapid transverse scanning of the beam across the sample for imaging. After the scanning 
system, the beam is expanded using a 3:1 telescoping system to allow the beam to fill a large 
portion of the back aperture of the objective. The galvanic scanners and beam expanding 
telescope are aligned such that the pivot of the scanned beam lies on the back aperture. This 
ensures a high quality focal volume, allowing high resolution imaging as the diffraction limited 
spot size is directly related to the diameter of the beam incident on the objective.  
The beam is then focused onto the sample using a high NA objective lens (Olympus Axi-
oplan 0.95 NA water immersion). This lens system has a relatively large working distance of 
0.2 mm, allowing deep tissue imaging and volumetric acquisition of OCM and MPM datasets. 
Figure 2.2 – Wavelength broadened source spectrum for OCT and OCM imaging. The dotted line shows the
spectrum of the source before broadening and the solid line shows the source spectrum after broadening.
Adapted from [52]. 
28 
 
The high NA lens ensures efficient excitation of MPM modalities as well as providing a tight 
confocal gate and high transverse resolution for OCM imaging. This ensures that OCM and 
MPM imaging can be performed simultaneously with good results.
 
After interaction of the incident optical fields with the sample, scattered light measured for 
OCM as well as fluorescence and second harmonic generation signals must be detected to obtain 
high quality images. The backwards (epi-) directed signals are first collected together from the 
focal volume through the same objective used to illuminate the sample. A dichroic mirror is 
Figure 2.3 – Sample arm of the integrated multimodal microscope. Abbreviations: M, mirror; SM, scanning
mirror; L, lens; DM, dichroic mirror; PMT, photomultiplier tube; OL, objective lens; FB, fiber bundle;
PMTS, photomultiplier tube spectrometer.
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located directly above the objective and is used to split the visible portion of the collected signal 
from the NIR portions. This collection takes advantage of the fact that the generated multiphoton 
signals will oscillate at frequencies in the visible portion of the spectrum for both fluorescence 
and SHG processes while the elastically backscattered OCM light will retain the same frequency 
in the NIR region. Following this, the MPM signals are split again using a dichroic mirror and 
collected at two PMTs, one for TPEF and one for SHG. For performing FLIM, these two PMTs 
are replaced with a multimode optical fiber connected to a 16-channel PMT array (Becker & 
Hickl PML-16C). This spectrometer allows collection of SHG as well as multiple fluorescent 
fluorophores simultaneously. As a part of this work, these two configurations for MPM imaging 
were developed into modular systems to allow fast and robust substitution of these two detection 
schemes for various studies, depending on the information needed and acquisition speed desired 
for imaging. The entire integrated system can be seen in Figure 2.4. The remaining backscattered 
OCM signal is then propagated back through the system and recombined with the reference 
beam at a spectrometer to be recorded and processed for display.  
Figure 2.5 demonstrates the simultaneous acquisition of OCM and MPM processed 
datasets. Good co-registration between the images is obtained through careful alignment of the 
collinear OCM and MPM beams. Through the use of a mutual information metric, the co-
registration can be further optimized to maximize the correlation between the two images [53]. 
Explicitly, the mutual information between two signals can be written as  
         ,
,
, , log
x y
p x y
MI X Y p x y
p x p y
      . 
 (2.4)
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By modelling the joint and marginal distribution functions through the image histograms, an 
optimization procedure can be performed to maximize the mutual information over all image 
translations. This is shown in Figure 2.5e where the registration is seen to be slightly improved 
through the maximization of this mutual information metric between the two datasets which 
increases from 0.6781 to 0.6972. 
 
Figure 2.4 – Experimental schematic of the integrated multimodal microscope. Abbreviations: BS,
beamsplitter; PCF, photonic crystal fiber; RM, reference mirror; DG, diffraction grating; LSC, line-scan
camera; HWP, half-wave plate; PBS, polarizing beam splitter; M, mirror; SM, scanning mirror; L, lens; DM,
dichroic mirror; PMT, photomultiplier tube; OL, objective lens; FB, fiber bundle; PMTS, photomultiplier
tube spectrometer. 
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Figure 2.5 - Demonstration of the co-registration between OCM and MPM imaging modalities. Images 
acquired from (a) OCM, (b) TPEF, and (c) FLIM data of a fluorescent bead phantom. (d) Overlay of these 
three modalities. (e) Overlay after optimization of co-registration through a mutual information metric. 
Mutual information is seen to improve from 0.6781 to 0.6972 after optimization. 
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2.3 Image stitching for large field-of-view acquisition 
One common limitation of high resolution laser scanning microscopy systems is the 
difficulty in imaging large fields with high resolution. For the case of galvanometer mirror 
scanning systems, the field-of-view obtained for a single image is typically limited by vignetting, 
or a loss of signal near the edge of the acquired images that lead to clipping of the beam by the 
objective. In the case of high NA objective lenses, this limits the FOV to several hundred 
microns. However, for many biological specimens, regions of interest can be on the order of 
millimeters, or even centimeters, and tissue sizes can be quite large. In the field of pathology this 
is addressed by first examining specimens at a very low magnification with a large FOV, and 
slowly moving to higher magnifications with smaller FOVs as suspicious regions are identified. 
A common solution to this limitation of scanning microscopes is to utilize a mechanical 
stage to allow scanning of the sample for acquisition of a grid (mosaic) of images that can be 
stitched together in post-processing [54]. This approach has been utilized by many researchers to 
acquire FOVs on the order of centimeters for ex vivo tissue samples with submicron lateral 
resolution [55]. With this advance, many problems still remain in processed mosaics in areas 
where individual images overlap due to small amounts of vignetting. These mosaicking artifacts 
are distracting for qualitative interpretation of images and also cause problems in quantifying the 
data due to the large spatial gradients in the overlapped regions. It is important to preserve, as 
much as possible, the spatial properties of the mosaicked image to avoid introducing textural or 
intensity artifacts for various modalities.  
 In order to account for this in the acquired images from this multimodal optical 
microscope, a series of processing steps is performed that take advantage of many of the 
advances in panoramic stitching of photographs from cell phone cameras [56]. Much like this 
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problem, differences in brightness, color, overlap, and potentially motion must be compensated 
in order to produce a high-quality large FOV image. First, individual images are stitched together 
in a manner such that overlap and grid rotation can be corrected. Grid rotation is encountered 
when the axes defined by the scanning mirrors are not aligned with the axes of the mechanical 
stage. After rough stitching of the images, the mosaic is then sent to an ImageJ routine (MosaicJ) 
that performs small corrections in the rough alignment and performs accurate blending of the 
overlapped regions [57]. Following this corrective procedure, identical alignment and brightness 
adjustments are performed for each imaging modality. Figure 2.6 shows a mosaic of a rat testes 
sample before and after alignment and brightness correction. It can be seen here that this 
correction removes many of the noticeable mosaicking artifacts from the raw stitched data. 
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Figure 2.6 – Removal of image stitching artifacts. (a) Direct stitching of images leaves many edges and
undesirable artifacts. (b) Stitching with edge removal and blending removes many of these artifacts. (c,d
Magnified views corresponding to the colored boxes show these improvements in further detail. Scale bar is
150 µm. 
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3 A combinatorial framework for multimodal optical microscopy 
3.1 Introduction 
Quantitative imaging techniques are typically utilized as methods that take raw image data 
and, through prior knowledge of the physical processes at play, use this raw data to extract some 
quantitative features that represent important physical information from the data [46]. Early 
examples of these techniques can be found in characterizing chromatin distributions in cell 
nuclei [58] or in measuring the shapes and sizes of cell nuclei for cancer diagnostics [59]. Today, 
as these techniques have developed and become more widespread, quantitative microscopy 
techniques are utilized for advanced, high throughput screening for studies such as location 
proteomics [60]. In the future, the field of imaging looks to be moving towards a task-based or 
model-based approach in which the main goal of imaging is to automatically extract some 
objective set of features given prior information regarding the sample or problem to be 
solved [61]. With this in mind, it is increasingly important to understand the role that multimodal 
or large dimensional imaging data will have in the future of quantitative imaging [62]. 
More recently, the field of digital histopathology and automated classification of 
histological samples has been revolutionized by the development of high throughput, whole slide 
digital scanners [63]. These scanners allow entire slides of histologically stained sections to be 
imaged in minutes. When combined with highly accurate automated classification techniques, 
diagnostic and prognostic information can be obtained with high accuracy to assist the practicing 
pathologist. One particularly exciting example of work in this area was performed for breast 
cancer diagnostics, in which structural information obtained from quantitative histopathologic 
image biomarkers were combined with traditional genomic data analysis to train a highly 
accurate predictor of breast cancer survival [64]. Advances in spectroscopic infrared imaging 
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have also paved the way for obtaining diagnostic and prognostic information directly from 
spectroscopic measurements of unstained histology samples. Spectroscopic information thus is 
not biased by staining levels that tend to be different depending on the laboratory performing the 
staining [65]. However, digital histopathology and spectroscopic methods are both limited to 
very thin tissue sections on the order of 10 microns and cannot be performed easily in vivo. 
Identifying robust image biomarkers using deep tissue microscopy methods such as OCM and 
MPM may prove to be an advantageous method for clinically relevant identification and 
characterization of physiological state of the cell and tissue microenvironment. 
3.2 Combinatorial representation of multimodal imaging data 
As mentioned in Chapter 2, most multimodal optical microscopy systems (including the 
one utilized in these studies) are capable of simultaneously acquiring co-registered images 
generated from two or more modalities. Each dataset then can be thought of as an m n p   
array, where m and n are determined by the spatial resolution of a single frame and p is the 
number of modalities collected. More generally, this can be envisioned as a spatio-temporal 
mapping of high-dimensional multimodal feature vectors to each pixel in a given dataset. In this 
interpretation, each pixel can be represented by a multimodal vector given by 
        (1) (2) (3)ij ij ij ijp t m t m t m t     ,  (3.1)
where ijp  represents the multimodal vector given by the pixel at position (i,j) in the image, and 
the ijm  elements represent the intensity value measured from a given modality denoted by the 
superscript. The main goal of this work is to use this representation and interpretation of the data 
in order to predict and understand the relationship between clinically relevant information and 
the generated multimodal vectors of imaged samples. There is great potential to use this 
information to identify and predict combinatorial patterns associated with disease or 
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physiologically altered tissue states as well as to obtain a deeper, quantitative understanding of 
the image formation process of complex samples frequently encountered in optical microscopy. 
3.3 The generative model 
In order to use the information provided in these multimodal feature vectors for 
prediction or classification tasks, some key assumptions about the generation of multimodal 
optical microscopy data must be made. The first major assumption is that all combinatorial 
signatures are generated probabilistically based on some hidden distribution function. Within this 
framework, the objective becomes to estimate these distribution functions for the anatomical and 
physiological classes of interest in a given dataset with high accuracy. With joint distribution 
functions across several imaging modalities, pixels and regions of interest within an image can 
be identified accurately and the physiological state can be characterized fully. The next major 
assumption made regarding the multimodal data is that the modalities are mutually independent. 
This means that the modalities are considered to provide perfectly complementary information. 
This assumption is quite strong, and relaxation of this assumption, while difficult to model, may 
provide important quantitative information on the joint information content obtained in 
multimodal imaging, allowing more accurate models to be developed as well providing a deeper 
intuition about the relationships between imaging modalities in a given system. 
3.3.1 Probabilistic model 
 Here, a multinomial distribution will be used to model the 8-bit intensity distributions for 
image data from each modality. The multinomial distribution, a generalization of the binomial 
distribution, has been used with great success for other classification problems, including text 
classification, and is still considered to be one of the most effective methods to model word 
frequency in determining the content or topic of a specific document [66]. Invoking the 
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independence assumption among modalities, the joint distribution for a multimodal pixel can be 
written as 
              1 2 3
1
, , ,... | y | y
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m k c
ij ij ij ij ij ij
k
p m m m p m

 .  (3.2)
Here, the distribution is modeled as a multiplication of K single observation multinomials, where 
K is the number of modalities. The probability that the signal from a single modality will have a 
certain value can be characterized by the probability mass function of a single observation 
multinomial given by 
    | |
1
l
B
x x
l
l
p x p 

 ,  (3.3)
where  lx x  is 1 if lx x  and 0 otherwise. One simple way to model the data based on this 
distribution is to simply use a ratio of counts given, for example, by 
      1| | | | |
k
ijk
ij ij
N m
p m y
B P
  , 
 (3.4)
where f  is the signal intensity of the given modality and pixel, | |B  is the bit depth of the image 
(8-bit in this work), and | |P  is the number of pixels. Here, a factor of one is added to the 
numerator and is accounted for in the denominator as well. This is known as Laplace smoothing 
and is performed in order to prevent zero probability events that may occur for infrequently 
occurring signals [67]. Figure 3.1 illustrates the concept of using a multinomial model and how 
this may be graphically represented. As can be seen, the joint multinomial representation can 
also be considered as probabilistically modelling the joint histogram of each class component of 
the multimodal dataset. 
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3.3.2 Classification 
With a detailed parametric model of the generated multimodal data given the 
physiological or anatomical class which is probed during a measurement, classification of 
multimodal pixels acquired under identical experimental conditions may be readily performed. 
The problem of classification is solved here through the use of assignment of a multimodal 
vector to the corresponding class that maximizes the probability that the data was generated. 
Mathematically this can be stated as 
         1 2 3arg max | , , ,...cij ij ij ij ijmc P y m m m .  (3.5)
This can be performed as follows: calculate the probability that pixel ijp  is generated given class 
 cy  for all M classes, and assign ijp  to the class which maximizes the probability. This can be 
Figure 3.1 – Graphical representation of the multinomial model used for combinatorial processing. In this
representation, the model may be considered as a class-dependent histogram of the data analyzed. 
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related directly for the generative model developed above through the Bayes rule for conditional 
probabilities given by 
                      
1 2 3
1 2 3
1 2 3
, m , ,... | y
| , m , ,...
, m , ,...
ij ij ij ij ij
ij ij ij ij
ij ij ij
p m m P y
P y m m
p m m
 . 
 (3.6)
Thus, with an accurate model of the class-dependent data given by       1 2 3,m , ,... | yij ij ij ijp m m , 
classification of images into representative classes can be performed allowing images to be 
represented in terms of physiology rather than by the contrast of these multiple modalities, which 
may be difficult to interpret in practice. As the extraction of physiological information from 
microscopy images is often the goal of the majority of imaging studies, pixel-based classification 
here presents one way of directly relating contrast to any physiological mechanism of interest. 
3.4 Class label retrieval 
3.4.1 Co-registration of histological data 
In order to fully characterize the distributions of the classes of interest, many samples of 
each class must be obtained with high accuracy. In many instances, however, it is difficult to 
identify the class associated with a given multimodal pixel. One method, discussed here, is to co-
register the “gold standard” of histology to the acquired multimodal data in order to acquire 
useful information about the sample. Histological staining and imaging are performed routinely 
in clinical practice and expert annotation of tissues from many different pathologies can be 
readily obtained. Co-registration of multimodal image sets to annotated histology images allows 
the dense information contained in multimodal data to be accurately mapped to a physiological 
or anatomical class determined by the interpretation of histological images. As an example here, 
multimodal datasets acquired of human skin tissues will be analyzed. This is a useful sample for 
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developing and characterizing this combinatorial framework as the anatomical features of 
interest are quite easy to observe, and many of the anatomic classes are highly organized and 
stratified as can be seen in Figure 3.2. 
 
Figure 3.2 – Diagram of the anatomy of human skin [68]. 
 
To begin, tissues of interest are sectioned at five microns thickness and placed onto a 
glass microscope slide. The tissues are first imaged with the multimodal OCM and MPM 
microscope discussed in Chapter 2. After imaging to acquire a large FOV mosaic, the slide is 
removed and histologically stained. Here, tissues are stained with hematoxylin and eosin (H&E), 
which are the primary histological stains utilized in clinical pathology. Hematoxylin tends to 
stain cell nuclei dark blue, while eosin tends to stain connective tissues and proteins pink. As an 
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example here, data from a single human skin tissue section acquired from both the multimodal 
microscope and a conventional brightfield microscope after histological staining can be seen in 
Figure 3.3. 
 
The co-registration problem between these two datasets can be understood as finding the 
correct coordinate transformation such that the histology data is spatially mapped to the 
acquisition coordinates of the multimodal microscope. Assuming there is no regional warping of 
the tissue between imaging sessions and that the images are sampled on a uniform grid, an affine 
transformation model can be used to create this mapping. The affine transformation is a linear 
transformation from one set of coordinates to another through the use of a homogeneous 
coordinate system and can be written as 
Figure 3.3 - Data collected from human skin samples. (a) OCM shows many artifacts due to
specular reflections from the glass slide. (b) SHG allows visualization of the collagen networks in
the dermis. (c) TPEF of autofluorescent NADH shows keratinocytes and cornified cells. (d) Co-
registered overlay of all three modalities. (e) Co-registered  H&E stained section gives direct
correlation to clinically important information. Scale bar is 100 µm.
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This transformation can be understood as a combination of rotation, scaling, and translation 
operations applied to the input coordinate system. This family of coordinate transformations can 
be visualized in Figure 3.4. 
 
Figure 3.4 – Example of affine transformation applied to images. The original image (a) may be scaled (b) or 
rotated (c). A general affine transformation (d) may consist of any amount of scaling, rotation and 
translation. 
 
 The problem of co-registration then becomes that of solving for the matrix elements of 
Eqn. (3.7). This is solved here by manually identifying mutual point pairs between the images. 
This gives a system of linear equations that when inserted into Eqn. (3.7), can be solved through 
a least squares solution. For an affine transformation, at least six points must be utilized in order 
to find an appropriate transformation. In practice, many more points are identified throughout the 
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FOV to increase the accuracy of the transformation. Results of this transformation for the case of 
the skin tissue section imaged can be seen in Figure 3.5. 
 
Figure 3.5 –Affine transformation of multimodal imaging data to co-register histological data and 
multimodal data. 
3.4.2 Labeling by image annotation 
In order to accurately calculate the parameters to characterize the class-dependent 
multimodal feature distributions, many class-labeled multimodal pixels must be available. In 
practice, this information is not generally available without labeling of all pixels in an image, 
which may be quite time-consuming and may also be susceptible to human labelling errors if 
performed manually. Instead it is often more simple, quick, and accurate to use iterative 
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classification methods to use a few labeled pixels in a given image set to classify every pixel in 
the image to its corresponding physiological or anatomical class using semi-supervised pattern 
classification.  
In order to provide the small amount of labeled data necessary for semi-supervised 
learning techniques, a graphical user interface (GUI) image annotation software package was 
developed in Matlab. Figure 3.6 shows the basic layout of this interface. The user begins the 
annotation process by first loading the histological data to be analyzed and by identifying and 
populating the list of representative anatomical or physiological classes of relevance for the 
particular study. Next, the user will select points in the image that correspond to the particular 
class that is selected. As histologically-stained microscopy images often provide very specific 
contrast relating to physiological information, accurate annotation of a few points in each class 
can be performed quite accurately. Once the image is annotated with several points from each 
class, these class labels are then passed to the multimodal feature vectors corresponding to the 
pixels that were selected. These labeled feature vectors, along with the unlabeled feature vectors, 
are then passed along to a semi-supervised learning algorithm in order to use the few class labels 
provided during the annotation procedure to label the remaining pixels in the image. In order to 
demonstrate the accuracy of identifying cell types as well as anatomical information such as skin 
layers, the classes used to identify the data in this example include background, cornified layers, 
keratinocyte cells, and dermal layers of the skin. Each pixel in the image then must be assigned 
to one of these four groups based on the combinatorial signatures of the acquired data. 
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Figure 3.6 – Graphical user interface developed in Matlab for the manual annotation of classes. For a given 
dataset, the classes must be specified, and a few example points or regions must be identified that correspond 
to each class. The annotation can be performed on either the multimodal data or on the co-registered 
histology. 
3.4.3 Semi-supervised classification 
For semi-supervised classification of each image pixel based on the few available class 
labels, the expectation maximization (EM) algorithm, an iterative classification method, was 
used [69]. EM is a two-step process that is iteratively repeated until convergence. To begin, an 
initial classification of all unlabeled data samples is performed using Eqn. (3.5), where the 
density function estimates are obtained from the labeled data using Eqn. (3.4). After 
initialization, the first step, known as the E-step, is performed in which each sample is assigned a 
class label again using Eqn. (3.5). Following this, the M-step is performed in which new 
estimates are calculated given the class labels assigned in the E-step. These steps are repeated 
until the parameter estimates no longer change appreciably. It has been shown that at each 
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iteration, the EM algorithm is guaranteed to provide parameter estimates that have equal or 
higher likelihood than the previous iteration and thus, will always converge on a solution [69]. 
 Much like natural images, microscopy data of tissues and cells tends to be piecewise 
continuous. That is, it is expected that the data will be smooth across local regions in an image 
that may contain sharp discontinuities. This information can be exploited in order to incorporate 
spatial smoothness into the classification of multimodal datasets. In these studies, this is 
performed by replacing the class probabilities calculated in the M-step of the classification with a 
windowed sum of the probabilities in a certain size local neighborhood of this pixel. Figure 3.7 
shows the effect that increasing the size of this local neighborhood has on the classification 
parameters for the skin data. As the window size is increased, noisy false classifications present 
within small areas of the image are removed at the expense of resolving small spatial features 
between different groups. Determination of this parameter is largely application-specific and 
must be considered when performing the analysis. For these studies, a window size of 10 pixels 
was used in order to balance these two considerations. 
48 
 
 
Figure 3.7 – The effect of spatial averaging on classification. Spatial averaging of (a) 1 pixel, (b) 3 pixel, 
(c) 5 pixel, (d) 10 pixel, and (e) 20 pixel windows. As the window size is increased, the classification noise 
decreases, but correct classification of small features is lost. 
 
 
Figure 3.8 shows the EM class label output of the skin image annotated based on the 
multimodal signals and image annotation. Assignment of unlabeled pixels into their 
corresponding groups is highly accurate, as can be observed from the co-registered histology 
data. Obtaining accurate class labels is critical to accurately estimating the parameters of the 
generative models associated with each class. With the large number of accurately labeled 
samples, detailed estimates of the class-dependent probability distribution functions can then be 
modeled based on one of many density estimation methods. It is important to also note that this 
classification procedure is repeatable. That is, given an initial seed of labeled points and number 
of iterations, this classification procedure will provide identical results when run multiple times. 
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Figure 3.8 – Classification results for skin data. The combinatorial processing methods can be considered as a 
transformation from a modality representation of the data to an anatomical or physiological representation.  
 
3.5 Estimation and interpretation of generative model parameters 
In this combinatorial approach, the main goal in processing the data is to use the data 
acquired along with the prior information recorded during annotation to organize the multimodal 
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pixels into physiologically- or biologically-relevant groups in order to develop a model to 
describe the characteristics of the generated multimodal signals. Along with this, a method of 
visualizing these models and directly comparing those of several classes in many datasets can 
provide deeper insight into the nature of the data and understanding many of the subtleties of the 
physiological data. Returning to the generative model with class labels for a very large number 
of measurements for each class, the class-dependent distribution functions remain to be 
estimated. In the field of statistics, this is the problem of parameter estimation and many methods 
that can be used to accurately estimate the generative distribution functions of data that have 
been developed. Here, the maximum likelihood (ML) method is used to extract the parameters 
necessary to characterize the distribution functions [70].  
 The basic concept of the ML method is to maximize the likelihood that the observed data, 
D  (class labeled pixels), are generated from a distribution function characterized by parameter 
vector  . This likelihood can be described by 
    
1
| |
N
k
p D p 

 kx .  (3.8)
That is, the likelihood of observing this dataset is the product of the probabilities of observing all 
of the individual samples. With this, it is assumed that the samples are all identical and 
independently distributed (IID). Now, finding the parameters that maximize this likelihood can 
be thought of as an extrema problem. Finding the extrema of the likelihood function will allow 
extraction and calculation of these parameters from the samples themselves. Inserting the 
probability mass function from Eqn. (3.3) gives 
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Thus, the extrema problem becomes to maximize Eqn. (3.9), subject to the constraint 
 1i
i
p  .  (3.10)
This problem can be solved through the method of Lagrange multipliers and the obtained ML 
estimator is given by 
  kk mp N . 
 (3.11)
That is, the class-dependent maximum likelihood estimator for a particular intensity value of a 
given modality is given by the number of pixels containing that intensity value divided by the 
total number of pixels in that class. This is identical to Eqn. (3.4) without Laplace smoothing 
where a ratio of counts was used to model the distribution. 
Utilizing multiple modalities allows samples such as this, and possibly more complex 
samples, to be characterized and identified via their combinatorial optical signatures. With 
increasing complexity of samples being imaged, more powerful information provided in the form 
of new image contrast must be included and analyzed in order to make accurate predictions of 
class label as well as to find a unique signature associated with each anatomical and 
physiological class. 
A powerful way of representing these combinatorial signatures can be seen in Figure 3.9. 
Here, the mean multimodal signals from each class are displayed in the form of a radar plot. The 
radar plot is generated by calculating the mean image intensity value for each class. Each axis 
represents a different modality and lines are connected in order to draw correlations between the 
various modalities collected. From this representation, the shape of each radar plot gives 
information about a representative signal from each class. This approach allows multimodal 
images to be interpreted in a biological context, and it allows the extraction of quantitative 
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information that may be used later for identification or classification of new data. For example, it 
can be seen from the radar plots in Figure 3.9 that the dermis and epidermis can be easily 
differentiated based on the presence of an appreciable collagen signal in the dermis. Within the 
epidermis, keratinized cells can be differentiated from intact keratinocytes in that the keratinized 
cells tend to give a stronger TPEF signal. 
 
Figure 3.9 – Radar plot representation of combinatorial signals. Each radial axis represents a modality and 
the length of the colored area along each axis represents the mean signal for that group. Colored areas 
correspond to colored groups in the classified image. 
 
3.6 Validation 
Using the methods developed above, it has been shown that through the manual labelling 
of small regions of an image, the entire image can be classified based on these labels. With this, 
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the class-dependent probability distributions are also obtained. Here it is shown that these 
probability distributions can be used to analyze new data acquired under similar conditions in 
order to successfully determine the physiological or anatomical states of the given sample. In a 
sense, with the analysis of a single or small group of images, the obtained probability distribution 
functions can act as a dictionary from which the class of new data can be accurately identified. 
Classification of new data is performed by first using the previously acquired probability 
distribution functions to perform an initial classification of the data using Eqn. (3.5). After this 
initial classification, the data is run through the EM algorithm until convergence. The first step in 
this process can be considered as a pattern matching step in which new data is matched to the 
“dictionary” obtained from the analysis of previous data. In many instances, new data acquired 
will be slightly altered from the classes specified by the probability distribution functions. Using 
the EM algorithm in the next step allows the initial classification to be tuned to fit the structure 
of the new data. In this way, the combinatorial analysis is less sensitive to slight changes 
between data acquisitions, leading to a more robust identification system. Figure 3.10 shows the 
classification of an adjacent section of human skin several millimeters away from the initial 
dataset obtained using similar experimental conditions through the use of the probability 
distribution functions acquired from the classification in Figure 3.8. Good classification of the 
same features is seen allowing identification of the various skin layers. 
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Figure 3.10 – Combinatorial classification of new data based on previously analyzed results. Previously 
analyzed data and class distribution functions (left) are used to analyze and predict the class labels of new 
data (right) using the EM algorithm. Intensity information in the right image corresponds to combined TPEF 
and SHG image intensity. 
  
In order to identify the sensitivity of these analysis methods to images under conditions of 
different SNR, various levels of Gaussian white noise were added to the raw data shown in 
Figure 3.10 and the classification procedure was repeated. Figure 3.11 shows the results of the 
analysis. Accuracy was calculated by comparing the classified image with the direct 
classification through the method of labeled points of the same dataset. It can be seen here that 
the system performs well under moderate to high values of peak SNR (PSNR). However, after 
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the addition of enough noise, classification error tends to dominate and the classification breaks 
down. These results suggest that the extracted probability distribution functions from previously 
classified data can be utilized as a combinatorial dictionary to accurately identify new data that is 
presented to the system. 
 
Figure 3.11 – Dependency of classification accuracy on PSNR. Gaussian white noise was added to simulate 
data collected at various SNRs and the combinatorial analysis was run with spatial average windows (SP) of 5 
pixels, 10 pixels, 20 pixels, and 30 pixels as shown in the legend. Results show good performance at reasonable 
values of PSNR, but a major drop in accuracy for very noisy data.  
 
3.7 Conclusions 
Here, a framework for analyzing optical microscopy data has been developed. This 
framework is based on a probabilistic model of the joint multimodal distribution function. By 
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taking advantage of the simultaneous, co-registered acquisition of the microscope detailed in 
Chapter 2, anatomical and physiological components of complex biological samples can be 
characterized in terms of their optical signatures. In turn, these optical signatures may later be 
utilized to identify components in new samples. In particular, this technique has potential to 
identify certain pathological alterations that may be quite subtle and difficult to characterize 
through other means. In the next two chapters, the quantitative framework developed here will be 
used to identify tissue constituents and cell populations in fixed tissue slices and also to identify 
and discriminate between various cell death processes in living skin tissues. It is shown that by 
considering the quantitative information present among these many modalities, a powerful 
classification and identification system can be developed to identify subtle parameters of 
anatomical and physiological importance in cells and tissue. 
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4 Combinatorial analysis of anatomical classes in tissues 
4.1 Introduction 
In this chapter, the combinatorial framework developed in Chapter 3 will be applied to 
multimodal datasets acquired from fixed tissue slices from various organs. Identification of 
anatomical information such as certain cell populations and connective tissues in liver and ovary 
samples is performed in order to demonstrate the general nature of the application of this 
combinatorial framework to large datasets. As a final study, the combinatorial analysis of a rat 
mammary tumor is examined in order to examine the sensitivity of combinatorial microscopy to 
the structural, functional, and molecular changes associated with pathological alteration in 
tissues. 
4.2 Data acquisition 
For all tissue sites, data was acquired from ex vivo animal tissue samples using the 
integrated multimodal optical microscope demonstrated in Chapter 2. Animals were cared for in 
accordance with protocols approved by the University of Illinois at Urbana-Champaign 
Institutional Animal Care and Use Committee (IACUC). Harvested tissue sections were prepared 
by fixation in 10% formalin followed by paraffin embedding. Following the embedding process, 
slides with 5 µm thick sections for each tissue specimen were obtained. For each slide, a large 
FOV mosaic was acquired using the integrated multimodal optical microscope. A total of 16 
channels of MPM signals were acquired in a wavelength range from approximately 350 nm to 
450 nm at an excitation wavelength of 730 nm, capturing both the TPEF signals from NADH 
and SHG signals from collagen in the tissues. Lifetime data from the NADH was also recorded. 
OCM data was not acquired due to the large back reflections from the glass slide that dominate 
the scattering signal from the tissues. After multimodal imaging of the samples, the slides were 
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stained for H&E and imaged using a conventional brightfield microscope. Close attention was 
paid to image the same tissue slice and area as was imaged with the integrated microscope. 
4.3 Ovary tissue 
Mouse ovarian tissue was the first tissue to be examined. The ovaries are a key component 
to the female reproductive system and disorders of the ovary have recently been studied using 
MPM in order to extract biomarkers for disease [71]. In these studies, the importance of 
quantifying the amount and orientation of connective tissues such as collagen and elastin as well 
as the metabolism of the cellular microenvironment was demonstrated. With a combinatorial 
approach here, the analysis and identification of such parameters can be fully automated and the 
images can be automatically analyzed to detect and report any pathological alterations that may 
be present. 
Data acquired from the multimodal microscope as well as images from the brightfield 
microscope of H&E-stained sections are shown in Figure 4.1. In the FOV analyzed, several key 
structures can be recognized and used to determine combinatorial signatures. These structures 
include the epithelial cells, connective tissue, and ovarian cell nests. As in Chapter 3, the 
multimodal datasets were analyzed by using annotations from the co-registered H&E histology 
images to obtain labeled data points that are used to classify the rest of the points in the image. In 
order to simplify computation time, the combinatorial analysis was first run on a cropped version 
of the data shown in Figure 4.1.   
The cropped regions in Figure 4.3a correspond to the black box seen in Figure 4.1d. 
Following the analysis, binary masks for each identified class were generated and applied to the 
data as a color map to allow visualization of the analysis results. 
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Figure 4.1 – Multimodal and histological data of a mouse ovary section. (a) TPEF intensity image of NADH. 
(b) SHG image of collagen networks. (c) FLIM of NADH metabolic activity. (d) Co-registered H&E-stained 
histological section of mouse ovary. Scale bar is 500 µm. 
 
For the rest of this work, the radar plot representation of combinatorial signatures 
presented in Chapter 3 will be replaced with a representation in the form of a radial bar chart as 
shown in Figure 4.2. In this representation, each bar around the circle represents a feature 
according to Figure 4.2 and Table 4.1. The radial bar chart is a slightly different format than the 
radar plots of Figure 3.9 in that it allows a larger amount of data to be visualized in a single plot. 
However, the information content here is identical to that of the radar plot. Each radial bar 
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represents a single modality or channel and is displayed in a circular format for compactness. In 
the case of many modalities and channels, as is the case for this data, representation in a radar 
plot becomes difficult to interpret. The radial bar chart is an identical representation of this data 
that allows meaningful information to be extracted from very high dimensional data. The mean 
of each modality here is represented by the length of the bar at a given angle. The bars are color 
coded according to the category of data and allow a direct comparison between the intensity, 
texture, and lifetime features of each class according to Table 4.1 
 
Figure 4.2 – Radial bar chart graphical key. Each label is associated with the corresponding feature given in 
Table 4.1. Color coding corresponds to MPM spectrometer channels (red), NADH lifetime (yellow), SHG 
textural features (cyan), and TPEF NADH textural features (dark blue). All textural features are calculated 
from the gray-level co-occurrence matrix of a five-by-five pixel region according to [37, 38].  
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Table 4.1 - Color Key for Bar Chart Plots of Combinatorial Signatures. 
Label Modality Label Modality 
1 MPM Channel 1-2 (SHG) 28 SHG Homogeneity (1) 
2 MPM Channel 3 (SHG) 29 SHG Homogeneity (2) 
3 MPM Channel 4 (SHG) 30 SHG Correlation (3) 
4 MPM Channel 5 (NADH) 31 SHG Maximum Probability 
5 MPM Channel 6 (NADH) 32 SHG Sum Average 
6 MPM Channel 7 (NADH) 33 SHG Sum Entropy 
7 MPM Channel 8 (NADH) 34 SHG Variance (1) 
8 MPM Channel 9 (NADH) 35 SHG Variance (2) 
9 MPM Channel 10 (NADH) 36 TPEF Autocorrelation 
10 MPM Channel 11 (NADH) 37 TPEF Contrast 
11 MPM Channel 12 (NADH) 38 TPEF Correlation (1) 
12 MPM Channel 13 (NADH) 39 TPEF Correlation (2) 
13 MPM Channel 14 (NADH) 40 TPEF Cluster Prominence 
14 MPM Channel 15 (NADH) 41 TPEF Cluster Shade 
15 MPM Channel 16 (NADH) 42 TPEF Difference Entropy 
16 NADH Lifetime 43 TPEF Dissimilarity 
17 SHG Autocorrelation 44 TPEF Difference Variance 
18 SHG Contrast 45 TPEF Energy 
19 SHG Correlation (1) 46 TPEF Entropy 
20 SHG Correlation (2) 47 TPEF Homogeneity (1) 
21 SHG Cluster Prominence 48 TPEF Homogeneity (2) 
22 SHG Cluster Shade 49 TPEF Correlation (3) 
23 SHG Difference Entropy 50 TPEF Maximum Probability 
24 SHG Dissimilarity 51 TPEF Sum Average 
25 SHG Difference Variance 52 TPEF Sum Entropy 
26 SHG Energy 53 TPEF Variance (1) 
27 SHG Entropy 54 TPEF Variance (2) 
 
Figure 4.3a shows the histology and color maps of the corresponding cropped region used 
for the analysis. The right image provides the spatial map for identifying the anatomical features 
of interest in the tissue. In the image, red pixels indicate connective tissue classification, blue 
pixels indicate epithelial cell classification, and green pixels indicate ovarian cell nest 
classification. Arrows between the H&E and classified images demonstrate areas where features 
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were successfully classified within the data. Figure 4.3b shows the combinatorial signatures 
presented as the means of the various modalities considered in the form of a radial bar chart.  
 
 
Figure 4.3 – Results of combinatorial classification of mouse ovary tissue. (a) Histology and classified color 
map show successful areas of classification of cell nests (green), connective tissue (red), and epithelial cells 
(blue). (b) Radial bar charts show means of the multimodal signal demonstrating the combinatorial signature 
of the classes. Abbreviations: CN – cell nest; C – connective tissue; E – epithelial cells. 
 
 
 
63 
 
From these results, good identification of connective tissue is obtained while moderately 
successful differentiation between epithelial cells and ovarian cell nests is obtained. Analyzing 
the combinatorial signatures shown in Figure 4.3b shows strong differences between connective 
tissue and the other two classes examined here. These can be seen in the presence of large 
amounts of SHG signal and increased levels of fluorescence emission. Classification of ovarian 
cell nests and epithelial cells shows moderately successful results. The classification errors 
present in some areas can be seen to be due mainly to the similarity of the combinatorial 
signatures shown. With more modalities or spatial information obtained, better identification of 
these tissue components may be observed. 
4.4 Liver tissue 
The next tissue site examined was that from a rat liver. The basic anatomical structure of 
the liver can be seen in Figure 4.4. The liver is involved in digestion as well as breaking down 
toxic substances in the body. Several studies have been performed using multiphoton microscopy 
in the liver for examining changes under conditions of liver fibrosis [72] and ischemia [73]. In 
both of these studies, information such as density of liver cells known as hepatocytes and nuclei 
size were seen to be two major predictors of pathological alteration. With the combinatorial 
approach here, hepatocytes as well as red blood cells found in the liver can be identified and 
characterized, showing the potential for this tool in studying early stage pathological changes in 
the liver. 
Data acquired from the multimodal microscope as well as images from the brightfield 
microscope of H&E-stained sections are shown in Figure 4.4. In this analysis, combinatorial 
identification of hepatocyte cell membranes, hepatocyte nuclei, and red blood cells is performed. 
The combinatorial classification was trained by identifying small areas in the co-registered H&E 
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images corresponding to the classes of interest. As with the ovary tissue section, combinatorial 
analysis was run on a cropped version of the data shown in Figure 4.4d, designated by the black 
box in the image.  
 
Figure 4.4 - Multimodal and histological data of a rat liver section. (a) TPEF intensity image of NADH. 
(b) SHG data of collagen networks. (c) FLIM of NADH metabolic activity. (d) Co-registered H&E-stained 
section of rat liver. Scale bar is 500 µm. 
 
Figure 4.5a shows the histology and color maps of the corresponding cropped region of 
the analysis. The right image provides the spatial map for identifying the anatomical features of 
interest in the tissue. In the image, red pixels indicate red blood cell classification, blue pixels 
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indicate hepatocyte cell membrane classification, and green pixels indicate hepatocyte nuclei 
classification. Arrows between the H&E and classified images demonstrate areas where features 
were successfully classified within the data. Figure 4.5b shows the combinatorial signatures 
presented as the sample means of the various modalities for each group plotted in the form of a 
radial bar chart.  
 
Figure 4.5 - Results of combinatorial classification of rat liver tissue. (a) Histology and classified color map 
show successful areas of classification of red blood cells (red), hepatocyte nuclei (green), and hepatocyte cell 
membrane (blue). (b) Radial bar charts show means of the multimodal signal demonstrating the 
combinatorial signature of the classes. Abbreviations: RBC – red blood cells; HN – hepatocyte nuclei; HM - 
hepatocyte cell membrane. 
 
From these results, strong identification of the three classes is obtained. Analyzing the 
combinatorial signatures shown in Figure 4.5b shows strong differences between hepatocyte cell 
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membrane and the remaining two classes presented. The hepatocyte cell membrane is well 
differentiated by the low NADH fluorescence levels observed as well as a slightly elevated 
lifetime. Red blood cells and hepatocyte nuclei can also be well distinguished. Nuclei are 
characterized by the increased fluorescence intensity and red blood cells can be seen to have 
slightly lower levels of NADH fluorescence, and a decreased lifetime signal. These can be seen 
in the presence of large amounts of SHG signal and increased levels of fluorescence emission. 
Some classification errors may be observed based on the similarity between red blood cells and 
hepatocyte nuclei classes. Along with this, spatial averaging of the data can result in some 
classification errors due to the small size of the elements being classified. Specifically, red blood 
cells and hepatocyte nuclei tend to be observed in small isolated areas in the image. Spatial 
smoothing of the class dependent probabilities can cause the surrounding pixels to be falsely 
classified according to their particular neighbors. Due to this, close attention must be paid to the 
classes of interest and the spatial extent of these features that is typically observed in the 
acquired images. The spatial averaging parameter must then be chosen accordingly. 
4.5 Rat mammary tumor tissue 
The final tissue site examined using this combinatorial approach was from a rat mammary 
tumor. A malignant tumor such as the rat mammary tumor considered here is characterized by 
the invasion and massive proliferation of cancerous cells into a dense mass. Characterization of 
various cancers has been the focus of many studies in optical imaging and in particular, the study 
of cancer progression [74] and treatment response [75] have shown promising results. In these 
studies, changes associated with the lifetime and fluorescence intensity signals of NADH within 
cells were correlated with subtle changes in tumor progression or regression. Using a 
combinatorial approach to identify and characterize malignant tumors based on these changes 
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may provide a tool for obtaining diagnostically and prognostically useful information that may 
assist physicians in making informed decisions on treatment options and outcomes. 
Data acquired from the multimodal microscope as well as images from the brightfield 
microscope of H&E-stained sections are shown in Figure 4.6. In this analysis, combinatorial 
identification of tumor and connective tissue was performed. The combinatorial classification 
system was trained by identifying small areas in the co-registered H&E images corresponding to 
the classes of interest. In this study, the analysis was performed on the entire dataset in order to 
obtain a global view of the tumor environment. 
Figure 4.7a shows the histology and color maps of the analyzed data. The right image 
provides the spatial map for identifying the tumor denoted by red pixels and the connective 
tissue denoted by green pixels. Arrows between the H&E and classified images demonstrate 
areas where features were successfully classified within the data. Figure 4.7b shows the 
combinatorial signatures presented as the sample means of the various modalities for each group 
plotted in the form of a radial bar chart.  
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Figure 4.6 - Multimodal and histological data of a rat mammary tumor section. (a) TPEF intensity image of 
NADH. (b) SHG data of collagen networks. (c) FLIM of NADH metabolic activity. (d) Co-registered H&E-
stained histological section of rat mammary tumor. Scale bar is 500 µm. 
 
Here, strong identification of the tumor and connective tissue is obtained. Analyzing the 
combinatorial signatures shown in Figure 4.7b shows strong differences between the two groups. 
Most notably, the tumor can be characterized by the absence of SHG signals and the presence of 
weak NADH fluorescence. In contrast to this, the surrounding connective tissue is characterized 
by increased levels of both SHG from surrounding collagen as well as an increase in the NADH 
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fluorescence signals. Some classification errors can be observed in several cases, and these may 
be due to tissue processing artifacts such as folds and wrinkles in the tissue.  
 
Figure 4.7 - Results of combinatorial classification of rat mammary tumor tissue. (a) Histology and classified 
color map show successful areas of classification of tumor (red), surrounding connective tissue (green). 
(b) Radial bar charts show means of the multimodal signal demonstrating the combinatorial signature of the 
classes. Abbreviations: T – tumor; C – connective tissue. 
 
4.6 Conclusions 
In this chapter, the combinatorial approach for multimodal microscopy data analysis was 
applied to data acquired from three separate and distinct tissue sites. In all cases, classification of 
anatomical features and tissue components was performed in order to extract useful information 
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in attempting to construct unique combinatorial signatures that may identify these features. 
Analysis of a mouse ovary tissue sample allowed the identification and characterization of 
connective tissue and ovarian cells with high accuracy. Analysis of liver samples led to the 
extraction of unique features used to identify hepatic cells and red blood cells. Subcellular 
features could also be identified by the extraction of combinatorial signatures for hepatocyte 
nuclei and cell membrane signals. Finally, analysis of a rat mammary tumor led to the extraction 
of combinatorial signatures for both tumor and connective tissues that showed key differences in 
terms of the multimodal signals present. These examples show the utility for this analysis tool in 
analyzing multimodal datasets to extract anatomical information. With these examples, features 
including structural tissue components, cell populations, and even subcellular features could all 
be identified showing the robustness of this platform to handling data from different tissue sites 
as well as extracting powerful anatomical information at various spatial scales. 
With these techniques, many improvements can still be made. Most notably, the textural 
features calculated and utilized for classification appear to be strongly correlated to the MPM 
intensity data and make visualization and interpretation of the textural differences that lead to 
successful classification difficult. This can be possibly remedied by allowing visualization of the 
MPM data in the form of the radar or radial bar plot and generating representative texture 
patches for each region, allowing direct visual comparison of the textural features of each group. 
Along with this, a detailed study on the uniqueness of these combinatorial signatures must be 
performed. A detailed understanding of the prior information necessary to perform successful 
classification of arbitrary tissue sections and components is strongly needed. Finally, in order to 
truly validate the classifications presented here, a direct comparison of the classified pixels to a 
generated ground truth map must be made. This can be constructed by consulting an expert 
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pathologist to identify the appropriate regions in each image. From here, a direct comparison to 
the ground truth can be made in order to assess the accuracy of the classification procedure.
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5 Combinatorial analysis of physiological cell death classes 
5.1 Introduction and motivation 
Cell death processes such as apoptosis, a programmed form of cell death, and necrosis, a 
form of cell death resulting from massive insult or injury, play a major role in health and 
disease [76]. Apoptosis is a natural, energetically active form of cell death responsible for 
maintaining homeostasis and is critical in developmental processes [77]. Under ideal conditions, 
apoptosis results in removal of the dead cell from the native environment with no local 
inflammatory response. Thus, apoptosis allows safe, minimally harmful removal of unneeded or 
damaged cells when necessary. Necrosis, on the other hand, is cell death in response to 
massively destructive conditions [78]. While apoptosis is in large part an energetically active 
process, necrosis is primarily a passive process in which in intracellular materials are leaked 
from dying cells causing a massive inflammatory response. These two processes thus represent 
very distinct reactions to conditions necessitating cellular death. While distinct in their origins, 
the biochemical and morphological changes associated with these two processes have been 
shown also to be quite different. These morphological and biochemical changes are summarized 
in Table 5.1. Biochemically, the apoptosis process has been shown to be incredibly complex, and 
currently many researchers are working to identify the many intricate properties of this pathway 
and where problems may arise leading to tumor growth and cancer progression [79, 80]. Most 
importantly, it has been shown that there is a major energy requirement for cells to carry out 
apoptosis successfully. Furthermore, under conditions where no energy is available to a given 
cell, it is generally not possible for the cell to undergo apoptosis [81]. Thus, the cascade of sub-
processes undergone during apoptosis involves heightened metabolic activity within cells when 
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compared to normal conditions. As mentioned above, necrosis represents a much more passive 
cell death process with no energy requirement. 
Table 5.1 – Properties of Apoptosis and Necrosis. 
Apoptosis Necrosis 
Membrane blebbing Complete loss of membrane 
Cell shrinkage Cell swelling 
Cell fragmentation Cell lysis 
Energy dependent process Non-energetic process 
Safe removal through phagocytosis Large inflammatory response 
 
As structure tends to follow function in biological systems, key morphological changes 
result in both apoptosis and necrosis in response to the complex biochemical processes provided 
by these mechanisms. Table 5.1 and Figure 5.1 demonstrate the morphological characteristics of 
these two processes. It can be seen here that apoptosis and necrosis also undergo quite distinct 
structural changes. In apoptosis, cells shrinkage occurs, followed by condensation of cell nuclei, 
ultimately followed by a “blebbing” process in which small structures known as apoptotic bodies 
are formed. These bodies are pockets of intracellular materials enclosed by portions of the cell 
membrane which function to keep the inflammatory-inducing intracellular materials contained 
from the extracellular space. These apoptotic bodies are then phagocytized by local immune 
cells, allowing non-inflammatory removal of unneeded cells from the body. In contrast to this, 
necrosis is associated with cell swelling and cell membrane destruction, ultimately leading to 
lysis of the cell. Lysis results in the intracellular material to be released into the extracellular 
material inciting a large inflammatory response. From these structural changes, it is quite clear 
why apoptosis is referred to as a natural cell death process when the effects are compared to the 
harsh, inflammatory effects associated with necrosis.  
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5.2 Cell death detection methods 
The clinical importance of recognizing and identifying cell death in vivo has recently 
been recognized specifically in the treatment of cancer. Tumor growth represents an imbalance 
in homeostasis in which cell death processes cannot keep up with the proliferation of new cells. 
This can occur due to increased rates of proliferation, disruptions in the apoptotic pathway, or in 
many cases a combination of these two. The ability to detect cell death in vivo at early stages 
immediately following treatment such as radiotherapy or chemotherapy is critical in determining 
the efficacy of a given treatment and in assisting the physician in deciding the course of 
treatment for individual cases. Clinical research has focused specifically on detection of 
apoptosis as radiotherapy and chemotherapy are well known under normal physiological 
conditions to induce apoptosis. However, harsh chemotherapy treatments as well as many 
emerging treatment options such as photodynamic therapy (PDT) are also known to induce 
necrosis, adding to the importance of identifying and distinguishing between apoptotic, necrotic, 
and unaffected cells in response to cancer therapies. 
  
Figure 5.1 – Structural changes during cell death due to apoptosis and necrosis [82]. 
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Current research in clinical in vivo apoptosis identification has focused on using existing 
clinical imaging modalities such as PET with molecular tags [83, 84] and ultrasound [85] to 
identify dynamic changes following treatment. However, neither of these modalities has the 
resolution to identify the responses of individual cells and longitudinally track subpopulations of 
cells in the tumor microenvironment. In response to this, optical imaging modalities such as 
FLIM, capable of detecting structural, functional, and molecular parameters in vivo, have been 
investigated as tools for detecting cell death. FLIM has been used previously to track 
longitudinal changes of cultured cancer cells in vitro in response to treatments with both 
apoptosis- and necrosis-inducing compounds [86]. Significant increases in mean NADH lifetime 
were observed in apoptotic cells while no significant lifetime change was observed for necrotic 
cells. This observation is consistent with the notion of apoptosis as a metabolically active, energy 
dependent process, in contrast to the passive process of necrosis. In vivo results in which 
metabolic parameters such as NADH lifetime, FAD lifetime, and redox ratio were measured 
following apoptosis-inducing treatment of rat tumors indicated that apoptosis induction is 
associated with complex metabolic dynamics that are significantly different under conditions 
where apoptotic pathways may be blocked [75]. However, the parameters tracked are primarily 
functional and do not take into account many of the structural and morphological changes 
associated with cell death processes. As well, a direct link between these metabolic changes and 
apoptosis or biochemical apoptotic processes is not complete. Ultimately, a direct, quantitative 
connection between structural, functional, and molecular properties observed to the physiological 
pathways responsible for carrying out these cell death processes will be quite useful in 
determining the efficacy of therapeutics at the single cell level. This connection leads not only to 
identification of whether a given treatment is successful or not, but also to an understanding of 
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where disruptions along the cell death pathway may exist, giving important information to the 
physician in identifying other treatment options that may be more effective [87]. 
Here, quantitative analysis is performed on previously acquired data using our multimodal 
integrated optical microscope utilizing an engineered living tissue model to mimic in vivo 
conditions of apoptosis and necrosis. From this analysis, distinct signatures associated with 
apoptosis and necrosis are identified and utilized to classify each group compared to healthy cells 
under normal conditions. Finally, classification of three-class datasets in which apoptosis, 
necrosis, and healthy cells must all be distinguished is demonstrated with high accuracy. 
5.3 Combinatorial detection 
In order to understand and identify the key structural and functional changes that 
characterize apoptosis, necrosis, and healthy cells in a tissue microenvironment, the 
combinatorial methods developed in the previous chapter were applied towards time lapse data 
of these three physiological states. It is shown here that using this quantitative framework for 
image analysis under carefully calibrated experimental conditions can not only lead to highly 
accurate classification of biological states, but also provide insight into the link between 
biological states and image contrast.  
5.3.1 Experimental setup 
 In order to more closely approximate in vivo conditions, an engineered human skin tissue 
model was utilized for these experiments (EpiDerm FT400, MatTek Corp). These samples are 
full-thickness skin models that contain living dermal and epidermal cell layers. For these 
experiments, data was acquired from the epidermal keratinocyte layers as the high levels of 
intracellular NADH permits structure and morphology of these cells to be identified clearly. The 
experimental procedure for this experiment is detailed in [88] and all data analyzed were 
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obtained from these experiments. Apoptosis was induced by introducing cell culture media 
containing 20 µM camptothecin and 50 µM etoposide (BioVision) into the culture dish.  
Necrosis was induced by introduction of 10% bleach into the culture dish. Control samples were 
treated by introducing saline into the culture dish. 
Data was acquired using the integrated multimodal optical microscope presented in 
Chapter 2. Specifically, OCM, FLIM, and TPEF intensity images were captured prior to 
treatment with either cell death-inducing compounds or saline. Following treatment, images were 
acquired at the following time points: 30 minutes, 1 hour, 2 hours, 3 hours, 5 hours, 7 hours, 12 
hours, and 24 hours. For this analysis, identification of cell death states was performed with data 
acquired at 3 hours. Cell death induction was confirmed through the use of H&E staining of 
tissue sections that identified hallmarks of these cell death processes. 
The classification and identification procedure is demonstrated in Figure 5.2. Following 
data acquisition, images were analyzed and the raw TPEF intensity data was sent to a cell 
segmentation procedure. Automatic segmentation was performed using a custom-built pipeline 
in the CellProfiler software [89]. After segmentation of the keratinocytes from the extracellular 
matrix, the pixels from the remaining cells were partitioned into ten groups. A supervised 
classification system was constructed to classify the pixels from each partitioned group using the 
remaining 90% of the data to train each classifier. Classifiers were constructed in this manner 
using each modality individually as well as the combination of all modalities together to 
demonstrate the advantages of considering this complementary data in accurately identifying 
these physiological processes. After training of the classifier, the group of pixels to be tested is 
classified. Tested pixels are then labeled in the original images as a correct classification in green 
or a misclassification in red. The process is repeated for each of the ten partitions to build the 
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cross-validation images. Classifying data through cross-validation leads to robust results and 
often avoids over-fitting of a given model to the data, allowing broad generalization of the 
constructed model in classifying new data if presented to the model [90].  
 
Figure 5.2 – Classification procedure for identifying apoptosis and necrosis. 
5.3.2 Classification results 
From previous work in which this data was analyzed in order to identify some of the 
changes associated with these cell death processes when compared with healthy cells, many 
important differences were seen between the three cases of apoptotic, necrotic, and healthy cells. 
While healthy cells are associated with minimal change from baseline values measured before 
the addition of saline, significant changes to the image contrast are found to occur in both cases 
of apoptosis and necrosis. In apoptotic cells, as was observed previously in cell culture studies, 
the mean fluorescence lifetime of NADH was found to increase dramatically while there were 
only minor, insignificant changes in OCM and NADH TPEF intensity contrast. In necrosis, only 
a decrease in the OCM signal, demonstrating reduced scattering from necrotic cells, was 
observed as a significant change.  
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 Using the approach outlined above, classification and identification of intracellular 
multimodal signals was performed to determine the accuracy to which apoptosis and necrosis 
could be identified following induction of each cell death process. Two-class identification to 
determine the sensitivity, specificity, and accuracy of detection of apoptotic and necrotic cells 
was performed by training classifiers using baseline images along with images acquired after cell 
death induction. 
 Figure 5.3  and Table 5.2 give results for identification of apoptosis. As mentioned above 
in observations noted of the structure of the data, it is very well expected that FLIM should be 
able to identify apoptosis quite well alone due to the large increase in mean lifetime associated 
with apoptosis induction. It can be seen from the classifiers trained on the remaining data that 
both OCM and TPEF intensity add little information in identifying apoptosis as both modalities 
give very low accuracy results. Ultimately, this leads to minimal improvement when using a 
combination of the modalities to identify apoptosis as compared to using FLIM measurements 
alone. 
 
Figure 5.3 – Classification results for apoptosis. 
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Table 5.2 Classification Results for Apoptosis (%). 
 FLIM OCM TPEF ALL 
Accuracy (%) 94.1 61.4 58.6 94.5 
Sensitivity (%) 94.8 58.9 55.9 95.7 
Specificity (%) 93.3 65.8 65.2 93.3 
 
 Figure 5.4 and Table 5.3 give results for identification of necrosis. From previous 
observations, it is expected that FLIM will not be nearly as sensitive to necrotic processes as to 
apoptotic cell death and that OCM should have more predictive value in identifying necrosis 
when compared to apoptosis. Classification results confirm this as FLIM alone is seen to be 
much less accurate in identifying necrosis. As well, OCM accuracy is increased compared to the 
apoptosis case. Most interesting is the fact that these two modalities seem to provide 
complementary information that is very useful if considered together. Due to this, significant 
improvement is seen when using all modalities to identify necrotic cells.
 
Figure 5.4 – Classification results for necrosis. 
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Table 5.3 Classification Results for Necrosis (%). 
 FLIM OCM TPEF ALL 
Accuracy (%) 71.4 68.7 55.2 75.2 
Sensitivity (%) 70.5 65.2 53.4 73.4 
Specificity (%) 72.4 74.2 60.7 77.3 
  
 Generally, in a given biological environment, data obtained will consist of a collection of 
cells which may be healthy, apoptotic, or necrotic. In this case, it is useful to be able to identify 
and distinguish between all three cases so that any general microenvironment can be 
characterized based on the number and process of these cell death events. Results from three-
class identification are shown in Figure 5.5 and Table 5.4. Here it is shown that generally poor 
results are obtained when using only individual modalities to classify data. Accuracy of 72.3, 
47.6, and 54.6 percent are obtained from using FLIM, OCM, and TPEF respectively as 
individual imaging modalities for classification. 
 
Figure 5.5 – Classification results for apoptosis, necrosis, and control samples. 
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Table 5.4 Classification Results for Apoptosis, Necrosis, and Control Samples. 
 FLIM OCM TPEF ALL 
Accuracy (%) 72.3 47.6 54.6 83.9 
 
In contrast to this, the use of all modalities to identify the distinct multimodal signatures 
of apoptosis, necrosis, and healthy cells gives rise to a highly accurate general classification 
system improving the accuracy to 83.9 percent. Thus, the importance of a multimodal approach 
to the solution of the general problem of identifying cell death processes is demonstrated here. 
Without the complementary information provided by these three imaging modalities, highly 
accurate classification is not possible. 
 
5.4 Summary and future directions 
 In this chapter, the successful demonstration of a classification and identification system 
for apoptosis and necrosis in a living tissue model has been demonstrated. Such a system may 
prove powerful for recognizing and understanding the cellular responses to therapeutic 
treatments of diseases such as cancer. Highly accurate apoptosis identification was found 
primarily due to the dramatic changes associated with sensitive detection of metabolic alterations 
using FLIM. Necrosis was also shown capable of being detected with reasonably high accuracy 
using a combination of FLIM and OCM image contrast. Finally, it was shown that in the general 
case of distinguishing apoptotic, necrotic, and healthy cells, high accuracy can only be obtained 
by considering the combination of the three modalities. This work demonstrates the advantage of 
a quantitative multimodal framework for understanding the deeper structure of biologically-
relevant data. While generally one imaging technique might only add a small amount of 
information, the addition of several non-redundant datasets that add complementary information 
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results in a stronger link between multimodal image contrast and biological, physiological, and 
clinical parameters. 
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6 Conclusions and future work 
This thesis presents a quantitative, probabilistic framework for analyzing the high 
dimensional datasets that are acquired in an integrated multimodal optical microscopy system. 
This analysis provides a direct link between the biological and physiological information of 
interest and the contrast obtained from the various modalities considered. By incorporating 
several modalities including OCM, TPEF, SHG, and FLIM, biological and physiological 
information can be extracted with some prior information. This information can come from 
manual labeling of a few pixels, as was seen for the example of classifying and characterizing a 
human skin sample, or from the identification of biological groups where some ground truth is 
known a priori, as with the apoptosis and necrosis datasets. In both cases, powerful classification 
and extraction of combinatorial signatures based on the contributions of each modality may be 
obtained, allowing for a new representation of information present in multimodal images to be 
obtained. These methods are similar to many histogram-based classification techniques in image 
processing, which are used to determine for example the presence of animals, humans, or objects 
in photographs [91, 92]. However, in the case of microscopy, the identification of potentially 
subtle structural, functional, and molecular changes is sought. This is where the utility of a 
multimodal approach is appreciated. By providing high resolution, complementary information, 
these subtle changes can be identified and characterized. Similar to this, approaches to use 
spectroscopic information such as Raman microscopy or Fourier transform infrared (FTIR) 
spectroscopy at each pixel have also proved useful in the classification of these sensitive changes 
[93, 94]. However, these techniques are strongly limited in terms of clinical application due to 
both speed and deep tissue imaging requirements that may be required in clinical settings. OCM 
and MPM are both suitable techniques for rapid, high resolution imaging in deep tissue up to 
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several hundred microns. This thesis has shown that there exists a wealth of information between 
these techniques that can be used to quantitatively extract clinically-relevant biomarkers. This 
has powerful clinical potential to provide diagnostic and prognostic information that may provide 
powerful information both in the study of disease as well as in treatment and patient care. 
Future work in this area can take many directions. To begin, a strong understanding of the 
conditional dependence of imaging modalities is quite important. As discussed in Chapter 3, the 
mutual independence of all imaging modalities was assumed in this treatment. However, a 
deeper investigation into this assumption is necessary to understand the complex connections and 
the joint information content present in a multimodal dataset. This will be based on determining 
an appropriate statistical model that will allow some dependency information to be determined. 
By obtaining this information, a more accurate model can be developed that will allow better 
classification of data. Along with this, a fundamental understanding of the relationship between 
the various modalities acquired can also be attained. This may lead to a better understanding and 
quantification of how complementary the data truly is. 
Another future direction this work will take is to build a dictionary of combinatorial 
signatures. This dictionary would be acquired through the development of a high speed imaging 
system capable of imaging many large samples of interest. A high speed system combined with 
labeling as in Chapter 3 by an expert pathologist will allow characterization of a large number of 
physiological classes [95]. From this information, the physiological information of new samples 
can be determined with the acquisition, leading to a real-time analysis system for identifying 
subtle physiological characteristics. This would be quite useful for in vivo imaging and 
potentially have powerful clinical applications. As well as this, the inclusion of histological 
information into the classification in the form of the H&E data as well as immunohistochemistry 
86 
 
(IHC) data has the potential to provide even stronger, more direct correlations with multimodal 
data. In order to accomplish this, some registration challenges associated with mechanical 
processing artifacts that occur in the staining of these tissues must be overcome. One possible 
solution in order to overcome this is to use a non-rigid co-registration approach as has been used 
for imaging of long-term time-lapse wound healing processes [48]. Obtaining these strong 
correlations could lead to the extraction and characterization of molecular biomarkers that may 
hold incredibly useful diagnostic and possibly prognostic information. 
While these analysis methods have been shown to be useful in extracting and identifying 
subtle changes in anatomical structure and biological and physiological processes, limitations 
and challenges exist in the generalization of these methods for clinical and potentially in vivo 
applications. To begin, it can be seen from several datasets, and in particular the SHG channel in 
Figure 4.4, that not all of the modalities present add meaningful information to the classifier and 
may instead add noise that may lead to suboptimal classification results. There is a strong need to 
automatically determine what combination of modalities and information has the highest 
discriminating power in separating the class distributions. Future work in determining automatic 
selection of these features could lead to better classification, as well as add domain-specific 
knowledge of the utility of multimodal imaging and what modalities present the most useful 
information for a given vision task. Finally, it should be noted that a fundamental limitation to 
this technique is that at some level, multimodal contrast between classes must be obtained. That 
is, imaging techniques must be used that can discriminate the classes of interest. This has major 
implications on the design of a multimodal system and which imaging modalities should be 
favored in a given imaging application. The addition of more modalities into a microscope adds 
to system and operation complexity and should be weighed against the discriminating power that 
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each modality provides. In this sense, the design of a multimodal system should be driven by the 
application at hand in order to maximize the complementarity of the data.  
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