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The design, accurate preparation and manipulation of quantum states are essential operational tasks at the
heart of quantum technologies. Nowadays, physical parameters of quantum devices and networks can be con-
trolled with unprecedented accuracy and flexibility. However, the generation of well-controlled current states is
still a nagging bottleneck, especially when different circuit elements are integrated together. In this work, we
show how machine learning can effectively address this challenge and outperform the current existing methods.
To this end, we exploit deep reinforcement learning to prepare prescribed quantum current states within a short
time scale and with a high fidelity. To highlight our method, we show how to engineer bosonic persistent cur-
rents in ring circuits as they are key ingredients in different quantum technology devices. With our approach,
quantum current states characterized by a single winding number or entangled currents with two winding num-
bers can be prepared superseding the existing protocols. In addition, we generated quantum states entangling a
larger set of different winding numbers. Our deep reinforcement learning scheme provides solutions for known
challenges in quantum technology and opens new avenues for the control of quantum devices.
With the advent of quantum technologies, new forms of
quantum circuit have emerged. The exact architecture and cir-
cuit performance depend on the specific physical implemen-
tation and the type of ’quantum fluid’ operating in the quan-
tum network. Examples range from electronic and supercon-
ducting circuits [1] based on charged matter-wave on nano-
lithography to photonic circuits employing photons in fiber-
optics [2], or atomtronic circuits involving neutral matter-
waves of cold atoms on optically generated structures with
micrometric resolution [3, 4]. Most of the available quan-
tum technologies exploit an enhanced control on the physical
properties of the quantum fluid operating in the circuit like
particle-particle interaction or the statistical properties of the
particles (fermions/bosons). In addition, it is possible with the
latest achievements in the field to adjust and reconfigure dy-
namically the spatial features of the circuit at the local scale
[5–9]. Finally, quantum circuits with increasingly complex
architecture and hybrid systems in which different technolo-
gies are interfaced are at a mature stage of technology readi-
ness level [10–13]. In most of such situations, it is necessary
to achieve and control dynamical current states with high fi-
delity.
In this work, we employ machine learning to approach the
problem of generating current states in quantum circuits. Neu-
ral networks have been very successful in optimizing prob-
lems with complex parameter landscapes. Machine learning
with deep reinforcement learning is a powerful tool to engi-
neer dynamics in quantum systems [14–18], that can outper-
form other methods [19]. Deep learning relies on represent-
ing a highly complex function (e.g. the quality of the driv-
ing protocol) with a neural network, and optimize it using
observable data (e.g. measurement outcomes). This general
method is well suited to be applied directly to optimize ex-
periments with different kind of circuits. Here, we demon-
strate this approach to prepare quantum current states describ-
ing the flow of coherent matter-wave in closed circuits: persis-
tent currents [20]. Persistent currents are a direct manifesta-
tion of the phenomenon of quantum coherence and are there-
fore of central interest in fundamental aspects of many-body
physics like superfluidity, superconductivity and mesoscopic
physics [21]. At the same time, such concepts play a vital role
for important technological applications such as in Supercon-
ducting Quantum Interference Devices (SQUID’s) [22] where
they act as quantum sensors for the accurate measurement of
magnetic fields, or of rotations as in the case of cold atom
counterpart of SQUID devices [23, 24]. Persistent currents
have been the object of intense studies in different contexts of
quantum technologies like cold atoms [25–27], superconduct-
ing circuits [28], optical cavities [29], opto-mechanical cavi-
ties [30] and tailored reservoirs [31]. While charged or neutral
matter-wave persistent currents have been obtained in simpli-
fied situations, protocols achieving such states in more general
settings are still missing. We consider quantum systems that
can be mapped onto ring-shaped circuits comprising L local
units that we call sites. These systems encompass most of the
general features and challenging aspects for the generation of
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FIG. 1. a,b) Neural network to optimize generation of quantum states of currents. The quantum system is a ring-shaped circuit comprising L
lumped elements schematized as lattice sites. The wavefunction resides at site m with a local potential Pm(t) that can be changed in time. The
full control protocol (FCP) adjusts the potential at all sites individually in discrete timesteps tn to generate a current efficiently. To optimize
the protocol, the neural network takes the list of potentials P(t) at earlier timesteps and returns the potential Pm(t) to be applied to the quantum
system in the next timestep. A measure 〈Ψ| Oˆ |Ψ〉 given by observable Oˆ is measured and used to train the neural network. This process is
repeated until convergence. c) Example driving potential found by the optimization algorithm.
quantum currents in closed circuits. We propose to create cur-
rent states by locally driving the circuit in a suitable way. If
the system can be driven by changing few control parame-
ters, state engineering can be carried out through optimal con-
trol theory [32]. For increasingly large number of parameters,
however, the circuit driving cannot be handled with standard
means. In this work, we employ deep reinforcement learn-
ing to implement current state engineering by driving each
lattice site of the ring circuit independently. With our ap-
proach, we demonstrate that persistent currents with specific
winding number can be imparted, on a timescale that is much
shorter than other known protocols. Additionally, we can cre-
ate entangled current states of up to three winding numbers,
for which there is no known protocol. These protocols are
generated by training the neural network with experimental
observables only.
Local drive of Bose-Hubbard ring circuits. As sketched in
Fig.1b, our model system is a ring circuit comprising L sites,
a natural architecture to consider to generate persistent cur-
rents. Np ≥ 2 interacting scalar bosonic particles are filling
the ring lattice and can hop between nearest-neighbor sites j
and j + 1 with an amplitude J. The ring lattice can be lo-
cally driven by externally varying in time each on-site poten-
tial P j(t). Such a many-body quantum system is described by
the Bose-Hubbard Hamiltonian
HBH =
L∑
j=1
[
−J (aˆ†j aˆ j+1+aˆ†j+1aˆ j )+ P j(t) nˆ j+
U
2
nˆ j(nˆ j−1)
]
. (1)
Here aˆ j , aˆ
†
j and nˆ j = aˆ
†
j aˆ j are the usual bosonic creation, an-
nihilation and number operators on site j. They satisfy the
bosonic commutation relation [aˆi , aˆ
†
j ] = δi j. Periodic bound-
ary conditions are fixed by imposing aˆ†L+1 = aˆ
†
1. Finally U is
the on-site inter-particle interaction.
In the limit of a large average number of particles per site
Ns = Np/L  1, the Bose-Hubbard Hamiltonian effectively
reduces to the so-called quantum phase model (QPM)
HQP =
L∑
j=1
[
− 2JE cos(φˆ j − φˆ j+1) + P j(t) Qˆ j + U2 Qˆ
2
j
]
, (2)
where JE = JNs, Qˆ j = nˆ j − Ns is the on-site particle number
fluctuations and φ j the phase operators [33, 34]. The opera-
tors satisfy the commutation relations [φˆi, Qˆ j] = i~δi j. Hamil-
tonians (1) and (2) describe a wide class of different physical
quantum systems ranging from 1d arrays of Josephson junc-
tions and qubits [35] to atomtronic circuits, hence their theo-
retical importance in quantum technologies.
Quantum current states. In a coherent quantum circuit the
current states in the ring are quantized as the phase along
a closed path can only change by integer multiples of 2pi.
We describe these winding numbers k by defining the single-
particle winding state |k〉  bˆ†k |vac〉, where |vac〉 denotes the
vacuum state and bˆ†k =
1√
L
∑
n ei2pikn/Laˆ
†
n the quasi-momentum
creation operator (see Methods). In a ring system, the quasi-
momentum corresponds to the winding number. We choose
Ω = {k1, k2, . . . , kNC } as a set of NC winding numbers that
we want to prepare in a superposition state. In the simplest
instance, the many-body state is the tensor product state of
Np uncorrelated particles in the same quantum current state:
|PS 〉 =
(∑
k∈Ω 1√NC |k〉
)⊗Np
. However, because of the inter-
action, quantum correlations can develop between the dif-
ferent particles and the many-body state is generically en-
tangled. These states are beyond any classical description
and are notoriously difficult to generate. In the following,
we consider entangled quantum current states of the form
|ES〉 = 1√
NC
∑
k∈Ω |k〉⊗Np consisting of NC winding numbers.
Important examples of entangled current states that we will
specifically consider in the present work are the NOON-state
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FIG. 2. a) Starting from the ground state of the ring Hamiltonian as the initial state, we plot the time evolution of the fidelity F =
∣∣∣〈Ψ(T )|Ψtarget〉∣∣∣2
obtained with 2 different protocols for different numbers of particles. The first one (Barrier) consists of stirring the wavefunction by moving
a single-site barrier (PB = 2J for NP = 1, 2, PB = 1.6J for NP = 3 ) at a constant speed v = 0.53J (see curves on the right of the vertical
dotted line). The second protocol (FCP) is fully controlling the potential at every lattice site in time (see curves on the left of the vertical
dotted line). Bose-Hubbard model Eq. 1 with L = 12 and U = J and target state |Ψtarget〉 = |k = 1〉⊗Np : Full blue curves Np = 1; Dashed red
line: Np = 2; Dotted green curves: Np = 3. Quantum phase model (QPM) Eq.2 with L = 7, U = 3JE, and target state |Ψtarget〉 = |ΨQP(Φ1)〉
(see Methods): Long-dashed black curve. b) Fidelity obtained for the QPM with FCP protocol for NT = 6, L = 7, |Pm(t)| ≤ JE and limiting
number fluctuations at ∆Qˆm ≤ 2. c) Minimal time Tmin required to create rotational states above a threshold fidelity (Fmin = 0.95 for Np = 1,
else Fmin = 0.85) for different values of barrier amplitude. We find that the best rotation speed of barrier is at v ≈ 0.5J. d) Maximal fidelity
achieved when rotating barrier with amplitude PB and speed v for Np = 1 particles.
(NC = 2) and the W-state (NC = 3). To distinguish |ES〉 from
|PS〉, we will refer to the following certification measure for
NC ≥ 2
WΨ =
NNCC
N2NCp
∏
k∈Ω
〈Ψ| nˆknˆk |Ψ〉 , (3)
where nˆk = bˆ
†
k bˆk . It is easy to check that for entangled states
WES = 1 irrespective of Np and Nc, while for product states
WPS =
(
Np+Nc−1
NcNp
)Nc ≤ 916 , the upper bound being obtained for
Np = Nc = 2. Indeed, Eq. (3) behaves similarly to the fidelity
F = |〈Ψ|ES〉|2 and gives similar results for the state design (see
Supplemental Material and [36]). In contrast to the fidelity F
though, we note that WΨ is related to the density operator and
therefore is an observable. In a cold atom setting, for example,
WΨ can be accessed by measuring the number of particles in
a specific momentum mode, which can be achieved by time-
of-flight measurements [37] (see Methods).
These current states can be generated with the following al-
gorithm: The driving protocol of total time T is discretized
into NT timesteps of equal length ∆t = T/NT. The poten-
tial at each lattice site can be chosen freely within a range∣∣∣P j∣∣∣ < Pmax. Within each timestep, the system evolves under
constant parameters and we assume that the potential parame-
ters change instantaneously between two timesteps. We learn
the driving protocol via a deep Q-network [38]. We adapt our
method with the actor-critic method, and revised it to learn
over a continuous action space. Our method is using Proxi-
mal Policy optimization [39] and the implementation is based
on Tensorflow [40]. A sketch of the neural network including
a general explanation is shown in Fig.1, while the details to
the algorithm are presented in the Methods section. Here, we
note that our scheme relies on a model-free optimization algo-
rithm: The learning algorithm does not make any assumptions
about the specific system or knows about quantum mechan-
ics. As such, the algorithm can be supplied with experimental
data (in our case the potential parameters and measurement
observables) to optimize the experiment directly.
Stirring a localized barrier potential. Transforming the
non-rotating ground state to a specific rotating state requires
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FIG. 3. Certification measure WΨ for L = 12 sites for various parameters. Our target states are entangled states of NC winding numbers k of
type |ES〉 = 1√NC
∑
k∈Ω |k〉⊗Np of a set of winding numbers Ω = {k1, k2, . . . kNC }. a) WΨ as a function of protocol time T for Np = 2 particles,
NT = 6 timesteps and U = J b) WΨ for varying timesteps NT (Np = 2, U = J, Ω = {0, 1}). c) WΨ as a function of interaction U for different
types of states (Np = 2, NT = 6, T = 9/J). d) WΨ as a function of protocol time T for three different particle numbers NP (NT = 4, U = J,
Ω = {0, 1}).
perturbing the state in a manner that explicitly breaks time-
reversal symmetry. This has been implemented in cold atoms
settings [24, 25, 41]. Here, we adapt this stirring protocol to a
ring lattice: We move a potential barrier initially localized at
one site of height PB to the next site with a fixed rate v, in a
time tjump = 1/v. We target generating current states with one
winding number, starting from the ground state of the system.
We find that a high fidelity is reached by driving the ring for
a time of about T = 20/J for different particle numbers Np
(rightmost curves in Fig.2a). Consistently with previous re-
sults, we find that the first rotational state is created best by
stirring with about a speed of half the desired atom velocity
(see Fig.2d, [42]). The actual implementation of the barrier
protocol implies a trade-off between achieving high fidelity
F and short protocol time T : With increasing PB the maximal
achievable fidelity decreases, however it is reached in a shorter
time T (see Fig.2c). To shorten the protocol run time without
sacrificing fidelity, more complex protocols are required.
Local control of the circuit. To achieve a higher control
over the dynamics of the quantum system, we define the Full
Control Protocol (FCP) in which each lattice site is driven in-
dividually. In Fig.2a, we compare stirring and FCP to generate
current state with winding number k = 1. The FCP reaches a
better fidelity than the barrier driving protocol requiring only
half the time or less. An example protocol that optimizes the
state generation is shown in Fig.1c. Next, we study a ring with
many cold atoms. We employ the QPM Eq.(2) to describe the
limit of many atoms and intermediate interaction. We show
our results in the black curve in Fig.2a and in Fig.2b. The fi-
delity is initially non-zero as the ground state of the QPM has
a broad winding number distribution and finite overlap with
the target state. To create a state with high fidelity, a sufficient
protocol time T is required. After that, further increase in T
does not enhance fidelity anymore.
To go beyond quantum currents states composed of a sin-
gle winding number, we employ FCP to engineer entangled
superposition of winding numbers. This way, we demonstrate
the preparation of entangled superposition states of different
currents for up to three winding numbers for which no driving
protocols are known so far to our knowledge (see Fig.3a). The
fidelity improves over protocol time T and reaches eventually
a plateau. The number of time steps is important to generate
current states. With increasing number of steps, higher fidelity
is reached. For interacting systems, we achieve best results for
NT ≥ 4 for (Fig.3b). Sufficient interaction U between particles
is necessary to generate entangled currents. We find that there
is an optimal interaction U ≈ J, for which we achieve best
fidelity (Fig.3c). All states we considered show similar scal-
5ing with interaction energy, however the certification measure
is lower for states of higher winding number. The certifica-
tion measure increases with longer protocol time T until the it
reaches a plateau (see Fig.3d). Increasing T beyond does not
improve the state generation. For single-particle superposi-
tions, the threshold time to reach the plateau is about T ≈ 3/J.
For interacting system with a few particles, we find that longer
times T are required.
Discussion. In this work we demonstrated how to use ma-
chine learning for the efficient generation of currents in closed
quantum circuits. The essential features of this problem are
captured by a ring consisting of lumped elements which we
schematize as lattice sites. We introduced the Full Control
Protocol (FCP), where all sites of the lattice are driven indi-
vidually. The FCP scheme defines a challenging problem with
a large numbers of parameters to be optimized. We solve this
problem with deep reinforcement learning. A neuronal net-
work, running on a classical computer, generates the sequence
of potentials to be applied on the quantum system. Then, we
measure the fidelity or certification measure and optimize the
neuronal network with it. Running this procedure repeatedly
will improve the machine-generated protocol. Our algorithm
can optimize large parameter spaces (we demonstrate up to
108 free parameters). The algorithm is agnostic of the under-
lying physical system as a kind of hybrid quantum-classical
optimizer [43–45]. It can be directly applied to systems like
cold atoms, superconducting arrays or photonic waveguides,
relying only on readily available experimental observables.
As a demonstration, we applied our algorithm to fundamental
bosonic models (Bose-Hubbard and quantum phase model).
Our protocol can generate current states consisting of a single
winding number more than twice as fast and with higher fi-
delity compared to the standard stirring scheme used so far
by the cold atom community - Fig. 2a. We demonstrated
entangled superpositions of currents in Fig. 3. For the cer-
tification of these states, we devised the measure WΨ that
is benchmarked by comparing it with the fidelity with the
entangled state (see Supplemental Material). Here, we use
WΨ instead of the fidelity F itself, since WΨ is a convenient
observable that can be measured in experiments and allows
our scheme to be directly applied to optimise actual experi-
mental setups in quantum technology. Besides current states
with a single winding number and NOON states, we real-
ize entangled current states of W-type involving three wind-
ing number. In rotating cold atoms, the latter states entan-
gle three angular momentum states. To our knowledge, no
known protocols for such states have been devised so far. We
find that the complexity of the driving protocol (protocol time
and number of time steps) depends on the number of par-
ticles: Non-interacting systems can generate currents much
faster and with simpler protocols compared to the interacting
many-body system. Both small and large number of particles
regimes (through Bose-Hubbard and quantum phase dynam-
ics respectively) were explored.
Our results are of direct relevance in different contexts of
quantum technology like cold-atoms and superconductiong
circuits. Our approach can be extended to other quantum
many-body systems and readily applied to prepare current
states in more complex circuit geometries and hybrid quan-
tum networks. In particular, the preparation of current states
and entanglement is very relevant for quantum-enhanced sens-
ing [46]. Finally, it would be of major interest to compare
our deep reinforcement learning based method with other op-
timization methods like GRAPE or CRAB [19].
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METHODS
Winding number states
To define our current states, we transform the ring Hamil-
tonian Eq. 1 of L sites with U = 0 and P j = 0 by Fourier
transforming the operators into the quasi-momentum basis
HFT =
L−1∑
k=0
−2J cos
(
2pik
L
)
nˆk , (4)
where nˆk = bˆ
†
k bˆk , with bˆ
†
k =
1√
L
∑
n ei2pikn/Laˆ
†
n. As the wave-
function around the ring is continuous, the wavefunction must
be the same after going once around the ring. Thus, we
demand exp
(
i 2pikL n
)
= exp
(
i 2pikL (n + L)
)
, which is only ful-
filled if k is an integer number, which describes how often
the phase of the wavefunction winds by 2pi around the ring.
The state with winding number k for a single particle is de-
fined as bˆ†k |vac〉 = |k〉, where vac denotes the vacuum state.
Many-body states are generated as tensor products of parti-
cles, e.g. a state with Np particles with winding number k is
given by |Ψk〉 = |k〉⊗Np . For this state, the expectation value
of the number of particles with winding number k is given by
〈nˆk〉 = 〈Ψk | nˆk |Ψk〉 = Np.
Quantum phase model fidelity
To define the current state for the quantum phase model
(QPM), we use the QPM with an applied artificial magnetic
7field ΦM
HQP(ΦM) =
L∑
j=1
[
−2JNs cos(φˆ j−φˆ j+1−ΦM)+P j(t) Qˆ j+U2 Qˆ
2
j
]
.
(5)
To define the target state that carries a current, we refer to the
ground state with a winding number distribution that is cen-
tered around a specific winding number, depending on ΦM.
For ΦM =
2pi j
L , the ground state
∣∣∣ΨQP(Φk)〉 winding number
distribution is centered around the winding number k. We de-
fine the fidelity as
∣∣∣〈Ψ|ΨQP(Φk)〉∣∣∣2.
Measuring entangled current
To characterize the entangled current states, we define the
certification measure Eq.3, which is a product of expecta-
tion values of observables. Experimentally, one is required
to measure the square of the particle-number operator
〈
nˆ2k
〉
of the winding number mode k. For cold atoms condensates,
this measure can be determined from time-of-flight measure-
ments, where the prepared state is expanded in free space [37].
For superconducting circuits, the expectation value of the
square of the particle number of a specific winding number
k can be derived from the expectation value of fourth order
correlators between different qubits. We find
nˆ2k =
1
L2
∑
n,m,r,s
ei2pik(n+r−m−s)/Laˆ†naˆmaˆ
†
r aˆs ,
where the correlators can be derived by Fourier transforming
the annihilation and creation operators of the operator.
Deep reinforcement learning
Here, we describe our machine learning algorithm in more
detail. A detailed figure on the neuronal network structure
and pseudo-code is found in the Supplemental Material. We
learn the driving protocol via a deep Q-learning network [38],
utilizing the actor-critic method acting on a continuous action
space. Our method is using Proximal Policy optimization[39]
and the implementation is based on Tensorflow [40]. The
quantum system is controlled by an agent, that depending on
the state st of the system acts with an action at using the proba-
bilistic policy pi(at |st). The idea of Q-learning is to find the Q-
function Qpi(st, at) that estimates the future reward that is paid
out at the end the full protocol with this policy. The goal is to
learn a policy that can realize long-term rewards over smaller
short-term gains. The optimal Q-function is determined by
the Bellman equation
Q(st, at, pi) = E
[
rt + γQ(st+1, at+1, pi)
]
= E
[
rt + γrt+1 + γ2rt+2 + . . .
]
where E[.] indicates sampling over many instances. γ ≤ 1 is
a discount factor that weighs future rewards against immedi-
ate rewards. The input to the neural network are the Hamilton
parameters at previous timesteps and it outputs the parame-
ters for the policy pi(at |st, µ, σ), where the actions are sampled
from a normal distribution with mean value µ and width σ. µ
is determined by the neural network and σ is optimized as a
global variable and decreases during the optimization proce-
dure. We constrain the possible output values for the poten-
tial by mapping values outside of the constraint to the max-
imally allowed value. Proximal policy optimization is based
on the actor-critic method. The idea is to have two neural
networks: A policy network and a value network. The pol-
icy network (actor) decides on the next action by determin-
ing the parameters of the policy. The value based network
(critic) evaluates the taken action on how well it solves the
task and estimates the future expected reward. It is used as
an input to train the policy network. The two networks are
trained at the same time using Adam [47]. Better performance
can be achieved if the Q-function is split into two parts[48]:
Q(st, at) = A(st, at) + V(st), where A(st, at) is the advantage
function and V(st) the value function. V(st) gives the expected
future reward averaged over the possible actions according to
the policy. This is the output of the critic network. A(st, at)
gives the improvement in reward for action at compared to
the mean of all choices. We estimate the Q-function from the
value function with Q(st, at) = rt +γV(st+1), where rt is the re-
ward given out under action at and V(st+1 is the value function
for the next timestep. We then minimize the square of the dif-
ference of the value function of the network and the predicted
reward in the next timestep LV(θ) = Et
[
(Vθ(st) − yt)2
]
, where
θ are the current network parameters, yt = rt + Vt+1 is the
calculated reward of the next timestep.The advantage func-
tion A(st, at) = Q(st, at) − V(st) tells us how good a certain
action at is compared to other possible actions. Using above
estimation of the Q-function, the advantage function can be
approximated. The advantage function is the input to train the
policy network (the actor). Following the idea of proximal
policy optimization [39], the goal is to maximize
Lp(θ) = Et
[
piθ(st, at)
piθold (st, at)
A(st, at)
]
, (6)
where θ are the network parameters and θold are the network
parameters of a previous instance. Maximizing Lp(θ) for the
network parameters θ over many sampled instances guides the
distribution piθ(st, at) such that it returns actions at with maxi-
mal advantage. However, the ratio
bt(θ) =
piθ(st, at)
piθold (st, at)
can acquire excessive large values, causing too large changes
in the policy in every training step and making convergence
difficult. It was proposed to use a clipped ratio [39]
Lp(θ) = Et
[
min
{
bt(θ)A(st, at), clip(rt(θ), 1 − , 1 + )A(st, at)}] ,
8such that the update at each step stays in reasonable bounds.
We use  = 0.1. We optimize the neural network over
many epochs NE. For our results, we show the best protocol
that was achieved during the optimization process. We up-
date the network by randomly sampling Ntrain past iterations
from a memory (replay Buffer B) that stores the last Nmemory
epochs. To reduce premature convergence, we add the entropy
of the normal distributions of the policy to the loss function
LS(θ) = Et
[
1
2σ ln(2pie)
]
. This contribution slows down opti-
mization to avoid convergence to a local minimum. The final
loss function to optimize is L(θ) = Lp − cvLV + csLS, where cs
and cv are hyperparameters. We find cs = 0.02 and cV = 0.5
as good choices. A sketch of our neural network is shown
in Fig.1. The protocol solves the Schro¨dinger equation for
a total time T with NT discrete timesteps of width ∆t, with
respective times tn. The network determines the Hamilton pa-
rameters at different sites m of in total L sites. For one epoch,
the system runs the network NT times. Input are the potentials
used at previous timesteps tn, and it returns the parameters to
be used for the n + 1 timestep. The input vector has length
(L + 1)NT ; it lists the parameters and the corresponding times
tk used up to current timestep tk : t1 . . . tn. The network prop-
agates through two hidden layers of fully connected neurons
of size NH with ReLu activation functions. The output layer
has size L + 1 and uses a linear activation function. For the
value function (critic), the output of the last hidden layer is
collected to a single node, that represents the value function
V(st). For the policy (actor), L outputs determine the mean
values of the normal distribution that generates the potential
at the next timestep tn+1 of the protocol. The neuronal network
is trained with the loss function after calculating the full time
evolution to time T and measuring all the rewards.
For the actual implementation, we choose the following pa-
rameters: learning rate with Adam α = 0.0002, NH = 200
neurons in the hidden layer, training over NE = 120000
epochs, training with a randomly sampled batch size 500, a
replay buffer B of Ntrain = 500NT previous results.
A: Fidelity with entangled state
In the main text, we discuss entangled current states using
the certification measure WΨ. This measure is closely related
to the fidelity with the entangled state |ES〉. In Fig.4, we show
results on the fidelity for the same parameters as in the main
text in Fig.3. We find that the fidelity behaves similar to the
certification measure. The certification measure is always zero
for the initial state (e.g. seen for datapoints with T = 0), how-
ever the fidelity can be non-zero. This is because the initial
state has in some cases a finite overlap with the target entan-
gled state. In contrast, the certification measure is constructed
that this initial overlap does not affect it and it is zero.
B: Supporting numerical results
Here, we present further data to support our findings. To
solve the quantum phase model numerically, we restrict the
fluctuations around the mean particle number to ∆Qˆm. In
Fig.5, we show the fidelity for ∆Qˆm = 4 and L = 5.
In the main text, we demonstrate the generation of a state
with winding number k = 1 using the barrier protocol. The
same protocol can also generate superposition states of k =
0 and k = 1. To generate the entangled state, the barrier is
rotated at the same speed as for the k = 1 case with shorter
time T . In Fig.6, we study the dynamics of creating entangled
superposition states and compare the FCP against driving a
barrier.
C: Deep reinforcement learning
The details on our deep reinforcement learning algorithm
are given in the method section of the main text. Here, we
show an explanatory figure (Fig. 7) to illustrate the learn-
ing algorithm and the structure of the neuronal network. A
pseudo-code of the algorithm is given in Fig.8.
D: Optimization runtime
The machine learning algorithm starts with a randomly ini-
tialized neuronal network, that generates the driving sequence.
By running repeatedly, the network generates better driving
sequences. Finally, we plot the best driving sequence found
during the training episode. Here, we show results on the
training procedure. The fidelity achieved increases during the
training over many episodes. In Fig.9, we show the fidelities
during the training procedure for the FCP protocols that were
used for Fig.2a of the main text.
E: Statistics
Our goal is to optimize a high-parameter space driving pro-
tocol. In general, the optimization landscape is complex, with
many local minima. We run the machine learning algorithm
several times, and look at the convergence of the certification
measure. As the algorithm is non-deterministic and not guar-
anteed to converge to the global minimum, each run can yield
different end results. In Fig.10, we show the minimal and
maximal certification measure achieved for 20 runs to cre-
ate entangled states. For reaching Ω = {0, 1} we see only a
small variation between minimal and maximal achieved certi-
fication measure –Fig.10a. Thus, in one run of the algorithm
we can be sure that a very good solution is found. However,
we see a significant spread in certification measure results for
higher particle number and more complex entangled states,
e.g. Ω = {−1, 1} and Np = 3 particles –Fig.10b. Thus, for
this parameter set to find the best result, several runs have to
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FIG. 4. Comparison fidelity with entangled state F = |〈Ψ|ES〉|2 (for index 1) and certification measure WΨ (for index 2) for L = 12 sites
for various parameters. Same parameters as in Fig.3 of main text. We optimize for equal weight entangled states of NC winding number k
of type |ES〉 = 1√NC
∑
k∈Ω |k〉⊗Np of a set of winding number Ω = {k1, k2, . . . kNC }. a) Varying time T to generate different entangled states for
Np = 2 particles, NT = 6 timesteps and U = J b) For varying timesteps NT to reach state Ω = {0, 1} for Np = 2 particles. c) Interaction U
dependence for different types of states for NT = 6 timesteps and protocol time T = 9/J. d) total protocol time T for NT = 4 timesteps to
generate entangled superposition state of winding number Ω = {0, 1}.
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FIG. 5. Fidelity of generating the current state for quantum phase
model. Initial state is the ground state, target state the ground state of
the model for with one flux quantum. Plot shows fidelity of reaching
target state
∣∣∣ΨQP(Φ1)〉 for different protocol times T . We restrict the
local Hilbert space ∆Qˆm = 4. We choose NT = 8, L = 5, potential
|Pmax < JE|.
performed. This implies that the complexity and difficulty of
the optimization problem to generate entangles states is highly
dependent on the parameters of the problem. We took care to
check that the variance of the solutions is within reasonable
bounds for our results.
F: Experimental considerations
For a cold atom implementation, the driving of the ring
lattice can create excitations. Within the Bose-Hubbard ap-
proximation, only the first Bloch band is considered. It is
assumed that higher Bloch bands are far-detuned in energy
and thus do not contribute. In most experiments, the energy
gap between the Bloch bands within harmonic approximation
in the lattice well is given by Elattice = 2
√
V0ER, where V0
is the potential energy of a sinusoidal confinement and ER
is the recoil energy [49]. For typical V0 = 10ER, we find
Elattice = 6.3ER. The nearest-neighbor coupling J can be ap-
proximated as J/ER = 4√pi
(
V0
ER
)3/4
exp
(
−2
√
V0
ER
)
≈ 0.02 [37].
Thus, the energy separation between first and second Bloch
band is ∆E = Elattice/J ≈ 315. From first order perturba-
tion theory, we know that the overlap with higher-order states
scales as P/∆E, where Pmax is the strength of the perturba-
tion. The perturbation of the potential that we apply is on the
order of Pmax = J, which is much smaller than the energy gap.
Thus, we can safely ignore excitations to higher Bloch bands.
For the quantum phase model, the nearest-neighbor coupling
strength scales as JE = JNp/L. To justify the one Bloch band
approximation, JE has to much less than the energy gap be-
tween the Bloch bands. Thus, JE =
JNp
L  Elattice.
For cold atoms, the control parameter to change the local
potential P j is the potential V0. In our protocol, we change
P j(t) and thus V0 in time on the order of the nearest-neighbor
coupling J. However, J is actually function of V0 and thus
may change due to the driving. However, as V0  J, changing
V0 on the order of J has a negligible effect on J.
The potential has to be controlled by experimental control.
We assume a step-wise control of the potential, with sharp
changes in the potential. We apply steps in our experiments
that change the potential on the order of J, at timescales of J.
We detail how this be realized in experiment. In the case of
cold atoms, the potential is generated by laser pulses. Light-
shaping techniques can modify the potential with a frequency
of about 20kHz [5]. The relevant timescales of the experiment
are on the order of J, which are far smaller. For superconduct-
ing circuits, the potential is controlled by microwave pulses
that modifies the circuit potential. The circuit can be modu-
lated on the order of 35MHz, while the nearest-neighbor cou-
plings are far slower with J ≈ 4MHz [28]. Thus, we conclude
that the driving parameters can feasible be modulated on the
time scales we consider.
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FIG. 6. Generation of (entangled) superposition states of zero and one rotational quantum Ω = {0, 1} in a ring lattice with L = 12 sites.
Evolution of fidelity F (see Eq.3) during driving. We compare two different protocols: A barrier localized at a single site moving at constant
speed (right curves in a)) or fully controlling the potential (FCP) of every lattice individually (left curves of a)). c) Minimal time Tmin required
to create rotational states above a threshold fidelity (Fmin = 0.95 for Np = 1, else Fmin = 0.8) for different values of barrier amplitude. We find
best rotation speed of barrier is at v ≈ 0.5J. c) best protocol for rotating barrier. Curve shows barrier position over time d) best protocol for
full control over lattice potentials for a protocol of two timesteps nt. Barrier and full control protocols shown calculated for Np = 1 particles.
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FIG. 7. Neural network to optimize protocols to generate quantum states. Deep learning relies on representing a highly complex function (e.g.
the quality of the driving protocol) with a neural network, and optimize it using observable data (e.g. measurement outcomes). The quantum
system is a lattice ring with L sites where particles can hop between neighboring sites with strength j. Each site m has a local potential Pm(tn)
that can be modulated in discrete timesteps tn. The neural network controls the evolution of the quantum system by adjusting Pm(tn) and
optimizes the parameters over many runs. The neural network performs step-wise evolution of the quantum in NT discrete time steps tn over
total runtime T . It uses the chosen potentials of previous time steps as an input (state s(tn)), and returns the potentials to be chosen at the next
step (action a(tn)) by sampling them from a Gaussian distribution. The training is performed by using a measure for the quantum state (reward
(tn)).
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Randomly initialize critic V(s|θ) and actor µ(s|θ) with weights θ
Initialize replay buffer B
for episode=1,NE do
Input initial state s1
for t = 1,NT do
Sample action at = µ(st |θ) from probability distribution
Execute action at, receive reward rt and next state st+1
Sample random batch of Ntrain transitions (st,at,rt,st+1) from B
Set yt = rt + γV(st+1)
Update critic by minimizing loss L = 1M
∑
i(yi − V(si|θ))2
Calculate advantage function A(st, at) = Q(st, at) − V(st) = rt + γV(st+1) − V(st)
Calculate probability ratio rp = P(at |µ(st |θ))/P(at |µ(st |θold)) of current policy µ(st |θ) and previous policy µ(st |θold)
function clip
(
rp, c
)
clips rp between 1 − c < rp < 1 + c
Update actor policy with clipped loss L = min
[
rpA(st, at), A(st, at)clip
(
rp, c
)]
end for
Store (st,at,rt,st+1) ∀t in replay buffer B
end for
FIG. 8. Pseudo-code for our proximal policy optimization algorithm to generate quantum states.
a b
c d
FIG. 9. Optimization of the FCP protocol by the neuronal network over the number of epochs (number of protocol runs). We show exemplary
data that generated the protocol shown in Fig.2a of the main text. The dots indicate fidelity achieved during a particular run, while the red line
is the moving average over the results. a) Np = 1 b) Np = 2 c) Np = 3 d) quantum phase model.
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FIG. 10. Statistics (minimum, maximum and average certification
measure WΨ) over 20 repeated runs of the algorithm for different
parameter sets a) different particle numbers Np for NT = 4, T = 8/J,
U = J, Ω = {0, 1} b) different protocol steps NT for a total protocol
length of T = 10/J, Ω = {−1, 1}, L = 12 sites for Np = 3 particles
and U = J. Driving with local potential |P| < Pmax = J.
