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ABSTRACT  
 
Examining the effect of repeating stimuli on brain activity is important for theories of 
perception, learning and memory. Functional magnetic resonance imaging (fMRI) is 
a non-invasive way to examine repetition-related effects in the human brain. 
However the Blood-Oxygenation Level-Dependent (BOLD) signal measured by 
fMRI is far removed from the electrical activity recorded from single cells in animal 
studies of repetition effects. Despite that, there have been many claims about the 
neural mechanisms associated with fMRI repetition effects. However, none of these 
claims has adequately considered the temporal and spatial resolution limitations of 
fMRI. In this thesis, I tackle these limitations by combining simulations and 
modelling in order to infer repetition-related changes at the neural level. I start by 
considering temporal limitations in terms of the various types of general linear model 
(GLM) that have used to deconvolve single-trial BOLD estimates. Through 
simulations, I demonstrate that different GLMs are best depending on the relative 
size of trial-variance versus scan-variance, and the coherence of those variabilities 
across voxels. To address the spatial limitations, I identify six univariate and 
multivariate properties of repetition effects measured by event-related fMRI in 
regions of interest (ROI), including how repetition affects the ability to classify two 
classes of stimuli. To link these properties to underlying neural mechanisms, I create 
twelve models, inspired by single-cell studies. Using a grid search across model 
parameters, I find that only one model (“local scaling”) can account for all six fMRI 
properties simultaneously. I then validate this result on an independent dataset that 
involves a different stimulus set, protocol and ROI. Finally, I investigate 
classification of initial versus repeated presentations, regardless of the stimulus class. 
This work provides a better understanding of the neural correlates of stimulus 
repetition effects, as well as illustrating the importance of formal modelling.  
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LIST OF FIGURES 
 
Figure 1.1: Illustrates how suppression of mean activity within a brain region of 7x7      
hypothetical neurons can be achieved via global suppression of all the units or 
selective suppression of some neurons (in reality, each neuron represents a large 
number of neurons with similar response profiles). Lighter colours indicate higher 
activity. p number = presentation number. 
 
Figure 1.2: Illustrates the correspondence between neural pattern and the voxel 
pattern and compares the effects of uniform RS (Panel B) versus different types of 
non-uniform RS (Panels C & D) on the initial voxel pattern (see the text for more 
details). 
 
Figure 1.3: Compares various effects of repetition on stimulus patterns across two 
voxels. Top panels show effect of repetition on the ability to classify two stimuli, S1 
and S2 (red lines show possible decision boundary for initial presentations; blue lines 
are for repeated presentations). Bottom panels show same patterns in top panels, but 
after Z-scoring across the voxels (i.e, mean-correcting and scaling by standard 
deviation over voxels), and the grey lines now show possible decision boundaries for 
classifying initial versus repeated presentations, regardless the stimulus type. Note 
that the simulations involved more than 2 voxels, but are shown for just 2 voxels for 
simplicity. 
 
Figure 2.1:  Example fMRI GLM design matrices for A) Least-Squares Unitary 
(LSU), B) Least-Squares All (LSA), C) Least-Squares Separate (LSS) with SOA = 
32s. Tn = Trial number. 
Figure 2.2:  Precision of Population Mean (PPM) of the difference between two trial-
types as a function of SOA (y-axes) and scan-variability (numbers on the bottom x-
axes), for each degree of trial-variability (numbers on the top x-axes) for LSA (Panel 
A) and LSS (Panel B). Ratio of PPM for LSA relative to LSS (Panel C). The colour 
map for panel C has been log transformed to base 10 for visibility. 
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Figure 2.3: Log of precision of Sample Correlation (PSC) for two randomly 
intermixed trial-types for LSA (A) and LSS (B). Log of ratio of PSC in panel (C) for 
LSA relative to LSS. See Figure 2.2 legend for more details. 
 
Figure 2.4: Example of sequence of parameter estimates ( ˆ j ) for 50 trials of one 
stimulus class with SOA of 2s (true population mean B=3) when trial-variability 
(SD=0.1) is less than scan-variability (SD=0.3; top row) or trial-variability (SD=0.3) 
is greater than scan-variability (SD=0.1; bottom row), from LSA (left panels, in blue) 
and LSS (right panels, in red). Individual trial responses 
j are shown in green 
(identical in left and right plots).  
Figure 2.5: SVM classification performance for LSA (panels A + C + E) and LSS 
(panels B + D + F) for incoherent trial and scan variability (panels A + B), coherent 
trial-variability and incoherent scan variability (panels C + D) and incoherent trial 
variability and coherent scan-variability (panels E + F). Note colourbar is not log-
transformed (raw accuracy, where 0.5 is chance and 1.0 is perfect classification). 
Note that coherent and incoherent cases are equivalent when trial-variability is zero 
(but LSA and LSS are not equivalent even when trial-variability is zero). See Figure 
2.2 legend for more details. 
 
Figure 2.6: Log of ratio of LSA relative to LSS SVM classification performance 
(CP) for (A) incoherent trial variability and incoherent scan-variability, (B) coherent 
trial variability and incoherent scan variability and (C) incoherent trial-variability 
and coherent scan-variability. See Figure 2.2 legends for more detail. Note that only 
SOAs up to 10s are shown on the y-axes to clarify effects. 
Figure 2.7: Illustration of coherent- trial and scan-variability across two voxels 
(SOA=2s and scan SD=0.2). Panels on top show parameters/estimates for 90 trials of 
each of two trial-types (trials 1-90 and 91-180 respectively) for each voxel (separate 
lines); bottom panels show difference between voxels for each trial (which 
determines CP). Left most Panels show true parameters (
j ), drawn from Gaussian 
with SD=0.3 and different means for each voxel. Middle and right Panels show 
corresponding parameter estimates ( ˆ j ) from LSA and LSS models.  
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Figure 2.8: Illustration of CP performance in cases A) incoherent trial and scan 
variability across two voxels. B) coherent trial variability with incoherent scan 
variability, C) incoherent trial-variability with coherent scan variability. See Figure 
2.7 legend and the text for details.  
 
Figure 3.1: Showing the experimental design, with a thresholded Fusiform Face Area 
(FFA) mask from a group analyses (for more details about the experimental design, 
see Wakeman & Henson 2015). imm.rep. = immediate repetition, del.rep = delayed 
repetition. 
 
Figure 3.2: Shows the custom design matrix [LSU LSA] and the resulted average F-
contrast (log-transformed) for LSA showing extensive variabilities not captured by 
LSU. 
Figure 3.3: Illustrates the efficiency measures through A) assessing voxel pattern 
stability across the runs, first, by measuring the mean pattern difference between the 
two stimulus types for each run, then these measures are compared across the 
independent runs to assess the stability of the voxel values across the runs by 
measuring  either their SDs (univariate – section 3.3.1.1) or pattern similarity using 
correlation (multivariate – 3.3.2.1), B) assessing trial pattern stability across the runs, 
first, by correlating the trial vectors among all the voxels to measure the trial pattern 
coherency within FFA, then these coherency matrices are compared among the runs 
using SD (section 3.3.1.2).  
Figure 3.4: Shows the optimal GLM for the average trial responses using standard 
deviation of the beta estimates differences across the runs (lower is better). Error bars 
are 95% CI given between-participant variability, so can overlap even if within-
participant differences are significant in a paired t-test. 
Figure 3.5: Shows the results of Beta series correlations in FFA for both GLMs.   
Figure 3.6: Upper panels show the SD of Beta series correlations between all pairs of 
voxels in FFA mask. Lower panels show the normalised SD by the mean correlations 
in Figure 3.5. (error bars = 95% CI). 
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Figure 3.7: Compares the similarity of voxel pattern differences across the 
independent runs for each GLM (higher is better).  Errors are CI 95%. Again note 
that error bars can be misleading for LSS and LSU as this is a paired t-test (see the 
text for the stats) 
Figure 3.8: Compares the trial-wise classification accuracy among the GLMs using 
Linear SVM in FFA for A) F_init vs S_init and B) F_init vs F_imm. (Higher is 
better, error bars = 95% CI). 
Figure 3.9:. Searchlight analyses of CP across subjects (p<0.05 FWE) for F_init vs 
S_init. Upper panels show one-sample t-tests vs chance classification; lower panels 
show paired t-test for LSA vs LSS. 
Figure 3.10: Searchlight analyses of CP across subjects (p<0.001 uncorrected) for 
F_init vs F_imm. See Figure 3.9 legend for more details. 
Figure 4.1: Shows the results of the six metrics in FFA. Bars reflect mean across 
participants for each condition (init = initial presentation; rep = repeated 
presentation), with error bars reflecting 95% confidence interval versus zero; 
diagonal line represents slope of linear contrast across conditions (red = positive; 
blue = negative) with dashed error margins reflecting 95% confidence interval of that 
slope (equivalent to pairwise difference when only two conditions) and p-value 
indicated above. 
Figure 5.1:  Example tuning curves along a stimulus dimension (ranging from 0 to 
X), both before (blue) and after (red) repetition of a single stimulus (with value X/4, 
shown by green line) according to the twelve different neural models of repetition 
suppression, created by crossing four mechanisms (rows) with three domains 
(columns).  For illustrative purposes, only five neural populations are shown, 
equally-spaced along the stimulus dimension.  
Figure 5.2: Distance functions, showing how amount of adaptation depends on 
distance between stimulus class (x-axis) and neural preference (here X/4). The c 
parameter is fixed to 0.5, while the b parameter is shown from 0.1 to  , though note 
that in our simulations, b only ranged from 0.1 to X/2.  
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Figure 5.3: Simulation results for each of the 12 models (columns) for each of the 6 
data features (rows). Each coloured circle represents either no effect (flat; white), a 
decrease (blue), an increase (red), or some combination of these, when the model 
parameters c, b, and σ could take any value (within the grid search) for any data 
features (i.e parameters were not constrained to be same across data patterns; cf 
Figure 5.4). 
 
Figure 5.4: The maximum number of data properties explained by each model when 
parameters are constrained to be equal across all data properties. Note that, for some 
models that can explain only 4 or 5 data properties with the same parameter values, 
there may be different subsets of the same number of data properties that can be 
explained (i.e., this figure only shows one such subset). 
 
Figure 5.5: Predicted data features from averaging 18 simulation runs using the 
winning model (local scaling), with parameters: a=0.7, b=0.3, σ=0.2 (cf. data in 
Figure 4.1) to explain the behaviour of the average participant (fixed effect). Apart 
from the correlations, the Y-axes have arbitrary units. All trends were significant 
p<0.001; error bars are CI 95%. 
 
Figure 6.1: Showing the experimental design, with the V1 mask from Alink et al 
(2013). 
Figure 6.2: Results of the six data features in V1. Bars reflect mean across 
participants of each condition (init = initial presentation; rep = repeated 
presentation), with error bars reflecting 95% confidence interval versus zero; 
diagonal line represents slope of linear contrast across conditions (red = positive; 
blue = negative) with dashed error margins reflecting 95% confidence interval of that 
slope (equivalent to pairwise difference when only two conditions) and p-value 
indicated above. 
Figure 6.3: Distance functions on circular stimulus dimension, showing how amount 
of adaptation depends on distance between stimulus class (x-axis) and neural 
preference (here X/4). The c parameter is fixed to 0.5, while the b parameter is 
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shown from 0.1 to ∞, though note that in our simulations, b only ranged from 0.1 to 
X/2.  
Figure 6.4: Example tuning curves before (blue) and after (red) after adaptation to 
both orientations (X/4 and 3X/4), according to the twelve different neural models of 
adaptation.  For illustrative purposes, we only show 4 neural populations equally-
spaced along the stimulus dimension; in the simulations below, we sampled the 
population preferences randomly from a uniform distribution across 8 possible 
equally-spaced orientations (see Chapter 5 for details). 
Figure 6.5: Simulation results for each of the 12 models (columns) for each of the 6 
data features (rows). Each coloured circle represents either no effect (flat; white), a 
decrease (blue), an increase (red), or some combination of these, when the model 
parameters c, b, and σ could take any value (within the grid search) for any data 
features (i.e parameters were not constrained to be same across data patterns; cf 
below). 
Figure 6.6: The maximum number of data properties explained by each model when 
parameters are constrained to be equal across all data properties. Note that, for some 
models that can explain only 4 or 5 data properties with the same parameter values, 
there may be different subsets of the same number of data properties that can be 
explained (i.e., this figure only shows one such subset). 
Figure 6.7: Predicted data features from averaging 18 simulation runs using the 
winning model (local scaling), with parameters: a=0.8, b=0.4, σ=0.4 (cf. data in 
Figure 6.2) to explain the behaviour of the average participant (fixed effect). Apart 
from the correlations, the Y-axes have arbitrary units. All trends were significant 
p<0.001; error bars are CI 95%. 
 
Figure 6.8: Unpacks the AMS by ranking voxel bins by their absolute t-values for 
both the initial (init) and the repeated (rep) trial types and their difference (black 
bars). A & B shows the results in fMRI datasets while C & D shows the simulated 
results using the local scaling using the fitting parameters σ=0.2 a=0.7 b=0.2 
(Exp.1) and σ=0.4, a=0.8, b=0.2 (Exp. 2). 
12 
 
Figure 6.9:. Example of two types of voxel possessing neural populations with 
narrow tuning widths (σ=0.2). Numbers at the bottom of each voxel represent the 
summed neuronal responses for S1 or S2 at the green line. Bars at the bottom ranked 
by selectivity and shows the summed response for S1 and S2 in both initial response 
(init) and the repeated response (rep). The black bars are the difference (init-rep) (see 
the text for details) 
 
Figure 6.10:. Example of two types of voxel possessing neural populations that has 
the same distribution as Figure 6.9 but with broad tuning widths (σ=0.4). (see Figure 
6.9 legends and the text for details) 
 
Figure 7.1: Illustrates the effect of local scaling on two different voxels (voxel-1 and 
voxel-2) with different underling distributions of neural preferences. The large 
squares show the neural populations within each voxel in the initial phase (Panel-A) 
and after adaptation with a local scaling model (Panel-B). The small squares show 
the total voxel activities after summing the firing rate for all the neural populations at 
S1. 
 
Figure 7.2: Illustrates the effect of local scaling model on Pattern Mean (PM) and Z-
scored Pattern (ZP). Panel A) shows the effect of local scaling on two different 
voxels: voxel-1 (top row), and voxel-2 (bottom row). Each voxel has a different 
underlying distribution of neural preferences. (Note that the neurons in the right most 
panels have been adapted to both S1 and S2, though in this case the results were 
similar even if adaptation was released for S1). The small squares show the average 
voxel response coloured by their relative activity (hotter means more active). Panel 
B) plots the voxel responses for each stimulus before and after adaptation (left 
panel), then after averaging across the voxels to illustrate PM (middle panel) and 
after Z-scoring across the voxels to illustrate ZP (right panel). The solid lines are 
possible decision lines between the initial and the repeated presentations.  
 
Figure 7.3: Compares the CP of  ZP and PM in fMRI and simulation for both 
experiments. Parameter values used for simulations are the same as those reported 
previously in Figures 5.5 and 6.7. 
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Figure 7.4: Compares the local scaling model prediction between the CP of PM and 
ZP for various levels of a and noise variance. The mean a was 0.7 for face paradigm 
and 0.8 for the grating paradigm. 18 subjects were simulated; differences are 
significant at p<0.001. 
 
Figure 7.5: Shows the voxel pattern (x-axis is voxel number) averaged across the 
trials for initial (blue) and repeated (red) presentations in one example subject and for 
simulations of local scaling (using winning parameters values in Figure 6.7).  
Figure 7.6 compares the CP of ZP and PM in fMRI and simulation for both 
experiments. Unlike Figure 7.3, Panels B & D now have coherent trial variability 
SD=0.05.  
Supp. Figure 1: Efficiency comparison between LSS-N (here N = 2) and LSS-1 A) 
Ratio of PPM, B) Ratio of PSC LSS-2. See Figure 2.2 legend for more details.  
Sup. Figure 2: Shows PPM for A) LSU, ratio of PPM for B) LSA relative to LSU, 
and C) LSS (LSS-2) relative to LSU. See Figure 2.2 legend for more details. 
Sup. Figure 3: Simulations comparing the standard LSS beta estimates to that of LSA 
on a smoothed BOLD in a randomised design that has two trial types. The trials have 
been re-ordered in the picture where trials from 1 to 100 have a true beta magnitude 
of 3 while trials from 101-200 have a true beta magnitude of -3.  Simulated scan 
variability =0.1 and trial variability =0.3  
Sup. Figure 4: Showing A) adaptation effects were limited to the subruns and the 
BOLD activity at the start of each subrun were the same as the first trials in each 
subrun B) showing the effect of  re-setting the adaptation factor between the 
independent runs in our simulation to match the empirical data results. 
Sup. Figure 5: Local scaling prediction for all the 6 criteria after adding correlated 
neural activity to make BC positive. Around 10% of correlated neural activities 
(neurons with flat tuning curves) were added to the voxels for the face paradigm, and 
around 50% added for the grating paradigm. (init = initial, rep = repeated). 
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CHAPTER 1: INTRODUCTION 
1.1 Repetition effects on the Brain activity 
It is well known that repeating a stimulus has consequences for both behaviour and 
brain activity. Behaviourally, repetition typically leads to an increase in recognition 
accuracy and/or a decrease in reaction time on a given task; a phenomenon known as 
priming (e.g., Richardson-Klavehn & Bjork, 1988). In regard to its effect on brain 
activity, many studies have reported a reduction in the average neural activity after 
repetition; a phenomenon known as repetition suppression (RS) (for review see: 
Henson, 2003; Grill-Spector et al., 2006). 
 Repetition effects have also long been studied with single-cell recording, for 
example from ventral temporal lobe regions in nonhuman primates (Brown et al., 
1987; Baylis and Rolls, 1987). These studies that have shown that RS can be 
stimulus-specific, persist for long times despite intervening stimuli, and plateau after 
multiple repetitions (e.g., Miller and Desimone 1993; Fahy et al., 1993; Lueschow et 
al., 1994; Desimone, 1996). Most neurons have a preferred stimulus, showing tuning 
curves that can be represented as Gaussian functions. Some studies have reported a 
uniform down-scaling of such tuning curves with repetition (Ringach & Bredfeldt, 
2002; Swindale, 1998), whereas others like Kar and Krekelberg (2016) have reported 
both down-scaling and a sharpening of tuning curves. Yet other studies reported a 
shift in tuning curves either toward or away from the repeated stimulus (Dragoi et al., 
2000; Dragoi et al., 2001; Bachatene et al., 2015; Jeyabalaratnam et al., 2013). 
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Figure 5.1 in Chapter 5 gives examples of each of these four types of repetition 
effects on neural tuning curves. 
Human fMRI studies have also reported a reduction in the Blood Oxygenation Level 
Dependent (BOLD) signal following repetition (e.g., Buckner et al., 1998; George et 
al., 1999; Henson et al., 2000; James et al., 1999; Martin et al., 1995; Stern et al., 
1996; Grill-Spector and Malach, 2001; Henson and Rugg, 2003). This RS normally 
occurs in brain regions responsive to the stimuli being repeated (relative to other 
stimulus types), and more recent studies have related the amount of RS to the 
selectivity of individual voxels to different stimulus classes (Chapter 4 provides a 
more detailed review). However, there is a large gap between neural tuning curves 
measured with single-cell recording and the voxels measured with fMRI, which is 
the topic of the formal models described in Chapter 5. There are also EEG 
(electroencephalography) and MEG (magnetoencephalography) studies of repetition 
effects, and occasional intracranial EEG recordings in humans (McDonald et al., 
2010; Engel and McCarthy 2014; Henson, 2012; Vidal et al., 2014), but these are 
beyond the aims of the present thesis. 
1.2 Theories of fMRI repetition suppression  
The dominant theories of RS in fMRI conform to either “scaling” or “sharpening” 
theories (Grill-Spector et al., 2006; Blank & Davis 2016; Hatfield et al., 2016; 
Weiner et al., 2010; Kok et al., 2012; Spigler & Wilson 2017). These two are not 
necessarily exclusive and may co-occur in different brain regions, but are 
conceptually quite different mechanisms.  I illustrate the basic concepts in Figure 1.1. 
Consider an fMRI voxel containing 7x7 neuronal populations that each respond 
differentially to an external stimulus, S. For simplicity, I shall refer to these as 
“neurons” in this thesis, even though in reality they may be populations of many 
neurons with similar response profiles (e.g, cortical microcolumns). Upon repeated 
presentations (p1, p2, and p3) of S, some or all of the neurons respond less, so that 
the mean activity for the whole voxel decreases (i.e, RS). In the first scenario 
(Figure1.1-A), all neurons show reductions of activity with repetition, proportional to 
their initial response.  
The second scenario (Figure1.1-B) proposes a selective suppression rather than a 
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global suppression. In this case, only the least active neurons are suppressed, leading 
to a sharpening of the representation of S. This idea of pruning non-selective neurons 
was hypothesised by Wiggs and Martin (1998). This sharpening will improve the 
signal-to-noise ratio for other brain regions that, for example, read-out the pattern of 
activity in the suppressed region, potentially enhancing perception of stimulus S.  
 
The third scenario is opposite to sharpening, i.e. the most active neurons are the ones 
that are suppressed most (Figure1.1-C). This suppression of past stimuli could be 
beneficial for focusing the brain on novel stimuli (i.e, perceptual adaptation). This is 
 
Figure 1.1: Illustrates how suppression of mean activity within a brain region of 
7x7 hypothetical neurons can be achieved via global suppression of all the units 
or selective suppression of some neurons (in reality, each neuron represents a 
large number of neurons with similar response profiles). Lighter colours indicate 
higher activity. p number = presentation number. 
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the pattern expected by predictive coding theories of perception, where the activity of 
neurons that respond to predicted stimuli are suppressed, and repetition improves 
predictions (Henson, 2003; Ewbank and Henson, 2012). 
These are not necessarily the only mechanisms that could produce a decrease in the 
BOLD response recorded by fMRI. Indeed, because fMRI integrates over several 
seconds of neural activity, RS could also be caused by a reduced duration of activity, 
without any change in the pattern of activity over neurons (Henson, 2003). However, 
since the focus of this thesis is fMRI, I do not consider such temporal models any 
further. 
Dissociating among the various theories of RS is important for understanding basic 
brain mechanisms. For instance, in neural network models, competitive learning uses 
the concept of winner-takes-all (WTA), where the maximally responsive neurons 
suppress weaker ones until only the strongest remains (with the remaining neurons 
potentially reflecting the best representation of a stimulus). If prior presentation of a 
stimulus strengthens the feedforward weights to the winning neurons, and/or 
strengthens the inhibitory connections between the winning neurons and other 
neurons, then this competition will be resolved more quickly and efficiently when 
that stimulus is presented again (Spigler & Wilson, 2017). This corresponds to the 
above sharpening account (Figure 1.1-B). In fact, when neurons are topologically 
organised, such WTA mechanisms have been used for unsupervised clustering 
(Bacciu & Starita, 2008).  
As alluded to above, down-scaling of the most responsive neurons is consistent with 
another basic mechanism, that of “predictive coding”. Predictive coding normally 
assumes a generative hierarchical network, in which higher layers constantly predict 
activity in lower layers (Rao & Ballard, 1999; Rao, 1999; Friston & Kiebel, 2009; 
Whittington & Bogacz, 2017). In return, the activity propagated from the lower layer 
to the higher layer is proportional to the difference between the predicted and actual 
activity, i.e., prediction error (PE). If repetition improves the top-down predictions 
(by changing synapses between layers), then the neurons signalling PE will be 
suppressed, leading to RS. Thus, unlike the above WTA mechanism, the predictive 
coding account claims that it is the neurons coding the predicted stimuli that are most 
suppressed (Figure 1.1-C). A further difference is that in WTA models, the relevant 
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synaptic changes occur in feedforward or within-layer (lateral) connections, whereas 
in predictive coding models, the synaptic changes occur primarily in backward 
connections (though in more sophisticated hierarchical models of predictive coding, 
forward, lateral and backward connections are all altered by experience, Friston, 
2003).  
There have been studies that attempt to manipulate “predictions” in terms of the 
expected probability of repetition (e.g, Summerfield et al., 2008), although it is 
unclear whether this type of contextual expectation is the same as the automatic 
predictions assumed between layers of hierarchical predictive coding networks (see 
Henson, 2016). Nonetheless, experiments that compare expected with unexpected 
stimuli do find BOLD response reductions (so-called “expectation suppression”, ES). 
While some have argued for dissociable mechanisms for RS and ES (e.g., Grotheer 
& Kovacs, 2016), it is worth noting that authors like Kok et al., (2012) interpreted 
their ES in terms of voxel-sharpening (for reasons explained in Chapter 4). 
Thus there is still much debate about the neural mechanisms underlying fMRI RS. 
Later in this thesis, I will simulate simple models, based on the single-cell data 
reviewed above, in their ability to explain the effects of repetition on multiple aspects 
of the fMRI response, including both the mean response and patterns over multiple 
voxels. First however, it is important to consider the temporal and spatial limitations 
of fMRI, and how the estimation of BOLD responses to individual trials can be 
optimised.  
1.3 Pros and Cons of fMRI 
Although single-cell studies can give precise measures about the change in the neural 
firing rate associated with repetition, most such studies are performed on animals that 
have been trained extensively to attend to stimuli. Moreover, single-cell recording is 
normally restricted to a few neurons in one (or at most a few) regions of interest 
(ROIs), and those neurons are normally excitatory cells with the largest action 
potentials, which may not be representative of other cells (e.g, in different layers of 
cortex). fMRI has the advantage of recording many brain regions simultaneously and 
in humans where paradigms can be more easily adjusted by changing task 
instructions. However, at the same time, fMRI essentially measures gross metabolic 
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demand within several millimetres of cortex, which can include contributions of 
many cell types, including inhibitory cells. The latter means that it is possible in 
principle to observe an increase in BOLD response in conjunction with a decrease in 
firing rates of the type of excitatory cells recording in single-cell studies, owing to 
the greater overall metabolic demand of inhibitory interneurons (or conversely, 
BOLD RS could be associated with increased firing rate of the subset of cells that are 
excitatory; for review see: Logothetis et al., 2008). It is also important to keep in 
mind that fMRI signals are dominated by changes in local field potentials (Goense & 
Logothetis, 2008), rather than the action potentials in large pyramidal cells that are 
normally measured in single-cell studies. Having said this, in practice, studies have 
reported a positive relationship between firing rate and BOLD signal (Heeger et al., 
2000; Rees et al., 2000).  
1.3.1 Addressing spatial limitations of fMRI 
Despite the fact that the BOLD signal in a single fMRI voxel represents the average 
metabolic demand of millions of neurons (and that some of that signal may even 
come from upstream in the vasculature of the brain, several millimetres away, 
depending on the fMRI acquisition used), recent developments in the analysis of 
patterns across voxels offers the possibility of gaining higher spatial resolution. For 
example, it is believed to be possible to measure columnar-scale neuronal population 
codes (which exist a sub-voxel scales, e.g. in visual cortex) by virtue of unbalanced 
sampling of such columns across voxels (Kriegeskorte et al, 2010). This random 
variation allows statistical classifiers to decode the visual properties of a stimulus 
from the pattern of fMRI response across voxels – so-called “multivariate pattern 
analysis” (MVPA) – even if the mean response of the brain region as a whole does 
not differ according to those properties (Haxby et al., 2001; Norman et al., 2006). 
This has been demonstrated for edge orientation preferences in visual cortex for 
example (Kamitani and Tong 2005). It is worth noting that there is controversy 
around the ability of MVPA to decode fine-scaled information at the voxel level, 
given that spatial smoothing of fMRI data does not necessarily impair classification 
(de Beeck, 2010). Kamitani and Swahata (2010) proved that, although smoothing 
smears the fine-scaled features, the multivariate information is still retained, and the 
non-smoothed data can be recovered completely if the smoothing is invertable (and 
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the space is infinite). So smoothing, unlike subsampling, does not generally reduce 
the total multivariate information content of the data.  
 
Figure 1.2 illustrates the effect of RS on some of the neural patterns presented in 
Figure 1.1, but now situated within the context of multiple voxels within an ROI. 
 
 
Figure 1.2: Shows the correspondence between neural pattern and the voxel 
pattern and compares the effects of uniform RS (Panel B) versus different types 
of non-uniform RS (Panels C & D) on the initial voxel pattern (see the text for 
more details). 
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Across each scale there is loss of pattern information. At the highest level, averaging 
signal across all voxels within an ROI (shown in yellow) loses any pattern 
information, so cannot distinguish many plausible neural mechanisms of RS. At the 
level of a single voxel (shown in red), Figure 1.2 already made the point that its 
response cannot always distinguish uniform (global) (Figure1.2-B) from non-uniform 
(selective) (Figure 1.2-C & D) neural mechanisms of RS. However, if different 
voxels contain neurons with different distributions of selectivities, the pattern of 
responses across voxels can differ for different RS mechanisms (as elaborated in 
Chapter 5). Thus MVPA at the level of voxels can be used to constrain mechanisms 
at the level of neurons.  
This is further illustrated in the top row of Figure 1.3. Suppose the ROI contains just 
two voxels that show a different response to the initial presentations of two stimuli, 
S1 and S2. A uniform down-scaling across the voxels (Figure 1.3-A, left panel) will 
always reduce the distance between S1 and S2 within the two-dimensional voxel 
space, hence MPVA classification of those two stimuli (indicated by the coloured 
decision boundary) will become more difficult after repetition (given additive noise 
in the data). On the other hand, down-scaling that is non-uniform across the voxels 
can potentially increase the separation between S1 and S2, such that classification of 
the two stimuli can improve after repetition (Figure 1.3-A, middle panel). This is 
sometimes called a “sharpening of voxel representations”, though it is important to 
note that this does not imply that the neural tuning curves within each voxel are 
sharpened (i.e, does not necessarily imply that the least selective neurons are being 
suppressed within each voxel): as Chapter 5 will demonstrate, sharpening at the 
voxel level can arise from by down-scaling the most selective neurons within each 
voxel. This illustrates the potential confusion that can arise when applying concepts 
like “sharpening” to different levels of neuroscientific measurement. 
Although MVPA may potentially distinguish uniform from non-uniform effects of 
repetition, non-uniform effects on neurons do not necessarily improve MVPA 
classification: depending on properties of the neural tuning curves and effects of 
neuronal adaptation (described in Chapter 5), repetition can also impair classification 
performance (Figure 1.3-A, right panel). This reinforces the potential for 
misinterpretation when linking fMRI findings to neural models, as in Kok et al. 
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(2012). To minimise this misinterpretation, I will later distinguish the effect of 
repetition not only on overall classification performance, but also on within-class 
similarity and between-class similarity. While classification performance generally 
increases when within-class similarity increases and between-class similarity 
decreases, it is possible, for example, for both within- and between-class similarity to 
increase, but within-class similarity increase more, so that overall classification 
increases (more details in Chapter 4).   
 
Rather than examining how repetition affects the ability to classify two or more 
stimulus classes, MVPA can also be used to classify initial versus repeated 
 
Figure 1.3 compares various effects of repetition on stimulus patterns across two 
voxels. Top panels show effect of repetition on the ability to classify two stimuli, 
S1 and S2 (red lines show possible decision boundary for initial presentations; blue 
lines are for repeated presentations). Bottom panels show same patterns in top 
panels, but after Z-scoring across the voxels (i.e, mean-correcting and scaling by 
standard deviation over voxels), and the grey lines now show possible decision 
boundaries for classifying initial versus repeated presentations, regardless the 
stimulus type. Note that the simulations involved more than 2 voxels, but are 
shown for just 2 voxels for simplicity. 
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presentations, collapsing across stimulus class. This is illustrated in Figure 1.3-B. In 
order to prevent classification being based on the mean response across voxels (i.e, 
RS), or simply an overall scaling effect, the data in the bottom panels of Figure 1.3 
have been Z-scored. Therefore any ability to classify initial versus repeated 
presentations must depend on changes in the relative responses across voxels (i.e. 
fine-grained pattern information). Thus a uniform scaling effect would not enable 
such classification (bottom left panel). Nonetheless, non-uniform scaling can enable 
such classification. More specifically, repetition must consistently produce a greater 
shift along one axis (voxel) than another. This is elaborated in Chapter 7. 
Despite the potential “hyper-resolution” offered by MVPA, inferring the responses of 
neurons within an fMRI voxel will always be an inverse problem with no unique 
solution. In such situations, an alternative strategy is to simulate a number of 
candidate “forward models” that map from neurons/neurons (or neural populations) 
to voxels, and compare them in their relative ability to capture voxel-level fMRI 
data. Even if one can never know that the winning model is the true model (without 
other independent data, e.g, from single-cell recording), one can still make progress 
by determining the most likely model from a set of current theories. This is the 
approach taken in Chapters 5-7. While a small number of studies have tried to link 
their fMRI findings to neural adaptation models before (e.g, Andresen et al., 2009, 
Wiener et al., 2010, Kok et al., 2012; Hatfield et al., 2016), they failed to model the 
fact that neural adaptation often depends on the difference between a neuron’s 
preference and the stimulus presented, a realisation that increases the number 
candidate models; nor did they consider a sufficient number of univariate and 
multivariate (MVPA) fMRI properties of stimulus repetition (which are necessary to 
further constrain likely models).  
1.3.2 Addressing temporal limitations of fMRI 
Single-cell recording also has the temporal resolution to separate responses locked to 
individual stimuli. Because fMRI measures the haemodynamic response that follows 
changes in neural activity, and this response can last 20-30s (Zarahn et al., 1997), 
measuring the response to individual stimuli (trials) requires a much longer time 
between stimuli (i.e, stimulus onset asynchrony, SOA). This makes fMRI 
experiments much less time-efficient. However, there is some evidence for linearity 
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in the BOLD response, i.e, that the response to stimuli close together in time can be 
predicted by simply summing the response to each stimulus alone. This allows linear 
deconvolution methods to estimate the responses to individual trials, even if those 
trials are only a few seconds apart (e.g, SOAs down to 2s), resulting in much more 
time-efficient experiments.  
While there have been several methodological studies quantifying the efficiency of 
the General Linear Models (GLMs) used to deconvolve fMRI data (as a function of 
SOA and stimulus ordering), few of these studies have considered the effect of 
variability from trial to trial. This type of variability becomes especially important 
when it represents systematic differences between stimuli, and when that variability 
is expressed by systematic patterns across voxels (in MVPA). In Chapters 2-3, I use 
both simulations and real data to compare the ability of different GLMs to estimate 
fMRI responses as a function of trial variability and scan variability (scanner noise) 
and as a function of the coherency of those sources of variability across voxels. 
1.4 Outline of thesis 
Examining the effect of repeating stimuli on brain activity is an important research 
topic because of its potential link to perception, learning and memory. In this 
introductory chapter, I presented fMRI as a convenient, non-invasive way to examine 
repetition-related effects across the whole human brain. However, the BOLD signal 
measured by fMRI is far removed from the electrical activity recorded from single 
cells in animal studies of repetition effects. More specifically, relating fMRI to 
neuronal activity is challenging for several reasons, including the fact that 1) the 
BOLD response is slow, such that it is difficult to deconvolve responses to stimuli 
repeated in rapid succession efficiently for both univariate (from a single voxel or 
brain region) and multivariate (multiple voxels) analyses in the same design, and 2) 
the spatial resolution of the BOLD signal is limited, with the signal from a single 
voxel representing the summation a large number of neurons that may have quite 
different selectivities to different stimuli. Despite of these difficulties, there have 
been many claims about the neural mechanisms associated with fMRI repetition 
effects, using both univariate analysis and multivariate pattern analysis. However, 
none of these studies has adequately considered the temporal and spatial resolution 
limitations of fMRI. In this thesis, I attempt to tackle these limitations by combining 
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simulations and modelling with analyses of real fMRI data in order to infer 
repetition-related changes at the neural level. In Chapter 2, I focus on the GLMs 
commonly used to deconvolve single-trial BOLD estimates. Through simulations, I 
demonstrate that different types of GLMs are more efficient depending on the 
relative size of trial-variance versus scan-variance (a more extensive version of this 
work has been published in Abdulrahman & Henson, 2016). In Chapter 3, I use a 
publically-available fMRI dataset on face repetition effects to validate my simulation 
results, and identify the most efficient GLM for estimating single trial betas in that 
dataset (and use this type of GLM for subsequent chapters). In Chapter 4, I identify 
six important univariate and multivariate effects of repeating briefly-presented faces 
in a fusiform ROI (the fusiform face area, FFA). To link these properties to 
underlying neural adaptation mechanisms, in Chapter 5 I propose twelve neural 
adaptation models, all inspired by the findings of single-cell studies. Using a grid 
search across model parameters, I find that models that assume a non-uninform 
adaptation across the stimulus dimension fit the data better. Indeed, I show that only 
one of these models (“local scaling”) can account for all six fMRI properties 
simultaneously. In Chapter 6, I use an independent dataset that involves different 
stimuli (oriented gratings), protocol (sustained adaptation) and ROI (V1), and again 
find that only a single “local scaling” model can simultaneously fit all six data 
properties (despite two of these properties differing from those of the first dataset). 
The results of Chapters 5 and 6 are also reported in a paper currently under review. 
Finally, in chapter 7, I classify initial from repeated trials (regardless of the stimulus 
type) and compare the results of the data to that of the local scaling model. In this 
case, it proves necessary to add coherent trial-variability across voxels to the model, 
in order to explain how the data show classification based on the Z-scored pattern 
exceeds classification based on the mean (returning to a theme in Chapter 2). The 
thesis therefore provides a better understanding of repetition-related changes in fMRI 
and their possible underlying neural mechanisms. It also illustrates the importance of 
simulations and formal modelling when trying to interpret fMRI data. 
1.5 Chapter Summary: 
In this chapter, I briefly reviewed single-cell recording and fMRI studies of repetition 
effects, and considered how various neural mechanisms might relate to voxel-level 
changes in fMRI. Then I outlined the challenges associated with interpretations of 
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repetition-related changes in fMRI and the difficulty of mapping back the results to 
the neural domain. More detailed introductions to relevant concepts are given at the 
start of subsequent chapters. 
 
  
29 
 
CHAPTER 2: OPTIMAL GLM 
MODEL TO ESTIMATE 
TRIAL SPECIFIC BETA 
2.1 Introduction 
Many fMRI experiments use rapid presentation of trials of different types 
(conditions). Because the time between trial onsets (SOA) is typically less than the 
duration of the BOLD impulse response (or haemodynamic response function, HRF), 
the fMRI responses to successive trials overlap. The majority of fMRI analyses use 
linear convolution models like the GLM to extract estimates of responses to 
individual trials (i.e, to deconvolve the fMRI response; Friston et al., 1998). The 
parameters of the GLM, reflecting responses to each trial or trial-type, are estimated 
by minimizing the squared error across scans (where scans are typically acquired 
with repetition time, or TR, of 1-2s) between the timeseries recorded in each voxel 
and the timeseries that is predicted, based on the known trial onsets, assumptions 
about the shape of the HRF and assumptions about noise in the fMRI data. 
Many papers have considered how to optimize the design of an fMRI experiment, in 
order to maximize statistical efficiency for a particular contrast of trial-types (Friston 
et al., 1999; Dale et al., 1999; Josephs & Henson, 1999). However, these papers have 
tended to consider only the variability induced by the probability of occurrence of 
trials of each type and the (minimal) SOA, while assuming a fixed HRF and, most 
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relevant here, a fixed response to each trial of the same type. While some studies 
have considered other sources of variability, such as that in the HRF across 
participants (Aguirre et al., 1998; Neumann et al., 2003; Handwerker et al., 2004), 
few studies have considered different ways of modelling the variability in the 
amplitude of neural activity evoked from trial to trial (though see Josephs & Henson, 
1999; Mumford et al., 2012). Such variability across trials might include systematic 
differences between the stimuli presented on each trial (Davis et al., 2014). This is 
the type of variability, when expressed differently across voxels, that is of interest to 
multi-voxel pattern analysis (MVPA), such as representational similarity analysis 
(RSA) (Mur et al., 2009). However, trial-to-trial-variability is also likely to include 
other components such as random fluctuations in attention to stimuli, or variations in 
endogenous (e.g., pre-stimulus) brain activity that modulates stimulus-evoked 
responses (Fox et al., 2006); variability that can occur even for replications of exactly 
the same stimulus across trials. This is the type of variability utilized by trial-based 
measures of functional connectivity between voxels for example (so-called “Beta-
series” regression, Rissman et al., 2004). 
2.2 Types of GLM 
Provided the HRF is modelled with single (canonical) shape, standard efficiency 
analyses model all trials of the same type with a single regressor (Figure 2.1-A), or 
what we called Least Squares Unitary (LSU) in Abdulrahman & Henson (2016). If 
however one wants to allow for variability in the response across trials of the same 
type, then one has two further options. One could model each trial as a separate 
regressor in the GLM (Figure 2.1-B), which Mumford et al. (2012) called “Least-
Squares All” (LSA), in terms of the GLM minimizing the squared error across all 
trials. Alternatively one could use a method originally proposed by Turner et al 
(2010) called “Least-Squares Separate” (LSS; Figure 2.1-C). This method actually 
estimates a separate GLM for each trial. Within each GLM, the trial of interest 
(target trial) is modelled as one regressor, and all the other (non-target) trials are 
collapsed into another regressor.
1
 This approach has been promoted for designs with 
                                                          
1 When there is more than one trial-type (condition), the regressor for the non-target 
trials can be split into separate regressors for non-targets of each condition. This enables 
differences in the mean response across conditions to be modelled. This approach is called 
“LSS-N” for N conditions, and generally found to be more sensitive than “LSS-1” 
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short SOAs, by virtue of providing better estimates when there is a high level of 
collinearity between BOLD responses to successive trials (Mumford et al., 2012).  
Note that I only consider unbiased estimators here, e.g., do not consider here 
regularized LSA (Abdulrahman & Henson, 2016) such as “ridge regression” 
(Mumford et al., 2012), which can improve efficiency at the cost of biasing estimates 
towards zero. This means that the measures of design efficiency can focus on 
minimizing the variability in the GLM parameter estimates, ignoring any differences 
in mean or scaling from their true value. 
 
In the current study, I simulated the effects of different levels of trial-to-trial 
variability (trial-variability), as well as scan-to-scan-variability (i.e., scan-variability 
or scanner noise), on the ability to estimate responses to individual trials, across a 
range of SOAs (assuming that neural activity evoked by each trial was brief – i.e., 
less than 1s – and locked to the trial onset, so that it can be effectively modelled as a 
                                                                                                                                                                    
(Abdulrahman & Henson, 2016) which collapses the regressors for all non-targets into one 
regressor (see Appendix 1). In the present thesis, “LSS” always refers to “LSS-N”. 
 
Figure 2.1: Example fMRI GLM design matrices for A) Least-Squares Unitary (LSU), 
B) Least-Squares All (LSA), C) Least-Squares Separate (LSS) with SOA = 32s. Tn = 
Trial number. 
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delta function). More specifically, I compared the relative efficiency of the different 
GLMs for two main questions: 1) estimating the BOLD response to each individual 
trial in a single voxel in the presence of a varying ratios of scan-variability to trial-
variability, and 2) estimating the pattern of responses across voxels for each trial in 
the presence of either incoherent or coherent trial-/scan-variability across the voxels. 
2.3 Simulations 
I simulated fMRI timeseries for a fixed scanning duration of 45 minutes (typical for 
fMRI experiments), sampled every TR=1s. I modelled events by delta functions that 
were spaced with SOAs in steps of 1s from 2 to 32s, and convolved with SPM12’s 
canonical HRF, scaled to have peak height of 1. To match the simulations of 
Mumford et al. (2012), the scaling of the delta-functions (true parameters) for the 
first trial-type (at a single voxel) was drawn from a Gaussian distribution with a 
population mean of 3 and standard deviation (SD) that was one of 0, 0.5, 0.8, 1.6 or 3 
(trial-variability). Independent zero-mean Gaussian noise (scan-variability) was then 
added to each TR, with SD of 0.5, 0.8, 1.6 or 3, i.e, amplitude SNRs of 6, 3.8, 1.9 or 
1 respectively. A second trial-type had a population mean of 5 (with same range of 
SDs for trial-variability and scan-variability).  
For the simulations of two trial-types across two voxels, the same sample of 
parameter values was used for each voxel (coherent trial-variability) or different 
samples were drawn for each voxel (incoherent trial-variability, i.e, independent 
across voxels). The GLM parameters (“Betas”) were estimated by ordinary least-
squares fit of GLMs conforming to each of the GLMs in Figure 2.1. A final constant 
term was added to each GLM to remove the mean BOLD response (given that the 
absolute value of the BOLD signal is arbitrary). The precision of these parameter 
estimates was estimated by repeating the data generation and model fitting N=10,000 
times, except when classification performance was examined with a linear Support 
Vector Machine (SVM), where N=1,000 for computational tractability. This 
precision can be defined in several ways, depending on the question, as detailed in 
the Results. 
Transients at the start and end of the session were ignored by discarding the first and 
last 32s of data (32s was the length of the canonical HRF), and only modelling trials 
whose complete HRF could be estimated. Note also that I assumed linear summation 
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of all responses, e.g., no saturation of the neural or haemodynamic response for short 
SOAs that is likely to be significant for SOAs below 1-2s (Friston et al., 1998). 
2.4 Results – Univariate analyses 
2.4.1 Optimal SOA for estimating the average trial response in a single voxel 
For this question, one wants the most precise (least variable) estimate of the mean 
response across trials (and does not care about the responses to individual trials). If 
one regards each trial as measuring the same “thing”, but with a random (zero-mean) 
noise element, then the relevant measure is the precision of the population mean 
(PPM):  
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where 1..i Nstd    is the standard deviation across N simulations and
ˆ
ij is the parameter 
estimate for the j-th of M trials in the i-th simulation.   is the true population mean, 
though as a constant, is irrelevant to PPM. Note that, because the least-square 
estimators are unbiased, the difference between the estimated and true population 
mean will tend to zero as the number of trials (M) tends to infinity. The PPM 
measure is relevant when each trial includes, for example, random variations in 
attention, or when each trial represents a stimulus drawn randomly from a larger 
population of stimuli, and differences between stimuli are unknown or uninteresting. 
When there are two trial-types, ˆij  can simply be recast as the difference between the 
parameter estimates for regressors of each trial-type (in example here, the true 
difference is 5-3=2). Because LSU cannot yield single trial betas, it is not of a 
primary focus in this thesis. However, for the sake of comparison I ran some further 
simulations comparing LSA and LSS models to LSU (see Appendix 2). In general, 
when the average Beta response is concerned, LSS’s performance is very similar to 
LSU with a slight advantage for LSU in short SOAs when trial-variability high.  
34 
 
 
 
Figure 2.2 shows PPM plotted as a function of SOA, scan-variability and trial-
variability for estimating this difference in a randomized design (where trials of each 
  
 
Figure 2.2: Precision of Population Mean (PPM) of the difference between two trial-
types as a function of SOA (y-axes) and scan-variability (numbers on the bottom x-
axes), for each degree of trial-variability (numbers on the top x-axes) for LSA (Panel 
A) and LSS (Panel B). Ratio of PPM for LSA relative to LSS (Panel C). The colour 
map for panel C has been log transformed to base 10 for visibility. 
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type are randomized in order). LSS is shown in Figure 2.2-B (LSU is qualitatively 
similar; Appendix 2). When trial variability is zero, the results replicate those of 
previous efficiency analyses (e.g, Josephs & Henson, 1999), i.e, for estimating the 
difference between two randomly intermixed trial-types, the shortest SOA is optimal. 
This conclusion remains even if the trial variability is increased.   
For LSA however, Figure 2.2-A shows a slightly different result, where the optimal 
SOA when trial-variability is zero is 4-6s. This only reduces to the minimum SOA 
(2s) as the scan-variability increases (i.e, the ratio of trial-variability to scan–
variability decreases). Figure 2.2-C compares PPM directly for LSA relative to LSS 
models, for both models for a wide range of SOA, trial and scan variabilities. As can 
be seen, LSS is a better choice of GLM when the SOA is below about 5s, particularly 
when trial-variability is low. Only when the ratio of trial-variability to scan-
variability is high (rightmost section of panel C) does LSA confer an advantage at 
such short SOAs.  
2.4.2 Optimal GLM for estimating individual trial responses in a single voxel 
For this question, one wants the most precise estimate of the response to each 
individual trial at each individual voxel, as necessary for example for trial-based 
connectivity estimation (Rissman et al., 2004), or for the voxel-wise feature selection 
sometimes used for dimension reduction in MVPA. In this case, a simple metric of 
efficiency is the Precision of Sample Correlation (PSC), defined as: 
 
1
ˆ( , )N j ij ij
i
cor
PSC
N
 

   
where ˆij  and ij  are the estimated and true values respectively for the j-th of M 
trials in the i-th simulation, and ( , )cor x y is the sample (Pearson) correlation between 
x  and y . Note that PSC is not defined when the trial-variability is zero (because ij
is constant).  
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Figure 2.3-A and 2.3-B show that PSC increases as SOA increases for both LSA and 
LSS (LSU cannot be used here because it does not yield single trial estimates), with 
LSA doing particularly poorly for short SOAs when the ratio of trial-variability to 
scan-variability is low. Figure 2.3-C shows the ratio of PSC for LSA relative to LSS. 
In this case, for short SOAs, LSA is better when the ratio of trial-variabilty to scan-
variability is high, but LSS is better when the ratio of trial-variabilty to scan-
variability is low. It is worth considering the reason for this in a more detail.  
 
Figure 2.3: Log of precision of Sample Correlation (PSC) for two randomly 
intermixed trial-types for LSA (A) and LSS (B). Log of ratio of PSC in panel (C) for 
LSA relative to LSS. See Figure 2.2 legend for more details. 
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The reason is exemplified in Figure 2.4, which shows examples of true and estimated 
parameters for LSA and LSS for a single trial-type when the SOA is 2s. The LSA 
estimates (in blue) fluctuate more rapidly across trials than do the LSS estimates (in 
red) – i.e., LSS forces temporal smoothness across estimates. When scan-variability 
is greater than trial-variability (top row), LSA “overfits” the scan noise (i.e, attributes 
some of the scan-variability to trial-variability). In this case, the “temporally 
regularized” LSS estimates are superior. However, when trial-variability is greater 
than scan-variability (bottom row), LSS is less able to track rapid changes in the trial 
responses, and LSA becomes a better model. 
 
2.5 Results – Multivariate analyses  
 
Figure 2.4: Example of sequence of parameter estimates ( ˆ j ) for 50 trials of one 
stimulus class with SOA of 2s (true population mean B=3) when trial-variability 
(SD=0.1) is less than scan-variability (SD=0.3; top row) or trial-variability 
(SD=0.3) is greater than scan-variability (SD=0.1; bottom row), from LSA (left 
panels, in blue) and LSS (right panels, in red). Individual trial responses 
j are 
shown in green (identical in left and right plots).  
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2.5.1 Optimal SOA for estimating pattern of individual trial responses over voxels 
For this question, one wants the most precise estimate of the relative pattern across 
voxels of the responses to each individual trial, as relevant to MVPA (Davis et al. 
2014). For this question, our measure of efficiency was classification performance 
(CP) of a linear support-vector machine (SVM), which was fed the pattern for each 
trial across two voxels. Of course, different types of classifiers may produce different 
CP levels, but one would expect the qualitative effects of SOA, trial-variability and 
scan-variability to be the same. 
In the case of multiple voxels, there may be spatial correlation in the trial variability 
and/or in the scan variability across the voxels. I start by assuming that the scan-
variability (scan noise) and trial-variability are independent across voxels. Then I 
consider two more special cases where either trial-variability or scan-variability is 
correlated (coherent) across the voxels. For coherent trial-variability, the response for 
a given trial was identical across voxels, whereas for incoherent trial-variability, 
responses for each voxel were drawn independently from the same Gaussian 
distribution. Coherent trial-variability may be more likely (e.g, if levels of attention 
affect responses across all voxels in a region), though incoherent trial-variability 
might apply if voxels respond to different features of the same stimulus. In practice, 
there may be a non-perfect degree of spatial correlation across voxels in the trial-
variability, but by considering the two extremes, one can interpolate to intermediate 
cases. I also considered the case of coherent scan-variability with incoherent trial-
variability because in some cases it is likely for the scan noise to be correlated owing 
to, for example, artifacts remaining from motion of the whole head (not locked to the 
trials). 
Figure 2.5 shows CP for incoherent trial variability and incoherent scan noise (top 
row), coherent trial variability and incoherent scan noise (middle row) and 
incoherent trial variability and coherent scan noise (bottom row), for LSA (left) and 
LSS (right). When scan variability is incoherent (i.e., comparing top and middle 
rows), the most noticeable effect of coherent relative to incoherent trial variability 
was to maintain CP as trial variability increased, while the most noticeable effect of 
LSS relative to LSA was to maintain CP as SOA decreased. On the other hand, when 
scan-variability is coherent and trial-variability is not, CP was maintained as the 
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scan-variability increased, and LSA was better able than LSS to maintain CP as SOA 
decreased. In short, making trial variability or scan noise coherent across voxels 
minimizes the effects of that type of variability on CP, because CP only cares about 
relative patterns across voxels.  
 
 
Figure 2.5. SVM classification performance for LSA (panels A + C + E) and LSS 
(panels B + D + F) for incoherent trial and scan variability (panels A + B), coherent 
trial-variability and incoherent scan variability (panels C + D) and incoherent trial 
variability and coherent scan-variability (panels E + F). Note colourbar is not log-
transformed (raw accuracy, where 0.5 is chance and 1.0 is perfect classification). 
Note that coherent and incoherent cases are equivalent when trial-variability is zero 
(but LSA and LSS are not equivalent even when trial-variability is zero). See Figure 
2.2 legend for more details. 
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When trial variability and scan noise are both incoherent (top row), the SOA has 
little effect for LSA and LSS when trial variability is low (as long as SOA is more 
than approximately 5 s in the case of LSA), but becomes optimal around 3–8 s as 
trial variability increases. With coherent trial variability and incoherent scan noise 
(middle row), SOA has little effect for low scan noise (again as long as SOA is not 
too short for LSA), but becomes optimal around 6–8 s for LSA, or 2 s for LSS, when 
scan noise is high. With incoherent trial variability and coherent scan noise (bottom 
row), the effect of SOA for LSA was minimal, but for LSS, the optimal SOA 
approached 6–7 s with increasing trial variability. The reason for these different 
sensitivities of LSA and LSS to coherent versus incoherent trial variability is 
explored in the next section. 
2.5.2 Optimal GLM for estimating pattern of individual trial responses over 
voxels  
Figure 2.6 shows the (log) ratio of CP for LSA relative to LSS for the three rows in 
Figure 2.5 above. Differences only emerge at short SOAs. For incoherent trial-
variability and incoherent scan-variability (Figure 2.6-A), LSS is superior when the 
ratio of trial-variability to scan-variability is low, whereas LSA is superior when the 
ratio of trial-variability to scan-variability is high, much like in Figure 2.2-C 
(univariate analyses). For coherent trial-variability and incoherent scan-variability 
(Figure 2.6-B), on the other hand, LSS is as good as, or superior to LSA (for short 
SOAs), when coherent trial variability dominates across the voxels (i.e., the 
LSA:LSS ratio never exceeds 1, i.e. the log ratio never exceeds 0). For incoherent 
trial-variability and coherent scan-variability (Figure 2.6-C), LSA is as good as, or 
superior to LSS (for short SOAs), particularly when trial variability is high and scan 
noise low.  
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The reason for the interaction between LSA/LSS model and coherent/incoherent 
trial-variability and scan-variability (at short SOA) is exemplified in Figures 2.7 and 
2.8. Figure 2.7 below is a special case where both trial- and scan-variability are 
coherent across the two simulated voxels, voxel1 and voxel2. Since multi-voxel 
classifiers take the relative BOLD response across the voxels, the simplest possible 
 
Figure 2.6, Log of ratio of LSA relative to LSS SVM classification performance 
(CP) for (A) incoherent trial variability and incoherent scan-variability, (B) 
coherent trial variability and incoherent scan variability and (C) incoherent trial-
variability and coherent scan-variability. See Figure 2.2 legends for more detail. 
Note that only SOAs up to 10s are shown on the y-axes to clarify effects. 
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classifier for the 2 voxels in Figure 2.7 will weight both voxels since they are equally 
informative for the two trial-types but in opposite directions. This difference between 
voxel1 and voxel2 is shown in the bottom panels of Figure 2.7. This simple linear 
output can separate both trial-types perfectly, despite the high level of trial and scan 
variability, because the variability in this case is coherent and MVPA only cares 
about the relation among the voxels (and thus variability cancels out). Thus both 
LSA and LSS are perfectly adequate in this case of coherent variability across 
voxels.  
 
In real fMRI data however, complete coherence among the voxels is unlikely, so 
Figure 2.8 shows the same type of results as in Figure 2.7, but now for the three 
cases when trial- or scan-variability is incoherent, corresponding to the three rows in 
Figure 2.6.  
 
Figure 2.7. Illustration of coherent- trial and scan-variability across two voxels 
(SOA=2s and scan SD=0.2). Panels on top show parameters/estimates for 90 trials 
of each of two trial-types (trials 1-90 and 91-180 respectively) for each voxel 
(separate lines); bottom panels show difference between voxels for each trial 
(which determines CP). Left most Panels show true parameters (
j ), drawn from 
Gaussian with SD=0.3 and different means for each voxel. Middle and right 
Panels show corresponding parameter estimates ( ˆ j ) from LSA and LSS models.  
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Panel A shows the case where both scan variability and trial variability are 
incoherent, so neither type of variability cancels out across the voxels. This means 
 
Figure 2.8, Illustration of CP performance in cases A) incoherent trial and scan 
variability across two voxels. B) coherent trial variability with incoherent scan 
variability, C) incoherent trial-variability with coherent scan variability. See Figure 
2.7 legend and the text for details.  
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that the relative performance of LSA to LSS performance depends on the ratio of 
scan-variability to trial-variability, similar to our findings for single voxel efficiency 
in Figure 2.6-A. Panel B shows the more interesting case of coherent trial-variability 
across the voxels, which cancel out when taking the difference between voxel1 and 
voxel2, leaving only the scan-variability, and hence LSS is always a better model 
regardless of the ratio of trial-variability to scan-variability. Panel C shows the 
complementary case where coherent scan noise cancels when taking the difference 
across the voxels, leaving only the trial variability, and hence LSA is always a better 
model. 
2.7 Discussion 
In this chapter, I compared the efficiency of two GLMs that are commonly used in 
the fMRI literature to estimate responses to single trials: LSA and LSS. The most 
obvious difference is that LSS produces a temporally smoother fit than LSA; this is 
due its lower degree of freedom, hence LSS is less flexible than LSA making it 
potentially more prone to under-fitting and less prone to over-fitting. As long as TR 
is less than SOA in an fMRI design (which is usually the case), the scan-to-scan 
variabilities will always be higher in frequency than the trial-to-trial variabilities, 
therefore, temporal smoothing is beneficial in case of high scan noise as it can 
attenuate the higher frequency noise by temporally smoothing it. However, this 
becomes problematic when there are high ratios of trial variability because it will 
become harder for the GLM to distinguish the scan variability from the trial 
variability especially at the lower SOAs.  
Previous studies of fMRI design efficiency have given little consideration to the 
effect of trial-to-trial variability in the amplitude of responses. This variability might 
be random noise, such as uncontrollable fluctuations in a participant’s attention, or 
systematic differences between the stimuli presented each trial. Through simulations, 
I calculated the optimal SOA and type of GLM. I summarise the main take-home 
messages, before considering other details of the simulations. 
2.7.1 General Advice 
There are two main messages for the fMRI experimenter: 
1. If you care about the univariate responses to individual trials, for example for 
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functional connectivity using Beta-series regression (Rissman et al., 2004), and your 
SOA is short, then whether you should use the typical LSA model, or the LSS model, 
depends on the ratio of trial-variability to scan-variability: in particular, when scan-
variability is higher than trial-variability, the LSS model will do better. 
2. If you care about the pattern of responses to individual trials across voxels, for 
MVPA, then whether LSA or LSS is better depends on whether the trial-variability 
and scan noise is coherent across voxels. If trial variability is more coherent than 
scan noise, then LSS is better; whereas if scan noise is more coherent then trial 
variability, then LSA is better. 
These results are summarised in Table 2.1.  
Table 2.1 Optimal GLM model according to the noise level and types 
Relative size of 
Variability 
Coherency across Voxels 
more scan variability more trial variability 
Incoherent  LSS LSA 
Coherent  LSA LSS 
2.7.2 Unmodelled trial variability 
Even if trial-to-trial variability is not of interest, the failure to model it can have 
implications for other analyses, since this source of variance will end up in the GLM 
residuals. For example, analyses that attempt to estimate functional connectivity 
independent of trial-evoked responses (e.g, Fair et al 2012) may end up with 
connectivity estimates that include unmodelled variations in trial-evoked responses, 
rather than the desired background / resting-state connectivity. Similarly, models that 
distinguish between item-effects and state-effects (e.g, Chawla et al, 1999) may end 
up incorrectly attributing to state differences unmodelled variations in item effects 
across trials. Failure to allow for trial-variability could also affect comparisons across 
groups, e.g, given evidence that trial-variability is higher in older adults (Baum and 
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Beauchamp, 2014). 
Strictly speaking, unmodelled trial-variability invalidates LSU and LSS as GLMs for 
statistical inference within-participant (across-scans). LSA models overcome this 
problem, but at the cost of using more degrees of freedom in the model, hence 
reducing the statistical power for within-participant inference. In practice however, 
assuming trial-variability is random over time, the only adverse consequence of 
unmodelled variance will be to increase temporal autocorrelation in the error term 
(within the duration of the HRF), which can be captured by a sufficient order of auto-
regressive noise models (Friston et al, 2002). Moreover, this unmodelled variance 
does not matter if one only cares about inference at the level of parameters (with 
LSA/LSS) or level of participants. 
2.7.3 Estimating individual trials: LSS vs LSA 
Since the introduction of LSS by Turner et al. (2010), it is becoming adopted in 
many MVPA studies. As mentioned above, LSS effectively imposes a form of 
regularization of parameter estimates over time, resulting in smoother “Beta series”. 
This makes the estimates less prone to scan noise, so could be suitable for more 
accurate trial-based functional connectivity analyses too. However, as shown in 
Figure 2.4, this temporal smoothing also potentially obscures differences between 
nearby trials when the SOA is short (at which point LSA can become a better 
model). Thus for short SOA, the real value of LSS for functional connectivity 
analysis will depend on the ratio of trial-variability to scan-variability. This temporal 
smoothing does not matter so much for MVPA analyses however, if the trial-
variability is coherent across voxels, because the resulting patterns across voxels 
become even more robust to (independent) scan noise across voxels, as shown in 
Figure 2.8-B.  
However, when scan variability is more coherent across voxels than is trial 
variability, LSA is better than LSS, even when the ratio of scan noise to trial 
variability is high. This is because the coherent fluctuations of scan noise cancel each 
other across the voxels, leaving only trial variability, which can be modelled better 
by LSA than LSS, as shown in Figure 2.8-C. It is difficult to predict which type of 
variability will be more coherent across voxels in real fMRI data. One might expect 
trial variability to be more coherent across voxels within an ROI, if, for example, it 
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reflects global changes in attention (and the fMRI point-spread function / intrinsic 
smoothness is smaller than the ROI). This may explain why Mumford et al. (2012) 
showed an advantage of the LSS model in their data. However, Visser et al. (2016) 
found LSA to be better than LSS in their data. The latter may reflect cases where 
there is a high degree of coherency of scan noise across the voxels, for example 
owing to residual movement artifacts or other types of global scanner artifacts. 
As mentioned in the previous sections, LSS attenuates the scan noise by smoothing 
the betas. Another possible approach is to simply first smooth the data using a low 
pass filter, and then use LSA to estimate the betas. This explicit way of smoothing 
will not work well especially for jittered SOA designs or randomized designs with 
more than one trial type because temporal smoothing smears and mixes different trial 
types together, as a result, they will become more similar to each other and 
classification performance will be reduced (see Appendix 3). More importantly, 
smoothing shrinks the mean beta toward the baseline and this shrinking becomes 
more obvious for longer SOAs. LSS deals with these issues better by including, 
additional to the trial of interest, all the other trial types in the form of N separate 
regressors (where N is the number of trial types) in its design matrix. These 
additional regressors allow the GLM to fit differences in the mean response across 
conditions, rather than assuming a homogeneous smoothing. 2.7.4 Caveats 
In the present simulations, I have assumed temporally uncorrelated scan noise. In 
reality, scan noise is temporally auto-correlated, and the GLM is often generalized 
with an auto-regressive (AR) noise model (in conjunction with high-pass filter) to 
accommodate this (e.g., Friston et al., 2002). Regarding the spatial correlation in 
scan noise across voxels (for MVPA), this is usually dominated by haemodynamic 
factors like draining vessels and cardiac and respiratory signals, which can be 
estimated comparing residuals across voxels, or using external measurements. Future 
work could explore the impact on efficiency of such coloured noise sources (indeed, 
temporal and spatial covariance constraints could also be applied to the modelling of 
trial-variability in hierarchical models, Friston et al., 2002). 
I have also not considered the class of regularized estimators for the GLM, such as 
ridge regression (Mumford et al, 2012). These tend to constrain some norm of the 
Beta estimates (such as the L2-norm in the case of ridge regression) – effectively 
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penalizing extreme estimates. This makes them more robust to scan-variability 
(noise), though at the expense of introducing bias (e.g, shrinking Beta estimates 
towards zero). Here I restricted efficiency analysis to unbiased estimators, but future 
work could extend efficiency comparisons (e.g, using cross-validation) to regularized 
estimators. 
There are also more sophisticated modelling approaches than the common GLM, 
some of which have explicitly incorporated trial-variability, using maximum 
likelihood estimation of hierarchical models mentioned above (e.g., Brignell et al., 
2015), or nonlinear optimization of model parameters (e.g Lu et al., 2005). 
Nonetheless, the general principles of efficiency, i.e, how best to estimate trial-level 
parameters, should be the same as outlined here. 
2.8 Chapter Summary  
In this chapter, I showed that SOA, scan-variability (scanner noise) and trial-
variability all affect the efficiency of GLMs. When estimating responses to 
individual trials in a single voxel, LSU or LSS are generally a more efficient GLM 
than LSA when scan-variability dominates trial-variability, whereas LSA is a better 
GLM when trial-variability dominates. This difference between GLM efficiency is 
most noticeable when the SOA is short. When estimating the pattern of responses 
across voxels however, a second important factor is the degree of coherency of scan 
variability and trial variability across voxels: LSA benefits when scan variability is 
correlated across voxels, whereas LSS benefits when trial variability is correlated 
across voxels. Which is the better GLM therefore depends on both the ratio of scan 
variance to trial variance within voxels, and the ratio of scan covariance across 
voxels to trial covariance across voxels. Unfortunately these ratios are rarely known 
in advance for real data. However, one way to estimate efficiency in real data is to 
examine the stability of parameter estimates across different runs. Another way, 
when one expects an ROI to differ between two conditions, is to compare which 
GLM produces the biggest univariate and /or multivariate difference between 
conditions. These approaches were taken in Chapter 3.   
49 
 
CHAPTER 3: EMPIRICAL 
ANALYSES 
3.1 Data description and preparation: 
In Chapter 2, I used simulations to show that the optimal GLM model depends on the 
ratio of scan-variability to trial-variability and on the coherency across the voxels of 
these two types of variability. In this chapter, I compare these GLM designs using 
real fMRI data. For that purpose, I use an existing multimodal dataset provided by 
Wakeman and Henson (2015), which is freely available on “openfmri.org”. In 
addition to its open access and prior use for methods development, this dataset has 
several benefits, such as 1) a large number of trials with short SOA (given that 
Chapter 2 showed that differences in GLM efficiencies are most noticeable at short 
SOAs); 2) nine independent runs (sessions) (useful for cross-validation and 
efficiency analyses) and 3) trials of some conditions are randomly intermixed, 
whereas trials from other conditions are temporally adjacent, allowing investigation 
of the effects of temporal smoothing from methods like LSS.  
The dataset consists of 19 participants, aged 23-37, 8 female; I used a subset of 18 
after removing one participant who had some scans missing from one of the fMRI 
runs. For each of the 9 runs, participants made left-right symmetry judgments to 
randomly presented images of 16 famous faces, 16 unfamiliar faces, and 16 
scrambled faces. One-half of the stimuli repeated immediately, and the other half 
repeated after delays of 5-15 stimuli intervals. The stimuli were presented for a 
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random duration between 0.8-1.0s, with a random interval of 2.1-2.3s between 
stimuli, resulting in an SOA between 2.9-3.3s. 
The experiment contained 9 conditions: 1) initial presentations of Famous faces 
(F_init), Unfamiliar faces (U_init), and Scrambled faces (S_init), 2) immediate 
repetitions of Famous faces (F_imm), Unfamiliar faces (U_imm), and Scrambled 
faces (S_imm) and 3) delayed repetitions of Famous faces (F_L), Unfamiliar faces 
(U_L), Scrambled faces (S_L). Note that one feature of this design is that immediate 
repetitions necessarily always follow initial presentations, so the regressors in a LSA 
model for trials from Initial and Immediate repetition conditions will be temporally 
correlated. 
 
3.1.1 fMRI acquisition: 
The MRI data were acquired with a 3T Siemens Tim-Trio MRI scanner (Siemens, 
Erlangen, Germany). The fMRI data came from a (gradient) echo-planar imaging 
(EPI) sequence of 33, 3 mm-thick axial slices, with TR of 2000 ms, TE of 30 ms and 
flip angle of 78°. 210 volumes were acquired for each of the 9 runs. Slices were 
acquired in an interleaved fashion, with odd then even numbered slices (where slice 
1 was the most inferior slice). The distance factor controlling the gap between slices 
Figure 3.1: Showing the experimental design, with a thresholded Fusiform Face 
Area (FFA) mask from a group analyses (for more details about the experimental 
design, see Wakeman & Henson 2015). imm.rep. = immediate repetition, del.rep = 
delayed repetition. 
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was adjusted for each participant to ensure whole cortex coverage, resulting in a 
range of voxel sizes of 3×3×3.75 mm to 3×3×4.05 mm across participants (for more 
details, see Wakeman & Henson et al. 2015). A T1-weighted structural image of 
1x1x1mm resolution was also acquired using a MPRAGE sequence. 
3.1.2 fMRI pre-processing: 
The fMRI data were pre-processed using the SPM12 software package 
(www.fil.ion.ucl.ac.uk/spm) in Matlab 2012b (uk.mathworks.com). After removing 
the first two scans from each session to allow for T1 saturation effects, the functional 
data were corrected for the different slice times, realigned to correct for head motion, 
and coregistered with the structural image. The structural image was segmented and 
normalised to a standard MNI template, and the normalisation warps applied to the 
functional images. These were finally spatially smoothed using a Gaussian filter of 8 
mm FWHM for mass univariate statistics. However, for all MVPA analyses, we used 
the unsmoothed data, in line with the previous literature (Haxby et al., 2001).  
Then for the subsequent analyses, I compared separate GLMs that conformed to 
either LSU (when only average betas where concerned), or LSA or LSS models 
when estimating individual trials (the LSS model was an LSS-9 model; see footnote 
in Chapter 2). The regressors were created by convolving a delta function at the onset 
of each stimulus with a canonical HRF. All GLMs also included six motion 
regressors to capture residual (linear) movement artefacts, plus a constant term.  
3.1.3 ROI analyses and contrasts of interest 
To create the ROIs, a contrast was created for the LSU model, which averaged the 
mean betas for each condition across the 9 runs. A between-participant (2
nd
-level) 
GLM was then estimated, using the 9 contrast maps for each of the 18 participants, 
together with participant effects (conforming to a repeated-measures ANOVA with a 
pooled error, Henson & Penny, 2003). This GLM was used to estimate the 
population mean betas, and the statistical significance of contrasts between these 
means were thresholded by controlling the Family-Wise Error (FWE) of P<0.05 
across the whole-brain.  
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The FFA was defined as those suprathreshold voxels for the T-contrast of Faces > 
Scrambled (averaging across famous and unfamiliar and initial and repeated 
presentations) that fell within a cluster centred in left or right fusiform. These were 
combined to form a single bilateral FFA ROI containing 185 voxels (135 spatially 
continuous voxels for right FFA and 52 voxels for left FFA) (Figure 3.1 left panel). 
Note in this chapter I only cared to compare the efficiency of various GLMs in 
reproducing consistent results or patterns across independent fMRI runs, therefore, 
the difference in the BOLD response between F_init and S_init in a “Faces > 
Scrambled” contrast does not bias our efficiency analyses toward any specific GLM 
because the absolute value of this difference is not our primary focus (we do not 
know the true difference anyway). To put more concretely, we do not care what 
value a specific GLM produces for “F_init - S_init” but we care that an efficient 
GLM should reproduce the same value again when applied to similar but 
independent fMRI runs. 
I focused on two pairwise comparisons of the 9 conditions: 1) the difference between 
“F_init - S_init”, since these conditions were randomly intermixed (as assumed in 
Chapter 2), and 2) “F_init - F_imm”, since these conditions were always adjacent, 
which may impact the relative efficiency of LSS versus LSA, given the temporal 
smoothing of LSA discussed in Chapter 2. Note that because only half of the 
repetitions were immediate, I randomly selected one half of the F_init estimates to 
match trial numbers with F_imm estimates (and so this contrast has half as many 
trials as the F_init – S_init contrast). 
3.2 Evidence for trial-to-trial variability in real data 
Before comparing the efficiencies of different models, I wanted to test whether there 
is evidence of significant trial-variability in these data. I therefore created a single 
GLM in which all 9 conditions were modelled both by an LSU partition and an LSA 
partition (see Figure 3.2-A). By using an F-test on the regressors from the LSA 
partition, one can test whether there is significance explained by allowing for 
variability across trials (relative to residual scan noise), over-and-above differences 
between conditions in the mean responses across trials. 
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Images of the F-value from the LSA partition, averaged across runs, were log-
transformed (so an F-value of 1 became 0) and entered into a one-sample t-test 
across subjects to test for consistent effects across subjects (note this is not a 
conventional random effects analysis on a parameter, but a meta-analysis on a 
statistic). The one-tailed t-test for F-values consistently above 1 was then thresholded 
with FWE p<0.05 (Figure3.2-B). Several brain regions in lateral and medial parietal 
cortex, as well as medial prefrontal cortex, showed evidence of significant trial-
variability. Interestingly, the FFA was not apparent at this threshold. However, the 
absence of FFA may reflect noisy individual voxels that did not pass the FWE 
correction. If the trial variabilities are coherent across the voxels, then averaging 
across the voxels in FFA will enhance sensitivity. Indeed, when the same analysis 
was repeated by averaging over voxels in the FFA mask, there was significant 
evidence of trial-variability in FFA too, t(17)=12.12, p<.001.  
3.3 ROI - Efficiency Analyses    
Given evidence that trial-to-trial variability exist in these data, I compared LSS and 
LSA models in their efficiency of modelling this variability within the FFA, starting 
with univariate measures of 1) mean activity over all voxels the ROI, and 2) bivariate 
 
Figure 3.2 shows the custom design matrix [LSU LSA] and the resulted average F-
contrast (log-transformed) for LSA showing extensive variabilities not captured by 
LSU. 
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correlations between each voxel in the ROI. Note that in all the following statistical 
reports, correlation coefficient values were transformed using Fisher-z 
transformation and the standard deviations (SDs) were log transformed before 
running t-tests to compare the GLMs. Figure 3.3 simplifies the concepts behind some 
of the efficiency measures I used in this chapter. I will refer back to the relevant 
panels of this figure in each of the following sections. 
3.3.1 Optimal GLM for Univariate Analyses 
Estimating efficiency for real data is difficult because, unlike the simulations in our 
previous chapter, we do not know the true Beta of each condition. One way to 
estimate efficiency is to assume that the most efficient model is the one that produces 
the most stable beta estimates across the independent runs (assuming there is no true 
variability across runs, e.g, owing to participant fatigue). 
3.3.1.1 Reproducibility of the average trial response across runs 
I started with the mean estimate after averaging across all trials in each condition 
(like the PPM measure in Figure 2.2 of Chapter 2). I then averaged these condition 
means over trials, and calculated the difference between “F_init - S_init” as an 
example of randomised trials belonging to different stimulus classes, and “F_init - 
F_imm” as an example of adjacent trials belonging to the same stimulus class. I then 
estimated the standard deviation (SD) of this difference across runs (Figure 3.3-A), 
such that a lower SD indicates more stable estimates. Since SDs are skewed and 
always positive, I log-transformed the results before comparing the means. 
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Paired t-tests showed that SD was much lower for LSS than LSA for both “F_init-
S_init”, t(17)=14.81, p<0.001 (Figure 3.4-A) and “F_init-F_imm”, t(17)=16.70, 
p<0.001 (Figure 3.4-B), suggesting that LSS is a more efficient model (and therefore 
that the ratio of trial-variability to scan-variability was relatively low). Because this 
analysis estimates the average Beta across the trials, I added the standard LSU for the 
sake of comparison. Similar to LSS, the SD of LSU was significantly lower than 
LSA (t(17)=15.4; p<0.001 for F_init - S_init; t(17)=18.5, p<0.001 for F_init-
F_imm). LSS and LSU were numerically very similar for F_init - S_init, but showed 
a significant difference nonetheless, with LSU being better than LSS t(17)=3.9, 
Figure 3.3 illustrates the efficiency measures through A) assessing voxel pattern 
stability across the runs, first, by measuring the mean pattern difference between the 
two stimulus types for each run, then these measures are compared across the 
independent runs to assess the stability of the voxel values across the runs by 
measuring  either their SDs (univariate – section 3.3.1.1) or pattern similarity using 
correlation (multivariate – 3.3.2.1), B) assessing trial pattern stability across the runs, 
first, by correlating the trial vectors among all the voxels to measure the trial pattern 
coherency within FFA, then these coherency matrices are compared among the runs 
using SD (section 3.3.1.2).  
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p=0.001 (consistent with simulations in Appendix 2). Interestingly, the opposite was 
found for F_init - F_imm, where LSS was better, t(17)=4.9, p<0.001, most likely 
reflecting the fact that F_init and F_imm trials were adjacent to each other. However, 
because LSU was not the primary focus, I did not explore this effect further. 
 
3.3.1.2 Reproducibility of individual trial responses across runs (trial by trial 
correlations) 
I then looked at the temporal correlation between single-trial estimates, i.e, the “Beta 
series” correlation sometimes used as a measure of functional connectivity in fMRI 
(Rissman et al., 2004, and considered in Figure 2.3 of Chapter 2). We do not know 
the true functional connectivity in these data. However, if we assume that the FFA is 
functionally homogeneous, then all voxels should show similar trial estimates, i.e, 
high correlations of Beta series between each voxel. As in the previous section, I 
constrained analyses to F_init and S_init trials and F_init and F_imm trials. The 
results are shown in Figure 3.5, where the mean correlation was higher under LSS 
 
Figure 3.4 Shows the optimal GLM for the average trial responses using standard 
deviation of the beta estimates differences across the runs (lower is better). Error 
bars are 95% CI given between-participant variability, so can overlap even if 
within-participant differences are significant in a paired t-test. 
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than LSA (t(17)=8.31 , p<0.001 for F_init and S_init trials; t(17)=7.89, p<0.001 for 
F_init and F_imm trials). 
 
However, one does not have to make this assumption of functional homogeneity 
within FFA, because one can also test how reproducible those voxel-to-voxel 
correlations are across runs (see Figure 3.3-B). Having calculated the 185-by-185 
matrix of voxel correlations, I computed the standard deviation of each correlation 
across the 9 runs and averaged these SDs across all elements in the matrix to produce 
the values in Figure 3.6 (top panels). Paired t-tests showed that LSS produced higher 
SD than LSA for F_init and S_init trials, t(17)=5.90, p<0.001, i.e, less reproducible 
estimates. The same pattern was seen for F_init and F_imm, t(17)=8.83, p=0.001. It 
is possible that the lower SD of correlations across runs for LSA is a consequence of 
the lower mean correlations overall (Figure 3.5). I therefore also normalised the SD 
by the mean correlation for each subject (i.e, calculated the coefficient of variation; 
Figure 3.6 bottom panels), and now there was no longer any significant difference 
between LSS and LSA (t(17)=0.51, p=0.61 for F_init and S_init; t(17)=0.70, p=0.48 
for F_init and F_imm). Thus the evidence for the better GLM for Beta-series 
correlation in these FFA data is moot. 
 
Figure 3.5: Shows the results of Beta series correlations in FFA for both GLMs.   
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3.3.2 Optimal GLM for Multivariate Analyses 
3.3.2.1 Reproducibility of voxel patterns across runs 
In the previous sections, I assessed the efficiency of univariate voxel estimates, either 
averaged across trials or for each trial separately. In this section, I assess the 
 
Figure 3.6 Upper panels show the SD of Beta series correlations between all 
pairs of voxels in FFA mask. Lower panels show the normalised SD by the mean 
correlations in Figure 3.5. (error bars = 95% CI). 
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efficiency of estimating spatial patterns across voxels, averaged across trials (stimuli) 
of the same type (because individual stimuli cannot be matched directly across runs). 
This assumes that each trial-type has a canonical pattern that should be identical 
across runs (e.g, that even though every face might produce a different pattern across 
FFA, they share an average pattern that is different from scrambled faces).  
Like in Section 3.3.1.1 and Figure 3.3-A above, I estimated the mean voxel pattern 
difference for condition pairs, then instead of examining the stability of the 
individual voxel mean differences across the runs through the SD, I measured the 
similarity among the voxel pattern differences across the run pairs using correlation 
(higher similarity among the run pairs means higher reproducibility of the voxel 
pattern, regardless of the individual absolute voxel values). The average results for 
all the subjects are shown in Figure 3.7.  
 
 
 
Figure 3.7: Compares the similarity of voxel pattern differences across the 
independent runs for each GLM (higher is better).  Errors are CI 95%. Again note 
that error bars can be misleading for LSS and LSU as this is a paired t-test (see the 
text for the stats) 
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LSS showed higher correlations across the runs in both cases, t(17)=6.88, p<0.001 
for F_init –S_init and t(17)=5.45, p<0.001 for F_init – F_imm. Since these analyses 
involve the average Beta values, I again added LSU for the sake of comparison. 
Again, like LSS, LSU produced greater similarity of the voxel pattern across the runs 
than LSA; however, compared to LSS, LSU was significantly higher for F_init – 
S_init, t(17)=5.51, p<0.001 (despite differences only in the 3
rd
 decimal position). In 
contrast, LSS was significantly better than LSU for F_init – F_imm, t(17)=3.28, 
p=0.004. 
3.3.2.2 The ability to discriminate different stimuli classes  
Another way to estimate the efficiency of each GLM for pattern analysis is to 
compare the ability of their Beta estimates to separate the different trial classes, using 
separate estimates of each trial (rather than averaging over trials, as in the previous 
section). Here, I used binary classification using the same linear SVM as in the 
previous chapter (e.g., Figure 2.5). I used a linear SVM classifier provided from the 
Bioinformatics Toolbox in Matlab 2012b and leave-one-out cross validation across 
the 9 runs. 
Figure 3.8 shows SVM classification results for each GLM. The accuracy was 
generally lower for F_init vs F_imm than for F_init vs S_init for both LSS and LSA. 
This may be because distinguishing initial versus repeated presentation of the same 
face is more difficult than distinguishing faces from scrambled faces, or because 
there were half as many trials for the F_init versus F_imm condition (see Section 
3.1.3).  
For F_init vs S_init classification (Figure 3.8 A), LSS performed significantly better 
than LSA t(17)=8.21, p<0.001. For F_init vs F_imm classification (Figure 3.8-B), 
there was no significant difference between the performance of LSA and LSS, 
t(17)=0.11, p=0.92. 
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3.4 Whole brain - Efficiency Analyses 
All our results so far were specific to FFA. While FFA is an important ROI for this 
dataset, the relative efficiency of GLMs may vary across brain regions, owing to 
different ratios of trial-variability to scan-variability. I therefore repeated the above 
SVM classification performance using a search-light procedure across the whole 
brain (excluding cerebellum and brain stem) (Kriegeskorte et al., 2006). A spherical 
searchlight of 268 voxels (radius of 4 voxels) was centred in turn on all 55221 voxels 
in the normalised brain images (voxels in spheres that extended outside the brain 
were excluded). The resulting SVM classification accuracy was smoothed with an 
isotropic Gaussian of 8 mm FWHM (to render the data in each voxel more Gaussian 
across participants), entered into one sample t-test across participants versus the 
chance level of 50%, and thresholded at FWE p<0.05.  
Figure 3.9 shows the results for “F_init vs S_init”. Large clusters in the visual cortex 
were seen for both GLMs. When comparing the GLMs directly with a paired t-test, 
LSS showed significantly higher classification than LSA in these regions (Figure 3.7 
Figure 3.8: Compares the trial-wise classification accuracy among the GLMs using 
Linear SVM in FFA for A) F_init vs S_init and B) F_init vs F_imm. (Higher is 
better, error bars = 95% CI).  
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bottom panels). No voxels showed the opposite pattern of significantly better 
classification for LSA than LSS. 
 
For “F_init vs F_imm”, the classification performance was generally low, so only a 
few clusters survived the threshold of p<0.05 FWE. When I lowered the threshold of 
p<0.001 uncorrected (Figure 3.10 upper panels) for further exploration, several 
parietal and prefrontal clusters emerged (regions associated with repetition 
enhancement and possibly explicit memory for the repeat). Direct comparison at this 
threshold again showed some clusters in ventral temporal regions (Figure 3.10 
bottom panels) for which LSS was again the better model, but these were not close to 
 
Figure 3.9: Searchlight analyses of CP across subjects (p<0.05 FWE) for F_init vs 
S_init. Upper panels show one-sample t-tests vs chance classification; lower panels 
show paired t-test for LSA vs LSS. 
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regions of interest (and may be type I errors), so strong conclusions cannot be drawn. 
 
3.5-General discussion 
The first aim of this chapter was to demonstrate that significant trial-variability exists 
in real data, and hence this source of variability cannot be ignored as it has been in 
previous calculations of GLM efficiency for fMRI designs (e.g, Josephs & Henson, 
1999; Friston et al, 1999; Dale, 1999). For this purpose, I used a well-known data 
that presented faces and scrambled faces at a short SOA (approximately 3s). Several 
brain regions showed evidence for such trial-variability, even when correcting for 
multiple comparisons across the brain. When focusing on the FFA, there was also 
evidence for trial variability within that ROI. 
 
Figure 3.10 Searchlight analyses of CP across subjects (p<0.001 uncorrected) for 
F_init vs F_imm. See Figure 3.9 legend for more details. 
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Given such trial-variability, the simulations in Chapter 2 showed how a GLM with 
high degrees of freedom (LSA) models the trial-variabilities better at the expense of 
over-fitting the scanner noise (scan-variability), whereas a GLM with fewer degrees 
of freedom (LSS) can be more robust the scan-variability at the expense of under-
fitting trial-variability (by virtue of temporal smoothing). Here, I compared these 
LSA and LSS models on real data. Since we do not know the true parameter values 
in real data, I employed two main efficiency measures: 1) the stability of the trial 
estimates across the independent runs, 2) the ability to discriminate between various 
trial-classes. To calculate the stability of estimates across runs, I measured SD of 1) 
the average difference in response to two conditions, averaged across ROI voxels and 
trials, 2) correlations across voxels of individual trial estimates, and 3) correlations 
across conditions in the voxel patterns. For the ability to discriminate between trial 
classes, I used a binary SVM classifier. In all cases, I examined two contrasts: a) 
initial presentation of famous faces versus scrambled faces (F_init vs S_init), which 
were randomly intermixed (corresponding to the assumptions made in Chapter 2), 
and b) initial versus immediately repeated famous faces (F_init vs F_imm), which 
are temporally adjacent, and therefore be affected by the temporal smoothing 
employed by LSS. 
In general terms, LSS appeared to be more efficient than LSA (like Mumford et al., 
2012, but unlike Visser et al., 2016). This was certainly the case for the average 
difference in response to two conditions and the stability of their voxel pattern 
difference across the runs (Figures 3.4 and 3.7) and SVM classification of F_init vs 
S_init (Figure 3.8). Interestingly, this LSS advantage was not significant for 
classification of F_init vs F_imm, which may reflect the cost of temporal smoothing, 
but could also reflect the fewer number of trials and the more general difficulty of 
classifying initial versus repeated presentations of the same stimulus class (versus 
distinguishing two stimulus classes).  
The estimates of efficiency based on Beta-series correlation was less clear cut: while 
LSS produced higher correlations between voxels on average, which might be 
appropriate if all voxels in the ROI respond the same way, it also produced higher 
SD across runs, i.e, less stable correlations. Nonetheless, this lower SD for LSA 
could be an artefact of the lower mean correlation for LSA, and when testing the 
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coefficient of variation, LSS and LSA no longer differed significantly.  
The better performance of LSS in the univariate results, averaged across trials in 
each condition, suggests that scan-variability was higher than trial-variability in the 
FFA (see Figure 2.2 in Chapter 2). The better performance of LSS in the multivariate 
results then suggests that trial-variability may additionally be more coherent across 
voxels than scan-variability.  
Finally, we used the searchlight analyses to see if our FFA results generalise to other 
brain regions, e.g, if the ratio of trial-(co)variance to scan-(co)variance differs across 
the brain. For the contrast of randomised trials (F_init vs S_init), LSS was 
significantly better in many posterior brain voxels, while no voxel showed an 
advantage for LSA that survived correction for the multiple comparisons. This 
suggests that most of the brain areas (those showed CP above the chance level) 
exhibit greater scan-variability than trial-variability in this dataset, and/or that the 
trial-variability is more coherent between nearby voxels than scan-variability. 
One caveat with the above analyses is the assumption that the true parameters are 
stable across runs. It is possible that factors like fatigue affected trial-variability 
across successive runs (or even that scanner noise changed with time), and therefore 
affected the present results. However, without knowing the true values, it is difficult 
to test this assumption directly. 
3.6- Chapter Summary 
In this chapter, I used empirical analyses to compare the efficiency of GLMs using 
various efficiency measures to parallel the measures used for the simulations in 
Chapter 2. For the average trial response, LSS yielded comparable results to the 
standard LSU. For single trial responses, LSS provided better estimates than LSA in 
most cases, possibly because this dataset exhibits more scan-variability than trial-
variability and/or more coherent trial-variability than scan-variability. For these 
reasons, I use LSS for the rest of the analyses of this dataset in this thesis, despite its 
greater computational demands. 
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CHAPTER 4: RS-RELATED 
CHANGES IN FMRI / 
EXPERIMENT 1 
4.1 Introduction 
As mentioned in Chapter 1, many fMRI studies have reported a reduction in the 
BOLD response for repeated versus initial presentations of stimuli (Grill-Spector et 
al., 2006; Henson, 2003). Most of these studies focus on ROIs that respond strongly 
to the stimuli of interest (e.g, identified in a separate localizer scan, when compared 
to various control stimuli) and average the BOLD response across all voxels within 
each ROI. Other studies adopt a mass univariate search across the whole brain, 
identifying clusters of voxels where RS is significant, and these clusters do tend to 
overlap with regions that respond strongly to the stimuli of interest (Avidan et 
al.,2002; Weiner et al., 2010). For instance, the Fusiform Face Area (FFA) shows 
strong RS for repeated faces (Henson et al., 2002; Fang et al., 2006), Lateral 
Occipital Cortex (LOC) exhibits strong RS for repeated objects (Pourtois et al., 2008; 
Hatfield et al., 2016), and V1 shows strong RS to repeated visual gratings 
(Sapountzis et al., 2010).  
The fact that RS tends to be greatest in ROIs that respond most strongly to the 
stimulus being repeated (relative to another stimulus type) is easy to model in terms 
of simple multiplicative scaling since if 2 1R cR , where 1 2,R R  are responses to first 
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and second presentations respectively and 0 1c  , then 1 2 1(1 )RS R R c R    , 
i.e., RS scales linearly with 1R .
2
 The univariate effects of repetition on voxels’ mean 
amplitude have been investigated thoroughly in fMRI studies. However, fewer 
studies have examined the multivariate effects of repetition on patterns across voxels. 
The majority of those fMRI studies that have used MVPA have tried to correlate the 
findings with behavior, or compared multivariate results with univariate results 
(Ward et al., 2013; Xue et al., 2010; Sapountzis et al., 2010; Rissman et al., 2010; 
Hatfield et al., 2016). 
An fMRI study more relevant to present concerns modulated repetition as a function 
of expectation (Kok et al., 2012), and found that classification performance (CP) 
between two different visual gratings was inversely related to the amount of 
suppression, suggesting that the selectivity between the two visual gratings was 
increased by BOLD suppression, which they interpreted as evidence for the neuronal 
sharpening hypothesis (Chapter 1). However, CP depends on how BOLD 
suppression affects the patterns for stimuli from the same class relative the patterns 
for stimuli of other classes. However, to my knowledge, no study so far has 
unpacked CP thoroughly into within- versus between-class similarity. Kok et al. also 
ranked V1 voxels by their selectivity to one of two orientations of a visual grating, 
and found that the least selective voxels were actually suppressed more than the most 
selective voxels (note again that they manipulated expectancy rather than repetition – 
a point I return to in the Discussion – but this does not matter for the purpose of the 
present argument). In contrast, Weiner et al. (2010), who used short lag and long lag 
repetition paradigms, reported the opposite in face-selective ROIs, i.e., the amount of 
RS was greater for the preferred stimulus category compared to non-preferred 
stimulus category. 
Weiner et al. (2010) also conducted more detailed modelling that simulated scaling 
or sharpening at the level of neurons within a voxel, and related the degree of RS to 
the size of the initial response and to the degree of selectivity at the level of voxels. 
They found that neither scaling nor sharpening was sufficient to explain the RS-
                                                          
2 Some studies define RS proportionally rather than additively, i.e, in terms of an 
adaptation ratio 2 1/RS R R  (e.g, Grill-Spector et al.,2006; Rossion et al., 2008), for which 
RS would be independent of initial response. However, the studies reviewed here do not use 
this definition. 
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selectivity relationship in all their ROIs and paradigms, so they concluded that 
multiple adaptation mechanisms exist. However, I will show in Chapter 5 that their 
simulations of neuronal scaling and neuronal sharpening were too simplistic, by 
virtue of assuming that all neurons are suppressed by the same amount, regardless of 
their selectivity for the stimulus in question. Yet we know from single-cell studies 
that the degree of neuronal suppression depends on the difference between the 
neuron’s preferred stimulus and the repeated stimulus (e.g, Kar & Krekelberg., 2016; 
see also Chapter 1). Furthermore, I will show that it is not sufficient to consider one 
property of fMRI repetition effects (such as relating RS to selectivity): only by 
simultaneously considering multiple features of the data can the underlying neuronal 
models be distinguished. In the current chapter, I will formally define six repetition-
related changes in fMRI signals across voxels within an ROI, and test their 
significance in the face dataset I described in the previous chapter.  
4.2 Methods 
I chose LSS single trial estimates for the current analyses because the previous 
chapter suggested that they were more stable than LSA estimates for the face dataset. 
For simplicity, I ignored the delayed repetition estimates and focused on the 
immediate repetitions to avoid potential interference effects from stimuli intervening 
between repetitions (such effects are beyond the scope of this thesis, though recently 
explored by Spigler and Stuart, (2017). Since initial trials were twice as frequent as 
immediate repeats, I randomly dropped half of the estimates for initial trials in each 
session. The total number of estimates across all runs was 49 for each of the 6 trial-
types (F_init, U_init, S_init, F_imm, U_init, S_imm).  
Because face trials are twice as frequent as scrambled trials, I matched the number of 
trials by running two separate analyses, one for famous faces versus scrambled faces 
and another for unfamiliar faces versus scrambled faces. Since the results of these 
two analyses were qualitatively similar, I only report the results of unfamiliar faces 
and scrambled faces in this chapter (interpretation of the results is also slightly easier 
since subjects have no pre-experimental associations for the unfamiliar faces).  
I used the same FFA mask as in the previous chapter, and analysed six repetition-
related changes as defined below: 
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1- Mean Amplitude Modulation (MAM): This is the typical ROI-based measure of 
RS, i.e, the univariate difference in BOLD response ( vspoB ) to p=1 (initial) or p=2 
(repeated) presentations, averaged across the 1 vv N  voxels, 1 ss N  trials 
(where Ns is the total number of trials per stimulus class) and 1 2o  stimulus 
classes:   
2 2
..1. ..2. 1 2
1 1 1 1 1 1
/ 2
v s v sN N N N
vs o vs o v s
v s o v s o
MAM B B B B N N
     
 
    
 
   
 
2-Within Class Correlations (WC): This is the mean pairwise correlation of 
patterns over voxels with the same stimulus class, averaged over the two classes, and 
then contrasted for initial versus repeated presentations: 
2 2
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This captures how repetition makes patterns for the same class more or less similar. 
3-Between Class Correlations (BC): This is the mean pairwise correlation of 
patterns over voxels for different classes, contrasted for initial versus repeated 
presentations: 
. 11 . 12 . 21 . 22
1 1 1 1
( , ) ( , ) /
Ns Ns Ns Ns
i j i j s s
i j i j
BC cor B B cor B B N N
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 
   
This captures how repetition makes patterns of the opposite class more or less 
similar. 
4-Classification Performance (CP): This refers to the ability to classify the two 
stimulus classes based on their patterns across voxels (MVPA). In its simplest form, 
it relates to the difference between Within- and Between-Class correlations (as in 
Carp et al, 2010): 
CP WC BC   
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Note that this measure it is not redundant with the previous two features, since 
repetition might decrease both WC and BC, but decrease BC more, for example, 
such that CP increases. To confirm that the same results arise with more 
sophisticated MVPA methods, I replicated the pattern of significant results below 
using a SVM and leave-one-run-out cross-validation (similar to the previous 
chapter). 
5- Amplitude Modulation by Selectivity (AMS): This is a further breakdown of the 
first feature above, where the degree of MAM is related to the degree of “selectivity” 
of each voxel (as in Kok et al, 2012). Thus voxels are first binned by the absolute t-
value of the difference between mean response to each stimuli class (combining both 
initial and repeated presentations, to avoid regression-to-the-mean), and then the 
slope estimated of a linear regression of MAM against selectivity across the b bins: 
..1 ..2( , ( ( , ) ))b b v vAMS slope MAM bin ttest B B  
where ( )bbin t  bins voxels according to ascending values of t, and bMAM is the 
amplitude after repetition averaged across all voxels in bin b. A positive slope 
indicates that adaptation suppresses the selective voxels more than the non-selective 
ones. Here I used 6 bins. 
6- Amplitude Modulation by Amplitude (AMA): This is similar to feature 5 
above, except that voxels were binned by amplitude (averaging across stimulus 
classes and presentations and runs), rather than by selectivity (as in Wiener et al, 
2010): 
...( , ( ))b b vAMA slope MAM bin B  
A positive slope means that repetition suppresses more responsive voxels more. 
The values of these six metrics were calculated for each participant and the two-
tailed p-value reported for a one-sample T-test across participants versus zero. 
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4.3 Results 
The six metrics are shown in Figure 4.1. As expected, FFA showed a significant RS 
in response to repeated faces (MAM) (t(17)=-7.53, P<.001). Stimulus repetition also 
reduced both within-class (WC) and between-class (BC) correlations between trials 
 
Figure 4.1: Shows the results of the six metrics in FFA. Bars reflect mean across 
participants for each condition (init = initial presentation; rep = repeated 
presentation), with error bars reflecting 95% confidence interval versus zero; 
diagonal line represents slope of linear contrast across conditions (red = positive; 
blue = negative) with dashed error margins reflecting 95% confidence interval of 
that slope (equivalent to pairwise difference when only two conditions) and p-
value indicated above. 
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(WC, t(17)=-9.36, P<.001, and BC, t(17)=-6.07, P<.001 (all correlation coefficients 
were Fisher-z transformed for the t-tests), and the difference between within- and 
between-class correlations (CP) also decreased (t(17)=-3.84, P=0.0012), as 
confirmed by a SVM (t(17)=-3.06, P=0.007). Furthermore, linear regression showed 
that RS increased with voxel selectivity (AMS) (t(17)=+3.46, p=0.003), and also 
increased with mean amplitude (AMA), (t(17)=+9.26, P<.001.  
4.4 Discussion   
In this chapter, I introduced 6 metrics that characterise the univariate and 
multivariate effects of repetition, and how they relate to voxel selectivities and 
amplitudes. I then applied these metrics to immediate repetition of faces in the FFA 
ROI in a group of 18 participants. All 6 metrics showed significant effects for 
unfamiliar and scrambled faces (and also for famous faces, though data not shown). 
In the next chapter, I attempt to reproduce these 6 data features with a set of neural 
models. 
The significant reduction in MAM was expected because RS to faces in FFA has 
been reported in many previous studies (though RS was not reported for unfamiliar 
faces in some studies, this was using delayed repetition, and with immediate 
repetition, both famous and unfamiliar faces show RS, Henson et al 2004). The 
reductions in both WC and BC indicate that individual trials become less similar 
within themselves and with the opposite trial class. One simple explanation for this 
finding is a decrease in the signal-to-noise ratio, owing to the lower BOLD response 
for repeated stimuli (and assuming additive noise). This is explored further in the 
next chapter.  
The reduction in CP and AMS for faces in FFA contrasts with the findings of Kok et 
al., (2012) for visual gratings in V1. This cannot be because Kok et al., (2012) used 
LSA rather than LSS, because I obtained the same pattern of significant results as 
above when using LSA (the correlations and the classification performance were 
quantitatively lower, which most likely owes to less efficient estimates, as explained 
in Chapter 3). I also repeated the same analyses with spatially smoothed data 
(Gaussian filter, FWHM=8) to confirm that the pattern of results were not due the 
differences in the pre-processing steps. Another reason for why some of our data 
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patterns were different from Kok et al. (2012) could be that expectation-related 
effects are different from repetition-related effects (Kovacs & Vogels, 2012; 
Grotheer & Kovacs, 2016; Todorovic & de Lange, 2012). However, because 
immediate repetition occurred on 50% of trials, expectation effects are likely to be 
highly correlated with repetition effects in the present paradigm. Therefore, it seems 
most likely that the different CP and AMS outcomes for our data compared to those 
of Kok et al. (2012) reflect differences in the stimuli and ROI (i.e, faces and FFA 
versus gratings and V1). Indeed, in Chapter 6, I will show data from a paradigm 
closer to Kok et al’s, where some of the data features (CP and AMS) show the 
opposite pattern to the face dataset used here, but in agreement with Kok et al. This 
would be consistent with claims from Weiner et al. (2010) that different adaptation 
mechanisms operate in different ROIs. However, as I will show in Chapters 5-6, it is 
in fact possible to reproduce both sets of results using the same neural mechanism, 
but with different parameter values (most specifically, the width of neural tuning 
curves). 
Finally, for AMA, I found a positive correlation between the RS and the overall 
voxel response, similar to Weiner et al. (2010). Superficially, this supports a scaling 
model; however, the next chapter will demonstrate that other neural mechanisms can 
produce the same pattern (and indeed, it will be shown that no single data feature is 
sufficient on its own to identify the underlying neural model; only by considering all 
six together can useful inferences be drawn).    
It is worth noting that the six metrics above are not entirely independent from each 
other: for instance, CP depends on both WC and BC, though as argued above, it is 
still theoretically possible to get 2
3
=8 different patterns depending on the precise 
quantitative values of WC and BC. Finally, I do not claim that these are the only six 
metrics worth measuring - future studies might identify more - but the next Chapter 
will show that, taken together, they are sufficient to rule out a large number of neural 
models. 
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4.5 Chapter Summary  
In this chapter, I identified six repetition-related fMRI metrics and reported their 
values for immediate face repetition in FFA. Many of these metrics were inspired by 
previous work (Weiner et al., 2010; Kok et al., 2012), but have never been 
considered all together. The importance of considering all of them will be 
demonstrated by simulations in the next chapter.  
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CHAPTER 5: MODELLING 
FACE REPETITION EFFECTS 
IN FFA 
 
5.1 Introduction: 
In this chapter, I revisit the repetition-related data features identified in the previous 
chapter and compare several neural adaptation models in their ability to fit all six 
features. Face stimuli have a lot of features and it is hard to know how they are 
represented in FFA precisely. For simplicity, I assumed that intact faces and 
scrambled faces differ along a single dimension (Figure 5.1), though in reality they 
are likely to differ along multiple dimensions. Assuming that neural populations have 
a unimodal tuning-curve along a relevant stimulus dimension, at least four basic 
neural mechanisms of adaptation have been suggested: 1) scaling, where neural 
populations reduce their firing rate in proportion to their initial firing rate, i.e, their 
tuning curves are suppressed (Ringach et al, 2002; Swindale et al., 2003; Grill-
Spector et al., 2006; Kar and Krekelberg, 2016), 2) sharpening, where the width of 
neural tuning curves decreases (e.g., Kar and Krekelberg, 2016), 3) repulsive 
shifting, where the peaks of tuning curves shift away from the adaptor (Dargoi et al., 
2000) and 4) attractive shifting, where the peaks shift towards the adaptor (Bachatene 
et al., 2015). These four mechanisms can be further parametrized according to 
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whether the “domain” of adaptation is 1) global, affecting all neural populations 
regardless of their preferred stimulus (as in Weiner et al, 2012), 2) local, where 
adaptation is greater for neural populations whose preferences are closer to the 
adaptor, and 3) remote, where adaptation is greater for neural populations whose 
preferences are further from the adaptor. This results in a space of 12 possible 
models, as shown in Figure 5.1.   
      
 
5.1.1 Simulating neural responses 
Neural responses were modelled by a Gaussian distribution, which has been shown 
to provide a good fit to the neural tuning curves (Swindale et al., 1998; Rinach et al., 
2002). The firing rate, fi(j), for the i-th neural population in response to the first 
presentation of a stimulus, stimulus j, was defined as:  
 
Figure 5.1 – Example tuning curves along a stimulus dimension (ranging from 0 to 
X), both before (blue) and after (red) repetition of a single stimulus (with value 
X/4, shown by green line) according to the twelve different neural models of 
repetition suppression, created by crossing four mechanisms (rows) with three 
domains (columns).  For illustrative purposes, only five neural populations are 
shown, equally-spaced along the stimulus dimension.  
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 ( ) ( , , )i j if j G x     
where G is the Gaussian distribution, jx  is the value of stimulus j on the stimulus 
dimension, which ranged from 0 X , i  is the stimulus preference of the i-th 
neural population and   is the dispersion of the tuning curves. 3 Since we do not 
know the true distance between  classes (e.g, faces and scrambled faces) along the 
stimulus dimension, we arbitrarily set this distance to be / 2X  by assuming that 
faces correspond to 4jx X  and scrambled faces to 3 4jx X , and varied the 
neural tuning widths (since increasing the tuning width is equivalent to decreasing 
the distance between the two classes). The preferred stimulus for each tuning curve (
i ) was selected randomly from a uniform distribution. 
The extent of adaptation was expressed through the variable c, which is a function, h, 
of the difference between the neural preference and stimulus value, i.e., 
( , ) ( )i jc i j h x  , which varied between 0 and 1. According to the four basic neural 
mechanisms of adaptation, the firing rate in response to the second presentation of 
stimulus j is: 
I. Scaling models:                           ( ) ( , , ) ( , )i j if j G x c i j     
II. Sharpening models:              ( ) ( , , ( , ) )i j if j G x c i j    
III. Repulsive Shifting models:  ( ) ( , '( , ) , )
2
i j i
X
f j G x c i j      
IV. Attractive Shifting models:  ( ) ( , '( , ) , )
2
i j i
X
f j G x c i j       
where for shifting models, the adaptation factor additionally depended on 1) the sign 
of the difference between neural preference and stimulus value: 
 '( , ) sign( ) ( , )i jc i j x c i j    
                                                          
3 Although “X” can be any value, in this experiment we chose “X” to be equal to “π” to 
ease comparison with the oriented gratings experiment in the next chapter 
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and 2) was set to 0 when i j , i.e, '( ) 0c i j  . The second property meant that no 
shift occurred when the stimulus matched the neuron’s preference, even for repulsive 
shifting. The latter is actually found empirically (Dragoi et al., 2000; Dragoi et al., 
2001) and corresponds to a quadratic effect of the difference between i  and jx  on 
the size of 'c . Rather than parametrize this quadratic function further, by setting 
'( ) 0c i j  , we are effectively limiting its form to the level of discretization of 
stimulus values ( 8X  here). 
The value of ( , )c i j , i.e, nature of the function h above, determined the range over 
which neural adaptation applied, which was modelled in three ways, controlled by 
two free parameters: a, controlling the maximal adaptation, and b, controlling how 
rapidly adaptation changes (linearly) with distance between neural preference and 
stimulus orientation: 
A. Global adaptation:  ( , )Gc i j a                
0 1 constanta     
B. Local adaptation: 
( )
( , ) min 1, (1 )
i j
L
x x
c i j a a
b
 
   
 
           
0 constant
2
X
b    
C. Remote adaptation: 
( )
( , ) max ,1 (1 )
i j
R
x x
c i j a a
b
 
   
 
         
0 constant
2
X
b    
The parameter b  represents a linear slope (Figure 5.2). The min/max operation will 
ensure that adaptation values are constrained between a and 1. This nonlinearity 
(modelled as piecewise linear) is important for the visual grating data presented in 
Chapter 6, to break the symmetry of results after adapting to two orthogonal classes 
(see Chapter 6 for details).  
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Global adaptation is a special case of Local adaptation when lim{ }b  ,  
c = min(1 , a + 0)  c = a.  
Global adaptation is a special case of Remote adaptation when lim{ 0}b   
c = max(a , 1 - ∞)  c = a, 
 
 
Note that the peak firing rate could never increase after adaptation (i.e, the tuning 
curves do not represent probability distributions, where sharpening for example 
would also produce an increase in firing of the most selective neuronal populations). 
To be clear, the width of the tuning-curves was kept fixed for the scaling and shifting 
models, and the height of the tuning-curves was kept fixed for the sharpening models 
and shifting models. 
In the present simulation, there were 9 runs, each containing 2 alternating trial types, 
X/4 and 3X/4, reflecting faces and scrambled faces, each repeated 6 times per 
 
Figure 5.2: Distance functions, showing how amount of adaptation depends on 
distance between stimulus class (x-axis) and neural preference (here X/4). The a 
parameter is fixed to 0.5, while the b parameter is shown from 0.1 to  , though note 
that in our simulations, b only ranged from 0.1 to X/2.  
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session
4
. Given the fact that each face and scrambled face stimuli was unique in the 
fMRI experiment, I assumed adaptation wore-off after each repetition by resetting 
the adaptation factor, c, to 1.  
5.1.2 Simulating voxel responses 
Although a single voxel contains a large number of neurons, that does not mean all 
of them are functionally distinct or non-overlapping. In fact, many neurons are 
clustered into functionally similar groups or columns (Blasdel, 1992). In this study, 
each voxel was assumed to contain N functionally-distinct neural populations, whose 
preferences were randomly selected from a uniform distribution (see below). 
Assuming that the BOLD response is proportional to the neural firing rate (Rees et 
al, 2000; Heeger et al., 200), the voxel response was simply the average firing rate of 
each population within that voxel. The number of neurons per voxel, N, does not 
have a qualitative effect on the simulation results. However, it does have a 
quantitative effect: When N is large; the majority of the voxels would be similar to 
each other in their response, with very weak overall voxel biases towards particular 
stimuli class. If N is small however, the voxels have stronger biases, and the 
quantitative differences among the models become more evident. Here I used N=8. 
I then simulated 200vN   voxels, and added a small amount of independent noise to 
each voxel, drawn from a Gaussian distribution with standard deviation of 0.1 (which 
represented an SNR of 10, since the peak value of ( )if j  for initial presentations was 
scaled to 1). 
To generate voxels that vary in their selectivity and activity, the value of  was 
sampled randomly from 9 possible values in steps of 8X  from 0...X . These values 
therefore included two neural populations that responded optimally to one of the 
stimuli (Faces and Scrambled Faces at 4jx X  and 3 4jx X  respectively), three 
non-selective neurons (at 0, 2,jx X X ), and four partially-selective neurons in 
between. However, to explain why FFA responds more overall to faces than 
                                                          
4 The real fMRI data contained more trials per session (see chapter 4), however, for 
computational reasons I simulated a smaller number of trials. Since noise levels can be 
varied in the simulations, excess trials were not needed (as confirmed by sanity checks). 
i
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scrambled faces, I sampled twice more often from X/4 than any other value (which 
represents neurons selective to faces
5
). Since only a small number of populations 
were randomly at each voxel, this in turn generated a variety of voxel selectivities. 
Note that it is important to distinguish “sharpening” at the level of the neuronal 
population (i.e, individual tuning curves) from “sharpening” at the level of the voxel 
(i.e, mean response over all neuronal populations within that voxel) as mentioned in 
Chapter 1. Local sharpening of neural populations does not necessarily cause much 
“sharpening” of the stimulus representation at the level of voxels. Rather, it is the 
neuronal mechanism of remote scaling that causes the most marked sharpening of 
the representation within a voxel – i.e, the “drop out” of non-selective neurons from 
the initial presentation, in the sense proposed by Wiggs & Martin (1998).  
5.2 Simulation results 
Each model had 3 free parameters: a, b and σ (except for the Global models where 
there was no b parameter). I explored the predictions of each of the 12 models for 
each of the 6 data features in a grid search covering a wide range of values for the 
three parameters. The a values ranged from 0.1 to 0.9 in steps of 0.1 to cover a wide 
range of maximal adaptation, while b values ranged from 0.1 to X/2, in steps of 0.2 
(where X = π). For σ, values ranged from 0.1 to 1 in steps of 0.2, and then from 2 to 
12 in steps of 3 to cover a wide range of tuning widths. For each model, I ran 50 
simulations for each of the 8000 unique combinations of these three parameters (or 
800 for Global models with just two parameters). For each parameter combination, I 
calculated the 99% confidence interval across the 50 simulations for the value 
associated with each of the 6 data features, and tested whether this was above, below, 
or overlapped zero. Figure 5.3 summarises the results of the grid analyses. The 
colours in each circle summarise the possible trends after repetition, i.e, whether the 
models could explain an increase, decrease or no effect, or some combination of 
these (with different parameter combinations).  
The first thing to note from Figure 5.3 is that no single data feature was sufficient to 
identify the underlying  neural model, illustrating the difficulty of inferring from 
fMRI data at the level of voxels to  mechanisms at the level of neurons (i.e., no value 
                                                          
5 For interest, I also simulated equal sampling from all tuning-curves (as done for the 
visual gratings in the next chapter), and this did not affect the qualitative results. 
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in any row in Figure 5.3 is unique to one of the twelve models). Note that this 
conclusion holds regardless of the empirical value of the data features observed in 
the present experiment (leftmost column). This conclusion is important because some 
of these features, such as the increase in CP after repetition, have been assumed to 
support sharpening models (Kok et al., 2012), yet Figure 5.3 shows that several other 
non-sharpening models can produce an increase in CP. The same goes with the 
negative slope in AMS, which was also thought to support sharpening models (Kok 
et al., 2012).  
 
The second thing to note is that some of the neural models cannot produce at least 
one of the data features observed in the present experiments (whatever their 
parameter settings within the large range explored here). This can be seen by 
comparing the leftmost column with the remaining twelve columns. This means that, 
 
 
Figure 5.3: Simulation results for each of the 12 models (columns) for each of the 6 
data features (rows). Each coloured circle represents either no effect (flat; white), a 
decrease (blue), an increase (red), or some combination of these, when the model 
parameters a, b, and σ could take any value (within the grid search) for any data 
features (i.e parameters were not constrained to be same across data patterns; cf 
Figure 5.4). 
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by considering a range of consequences of repetition (both univariate and 
multivariate), one can at least rule out some neural models. Nonetheless, with 
unconstrained parameters, there were still six models that could fit the data (local and 
remote scaling, all three sharpening models and global repulsion). Interestingly 
however, when simulations were constrained to have the same parameter values for 
all 6 data features, only one model – local scaling – survived. This can be seen from 
Figure 5.4, in which green and red colors now show whether a model could fit the 
data feature observed empirically (when parameter values were selected that 
explained the maximum number of features): only the column for the local scaling 
model has green colors for all data features. 
The winning parameters for the local scaling model were in the following ranges: a 
(0.6-0.8), b (0.1-1.0) and  (0.1-0.4) (see Appendix 6 for the complete list of the 
 
 
Figure 5.4: The maximum number of data properties explained by each model 
when parameters are constrained to be equal across all data properties. Note that, 
for some models that can explain only 4 or 5 data properties with the same 
parameter values, there may be different subsets of the same number of data 
properties that can be explained (i.e., this figure only shows one such subset). 
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winning parameters). Figure 5.5 shows the simulation results for one of the wining 
parameter combinations for local scaling. The qualitative results are similar to those 
in real fMRI data in Figure 4.1. Note that we are only modelling the repetition 
effects, i.e the difference between initial and repeated conditions. The BC values for 
each condition alone are negative, unlike the positive values in the data. This positive 
offset in correlations could have many causes, one of which is modelled in Appendix 
5.  
 
 
 
Figure 5.5: Predicted data features from averaging 18 simulation runs using the 
winning model (local scaling), with parameters: a=0.7, b=0.3, σ=0.2 (cf. data in 
Figure 4.1) to explain the behaviour of the average participant (fixed effect). Apart 
from the correlations, the Y-axes have arbitrary units. All trends were significant 
p<0.001; error bars are CI 95%. 
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5.3 Discussion 
Many previous studies (Grill-Spector et al., 2006; Wiggs & Martin, 1998; Henson & 
Rugg 2003) proposed sharpening or scaling models to explain the reduced BOLD 
response for repeated stimuli. However, the few simulation studies that have 
attempted to model repetition-related effects in fMRI did not model the effects of the 
distance between the adapter and the neural preference, which is clearly an important 
factor in single-cell studies (Kar and Krekelberg, 2016; Dragoi et al, 2000; 
Bachatene et al., 2015). Here, I added this additional assumption, and expanded the 
model space to 12 different models, in order to encompass shifting models as well. 
By searching over the parameter space of each model,  the simulation results show 
that no single data feature uniquely identifies a model, and in principle, any of these 
mechanisms (except attraction models) can explain the basic effect of repetition on 
the mean univariate fMRI response across voxels. However, by considering a range 
of features of fMRI repetition effects (univariate and multivariate), and formally 
modelling a range of potential neural mechanisms, various hypothetical neural 
mechanisms can be distinguished. Indeed, the results show that local scaling of 
neuronal firing is the only model, of the twelve considered here, that can 
simultaneously explain six fMRI features of face repetition in FFA in the present 
experiment.  
Scaling models assume a reduction in the firing rate. Global scaling refers to a 
uniform reduction in the firing rate for all neurons, regardless of the distance of the 
stimulus from their tuning curves, while local scaling refers to a greater decrease in 
the firing rate for neurons whose preference is closer to the stimulus (Kar & 
Krekelberg, 2016). Remote scaling proposes the opposite, ie. a greater decrease for 
non-optimal neurons (Ringach et al., 2002). Importantly, both local and remote 
scaling at the neural level can improve CP after repetition, by increasing the voxel-
to-voxel variance (Davis et al. 2014). This is shown in Figure 5.3, where local and 
remote scaling can increase CP (or decrease CP, depending on parameter values). 
Indeed, it is somewhat counter-intuitive that both can increase CP, since local scaling 
is the “opposite” of remote scaling. In fact, our grid search showed that all models 
except global scaling can potentially explain the increase in CP reported by Kok et 
al, and therefore this finding of sharpening at the voxel level does not imply 
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sharpening at the neural level.  
Occam’s razor principle dictates that the definition of a best fitting model should also 
account for its complexity. In that case, the global scaling model is simpler than the 
local scaling model because it is controlled by one rather than three free parameters. 
However, our grid search covered a wide range of parameter values (Figure 5.3) and 
showed that global scaling can never produce a decreasing trend for BC, suggesting 
that the additional model complexity of local models was necessary to achieve the 
qualitative fitting for this criterion. It is possible that the various local models also 
had different model complexities (even though they had the same number of free 
parameters), when model complexity takes into account correlations between the 
effects of the parameters and/or the functional form of the equations (Myung et al., 
2009). However, the same argument applies when comparing local scaling with the 
other local and remote models, because Figure 5.4 showed that only local scaling 
was able to qualitatively fit all six data features, whereas the other local models were 
at best able to qualitatively fit only 4 data features. Therefore, even if the local 
scaling model were inherently the most complex model, the approach in this thesis to 
exclude models based on their ability to achieve a qualitative fit to data features 
necessitate this additional model  complexity. 
Although the local scaling model was the only model capable of simultaneously 
fitting all six data features with the same set of parameter values, it is possible that 
these findings could be explained by combinations of mechanisms (e.g. global 
scaling and local sharpening), or by neuronal mechanisms beyond the twelve 
considered here. Nonetheless, local scaling remains the most likely current 
explanation, in terms of parsimony. Our finding that local scaling best explains fMRI 
repetition suppression does not question previous findings of stimulus repetition 
effects on single-cell recordings (Ringach et al, 2002; Swindale et al., 2003; Kar and 
Krekelberg, 2016; Dargoi et al., 2000; Bachatene et al., 2015). As alluded to above, it 
is possible that multiple mechanisms operate in parallel, but in different neural 
populations or cortical layers, and that the dominance of the local scaling model is 
simply due the greatest proportion of neurons exhibiting local scaling. However, I 
did not consider combinations of models further because an important aim was to 
understand the capabilities of each of the 12 adaptation models on their own.  
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Note that local scaling of neuronal tuning curves could itself arise from multiple 
potential mechanisms within the context of a neuronal circuit, such as synaptic 
depression of bottom-up inputs, or recurrent inhibition by top-down inputs. For 
example, the hypothesis of predictive coding (see Chapter 1), which has been used to 
explain other aspects of repetition suppression (Garrido et al., 2009; Henson, 2003), 
would also result in maximal suppression of neurons that are most selective for the 
(repeated) stimulus – i.e., local scaling.  
5.4 Chapter Summary  
In this chapter, I tested the predictions of 12 neural adaptation models to simulate the 
six repetition-related fMRI features for faces and scrambled faces in FFA described 
in the previous chapter, and only the local scaling model was able to fit all six with 
the same parameter values. Thus a reduction in the firing rate of neurons that is 
proportional to how closely an adapting stimulus matches their preferred stimulus 
appears to be the most parsimonious explanation of the FFA response to repeated 
faces. However, an obvious question is whether this is true for other stimulus types 
and other paradigms. In the next chapter, I will test the same models on another 
dataset that differs in stimuli, paradigm and ROI.  
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CHAPTER 6: MODEL 
VALIDATION WITH A 
DIFFERENT DATASET / 
EXPERIMENT 2 
 
6.1 Introduction 
In the previous two chapters, I identified six effects of repeating faces and scrambled 
faces within the FFA, and showed how only one neural model – local scaling – could 
simultaneously fit all six.  However, these findings may not generalize to other types 
of stimulus, paradigm, or brain region (ROI). Indeed, Wiener et al. (2010) found 
contrasting results between medial and lateral visual ROIs for one of their repetition 
effects. Moreover,Kok et al. (2012) found that perceptual expectation of visual 
gratings (on the basis of an auditory cue) reduces BOLD response in V1 (a 
phenomenon known as “expectation suppression”, ES) while at the same time 
increasing the classification performance (CP). They also found that the amount of 
BOLD suppression was inversely related to voxel selectivity (AMS). These results 
are opposite to our findings in Exp.1. Although Kok et al. (2012) focused on ES, our 
proposed twelve adaptation models seem applicable to ES as well, especially given 
that “scaling” versus “sharpening” is an ongoing debate in ES studies too. For 
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example, Blank & Davis (2016) found the best support for their data results from a 
scaling model, while Kok et al. (2012) attributed their findings above to neural 
sharpening (though without performing simulations to validate their claim). 
Furthermore, our grid search results in Figure 5.3 show that a local scaling model 
also has the potential to explain Kok et al’s findings in V1 without resorting to neural 
sharpening.  
It is worth noting that ES and RS might be related and share the same underlying 
cause. For example, Summerfield et al. (2008) found that unexpected repetitions 
have lower RS than expected repetitions; hence, RS could reflect an increased 
expectation to a repeated stimulus due to its recent presentation. However, there are 
also claims that BOLD suppression due to expectation is mechanistically different 
from BOLD suppression due to repetition (Todorovic & de Lange 2012; Kovacs and 
Vogels, 2014; Grotheer and Kovacs, 2015). Thus, I wanted to see if local scaling 
could explain all six features of repetition using the same stimuli (orthogonally-
oriented gratings) and ROI (V1) as Kok et al. (2012), but used data from a more 
conventional grating-adaptation paradigm, provided by Dr Arjen Alink in an 
experiment previously reported in Alink et al. (2013, 2015). Not only did this 
paradigm differ in stimuli and ROI from Chapter 4, but it also used more sustained 
epochs of each stimulus class, rather than brief events, and a paradigm in which the 
stimulus classes alternated, so repetition of one class was separated by an epoch of 
the other class (e.g. S1-S2-S1), rather than being repeated immediately as in Chapter 
4 (e.g, S1-S1…S2-S2). 
6.2 Design, fMRI acquisition, and Preporcessing 
Eighteen healthy volunteers (13 female, age range 20–39) with normal or corrected-
to-normal vision took part in the experiment. The gratings were oriented 45° ( 4  
radians) or 135° ( 3 4  radians) from the vertical, with a spatial frequency of 1.25 
cycles per visual degree (a frequency that strongly drives V1, Henriksson et al., 
2008). These stimuli were presented during 2 runs of 8 minutes, with each run 
divided into 4 subruns, and each subrun containing 6 blocks, with the orientation 
presented in each block alternating (Figure 6.1). Each block lasted 14s and contained 
28 phase-randomized gratings of one orientation, presented at a frequency of 2 Hz. 
The stimulus duration was 250 ms, followed by an interstimulus interval (ISI) of 250 
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ms, during which a central dot was present, surrounded by a ring that determined the 
task (see below). The spatial phase was drawn randomly from a uniform distribution 
between 0 and 2π. Stimulus blocks were separated by 2s fixation periods and subruns 
by 24s fixation periods. In addition, each participant participated in a 12-minute run 
for retinotopic mapping. A description of the stimuli employed and the procedure 
used to define individual regions of interest (ROIs) for the primary visual cortex can 
be found in Alink et al. (2013).  
Participants were instructed to continuously ﬁxate on a central dot (diameter: 0.06◦ 
visual angle). The dot was surrounded by a black ring (diameter: 0.20◦, line width: 
0.03◦), which had a tiny gap (0.03◦) either on the left or right side. The gap switched 
sides at random at an average rate of once per 3s (with a minimum inter-switch time 
of 1s). The participant’s task was to continuously report the side of the gap by 
keeping the left button pressed with the right index ﬁnger whenever the gap was on 
the left side, and keeping the right button pressed with the right middle ﬁnger 
whenever the gap was on the right side. The task served to enforce ﬁxation and to 
draw attention away from the stimuli. 
 
Functional and anatomical MRI data were acquired on the same scanner as 
Experiment 1 (see above). During each stimulus run, 252 volumes were acquired 
containing 31 transverse slices covering the occipital lobe as well as inferior parietal, 
 
Figure 6.1, showing the experimental design, with the V1 mask from Alink et al (2013). 
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inferior frontal, and superior temporal regions for each subject using an EPI sequence 
(TR=2000ms, TE=30ms, ﬂip angle=77◦, voxel size: 2.0mm isotropic, ﬁeld of view: 
205mm; interleaved acquisition, GRAPPA acceleration factor: 2). The same EPI 
sequence was employed for a retinotopic mapping run, during which we acquired 
360 volumes. We also obtained a high-resolution (1mm isotropic) T1-weighted 
anatomical image using a Siemens MPRAGE sequence. 
Functional and anatomical MRI data were pre-processed using the Brainvoyager QX 
software package (Brain Innovation, v2.4). After discarding the first two EPI images 
for each run to allow for T1 saturation effects, the functional data were corrected for 
the different slice times and for head motion, detrended for linear drift, and 
temporally high-pass filtered to 2 cycles per run. The data were aligned with the 
anatomical image and transformed into Talairach space. After automatic correction 
for spatial inhomogeneities of the anatomical image, an inﬂated cortex was 
reconstructed for each subject. All ROIs were deﬁned in each individual subject’s 
cortex reconstruction and projected back into voxel space.  
For simplicity, I contrasted first versus third presentations of each orientation within 
a subrun, to maximize repetition effects. There are likely to be effects induced by 
intermediate presentations of the other orientation, which are modelled fully in the 
models described below. Any effects of the order of specific orientations were 
controlled by counterbalancing (i.e., averaging over sub-runs that started with 45° 
and sub-runs that started with 135°). The number of voxels in the V1 ROIs varied 
from 775-1598 across participants (M=1100, SD=220). The number of trials 
(replications) for each stimulus class and presentation ( sN ) corresponded to 32 (4 in 
each of 8 sub-runs).  
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6.3 Data Results 
The six data features are shown in Figure 6.2. As expected, there was significant RS 
(MAM) (t(17)=-7.13, P<.001). Stimulus repetition also reduced both within-class 
 
Figure 6.2: Results of the six data features in V1. Bars reflect mean across 
participants of each condition (init = initial presentation; rep = repeated 
presentation), with error bars reflecting 95% confidence interval versus zero; 
diagonal line represents slope of linear contrast across conditions (red = positive; 
blue = negative) with dashed error margins reflecting 95% confidence interval of 
that slope (equivalent to pairwise difference when only two conditions) and p-
value indicated above. 
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(WC) and between-class (BC) correlations between trials (WC, t(17)=-6.62, P<.001, 
and BC, t(17)=-7.02, P<.001; after Fisher-transforming the correlation coefficients), 
similar to FFA in Chapter 4. However, the difference between within versus between 
class correlations (CP) increased with repetition (t(17)=+4.15, P<.001 (as confirmed 
by support-vector machines t(17)=+3.09, P=.006). In other words, repetition 
improved the ability to classify stimuli according to their two classes, contrary to the 
FFA results in Chapter 4, but consistent with the previous V1 results by Kok et al. 
(2012). Furthermore, while linear regression showed that RS decreased with mean 
amplitude (AMA) as for FFA (t(17)=+7.83, P<.001), its dependence on voxel 
selectivity (AMS) showed the opposite pattern of decreasing with selectivity (t(17)=-
2.31 p=0.034). Thus, there are both commonalities and differences in the effects of 
repetition across this grating experiment and the previous face experiment. 
6.4 Simulations 
The modelling needed to address the main differences between the two datasets in 
ROI, stimulus type, and experimental paradigm. One difference in the ROIs is that 
we know that FFA responds more to faces than scrambled faces, which I accounted 
for by biased sampling towards faces in the previous chapter, whereas V1 typically 
responds equally (when averaging over all voxels in the ROI) for 45◦ and 135◦ 
gratings, and therefore I sampled V1 neurons uniformly across the stimulus 
dimension.   
For the stimulus type, I circularised the stimulus dimension between 0  and X  ,  
given the symmetry of orientations across the vertical, i.e, that an orientation of 0  is 
equivalent to an orientation of   (180◦), since gratings are not directional. The 
tuning functions were therefore represented by von Mises rather than Gaussian 
distributions; distributions that have been shown to approximate real neural tuning 
curves in V1 to a reasonable extent (Swindale et al., 1998): 
( ) (2 ;2 ,1 )i j if j VM x    
where VM is the classic von Mises distribution. I also needed to circularize the 
distance function between neural preference and stimulus value, according to: 
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 ( , ) min ( , ) , ( , ) ( , ) i jd i j c i j X c i j c i j x     
where i, j denote the neural preference and stimulus value respectively, as in Chapter 
5. This ensures that a difference of 180◦ between preference and stimulus 
corresponds to (0, ) 0d   . Figures 6.3 and 6.4 show the effects of this circularisation 
(cf. Figures 5.1 and 5.2). 
 
In terms of the stimulation protocol, unlike the face paradigm, the visual gratings 
were not unique and each presentation (blocks of a given orientation) is a repetition. 
The blocks within each sub-run were ordered either:
 4,3 4, 4,3 4, 4,3 4       or  3 4, 4,3 4, 4,3 4, 4      . I 
therefore applied the adaptation factor in a multiplicative fashion, i.e, for the p-th 
presentation of a stimulus (p>1): 
   
2
( , , ) ( , )
q p
q
c i j p c i j


  
 
Figure 6.3: Distance functions on circular stimulus dimension, showing how amount of 
adaptation depends on distance between stimulus class (x-axis) and neural preference 
(here X/4). The a parameter is fixed to 0.5, while the b parameter is shown from 0.1 to ∞, 
though note that in our simulations, b only ranged from 0.1 to X/2.  
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Given the gap between sub-runs, I assumed that adaptation wore-off between runs, 
by resetting c to 1 at the start of each sub-run. This assumption is supported by the 
activity profile across the whole experiment shown in Appendix 4. Note that the 
pattern of simulation results below remained unchanged if we additionally simulated 
adaptation effects for every trial within each block (thereby affecting mean response 
to the first block too). Note also that in the grating protocol, unlike for the S1-S1 face 
protocol, adaptation to the stimulus class (S1) in one block affects the response to the 
other stimulus type (S2) in subsequent blocks. This is shown in Figure 6.4, in which 
the tuning curves for the “repeated” condition are after one presentation of both S1 
and S2 blocks. Because S1 and S2 are orthogonal, the adaptation effects are 
symmetrical (around 2 ). Indeed, this is the reason for introducing the nonlinear 
(piecewise linear) distance function in Chapter 5: if the distance function were purely 
linear, then the response of neurons whose preference is half-way between the S1 
and S2 could never exceed that of neurons whose preference matches either one. 
Without this nonlinearity, none of the models were able reproduce the results in this 
 
Figure 6.4: Example tuning curves before (blue) and after (red) after adaptation to 
both orientations (X/4 and 3X/4), according to the twelve different neural models 
of adaptation.  For illustrative purposes, we only show 4 neural populations 
equally-spaced along the stimulus dimension; in the simulations below, we 
sampled the population preferences randomly from a uniform distribution across 8 
possible equally-spaced orientations (see Chapter 5 for details). 
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paradigm. Apart from the above changes, the same models and grid-searches were 
run as in Chapter 5. 
6.5 Simulation Results 
The grid search results are summarised in Figures 6.5 and 6.6. The first thing to 
notice is that results in which parameter values were unconstrained look slightly 
different from those in Figure 5.3, which must owe to the differences in paradigm. 
For example, attraction models can now produce RS, unlike in the previous paradigm 
where they could only produce an increase in BOLD response after repetition. This is 
because attraction to one stimulus (S1) results in repulsion for the other, subsequent 
stimulus (S2), hence potentially causing RS for the latter. Nonetheless, the same 
more general point arises as in Chapter 5, i.e, no single data feature alone is 
sufficient to identify a single model. 
 
 
Figure 6.5: Simulation results for each of the 12 models (columns) for each of the 6 
data features (rows). Each coloured circle represents either no effect (flat; white), a 
decrease (blue), an increase (red), or some combination of these, when the model 
parameters a, b, and σ could take any value (within the grid search) for any data 
features (i.e parameters were not constrained to be same across data patterns; cf 
below). 
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The most important result is apparent in Figure 6.6, which shows that, when the 
parameter values are constrained across all six data features, it is again only local 
scaling that can reproduce all those features. The winning parameters for the local 
scaling model were in the following ranges: a (0.7-0.9), b (0.1-0.8) and  (0.4-1.0). 
For confirmation, Figure 6.7 shows one set of parameter values for the local scaling 
model, which reproduce the same qualitative patterns as the data in Figure 6.2 (for 
the complete list of possible parameter values, see Appendix 6). Again, the lack of 
quantitative fit for the BC correlations (being negative rather than positive) can be 
explained by some simple additions to the model, as shown in Appendix 5; the 
 
Figure 6.6: The maximum number of data properties explained by each model when 
parameters are constrained to be equal across all data properties. Note that, for some 
models that can explain only 4 or 5 data properties with the same parameter values, 
there may be different subsets of the same number of data properties that can be 
explained (i.e., this figure only shows one such subset). 
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important aspects are the direction of repetition effects. 
 
6.6 Discussion 
The repetition-related changes in V1 for blocked, alternating presentation of visual 
gratings revealed a somewhat different pattern to those in FFA for the face paradigm 
in Chapter 4. While four of the data features (MAM, WC, BC and AMA) were 
similar across experiments, CP and AMS showed the opposite pattern across 
 Figure 6.7 Predicted data features from averaging 18 simulation runs using the 
winning model (local scaling), with parameters: a=0.8, b=0.4, σ=0.4 (cf. data in 
Figure 6.2) to explain the behaviour of the average participant (fixed effect). Apart 
from the correlations, the Y-axes have arbitrary units. All trends were significant 
p<0.001; error bars are CI 95%. 
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experiments.  Indeed, the V1 results for CP and AMS agreed with those of Kok et al., 
(2012), suggesting that, at least for these two features, repetition and expectation 
effects are similar.  
Although the trial sequences in Exp.2 were arranged in a predictable manner, it is 
still possible that there are psychological reasons why the subjects’ expectations of 
the upcoming trial types were different at the start of each subrun than that at its end 
(Appendix 4). Nevertheless, whatever the correct explanation of the data, our 
modelling strategy and conclusions from the simulations would still be valid, since 
we have simulated the exact trial sequence and paradigm of the fMRI data. 
 More importantly, our modelling shows that, despite empirical differences across the 
two experiments (Exp.1 & Exp.2), it is still only the local scaling model that can 
simultaneously fit all six data features. This not only reinforces the likelihood of 
local scaling being a common mechanism across the brain, but also demonstrates the 
flexibility of the local scaling model (depending on parameter values and paradigm 
details).   
This raises the question of what makes CP and AMS differ so drastically across the 
two experiments: is it the circular stimuli, the stimulation protocol, or differences in 
model parameters (a, b, and σ)? From parameter-free results in Figures 5.3 and 6.5, 
we can conclude that experimental paradigm alone has an impact on the model 
predictions. Likewise, from the parameter-constrained Figures 5.4 and 6.6, we can 
conclude that the model parameters a, b, and σ also impact model predictions. 
However, the single most important parameter that determines the direction of both 
CP and AMS in the local scaling model is the σ (sigma) parameter (initial tuning 
width of neural tuning curves). For both experiments, when σ is less than 
approximately 0.3 (with average values of a and b), repetition reduces CP and 
increases AMS, and vice versa when σ is more than 0.3. (For the full set of the 
winning parameters see Appendix 6.)  
The effect of σ on AMS is difficult to intuit, but it is important to clarify because it 
reveals an important factor that is easy to miss when translating brain activity from 
voxel space to neural space. I will illustrate it further because it may resolve some of 
the misinterpretations of fMRI results in literature (Kok et al., 2012; Summerfield & 
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de Lange 2014) and also some of the diverging fMRI results in terms of RS amount 
and voxel selectivity in different ROIs (Weiner et al., 2010; Utzerath et al., 2017; 
Krekelberg et al., 2006).  
Figures 5.2 and 6.7 (AMS criterion) only show the relationship between selectivity 
and RS. More insight can be gained by plotting the BOLD amplitude for initial and 
repeat trials separately as a function of selectivity. Figure 6.8-A & B shows results 
for both datasets (but with more bins for greater resolution) for Experiment 1 (face 
data, left panel) and Experiment 2 (gratings data, right panel), while Figure 6.8-C & 
D shows corresponding results from the local scaling model, with parameters σ=0.2, 
a=0.7, b=0.2 for Experiment 1 and σ=0.4, a=0.8, b=0.2 for Experiment 2.  
 
 
Figure 6.8: Voxel bins are ranked by their absolute t-values for the initial 
responses (init), the repeated responses (rep), and their differences which represent 
AMS (black bars). A & B panels show the results of fMRI datasets while C & D 
panels show the simulated results using the local scaling model and the following 
fitting parameters σ=0.2 a=0.7 b=0.2 (Exp.1) and σ=0.4, a=0.8, b=0.2 (Exp. 2). 
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It is clear that the increasing AMS profile in Experiment 1 is accompanied by 
increased overall response to both initial and repeated trials as selectivity increases, 
whereas the decreasing AMS profile in Experiment 2 is accompanied by decreased 
overall response to initial and repeat trials.  
To understand better, I plotted heat maps of the neural tuning curves (Figure 6.9 and 
Figure 6.10) within two voxel types that vary in the number of neural populations 
that are selective to S1 and S2, as a function of narrow tuning (σ=0.2 as in 
Experiment 1) or broad tuning (σ=0.4 as in Experiment 2) values of σ. By chance, 
some voxels, such as voxel-1, will have a large number of neural populations 
selective for S1, while others like voxel-2 will have populations only partially 
selective for S1. For initial presentations and S1 and S2 (e.g. in gratings paradigm), 
voxels like voxel-1 will have higher selectivities (absolute difference in response to 
S1 vs S2) than voxels like voxel-2. However, after repetition of S1 and S2, the 
relative pattern of selectivities across voxel-1 and voxel-2 depends on σ.  
When σ is small (Figure 6.9), the effect of local scaling from S1 and S2 is to dampen 
many neuronal populations in voxel-1 but fewer in voxel-2. Nonetheless, because the 
populations remaining less suppressed in voxel-2 are not selective for S1 or S2, the 
rank ordering of selectivity across voxel-1and voxel-2 remains the same as before 
adaptation (and so therefore does the average selectivity across initial and repeat 
trials, which corresponds to the x-axis in Figure 6.8). The response to initial and 
repeat trials (averaging across S1 and S2) is highest for voxel-1 (3.0 and 1.8) and 
lower for voxel-2 (0.685 and 0.44), and their difference (RS) is also greater for 
voxel-1 (1.2) than voxel-2 (0.245). This increase in overall response and increase in 
RS with increased selectivity is plotted at the bottom left of Figure 6.9 and resembles 
the data for the faces in Experiment 1 (left panels in Figure 6.8). 
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In case of the large σ (Figure 6.10), there is more overlap between the tuning curves 
(Figure 6.10). The effect of local scaling from S1 and S2 is still to dampen more 
neuronal populations in voxel-1 than voxel-2. Nonetheless, even though more tuning 
curves are suppressed in voxel-2, the amount of the suppression is smaller because 
they are further from the adapting stimulus. In addition, their tuning curves still 
overlap more with one stimulus (S1) than the other (S2). This means that the 
selectivity of voxel-2 voxels can actually surpass that of voxel-1 after adaptation, and 
in the above example the average selectivity across initial and repeat trials (measured 
by absolute difference in response to S1 vs S2) is higher for voxel-2 (3.21) than 
 Figure 6.9: Example of two voxel types each possessing different underlying 
neural populations with narrow tuning widths (σ=0.2). Numbers at the bottom 
of each voxel represent the summed neuronal responses for S1 or S2 at the 
green line. Bars at the bottom are ranked by selectivity and shows the mean 
response to S1 & S2 in both initial (init) and the repeated response (rep). The 
black bars are the difference (init-rep) (see the text for details) 
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voxel-1 (3.17). However, the response in voxel-2 to initial and repeat trials 
(averaging across S1 and S2) is lower (2.48 and 1.90) than in voxel-1 (3.3 and 2.03), 
as is the amount of RS, i.e, lower in voxel-2 (0.58) than voxel-1 (1.27). This decrease 
in overall response and decrease in RS with increased selectivity is plotted at the 
bottom right of Figure 6.10 and resembles the data for the gratings in Experiment 2. 
 
The distributions in voxel-1 and voxel-2 showcase the differential effect of local 
scaling and σ parameter on the overall voxels’ selectivity. Other neural distributions 
within the voxels might produce slightly different results but the general principle 
remains similar, which is that local scaling pushes the voxels with a high proportion 
of selective neurons backward in the overall voxel selectivity ranking, while voxels 
with a large proportion of partially selective neurons are pushed forward in the 
Figure 6.10. Shows the same voxels in Figure 6.10 but with broad tuning widths 
(σ=0.4). (see Figure 6.9 legends and the text for details) 
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overall voxel selectivity ranking, and this effect scales with the neural tuning widths. 
This demonstrates the difficulty of mapping voxel’s overall selectivity to the ratio of 
selective and non-selective neurons within each voxel, especially in repetition 
paradigms. 
To explain the difference in CP trend across the two experiments, it is important to 
note that CP depends on the difference between WC and BC. Since both experiments 
exhibit a repetition-related reduction in both WC and BC, a repetition-related 
increase in CP arises when BC is reduced more than WC (and conversely, a 
repetition-related decrease in CP arises when BC is reduced less than WC). When σ 
is low, a greater number of voxels have a selectivity for one stimulus (by chance), 
and so when these are suppressed, there is a considerable decrease in WC after 
repetition (because highly tuned voxels are suppressed more), but a less considerable 
decrease in BC after repetition. On the other hand, when σ is large, there a fewer 
selective voxels and hence these are suppressed less, and there is less reduction in 
WC after repetition and a more prominent reduction in BC (compare BC after 
repetition across Figures 5.5 and 6.7). Therefore CP depends on σ, again explaining 
the difference across the two experiments. 
The above considerations assume that tuning curves in V1 for Experiment 2 are 
broader than the tuning curves in FFA for Experiment 1. I am not aware of any 
studies that have compared the neural tuning widths in V1 and FFA, but such 
comparisons will depend on the nature of the stimulus dimension. For instance, in 
FFA, there is unlikely to be a stimulus dimension that ranges from faces to scrambled 
faces, with various semi-scrambled faces in-between, because we are not typically 
exposed to degrees of face scrambling in everyday environments (more likely are 
dimensions related to the gender of the face, for example, as suggested by principal 
component analyses of face images, e.g. Burton et al., 2016). Indeed, while 
orientation may be represented along one (circular) dimension, it is likely that faces 
are represented along more than one dimension, and it is not clear how to compare 
tuning curves with different dimensionalities. Future studies using more controlled 
stimulus dimensions (e.g, with continuous sampling, e.g. face morphs) may be able 
to more directly study the effects of repetition on voxel/neural selectivities. 
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6.7 Chapter summary 
In this chapter, I validated the modelling results in Chapter 5 with an independent 
dataset that shows a different pattern of fMRI results to those in Chapter 5, and found 
that local scaling model can still fit the qualitative results. I showed that these 
differences in the RS-related fMRI findings can be attributed to the width (overlap) 
between the neural tuning curves. In the next chapter, rather than considering how 
classification of two stimulus types is affected by repetition, I consider how well 
initial and repeated presentations can be classified, regardless of stimulus type. It 
turns out that this classification performance cannot be explained by the current local 
scaling model, and requires additional assumptions about the correlated trial-to-trial 
variability discussed in Chapter 2.   
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CHAPTER 7: REPETITION 
EFFECTS ON THE VOXEL 
PATTERN 
 
 
7.1 Introduction 
Whereas the previous chapters focused on classification performance for two 
stimulus classes (faces vs scrambled faces or gratings of 45
0
 vs 135
0
) as a function of 
repetition, this chapter focuses on classification of initial versus repeated 
presentations (regardless of stimulus type). The previous chapter showed that a 
uniform change in the neural firing rate across the stimulus dimension cannot explain 
all the repetition-related findings in fMRI; instead one needs a non-uniform scaling 
that is inversely proportional to the distance from the adaptor. In this chapter, I 
explore adaptation across the spatial dimension, i.e voxels.  
Because the tuning-curves are randomly distributed within each voxel, the adaptation 
from local scaling will be non-uniform across voxels as well. This will lead to a 
change in the distributed voxel pattern of the repeated presentation from that of the 
initial presentation, even if the initial selectivity were similar across the voxels. To 
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illustrate this, imagine two voxels, voxel-1 and voxel-2, each with the same initial 
response to stimulus S1, but with different underlying distributions of neural 
preferences (Figure 7.1).  
 
Voxel-1 has 8 neural populations, 4 highly selective to S1, firing with rate of 1, and 4 
highly non-selective toward S1, firing with rate 0.2. Therefore, the summed activity 
for voxel-1 is 4.8. Voxel-2 also has a summed activity of 4.8, but because of 8 
partially-selective neural populations, with firing rate to S1 of 0.6. Thus voxel-1 and 
voxel-2 respond equally to initial presentation of S1. However, after local scaling, 
their responses differ (even with the same adaptation parameters a, b, and σ). This is 
 
 
Figure 7.1: Illustrates the effect of local scaling on two different voxels (voxel-1 
and voxel-2) with different underling distributions of neural preferences. The 
large squares show the neural populations within each voxel in the initial phase 
(Panel-A) and after adaptation with a local scaling model (Panel-B). The small 
squares show the total voxel activities after summing the firing rate for all the 
neural populations at S1. 
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because the different initial distribution in each voxel results in a different adaptation 
factor, c, for each voxel. Specifically, voxel-1 will respond less than voxel-2 because 
its highly selective neurons are suppressed more. However, the question is whether 
these changes across voxels are systematic enough to enable a pattern classifier 
distinguish between the initial and the repeated presentations. 
Rissman et al. (2010) used MVPA to classify novel faces from repeated faces and 
concluded that the main driver of classification was the difference in mean ROI 
response (i.e, the univariate effect of RS). However, it is more interesting if a 
classifier could distinguish novel from repeated stimuli even when the mean across 
voxels is removed from each voxel and furthermore, even when the voxel responses 
are re-scaled to have the same SD, because this would indicate that repetition 
produces a systematic change in patterns beyond just a scaling of the patterns for 
initial presentations. An example of this is shown in Figure 7.2, where this 
systematic change allows a classifier to insert a hyperplane between the two 
categories (obviously the example is chosen is an extreme, and reality there would be 
some overlap between trials in a higher dimensional voxel space). Figure 7.2 
suggests that local scaling indeed can produce such systematic changes because, 
unlike global scaling, it produces a change in the voxel pattern that cannot be 
restored after Z-scoring (see Figure 1.3 in Chapter 1 for comparing uniform and non-
uniform RS effects).  
The previous chapters concluded that local scaling model provides the best 
qualitative fit to the effects of repetition on classifying stimulus types, and since the 
simulations in Figure 7.2 suggest that local scaling may also be able to classify initial 
versus repeated presentations, even after Z-scoring, I decided to test this in real data. 
In particular, I compared classification of the initial versus repeat in terms of both 1) 
the univariate mean across voxels (henceforth “Pattern Mean”, PM) and 2) the 
multivariate pattern across voxels, after removing the univariate RS effect and 
scaling (henceforth “Z-scored Pattern”, ZP).   
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Figure 7.2 illustrates the effect of local scaling model on Pattern Mean (PM) and Z-
scored Pattern (ZP). Panel A) shows the effect of local scaling on two different 
voxels: voxel-1 (top row), and voxel-2 (bottom row). Each voxel has a different 
underlying distribution of neural preferences. (Note that the neurons in the right 
most panels have been adapted to both S1 and S2, though in this case the results 
were similar even if adaptation was released for S1). The small squares show the 
average voxel response coloured by their relative activity (hotter means more 
active). Panel B) plots the voxel responses for each stimulus before and after 
adaptation (left panel), then after averaging across the voxels to illustrate PM 
(middle panel) and after Z-scoring across the voxels to illustrate ZP (right panel). 
The solid lines are possible decision lines between the initial and the repeated 
presentations.  
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7.2 Methods  
I used a SVM with leave-one-run-out (like in previous chapters) to classify initial 
versus repeat presentations of faces, collapsing across famous and scrambled faces 
(using data from Chapter 4; henceforth “Experiment 1”) and initial versus repeat 
presentations of gratings, collapsing across orientation (using data from Chapter 6; 
henceforth “Experiment 2”). 
 I started by examining CP based on the mean across voxels within an ROI for each 
trial (i.e PM). This indicates how well trials can be classified in terms of initial 
versus repeats just in terms of overall activation (i.e, based on consistency of RS 
across stimuli). To then examine how much more information is present in voxel 
patterns, I compared CP based on PM with CP based on the pattern after Z-scoring 
across voxel (i.e. ZP).  
I started with data from the FFA ROI for Experiment 1 and the V1 ROI for 
Experiment 2. Then to compare CP for initial versus repeat trials in these data with 
the local scaling model, I used the same simulations as in Chapters 5-6 (with 200 
voxels per ROI). The only difference is that I increased the amount of Gaussian noise 
added to each voxel from SD=0.1 to SD=0.3, in order to reduce CP to closer to 
empirical levels, given the same number of trials as in the experiments (note that this 
noise is independent across voxels and trials)
6
. For the parameter of the local scaling 
model, I used the wining values reported in Appendix 6.  
 
 
 
                                                          
6 In additional analyses, I varied the stimulus pattern for each class by sampling the 
neural activity from a Gaussian distribution centred at each stimulus type. This produced a 
variation in the stimulus pattern that was qualitatively similar to that of simply adding 
Gaussian noise. 
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7.3 Results of the data and Model prediction 
The results of the ROI analyses for both Experiments are summarized in Figure 7.3 
(panels A & C). Firstly, the data and the model showed that classification of initial 
versus repeated presentations can be above chance, whether based on PM or on ZP. 
Furthermore, ZP-classification yielded better performance than PM-classification in 
both datasets (t(17)=4.65, p<0.001 for the face dataset, t(17)=4.01, p<0.001 for the 
grating dataset). However, for the simulations, the results were the opposite: for all 
the wining parameter values, the local scaling model always produced better PM-
based classification than ZP-based classification (Panels B & D). Note that absolute 
levels of CP cannot be compared, because these can always be adjusted in the model 
simply by changing the amount of independent voxel noise. 
 
 
 
 
Figure 7.3: Compares the CP of  ZP and PM in fMRI and simulation for both 
experiments. Parameter values used for simulations are the same as those reported 
previously in Figures 5.5 and 6.7.  
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7.4 Discussion and Model revision 
In both experimental datasets, classification of initial versus repeat trials was better 
when using the Z-scored pattern information (ZP) than when using the mean across 
voxels (PM). Yet the local scaling model (using parameter values that were optimal 
for each experiment) predicted the opposite, i.e, better classification for PM than ZP. 
This disparity could be due to two reasons: 1) the model produces a lower ZP than it 
should; or 2) the model produces a higher PM than it should. 
For the model to produce a higher ZP, repetition must increase the variance across 
voxels (Davis et al, 2014), i.e apart from the difference in mean response, the pattern 
for repeat trials need to become less similar to initial trials.  
In Figure 7.2, I already explained one way in which local scaling changes the pattern 
from that of the initial voxel pattern. Even though the adaptation amount, a, is the 
same across voxels, the final adaptation amount, c, varies across voxels because they 
have different underlying tuning-curves (and hence a is applied non-uniformly across 
the stimulus dimension). One way to increase the variance after repetition is to draw 
a for each voxel based on a Gaussian distribution centered on the winning parameter 
value (but bounded in the range 0 to 1). This will exaggerate the resulting 
dissimilarity between initial and repeated voxel patterns and potentially increase ZP.  
Figure 7.4 shows the model results for ZP and PM for several values for the SD of a 
and the SD of the noise. In both paradigms, CP for ZP increases proportionally to the 
variance of a. However, ZP CP never reaches PM CP, even with when the variance 
in a (SD=0.2) is high enough to cause CP to reach ceiling. Adding more Gaussian 
noise to prevent this still does not change the relative pattern of CP for ZP versus 
PM. Increasing the variance of a further still impairs the model’s ability to fit the 
other 6 data features from the previous chapters. In fact no model among the 12 
models survives when a SD > 0.2 in both paradigms.  
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To try to better understand why increasing the variability of a does not enable ZP CP 
to exceed PM CP, I inspected the pattern across voxels for both empirical datasets 
after averaging across all trials in either initial and repeat conditions for a typical 
subject. The results for the gratings are shown in Figure 7.5 (results for faces were 
very similar). The most obvious result is that voxels with highest initial amplitude 
are suppressed most, which is in line with the AMA results in Chapters 4-6. The next 
observation is that no voxels showed an increased response after repetition (contrary 
to De Gardelle et al., 2012), which suggests that a cannot vary so much as to be 
greater than 1. Most importantly, there is a high similarity (correlation >0.9) between 
 
 
Figure 7.4 compares the local scaling model prediction between the CP of PM and 
ZP for various levels of a and noise variance. The mean a was 0.7 for face 
paradigm and 0.8 for the grating paradigm. 18 subjects were simulated; differences 
are significant at p<0.001. 
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the patterns for initial and repeated presentations for both the data and the model, 
even after Z-scoring. The high similarity between data and model patterns suggests 
that ZP may not be the reason for the discrepancy between data and model in terms 
of the relative performance of CP based on ZP and CP based on PM. So instead, I 
explored the second possibility mentioned above, i.e, that PM CP is too high in the 
model. 
 
 
 
Figure 7.5 shows the voxel pattern (x-axis is voxel number) averaged across the 
trials for initial (blue) and repeated (red) presentations in one example subject and 
for simulations of local scaling (using winning parameters values in Figure 6.7).  
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Rather than varying a across voxels, it is possible to vary a across trials. This might 
reflect variations in attention across trials or stimuli, which affects the amount of 
adaptation (e.g, more attention given to the initial presentation might increase 
subsequent adaptation; e.g., Henson & Mouchlianitis, 2007; Moore et al., 2013). This 
extra variability across trials will increase the overlap in mean responses for initial 
and repeated presentations, reducing CP based on PM. However, because this trial-
variability that is coherent across voxels, it does not harm CP based on patterns (i.e, 
ZP), as explained in Chapter 2 (since pattern classifiers like SVM depend on the 
relative activity across the voxels). Therefore, varying a across trials will reduce PM 
but potentially increase ZP by increasing coherency across voxels.  
In reality, attentional fluctuations that affect a are likely to apply to both initial and 
repeated presentations (since varying a only affects repeated presentations). In other 
words, such fluctuations are better simulated by adding coherent noise across voxels 
to all trials (rather than the independent noise assumed so far, e.g, in Figure 7.3). The 
results are shown in Figure 7.6. Note that the SD of the noise (SD=0.05) was also 
increased (from SD=0.3 in Figure 7.3), so as to reduce CP based on the PM. 
However, because this noise is now correlated across voxels, it does not harm ZP, 
such that ZP is now higher than PM in the model, in order to match the qualitative 
pattern in data (again note that quantitative fits would require optimizing the variance 
and covariance of the noise across voxels). To check that this introduction of 
coherent (rather than independent) voxel noise did not affect any of the results in the 
previous chapters, I re-ran the grid search analyses for all the 12 models. The results 
were similar and the local scaling model remained the only model able to fit the data.  
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7.5 Summary 
In this chapter, I explored the ability to classify initial versus repeated presentations, 
regardless of stimulus class. I showed that according to a local scaling model, 
repetition can produce a systematic change in voxel patterns so as to enable above-
chance classification. However, when I compared classification performance based 
on the mean across voxels (PM) with that based on the mean-corrected and scaled 
pattern (ZP), the former was higher than the latter in the model, but the latter was 
higher than the former in both datasets. I showed that this discrepancy cannot be 
resolved by varying the amount of adaptation across voxels, but it can be resolved by 
increasing the coherency of noise across voxels (as might be caused by variability 
across trials in the amount of attention and/or adaptation). In the next, chapter I 
summarise the results across all chapters. 
 
 
  
 
Figure 7.6 compares the CP of ZP and PM in fMRI and simulation for both 
experiments. Unlike Figure 7.3, Panels B & D now have coherent trial variability 
SD=0.05.  
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CHAPTER 8: CONCLUSIONS 
8.1 Summary of thesis 
This thesis aimed to investigate the neural correlates of stimulus repetition using 
fMRI. This investigation ranged from mean responses to single trial estimates to 
voxel patterns and finally to simulated neural tuning-curves. Along the way, I 
addressed the temporal and the spatial limitations of fMRI, and ended up with 
several conclusions that affect future fMRI analyses in general, and more specifically 
how best to study and interpret repetition-related effects in fMRI. 
Chapter 1 reviewed the current theories of RS and their potential relations to memory 
and learning, and emphasised the importance of uncovering the mechanisms 
underlying RS in humans using a non-invasive neuroimaging tool like fMRI. I also 
summarised the challenges related to the temporal and spatial limitations of fMRI.  
Chapter 2 tackled the temporal limitations in fMRI and examined the optimal fMRI 
designs for single trial estimation given different sources of variability (both at the 
level of trials and scans), and concluded that the designs optimal for univariate 
analyses are not necessarily optimal for multivariate analyses. Instead, different 
GLM models are better in different situations that depend on the ratio of scan-
variability to trial-variability, and the coherency of these types of variance across 
voxels. In general, the LSA model is better when scan-variability is low or its 
coherency across voxels is high, while the LSS model is better when trial-variability 
is low or its coherency across the voxels is high. 
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Chapter 3 used efficiency measures similar to those in Chapter 2 in order to compare 
the GLM models on real data from a publically-available face repetition fMRI 
dataset. In general, LSS appeared to the optimal model for that dataset, which was 
either due to highly incoherent scan-variabilities (evidenced by the lower SD of LSS 
estimates across the independent runs) or highly coherent trial-variabilities 
(evidenced by the higher trial correlations across the voxels in LSS estimates), or a 
combination of both. The single trial betas from LSS were used in Chapter 4 for a 
series of univariate and multivariate fMRI analyses in which I formally defined six 
repetition-related metrics: MAM, CP, WC, BC, AMA, and AMS. These metrics 
capture various univariate and multivariate aspects of fMRI repetition effects, and 
when taken together, can be informative about the underlying neuronal adaptation 
mechanism. 
Chapter 5 began to tackle the spatial limitation of fMRI by comparing forward 
models that use Gaussian tuning-curves to simulate the neural population firing rates, 
together with parameters that control the amount and distance-sensitivity of neural 
adaptation. 12 neural adaptation models were proposed, and a grid search of 
parameter values concluded that only one of them, the local scaling model, could fit 
all six repetition-related metrics identified in Chapter 4 when using the same 
parameter settings. Chapter 6 confirmed that the local scaling model was again the 
only one of the 12 models that could explain the same set of repetition-related 
metrics in an independent fMRI dataset that used different stimuli, a different 
protocol and different ROIs (and in which two of the repetition-related effects 
differed from those in Chapter 5). The simulations in Chapters 5 and 6 illustrate the 
value of using forward models that map from neurons to voxels, like those 
considered here, to interpret fMRI data, i.e., map back from voxels to neurons. 
Despite the simplicity of the models considered, their predictions are not always 
intuitive, and they therefore help protect against superficial analogies, for example 
that sharpening of multivoxel fMRI patterns entails the sharpening of neuronal 
tuning curves. 
Finally, Chapter 7 explored the effect of repetition on voxel patterns in order to 
explain how initial and repeated presentations can be distinguished, independent of 
the stimulus class. Here, the local scaling model (nor any other of the 12 models) 
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could not explain how classification performance for initial versus repeated 
presentations based on the mean-corrected pattern exceeded classification 
performance on the mean across voxels (i.e. based on univariate RS). Further 
investigation however suggested that coherent trial-variability (as considered in 
Chapter 2) could explain this difference in relative classification performance, which 
was confirmed by simulating the local scaling model together with random trial-
variability that was coherent across voxels.  Taken together, this thesis’s concept of 
trial-variability, coupled with its formal modelling of neural models of fMRI multi-
voxel responses, have significantly advanced our understanding of repetition-related 
neural mechanisms. 
8.2 The Local Scaling Model 
The local scaling model is the crowning model in this study, and maps back to the 
concept of selective suppression illustrated in Figure1.1D of Chapter 1. How does 
this finding advance our understanding of neural adaptation? We already knew from 
single-cell recording studies that the repetition-related reduction in neural firing 
depends on a neuron’s preference for the repeated stimulus (Desimone, 1996; 
Ringach et al., 2002; Kar & Krekelberg, 2016). What I have done is formalize that 
dependency in terms of three parameters, which implement a nonlinear function in 
terms of a piecewise linear approximation, extending previous scaling models that 
ignored this dependency (Weiner et al., 2010; Andresen et al., 2009; Hatfield et al., 
2016). But how is this function implemented; i.e., how does the neural adaptation 
“know” the difference between the neuron’s preference and the repeated stimulus?  
One possibility is that the amount of adaptation depends on the initial firing rate of a 
neuron, where this initial firing rate indicates how close the stimulus is to the 
neuron’s preferred stimulus. This activity-dependent scaling, or “fatigue” mechanism 
(Grill-Spector et al, 2006), may occur because neurons that fire more experience a 
greater decline in their synaptic resources, and hence are less able to fire 
subsequently (Abott et al., 1997). This was the model proposed by Andresen et al., 
(2009), and can be expressed in my formalism as: 
22
( ) ( , , )i j if j cG         11 ( , , )j ic aG             0 1a   
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where 1 2/j j  refer to first and second presentations of stimulus j. In other words, if
2 1
( , , ) ( , , )j i j iG G G       , then 2( )if j is non-linearly related to initial firing 
rate: 
2
2( ) (1 )if j aG G G aG     
Thus, for adaptation factor of a=0.8, whereas global scaling would predict that two 
neurons with initial firing rates of [1.0 0.5] and would fire at rates of [0.8 0.4] after 
repetition, with this (nonlinear) fatigue, they would fire at rates [0.2 0.3], i.e, the 
relative rate of firing across neurons would reverse in latter case (because the first 
neuron has a higher preference for the repeated stimulus). In loose terms, if global 
scaling means that “neurons that fire more, tire more” (in an additive sense), then 
activity-dependent scaling states “neurons that fire more, tire much more”. 
This fatigue model therefore has only two parameters, a and σ, rather than the three 
used for local scaling. I checked whether the fatigue model could explain the data 
features in Chapters 4-5 (using a grid search across the same range of values as the 
previous models). While it could simultaneously explain all six data-features in the 
face paradigm, it could not fit them in the grating paradigm.
7
 In particular, it could 
not simultaneous produce an increased CP and a decreased AMS for any of the a and 
σ values examined. Thus the greater flexibility of the three-parameter local scaling 
model seems necessary to explain all the data-features across both datasets. 
Therefore, the winning local scaling model in this thesis cannot simply be reduced to 
activity-dependent adaptation, and it is likely to result from more complex 
neural/synaptic processes, such as interactions between neurons like those inherent in 
predictive coding models for example. 
8.3 Caveats 
There are several limitations and caveats associated with the work described here: 
                                                          
7 The same was true when I added a piecewise nonlinearity to the activity-dependent 
adaptation (to mimic the nonlinear distance function used for local scaling), ie with 
max( ,1 )c b aG   where 0 1b   is the maximum adaptation.  
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1. Although I detailed the efficiency of GLMs in relation to scan-
variability/trial-variability ratio in our simulations, one cannot realistically 
dissociate between these two variability types in the real fMRI data, because the 
beta estimates will always include some influence of scan variability (random 
noise). However, one could infer crudely about the underlying noise structure by 
identifying the GLM that gives more stable and similar estimates across 
independent runs using the efficiency measures we discussed in Chapter 3.  
2. A real fMRI data have many other sources of noise and variability that I did 
not model, like head motion, temporal drifts, session-to-session variability, etc. 
These sources of variability may not be Gaussian. 
3. I only performed qualitative fitting, in terms of reproducing significant effects 
in the data. Future work could do proper quantitative fitting, which would likely 
require extra scaling parameters. Such quantitative fitting could compare more 
sophisticated estimates of goodness of fit, which take into account different 
numbers of free parameters in different models (e.g., Bayesian model evidence, 
or approximations like the Akaike information criterion or Bayesian information 
criterion) to formally compare different neural models. 
4. The BOLD signal is likely to include components other than just the firing 
rates of large neurons normally measured in single-cell recording studies, e.g. the 
BOLD signal may relate more to LFP than MUA, include components from 
inhibitory interneurons, etc. 
5. RS effect may reflect a combination of different adaptation mechanisms, or 
mechanisms beyond the scaling/sharpening/shifting mechanisms considered here. 
8.4 Future studies 
Our simulations demonstrate that repetition-related fMRI metrics vary with the 
experimental paradigm (e.g. compare Figures 5.3 and 6.5). In this thesis, I could not 
isolate the reason for these differences between the two paradigms because they 
differed in several ways. Future studies using more controlled stimulus dimensions 
(e.g, with continuous sampling, e.g. face morphs) may be able to more directly study 
the effects of repetition on voxel/neural selectivities, and could use our models to 
predict the possible outcomes for different paradigms before data are collected. 
Future studies could also address test some of the predictions by combining single-
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cell and fMRI studies (e.g, in nonhuman primates) using the same paradigm and 
stimuli. Once the selectivity profiles of a number of neurons in an ROI are identified 
from single-cell recording, it might be possible to constrain the a, b and σ 
parameters, which could then be used to predict the fMRI repetition effects. Our 
simple mathematical models could also be used to guide more complex neural 
network models that relate more directly to neural firing rates and synaptic changes 
(e.g., Spigler and Wilson 2017). There are many exciting avenues to explore. 
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APPENDICES 
Appendix 1 
 
The ratio of PPM and PSC for LSS-2 to LSS-1 models is shown in supplimentary 
Figure 1. As expected, the simulations showed that distinguishing non-target trials by 
condition (LSS-2) is always better, particularly for short SOAs and low ratios of 
trial-variabilty to scan-variability. Therefore, in all subsequent analyses, I used the 
more standard form of LSS i.e LSS-N (Mumford et al., 2012) where N refers to the 
number of the conditions in the experiment. 
 
Appendix 2 
 
While LSU was not the focus of this thesis (because it does not provide estimates for 
individual trials), for completeness I compared the ratio of PPM for LSA to LSU and 
LSS to LSU models (supplimentary Figure 2) (the results are noisier than in the 
 
Supp. Figure 1. Efficiency comparison between LSS-N (here N = 2) and LSS-1 A) Ratio 
of PPM, B) Ratio of PSC LSS-2. See Figure 2.2 legend for more details.  
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figures in Chapter 2 because I only used 1000 iterations). Neverthelsses, we can see 
that LSA/LSU is qualitatively similar to LSA/LSS (Figure 2.2) indicating that LSS 
behaves similarly to the standard LSU when estimitating the average beta. Indeed 
direct comparsion between LSS and LSU produced only tiny differences (indicated 
by the small scale on colourbar). Nonetheless, there is some evidence that LSU is 
superior at short SOAs, particularly when trial-variability is high, consistent with the 
empirical results in Figure 3.4 of Chapter 3. 
 
 
Supp. Figure 2 shows PPM for A) LSU, ratio of PPM for B) LSA relative to LSU, and C) 
LSS (LSS-2) relative to LSU. See Figure 2.2 legend for more details. 
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Appendix 3 
 
As explained in Chapter 2, LSS method becomes more beneficial in case of higher 
scan variability ratio to trial variability and this was attributed to its smoothing effect 
which neutralises the excessive Gaussian scan noise. I have tested to see if LSA 
combined with an explicitly smoothed BOLD signal using a low pass filter with a 
window of 5 scans has the same benefits as LSS. The answer is revealed in the 
supplementary figure below which compares LSS to BOLD smoothing + LSA. It can 
be noted that these two methods are not equivalent. More importantly, the later shifts 
the mean beta toward the baseline. 
 
 
 
 
 
 
 
 
Sup. Figure3: Simulations comparing the standard LSS beta estimates to that of 
LSA on a smoothed BOLD in a randomised design that has two trial types. The 
trials have been re-ordered in the picture where trials from 1 to 100 have a true 
beta magnitude of 3 while trials from 101-200 have a true beta magnitude of -3.  
Simulated scan variability =0.3 and trial variability =0.1  
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Appendix 4 
 
For the grating dataset, I did not reset the adaptation factor, c, to 1 before each initial 
presentation; rather, I set the factor to 1 only at the start of each subrun (see section 
6.4). This is because the data suggest that the lengthy subrun breaks allowed the 
repetition effects to fade away, as shown in supplementary Figure 4 below:  
 
  
 
Sup. Figure 4: Showing A) adaptation effects were limited to the subruns and the 
BOLD activity at the start of each subrun were the same as the first trials in each 
subrun B) showing the effect of  re-setting the adaptation factor between the 
independent runs in our simulation to match the empirical data results. 
127 
 
Appendix 5:  
 
Although our simulations matched the findings from both datasets qualitatively, there 
were some quantitative differences. Most of these differences can be trivially 
attributed to the unknown (and uninteresting) scaling between neural activity and 
fMRI BOLD signal. However, one more obvious disparity was that there was a 
positive correlation between stimulus classes (BC) in both datasets, yet the 
simulations produced a negative correlation. The positive BC in the data could owe 
to several factors that were not modelled in the simulations, such as correlated 
variance across trials or temporal drift (extrinsic scanner factors). Alternatively there 
could be intrinsic factors such as neural populations within a voxel that are not 
selective, responding equally to both stimulus classes (i.e flat tuning curves). Such 
diversity in the neural tuning curves has been reported in single-cell literature 
(Shapley et al., 2003; Schmolesky et al., 2000). These additional contributions or 
assumptions are not of theoretical interest for this thesis. Nonetheless, as a sanity 
check, I confirmed that a positive BC could be achieved by adding a proportion of 
neural populations with flat tuning curves that respond and adapt equally to both 
stimulus types (Supplementary Figure 4). Importantly, this addition did not change 
the overall conclusions, i.e. local scaling was still the wining model in both datasets 
even after adding this extra type of neurons to produce more positively correlated 
neural activity.  
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Appendix 6 
 
Supplementary Table 1: Wining parameter combinations in Experiment 1 & 
Experiment 2 
grating dataset  face dataset 
t-stat 99% confidence  t-stat 99% confidence 
a b σ  a b σ 
0.7 0.1 0.4  0.6 0.1 0.1 
0.8 0.1 0.4  0.7 0.1 0.1 
0.7 0.2 0.4  0.7 0.1 0.2 
0.8 0.2 0.4  0.8 0.1 0.2 
 
 Sup Figure 5. Local scaling prediction for all the 6 criteria after adding correlated 
neural activity to make BC positive. Around 10% of correlated neural activities 
(neurons with flat tuning curves) were added to the voxels for the face paradigm, and 
around 50% added for the grating paradigm. (init = initial, rep = repeated). 
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0.8 0.4 0.4  0.9 0.1 0.2 
0.8 0.6 0.4  0.6 0.2 0.2 
0.8 0.1 0.6  0.7 0.2 0.2 
0.9 0.1 0.6  0.8 0.2 0.2 
0.8 0.2 0.6  0.9 0.2 0.2 
0.9 0.2 0.6  0.6 0.4 0.2 
0.8 0.4 0.6  0.7 0.4 0.2 
0.9 0.4 0.6  0.8 0.4 0.2 
0.8 0.6 0.6  0.9 0.4 0.2 
0.9 0.6 0.6  0.6 0.6 0.2 
0.9 0.8 0.6  0.7 0.6 0.2 
0.9 0.1 0.8  0.8 0.6 0.2 
0.9 0.2 0.8  0.9 0.6 0.2 
0.9 0.4 0.8  0.6 0.8 0.2 
0.9 0.6 0.8  0.7 0.8 0.2 
0.9 0.8 0.8  0.8 0.8 0.2 
0.9 0.1 1  0.9 0.8 0.2 
0.9 0.2 1  0.7 1 0.2 
0.9 0.4 1  0.7 1.3 0.2 
0.9 0.6 1  0.9 1.3 0.4 
0.9 0.8 1  0.9 1.7 0.4 
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