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We present the results of a search for WIMPs from the commissioning run of the PandaX-II
experiment located at the China Jinping underground Laboratory. A WIMP search data set with
an exposure of 306×19.1 kg-day was taken, while its dominant 85Kr background was used as the
electron recoil calibration. No WIMP candidates are identified, and a 90% upper limit is set on
the spin-independent elastic WIMP-nucleon cross section with a lowest excluded cross section of
2.97×10−45 cm2 at a WIMP mass of 44.7 GeV/c2.
PACS numbers: 95.35.+d, 29.40.-n, 95.55.Vj
I. INTRODUCTION
The particle physics nature of dark matter is one of
most fundamental scientific questions. The leading can-
didates, weakly interacting massive particles (WIMPs),
can be directly detected by looking for WIMP-nucleus
scattering events in deep underground laboratories. In
recent years, experiments using the so-called dual-phase
xenon techniques have been continuously pushing the
exclusion limits of the elastic WIMP-nucleon scattering
cross section [1–5], into the parameter space predicted by
various theoretical models [6].
The PandaX experiment located at China Jinping un-
derground Lab (CJPL) [7] is a dual-phase xenon direct
dark matter detection experiment [8]. The first phase of
the experiment, PandaX-I, with a 120-kg sensitive liquid
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xenon (LXe) target, performed the WIMP search in 2014
with a 54×80.1 kg-day exposure, producing a strong limit
on the WIMP-nucleon cross section for a WIMP mass of
less than 10 GeV/c2 [9, 10], strongly disfavoring all pos-
itive claims from other experiments [11–14]. The con-
struction and installation of the second stage of the Pan-
daX experiment, PandaX-II, with a half-ton scale LXe
target, commenced after PandaX-I. In 2015, a series of
engineering runs were carried out to test the new detec-
tor system. This is the largest running dual-phase xenon
detector to-date. A brief physics commissioning run was
taken from Nov. 21 to Dec. 14, 2015, without dedicated
electron recoil calibration and with a strong 85Kr back-
ground, based on which we report a WIMP search with
a 306×19.1 kg-day exposure.
II. THE PANDAX-II EXPERIMENT
PandaX-II reuses most of the infrastructures of
PandaX-I. The most significant upgrades are the new
inner vessel constructed from stainless steel with much
lower radioactivity, reducing the 60Co activity by more
than an order of magnitude, and a much larger xenon
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2Time Projection Chamber (TPC). The cylindrical TPC,
as shown in Fig. 1, contains 580 kg LXe in the sensi-
tive volume enclosed by polytetrafluoroethylene (PTFE)
reflective panels with an inner diameter of 646 mm and
a maximum drift length of 600 mm. The drift field is
defined by a cathode mesh (200-µm wire diameter with
5-mm pitch) placed at the bottom of the TPC and gate
grid (100-µm wire diameter with 5-mm pitch) 5.5 mm be-
low the liquid level. The liquid level can be adjusted re-
motely via an overflow mechanism. The extraction field,
which extracts electrons in liquid xenon into the gas re-
gion at the liquid-gas interface, is produced between the
gate grid and the anode mesh located 5.5 mm above the
liquid level with the same construction as the cathode.
During the commissioning run, a voltage of −29 kV and
−4.95 kV was applied to the cathode and gate, respec-
tively, and the anode was kept at ground, resulting in a
drift field of 393.5 V/cm (with spatial variation of about
0.77% in the fiducial volume) in LXe, and an extraction
eld of 4.4 kV/cm in the gaseous xenon right above the liq-
uid surface. Right outside the side PTFE panels, 58 Cu
shaping rings are mounted to guarantee the uniformity of
the drift field. A skin (surface layer) LXe volume with a
thickness of about 40 mm is confined between the inner
PTFE and a layer of outer PTFE panels. Two identi-
cal arrays of photomultiplier tubes (PMTs) were placed
above and below the TPC, respectively, each consisting
of 55 Hamamatsu-R11410 3-inch PMTs, to detect scin-
tillation photons in the sensitive volume. The top PMT
array is placed 46 mm above the anode, and the bottom
array is located 66 mm below the cathode. A screen grid
(200-µm wire diameter with 5-mm pitch), set at ground,
is placed 6 mm above the bottom PMT array to shield
the cathode high-voltage. Two additional PMT arrays
are located at same heights as the 3-in arrays, each with
24 Hamamatsu-R8520-406 1-inch PMTs, to produce veto
signals in the skin volume to suppress background events
due to ambient gamma rays. The PMT voltage divider
for the 3-in PMTs uses a split positive and negative HV
(∼ ±650 V) scheme to reduce the relative potential to
the ground [15]. The average random PMT rates (“dark
count rate”) for the R11410 PMTs were measured to
be ∼0.5 kHz, significantly improved from PandaX-I [16].
Same as that in PandaX-I, the signals from each PMT are
amplified by a factor of 10, then get fed into the 100 MHz
digitizer channels.
III. DATA PROCESSING AND SELECTION
CUTS
The same data acquisition setup from PandaX-I is used
for PandaX-II. Given the 60 cm depth of the TPC, the
maximum time separation between the prompt photon
signal in the liquid (S1) and the delayed proportional
scintillation signal in the gas (S2) is estimated to be
350 µs. The length of each readout window is now 1 ms
(200 µs in PandaX-I), with 500 µs before and after the
FIG. 1. Design drawings of PandaX-II TPC, left: cross-
sectional view with both inner and outer PTFE panels, right:
full view with skin volume exposed. See text for details.
trigger. The trigger is generated primarily on S2s for low
energy events <10 keVee electron equivalent energy [17]
with a trigger threshold of 79 photoelectrons (PE), and
higher energy events are mostly triggered by S1s.
The data processing and signal selection followed the
same framework as in Ref. [10], converting information
from the raw waveforms of individual PMTs into photo-
electrons and timing for S1s and S2s, vertex position, etc.
The distortion of the mean waveform amplitude when
there is no signal (baseline) induced by some large signals
is corrected in software. The single photoelectron gain
(or PMT gain) is obtained by integrating the area of the
waveform below the baseline for the single photoelectron
signals. PMT gains are calibrated by activating LEDs
inside the detector twice a week. The average PMT gain
is 1.1×106. After the gain correction, a threshold of 0.25
PE/sample in amplitude, roughly corresponding to a sin-
gle channel threshold of 0.5 PE, is used for finding PMT
hits from each waveform. Clusters of time correlated hits
are grouped into individual signals, which are tagged into
either S1 signal, S2 signal or noise based on the shape of
the summed waveform over all channels. The discrimina-
tion between S1 and S2 signals relies on the full-width-
10%-maximum and the “roughness” of the waveform. At
least three PMT hits are required for a valid S1 signal to
suppress random coincidence among PMTs. Veto PMTs
hits are not used in the clustering. However any hit in
the veto array that occurs during the entire width of an
S1 signal, will veto an event. The threshold to generate
a veto was estimated to be ∼150 keVee in the skin region
from a comparison between the data and Monte Carlo
(MC) simulation.
On average the ratio of photoelectrons collected by the
top and bottom PMT arrays is 1 : 2 for S1 and 2.2 : 1 for
S2. To suppress random S1-like signals produced by the
discharges on the electrodes or the so-called “gamma-X”
events [18] in the charge-insensitive regions, both likely
to happen close to the PMT arrays, selection cuts on the
3average photoelectrons per-fired-PMT as well as the ratio
of max-to-total photoelectrons have been applied. Selec-
tion cuts are also set on the top-bottom ratio of S2 signals
to remove spurious events located at the very edge and
potential misidentified noises. In a given waveform, the
maximum number of S1-like signals passing all quality
cuts is limited to two, and the maximum one is chosen
to pair with S2. To suppress events with incorrectly as-
sociated S1 and S2, the vertical location encoded by the
top-bottom asymmetry in S1 is required to be consistent
with that from the drift time. Finally, to avoid afterpuls-
ing following an energetic event or discharge in the TPC,
a >10 ms separation between adjacent events is required
in the dark matter data.
The horizontal vertex position is reconstructed based
on the charge pattern of S2 on the top PMT array.
Like in PandaX-I, both a center-of-gravity and a tem-
plate matching reconstruction methods are used and
cross checked. The average difference between the two
is 10.8 mm within the fiducial volume (FV, defined
later). This is a measure of the reconstruction uncer-
tainty, which leads to an uncertainty in the fiducial vol-
ume determination. The vertical position is obtained by
the drift time, i.e. the time difference between S2 and
S1, taking a drift speed of 1.7 mm/µs estimated from
measured maximum drift time of 350 µs, also consistent
with Ref. [19] under a drift field of 400 V/cm.
IV. DETECTOR CALIBRATIONS
To calibrate the detector response, a neutron source
(252Cf) and two γ sources (60Co and 137Cs) were deployed
through two PTFE tubes at different heights surround-
ing the inner vessel. Neutrons can excite xenon nuclei or
produce metastable nuclear states, leading to de-exciting
γ rays at 40 (129Xe), 80 (131Xe), 164 (131mXe), and 236
keV (129mXe). Photo-absorption γ peaks were used to
calibrate the detector response. The 164 keV γ events
were uniformly distributed in the detector and were used
to produce a uniformity correction for the S1 and S2 sig-
nals. A 3-D correction map was produced for S1. For
the S2 signals, the vertical uniformity correction was ob-
tained by fitting S2 vs. the drift time using an exponen-
tial decay constant τ , known as the electron lifetime. As
expected, τ improved over time due to continuous xenon
purification from 240µs to 552µs with an average of 324µs
during the entire run. The S2 distribution in the hori-
zontal plane was used to produce a 2-D correction map,
independent of the drift time.
The above uniformity correction was applied to all
events. For each event, the electron equivalent energy
Eee can be reconstructed as
Eee = W ×
(
S1
PDE
+
S2
EEE× SEG
)
, (1)
in which W = 13.7 eV is the average work function to
produce either an electron or photon [20]. PDE, the
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FIG. 2. Linear fit in S2/Eee vs. S1/Eee for all γ peaks. Each
γ peak was fit with a 2-D Gaussian in the (S1, S2) plane with
anti-correlation taken into account; only fit uncertainties are
reflected on the data points.
photon-detection efficiency, EEE, the electron extraction
efficiency, and SEG, the single-electron gain in PE/e, are
the three key detector parameters to be determined. To
obtain SEG, the smallest S2 signals in the data were
identified as the single electron signals. Their photo-
electron distribution was fit with a Gaussian function,
from which SEG= 22.1 ± 0.7 with a resolution σ =7.41
PE/e was obtained. To extract the other two parame-
ters, the peak values of S1/Eee and S2/Eee are plotted
for all γ peaks (Fig. 2), where the true energy of the γs
are taken as Eee. A linear fit is then performed on the
data points. The scattering of data points along the line
indicates systematic effects such as the non-uniformity
and nonlinearity in S1 and S2. The best fit values,
PDE = 11.7%,EEE = 48.1%, were compared with those
obtained by taking the ratio of the observed peaks in S1
and S2 to the expected yield of photons and electrons
from the NEST model [20]. The difference leads to a
relative uncertainty of 5.6% in PDE and 7.1% in EEE.
The detector response to the low energy nuclear re-
coil (NR) events was calibrated using 252Cf data. The
log10(S2/S1) vs. S1 of the NR events is shown in Fig. 3.
In total, 547 NR events are identified for S1 between
3 to 45 PE in the FV. The MC predictions of the NR
signal distribution were obtained from a combination of
Geant4-based program and the NEST model with the
extracted PDE, EEE, and SEG from calibration. In sim-
ulating photoelectrons, results from Ref. [21] were used
to incorporate double photoelectron emissions from the
3-in PMTs. Vertical uniformity in S2 due to electron life-
time in the data and the S2 trigger threshold were also
considered in the MC. The median value of the MC is
4compared to the data in Fig. 3. A much better agree-
ment can be achieved by tuning the ratio of the initial
number of excitation and ionization by a factor of 1.5
in NEST. The width of the NR band in the tuned MC
also agrees with the data. Therefore, we adopted the
tuned MC as the default model to predict the WIMP
NR distributions. The NR efficiency was evaluated by a
comparison between the data and MC on the event 2-D
distribution in (S1, S2), leading to a parametrization
 = 0.94
[
e−
S1−6.21
1.66 + 1
]−1 [
e−
S2raw−79.3
20.8 + 1
]−1
, (2)
where S2raw is the raw S2 before the electron lifetime
correction. The energy independent factor, 0.94, was ob-
tained by choosing high energy NR events with S1>20
PE and within ±3σ of the NR band, and removing the
selection cuts. We identified two major effects which ac-
counted for the efficiency loss at low recoil energy. First,
due to the high rate (∼160 Hz) from the 252Cf calibration
source, the efficiency is significantly reduced by the pres-
ence of random single electron S2 signals. If the real S1 is
small and the single electron S2 is mis-identified into mul-
tiple small S1 signals, the S1-S2 pairing algorithm would
be ineffective and the event would be vetoed. In addition,
the loss due to the three-fold PMT coincidence was also
found to be significant due to multi-photoelectron emis-
sion in the R11410 phototubes [21]. The NR efficiency in
Eqn. 2 is conservatively taken as the dark matter detec-
tion efficiency.
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FIG. 3. The comparison of 252Cf neutron calibration data
with the median from the original NEST model (blue line) and
the tuned model (green line). A fit to the median of the data
is given by the red line. The dashed red line is the NR 99.99%
acceptance line based on the tuned MC model (without cuts
and efficiency applied) to remove spurious “neutron-X” events
with suppressed S2s due to charge loss in the inactive region.
In contrast, the NEST electron recoil (ER) model [22]
appears to describe the low energy data in the γ calibra-
tion and WIMP search runs. However, inside the FV,
the statistics of the low energy events in γ calibration
runs were insufficient due to the self-shielding effect from
LXe. We shall resort to the WIMP search data to model
the ER distribution.
V. BACKGROUNDS
As in Ref. [10], the background is categorized into
three components: the ER, neutron, and accidental back-
ground.
The ER background consists of external background
due to radioactivities in the detector materials, and in-
ternal backgrounds due to krypton and radon. Before the
detector assembly, the components were assayed with a
high purity Germanium counting station at CJPL. The
assay results, tuned to fit the data in high energy, were
used as the input of the Geant4-based MC to calculate
the external ER background at low energy. In the FV,
such background is expected to be 0.21 mDRU (1 mDRU
= 10−3 evts/keV/kg/day).
In our data, significant number of low energy ER events
were found and they distributed uniformly in the detec-
tor. They were identified as 85Kr β-decay events (half-life
10.72 y) with a 99.563% probability of single β emis-
sion and 0.434% β − γ delayed-coincident emission. The
krypton in xenon was likely introduced by an air leak
during the previous fill and recuperation cycle. By fit-
ting the low energy ER events in the dark matter search
data, the 85Kr is estimated to be 0.082 mBq/kg or 15.04
mDRU with 3% uncertainty. Assuming a concentration
of 2×10−11 in natural Kr, this leads to a Kr mole fraction
of 437±13 ppt in LXe, consistent with the offline gas sam-
ple measurement using the technique from Ref. [23]. The
β − γ analysis gave an independent estimate of 507±46
ppt Kr concentration. The difference in the mean values
from the two methods, or 17%, is taken as the systemat-
ics uncertainty of the krypton background.
The radon level in LXe can be evaluated by identifying
β−α and α−α coincidence events. 222Rn was estimated
by the 214Bi-214Po events to be 6.57 µBq/kg in the FV.
220Rn was estimated by the 212Bi-212Po and 220Rn-216Po
events to be 0.54 and 0.41 µBq/kg in the FV, respectively.
Using MC, the contributions of low energy background
discussed above are summarized in Table I.
Item Background (mDRU)
Total 15.33
85Kr 15.04
222Rn 0.075
220Rn 0.021
PMT arrays & bases 0.097
PTFE wall 0.021
Inner vessel 0.045
Others IV components 0.026
Cu outer vessel 0.016
TABLE I. Summary of ER background from different com-
ponents, including Rn, Kr, activated Xe, and other detector
components. The uncertainty is dominated by the 85Kr (17%)
based on two different analysis methods.
5The neutron background can also be produced by the
radioactivities of the detector components. In our case,
the PTFE material was measured to contain 3 mBq/kg
238U, of which the (α,n) neutrons dominate the neu-
tron background rate. Using the SOURCES-4A code [24]
with material radioactivities as inputs, the raw neutron
rate and energy spectrum were determined. The neutron
background was then calculated using the Geant4-NEST-
based MC to be 0.06 events in the final data sets after
all selection cuts, with a conservatively estimated uncer-
tainty of 100%.
The accidental background is produced by random co-
incidence of S1-like and S2-like signals. To evaluate it,
dark matter search data were used to search for isolated
S1 and S2 signals. Since single small S1s are below the
trigger threshold, they were searched in the 350 µs pre-
trigger window of each event triggered by high energy
S1. The rate was determined to be 2.8±0.1 Hz within
the S1 range cut. In the same data set, 28069 single
S2 events were identified within the final S2 range cut
and radius cut. When pairing the single S1 and S2 ran-
domly in time, and with all coincidence selection cuts
applied (which suppresses random events significiantly),
0.70 qualified accidental events are expected to survive
with a 25% uncertainty estimated from the variation of
S1 rates during the run.
The final expected background budget including ER,
accidental, and neutron background is summarized in Ta-
ble II.
ER Accidental Neutron Total
Expected
Total
observed
All 611 5.9 0.13 617±104 728
Below
NR median
2.5 0.7 0.06 3.2±0.71 2
TABLE II. The expected background events in 19.1 live-day
dark matter search data in the FV, before and after the NR
median cut. The uncertainties of the total expected back-
ground in the table are obtained based on the 17%, 25%,
and 100% uncertainties in the ER, accidental, and neutron
background, respectively. Both the uncertainties from the
ER rate (17%) and leakage fraction (50%) have been taken
into account in that of the ER background below the NR me-
dian. See text for details. Number of events from the data
are shown in the last column.
VI. FINAL CANDIDATES AND WIMP CROSS
SECTION LIMIT
Only events with single S2 were selected into the final
candidate set. The FV cut was determined to be within
r2 <60000 mm2 and 20µs <drift time< 346µs. The hor-
izontal space facing the outermost ring of the 3-in PMTs
is removed to avoid leakage from poorly reconstructed
events, and the vertical cut is asymmetric since the bot-
tom array has been shielded by 66 mm of LXe. The
vertex distributions in the data and MC are consistently
flat within the FV. The amount of LXe in the cut is esti-
mated to be 306±20 kg where the uncertainty arises from
the 10.8 mm uncertainty in position reconstruction.
A cut-based analysis was used to select dark matter
candidate only from the events below the NR median
curve from the data and above the 99.99% NR accep-
tance curve from the NEST MC (shown in Fig. 3). To es-
timate the ER background leaking under the NR median
curve (in the lack of dedicated ER calibration), we used
the distribution of the dark matter search data in the
(log10(S2/S1), S1) plane above the 33.3%-NR-acceptance
curve (1/3 of the NR events are located above it) for the
NR events, performing Gaussian fits to the data. The
Gaussian leakage fraction was estimated to be 0.4±0.2%
below the NR median curve, confirmed by repeating the
same estimate but including also data below the 33.3%-
NR-acceptance curve.
Based on the expected background, the final S1 range
cut was chosen to be between 3 to 45 PE to give the
optimal median sensitivity, corresponding to an average
energy window between 1.3 to 8.7 keVee. S2s are required
to be between 100 PE (raw) and 10000 PE (uniformity
corrected).
The event rates after various selection cuts are sum-
marized in Table III. After the FV cut, 728 events are
selected. The vertex distribution of all events before and
after the FV cut is shown in Fig. 4.
Cut #Events Rate (Hz)
All triggers 4779083 2.89
Single S2 cut 1833756 1.11
Quality cut 1262906 0.76
Skin veto cut 1081044 0.65
S1 range 45883 2.77 ×10−2
S2 range 29755 1.80 ×10−2
Fiducial volume 728 4.40 ×10−4
TABLE III. The event rate in the dark matter runs after
various analysis cuts.
The log10(S2/S1) vs. S1 distribution for the 728 candi-
dates is shown in Fig. 5. Two events were found just be-
low the NR median curve, with their vertices indicated in
Fig. 4. Detailed examinations confirmed the high quality
of these two events. The distribution of log10(S2/S1) rel-
ative to the median of the data supports the assumption
that band has a Gaussian profile in the vertical direction,
which is applied to estimate the ER leakage fraction.
The final 90% upper limit for the spin-independent
isoscalar WIMP-nucleon cross section was calculated
based on the two events and 3.2±0.71 expected back-
ground events (Table II) using the CLs method [25, 26]
with the same standard assumptions as in Ref. [10]. The
final results are shown in Fig. 6, with recent results
from PandaX-I [10], XENON100 [3], LUX [5], Super-
CDMS [27], and DarkSide [28] overlaid. Our upper limit
lies within the ±1σ sensitivity band, and is more con-
straining due to the downward fluctuation of the back-
ground. In comparison, the upper limit computed based
6FIG. 4. Position distribution of events that pass all selection
cuts (gray points), and those below the NR median (outside
FV: red points; inside FV: green stars), with FV cuts indi-
cated as the black dashed box. The red points clustered at
the top, bottom and upper right corner correspond to events
in these locations losing electrons on the electrodes or PTFE
wall, leading to a suppression of S2. The severe loss of S2 close
to the bottom wall leads to a significant event inefficiency in-
dicated by the lack of events in the lower right corner in the
figure.
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FIG. 5. The distribution of log10(S2/S1) versus S1 for dark
matter search data. The median of the NR calibration band
is indicated as the red curve. The dashed magenta curve is
the equivalent 100 PE cut on S2. The solid magenta and
blue curves are the 99.99% and 33.3% NR acceptance curves,
respectively. The grey dashed curves are the equal energy
curves with NR energy indicated in the figures. The two data
points located below the NR median curve are highlighted in
green stars.
on the original NEST prediction is weakened by about a
factor of 2 in the high mass region but approaches a factor
of 1.2 at low mass (∼10 GeV/c2). The lowest cross sec-
tion limit obtained is 2.97×10−45 cm2 at a WIMP mass of
44.7 GeV/c2, which represents an improvement of more
than a factor of three from PandaX-I, and even more in
the low WIMP mass region. The major improvements
include the exposure (a factor of ∼1.35), the photon de-
tection (PDE 11.7% vs. 9.6%), the S2 selection cut (9.4
e vs 19.7 e, although in PandaX-II a significant depth de-
pendent efficiency variation is present due to the electron
lifetime), the S1 window ([3, 45] vs. [2, 30] PE), and the
expected background (3.2 vs. 6.9 events). The cross sec-
tion limit at WIMP mass of 10, 100, and 300 GeV/c2 are
8.43×10−44, 4.34×10−45, and 1.13×10−44 cm2, respec-
tively. At low WIMP mass region down to 5 GeV/c2,
our exclusion limit is competitive with SuperCDMS [27].
At high WIMP mass region, our results are within a fac-
tor of ∼1.5 to the final 225-day XENON100 results [3],
although with only 19.1 days of live-time. However, our
results do not quite scale with the LUX results (with a
factor of 2.4 of exposure) [5] primarily due to the high
krypton background.
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FIG. 6. The 90% C.L. upper limit for the spin-independent
isoscalar WIMP-nucleon cross section from the PandaX-II
commissioning run (red). A selected set of recent world re-
sults are plotted for comparison: PandaX-I final results [10]
(magenta), XENON100 225 day results [3] (black), LUX 2015
results [5](blue), SuperCDMS 2014 [27](orange), and Dark-
Side 2015 [28] results (brown). The ±1σ and 2σ sensitivity
bands are shown in green and yellow, respectively.
VII. CONCLUSIONS AND OUTLOOK
In conclusion, we report the WIMP search results us-
ing the commissioning data of the PandaX-II experiment
with an exposure of 306×19.1 kg-day. No dark matter
candidates were identified above background and 90%
upper limit is set on the spin-independent elastic WIMP-
nucleon cross section with a lowest excluded value of
2.97×10−45 cm2 at a WIMP mass of 44.7 GeV/c2, a sig-
nificant step-forward from PandaX-I. After a brief main-
tenance period to distill krypton from xenon, the experi-
ment is expected to resume physics data taking in spring
2016, and soon to explore previously unattainable WIMP
parameter space.
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