Introduction
Internet has entered a brand new era. Digital media and social network are playing an important role in reflecting public opinions, especially when major events happen. Therefore, topics detection has become a promising research field which attracts more and more researchers in recent years.
An automation of hot topics detection from real-time network can be beneficial to many applications. For instance, the government could collect the suggestions to specific policies from the community, or the companies could catch the prevalent comments to their new productions.
From the technical point of view, a number of problems have yet to be worked out in the online hot topics detection field. First, most traditional data mining methods work on the static data sets, while the online hot topics detection requires collecting the web information dynamically and timely. Second, different from the plain text, web pages have the unstructured or loosely formatted characteristics [1], so web pages obtained from the real-time system must be preprocessed before text mining starts. Third, previous attempts of realizing the scheme of hot topics detection usually adopted supervised documents analysis methods. Although the supervised approaches have proved to be effective in many applications, there are still some critical limitations. For example, the effectiveness of the supervised approaches relies heavily on the quality of the domain knowledge dictionary or the training data. If the prior materials are insufficient and inaccurate, the system performance will drop significantly. Besides, in most real-life applications, it's difficult and inexact to list all the potential features only depending on prediction.
In view of the described disadvantages of the supervised methods, some traditional unsupervised clustering approaches are introduced into hot topics detection, but it still cannot avoid too much human interaction. For example, K-means, which is a popular and high-efficient clustering algorithm, requires the user to specify the number of clusters, while the K value is impossible to determine precisely in a real-time application.
In this paper, we propose a novel unsupervised clustering approach to solve the existing problems in hot topics detection, which is based on an improved ant colony text clustering (IACTC) algorithm. Meanwhile, we design an entire framework of the hot topics detection system with the capability of collecting, preprocessing, analysis and hot topics detection. This will change the situation that most previous work merely describes the clustering or classification approach as an isolated process of topics analysis. The remainder of this paper is organized as follows: Section 2 reviews related work of hot topics detection and ant colony clustering algorithms. Section 3 describes our framework of online hot topics detection system and introduces our methods in each stage. IACTC algorithm for topics detection is proposed in section 4. In section 5, the experimental results are shown as well as some discussions. Finally, the conclusions will be given in section 6.
Related works
Topic Detection and Tracking (TDT) was pursued under the DARPA Translingual Information Detection, Extraction, and Summarization (TIDES) program. TDT has been widely studied for years [2] [3] [4] [5] . Topic Detection is a subprocess of TDT that attempts to identify "topics" by analyzing and organizing the content of documents. There are two kinds of methods in this area: the retrospective topics detection [3, 4] and the online topics detection [3, 5] . The main differences between these two methods are shown in Table 1 . The main technology used in topics detection task is text clustering and text classification, including the agglomerative hierarchical clustering method [3] , the single pass clustering method [3, 4] and Support Vector Machine (SVM) method [2] .
The ant colony algorithm for clustering analysis, inspired by the behaviors of ants, has become an attractive research field. The earliest work of this area is the basic ant colony model for clustering (BMC), which was proposed by Deneubourg et al [6] . In 1994, Lumer and Faieta [7] introduced the measure of similarity between the data to the BMC, and put forward the LF algorithm, which realized the process of automatic clustering without the need of prior knowledge. However, these algorithms have high misclassification rate, high cost of computing and long clustering time. To solve these shortcomings, some algorithms were presented for improving performance of clustering [8, 9] . Combined with the features of the text, some new ant colony clustering algorithms have been applied to text mining [10] . Handl and Meyer [13] applied ant-based clustering to online documents classification field. The authors employed ants with different speeds, which are called "inhomogeneous population". A stagnation control is used to solve the outlier problem by setting a failure counter.
In the topics detection area, clustering algorithms should be designed with no need to specify the pre-defined category labels and the number of clusters. Traditional methods cannot achieve such automatic and unsupervised requirement. Hence, we present IACTC algorithm and apply it to TDT field through the use of the real-time system.
Framework of online hot topics detection system
In our research, we are not only limited to propose the hot topics detection algorithm, but also give a practical model of the topics detection system, which covers every essential part of the online hot topics detection process. Moreover, since the steps before text clustering affect the quality and efficiency of hot topics detection indirectly, we use some innovated approaches in these parts to help achieve better results.
Our framework includes four modules: information fetching module, web pages preprocessing module, text processing module, hot topics detection module. This section only discusses the first three modules, and the hot topics detection module will be introduced in section 4 as a key problem. Figure 1 shows the overall architecture of the system.
Information fetching module
The task of information fetching module is fetching the web pages from various network sources, including news sites, BBS, blogs and web 2.0 sites. Unlike traditional web crawler or spider technology using in general search engine, our method is only collecting web pages among the user-specified resources, rather than searching the entire network without definite purpose. This approach has the advantages of improving the efficiency of information updating and reducing redundancy caused by useless information. In practical applications, users only need to deploy the sites with high views, more conducive to discover the hot topics. Also, we use multi-threading technology and task scheduling strategy in the web crawler to make full use of the server resources. 
Web pages preprocessing module
Due to the unstructured or loosely formatted characteristics of web pages, the web pages preprocessing module is introduced to extract the useful information, transfer it to the formatted data and save it to database. Although there have been some automatic web data extraction research [11] , we still decide to adopt manual methods of writing regular expressions to extract the formatted information, including the article title, the pure main text, the author, the publish time, the article reply number, etc. Although this method requires some manual work, it is a tolerable work for people and it could be guaranteed to provide the pure text corpus to next stages.
Text processing module
The text processing module is mainly responsible for word segmentation and feature selection. Our hot topics detection system aims to process Chinese texts, so we choose the highly-recommended ICTCLAS as the Chinese word segmentation tool. Under our framework, the texts in other languages can also be processed, as long as using the appropriate word segmentation method. After word segmentation, the terms' weight value should be calculated. In this paper, we use the TF-IDF measure to weight the terms. Eq.(1) shows the calculate formula:
where the term frequency TF(t, d) refers to the frequency of term t in the document d. The document frequency DF(t) is the number of documents that contain term t. Different from traditional methods, before we transfer the text into vectors, we only select 20 top-ranked nouns, verbs and name entities (NEs) as the features to represent each document. To some extent, this kind of terms could reflect the real theme of an article, and the dimensions of the text are greatly reduced as well. Then, we construct the document-term matrix based on the Vector Space Model (VSM).
Topics detection using IACTC

BACTC algorithm
The basic ant colony text clustering (BACTC) algorithm is based on LF model [7] . Its steps are elaborated as follows:
Step 1 Initialization: Documents are randomly mapped on a 2-dimension grid space, and each grid could accommodate only one document. A certain number of ants are also distributed in the grid space.
Step 2 Computing colony similarity: Each single ant selects one document randomly and moves randomly in the space. An ant computes the colony similarity of its surrounding environment to decide whether to pick up or to drop down the document. Supposed that an ant is at location r at time t, the colony similarity f(o i ) in its neighborhood is defined as follows:
where s denotes the neighborhood radius; d(o i , o j ) denotes the distance between two documents; α defines the colony similarity coefficient, which directly affects not only the number of clusters, but also the convergence speed of clustering algorithm. A greater value of α will result in a larger colony similarity and a faster convergence speed, and vice versa.
In this paper, we use Cosine similarity formality as the similarity measurement: 
Step 3 Picking up or dropping down: If an ant does not carry any document, it will pick up one of the documents with the lower colony similarity; if an ant is carrying one document, it will drop down the document when it gets a higher colony similarity. There is a threshold P r for the two probabilities. The picking up probability P p (o i ) and dropping down probability P d (o i ) are given by:
where k 1 and k 2 are threshold constant variables.
Step 4 Convergence: After a certain times of cycles, the similar or related documents are gathered together due to their colony similarity.
IACTC algorithm
There are several problems existing in BACTC algorithm. On one hand, in the latter process, some documents, known as 'outliers', are not similar to any other document. The ants are hard to drop down such documents after picking up them, resulting in the slow convergence speed. On the other hand, because all ants move with randomness and blindness on the plane throughout the whole clustering, both efficiency and effectiveness are affected.
Hence, this paper proposes IACTC which does not change the steps of BACTC, but focuses on enhancing the adaptability of the algorithm and improving the ant's move policy.
1) Improved probability conversion function In BACTC algorithm, both the picking up and dropping down probabilities are expressed by the function of the colony similarity f(o i ). The higher a document's colony similarity value is, the lower the picking-up probability value is and the higher the dropping down probability is, and vice verse.
Based on such characteristics, we can choose one appropriate function to simultaneously control two probability values. In this paper, we use inverse tangent function, which has characteristics of smoothness, monotonicity and progressiveness, to modify the probability conversion function. In addition, we just need to adjust one parameter if we want to change the sensitivity of the probability value to the colony similarity value.
The picking-up probability P p (o i ) and the dropping down probability P d (o i ) are given by: ( ) 1 ( ( ))
The parameter β is a constant. A larger β value could make the clustering convergence speed faster. To solve the problem of hard dropping down the 'outliers', we choose a larger β value in the latter stage of clustering.
2) Memory organ In order to make the ants' movement with a certain purpose, a memory organ is added to each ant. The role of memory organ is storing the locations information. When an ant drops down a document at one location, the memory organ would record the coordinates of this location and the documents' information around this location. Then, every time the ant picks up a document, it will firstly check all the locations stored in its memory organ to choose the location with the max value of P d as the 'optimal An Online Hot Topics Detection Approach Using the Improved Ant Colony Text Clustering Algorithm Gong Zhe, Li Dong, Li Qi, Zhang Jianyi, Xin Yang, Niu Xinxin matching location' where the ant starts moving. Thus the ants' movement is able to be guided with lower randomness. After dropping a document, the ant updates the information of its memory organ.
The number of the locations stored in each ant is expressed by N. According to the number of ants and the computer's storage capacity, N can be set before the algorithm starts.
3) Adaptive moving range The ant carrying a document must find a suitable location to drop down the document in the whole L×L 2-dimension grid space. The memory organ could help the ant choose the best initial location, but after that, according to BACTC, it is still a totally random process. That means, even if the ant has reached a location close to the cluster that the document belongs to, the ant is likely to move to a location far from it in the next step.
We present an adaptive method that associates the moving range with the dropping down probability P d : the higher the P d value is, the smaller the moving range is in the next iteration; the lower the P d value is, the larger the moving range is in the next iteration. Figure 2 shows the adaptive moving range of a document belonging to Cluster 1 on different locations. 
where (x o , y o ) denotes the current coordinates of the moving document; P r is the threshold value which makes the ant decide whether to drop down; L is the side of the 2-dimension grid plane. It can be seen that that the moving range could adapt to the change of P d value.
Topics Summarization
After clustering, each cluster is considered as a topic class. Based on the idea of TF-PDF [12] , we simplify the equation and assign a new weight to each term in each cluster. The new weight of the term t in cluster c is defined as:
where F tc is the frequency of term t in cluster c; n tc is the number of documents in cluster c where term t occurs; N c is the total number of documents in cluster c. All the terms of each cluster are sorted by the new weights in descending order, and we define that the topic T i is represented by the l highest weighted terms:
Experiments
Test data
Since there is no appropriate public data set, our test data set, which consists of 336 news reports, is gathered from the world news categories of several news sites from 17 March 2011 to 20 March 2011. We use our hot topics detection system proposed in Section 3 to collect and process the test data in a real-time network environment. We also believe that this is a more realistic way of building the data set.
Evaluation measure
In order to know the performance for efficiency and quality of clustering, we employ the number of clusters, F-measure and running time as our evaluation measure.
The basic idea of F-measure is from information retrieval concept. F-measure involves Precision and Recall:
where n ij is the number of documents belong to class i in cluster j; n i is the number of documents belong to class i and n j is the number of documents in cluster j. The F-measure is given by:
Precision i j Recall i j F i j Precision i j Recall i j
In this paper, each cluster is considered as if it were the result of clustering algorithm and each class as if it were the desired set of hot topics. It should be noted that, in order to validate our approach, the documents are manually labeled as a topic after being collected by our system. Only those clusters formed by many documents (larger than 10) are considered as hot topics, not including outliers and small clusters.
Parameter setting
The experiment is designed to compare the performance of K-means, BACTC and IACTC. There are random factors in all the algorithms above, so that the clustering result is uncertain every time. Therefore this paper adopts the average value of each metrics (repeating experiments 10 times). Meanwhile, the maximum and minimum value of each metric is also listed to analyze the stability of algorithms.
All the three algorithms would loop 10 000 times. The main parameter values that are used in our tests are: ant_number=50, s=9, α=1. To the probability conversion function, we choose the constants k 1 =0.12, k 2 =0.16 for BACTC, while β=2.5 in the first 7000 times and β=3.5 in the last 3000 times for IACTC. Every memory organ could store 8 locations' information. The 2-dimension grid space are 70 ×70. In the experiment, we manually specify the number of clusters for K-means, while the other two ant colony clustering algorithms automatically discover this number. Table 2 illustrates that the ant colony clustering method has the strong ability to identify the number of clusters, which is critical for undertaking the unsupervised hot topics detection task on the real-time system.
Tests results
As is shown in Table 3 , the F-measure value of K-means is apparently smaller than that of the other two ant colony clustering. IACTC performs better than BACTC on our data set. Additionally, from the maximum and minimum, we can see IACTC is more stable than the other two algorithms. Table 3 proves that the clustering results of IACTC perform with the higher quality. In terms of the efficiency of the algorithms, our proposed IACTC is much faster than BACTC, although has certain disparity in contrast to K-means. K-means is running with the highest speed of the three algorithms. But the fast convergence speed of K-means results in the low quality of clustering because, unlike the ant colony clustering, clustering results cannot be adjusted after the convergence. Also, IACTC has the excellent stability in clustering speed. In the result set, we take the 3 biggest clusters as the hot topics, all of which have more than 50 documents. The 3 highest weighted terms are chosen to represent a topic. 
Conclusions
In this paper, we firstly present a complete framework of online hot topics detection system which can be applied directly on real-time network. Then we propose a hot topics detection approach based on IACTC algorithm. In order to overcome the shortcomings of BACTC algorithm, we introduce the inverse tangent function, the memory organ and the concept of the adaptive moving range into our method to achieve the goal of improving the efficiency, effectiveness and flexibility. Finally, the topic is represented by the highest weighted terms in each cluster. The experimental results show that, based on our system framework, IACTC has advantages in various aspects and the hot topics during a definite period could be detected successfully.
