This paper examines a longitudinal shape evolution model in which a 3D volume progresses through a family of elastic equilibria in response to the time-derivative of an internal force, or yank, with an additional regularization to ensure diffeomorphic transformations. We consider two different models of yank and address the long time existence and uniqueness of solutions for the equations of motion in both models. In addition, we derive sufficient conditions for the existence of an optimal yank that best describes the change from an observed initial volume to an observed volume at a later time. The main motivation for this work is the understanding of processes such as growth and atrophy in anatomical structures, where the yank could be roughly interpreted as a metabolic event triggering morphological changes. We provide preliminary results on simple examples to illustrate, under this model, the retrievability of some attributes of such events. 1 arXiv:2003.05512v1 [math.OC]
Introduction
We analyze in this paper a shape evolution paradigm introduced in [17] in which a volume progresses along a family of regularized elastic equilibria controlled by the gradient of a time-dependent potential, this gradient being interpreted as the time-derivative of an internal force that we will refer to as "yank", following, e.g., [19] . A primary motivation of our work is the modeling of shape changes in anatomical structures, where the driving potential may be loosely interpreted as a result of metabolic events, for example, caused by a disease in the structure. Potential applications of this framework include biological growth models [12, 21, 2, 29, 15] or longitudinal studies in computational anatomy, and in particular, slow changes in the brain resulting from neuro-degenerative diseases [7, 8, 5, 25, 18, 20, 28, 14, 1, 36, 30, 34] . Such processes of pathogenesis are not well understood today. Thus we introduce a general framework under which more advanced models can be developed. In our experiments, we make very simple assumptions on the initiation and propagation of the potential. We then illustrate the possibility of inferring the causes of the shape changes only from geometric observations. The relationship between shape and yank in our model can be represented as a control system in which the velocity field at a given time is obtained as the solution of a linear E-mail addresses: dnhsieh@jhu.edu, sylvain.arguillere@univ-lille.fr, charon@cis.jhu.edu, laurent.younes@jhu.edu.
LY was partially supported by NIH R01DC016784 and NIH U19AG033655; NC was partially supported by NSF 1912030 and NSF 1945224. equation that depends on both. We will provide conditions ensuring that this control system has a unique solution over an arbitrary time interval before formulating and studying the inverse problem of estimating an optimal yank based only on observed initial and final shapes. We will consider two situations in this context. In the first model, we will assume that the yank is unspecified at all times. We will then estimate the yank so that it minimizes a cost accumulating over time, resulting in an optimal control problem. In the second one, the assumption will be that the potential specifying the yank is fully characterized by its initial value and follows the shape transformation through basic advection. In this latter case, we will attempt to solve the inverse problem of determining this initial value (specified by a few parameters) based on partial information on the deformation, namely the boundary of the transformed volume.
The overall paradigm defining the dynamical system is the same as that described in [17] , where we assume that, at time t, an infinitesimal force δF (t) is applied to a volume M (t) in a zero-stress state, resulting in a new equilibrium at time t + δt, denoted by M (t + δt), where δt is small, therefore assuming that times needed to reach new equilibria are negligible compared to the time frame within which the whole process is considered. (Such an assumption of evolving reference configuration is typical in morphoelastic growth models [31, 12, 16] .) The new configuration M (t + δt) is obtained by displacing each point x in M (t) by a small vector δx, which is obtained by solving a linear equation L(t)δx = δF (t), where L typically depends on M . Dividing by δt, introducing the velocity v = δx/δt and the yank j = δF/δt, we are led to consider shape evolution processes in which M is advected by the vector field v as the solution of L(t)v = j. The existence of solutions of such a process is stated in Theorems 1 and 2 under some assumptions on the operator L (which are satisfied, in particular, by properly regularized elastic operators) and on the yank j. Existence of solutions to the inverse problem of estimating j from the initial and final shapes are provided in the same theorems.
The paper is organized as follows. Notation and a general description of our framework are provided in section 2. Our main theorems are stated in section 3 and proved in section 6. Section 4 provides specific examples to which our theorems apply. Section 5 presents experimental results. We conclude with a discussion in section 7 and provide implementation details in Appendix A.
2. Formulation of problems 2.1. Notation. For an integer s ≥ 0, we let C s 0 (R 3 , R 3 ) denote the space of s-times continuously differentiable vector fields v such that the kth derivative D k v tends to 0 at infinity for every k ≤ s. The space C s 0 (R 3 , R 3 ) is a Banach space equipped with the norm v s,∞ = s k=0 max x ∈ R 3 |D k v(x)|, where | · | denotes the operator norm of a multilinear map on a product of finite-dimensional vector spaces equipped with the Euclidean norm. Let id : R 3 → R 3 be the identity map, i.e., id (x) = x. We denote by Diff s id (R 3 ) the set of C s diffeomorphisms on R 3 that tend to identity at infinity. Thus every element ϕ ∈ Diff s id (R 3 ) can be written as ϕ = id + v, where v ∈ C s 0 (R 3 , R 3 ). The notation L (B, B) will denote the vector space of bounded linear operators from a Banach space B to another Banach space B. Weak convergence of sequences (x n ) in B will be denoted by x n x. Denoting the topological dual of B by B * , we will use the notation (µ | v) rather than µ(v) to denote the evaluation of µ ∈ B * at v ∈ B. We say a linear operator A ∈ L (B, B * ) is symmetric if the corresponding bilinear form (v, w) → (Av | w) is symmetric. The subspace of symmetric linear operators will be denoted by L sym (B, B * ).
For a generic function f : [0, T ] × R 3 → R 3 , we will use the notation f (t) : R 3 → R 3 defined by f (t)(x) = f (t, x). We will use C to denote a generic constant and C a to show a generic constant depending on a. The value of such constants may change from equation to equation.
Throughout this paper, V is a Hilbert space of vector fields on R 3 continuously embedded in C 2 0 (R 3 , R 3 ), which is denoted by V → C 2 0 (R 3 , R 3 ), with inner product · , · V and norm · V . Since V → C 2 0 (R 3 , R 3 ), there exists a constant c V such that v 2,∞ ≤ c V v V . The duality map L V : V → V * is given by
and provides an isometry from V onto V * . We denote the inverse of L V by K V ∈ L (V * , V ), which, because of the embedding assumption, is a kernel operator [4] . Note that
. As an example, the space V can be the reproducing kernel Hilbert space (RKHS) associated with a Matérn kernel of some order r, and some width σ, which, in three dimensions, implies that V is a Sobolev space H r+2 . For the specific value r = 3, which we will use in our experiments, the kernel operator (when applied to a vector measure µ ∈ V * ) takes the form
2.2.
Control systems and inverse problems. We now describe the dynamics we consider in this paper, which gradually deform shapes through elastic equilibria. We assume a mapping A :
Given a time-dependent mapping j : [0, T ] → V * , we model the deformation trajectory of a compact subset M 0 ⊂ R 3 as t → ϕ j (t, M 0 ), where ϕ j is a solution to the system
and ω > 0 is a fixed regularization parameter. We can interpret the squared norm ω 2 v 2 V as a regularization term that is meant to enforce the resulting transformation to be diffeomorphic (similar regularizations were used in works such as [6, 32, 33] ). The operator A ϕ(t) , as we shall detail later, may be for instance an elastic operator in which case the second term
represents the linear elastic energy associated to the deformation while j(t) represents a yank inducing the motion of the material. In this context, the second equation in system (1) essentially states that the deformation vector field at each time is governed by an infinitesimal version of the principle of virtual work [23, Theorem 1.6, Chapter 5] with regularization. As a result, the shape ϕ j (t, M 0 ) is deformed from a stress-free state to an equilibrium at all time in this dynamical system, as described earlier in the introduction. We postpone specific examples of elastic operators and yank until section 4, after presenting sufficient conditions ensuring existence of solutions of our inverse problems in section 3, where we treat A ϕ and j as general operators.
We let M denote a class of compact subsets of R 3 that represents our "shape space" and assume that it is stable by the action of diffeomorphisms, i.e., ϕ(M ) ⊂ M for all ϕ ∈ Diff 1 id (R 3 ). A specific description of M is problem dependent (see Remark 3). Given two elements M 0 , M targ ∈ M , providing the observed initial shape and final shape, or target, we aim to find j within a given class such that the deformed M 0 in response to j at time T , i.e., ϕ j (T, M 0 ), is close to M targ in some sense. We will focus on the following two frameworks regarding the time-dependent yank j:
1. Free yank model. In system (1), one can interpret j as a control that drives the evolution of the state ϕ through the vector field v ϕ . Let X p V * , T = L p ([0, T ], V * ). We will consider the optimal control problem
subject to system (1) . Here ρ is a function measuring the discrepancy between two sets. We will give sufficient conditions guaranteeing the existence of solutions of this problem in Theorem 1. 2. Parametric yank model. The yank is modeled as a function of a transformation ϕ and of a finite-dimensional parameter θ belonging to a compact set Θ ⊂ R m . In this case, the finite-dimensional optimization problem of interest is
subject to (1) with j(t) = j(ϕ(t), θ), namely,
Examples of such yanks are provided in section 4. We give sufficient conditions for this optimization problem to have a solution in Theorem 2.
Main results
We state our results on the two inverse problems in this section and present our proofs in section 6.
Given a compact subset
We require a regularity assumption on the discrepancy function ρ appearing in the objective functionals (2) and (3).
Definition 1. We say that a discrepancy function ρ is continuous on M with respect to · s,∞ if for all compact sets M, M ∈ M and all sequences (
and v ∈ V . Let the two compact sets M 0 , M targ ∈ M be given. Then the following results hold.
(i) Suppose that ϕ → A ϕ is locally Lipschitz. Then, given j ∈ X 1 V * , T , the system
In addition, assume that the discrepancy function ρ is continuous on M with respect to · 1,∞ . Then there exists a minimizer of the optimal control problem
where v and ϕ satisfy (1).
Before stating our next theorem, we remind the reader that a collection of functions is said to be equi-Lipschitz if there is a common Lipschitz constant that applies to all functions in the collection.
and v ∈ V . Moreover, let Θ ⊂ R m be a compact set and let j :
Finally, let two compact sets M 0 , M targ ∈ M be given. Then the following results hold.
(i) Suppose that ϕ → A ϕ is locally Lipschitz and that ϕ → j(ϕ, θ) is locally Lipschitz and bounded in norm. Given θ ∈ Θ, the system
has a unique solution ϕ ∈ C([0, T ], Diff 2 id (R 3 )). (ii) Suppose that:
• For each γ > 0, the mapping ϕ → A ϕ is Lipschitz and the family of mappings {j(·, θ) : θ ∈ Θ} is equi-Lipschitz, both with respect to the seminorm · M0 1,∞ , on the set
is continuous in the sense that θ n → θ implies j(ϕ, θ n ) j(ϕ, θ).
• There exists a constant J Θ such that
• The discrepancy function ρ is continuous on M with respect to · 1,∞ .
Then there exists a minimizer for the finite-dimensional optimization problem
where ϕ satisfies (4).
Remark 1. We stated our theorems in dimension three because it corresponds to most interesting situations in practice, but our proofs apply without change to any dimension (and we are providing some experimental illustrations in dimension two).
Remark 2. The choice we made for the control cost (j | v) in Theorem 1 is one among a large spectrum of costs for which the conclusions of the theorem are valid. We took this specific example for simplicity and also because it provided the best results in our experiments among some other options we tried. Other possible examples could be j 2 V * , or j 2 L 2 , for which our proofs can easily be modified (actually, simplified), with details being left to the reader.
Remark 3. In the experiments presented in this paper, we will use discrepancy functions based on the varifold pseudo-metrics introduced in [10] between certain surfaces extracted from the two volumes (typically, their boundaries). In this case, M is the set of all compact subsets M ⊂ R 3 whose boundary ∂M is a rectifiable surface (we refer to [27] for the precise definition and properties of rectifiable sets). Then, given M and M in M , for S and S two rectifiable surfaces extracted from M and M respectively such as for instance the boundaries of the volumes or some corresponding internal layers, the discrepancy function takes the following form:
where σ and σ are volume measures on S and S , n and n are unit vector fields of S and S and χ is some radial kernel function which in our experiments is taken to be the Cauchy kernel
It can be then shown, cf., [9, Proposition 6] , that such discrepancy functions are continuous on M with respect to · 1,∞ As a side note, one could alternatively select ρ as the volume of the symmetric difference between the two sets, i.e., ρ(M, M ) = vol(M M ) which is continuous on compact sets with respect to · 0,∞ and thus also with respect to · 1,∞ , thereby satisfying the assumption of the above theorems. In this case, the shape space M is composed of all compact subsets of R 3 .
Examples of elastic operators and yank
In this section, we provide examples of elastic operators and yank that satisfy the conditions in Theorems 1 and 2. Denote the space of symmetric bilinear forms on the space of 3-by-3 symmetric matrices by Σ 2 (Sym 3 (R), Sym 3 (R)). Given ϕ ∈ Diff 1 id (R 3 ), an elastic operator A ϕ ∈ L sym (V, V * ) takes the following form
where E ϕ : ϕ(M 0 ) → Σ 2 (Sym 3 (R), Sym 3 (R)) is a stiffness tensor after the shape is deformed by ϕ, and ε u and ε v are linear strain tensors defined by
For example, if the elastic property of an isotropic elastic material is unaffected by deformation, or persistent, then E ϕ (ε u , ε v ) = λ tr(ε u ) tr(ε v ) + 2µ tr(ε u ε v ), where λ and µ are the Lamé parameters. The following proposition proved in section 6 provides a sufficient condition on the mapping ϕ → E ϕ ensuring that the corresponding A ϕ satisfies the conditions of Theorems 1 and 2.
where
} Then, for A ϕ defined as in (5), the mapping ϕ → A ϕ satisfies the conditions of Theorems 1 and 2.
Example 1. According to Proposition 1, the simplest example of the elastic operator is when the stiffness tensor E ϕ is constant and positive definite since the left-hand side of (6) is zero. Thus our example of persistent isotropic elastic material, i.e., E ϕ (ε u , ε v ) = λ tr(ε u ) tr(ε v ) + 2µ tr(ε u ε v ), is a valid choice. More generally, suppose that Λ : M 0 → Σ 2 (Sym 3 (R), Sym 3 (R)) and that Λ(x) is positive definite for all x ∈ M 0 , then E ϕ := Λ • ϕ −1 also satisfies the conditions in Proposition 1. Note that this form of E ϕ preserves the elastic properties of the material from x to ϕ(x).
Example 2. Even more generally, let F ϕ : ϕ(M 0 ) → GL(3, R) be a deformation-dependent frame field, where GL(3, R) denotes the general linear group. We consider stiffness tensor of
where Λ is the same as in Example 1. If the mapping F is under control, this mapping E will satisfy the conditions in Proposition 1 as implied by the following proposition, whose proof is elementary and left to the reader. Note that in this case, the elastic properties at ϕ(x) are modified from the ones at x through a change of the frame coordinates F ϕ (ϕ(x)).
Proposition 2. Suppose that E satisfies the conditions in Proposition
also satisfies the conditions in Proposition 1.
Let w 1 , w 2 , and w 3 be linearly independent vector fields on M 0 . Examples of frame fields F ϕ that satisfy the previous assumptions include
Note that the first two vectors of the latter F ϕ are orthonormal for all deformation ϕ.
Example 3. An elastic operator inspired by the laminar organization of cerebral cortex using the frame field (7) 1] . We refer to Φ as a layered structure of M 0 . A layered structure Φ then induces a transversal vector field S := ∂ ν Φ ( Figure 1 ). Let T 1 and T 2 be linearly independent vector fields on M 0 such that T 1 Mν and T 2 Mν are tangent to M ν . Note that T 1 , T 2 , and S are linearly independent vector fields on M 0 . If we let w 1 = T 1 , w 2 = T 2 , and w 3 = S in (7) and definē
where ε ij denotes the ijth element of ε ∈ Sym 3 (R) and λ tan , µ tan , µ tsv , and µ ang are constants, then the corresponding elastic operator
is well-defined [17] and a valid choice by Example 1 and Proposition 2. Note that the layered structure on a deformed shape ϕ(M 0 ) becomes (ν, x) → ϕ•Φ(ν, ϕ −1 (x)). The elastic material corresponding to this elastic operator has the property that it is isotropic along the directions tangent to the layers. Figures 2b and 2c illustrate deformations ϕ j (T, M 0 ) according to system (1) under different elastic parameters µ tan and µ tsv when we apply the same yank j to a layered shape M 0 (Figure 2a ). Example 4. Now we provide an example of yank which has a density as the gradient of a transported potential. Let Θ ⊂ R m be a compact set and let g : Θ → L ∞ (R 3 , R) defined by θ → g θ . We interpret g θ as a parametrized potential. We assume that there exists G Θ > 0 such that g θ ∞ ≤ G Θ for all θ ∈ Θ and g θn (x) → g θ (x) for all x ∈ R 3 when θ n → θ. For technical reasons, let Ω be a fixed bounded subset of R 3 and let χ : R 3 → [0, 1] be a C ∞ cutoff function of compact support such that χ Ω ≡ 1. Under this setting, the yank j(ϕ, θ) defined by
We check that the conditions on j in Theorem 2(ii) are satisfied in backward order. Since
and v ∈ V . It remains to check that {j(·, θ) : |θ| ∈ Θ} is equi-Lipschitz with respect to the seminorm · M0 1,∞ on S γ . Note that A → det A is a polynomial of degree 3 in elements of A ∈ R 3×3 . By the mean value theorem, there exists a constant C > 0 such that
where we have made a change of variables to obtain the first inequality, split the integrand into several terms and used the above inequality on the determinant in the second inequality, then used the assumption g θ ∞ ≤ G Θ and ϕ, ψ ∈ S γ in the last inequality.
Experiments
We performed experiments on simulated and real data. We used 2D simulated data to compare retrieved solutions with known solutions. In all experiments, we assume that shapes have the layered structure described above and illustrated in Figure 1 . The discrepancy function ρ(·, ·) is defined based on the varifold pseudo-metrics of [10] (cf., also Remark 3), and is used to register certain layers of M 0 and M targ . In addition, to prevent applied forces to only induce rigid motions on the generated shapes, our simulations penalize the motion of the bottom layer. This is achieved by adding a penalty to the operator A ϕ , replacing the second equation in (1) by
where n is a unit normal vector field to ϕ(M bottom ). Note that we can define
and apply our results to A. Indeed, the added term satisfies the assumption of Theorems 1 and 2 (this will be justified in section 6 at the end of the proof of Proposition 1). All computations are implemented in CUDA and run on a computer equipped with GPU NVIDIA GeForce RTX 2080 Ti.
2D simulations.
We take V to be the RKHS associated to a Matérn kernel of order 3 with width σ = 0.2 in our 2D simulations (see subsection 2.1). For the varifold pseudometric, we use Cauchy kernel with width 0.3 for the spatial kernel and Binet kernel for the Grassmannian kernel (i.e., ρ is as described in Remark 3 with τ = 0.3). We fix the end time T = 1. Denote the discretized triangles by
For the purpose of illustration, we generated a deformed shape ( Figure 3b ) using a yank which is supported in three spatial regions, two on the top layer and one on the middle layer ( Figure 3c ). The vectors j k are mapped on the vertices for visualization. Note that the support of the yank is simply advected by the deformation. We used the persistent isotropic elastic operator in this case, that is, E ϕ (ε u , ε v ) = λ tr(ε u ) tr(ε v ) + 2µ tr(ε u ε v ), with λ = 0 and µ = 0.5. Since we assume that the deformed shape is isotropic at all time, here the layered structure is actually irrelevant to the definition of the elastic operator. Using layers extracted from the deformed shape as targets, we then searched a minimizer of our free yank problem using limited-memory BFGS. In comparison, Figure 5 shows the estimated registration and yank when the deformation of of all layers is observed (up to tangential motion along the layers) and taken into account in the matching by adding discrepancy terms for each of these layers. We see that in this case the three spatial regions of support of the true yank can be located. However, observing the internal layer structure of the target is not typical in applications where usually only the external boundary of the considered volumes can be acquired or segmented.
If one does not want to assume that too much information, such as internal displacements, are available from observed data, it becomes necessary to impose more constraints on the yank itself, by assuming that prior information is known on its structure. This motivates our second model using a parametric yank.
5.1.2.
Parametric yank problem. To mimic the laminar organization of cortical volumes [11, 3] , we simulated a layered shape for this experiment. Figure 6a shows our simulated shape whose middle layer is the graph of x → 0.25 cos(2.5(x − 0.1)) + 0.6. Other layers are generated through normal displacement starting from the middle layer with a step size 0.05. We use a parametric yank of the form of Example 4, that is,
The potential g θ we used is a C 1 compactly supported function
Note that the parameter θ = (c, h) is composed of the center c = (c x , c y ) ∈ R 2 and the height h ∈ R. We assume that the radius r is known. Figure 6b shows the potential with c = (1.5, 0.5), h = 2, and r = 0.25. Given θ = (c, h), we then computed the solution ϕ θ to the system (4) under the layered elastic operator (equation (8)) with λ tan = 0 and µ tan = µ tsv = µ ang = 1. The deformation ϕ θ (1, M 0 ) is shown in Figure 6c , and the yank j(ϕ θ (t), θ) is shown in Figure 6d . The top and bottom layers of ϕ θ (1, M 0 ) were extracted as the target for our finite-dimensional optimization problem. Using a BFGS optimization method with multiple starting points sampled by a Latin hypercube design, we can retrieve (c x , c y , h) = (1.5, 0.5, 2) within an absolute error 10 −4 . We now examine the robustness of our method when r or the elastic parameters that are used in the inverse problem differ from those used to generate the target. In Figure 7 , we plot the computed minimizer θ * = (c * x , c * y , h * ) when we fix a different r. While the retrieved height h * is inversely proportional to the radius r with a fitted relationship h * = O(r −2.37 ), the retrieved center (c * x , c * y ) remains close to the true one (1.5, 0.5). We remark that the relationship h * = O(r −p ) was also observed in other simulated shapes, but with a different p > 0. The retrieved center is also quite stable when we vary the elastic parameters as we can see from Figure 8 , except for very small µ tan or µ tsv . 5.2. 3D real data. We now propose an experiment using 3D data derived from the BIO-CARD dataset [24] , which is a longitudinal study of Alzheimer's disease. More precisely, the template and target shown in Figure 9 were obtained by computing shape averages [22] of scans of the entorhinal cortex of subjects diagnosed with mild cognitive impairment in the cohort, using scans at the beginning of the study for the template, and after ten years of study for the target (the study is still ongoing with new scans being acquired). Participants enrolled in the BIOCARD cohort were all cognitively normal when the MRI scans were first acquired so that any observed atrophy in these brain volumes among those who progress to cognitive impairment provides significant information. The layered structure on the source volume was inferred using the algorithm defined in [26, 35] , which uses a normal propagation scheme between the lower and upper surfaces delimiting the shapes. The initial potential function estimated in this experiment is a sum of two compactly-supported functions such as defined in equation (12) . Figure 10 summarizes the result that were obtained, with the location of the estimated potential and the resulting deformation. Note that these results are only provided here as an illustration of the proposed method, and we do not attempt to provide any new explanation yet on the pathogenesis of the disease. We hope, however, that this method may lead to new developments in this context in future work. 
Proofs
We now prove our results in sections 3 and 4. Because the proof of Theorem 2 is similar to the one of Theorem 1, we organize this section as follows. Lemmas that will be used throughout are collected in subsection 6.1. We prove Theorem 1(i) in subsection 6.2, which is followed by the proof of Theorem 2(i) in subsection 6.3. We then present the proofs of Theorems 1(ii) and 2(ii) in subsections 6.4 and 6.5 respectively. Finally, we prove Proposition 1 in subsection 6.6. We remind the reader that the value of constants C a may change from equation to equation.
Preliminary lemmas. Throughout this section, we assume that
Proof. Since f is strictly convex and differentiable with
unique minimizer is characterized by Df (v ϕ, j ) = 0, i.e., L ϕ is invertible and v ϕ, j = L −1 ϕ j. 
We have
where the last inequality follows from
We say that ϕ ∈ C([0, T ], Diff 1 id (R 3 )) for some T ≤ T is a local solution to system (1) if
and
where I 3 denotes the 3-by-3 identity matrix. By Lemma 2(iii), equation (13) gives us
Similarly, we obtain from equation (14) that
which implies by Gronwall's lemma that
Now inserting the bound on |Dϕ(t, x) − I 3 | into inequality (15) , we obtain
It follows from Gronwall's lemma that
Furthermore, inequality (15) and the dominated convergence theorem then imply
we fix a time t * ∈ [0, T ] and consider the (backward) initial value problem
The identical analysis as in the previous paragraph shows that
, which completes the proof. 6.2. Proof of Theorem 1(i). We show that a unique solution exists in C([0, T ], Diff 1 id (R 3 )) by Banach's fixed point theorem. Then it will follow that the solution is in C([0, T ], Diff 2 id (R 3 )) by Lemma 3. For a fixed ϕ ∈ C 1 (R 3 , R 3 ), we will use the notation
We observe from Lemma 2(i) that the mapping from id + C 1 0 (R 3 , R 3 ) to ϕ 0 + C 1 0 (R 3 , R 3 ) defined by ϕ → ϕ•ϕ 0 is continuous, so there exists r(ϕ 0 ) such that {ϕ•ϕ 0 : ϕ ∈ B 1,∞ (id, r)} ⊂ B 1,∞ (ϕ 0 , r ) and thus
For an arbitrary interval
where the integral is the Bochner integral. For all ϕ ∈ S Iη, ϕ0 , since ϕ(s)
, the vector field v ϕ(s) • ϕ0, j(s) is well defined by Lemma 1. In addition, from Lemmas 2(i) and 2(iii),
so the Bochner integral is well defined. We are going to choose an η(ϕ 0 ) such that Γ Iη, ϕ0 (S Iη, ϕ0 ) ⊂ S Iη, ϕ0 and such that Γ Iη, ϕ0 is a contraction on S Iη, ϕ0 .
To have Γ Iη, ϕ0 (S Iη, ϕ0 ) ⊂ S Iη, ϕ0 , it is sufficient to require
Given ϕ ∈ B 1,∞ (id , r) and j ∈ V * , from Lemmas 2(i) and 2(iii), we have
For Γ Iη, ϕ0 to be a contraction, we estimate
For all ϕ, ψ ∈ B 1,∞ (id , r) and j ∈ V * , we have an estimate for the first term
and for the second term
Combining (18)- (20) gives
For Γ Iη, ϕ0 to be a contraction, we can thus impose that
Since T 0 j(s) V * ds = j X 1 V * , T < ∞, we can choose a small η satisfying (17) and (21), that is,
Applying Banach fixed point theorem to the chosen η, we conclude that a unique fixed point ϕ * of Γ Iη, ϕ0 exists. Note that an evaluation operator δ x :
is bounded, so the fixed point ϕ * defined by the Bochner integral actually satisfies
We use this observation in the next paragraph.
From these fixed points, we obtain a unique maximal solution on I max ⊂ [0, T ] as follows. First we let ϕ 0 = id . Since ϕ 0 = id ∈ Diff 1 id (R 3 ), there is a unique fixed point ϕ [0, η1] ∈ C([0, η 1 ], Diff 1 id (R 3 )) of Γ [0, η1], id for some η 1 . From the above observation, we know that ϕ [0, η1] is the unique local solution on [0, η 1 ] to system (1). Next we let ϕ 0 = ϕ [0, η1] (η 1 ) ∈ Diff 1 id (R 3 ) and obtain a unique fixed point ϕ [η1, η2] of Γ [η1, η2], ϕ0 for some η 2 . Define
is the unique local solution on [0, η 2 ] again from the above observation. Letting ϕ 0 = ϕ [0, η2] (η 2 ) and iterating this process, we then obtain a unique maximal solution on I max ⊂ [0, T ].
Finally, we show that the maximal interval of existence, I max , is [0, T ]. Suppose to the contrary that I max = [0, b) for some b < T . Denote the unique solution on [0, b) by ϕ j , and denote the upper bound appearing in Lemma 3 by the same notation B j , so
For n < m, from Lemmas 2(i) and 2(iii), we have
which shows that (ϕ j (t n )) ∞ n=1 is a Cauchy sequence. It follows that the solution can be continued to t = b, which contradicts that [0, b) is the maximal interval of existence. 6.3. Proof of Theorem 2(i). The proof follows similar steps as those of Theorem 1(i), and we will focus on the specific modifications resulting from the dependency of j on deformation ϕ. Given ϕ 0 ∈ Diff 1 id (R 3 ), since both A and j(·, θ) are locally Lipschitz and
Let us denote for short v ϕ, θ = v ϕ, j(ϕ,θ) . For an arbitrary interval
From the boundedness assumption on j(·, θ), there exists J θ such that j
The same argument as the one in the proof of Theorem 1(i) then shows that Γ Iη, ϕ0 is well defined.
Next we show how to choose an η(ϕ 0 ) such that Γ Iη, ϕ0 (S Iη, ϕ0 ) ⊂ S Iη, ϕ0 and such that Γ Iη, ϕ0 is a contraction. If ϕ ∈ S Iη, ϕ0 , we have
Moreover, following the same steps as those in the proof of Theorem
We then have
We conclude that Γ Iη, ϕ0 is a well-defined contraction if
Observe from Lemma 3 that a local solution is uniformly bounded since
The rest of the proof is identical to that of Theorem 1(i).
6.4. Proof of Theorem 1(ii). Given j ∈ X 2 V * , T ⊂ X 1 V * , T , Theorem 1(i) shows that system (1) has a unique solution ϕ j ∈ C([0, T ], Diff 2 id (R 3 )). Denote the well-defined objective function by
To prove the existence of minimizers of f , we show that minimizing sequences of f are bounded and f is weakly sequentially lower semicontinuous. Since X 2 V * , T is a Hilbert space, the existence of minimizers will follow by applying the direct method of calculus of variations. Proof. Let (j n ) ∞ n=1 be a minimizing sequence of f . We denote for short v n (t) := v ϕj n (t), jn(t) . Note that the solution of j ≡ 0 is ϕ j ≡ id , so we can assume f (j n ) ≤ f (0) = ρ(M 0 , M targ ) without loss of generality. Using Lemma 1, we have j n (t) = (ωK −1 V + A ϕj n (t) ) v n (t). It follows that
By observing the proof of Lemma 3, the boundedness of v n (t) 2 V dt implies the boundedness of solutions, i.e., there exists a constant B such that ϕ jn (t) − id 1,∞ ≤ B for all t ∈ [0, T ] and n ∈ N. Since ϕ → A ϕ is Lipschitz with respect to the seminorm · M0 1,∞ on S B , denoting the Lipschitz constant by A (B) leads to
Now we return to inequality (22) and write
where we have used the fact that K −1 V is an isometry from V to V * in the third inequality. The above inequality shows that a minimizing sequence (j n ) ∞ n=1 is bounded.
To prove that f is weakly sequentially lower semicontinuous, we separate the two terms in f and show in Lemmas 6 and 7 respectively that the first term j → T 0 (j(t) | v ϕj (t),j(t) ) dt and the second term j → ρ(ϕ j (T, M 0 ), M targ ) are both weakly sequentially lower semicontinuous.
Let j n j in X 2 V * , T . We first derive some preliminary bounds that will be used in the following Lemmas 5 to 7. Since j n j, there exists J > 0 such that j n X 2 V * , T ≤ J for all n ∈ N. It follows that
For the solution ϕ jn , we have proved in Lemma 3 that for every t ∈ [0, T ]
Similarly, we have
Still from Lemma 3, it also holds that
We then have (ϕ jn ) ∞ n=1 ⊂ S B J and ϕ j ∈ S B J , where S B J is defined in the statement of the theorem.
The following lemma is a major step toward Lemmas 6 and 7 proving the weakly sequentially lower semicontinuity of f .
Proof. Note that
1,∞ on both sides, we will show that
and that lim
Identities (23) and (24) will then lead to ϕ jn (t)−ϕ j (t) M0 1,∞ → 0 for all t ∈ [0, T ] by applying Gronwall's lemma.
We estimate I 1,n (t) M0 1,∞ as follows.
Since ϕ → A ϕ is Lipschitz on S B J with respect to · M0 1,∞ , denoting the Lipschitz constant by A (B J ) leads to
For I 2,n (t) M0 1,∞ , a straightforward adaptation of the proof of Lemma 2(ii) with · M0
.
We proceed to show that (24) holds, that is, and prove that u n − u M0 ∞ and Du n − Du M0 ∞ converge to 0 as n → ∞. We aim to prove pointwise convergence, uniform boundedness, and equicontinuity of the two sequences, so as to invoke the Arzelà-Ascoli theorem. Given x ∈ R 3 , we define linear operators L x :
Note that
so both L x and L x are bounded linear operators for all x ∈ R 3 . Since j n j, pointwise convergence of (u n ) ∞ n=1 and (Du n ) ∞ n=1 now follows from u n (x) = L x j n → L x j = u(x) and Du n (x) = L x j n → L x j = Du(x).
We also have
which shows that the two sequences are uniformly bounded. The sequence (u n ) ∞ n=1 is equicontinuous on R 3 because
The sequence (Du n ) ∞ n=1 is equicontinuous on R 3 because
where we have used D 2 ϕ j (s) ∞ ≤ C J by (16) . From the Arzelà-Ascoli theorem, we know that every subsequence of (u n ) ∞ n=1 has a further subsequence that converges uniformly to u on M 0 , which implies u n − u M0 ∞ → 0. Applying the same argument to the sequence (Du n ) ∞ n=1 gives Du n − Du M0 ∞ → 0. In summary, we have proved (23) and (24) , which lead to
where λ n (t) = Λ n (t) M0 1,∞ → 0 as n → ∞. Squaring (27) and using the inequality (a + b) 2 ≤ 2 (a 2 + b 2 ), we get
By Gronwall's lemma, we finally obtain
so λ n (t) is uniformly bounded in n and t. The dominated convergence theorem then shows that the right hand integral of (28) converges to 0 as n → ∞ and thus
which completes the proof.
We immediately have the following lemma as a corollary.
Lemma 6. The second term j → ρ(ϕ j (T, M 0 ), M targ ) in f is weakly sequentially continuous; hence it is weakly sequentially lower semicontinuous.
Proof. Lemma 5 shows, in particular at t = T , that j n j implies ϕ jn (T )−ϕ j (T ) M0 1,∞ → 0. Since the discrepancy function ρ is continuous on M with respect to · 1,∞ , we have ρ(ϕ jn (T, M 0 ), M targ ) → ρ(ϕ j (T, M 0 ), M targ ), yielding that j → ρ(ϕ j (T, M 0 ), M targ ) is weakly sequentially continuous. Lemma 7. The first term j → T 0 (j (t) | v ϕ j (t), j (t) ) dt in f is weakly sequentially lower semicontinuous.
Lemma 2(iv), the Lipschitz condition on ϕ → A ϕ , and Lemma 5 imply
In addition, note that j → T 0 (µ(t) | L −1 ϕj (t) j (t)) dt is a bounded linear functional on X 2 V * , T . We conclude that |(µ | v n ) − (µ | v)| → 0 by the dominated convergence theorem and j n j in X 2 V * , T . Now we show that
The mapping is therefore weakly lower semicontinuous. We then have lim inf
where the second to last inequality follows from v n v, the weak lower semicontinuity of
6.5. Proof of Theorem 2(ii). The analysis is very similar to the proof of Theorem 1(ii). It suffices to show that for a convergent sequence θ n → θ in Θ, one has ϕ θn (T )−ϕ θ (T ) M0 1,∞ → 0, where ϕ θn and ϕ θ are the solutions to system (4) corresponding to θ n and θ. Theorem 2(i) guarantees the existence and uniqueness of such solutions.
For all ϕ ∈ C([0, T ], Diff 1 id (R 3 )) and θ ∈ Θ, the boundedness assumption on j(·, θ ) gives
We denote the Lipschitz constants of ϕ → A ϕ and {j(·, θ) : θ ∈ Θ} on S BΘ by A and j respectively.
Observe that
• ϕ θ (s, x) ds =: I 1,n (t) + I 2,n (t) + I 3,n (t) + Λ n (t)
With the same reasoning as in the proof of Theorem 1(ii), we bound I 1,n (t) M0 1,∞ (see (25) ) by
and I 2,n (t) M0 1,∞ (see (26) ) by
The assumption that {j(·, θ) : θ ∈ Θ} is equi-Lipschitz with respect to · M0 1,∞ gives the following estimate of I 3,n (t) M0 1,∞ :
We now work on Λ n (t) M0 1,∞ . Recall that
To carry over the last set of arguments in the proof of Theorem 1(ii), it remains to show that lim n→∞ Λ n (t) M0 1,∞ = 0 for each t ∈ [0, T ] and Λ n (t) M0 1,∞ is uniformly bounded in n and t. Following inequality (29) , the uniform boundedness of Λ n (t) M0 1,∞ in n and t is given by
To prove lim n→∞ Λ n (t) M0 1,∞ = 0 for each t, we define the integrands of the two terms in Λ n (t) as u n :
. We show that the two sequences ( 
, which can be estimated by j(ϕ θ (s), θ n ) V * ds ≤ J Θ T , and the dominated convergence theorem. The same process as the one in the proof of Theorem 1(ii) shows equicontinuity under different constants. Invoking the Arzelà-Ascoli theorem gives us lim n→∞ t 0 (u n (s) − u(s)) ds M0 ∞ = 0 and lim n→∞ t 0 (Du n (s) − Du(s)) ds M0 ∞ = 0, which in turn implies Λ n (t) M0 1,∞ → 0 for each t ∈ [0, T ]. We have thus proved that
where lim n→∞ Λ n (t) M0 1,∞ = 0 for each t ∈ [0, T ] and Λ n (t) M0 1,∞ is uniformly bounded in n and t. Applying Gronwall's lemma and the dominated convergence theorem as in the proof of Theorem 1(ii), we conclude that for each t ∈ [0, T ],
1,∞ → 0 as n → ∞.
6.6. Proof of Proposition 1. We need to check that: (2) is obvious from the assumption that E ϕ (x) is positive definite for all x ∈ ϕ(M 0 ). Since id ∈ S γ for all γ > 0, we can derive point (1) from the inequality
We now proceed to proving point (3) . For ϕ, ψ ∈ S γ , we show that there exists C γ such that
We make a change of variables and write
For the first term in (32) , the assumption on E yields
where we have used det Dϕ ∞ ≤ C γ for all ϕ ∈ S γ . We estimate the second and third terms together by symmetry. Again note that id ∈ S γ for all γ > 0, so
It follows that
For the fourth term, we use inequality (10) and write
Combining inequality (32) with estimates (33)-(35), we conclude that
To justify that the operator in equation (11) also satisfies the hypotheses, we note that the penalty term can be rewritten as
(where n 0 is a unit normal to M bottom ). One can then work on the terms in the integral using similar arguments to those made in the previous proof.
Conclusion
In this paper, we first examined the existence and uniqueness of solutions to general systems ∂ t ϕ(t, x) = v(t, ϕ(t, x)), ϕ(0, x) = x, where the vector field is a function of a yank j of the form v(t) = L −1 ϕ(t) j(t) or v(t) = L −1 ϕ(t) j(ϕ(t), θ). We then extended the analysis to prove the existence of solutions to the corresponding inverse problems in which one attempts to recover the yank or the parameters from the observed initial and final volumes.
Although we have focused on the specific operator
, our theorems can be generalized to an operator in L (V * , V ) satisfying similar conditions of boundedness and regularity.
We have presented results of simulated inverse problems assuming shapes are hyperelastic materials. Our results indicate that the elasticity assumption together with the data from the boundary of target are not enough to determine the internal yank. Additional information such as the internal structure of the target or a parametric model for j is necessary to tackle these inverse problems. As a proof of concept, we have considered a simple form of yank whose density is the gradient of a parametrized potential advected by deformation and demonstrated the retrievability of the potential function parameters under this setting. A more sophisticated model should likely involve propagation of the potential in addition to advection as a way to account for, e.g., the progression of pathology along with morphological changes. A possible approach could be to combine the shape evolution equations discussed in this paper with, for example, a reaction-diffusion PDE on the potential function to model its dynamics. We are currently investigating a model of this kind, which comes with the extra technicality of dealing with such PDEs on varying domains, and hope to publish relevant results in the near future.
Appendix A. Implementation details Appendix A.1 covers discretization specific to templates with layered structures. (One may use any discretization procedure if layered structures are not of concern.) In Appendix A.2, we include the computation of the gradient of the parametric yank problem with the elastic operators and yank presented in section 4. The computation of the gradient of the free yank problem can be adapted from Appendix A.2.
A.1. Tetrahedralization of layered templates. We use the notation of Example 3. The template shape M 0 is discretized into a set of points
are on the same layer ν , and the vectors q +1 i − q i are parallel to the transversal vector ∂ ν Φ(q 1 i , ν ) at q i for all i and (Figures 11a and 11b ). Note that points
are on the top layer, and each discretized layer has the same number of discretized points. Since Φ is a diffeomorphism, the same triangulation structure can be applied to each layer (Figure 11c ). It follows that {q i1 , q i2 , q i3 , q +1 i1 , q +1 i2 , q +1 i3 } forms a triangular prism for any triangular face (i 1 , i 2 , i 3 ) of one layer. Those prisms between the first and second layers are further split into tetrahedra without adding vertices using the procedure introduced in [13] , which guarantees consistent triangular faces across adjacent prisms. To ensure the same tetrahedralization structure between consecutive layers, the tetrahedralization between the first and second layers is then replicated to prisms between consecutive upper layers (Figure 11d ).
(a) Layers and transversal vector field given by the layered structure. (c) The same triangulation structure applied to each layer.
(d) The same tetrahedralization structure applied to volumes between consecutive layers. Figure 11 . Tetrahedralization of layered templates.
A.2. Gradient computation. We write down the gradient of our optimization problem assuming a continuous time variable, which can be easily discretized in time once an integration scheme for ODEs is selected. Denote the discretized M 0 by q 0 ∈ R 3n and the discretized M targ by q targ ∈ R 3n (n = N L for layered templates). Moreover, denote the kernel matrix of the RKHS V by K q ∈ R 3n×3n , namely for q = (q i ) i=1,...,n , K q = (K(q i , q j )) i,j=1,...,n where K : R 3 × R 3 → R 3×3 is the kernel function associated to the vector RKHS V . Finally, we write the discretized operator (A ϕ u | w) as u A q w, and the discretized work (j(ϕ, θ) | w) as j q, θ w. It follows that the optimal velocity expressed in Lemma 1 becomes v q, θ = (ωK −1 q + A q ) −1 j q, θ =: L −1 q j q, θ and is obtained numerically by solving a 3n-by-3n symmetric positive-definite linear system. The discretized optimization problem now becomes min θ ∈ Θ ρ(q(T ), q targ ) subject toq(t) = v q(t), θ and q(0) = q 0 . Introduce the costate p(·), where p(t) ∈ R 3n . We then form the Lagrangian
For each θ, we look for q θ and p θ such that
With such chosen q θ and p θ , we deduce that ∂ θ L(q θ , p θ , θ )| θ =θ is the gradient of our discretized optimization problem. We now show how to obtain q θ and p θ . Derivatives of L with respect to q and p are given by
Note that D q L(q, p, θ) = 0 is equivalent toṗ(t) = −∂ q(t) (p(t) v q(t), θ ) and p(T ) = −∂ q(T ) ρ(q(T ), q targ ). In addition, D p L(q, p, θ) = 0 is equivalent toq(t) = v q(t), θ . Hence we can compute the gradient as follows. First we compute q θ as a solution oḟ q(t) = v q(t), θ , q(0) = q 0 .
Plugging q θ into the ODE of p, next we solvė
for p θ . Since q θ and p θ satisfy the requirements, we can compute the gradient of our discretized optimization problem as
Now the computation of gradient is broken down into three terms: ∂ q (p v q, θ ), ∂ q(T ) ρ(q(T ), q targ ), and ∂ θ (p v q, θ ). We will use the notation u q (∂ q A q ) w q in the following to mean the differentiation of u q A q w q with respect to q while keeping u q and w q fixed. Similarly, the notation (∂ q j q, θ ) w q means the differentiation of j q, θ w q with respect to q when we fix w q . With those conventions set, we can now formally compute
, where β q, p = L −1 q p. We present computations of u A q w in Appendix A.2.1, A q w in Appendix A.2.2, u (∂ q A q ) w in Appendix A.2.3, j q, θ w in Appendix A.2.4, j q, θ in Appendix A.2.5, and (∂ q j q, θ ) w in Appendix A.2.6, which are essential in the above computation of ∂ q (p v q, θ ). The computation of ∂ q(T ) ρ(q(T ), q targ ) depends on the discrepancy function ρ. We refer to [10] when ρ is the varifold discrepancy between triangulated surfaces. Since ∂ θ (p v q, θ ) = ∂ θ (p L −1 q j q,θ ) = ∂ θ (β q, p j q,θ ), the computation of ∂ θ (p v q, θ ) can be derived from j q, θ w (Appendix A.2.4).
To make the presentation more concrete, we focus on the layered elastic operator and yank described in section 4.
A.2.1. Computation of u A q w. A little computation shows that the layered elastic operator (9) can be rewritten as
where ε u = 1 2 Du + Du and ε w = 1 2 Dw + Dw are linear strain tensors, N ϕ is a unit vector field normal to deformed layers {ϕ(M ν ) : ν ∈ [0, 1]}, and S ϕ = (Dϕ S)•ϕ −1 |(Dϕ S)•ϕ −1 | is the unit transversal vector field according to the deformed layered structure. After discretizing ϕ(M 0 ) into a union of tetrahedra, we compute the integral (36) by summing over these tetrahedra. Thus we can focus the computation on one single tetrahedron. Note that we need N ϕ , S ϕ , Du, and Dw to evaluate (36) . Recall that the tetrahedralization procedure (Appendix A.1) splits one triangular prism into three tetrahedra. Given a tetrahedron, we compute N ϕ as the average of normals of the two bases of the corresponding prism, and S ϕ is computed as the average of three sides of the corresponding prism. To be more precise, let the "upward-pointing" unit normals of two bases be N 1 and N 2 , and let the unit transversals from three sides be S 1 , S 2 , and S 3 . The vectors N ϕ and S ϕ of the three tetrahedra split from this prism are computed by N ϕ = N 1 + N 2 |N 1 + N 2 | and S ϕ = S 1 + S 2 + S 3 |S 1 + S 2 + S 3 | .
For the computation of Du, denote the positions at the four vertices of the tetrahedron by q 0 , q 1 , q 2 , q 3 , and denote u at the four vertices by u 0 , u 1 , u 2 , u 3 . We approximate Du(q 0 ) by Du(q 0 ) = Du(q 0 ) q 1 − q 0 , q 2 − q 0 , q 3 − q 0 q 1 − q 0 , q 2 − q 0 , q 3 − q 0
The approximated Du(q 0 ) within a tetrahedron T , denoted by (Du) T , is characterized by
The same pattern holds if we change the anchor position to q 2 and q 3 . In other words, the approximated (Du) T only depends on tetrahedron, not on the anchor position, the ordering of vertices, or the choice of three edges from the tetrahedron. Dw is computed in exactly the same way.
A.2.2. Computation of A q w = ∂ u (u A q w). We use the same notation as in Appendix A.2.1 and keep focusing on one single tetrahedron. Note that we still denote the discretized ε u by ε u . Define U = u 1 − u 0 , u 2 − u 0 , u 3 − u 0 and Q = q 1 − q 0 , q 2 − q 0 , q 3 − q 0 , so (Du) T = U Q −1 . Since tr(ε u ) = 3 i=1 e i ε u e i , where e i is the canonical basis of R 3 , we only need to have an expression of ∂ ui (a ε u b) for arbitrary a, b ∈ R 3 in order to compute ∂ u (u A q w) (see equation (36)). Note that
which gives Let k be the global index running through n discretized points. Note that when we compute ∂ u k (u A q w) by summing over tetrahedra, we only need to take into account those tetrahedra having q k as a vertex. Other tetrahedra do not have u k involved in our computation of u A q w. This information can be precomputed when we generate the tetrahedralization.
A.2.3. Computation of u (∂ q A q ) w = ∂ q (u A q w). Differentiating N ϕ , S ϕ , and volume with respect to q is straightforward. Given a tetrahedron with q 0 , q 1 , q 2 , q 3 as vertices, we look at ∂ qi (a ε u b) for arbitrary a, b ∈ R 3 . From (37), we deduce that In a single transformed tetrahedron T , we evaluate χ g θ • ϕ −1 at the transformed centroid to simplify the computation. Denote the evaluated value by g T . The derivative Dw is approximated in the same way as in Appendix A.2.1, that is, (Dw) T = W Q −1 , where W = w 1 − w 0 , w 2 − w 0 , w 3 − w 0 and Q = q 1 − q 0 , q 2 − q 0 , q 3 − q 0 .
