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Abstract A numerical model has been used to characterize the development of a region of6
enhanced cooling, in an alpine valley with a width of order 10 km, under decoupled stable7
conditions. The region of enhanced cooling develops largely as a region of relatively dry8
air that partitions the valley atmosphere dynamics into two volumes, with air flows partially9
trapped within the valley by a developing elevated inversion. Complex interactions between10
the region of enhanced cooling and the downslope flows are quantified. The cooling within11
the region of enhanced cooling and the elevated inversion is almost equally partitioned be-12
tween radiative and dynamics effects. By the end of the simulation, the different valley at-13
mosphere regions approach a state of thermal equilibrium with one another, though this can14
not be said of the valley atmosphere and its external environment.15
Keywords Cold-air pools · Downslope flows · Numerical simulation16
1 Introduction17
Mountain and hill environments (i.e., complex terrain) have been estimated to cover 34 %18
of Earth’s land surface (excluding the Antarctic and Greenland glaciers), directly supporting19
some 39 % of the growing global human population (Maybeck et al. 2001). Those people20
not living in these environments may nevertheless partially depend upon them, for example,21
for a wide range of goods and services including water and energy resources, for biodiversity22
maintenance, as well as for recreational opportunities (Blyth et al. 2002).23
Downslope flows and cold-air pools (CAPs) are well known atmospheric phenomena of24
complex terrain, particularly under stable decoupled conditions, typical of nocturnal hours25
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and the winter months in sheltered locations. Under these conditions it is known that downs-26
lope flows, together with in situ cooling by longwave radiative heat loss to space, control27
the evolution of CAPs (e.g. Whiteman 2000). In even ‘moderate terrain’ the temperature28
variations caused by CAPs can be large. For example, Gustavsson et al. (1998) reported29
near-surface air temperature variations close to 7 K over horizontal length scales of order30
1 km, in terrain with elevation variations less than 100 m. In some places the air tempera-31
tures decreased by 8.5 K in 1 h following sunset. Such temperature variations are currently32
not well represented in weather forecast models (Price et al. 2011), however, they have an33
important effect on road transport, aviation safety, and agricultural practices (e.g. Price et al.34
2011). CAPs must be considered for the effective management of atmospheric pollutants35
(Anquetin et al. 1999; Brulfert et al. 2005; Chazette et al. 2005; Szintai et al. 2010; Chemel36
and Burns 2013), and likely have an important modulating effect on climate change estimates37
(Daly et al. 2010). It is thought that cold-air-pooling processes are capable of affecting the38
wider atmosphere (Noppel and Fiedler 2002; Price et al. 2011). For the foreseeable future,39
the representation of the effects of downslope flows and CAPs in both high-resolution fore-40
cast models and low-resolution climate and earth-system models, is likely to require varying41
levels of parametrization, which requires a sound understanding of the underlying physical42
processes.43
Considerable progress has been made at documenting the characteristics of downslope44
flows and CAPs (see Zardi and Whiteman 2013, for a review, and references therein). How-45
ever, the two-way interactions between downslope flows and CAPs has so far received little46
attention. Catalano and Cenedese (2010) used a large-eddy simulation (LES) to carry out a47
sensitivity study on cold-air pooling within three idealized valleys, which all had a depth of48
500 m, and with widths and slope angles ranging between 7 and 13 km, and 5 and 10◦, re-49
spectively. The depth of the CAP was derived by locating the point along vertical profiles of50
potential temperature θ , taken through the CAP at different times, which approximately cor-51
responded to the θ -value of a near-neutral profile simulated at sunset. The causes of cooling52
within and above the CAP were not fully investigated. It was stated that the downslope flows53
interact with the developing CAP, however, this interaction needs to be further quantified.54
Burns and Chemel (2014) used a LES to quantify the partitioning of cooling between radia-55
tive and dynamics effects (i.e., the combined effects of advection and subgrid-scale mixing),56
by averaging across the full volume of the valley atmosphere. This paper develops the work57
of Burns and Chemel (2014) by analyzing the spatial variation of cooling mechanisms within58
the valley atmosphere, and by considering the complex interactions between the downslope59
flows and the developing region of enhanced cooling.60
The present paper considers cold-air-pooling processes in a valley atmosphere that is61
not subject to any synoptic forcing, which approximates the case of weak synoptic flows, or62
where the valley atmosphere is shielded from larger-scale flows by the terrain and possibly63
by stable layers. The set-up of the model and the design of the numerical simulation are64
presented in Sect. 2. Numerical results are analyzed in Sect. 3 and a summary is given in65
Sect. 4.66
2 Design of the Numerical Simulation67
The numerical simulation presented herein was performed with the Weather Research and68
Forecasting (WRF) model (Skamarock et al. 2008), version 3.4.1, which is specifically de-69
signed for research and operational forecasting on a range of scales. The model set-up used70
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Fig. 1 Variation of terrain height with x, orientated west-east. The terrain is uniform along y (into the page),
orientated south-north, though y was given a length of 1.2 km. Symbols adjacent to the ground mark the
positions where the downslope flows were analyzed in detail (see Sect. 3). The spacing between the analysis
points is constant within each sub-section of the terrain [i.e. plateau (P), slope (S), and valley floor (F)]. The
red circles mark the slope inflection points.
for this paper has been described and justified in full by Burns and Chemel (2014). A brief71
summary of the model set-up is provided here.72
An idealized 1 km deep U-shaped valley, with its axis orientated south-north, was imple-73
mented with a maximum slope angle of 27.6◦, flanked on either side by a horizontal plateau74
extending 2.25 km from the top of the valley slopes (see Fig. 1). The sinusoidal terrain was75
made uniform in y, though ywas given a length of 1.2 km. The floor of the valley was given a76
half-width of 750 m and the x-dimension slope length was set to 3000 m. The terrain approx-77
imates the environment of the lower Chamonix Valley, located in the French Alps (45.92 ◦N,78
6.87 ◦E) and all model points were assigned these coordinates.79
The model was run in LES mode, with the vertical dry-hydrostatic-pressure coordinate80
discretized by 101 points. These points were stretched across the vertical coordinate z using81
a hyperbolic tangent function (Vinokur 1980), which provided a vertical grid resolution ∆z82
of approximately 1.5 m adjacent to the ground. The top of the model domain was set to83
a height of 12 km above sea level (a.s.l.). The model horizontal grid resolution, ∆x = ∆y,84
was set to 30 m, resulting in 402 and 42 points in x and y, respectively. A turbulent kinetic85
energy 1.5-order closure scheme (Deardorff 1980) was used to model the subgrid scales.86
The constant Ck in the subgrid-scale parametrization scheme was set to 0.10 (Moeng et al.87
2007). Because of the anisotropy of the grid, the width of the filter for the subgrid scales was88
modified following Scotti et al. (1993) (see also Catalano and Cenedese 2010).89
Time integration was performed using a third-order Runge-Kutta scheme using a mode-90
splitting time integration technique to deal with the acoustic modes. The model time step ∆ t91
and acoustic time step were 0.05 and ∆ t/10 s, respectively. The parameter β , used to damp92
vertically propagating sound waves, was set to 0.9 (see Dudhia 1995). Momentum and scalar93
variables were advected using a fifth-order Weighted Essentially Non-Oscillatory (WENO)94
scheme with a positive definite filter (Shu 2003), with no artificial diffusion. Earth’s rotation95
effects were neglected.96
Model shortwave and longwave radiation physics were represented by the Dudhia (1989)97
scheme and the Rapid Radiation Transfer Model (RRTM) (see Iacono et al. 2008), respec-98
tively. Slope effects on surface solar flux, and slope shadowing effects, were deactivated. The99
National Severe Storms Laboratory (NSSL) scheme (Mansell et al. 2010) was used to pa-100
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rameterize microphysical processes. The revisedMM5Monin-Obukhov scheme, by Jiménez101
et al. (2012), simulated the atmospheric-surface layer, which was coupled to the community102
Noah land-surface model (Chen and Dudhia 2001).103
The simulation was provided with an initial weakly-stable linear lapse rate in virtual104
potential temperature, γ0 ≡ ∂ θv/∂ z | t=0 = 1.5 K km
−1, an environmental lapse rate slightly105
less than the adiabatic rate. Therefore the simulation represents cases where there is no pre-106
existing residual layer, or stable layers, in the valley atmosphere at the start of the night,107
indicative of well-mixed post-convective conditions. The model was run for an 8 h period108
starting at 1430 UTC on 21 December, that is about 1 h before sunset at the latitude of109
the Chamonix valley. The atmosphere at the bottom of the valley was assigned an initial110
θv = 288 K, a temperature of about 6
◦C. The model skin temperatures T0 were initialized111
by extrapolating the first three air temperatures above the ground. A random negative ther-112
mal perturbation was added to T0 with a minimum value of −0.05 K, applied at the initial113
time across the valley slopes of the domain. The atmosphere was initialized with a constant114
relative humidity of 40 %, preventing the occurrence of liquid water in the atmosphere. The115
wind field was zero everywhere at the initial time, simulating decoupled conditions.116
The model deep soil temperature, at a depth of 8 m, is denoted Tdeep. At the bottom of117
the valley Tdeep was set to the annual mean surface air temperature of 281.4 K (8.25
◦C).118
Tdeep was varied with altitude across the idealized terrain at a rate of −2 K km
−1. The119
soil temperature, between the boundary values of T0 and Tdeep, was initialized by assum-120
ing that T (z) = c1 + c2 e
z/d , where c1 and c2 are constants given the boundary conditions121
T (z= 0) = T0 and T (z=−3d) = Tdeep, where z≤ 0. The vegetation and landuse type were122
set to ‘grassland’, giving, for winter, a surface albedo of 0.23, a surface emissivity of 0.92, an123
aerodynamic roughness length of 0.1 m, and a surface moisture availability of 0.3 (volume124
fraction). The soil type was set to ‘silty clay loam’, a relatively moist soil (Oke 1987), with125
dry, wilting point, field capacity and maximum soil moistures of 0.120, 0.120, 0.387 and126
0.464 (volume fractions), respectively. The soil was initialized with a constant soil moisture127
value 10 % below the chosen soil’s field capacity, thereby placing the soil within the desired128
soil water redistribution regime that occurs after soil drainage (Nachabe 1998). The model129
results therefore consider a soil a few days after rainfall.130
The model was run with periodic lateral boundary conditions, with a 4 km deep implicit131
Rayleigh damping layer (Klemp et al. 2008) implemented at the top of the model domain.132
The damping coefficient was set to 0.2 s−1.133
3 Results and Discussion134
The methods used to define the region of enhanced cooling, denoted by CAPh hereafter, and135
downslope flows, as well as several other physical regions in and above the valley atmo-136
sphere, will first be presented in Sect. 3.1 and 3.2. Each section will end with a broad de-137
scription of the evolution of the physical features defined therein. The details of the patterns138
introduced in Sect. 3.1 and 3.2 will be addressed in Sect. 3.3, which requires a consider-139
ation of the complex interactions that take place between the CAPh and downslope flows.140
The analysis of the system’s complexities informs the analysis of its bulk features, which is141
given in Sect. 3.4. Inevitably, the latter section also informs the analysis of Sect. 3.3.142
The subscript h in CAPh refers to the hydrostatic adjustment made to θv in order to reveal143
the region of enhanced cooling. The CAPh is evident in the field ∆θv ≡ θv−θv (t = 0), where144
θv (t = 0) is the hydrostatic variation of θv.145
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3.1 Defining the region of enhanced cooling146
This section focuses on defining the CAPh, however, a number of additional volumes that147
are useful for the analysis below are also defined. The CAPh encompasses the ground-based148
inversion (GBI), which cools significantly more than the rest of the CAPh, enabling the GBI149
to be defined within the CAPh. The growth of the CAPh is partly controlled by phenomena150
occurring in volumes close to the top of the valley atmosphere (discussed below), therefore151
these volumes have also been defined (see Fig. 2a).152
The top height of the GBI (zGBI) was tracked by locating the point above the valley floor153
where 〈T 〉xy ceased increasing, where T is the air temperature. The averaging operator 〈 〉xy154
denotes an average across the (x,y) plane, restricted here to the valley floor (i.e.−0.75≤ x≤155
0.75 km). This average is justified by the fact that the iso-surfaces of the model scalar fields156
are near-horizontal planes above the valley floor (not shown).157
In general, the top height of the CAPh was tracked using both the θv field and atmo-158
spheric water-vapour mass-mixing ratio field qv. The accumulated change of θv (∆θv) and159
the atmospheric stability γ , both averaged across the full y-dimension (denoted by 〈∆θv〉y160
and 〈γ〉y, respectively) reveal that in general the CAPh develops with a capping inversion161
(CI) at its top (see Sect. 3.3.1 for examples of 〈γ〉y), which can be tracked. For each t the162
algorithm searched for the maximum 〈∂ γ/∂ z〉xy above zGBI , thus locating the lower edge of163
the CI, with this height denoted zCI↓. The top of the CI, denoted by zCI↑, was then found164
by searching upwards above zCI↓ for the minimum 〈∂ γ/∂ z〉xy. 〈∆θv〉y and 〈qv〉y reveal that165
in general the CAPh evolves as a region of relatively dry air surmounted by a thin layer of166
relatively humid air (not shown). Evidently, the transport of relatively dry air by the downs-167
lope flows, from higher altitudes towards the valley floor, is a greater effect than the surface168
moisture flux, for the model set-up used for this study. The relatively dry downslope flows169
displace and mix humid parcels adjacent to the valley floor upwards. These humid parcels170
are forced higher as the valley fills with relatively dry air. The lower edge of the layer of171
high-qv air, denoted zHL↓, where HL stands for humid-layer, was located by searching above172
zGBI for the maximum 〈∂qv/∂ z〉xy. The upper edge of the layer (zHL↑) was then located by173
searching upwards above zHL↓ for the minimum 〈∂
2qv/∂ z
2〉xy.174
Soon after t = 60 min a narrow region of relatively well-mixed air develops close to175
the top of each slope and spreads roughly horizontally toward the valley axis. The top and176
bottom of this layer are denoted by zUML↓ and zUML↑, respectively, where UML stands for177
upper mixed layer. This region is characterized by high-shear and vortices and lies directly178
beneath the region of near-horizontal streamlines, directed from the valley axis towards the179
plateaux, noted by Burns and Chemel (2014). These features contribute to the development180
of an elevated inversion and trap air within the valley; they play an important role in the181
development of the CAPh (see Sect. 3.3.2).182
Throughout the simulation a thin layer of relatively stable air develops above zUML↑,183
where the top of this layer is denoted by zUSL↑, where USL stands for upper stable layer. The184
heights defining the UML and USL were defined in essentially the same way as the heights185
defining the CI and HL.186
The curves in Figure 2a compare well with the vertical structure of their corresponding187
fields away from the valley slopes. Close to the slopes the fields tend to curve upwards away188
from the horizontal, resulting in some under-estimation of field heights. Intense mixing takes189
place close to the sloping ground where the downslope flows interact with the dense air of190
the CAPh. This can result in the CI being ill defined in this region when it can still be defined191
further away from the slopes.192
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Fig. 2 Time series of (a) the height of the ground-based inversion, zGBI , the lower and upper boundaries of
the capping inversion (denoted by zCI↓ and zCI↑, respectively), the humid layer (defined by zHL↓ and zHL↑),
and the upper mixed layer (defined by zUML↓ and zUML↑). The top edge of the upper stable layer is denoted
by zUSL↑ (see text for details). Horizontal dotted lines mark the heights of the analysis points shown in Fig. 1.
Six volumes are defined by V1 : 1 km < z < zGBI , V2 : zGBI < z < zHL↓, V3 : zHL↑ < z < zUML↓, V4 : zUML↓ <
z < zUML↑, V5 : zUML↑ < z < zUSL↑, and V6 : zUSL↑ < z < 3 km. The volumes were limited along x between
the top of each slope (i.e. −3.75 ≤ x≤ 3.75 km) and allowed to encompass the full y-dimension, and (b) the
layer-averaged downslope flows 〈us〉n (defined in Sect. 3.2) at the analysis points defined in Fig. 1. Note that
after t = 180 min 〈us〉n increases from P2 to S5 before decreasing between S5 to F2.
The curves demarking the CI and HL in Fig. 2a indicate that the CAPh expands up-193
wards through the valley atmosphere after t ≈ 60 min. The GBI is also shown to gradually194
deepen after t ≈ 120 min. There are a number of complexities in the curves of Fig. 2, for195
example, there are significant differences in the heights of the curves for the CI and HL after196
t = 120 min. A number of discontinuities exist in the curves for the CI, and the GBI top197
height includes a maximum point before t = 120 min. These complexities are the result of198
the varying interactions between the downslope flows and developing CAPh, which will be199
discussed in Sect. 3.3.200
3.2 Defining the Downslope Flows201
The components of the velocity field u in WRF are given with respect to the Cartesian202
coordinate system (x,y,z). By applying an orthogonal transformation to (x,y,z) with rota-203
tion/slope angle α , a slope-orientated coordinate system (s,y,n) is introduced, with s di-204
rected downslope and n pointing away from the slope. In accord with the usual geometric205
convention, α is defined to be negative for clockwise rotations, from the line defined by x.206
The components of u along s and n, denoted by us and un, respectively, were obtained from207
〈uxz〉y, uxz ≡ (u,w). The analysis also considers us and un averaged across the depth of the208
downslope flows, denoted by 〈us〉n and 〈un〉n, respectively. The upper limit for the average209
across n (nd f ) was calculated by searching within 100 m above the ground for the first point210
where us falls below 20 % of its maximum value us, j (the downslope flow jet speed, located211
at n j), that is, where us < c3 us, j, c3 = 0.2. A 100-m long normal vector was constructed212
for each x point with a resolution of 1 m, approximately ∆z in this region. A more exact213
estimate of nd f where us = c3 us, j was then obtained by linear interpolation. The value of c3214
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is arbitrary, chosen to avoid any large under- or over-estimations of nd f . If c3 us, j could not215
be found, then the n-point associated with the maximum (minimum) ∂ 2us/∂n
2 was used for216
the western (eastern) slope. This latter method focuses on the shape of the downslope flow217
profile rather than on relative flow speeds. The algorithm, designed for cases with a fairly218
distinct downslope flow jet, was found to work effectively away from the slope extremities219
(not shown).220
Figure 2b shows 〈us〉n for the analysis points P2 to F2 defined in Fig. 1. Figure 2b reveals221
the essential spatial and temporal structure of the y- and n-averaged downslope flow field.222
The curves for the points over the valley slope reveal the initial propagation of the downslope223
flow maximum region down the slope, which reaches the valley floor close to t = 60 min.224
Burns and Chemel (2014) demonstrated the presence of an anticyclonic vortex (with rotation225
axis along y) at the front of this maximum region, which is an example of a microfront, a226
phenomenon discussed more generally by Mahrt (2014), whom observed them in shallow227
fog layers. A general increase of 〈us〉n is evident moving from the western plateau to the228
western slope inflection point (S5), followed by a general decrease of 〈us〉n towards the229
valley floor. One exception is the curve for S5 before t ≈ 180 min. A clear increase and230
decrease of 〈us〉n occurs over time for points located below S3, with the decrease shown to231
begin earlier in time for points further down the slope. This is consistent with the retreat of232
the region of maximum downslope flows back up the western slope as the CAPh expands233
upwards, noted by Burns and Chemel (2014) and implied by Catalano and Cenedese (2010).234
3.3 Co-evolution of the region of enhanced cooling and downslope flows235
3.3.1 Initial evolution of the region of enhanced cooling236
〈γ〉y, and 〈∆θv〉y with over-plotted streamlines (as in Fig. 3b), reveal that the CI is first237
formed soon after t = 60 min, when the region of maximum downslope flows reaches the238
valley floor. At this time the accelerated flows transport cold (low-θv) air (relative to the239
atmosphere away from the ground along x) along the slopes towards the valley floor, and240
mix it approximately 200 m into the atmosphere, generally increasing γ in this region. These241
flows also partly mix the pre-existing largely radiatively cooled air-layer, adjacent to the242
valley floor, higher into the atmosphere, noted by Burns and Chemel (2014). After the inten-243
sification of the downslope flows their effect on the CAPh is more complex. At these later244
times the downslope flows are comprised of a layer of relatively cold (low-θv) air close to245
the ground, however, the top part of the downslope flows contains relatively warm (high-θv)246
air. The downslope flows advect higher-θv air from above that increases ∆θv in the top part247
of the downslope flows that is less affected by the cooling surface. Despite this advection of248
warm air into the CAPh the downslope flows on average have a cooling effect on the CAPh249
(see Sect. 3.4). This is due to both the transport of cold air close to the ground and the bulk250
rising motions induced to conserve mass, which causes adiabatic cooling.251
Figures 2a and 4a show that the intensification of the downslope flows causes both a252
rapid increase in the depth and a reduction in the intensity or strength (denoted by IGBI), of253
the GBI between t = 60 and 85 min (with zGBI rising from 1026 to 1060 m a.s.l., and IGBI254
decreasing from 2.64 to 1.50 K), supporting the pattern of mixing stated above.255
Mixing from the dynamics creates a relatively well-mixed region within the CAPh,256
which defines the CI, that is the mixing is non-uniform within the CAPh (see Fig. 3). Hence,257
the CI cannot exist before the downslope flow intensification and the curves for zCI↓ and zCI↑258
are difficult to interpret before this event. This intensification of the dry downslope flows dis-259
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Fig. 3 Contour plots of (a) ∂θv/∂ z averaged across the model y-dimension 〈γ〉y and (b) the accumulated
change of θv from t = 0, averaged across y, 〈∆θv〉y, with over-plotted streamlines, both at t = 120 min, and (c)
and (d) the same type of plots as for (a) and (b) but at t = 180 min. The solid, dashed, dotted and dash-dotted
lines mark, respectively, the heights of the near-surface inversion zGBI , the upper and lower boundaries of
the capping inversion (zCI↑ and zCI↓), and the approximate height where the downslope flows are neutrally
buoyant. The latter corresponds to Fb ≈ 0 and is used later in this section. The streamlines were created using
〈uxz〉y, uxz ≡ (u,w), projected onto a 5-m linear orthogonal mesh, where the resolution of the new grid was
justified by Burns and Chemel (2014). The streamlines were seeded on the Cartesian grid, with the same
origin, with a resolution of 35 m, which is generally close to the model grid resolution in this region of the
atmosphere.
places humid air adjacent to the valley floor upwards. Mixing caused by the downslope flows260
tends to re-sort parcels according to their moisture content, forcing moist lighter parcels261
above dry heavier ones. Therefore zHL↓ and zHL↑ are undefined during the first 60 min of262
simulation. Despite the difficulty interpreting zCI↓ and zCI↑ before t = 60 min, the algorithm263
captures the upward displacement of air and the general perturbation of the lower valley at-264
mosphere. This coincides with the initiation of internal gravity waves (IGWs) in and above265
the valley atmosphere, effects noted by Burns and Chemel (2014).266
〈∆θv〉y, 〈γ〉y and 〈qv〉y indicate that between t ≈ 70 and 180 min the CAPh expands267
upwards, together with its CI, carrying the layer of relatively high-qv air to greater heights.268
Over the same time period mixing processes gradually erode the CI, close to the top of the269
CAPh, so that by t ≈ 180 min it is not well defined (compare Fig. 3a and 3c). This is reflected270
in Fig. 2a by a large sudden decrease in zCI↓ and zCI↑; at this time the algorithm used to track271
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the CI finds a lower layer of relatively large γ that does not demark the top of the CAPh. After272
this discontinuity a layer of large γ is found by the algorithm at a lower height range than273
the CI height range before the discontinuity, but is soon eroded away. A similar behaviour274
occurs close to t = 140 min (discussed below), however, between t = 140 and 180 min a CI275
is present at the top of the CAPh, which can be reasonably estimated by zHL↓.276
Figure 2a suggests that the early development of the CAPh erodes away the top of the277
GBI, decreasing zGBI from a maximum of 1060 m a.s.l. at t = 85 min to a minimum of278
1026 m a.s.l. at t = 121 min. This coincides with the time period when the maximum region279
of the downslope flows is forced back up the slopes by the CAPh (see Fig. 4b). Relatively280
intense mixing close to the front of this maximum region erodes away the top of the GBI (as281
also indicated by the streamlines in Fig. 3b).282
Figure 4b compares zHL↓ to a number of downslope flow characteristics in order to in-283
vestigate some of the interactions between the CAPh and the downslope flows. The curves284
denoted by max(us, j), max(〈us〉n), and max(〈un〉n) show the heights corresponding to the285
greatest us, j, 〈us〉n and 〈un〉n, respectively. These curves show the initial propagation of the286
downslope flow maximum region down the western slope (matching the patterns in Fig. 2b).287
It should be noted that the simulation completed for this work avoided the additional288
complexity of shadowing effects. This allows the significance of shadowing on the develop-289
ment of cold air pools to be quantified in future work. Shadowing is likely to cause a different290
initiation of the downslope flows. Nadeau et al. (2012) took observations in an Alpine valley291
with a roughly similar configuration and orientation to that considered by this work. Near-292
zero flow speeds were observed close to sunset during what was termed the ‘early-evening293
calm’ period [see also Acevedo and Fitzjarrald (2001) and Mahrt et al. (2001)]. The initia-294
tion of the downslope flows was found to be controlled by the movement of a shading front295
from the bottom towards the top of the valley slopes.296
Between t ≈ 60 and 180 min it is clear that as the CAPh top height increases (reason-297
ably estimated by zHL↓ during this period) so does the height of max(〈us〉n) and max(us, j),298
which quantifies the initial retreat of the downslope flow maximum region back up the valley299
slopes. This retreat of the maximum region matches the patterns of decreasing 〈us〉n below300
slope point S3, noted in Sect. 3.2. Time series of the mass flux computed from the above301
defined flow speeds show essentially the same patterns as those already discussed.302
The sudden decrease of zCI↓ and zCI↑ at t ≈ 140 min is associated with the development303
of a relatively well-mixed layer, immediately above zGBI , with this layer generally expand-304
ing upwards over time with the CAPh (compare Fig. 3a and 3c). Figure 3 indicates that the305
development of relatively well-mixed regions within the CAPh are generally associated with306
regions where 〈uxz〉y and ∇xz 〈uxz〉y are relatively large, where ∇xz is the (x,z) part of ∇.307
These regions promote both explicit mixing and shear-induced subgrid-scale mixing, where308
the latter essentially relies on elements of ∇(∇u) (see Skamarock et al. 2008). The stream-309
lines give a rough idea of relative flow strengths, so the above observation was confirmed310
by an analysis of |〈uxz〉y| (not shown). An exact correspondence between the stability of the311
atmosphere, flow strengths and flow gradients is not expected due to the averaging process.312
It is also not expected that a particular flow configuration will immediately alter the atmo-313
spheric stability, which may take time to adjust to the flow regime. The relatively well-mixed314
regions generally correspond to regions of large −〈u′ ·∇θ ′v〉y, the Reynolds stress term for315
the conservation of energy (not shown), where the perturbations were computed by averag-316
ing across y. This is justified by the fact that only small variations of u occur along y, due to317
the 2D geometry and near-y-independent thermal forcing at the ground-air interface.318
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Fig. 4 Time series of (a) the intensity (strength) of the ground-based inversion, capping inversion and humid
layer, denoted IGBI , ICI and IHL, respectively. IGBI and ICI were defined as the difference in 〈θv〉xy across
the layers, and IHL as the difference in 〈qv〉xy between the centre and bottom of the layer. The depths of the
capping inversion and humid layer are also shown, denoted by dCI and dHL, respectively, (b) zHL↓ compared
against a number of downslope flow characteristics. These include the height of the greatest downslope flow
jet speed, denoted by max( us, j ). The height of the greatest layer-averaged flow along and normal to the
slope is denoted by max( 〈us〉n ) and max( 〈un〉n ), respectively. The height where us, j is furthest from the
ground along n (i.e., the greatest n j) is denoted by max( n j ). The height where the depth of the downslope
flow is greatest is denoted by max( nd f ). The height where the downslope flows are neutrally buoyant is
also provided (i.e., where Fb ≈ 0), see text for details. (c) Time series of the mass and volume of air below
zHL↓, denoted by ma and Va, respectively, and the accumulation of mass and volume, across zHL↓, from the
downslope flows, denoted by mb and Vb (see text for details). (d) shows the hourly variation with height (by
moving along s) of the two-dimensional layer-averaged diabatic cooling rate 〈Lc〉yn.
〈un〉n approximates the net mass flux along n and so max(〈un〉n) suggests that detrain-319
ment of air from the slopes, considering the resolved flow, reaches a maximum not far above320
zGBI , which is generally supported by an analysis of the streamlines of 〈uxz〉y (see Fig. 3).321
An analysis of 〈un〉n reveals some detrainment of air above zHL↓, however, the amount322
of detrained air in this region is much smaller than below zHL↓ (see Fig. 5a). Figure 5a shows323
the variation of 〈un〉n with height (i.e. along s), for t = 90, 180 and 300 min. The horizon-324
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tal dotted-lines correspond to zHL↓ at the three different times (zHL↓ increases with time).325
A greater detrainment effect might be expected for a larger γ0. Below zHL↓, multiple max-326
ima and minima of 〈un〉n indicates a layering effect as the downslope flows detrain into the327
valley atmosphere, inducing wind shears and mixing. A similar layering effect was found328
by Neff and King (1989) who observed the formation of a CAP that grew from the floor329
of the De Beque Canyon, located along the Colorado River, USA. Reduced entrainment (or330
slight detrainment) is evident within the elevated inversion, as well as enhanced entrainment331
below it. This is generally in-line with the analytical theory laid out by Vergeiner and Drei-332
seitl (1987). This reduction of entrainment or slight detrainment suggests that the elevated333
inversion helps to shield the valley atmosphere from flows above. The importance of this334
effect remains unclear. A slight entrainment of air is evident immediately below zHL↓ during335
approximately the last hour of simulation.336
Generally detrainment occurs below a level approximately 100 m above zHL↓. This de-337
trainment occurs both above and below the height where the downslope flows are neutrally338
buoyant (i.e., where the buoyancy force Fb = 〈gθ
′
v/θva sinα〉n = 0). Fb is expressed in slope339
orientated coordinates (as above) for a Boussinesq fluid. g is the acceleration due to Earth’s340
gravitational field, θ ′v(s,n, t) = 〈θv〉y − θva , is the perturbation from the ambient θv-field341
θva (z, t) = 〈θv〉xy, where the averaging operators are those used in Sect. 3.1. The approxima-342
tion ρ ′/ρr ≈−θ
′
v/θva has been used, where ρ
′ is the perturbation from a constant reference343
density ρr . Fb ≈ 0 was located by first finding the maximum and minimum Fb, and then344
searching from the maximum towards the minimum position.345
Generally entrainment occurs above a level approximately 100 m above zHL↓. These de-346
trainment and entrainment effects are evident in the streamlines of 〈uxz〉y. Significant vari-347
ations of −〈u′ ·∇θ ′v〉y close to the ground surface essentially mirror the changes of 〈un〉n.348
−〈u′ ·∇θ ′v〉y indicates negligible mixing close to the ground surface in the entrainment re-349
gion but enhanced mixing within about 200 m from the slopes in the detrainment region.350
Enhanced shear-induced mixing is likely to occur where the downslope flows detrain and351
where they ‘spring-back’ after ‘over-shooting’ Fb ≈ 0. This region of enhanced shear is352
evident in the streamlines of 〈uxz〉y (see Fig. 3). A similar pattern of entrainment and de-353
trainment, as well as the ‘spring-back’ effect were found by Baines (2008), studying gravity354
currents flowing down a steep uniform slope in irrotational stratified liquids, in what was355
termed the ‘plume regime’.356
The streamlines in Fig. 3 indicate that the thin regions of unstable air above the downs-357
lope flows are linked to the return flows associated with the spring-back effect. The return358
flows transport low-θv air from the bottom of the valley. The downslope flows advect higher-359
θv air downslope that increases ∆θv in the top part of the downslope flows. The combination360
of these two effects results in γ < 0. It is interesting to note that the return flows are restricted361
to the part of the slope below zHL↓.362
The mass flux from the downslope flows at the slope point corresponding to zHL↓ can be363
accumulated over time and compared to the mass in the volume of atmosphere beneath zHL↓,364
obtained using a Cartesian coordinate system. The resolution of the regular grid was 5 m,365
which was justified by Burns and Chemel (2014). Figure 4c shows that the mass within the366
CAPh below zHL↓ (ma), is approximately equal to the accumulated mass from the downslope367
flows (mb). The downslope flow mass flux was assumed to be symmetric about the valley368
axis. It was noted in Sect. 3.1 that zHL↓ is likely to be an under-estimation of the height of the369
humid layer close to the slopes, and so the point used to estimate the mass flux is likely to370
be slightly within the region of relatively dry air. Mass may be mixed into this region before371
reaching the mass flux point, and some slight under-estimation of the accumulation of mass372
from the downslope flows might be expected. Volumes Va and Vb in Fig. 4c, calculated in373
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Fig. 5 (a) Variation of 〈un〉n along the western slope at three times, as indicated. Horizontal dotted-lines mark
the height of zHL↓ at the three times (zHL↓ increases with time), and (b) a schematic illustrating the mecha-
nisms that ‘accelerate’ the cooling in the upper portion of the valley atmosphere after t = 180 min. Arrows
indicate flow direction, the dotted and dashed lines represent zHL↓ and zCI↓, respectively. The transparent red
square and green rectangle indicate regions of enhanced mixing/detrainment and longwave radiative diver-
gence, respectively. The latter corresponds to a region of relatively moist air.
a similar manner as ma and mb, demonstrate that the fluid is approximately incompressible.374
This analysis shows that qv is an effective tracer of the flow field. Between t = 60 and375
180 min zHL↓ is a reasonable estimate of the CAPh top height and so Fig. 4c confirms that376
the growth of the CAPh during this period is almost entirely due to the flux of mass from the377
downslope flows into the CAPh. After t ≈ 180 min the development of the CAPh is more378
complex and it is not possible to state that the upward expansion of the CAPh is essentially379
due to the flux of mass from the downslope flows into the CAPh (see Sect. 3.3.2).380
It seems reasonable to suggest that a significant along-valley flow is likely to remove381
cooled air from the bottom of the valley and transport it to relatively flat regions (e.g. a382
plain). This is likely to reduce the speed of expansion of the CAPh as well as its maximum383
height, however, this needs to be confirmed by future research.384
3.3.2 Development of the region of enhanced cooling385
The gradual erosion of the CI is essentially caused by the interactions of the downslope386
flows with the expanding CAPh, which forces the downslope flows back up the valley387
slopes, but is mixed and eroded as it does so. Relatively intense mixing occurs below the388
front of the downslope flow maximum region. Further mixing occurs across the regions of389
high-curvature associated with larger-scale circulations (see Fig. 3b and 3d). Although the390
streamlines indicate a flow across the CI (away from the slopes), at t = 120 min (when the391
CI height range approximates that of the HL), Sect. 3.3.1 demonstrated that any such flow392
must be small. The valley atmosphere dynamics are largely partitioned into two volumes,393
defined by zHL↓.394
It appears that the erosion of the CI is accelerated as it comes into contact with the395
most energetic part of the flow (close to analysis points S5 and S6, compare Fig. 2a and396
2b), and is broken up soon after t = 180 min. Between t ≈ 180 and 300 min the top of the397
CAPh is difficult to define. zHL↓ does not always correspond to the CI or to the CAPh top398
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height after t = 180 min. This suggests a rapid near-vertical transfer of heat energy, starting399
close to t = 180 min, between the CAPh (the top of which is reasonably estimated by zHL↓400
at t = 180 min), and the atmosphere above zHL↓. This process corresponds well with the401
analysis of bulk cooling trends (see Sect. 3.4).402
Vertical motions are initially restricted by the narrow region of near-horizontal flows403
close to the plateaux height, as well as the UML immediately below it. The latter region404
contributes to the development of an elevated inversion several hundred meters deep, ex-405
tending below the UML, which restricts vertical motions further. Detrainment of air above406
zHL↓ is likely to converge close to the valley axis causing rising motions which will cool the407
atmosphere adiabatically. Air parcels will be forced laterally on reaching the elevated inver-408
sion, before being entrained into the downslope flows. This process is likely to be enhanced409
as the detrainment of fluid increases (see Fig. 5a). Air flows below zHL↓ and above zCI↓ gen-410
erally do not have such a strong vertical component reducing cooling by adiabatic expansion.411
This is therefore another likely process that blurs the difference between the cooling of the412
lower and upper valley atmosphere, making it difficult to define the top of the CAPh between413
t ≈ 180 and 300 min.414
The elevated inversion also partially traps the layer of relatively high-qv air beneath it415
(zHL↑ converges with zCI↓ towards the end of the simulation). The early development of the416
CAPh concentrates the available water vapour into the top portion of the valley atmosphere.417
A greater amount of water vapour in the atmosphere increases the bulk radiative cooling418
(Hoch et al. 2011). This is therefore another process that reduces the difference in cooling419
between the lower and upper valley atmosphere. A schematic is provided in Fig. 5b that420
summarizes the three identified processes that contribute to a more gradual variation of ∆θv421
with height.422
Several processes may contribute to the development of the elevated inversion. The vor-423
tices in the UML generally transport lower-θv air upwards and higher-θv air downwards,424
which tends to increase γ above and below the vortices. The circulation above zHL↓ gener-425
ally transports relatively low-θv air into this region of the atmosphere from below. Radiative426
cooling decreases with z (not shown) as expected from Stefan’s Law, mainly due to decreas-427
ing T with z, resulting in radiative divergence and increasing stratification.428
A discontinuity in zCI↓ and zCI↑ occurs at t ≈ 250 min. This is due to the destruction of429
the regions of relatively large γ lower in the valley atmosphere, and the establishment of the430
elevated inversion. Close to t = 240 min it becomes possible to identify a reasonably well431
defined decrease in 〈∆θv〉y close to the top of the valley atmosphere, and by t = 300 min it432
is clear that the top of the CAPh corresponds well with zCI↓. The CAPh expands up to the433
bottom of the elevated inversion by the end of the simulation (i.e. 81 % of the valley depth).434
After t ≈ 270 min the change of max(〈us〉n) and max (us, j) are less sensitive to the435
change in zHL↓ (see Fig. 4b) and closer to the change in zCI↓ (see Fig. 2a), a better estimate436
of the CAPh top height during this period. The two maximum quantities generally lie some-437
where between the two heights. Interestingly the height of max (〈us〉n) is generally less than438
max (us, j) after t = 180 min, which corresponds to the time of interaction between the CAPh439
and the most energetic region of the downslope flows. Both quantities lie above the height440
where Fb ≈ 0. It seems that although there is flow penetration well below the height of Fb ≈ 0441
(see Fig. 3), the most energetic part of the flow is always above this level.442
Figure 4b shows that max
(
nd f
)
is generally less than max (〈us〉n) and max(us, j), but has443
a similar trend. The algorithm used to compute max
(
nd f
)
avoided finding points towards the444
bottom of the slope, not far above zGBI . Large values of nd f occur in this region where the445
downslope flows detrain above zGBI . The algorithm considers the downslope flow before446
it is disrupted towards the base of the slope. A minimum point occurs in nd f towards the447
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top of the slope (corresponding to a region of minimum entrainment or slight detrainment448
within the elevated inversion). This allowed max
(
nd f
)
to be found by first moving along449
s whilst nd f (s+1) < nd f (s) and then continuing along s whilst nd f (s+1) > nd f (s). The450
algorithm shows an increase of nd f from the top of the slope. Figure 4b shows that max (n j)451
is generally not sensitive to the CAPh. max (n j) was found by searching above zGBI in order452
to avoid the bottom of the slope where n j is not always well defined.453
The decrease of 〈us〉n at points S5 to S8 compares well to the above analysis. At points454
S8 and S7 the decrease of 〈us〉n corresponds to either the rise of zHL↓ or zCI↓ (when the two455
heights are very similar). At point S6 the more rapid decrease of 〈us〉n after t = 190 min456
corresponds to the rise of zHL↓. This occurs when the CI has already been eroded but largely457
before the rapid vertical transfers of heat energy, when zHL↓ still gives a reasonable estimate458
of the CAPh top height. The accelerated decrease of 〈us〉n at point S5 appears to precede459
the arrival of zHL↓ (by about one hour), presumably due to the rapid vertical transfer of heat460
energy. It was noted in Sect. 3.2 that the curve for 〈us〉n at S5 does not follow the general461
trends before t = 180 min. This indicates that without the development of the CAPh the462
region of the most energetic flows lies below the inflection point.463
The main spatial and temporal variations of 〈us〉n, illustrated in Fig. 2b, generally match464
those of the layer-averaged diabatic cooling 〈Lc〉yn = ∂ 〈θv〉yn/∂ t + 〈us〉n ∂ 〈θv〉yn/∂ s (see465
Fig. 4d). As the CAPh engulfs a slope point the fluid in the downslope flow is brought closer466
to a thermal equilibrium with its environment, that is, the driving buoyancy force of the467
downslope flows Fb is reduced or nearly vanishes, and in some cases Fb < 0 (see below).468
3.3.3 Downslope flow momentum budget and internal variability469
Figure 6 displays time series of the components Fi of the layer-averaged downslope flow470
momentum balance (for us), from the Eulerian perspective, using y-averaged fields, at slope471
points S1 to S8. The components Fi correspond to the momentum balance for an irrotational,472
Boussinesq fluid, that is Eq. 1,473
〈
∂us
∂ t
=−
Fadv−s︷ ︸︸ ︷
us
∂us
∂ s
−
Fadv−n︷ ︸︸ ︷
un
∂us
∂n
−
Fp︷ ︸︸ ︷
1
ρr
∂ p′
∂ s
+
Fb︷ ︸︸ ︷
g
θ ′v
θva
sinα−
Ff︷︸︸︷
∂ τs j
∂X j
〉
n
, (1)474
which includes along-slope and slope-normal advection Fadv−s and Fadv−n, respectively, the475
pressure force Fp, buoyancy force Fb, and subgrid-scale diffusion, denoted by Ff . Note that476
if the fields are not y-averaged it is possible to consider advection along y (Fadv−v), however,477
this term has no significant effect on the budget. p′ is the perturbation pressure field, com-478
puted after applying 〈 〉xy to the full pressure field p, where the averaging operator is that479
used in Sect. 3.1. τs j is the subgrid-scale stress tensor expressed using summation notation,480
where the index j = {s,n}, with Xs ≡ s, Xn ≡ n.481
Figure 6 quantifies the influence of the CAPh on the downslope flows. Fb is shown to482
nearly vanish or to change to a negative force at slope points S5 to S8. The times of these483
events correspond almost exactly to the arrival of zHL↓ at each point (shown by a vertical484
dashed line). zHL↓ does not reach the slope points above S5, and Fb remains significantly485
above zero at these positions. There is some reduction of Fb at all points; the degree of this486
reduction generally decreases with height, reflecting the decreasing influence of the CAPh487
with altitude. As expected there is a close correlation between Fb, 〈Lc〉yn and 〈us〉n (see also488
end of the previous section).489
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Fig. 6 Time series (a) to (h) of the components Fi of the layer-averaged downslope flow momentum balance
(for us), using y-averaged fields, from the Eulerian perspective, at slope points S1 to S8, respectively. The
analysis points were defined in Fig. 1. Fi corresponds to the momentum budget for an irrotational, Boussinesq
fluid, and includes the buoyancy force Fb, subgrid-scale diffusion Ff , along-slope and slope-normal advection
Fadv−s and Fadv−n, respectively, and the pressure force Fp. A black dashed horizontal line marks the zero level.
The grey dashed vertical lines mark the arrival times of zHL↓. Solid grey vertical lines partition the flow into
different regimes; one line marks the start of the shooting flow regime, two lines mark the end of this regime
and the start of the near-equilibrium flow regime, which ends with the occurrence of three lines. The modified
Froude number FHˆ is over-plotted for comparison [see Mahrt (1982) and the text for details].
Figures 6b to 6f (slope points S2 to S8) show time periods where there is an approximate490
balance between Fb, Fadv = Fadv−s+Fadv−n and Ff . The approximate start and end times of491
these periods are marked by single solid vertical lines and two solid vertical lines, respec-492
tively. Downslope flows resulting from a balance between Fb, Fadv−s and Ff were classified493
as ‘shooting flows’ by Mahrt (1982). Fadv−n cannot be neglected for the system considered494
by this work; the fluid normal to the slope is not in hydrostatic balance, a condition that495
presumably would require a more gentle slope. The occurrence of two solid vertical lines496
marks the beginning of a period where there is an approximate balance between Fb and497
Ff , classified by Mahrt (1982) as ‘near-equilibrium flows’. The approximate end of such a498
period is marked by a set of three vertical solid lines. Note that there is a short period of499
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near-equilibrium flows at S8 and a near-equilibrium flow regime is reached by the end of the500
simulation at S4, however, in both cases the vertical lines were omitted for clarity.501
There is therefore a transition from shooting flows to near-equilibrium flows at slope502
positions reached by zHL↓, with a more rapid evolution of the flow occurring with distance503
down the slope. After zHL↓ reaches a slope point Fadv−s generally changes to a positive504
force. This reflects the fact that the region of maximum downslope flows retreats back up505
the western slope ahead of zHL↓; the maximum region of the downslope flows becomes a506
source of momentum for points below it. Fadv−n follows Fadv−s; a convergence of fluid along507
the slope (i.e., Fadv−s > 0) must result in detrainment given that the fluid is approximately508
incompressible (see Sect. 3.3.1). The correspondence between flow convergence along s and509
detrainment is confirmed by a comparison of Fig. 2b and Fig. 5a. 〈∂us/∂n〉n < 0 (not shown),510
due to the typical profile of the downslope flows, more specifically the close proximity of511
the cold-air jet to the ground surface. Therefore the two advection terms tend to follow one512
another. Detrainment below zHL↓ is presumably aided by Fb < 0 in this region.513
The modified Froude number FHˆ (Mahrt 1982) has been over-plotted for comparison,514
where F =U2/(g′H) is the Froude number. U and H are the speed and depth scales of the515
downslope flow, set to 〈us〉n and nd f , respectively. g
′ = gδ θv/θva is the ‘reduced gravity’,516
where δ θv is the temperature deficit scale of the flow; g
′ was extracted from Fb. The non-517
dimensional height Hˆ = H/∆Zs, where ∆Zs is the height change made by the slope (Hˆ ≪ 1518
here). As expected FHˆ < 1 for both the shooting-flow and equilibrium-flow regimes. FHˆ519
generally increases down the slope, with values of FHˆ = O (1) occurring at times when520
either Fb ≈ 0 and Fadv 6= 0, or when Fb ≈ Fadv when the budget is not dominated by the two521
terms.522
Small time variations can be seen on most of the curves of Fig. 2b. A fast Fourier trans-523
form has been used to investigate these variations further. It is not possible to apply the524
spectral analysis to 〈us〉n since the averaging along y distorts the true flow variations. Instead525
the spectral analysis was applied to 〈u˜s〉n, where u˜s was derived from u and w taken halfway526
along y. The general trends in 〈u˜s〉n are the same as those in 〈us〉n, however, there are sig-527
nificant differences in the amplitude of the variations (see Fig. 7a). Figure 7a shows 〈u˜s〉n528
for slope points S5 to S7 and demonstrates that the expanding CAPh induces relatively large529
variations in 〈u˜s〉n as it reaches each point. The arrival time of zHL↓ is marked by concentric530
circles, which correspond to t = 121, 191 and 324 min, respectively (zHL↓ increases with531
time). Some negative values of 〈u˜s〉n occur for point S7 at times when the downslope flows532
are not well defined due to their interactions with the dense air towards the valley floor. Note533
that the variations in 〈u˜s〉n are very similar to those in 〈us〉n above S5. Below S7 〈u˜s〉n and534
〈us〉n become increasingly variable.535
Close inspection of Fig. 7a reveals that the variations have a frequency in the range of536
approximately 0.002 to 0.005 rad s−1 (i.e., a period in the range of 20 to 50 min). Figure 7b537
to Fig. 7l show the spectra of 〈u˜s〉n for analysis points S1 to F2. An analysis of these spectra538
reveals that the range of frequencies evident in Fig. 7a clearly dominates the spectrum at539
points S4 to S8, if the frequencies below 0.002 rad s
−1 (due to longer-term trends) are dis-540
regarded. Above S4 and below S8 it is harder to see this effect. Peaks close to 0.002 rad s
−1
541
above S4 are due to variations that occur during the establishment of the flow, which takes542
longer in this region of the slope (see Fig. 2b). It is clear that it is not possible to find a543
single dominant frequency. It is possible that the type of oscillations predicted by McNider544
(1982) contribute to the dominant range of frequencies identified above, however, it is diffi-545
cult to confirm this. The assumptions made to arrive at the model derived by McNider (1982)546
are generally not valid for the flow system considered by this work. There are other candi-547
dates that may cause variations in the downslope flow. There is high shear where the flow548
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Fig. 7 (a) Time series of the layer-averaged downslope flows 〈u˜s〉n at slope points S5 to S7. u˜s was derived
from u and w taken halfway along y. The arrival times of zHL↓ are marked by concentric circles (zHL↓ increases
with time). (b) to (l) Spectra of 〈u˜s〉n at analysis points S1 to F2, respectively. The spectra were determined
for different time periods to analyze the time variation of the spectra, which was limited by the resolution of
the WRF model output (1 min).
springs back after over-shooting Fb = 0, which may cause Kelvin-Helmholtz (KH) instabil-549
ities. There is a region of unstable air below zHL↓ (see Sect. 3.3.1), which may also trigger550
KH instabilities. Interesting elongated features orientated downslope are evident in the flow551
below S5 (see Fig. 8), which are approximately coincident with the region where there is a552
clear range of dominant frequencies, the region of high shear and where there exists a region553
of unstable air. Confirmation of the exact causes and nature of the variations found in 〈u˜s〉n554
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Fig. 8 Height of the downslope flow top surface at t = 240 min, between slope points S5 and S9 (defined
in Fig. 1), where intermediate point heights are indicated by the notches on the right of the figure. Grid
intersections indicate the horizontal grid resolution ∆x = ∆y = 30 m. The surface uses the full y-dimension
that was given a length of 1.2 km. Shading is scaled by the depth of the downslope flows to help reveal the
pattern.
is beyond the scope of this work but would make an interesting topic of future research. The555
variations in the flow may be formed from a combination of processes.556
3.4 Bulk cooling mechanisms and atmospheric characteristics557
The various heights defined in Sect. 3.1 enable the subdivision of the valley atmosphere558
into a number of volumes, shown in Fig. 2a. This provides one means of investigating the559
varying cooling mechanisms in different regions of the valley atmosphere. The volumes were560
allowed to encompass the full y-dimension and limited along x between the top of each slope561
(i.e. −3.75 ≤ x≤ 3.75 km).562
Figure 9a shows 〈Rr〉V/〈R〉V , where Rr is the time-rate of change of θv (∂ θv/∂ t ≡R), due563
to radiation. The operator 〈 〉V refers to a volume average across any of the defined volumes.564
Volume averages were computed by first applying 〈 〉y, before projecting the variables onto565
a linear orthogonal mesh with a resolution of 5 m, that filled the valley space. 〈Rr〉V1/〈R〉V1566
confirms that radiative effects generally dominate the instantaneous cooling within the GBI.567
Between t ≈ 30 and 100 min instantaneous cooling from the dynamics (i.e., the combined568
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effects of advection and subgrid-scale mixing) is dominant. After this time radiative diver-569
gence generally dominates the instantaneous cooling as the region of maximum downslope570
flows is forced away from the GBI. Figure 9b shows 〈∆θvr 〉V/〈∆θv〉V , where ∆θvr is the571
change in temperature from t = 0 due to radiative effects. 〈∆θvr 〉V1/〈∆θv〉V1 remains close to572
0.5 due to the dominance of instantaneous cooling by the dynamics when the temperature573
changes are close to their maximum (see Fig. 9c).574
〈Rr〉V/〈R〉V and 〈∆θvr 〉V/〈∆θv〉V forV2 andV3 confirm that the cooling is almost equally575
partitioned between radiative and dynamics effects within the CAPh and the elevated inver-576
sion. Figure 9b shows that 〈∆θvr 〉V2/〈∆θv〉V2 is always less than 0.5 after approximately577
t = 85 min. This explains the decrease of 〈∆θvr/∆θv〉va over time found by Burns and578
Chemel (2014), where 〈 〉va is an average across the full valley atmosphere.579
After t = 300 min, zCI↓ appears to be a more accurate measure of the CAPh top height,580
however, the effect of using zHL↓ in place of zCI↓ does not change the results qualitatively.581
The small difference decreases over time as zHL↓ moves closer to zCI↓. 〈∆θvr 〉V/〈∆θv〉V can582
be expected to lag behind 〈Rr〉V/〈R〉V , which is evident in the data. Large variations in583
〈Rr〉V/〈R〉V occur at varying times before t = 180 min when these volumes are not well584
defined. It should be noted that some over-estimation of radiative cooling is likely to be585
present in the results, which rely on the use of a one-dimensional radiative transfer scheme586
(Hoch et al. 2011).587
The partitioning of the accumulated temperature changes within the GBI and CAPh,588
between radiative and dynamical effects, occurs largely within the first two hours of simu-589
lation. This corresponds to the time period of maximum instantaneous temperature changes590
(see Fig. 9c). This partitioning effect is also true for the full valley atmosphere (Burns and591
Chemel 2014).592
The cooling within volumes V4 to V6 (see Fig. 9a and 9b), at the top of or above the593
valley atmosphere, is almost completely dominated by radiative effects. 〈∆θvr 〉V/〈∆θv〉V for594
V4 and V5 generally decrease over time, suggesting an interaction between the CAPh and595
the valley atmosphere above, and an interaction between the latter and the free atmosphere596
above the valley. As the CAPh expands higher the dynamics are able to increasingly cool air597
at greater elevations.598
Figures 9c and 9d show the general reduction of cooling rates and accumulated temper-599
ature changes with height within and above the valley atmosphere. A minimum point in the600
time series of |〈R〉V1 | (see Fig. 9c) occurs close to t = 100 min when it falls below that of601
|〈R〉V2 |, which follows an initial peak in |〈R〉V1 | close to t = 60 min. |〈R〉V1 | first peaks close602
to the arrival time of the region of maximum downslope flows. |〈R〉V1 | then decreases rapidly603
during the time period when the region of maximum downslope flows displaces the GBI ver-604
tically, reducing its intensity by advective and mixing processes (Sect. 3.3.1). This reduction605
in intensity follows the reduction in average atmospheric stability (see Fig. 9e). The advec-606
tion and mixing of higher-θv air from above reduces |〈R〉V1 |. As the region of maximum607
downslope flows is forced back up the valley slopes (see Fig. 4b) |〈R〉V1 | and 〈γ〉V1 increase608
once again. The absolute magnitude of 〈R〉V for V1 to V3 are shown to nearly converge by609
the end of the simulation (see Fig. 9c) indicating that these regions tend towards a state of610
thermal equilibrium with one another. The average accumulated temperature change within611
the GBI is close to double the change within the rest of the valley atmosphere, which cools612
by about twice as much as the free atmosphere above.613
Careful inspection of Figure 9d reveals a slight reduction in the rate of increase of614
|〈∆θv〉V2 | after t ≈ 180 min. Fig. 9c shows the average cooling rate in V2 to approximate615
that of V3 by t ≈ 240 min and to fall below the cooling rate of V3 by t ≈ 300 min. These bulk616
features correspond very well to the details discussed in Sect. 3.3.2.617
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Fig. 9 Time series of volume averages for V1 to V6 (defined in Fig. 2a) of (a) 〈Rr〉V/〈R〉V , where Rr is
the time-rate of change of virtual potential temperature (∂θv/∂ t ≡ R) due to radiation, (b) 〈∆θvr 〉V/〈∆θv〉V ,
where ∆θvr is the accumulated change of virtual potential temperature (∆θv) due to radiation, (c) the absolute
magnitude of R, where 〈R〉v < 0, (d) ∆θv, and (e) γ ≡ ∂θv/∂ z.
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Figure 9e shows that the atmospheric stability of all the defined regions is larger than γ0618
at the end of the simulation. For example, on average, γ ≈ 25γ0, 2γ0 and 4γ0 within the GBI,619
CAPh and elevated inversion, respectively, by the end of the simulation. The average atmo-620
spheric stability of the GBI is approximately an order of magnitude greater than the majority621
of the rest of the valley atmosphere, or the free atmosphere above, with the exception of the622
elevated inversion after t ≈ 300 min. The average stability of both the GBI and CAPh are623
shown to decrease after t ≈ 120 min, which is in-line with the observations of Neff and King624
(1989).625
〈γ〉V3 is shown to increase more rapidly than 〈γ〉V4 , whilst 〈γ〉V2 decreases, which quanti-626
fies the development of the elevated inversion and the UML. 〈γ〉V5 increases at a greater rate627
than 〈γ〉V6 quantifying the development of the USL. Close to t = 240 min, 〈γ〉V2 falls below628
〈γ〉V3 , which corresponds to the destruction of the lower layers of relatively large γ and the629
establishment of the elevated inversion, discussed in Sect. 3.3.2.630
4 Summary631
A numerical model has been used to characterize the development of a region of enhanced632
cooling and some of its interactions with downslope flows, in an idealized alpine valley with633
a width of order 10 km, under decoupled stable conditions.634
After the initial intensification of the downslope flows, a region of enhanced cooling was635
found to expand up through the valley atmosphere. Initially this expansion is fairly gradual636
and almost entirely due to the flux of mass into the region from the downslope flows. The637
region is relatively dry with a capping inversion at its top, defined by variable mixing. A638
layer of moist air is carried above the region and concentrated into the top half of the valley639
atmosphere.640
The downslope flows first displace the ground-based inversion vertically and weaken it641
before the region of enhanced cooling forces the most energetic region of the downslope642
flows back up the valley slopes, which initially erodes away the top of the ground-based643
inversion.644
The growth of the region of enhanced cooling is accelerated when the expanding region645
encounters the most energetic part of the downslope flows some 2 h after sunset. This results646
in enhanced mixing close to the top of the region of enhanced cooling, the final destruction647
of the initial capping inversion, and a relatively rapid near-vertical transfer of heat energy.648
From 2 h after sunset the region of enhanced cooling does not essentially expand due to the649
flux of mass into the dry region of air.650
A region of near-horizontal streamlines lies above a layer of vortices close to the top651
of the valley atmosphere. The latter directly contributes to the development of an elevated652
inversion. This elevated inversion is also likely formed by the transport of low-potential653
temperature air from below and by radiative divergence. These features at the top of the654
atmosphere partially trap air flows within the valley atmosphere. These valley-atmosphere655
flows are largely partitioned between two volumes, defined by the top of the region of rela-656
tively dry air. The expanding region of dry air concentrates the available water vapour into657
the upper part of the valley atmosphere, increasing the cooling there due to radiative pro-658
cesses. At the same time the re-circulation of air above the region of dry air is intensified659
causing enhanced adiabatic cooling. Therefore, there appear to be three key processes that660
blur the difference in cooling between the upper and lower parts of the valley atmosphere.661
These processes make it difficult to define the top of the region of enhanced cooling between662
2 and 4 h after sunset.663
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Generally entrainment of air into the slope flows occurs above the region of dry air and664
detrainment of air from the downslope flows occurs below the top of this region. The detrain-665
ment of air appears to be caused by several processes. The flows will tend to leave the slope666
close to their level of neutral buoyancy. Detrainment is enhanced by shear-induced mixing667
in the region where the flows ‘spring-back’ after ‘over-shooting’ their level of neutral buoy-668
ancy, a characteristic of gravity currents in the ‘plume regime’. Return flows occur where669
the flows spring-back and are restricted to the region of dry air. The downslope flows are670
deflected above the ground-based inversion, which is generally an order of magnitude more671
stable than the atmosphere above it (except for the elevated inversion after 4 h following sun-672
set). An analysis of the detrainment of air from the downslope flows reveals a layering effect673
that will generate shears and mixing within the region of enhanced cooling. The return flows674
help to create a region of unstable air above the downslope flows by transporting low poten-675
tial temperature air from below. At the same time the downslope flows advect high potential676
temperature air downslope causing warmer temperatures in the top part of the downslope677
flows less affected by the cooling ground surface.678
As the CAPh engulfs the slopes, the downslope flows mix with it, reducing their nega-679
tive buoyancy, causing them to slow down. With a lower temperature deficit the ability of680
the downslope flows to lose thermal energy to the sloping surface is reduced. A significant681
increase and decrease of the downslope flow speeds occurs over time for slope points en-682
gulfed by the region of dry air. From 2 h after sunset the downslope flow speeds generally683
increase from the top of the slopes towards the slope inflection points, and decrease after684
this point towards the valley floor. The flow field before 2 h after sunset reveals that, with-685
out the influence of the region of enhanced cooling, the maximum region of the downslope686
flows is below the slope inflection points. There is a transition from shooting flows to near-687
equilibrium flows at slope points reached by the region of dry air, with a more rapid evolution688
of the flow occurring with distance down the slope. The expansion of the region of enhanced689
cooling increases the height of the maximum downslope flow depth.690
The expanding region of enhanced cooling has been found to initiate relatively large vari-691
ations of the downslope flows with periods ranging between approximately 20 and 50 min.692
Disregarding variations due to longer-term flow changes, this range of periods has been693
found to dominate the spectra of the downslope flows engulfed by the region of dry air,694
away from the bottom of the slope. The exact nature and causes of these flow variations695
remains unclear. These flow variations are approximately coincident with a region of high696
shear, a region of unstable air, and a region of elongated flow features orientated downslope.697
After the initial intensification of the downslope flows, the instantaneous cooling in the698
ground-based inversion is generally dominated by radiative effects. This occurs as the maxi-699
mum region of the downslope flows is forced further away from the ground-based inversion.700
The normalized temperature changes within the ground-based inversion remain close to 0.5701
due to the initial dominance of cooling from the dynamics when temperature changes are702
close to their maximum. The cooling within the region of enhanced cooling and within the703
elevated inversion is almost equally partitioned between radiative and dynamics effects. The704
partitioning of the cooling between the two processes occurs largely within an hour follow-705
ing sunset.706
The cooling at the top of or above the valley atmosphere is almost completely domi-707
nated by radiative effects, but with generally an increasing contribution to the cooling by708
the dynamics. This suggests some interaction between the valley atmosphere and the free709
atmosphere above, as the region of enhanced cooling evolves.710
The average temperature changes within the ground-based inversion are approximately711
double those of the rest of the valley atmosphere, which cools by about twice as much as the712
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free atmosphere above. The three lowest volumes tend towards a state of thermal equilibrium713
with one another by the end of the simulation, however, at this time they are not in a state of714
thermal equilibrium with their external environment.715
The average atmospheric stability of all defined volumes is greater than the initial at-716
mospheric stability at the start of the simulation. The final stability within the ground-based717
inversion, the region of enhanced cooling and the elevated inversion is close to 25, 2 and 4718
times the initial atmospheric stability, respectively. The stability of the ground-based inver-719
sion and the region of enhanced cooling decreases after approximately an hour following720
sunset.721
It should be stated that these results are for a particular valley geometry, and set of initial722
and boundary conditions. A future sensitivity study should test the generality of these results.723
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