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Figure 1: A set of images captured at different times by different cameras. Which object moved? (See Fig 7 for our results.)
Abstract
We address the novel problem of detecting dynamic re-
gions in CrowdCam images – a set of still images captured
by a group of people. These regions capture the most in-
teresting parts of the scene, and detecting them plays an
important role in the analysis of visual data. Our method
is based on the observation that matching static points must
satisfy the epipolar geometry constraints, but computing ex-
act matches is challenging. Instead, we compute the prob-
ability that a pixel has a match, not necessarily the correct
one, along the corresponding epipolar line. The comple-
ment of this probability is not necessarily the probability of
a dynamic point because of occlusions, noise, and match-
ing errors. Therefore, information from all pairs of images
is aggregated to obtain a high quality dynamic probabil-
ity map, per image. Experiments on challenging datasets
demonstrate the effectiveness of the algorithm on a broad
range of settings; no prior knowledge about the scene, the
camera characteristics or the camera locations is required.
1. Introduction
CrowdCam images are images captured by a crowd of
people. These images usually capture some interesting dy-
namic event, and the dynamic objects are often where the
attention should be drawn. It is therefore useful to ask
whether the dynamic regions of a scene from CrowdCam
images can be detected. A method for detecting these re-
gions can be used to propose image windows that are likely
to contain an object of interest. Other computer vision
applications that can benefit from such a method include
change detection, moving object segmentation, and action
recognition.
In this paper, we address the novel problem of detecting
the dynamic regions in a scene from CrowdCam images.
As these images may be taken with a wide baseline in space
and time, significant new challenges arise, such as distin-
guishing an object that moved from one whose appearance
changed due to changes in the camera’s viewpoint or occlu-
sions (as demonstrated in Fig. 1).
CrowdCam images violate the assumptions made by ex-
isting methods for detecting moving regions. Background
subtraction methods assume the camera is static, or at least
that the images can be properly aligned. Motion segmen-
tation algorithms usually work on video, which has a high
temporal frame rate and small baseline between successive
frames. In CrowdCam images, on the other hand, the im-
ages are few and far between, thus they cannot necessar-
ily be aligned, making it impossible to preserve the spatial-
temporal continuity. Finally, co-segmentation methods as-
sume that the appearance of the background significantly
changes from frame to frame. However, as CrowdCam im-
ages capture the same event, the background is usually con-
sistent. Moreover, co-segmentation methods do not distin-
guish between static and dynamic objects.
An alternative to the above mentioned methods is to de-
tect dynamic regions using a dense Structure-from-Motion
(SFM) procedure; the static regions will be matched and
reconstructed in 3D and the dynamic regions are all the re-
maining pixels.
In practice, dense correspondence in CrowdCam images
is prone to many errors and holes. For the static regions, the
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Figure 1. Types of occlusions in a wide baseline image pair with a moving object: Consider images (a) and (b) – corresponding epipolar
lines are marked in yellow, ellipses indicate locations that are occluded by (i) an out of field of view (red), (ii) different viewpoints (purple),
(iii) a moving object such as the chicken toy (black). When image (c) is considered as well (corresponding epipolar lines between (b) and
(c) are marked in magenta), the red suitcase correspondence occluded in (a) by the moving object is revealed.
wide baseline causes changes of appearance and occlusions.
The moving objects cause additional occlusions (see Fig. 1)
and may undergo significant deformations, due to non-rigid
motion. This makes it very difficult to reliably match them
across images (as demonstrated in Sec. 4). A straightfor-
ward use of epipolar constraint for distinguishing between
dynamic and static regions (e.g., [15, 31]), will also suffer
from matching failures on CrowdCam data.
We propose a novel method for detecting the dynamic
regions of a scene from CrowdCam images. Our method
avoids 3D reconstruction and does not rely on establish-
ing dense correspondences between the images. We as-
sume that epipolar geometry can be computed between
some pairs of images. We treat each image as a reference,
and compute a dynamic probability map that represents the
probability of each pixel to be a projection of a dynamic 3D
point.
An example of a set of three out of eight images, the
computed dynamic probability map for one of the images,
and a thresholded map are presented in Fig. 2. The maps
clearly contain information about the dynamic regions.
The method works as follows. First, the dynamic prob-
ability map is computed for a reference image and another
(support) image from the set, for which the epipolar geome-
try can be computed. The probability of a pixel to be a pro-
jection of a general moving 3D point depends on the prob-
ability that it has a match in the other image along the cor-
responding epipolar lines; projections of static background
must lie on corresponding epipolar lines.
We do not try to find the correct match, but instead com-
pute the likelihood that there exists at least one potential
match along the epipolar line. In this way we capture the
likelihood that a match exists: doing so decreases the prob-
ability that the pixel is dynamic. This method allows us to
deal with matching errors that are due to lack of texture, re-
peated structure, occlusions, and so on. To reduce ambigu-
ity, the matching is defined on epipolar patches, i.e., patches
confined by pairs of matching epipolar lines.
Each image may serve as a reference image associated
with a subset of support images (for which epioplar geom-
etry can be computed). We then aggregate, for each refer-
ence image, the matching probability maps computed using
each of its support images, to obtain the final high qual-
ity dynamic probability map. This aggregation is necessary
because a single map may be unreliable due to acciden-
tal matching, resulting in low dynamic probability, or due
to occlusions, resulting in high dynamic probability (see
Sec. 3.1). However, these cases are unlikely to consistently
repeat w.r.t. all support images. Hence, the results improve
as the number of support images increases.
The main contributions of this paper are (i) the introduc-
tion of the new problem of detecting dynamic regions from
CrowdCam data; (ii) a voting-based approach that avoids
dense correspondence or 3D modeling; (iii) aggregation of
information from multiple views for distinguishing between
moving objects and occluded regions; (iv) using candidate
epipolar patches matching while avoiding rectifications be-
tween each pair of images (see Sec. 3.1.1).
2. Related Work
We next review existing methods for detecting moving
regions under various setups.
Structure-From-Motion: SFM methods recover the 3D
structure of a static scene [30]. As stated earlier, they fail
on data such as ours because the images are relatively few
and far between. Extensions of SFM methods to handle dy-
namic scenes, such as non-rigid-SFM [3] are not applicable
because they focus on video rate input which is not the case
here.
More relevant is the work on temporal SFM from im-
age collections [24, 17]. These methods attempt to recover
the 3D structure of the scene, as well as organizing the im-
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Figure 2. Three images out of a set of eight: (c) was regarded as the reference image; (a) and (b) are two of the seven support images. The
dynamic probability map and a its thresholded map are presented in (d) and (e), respectively.
ages in their correct temporal order. This is done by analyz-
ing occlusion relationship between points over time and re-
quires sufficient images for proper 3D reconstruction.These
methods assume that it is possible to obtain 3D model on
which to analyze occlusion relationships which is not al-
ways the case, as we show later in the paper. Our approach,
on the other hand, sidesteps the need for a 3D reconstruction
altogether.
Change Detection: Change detection algorithms can be
done in 2D or 3D. 2D change detection algorithms (also
known as background subtraction) are based on comparing
a frame to a learned model of the background. This requires
an accurate alignment of several images into the same co-
ordinate frame (often obtained by using a static camera). A
comprehensive survey of background subtraction methods
is provided in [7, 22, 14].
3D change detection algorithms compare images to a
3D model. For example, Pollard and Mundy [21] detect
changes in a 3D scene observed from an aerial vehicle.
They model the scene with a voxel grid model of the scene
and determine if the new image was generated by it or not.
Similarly, [27] determine city scale change detection by
comparing a cadastral 3D model of a city to a 3D model
recovered from panoramic images.
2D Change detection algorithms are not applicable to
CrowdCam sets because the scenes are not necessarily flat
or distant, and the images cannot be aligned (see supple-
mentary material). 3D Change detection algorithms are not
applicable to CrowdCam sets because they rely on a dense
3D reconstruction of the scene and, as we show later in
this paper, this is a challenging task because CrowdCam are
fairly sparse in space and time.
Motion-based segmentation: Motion-based segmenta-
tion separates regions in the image that correspond to differ-
ent motion entities. It usually deals with video sequences.
The classic approach to motion segmentation is based on
two-frame optical flow, while recent approaches consider
a set of frames and examine the movement characteristics
over time [26, 19]. While early approaches estimate the
optical flow and the segmentation independently [28, 25],
optical flow estimation and segmentation were later consid-
ered as a joint optimization problem [6, 4, 26]. Such meth-
ods are not applicable in our case since no video sequence
is available.
Only two papers introduce methods for segmenting mo-
tion fields computed from a wide-baseline pair of still im-
ages, which is similar to the setup we considered [29, 12].
The first method is based on matching feature points, and
then minimizing a function that divides the matching into
continuous groups of rigid motions. We, on the other hand,
do not assume rigid motion, nor do we assume that corre-
spondence between features of moving objects can be com-
puted. The second method is based on computing dense
correspondence and segment them into two main motions.
The algorithm is limited to regions where dense correspon-
dence can be calculated. We show in Sec. 4 the limitations
of dense correspondence methods on our datasets.
Co-segmentation: Co-segmentation is typically defined
as the task of jointly segmenting ‘something similar’ in a
given set of images (e.g., [23, 18]. The problem of co-
segmentation is different from the one we aim to solve,
since it does not distinguish between static and dynamic
objects, and it does not take 3D information into account.
Hence, it is not suitable to our problem.
Multi-view object segmentation: Algorithms of this
family address the task of unsupervised multiple image seg-
mentation of a single physical object, possibly moving,
as seen from two or more calibrated cameras. The input
may either be still images or video sequences. Zeng et
al. [9] coined the problem, and proposed an initial rudi-
mentary silhouette-based algorithm for building segmenta-
tions consistent with a single 3D object. Many methods fol-
low this initial trend by building explicit 3D object recon-
structions and alternating with image segmentations of the
views based on foreground/background appearance mod-
els [5, 11].
Our method avoids the 3D reconstruction. Recovering
the 3D structure of a dynamic scene often requires prior
knowledge about the 3D structure or the motion of objects,
and a very large number of images, which we do not assume
to have. The limitations of dense 3D reconstruction on our
data are presented in detail in Sec. 4.
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Another line of related work is that of objectness pro-
posal, where the goal is to suggest image windows that are
likely to contain an object of interest (e.g., [1]). Since the
input to these methods is a single image, they cannot reason
about motion information, which often indicates the inter-
esting regions. Our method may be integrated into object-
ness proposal algorithms, in addition to other single image
cues such as saliency, color contrast and edge density.
3. Method
We are given a set of n images, taken by various uncal-
ibrated cameras. We assume that for each image we can
compute its epipolar geometry w.r.t. a subset of images,
termed support set. This assumption holds when there are
sufficient static features in the set of images and the dy-
namic features are treated as outliers by a RANSAC algo-
rithm which is used to compute the epipolar geometry (e.g.,
[10]). For each image, we compute a matching probability
map based on its epipolar geometry with each of its support
images and then merge all those maps into a dynamic prob-
ability map for that image. We next describe a method to
compute a matching probability map from a pair of images,
and then discuss the aggregation of these maps to compute
a dynamic probability map.
3.1. Pair of images
Given a reference image I and a single support im-
age, Is, we compute P (x|Is), the probability that a pixel,
x ∈ I , is static and non-occluded. Observe that P (x|Is)
is low not only for pixels in dynamic regions, but also for
pixels in the following regions: (i) Out of field of view; (ii)
Occluded due to different viewpoints; (iii) Occluded by the
moving object in Is, e.g., Fig. 3(c) (we refer to these re-
gions as dynamic object shadows); (iv) Regions for which
the descriptor fails to detect the similarity due to variations
in appearance. Such variations exist due to the change of
viewpoint and/or illumination, and the difference between
the cameras’ inner parameters.
It is evident from this list that failure to find a match does
not necessarily mean that the pixel belongs to a dynamic
region. As we show later, when using many support images,
the probability of finding matches for static pixels will be
significantly higher than for dynamic pixels (e.g., Fig. 5).
3.1.1 The set of epipolar patches
Matching a single pixel is very noisy and we work with
patches instead. The probability that a pixel x has a match
is derived from the probability that each of the patches cov-
ering x has a match.
When building a set of candidate pairs of patches for cor-
respondence, the first step in the calculation is to define the
patch’s shape and size in I and in Is.
(a) (b) (c)
Figure 3. Dynamic object shadow: (a) a reference image; (b) a
support image; (c) the computed static probability map. Two low
probability regions are depicted: the true location of the moving
object (a continuous rectangle), and the moving object’s shadow
(dashed rectangle).
(a) (b) (c)
Figure 4. (a)-(b) The corresponding region of the statue’s base
(the white object to the left of scene) is located between the cor-
responding pair of epipolar lines. The width of the corresponding
patches differs between the two images. Some additional possible
matching patches of varied sizes are depicted for illustration pur-
poses. (c) Overlapped patches defined between a pair of epipolar
lines (green lines) and across epipolar lines.
Rectangular patches are commonly used, but they are
more appropriate for rectified pairs. Since in the general
case the epipolar lines are not parallel, each of the possible
matches may be of different height. We consider patches
that are confined between pairs of epipolar lines – epipolar
patches. The correspondence of a static epipolar patch in
I is an epipolar patch in Is, confined by the pair of corre-
sponding epipolar lines. This follows directly from epipo-
lar geometry of static regions. The use of epipolar patches
determines the height of the candidate patches in Is, for
matching. The ambiguity regarding the candidate patch
width remains, since the scale of the object in Is is unknown
(see Fig. 4).
In practice, we compute a set of epipolar lines in the ref-
erence image, and a set of patches between each pair of
adjacent lines is defined, with up to 2/3 overlap between
them (see Fig. 4(c)). In a similar manner, the candidate
set of patches is computed in the support image between
the corresponding epipolar lines but with 3 different widths.
The epipolar lines are parametrized by the angle of the line
where the epipole is taken to be the origin. For obtain-
ing overlap across epipolar lines, additional epipolar lines
are considered with 1/3 and 2/3 shift of the angle (see
Fig. 4(c)). Thanks to the use of overlapping patches, the
confidence that a pixel is static is measured a few times,
and the final probability map is smoother and more robust.
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Figure 5. The improvement of the dynamic probability map as a function of the number of support images. The number of support images
is depicted beneath the probability maps; the color bar, which is common to all the probability maps, is depicted to the left.
3.1.2 Patch confidence measure
Let C(r|Is, θ) be the confidence that the patch r ∈ I is
a projection of a static scene region not occluded in Is.
This confidence is based on the similarity between r and its
nearest neighbor among R′, the set of candidate matching
patches in Is. Formally,
C(r|Is, θ) = maxr’∈R′{simθ(r, r’)}, (1)
where simθ(r, r’) is the similarity between the two patches,
using the descriptor θ (e.g., HOG or color histogram). The
confidence is normalized to the range (0, 1) for each de-
scriptor by mapping the range of C(r|Is, θ) of all pairs of
reference and support images. We denote the normalized
value by Cˆ(r|Is, θ).
Albeit simple, this measure turns out to have important
and nontrivial values. Ambiguity often makes it difficult
to choose the best candidate. For example, when the back-
ground is periodic or uniform, there may be more than a
single patch with high correspondence confidence along the
epipolar line. As we do not aim to recover the 3D struc-
ture, locating the correct match is not important for the suc-
cess of the algorithm. We merely focus on the question of
whether or not a good correspondence exists. Clearly, if the
best match has low confidence, the pixel is unlikely to be a
projection of a non-occluded static 3D point.
Extensive research exists regarding the difficulties of
choosing the best descriptor of a patch and the best method
of computing similarity between descriptors of two patches.
As expected, we found that the optimal descriptor depends
on the image set – the extent to which the image colors
change, and the various textures of the captured objects.
The algorithm proposed in this paper may be used with any
set of descriptors and similarity measures.
3.1.3 Matching probability map
We treat the confidence as a probability and use it to build a
probability map that holds, for each pixel x in I , the proba-
bility that x is static and not occluded, P (x|Is). This proba-
bility measure is based on the confidence that a good match
of the pixel’s region exists along the epipolar line, as de-
scribed in Eq. 1.
Let Rx be the set of patches that contain a pixel x and
let Θ = {θ1...θm} be the set of descriptors. The matching
probability of a pixel, P (x|Is), is calculated as the weighted
expectation estimation of the set of confidences computed
for each of the patches in Rx with each descriptor in Θ. It
is given by:
P (x|Is) =
∑
θ∈Θ,r∈Rx
wrwθCˆ(r|Is, θ). (2)
Here wθ and wr are the weights of the confidence of a
descriptor θ and the location of x within the patch, re-
spectively. The value wθ is predefined by the user for
each descriptor. We set wr to be inverse proportional to
the distance, d(x, rc), of the pixel from the patch cen-
ter, rc. In our implementation, wr = e−d(x,rc)
2/2σ2 and
σ = maxx,rc{d(x, rc)}/3, where the max is taken over all
patches in all of the images. Weights are normalized to sum
to one for each pixel; therefore P (x|Is) is guaranteed to be
in the range [0, 1], and we can regard it as probability.
3.2. A set of images
Combining the results obtained from multiple support
images is analogous to considering the testimonies of a few
witnesses who viewed the same scene from different loca-
tions. Regions that are occluded or out of view in one image
are expected to be visible in other images (see Fig. 1). Sim-
ilarly, if the motion coincides with the epipolar lines in a
pair of images, it is unlikely to coincide with the epipolar
lines with respect to the other images. Fig. 5 illustrates the
effect of using an increasing number of support images.
Our goal is to compute the dynamic probability, P (x),
given a set of support images {IS}. We compute the match-
ing probability, P (x|Is), for each Is ∈ IS , and combine the
probabilities as follows:
Pstatic(x|IS) =
Π
s∈S
P (x|Is)
Π
s∈S
P (x|Is) + Π
s∈S
(1− P (x|Is)). (3)
Pdynamic(x) is the complementary probability. Note that
the above aggregation of probabilities has the following
characteristics: the aggregated probability of a few prob-
abilities that are higher than 0.5 is higher than each of the
input probabilities. Similarly, when all of the probability
values are lower than 0.5, the combined probability mea-
sure is lower than each of the inputs. An input probability
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Figure 6. Three images of each dataset. From top to bottom: Toy
Ball, Playground, Skateboard, Climbing. (The helmet and basket-
ball sets can be viewed in Fig. 1 and Fig. 2, respectively).
of 0.5 does not influence the combined probability – in this
case the combined probability is determined by the rest of
the input probabilities. Moreover, high and low probabili-
ties balance each other out and result in a probability that
lies in between them. Before combining the probabilities
we add a preliminary step of remapping the probability val-
ues to the range (0.3,0.7), to avoid the overinfluence of ex-
treme values of P (x|Is) (e.g., 0 or 1). The use of multiple
images, multiple overlapping patches, and descriptors per
pixel, allows our method to handle false correspondences,
as we demonstrate in the next section.
4. Results
We implemented the proposed algorithm in MATLAB
and tested it on challenging real-world data sets. (Standard
datasets for this task are not available.)
Datasets: Three images of each set are depicted in Fig. 1,
Fig. 2, and Fig. 6 (the full sets can be found in the supple-
mentary material). The sets capture both indoor and outdoor
scenes, single as well as multiple moving objects, and rigid
as well as non-rigid (person) objects. The rock-climbing set
was captured by Park et al. [20], the playground, basket-
ball and skateboard sets were captured by Basha et al. [2],
and the other two were captured by us. All images were
captured from different viewpoints, without calibration or a
controlled setup. We used the same camera in four of the
six image sets to focus on the behavior of the algorithm and
not the sensitivity of the descriptors to camera change.
Implementation details: We computed the fundamental
matrices of the image pairs using the BEEM algorithm [10],
and used only pairs of images where BEEM succeeded. The
sets of patches in the reference image were chosen such that
each pixel was covered by nine patches – three overlapping
patches along the epipolar line, and three across epipolar
lines. We used the same combination of two descriptors for
all experiments: a histogram of oriented gradients (HOG)
descriptor, and a 2D histogram of the H and S channels of
the HSV color representation. The weights of the descrip-
tors were set to 2 and 1, respectively. The similarity of the
HOG descriptors was computed using the cosine distance.
The similarity of two 2D histograms, B1 and B2, was com-
puted using their intersection over union measure (in our
implementation we used 10 bins per channel).
4.1. Qualitative Results
The dynamic probability maps are presented for each of
the datasets as a heat map (blue for static and red for dy-
namic). We consider independently each image in each
dataset as a reference image. Fig. 7 shows an example of
a dynamic probability map for one reference image per set,
and its thresholded map overplayed on the image (more ex-
ample are presented in the supplementary material).
Overall, we observe that our algorithm successfully as-
signs high probabilities to the moving regions, in most
cases. Hence, it can be used to detect the dynamic regions.
Observe that these regions are indeed the interesting parts
of the scene and hence our method can be used to direct the
attention of higher level algorithms to these regions.
In some places the algorithm struggles. This is usually
because some of our underlying assumptions are not met
in practice. In the skateboard set, the rider’s shirt resem-
bles the color of the right windows, and in the toy-ball set
part of the ball is not detected since it resembles parts of
the background. In the challenging climbing set, the man
wearing the red shirt at the bottom of the images hardly
(a) (b)
Figure 9. Failure on NRDC: (a) The region for which the NRDC
algorithm found matching pixels on a pair of images from the
playground dataset, (b) the computed confidence map of match-
ing (Black regions: no matching pixels were found).
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Figure 7. From left to right: ground truth mask, dynamic probability map, and the thresholded map, for each of the datasets. The ‘don’t
care’ areas in the ground truth masks are marked in blue. Note that from the thresholded map, all dynamic regions are detected, only the
last row contains many false positive detections.
moves; therefore only the edges of his silhouette are de-
tected (Fig. 7, last row). The colors of the climber’s shirt
resemble the colors of some areas of the climbing wall, and
the shirt detection is weak as a result. False positives occur
when the descriptor fails to detect similarities. For exam-
ple, the matching fails on reflective, transparent and narrow
objects (less than patch’s width) in the climbing set.
4.2. Quantitative Results
We evaluate our method using the Jaccard measure (in-
tersection over union) on manually labeled moving regions.
The measure requires a binary map so we threshold the
7
Figure 8. Visual SFM ([30]) results on the (left to right) Climbing, basketball, toy-ball and playround sets; the algorithm failed on the
skateboard and helmet sets
Image set Set Ave. size of Jaccard Jaccard
size support sets opt. per image opt. per set
Helmet 4 2 0.53 ±0.18 0.36 ±0.28
Skateboard 5 4 0.44 ±0.1 0.42 ±0.1
Playground 7 2.6 0.37 ±0.11 0.32 ±0.01
Toy Ball 7 4.5 0.63 ±0.03 0.6 ±0.05
Basketball 8 7 0.48 ±0.04 0.47 ±0.04
Climbing 10 9 0.15 ±0.05 0.13 ±0.04
Table 1. Quantitative Results: for each data set we show the num-
ber of images in the set, the average size of the support set for
a reference image (images for which computing the fundamental
matrices was successful), and the Jaccard measure (higher is bet-
ter) with a threshold optimized per image and per set.
probability map to obtain one. Inspired by the evaluation
methodology of the Berkeley Segmentation Data Set [16],
we use two thresholds – a threshold that optimizes the Jac-
card measure of each image, and one that optimizes the
mean Jaccard measure of all of the images in a given set.
Examples of manual ground truth masks are shown on the
left column of Fig. 7, and examples of masks that resulted
from thresholding the dynamic probability map are shown
on its right column.
The algorithm was applied to each of the images in the
sets and the mean Jaccard measures per dataset are pre-
sented in Table 1. The measure is high for the toy ball,
basketball and helmet sets. It is low for the challenging
climbing set, as discussed earlier.
4.3. Comparison to other methods
We compared our results to [12] on the skateboard
dataset (see supplementary material), and found that we
outperforms it by a large margin. Our algorithm not only
detects all moving regions in the image (rather than only
one), but also creates a smoother and more complete region
of the skateboard rider.
The reported Jaccard measures by [12] on a pair of im-
ages from the set were 0.37 and 0.28. Our results were 0.42
and 0.59, respectively, when only a single support image
was used, and 0.45 and 0.6 when 4 support images were
used. (For a fair comparison, we generated a ground truth
mask of only the main moving object since [12] assumes
only a single moving object.)
In addition, we tested the performance of NRDC [13]
on our data sets as a way to evaluate the difficulty of es-
tablishing correspondences that are a necessary first step
in the method of [12] in particular and SFM algorithms in
general. An example of the performance of the NRDC al-
gorithm on an image of our CrowdCam images is demon-
strated in Fig. 9, with additional examples in the supplemen-
tary material. Quantitative results show that for the skate-
board dataset, NRDC found correspondences for 75% of
the image, but for the rest of the datasets as few as 33% of
the correspondences were found. Moreover, for the moving
objects only about 50% of their pixels had some matching
points, and in some cases this number was as low as 19%.
This indicates how difficult the matching process is.
Co-segmentation methods can also be condifered as a
pre-processing for moving region detection. We applied one
of the state-of-the-art co-segmentation methods ([8]) to our
data set and show that it does not cope well with our data
(see supplementary material for examples).
We also tested the applicability of back-projecting dense
SFM for detecting moving regions. To this end, we use the
SFM algorithm of [30] on our data sets. However, as can
be seen in Fig. 8, the SFM algorithm reconstructs only a
small number of scene points, and in the other two datasets
it failed completely. Hence, it is impossible to use the back-
projecting dense SFM to infer the dynamic regions unless
all pixels that were not reconstructed are considered dy-
namic regions, which is clearly not the case. Further evi-
dence that SFM methods struggle with our data sets is the
failure of the SFM-based method of Wang et al. [29] 1.
We could not compare our method to motion segmenta-
tion algorithms, because they work on video while we only
use a sparse set of still images. Similarly, we could not com-
pare our method to change detection algorithms, because
our images were not taken from the same viewpoint, nor
can they be aligned with a homography.
1Personal communication with the authors.
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5. Conclusions
CrowdCam images are an emerging form of photogra-
phy. Detecting moving regions is a basic step towards an-
alyzing the dynamic content of such data. We proposed an
algorithm that computes the probability of a pixel to be a
projection of a dynamic 3D point. It does so by finding
the probability that an epipolar patch (defined by a pair of
matching epipolar lines) has matches consistent with the
epipolar geometry. This renders, our algorithm less sen-
sitive to matching errors than alternative algorithms that re-
quire precise matching. The aggregation of the results from
a set of support images allows us to distinguish dynamic re-
gions from occluded regions and objects which move along
epipolar lines. We evaluated our method on a new and chal-
lenging data set (that will be made public) and report results
better than the alternative.
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