Policy Research Working Paper 8630
This paper presents a new family of Stata functions devoted to small area estimation. Small area methods attempt to solve low representativeness of surveys within areas, or the lack of data for specific areas/sub-populations. This is accomplished by incorporating information from outside sources. Such target data sets are becoming increasingly available and can take the form of a traditional population census, but also large scale administrative records from tax administrations, or geospatial information produced using remote sensing. The strength of these target data sets is their granularity on the subpopulations of interest, however, in many cases they lack the ability to collect analytically relevant variables such as welfare or caloric intake. The family of functions introduced follow a modular design to have the flexibility with which these can be expanded in the future. This can be accomplished by the authors and/ or other collaborators from the Stata community. Thus far, a major limitation of such analysis in Stata has been the large size of target data sets. The package introduces new mata functions and a plugin used to circumvent memory limitations that inevitably arise when working with big data. From an estimation perspective, the paper starts by implementing a methodology that has been widely used for the production of several poverty maps. This paper is a product of the Poverty and Equity Global Practice. It is part of a larger effort by the World Bank to provide open access to its research and make a contribution to development policy discussions around the world. Policy Research Working Papers are also posted on the Web at http://www.worldbank.org/research. The authors may be contacted at mnguyen3@worldbank.org.
Introduction
Household surveys that are designed for national or sub-national (i.e. regions or states) level parameter estimates often lack a sufficiently large sample size to generate accurate direct estimates for smaller domains or sub-populations.
1 Any area for which the sample is not sufficiently large to produce an estimate of adequate precision is referred to as a small area. Consequently small area methods attempt to address low representativeness of surveys within areas, or the lack of data for specific areas/sub-populations. This is accomplished by incorporating information from supplementary sources. In the methodology presented by Elbers, Lanjouw, and Lanjouw (2003) the desired estimate is produced by a model done using survey data which is then linked to outside information such as a population census, administrative records, and/or geospatial information obtained through remote sensing. As Rao and Molina (2015) state, the availability of these auxiliary data as well as a valid model are essential for obtaining successful small area estimates (SAE).
In the case of poverty measures, which are nonlinear functions, small area estimation methods coupled with Monte Carlo simulations are a useful statistical technique for monitoring poverty along with its spatial distribution and evolution.
2 Poverty estimates are often produced by statistical agencies, and commonly are the product of a household survey. Household surveys usually are the main source of welfare (expenditure or income) used to produce poverty estimates, yet most are only reliable up to a certain geographical level.
Therefore, a commonly adopted solution has been to borrow strength from a national census, administrative records, and/or geospatial information which allows for representativeness for small areas. Nevertheless, these outside data sources often lack detailed expenditure or income information required for producing estimates of poverty. Small area methods attempt to exploit each data's attributes to obtain estimators that can be used at dis-aggregated levels.
Poverty at lower geographical levels can be used to identify areas that are in need of attention, or that may be lagging behind the rest of the country. For example, the Government of Ecuador after an earthquake that occurred on April 16, 2016 relied on small area estimates of poverty to decide where help was needed most. The small area estimates of poverty for Ecuador, which were released not long before the earthquake, proved to be an invaluable resource for the rebuilding effort in the country.
One of the most common small area methods used for poverty estimates is the one proposed by Elbers, Lanjouw, and Lanjouw (2003, henceforth ELL) . 3 This methodology has been widely adopted by the World Bank and has been applied in numerous poverty maps 4 conducted by the institution. In its efforts to make the implementation of the ELL methodology as straightforward as possible, the World Bank created a software package that could be easily used by anyone. The software, PovMap (Zhao, 2006) , 5 has proven to be an invaluable resource for the World Bank as well as for many statistical agencies, line ministries, and other international organizations seeking to create their own small area estimates of poverty. The software is freely available and has a graphical user interface which simplifies its use. Nevertheless, more advanced 1 For example districts, municipalities, migrant populations, or populations with disabilities.
2 Poverty is a nonlinear function of welfare, consequently small area estimation methods of linear characteristics are invalid (Molina and Rao, 2010) . A proposed solution to this problem is to use Monte Carlo simulation to obtain multiple vectors of the measure of interest (Elbers, Lanjouw, and Lanjouw, 2003) .
3 For a detailed discussion of different applications of small area poverty estimates by the World Bank, readers should refer to Bedi et al. (2007) , for other applications readers should refer to Rao and Moline (2015) .
4 Poverty map is the common name within the World Bank for the methodology where the obtained estimates are mapped for illustrative purposes. 
First Stage: Model
When survey data is not sufficiently precise for reliable estimates at low geographical levels, small area estimation can be implemented. This commonly relies on borrowing strength from outside sources to generate indirect estimates (Rao and Molina, 2015) . For example, when attempting to obtain welfare estimates at low geographical levels, it is possible to borrow strength from census data. Censuses in most cases do not collect sufficient information on incomes and/or expenditures. On the other hand household surveys tend to collect detailed information on incomes and/or expenditures which allows the generation of welfare statistics such as poverty and inequality measures. Although welfare statistics can be obtained using household surveys, these are rarely sufficiently large to allow for statistics corrsponding to small areas (Tarozzi and Deaton, 2009 ). Small area estimation methods attempt to exploit the large sample size of census data and combine this with the information from household surveys in an attempt to obtain reliable statistics for small areas.
In its essence the small area estimation presented here relies on using household survey data to estimate a joint distribution of the variable of interest and observed correlates, and use the parameters to simulate welfare using census data (Demombynes et al., 2008 
where ln Y is a N × 1 matrix indicating the household's welfare measure (usually in logarithms, but not necessarily), 8 X is a N ×K matrix of household characteristics, and u which is a N ×1 matrix of disturbances.
To achieve valid small area estimates it is necessary that the set of explanatory variables, X, used in the 6 For the 1st stage of the analysis. The second stage relies on Monte-Carlo simulations, and thus differences are likely to arise.
7 Other household equivalization methods are also feasible, for example adult equivalent household welfare. 8 Logarithmic transformation is usually preferred since it makes the data more symmetrical (Haslett et al., 2010) .
first stage model can also be found in the census data. It is important that the variables are compared beforehand to verify that not only their definitions are in agreement, but also their distributions.
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In the design of household surveys, clusters are commonly the primary sampling unit. Households within a cluster are usually not independent from one another, to allow for the clustering of households and their interrelatedness it is possible to specify equation (1) for a household as:
,-where the indexes c and h stand for cluster and observation, respectively -and disturbances (u ch ) are assumed to have the following specification (Haslett et al., 2010) :
where η c and e ch , are assumed to be independent from each other with different data generating processes (Haslett et al., 2010) .
10 Therefore the resulting model we wish to estimate is a linear mixed model (Van der Weide, 2014).
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The literature has suggested different methods for estimating the unconditional variances of these parameters; 12 for the purposes of this paper focus is given to the methods presented by Elbers, Lanjouw, and Lanjouw (2003) , and the adaptation of Henderson's Method III by Huang and Hidiroglou (2003) detailed and expanded upon by Van der Weide (2014) . The next section describes in detail these two approaches.
3 Estimating the unconditional variance of the residual parameters
The ELL Methodology
The methodology for estimating the location's unconditional variance detailed by ELL (2002 and is presented in the discussion below. The method consists of two steps. The initial step relies on estimating a welfare model (Eq:1) using household survey data, and then obtaining generalized least square (GLS) estimates for the model. Given the interrelatedness between households in a cluster, ordinary least squares is not the most efficient estimator. The second stage consists in utilizing the parameter estimates from the first stage and applying these to census data to obtain small area poverty and inequality measures.
Because the motivation is to implement the methodology into a Stata command, where possible, we also follow the methods implemented by PovMap (Zhao, 2006) . It must be noted, however, that the methodology utilized by ELL is not necessarily the one followed by the PovMap software. Places where methodologies differ will be indicated in footnotes.
9 This point is crucial, and the quality of a good poverty map is highly dependent on these two criteria being met. For further discussion and motivation refer to: Tarozzi and Deaton (2009) .
10 Note that the interrelatedness of ηc across observations is already a violation of OLS assumptions. 11 Molina and Rao (2010) follow the naming convention of a nested error linear regression model. Regardless of its name, standard OLS is invalid under this structure.
12 Rao and Molina (2015) .
From the estimation of equation 1 we obtain the residualsû ch , and by definingû c. as the weighted average ofû ch for a specific cluster we can obtainê ch :
whereû c. is equal to η c .
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The unconditional variance of the location effect η c given by ELL (2002) is: 
This approach resembles that of Harvey (1976) , nevertheless the prediction is bounded.
By defining exp
Z ch α = D and using the delta method, 19 the household specific conditional variance estimator for e ch is equal to (Elbers, Lanjouw, and Lanjouw, 2002) :
13ê ch denotes the household specific error component. 14 Although, ELL (2003) notes that weigths are to be used, the PovMap software does not utilize weights when obtainingûc. 15 nc is the number of observations in cluster c. 16 The heteroskadistic model is relevant for the variance estimation under ELL's method, as well as the one under Henderson's method III. In its current form, the methodology is from ELL (2003) .
17 Users have the option to allow for homoskedasticity, in which caseσe =σu −ση, whereσu is the estimated variance of the residuals from the consumption model (equation 1). If the user chooses homoskedasticity, equations 6 through 8 are omitted.
18 This is the actual model used by PovMap, which we also implement. 19 The result is the outcome from a second order Taylor expansion for the E σ 2
where Var(r) is the estimated variance from the residuals of the model in equation (7). The command, in its present form only allows for estimation using the second method, 21 when estimating the unconditional variance of σ 2 η using the ELL methodology.
Estimating the distribution ofσ

ELL's GLS Estimator
The GLS estimator offered in ELL's paper is presented in this section. 
where 0 is a block of zeroes; the number of columns equals theΩ c from above, and the number of rows to theΩ c next to it.
Ω is the variance-covariance matrix of the error vector necessary to estimate equation (1) via GLS and obtain β GLS and Var β GLS . The estimates for the GLS detailed by ELL (2003) are:
and
where W is a N × N diagonal matrix of sampling weights. Because W Ω −1 is usually not symmetric,
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as noted by Haslett et al. (2010) , the variance covariance matrix must be adjusted to obtain a symmetric matrix. This is done by obtaining the average of the variance covariance matrix and its transpose (Haslett et al., 2010) .
Newer versions of the PovMap software no longer obtain GLS estimates using this approach. Adjustments have been made in order to better incorporate the survey weights into Ω. The newest version of PovMap uses the GLS estimator presented by Huang and Hidiroglou (2003) , which is discussed below.
Henderson's Method III decomposition
After a decade of use of PovMap, and numerous poverty maps completed by the World Bank using the original ELL small area methodology; the software was updated with Henderson's Method III (H3) decomposition of the variance components and an update of the GLS with a modification of Huang and Hidiroglou (2003) .
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Obtaining the GLS estimates once again requires the estimation of the variance components, which are 23 The lack of symmetry is due to the difference in sampling weights between observations. 24 This is detailed in Van der Weide (2014) .
estimated using a variation of Henderson's Method III (Henderson, 1953) . The variation takes into account the use of survey weights and was presented by Huang and Hidiroglou (2003) . We follow the presentation offered by Van der Weide (2014) which builds on Huang and Hidiroglou (2003) .
In order to obtain the variance components of the β GLS it is necessary to first estimate a model which subtracts each of the cluster's means from the variables. To achieve this we first need to define the left hand side of the model. For each cluster in our estimation the left hand side is (omitting the natural logarithm only for display purposes):
where Y c is a T × 1 vector (where T is the number of surveyed observations in the cluster) , corresponding to cluster c, of our welfare variable used in equation 1Ȳ c is a scalar which is the weighted mean value of Y c for cluster c. 1 T is a T × 1 vector of 1s, and ⊗ is the Kroenecker product. Finally, we defineỹ as a N × 1 matrix which is a vector of all the clusterỹ c s.
For the right hand side we follow the same de-meaning procedure and obtain a matrixx. Additionally, definex of dimensions C × K where C is the number of areas in the survey, with each row representing the demeanedx c for a specific cluster. With these in hand it is possible to define the following:
where W c is a C × C diagonal matrix of cluster weights, and • represents the Hadamard product. Using SSE, t 2 , t 3 , and t 4 it is possible to estimate the variances σ 2 e and σ 2 η :
To obtain the estimates ofη c Van der Weide (2014) provides the following for each cluster c:
consequently theη c for a particular cluster is:
With the updated estimate ofη c it is possible to update the estimate ofê ch :
Additionally the distribution ofê ch is adjusted such that its variance is equal toσ 2 e .
The GLS Estimator
With the idiosyncratic error terms in hand the heteroskedasticity of the observation specific residual may be specified. 25 In this instance we follow the same steps detailed above for equation 7, from which we can obtain observation specificσ 2 e,ch by using equation 8.
The estimated variances are then used to construct a pair of matrices used to obtain the GLS estimates.
The GLS estimator for β is:β
and the variance-covariance matrix of the GLS estimator is:
whereΩ as opposed to the one detailed in the ELL method above, incorporates the survey weights into the matrix.Ω for each cluster is equal to:
where 0 is a block of zeroes; the number of columns equals theΩ c from above, and the number of rows to theΩ c next to it. TheV for a particular cluster is equal to:
25 The user may also choose to forego the modeling of household level heteroskedasticity, in which caseσ 2 e is constant for all observations.
where 0 is a block of zeroes; the number of columns equals theV c from above, and the number of rows to theV c next to it.
TheV matrix is similar to theΩ matrix from the ELL methodology. In the most current version of PovMap users no longer have the option to use the GLS estimator originally offered by ELL (2003), and independently of how users choose to model the location effect, the manner in which the GLS estimators are obtained is using the estimators from equations 16 and 17.
The Second Stage: Simulation
The final goal of the process described up to this point is to simulate values for the variable of interest. In the Elbers, Lanjouw, and Lanjouw (2003) context, this entailed log welfare and poverty rates for specific locations using the census data. Monte Carlo simulation is used to obtain the expected welfare measures
given the first stage model (ELL, 2003) . This is done by applying the parameter and error estimates from the survey to the census data. The goal is to obtain a sufficient number of simulations in order to obtain reliable levels of welfare. The section begins by introducing Empirical Bayes prediction as is done by Van der Weide (2014) .
Empirical Bayes Prediction Assuming Normality
Along with the GLS and Henderson's Method III additions to the ELL approach mentioned before, Empirical Bayes (EB) prediction was also added. EB prediction makes use of the survey data in order to improve predictions on the location effect. Since EB makes explicit use of data from the survey, its use only improves predictions for areas that are included in the survey.
If we assume that η c and e ch (from equation 1) are normally distributed, then the distribution of η c conditional on e c will also be normally distributed (Van der Weide, 2014). The distribution of the random location effect, η c , is obtained conditional on the observation specific residuals of the observations sampled in the location. Van der Weide (2014) indicates that the assumption of normality for both components of the residual is necessary to derive the distribution of the random location effects. In order to proceed, Van der Weide (2014) defines the following:
With this defined, the expected value of the location effect conditional on the residuals of the households within the location can be obtained:
as well as the variance:
EB prediction is expected to perform well in the presence of large η, if many of the locations are covered by the survey, and if the distributions of the error terms approximate a normal distribution (Van der Weide, 2014). ELL (2003) use various specifications in their paper. The options and methods differ depending on how the variance for the decomposed error terms is obtained. The simulation may be done via parametric drawing of the parameters, and via bootstrap. The PovMap manual (Zhao, 2006) only details the parametric approach.
Monte Carlo Simulations
Nevertheless, the newest version of the software has incorporated a bootstrap approach to obtaining the parameters. The steps for the simulation are:
1. Obtain GLS coefficients by drawing fromβ GLS ∼ N β GLS , Var β GLS . For reasons that will become apparent in the following steps, this approach is only possible when the user chooses ELL variance estimation.
(a) A different approach relies on obtaining bootstrapped samples of the survey data used in the first stage, this is repeated for every single simulation. The latter method yields a set ofβ for every single simulation. 26 As described in Demombynes et al. (2008) , Var σ 2 η may be estimated by simulation as detailed above, or from equation 9. In its present form the only available option is that from equation 9.
ii. Additionally,η c could be drawn from those estimated in the first stage (semi-parametric), this is possible to do in the parametric and bootstrapped simulation. Under Henderson's method III (H3) there is no defined distribution for theσ 2 η parameter. Consequently, bootstrapped samples of the survey data are used to obtainσ 2 η and all other parameters for every single simulation. This approach is also available under ELL methods. The bootstrap is also necessary for the instances when EB is chosen. When EB is chosen, the bootstrap produces a vector of ηs and ofσ 3.ẽ ch can be drawn from a normal distribution with variance such as the one specified in equation 8. This is done by:
(a) Drawing α ∼ N (α, Var(α)) (it may also be the product of the bootstrap process) and using it on the census data, we obtain a new D = exp Z ch α , and using the new D we obtain in conjunction with the first stage A = 1.05 max ê 2 ch and Var(r) we get:
From this it is possible to drawẽ ch ∼ N 0,σ 2 e,ch . (b) As an alternative it is also possible to draw from the estimatedê ch from the first phase (semiparametric). In the case of the ELL variance estimation with a parametric drawing of β s then this will be done from one N × 1 vector, when performing bootstrap the drawing is done from the N × 1 vector corresponding to each simulation. 
(a) This is repeated multiple times (usually 100) in order to obtain a full set of simulated household welfare vectors.
If the interest is small area estimates of income and poverty, once all simulations are finalized a set of incomes for all observations in the target data may be used to obtain R simulated poverty, or inequality rates for each domain of interest. Making use of the R indicators produced, it is possible to obtain the mean indicator for each domain of interest (i.e. municipality in the context of a poverty map), as well as the associated standard errors for the indicator.
Computational Considerations
The first stage of the analysis is standard procedure among the typical Stata commands, since the analysis is done on survey data. There are no considerable computational requirements, and the analysis may likely be performed using the majority of computers available to users. On the other hand, the Monte Carlo simulation requires the use of the census data. Census data, depending on the country, can range from anywhere between roughly 30,000 observations to almost half a billion. Depending on a user's computer setup, a couple million observations can really slow down the computer to a crawl. Assuming variables in double type precision, a 5 million observation dataset with 30 variables will require roughly 1.1 GB of memory. Therefore, in order to speed up the second stage operation and to be able to operate with larger datasets, a couple of modifications are implemented.
The first modification concerns importing the census data and formatting it in a more memory friendly way.
Along with the main command we supply a sub-command that allows the user to import the census data for the second stage, sae data import. The data is imported one vector at a time and saved into a Mata format file which is used for the processing of each regressor at a time for each simulation to obtain the predicted welfare. Proceeding in this manner, the maximum number of observations that can be used in the simulation stage is increased. As shown in the examples section, this setup requires preparing the target dataset beforehand. Due to this setup, the Monte Carlo simulations are executed one vector at a time. For smaller datasets it is likely that performing all simulations in one go results in quicker execution times,
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once we move on to larger census data this method provides faster execution times and allows for more efficient memory management.
The second modification, is a plugin for processing the simulations and producing the required indicators. This is only used/necessary for processing indicators. The processing is also done one simulation at a time, just like the Monte Carlo simulations. The plugin speeds up the process considerably, especially when requesting Gini coefficients.
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The sae Command and Sub-Commands
The sae command and sub-commands for modeling, simulating, and data manipulation are introduced below. The common syntax for the command is:
Currently available routines and subroutines are:
• sae data import||export : This is used to import the target dataset to a more manageable format for the simulations. It is also used to export the resulting simulations to a dataset of the user's preference.
• sae model lmm/povmap : This routine is for obtaining the GLS estimates of the first stage. The sub-routines, lmm (linear mixed model) and povmap are used interchangeably.
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• sae simulate lmm/povmap : This routine and sub-routine obtains the GLS estimates of the first stage, and goes on to perform the Monte Carlo simulations.
27 This is particularly true for the MP version of Stata, which makes use of more than one core for its operations. 28 Gini coefficients require sorting at every level, this is done much faster using a C plugin. Stata's sorting speed (as of this writing), including Mata's, is much slower than that of many other software.
29 Future work aims to incorporate additional methodologies, such as models for discrete left hand side variables .
• sae proc stats||inds : The stats and inds sub-routines are useful for processing Mata formatted simulation output and producing indicators with new thresholds or weights, as well as profiling.
The routines and sub-routines are described in the sections below.
Preparing the Target Dataset
Due to the potential large size of the target data set, the sae command comes with an ancillary sub-command (sae data import) useful for preparing the target dataset and converting it into a Mata format dataset to minimize the overall burden put on the system. The command's syntax is as follows:
sae data import, datain(string) varlist(string) area(string) uniqid (string) dataout(string)
The options of the command are all required.
• The datain() option indicates the path and file name of the Stata format dataset to be converted into a Mata format dataset.
• The varlist() option specifies all the variables to be imported into the Mata format dataset. The variables specified will be available for the simulation stage of the analysis. Variables must have similar names between datasets. Additionally, users should include here any additional variables they wish to include, as well as expansion factors for the target data.
• The uniqid() option specifies the numeric variable that indicates the unique identifiers in the target dataset. This is necessary to ensure replicability of the analysis, and the name should match the one of the unique identifier from the source dataset.
• The area() option is necessary and specifies at which level the clustering is done, it indicates at which level the η c is obtained. The only constraint is that the variable must be numeric and should match across datasets, although it is recommended it follows a hierarchical structure similar to the one proposed by Zhao (2006) .
-The hierarchical id should be of the same length for all observations. For example: AAMMEEE.
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This structure facilitiates getting final estimates at different aggregation levels.
• The dataout() option indicates the path and filename of the Mata format dataset that will be used when running the Monte Carlo simulations.
Example: Preparing the Target Data
The sae command requires users to import the target data into a Mata data format file. This is done to facilitate the process of simulations in the second stage due to the potential large size of the target data.
. sae data import, varlist(`xvar´p_hhsize_hh`zvar´pline pline2 rdef rdef2 rentdef rdef_rentroom2 rdef_ren > tall2) area(localityid_n) uniqid ( 
Model
In this section the command for the modeling stage of the analysis is presented. The syntax of this is as follows: • area(): The area option is necessary and specifies at which level the clustering is done, it indicates at which level the η c is obtained. The only constraint is that the variable must be numeric and should match across datasets, although it is recommended it follows a hierarchical structure similar to the one proposed by Zhao (2006) .
-The hierarchical id should be of the same length for all observations for example: AAMMEEE.
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• varest(): The varest option allows the user to select between H3 or ELL methods for obtaining the variance of the decomposed first stage residuals. The selection has repercussions on the options available afterwards. For example, if the the user selects H3, parameters must be obtained via bootstrapping.
The following are optional. In the case of homoskedasticity, the zvar, yhat, and yhat options should not be specified.
• zvar(): The zvar option is necessary for specifying the alpha model, the user must place the independent variables of the alpha model under the option.
• yhat(): The yhat option is also a part of the alpha model. Variables listed here will be interacted with the predictedŷ = Xβ from the OLS model.
• yhat2(): The yhat2 option is also a part of the alpha model. Variables listed here will be interacted with the predictedŷ 2 = (Xβ) 2 from the OLS model.
• alfatest(): The alfatest option may be run in any stage, but is useful for selecting a proper first stage. It requests the command to output the dependent variable of the alpha model for users to model for heteroskedasticity.
• vce(): The vce option allows users to replicate the variance covariance matrix from the OLS in the PovMap 2.5 software. The default option is the variance covariance matrix from the PovMap software, vce(ell), the user may specify robust or clustered variance covariance matrix to replicate the results from the regress command.
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31 In the case this were done for a specific country, AA stands for the highest aggregation level, MM stands for the second highest aggregation level, and EEE, stands for the lowest aggregation level.
32 The variance covariance matrix presented by the PovMap software is not standard in the literature. The variance covariance
Running the First Stage (welfare model)
The entire process of small area estimation may be run in two stages. It is possible to test the first stage of the analysis before moving on to the simulation which makes use of the target data. To obtain the first stage of the analysis, the user must have the data ready, and it is recommended that the user has predefined as macros the variables to be used.
. 
Monte Carlo Simulation
The simulation part of the analysis requires more inputs from the user. Depending on the details given and the purpose of the analysis, the user may obtain poverty rates by the different locations specified or just output the simulated vectors to a dataset of her choosing. The possible options are:
• area(): The area option is necessary and specifies at which level the clustering is done, it indicates at which level the η c is obtained. The only constraint is that the variable must be numeric and should match across datasets, although it is recommended it follows a hierarchical structure similar to the one proposed by Zhao (2006) .
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• varest(): The varest option allows the user to select between H3 or ELL methods for obtaining the variance of the decomposed first stage residuals. The selection has repercussions on the options available afterwards. For example, if the user selects H3, parameters must be obtained via bootstrapping.
• eta(): The eta option allows users to specify how they would like to draw η c for the different clusters in the second stage of the analysis. The available options are normal and non-normal. If non-normal is chosen empirical Bayes is not available to users.
• epsilon(): The epsilon option allows users to specify how they would like to draw ε ch for the different observations in the second stage of the analysis. The available options are normal and nonnormal. If non-normal is chosen empirical Bayes is not available to users.
• uniqid(): The uniqid option specifies the numeric variable that indicates the unique identifiers in the source and target datasets. This is necessary to ensure replicability of the analysis.
• vce(): The vce option allows users to replicate the variance covariance matrix from the OLS in the PovMap 2.5 software. The default option is the variance covariance matrix from the PovMap software (ell), the user may specify robust or clustered variance covariance matrix to replicate the results from the regress command.
34
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In the case this were done for a specific country, AA stands for the highest aggregation level, MM stands for the second highest aggregation level, and EEE, stands for the lowest aggregation level. 34 The variance covariance matrix presented by the PovMap software is not standard in the literature. The variance covariance matrix presented by the PovMap software is equal to σ 2 (X W X)
where σ 2 is an estimate of Var(w ch u ch ). It is easy to see that the weights are included twice in the variance covariance estimator, which makes it non-standard.
• psu(): The psu option indicates the numeric variable in the source data for the level at which bootstrapped samples are to be obtained. This option is required for the cases when obtaining bootstrapped parameters is necessary. If not specified, the level defaults to the cluster level, that is the level specified in the area option.
• matin(): The matin option indicates the path and filename of the Mata format target dataset. The dataset is created from the sae data import command; it is necessary for the second stage.
• pwcensus(): The pwcensus option indicates the variable which corresponds to the expansion factors to be used in the target dataset, it must always be specified for the second stage. The user must have added the variable to the imported data (sae data import) i.e. the target data.
• rep(): The rep option is necessary for the second stage, and indicates the number of Monte-Carlo simulations to be done in the second stage of the procedure.
• seed(): The seed option is necessary for the second stage of the analysis and ensures replicability. Users should be aware that Stata's default pseudo-random number generator in Stata 14 is different than that of previous versions.
• bootstrap: The bootstrap option indicates that the parameters used for the second stage of the analysis are to be obtained via bootstrap methods. If this option is not specified the default method is parametric drawing of the parameters.
• ebest: The ebest option indicates that empirical Bayes methods are to be used for the second stage. If this option is used, it is necessary that eta(normal), epsilon(normal), and bootsrap options be used.
• colprocess(): The colprocess option is related to the processing of the second stage. Because of the potential large size of the target data set the default is one column at a time, this however may be increased with potential gains in speed.
• lny: The lny option indicates that the dependent variable in the welfare model is in log form. This is relevant for the second stage of the analysis in order to get appropriate simulated values.
• addvars(): The addvars option allows users to add variables to the dataset created from the simulations. These variables must have been included into the target dataset created with the sae data import command.
• ydump(): The ydump option is necessary for the second stage of the analysis. The user must provide path and filename for a Mata format dataset to be created with the simulated dependent variables.
• plinevar(): The plinevar option allows users to indicate a variable in the target data set which is to be used as the threshold for the Foster Greer Thorbeck indexes (Foster, Greer, and Thorbeck 1984) to be predicted from the second stage simulations. The user must have added the variable in the sae data import command when preparing the target dataset. Only one variable may be specified.
• plines(): The plines option allows users to explicitly indicate the threshold to be used, this option is preferred when the threshold is constant across all observations. Additionally, it is possible to specify multiple lines, separated by a space.
• indicators(): The indicators option is used to request the indicators to be estimated from the simulated vectors of welfare. The list of possible indicators is:
-The set of Foster Greer Thorbeck indexes (Foster, Greer, and Thorbeck 1984) F GT 0 , F GT 1 , and F GT 2 ; also known as poverty headcount, poverty gap, and poverty severity respectively.
-The set of inequality indexes: Gini, and Generalized Entropy Index with α = 0, 1, 2 -Set of Atkinson indexes
• aggids(): The aggids option indicates the different aggregation levels for which the indicators are to be obtained, values placed here tell the command how many digits to the left to move to get the indicators at that level. Using the same hierarchical id specified in the area option, AAMMEEE, if the user specifies 0, 3, 5, and 7, it would lead to aggregates at each of the levels E, M, A and the national level.
• results(): The results option specifies the path and filename for users to save as a txt file the results the analysis specified in the indicators option.
• allmata: The allmata option skips use of the plugin and does all poverty calculations in Mata.
Running the Second Stage (Simulation)
The second stage of the command takes considerably longer to run, depending on the size of the target dataset and the number of simulations requested. 
Exporting the Simulated Vectors into Stata
This subroutine is useful for bringing the simulated vectors into Stata. It provides the user the ability to further manipulate these vectors. Due to the unique structure of the Mata data, this command will only work with data created in the simulation stage. The command's structure is: sae data export, matasource(string) [numfiles(integer 1) prefix(string) saveold datasave(string)]
• matasource(): The matasource option allows users to specify the source ydump file created by the sae simulate routine . Because the size of the file can be quite large, it is advisable to use this with the numfiles option.
• numfiles(): The numfiles option is to be used in conjunction with the ydumpdta option; it specifies the number of datasets to be created from the simulations.
• prefix(): The prefix option may be used to give a prefix to the simulated vectors.
• saveold: The saveold option can be specified in conjunction with the ydumpdta option, and makes the files readable by older versions of Stata.
• datasave(): The datasave option allows users to specify a path where to save the exported data, this is recommended when using the numfiles option.
Processing the Simulated Vectors
A set of commands that facilitate the processing of the outputs from the simulation are provided. This subroutine is useful for post-estimation calculations based on the output of Mata data created in the simulation stage (6.3). It provides the user the ability to further calculate poverty and inequality indicators.
Those indicators may be based on new aggregated levels, new poverty lines, or different weights that were not implemented in the simulation stage. In the case of new weights, it is necessary for the user to have included these new weights in the addvars option.
Process Indicators
This sub-routine allows for processing the simulated vectors to obtain poverty and inequality indicators.
The command's structure is:
sae proc indicator, matasource(string) aggids(numlist sort) [INDicators(string) plinevar (string) plines(numlist sort) area(string) weight(string)]
• matasource(): The matasource option allows users to specify the source ydump file created by the sae simulate routine. Because the size of the file can be quite large, it is advisable to use this with the numfiles option.
-The set of inequality indexes: Gini, and Generalized Entropy Index with α = 0, 1, 2
-Set of Atkinson indexes
• area(): The area option is necessary and specifies at which level the clustering is done, it indicates at which level the η c is obtained. The only constraint is that the variable must be numeric and should match across datasets, although it is recommended it follows a hierarchical structure similar to the one proposed by Zhao (2006) . Note that in this step, the default is to use the defined areas from the simulation step. In this option the user is given the opportunity to change this grouping.
• weight(): The weight option indicates the new variable which corresponds to the expansion factors to be used in the target/ydump dataset. The default option is to use the weight variable saved in the ydump file, if a variable is specified here all results will be obtained with this new weighing. The user must have added the variable to the target data imported (sae data import).
Profiling
This sub-routine aids researchers in creating a profile from group classifications that are the outcome from the simulated census vectors. For example in the context of poverty it allows researchers to break down characteristics of the poor and non poor. In the context of anthropometric Z-scores it would allow researchers to obtain characteristics for the individuals who fall below the indicator's threshold. The command syntax is as follows:
sae process stats, matasource(string) aggids(numlist sort) [contvar(string) catvar(string) plinevar(string) plines(numlist sort) area(string) weight(string)]
• contvar(): The contvar option indicates the continuous variables for which the user wants to estimate the mean/distribution based on poor and non-poor groups defined from the defined poverty lines in either plines or plinevar. Those statistics will be aggregated at the aggregation levels indicated in the aggids option. The user must have added the variable in the sae data import command when preparing the target dataset.
• catvar(): The catvar option indicates the categorical variables for which the user wants to estimate the two-way frequencies/distributions based on poor and non-poor groups defined from the defined poverty lines in either plines or plinevar. Those statistics will be aggregated at the aggregation levels indicated in the aggids option. The user must have added the variable in the sae data import command when preparing the target dataset.
All other options resemble those detailed for other subroutines.
Conclusions
As we approach the 2020 round of the population census, governments and their respective national systems of statistics have renewed their international commitments towards the Sustainable Development Goals (SDGs). The SDGs will need to be operationalized at a sub-national level or reported for specific subgroups of the population. Moreover, the expansion of the availability and use of administrative, geospatial and Big Data sources for evidence based policy making is on the rise, creating a number of important opportunities for potentially better and more up-to-date measures of social well-being. Against this backdrop, to ensure the much needed quality and rigor of the analysis produced, the advancement and availability of statistically valid methods with proper inference such as small area estimates are required.
Direct estimates of poverty and inequality from household surveys are only reliable up to a certain regional level. When estimates are needed at lower, more disaggregated levels, the reliability of these is questionable.
Under a set of specific assumptions, data from outside sources along with household survey data may be combined in order to provide policy makers with a more complete picture of poverty and inequality along with the spatial heterogeneity of these indicators.
In this paper we introduce a new family of Stata functions, sae, which were designed in a modular and flexible way to manage the data, estimate models, conduct simulations, and compute indicators of interest. The estimation functions have been bench-marked against the World Bank's PovMap software for full validation.
We hope that the flexibility of this new family of functions will encourage producers of SAE to document and report in a more systematic manner the robustness of their results to alternative methodological choices made, improving the replicability and increasing the transparency of this estimation process. Its modular nature creates a platform for the introduction of new estimation techniques, such as count and binary models.
Additionally, the modular nature encourages collaboration from the broader Stata community.
