Introduction
Evaluating photovoltaic (PV) cells, modules, and arrays, and systems performance relies on the accurate measurement of the available solar radiation resources for conversion. Pyrheliometers (Figure 1 .1) measure the shortwave (0.3 micrometer to 2.5 micrometer wavelength) solar radiation direct-beam radiation within a 5° field of view around the solar disk. Pyranometers (Figure 1 .2) measure the total shortwave solar radiation, also called global or hemispherical solar radiation, in a hemispherical (2π steradian) field of view. Pyranometer measurements are used to characterize performance of flat-plate PV technologies, and pyrheliometer measurements are important for concentrating solar collector technologies. global-hemispherical radiation.
The ratio between the pyranometer output signal (measured in microvolts) and the intensity of the solar power flux (measured in watts per square meter) is known as the calibration factor. NREL's Measurements and Instrumentation Team developed Broadband Outdoor Radiometer Calibration (BORCAL) procedures to characterize and calibrate pyrheliometers and pyranometers. These procedures refined and improved our Radiometric Calibration (RADCAL) techniques (described in Myers, 1988; Myers et al., 1989; Myers, 1989; and Myers and Stoffel, 1990 (Dutton et al., 2000; Stoffel et al., 1999; Reda and Myers, 1999; Wilcox and Stoffel, 1998) . Section 2 below addresses the identification, characterization, and corrections for thermal offsets and non-uniform geometrical cosine response for all-black pyranometers.
Commercially available pulsing or flashing solar simulators are used in the PV industry to evaluate the performance of modules in the production environment. NREL uses several such sources to produce initial or as-received PV device performance data, and to monitor module performance over time. These sources can also be used for various research purposes, such as determining temperature or irradiance coefficients of various parameters (e.g., open-circuit voltage, short-circuit current [Kroposki et al., 1996] ). As many different PV materials and technologies are tested, it is important to know the spectral distribution of these sources, both for spectral mismatch calculations and for establishing corrections for deviation from the American Society for Testing and Materials (ASTM) reference global spectrum (ASTM 1997a) . Section 3 describes how we have recently (during 1999 and 2000) developed methods to measure these spectral distributions, and discusses some recent results.
The Measurements and Instrumentation Team maintains and operates the Solar Radiation
Research Laboratory (SRRL) as a monitoring, calibration, and research facility to provide short-and long-term solar radiation data to meet the needs of researchers in the NREL PV and other DOE renewable energy programs. Section 4 describes upgrades to the SRRL complement of instrumentation and Internet access to data accomplished in the 1999-2000 timeframe.
Revising Broadband Outdoor Radiometer Calibrations (BORCAL)

The BORCAL Process
The World Meteorological Organization (WMO) World Radiometric Reference (WRR) is the basis for NREL's BORCAL procedures for calibrating pyrheliometers and pyranometers. The WRR is maintained as the world reference for measuring the directbeam solar irradiance using absolute-cavity pyrheliometers (Kendall and Berhdahl, 1970; Willson, 1973; WMO, 1983; Reda, 1996; Wilcox et al., 1999) .
Transfer of a WRR traceable calibration to pyrheliometers used in the field is done by direct comparison of an absolute-cavity pyrheliometer and the pyrheliometer under test (ASTM 1997c; Zerlaut, 1986; Zerlaut, 1989) . Transfer of a WRR traceable calibration to field pyranometers can be done using an absolute-cavity pyrheliometer and a shade/unshade procedure for the test pyranometers summarized below (ASTM 1997d; Reda and Myers, 1999) . Alternatively, a reference irradiance from an absolute-cavity pyrheliometer direct-beam measurement and a diffuse-sky radiation measurement can be computed (Myers and Stoffel, 1990) . This latter technique is the "component summation" method. The diffuse-sky radiation must be measured with a pyranometer under a suntracking shading disk that blocks the same solid angle as the field of view of the cavity pyrheliometer. In the shade/unshade protocol, the responsivity, Rs, is the ratio of the pyranometer signal (microvolts) to the input signal (watts per square meter, W/m²) due to the vertical component of the direct beam, I dn . The vertical component of the direct-beam irradiance is I dn multiplied by the cosine of the zenith angle (the angle between the zenith point and the sun). By shading the pyranometer with a disk subtending the 5° degree solid angle as the field of view of a cavity pyrheliometer, the vertical component of the direct beam is removed, thus producing a signal Vs. The unshaded signal is Vu, and the responsivity is computed as: To calibrate many field radiometers simultaneously, it is convenient to implement the "component summation" technique shown in Figure 2 .2. For this technique, a pyranometer for measuring the diffuse-sky irradiance uses a tracking shading disk, as shown in Figure 2 .4. The pyranometer(s) used under the tracking shading disk must first be calibrated using the shade/unshade technique.
The first improvement implemented in the NREL BORCAL procedures was to characterize the responsivity of the pyranometer used to measure the diffuse-sky radiation as the mean of the responsivities in three azimuthal directions (0°, 120°, and 240°) with respect to south = 0°. A detailed uncertainty analysis of this refined approach results in a total uncertainty of 2.5% in the calibration factor for measuring total diffuse-sky irradiance (I df ) for an all-black Eppley Precision Spectral Pyranometer (PSP) under clear-sky conditions. However, there have been issues identified with the site-dependent thermal offsets in all-black thermopile pyranometer measurements (Gulbrandsen. 1978; Dutton et al., 2000) . Therefore, the uncertainty in the reference diffuse-sky radiation is actually ±2.5% + W off , where W off is a thermal offset in watts per square meter. W off for the NREL site has been characterized to be about 20 W/m².
The reference global irradiance is computed from an absolute-cavity pyrheliometer measurement of the direct-beam radiation, I dn , multiplied by the cosine of the zenith angle, plus the diffuse-sky radiation, I df . Each individual pyranometer signal, Vu, is then divided by the reference irradiance to produce the individual pyranometer responsivity:
NREL has previously published a detailed uncertainty analysis for the calibration of thermopile pyranometers and pyrheliometers (Myers, 1988) . The uncertainties derived for pyrheliometer and pyranometer calibrations derived in that report were 2.0% for pyrheliometers and 2.8% for pyranometers. These uncertainties were associated with the determination of a single responsivity number for use under all zenith angles and sky conditions, for an "average" radiometer with cosine, azimuthal, and thermal bias-error sources of 1.0% each and random error sources of 0.5% each, respectively.
Recent research within the DOE ARM program, NASA EOS Validation Program, WMO BSRN project, and NOAA SRRB projects has revealed several sources of uncertainty, particularly the thermal offset bias errors in both calibration techniques that were not accounted for in the previous analysis.
The NREL broadband shortwave pyranometer calibration process is implemented in a suite of hardware and software we call Radiometer Calibration and Characterization, or RCC. We have incorporated revisions to the RCC software and hardware to address the issues of thermal offsets in all-black pyranometer detectors and non-uniform geometrical (azimuthal and cosine) responses. These revisions should improve the BORCAL process, including the computation of uncertainties.
Radiometer Calibration and Characterization (RCC)
RCC software and hardware were developed to efficiently manage the calibration, on an annual basis, of hundreds of pyranometers used in DOE PV research and development and climate research programs. RCC produces calibration results (instrument responsivities) and includes database management tools for maintaining an historical database of instrument responsivities. The rest of this section will deal only with the technical improvements in determining pyranometer responsivities.
The RCC software requires a rigorous configuration and setup session for installing and checking the operation of all equipment and sensors, including the reference cavity radiometer and diffuse measuring pyranometers. In addition to the reference (direct and diffuse) and test (pyranometer, pyrheliometer) sensors, RCC requires a set of "control" instruments that are included in every calibration to monitor the process stability. Also required are silicon photodiode global and direct-beam irradiance measurements for determining irradiance stability. The atmospheric stability radiometer (ASR) units are sampled 60 times a minute, and instability is reported by flagging the data and alerting the operator. In addition, meteorological data for temperature and relative humidity are recorded, from which atmospheric broadband turbidity is estimated using algorithms derived at NREL Myers and Maxwell, 1992) . Various conditions set alarms and flag suspect data. These include: 
REF Alarm:
A mismatch is detected between multiple reference instruments (a difference of 1% between multiple cavity radiometers, or 6% between two diffuse pyranometers).
TST Alarm: A difference of more than 0.5% has occurred between adjacent responsivities for a single instrument.
STD Alarm: A mismatch of more than 6% exists between the irradiance reported by the reference instruments and a standard control instrument (pyranometer and pyrheliometer included in every calibration event as control units).
MET Alarm: Adjacent (i.e., between the sample period set for collecting data, usually 30 seconds, but can be varied by the user) readings of meteorological instruments differ by more than 3° C for temperature, or 7% in Relative Humidity.
Diffuse Irradiance and Thermal Offsets
Thermopile-based pyranometers rely on the temperature difference between junctions of dissimilar metals in contact with a surface that absorbs solar radiation ("hot" junctions) and reference, or "cold" junctions, which do not receive any solar radiation. There are two widely available types of thermopile-based pyranometers for measuring diffuse-sky radiation under a tracking shading disk. The first has the "hot" junctions in contact with a black absorbing receiver, with "cold" or reference junctions inside the radiometer, and not exposed to the radiant energy. In Figure 2 .5, the top unit, an Eppley Laboratory Model PSP is an example of these "all-black" sensor pyranometers. The second type of thermopile has the "hot" junctions again in contact with a black absorbing surface, but the reference "cold" junctions are under a white, reflective surface that absorbs very little shortwave solar radiation. The bottom instrument in Figure 2 .5 is an example of the latter, an Eppley Laboratory Model 8-48 "black-and-white" unit.
Pyranometers with all-black receivers are rarely in thermal equilibrium when deployed outdoors. Thermal infrared (IR) energy is exchanged between the absorbing sensor, dome, and sky. A different regime of IR exchanges takes place between the cold junctions, the body of the instrument, and the atmosphere (Dutton et al., 2000; Gulbrandsen, 1978) . These exchanges result in a net negative thermal offset in the thermopile voltage signal. These offsets are seen in nighttime data, which are always negative and from 5 to 25 W/m² in magnitude. Black-and-white pyranometers have a much smaller thermal offset, because both the hot and cold junctions see the same dome and sky thermal radiation. Figure 7 shows an example of clear-sky diffuse irradiance measured with an all-black (PSP) detector (lower line) and a black-and-white detector (upper line) at NREL. The 20 W/m² difference between the two instruments is due to the thermal offset in the shaded all-black instrument. This difference is approximately constant for clear-sky conditions throughout the year, and it is the value of W off used for all-black pyranometers in the following section on uncertainty. The W off for the black-and-white units is about 2 W/m², based on nighttime data and experiments with capping the radiometers in bright sunlight.
RCC Reporting
RCC reports include a great deal of information to help the Measurements and Characterization Team and the user evaluate the quality of the BORCAL process and interpret the results of the calibrations. In addition to the individual calibration results, discussed below, RCC generates a time-series plot of the direct-normal irradiance measured by the cavity pyrheliometer and the diffuse-sky irradiance, as well as the computed reference global irradiance. See Figure 2 .7. Also shown in the bottom panel of Figure 2 .7 is the ratio of the diffuse-sky irradiance to the computed reference global irradiance. This ratio indicates the relative contribution of the diffuse irradiance (and errors in its measurement) to the total reference irradiance.
Another set of time-series plots of use in interpreting the calibration results are plots of the estimated atmospheric turbidity, mentioned in Section 2.2, and the relative humidity and ambient temperature. Figure 2 .8 is an example of the plots for these parameters in the top, middle, and bottom panels, respectively. RCC records all of the information needed to report how each pyranometer responds with respect to the zenith angle, or incidence angle. A perfect pyranometer, with a "lambertian" receiving surface, would show no variation, or constant responsivity as a function of zenith angle. Figure 2 .7 shows a plot of the variation in responsivity with zenith angle for an Eplab PSP, also known as the "cosine response". Note that each instrument has its own distinctive individual cosine response; there is not a "typical" cosine response curve for various makes and models of pyranometers.
Figure 2.9. Pyranometer cosine response curve generated by RCC. Morning data is "top" leg, afternoon data the "bottom" leg. Horizontal bars are mean responsivity in zenith angle ranges spanned by the bars.
RCC computes the mean response with each of ten zenith angle bins, each 9° wide, from 0° to 90° and reports the results, as shown in Table 2.1. The mean responsivity in each Z-bin is plotted as a horizontal bar, as shown in Figure 2 .9. The 45-55 and cosine weighted composite responsivities are plotted as horizontal lines spanning the total zenith angle range.
The 45-55 bin represents an average responsivity for homogenous, isotropic sky conditions. The "composite" result is computed as the average of all responsivities weighted by the cosine of Z. Typically, data can be collected using one or the other of these latter responsivities; however, the most accurate determination of the total global irradiance is accomplished by using the responsivity as a function of zenith (incidence) angle of the direct beam. See Section 2.6 for more details.
RCC Uncertainty
As a result of implementing a more accurate computation of solar zenith angles and measurement of diffuse-sky irradiance, our estimates of uncertainty based on earlier BORCAL procedures and instrumentation must be revised. The "base uncertainty" of 1.3% used previously for the reference irradiance calculation for pyranometers is now reduced by a factor of about 2. A detailed uncertainty analysis and new prescription for computing the uncertainty for subsequent BORCAL events are described below. The new methods will be incorporated into subsequent RCC versions.
Data Acquisition
RCC uses hardware comprising a Fluke Helios Plus 2287A data logger, with a highperformance Analog-to-Digital (A /D) converter, and Isothermal voltage input cards. The one year accuracy specification for this configuration on the DC voltage range used (± 64 mV) is 0.03% of reading + 9 microvolts (µV) (Fluke, 1990) . NREL tests the "zero" input voltage level, measured by putting a high-quality short circuit between the high and low terminals, and the 9 µV offset is typical. For a nominal 10 mV (=10,000 µV) thermopile pyranometer signal, this amounts to 9+3= 12 µV/ 10000 µV or 0.12% for data logger contributions to measurement uncertainty.
Transfer of World Radiometric Reference (WRR)
The WRR is transferred with an uncertainty of 0.3% from the World Standard Group (WSG) of absolute cavity radiometers to an NREL reference group of cavity radiometers (Technical Measurements Incorporated [TMI] 68018, AHF 29220, and AHF 30713) at the World Radiation Center (WRC) at Davos, Switzerland, every five years (beginning in 1980). NREL has documented the transfer process in Reda (1996) . NREL transfers the WRR to working reference cavity radiometers during "NREL Pyrheliometer Comparisons" . Root-sum-squaring the 0.3% uncertainty in WRR from the reference cavity and 0.2% random variation in the transfer of WRR to the working reference AHF 31104 result in the overall uncertainty in the direct-beam irradiance of 0.35%. The correction factor to reduce AHF 31104 measured irradiance to WWR is 1.0002 ±0.35%.
Zenith-Angle Computation
Additional uncertainty in the reference irradiance for pyranometers is due to computing the solar zenith angle, Cos(Z). This computation depends on knowledge of the latitude, longitude, local standard time, solar equation of time (difference between True Solar Time and Local Standard Time), and solar declination (the angle between the center of the solar disk and the projection of the Earth's equator on the sky dome) (Iqbal, 1983) . NREL determined the location of our BORCAL calibration platform to within 0.0001°, or ±30 feet, using Global Positioning System (GPS) measurements. The GPS measurements agree to within the 0.0001° GPS accuracy with our previous position information. RCC software resets the local standard time, again using GPS timecodes, to within ±1 second. The current version of RCC uses the algorithm of Michalsky (Michalsky 1998a; 1998b) , accurate to within 0.01° in Z. For Z less than 75°, the uncertainty in Cos(Z) is less than 0.06%. For Z greater than 75°, an atmospheric refraction correction is applied (Zimmerman, 1981) to compute an effective zenith angle to an accuracy of 0.02°. The resulting 0.03° uncertainty in Z= 85° produces a 0.6% uncertainty in Cos(Z), growing to 3% at Z= 89°.
Reference Diffuse-Sky Irradiance
NREL characterizes the responsivity of the pyranometer used to measure the diffuse-sky radiation as the mean of the responsivities at Z=45° in three azimuth directions (0°, 120°, and 240°) with respect to south = 0°. A detailed uncertainty analysis of this refined approach results in a total uncertainty of 2.5% of reading in the calibration factor for measuring total diffuse-sky irradiance (I df ) for pyranometers under clear-sky conditions. Site-dependent thermal offsets in all-black thermopile pyranometer measurements have been identified by Gulbrandsen (1978) and Dutton et al. (2000) . The uncertainty in the reference diffuse is actually ± 2.5% of reading + W off , where W off is a thermal offset in watts per square meter. W off for PSPs at the NREL site has been characterized to be about -20 W/m². The thermal offset in a black-and-white (model 8-48) pyranometer is no more than -2 W/m², but the uncertainty in determining the responsivity at 45° is still on the order of 2.5% of reading.
Total Uncertainty Calculation
Summing the uncertainty from the data logger (0.12%), WRR and transfer of WRR (0.35%), and cosine of the zenith angle (0.06% for z< 75°) uncertainty in the computation of the vertical component of the direct beam is 0.53%. For a typical clear-sky diffuse irradiance of 100 W/m², measured with an all-black detector pyranometer, the uncertainty in the diffuse component of the reference irradiance is ± 2.5% of reading + 20 W/m², or ±2.5 W/m² + 20 W/m² = 22.5 W/m². Using the black-and-white pyranometer, the uncertainty in the diffuse is ±2.5% of reading + 2 W/m² = 2.5 W + 2 W/m² = 4.5 W/m², or 0.50% of the reference irradiance. Using a pyranometer with an all-black detector to measure diffuse, assuming a clear-sky global irradiance of 900 W/m², with a diffuse component of 100 W/m², the 22.5 W/m² diffuse uncertainty is 22.5/900 = 2.5%. Combining the diffuse uncertainty with the 0.53% direct-beam uncertainty by root-sum-squaring, the total "base" uncertainty in the determination of a single responsivity measurement using an all-black detector for the diffuse-sky irradiance, for Z < 70°, before adding in variability in each instrument is:
Using a pyranometer with a black-and-white sensor for the diffuse-sky irradiance, the uncertainty in the diffuse (as a percentage of the total reference irradiance) is 0.50%, and the "base" total uncertainty in each individual responsivity for Z< 70° is reduced to:
Because the uncertainty, U i , for each individual responsivity, Rs, is a function of the zenith angle and the magnitude of the diffuse irradiance, RCC computes the uncertainty for each individual Rs using:
After each of the ten zenith-angle bins is completed, the mean responsivity, R s. for the ten (9° wide) zenith-angle bins is computed. The total uncertainty for the mean responsivity, U Rs , in each bin is the root-sum-square of the mean of the U i , and one-half of the range (maximum -minimum), R, as a percentage of the mean R s for the bin. The range term reflects the fact that for the same zenith-angle bins, morning and afternoon responsivities may not overlap, as shown in Figure 2 .9.
For computing the uncertainty in the determination of the responsivities of pyrheliometers, the sum of data-logger and absolute-cavity radiometer uncertainty is 0.47% (no zenith-angle term). After the mean responsivity, R s , and the range, R, (maximum -minimum) as a percentage of the mean are computed, the uncertainty in Rs, U Rs is computed as
Results and Impact of RCC/BORCAL Revisions
The above-described improvements in RCC/BORCAL operations and procedures have the following specific impacts:
( (2) Absolute uncertainty in responsivities of pyranometers and pyrheliometers has been reduced by about 15%.
(3) Absolute accuracy of total global pyranometer measurements has been improved by removing a negative bias (due to thermal offsets in all-black pyranometers measuring the diffuse-sky irradiance) of about 20 W/m² in the calibration reference irradiance during calibrations at NREL/SRRL.
(4) Total global pyranometer measurements made using previous versions of BORCAL/RCC, or any component summation technique method using an all-black pyranometer for diffuse-sky measurements, have an inherent negative bias (about 20 W/m² at NREL) built into the derived responsivity, and hence, in the measured data.
(5) All-black pyranometers (which do not have a compensating thermopile ) calibrated as described in (3) above, and used to measure diffuse-sky radiation, will still have inherent thermal offsets on the order of 20 W/m² that must be accounted (corrected) for.
Regarding (5) above, the all-black detector pyranometers that do not have a compensating thermopile (Eplab Precision Spectral Pyranometer) need to have the thermal offset added back in to get correct diffuse-sky radiation. This is because the thermal offsets result from the shading configuration. Even though the radiometer was calibrated against a reference irradiance with no thermal offset, the thermal offset still occurs in the measurement configuration.
Applying Responsivity as a Function of Zenith Angle
Whether calibrated with all-black or black-and-white pyranometers for the reference irradiance diffuse during RCC/BORCAL, the most accurate determination of the total global irradiance is accomplished by using the responsivity as a function of zenith (incidence) angle of the direct beam. Most of these corrections for zenith angles less than 
15
70° are less than 3% of reading; and they increase to about 15% of reading at lower zenith angles.
Figure 3.1 shows that applying zenith-angle corrections for a specific pyranometer reduces the difference between the most accurate measurement of the global irradiance from 40 W/m² to less than 15 W/m² (a 37% reduction in the error). The more accurate irradiance is computed using a pyrheliometer to measure the direct beam and a black-andwhite pyranometer under a tracking shading disk. To correct the measured global pyranometer data, it was multiplied by the ratio of the single calibration factor used to collect the data, to the calibration factor derived from the appropriate zenith-angle responsivity bin.
Because irradiance levels under cloudy skies are usually much lower than the irradiances under cloudy conditions, applying the zenith-angle corrections results in much smaller changes in terms of W/m² than for clear skies. Therefore, the zenith-angle corrections can be applied uniformly, no matter what the sky conditions. Reducing absolute error in measured pyranometer global irradiance (GLO PSP) using zenith-angle corrections. Top black curve is measured global irradiance using single (45-55 bin) responsivity. The next curve down (thick black line, Gcor(Z)) is the measured global irradiance after correcting the measured data with responsivity for the appropriate zenith-angle bin. The third line down (thin gray line, B&W+DN GLO) is the global irradiance computed from a pyrheliometer and black-and-white shaded pyranometer. Thick gray line (fourth from top) is the pyrheliometer data (DIR (NIP)), and the gray line at the bottom is the shaded black-and-white pyranometer diffuse (SD 848). (June 19, 2000) . We applied the zenith-angle bin responsivities to the measured global irradiance data, as in Figure 3 .1. The mean difference between measured and computed global irradiance is 8 W/m². After applying zenith-angle bin responsivities, the mean difference is 6 W/m². Differences between corrected and uncorrected data are only barely discernable in the clear-sky portion of the data before 9 A.M. During the rest of the day, where global irradiances are less than 500 W/m², the corrections result in relatively small (1 to 5 W/m²) differences between the measured and corrected data. Indeed, both the measured and corrected global irradiance is usually within 10 W/m² of the irradiance computed from the direct-beam and shaded black-and-white pyranometer. 
Spectral Distribution of Pulsed Solar Simulators
Pulsed or "flash" solar simulators, as shown in Figure 4 .1, are commercially available and are widely used in photovoltaic production lines to produce "standard reporting conditions" reports on production modules. Xenon-arc lamps are used to produce a pulse of light with a duration of 1 millisecond (ms) to several tens of ms. The lamps and associated optical filters and electronic systems are designed to produce a pulse with the intensity and spectral distribution of natural solar radiation specified in the ASTM standards for so-called "reference" spectra. There are two ASTM reference spectra, one for total global-hemispherical solar radiation on a 37° south-facing tilted surface (ASTM E-891) and one for direct-normal radiation solar radiation (ASTM E-892). Most of the solar simulators on the market attempt to match the globalhemispherical spectrum. Figure 4 .3 plots the two reference spectra magnitude in watts per square meter per micrometer of passband from 0.3 micrometers (µm) or 300 nanometers (nm) to 4.3 µm or 4300 nm. ASTM standard practice E-927 (ASTM 1994) describes a rating system for evaluating the classification of solar simulators with respect to the degree the lamp spectrum matches the reference spectrum. A measurement of the spectral distribution of the flash simulators is necessary to determine the quantitative difference between the simulator spectral distribution and either the reference spectrum (resulting in a classification of the quality of the simulator) or natural solar spectral distributions obtained during outdoor testing. For reasonable comparisons between PV technologies of widely varying spectral response regimes, a method of computing the spectral mismatch correction factors is prescribed in ASTM E-973M (ASTM 1998) that requires measured spectral data as well.
The Measurements and Instrumentation Team has developed several approaches to measure the spectral distribution of our pulsed solar simulators. The methods are described below, as well as our estimates of uncertainty and results on monitoring the temporal changes in spectral distributions over many months.
Pulse Analysis Spectrometer System (PASS)
The most powerful and accurate system developed by the Measurements and Instrumentation Team is the Pulse Analysis Spectroradiometer System (PASS). The PASS system consists of an Optronic Laboratories OL-746 scanning grating monochromator with silicon, germanium, and lead sulfide detectors, integrating-sphere input optics, an external pulse generator for triggering data collection, a digital oscilloscope for capturing the entire light pulse (at the single wavelength set on the monochromator) as a function of time, and a computer program to control, calibrate, acquire measurement data, and apply the calibration functions to produce the spectral irradiance data and save it in a digital file. The equipment is shown in Figure 4 .4. Figure 4 .4. The PASS system equipment being set up to measure the spectral distribution of a pulse solar simulator. Left to right: control computer, monochromator interface, amplifiers, pulse generator, digital oscilloscope (box), and monochromator (circle).
The PASS is capable of sampling the lamp pulse at any location within the period of the pulse (i.e., at any amplitude within the pulse) or over any short period within the pulse. The monochromator (circle) is placed inside the simulator under the lamp with the integrating-sphere aperture near the test plane, and the simulator is set to run continuously. The lamp flash triggers the control electronics (box) to digitize the pulse. The computer then imports the digitized pulse and integrates the curve between boundaries set by the user. A calibration file based on a chopped signal from a 1000-watt standard of spectral irradiance lamp, traceable to the National Institute of Standards and Technology (NIST) is used to compute the irradiance at the wavelength setting. The monochromator is then automatically advanced to the next wavelength and the process repeated. A minimum of one flash may be used per spectral data point. The computer program can be used to set a multiple number of flashes to average at each wavelength. A complete spectral measurement requires about 2 hours, because detectors and gratings must be changed manually for each wavelength regime. The spectral passband of the pass is 5 nm from 280 to 1100 nm, and 10 nm from 1100 to 2400 nm, with data taken at 5-nm resolution. 
Optronic Laboratories (OL) Pulse Energy Measurements
A commercial scanning spectroradiometer, the Optronic Laboratories model OL750, is available with pulse-integration capabilities. At each wavelength, an external pulse from the light source triggers the instrument. Integrating pulse circuitry then measures the amount of charge developed by the detector during the flash. In a calibrated instrument, this charge is proportional to the pulse energy (J/m 2 /nm) at each measured wavelength. This technique can be used with Si, PMT, Ge, or InGaAs detectors, so it can cover the wavelength range from 300 nm in the ultraviolet (UV) through 4300 nm in the nearinfrared (NIR). Figure 4 .5 shows the OL 750 integrating sphere, monochromator, and detector assembly in preparation for a measurement. The passband of the OL750 is about 5 nm, with data reported at 5-nm intervals.
This system also acquires one spectral data point at each wavelength. The monochromator is set (by computer control) to a wavelength, and the lamp flash triggers the monochromator to begin integrating the pulse.
This system is also calibrated against a NIST spectral irradiance standard. However, because the system integrates the total energy within a pulse, rather than the spectral irradiance (power) at each wavelength, we compute a ratio of the pulse energy data to the PASS spectral irradiance data. This ratio file can then be applied to the pulse energy data to compute the spectral irradiance.
This system is useful for monitoring the relative spectral changes over time. A complete measurement takes about 20 minutes, compared with about two hours for the PASS system.
Analytical Spectral Devices (ASD) Diode Array Spectrometer
The Measurements and Instrumentation Team has recently obtained an Analytical Spectral Devices (ASD) diode array and fast-scanning spectrometer, shown in Figure 4 .6, which is very compact and portable. The ASD acquires a spectrum from 350 to 2400 nm in 200 ms. This acquisition time is long in comparison with the pulse simulator pulses we are interested in measuring. We collect a large number (100 to 200) of spectra with the simulator running "open loop" over about 5-10 minutes. Spectra are collected with random start and stop times, within the pulses. By computing the average of the collected spectra, the random variations in pulse samples are reduced. By measuring the simulator with the same configuration and with the same sample size in every instance, we monitor relative changes in the spectral distribution over time. The ASD produces data at 1-nm intervals with a spectral passband of about 5 nm. As with the OL-750 pulse measurement system, we compare the ASD mean spectra with PASS measurements and determine a correction factor to convert the averaged data into what the PASS would produce in terms of absolute spectral irradiance.
Spectral Drift of the Spire 240A Pulsed Solar Simulator
From April 1999 to August 2000, the Measurements and Instrumentation Team measured the spectral distribution of the NREL Spire 240A solar simulator (shown in Figure 4 .11) located at the NREL Outdoor Test Facility. Our goals were to (1) provide relevant spectral distributions to the NREL Measurements and Characterization Team that uses the simulator to establish PV module performance baselines before installation outdoors, and to periodically re-measure deployed modules to establish degradation rates. The expected total uncertainty in our measurements is 5% between 400 and 900 nm, and 8% from 900 to 2400 nm. The repeatability of our calibrations and measurements of the spectral standards as unknowns is about 1.0% and 2.0% in the spectral regions mentioned above.
Spectral distributions of the Spire 240A were measured on April 26, 1999, using the PASS, ASD, and OL-750 measurement systems. The PASS system measured the absolute spectral distribution, the OL-750 measured the pulse energy, and the ASD measured the relative spectral distribution. Figure 4 .7 shows the relative amplitudes measured by the respective instruments. OL-750 pulse integration and ASD averaged spectra are about 2 orders of magnitude lower than the PASS spectrum. Figure 4 .8 shows the three spectral distributions normalized with respect to the maximum value between 450 and 500 nm. The normalized measurements are comparable to within about 3% in the visible region (400 to 500 nm). We made 16 monthly measurements of the Spire 240A spectral distribution between April 1999 and August 2000. The results of this monitoring show a trend of decreasing irradiance in the visible and increasing irradiance in the NIR for about the first 8 months (April 1999 to November 1999 . Over the latter 8 months, the repeated spectral scans are well within our expected measurement repeatability of 2%. 
Spectral Measurements of the NREL Spectrolab Pulse Solar Simulators
In addition to the Spire 240A solar simulator, NREL also uses a Spectrolab pulse solar simulator that can be configured for either simulation of the ASTM reference global spectrum (Large-Area Pulse Solar Simulator, or LAPSS), or to simulate very highly concentrated solar radiation (High-Intensity Pulse Solar Simulator, or HIPSS). Figure  4 .12 shows the aperture of the flash-lamp housing for the LAPPS and HIPSS. The LAPSS and HIPSS each use the same type of xenon lamp to produce the light flash. We measured the LAPSS with the PASS system and the HIPSS with the OL750 pulse integration system, and compared the relative spectral distributions with the ASTM E 892 global reference spectrum. The HIPSS intensity was set at about 10 suns. These results confirm the nearly identical relative spectral distribution of the two Spectrolab lamps and permit spectral mismatch with the global reference spectrum to be calculated and applied during PV device testing. They also imply that the PASS and OL750 measurement systems provide consistent results and can be used interchangeably in many measurement applications.
Upgrading Solar Radiation Research Laboratory Instrumentation
The Solar Radiation Research Laboratory (SRRL) was established at the top of the NREL South Table Mountain Site in the summer of 1985. Since that time, the SRRL has continuously recorded solar and meteorological data for use by NREL researchers in outdoor tests of renewable energy systems. In December of 1999, a new building and measurement platform for SRRL was completed. The facility integrates the solar measurement and research activities, NREL metrology laboratory, and NREL optical metrology laboratory in a single building. 
Baseline Measurement System
Since the inception of SRRL measurement activities, basic solar and meteorological measurements have been made at the SRRL site. These "baseline measurement systems," or BMS measurements, include direct-normal, global-horizontal, and diffuse-horizontal (under a shadowband) solar radiation, and ambient temperature, relative humidity, barometric pressure, and wind speed and direction. At various times, other measurement parameters such as global 40° tilt south-facing solar radiation, global-normal (suntracking pyranometer), longwave infrared, and tracking shading disk diffuse-sky measurements have been added to the BMS complement of instrumentation. As of 1995, current and historical measurement data (as of April 1985) have been available over the Internet at http://srrl.nrel.gov/ since January 1997. Current and historical data can be viewed in graphical format or downloaded as ASCII files.
Recent additions to the BMS that include two tools for mapping sky cloud cover and sky radiance and illuminance, an all-sky camera and a sky-dome radiance mapping instrument.
Sky Camera Archive and Sky Radiance Mapping
A digital camera with a fish-eye lens has been installed under a protective plastic dome for capturing all-sky images on a real-time basis. Archives of historical images taken at the beginning of each hour are digitally recorded and can be retrieved individually or in a "gallery" format showing the hourly progression of sky conditions over any user elected period. Another quantitative application of the digital sky scanner radiance data is to integrate the angularly resolved data to compare with diffuse-sky measurements. Figure 5 .4 compares the angularly integrated value of the sky scanner radiance data with a black-and-white pyranometer (Eppley Model 8-48) under a tracking shading disk. The sky scanner can be used to map out the angular distribution of the diffuse-sky component and compute the relative contribution of each sky dome element to the overall reference diffuse irradiance during BORCAL events, as shown in Figure 5 .5. 
New SRRL Baseline Measurement Instrumentation
The completion of the new SRRL facilities provided the opportunity to expand and upgrade the baseline measurement system suite of instruments and measurements. Although not complete as of this writing (September 2000), the BMS system has been redesigned to accommodate the 45 measurement systems and parameters shown in Figure  5 .6. Tables   26   36,38 45 AOCS (photometer head) BORCAL = Broadband Outdoor Radiometer CALibratrion Most of this new instrumentation will be sampled at 1-minute intervals for archive purposes. The sky camera, sky scanner, and spectral (direct-normal and global-tilted) measurements will be archived less frequently; but an Internet user will be able to capture data from these instruments in nearly real time (i.e., the latest data will be available when a user accesses the instrument parameter).
Infrared sensors (pyrgeometers) are valuable for research into thermal offsets in solar pyranometers and the thermal environment and energy exchange between modules and the sky and ground. Ultraviolet data for the UVA (315 to 400 nm) and UVB (280 to 315 nm) spectral regions will be useful for material exposure and degradation studies. Spectral data will add to the existing SERI Spectral Solar Irradiance Data Base (Riordan et al., 1990a; 1990b; Riordan et al., 1989) . Broadband solar radiation components measured in various classical (global-horizontal) and PV collector configurations (tracking flat-plate, latitude-tilt flat-plate) will assist in validating solar radiation models and PV performance and deployment models. Finally, the SRRL instrument platform will also serve as a venue for testing and evaluating new renewable energy and climate research radiometer technology and measurement and modeling techniques.
Conclusions
Recent improvements (during 2000) in broadband radiometer calibrations result in the removal of bias errors on the order of 20 watts per square meter (W/m²) in the calibration of pyranometers for the measurement of global-hemispherical solar radiation. Using black-and-white pyranometers with low thermal offsets to measure the diffuse-sky irradiance removes the 20 W/m² bias error in the reference irradiance during calibrations. The use of global-positioning-system technology to determine time and location has reduced uncertainty in the calculation of zenith angles to less than 0.06%. The combination of new equipment and a re-analysis of the total uncertainty in our outdoor calibrations produce about a 15% overall reduction in the uncertainty of responsivities for pyranometers. Application of zenith-angle-dependent responsivities derived from RCC calibrations can further reduce the uncertainty in pyranometer field measurements from over 5% to less than 2% (or from 50 W/m² to 20 W/m² at 1000 W/m² intensity) in many instances. A program of periodic measurements of the spectral distribution of pulse solar simulators has shown we can detect a 1.5% shift in spectral distribution over the period of a month. Multiple spectral measurement systems produce nearly identical results in the monitoring of several source systems, giving us confidence in our measurement results. New equipment has been purchased and will be installed in the redesigned Solar Radiation Research Laboratory (SRRL) Baseline Measurement System (BMS). Expanded measurement capability, including sky-radiance mapping, extensive ultraviolet and infrared radiation measurements, and routine spectral sampling, will provide a unique complement of data for investigating PV device, module, and system design and performance, model development and validation, and evaluating new measurement systems.
