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B Insieme f1;0g
: Operatore logico di negazione
^ Operatore logico di congiunzione (AND)
_ Operatore logico di disgiunzione (OR)
! Operatore logico di implicazione logica
$ Operatore logico di equivalenza logica
 
_ Operatore logico di disgiunzione esclusiva (XOR)
bac Parte intera di a

 Prodotto di Kronecker
n Prodotto semi-tensore
k
n k-esima colonna della matrice indentit￿ In
k Insieme fi
k : i = 1;:::;kg
Coli(A) i-esima colonna della matrice A
Col(A) insieme delle colonne della matrice A
Rowi(A) i-esima riga della matrice A
Row(A) insieme delle righe della matrice A
Bnm Insieme delle matrici Booleane n  m
L nm Insieme delle matrici logiche n  mIntroduzione
Le Boolean networks, o reti Booleane, sono state de￿nite da Kau￿man nel 1969 in
[25] per poter modellizzare reti genetiche e cellulari e in questi ultimi anni hanno
avuto un’importanza sempre crescente.
Negli anni sessanta Jacob e Monod [24], nei loro studi, evidenziarono come ogni
cellula contenesse un certo numero di geni regolatori capaci di attivarsi e disattivar-
si reciprocamente; questo risultato port￿ ad una maggiore attenzione al rapporto
e all’interazione dei geni.
Kau￿man [25] mise in evidenza che gli stati principali di un gene sono due: ￿in
trascrizione￿ e ￿quiescente￿; si ha quindi che i geni sono approssimabili con variabili
dotate solo di due livelli: acceso (ON) e spento (OFF), e per questo possono essere
modellizzati come variabili Booleane (1 = ON, 0 = OFF). Dato che il comporta-
mento di un gene viene in￿uenzato dallo stato di quelli vicini, Kau￿man introdusse
per primo il concetto di Boolean network per poter studiare il comportamento di
un numero elevato di geni, visti come nodi di una rete, interagenti tra di loro.
L’obiettivo era poterne analizzare caratteristiche quali ordine e stabilit￿.
Dagli studi di Kau￿man si sono sviluppati due ￿loni di￿erenti di ricerca: (1) l’anali-
si delle reti Booleane, viste come sistemi complessi, mediante strumenti matematici
o della ￿sica statistica e (2) la modellizzazione/approssimazione di processi attra-
verso Boolean networks. Il primo ￿lone di ricerca ha portato numerosi studi tra i
quali [3],[27],[28],[33] ￿no ai recenti risultati di Cheng et al. [9] che hanno permes-
so di esprimere una Boolean Network come un sistema lineare a tempo discreto e
quindi di poterla studiare avvalendosi degli strumenti della Teoria dei Sistemi. Per
quanto riguarda il secondo campo di ricerca, il principale ambito applicativo delle
Boolean networks Ł rappresentato dalla biologia. Sono infatti numerosi i processi
biologici che sono stati approssimati con Boolean networks. Ad esempio: reti per
il ciclo cellulare dei lieviti [30], reti di trascrizione dei lieviti [26], reti riguardanti
il segment polarity gene nelle larve di Drosophila melanogaster [2], reti di geni
regolatori nei ￿ori (Aradopsis) [15].
Ulteriori utilizzi delle Boolean networks si sono avuti nell’ambito della modellistica
di processi piø generali come la di￿erenziazione cellulare per studiare l’evoluzione
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dei primi microorganismi [31], la via metabolica (pathway) tra due neurotrasmet-
titori [21] e anche per modellizzare la carcinosi e confrontare i possibili interventi
medici [39]. Nonostante le Boolean networks siano reti molto semplici possono
prestarsi anche a modellizzazioni piø complesse riguardanti i sistemi ecologici [4],
poichØ possono essere utilizzate per studiare le caratteristiche principali quali la
stazionaret￿ di uno status biologico.
Altri campi di applicazioni delle Boolean networks riguardano: reti neuronali ar-
ti￿ciali semplici (a due soli valori naturalmente) [22], reti ￿siche [34] e reazioni
biochimiche [23].
Le reti Booleane vengono inoltre utilizzate per studi di tipo sociale come genera-
zione del consenso [20]. In questo caso i nodi della rete rappresentano i singoli
individui (con due possibili stati e.g. accordo/disaccordo) e le interazioni tra i
nodi rappresentano le relazioni sociali. Modelli di questo tipo servono a studiare il
ruolo della cooperazione tra diversi individui e tematiche quali il ruolo del leader
e l’in￿uenza dei mass-media.
Introducendo un controllo esterno (sempre Booleano) alla dinamica di una rete
Booleana si ottiene una Boolean control network. Lo studio delle Boolean control
networks ha come obiettivo trovare una sequenza di ingresso che permetta di por-
tare i valori dei nodi della rete da una con￿gurazione ad un’altra desiderata. In
ambito medico se ne ha un’immediata applicazione; queste analisi infatti possono
essere utili per progettare e analizzare di￿erenti interverenti terapeutici quali, ad
esempio, scegliere se somministrare o meno una certa medicina e in quale momento
agire. Il problema del controllo di una rete Booleana Ł in generale NP-Hard come
dimostrato da Akutsu et al. in [1] ed Ł stato a￿rontato solo recentemente. In
[13] e in [32] il controllo di una BCN, visto come un problema di controllo ottimo,
Ł stato a￿rontato mendiante la programmazione dinamica, mentre in [9] Ł stato
studiato mediante un approccio nello spazio di stato.
In questa tesi di laurea, seguendo l’approccio algebrico e la descrizione delle Boo-
lean networks nello spazio di stato operata in [9], si sono a￿rontate principalmente
tre tematiche: stabilit￿, stabilizzabilit￿ e controllabilit￿.
In particolare la tesi Ł suddivisa nei seguenti capitoli:
 Nel Capitolo 1 Ł riportata una breve introduzione alla logica matematica, al
prodotto semitensore di matrici e sue propriet￿ e ai sistemi positivi.
 Nel Capitolo 2 sono studiate e analizzate le propriet￿ di una Boolean network:
la sua forma in spazio di stato, lo studio degli attrattori e dei propri bacini
di attrazione, la stabilit￿ e la forma normale per classi.3
 Nel Capitolo 3 vengono introdotti gli ingressi e si sono studiate la control-
labilit￿, la stabilizzazione e come trovare una sequenza di ingresso per una
Boolean control network.
 Nel Capitolo 4 sono presentate due applicazioni per le reti Boolean: l’analisi
del ciclo cellulare nel lievito a ￿ssione e il controllo del ciclo cellulare dei
mammiferi.
 Nell’Appendice sono contenuti in￿ne i codici MATLAB utilizzati per ottenere
i risultati riportati nelle applicazioni.4 INTRODUZIONECapitolo 1
Preliminari matematici
Le Boolean networks e le Boolean control networks sono reti composte da un certo
numero di nodi che possono assumere due soli valori, 1 e 0, e sono esprimibili
quindi matematicamente come variabili logiche o Booleane. Essendo la dinamica
dei nodi in￿uenzata dal valore di quelli adiacenti e da eventuali ingressi mediante
relazioni di tipo logico, Ł dunque necessario presentare brevemente i concetti base
di logica matematica per poter de￿nire rigorosamente una Boolean network. In
aggiunta a questa breve trattazione, in questo Capitolo verr￿ anche introdotto un
nuovo tipo di prodotto (il prodotto semi-tensore presentato in [9]) grazie al quale
Ł possibile esprimere un sistema di equazioni logiche in forma algebrica. Dato che
in questo modo una Boolean network pu￿ essere equivalentemente descritta da
un sistema lineare positivo a tempo discreto, saranno riportate anche le principali
propriet￿ di questi sistemi e delle matrici che li compongono.
1.1 Variabili e funzioni logiche
Si consideri l’insieme:
B = f1;0g:
De￿nizione 1.1.1. Una variabile  Ł una variabile logica (o variabile Booleana)
se assume valori in B, i.e.  2 B.
Le operazioni tra due variabili logiche  e  sono espresse mediante connettori
logici; le principali operazioni sono tre: NOT, AND e OR:
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 NOT: l’operazione di negazione di  Ł indicata con :. Si ha che : = 1 se e
solo se  = 0 e viceversa. Questa operazione Ł detta anche complementazione
poichØ trasforma una variabile nel suo complemento ( 1 in 0 e 0 in 1).
 AND: l’operazione di congiunzione tra  e  Ł indicata con ^. La variabile
 ^  Ł pari a 1 se e solo se  = 1 e  = 1.
 OR: l’operazione di disgiunzione tra  e  Ł indicata con _. La variabile
 _  Ł pari a 1 se e solo se  = 1 o  = 1.
De￿nizione 1.1.2. Una funzione logica F Ł una mappa che coinvolge variabili
Booleane legate da operatori logici. Si ha quindi che una funzione logica con n
variabili logiche 1;:::;n Ł una mappa F : Bn ! B.
Esempio 1.1.3. Dati ;;
 2 B, l’espressione
 = ( _ ) ^ (:
)
Ł una funzione logica i.e. si pu￿ essere scritta nella forma  = F(;;
) con
F : B3 ! B. 
Una funzione logica pu￿ essere espressa, oltre che da operazioni logiche, mediante
una tabella di verit￿: ogni riga della tabella corrisponde ad una combinazione delle
n variabili in ingresso (2n in totale) e il risultato viene riportato nella medesima
riga, in corrispondenza alla colonna corrispondente alla funzione.
Esempio 1.1.4. Si consideri la seguente funzione logica:
 = F (1;2;3) = (1 ^ 2) _ (1 ^ 3) _ (2 ^ 3); (1.1)
in cui 1;2;3 2 B. La funzione pu￿ essere anche rappresentata dalla tabella di
verit￿ riportata in Tabella 1.1. 
Altri operatori logici utilizzati frequentemente sono ad esempio: implicazione logi-
ca (
 =  ! ), equivalenza logica (
 =  $ ), OR esclusivo o XOR (
 =  _)
le cui tabelle di verit￿ sono riportate in Tabella 1.2.
De￿nizione 1.1.5. Le variabili logiche 1;2;:::;n sono dette indipendenti se
8i;j 2 f1;:::;ng il valore della variabile logica i non dipende dal valore della
varibile j con j 6= i.1.2. IL PRODOTTO SEMI-TENSORE DI MATRICI 7
1 2 3 
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
Tabella 1.1: Tabella di verit￿ per la funzione riportata in (1.1).
   !   $   _
1 1 1 1 0
1 0 0 0 1
0 1 1 0 1
0 0 1 1 0
Tabella 1.2: Tabella di verit￿ per i connettori !, $ e  _ .
1.2 Il prodotto semi-tensore di matrici
Per poter riportare le espressioni logiche in forma vettoriale Ł necessario introdurre
una nuova forma di prodotto, chiamato prodotto semi-tensore di matrici.
Prima di procedere Ł necessario riportare la de￿nizione di prodotto di Kronecker.
De￿nizione 1.2.1. Si considerino due matrici A 2 Rmn e B 2 Rpq; il prodotto
di Kronecker tra A e B Ł de￿nito come:
C = A 
 B =
2
6
4
a11B  a1nB
. . . ... . . .
am1B  amn
3
7
5;
in cui aij rappresenta l’elemento (i;j) della matrice A, i.e. [A]i;j = aij. Si noti che
C 2 R(mp)(nq).
De￿nizione 1.2.2. [9] Siano A e B due matrici tali che A 2 Bmn e B 2 Bpq
e sia  il minimo comune multiplo di n e p, i.e.  = mcm(n;p). Il prodotto
semi-tensore di A e B Ł dato da:8 CAPITOLO 1. PRELIMINARI MATEMATICI
A n B =
 
A 
 I=n
 
B 
 I=p

:
Osservazione 1.2.3. Si noti che se n = p si ha A n B = (A 
 I1)(B 
 I1) = AB
e quindi si ottiene il prodotto standard, righe per colonne, tra matrici. Si ha
quindi che il prodotto semi-tensore Ł una generalizzazione del prodotto di matrici
che permette di moltiplicare tra loro matrici di dimensione arbitraria. Infatti in
questo caso il prodotto semi-tensore modi￿ca le dimensioni delle matrici coinvolte
per renderle compatibili e poter poi applicare il prodotto righe per colonne. Dalla
De￿nizione 1.2.2 segue inoltre che:
1. se A 2 Bmnp e B 2 Bpq allora:
A n B = A(B 
 In);
2. se A 2 Bmn e B 2 Bpnq allora:
A n B = (A 
 Ip)B:
Esempio 1.2.4. [29] Siano a = [ a1 a2 ]T e b = [ b1 b2 ]T. Il prodotto semi-
tensore tra a e b risulta:
a n b = (a 
 I2)b
=
2
6 6
4
a1 0
0 a1
a2 0
0 a2
3
7 7
5

b1
b2

=

a1b1 a1b2 a2b1 a2b2
T :

Il prodotto semi-tensore di matrici soddifa le propriet￿ distributiva e associativa.
Precisamente, se A;B;C 2 B 1, valgono le seguenti espressioni:
(A + B) n C = (A n C) + (B n C);
C n (A + B) = (C n A) + (C n B);
(A n B) n C = A n (B n C):
1Il simbolo ￿ ￿ viene utilizzato quando non Ł necessario speci￿care le dimensioni di
matrici/vettori ai quali Ł riferito.1.3. LOGICA IN FORMA MATRICIALE 9
Altre propriet￿ del prodotto semi-tensore sono riportate nella seguente Proposi-
zione.
Proposizione 1.2.5. Siano A;B 2 B, valgono allora le seguenti propriet￿:
1.
A n B = B
T n A
T:
2. Se A 2 Bmpn, allora
A n In = A;
se A 2 Bpmn, allora
Im n A = A:
3. Se A 2 Bnn e B 2 Bmm, allora:
tr(A n B) = tr(B n A):
1.3 Logica in forma matriciale
Si Ł visto come le variabili logiche prendano valori nell’insieme B = f1;0g; i valori
1 e 0 possono per￿ essere equivalentemente rappresentati rispettivamente dai due
vettori colonna della matrice I2. Infatti si pu￿ porre:
1 

1
0

0 

0
1

;
indicando con i
n la i-esima colonna della matrice identit￿ In si ha quindi:
1  
1
2 0  
2
2:
Si indichi con il simbolo k l’insieme k , fi
k : i = 1;:::;kg, ogni variabile
Booleana  2 B pu￿ essere allora equivalentemente rappresentata da un vettore
a 2 2 = f1
2;2
2g.
A sua volta ogni funzione Booleana F : Bn ! B pu￿ essere equivalentemente
espressa dalla mappa f : (2)n ! 2 in cui le variabili ai sono vettori canonici.10 CAPITOLO 1. PRELIMINARI MATEMATICI
De￿nizione 1.3.1. Una matrice L 2 Bnm Ł detta matrice logica [9] (L 2 L nm)
se le sue colonne sono vettori canonici, i.e. indicando con Col i(L) la i-esima colonna
della matrice L si ha Coli(L) 2 n 8i 2 f1;:::;mg.
PoichØ L 2 L nm essa Ł esprimibile nella forma:
L =


i1
n 
i2
n ::: 
im
n

;
che in seguito sar￿ anche espressa nella forma:
L = n [i1 i2 ::: im]:
Una funzione logica F(1;2;:::;n), i 2 B, pu￿ essere espressa in forma ma-
triciale per mezzo del prodotto semi-tensore. Per prima cosa, come si Ł appena
visto, le variabili Booleane i si possono convertire in variabili vettoriali ai; si pu￿
quindi ricavare la funzione equivalente f(a1;a2;:::;an) con ai 2 2.
Lemma 1.3.2. Siano ai, i = 1;2;:::;n, variabili logiche in forma vettoriale i.e.
ai 2 2. Si de￿nisca il vettore
x = n
n
i=1ai = a1 n a2 n  n an:
Gli n vettori ai sono univocamente determinati da x.
Dimostrazione. Si pu￿ dimostrare il Lemma trovando un’espressione per ricavare
i vettori ai. Si noti preliminarmente che, siccome ai 2 2, allora x 2 2ne
precisamente 9j 2 f1;:::;2ng tale che x = 
j
2n. Si divida ora il vettore in due
parti di uguale lunghezza nella forma:
x =

xT
1 xT
2
T ;
con x1;x2 2 2n 1 in cui uno tra x1 e x2 necessariamente un vettore nullo. In
accordo con la de￿nizione di prodotto semi-tensore, se x2 Ł vettore nullo si ricava
allora a1 = 1
2 e se invece il vettore nullo Ł x1 si ha allora a1 = 2
2. Si pu￿ ora
procedere dividendo ulteriormente in due parti uguali il vettore non nullo xk (k = 1
o k = 2) ottenendo xk = [ xT
k1 xT
k2 ]T, e poter quindi ricavare a2. Procedendo in
questo modo si ricavano univocamente tutti i vettori ai, i = f1;:::;ng.1.3. LOGICA IN FORMA MATRICIALE 11
Si ha quindi che il vettore x 2 2n Ł in corrispondenza biunivoca con gli n vettori
ai 2 2 e dunque con le n variabili Booleane i 2 B.
Dal vettore x si possono ricavare gli i 2 B (e quindi anche gli ai 2 2n)
corrispondenti e viceversa grazie al seguente criterio:
1. Gli i si possono ricavare da xj = 
j
2n ricorsivamente da:
(
i =
 qi 1
2n i

;
qi = qi 1   2n ii; i = 1;2;:::;n;
inizializzando con q0 := 2n   j.
2. Il valore j si pu￿ ottenere dagli i mediante l’espressione:
j =
n X
i=1
(1   i)2
n i + 1:
Esempio 1.3.3. Si consideri x = 3
8 = a1 n a2 n a3. Seguendo il criterio appena
esposto si ha j = 3 e quindi q0 := 5.
Da questo si ricava:
1 = bq0=4c = 1; q1 = q0   41 = 1;
2 = bq1=2c = 0; q2 = q1   22 = 1;
3 = bq2=1c = 1:
Portando le variabili Booleane in forma vettoriale si ottiene: a1 = 1
2, a2 = 2
2 e
a3 = 1
2. 
Esempio 1.3.4. Si considerino ora a1 = 2
2, a2 = 1
2, a3 = 1
2 e a4 = 2
2; si vuole
calcolare il valore j 2 f1;:::;16g tale che x = 
j
16 = a1 na2 na3 na4. Dai vettori
ai si possono ricavare le variabili Booleane equivalenti 1 = 0, 2 = 1,3 = 1 e
4 = 0. A questo punto applicando il criterio si ha:
j = 2
3 + 1 + 1 = 10;
si ha quindi x = 10
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Data una funzione in forma vettoriale f(a1;a2;:::;an) con i 2 2, equivalente
alla funzione logica F(1;2;:::;n) con i 2 B, si pu￿ ottenere una tabella
di verit￿ per f() a partire da quella della funzione F(). Infatti Ł su￿ciente
sostituire il valore 1 con il vettore 1
2 e il valore 0 con il vettore 2
2, ottenendo una
nuova tabella di verit￿. Ponendo inoltre x = a1 na2 nnan, le 2n combinazioni
delle variabili Booleane possono essere espresse mediante i vettori x; la tabella di
verit￿ di una funzione logica in forma vettoriale Ł dunque formata da due colonne:
nella prima sono riportati i possibili valori di x e nella seconda il valore b ottenuto
da b = f(a1;a2;:::;an).
Esempio 1.3.5. Si consideri nuovamente la funzione logica F(1;2;3) intro-
dotta in (1.1) e riportata per comodit￿ qui di seguito:
 = F (1;2;3) = (1 ^ 2) _ (1 ^ 3) _ (2 ^ 3):
In base alle considerazioni espresse precedentemente esiste una funzione f(a1;a2;
a3) tale che b = f(a1;a2;a3) con ai;b 2 2. Posto x = a1 n a2 n a3, la funzione
f() pu￿ essere espressa mediante tabella di verit￿ riportata in Tabella 1.3 ottenuta
modi￿cando la Tabella 1.1 della funzione logica F(). 
x b
1
8 2
2
2
8 1
2
3
8 1
2
4
8 1
2
5
2 2
2
6
2 1
2
7
2 2
2
8
2 2
2
Tabella 1.3: Tabella di verit￿ per la funzione (1.1) riportata in forma vettoriale.
Teorema 1.3.6. Sia f(a1;a2;:::;an) una funzione con a1;a2;:::;an 2 2 e sia
x = na1 n a2 n  n an; esiste allora un’unica matrice Mf 2 L 22n tale che:
f(a1;a2;:::;an) = Mf n a1 n a2 n  n an = Mfx:
La matrice Mf 2 L 22n Ł detta matrice di struttura (structure matrix) della
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Dimostrazione. La funzione f() in forma algebrica pu￿ essere espressa, come si
Ł visto precedentemente, tramite la tabella di verit￿ corrispondente. Da questa
tabella Ł possibile ricavare la matrice di struttura Mf. Dato infatti x = k
2n con
k 2 f1;:::;2ng, la tabella fornisce il corrispondente valore b = f(a1;a2;a3) = h
2
con h 2 f1;2g; quindi per ottenere:

h
2 = Mf
k
2n
deve valere
Colk(Mf) = 
h
2:
Ripetendo l’operazione 8k 2 f1;:::;2ng, si de￿nisce l’intera matrice Mf e dato
che le 2n colonne sono tutte colonne della matrice I2 si ottiene Mf 2 L 22n.
Per dimostrare l’unicit￿ della matrice Mf si assuma per assurdo che esistano due
matrici struttura Mf 6= M0
f. Indicate con ci e c0
i le i-esime colonne rispettivamente
di Mf e M0
f, dato che le due matrici devono avere almeno una colonna distinta, si
supponga ci 6= c0
i. Dato  x = i
2n si ottiene:
f(a1;a2;:::;an) = Mf x = ci 6= c
0
i = Mf x = f(a1;a2;:::;an)
che Ł assurdo.
Esempio 1.3.7. Si consideri nuovamente la funzione f(a1;a2;a3) in cui ai 2 2
la cui tabella di verit￿ Ł riportata in Tabella 1.3. In questo caso, utilizzando la
procedura introdotta nel Teorema 1.3.6 si ha che:
f(a1;a2;:::;an) = Mfx =

0 1 1 1 0 1 0 0
1 0 0 0 1 0 1 1

x;
in cui x = a1 n a2 n  n an. 
1.4 Sistemi di equazioni logiche
De￿nizione 1.4.1. Un sistema di n equazioni logiche si pu￿ esprimere come:
8
> > > <
> > > :
F(1;2;:::;n) = 1;
F2(1;2;:::;n) = 2;
. . .
. . .
Fm(1;2;:::;n) = m;
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in cui le Fj sono funzioni logiche, gli i 2 B sono variabili Booleane e le j 2 B
sono costanti Booleane con i = 1;:::;n e j = 1;:::;m. Un insieme di costanti
Booleane 
i 2 B, i = 1;:::n, tali che ponendo
i = 
i; 8i 2 f1;:::;ng;
soddisfa (1.2), Ł detto soluzione del sistema (1.2).
Come per le funzioni logiche anche per i sistemi logici esiste un’espressione equiva-
lente; precisamente il sistema (1.2) pu￿ essere espresso anche mediante la seguente
famiglia di espressioni:
8
> > > <
> > > :
f1(a1;a2;:::;an) = b1;
f2(a1;a2;:::;an) = b2;
. . .
. . .
fm(a1;a2;:::;an) = bm;
(1.3)
in cui, per j = 1;:::;m e i = 1;:::;n, fj : 2n ! 2 e ai;bj 2 2 con bj costanti.
In questo modo il sistema pu￿ essere riscritto ponendo x = a1 n a2 n  n an e
applicando il Teorema 1.3.6 nella seguente forma:
8
> > > <
> > > :
M1x = b1;
M2x = b2;
. . .
. . .
Mmx = bm;
(1.4)
in cui le matrici Mi 2 L 22n sono le matrici struttura delle funzioni fi.
Si consideri ora il sistema (1.4) e si ponga y = M1xnM2xnnMmx; Ł possibile
costruire la tabella di verit￿ corrispondente al sistema in cui ad ogni valore del
vettore x 2 2n Ł associato il vettore y 2 2m. Il vettore  x Ł soluzione del sistema
(1.4) se e solo se ponendo  y = M1 xnM2 xnnMm x e z = b1 nb2 nnbm si
ha  y = z. Le soluzioni del sistema possono quindi essere ricavate dalla tabella di
verit￿ associata, in cui sono riportati valori delle y e il vettore x corrispondente.
Esempio 1.4.2. Si consideri il seguente sistema di equazioni vettoriali:
8
> <
> :
1 ^ 2 = 1;
2 _ 3 = 1;
1 $ (:1) = 1;
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in cui le i 2 B, i = 1;2;3, sono le variabili logiche. Si pu￿ vedere immediatamente
che
8
> <
> :
1 = 1;
2 = 1;
3 = 0;
(1.6)
risolve il sistema (1.5).
Il sistema (1.5) riportato in forma vettoriale diventa:
8
> <
> :
M1x = M1 n a1 n a2 n a3 = 1
2;
M2x = M1 n a1 n a2 n a3 = 1
2;
M3x = M1 n a1 n a2 n a3 = 1
2;
(1.7)
in cui gli ai 2 2 sono le versioni vettoriali delle variabili logiche i. Le matrici
struttura risultano:
M1 =

1 1 0 0 0 0 0 0
0 0 1 1 1 1 1 1

; M2 =

1 1 1 0 1 1 1 0
0 0 0 1 0 0 0 1

;
M3 =

0 1 0 1 1 0 1 0
1 0 1 0 0 1 0 1

:
Dal sistema in (1.7) ponendo y = M1xnM2xnM3x si ottiene la tabella di verit￿
associata al sistema e riportata in Tabella 1.4.
Dalla tabella di verit￿, posto z = 1
2 n 1
2 n 1
2 = 1
8, si ricava che esiste solo un
valore di y tale che y = z, ottenuto per x = 2
8.
Da x = 2
8 si ricavano a1 = 1
2, a2 = 1
2 e a3 = 2
2 e quindi 1 = 1, 2 = 1 e 3 = 0
che corrisponde ovviamente a (1:6). 
Un sistema di equazioni logiche si pu￿ riassumere in un’unica equazione matriciale
grazie al seguente Teorema.
Teorema 1.4.3. Si consideri il sistema logico in (1.2) e la sua versione matriciale
in (1.4) e siano x = a1 n a2 n  n an 2 2n e z = b1 n b2 n  n bm 2 2m. Il
sistema in (1.2) pu￿ essere allora convertito in un’unica equazione matriciale
Lx = z; (1.8)
in cui la matrice L 2 L 2m2n Ł unica.16 CAPITOLO 1. PRELIMINARI MATEMATICI
x y
1
8 2
8
2
8 1
8
3
8 6
8
4
8 7
8
5
8 5
8
6
8 6
8
7
8 5
8
8
8 8
8
Tabella 1.4: Tabella di verit￿ del sistema in (1.7).
Dimostrazione. La matrice L si pu￿ ricavare dalla tabella di verit￿ associata al
sistema in (1.4). Come per il Teorema 1.3.6 dato infatti x = k
2n con k 2 f1;:::;2ng
la tabella fornisce il corrispondente valore z = h
2 con h 2 f1;:::;2mg e quindi per
ottenere:

h
2m = L
k
2n
si ha che deve essere:
Colk(L) = 
h
2m:
Ripentendo l’operazione 8k 2 f1;:::;2ng si de￿nisce l’intera matrice L e dato che
le 2n colonne sono tutte colonne della matrice identit￿ I2m si ottiene L 2 L 2m2n.
La dimostrazione dell’unicit￿ della matrice L, qui omessa, si pu￿ ottenere per
assurdo in modo analogo alla dimostrazione dell’unicit￿ delle structure matrices
Mfi.
Dato dunque che L 2 L 2m2n e z 2 2m risulta che l’espressione matriciale in
(1.8) ha soluzione se e solo se 9i 2 f1;:::;mg tale che
z = Coli(L):
Teorema 1.4.4. Si de￿nisca l’insieme
 = f : Col(L) = zg:
L’insieme delle soluzioni del sistema (1.8) Ł1.4. SISTEMI DI EQUAZIONI LOGICHE 17
fx = 

2n;  2 g:
Esempio 1.4.5. Il sistema logico riportato in (1.5) e in forma vettoriale in (1.7)
si pu￿ esprimere nella forma:
Lx = 
1
8 (1.9)
in cui la matrice L, ricavabile dalla Tabella 1.4 risulta:
L =
2
6
6 6 6 6 6 6
6 6 6
4
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0
0 0 1 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1
3
7 7
7 7 7 7 7
7 7 7
5
:
Da L si ricava l’insieme  = f2g e quindi l’unica soluzione del sistema in (1.9) Ł
2
8 in accordo con quanto gi￿ trovato nell’Esempio 1.4.2. 
Esempio 1.4.6. [9] Si consideri il seguente problema logico: A dice: ￿B Ł un
bugiardo￿, B dice: ￿C Ł un bugiardo￿; C dice: ￿Sia A sia B sono bugiardi￿. Quanti
sono i bugiardi e quali sono?
Introducendo le variabili logiche:
 : A Ł sincero;
 : B Ł sincero;
 
: C Ł sincero;
il problema si pu￿ esprimere in forma logica con il seguente sistema:
8
> <
> :
 $ : = 1;
 $ :
 = 1;

 $ : ^ : = 1:
Riportando il sistema in forma (1.4) si ottiene:18 CAPITOLO 1. PRELIMINARI MATEMATICI
8
> <
> :
M1x = M1 n a n b n c = 1
2
M2x = M1 n a n b n c = 1
2;
M3x = M1 n a n b n c = 1
2;
(1.10)
in cui a;b;c 2 2 sono le versioni vettoriali delle variabili ,  e 
 e le structure
matrices risultano:
M1 =

0 0 1 1 1 1 0 0
1 1 0 0 0 0 1 1

; M2 =

0 1 1 0 0 1 1 0
1 0 0 1 1 0 0 1

;
M3 =

0 1 0 1 0 1 1 0
1 0 1 0 1 0 0 1

:
Dalle structure matrices allora si ottiene la tabella di verit￿ riportata in Tabella
1.5 in cui y = a n b n c.
x y
1
8 8
8
2
8 5
8
3
8 2
8
4
8 3
8
5
8 4
8
6
8 1
8
7
8 5
8
8
8 8
8
Tabella 1.5: Tabella di verit￿ del sistema in (1.10).
Il sistema in (1.10) si pu￿ riscrivere dunque come:
Lx = z = 
1
2 n 
1
2 n 
1
2 = 
1
8;
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L =
2
6 6 6 6
6 6 6 6 6 6
4
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1
3
7 7 7 7
7 7 7 7 7 7
5
2 L
88:
PoichØ solo Col6(L) = 1
8 il sistema ha un’unica soluzione
x = 
6
8;
da cui si ricava  = 0,  = 1 e 
 = 0.
Si ha quindi che B Ł l’unico sincero. 
1.5 Sistemi positivi e matrici non negative
Si consideri il seguente sistema lineare a tempo discreto:
x(t + 1) = Fx(t); (1.11)
e si imponga che per ogni stato iniziale x(0) a componenti non negative, la corri-
spondente evoluzione di stato abbia vettori x(t) a componenti non negative 8t > 0;
sistemi di questo tipo sono detti sistemi lineari positivi discreti.
Condizione necessaria e su￿ciente a￿nchØ il sistema in (1.12) sia un sistema posi-
tivo Ł che la matrice F non abbia alcun elemento negativo, i.e. F 2 R
nn
+ . PoichØ,
come si vedr￿ successivamente, una Boolean network pu￿ essere espressa come un
particolare sistema positivo Ł utile approfondire le propriet￿ di queste tipologie di
sistemi e delle matrici non negative 2.
Sia F 2 R
nn
+ , nel prosieguo si useranno le seguenti notazioni:
 F  0 se fij > 0 per ogni i;j: in questo caso si dice che la matrice F Ł
￿strettamente positiva￿;
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 F > 0 se fij  0 8i;j e almeno un elemento della matrice Ł positivo: in
questo caso la matrice F Ł detta ￿positiva￿;
 F  0 se fij  0 8i;j senza escludere il caso che possa aversi F = 0: la
matrice in questo caso viene detta ￿non negativa￿.
1.5.1 Matrici di permutazione
Le trasformazioni di similarit￿ applicate ad una matrice F 2 R
nn
+ non man-
tengono, in generale, la propriet￿ di non negativit￿ per questo motivo la classe
di trasformazioni che si applicano a F per studiarne la struttura si riduce alle
trasformazioni di cogredienza indotte da matrici di permutazione.
Si consideri la seguente permutazione:
 =

1 2 ::: n   1 n
i1 i2 ::: in 1 in

a cui si associa la matrice di permutazione:
 =

i1
n i2
n ::: in
n

;
che trasforma la n-upla di vettori di base (v1;v2;:::;vn) nella n-upla permutata
(vi1;vi2;:::;vin) = (v1;v2;:::;vn). Si noti che la matrice di permutazione Ł una
matrice logica e ortogonale, i.e. si ha rispettivamente  2 L nn e  1
 = T
.
Essendo la matrice  ortogonale, il vettore colonna x = [1 2 ::: n]T
rappresentato nella base permutata diventa:

T

2
6 6 6
4
1
2
. . .
n
3
7 7 7
5
=
2
6 6 6
4
(i1
n )
T
(i2
n )
T
. . .
(in
n )
T
3
7 7 7
5
2
6 6 6
4
1
2
. . .
n
3
7 7 7
5
=
2
6 6 6
4
i1
i2
. . .
in
3
7 7 7
5
:
Analogamente una trasformazione lineare rispetto alla base (v1;v2;:::;vn) dalla
matrice F 2 Rnn, nella base permutata Ł rappresentata dalla matrice:1.5. SISTEMI POSITIVI E MATRICI NON NEGATIVE 21
T
F =
2
6 6 6
4
(i1
n )
T
(i2
n )
T
. . .
(in
n )
T
3
7 7 7
5
2
6 6 6
4
f1;1 f1;2 ::: f1;n
f2;1 f2;2 ::: f2;n
. . .
. . . ... . . .
fn;1 fn;1 ::: fn;n
3
7 7 7
5

i1
n i2
n ::: in
n

=
2
6 6
6
4
fi1;i1 fi1;i2 ::: fi1;in
fi2;i1 fi2;i2 ::: fi2;in
. . .
. . . ... . . .
fin;i1 fin;i1 ::: fin;in
3
7
7 7
5
in cui la permutazione Ł stata applicata alle colonne e alle righe di F.
1.5.2 Classi￿cazione delle matrici non negative
Una matrice F 2 R
nn
+ ;n > 1; pu￿ essere :
 primitiva: se esiste un intero h > 0 per cui la matrice F h risulti strettamente
positiva; il piø piccolo esponente h per cui F h  0 Ł detto ￿esponente di
primitivit￿￿ di F
 irriducibile: se 8i;j 2 f1;2;:::;ng esiste un esponente h (in generale dipen-
dente dalla coppia i;j) per cui

F
h
i;j > 0;
 riducibile: se esiste una coppia i;j tale che si abbia:

F
h
i;j = 0;
8h > 0.
Le matrici riducibili possono essere trasformate mediante oppurtune trasformazio-
ni di cogredienza e messe in ￿forma normale￿; si consideri a questo proposito la
seguente Proposizione.
Proposizione 1.5.1. [19] Sia F 2 R
nn
+ una matrice non negativa riducibile di
dimensione n > 1. Esiste allora una matrice di pemutazione  che per cogredienza
porta la matrice F nella ￿forma normale￿22 CAPITOLO 1. PRELIMINARI MATEMATICI
 F = 
TF =
2
6 6 6 6
6 6 6 6 6 6
6 6 6
4
 F1;1
0  F2;2
0 ::: ... 0
0 0 :::  Fh;h
? ? ::: ?  Fh;h
? ? ::: ? ? ...
? ? ::: ? ? ?  Fk;k
3
7 7 7 7
7 7 7 7 7
7 7 7 7
5
(1.12)
in cui ciascun blocco diagonale  Fi;i Ł una matrice irriducibile o la matrice nulla
di dimensione 1  1, e in ciascuna riga successiva all’ h-esima (se k > h) uno
almeno dei blocchi fuori diagonale e indicati con ? Ł una matrice positiva (quindi
non nulla).Capitolo 2
Boolean Networks
2.1 Dinamica di una Boolean Network
De￿nizione 2.1.1. Una Boolean network (BN) Ł un sistema dinamico a tempo
discreto descritto da variabili Booleane, dette nodi della rete, che interagiscono tra
di loro. In qualunque istante, quindi, ogni nodo pu￿ avere solo due valori: 1 o 0.
Una BN con n nodi pu￿ essere descritta dal sistema di equazioni:
8
> > > <
> > > :
X1(t + 1) = F1(X1(t);X2(t);:::;Xn(t))
X2(t + 1) = F2(X1(t);X2(t);:::;Xn(t))
. . .
Xn(t + 1) = Fn(X1(t);X2(t);:::;Xn(t))
(2.1)
in cui Xi 2 B e le Fi, i = 1;2;:::;n; sono funzioni logiche.
2.1.1 Rappresentazione in spazio di stato di una BN
Recentemente Daizhan Cheng et al. [9] hanno sviluppato una rappresentazione in
spazio di stato per le BN utilizzando il prodotto semi-tensore di matrici. I loro studi
comprendono controllabilit￿ e raggiungibilit￿ [10], teoria della realizzazione [6] e
altro ancora [7], [11] e [12]. Tutti i loro studi sono riportati in [9]. Rappresentare il
sistema in spazio di stato consente di studiare il comportamento delle BN tramite
gli strumenti della Teoria dei Sistemi.
Come prima operazione, utilizzando gli strumenti introdotti nel Capitolo 1 si pos-
sono esprimere gli stati in forma vettoriale. Le variabili di stato Xi 2 B = f0;1g
vengono convertite rispettivamente in vettori canonici Ni 2 2 = f2
2;1
2g, mentre
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le funzioni Booleane Fi : Bn ! B possono essere equivalentemente rappresentate
da funzioni fi : (2)n ! 2.
Una BN quindi pu￿ essere de￿nita, in modo equivalente, dal sistema di equazioni:
8
> > > <
> > > :
N1(t + 1) = f1(N1(t);N2(t);:::;Nn(t))
N2(t + 1) = f2(N1(t);N2(t);:::;Nn(t))
. . .
Nn(t + 1) = fn(N1(t);N2(t);:::;Nn(t))
(2.2)
in cui Ni 2 2 e fi : 2n ! 2 con i = 1;2;:::;n.
Dai vettori Ni(t) 2 2 Ł possibile quindi ottenere il vettore di stato:
x(t)
M = N1(t) n N2(t) n ::: n Nn(t) = n
n
i=1Ni(t):
Il vettore di stato x(t) rappresenta la con￿gurazione dei nodi all’istante t; piø
precisamente si ha che le variabili xi
M = i
2n 2 2n sono in corrispondenza biunivoca
con le n-uple di possibili valori Booleani che le variabili Ni(t) assumono. Gli stati
possibili di una BN sono indicati come xi
M = i
2n, con i = 1;:::;2n.
Osservazione 2.1.2. Si faccia attenzione a non confondere tra loro le notazioni
appena introdotte:
 Xi(t): rappresenta il nodo iesimo della Boolean network al tempo t e assume
i valori 0 o 1 (Xi 2 B).
 Ni(t): rappresenta l’equivalente vettoriale del valore del nodo Xi al tempo t
e assume i valori 1
2 o 2
2. Il nodo Xi e il vettore Ni sono in corrispondenza
biunivoca tra loro infatti 1
2 $ 0 e 1
2 $ 1;
 x(t): rappresenta le con￿gurazioni degli n nodi della rete al tempo t. Data
la corrispondenza biunivoca tra x(t) e gli n valori N1(t);:::;Nn(t) da uno si
possono ricavare gli altri e viceversa seguendo il procedimento a pag. 11.
De￿nito lo stato x(t), esistono allora delle ￿structure matrices, Mi = Mfi, i =
1;:::;n , tali che Ł possibile esprimere Ni(t + 1) nella seguente forma:
Ni(t + 1) = Mix(t); i = 1;2;:::n: (2.3)
De￿nizione 2.1.3. La (2.3) Ł detta forma algebrica componente per componente
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Date le n equazioni in (2.3) possono essere riassunte in un’unica equazione:
x(t + 1) = Lx(t) (2.4)
dove L Ł una matrice quadrata di dimensione 2n  2n ed Ł detta matrice di
transizione.
De￿nizione 2.1.4. La (2.4) Ł detta forma algebrica della BN.
Proposizione 2.1.5. La matrice L Ł una matrice logica i.e. L 2 L 2n2n.
Dimostrazione. Data la de￿nizione di matrice logica si deve dimostrare che Col(L)
 2n. Supponiamo, per assurdo, che esista un j (1  j  2n) tale che Colj(L) = 2
2n. Allora ponendo x(t) = 
j
2n si ottiene:
x(t + 1) = Lx(t) = Colj(L) = 2 
2n
che porta ad una contraddizione.
La matrice L contiene tutta l’informazione necessaria per descrivere la dinamica
del sistema.
Teorema 2.1.6. [9] La dinamica della Boolean network in (2.1) Ł univocamente
determinata dalla forma algebrica in (2.4).
Dimostrazione. Sviluppando a ritroso l’equazione (2.4) si ha che:
x(t) = Lx(t   1) = L
2x(t   2) = ::: = L
tx(0); t = 0;1;2;:::
L’equazione (2.3) diventa:
Ni(t) = Mix(t   1) = MiL
t 1x(0); i = 1;2;:::
Quindi si ha che (2.4) determina univocamente la dinamica di (2.1).26 CAPITOLO 2. BOOLEAN NETWORKS
2.2 Punti ￿ssi e cicli limite
Una Boolean network con n nodi ha un numero ￿nito (2n) di possibili con￿gurazioni
dei nodi, de￿nite stati di una BN, per questo motivo per ogni condizione iniziale la
dinamica deve terminare in un attrattore, i.e. un punto ￿sso oppure un ciclo limite.
Uno dei problemi principali consiste appunto nel determinare gli attrattori di una
BN e gli altri stati, detti transitori. In letteratura molti studi hanno a￿rontato
questo problema ad esempio in [23] sono presentati due metodi (uno iterativo e
uno in forma scalare) per determinare la struttura dei cicli e gli stati transitori che
portano a questi. In [16], viene ricavata un’equazione scalare, lineare e ridotta da
cui ottenere facilmente informazioni sia sui cicli che sulla parte transitoria della
rete. Zhao in [41] ha dimostrato che trovare i punti ￿ssi e i cicli limite in una
BN Ł un problema NP-completo. In questa sezione si a￿ronta lo studio dei punti
￿ssi e dei cicli limite di una BN espressa in forma algebrica attraverso i risultati
principali degli studi di Cheng e dei suoi colleghi.
De￿nizione 2.2.1. a
1. Uno stato xi Ł detto punto ￿sso del sistema (2.4) se Lxi = xi.
2. L’insieme di stati fxi;Lxi;:::;Lk 1xig Ł detto ciclo limite del sistema (2.4)
se gli elementi dell’insieme sono tutti distinti e Lkxi = xi.
Teorema 2.2.2. [9] Si consideri la Boolean network (2.1). i
2n Ł un punto ￿sso
del sistema se e solo se, nella forma algebrica (2.4), l’elemento diagonale lii della
matrice di transizione L Ł uguale a 1, i.e. Coli(L) = i
2n. Segue che, indicando
con N1 il numero di punti ￿ssi della BN, si ha che:
N1 = tr(L):
Dimostrazione. Essendo Coli(L) = Li
2n, dalla de￿nizione di punto ￿sso segue che
xi = i
2n Ł punto ￿sso se e solo se:
Coli(L) = L
i
2n = 
i
2n
che completa la dimostrazione.
Il secondo risultato fondamentale riguarda i cicli limite di una Boolean network.
Teorema 2.2.3. [9] Il numero dei cicli limite di lunghezza s si pu￿ ottenere
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Ns =
tr(Ls)  
P
k2P(s) kNk
s
2  s  2
n; (2.5)
dove P(s) indica l’insieme dei divisori propri 1 di s.
La ricorsione si inizializza con N1 = tr(L) in accordo con il Teorema 2.2.2.
Dimostrazione. Si noti per prima cosa che la traccia di Ls Ł pari al numero di cicli
di lunghezza s o un divisore di s ciascuno moltiplicato per il numero di elementi
che lo compongono ovvero per la sua lunghezza stessa. Infatti per un elemento
i
2n di un ciclo di lunghezza s si ha che Lsi
2n = i
2n per￿ ugualmente anche per
un elemento 
j
2n di un ciclo di lunghezza k 2 P(s) esiste un h 2 N tale che
Ls
j
2n = Lhk
j
2n = 
j
2n. Si ha quindi che il numero di stati appartenenti ad un ciclo
di lunghezza s Ł pari a: tr(Ls)  
P
k2P(s) kNk. Per ottenere allora il numero di
cicli di lunghezza s, basta dividere il numero degli stati appartenenti a tali cicli
per la lunghezza dei cicli stessi (cioŁ s), ottenendo la formula in (2.5).
Data una BN a n nodi, come si Ł gi￿ detto, ci possono essere 2n possibili stati e
quindi non possono esistere cicli di lunghezza maggiore di 2n.
L’insieme dei punti ￿ssi unito all’insieme dei cicli limite costituisce l’insieme degli
attrattori, indicato con 
. Partendo da ogni possibile stato xi = i
2n i = 1;:::;2n,
i.e. assumendo x(0) = xi, dopo un numero di passi Tt(xi) si ha che x(Tt(xi)) 2 
.
Tt(xi) viene de￿nito tempo di assorbimento o transitorio dello stato xi.
De￿nizione 2.2.4. Il tempo di assobimento Tt di una Boolean network Ł de￿nito
come:
Tt = max
x22n Tt(x): (2.6)
Si ha quindi che, partendo da una qualsiasi con￿gurazione di una BN, dopo Tt
passi il valore dei nodi della rete sar￿ necessariamente periodico o costante.
Si noti che L ha solo r
M = 2n2n possibili valori di￿erenti; pertanto nella sequenza
di r + 1 matrici:
I2n;L;L
2;:::;L
r
ci devono necessariamente essere due matrici uguali. Sia r0 < r il piø piccolo i tale
che Li compaia nuovamente nella sequenza, i.e. 9k > i : Li = Lk. Risulta allora,
1L’insieme dei divisori propri P(s) comprende anche 1 e.g. P(12) = f1;2;3;4;6g.28 CAPITOLO 2. BOOLEAN NETWORKS
r0 = argmin
0i<r

L
i 2

L
i+1;L
i+2;:::;L
r		
: (2.7)
Proposizione 2.2.5. Per ogni stato iniziale x(0), la traiettoria di stato della BN
a partire da x(0) dopo r0 passi si trova sicuramente in un ciclo.
Dimostrazione. Dato uno stato qualsiasi i
2n e ponendo x(0) = i
2n si ha che x(r0) =
Lr0x(0). Per la de￿nizione di r0, 9k tale che Lr0 = Lr0+k e quindi x(r0 + k) =
x(r0).
Osservazione 2.2.6. Dalla de￿nizione di tempo di assorbimento si ha che Tt  r0.
Sia T > 0 il piø piccolo intero positivo tale che Lr0 = Lr0+T. Per come sono stati
de￿niti r0 e T si ha che r0 + T  r.
Si ha dunque il seguente Lemma:
Lemma 2.2.7. Se esiste nella BN un ciclo di lunghezza t, allora t Ł un divisore
di T.
Dimostrazione. Supponiamo per assurdo che s > 0 sia il resto della divisione T=t.
Sia xi uno stato del ciclo allora Lr0xi Ł ancora appartenente al medesimo ciclo.
Essendo 1 6 s < t, si ha quindi:
L
r0+Txi = L
r0(L
Txi) = L
r0(L
sxi) = L
sL
r0xi 6= L
r0xi
e dunque si ha:
L
r0 = L
r0+T 6= L
r0
da cui l’evidente contraddizione.
Teorema 2.2.8. [9] Il tempo di assorbimento Ł proprio r0 e quindi:
Tt = r0:
Dimostrazione. Dalla de￿nizione di tempo di assorbimento segue che per ogni
stato xi, LTtxi Ł su un ciclo che per il Lemma 2.2.7 ha lunghezza divisibile per T.
Quindi:
L
Ttxi = L
TL
Ttxi = L
Tt+Txi; 8xi 2 
2n
e conseguentemente LTt = LTt+T. Dalla de￿nizione di r0 risulta che Tt  r0 e
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Esempio 2.2.9. Si consideri la seguente Boolean network in forma algebrica:
x(t + 1) = Lx(t) =
2
6 6 6 6 6
6 6 6 6 6
4
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
3
7 7 7 7 7
7 7 7 7 7
5
x(t):
Dato che tr(L) = 1 e [L]6;6 = 1 si ha che x6 Ł l’unico punto ￿sso della BN (N1 = 1).
Per trovare i cicli di lunghezza 2 si calcolano le potenze della matrice di transizione
ottenendo:
L
2 = 8[7 1 1 7 5 6 3 8];
e quindi si ricava N2 dalla equazione (2.5):
N2 =
tr(L2)   N1
2
=
3   1
2
= 1:
Dato che [L2]5;5 = [L2]6;6 = [L2]8;8 = 1 e siccome x6 si Ł gi￿ visto essere un punto
￿sso si ottiene che l’unico ciclo di lunghezza 2 comprende gli stati x5 e x8.
Allo stesso modo si procede per il calcolo dei cicli di lunghezza 3 ottenendo in
questo caso:
L
3 = 8[1 3 3 1 8 6 7 5];
e sempre dall’equazione (2.5) si ricava:
N3 =
tr(L2)   N1
2
=
4   1
3
= 1:
Procedendo analogamente si ottiene che l’unico ciclo di lunghezza 3 Ł dato dagli
stati x1, x3 e x7. Gli ultimi due stati rimanenti x2 e x4 devono quindi essere stati
transitori. Per calcolare il tempo di assorbimento Tt si pu￿ notare che:
L
8 = L
2 = 8[7 1 1 7 5 6 3 8];
e quindi r0 = 2. Per il Teorema 2.2.8 si ha quindi che Tt = 2. 30 CAPITOLO 2. BOOLEAN NETWORKS
2.3 Rappresentazione gra￿ca
Le interazioni tra i diversi nodi di una BN possono essere rappresentate da un
grafo orientato con n vertici.
De￿nizione 2.3.1. Un grafo di in￿uenza Ł una coppia  = f ~ N ; ~ Eg che consiste
in un insieme di vertici, ~ N = fXi : i = 1;:::;ng, e un insieme di archi, ~ E 
fX1;:::;Xng  fX1;:::;Xng. (Xi;Xj) 2 ~ E equivale a dire che esiste un arco da
Xj a Xi (tipicamente indicato con Xi ! Xj) e quindi che la dinamica del vertice
Xj dipende dal valore di Xi.
Osservazione 2.3.2. Si noti che la Boolean network e il grafo di in￿uenza non sono
in corrispondenza biunivoca. Infatti mentre ad ogni BN corrisponde univocamente
un grafo, un grafo pu￿ rappresentare piø BN.
In una Boolean network il numero di archi che arrivano al vertice Xi si dice grado
entrante del vertice Xi, mentre il numero di archi che partono dal vertice Xi Ł
detto grado uscente del vertice Xi.
De￿nizione 2.3.3. Il grafo di in￿uenza pu￿ essere espresso anche da una matrice
booleana n  n, detta matrice di incidenza I, che Ł de￿nita nel seguente modo:
[I]i;j =

1; se (Xj;Xi) 2 ~ E;
0; altrimenti:
Il grafo di in￿uenza e la matrice di incidenza sono equivalenti cioŁ danno le
medesime informazioni e quindi dal primo si pu￿ ricavare la seconda e viceversa.
Esempio 2.3.4. Si consideri la seguente Boolean network:
8
<
:
X1(t + 1) = X1(t) _ X2(t);
X2(t + 1) = qX3(t);
X3(t + 1) = X1(t) ^ X2(t):
(2.8)
Il corrispondente grafo di in￿uenza  = ( ~ N ; ~ E, in cui l’insieme dei vertici Ł
~ N = fX1;X2;X3g e l’insieme degli archi Ł composto da ~ E = f(X1;X1); (X2;X1);
(X3;X2); (X1;X3); (X2;X3)g, Ł riportato in Figura 2.1.
La corrispondente matrice di incidenza risulta:
I =
2
4
1 1 0
0 0 1
1 1 0
3
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Figura 2.1: Grafo di in￿uenza della BN riportata in (2.8)
Come abbiamo notato precedentemente il grafo di in￿uenza, e quindi pure la ma-
trice di incidenza, non rappresentano univocamente la rete; infatti si consideri la
BN data dalle seguenti espressioni
8
<
:
X1(t + 1) = X1(t) ^ X2(t)
X2(t + 1) = X3(t)
X3(t + 1) = X1(t) ^ X(t)
(2.9)
La BN in (2.9) Ł chiaramente diversa rispetto a quella in (2.8), per￿ hanno la
medesima rappresentazione tramite grafo di in￿uenza. 
Una migliore rappresentazione gra￿ca di una BN si ottiene tramite il grafo di stato
che fornisce un’alternativa di studio delle propriet￿ della rete rispetto a quello
esposto nel paragrafo precedente. Esso consiste in un grafo orientato G = (N ;E)
costituito da 2n vertici (che rappresentano le diverse con￿gurazioni della BN) i.e.
N = fxi = i
2n : 1  i  2ng. Si avr￿ un arco con origine nel vertice xi e
termine nel vertice xj, i.e. (xi;xj) 2 E, se e solo se [L]i;j = 1. Data la struttura
speciale delle colonne della matrice L si ha quindi che ogni vertice ha un unico
arco uscente. Si noti che l’informazione circa la BN fornita dal grafo di stato Ł la
stessa apportata dalla matrice L e quindi sono in corrispondenza biunivoca.
Esempio 2.3.5. Si consideri la BN in (2.8). La BN in forma di stato risulta:
x(t + 1) = Lx(t)
in cui la matrice L Ł pari a:32 CAPITOLO 2. BOOLEAN NETWORKS
L =
2
6 6
6 6 6 6 6
6 6 6
4
0 1 0 0 0 0 0 0
0 0 0 1 0 1 0 0
1 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
3
7 7
7 7 7 7 7
7 7 7
5
= 8[3 1 4 2 4 2 8 6]
da cui si ricava il grafo di stato in Figura 2.2. 
Figura 2.2: Grafo di stato della BN in (2.8)
Osservazione 2.3.6. Si faccia attenzione a non confondere il grafo di in￿uenza
precedentemente introdotto con il grafo di stato appena presentato. Essi rappre-
sentano due situazioni di￿erenti: mentre il primo ra￿gura la reciproca interazione
tra i nodi della Boolean network, il secondo rappresenta la dinamica della rete.
Dato che ad ogni matrice di transizione corrisponde univocamente un grafo di
stato si preferisce usare questo tipo di rappresentazione per le BN.
2.3.1 Accessibilit￿ e comunicazione
Dalla possibilit￿ o impossibilit￿ di transitare da un vertice all’altro, Ł possibile
classi￿care gli stati della BN in modo da studiare alcune caratteristiche della rete
stessa. Queste nozioni sono abitualmente utilizzate nello studio delle catene di
Markov [19], ma sono applicabili anche in questo contesto.
De￿nizione 2.3.7. Uno stato xk Ł accessibile dallo stato xi se esiste un cammino
orientato nel grafo degli stati che porta dal vertice xi al vertice xk.2.3. RAPPRESENTAZIONE GRAFICA 33
La relazione di accessibilit￿ Ł ri￿essiva (avendo l’accortezza di includere i cammini
di lunghezza nulla) e transitiva (se esiste un cammino da xi a xk e un altro da
xk a xj ne esiste allora sicuramente uno da xi a xj) ma non Ł simmetrica poichŁ
l’accessibilit￿ di xi da xk non implica che xk sia accessibile da xi.
De￿nizione 2.3.8. Uno stato xk comunica con lo stato xi se xk Ł accessibile dallo
stato xi e xi Ł accessibile dallo stato xk.
La relazione di comunicabilit￿ oltre ad essere ri￿essiva e transitiva come la prece-
dente Ł anche simmetrica (data la simmetria della de￿nizione) e quindi Ł una re-
lazione di equivalenza. Questo permette di partizionare l’intero insieme degli stati
in classi di equivalenza (chiamate classi di comunicazione) a due a due disgiunte.
De￿nizione 2.3.9. Una classe Ks Ł accessibile da una classe Kt se esiste uno stato
xi 2 Ks accessibile da uno stato xj 2 Kt.
Date due classi distinte Ks e Kt possono esserci tre situazioni mutuamente esclu-
sive:
1. Ks Ł accessibile da una classe Kt;
2. Kt Ł accessibile da una classe Ks;
3. Ks e Kt sono non interagenti.
Chiaramente stati di classi diverse non possono comunicare e quindi non pu￿
esistere un percorso chiuso che esce da una classe e ci fa ritorno.
2.3.2 Tipi di classi di comunicazione
De￿nizione 2.3.10. Data una Boolean network con n (n < 1) nodi, una classe
di comunicazione K si dice:
 attrattiva (o chiusa) se non esiste uno stato, fuori di K, accessibile da K;
 transitoria se non Ł attrattiva, i.e. esistono cammini da K verso stati di altre
classi.
Dalla relazione biunivoca tra la BN e il relativo grafo, segue naturalmente il
seguente risultato.34 CAPITOLO 2. BOOLEAN NETWORKS
Proposizione 2.3.11. Data la BN riportata in (2.1), si consideri la matrice L
ricavata dalla forma algebrica in (2.4) e il relativo grafo degli stati. Si ha che:
 una classe chiusa de￿nita sul grafo degli stati corrisponde ad un attrattore
nella rispettiva BN e quindi nel grafo deve esistere sempre almeno una classe
attrattiva;
 una classe chiusa composta da un solo stato Ł un punto ￿sso della BN. Gra￿-
camente questo Ł rappresentato da uno stato in cui l’arco uscente si richiude
su se stesso (self loop);
 le classi transitorie sono formate da un solo stato e quindi possono essere
chiamate stati transitori.
Da queste considerazioni segue che, una volta descritte le con￿gurazioni della BN
attraverso la forma gra￿ca e dopo aver classi￿cato gli stati, si hanno automatica-
mente i punti ￿ssi e i cicli limite. Si noti che ad ogni stato transitorio Ł associato
un solo attrattore. Questo accade perchØ ogni stato ha un solo arco uscente che
ne determina l’unicit￿ della traiettoria; ponendo come con￿gurazione iniziale uno
stato transitorio, la traiettoria converger￿ all’attrattore associato.
Esempio 2.3.12. Si consideri la seguente Boolean network in spazio di stato:
x(t + 1) =
2
6 6 6
6 6 6 6 6 6
6
4
1 1 1 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
3
7 7 7 7
7 7 7 7 7
7
5
x(t): (2.10)
In Figura 2.3 Ł riportato il grafo di stato della BN in (2.10) grazie al quale si
possono trovare facilmente le di￿erenti classi di comunicazione. Gli stati si possono
dividere in 5 classi (evidenziate dai riquadri in Figura) di cui 2 stati transitori
(x3,x5), 1 punto ￿sso (x1) e 2 cicli limite (fx6;x7g e fx2;x4;x8g).

Dalla rappresentazione gra￿ca Ł possibile determinare anche il tempo di assorbi-
mento. Considerando ogni stato transitorio xi si ha che il numero di archi che
compongono il cammino piø breve ￿no all’attrattore corrisponde a Tt(xi). Dalla
de￿nizione (2.6) si trova facilmente Tt
2.
2Se xj appartiene ad una classe attrattrice si ha che Tt(xj) = 0.2.4. STABILIT￿ 35
Figura 2.3: Partizioni in classi di comunicazione della BN in (2.10)
2.4 Stabilit￿
Una volta descritta la dinamica di una Boolean network nello spazio di stato si
possono adattare alcune propriet￿ della teoria dei sistemi come ad esempio la
stabilit￿.
De￿nizione 2.4.1. Uno stato di una Boolean network viene de￿nito stabile se Ł
un punto ￿sso.
Esempio 2.4.2. Si consideri la seguente BN in spazio di stato:
x(t + 1) = Lx(t) =
2
6
6
4
1 0 0 0
0 0 0 0
0 1 0 0
0 0 1 1
3
7
7
5x(t):
PoichØ [L]1;1 = [L]4;4 = 1 si ha che x1 e x4 sono punti stabili della BN. 
Esempio 2.4.3. Si condideri ora invece la BN:
x(t + 1) = Lx(t) =
2
6 6
4
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
3
7 7
5x(t):
Dato che tr(L) = 0 si pu￿ a￿ermare che la BN non ha punti stabili. 
In una BN, come si Ł visto dall’Esempio 2.4.3, possono non esistere stati stabili
ma solo cicli limite.36 CAPITOLO 2. BOOLEAN NETWORKS
De￿nizione 2.4.4. Una Boolean network Ł detta globalmente stabile se l’insieme
dei suoi attrattori 
 consiste di un unico punto ￿sso xi. Infatti, partendo da un
qualunque stato x(0) = xj 2 2n si ha che x(k) = xi con k  Tt.
Per veri￿care se una BN Ł globalmente stabile non Ł necessario trovare tutti gli
attrattori, ma si pu￿ applicare il seguente Teorema:
Teorema 2.4.5. La BN Ł globalmente stabile se e solo 9i tale che
L
Tt =
2
6
6 6 6 6 6 6
4
0 0 ::: 0
. . .
1 1 ::: 1
0 0 ::: 0
. . .
0 0 ::: 0
3
7
7 7 7 7 7 7
5
  i
in cui Tt Ł il tempo di assorbimento della rete. Lo stato xi = i
2n Ł il punto di
stabilit￿ globale.
Osservazione 2.4.6. Si noti che se il sistema Ł globalmente stabile, allora 8k  Tt
si ha che Lk = 2n[i;:::;i]. Dato che Tt  2n, Ł dunque possibile veri￿care la
globale stabilit￿ di un sistema calcolando direttamente la potenza L2n.
Esempio 2.4.7. Si consideri la seguente Boolean network in forma algebrica:
x(t + 1) = L(x(t))
= 16[9 10 9 12 5 12 15 1 5 5 9 16 5 16 1 10]x(t):
Calcolando le potenze successive della matrice L si ottiene:
L2 = 16[5 5 5 16 5 16 1 9 5 5 5 10 5 10 9 5]
L3 = 16[5 5 5 10 5 10 9 5 5 5 5 5 5 5 5 5]
L4 = 16[5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5]
Li = 16[5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5] i > 4;
e quindi si ha che Tt = 4 e la BN Ł globalmente stabile in x5.2.5. DOMINI DI ATTRAZIONE E FORMA NORMALE DI L 37
Come si Ł gi￿ notato precedentemente, si pu￿ veri￿care se la BN Ł globalmente
stabile o meno, senza conoscere il tempo di assorbimento, elevando la matrice di
transizione al numero di stati, in questo caso 16. Come previsto si ottiene:
L
16 = 16[5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5]:
da cui si ricava comunque che x5 Ł uno stato di globale stabilit￿. 
2.5 Domini di attrazione e forma normale di L
Come evidenziato in precedenza, la struttura particolare di una BN fa s￿ che dato lo
stato iniziale la traiettoria venga de￿nita deterministicamente. Pertanto ad ogni
stato transitorio xi Ł associato un unico attrattore in cui, ponendo come stato
iniziale x(0) = xi, termina la traiettoria.
De￿nizione 2.5.1. Sia Ci l’insieme di stati che compongono un attrattore (un
singolo stato nel caso di punto ￿sso o gli stati che compongono un ciclo limite).
L’insieme Si = fx : se x(0) = x allora x(t) 2 Ci; t  Ttg Ł detto dominio di
attrazione di Ci.
Dalla de￿nizione di dominio di attrazione segue che Ci  Si. Da queste conside-
razioni si ricava la seguente Proposizione.
Proposizione 2.5.2. Ogni stato appartiene ad uno e un solo dominio di attrazio-
ne. Si ha quindi che i domini di attrazione Si partizionano l’intero insieme delle
con￿gurazioni di una BN.
Data una BN con piø classi di comunicabilit￿ si ha che la corrispondente matrice
L Ł una matrice positiva riducibile. In questo caso si pu￿ modi￿care il Teorema
(nel cap 1) per porre una matrice riducibile in forma normale ottenendo in questo
caso una divisione tra le classi attrattive e quelle transitorie.
Teorema 2.5.3. Sia L 2 L 2n2nuna matrice di transizione riducibile di una BN
(con n > 1 nodi). Esiste allora una matrice di permutazione  che per cogredienza
porta la matrice L nella seguente ￿forma normale￿38 CAPITOLO 2. BOOLEAN NETWORKS
 L = 
TL =
2
6 6 6 6 6
6 6 6 6 6
6 6 6 6
4
 L1;1 0 0 0 ? ? ?
0  L2;2
. . . 0 ? ? ?
0 ::: ... . . . ? ? ?
0 0   Lm;m ? ? ?
0  Lm+1;m+1 = 0  
... 
 Lk;k = 0
3
7 7 7 7 7
7 7 7 7 7 7
7 7 7
5
(2.11)
in cui i blocchi  Li;i con i = 1;:::;m sono matrici irriducibili logiche o scalari di
valore 1 e rappresentano le classi attrattive mentre i blocchi  Lj;j con j = m +
1;:::;k (se k > m) rappresentano gli stati transitori e quindi sono scalari e nulli.
In ogni colonna successiva alla m-esima (se k > m) uno e un solo elemento Ł
uguale a 1 mentre gli altri sono tutti nulli.
Data una qualunque BN a n stati (n > 1) si pu￿ ottenere la matrice di transizione
 L in forma normale ordinando le 2n con￿gurazioni secondo il seguente criterio:
1. gli stati che appartengono alla medesima classe di comunicazione hanno indici
consecutivi;
2. le classi attrattive precedono tutti gli stati transitori;
3. gli stati transitori vengono numerati in ordine crescente rispetto al proprio
tempo di assorbimento.
Una volta ordinate le classi e conseguentemente gli stati secondo le regole appena
descritte, la matrice di transizione della stessa BN assume la forma normale ripor-
tata in (2.11). Si ottiene quindi un sistema in spazio di stato equivalente a quello
precedente all’ordinamento, ma separando le due tipologie di classi.
Osservazione 2.5.4. Si faccia attenzione che una volta operato l’ordinamento del-
le classi bisogna associare ogni stato alla corrispondente con￿gurazione. Mentre
prima ad ogni xi , i
2n era associata la con￿gurazione di nodi calcolabile trami-
te il criterio esposto nel primo capitolo, in questo caso il rapporto tra lo stato e
l’e￿ettivo valore dei nodi dipende dalla matrice di permutazione  utilizzata. Si
consideri, a questo proposito, la BN in spazio di stato (2.4) e sia invece:2.5. DOMINI DI ATTRAZIONE E FORMA NORMALE DI L 39
 x(t + 1) =  L x(t) (2.12)
il sistema con gli stati ordinati.
PoichØ esiste una matrice di permutazione  tale che  L = TL, si ha che
 x(t + 1) =  L x(t) = 
TL x(t)
e dunque, per l’ortogonalit￿ di , si ottiene
 x(t + 1) = L x(t)
da cui
x(t) =  x(t)
8t 2 N. Fissato dunque uno stato  x del sistema in (2.12), il corrispondente stato
della BN ante ordinamento in (2.4) Ł x =  x. Dato quindi  xi = i
2n per il sistema
si ha che esiste un indice j 2 1;:::;2n tale che  xi = 
j
2n e si pu￿ trovare la
con￿gurazione di nodi associata allo stato  xi grazie al criterio riportato a pag. 11
applicato a 
j
2n. Procedendo allo stesso modo per tutti gli stati, si pu￿ dunque
costruire una tabella delle corrispondenze assegnando ad ogni stato  xi il valore
corrispondente dei nodi. Si consideri il seguente Esempio.
Esempio 2.5.5. Si consideri una BN in forma (2.4) con la seguente matrice di
transizione:
L =
2
6
6 6 6 6 6 6
6 6 6
4
1 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0
3
7
7 7 7 7 7 7
7 7 7
5
:
Si consideri ora la seguente BN:
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in cui la matrice di transizione Ł ottenuta mediante un ordinamento degli stati
della BN precedente. Si supponga:
 L = 
TL =
2
6 6 6 6
6 6 6 6 6 6
4
1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
3
7 7 7 7
7 7 7 7 7 7
5
ottenuta attraverso la matrice di permutazione:
 =
2
6 6 6 6
6 6 6 6 6 6
4
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
3
7 7 7 7
7 7 7 7 7 7
5
:
Si supponga di voler trovare la con￿gurazione di nodi corrispondente allo stato
 x7 = 7
2n. Lo stato  x7 corrisponde allo stato x3 della BN originale, infatti si ha:

T  x7 = 
3
8:
L’equazione N1nN2nN3 = 3
2n Ł veri￿cata da N1 = 1
2, N2 = 2
2 e N3 = 1
2 quindi
i valori dei nodi corrispondenti allo stato  x7 sono X1 = 1, X2 = 2 e X3 = 1.
La tabella delle corrispondenze in questo caso Ł riportata in Tabella 2.1.

Data una BN con n nodi, supponiamo che ci siano 0 < h  2n stati attrattivi
suddivisi in m attrattori Ci, i = 1;:::;m; per calcolare i domini di attrazione di
ogni attrattore si pu￿ procedere come segue:
1. Si associa ogni attrattore al rispettivo dominio, ovvero 8x 2 Ci si ha che
x 2 Si. Se h = 2n non occorre procedere oltre.2.5. DOMINI DI ATTRAZIONE E FORMA NORMALE DI L 41
 x X1 X2 X3
 x1 1 1 1
 x2 1 1 0
 x3 0 0 0
 x4 1 0 0
 x5 0 1 0
 x6 0 0 1
 x7 1 0 1
 x8 0 1 1
Tabella 2.1: Tabella delle corrispondenze per la matrice di transizione  L
2. Si ordinano gli stati per ottenere la matrice di transizione in forma normale.
3. Si eleva la matrice  L al tempo di assorbimento Tt. Si otterr￿ una matrice
del tipo:
 L
Tt =
2
6 6 6 6 6 6
6 6 6 6 6
4
 L
Tt
1;1 0 0 0 T1;h+1 T1;2n
0  L
Tt
2;2 0 T2;h+1
. . .
0 ::: ... . . .
. . .
0 0   LTt
m;m Tm;h+1 Tm;2n
0
3
7 7 7 7 7 7
7 7 7 7 7
5
in cui i blocchi  L
Tt
i;i sono matrici logiche e i blocchi Ti;j sono vettori colonna.
Per la logicit￿ della matrice  LTt in ciascuna colonna successiva all’h-esima,
esiste un solo elemento uguale a 1 mentre tutti gli altri sono nulli; ￿ssato
quindi j 2 fh + 1;:::;2ng, 9! i  m tale che T i;j Ł un vettore non nullo.
Trovato  i si ha quindi che la traiettoria ponendo come stato iniziale x(0) = xj
con￿uir￿ nell’attrattore C i.
4. Ripetendo il ragionamento per ogni stato transitorio xj;h < j  2n, si
possono costruire tutti i domini di attrazione Si, i = 1;:::;m.
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x(t + 1) = Lx(t)
= 16 [1 3 2 5 6 4 1 3 6 5 7 10 7 8 14 14]x(t);
(2.13)
con i 3 attrattori: C1 = fx1g, C2 = fx2; x3g e C3 = fx4; x5; x6g.
Per trovare i domini di attrazione S1, S2 e S3 si pu￿ procedere con il criterio
spiegato precedentemente. Dato che per la BN in (2.13) si ha che Tt = 3 e la
matrice di transizione Ł gi￿ in forma normale si pu￿ procedere a calcolare LTt
ottenendo:
L
3 =
2
6 6 6 6
6 6
4
L1
L2 T
L3
0
3
7 7 7 7
7 7
5
in cui:
T =
2
6 6 6
6 6 6
4
1 0 0 0 1 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
3
7 7 7
7 7 7
5
! C1
! C2
! C2
! C3
! C3
! C3
e quindi si ha che x7; x11; x13 2 S1 , x8; x14; x15; x162 S2 e x9; x10; x12 2 S3. Si
possono quindi de￿nire i tre domini di attrazione:
S1 = fx1; x7; x11; x13g;
S2 = fx2; x3; x8; x14; x15; x16g;
S3 = fx4; x5; x5; x9; x9; x10; x12g:
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2.6 Forma normale per classi della matrice L
Una volta terminata l’analisi di una Boolean network, i.e. determinati gli stati
transitori, gli attrattori ed i loro relativi domini di attrazione ed il tempo di as-
sorbimento, pu￿ essere utile ordinare gli stati per avere la matrice di transizione
L in una forma piø ordinata e che permetta di rendere immediatamente leggibili i
risultati ottenuti.
Supponiamo inizialmente che la matrice L sia irriducibile cioŁ tutti gli stati faccia-
no parte della stessa classe e quindi la traiettoria visiti periodicamente ogni stato.
PoichØ si ha che L 2 L 2n2n, e quindi l’indice di imprimitivit￿  Ł sempre mag-
giore di 1 ( = 2n > 1), la matrice pu￿ essere posta in forma ciclica di Frobenius,
introdotta nel primo capitolo, i.e. esiste una matrice di permutazione  tale che:
 L = 
TL =
2
6 6
6 6 6
4
0 1 0 ::: 0
0 0 1 0
...
0 0 0 ::: 1
1 0 0 ::: 0
3
7 7
7 7 7
5
: (2.14)
Questa forma, che pu￿ sempre essere ottenuta tramite un ordinamento degli stati,
mette in evidenza la natura ciclica di un attrattore e la periodica visita di ogni
stato. Si ha infatti che 9t tale che:
 L
t = I2n:
Si possono portare in forma (2.14) anche le singole classi attrattive di una BN. Si
consideri a questo proposito una BN priva di stati transitori con m attrattori; la
matrice di transizione L, per mezzo di una rinumerazione degli stati (un’opportuna
trasformazione di cogredienza), pu￿ essere portata in struttura diagonale a blocchi:
L =
2
6 6
6
4
L1
L2
...
Lm
3
7 7
7
5
;
in cui i blocchi Li sono irriducibili o scalari di valore 1 e in forma (2.14). In questo
caso si Ł in presenza di m traiettorie disgiunte; se lo stato iniziale appartiene ad
una data classe gli altri attrattori non saranno mai visitati.44 CAPITOLO 2. BOOLEAN NETWORKS
Dalle considerazioni espresse in questo e nei precedenti paragra￿ si possono ordi-
nare gli stati in modo da mettere la matrice di transizione L in forma normale per
classe.
Teorema 2.6.1. Si consideri una BN a n stati con m > 1 attrattori e k = 2n > m
con￿gurazioni. Esiste quindi una matrice di permutazione  tale che:
^ L = 
TL =
2
6 6 6
4
B1
B2
...
Bm
3
7 7 7
5
(2.15)
in cui le m matrici Bi sono nella forma:
Bi =
2
6
6 6
4
Mi Ti
0
0  
... 
0 0
3
7
7 7
5
con Mi matrici irriducibili in forma ciclica di Frobenius, e i blocchi Ti e gli elementi
 tali da garantire la logicit￿ delle matrici Bi i.e. Bi 2 L . La matrice ^ L viene
detta in forma normale per classi.
La matrice in forma (2.15) mette in risalto gli attrattori con i propri domini di
attrazione catalogando tutti gli stati della Boolean network e conservando la strut-
tura logica della matrice di transizione. Avendo a disposizione la matrice in forma
normale per classi, l’analisi risulta immediata; l’unica informazione non diretta-
mente ricavabile rimane il tempo di assorbimento il cui calcolo Ł comunque agevola-
to dall’ordinamento degli stati transitori in ciascuno degli m domini di attrazione.
Infatti si pu￿ ricavare un upper bound poichØ il tempo di assorbimento sar￿ minore
o uguale al massimo delle dimensioni dei blocchi di transizione in ciascuna classe
di attrazione.
Esempio 2.6.2. Si consideri la seguente BN in forma di stato a 16 stati con la
matrice di transzione L in forma normale per classi:
x(t + 1) =
2
4
B1
B2
B3
3
5x(t)
in cui:2.6. FORMA NORMALE PER CLASSI DELLA MATRICE L 45
B1 =
2
6 6
4
0 1 0 0
1 0 1 1
0 0 0 0
0 0 0 0
3
7 7
5; B2 =
2
6 6 6 6
4
1 1 1 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
3
7 7 7 7
5
;
B3 =
2
6 6 6 6 6
6 6 6
4
0 1 0 0 0 0 0
0 0 1 0 0 1 0
0 0 0 1 0 0 0
1 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
3
7 7 7 7 7
7 7 7
5
:
Dalla forma normale per classi Ł facile ricavare gli attrattori ( C1, C2 e C3) ed i
rispettivi domini di attrazione (S1, S2 e S3). Si ha infatti: C1 = fx1; x2g, C2 =
fx5g e C3 = fx10; x11; x12; x13g. I domini di attrazione invece risultano: S1 =
fx1; x2; x3; x4g, S2 = fx5; x6; x7; x8; x9g e S3 = fx10; x11; x12; x13; x14; x15; x16g.
Inoltre si pu￿ ricavare un upper bound per il tempo di assorbimento dato che il
maggiore dei blocchi di transizione ha dimensione 4 e quindi si ha che Tt  4.
Dai tre blocchi B1, B2 e B3 che compongono L in forma normale di stato si pu￿
ottenere il grafo di stato della BN riportato nelle Figure 2.4-2.6.
Figura 2.4: Grafo di stato del blocco B1
Dal grafo si pu￿ notare che il numero massimo di archi da uno stato transitorio
ad una classe attrattiva Ł 3 (da x9 a x5) e quindi si ha: Tt = 3. 46 CAPITOLO 2. BOOLEAN NETWORKS
Figura 2.5: Grafo di stato del blocco B2
Figura 2.6: Grafo di stato del blocco B3Capitolo 3
Boolean Control Networks
Introducendo un controllo esterno (sempre Booleano) alla dinamica di una re-
te Booleana si ottiene una Boolean control network. La presenza degli ingressi
permette, ad un utente che ne detiene il controllo, di poter in￿uire sulla dina-
mica della rete ma introduce alcune criticit￿ quali raggiungibilit￿, stabizzabilit￿ e
determinazione della sequenza di controllo che verrano a￿rontati in questo capitolo.
3.1 Dinamica e forma algebrica di una Boolean
control network
De￿nizione 3.1.1. Una Boolean control network Ł un sistema dinamico a tempo
discreto, con n variabili di stato Xi e m ingressi Ui, descritto dal seguente sistema
di equazioni:
8
> > > <
> > > :
X1(t + 1) = F1(X1(t);X2(t);:::;Xn(t);U1(t);U2(t);:::;Um(t))
X2(t + 1) = F2(X1(t);X2(t);:::;Xn(t);U1(t);U2(t);:::;Um(t))
. . .
Xn(t + 1) = Fn(X1(t);X2(t);:::;Xn(t);U1(t);U2(t);:::;Um(t))
(3.1)
in cui Xi, Ui 2 B e le Fi sono funzioni logiche i.e. Fi : Bn+m ! B con
i = 1;2;:::;n.
Ogni variabile Booleana Xi;Ui 2 B , come si Ł gi￿ visto per una Boolean network
senza ingressi, pu￿ essere equivalentemente rappresentata da un vettore Ni;vi 2 2
con il quale Ł in relazione biunivoca. Le funzioni Fi : Bn+m ! B riportate in (3.1)
possono essere sostituite dalle equivalenti fi : (2)n+m ! 2. Una BCN quindi
pu￿ essere de￿nita, allo stesso modo, dal sistema di equazioni:
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8
> > > <
> > > :
N1(t + 1) = f1(N1(t);N2(t);:::;Nn(t);v1(t);v2(t);:::;vm(t))
N2(t + 1) = f2(N1(t);N2(t);:::;Nn(t);v1(t);v2(t);:::;vm(t))
. . .
Nn(t + 1) = fn(N1(t);N2(t);:::;Nn(t);v1(t);v2(t);:::;vm(t))
(3.2)
in cui Ni;vi 2 2 e le fi : 2n+m ! 2 con i = 1;2;:::;n.
Dato che la dinamica di una BCN Ł anch’essa determinata da funzioni logiche pu￿
essere posta, utilizzando le propriet￿ del prodotto semi-tensore come nel caso delle
BN, in spazio di stato. Precisamente si ha il seguente Teorema.
Teorema 3.1.2. Si consideri la BCN in (3.1) con variabili di stato N1;:::;Nn
e ingressi v1;:::;vm con Ni;vi 2 2. Ponendo x(t) = N1(t) n ::: n Nn(t) e
u(t) = v1(t) n ::: n vm(t), esiste un’unica matrice L 2 L 2n2n+m tale che:
x(t + 1) = L n u(t) n x(t): (3.3)
La matrice L anche in questo contesto viene detta matrice di transizione e la forma
riportata in (3.3) Ł detta forma algebrica di una Boolean control network.
Esempio 3.1.3. [29] Si consideri la seguente Boolean control network con due
nodi e due ingressi:
8
<
:
X1(t + 1) = X1(t) _ [X2(t) ^ U1(t)];
X2(t + 1) = X2(t) ^ U2(t):
(3.4)
La matrice di transizione associata alla forma vettoriale della BCN in (3.3) in
questo caso Ł:
L =
2
6 6
4
1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 1 1 1 1 0 0 1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 1
3
7 7
5;
con L 2 L 416 dato che n = 2 e m = 2.
Si consideri ad esempio il caso X1(t) = 0, X2(t) = 1, U1(t) = 1 e U2(t) = 0. In
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X1(t + 1) = 1 X2(t + 1) = 0: (3.5)
I valori dei nodi riportati in forma vettoriale diventano: N1(t) = 2
2, N2(t) = 1
2,
v1(t) = 1
2 e v2(t) = 2
2 da cui si ottengono il vettore di stato:
x(t) = N1 n N2(t) = 
3
4;
e il vettore degli ingressi:
u(t) = v1(t) n v2(t) = 
2
4:
Si pu￿ calcolare dunque:
x(t + 1) = L n u(t) n x(t)
= L n 2
4 n 3
4
= L n

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
T
=

0 1 0 0
T :
Dati N1(t + 1) = [ v  v ]T e N2(t + 1) = [ w  w ]T si ha x(t + 1) = N1(t + 1) n
N2(t + 1) = [ vw v  w  vw  v  w ]T. PoichØ in questo caso si ha v =  w = 1 allora
N1(t + 1) = 1
2 e N2(t + 1) = 2
2 che corrisponde, una volta riportato in variabili
Booleane, con il risultato in (3.5). 
3.1.1 La BCN come switched system
Si consideri la BCN con m ingressi riportata in (3.3); essa pu￿ essere considerata
come uno switched system Booleano composto da 2m sottosistemi (ognuno dei
quali Ł una BN) in cui il valore degli ingressi determina, istante per istante, quale
di questi sottosistemi Ł attivo. Noto il valore dell’ingresso all’istante  t,  u = u( t),
si ha che la dinamica del passo successivo si pu￿ scrivere come:
x( t + 1) = L n u( t) n x( t) = L( u)x( t)
in cui L( u) 2 L 2n2n. Si ha quindi che ad ogni con￿gurazione degli ingressi ui
M =
i
2m, i = 1;:::;m, Ł associata una BN corrispondente, la cui matrice di transizione50 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
Ł Li
M = L(ui) = L n ui. Queste matrici Li 2 L 2n2n rappresentano i sottosistemi
della Boolean control network; piø precisamente la matrice di transizione della
BCN si pu￿ scrivere come:
L =

L1 L2 ::: Li ::: L2m

(3.6)
in cui viene messa in evidenza la struttura dello switched system; la dinamica degli
ingressi u(t) agisce da funzione di switching.
Esempio 3.1.4. Si consideri la seguente BCN in forma di stato:
x(t + 1) =
2
6 6
4
0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 1
0 0 1 0 1 0 1 0
0 1 0 0 0 0 0 0
3
7 7
5
| {z }
L
u(t)x(t); (3.7)
in cui la matrice di transizione L appartiene a L 48, dato che n = 2 e m = 1.
PoichØ l’ingresso Ł unico, la matrice di transizione Ł composta da due BN attive
alternativamente a seconda del valore di u(t). La matrice L del sistema in (3.7) si
pu￿ infatti esprimere come:
L =

L1 L2

;
da cui si possono ottenere le due BN:
x(t + 1) = Lix(t) i = 1;2:
La dinamica della BCN dipende chiaramente dal valore dell’ingresso infatti si ha:
L1 = L n u1(t) = L n

1 0
T =
2
6 6
4
0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0
3
7 7
5;
L2 = L n u2(t) = L n

0 1
T =
2
6 6
4
0 0 0 0
0 1 0 1
1 0 1 0
0 0 0 0
3
7 7
5:
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3.1.2 La matrice Ltot
Per studiare molte propriet￿ di una BCN non Ł necessario utilizzare la matrice di
transizione L; essa infatti associa ad ogni con￿gurazione degli ingressi ( 2m in tota-
le) lo stato attivo all’istante successivo. Questa informazione pu￿ essere trascurata
ogniqualvolta sia necessario conoscere quali stati possono seguire alla con￿gura-
zione attiva dato un certo numero di ingressi, ma non a quale speci￿co ingresso
sia legata una particolare dinamica.
Si consideri a questo scopo la matrice calcolata come segue:
Ltot
M =
2m X
i=1
Li
1
dove le matrici Li 2 L 2n2n si ricavano dall’espressione di L in (3.6); si ha dunque
che Ltot 2 Z2n2n.
Per la logicit￿ delle matrici Li si ha che la somma di tutti gli elementi di ogni
colonna della matrice Ltot Ł pari a 2m i.e.
P2n
i=1[Ltot]i;j. Indicando con 1j il
vettore colonna di lunghezza j in cui tutti gli elementi sono 1 e notando che P2m
i=1 Li = (L 
 I1)(12m 
 I2n) si pu￿ dare una de￿nizione equivalente di Ltot
sfruttando il prodotto semi-tensore. Si ha infatti che:
Ltot = L n 12m:
Esempio 3.1.5. Si consideri ancora la BCN in (3.7).
In questo caso si ha Ltot 2 Z44, infatti:
Ltot = L1 + L2 =
2
6
6
4
0 0 1 0
1 1 0 1
1 0 1 1
0 1 0 0
3
7
7
5:

La matrice Ltot Ł di notevole importanza nello studio della controllabilit￿ e della
stabilizzabilit￿ di una BCN e inoltre permette di rappresentare gra￿camente la
rete.
1Si noti che la somma delle Li Ł quella usuale tra matrici e non una somma booleana. Questa
scelta, come si vedr￿ piø avanti, permette di mantenere l’informazione sul numero dei di￿erenti
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3.2 Rappresentazione gra￿ca
Come per le BN anche per le BCN si possono rappresentare gli stati gra￿camente
tramite un grafo di stato G = (N ;E). Anche in questo caso i vertici sono dati
dalle 2n possibili con￿gurazioni degli n nodi della BCN, N = fxi = i
2n : 1 
i  2ng, mentre gli archi orientati si ricavano dalla matrice Ltot de￿nita nella
precedente sezione. Precisamente si avr￿ (xi;xj) 2 E (arco con origine in xi e
termine in xj) se e solo se [Ltot]i;j > 0. Dato che la somma degli elementi di ogni
colonna della matrice Ltot Ł pari a 2m, da ogni vertice partono al piø 2m archi:
possono esistere infatti due o piø ingressi di controllo che portano dallo stesso
stato xi allo stesso stato xj. Il grafo degli stati, per come Ł stato precedentemente
de￿nito, d￿ la medesima informazione della matrice Ltot e quindi ad ogni arco
corrisponde l’esistenza di almeno un ingresso, mentre ingressi di controllo distinto
non corrispondono necessariamente ad archi distinti. Anche l’insieme degli stati
di una BCN pu￿ essere partizionato in classi di comunicazione, le stesse proposte
nel precendente Capitolo: chiuse2 o transitorie. Le classi transitorie di una BCN,
al contrario di quanto accade in una BN, possono essere composte da piø stati
e possono esistere sequenze di controllo tali per cui la dinamica visita sempre
gli stati di una stessa classe transitoria e quindi per una BCN non Ł detto sia
possibile de￿nire il tempo di assorbimento. Per come sono state de￿nite le classi
di comunicazione se la traiettoria passa da uno stato di una classe K1 ad uno stato
di una classe K2, gli stati della classe K1 non potranno piø essere visitati dalla
dinamica della BCN. Anche per le BCN vale una propriet￿ gi￿ vista per le BN:
Proposizione 3.2.1. Ogni BCN con un numero di stati 2n < 1 possiede almeno
una classe chiusa. Per ogni stato xi appartenente ad una classe transitoria esiste
almeno un percorso orientato che porta ad una classe chiusa K.
Si noti che, di￿erentemente da quanto accade nelle BN, ad una classe transitoria di
una BCN non Ł generalmente associata un’unica classe chiusa, ma le classi visitate
successivamente variano a seconda dell’arco scelto. Una volta che la dinamica di
una BCN visita uno stato di una classe chiusa si potranno visitare solo gli stati
appartenenti a quella determinata classe.
Esempio 3.2.2. Si consideri la seguente BCN a due ingressi in forma di stato
(3.3) con matrice di transizione
2Per una BCN Ł preferibile riferirsi a classi chiuse piuttosto che a classi attrattive poichŁ
l’attrattivit￿ perde signi￿cato a causa del controllo arbitrario.3.2. RAPPRESENTAZIONE GRAFICA 53
L =
2
6 6 6 6 6
6 6 6 6 6
4
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1
3
7 7 7 7 7
7 7 7 7 7
5
;
da cui si ricava la matrice
Ltot =
2
6 6 6
6 6 6 6 6
6 6
4
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 1 1 0 0 0
0 0 2 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 1 2
3
7 7 7
7 7 7 7 7 7
7
5
: (3.8)
A sua volta dalla matrice Ltot si pu￿ ottenere il grafo degli stati che Ł riportato in
Figura 3.1 in cui sono evidenziate anche le di￿erenti classi.
Figura 3.1: Grafo di stato ricavato dalla matrice Ltot in (3.8)
Le classi della BCN presa in considerazione sono quattro: K1 = fx1; x2g, K2 =
fx3; x4; x5g, K3 = fx6; x7g e K4 = fx8g; di cui due classi transitorie (K1 e K3)
e due chiuse (K2 e K4). Si pu￿ notare che in questo esempio le classi K2 e K454 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
sono entrambe accessibili dalle classe transitorie K1 e K3 a seconda del percorso (e
quindi conseguentemente del controllo) scelto, fatto che non poteva accadere per
le BN. 
Si noti che, mentre in una BN il valore dei nodi entro un certo numero di passi
diventava costante o periodico, in una BCN grazie alla presenza degli ingressi tale
periodicit￿ pu￿ non esistere. Questo accade anche se la dinamica coinvolge solo
una classe chiusa; si consideri a questo proposito il seguente Esempio.
Esempio 3.2.3. Si consideri la seguente BCN a due stati:
x(t + 1) = Lx(t) =

0 1 1 0
1 0 0 1

x(t); (3.9)
da cui si pu￿ ricavare il seguente grafo di stato riportato in Figura 3.2 da cui si
possono ricavare le possibili traiettorie della BCN.
Figura 3.2: Grafo di stato della BCN in (3.9)
Si consideri ora la seguente traiettoria:
x1; x2; x1; x1; x2; x2; x1; x1; x1; x2; x2; x2; ::: (3.10)
La sequenza in (3.10) risulta una traiettoria plausibile, poichØ dal grafo di stato
si ricava che entrambi gli stati sono accessibili (in un passo) da se stessi e uno
dall’altro, inoltre non Ł periodica. Questo semplice controesempio mostra quindi
che la traiettoria di una BCN pu￿ non essere periodica. 
Si faccia comunque attenzione che le di￿erenti classi rappresentano solo la possibi-
lit￿ o meno di passare da un gruppo di stati comunicanti ad un altro; la dinamica
reale potrebbe coinvolgere solo un numero molto ridotto di stati di una classe
togliendo all’operazione di partizione gran parte dell’utilit￿.3.3. CONTROLLABILIT￿ 55
3.3 Controllabilit￿
L’introduzione degli ingressi in una Boolean network, come si Ł visto, elimina
l’unicit￿ della traiettoria (dato uno stato iniziale) e apre nuove possibilit￿ di studio.
Infatti in questo caso si pu￿ in￿uire sulla dinamica della rete cercando di ottenere
l’andamento desiderato per il valore dei nodi. Per poter ottenere questi obiettivi
si deve innanzitutto studiare quali siano e￿ettivamente gli stati raggiungibili a
partire da ogni condizione iniziale. Questo rappresenta un problema a￿rontato
di￿usamente nella Teoria dei Sistemi: la controllabilit￿. In questa sezione si vuole
quindi contestualizzare la controllabilit￿ per quanto riguarda le BCN e fornire i
criteri per studiarla.
3.3.1 De￿nizioni di controllabilit￿
Come si Ł gi￿ evidenziato, uno dei vantaggi principali nel porre una BCN in forma
di stato Ł quello di poter usare gli strumenti della Teoria dei Sistemi; si pu￿ quindi
riportare in modo naturale la de￿nizione di controllabilit￿ anche in questo ambito.
Un ruolo fondamentale in questo studio viene attribuito alla matrice Ltot il cui si-
gni￿cato Ł strettamente correlato all’esistenza di ingressi che permettano di passare
da uno stato ad un altro.
De￿nizione 3.3.1. Si consideri la BCN in (3.1), la relativa forma algebrica in
(3.3) e due stati xa;xb 2 2n: La BCN viene detta controllabile da xa a xb in
k passi se esiste una sequenza di controllo u(t) 2 Bm, t = 0;1;:::;k   1, tale
che ponendo come stato iniziale x(0) = xa si raggiunge lo stato di destinazione al
tempo k, i.e. x(k) = xb. Lo stato xb viene detto raggiungibile a partire da xi e
l’insieme degli stati raggiungibili da xa in k passi Ł indicato con Rk(xa)  2n 3
Di conseguenza si ha che insieme degli stati raggiungibili da xa Ł
R(xa) =
1 [
k=1
Rk(xa):
De￿nizione 3.3.2. Se R(xa)  2n il sistema viene detto globalmente raggiun-
gibile da xa. Se xb 2 R(xa); 8i 2 f1;:::;2ng, il sistema viene detto globalmente
controllabile a xb.
De￿nizione 3.3.3. Una BCN a n nodi viene detta globalmente controllabile se
per ogni coppia di stati xa;xb 2 2n, si ha che xb 2 R(xa).
3Si noti che in questo contesto controllabilit￿ e raggiungibilit￿ esprimono il medesimo concetto
da due punti di vista di￿erenti. Precisamente, l’espressione ￿ xa Ł controllabile a xb￿ Ł equivalente
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3.3.2 Criteri di controllabilit￿
I criteri per veri￿care se una BCN Ł controllabile o meno variano in base ai diversi
tipi di ingressi: ingressi come sequenze Booleane libere da vincoli, ingressi ottenuti
per retroazione dello stato, ecc. In questo paragrafo ci occupiamo di controllabilit￿
supponendo che gli ingressi siano dati da sequenze Booleane arbitrare. Sappiamo
che se nel grafo di stato esiste un arco dallo stato xa allo stato xb, i.e. (xa;xb) 2 E,
allora esiste un ingresso  u tale che se x(t) = xa allora x(t + 1) = L( u)x(t) = xb.
Si ha dunque che in questo caso l’accessibilit￿ di uno stato xb de￿nita nel secondo
capitolo coincide con il concetto di raggiungibilit￿ dello stato xb data nel precedente
paragrafo. Come conseguenza diretta si ha il seguente risultato.
Proposizione 3.3.4. Se xa e xb sono due stati appartenenti alla medesima classe
di comunicazione K allora xb 2 R(xa) e xa 2 R(xb).
E data la transitivit￿ dell’accessibilit￿=raggiungibilit￿ si ha anche:
Proposizione 3.3.5. Siano xa e xb due stati appartenenti alla medesima classe
di comunicazione K. Se xc Ł uno stato tale che xc 2 R(xa), allora si ha che
xc 2 R(xb).
Le precedenti considerazioni portano a ￿ssare un limite sul numero di passi in cui
uno stato pu￿ essere raggiungibile da un altro nel contesto considerato in presenza
cioŁ di un controllo Booleano arbirario. Precisamente si ha:
Proposizione 3.3.6. Nella BCN in forma di stato (3.3), se uno stato xb non Ł
raggiungibile da xa in al piø 2n passi allora non Ł raggiungibile da xa.
Dimostrazione. Si pu￿ procedere dimostrando l’antinominale i.e.: se uno stato xb
Ł raggiungibile da xa allora Ł xb Ł raggiungibile da xa in k  2n passi. Si supponga
dunque xb raggiungibile da xa e si consideri la piø corta sequenza di stati della
BCN che porti da xa a xn: x(0) = xa; x(1);:::; x(k) = xb. Per 0 < t  k si ha
x(t) 6= xa e dati 0 < t1 < t2  k si ha che x(t1) 6= x(t2) altrimenti la sequenza
considerata non sarebbe la piø corta.Si supponga ora xa 6= xb; dovendo gli stati
della sequenza de￿nita prima essere tutti distinti ed essendo 2n gli stati della BCN,
si ha che k  2n   1. Se invece xa = xb si ottiene k  2n. In generale si ha quindi
esiste xb Ł raggiungibile da xa in k  2n passi.
Si pu￿ quindi, in questo caso, modi￿care la de￿nizione di insieme degli stati
raggiungibili da xa che diventa:3.3. CONTROLLABILIT￿ 57
R(xa) =
2n [
k=1
Rk(xa):
Si Ł visto quindi che il concetto di controllabilit￿ Ł legato al grafo degli stati;
essendo quest’ultimo ricavabile dalla matrice Ltot, si possono trovare le propriet￿
di questa matrice che determinano la controllabilit￿ di una BCN. Dati due stati
xa;xb 2 2n e un intero k > 0 si indichi con l(k;xa;xb) il numero di diverse
sequenze di controllo che consentono di portare la dinamica di una BCN da x(0) =
xa a x(k) = xb. In [29] si dimostra che la quantit￿ l(k;xa;xb), la cui utilit￿ Ł
rilevante per la controllabilit￿ o meno di un sistema, Ł calcolabile mediante la
matrice Ltot. Piø precisamente si ha il seguente Teorema.
Teorema 3.3.7. Il numero di di￿erenti sequenze di controllo che portano una
BCN dallo stato xa allo stato xb in k passi Ł:
l(k;xa;xb) = x
T
b L
k
totxa:
Dimostrazione. Siano u1;u2;:::;ul(k;xa;xb) le sequenze di controllo distinte che por-
tino il sistema (3.3) da x(0) = xa a x(k) = xb. In altre parole si ha che 8i 2
f1;:::;l(k;xa;xb)g:
xb = L n u
i(k   1) n ::: n L n u
i(0) n xa: (3.11)
PoichØ si ha che le di￿erenti sequenze di controllo ammissibili di lunghezza k
sono 2mk, questo implica l’esistenza di t(k;xa;xb)
M = 2mk  l(k;xa;xb) sequenze wj
distinte tali che:
xb 6= L n w
j(k   1) n ::: n L n w
j(0) n xa j 2 f1;:::;t(k;xa;xb)g: (3.12)
Si indichi con xj
c la parte destra della disuguaglianza (3.12), i.e. xj
c
M = L n wj(k  
1) n ::: n L n wj(0) n xa si noti che xj
c 2 2n. Dunque moltiplicando a sinistra
per xT
b le due espressioni a destra in (3.11) e (3.12) si ottiene:
1 = x
T
b L n u
i(k   1) n ::: n L n u
i(0) n xa; i 2 f1;:::;l(k;xa;xb)g
0 = x
T
b L n w
j(k   1) n ::: n L n w
j(0) n xa; j 2 f1;:::;t(k;xa;xb)g:
Sommando queste l(k;xa;xb) + t(k;xa;xb) = 2mk equazioni si ottiene:58 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
l(k;xa;xb) = x
T
b L n 12m n ::: n L n 12m n xa =
= x
T
b L
k
totxa;
in cui l’ultimo passaggio Ł dato dall’espressione alternativa di Ltot in (3.1.2) e si
conclude cos￿ la dimostrazione.
Il legame tra l(k;xa;xb) e xT
b Lk
totxa introdotto nel Teorema 3.3.7 porta al seguente
risultato.
Corollario 3.3.8. Per ogni k > 0, la somma degli elementi di ogni colonna di Lk
tot
Ł pari a 2mk.
Dimostrazione. La somma degli elementi nella i-esima colonna di Lk
tot pu￿ essere
espressa come:
2n X
j=1
 

j
2n
T
L
k
tot
i
2n:
Dal Teorema 3.3.7, questa espressione equivale al numero di controlli distinti che
portano una BCN da x(0) = i
2n ad uno stato dell’insieme f1
2n;:::;2n
2ng in k passi.
Questo non Ł altro per￿ che il numero totale delle sequenze di controllo distinte di
lunghezza k che Ł sempre uguale a 2km.
Grazie al Teorema (3.3.7) ed alle considerazioni sul grafo di stato, le condizioni
necessarie e su￿cienti per la controllabilit￿ di una BCN si possono riassumere con
il seguente risultato.
Teorema 3.3.9. Si consideri una BCN a n stati riportata in (3.1) e la corrispon-
dente forma in spazio di stato (3.3), da cui si possono ottenere le matrici L e Ltot
e il relativo grafo degli stati. Allora si ha che:
1. Lo stato xb = b
2n Ł raggiungibile da xa = a
2n in k passi se e solo se

L
k
tot

b;a > 0;
o equivalentemente esiste, sul grafo di stato, un cammino orientato formato
da k archi che va dallo stato xa allo stato xb.3.3. CONTROLLABILIT￿ 59
2. Lo stato xb = b
2n Ł raggiungibile da xa = a
2n se e solo se
"
2n X
k=1
L
k
tot
#
b;a
> 0;
o equivalentemente esiste, sul grafo di stato, un cammino orientato che va
dallo stato xa allo stato xb.
3. La BCN Ł globalmente raggiungibile da xa se e solo se
2n X
k=1
Cola
 
L
k
tot

 0;
o equivalentemente, sul grafo di stato, esiste un cammino orientato per ogni
stato xb del sistema (3.3) che porta dallo stato xa allo stato xb.
4. La BCN Ł globalmente controllabile a xb se e solo se
2n X
k=1
Rowb
 
L
k
tot

 0;
i.e. lo stato xb 2 K con K unica classe chiusa della BCN. Sul grafo di stato
questa condizione Ł equivalente all’esistenza di un cammino orientato da ogni
stato xa allo stato xb.
5. La BCN Ł globalmente controllabile se e solo se
2n X
k=1
L
k
tot  0;
i.e. la matrice Ltot Ł irriducibile. La condizione equivalente sul grafo di
stato consiste nell’esistenza, da ogni stato xa, di un cammino orientato per
ogni altro stato xb, i.e. tutti gli stati appartengono alla medesima classe di
comunicazione.
Esempio 3.3.10. Si consideri la BCN ad un ingresso rappresentata algebricamen-
te come in (3.3) con matrice di transizione:60 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
L =
2
6 6 6 6 6 6
6 6 6 6
4
1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1
3
7 7 7 7 7 7
7 7 7 7
5
da cui si ottiene:
Ltot =
2
6
6 6 6 6 6 6
6 6 6
4
2 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 1
3
7
7 7 7 7 7 7
7 7 7
5
:
Si supponga ora che x(0) = x8 = 8
8 e di voler trovare il numero di sequenze di
controllo in 3 passi da x8 a x6 i.e. l(3;8
8;6
8). Per prima cosa si calcola la matrice:
L
3
tot =
2
6 6 6
6 6 6 6 6 6
6
4
8 2 4 2 8 2 4 2
0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1
0 1 1 1 0 1 1 1
0 1 1 1 0 1 1 1
0 1 1 1 0 1 1 1
0 1 1 1 0 1 1 1
3
7 7 7
7 7 7 7 7 7
7
5
;
da cui si ottiene:
l(3;
8
8;
6
8) = x
T
6L
3
totx8 =

L
3
tot

6;8 = 1:
Per trovare l’insieme degli stati raggiungibili da x8 applicando il Teorema 3.3.9 si
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8 X
k=1
Col8

L
k
tot

=
2
6 6 6 6 6
6 6 6 6 6
4
336
0
20
20
33
33
34
34
3
7 7 7 7 7
7 7 7 7 7
5
;
da cui si ottiene che l’unico stato non raggiungibile da x8 Ł x2. 
Esempio 3.3.11. Si consideri ora la seguente BCN:
x(t + 1) = Lx(t) =
2
6 6 6 6 6
6 6 6 6 6
4
1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1
3
7 7 7 7 7
7 7 7 7 7
5
x(t);
(3.13)
in cui
Ltot =
2
6
6 6 6 6 6 6
6 6 6
4
1 0 0 0 2 0 0 0
0 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0
0 1 0 0 0 0 1 0
0 0 2 0 0 1 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 1 0 0 1 1
3
7
7 7 7 7 7 7
7 7 7
5
:
Dal grafo di stato in Figura 3.3 si pu￿ notare che esiste una sola classe chiusa
Kc = fx1; x3; x5g. Dal Teorema 3.3.9 si ha quindi che il sistema Ł globalmente
controllabile a xi, i = 1;3;5.
Questo si poteva ugualmente vedere considerando:62 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
Figura 3.3: Grafo di stato dell BCN in (3.13)
8 X
k=1

L
k
tot

=
2
6 6 6
6 6 6 6 6 6
6
4
252 160 252 100 264 248 100 144
0 36 0 64 0 0 64 49
132 105 120 76 126 122 76 88
0 31 0 54 0 0 54 41
126 96 138 72 120 132 72 80
0 0 0 0 0 8 0 0
0 18 0 31 0 0 31 23
0 64 0 113 0 0 113 85
3
7 7 7
7 7 7 7 7 7
7
5
;
da cui si ricava che
P8
k=1 Rowi

Lk
tot

 0 per i = 1;3;5. 
Si noti che la condizione xb 2 Rk(xa) non implica che xb 2 Rk+1(xa); quindi xb
pu￿ essere raggiungibile da xa in k passi ma non esserlo in k + 1. Per ovviare a
questo problema Laschov e Margaliot hanno presentato in [29] un’altra de￿nizione
di controllabilit￿ che in questo contesto chiameremo controllabilit￿ globale forte.
3.3.3 Controllabilit￿ globale forte
De￿nizione 3.3.12. La BCN (3.3) Ł globalmente controllabile in senso forte
(g.c.f.) in k passi se 8xa;xb 2 2n esiste una sequenza di controllo di lunghezza k
tale che partendo da x(0) = xa si abbia x(k) = xb.
Osservazione 3.3.13. La de￿nizione appena fornita di￿erisce in modo signi￿cativo
dalla De￿nizione 3.3.3 seppur si pretenda in entrambe che da x(0) = xa si arrivi
in x(k) = xb. Infatti nella De￿nizione 3.3.3 ad ogni coppia di stati Ł associato un3.3. CONTROLLABILIT￿ 63
valore k opportuno, mentre nella De￿nzione 3.3.12 un unico k deve valere per ogni
coppia di stati.
Dalla De￿nizione 3.3.12 e dal Teorema 3.3.7 si ottiene direttamente il seguente
risultato.
Corollario 3.3.14. La BCN (3.1) Ł globalmente controllabile in senso forte in k
passi se e solo se tutti gli elementi della matrice Lk
tot sono diversi da zero.
Dimostrazione. Si supponga che l’elemento in posizione (i;j) della matrice Lk
tot
sia nullo. Ne consegue che (i
2n)TLk
tot
j
2n = 0 e per il Teorema 3.3.7 non esistono
controlli che portano la BCN da 
j
2n a i
2n in k passi. Si ha quindi che la BCN non
Ł g.c.f. in k passi.
Per dimostrare la su￿cienza dell’enunciato si noti preliminarmente che il Teorema
3.3.7 implica Ltot  0. Quindi se tutti gli elementi di Lk
tot sono diversi da zero
devono necessariamente essere strettamente positivi e quindi Lk
tot  0. Questo
implica che (i
2n)TLk
tot
j
2n > 0 per ogni i;j 2 f1;:::;2ng, e per il Teorema 3.3.7 che
la BCN Ł g.c.f. in k passi.
Una conseguenza fondamentale della controllabilit￿ in senso forte Ł data dal se-
guente Corollario.
Corollario 3.3.15. Se esiste un valore k ￿nito tale che la BCN sia globalmente
controllabile in senso forte in k passi, allora la BCN Ł g.c.f. in j passi 8j  k.
Dimostrazione. Si supponga che la BCN sia g.c.f. in k passi e quindi per il Co-
rollario 3.3.14 si ha che la matrice Lk
tot Ł strettamente positiva. Si assuma ora per
assurdo che l’elemento in posizione (i;j) della matrice L
k+1
tot sia nullo. Si ha quindi
che il prodotto della riga i-esima della matrice Lk
tot e della colonna j-esima di Ltot Ł
zero. Dato che Lk
tot  0 e Ltot  0, allora ogni valore della colonna j-esima di Ltot
deve essere nullo ma se fosse cos￿ ovviamente Ltot non potrebbe essere strettamen-
te positiva. Questa contraddizione dimostra che se Lk
tot Ł strettamente positiva lo
deve essere anche L
k+1
tot .
Questo risultato giusti￿ca la de￿nizione seguente.
De￿nizione 3.3.16. La BCN (3.1) Ł globalmente controllabile in senso forte se
esiste un k ￿nito tale che la BCN sia g.c.f. in k passi.
Da questo deriva una condizione necessaria e su￿ciente per la g.c.f. di una BCN.
Teorema 3.3.17. La BCN (3.1) Ł g.c.f. se e solo se la matrice Ltot ottenuta dalla
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La globale controllabilit￿ in senso forte di una BCN Ł una condizione desiderabile
perchØ lascia un’ampia libert￿ di con￿gurazione della rete all’utente per￿ Ł for-
temente restrittiva. Infatti si possono comunque ottenere risultati interessanti e
globali sulla stabilizzabilit￿ anche per reti che non abbiano questa propriet￿ come
si vedr￿ nel prossimo paragrafo.
3.4 Stabilizzabilit￿
La possibilit￿ di gestire gli ingressi esterni pu￿ essere utilizzata per stabilizzare
una Boolean control network, i.e. per portare il valore dei nodi della rete ad essere
costante da un certo istante in poi. Anche in questa sezione gli ingressi a cui si
far￿ riferimento sono sequenze Booleane arbitrarie.
De￿nizione 3.4.1. Una BCN Ł detta stabilizzabile se esiste uno stato xs tale che,
per ogni stato iniziale x(0) = i
2n, esiste una sequenza di ingresso ui che porta lo
stato in xs in un numero ￿nito di passi e ve lo fa rimanere inde￿nitamente.
3.4.1 Punti di equilibrio ad ingresso costante
Per poter stabilizzare il sistema (3.3) ad uno stato xs deve esistere un ingresso
costante tale che la dinamica, partendo dallo stato xs, ci rimanga inde￿nitamente.
Piø precisamente si ha la seguente De￿nizione.
De￿nizione 3.4.2. Uno stato xs di una BCN a m ingressi viene de￿nito un punto
di equilibrio ad ingresso costante (o semplicemente punto di equlibrio) se esiste un
ingresso  u 2 2m tale che se x(t) = xs si ha x(t + 1) = L( u)x(t) = xs.
Dalla matrice Ltot si pu￿ dedurre se uno stato xs Ł punto di equilibrio ad ingresso
costante o meno; si ha infatti:
Proposizione 3.4.3. Uno stato xs = i
2n di una BCN Ł un punto di equilibrio ad
ingresso costante se e solo se [Ltot]i;i > 0.
Dimostrazione. La matrice di transizione si pu￿ sempre esprimere, come si Ł visto
in (3.6), a￿ancando le 2m matrici Lj 2 L 2n2n con j = 1;:::;2m. L’a￿ermazione
￿i
2n Ł punto di equilibrio ad ingresso costante￿ corrisponde al fatto che esista
almeno una matrice Lj in cui l’elemento (i;i) sia uguale a 1. Infatti se 9 j tale che
[L j]i;i = 1 allora ponendo x(t) = xi e predendo come ingresso u j = 
 j
2m si ha che
x(t + 1) = L jxi = xi. PoichØ Ltot =
P2n
j=1 Lj si ha che se 9 j tale che [L j]i;i = 1
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Anche dal grafo degli stati si pu￿ dedurre se uno stato xs Ł punto di equilibrio ad
ingresso costante o meno; si ha infatti che uno stato xs Ł punto di equilibrio se e
solo se uno dei suoi archi uscenti si richiude su xs.
Ad ogni punto di equilibrio Ł associato un corrispondente insieme di stati, detto
insieme controllabile al punto di equilibrio.
De￿nizione 3.4.4. Si consideri un punto di equilibrio ad ingresso costante xs
del sistema riportato in (3.3). L’insieme Ss = fx : xs 2 R(x)g Ł detto insieme
controllabile al punto di equilibrio xs.
Inizializzando la dinamica della BCN in x(0) =  x 2 Ss esister￿ sicuramente una
sequenza di controllo tale che il sistema converga in xi: Si noti che in questo caso,
di￿erentemente dalle BCN, uno stato pu￿ appartenere all’insieme controllabile di
piø punti di equilibrio. Dalla De￿nizione (3.4.4) segue che gli stati comunicanti
appartengono al medesimo insieme controllabile del punto di equilibrio e quindi:
Proposizione 3.4.5. Data una BCN descritta come in (3.3), siano xa;xb due
stati appartenenti alla medesima classe di comunicazione K. Se xa 2 Ss, insieme
controllabile del punto di equilibrio xs, allora anche xb 2 Ss.
Dimostrazione. Si supponga per assurdo che xb = 2 Ss e quindi per la De￿nizione
3.4.4 xb = 2 R(xs). PoichØ xa 2 R(xs) e xb e xa appartengono alla stessa classe di
comunicazione si ha che xb 2 R(xs) in contraddizione con l’ipotesi assurda.
Se xa 2 Ss e xa 2  K classe di comunicazione,  K Ł detta classe stabilizzabile a
xs. Si ha dunque che l’insieme controllabile del punto di equilibrio xs pu￿ sempre
essere espresso nella forma:
Ss =
[
j
Kj;
in cui Kj sono le classi stabilizzabili a xs.
In una BCN globalmente stabilizzabile esiste un insieme Ss per un punto di
equilibrio xs che coincide con l’intero spazio degli stati i.e. Si  2n.
In un sistema globalmente stabilizzabile esiste, dunque, una sequenza di ingressi
tale che la traiettoria converga ad un stato xs, a prescindere dallo stato di partenza.66 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
3.4.2 Criteri per la globale stabilizzabilit￿
In questo paragrafo si vogliono de￿nire i criteri per poter veri￿care se una BCN
Ł globalmente stabilizzabile. A￿nchØ la traiettoria converga ad uno stato xs par-
tendo da qualsiasi stato iniziale Ł necessario che esista un ingresso che porti e
mantenga la traiettoria nello stato xs. Piø precisamente si ha il seguente Teorema.
Teorema 3.4.6. La BCN in (3.3) Ł globalmente stabilizzabile se sussistono le due
seguenti condizioni:
1. esiste uno stato xs 2 2n punto di equilibrio ad ingresso costante;
2. la BCN Ł globalmente controllabile a xs.
Esempio 3.4.7. Si consideri ancora la BCN in (3.13) introdotta nell’Esempio
3.3.11 in cui Ł stato dimostrato che il sistema Ł globalmente controllabile a xi
i = 1;3;5. Si riporta ancora qui di seguito la matrice Ltot del sistema in questione:
Ltot =
2
6 6 6
6 6 6 6 6 6
6
4
1 0 0 0 2 0 0 0
0 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0
0 1 0 0 0 0 1 0
0 0 2 0 0 1 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 1 0 0 1 1
3
7 7 7 7
7 7 7 7 7
7
5
;
poichŁ [Ltot]1;1 > 0 si ha che x11 Ł un punto di equilibrio ad ingresso costante e
quindi, essendo soddisfatte le condizioni del Teorema 3.4.6, si ha che la BCN in
(3.13) Ł globalmente stabilizzabile nello stato x1. 
In caso di sequenza di ingresso costante le due condizioni per la globale stabi-
lizzabilit￿ possono essere riscritte, infatti in questo caso la dinamica della rete
obbedisce alle funzioni di uno solo dei 2m sottosistemi e quindi il sistema diventa
una Boolean network. Precisamente dato un controllo costante  u = i
2m si ha che
la forma di stato in (3.3) diventa x(t+1) = Ln  unx( t) = Lix(t) che corrisponde
ad un BN con matrice di transizione Li 2 L 2n2n. La globale stabilizzabilit￿ in
questo caso si ottiene se una delle 2m BN Ł globalmente stabile. Dato il Teorema
2.4.5 si ottiene:
Corollario 3.4.8. Il sistema (3.3) Ł stabilizzabile mediante un ingresso costante
se e solo se tra le matrici3.5. SEQUENZE DI INGRESSO 67
L
k
i; 1  k  2
n;
ne esiste una che abbia le colonne tutte uguali i.e. 9 i, k : L
 k
 i = [j;:::;j] con
j 2 f1;:::;2ng. Il corrispondente controllo stabilizzante Ł dato da  u = 
 i
2m che
stabilizza la dinamica nello stato xs = 
j
2n.
Esempio 3.4.9. Si consideri una BCN in forma (3.3)) con m = 2 con la matrice
di transizione espressa in forma (3.6) i.e.
L =

L1 L2 L3 L4

=
2
6 6
4
0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 1 0 0 0 1 1 0 1 0 1
0 0 0 1 1 0 0 1 1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0
3
7 7
5:
Dato che:
L
2
3 =
2
6 6
4
0 0 0 0
1 1 1 1
0 0 0 0
0 0 0 0
3
7 7
5;
per il Corollario 3.4.8 la BCN Ł globalmente stabilizzabile mediante l’ingresso
costante u3 = 3
4. 
Si consideri ora una BCN globalmente controllabile, in cui la matrice Ltot corrispon-
dente Ł una matrice irriducibile. In questo caso particolare la seconda condizione
del Teorema 3.4.6 Ł sempre valida e si ha quindi il seguente risultato.
Corollario 3.4.10. Una BCN globalmente controllabile Ł globalmente stabiliz-
zabile ad ogni stato xs = i
2n per cui [Ltot]i;i > 0 i.e. ad ogni stato xs che sia
stabilizzabile.
3.5 Sequenze di ingresso
Nei paragra￿ precedenti si sono identi￿cate le propriet￿ che devono essere sod-
disfatte da una BCN per poter essere de￿nita controllabile o stabilizzabile. Se
queste propriet￿ sono soddisfatte esiste quindi una sequenza Booleana che, posta68 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
come ingresso, controlla/stabilizza la BCN. Per procedere al controllo della rete
Ł indispensabile la determinazione della sequenza di ingresso, problema che sar￿
a￿rontato in questa sezione. Precisamente, dati xi; xj 2 2n e supponendo che
xj 2 R(xi), si vuole identi￿care una sequenza di controllo che porti la traiettoria
di una BCN da xi e xj. Per poter procedere bisogna preliminarmente introdurre
un nuovo strumento di studio: la matrice di controllo in s passi, P (s).
3.5.1 Matrice di controllo e sue propriet￿
De￿nizione 3.5.1. Data una BCN in forma di stato (3.3) e un intero positivo
s 2 N, si de￿nisce matrice di controllo in s passi della BCN, P (s), la matrice
ottenuta attraverso il seguente modo ricorsivo:

P (1) = L ;
P (s) = LtotP (s 1) ; s > 1:
(3.14)
in cui, 8s  1, le matrici P (s) vanno interpretate come matrici in Z2n2n+m.
Si consideri ora la matrice di controllo P (s) per un generico s 2 N; risolvendola
iterativamente si ottiene:
P (s) = LtotP (s 1) = L2
totP (s 2) =  =
= Li
totP (s i) =  = L
s 1
tot P (1) = L
s 1
tot L:
Si pu￿ dunque dare una de￿nizione alternativa di matrice di controllo in s passi:
P
(s) = L
s 1
tot L; (3.15)
che permette di evitare di dover calcolare le matrici precedenti quella desiderata.
Essendo L0
tot = I si ha che P (1) = IL = L e quindi la formula in (3.15) vale anche
per s = 1.
La matrice P (s), 8s 2 N, pu￿ essere riscritta, mettendo in evidenza i blocchi che
la compongono, nel seguente modo:
P
(s) =
h
P
(s)
1 ::: P
(s)
i ::: P
(s)
2m
i
(3.16)
con P
(s)
i 2 Z2n2n.
Si ha che i blocchi P
(s)
i possono essere calcolati singolarmente grazie alla seguente
Proposizione.3.5. SEQUENZE DI INGRESSO 69
Proposizione 3.5.2. Si consideri una BCN in forma di stato in (3.3) con matrice
di transizione L composta dalle matrici Li i = 1;:::;2m come in (3.6). Allora i
2m blocchi P
(s)
i della matrice di controllo in s passi P (s), presentati in (3.16),
soddisfano la seguente equazione:
P
(s)
i = L
s
totLi: (3.17)
Dimostrazione. Dall’equazione (3.15), scomponendo la matrice L nei suoi diversi
blocchi Li si ottiene:
P (s) = L
s 1
tot L = L
s 1
tot

L1 ::: Li ::: L2m

=
=

L
s 1
tot L1 ::: L
s 1
tot Li ::: L
s 1
tot L2m

;
ricavando in questo modo l’equazione (3.17).
Una propriet￿ molto importante delle sottomatrici P
(s)
i Ł data dalla seguente
Proposizione.
Proposizione 3.5.3.
L
s
tot =
2m X
i=1
P
(s)
i :
Dimostrazione. Svolgendo la sommatoria e applicando la Proposizione 3:5:2 si
ottiene:
P2m
i=1 P
(s)
i = P
(s)
1 +  + P
(s)
2m =
= L
s 1
tot L1 +  + L
s 1
tot L2m =
= L
s 1
tot (L1 +  + L2m) =
= L
s 1
tot Ltot =
= Ls
tot;
e quindi Ls
tot =
P2m
i=1 P
(s)
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Dalle Proposizioni 3.5.2 e 3.5.3 si pu￿ ricavare il signi￿cato dei vari blocchi P
(s)
 ,
 = 1;:::;2m, della matrice di controllo. Infatti l’elemento [P
(s)
 ]j;i indica il numero
di sequenze di controllo di￿erenti che portano in s passi dallo stato xi = i
2n allo
stato xj = 
j
2n con l’ingresso all’istante 0 pari a u = 
2m i.e. u(0) = u. La
somma
P2m
=1[P
(s)
 ]j;i per la Proposizione 3.5.3 Ł pari a [Ltot]j;i e quindi corrisponde
al numero di ingressi che in s passi portano da xi a xj in accordo con quanto
a￿ermato precedentemente. In particolare dato il sistema in (3.3) e le matrici
P
(s)
 ,  = 1;:::;2m, si ha che:
1. Lo stato xj = 
j
2n Ł raggiungibile da xi = i
2n in s passi se e solo se
2m X
=1

P
(s)


j;i > 0;
2. Lo stato xj = 
j
2n Ł raggiungibile da xi = i
2n se e solo se
2n X
s=1
2m X
=1

P
(s)


j;i > 0:
3.5.2 Control design
La caratteristica fondamentale della matrice P (s) Ł quella di conservare l’infor-
mazione sugli ingressi ed Ł quindi indispensabile per poter de￿nire una sequenza
di ingressi per ottenere la traiettoria desiderata. In particolare si ha che dato
x(0) = xi = i
2n e supponendo che l’elemento (j;i) della matrice P
(1)
 sia positivo,
i.e. [P
(1)
 ]j;i > 0, ponendo come ingresso al sistema u(0) = u = 
2m si ottiene che
x(1) = xj = 
j
2n. Si considerino ora due stati xi;xj 2 2n di una Boolean control
network con xj raggiungibile da xi i.e. xj 2 R(xi); poichØ in generale la sequenza
di ingressi che porta la traiettoria di una BCN da xi a xj non Ł unica, si vuole
determinare una tra le sequenze di lunghezza minima. Supponendo x(0) = xi, si
pu￿ trovare una sequenza di controllo di lunghezza minima che porti la BCN in xj
procedendo con il seguente criterio:
1. Si trovi il piø piccolo esponente s  2n tale che [Ls
tot]j;i > 0. Si ha quindi che
xj Ł raggiungibile in s passi ed 9 tale che

P
(s)


j;i > 0;
per le considerazioni espresse precedentemente si pu￿ porre u(0) = 
2m e
x(s) = xj. Se s = 1 la sequenza di ingressi Ł determinata, altrimenti si
prosegue con il punto 2 per trovare stati e controlli intermedi.3.5. SEQUENZE DI INGRESSO 71
2. Si trovino k; tali che
h
P
(1)

i
j;k
> 0

P
(s 1)


k;i > 0:
Si ha quindi u(s   1) = 

2m e x(s   1) = k
2n.
3. Se s   1 = 1 la sequenza Ł interamente determinata. In caso contrario si
devono aggiornare i valori di s e i ponendo s := s   1 e i := k e riprendere
dal punto 2.
Esempio 3.5.4. Si consideri una BCN in forma di stato con matrice di transizione
L =

L1 L2

=
2
6 6
6 6 6 6 6 6
6 6
4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0
0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
3
7 7
7 7 7 7 7 7
7 7
5
;
in cui L 2 L 816, dal momento che n = 3 e m = 1.
Dalla matrice L si ricava la matrice Ltot ottenendo:
Ltot =
2
6 6 6 6 6 6
6 6 6 6
4
0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0
0 0 1 0 1 0 0 0
0 0 1 0 0 0 0 1
1 0 0 1 0 0 0 0
0 2 0 0 0 0 1 0
0 0 0 1 0 1 1 0
0 0 0 0 0 1 0 1
3
7
7 7 7 7 7
7 7 7 7
5
(3.18)
Dato che Ltot Ł una matrice irriducibile la BCN Ł globalmente controllabile. Si
supponga ora di voler trovare la sequenza di controllo che partendo dallo stato
x1 porti allo stato x3. Dato che [Ltot]3;1 = 0 ma [Ltot]2
3;1 > 0 esiste una sequenza
di ingressi tale che partendo da x(0) = x1 si ha x(2) = x3. Seguendo il criterio
esposto, da [P
(2)
2 ]3;1 > 0 si ricava u(0) = u2 = 2
2. PoichØ [P
(1)
1 ]3;5 = [L1]3;5 > 0 e
[P
(1)
1 ]5;1 > 0, si ottiene x(1) = 5 e u(1) = u1 = 1
2. La sequenza di ingressi u2, u1
porta dunque come richiesto la dinamica della BCN da x1 a x3. 72 CAPITOLO 3. BOOLEAN CONTROL NETWORKS
Grazie al criterio presentato, Ł dunque possibile trovare una sequenza di ingressi
mediante la quale la BCN passa da uno stato ad un altro raggiungibile dal primo.
In questo modo si possono anche trovare le sequenze per stabilizzare una BCN
che soddis￿ le propriet￿ viste nella sezione precedente. Per ogni stato della rete si
pu￿ infatti determinare la sequenza di ingresso che porti la dinamica nello stato
stabilizzabile. Inoltre dato che gli stati appartenenti ad una stessa classe di co-
municazione sono tutti raggiungibili uno dall’altro, si possono trovare sequenze di
ingresso tali che la BCN visiti periodicamente alcuni (o tutti) gli stati appartenenti
alla stessa classe K, sia essa chiusa o transitoria, a condizione che R(x(0))  K.
3.5.3 Controllo in retroazione
Si supponga ora che la BCN in (3.3) sia globalmente stabilizzabile ad uno stato
xs. Si ha quindi che partendo da un qualunque stato xi 2 2n esiste una sequenza
di ingressi che porta la traiettoria della BCN nello stato xs. In questo paragra-
fo si vuole dimostrare che la stabilizzazione di una tale rete pu￿ avvenire anche
attraverso un controllo in retroazione, i.e. esprimendo l’ingresso nella forma:
u(t) = Kx(t) (3.19)
con K 2 L 2m2n. La stabilizzazione mediante retroazione Ł molto utilizzata nella
Teoria dei Sistemi e in questo contesto permette di stabilizzare la BCN partendo
da qualsiasi stato. Si consideri il seguente Lemma.
Lemma 3.5.5. Siano xi;xj due stati della BCN in forma di stato (3.3) e sia
xj 2 R(xi), allora esiste una matrice K 2 L 2m2n e un intero s tali che, ponendo
x(0) = xi e applicando l’ingresso u(t) in forma (3.19), si ha che x(s) = xj.
Dimostrazione. Dato che xj 2 R(xi) allora esiste una sequenza che dallo stato
iniziale x(0) porta la dinamica della BCN nello stato xj. Come si Ł visto nel
paragrafo precendente Ł sempre possibile costruire una sequenza di controllo di
lunghezza minima u(0);:::;u(s 1) tale che x(s) = xj. Supponendo che l’ingresso
all’istante zero sia pari a 
2m, i.e. u(0) = 
2m, la colonna i-esima della matrice K
deve allora essere uguale al vettore 
2m. Si ha infatti:
Kx(0) = u(0) () Ki
2n = 
2m
() Coli(K) = 
2m:
Procedendo allo stesso modo per tutti gli istanti t = 1;:::;s 1 si possono costruire
s colonne della matrice K desiderata. Se s Ł minore di 2n, le colonne non de￿nite3.5. SEQUENZE DI INGRESSO 73
della matrice K possono essere assunte come vettori logici arbitrari ad esempio
1
2m. Si noti che la matrice K costruita secondo questo procedimento Ł ben de￿nita;
infatti gli stati nell’insieme fx(0);x(1);:::;x(s   1)g sono distinti poichØ, se per
assurdo esistessero i valori t1;t2 2 f0;:::;s 1g con t1 < t2 tali che x(t1) = x(t2),
la sequenza u(0);u(1);:::;u(t1   1);u(t2);:::;u(s   1) porterebbe la BCN dallo
stato xi allo stato xj in un numero di passi minore rispetto alla sequenza minima
e questo chiaramente non Ł possibile. Le colonne della matrice K vengano quindi
de￿nite una sola volta, inoltre essendo Col l(K) 2 2n 8l 2 f1;:::;2ng si ha che
K Ł una matrice logica i.e. K 2 L 2m2n.
La stabilizzazione di una BCN tramite un ingresso in retroazione Ł garantita dal
seguente Teorema.
Teorema 3.5.6. Si consideri una BCN in forma di stato (3.3) globalmente stabi-
lizzabile ad uno stato xs = 
j
2n 2 2n, allora esiste una matrice K 2 L 2m2n tale
che l’ingresso u(t) in forma (3.19) stabilizza la BCN a xs per ogni stato iniziale
x(0).
Dimostrazione. Si supponga, senza perdita di generalit￿, j = 2n i.e. lo stato
stabilizzabile sia 2n
2n. Si consideri ora la sequenza di stati piø breve x1(0) =
1
2n;:::;x1(s1) = 2n
2n dallo stato 1
2n allo stato 2n
2n e si costruisca l’insieme C1 =
fx1(0) = 1
2n;:::;x1(s1   1)g. Si possono allora de￿nire s1 colonne della matrice
di retroazione K seguendo il procedimento illustrato nel Lemma 3.5.5. Allo stesso
modo si consideri ora la sequenza piø breve x2(0) = 2
2n;:::;x2(s2) = 2n
2n dallo
stato 2
2n allo stato 2n
2n e si costruisca l’insieme C2 = fx2(0) = 2
2n;:::;x2(s2  1)g.
Se C1 \ C2 = ; si pu￿ procedere a de￿nire ulteriori s2 colonne di K distinte dalle
precedenti. Se invece 9t < s1 ed 9g < s2 tali che x1(t) = x2(g), si deve sostituire
la sequenza da 2
2n a x2n con x2(0) = 2
2n;x2(1);:::;x2(g);x1(t + 1);:::;x1(s1) =
x2(s2) = 2n
2n. La sequenza appena determinata Ł comunque una sequenza di
lunghezza minima poichØ se per assurdo non lo fosse non lo sarebbe nemmeno
la sequenza dallo stato 1
2n allo stato 2n
2n e questo sarebbe in contraddizione con
le ipotesi e￿ettuate. Allo stesso modo si pu￿ procedere per gli stati i
2n, i =
3;:::;2n   1, come per lo stato 2
2n e considerando l’insieme C1 \ C2 \  \ Ci.
Finito questo procedimento rimane da de￿nire solo la 2n-esima colonna; poichŁ
2n
2n Ł uno stato stabilizzabile, esiste sicuramente un controllo u = 
2m tale che la
dinamica della BCN rimanga sempre nello stato 2n
2n. Si ha quindi:
K2n
2n = u () K2n
2n = 
2m
() Col2n(K) = 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In questo modo si ottiene una matrice K 2 L 2n2n ben de￿nita e tale che, partendo
da ogni stato x(0) 2 2n e applicando il controllo in retroazione in forma (3.19),
la BCN si stabilizzi in x2n.
Esempio 3.5.7. Si consideri la seguente BCN:
x(t + 1) = Lx(t)
=
2
6 6
4
1 0 1 0 0 0 0 0
0 0 0 1 1 0 0 1
0 1 0 0 0 0 1 0
0 0 0 0 0 1 0 0
3
7 7
5x(t);
(3.20)
e si supponga di voler trovare un controllo in retroazione per stabilizzare la rete
nello stato x3. Partendo dallo stato x1 la sequenza piø corta che porta a x3 Ł data
da x1, x2 e x3 ed Ł ottenuta tramite la sequenza di controllo u1, u1. Dal Lemma
3.5.5 si ha quindi:
Col1(K) = 1
2;
Col2(K) = 1
2:
Dato che la sequenza da x2 a x3 Ł gi￿ stata de￿nita si pu￿ passare direttamente
allo stato x4. Dallo stato x4 la sequenza piø corta che porta a x3 Ł data da x4, x2
e x3 e dunque rimane da de￿nire, con un procedimento analogo a prima, la quarta
colonna della matrice K i.e.:
Col4(K) = 
2
2:
A￿nchØ la dinamica, raggiunto lo stato x3, ci rimanga inde￿nitamente si deve
de￿nire:
Col3(K) = 
2
2;
la matrice di retroazione K risulta quindi:
K =

1 1 0 0
0 0 1 1

:
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Figura 3.4: Dinamica della BCN controllata
u(t) = Kx(t)
si ottiene dunque la stabilizzazione della BCN in (3.20) nello stato x3 e la dinamica
controllata Ł riportata in Figura 3.4.
Si noti che la matrice di retrozione stabilizzante pu￿ non essere l’unica. Nell’esem-
pio appena analizzato pu￿ essere ottenuta una seconda matrice:
K
0 =

1 1 0 1
0 0 1 0 ;

mediante la quale il controllo in retroazione stabilizza la rete sempre nello stato
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Applicazioni
Le reti Booleane, come accennato in precedenza, rivestono un ruolo importante
nella modellizzazione delle reazioni biochimiche e nello studio della dinamica di
complesse reti molecolari che regolano le principali funzioni biologiche. In parti-
colare in questi ultimi anni sta crescendo il consenso per un approccio logico allo
studio delle reti genetiche; l’utilizzo delle Boolean network infatti consente di pre-
vedere le sequenze proteiche e l’attivit￿ dei geni con un numero di variabili minore
rispetto al classico approccio mediante equazioni di￿erenziali. In questo Capitolo
si analizzeranno due possibili applicazioni delle reti Booleane: l’analisi del ciclo
cellulare del lievito a ￿ssione [14] ed il controllo del ciclo cellulare dei mammiferi
[17]. In questi due esempi gli stati della BN corrispondono a situazioni biologiche
speci￿che e dunque Ł possibile veri￿care quali tra queste siano stazionarie e quali
no. Inoltre, una volta ricavati gli attrattori, lo studio dei rispettivi bacini di at-
trazione consente di trarre informazioni sulla robustezza della dinamica cellulare
rispetto agli errori e alle mutazioni.
4.1 Analisi del ciclo cellulare nel lievito a ￿ssione
In questo paragrafo si vuole descrivere il ciclo cellulare nel lievito a ￿ssione (nel
caso in esame, il Schizoasaccharonyches Pombe ) attaverso una Boolean network
basandosi su quanto riportato in [14].
Il lievito S. Pombe Ł stato sequenziato nel 1999 ed i modelli matematici ￿nora
usati per la scissione cellulare [36] [37] sono basati sull’equazioni di￿erenziali ordi-
narie delle concentrazioni biochimiche che prendono parte al processo e delle loro
variazioni nel tempo. Da questi modelli matematici si pu￿ ricavare una BN, come
ad esempio quella ottenuta in [30] che riguarda il ciclo del lievito a gemmazione
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Saccharomyces cerevisiae, che Ł possibile studiare grazie agli strumenti forniti nel
Capitolo 2.
4.1.1 Il ciclo cellulare nel lievito a ￿ssione
Si consideri ora il ciclo cellulare nel S. Pombe; l’intero processo di ￿ssione si divide
in quattro fasi di￿erenti: G1, S, G2 e M. Durante la prima fase G1 (in inglese ￿gap￿
ovvero ￿intervallo), la cellula cresce e se si veri￿cano alcune condizioni speci￿che
comincia la divisione. Nella seconda fase S (sintetica) viene sintetizzato il DNA e i
cromosomi vengono duplicati. Dopo una seconda fase di gap ( G2), nell’ultima fase
(M) avviene la mitosi in cui i cromosomi si separano e avviene la separazione della
cellula nelle due cellule ￿glie. Durante la fase G1 la cellula pu￿ entrare in una fase
di quiescenza (G0) in cui smette di dividersi in modo temporaneo o irreversibile.
Una rappresentazione gra￿ca del ciclo cellulare Ł riportata in Figura 4.1.
Figura 4.1: Rappresentazione del ciclo cellulare.
Le reazioni biochimiche che regolano il ciclo cellulare sono state ampiamente
studiate ([36], [40]) e sono riportate in dettaglio nella Tabella 4.1.
4.1.2 Rappresentazione del ciclo cellulare tramite Boolean
network
Si vogliono ora rappresentare le interazioni tra i regolatori del ciclo cellulare
mediante una Boolean network.
Si considerino a questo proposito i nodi Xi, i = 1;:::;10; con Xi 2 B; il nodo Xi
assume valore 1 o 0 a seconda della presenza o meno nella cellula della proteina
associata, secondo quanto riportato in Tabella 4.2.4.1. ANALISI DEL CICLO CELLULARE NEL LIEVITO A FISSIONE 79
Tabella 4.1: Interazioni dei principali elementi coinvolti nella regolazione del ciclo
cellulare del lievito a ￿ssione da [14].
nodo proteina
X1 Start
X2 SK
X3 Cdc2/Cdc13
X4 Ste9
X5 Rum1
X6 Slp1
X7 Cdc2/Cdc13*
X8 Wee1/Mik1
X9 Cdc25
X10 PP
Tabella 4.2: Relazione tra i nodi della BN e le proteine coinvolte nel ciclo cellulare.80 CAPITOLO 4. APPLICAZIONI
Le interazioni tra i diversi nodi, in accordo con la Tabella 4.1 sono rappresentati
dagli archi in Figura 4.2.
Figura 4.2: Rappresentazione delle interazioni tra le diverse proteine coinvolte nel
ciclo cellulare del lievito a ￿ssione. Le frecce verdi indicano le attivazioni, le frecce
rosse le inibizioni e le frecce gialle le autoinibizioni.
L’intero modello pu￿ essere rappresentato dalla seguente Boolean network:4.1. ANALISI DEL CICLO CELLULARE NEL LIEVITO A FISSIONE 81
8
> > > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > > :
X1(t + 1) = f(X1(t);:::;Xn(t))
X2(t + 1) = f(X1(t);:::;Xn(t))
X3(t + 1) = g(X1(t);:::;Xn(t))
X4(t + 1) = f(X1(t);:::;Xn(t))
X5(t + 1) = f(X1(t);:::;Xn(t))
X6(t + 1) = f(X1(t);:::;Xn(t))
X7(t + 1) = h(X1(t);:::;Xn(t))
X8(t + 1) = f(X1(t);:::;Xn(t))
X9(t + 1) = f(X1(t);:::;Xn(t))
X10(t + 1) = f(X1(t);:::;Xn(t))
; (4.1)
in cui le funzioni f;g e h sono date da:
f : Xi(t + 1) =
8
> <
> :
0 se
P
j aijNj(t) < 0
1 se
P
j aijNj(t) > 0
Xi(t) se
P
j aijNj(t) = 0
; i 2 f1;2;4;5;6;8;9;10g;
g : X3(t + 1) =
(
0 se
P
j aijNj(t) < 0
1 se
P
j aijNj(t)  0
;
h : X7(t + 1) =
(
0 se
P
j aijNj(t)  0
1 se
P
j aijNj(t) > 0
;
dove aij = 1 se esiste un arco di colore verde dal nodo Nj al nodo Ni (rappresenta
l’attivazione del nodo Ni da parte dl nodo Nj), aij =  1 se esiste un arco di
colore rosso dal nodo Nj al nodo Ni (rappresenta l’inibizione del nodo Ni da
parte dl nodo Nj) e aij = 0 se non esistono archi da Nj a Ni (ovvero Nj non
ha in￿uenza su Ni). In accordo con [30] se il nodo Ni ha un self loop giallo si
ha aii =  1 che rappresenta l’auto-inibizione per quelle proteine che non sono
regolate negativamente dagli altri nodi. Dalla Figura 4.2 e dalle considerazioni
appena riportate si pu￿ dunque ricavare la matrice:82 CAPITOLO 4. APPLICAZIONI
A = [aij] =
2
6 6
6 6 6 6 6
6 6 6 6 6 6
6
4
 1 0 0 0 0 0 0 0 0 0
1  1 0 0 0 0 0 0 0 0
0 0 0  1  1  1 0 0 0 0
0  1  1 0 0 0  1 0 0 1
0  1  1 0 0 0  1 0 0 1
0 0 0 0 0  1 1  1 0 0
0 0 0  1  1  1 0 0 1 0
0 0  1 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0  1
0 0 0 0 0 1 0 0 0  1
3
7 7
7 7 7 7 7 7
7 7 7 7 7
7
5
:
Come si pu￿ notare due dei dieci nodi (N3 e N7) sono regolati da funzioni di￿erenti
rispetto agli altri; nel caso di Cdc2/Cdc13*  N7 (funzione h) la somma degli
elementi coinvolti deve essere positiva anche per mantenere N7 attivo, mentre per la
proteina Cdc2/Cdc13  N3, essendo presente un meccanismo di auto-attivazione,
anche la somma nulla causa l’accensione del nodo N3 (funzione g).
Una volta de￿nito esaustivamente il modello, tramite una routine MATLAB Fis-
sion_yeast.m riportata in Appendice, si pu￿ ricavare la matrice di transizione
L 2 L 10241024 della BN in (4.1) in forma algebrica:
x(t + 1) = Lx(t);
in cui x(t) = N1(t) n  n N10(t); con Ni versione vettoriale del nodo Xi.
4.1.3 Simulazione del ciclo cellulare del lievito a ￿ssione
Si consideri ora la condizione iniziale seguente: assumiamo che siano inibiti tutti
gli elementi coinvolti eccetto Start, Ste9, Rum1, e Wee1/Mik1 [40] i.e. si consideri
come stato iniziale x(0) = x402  (1;0;0;1;1;0;0;1;0;0). La simulazione del
comportamento della Boolean network Ł riportata sempre nel ￿le Fission_yeast.m
in cui si vede che la dinamica della BN si conclude nel punto ￿sso x(9) = x924.
L’intera traiettoria Ł riportata in Tabella 4.3 in cui a ciascuno stato Ł associata la
corrispondente fase; i risultati ottenuti dalla routine de￿nita coincidono con quelli
esposti in [14].
Come risulta chiaro dalla Tabella 4.3 il ciclo cellulare coincide con quello descritto
in precedenza e quindi si pu￿ ragionevolmente supporre che il modello utilizzato
descriva in modo verosimile la reale dinamica.
Sempre nel ￿le MATLAB Fission_yeast.m Ł riportata l’analisi completa della Boo-
lean network da cui si possono ricavare: gli attrattori (in questo caso 13) divisi tra4.1. ANALISI DEL CICLO CELLULARE NEL LIEVITO A FISSIONE 83
Istante Stato X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 Fase
0 x412 1 0 0 1 1 0 0 1 0 0 Start
1 x668 0 1 0 1 1 0 0 1 0 0 G1
2 x1020 0 0 0 0 0 0 0 1 0 0 G1=S
3 x892 0 0 1 0 0 0 0 1 0 0 G2
4 x894 0 0 1 0 0 0 0 0 1 0 G2
5 x886 0 0 1 0 0 0 1 0 1 0 G2=M
6 x870 0 0 1 0 0 1 1 0 1 0 G2=M
7 x1005 0 0 0 0 0 1 0 0 1 1 M
8 x923 0 0 0 1 1 0 0 1 0 1 M
9 x924 0 0 0 1 1 0 0 1 0 0 G1
10 x924 0 0 0 1 1 0 0 1 0 0 G1
Tabella 4.3: Dinamica dello stato delle proteine nel ciclo cellulare.
punti ￿ssi (12) e cicli limite (1 composto da tre stati), i propri bacini di attrazione
e il tempo di transizione. Per questa analisi si Ł utilizzata la funzione bn.m fornita
da Cheng e i suoi colleghi1.
Tutti gli attrattori trovati, coincidenti con quelli riportati in [14], sono riportati in
Tabella 4.4.
L’attrattore principale della BN risulta x924, che attira il 74;4% degli stati e coin-
cide come si Ł visto poco sopra con lo stato biologico G1. Questo fatto Ł molto
signi￿cativo per la robustezza del sistema; infatti anche in presenza di errori o
di perturbazioni, il sistema con alta probabilit￿ si riporter￿ nello stato G1. Dal-
l’analisi si ricava un altro risultato interessante poichØ il secondo attrattore (per
dimensione del bacino di attrazione) Ł un ciclo limite e secondo gli autori in [14]
questo potrebbe essere collegato ai mutanti doppi Wee1-Cdc25 in cui si veri￿cano
piccole oscillazioni nell’attivit￿ della proteina Cdc2/Cdc13. Come si Ł potuto fa-
cilmente notare, la sempli￿cazione maggiore apportata in questo modello Ł data
dal considerare solo la presenza o meno di un certo elemento e non la sua concen-
trazione; grazie alla BN associata si sono potuti comunque ricavare dei risultati
signi￿cativi. In Figura 4.3 Ł riportato l’intero grafo di stato della BN in cui spicca
l’insieme di stati che portano all’attrattore principale; le frecce blu evidenziano
la sequenza del ciclo cellulare privo di alterazioni riportata precedentemente in
Tabella 4.3. Sempre dalla Figura 4.3 si ricava anche il tempo di assorbimento,
Tt = 9, in accordo con quanto trovato dal programma MATLAB.
1STP Toolbox disponibile in http://lsc.amss.ac.cn/~dcheng/ .84 CAPITOLO 4. APPLICAZIONI
Attrattore Tipo Dim. del bacino di att. Stato (N;N2;:::;N10)
1 FP 762 x924 (0;0;0;1;1;0;0;1;0;0)
2 LC 208 x788 (0;0;1;1;1;0;1;1;0;0)
LC x1006 (0;0;0;0;0;1;0;0;1;0)
LC x1021 (0;0;0;0;0;0;0;0;1;1)
3 FP 18 x988 (0;0;0;0;1;0;0;1;0;0)
4 FP 18 x956 (0;0;0;1;0;0;0;1;0;0)
5 FP 2 x960 (0;0;0;1;0;0;0;0;0;0)
6 FP 2 x958 (0;0;0;1;0;0;0;0;1;0)
7 FP 2 x954 (0;0;0;1;0;0;0;1;1;0)
8 FP 2 x992 (0;0;0;0;1;0;0;0;0;0)
9 FP 2 x990 (0;0;0;0;1;0;0;0;1;0)
10 FP 2 x986 (0;0;0;0;1;0;0;1;1;0)
11 FP 2 x928 (0;0;0;1;1;0;0;0;0;0)
12 FP 2 x926 (0;0;0;1;1;0;0;0;1;0)
13 FP 2 x922 (0;0;0;1;1;0;0;1;1;0)
Tabella 4.4: Insieme degli attrattori, punti ￿ssi (PF) e cicli limite (LM) ricavabili
dalla matrice L.
4.2 Il controllo del ciclo cellullare dei mammiferi
In questa sezione come secondo esempio verr￿ analizzato il ciclo cellulare dei mam-
miferi seguendo il lavoro svolto da FaurØ et al. [17]. Come nel caso precedente il
controllo del ciclo cellulare dei mammiferi Ł stato studiato tramite modelli basati
sulle equazioni di￿erenziali [38]; accanto a questi modelli per￿ hanno cominciato
ad a￿ermarsi i modelli logici, che adottano un punto di vista piø qualitativo, da
cui si possono trarre nuove ed importanti informazioni.
4.2.1 Modellizzazione del ciclo cellulare dei mammiferi tra-
mite una BCN
Il ciclo cellulare dei mammiferi Ł composto dalle stesse fasi ( G1, S, G2, M e G0)
descritte nell’applicazione precedente che sono state studiate approfonditamente e
possono essere facilmente monitorate tramite un microscopio ottico. Nel caso del
ciclo cellulare dei mammiferi le proteine e le loro relazioni (attivazione/inibizione)
sono riportate nel gra￿co in Figura 4.4 tratto da [17].4.2. IL CONTROLLO DEL CICLO CELLULLARE DEI MAMMIFERI 85
Figura 4.3: Grafo di stato completo dei 1024 possibili stati (rappresentati dai
circoli rossi) riportato in [14]. Le frecce in blu evidenziano il ciclo cellulare privo
di alterazioni. Sono stati esclusi per maggior leggibilit￿ i self-loop dei punti ￿ssi.
La divisione cellulare Ł strettamente regolata dalle proteine coinvolte nel processo,
infatti deve essere coordinata con la crescita complessiva dell’organismo e inoltre
deve rispondere a speci￿che esigenze come ad esempio la guarigione delle ferite.
Tale coordinamento si realizza attraverso segnali extra-cellulari, che possono essere
positivi o negativi, la cui somma determina se la cellula si divider￿ o rimarr￿ in
uno stato di riposo (fase di quiescenza o G0), che pu￿ essere raggiunto e lasciato
dalla cellula durante la fase G1. Si ha quindi che i segnali positivi sollecitano86 CAPITOLO 4. APPLICAZIONI
Figura 4.4: Relazioni tra i diversi componenti del ciclo cellulare dei mammiferi
rappresentate dagli archi (attivazione negli archi con freccia, inibizione negli archi
che terminano a ￿T￿).
l’attivazione della Ciclina D (in inglese Cyclin D e abbreviato CycD) nella cellula
che d￿ inizio al ciclo di divisione cellulare. In questa analisi, come nella precedente,
si vuole studiare la presenza o meno degli elementi coinvolti nel ciclo cellulare e
non la quantit￿ presente; le interazioni logiche tra i diversi componenti riportate
in [17] sono riassunte in Tabella 4.5.
Dalla Tabella 4.6 risulta evidente che l’elemento CycD Ł sempre costante; le rela-
zioni tra gli elementi coinvolti possono essere quindi riscritti in forma di Boolean
control network in cui l’elemento CycD risulta l’unico ingresso:
Xi(t + 1) = Fi(X1(t);X2(t);:::;X9(t);U(t)) i = 1;2;:::9; (4.2)
in cui i nodi Xi 2 B e l’ingresso U 2 B sono de￿niti in Tabella 4.6.
La BCN riportata in (4.2) pu￿ essere portata in forma algebrica:
x(t + 1) = L n x(t) n u(t);
in cui la matrice L pu￿ essere scritta:4.2. IL CONTROLLO DEL CICLO CELLULLARE DEI MAMMIFERI 87
Elemento Funzioni logiche che ne regolano il funzionamento
Cycd CycD
Rb ((:CycD)^(:CycE)^(:CycA)^(:CycB))
_(p27^(:CycD)^(:CycB))
E2F (:Rb)^(:CycA)^(:CycB))_(p27^(:Rb)^(:CycB))
CycE E2F^(:Rb)
CycA (E2F^(:Rb)^(:Cdc20)^(:(Cdh1^Ubc)))
_(CycA^(:Rb)^(:Cdc20)^(:(Cdh1^Ubc)))
p27 ((:CycD)^(:CycE)^(:CycA)^(:CycB))
_(p27^(:(CycE^CycA))^(:CycB)^(:CycD)
Cdc20 CycB
Cdh1 (:(CycA)^:(CycB))_(Cdc20)_(p27^(:CycB))
UbcH10 (:Cdh1)_(Cdh1^Ubc^(Cdc20)_CycA_CycB)
CycB (:Cdc20)^(:Cdh1)
Tabella 4.5: Relazioni logiche tra i diversi componenti coinvolti nel ciclo cellulare.
L =

L1 L2

;
con Li 2 L 512512 per i = 1;2.
Dato che l’ingresso u deve essere considerato costante si hanno due tipologie di
controllo disponibili: u = u2 = 2
2 e u = u1 = 1
2. Nel primo caso si ottiene la
seguente BN:
x(t + 1) = L2x(t); (4.3)
mentre nel secondo caso si ottiene:
x(t + 1) = L1x(t): (4.4)
4.2.2 Ciclo cellulare in assenza e in presenza di CycD
Iniziamo ora a studiare il ciclo cellulare in assenza di CycD, i.e. supponendo
u(t) = u2, 8t. In questo caso il modello si riporta alla BN senza ingresso scritta in
(4.3). La matrice di transizione L2 si pu￿ ricavare dalle relazioni riportate in Tabel-
la 4.5 in cui si Ł posto CycD= 0 e quindi conseguentemente :CycD= 1. Il calcolo88 CAPITOLO 4. APPLICAZIONI
nodo/ingresso elemento
X1 Rb
X2 E2F
X3 CycE
X4 CycA
X5 p27
X6 Cdc20
X7 Cdh1
X8 UbcH10
X9 Cycb
U CycD
Tabella 4.6: Relazione tra i nodi/ingresso della BCN e gli elementi coinvolti nel
ciclo cellulare.
di L2 si ottiene mediante il ￿le MATLAB Mammallian_cell_cycle_cycd0.m (ri-
portato sempre in Appendice) in cui viene calcolato lo stato successivo applicando
in ingresso tutti gli stati possibili (da x1 a x512). Una volta ottenuta la matrice di
transizione utilizzando la funzione bn.m, gi￿ citata nell’esempio precedente, risul-
ta che la rete presenta un unico punto ￿sso: x236  (1;0;0;0;1;0;1;0;0), mentre
il tempo di assobimento Ł Tt = 9. I valori dei nodi che compongono lo stato
x236 corrispondono biologicamente alla fase G0 o di quescienza. Questo risultato
Ł in accordo dunque con i risultati sperimentali dato che, come gi￿ precedente-
mente accennato, l’assenza della Ciclina D porta la cellula in uno stato di riposo.
Dato che il punto ￿sso x236 Ł unico, la BN in (4.3) Ł globalmente stabile; parten-
do da qualunque stato iniziale dopo un massimo di Tt passi, la dinamica rester￿
inde￿nitamente nello stato x236.
Si consideri ora la rete in presenza di CycD i.e. per u(t) = u1, 8t; in questo caso la
BN da studiare risulta quella in (4.4). Ponendo CycD = 1 si ottiene, consultando
la Tabella 4.6, che gli elementi Rb e p27 vengono resi nulli e rimangono spenti
per tutta la durata della dinamica. La matrice di transizione L1 si pu￿ calcolare
tramite la routine in Mammallian_cell_cycle_cycd1.m, analoga a quella usata in
precedenza. Anche in questo caso la BN ha un unico attrattore, un ciclo limite
composto da 7 stati riportati in Tabella 4.7.
Anche questo ciclo limite coincide con quello ottenuto in [17]; la presenza di Ciclina
D mette in moto l’intero ciclo cellulare che si ripete periodicamente.
Si Ł dunque visto come questo modello nonostante la sua semplicit￿ rappresenti
bene, almeno dal punto di vista qualitativo, il reale ciclo cellulare nei mammiferi.
Essendo comunque un’approsimazione, alcuni comportamenti sono in contrasto4.2. IL CONTROLLO DEL CICLO CELLULLARE DEI MAMMIFERI 89
Stato x Con￿gurazione dei nodi (N1;:::N9)
x284 (0;1;1;1;0;0;1;0;0)
x416 (0;0;1;1;0;0;0;0;0)
x477 (0;0;0;1;0;0;0;1;1)
x469 (0;0;0;1;0;1;0;1;1)
x498 (0;1;0;0;0;0;1;1;0)
x378 (0;1;1;0;0;0;1;0;0)
x316 (0;1;1;1;0;0;1;0;0)
Tabella 4.7: Ciclo limite ottenuto in presenza di Ciclina D.
con il comportamento reale; gli attrattori trovati dal modello Booleano sono globali
cioŁ attraggono la dinamica a prescindere dallo stato di partenza mentre sono
stati evidenziati casi particolari che portano ad oscillazioni non previste in questa
analisi. La modellizzazione tramite BN Ł comunque molto utile per avere un
semplice e valido punto di partenza a cui aggungere, se necessario, alcune modi￿che
come aggiornamento asincrono, diversi livelli di concentrazione ecc. per ottenere i
risultati desiderati.90 CAPITOLO 4. APPLICAZIONIAppendice A
Codici MATLAB
In questa appendice vengono riportati tutti i codici MATLAB utilizzati per le
analisi e le simulazioni svolte nel Capitolo 4.
A.1 Codici per il ciclo cellulare nel lievito a ￿ssione
A.1.1 Fission_yeast.m
In questo ￿le MATLAB Ł riportata l’analisi del ciclo cellulare del lievito a ￿ssione.
Nella prima parte viene ricavata la matrice di transizione L della BN mediante un
ciclo for, in cui viene calcolato lo stato successivo applicando in ingresso tutti gli
stati possibili (da x1 a x512). La matrice viene de￿nita grazie alla funzione lm.m
disponibile nell’STP Toolbox reperibile nel http://lsc.amss.ac.cn/~dcheng/; la
matrice L = n[v1 :::vm] Ł de￿nita dal comando A = lm(v;n) in cui v = v1 :::vm.
Nella seconda parte viene calcolato e riportato il ciclo cellulare senza alterazioni
ponendo come stato iniziale x(0) = x412. Nella terza parte si e￿ettua l’analisi
della BN grazie alla funzione bn.m fornita sempre in http://lsc.amss.ac.cn/
~dcheng/; vengono calcolati tutti gli attrattori distinti (punti ￿ssi e cicli limite) e il
tempo di assorbimento. Nella quarta ed ultima parte viene ricavata le dimensione
di ciascun bacino di attrazione.
%Fission_yeast.m
clc
clear all
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%numero dei nodi nella BN
nod=10;
%numero degli stati nella BN
num=2^(nod);
v1=[-1 1 0 0 0 0 0 0 0 0]’;
v2=[ 0 -1 0 -1 -1 0 0 0 0 0]’;
v3=[0 0 0 -1 -1 0 0 -1 1 0]’;
v4=[0 0 -1 0 0 0 -1 0 0 0]’;
v5=[0 0 -1 0 0 0 -1 0 0 0]’;
v6=[0 0 -1 0 0 -1 -1 0 0 1]’;
v7=[0 0 0 -1 -1 1 0 0 0 0]’;
v8=[0 0 0 0 0 0 -1 0 0 0]’;
v9=[0 0 0 0 0 0 1 0 0 0]’;
v10=[0 0 0 1 1 0 0 1 -1 -1]’;
%definizione della matrice A
A=[v1 v2 v3 v4 v5 v6 v7 v8 v9 v10];
%per ogni stato di partenza si trova lo stato
%successivo
for i=1:num
J=tobin(num-i,nod+1);
X_1=J(1,1);
X_2=J(1,2);
X_3=J(1,3);
X_4=J(1,4);
X_5=J(1,5);
X_6=J(1,6);
X_7=J(1,7);
X_8=J(1,8);
X_9=J(1,9);
X_10=J(1,10);
Iniz= [X_1;X_2;X_3;X_4;X_5;X_6;X_7;X_8;X_9;X_10];
vettf=A*Iniz;
%valori successivi dei nodi
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X_2n(1,i)=magg(vettf(2),0,X_2);
X_3n(1,i)=maggtre(vettf(3));
X_4n(1,i)=magg(vettf(4),0,X_4);
X_5n(1,i)=magg(vettf(5),0,X_5);
X_6n(1,i)=magg(vettf(6),0,X_6);
X_7n(1,i)=maggset(vettf(7));
X_8n(1,i)=magg(vettf(8),0,X_8);
X_9n(1,i)=magg(vettf(9),0,X_9);
X_10n(1,i)=magg(vettf(10),0,X_10);
end
Tot=[X_1n;X_2n;X_3n;X_4n;X_5n;X_6n;X_7n;X_8n;X_9n;X_10n];
for j=1 : num
alpha=Tot(1:nod,j);
[Vett(j),x]=ptox(alpha ’);
end
%costruzione della matrice di transizione L
%in forma di oggetto lm
L=lm(Vett,num);
k=2;
%%
%Ciclo cellulare privo di alterazioni
time=0;
fprintf(’Istante %d’,time);
p=[1 0 0 1 1 0 0 1 0 0 ];
x=lm([ptox(p)],num)
p
for j=1:11
time=j;
fprintf(’Istante %d’,time);
x=L*x
app=x.v;
p=xtop(app,nod)
end
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% Analisi della dinamica della Boolean network
[n,l,c,r0,T] = bn(L,k);
%restituisce il numero degli attrattori (n);
%la lunghezza degli attrattori (l);
%
%gli stati che fromano gli attrattori (c)
%il tempo di assorbimento (r0);
fprintf(’Numero degli attrattori: %d\n\n’,n);
fprintf(’Lunghezza degli attrattori:\n’);
disp(l);
fprintf(’\nTutti gli attrattori sono ora riportati:\n\n’);
for i=1:length(c)
fprintf(’No. %d (lunghezza %d)\n\n’,i,l(i));
disp(c{i});
end
fprintf(’Tempo di assorbimento: r0 = %d \n\n’,r0);
%%
% Analisi della dimensione dei bacini di attrazione
%trasforma la matrice L da oggetto L in matrice normale
Ln=invlm(L);
Q=Ln^r0;
QQ=lm(Q);
for k=1:15
cont(k)=0;
end
vv=QQ.v;
%attrattori
numero_att=13;
dacont(1)=922;
dacont(2)=924;
dacont(3)=926;
dacont(4)=928;
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dacont(6)=956;
dacont(7)=958;
dacont(8)=960;
dacont(9)=986;
dacont(10)=988;
dacont(11)=990;
dacont(12)=992;
dacont(13)=788;
dacont(14)=1006;
dacont(15)=1021;
for j=1:15
for i=1:num
if(vv(i)==dacont(j))
cont(j)=cont(j)+1;
end
end
end
contciclo=cont(13)+cont(14)+cont(15);
for i=1:numero_att -1
fprintf(’Dim. del bacino di att. per lo stato
%d: %d \n\n’, dacont(i),cont(i));
end
fprintf(’Dim. del bacino di att. per il ciclo limite:
%d \n\n’,contciclo);
A.1.2 Altre funzioni utilizzate
All’interno del ￿le Fission_yeast.m vengono utilizzate diverse funzioni che vengono
ora riportate.
Le funzioni magg.m, maggtre.m e maggset.m de￿niscono l’aggiornamento dei nodi
(la prima per i nodi Xi con i = 1;2;4;5;6;8;9;10; la seconda per X3 e la terza per
X7) e sono composte semplicemente una clausula if-else.
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if(y > theta)
M=1;
elseif (y < theta)
M=0;
else
M=A;
end
function M = maggtre(y)
if(y >= 0)
M=1;
else
M=0;
end
end
function M = meggset(y)
if(y > 0)
M=1;
else
M=0;
end
end
Le funzioni ptox.m e xtop.m servono per passare rispettivamente dal valore dei
nodi Xi al valore dello stato x e viceversa; sono state ottenute implementando il
criterio a pag. (ref) del Capitolo 1.
function [i,x] = ptox(p)
% PTOX Riceve in input il vettore p =[p1 p2 ... pn]
% e restitisce due output:
% x -> Ł un oggetto lm che indica lo stato
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% i -> numero intero con 0<i<=2^n tale che x_i=x
n=length(p);
i=0;
for j=1:n
temp=(1-p(1,j))*2^(n-j);
i=i+temp;
end
i=i+1;
x=zeros(2^n,1);
x(i,1)=1;
x=lm(x);
return
function p = xtop(i,n)
% XTOP Riceve in input due valori:
% i -> intero tale che x=x_i;
% n -> numero dei nodi;
% e restitisce in output:
% p -> vettore booleano che riporta i valori dei nodi;
p=zeros(1,n);
q=zeros(1,n+1);
q(1,1)=2^(n)-i;
for j=1:n
p(1,j)=floor(q(1,j)/(2^(n-j)));
q(1,j+1)=q(1,j)-p(1,j)*2^(n-j);
end
return
A.2 Codici per il ciclo cellulare dei mammiferi
Per la seconda applicazione si sono utilizzati due codici distinti: il primo in assenza
ed il secondo in presenza di CycD. In entrambi i casi viene calcolata e poi analizzata
la matrice di transizione in modo del tutto analogo a quanto fatto per il ciclo
cellulare del lievito a ￿ssione sempre utilizzando la funzione bn.m.98 APPENDICE A. CODICI MATLAB
A.2.1 Mammallian_cell_cycle_cycd0.m
% Mammallian_cell_cycle_cycd0.m
clc
clear all
%numero di nodi
nod=9;
%numero di stati
num=2^(nod);
for i=1:num;
J=tobin(num-i,nod+1);
X_1=J(1,1);
X_2=J(1,2);
X_3=J(1,3);
X_4=J(1,4);
X_5=J(1,5);
X_6=J(1,6);
X_7=J(1,7);
X_8=J(1,8);
X_9=J(1,9);
X_1n(i)=((~X_3)&(~X_4)&(~X_9))|(X_5&(~X_9));
X_2n(i)= ((~X_1)&(~X_4)&(~X_9))|(X_5&(~X_1)&(~X_9));
X_3n(i)=X_2&(~X_1);
X_4n(i)=((X_2)&(~X_1)&(~X_6)&(~(X_7&X_8)))|((X_4)&(~X_1)
&(~X_6)&(~(X_7&X_8)));
X_5n(i)=((~X_3)&(~X_4)&(~X_9))|(X_5)&(~(X_3&X_4)&(~X_9));
X_6n(i)=X_9;
X_7n(i)=((~X_4)&(~X_9))|(X_6)|(X_5&(~X_9));
X_8n(i)= (~X_7)|(X_7&X_8&(X_6|X_4|X_9));
X_9n(i)=(~X_6)&(~X_7);
end
Tot= [X_1n;X_2n;X_3n;X_4n;X_5n;X_6n;X_7n;X_8n;X_9n];
for j=1 : num
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end
%costruzione della matrice L
L=lm(Vett, num);
k=2;
%%
% Analisi della dinamica della Boolean network
%restituisce numero degli attrattori (n);
%lunghezza degli attrattori (l);
%gli stati che formano gli attrattori (c);
%il tempo di assorbimento (r0);
[n,l,c,r0,T] = bn(L,k);
fprintf(’Numero degli attrattori: %d\n\n’,n);
fprintf(’Lunghezza degli attrattori:\n’);
disp(l);
fprintf(’\nTutti gli attrattori sono ora riportati:\n\n’);
for i=1:length(c)
fprintf(’No. %d (lunghezza %d)\n\n’,i,l(i));
disp(c{i});
end
fprintf(’Tempo di assorbimento: r0 = %d \n\n’,r0);
A.2.2 Mammallian_cell_cycle_cycd1.m
% Mammallian_cell_cycle_cycd1.m
clc
clear all
%numero di nodi
nod=9;
%numero di stati
num=2^(nod);
for i=1:num;
J=tobin(num-i,nod+1);
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X_2=J(1,2);
X_3=J(1,3);
X_4=J(1,4);
X_5=J(1,5);
X_6=J(1,6);
X_7=J(1,7);
X_8=J(1,8);
X_9=J(1,9);
X_1n(i)=0;
X_2n(i)= ((~X_1)&(~X_4)&(~X_9))|(X_5&(~X_1)&(~X_9));
X_3n(i)=X_2&(~X_1);
X_4n(i)=((X_2)&(~X_1)&(~X_6)&(~(X_7&X_8)))|((X_4)&(~X_1)
&(~X_6)&(~(X_7&X_8)));
X_5n(i)=0;
X_6n(i)=X_9;
X_7n(i)=((~X_4)&(~X_9))|(X_6)|(X_5&(~X_9));
X_8n(i)= (~X_7)|(X_7&X_8&(X_6|X_4|X_9));
X_9n(i)=(~X_6)&(~X_7);
end
Tot= [X_1n;X_2n;X_3n;X_4n;X_5n;X_6n;X_7n;X_8n;X_9n];
for j=1 : num
[Vett(j),x]=ptox(Tot(1:nod,j)’);
end
L=lm(Vett, num);
k=2;
%%
% Analisi della dinamica della Boolean network
%restituisce numero degli attrattori (n);
%lunghezza degli attrattori (l);
%gli stati che formano gli attrattori (c);
%il tempo di assorbimento (r0);
[n,l,c,r0,T] = bn(L,k);
fprintf(’Numero degli attrattori: %d\n\n’,n);
fprintf(’Lunghezza degli attrattori:\n’);
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fprintf(’\nTutti gli attrattori sono ora riportati:\n\n’);
for i=1:length(c)
fprintf(’No. %d (lunghezza %d)\n\n’,i,l(i));
disp(c{i});
end
fprintf(’Tempo di assorbimento: r0 = %d \n\n’,r0);102 APPENDICE A. CODICI MATLABConclusioni
In questo lavoro di tesi sono state esposte ed analizzate le propriet￿ principali
delle Boolean networks e delle Boolean control networks. L’analisi Ł stata con-
dotta seguendo l’approccio algebrico in spazio di stato; approccio pressochØ nuovo
dato che Ł stato introdotto e sviluppato in [9]. Si Ł quindi cercato di riportare i
risultati ottenuti in [9] cercando di approfondire alcune tematiche come stabilit￿,
stabilizzabilit￿ e controllabilit￿. Per quanto riguarda le Boolean networks sono
stati riportati i criteri per ottenere gli attrattori (sia punti ￿ssi che cicli limite) con
i rispettivi domini di attrazione e il tempo di assorbimento. Si sono inoltre fornite
le condizioni necessarie e su￿cienti a￿nchØ una rete Booleana sia globalmente sta-
bile. In￿ne si Ł introdotta una nuova forma, detta forma normale per classi, per la
matrice di transizione dalla quale Ł possibile ritrovare le caratteristiche principali
della rete senza doverla rianalizzare.
Con l’introduzione degli ingressi, e quindi passando alle Boolean control networks
sorgono problemi riguardanti la controllabilit￿ del sistema. Si sono fornite quindi
condizioni necessarie e su￿cienti per la controllabilit￿ delle BCN. Un altro proble-
ma importante riguarda la globale stabilizzazione della rete; anche in questo caso
si sono fornite le condizioni che devono veri￿carsi sia in caso di ingresso booleano
libero e sia in caso di ingresso costante. L’ultimo problema a￿rontato riguarda la
determinazione della sequenza di ingresso a￿nchØ la dinamica del sistema vada da
uno stato ad un altro raggiungibile dal primo; in questa parte si Ł pure dimostrato
che un sistema globalmente stabilizzabile pu￿ sempre essere stabilizzato mediante
un controllo in retroazione u(t) = Kx(t) e si Ł fornito il criterio per poter ricavare
la matrice K stabilizzante.
Una volta terminata l’analisi delle propriet￿ delle Boolean control networks so-
no state riportate due possibili applicazioni nell’ambito biochimico disponibili in
letteratura (citare); i risultati riportati, ottenuti mediante lo studio delle reti in
spazio di stato, coincidono con quelli trovati dagli autori.
Alcune tematiche riguardanti le Boolean networks rimangono parzialmente o total-
mente inesplorate in letteratura; tra queste ad esempio l’analisi dell’osservabilit￿ e
il controllo ottimo. Inoltre anche il legame tra Boolean control networks e switched
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systems, in quest’ambito solo accennato, potrebbe essere ulteriormente approfon-
dito e sviluppato. Per quanto riguarda le applicazioni pratiche, ulteriori utilizzi
delle Boolean networks rispetto a quelle gi￿ accennate potrebbero riguardare la
teoria dei codici, argomento di grande interesse nell’ingegneria dell’Informazione.Ringraziamenti
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