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Abstract
The interaction of nanoparticles with biological systems, especially interactions with
cell membranes, has been a subject of active research due to its numerous applications
in many areas of soft-matter and biological systems. Within only a few relevant physical
parameters profound structural properties have been discovered in the context of simple
coarse-grained theoretical models. In this Thesis we study the structure of a tubular mem-
brane adhering to two rigid cylindrical particles on a basis of a free-energy model that
uses Helfrich energy for the description of the membrane. A numerical procedure is de-
veloped to solve the shape equations that determine the state of lowest energy. Several
phase transitions exist in the system, arising from the competition between the bending en-
ergy of the membrane and the adhesion energy between the membrane and the particles.
A continuous adhesion transition between the free and bound states, as well as several
discontinuous shape transitions are identified, depending on the physical parameters of
the system. The results are then generalized into a single phase diagram separating free,
symmetric- and asymmetric-wrapping states in the phase space of the size of the particles
and the adhesion energy. We show that for a relatively small size of the membrane tube
the interaction between the cylinders becomes attractive in the strong curvature regime,
leading to aggregation of the particles in the highly curved area of the tube that is char-
acteristically different from the aggregation in a related three-dimensional systems. For a
relatively large membrane tube size the cylinders prefer to have a non-zero separation, even
in the completely engulfed state. This indicates that, i) the spontaneous curvature of the
membrane may play a role in the sign of the interaction of two colloidal particles adhered
to a membrane and ii) cylindrical particles can aggregate on membrane tubes and vesicles
if the curvature of the membrane around the aggregation region is sufficiently large.
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1.1 Cells and Membranes
The cell is the most basic structural unit of all known living organisms and is often called
the “building block of life”. Although cells come in a wide variety of shapes and sizes, the
basic structural elements of most cells are the same: fluid sheets enclose the contents of the
cell, while networks of filaments maintain the cell’s shape and organize its contents. The
fluid sheet enclosing the cell – the membrane – possesses a host of interesting chemical and
physical properties making it a fascinating system from a number of scientific perspectives.
From the biological perspective, the plasma membrane is what defines the boundaries of
the cell and separates it from its immediate environment. It has to provide protection
from external stresses (chemical, mechanical, biological, etc.) that act upon the cell, yet
at the same time be sufficiently flexible to allow the cell to communicate with its external
environment and to grow, move, and deform as necessary [1, 2, 3]. Membranes are also
found within the cell, where they partition the cell into different compartments and are
essential, for example, in the production of chemical energy. Outside the cell, membranes
can form tubular structures that connect two separate cells, and thus provide means for
cell-to-cell communication and transport of materials from one cell to another. This, for
example, makes the lipid-bilayer membranes particularly attractive for their potential use
in pharmaceutical and technological applications [4, 5].
The biological relevance of fundamental physical study on lipid bilayers is also hard to
underestimate. For example, the conformational behavior of membrane shapes in differ-
ent physical settings can be studied with simplified models, that incorporate theoretical
concepts such as bending elasticity and curvature. Of particular interest is the system of
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nanoparticles interacting with cell membranes due to its applicability in many soft-matter
and biological systems. For instance, with only few relevant physical parameters, the ad-
hesion of colloidal particles to a flat, fluid sheet of membrane was theoretically shown to
produce several stages of phase transitions, ending at a full envelopment of the membrane
sheet about the particle [6, 7, 8, 9, 10]. The applicability of this system in biology is easy
to point out – there are many examples of processes which involve encapsulation of large
particles located inside a biological cell. Viruses, for example, are transported into and
out of the cell in the process of endo- or exocytosis [11, 12, 13, 14, 15], in which they are
fully encapsulated in the cell membrane and are subsequently pinched off (this is also how
the viruses get their final coating). Because full envelopment is a necessary condition for
endo/exocytosis, these physical models can provide a basis for understanding the necessary
conditions for the passage of colloidal particles through cell membranes.
There is also significant interest in direct mechanical manipulation of membrane sheets
in order to conform them to specific shapes or measure different properties of the membrane.
This is common, for example, in many experimental techniques where membrane vesicles
are manipulated by tools such as micropipetes [16, 17, 18], optical tweezers [19, 20, 21] or
AFM [6]. These techniques are also widely used to stabilize membranes in different shapes,
one of which, for example, is a bilayer membrane in a long tubular shape [22, 23, 24, 25, 26].
There has been significant interest in the study of structural and transport properties in
systems particularly involving tubular membranes [27, 28, 29, 30, 31, 32, 33, 34, 35] and
we will be interested in these structures as well.
It is interesting to note that membranes also act as a medium for interaction between
nanoparticles adhered to it, which can drive different membrane transformations through
the cooperative action of the particles adhered. We now know that several nanoparticles
adhered to a flat membrane can interact indirectly through induced membrane curvature [7,
36, 37, 38, 39, 40, 10], aggregate and drive vesiculation [41, 42, 43] or tubulation [25, 44, 34]
of membranes or even mediate attraction between two membrane sheets [45, 46]. Since all
these interactions can be controlled by “fine-tuning” the membrane properties they are of
significant interest in drug delivery, for example.
In this Thesis, we theoretically study the system of two rigid cylindrical particles of
radius R attracted to a freely standing soft cylindrical tube of radius r0, with co-directed
axes as sketched in Fig. 1.1(A). We take the view that the membrane tube is connected
to a remote “reservoir” (a vesicle, for example) that maintains a constant tension σ in
the system, or equivalently, the considered membrane tube is only a segment of a much
longer system where the radius is controlled at a constant value remotely. This is com-
mon in actual experimental setups where the extraction of a tubular membrane requires




Figure 1.1: (A) Illustration of the system of two cylinders (red) adhering to a soft tubular
membrane (blue). The coordinate system used in this work is shown in (B) which represents
the cross-section of the upper-half of the system perpendicular to the cylinder axes.
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To describe the energetics of the fluid membrane we use the Helfrich model that contains
two parameters: the bending rigidity κ and surface tension σ [48, 49]. The nanoparticles
adsorbed to the surface of the membrane are considered to be cylindrical in shape and of
length that is much smaller than the total length of the membrane tube, so that the end
effects can be ignored. Examples for such objects are cylindrical viruses or coated latex
cylinders. Following Seifert and Lipowsky [50], we further introduce a phenomenological
parameter w which describes the adsorption energy per unit area between the contact
surfaces of the cylinders and the soft tube. We show that of five parameters, the nanopar-
ticle radius R, their separation distance D, membrane bending rigidity κ, surface tension
σ and the adhesion energy w, only three dimensionless combinations are relevant in the
consideration of the structure of the current system and develop a numerical procedure
that allows us to solve shape equations that correspond to the minimum of free energy.
Even in two-dimensions the problem proves to be non-trivial, where special care has to
be taken in order to take into account the asymmetric membrane shapes. The analysis of
the free energy indicates that several phase transitions exist in the system, depending on
three rescaled parameters: R/r0, D/r0, and wr
2
0/κ. A non-trivial adhesion transition be-
tween bound and free states is found, which arises from the competition between bending
and adhesion energies and has a signature of a second-order phase transition. Beyond the
bound state, increasing the adhesion energy leads to several first-order transitions, with
the number of stable shapes being dependent on the relative size of the cylinders and the
tube. The characteristics of different bound states are described and the results are then
generalized to the case of only two relevant physical parameters: the relative size of the
cylindrical particles and the adhesion energy.
The study of this model system serves two purposes, i) to provide further understanding
for the structural properties of systems related to tubular membranes with two nanopar-
ticles adhered to it, thus extending the work done in Ref. [51] and ii) to look into the
interaction properties between two nanoparticles adhered to the membrane in different
curvature regimes. The variety of nanotube profiles obtained can be controlled by the
nanoparticle-nanotube diameter ratio and the interaction strength between the nanotube
and the cylinders, which has potential applications in materials science and nanomedicine.
Our results also indicate that in strong curvature regime, when the membrane wraps around
the cylinders with significant shape distortion, interaction between the cylinders becomes
attractive, which is indicative of the fact that the spontaneous curvature of the membrane
could play a role in the sign of the interaction between the nanoparticles. This is partic-
ularly interesting, since it’s been shown recently that, within the elastic theory approach,
two circular particles on a flat membrane can experience attractive interaction in a suf-
ficiently strong curvature regime. It would be interesting to see how the system behaves
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for two spherical particles adhering to a closed membrane vesicle, which has proven to
display complex structural behavior (and attractive interaction between the particles), for
example, in light microscopy experiments [42]. Given the complex behavior of vesicles in
three dimensions, it is useful to simplify the problem by reducing the dimension and to
study one-dimensional vesicles embedded in two-dimensional space, which we do in our
work. The numerical procedure used in solving the system can also be useful in the future
study of related systems.
1.2 Literature Review
Theoretically, the physical nature of fluid membranes and vesicles can be well captured
by the Helfrich free energy [49], a model that has provided insight into the physics of
membrane-related systems with only a few relevant parameters. It is now often used
as a theoretical basis for understanding of the conformational and dynamical properties
of various systems and one may find many treatments in review articles and books [52,
53, 54, 55]. Among the biophysical problems studied within the elastic model are the
shape [56, 49, 57, 58, 59] and fluctuation dynamics [60, 61, 62] of human red blood cells,
the shape transformations of vesicles [52, 63, 64, 65], the interactions between multiple
membrane proteins [66, 43], the interaction of tubular vesicles with a polymer solution [67]
and the conformations of several nanoparticles [29], or a single polymer chain confined in
a tubular membrane [27, 28]. While the above list is certainly not all-inclusive, it conveys
a sense of how broad is the range of the problems that are well suited to the elastic level
of membrane modeling with analytical calculation.
Our primary interest lies in the area of membrane nanoparticle interaction. One of the
pioneering works in the area was the study of a simple system of a closed membrane vesicle
adhering to a flat surface [50]. Within the scope of the elastic model that includes only
the bending energy of the membrane and the contact potential between the membrane and
the adhesion surface, numerical solutions of the shape equations revealed the existence of a
large variety of different shapes. In addition, a nontrivial adhesion transition from a bound
to a free state of the vesicle (even in the presence of the non-zero adhesion potential), as well
as transitions between different bound states have been observed [68, 52], that were shown
to be governed by the competition between bending and adhesion energies in the system.
Within the same treatment, the existence of multiple shapes (and transitions between
those) were shown to exist for a two-dimensional system as well, where the vesicles are
cylindrical in shape, with a length much longer than their size [50]. The concept of a
“pinned” state was introduced, where the vesicles aquired their original “free” shape but
5
Figure 1.2: Phase diagram of colloid-vesicle complexes in the [a,R0] phase space obtained
in Ref. [69]. Here a is the radius of the adhering colloid, R0 is the radius of the membrane
vesicle, ξ = w/kten is the ratio between the adhesion energy and the surface expansion
modulus, and λ2 = κ/w, where κ is the bending modulus of the membrane. Image is taken
from Ref. [69].
were still bound to the surface. In the works above, the vesicles were considered to be closed
and have a limited lipid supply, hence, either a pressure difference between the exterior
and the interior of the membrane surface, or the enclosed area were fixed externally.
Within the same treatment Deserno and Gelbart studied the adsorption of spherical
colloidal particles onto vesicles under a constraint of fixed volume [69]. Similarly to the
vesicle adhesion case three distinct states – unbound, partially wrapped and enveloped
(see Fig. 1.2) – were found depending on the relative size of the adhering particle and
the membrane vesicle. For large enough vesicles, decreasing the size of the nanoparticle
was shown to lead first to progressively more wrapping, then to a discontinuous jump to
fully enveloped state, and finally to an unbinding of the complex. For smaller vesicles,
full envelopment was shown to be never achieved, instead the trend of increasing wrapping
upon size reduction of the particle was shown to reverse at some point until the particle
finally unbinds. A similar system of an originally flat fluid membrane interacting with
a single spherical colloidal particle was studied by Deserno and co-workers later as well.
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Even in such a seemingly simple system, where no area or volume constraints have to be
imposed, and one essentially has infinite membrane supply, as the adhesion energy or the
membrane tension change, two stages of phase transition were shown to occur: a second-
order adsorption transition where the sphere starts to bind a weakly deformed membrane
and a first-order partial-to-full wrapping transition where the last phase contains an almost
fully wrapped sphere with a highly deformed membrane shape [70, 8, 9].
One naturally may ask what happens if several nanoparticles adhere to a membrane,
since it is now known that membranes can act as a medium for interaction between nano-
particles adhered to it. Early experiments show that the membrane distortions caused by
particle adhesion can induce interparticle attraction with a range approximately equal to
the particle diameter [42]. In the same work multiple particles adhered to a fluid membrane
were shown to aggregate into finite-sized two-dimensional aggregates or, unexpectedly, one-
dimensional ring-like structures. Interestingly the latter result has been confirmed recently
in a Monte-Carlo study, where it’s been shown that fluid membranes can drive linear
aggregation of spherical nanoparticles binding to it [71]. This is in contrast with expected
two-dimensional clustering of nanoparticles and can lead to a number of fascinating shapes
in various related systems [72].
Interface mediated interactions between two cylindrical particles bound to the same
side of membrane have been studied via stress and torque tensors in Refs. [40, 37] and via
energy minimization in Refs. [7, 37, 10]. In the pioneering work in Ref. [7], the shape profile
was described in terms of small deviations of the membrane surface from a flat reference
plane. For a planar membrane under lateral tension, the interaction was shown to be
repulsive for a pair of cylinders adhering to the same side of the membrane, and attractive
for cylinders adhering to opposite membrane sides. The results were later confirmed in
a full treatment of the Helfrich model in Ref [10]. Although these works were concerned
with interface-mediated forces resulting from the deformations caused by the adhering
particles, it is interesting to note that a recent work by Gosselin and co-workers [73] shows
that additional entropic forces induced by thermal fluctuations of the membrane actually
enhance the curvature-mediated repulsion between the cylinders. This is an example of the
more general Casimir forces between objects in a fluctuating medium, and interestingly, in
the case of two parallel cylinders, contrasts the original formulation where two uncharged,
conducting plates are predicted to attract each other due to the quantum electromagnetic
fluctuations of the vacuum [74].
Approximate theories predict repulsion between membrane adhered particles [66, 75,
76, 43], but some evidence suggests that curvature-mediated attractive interactions could
aid cooperation and complement the effects of specific binding events on membrane re-
modelling [77, 78]. This was also in line with the coarse-grained molecular dynamics simu-
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lations, where it’s been shown that several particles can aggregate into clusters (and drive
subsequent vesiculation of the membrane) purely as a result of membrane curvature [41].
The size of the resulting vesicles was shown to correlate with the local curvature imprint
of each adhering particle. Due to the challenging nature of the problem, it’s been shown
only recently that, within continuum elasticity model, the sign of the force reverses over an
intermediate distance range, once the membrane is beyond a sufficiently strong deforma-
tion [36]. The sign flip was traced to a change in the magnitude between the two principal
curvatures midway between the particles, which can only occur at sufficient particle tilt, a
condition which was previously ruled out in the linearised description.
It is now also known that in addition to a variety of closed shapes normally seen in
vesicles, a lipid-bilayer membrane can also be stabilized in a long tubular shape by using a
number of experimental techniques [22, 23, 24, 25, 26], or through adhering nanoparticles
(or polymers) that can drive tubulation of membranes [25, 44, 34]. It is possible to construct
complex two-dimensional microscopic networks of nanotubes, where the connectivity, con-
tainer size, the length and the angles between the tubes can be easily controlled [47]. Con-
tainers within these networks can be made to have chemically different compositions and
materials can be routed between two containers via the nanotube channel. For example,
Fig. 1.3 shows an intratubular transport between two liposome containers experimentally
implemented by Karlsson et al. (see Ref. [47]) by generating membrane surface-tension dif-
ference between the containers. For charged nanoparticles the same effect can be achieved
through the application of an electric potential over the two nanotube-connected vesicles.
These model systems can be used for studying various properties of membranes and intra-
cellular transport phenomena and there has been significant experimental and theoretical
effort to examine the structural and transport properties in systems particularly involving
tubular membranes [27, 28, 29, 30, 31, 32, 33, 34, 35].
In this work, we study the structure of the system of two rigid cylindrical particles
attracted to a freely standing soft cylindrical tube with co-directed axes. The study of this
model system serves two purposes, i) to provide further understanding for the structural
properties of systems related to tubular membranes with two nanoparticles adhered to
it, thus extending the work done in Ref. [51] and ii) to look into the interaction proper-
ties between two nanoparticles adhered to the membrane in different curvature regimes.
The variety of nanotube profiles obtained can be controlled by the nanoparticle-nanotube
diameter ratio and the elastic properties of the nanotube, and could be useful for poten-
tial applications in materials science and nanomedicine. Our results also indicate that
for strong curvature regime, interaction between the cylinders becomes attractive, which
could be indicative of the fact that the spontaneous curvature of the membrane could also
play a role in the sign of the interaction between the nanoparticles. This is particularly
8
Figure 1.3: Intratubular transport between two lipid vesicles through vesicle surface tension
difference. The size of the nanoparticle is around 150 nm while the scale bar is 5 µm. Image
is taken from Ref. [47].
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interesting, since it has been shown recently that, within the elastic theory approach, two
circular particles on a flat membrane can experience attractive interaction in a sufficiently
strong curvature regime. The numerical procedure used in solving the system could also





Membranes are a crucial part of all forms of life on Earth because they separate the cells
from the external world and different compartments of the cell from each other. The pri-
mary constituent of all membranes is a lipid – an amphiphile molecule with two physically
separated subdomains, one part of which is hydrophilic (able to form bonds with water
molecules) and the other part of which is hydrophobic. The basic lipid structure is illus-
trated in Fig. 2.1, where the hydrophilic head is shown in blue, while the hydrophobic tail
is shown in yellow. In an aqueous solution, beyond a certain concentration, lipid molecules
form into two-dimensional structures by spontaneous aggregation. Such a process is called
self-assembly and can be often found in nature when a large number of molecules, driven by
the possibility to lower the free energy of the system, form a (non-trivial) condensed state.
In the case of lipids, such aggregates are driven by the desire to shield its hydrophobic
part against the surrounding water by using the hydrophilic part. Different morphologies
can be observed in such aggregates. They can for instance cluster into spheres (called
spherical micelles), with all the tails packed inside the sphere and the heads on the surface.
Aggregates that are cylindrical in shape can also be formed, with the hydrophobic tails
inside the cylinders and the heads on the surface (these are called cylindrical micelles).
Finally, one can also imagine a double-layer in which the hydrophobic tails are sandwiched
between two planes of hydrophilic head groups (see Fig. 2.1) and these are the structures
that we will be interested in.
But what determines the type of the structure that is formed from the aggregation of
the lipids? Without going too much into details (see Ref. [79] for a more detailed analysis)
11
Figure 2.1: Illustration of the structure of a lipid molecule (on the left) and the bilayer
structure of the biological membrane. The hydrophilic heads are shown in blue, while the
hydrophobic tails are shown in yellow.
let us say that the geometry of the lipids plays an important role in the determination of
the structures formed from their aggregation. Lipids with a relatively large head-to-tail size
ratio resemble an inverted cone and naturally will pack into spherical aggregates. Lipids
with smaller head-to-tail size ratio resemble cylindrical shape and typically aggregate into
two-dimensional planar aggregates.
What’s important for us is the fact that, from a mechanical perspective, the defin-
ing property of the bilayer is their relatively small thickness (typically few nanometers)
compared to their large lateral size. As a result, we can treat the membrane as a two-
dimensional sheet embedded in a three-dimensional space and examine the deformations
that occur from stretching or bending of the planar sheet.
2.2 The Elastic Theory of Membranes
An accurate physical description of a membrane requires knowing how its energy changes
upon various deformations of the membrane. Due to the absence of an external field in our
work, any kind of translation or rotation of the membrane is not going to affect the total
energy of the system, and since the thickness of the membrane is also neglected, we are left
with the following three types of deformation: stretching, bending and shear, geometrically
illustrated in Fig 2.2.
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Figure 2.2: The geometry of three types of membrane deformations – stretch, bend and
shear. Shear and thickness change are not considered in this work due to the fluidity of
the membrane and negligible thickness. Image is taken from Ref. [106].
2.2.1 Stretching and Shearing
Fig. 2.2(A) illustrates one class of deformations when the area of the membrane is increased
by an amount ∆A. We restrict such deformations to the membrane plane. Assume that in
the absence of the external stress our membrane sheet has an area A0, and we now stretch
it to a size A > A0. From the Taylor expansion we can write down the energy change to








where the modulus Kstretch is a proportionality constant and the additional 1/A0 is a
convention. By definition, the lateral stress under which the membrane is when subjected








where we have defined the dimensionless strain u = A/A0 − 1. This essentially recovers
Hooke’s law for membrane stretching, where the stress is proportional to the strain through
the stretching modulus Kstretch. The stretching modulus Kstretch can been measured, for
example, in micropipette experiments [80, 81]. In a typical experimental setup, part of
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the surface of the membrane vesicle is being sucked into a much smaller micropipette,
such that the vesicle is under tension. Subsequently the area change in the vesicle is
calculated from geometric considerations based on the amount of membrane that ends up
in the micropipette, and the tension can be inferred from the vesicle radius and the suction
pressure through the Young-Laplace law. Through this method, the linear stress-strain
relation is confirmed, and for phospholipid membranes the values of Kstretch are found to
be in the range of 230− 290 mN/m (55− 70 kBT/nm2).
As for the shear, pure lipid bilayer membranes are fluid and therefore cannot support
a shear deformation. However, cell membranes are often attached to an elastic network,
such as the one formed by spectrin in the case of red blood cells, which provides them with
shear rigidity. We are however concerned only with fluid membranes, hence static shear is
not a deformation that costs the fluid membrane energy in our case.
2.2.2 Bending
On a sufficiently large length scales membranes can be considered as essentially two-
dimensional surfaces that can be bent into the third dimension. When a patch of a lipid
bilayer is bent away from its flat, zero-energy configuration (assuming there is no sponta-
neous curvature), there is a re-arrangement of both headgroups and the tails of the lipids
within the bilayer, which costs energy. Characteristically, weak bending is a deformation
which costs significantly less energy than the stretching. Take, for example, a sheet of
paper. Bending it is something we can do very easily (because the local volume strain is
very small), while rupturing it by stretching is very difficult due to the very high stretching
modulus. Let’s see how this works out quantitatively.
Imagine a rectangular sheet of paper of side length L that’s curved in one direction
with a radius of curvature R (see Fig. 2.3(A)). Due to the deformation, one side of the
paper is stretched, while the opposite side if compressed. This naturally requires that the
middle region of the paper not be strained at all. Assuming that the paper material locally
stretches following a simple elastic relation similar to the one we obtained in Eq. 2.1, we








where Y is the Younge’s modulus and V is the volume of the paper. The total bending




Figure 2.3: (A) Illustration of a piece of paper that’s bent in one dimension. Due to the
deformation the outer side is stretched, while the inner side is compressed. (B) shows the




































Since in this approach bending of the sheet leads to uniaxial extension of the little vol-
ume elements within the membrane plane, we can express the three-dimensional Young’s
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modulus Y through the two-dimensional stretching modulus Kstretch, discussed in the pre-
vious section,
Kstretch = Y h, (2.5)










The ratio h/R in the above expression is a very small quantity, even for a significant paper
deformation. For a piece of paper bent into a circle with a radius of, say, 10 cm, assuming
paper thickness of 0.1 mm, (h/R)2 ∼ 10−6, so even for a large values of the stretching
modulus Kstretch the factor (h/R)
2 will reduce the bending energy significantly.














hence the bending energy per unit area is locally proportional to the square of the curvature.
It should be pointed out that the relation in Eq. 2.7 is an approximation which in general
does not hold for the connection between the Young’s modulus and bending modulus.
Another correction could be introduced, however, that takes into account the fundamental
difference between a membrane, which is a bilayer, and a paper sheet. Since the bilayer
can be thought of as two elastic sheets that cannot transfer shear across its thickness (the
sheets can laterally move with respect to each other with no difficulty), bending the bilayer
is equivalent to bending two elastic sheets of half-thickness. Thus for two uncoupled elastic






This relation can often be seen in literature used as a way to obtain approximate values
for bending modulus κ by way of measuring Kstretch. Due to the approximations taken
to derive the Eq. 2.9 it is only used to estimate the approximate values for the bending
rigidity of the membrane. More reliable experimental approaches avoid using the relation
between Young’s modulus and bending modulus altogether and either directly measure the
energy required to impose some bending, or monitor thermal fluctuations opposed by the
bending rigidity.
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We want to have at least a rough estimate for the bending modulus of membranes.
The bending energy modulus κ has units of energy, and since the membrane is a structure
which emerged from self-assembly, the characteristic energy for the system is kBT . Because
the membrane should have some stability, we expect the modulus to be somewhat bigger
than thermal energy kBT . Even with the approximation in Eq. 2.9, for a typical membrane
thickness of h = 5 nm, and Young’s modulus Kstretch = 10




× 107N/m2 × (5nm)3 ≈ 10−19J ≈ 6kBT, (2.10)
which is fairly close to typical values for phospholipid membranes [3]. Typically a few tens
of kBT is often used in calculations with 20kBT being used most often.
2.2.3 Surface Curvature
Figure 2.4: A space curve on a surface patch with the normal and tangent vectors shown.
Image is taken from Ref. [104].
The relation in Eq. 2.4 is for the piece of paper that’s bent only in one direction. The
equation resembles the bending energy density for a worm-like chain [82], but we have
to keep in mind that a polymer chain can locally be described only by a single radius of
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curvature. The picture changes for membranes, since being a two-dimensional surface, the
local curvature of the membrane cannot be so easily described, that is, if we take a curve
on a surface, we cannot readily identify the curvature of the surface based on the curvature
of the curve alone.
Consider a curve C defined on a surface patch S, that is parametrized through the
arclength s as ~r(u1(s), u2(s)) (see Fig. 2.4). At any point P on the curve, one can construct
a tangent to the curve ~t = ~̇r and a principal normal vector of the curve ~p = ~̇t/|~̇t| = ~̇t/ξ,
where the dot indicates derivative with respect to the arclength s. It can be shown that
the local curvature of the curve, ccurve, multiplied by the scalar product between the two
normal vectors, p̂ · n̂, where ~n is the local normal vector of the surface at point P , is a
curvature that no longer depends on any property of the curve except its direction [83, 84].
The resulting curvature is called a directional curvature and we can write it as
csurface = ccurvep̂ · n̂ = ccurve cos θ, (2.11)
where θ is the angle between the two normal vectors p̂ and n̂.
For a surface, however, we have an infinite number of directions at any given point,
which means an infinite number of directional curvatures. It turns out that for any given
point on the surface there exist two orthogonal directions in which the directional curva-
tures are extremal. These two directions are called principal directions, with corresponding
curvatures called principal curvatures. Once we know these directions (and the correspond-
ing curvatures), we can calculate every directional curvature by means of a formula derived
first by Euler [84],
c(α) = c1 cos
2(α) + c2 sin
2(α), (2.12)
where α is the angle between the chosen direction and the principal direction belonging to
one of the curvatures. It thus suffices to know only the two principal curvatures at at any
point (and the direction of one) to have all the local information we need. Based on the
two principal curvatures, two local quantities are usually used, the extrinsic curvature
K = c1 + c2, (2.13)
and the Gaussian curvature
KG = c1c2. (2.14)
2.2.4 The Helfrich Hamiltonian













where c1 and c2 are the two principal curvatures of the membrane and κ1 and κ2 are the
corresponding bending moduli [56]. For an isotropic system, which is the case for pure
lipid bilayers, κ1 and κ2 are identical, since there is no directional preference in terms of









(K2 − 2KG). (2.16)




κ(c1 + c2 − c0) + κ̄c1c2 =
1
2
κ(K − c0)2 + κ̄KG, (2.17)
where κ, κ̄ and c0 are material properties (constants) of the physical surface under con-
sideration: the bending modulus, saddle-splay modulus, and spontaneous curvature, re-
spectively. The bending modulus κ reflects the energy cost associated with driving the
mean curvature of the membrane away from its preferred value, c0, while the saddle-splay
modulus κ̄ reflects the cost of imposing the Gaussian curvature, c1c2, on the surface. Note
that the introduction of these constants requires effective surface homogeneity, which is
assumed throughout this work.
Interestingly, both equations in Eq. 2.16 and Eq. 2.17 are correct and this is due to the
fact that both contain a term that involves the Gaussian curvature of the surface. For the
total energy of the membrane, the energy density ebend has to be integrated over the surface
of the membrane, and from differential geometry we know that any surface integral of the
Gaussian curvature KG can be written as a boundary term and a topological constant
(this is known as Gauss-Bonnet theorem [85, 86, 84]). This leads to a constant term in the
energy expression after the integration for both of the expressions in Eq. 2.16 and Eq. 2.17
and thus is irrelevant in the energy calculations.
We therefore use the Helfrich energy for a symmetric membrane (i.e. no spontaneous











where the integration is done over the surface of the membrane, and dA is the area element
on the membrane surface.
2.3 Geometrical Model
In this Thesis, we study the behavior of elastic membrane tubes in contact with two
cylindrical nanoparticles from the theoretical point of view. Our arguments apply to any
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particles that are rigid and cannot permeate the membrane on the experimentally relevant
time scales, and thus, the membrane acts as flexible (but impenetrable) cylindrical tube for
the adhered particles. In addition, we assume that the membrane exerts attractive forces
onto these particles. In the following section we describe the coordinate system used in the
problem of adhesion of two cylinders to a soft membrane tube. A segment of the system is
sketched in Fig. 1.1(A), where the membrane tube is represented by the blue color and the
rigid cylinders are represented by red. The sketch in Fig. 1.1(A) is only a portion of a much
longer system, where we take the view that the membrane tube is connected to a remote
reservoir that maintains a constant tension σ in the system, or alternatively, the considered
membrane tube is only a segment of a much longer system where the radius is maintained
constant at a certain value remotely. This is not uncommon in actual experimental setup
where the extraction of a tubular membrane typically requires much larger vesicle to act as
a “reservoir” for lipid supply [22, 23, 47, 24, 25, 26]. We also assume that the lateral size
of the cylinders is much greater than their radius (L/R 1) and ignore the end effects.
Due to the translational symmetry in the system along the z axis, we can reduce the
problem to two dimensions and only consider the cross-section of the above system (shown
in Fig. 1.1(B)), essentially considering the interaction of two rigid circles with a closed
deformable curve. We assume a reflection symmetry of the membrane configuration about
a mirror plane represented by the x-z axes, however no symmetry about the y-z plane
is assumed, since we want to be able to take into account configurations that are not
necessarily two-fold symmetric. With this in mind we only need to consider the upper-half
(y > 0 range) of the membrane configuration in our calculations.
We will follow the so-called angle-arclength parametrization to describe our system.
The shape of the non-adhered portion of the membrane can be specified in terms of polar
coordinates [r(s), θ(s)], shown in Fig. 1.1(B), where we choose to parametrize the profile
of the membrane by its arclength s, changing from s = 0, where the membrane detaches
from the cylinder, to the point s = S, where the membrane intersects with the x-axis. The
shape itself can be described by specifying the angle ψ(s) defined as the angle between the
shape line and the original (undisturbed) membrane tube (dashed circle in Fig. 1.1(B)).
From Fig. 2.5(A) it is easy to notice that the two variables [r(s), θ(s)] are related to ψ(s)











Figure 2.5: (A) Sketch illustrating the relation between the polar coordinates and the
angle-arclength parametrization. (B) The shifted coordinate system and the change in
relevant parameters for the initial conditions.
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The relation to Cartesian coordinate system is straightforward
x(s) = r(s) sin θ(s), (2.21)
y(s) = r(s) cos θ(s), (2.22)
where in order to simplify the numerical procedure of dealing with asymmetric membrane
shapes (negative γ contact angles in Fig. 2.5(B)) we choose to place the origin of the
coordinate system at point O, that is shifted by the amount ∆ from the more intuitive
point O′ located on the axis connecting the centres of the cylinders (see Fig. 2.5(B)). The
choice of ∆ is arbitrary as long as the symmetry point at s = S stays on one side of the
point O for the range of contact angles γ that we are interested in. By doing so we avoid
the numerical complications that arise in the requirement to implement different boundary
conditions depending on the location of the symmetry point at s = S relative to the center
of the coordinate system O.
Using the angle-arclength parametrization allows us to take into account the possible
“over-wraps” of the membrane and is not restricted to small membrane deformations,
where the membrane shape is usually described by specifying the height h as a function of
the coordinate x, for example (so-called Monge-like parametrization). The angle-arclength
parametrization has been used extensively in similar systems recently [87, 30, 8, 9, 88, 37,
29, 10, 51].
2.4 Free Energy of the Free Portion of the Membrane
In this coordinate system the square bending curvature of the membrane at any point s









and thus, assuming zero spontaneous curvature, the Helfrich free energy for the free part

















where L is the length of the cylinders, κ is the bending energy and σ is the surface tension
of the membrane surface. The integral is taken from s = 0, where the membrane detaches
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from the cylinder to the point s = S, where the membrane intersects with the reflection
plane on the x-axis shown in Fig. 2.5(B).
Let’s see how this formalism applies for a simple case of a free, tubular membrane
centred at O. Since the membrane is undisturbed from its original shape, ψ(s) = 0 at any
point on the membrane and thus, from Eq. 2.19, for any s we can write
dr(s)
ds
= sinψ(s) = 0.
The solution to the above equation is r(s) = r0 for any s, which is what we expect for
an undisturbed tubular membrane. The curvature is then constant and is equal to 1/r0
everywhere along the membrane. Thus, following Eq. 2.24, we can then write the free







































which is the square radius of the undisturbed membrane tube. This is a known result [30,
27, 28, 51], which indicates that the radius of a freely standing membrane tube is dependent
only on the physical characteristics of the membrane, namely the surface tension σ and the
bending rigidity κ. For typical values of κ ≈ 40 pN nm and σ ≈ 0.05 pN/nm, one finds
r0 ≈ 20 nm, which appears to be a good estimate. Using r0 as a basic length-scale, for















The general expression for the free energy in Eq. 2.24 can be then written in terms of the
new re-scaled parameters


















Notice how the free energy above is a functional of the membrane shape ψ(s̃), thus if the
membrane shape is known (i.e. ψ(s̃) is explicitly given), we can find the corresponding
energy by simply integrating the above expression along the shape. However, in our prob-
lem the membrane shape that minimizes the energy is not known a-priori, so for a given
configuration of the system, our first task is to determine the equilibrium shape of the
membrane by minimizing its energy. This leads to the following functional minimization
problem: For a given radius of the cylinders R̃, contact angle γ and separation distance
between the cylinders D̃, find the curve ψ = ψ(s̃) for which the functional in Eq. 2.29 has
an extremum, where the admissible curves satisfy the boundary conditions
ψ(0) = γ, (2.30)
ψ(S̃) = 0, (2.31)








where γ is the contact angle and θ0 is the angle between r(s) and the y-axis at s̃ = 0 (see
Fig. 2.5(B)). The two boundary conditions in Eq. 2.30 and Eq. 2.31 are imposed to ensure
that the membrane is smooth both at the detachment point s̃ = 0, and at the symmetry
point s̃ = S̃ (otherwise the bending energy would go to infinity there). The constraint in
Eq. 2.32 restrains the symmetry point at s̃ = S̃ to remain on the x-axis while looking for
shapes that minimize the energy. The angle θ0 = θ(0) in Eq. 2.32 is the angle between the
vertical axis and the line connecting the center of the coordinate system to the s̃ = 0 point
(see Fig. 1.1(B)) and can be easily determined based on the geometrical configuration of
the system (i.e. parameters R̃, D̃ and γ). In functional minimization this is known as an
isoperimetric problem and the solution can be found by incorporating the constraint in
Eq. 2.32 into our functional with the use of a Lagrange multiplier. To put it formally, we
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can say that there exists a constant λθ such that the solution we are looking for, ψ = ψ(s̃)















































































= ψ′′ − − sinψψ
































In order to solve this second-order differential equation numerically, we can treat it as a
system of two first-order differential equations by introducing a new function φ(s̃) = dψ/ds̃.
















Within this treatment, mathematically the function θ(s̃) is not directly involved. The







Three initial conditions are required for the three functions in the above system to solve
the equations numerically. From the diagram shown in Fig. 2.5(B), based on geometric
considerations, one can write down the following initial conditions
ψ0 = ψ(0) = ψ
∗
0 + β
φ0 = φ(0) = ξ
r̃0 = r̃(0) =
√
(∆ + R̃ sin γ)2 + (D̃ − R̃ cos γ)2
(2.43)
where
ψ∗0 = γ + arcsin
 R̃ sin γ√
D̃2 + R̃2 − 2D̃R̃ cos γ
 ,
β is an angle (see Fig. 2.5(B)) which, through r̃0, is dependent only on the shift ∆
β = arccos
[









and ξ is an unknown variable that we have introduced, since we don’t really know the value
of ψ̇(0). The initial value for θ(s̃) can also be determined through the following equation
θ0 = θ(0) = arcsin(R̃ sin γ/r̃
∗
0). (2.44)
At this point we have two unknown variables λθ and ξ that, regardless of their values,
will give us a solution that is an extrema of the functional in Eq. 2.29. However our task is
to find such a pair that the constraint given by Eq. 2.32 and the boundary value ψ(S̃) = 0
are both satisfied. Numerically this could be done by so-called shooting method (see
Appendix A for a detailed description of the numerical implementation) and we can obtain
a solution that, for fixed physical parameters of the system R̃ and D̃, fixed contact angle
γ, and fixed curve length S̃, minimizes the free energy of free portion of the membrane. In
other words, the free energy minimum produced through this method is dependent on four
variables, F̃f = F̃f (R̃, D̃, γ, S̃). The next step would then be to minimize it with respect
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to the length of the membrane S̃, as done for example in [51], but this doesn’t prove to
be a good approach in the numerical implementation for the following two reasons. First,
for a certain range of contact angles γ we observe multiple solutions corresponding to the
same length of the membrane shape S̃ and second, inevitably there is going to be a contact
angle, where the solution that minimizes the free energy happens to be at the lowest value
the arclength S̃ can possibly attain (this would happen for contact angle γ = −π/2, for
example, where the membrane shape that minimizes the energy is simply a straight line
wrapping around both cylinders). For these reasons the numerical implementation of the
minimization process becomes unreasonably challenging.
To avoid this difficulty, we choose to introduce an extra constraint into the system.
Now for fixed R̃, D̃ and γ, we want to solve the exact same problem, but with an extra
requirement for a fixed symmetry point x̃s = x̃(S̃) = X̃ (see Fig. 2.5(B)). With this in
mind we have to “relax” the requirement for fixed S̃ and now have to find three unknown
variables λθ, ξ and S̃ such that the constraint given by Eq. (2.32), the boundary value
ψ(S̃) = 0, and the new constraint x̃(S̃) = X̃ are all satisfied. Numerically this can be
implemented with a three-dimensional shooting method. After the procedure the free
energy of the free part of the membrane can be written as a function of four variables,
F̃f = F̃f (R̃, D̃, γ, X̃) and the subsequent minimization with respect to the symmetry point
X̃ presents no difficulty, since we know for certain that fixed value of X̃ produces a unique
solution. The resulting free energy F̃f (R̃, D̃, γ) is then used in the next sections for the
numerical analysis of the system.
2.5 Free Energy of the Adhered Portion of the Mem-
brane
For the adhered state, the membrane segment adjacent to the colloid surface can experience
a variety of intramolecular forces, such as van der Waals, electrostatic, and steric interac-
tions. In order to have a bound state, the effective interaction potential must exhibit a
minimum at a finite distance, which is usually in the range of the order of a few nm. Typ-
ically the size of the membrane vesicles varies from 0.1 to 10 µm [50], while the size of the
tubes varies from 10 nm for tense membranes (σ = 10−3Nm−1, κ = 10kBT ∼ 4× 10−20J)
and 100 nm for floppy ones (σ = 10−5Nm−1) [27]. Since we are primarily interested in the
overall shape of the vesicle, we will ignore spatial variations on the scale of the potential
range and replace the microscopic interaction potential for the adhesion by an effective
(short-ranged) negative energy w per unit-area. The same parameter was introduced in
related systems recently [50, 87, 7, 8, 9, 29, 10]. Thus, for contact angle γ, taking into
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account the bending and tension energies of the membrane, we can write the free energy for














which, after introducing a rescaled adhesion energy w̃ = wr20/κ, and using the rescaled




+ 1 + 2w̃). (2.45)
Since we do not assume symmetry with respect to the y-axis (see Fig. 2.6(B)) we
need to consider the contributions from two parts of the membrane, corresponding to two
different contact angles γ1 and γ2, when calculating the total energy of the system. The
total reduced energy for the system can then be written as
∆F̃ (R̃, D̃, w̃, γ1, γ2) = F̃f (R̃, D̃, γ1) + F̃c(R̃, D̃, w̃, γ1)+
F̃f (R̃, D̃, γ2) + F̃c(R̃, D̃, w̃, γ2)− 2π, (2.46)
where the index f indicates the free portion of the membrane and the index c indicates the
contact portion of the membrane (see Fig. 2.6(B)). The last term in the above equation is
















































The total energy difference in Eq. 2.46 is then used in further analysis of the system
discussed in the sections below. We organize the rest of the work in the following way: for




Figure 2.6: (A) A sketch illustrating the non-adhered state of the membrane tube in which
the two contact angles are equal in magnitude and opposite in sign, γ1 = −γc and γ2 = γc.
The adhered state is sketched in (B) with free and contact portions of the membrane shown.
In this case, contributions from two different portions of the membrane with corresponding
γ1 and γ2 contact angles have to be considered.
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between the cylinders D̃ and see how the system behaves when the adhesion between the
cylinders and the membrane increases gradually. We then repeat the process for a range
of values of the separation distance between the cylinders and for each value of R̃, map
out a phase diagram in the (w̃, D̃) phase space. This process is done for a range of values
of R̃ and the different characteristics for the membrane configurations are discussed. As
a next step, we look into the free energy dependence on the separation distance between
the cylinders for fixed values of adhesion energy w̃, for each fixed R̃. This allows us to
minimize the free energy with respect to the separation distance between the cylinders and
generalize the results to a single phase diagram in (w̃, R̃) phase space.
2.6 Numerical Implementation
The first step in every analysis in this work is to numerically compute and list in a table the
values of the function F̃f (R̃, D̃, γ) for a range of contact angles γ for each (R̃, D̃) pair that we
consider. In this section, we describe the general outline for the numerical implementation
of the process without going too much into detail about the methods themselves. The
numerical methods used in this work are described in detail in Appendix A.
For given R̃ and D̃, we first pick a starting angle (usually γ = π) and “guess” a triple
of the unknown parameters (λθ, ξ and S̃) that, through the ODEs in Eq. 2.41, will lead
to a solution that roughly (i.e. within δ = 0.1 precision) satisfies the desired boundary
conditions









Notice that while the exact location of the intersection point X̃ is irrelevant, it is just fixed
at a certain value. The numerical integration of the system of equations in Eq. 2.41 is
done using 4-th order Runge-Kutta method, which takes in the initial values for all the
functions in Eq. 2.41 at s̃ = 0 and returns the values at s̃ = S̃ by simply marching along
the parameter s̃ in the interval [0, S̃] (for the detailed description see Appendix A). In
general, since our choice of the initial values was somewhat random, after the integration,
we are pretty much guaranteed not to have the desired boundary values at the other end
of the boundary s̃ = S̃ and thus we need to refine our guess to better match the desired
boundary values at s̃ = S̃. In essence, this is a multidimensional root-finding problem,
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where we need to find the adjustments of our free parameters (λθ, ξ and S̃), that will zero
the discrepancies of the functions ψ(s̃), x̃(s̃) and
∫ S̃
0
(cosψ/r̃) ds̃ at the other boundary
s̃ = S̃. This is implemented using the Newton-Raphson method generalized for three
dimensions. The procedure described above is usually referred to as “shooting”, since by
picking initial values for the three unknown variables, we are essentially aiming at the
target (desired) boundary values and (based on the outcome) systematically improve out
“shots” by adjusting the aim.
The shooting method described above produces a solution for the ODEs in Eq. 2.41
that, for fixed R̃, D̃ and contact angle γ, satisfies the boundary conditions that we impose
in Eqs. 2.48. Hence, after the procedure the free energy of the free part of the membrane
can be written as a function of four variables, F̃f = F̃f (R̃, D̃, γ, X̃), where X̃ is an arbitrary
point we chose for the intersection point on the axis x and γ was initially chosen to be π.
Our next step is to minimize the free energy with respect to the symmetry point X̃, and thus
find the membrane shape that minimizes the free energy of the free part of the membrane
for given R̃, D̃ and γ only. This could be done by first bracketing the minimum and then
narrowing the width of the bracket until the desired precision is reached. We implement
this using golden section search method described in the Appendix A. As a result of the
last step, we now know the shape (and the free energy) of the free part of the membrane
that minimizes the free energy for given parameters in the system: F̃f = F̃f (R̃, D̃, γ).
Since we are interested in a range of contact angles γ, we then gradually decrease
the value of γ (starting from the initial value π that we chose) with a certain step-size,
dependent on the region that we are interested in (δγ = 0.0001 to δγ = 0.000000001 around
the region where we expect weak wrapping). At each step, the solution for the previous
(neighbouring) contact angle γ is taken as an initial guess for the current one and the whole
procedure is repeated. An example free energy curve produced by this method is shown
in black in Fig. 2.7(A) for R̃ = 0.55 and D̃ = 0.65. In the positive γ region, the shape of
the membrane is labelled with (a) in Fig. 2.7(A), while in the negative γ region the shape
is labelled with (b). The membrane shape (b) is quite distorted with a lot of membrane
material pulled in, while in the negative region of the contact angles one would expect a
membrane shape similar to the shape (c) in Fig. 2.7(A), which has both less membrane
material and less overall curvature. In order to check if this is only a local minimum, we
repeat the procedure this time taking as a starting point γ = −π with a “guess” shape
similar to the shape (c) in Fig. 2.7(A). Gradually increasing the values for γ produces the
blue free energy curve shown in Fig. 2.7(A). Indeed, the results show that two solutions





















Figure 2.7: (A) The free energy curves as a function of the contact angle γ for R̃ = 0.55
and D̃ = 0.65. (B) The free energy for the contact angle γ = −0.5 as a function of the
intersection point X̃.
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Yet another solution exists in the negative region of the contact angles γ. In order
to see this, we pick a certain contact angle γ (in this example γ = −0.5, shown by the
dashed line in Fig. 2.7(A)) and look into the free energy dependence on the intersection
point X̃ for constant contact angle γ. Numerically this is implemented in a similar way,
but this time R̃, D̃ and γ are all kept constant, while the intersection point X̃ is gradually
decreasing with a certain step-size. At each step the solution from the previous step is
taken as an initial guess for the next one. For R̃ = 0.55 and D̃ = 0.55, the resulting free
energy curve for γ = −0.5 is shown in Fig. 2.7(B). As we can see two minima exist, one for a
relatively large value of the intersection point X̃ (corresponding to shape (e) in Fig. 2.7(B))
and another one corresponding to a smaller value of X̃ (shape (f) in Fig. 2.7(B)). Once
the second minimum is identified, we pick the solution with smaller free energy as our





3.1 Second-Order Adhesion Transition from Desorp-
tion to Weak Wrapping
For fixed R̃ and D̃, increasing the adhesion energy |w̃| induces adhesion transition between
the desorption state, where the rigid cylinders and the membrane tube have no contact,
to a weak-wrapping state, where the configuration resembles the one shown in Fig. 3.1
with a small wrapping area formed by the angles γ1 and γ2. Weak wrapping configuration
is characterized by two contact angles γ1 and γ2 that are opposite in sign and are only
slightly different in absolute value. In this section we show that this phase transition
can be determined analytically without invoking the numerical analysis described in the
sections below. In order to do this, as a first step we want to show that in weak adhesion,
to the linear order of the membrane shape ψ(s̃), the contribution of the energy of the free
membrane F̃f (R̃, D̃, γ) to the total reduced energy of the system is simply ψ(0), which is
the angle between the membrane shape and the original reference tube at the contact point
s̃ = 0. Fig. 3.1 shows an exaggerated sketch of a weakly adhered membrane tube with two
separate portions of the membrane labelled correspondingly with indices I and II. Notice
that for the simplicity of the calculations that follow, we slightly deviate from the notation
we have used so far and use indices I and II instead of 1 and 2. The difference is that the
angles γI and γII are defined as the angles at which the detachment point is located with
respect to the axis connecting the center of the cylinder with the center of the reference
membrane tube (see Fig. 3.1), while the angles γ1 and γ2 are the angles the detachment
34
Figure 3.1: A sketch illustrating the weakly-adhered configuration of the membrane.
point makes with respect to the vertical axis. It is easy to notice that
γ1 = γc + γI , (3.1)








is the angle between the axis connecting the center of the cylinder to the center of the
reference membrane tube and the vertical axis (see Fig. 3.1).
We will treat the two contributions of the two sides of the membrane separately. For




























In a desorbed state, the membrane shape is circular, with no contact between the
membrane and the cylinders (the dashed blue line in Fig. 3.1). The angle β, which is the
angle between the horizontal axis and the line connecting the center of the cylinder and
the membrane tube, can be determined from the geometry of the system and is dependent
only on the relative size of the cylinders R̃ and their separation distance D̃. Corresponding
to a circular shape, the zeroth order of a weakly deformed membrane shape, for branch
I we can write ψ0(s̃) = ψ0 = 0 and r̃0 = 1. To the zeroth order the membrane energy
35
is simply the rescaled energy of the segment of the membrane tube corresponding to the
angle β shown in Fig. 3.1, F̃f ≈ β. When the membrane shape makes weak distortion
adhering to the cylinder with a contact angle γI , to the first-order correction we can write
the shape as
ψ = ψ0 + λφ. (3.4)
With this,
cosψ = cos(ψ0 + λφ) = cosψ0 − λφ sinψ0 ' 1, (3.5)
and, from Eq. 2.19
dr̃ = sinψds̃ = sin(ψ0 + λφ)ds̃, (3.6)
r̃(s̃) ' r̃0 + λ
∫
φ ds̃. (3.7)

































































































Since the s̃ = 0 point is fixed, and s̃ = S̃ point has to lie on the horizontal axis, we can





= β − θI , (3.12)




φ ds̃) = β − θI , (3.13)
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+ β − θI . (3.14)
Thus to the linear order of ψ(s̃) the free energy of the free part of the membrane branch
I can be written as
F̃f = ψ(0)− ψ(S̃) + β − θI . (3.15)
The term ψ(S̃) in the above equation is zero due to the requirement that membrane shape
is smooth at the symmetry axis (otherwise the bending energy would go to infinity there),
and it is easy to show that
ψ(0) = γI + θI , (3.16)
which leaves us with the following expression for the free energy of the free part of the
membrane for branch I
F̃ If = γI + β. (3.17)
Repeating the same procedure for the membrane branch II, we can similarly show that
to the linear order of ψ(s̃), for the free energy of the membrane branch II the following
expression is true
F̃ IIf = γII + π − β. (3.18)
Using the contributions from these two free parts of the membrane in Eqs. 3.17 and 3.18,
along with the free energy for the adhered portions of the membrane, to the linear order
of ψ(s̃), we can write down the total reduced energy of the system in Eq. 2.46 as
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− 2π +O(γ2I ) +O(γ2II),
where the 2π term is the rescaled energy of the undisturbed membrane tube.
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γII , in comparison
with the standard Ginzburg-Landau free energy expansion of a second-order phase transi-
tion (note that w̃ ≤ 0). As the adhesion energy w̃ is small, the free energy has a minimum
at γI = γII = 0, indicating no contact between the cylinders and the membrane, hence
the system is in a desorption state. Beyond a critical w̃c energy, the first two terms in
Eq. 3.22 become negative at a non-zero, small γI and γII (the energy minima splits into
four, two of which are not physical, and the other two represent adhesion from left or right
sides correspondingly). The critical point is determined by the requirement that one of the
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Although we have determined the second-order transition boundary analytically using a
small-angle approximation, we can also determine the transition numerically on the basis of
the analysis of the look-up table of the function F̃f (R̃, D̃, γ). For a given R̃ and each fixed
D̃ we solve the minimization problem described in Section 2.4, and numerically compute
and list in a table the function F̃f (R̃, D̃, γ) for values of γ spanning the range [γt, −π] with a
step-size of δγ = 0.0001. The upper boundary γt is numerically determined terminal angle
(usually γt > π) at which the membrane intersects with either itself (see Fig. 3.2(c1),(c2)
or Fig. 3.3(c1),(c2), for example) or the rigid cylinders (see Fig. 3.3(c3),(c4) or Fig. 3.4(c1)-
(c3)). Around the regions where weak-adhesion is expected, the step-size of the angle γ
is refined sometimes up to 0.00000001 precision, according to necessity. This is done in
order to see the weak-adhesion state, since wrapping angles can be significantly small. As
a result, for given R̃ and D̃, the look-up table contains a list of free energy minima for the
free portion of the membrane, for a range of contact angles γ.
Using this table, we then search for a minimum of the function ∆F̃ (R̃, D̃, w̃, γ1, γ2) as
a function of γ1 and γ2 for given values of R̃ and D̃ gradually increasing the adhesion
energy |w̃|. Note that the procedure of finding the free energy for the contact portion does
not require solving an optimization problem, since the shape of the adhered membrane is
already known. Numerically, for each fixed value of w̃, a loop runs through the look-up
table for the values of contact angles γ1 = 0.0 to γ1 = γt (one of the contributing parts
of the membrane has to have a positive contact angle) and another nested loop runs from
γ2 = π to γ2 = −γ1 essentially tracing a free energy surface in (γ1, γ2) space. Notice that
the γ2 = −γ1 limit comes from the requirement that the membrane shape does not self-
intersect in the weak-wrapping regime, which results in the cut-out (lower-left) corners in
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(a1) (a2) (a3) (a4)
(b1) (b2) (b3) (b4)
(c1) (c2) (c3) (c4)
Figure 3.2: Cross-section profiles of the tubular membrane (blue) configurations around
the rigid cylinders (red) in a weak-wrapping state (labelled (a)), symmetric-wrapping state
(labelled (b)) and the asymmetric-wrapping state (labelled (c)) for R̃ = 0.25 and D̃ = 0.30,
0.60, 0.90 and 1.20 correspondingly from left to right.
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(a1) (a2) (a3) (a4)
(b1) (b2) (b3) (b4)
(c1) (c2) (c3) (c4)
Figure 3.3: Cross-section profiles of the tubular membrane configurations around the rigid
cylinders in a weak-wrapping state (configurations (a)), symmetric-wrapping state (labelled
(b)) and the asymmetric-wrapping state (labelled (c)) for (R̃ = 0.50, D̃ = 1.00), (R̃ = 0.75,






Figure 3.4: Cross-section profiles of the tubular membrane configurations around the rigid
cylinders in a weak-wrapping state (labelled (a)), symmetric-wrapping state (labelled (b)),
asymmetric-wrapping state (labelled (c)) and the closure state (labelled (d)) for (R̃ = 2.00,
D̃ = 2.50), (R̃ = 3.00, D̃ = 3.50) and (R̃ = 4.00, D̃ = 4.50).
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the example contour plots shown in Fig. 3.6. The top right cut-out corners are due to the
same requirement, but correspond to the significant curvature regime where the membrane
touches itself from the opposing sides of the cylinders.
As a result of the numerical search described above, at small values of w̃, the only
free energy minimum we observe has a value of 0 and is observed for contact angles γ1
and γ2 that are equal in magnitude to the angle γc, but opposite in sign, which indicates
no contact between the membrane and the cylinders (see Fig. 2.6(A)). In all calculations
that we performed the match was within the 0.00001 range from the theoretical value
in Eq. 3.2 indicating perfect correspondence to the analytical result. At a critical point
w̃c the observed minimum becomes weakly negative with small deviations of the angles
γ1 and γ2 from the no-contact value γc, indicating weak wrapping adhesion between the
membrane and the tubes. Due to the tedious nature of the search (the data has to be
refined to fine precision), we run the same procedure for the second order transition points
for several values of R̃ only for selected points in our diagrams to check the consistency
with the theoretical result. For all the calculations performed (select points ranging from
R̃ = 0.05 to R̃ = 4.0) we observe the second order transition for values of adhesion
energy w̃ within 0.00001 precision from the predicted theoretical result. Example transition
boundaries for numerically performed calculations are shown in Fig 3.5 for R̃ = 0.25 and
R̃ = 0.35. The dashed black line in the diagrams represents the theoretical curve for the
second-order transition points. Maroon diamonds are the numerically determined second
order transition points, while the blue squares are the numerically determined first-order
transition points from weakly-wrapped state to intermediate-wrapping state.
3.2 First-Order Transition from Weak Wrapping to
Symmetric Wrapping
At fixed R̃ and D̃, increasing adhesion energy beyond the second-order adhesion transition
w̃c causes more distortion of the membrane, but the entire membrane conformation remains
approximately circular. Characteristically the weakness of the distortion of the membrane
is indicated by the smallness of the wrapping area formed by the angles γ1 and γ2. As
w̃ reaches another transition point w̃p, a first-order transition from the weak-wrapping
state to an intermediate, symmetric-wrapping state occurs. This state is characterized by
two-fold symmetry of the membrane shape, with the wrapping occurring on both sides of
the adhering cylinders. In this configuration a major portion of the membrane is “sucked
in” in between the cylinders and the distortion from the circular shape is quite significant














Figure 3.5: Phase boundaries between the no-wrapping state, weak-wrapping state and
the symmetric-wrapping state for R̃ = 0.25 and R̃ = 0.35. Maroon diamonds indicate the
numerically determined second-order transition points from free to a weak-wrapping state,
the blue squares indicate the first-order transition points from weak-wrapping state to
symmetric-wrapping state and the dashed line represents the analytical line for the second
order boundary.
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There is no analytic solution for this phase boundary, and we determine the transi-
tion points numerically on the basis of the analysis of the look-up table of the function
F̃m(R̃, D̃, γ). The process is similar to one described in the previous chapter, where a
numerical search is performed for a minimum of the function ∆F̃ (R̃, D̃, w̃, γ1, γ2) as a
function of γ1 and γ2 for given values of R̃ and D̃ gradually increasing the adhesion en-
ergy |w̃| now beyond the second order adhesion point. With increasing adhesion energy
we see that in the weak-wrapping state the wrapping area gradually increases, but the
shape remains approximately circular. Near the wrapping transition w̃p, two minima are
typically observed: one corresponding to a shallow-wrapping state (for example shapes see
Fig. 3.2(a1)-(a4), 3.3(a1)-(a4) and 3.4(a1)-(a3)) and the other to the partially wrapped
state (Fig. 3.2(b1)-(b4), 3.3(b1)-(b4) and 3.4(b1)-(b3)). At the transition point the two
minima have an equal free energy value separated by an energy barrier. Three typical
contour plots for the free energy surfaces ∆F̃ (R̃, D̃, w̃, γ1, γ2) are shown in Fig. 3.6 for
R̃ = 2.00 and D̃ = 2.50 for the adhesion energies |w̃| = 1.125, |w̃| = 1.570 and |w̃| = 1.805
(the transition points where two minima have an equal value). Note that in the contour
plots in Fig. 3.6, the free energy is plotted against the two contact angles γ1 and γ2 and
the cut-out edges are due to the requirement of the membrane not to intersect with itself,
both in the weak-wrapping regime (lower left corners) and the significant curvature regime
(top-right corners), where the membrane is highly deformed.
The first-order transition points corresponding to this transition are indicated by blue
squares on the phase diagrams in Fig. 3.7 - 3.17. In the phase diagrams shown in Figs. 3.7-
3.9 (corresponding to R̃ = 0.30, R̃ = 1.00 and R̃ = 3.50) we show three typical detailed
phase diagrams with numerically obtained shapes overlayed on top to give an idea of the
configurations in different phase regions. For all the phase diagrams, the no-wrapping state
is shown in blue color, the symmetric wrapping state is shown in green, the asymmetric
wrapping state is shown in red and the closure states are shown in purple. The numerically
obtained weakly adhered shapes and the symmetric-wrapping shapes are also shown for
R̃ = 0.25 and various distances D̃ = 0.30, 0.60, 0.90, 1.20 in Fig. 3.2 (labelled a and b corre-
spondingly), as well as for various increasing values of R̃ in Figs. 3.3 and 3.4. We observe
that for all values of R̃ and D̃, the symmetric-wrapping state shapes are characteristically
similar, with more “squeezed” shape profile for smaller separation between the cylinders.
For D̃ < 1 + R̃, which is where the two cylinders are separated exactly by the diameter of
the original reference tube, the adhesion energy values at which the transition from weak
to partial wrapping occurs are equal in value and are within ∆w̃ = 0.0001 range from the
second-order adhesion transition points. For separation distances larger than the diame-
ter of the original reference tube, the membrane shape deformation needed to achieve the








Figure 3.6: ∆F̃ (R̃, D̃, w̃, γ1, γ2) free energy contour plots as a function of the two contact
angles γ1 and γ2 for R̃ = 2.00 and D̃ = 2.50, at the three first-order transition points.
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any more, and no second-order transition to weak-wrapping is observed), and thus the
transition occurs at a larger values of w̃ to compensate for the deformation of the original
reference tube. This can be seen in the phase diagrams where the blue squares start to
rise for increasing separation between the cylinders. Notice that this is the case for all the
values of R̃ considered, however some of the diagrams do not show this, as the separation
distance is considered only up to the D̃ = 2 point for those.
3.3 First-Order Transitions from Symmetric Wrap-
ping to Asymmetric Wrapping and to Closure
States
Beyond the critical point w̃p, where the transition between weak-wrapping state and
symmetric-wrapping occurs, increasing the adhesion energy even more causes more distor-
tion of the membrane shape, but the whole configuration remains symmetric with respect
to both x and y axes. As the adhesion energy approaches another critical point, w̃w, we
observe another first-order transition, which is characterised with a break in symmetry
about the y-axis (see Fig. 3.2(c1)-(c1), 3.3(c1)-(c4) and 3.4(c1)-(c3) for example shapes).
Numerical determination of the w̃w transition points exactly replicates the one described
in previous chapters, where again near the transition point two minima are observed, one
corresponding to the state with symmetric shapes (similar to the one shown in Fig. 3.2(b1)-
(b4)), and another minimum corresponding to asymmetric-wrapping configuration (shapes
similar to one in Fig. 3.2(c1)-(c4)). At the transition point w̃w the two minima have
an equal value for the free energy, beyond which the asymmetric-wrapping configuration
becomes energetically favourable. A typical contour plot for the free energy surface for
this transition is shown in Fig 3.6 for R̃ = 2.00 and D̃ = 2.50 near the transition point
w̃w = 1.570, where two minima can be observed separated by an energy barrier.
Closer examination of the configurations reveals interesting characteristics for the asym-
metric wrapping state. For example, for relatively small values of R̃, the asymmetric-
wrapping configuration completely encapsulates the cylinders with the membrane in con-
figurations resembling shapes shown in Fig. 3.3(c1)-(c2). Further increase in the adhesion
energy does not affect the configuration of the membrane around the cylinders and, for the
cylinder radius range R̃ = 0.05 to R̃ = 1.75, we observe only three phase transitions for
the fixed separation between the cylinders: a second-order phase transition from desorped
state to a weakly adhered state, a first-order transition from weakly adhered state to a







Figure 3.7: Phase diagram for R̃ = 0.30 indicating the boundaries between no-wrapping
state (blue), symmetric-wrapping state (green) and the asymmetric-wrapping state (red).
The first order transition points from weak-wrapping state to the symmetric-wrapping
state are shown in blue squares, while the symmetric-to-asymmetric wrapping first-order
transition points are shown in red circles. The second-order boundary between the no-
wrapping state and the weak-wrapping state is not shown (see text).
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Figure 3.8: Phase diagram for R̃ = 1.00 indicating the boundaries between no-wrapping
state (blue), symmetric-wrapping state (green) and the asymmetric-wrapping state (red).
The first order transition points from weak-wrapping state to the symmetric-wrapping
state are shown in blue squares, while the symmetric-to-asymmetric wrapping first-order
transition points are shown in red circles. The boundary between no-wrapping state and
the weak-wrapping state is not shown (see text).
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Figure 3.9: Phase diagram for R̃ = 3.50 indicating the boundaries between no-wrapping
state (blue), symmetric-wrapping state (green) and the asymmetric-wrapping state (red).
The first order transition points from weak-wrapping state to the symmetric-wrapping
state are shown in blue squares, while the symmetric-to-asymmetric wrapping first-order
transition points are shown in red circles. The transition points from asymmetric-wrapping






















Figure 3.10: Phase diagrams for R̃ = 0.25, 0.30 and 0.35 indicating the boundaries between


























Figure 3.11: Phase diagrams for R̃ = 0.40, 0.45 and 0.50 indicating the boundaries between
no-wrapping state (blue), symmetric-wrapping state (green) and the asymmetric-wrapping
state (red).
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Figure 3.12: Phase diagrams for R̃ = 0.55, 0.65 and 0.75 indicating the boundaries between























Figure 3.13: Phase diagrams for R̃ = 0.85, 0.90 and 0.95 indicating the boundaries between
no-wrapping state (blue), symmetric-wrapping state (green) and the asymmetric-wrapping
state (red).
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Figure 3.14: Phase diagrams for R̃ = 1.00, 1.25 and 1.50 indicating the boundaries between
























Figure 3.15: Phase diagrams for R̃ = 1.75, 2.00 and 2.25 indicating the boundaries between
no-wrapping state (blue), symmetric-wrapping state (green), the asymmetric-wrapping




















Figure 3.16: Phase diagrams for R̃ = 2.50, 2.75 and 3.25 indicating the boundaries between
no-wrapping state (blue), symmetric-wrapping state (green), asymmetric-wrapping state
(red) and the closure state (purple).
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Figure 3.17: Phase diagrams for R̃ = 3.50, 3.75 and 4.00 indicating the boundaries between
no-wrapping state (blue), symmetric-wrapping state (green), the asymmetric-wrapping
state (red) and the closure state (purple).
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wrapping state to asymmetric-wrapping state, where the particles are completely enclosed
by the membrane.
With increasing size of the cylinders, the asymmetric-wrapping state does not com-
pletely encapsulate the cylinders, leaving a gap between the two branches of the membrane
from the opposite sides of the cylinders. This can be seen for example, in shapes shown in
Fig. 3.3(c3),(c4) for R̃ = 1.0 and R̃ = 1.25, for example. For the cylinder sizes in the range
of R̃ = 1.0 to R̃ = 2.0, further increase in the adhesion energy gradually leads to complete
encapsulation of the cylinders with no signature of phase transition. This is however not
the case for cylinder sizes in the range R̃ > 2.0, where further increase in the adhesion
energy shows existence of another first-order transition from asymmetric-wrapping state to
configuration where the cylinders are completely enclosed by the membrane. The transition
points for the first order transition from asymmetric-wrapping state to complete closure
state are indicated by green triangles on the phase diagrams in Fig. 3.15 - 3.17. Example
shapes for the complete closure state are also shown in Figs. 3.4(d1)-(d3).
The phase separation between the symmetric-wrapping state and the asymmetric-
wrapping state displays a kink in a certain region of cylinder size R̃ (see for example,
Fig. 3.7). This is accompanied with a significant jump in the curvature of the middle
portion of the membrane, in between the two cylinders and is a direct consequence of the
fact that even for the same contact angle, two solutions with the same free energy minima
exist, separated by an energy barrier (see, for example, shapes (e) and (f) in Fig. 2.7).
This is also the point where the interaction force between the cylinders changes the sign.
3.4 Fixed Adhesion Energy Between the Cylinders
and the Membrane
In this section, we are interested to see how the total reduced free energy of the system,
∆F̃ (R̃, D̃, w̃, γ1, γ2), depends on the separation between the cylinders D̃ for different values
of fixed adhesion energy w̃. The goal is to minimize the total free energy with respect to
the separation distance D̃ and map out a phase diagram in the (R̃, w̃) space.
For each fixed R̃, based on the phase diagrams in the (D̃, w̃) space mapped out earlier,
we first find out the range of the adhesion energies that we are interested in. For each fixed
adhesion energy value w̃, we then find the minimum of the function ∆F̃ (R̃, D̃, w̃, γ1, γ2)
for a range of values of D̃ based on the look-up table method described in Section 2.4,
essentially tracing straight horizontal lines across the phase diagrams in Figs. 3.10 - 3.17.
As a result for each w̃ we generate a free energy curve as a function of the separation
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distance between the cylinders and then repeat the procedure for gradually increasing
values of w̃. Example free energy curves are shown in Figs. 3.18 (R̃ = 0.25, 0.30 and
0.35), 3.19 (R̃ = 0.40, 0.45 and 0.50) and 3.21 (R̃ = 1.00, 2.00 and 4.00), where the values
of the adhesion energies are shown on the right side of the diagrams.
Our results show that for relatively small adhesion energy values w̃, where the system
is still within the two phase boundaries (weak-wrapping to two-fold symmetric-wrapping
state (blue squares) and symmetric-wrapping state to asymmetric-wrapping state (red
circles)), for the range of the separation distances considered, the interaction is always
attractive, with the minimum of the free energy occurring at the point where the two
cylinders are in close contact with each other (we leave a gap of ∆D̃ = 0.01 for numerical
convenience). The free energy curves corresponding to R̃ = 0.35 and w̃ = 7.6 in Fig. 3.18,
or R̃ = 0.40 and w̃ = 6.4 in Fig. 3.19 are examples of such case, where the configuration
of the membrane remains two-fold symmetric along the curve for all the values of D̃. This
means, for example, that in Fig. 3.2 the state in (b1) has smaller energy that the state
in (b2) and so on, which is due to the fact that closer separation between the cylinders
results in more wrapping (hence more adhesion, which is preferred by the system) and less
“excess” membrane being pulled in.
With further increase in the adhesion energy, the horizontal lines corresponding to fixed
w̃ that we trace in diagrams in Figs. 3.10 - 3.17 start to cross the partially wrapped to
asymmetric deep wrapping boundary line (represented by red circles) for large values of
D̃, which results in a second weak minima appearing in the free energy curves in Figs. 3.18
- 3.21. With increasing adhesion energy, near the critical point the two minima observed
(one corresponding to cylinders being in a close contact with overall configuration of the
membrane being two-fold symmetric, see, for example, Fig. 3.2(b1), and the second minima
corresponding to an asymmetric state with a fixed separation between the cylinders as in
Fig. 3.2(c3)) have equal free energy value and are separated by an energy barrier. We
do this for all the values of R̃ considered in this work, and indicate the transition points
separating the two-fold symmetric state from the asymmetric-wrapping state are indicated
by filled red circles on the diagram in Fig. 3.22.
It is interesting to note that the picture changes for increasing values of the the cylinder
radius R̃. For example, for R̃ = 0.65 in Fig. 3.20, we still observe the second minimum
corresponding to a larger separation between the cylinders, but it never quite reaches the
minimum corresponding to the state where two cylinders are in contact, no matter how
large the adhesion energy is. With further increase of the size of the cylinders R̃, the
second minimum becomes weaker and disappears completely. This indicates that for rela-
tively large cylinder radius size (R̃ > 0.65) if the distance is allowed to change freely, the
interaction is always attractive leading to cylinders being in a state of close contact. For
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relatively small adhesion energy values, the close contact occurs in the two-fold symmetric
state and is always preferable to the complete wrapping of the cylinders, since the deforma-
tion of the membrane in the latter case cannot be compensated with the adhesion energy
any more. For larger adhesion energies, where we are in the region of the asymmetric deep
wrapping state, the interaction is still attractive, and the membrane configuration around
the cylinders (in close contact) is in the asymmetric wrapping state, since the adhesion
energy is now sufficient to compensate for the deformation. This is an interesting results,
since for cylindrical colloids on a flat membrane, the interaction has been shown to be
always repulsive for all ranges of the adhesion energies [7, 10], and it’s possible that the
spontaneous curvature of the membrane can affect the sign of the interaction.
An example of diagrams where no second minima is observed are shown in Fig. 3.21
for R̃ = 1.0, R̃ = 2.00 and R̃ = 4.0 for a range of adhesion energies w̃. We see that in
any case, regardless of the configuration the interaction between the cylinders is attractive.
Note however that, transition from the partially wrapped state to asymmetric-wrapping
state still happens (even though the cylinders are in close contact), but the value of the
transition point has to be determined from the phase diagrams in Figs. 3.10 - 3.17, for
the separation distance that corresponds to the close contact. After minimizing the total
reduced free energy ∆F̃ (R̃, D̃, w̃, γl, γr) with respect to the separation distance D̃ in the
process described above, we can finally map out a phase diagram separating three phases
in the phase space (R̃, w̃), essentially taking D̃ out of the picture. The resulting diagram
is shown in Fig. 3.22, where the green squares indicate the boundary between the no-
wrapping state and symmetric-wrapping state and the red circles represent the boundary






















Figure 3.18: Free energy dependence on the separation distance between the cylinders D̃




















Figure 3.19: Free energy dependence on the separation distance between the cylinders D̃
for various adhesion energies w̃ for R̃ = 0.40, R̃ = 0.45 and R̃ = 0.50 (top to bottom).
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Figure 3.20: Free energy dependence on the separation distance between the cylinders D̃
for various adhesion energies w̃ for R̃ = 0.55, R̃ = 0.65 and R̃ = 0.75 (top to bottom).
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Figure 3.21: Free energy dependence on the separation distance between the cylinders D̃
for various adhesion energies w̃ for R̃ = 1.00, R̃ = 2.00 and R̃ = 4.00 (top to bottom).
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Figure 3.22: The phase diagram for the system of two cylinders of radius R adhering to a
soft membrane tube of radius r0 in the phase space of the adhesion energy w̃ = wr
2
0/κ and
the relative size of the cylinders R̃ = R/r0. Blue squares represent the boundary separating
the no-wrapping state (shown in blue) and the symmetric-wrapping state (shown in green),
while the red circles represent the boundary between the symmetric-wrapping state and





In summary, we have investigated phases that can form when two long rigid cylindrical par-
ticles of radius R adhere to a membrane tube of radius r0, where the axes of all three are in
parallel, through an excluded-volume interaction and a short-ranged attraction represented
by a potential energy per unit area w. We have used the Helfrich model to characterize
the free energy of the membrane, which possesses a bending energy κ and surface tension
σ. As shown in Section 2.4, of the five parameters present in the system – the nanoparticle
radius R, their separation distance D, membrane bending rigidity κ, surface tension σ and
the adhesion energy w, only three dimensionless combinations, R/r0, D/r0, and wr
2
0/κ,
are relevant in the consideration of the structure of the current system.
Starting from the Helfrich model describing the free energy of the system, we have de-
veloped a numerical procedure that allows us to solve the shape equations that correspond
to the minimum of the free energy in a large range of R/r0. The analysis of the free energy
then leads to the conclusion that multiple phase transitions exist in the system. Similar
to several related systems, a non trivial free-to-bound continuous adhesion transition is
found, where the membrane tube gets “bound” to the cylinders, slightly deforming its
original circular shape. The non-triviality of the transition is in the fact that the free state
exists even in a non-zero adhesion potential, and is a result of the competition between
the bending and adhesion energies present in the model. Beyond the bound state several
stable states are identified, for the increasing interaction strength between the cylinders
and the membrane tube. After binding to the cylinders, the membrane gets “sucked in”
between the two cylinders in a configuration that is two-fold symmetric and resembles a
66
dumbbell shape. Further increase in the adhesion energy leads to a break in the symmetry
with respect to one of the axes and the membrane becomes significantly curved. Depending
on the relative size of the cylinders (relative to the size of the membrane tube), a further
discontinuous transition is identified for a certain region of the parameter space, where the
membrane tube completely encapsulates the cylinders. For smaller cylinder size, the en-
capsulation is gradual and carries no signature of a discontinuous phase transition. One of
the variables in the system, the cylinder separation D, is then eliminated from the picture
through the minimization of the free energy of the system with respect to the separation
between the cylinders and the results are then summarized in a single phase diagram, that
separates the unbound, symmetric and the asymmetric configurations in the parameter
space of the adhesion energy and the relative size of the cylinders.
The second part of the analysis discusses the free energy dependence on the separation
between the cylinders for various fixed adhesion energies. We show that for relatively
small size of the cylinders, the state of the minimum free energy is achieved at a non-zero
separation distance, even in the completely encapsulated state, which increases with the
increasing size of the membrane tube. Interestingly, the interaction changes qualitatively
with the increase of the cylinder size R/r0. For a certain critical value of the adhesion
energy, a first-order transition is identified between the states where cylinders are separated
and the state where cylinders are in close contact. This is accompanied by a jump in
the curvature of the membrane between the cylinders. Note that the aggregated state is
qualitatively different from the one observed in related three-dimensional systems, since in
the aggregated state a significant chunk of membrane still wraps around the cylinders from
the middle section (see Fig. 3.3(c2), for example). Beyond a certain value for the size of the
cylinders, the state with fixed separation between the cylinders can no longer be stabilized
and the interaction becomes attractive regardless of the strength of the interaction between
the membrane and the cylinders. This drives the aggregation of the cylinders on the tube
in the significantly curved membrane state.
One could think of an experimental setup similar to the one in Ref. [24] to observe the
transitions described in our work. For example, it was proposed by Roux et al. that a
lipid reservoir, kinesin-coated beads and microtubule networks could serve as a minimal
system for generating complex tubular structures such as the endoplasmic reticulum, Golgi
apparatus and endosomes. In fact, in experiments performed in Ref. [24] complex tubular
networks were formed by the kinesin-coated beads pulling on membrane vesicle along the
microtubules, which indicates that nanotubes can be used to grow and build membrane
networks. Up to several membrane tubes were shown to be able to stabilize along a
single microtubule. In a similar setup, by controlling the attractive interaction between
the membrane tubes and the microtubules, as well as the size of the microtubules in the
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Figure 4.1: (a) Networks of membrane tubes (white arrows) growing on a microtubule
network (black arrows). (b) A single tube aligned along microtubule and (c) bundles of
two tubes on a microtubule. The bar in (a) is 5 µm and 0.5 µm in (b) and (c). Image
taken from Ref. [24].
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solution, one could look into the configuration properties of the membrane shapes discussed
in this work.
4.2 Outlook
The work described in this Thesis contributes to the body of knowledge relating to the
conformational behaviour of membrane shapes in various physical settings. Mapping of
the phase diagrams for membrane-nanoparticle systems helps to theoretically understand
and predict different membrane structures and the interaction of particles it drives, which
can be used in many practical applications such as targeted drug delivery or the develop-
ment of biosensors. Our results suggest interesting new features in the system of tubular
membranes interacting with cylindrical particles. First, we show that the addition of one
extra particle to the membrane tube changes the picture quite significantly. Several phases
are identified, some of which are accompanied by a symmetry break in the system and
are closely related to configurations observed in similar systems. We observe, for example,
that in a significantly curved regime, cylindrical particles tend to aggregate in the negative
curvature region. Similar effect was observed in a related system, where a light microscopy
study in Ref. [42] showed that spherical nanoparticles can cluster in the negative curvature
region of the vesicle, or aggregate into ring like structures around the “waist” of the vesicle
resulting in a dumbbell shape [42] – configurations that are very similar to ones observed in
our work. We also observe an attractive interaction between the cylindrical particles in a
certain parameter region, which suggests that the spontaneous curvature of the membrane
can play a role in the sign of the interaction between the nanoparticles adhered to it.
As a next step, it would be interesting to look into the adhesion of two spherical particles
to a closed membrane vesicle, which is a system of high complexity [42, 71, 89, 90, 88].
Analytical solution for a system of membrane vesicle interacting with several nanoparticles
becomes incredibly challenging due to the complex geometry of the system and one has
to resort to numerical methods. Development of recent tools, such as the Surface Evolver
package [91], has proven to be very useful in the applications to membrane systems of
these kind. The package allows one to define various energies for a discretized membrane
surface of a desired geometry and “evolve” it to the minimum energy state. One can
also define custom constraints, such as the total area or volume of the system, which are
particularly useful when dealing with closed membrane vesicles. An interesting application
of the package has been demonstrated recently for flat membranes interacting with two
spherical nanoparticles [36], where attractive interaction has been shown to exist in the
deep-curvature regime. It will be interesting to extend the work done in Ref. [36] by
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implementing a system of a closed vesicle and see if aggregation of nanoparticles on vesicles
can be attained in such systems.
Other interesting problems exist in the field. We now know that nanoparticles adhering
to the inner wall of membrane vesciles can co-operatively drive tubulation and subsequent
pearling of the system. For example, in Ref. [44], phospholipid vesicles containing several
nanoparticles were shown to transform from the usual spherical structure into pearls and
pearl necklaces that were stable for several hours. This proposes a new way of membrane
tubulation and it will be interesting to theoretically model the process within the Helfrich
model, which will require a consideration of several nanoparticles adhered to the inner wall
of a closed vesicle. The structure of the system consisting of rigid particles confined in a
tubular membrane has already been studied in Ref. [29], and it will be interesting to see






A.1 Numerical Integration of Ordinary Differential
Equations
A.1.1 Introduction
As described in Section 2.4, in order to find the free energy of the free part of the membrane,
our first task is to solve the second-order differential equation in Eq. 2.40. Ordinary
differential equations can always be reduced to a system of first-order differential equations















where we have introduced a new variable z(x) = dy/dx. This approach can be generalized
for the equations of any order, meaning that any generic problem in ordinary differential
equations can be reduced to the study of a set of N coupled, first-order equations for
functions yi (i = 1, 2, 3, . . . , N),
dyi(x)
dx
= fi(x, y1, y2, . . . , yN), i = 1, 2, . . . , N, (A.2)
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where the functions fi, on the right hand side are known.
The problem, however, is not fully specified by the equations in A.2. One also needs
to know the boundary conditions, that are simply algebraic conditions on the values of
functions yi in the above system. The nature of the boundary conditions determines the
type of the numerical approach that needs to be used for the particular problem. There
are two types of boundary conditions,
• Initial value problems – where all the values for yi functions are given at some starting
point xa, and need to find the values of the functions yi at a different point xb.
Numerically this is easier to implement and is usually preferred.
• Two point boundary value problems – where the values for functions yi are given at
two different points xa and xb. Typically the values for some of the functions yi will
be given at point xs, while the values for the others are given at xb. Numerically
the implementation is more involved and requires solving an initial value problem
multiple times until the desires boundary conditions are reached.
We first discuss the initial value problem, since the solution to the boundary value problem
requires solving initial value problems as an intermediate step.
The basic idea for solving initial value problems, is to re-write the dy’s and dx’s in the
Eqs. A.2 as finite differences ∆x and ∆y and, starting from initial values for yi (given),
find the change in the functions yi by changing the independent variable x, one ∆x step
at a time. In the limit of a small step-size ∆x a good approximation to the solution at the
other boundary is achieved. The direct implementation of this is known as Euler’s method,
which is however not recommended, since it’s a first-order method (the error produced at
each step is proportional to the square of the step-size). We will use numerically more
accurate Runge-Kutta method, which produces the value of the function at the end of
each interval ∆x by using a weighted average over several Euler-style steps.
A.1.2 The Classic Runge-Kutta Method
The formula for the Euler’s method is
y(x+ h) = y(x) + hf(x, y(x)), (A.3)
which, for given y(x), advances from x to x+ h and produces the value for y(x+ h) based
on the information about the derivative of the function at the beginning of the interval
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[x, x + h]. The magnitude of the error arising from the Euler’s method can be computed
by the comparison with a Taylor expansion of the function y(x).




















Using Eq. A.5 in the Taylor expansion for y(x) in Eq. A.4 we get,


























For small step-size h the error induced at each Euler step is proportional to h2. In general,
to solve an equation over a range of x, the number of steps should be proportional to
1/h. The number of steps multiplied by the error in each step will give us a global error
proportional to h, and thus the Euler’s method is a first order method (a method is
conventionally called n-th order if its error term is O(hn+1)).
We could improve the accuracy of the Euler step in Eq. A.3 by taking an extra step
to the midpoint of the interval [x, x + h], and then using the value of both x and y at
that point as our starting point for the next step across the interval, reaching our desired
destination in two steps instead of one. The value y(x+ h) can then be given as










k1 = hf(x, y).
This cancels out the first-order error term, making the method second-order (called second-
order Runge-Kutta or midpoint method).
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The most commonly used Runge-Kutta method is the so-called classical (or fourth
order) Runge-Kutta method. The method is given by the following equations,
y(x+ h) = y(x) +
1
6
(k1 + 2k2 + 2k3 + k4), (A.9)
where















k2 = hf(x+ h, y + k3).
The classical Runge-Kutta method is a fourth-order method, meaning that the error per
step is on the order of h5, while the total accumulated error has order h4. We will use this
method in all of our numerical integrations for each of the functions in Eqs. 2.41.
A.1.3 Two-Point Boundary Value Problems and The Shooting
Method
For two-point boundary value problems, the ordinary differential equations are required to
satisfy boundary conditions at more than one value of the independent variable. The main
difference between initial value problems and two-point boundary value problems is that for
the former, we can solve the ODEs by simply marching along the integration variable from
the starting point to the end of the integration interval, while, for the two-point boundary
value problems, the boundary conditions at the starting point are not all given and a given
”random” choice is pretty much guaranteed not to satisfy the boundary conditions at the
other end of the region.
In general, for two-point boundary value problems, we want to find a solution to a set
of N coupled first-order ordinary differential equations, satisfying n1 boundary conditions
at the starting point xa and a remaining set of n2 = N − n1 boundary conditions at the
final point xb. The differential equations can be written as
dyi(x)
dx
= gi(x, y0, y1, . . . , yN−1), i = 0, 1, 2, . . . , N, (A.10)
where at xa the solutions have to satisfy the following equations
B1j(xa, y0, y1, . . . , yN−1), j = 0, 1, 2, . . . , n1 − 1, (A.11)
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and at xb the solutions are supposed to satisfy
B2k(xb, y0, y1, . . . , yN−1), k = 0, 1, 2, . . . , n2 − 1. (A.12)
For the two-point boundary value problems described above the so-called shooting method
is typically used. In this method one normally chooses the values for all of the dependent
variables at one boundary essentially in a random guess. With this, a full set of the initial
values is given and we can now simply integrate the ODEs using the Runge-Kutta method
discussed above, arriving at the other boundary, where in general, we will have discrepancies
from the desired boundary values. At this point, we now have a multidimensional root-
finding problem, that is, we want to find such adjustment of the free parameters at the
starting point that zeroes the discrepancies at the other end of the boundary.
For our specific problem, the implementation of the shooting method is slightly different
since the length of the integration interval is unknown. For the ODEs in Eq. 2.41, in order
to have a complete initial value problem, we need to know the values for the length of
the integration interval S̃, the initial value ξ for the function φ(s̃) at the beginning of the
interval [0, S̃], and the Lagrange multiplier λ. We want to find such a triple, that will lead
to the desired boundary conditions in Eq. 2.48 at the other end of the integration interval
s̃ = S̃. To achieve this, after each integration step, for a random guess of (S̃, ξ, λ) we find











which are now functions of only three variables, S̃, ξ and λ. The next step is to solve a
multidimensional root finding problem, where we want to find the values for S̃, ξ, λ that
will zero the discrepancies ∆ψ, ∆θ and ∆x̃ in Eq. A.14. This is implemented using the
Newton-Raphson method for three-dimensions.
A.1.4 Newton-Raphson Method for a System of Equations
Newton-Raphson method is a method for finding successfully better approximations to the
roots of a real-valued function. For a one-dimensional case the Newton-Raphson method
consists of geometrically extending the tangent line at a current point xi until it crosses zero
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Figure A.1: Illustration of the Newton’s method for one-dimension
and pick the next guess xi+1 the abscissa of that zero-crossing (see Fig. A.1). Algebraically
this is based on the Taylor expansion of the function in the neighbourhood of a point,
f(x+ δ) ≈ f(x) + f ′(x)δ + f
′′(x)
2
δ2 + . . . . (A.14)
For small values of δ the terms beyond the second order are unimportant and thus f(x+δ)
implies
δ = − f(x)
f ′(x)
. (A.15)
The process then is repeated as




until the desired accuracy is reached.
The method readily generalizes to multiple dimensions. For our problem the three
freely-specifiable variables S̃, ξ and λ are treated as components of a vector V . A given
vector V fully defines the vector y at the starting point s̃ = 0, which contains the values of
all the functions in Eq. 2.41 at that point. It can then be turned into a different vector y
at the final point s̃ = S̃ through the integration of ODEs using the Runge-Kutta method
for initial value problems described above. Once at the point s̃ = S̃, we can define another
vector F for the discrepancies in Eq. A.14, whose components indicate how far are we
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from satisfying our boundary conditions. The next step is a simple implementation of
Newton-Raphson method where we want to find values for the components of the vector
V that zeroes the components of the vector F . The implementation of this step involves
solving the set of three linear equations,
JδV = −F , (A.17)
and then adding the corrections back,
V new = V old + δV , (A.18)






The above derivatives have to be computed numerically, by a separate integration of the
ODEs, followed by the evaluation of,
∂Fi
∂Vj
≈ Fi(V1, V2, ..., Vj + ∆Vj, ..., VN)− Fi(V1, V2, ..., Vj, ..., VN)
∆Vj
(A.20)
As a result of this procedure we obtain the values for S̃, ξ and λ that result in the solution
of system of ODEs in Eq. 2.41 satisfying the desired boundary conditions in Eq. 2.48.
The next step in our numerical implementation is to minimize the free energy of the
system with respect to the ”artificially” enforced intersection point X̃, at which the mem-
brane shape intersects with the x-axis. By doing so we will get the shape, that minimizes
the free energy of the membrane, for given R̃, D̃ and contact angle γ only.
A.1.5 Minimization or Maximization of Functions
At this step, we are given the function F̃f of a single variable X̃ and our task is to find
the value X̃m where F̃f takes on a maximum or a minimum value. Since we have a one-
dimensional minimization problem, the easiest approach would be to initially bracket the
minimum, and subsequently pin it down to desired precision by simple golden section search
method. Bracketing the minimum is usually desired, since it gives us the confidence that
the minimum exists and is within the bracket, while the golden section search allows us
to find the minimum without calculating the derivative of the free energy function. Most
importantly, the reason for choosing this approach is the fact that for any calculation of
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the free energy for a new value of X̃ (of which we have to do many in the minimization
process), we need to have a close-enough guess as our starting point. Since we always
choose the previous solution as a guess for the next one, we are restricted to small steps
when changing the variable X̃, which often times results in having to ”walk” to the new
value of the X̃ instead of jumping to it.
Bracketing of the Minimum and Golden Section Search
A minimum is known to be bracketed if we can find a triplet of points X̃a < X̃b < X̃c, such
that F̃f (X̃b) is less than both F̃f (X̃a) and F̃f (X̃c). In this case we know for sure that the
function has a minimum in the interval (X̃a, X̃c). To bracket the minimum numerically,
we follow closely the directions in Ref. [92]. One edge of the bracketing boundary is chosen
to be the solution (i.e. minima) from the previous guess, while the other end is chosen
by simply stepping downhill with gradually increasing step-size until the turning point
is reached. In case of a failure we increase the step-size either by a constant factor or
by a parabolic extrapolation of the preceding points that is designed to take us to the
extrapolated turning point. Since we are stepping downhill, one end of the bracket and
the middle point are already known, so we just need to make a big enough step to stop
the downhill trend and choose that as the other end of the bracketing boundary.
After the initial bracketing, the next step then is to choose a new point X̃, either
between X̃a and X̃b or between X̃b and X̃c. Suppose we choose the new X̃ point to be
between X̃b and X̃c and evaluate the function F̃f at that point. If F̃f (X̃b) < F̃f (X̃), then
the new bracketing triplet of points is (X̃a, X̃b, X̃). Otherwise, if f(X̃b) > f(X̃), then the
new bracketing triplet is (X̃b, X̃, X̃c). In all cases the middle point of the new triplet is
the abscissa whose ordinate is the best minimum achieved so far. We then continue the
process until the distance between the two outer points of the triplet is tolerably small.
But how do we choose the new point X̃ given the bracket triple (X̃a, X̃b, X̃c)? If X̃b is






= 1− w. (A.22)






Figure A.2: Illustration of the golden section search of a minimum. The minimum is
originally bracketed by points X̃a, X̃b and X̃c. The function is then evaluated at a new
point X̃, after which the minimum is bracketed by points X̃b, X̃ and X̃c and our current
best guess for the minimum is the value of the function at the point X̃.
This means that our next bracketing interval is going to be either of length w + z (new
bracket (X̃a, X̃b, X̃)) or 1 − w (new bracket (X̃b, X̃, X̃c)), and if we want to minimize the
worst case possibility then z needs to be chosen such that the two intervals have an equal
length
z = 1− 2w. (A.24)
Since the process of bracketing is done continuously until the desired precision is reached,
the original bracket (X̃a, X̃b, X̃c) must have been chosen in a similar manner. In other





Eq. A.25 along with the Eq. A.24 yields,
w ≈ 0.38197. (A.26)
This means that at each step the optimal bracketing interval (X̃a, X̃b, X̃c) has its middle
point a fractional distance 0.38197 from one end, and 0.61803 from the other. These
fractions are called the golden section and thus the method is called the golden section
search.
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In summary, at each stage, given a bracketing triplet of points, we pick a ”trial” point
which is a fraction 0.38197 into the larger of the two intervals and find the new triplet





In this work, we assume that the membrane shape tangentially connects with the cylinder’s
surface at the contact point. As discussed in the Section 2.4, the curvature at the contact
point is not known a priori and needs to be determined through the condition of flatness
at the symmetry point via, for example, shooting method. In this section, we want to
show that, if the energy is stationary, additional boundary condition can be imposed. In
Ref. [87], Seifert showed that the difference between the curvature of the membrane at the
contact point and the curvature of the substrate is related to the adhesion energy through






Note that this boundary condition cannot be enforced if the detachment point is fixed, but
only holds if the energy is stationary. Below, we want to derive this boundary condition
from the stationarity equation.
Assume that at the equilibrium point of detachment the contact angle is ψ0 and the
curvature of the substrate is C0. The variation of the arclength δs entails the following








which implies changes in the energy of the system, both from the free and the bound parts
of the membrane. For simplicity let’s assume that the variation results in an additional
piece of area δA = Lδs being wrapped around the cylinder. This piece will change the
adhesion, bending and surface tension terms for the adhered part of the membrane, that are
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easy to calculate since the substrate shape is known. For contributions from the free part

































The Hamiltonian can then be written as,



















Since a piece of a membrane is removed during this variation the contribution from Eq. B.3
contributes with a negative sign. The total change in the energy is therefore given by


















































is the curvature of the substrate at the contact point.
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Figure B.1: Numerical results for the square of the difference between the curvature of free
membrane portion and the curvature of the wrapped cylinder at the contact point s̃ = 0
as a function of 2|w̃|, for various values of R̃. The straight line represents the theoretical
result, Eq.(38), from Ref. [63].
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