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TREE-HIERARCHY OF DNA AND DISTRIBUTION OF HOLLIDAY
JUNCTIONS
U. A. ROZIKOV
Abstract. We define a DNA as a sequence of ±1’s and embed it on a path of Cayley tree.
Using group representation of the Cayley tree, we give a hierarchy of a countable set of DNAs
each of which ’lives’ on the same Cayley tree. This hierarchy has property that each vertex
of the Cayley tree belongs only to one of DNA. Then we give a model (energy, Hamiltonian)
of this set of DNAs by an analogue of Ising model with three spin values (considered as DNA
base pairs) on a set of admissible configurations. To study thermodynamic properties of the
model of DNAs we describe corresponding translation invariant Gibbs measures (TIGM) of
the model on the Cayley tree of order two. We show that there is a critical temperature Tc
such that (i) if temperature T > Tc then there exists unique TIGM; (ii) if T = Tc then there
are two TIGMs; (iii) if T < Tc then there are three TIGMs. Each such measure describes a
phase of the set of DNAs. We use these results to study distributions of Holliday junctions
and branches of DNAs. In case of very high and very low temperatures we give stationary
distributions and typical configurations of the Holliday junctions.
Mathematics Subject Classifications (2010). 92D20; 82B20; 60J10; 05C05.
Key words. DNA, Holliday junction, temperature, Cayley tree, Gibbs measure.
1. Introduction
It is known that (see [1]) genetic information is carried in the linear sequence of nucleotides
in DNA. Each molecule of DNA is a double helix formed from two complementary strands of
nucleotides held together by hydrogen bonds between G−C and A−T base pairs. Duplication
of the genetic information occurs by the use of one DNA strand as a template for formation
of a complementary strand. The genetic information stored in an organism’s DNA contains
the instructions for all the proteins the organism will ever synthesize.
In [2] the author introduced an elastic model of large-scale duplex DNA structure. The
paper [3] develops this approach in detail, deriving explicit expressions for the elastic equi-
librium shapes of stressed DNA and suggesting applications to questions of supercoiling.
Studying of DNA’s thermodynamics one wants to know how temperature affects the nucleic
acid structure of double-stranded DNA [8]. There are several models of such thermodynamics
of DNAs (see for example, [4], [10], [15]).
In [15] forty thermodynamic parameters were estimated for DNA duplexes with a single
bulge loop. To investigate the effect of the type of bulged base and its flanking base pairs,
the nearest-neighbor model to DNA sequences with a single bulge loop is applied.
The Chapter 3 of the book [10] deals with the statistics of DNA, a problem that, recently
has attracted the attention of physicists, who attempt to uncover the scaling features of
coding (exons) and noncoding (introns) regions of a gene. Although there is still some
controversy, the current view is that long-range correlations exist when the complete gene
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sequence, including introns, is considered and that these correlations are absent when only
the exons are read. The book also contains a chapter on the thermodynamics of DNA where
several results on variants of the Peyrard-Bishop model for local denaturation or melting
of DNA, i.e., the dissociation equilibrium between duplex and single-stranded DNAs, are
derived (see [10] and references therein).
In this paper to study thermodynamic properties of a model of DNAs we embed them on
a Cayley tree. Motivations of this study will be clear after reading the Section 2, where I
tried to give relations (in footnotes) between biological notations and mathematical ones.
The paper is organized as follows. In Section 2 we give main definitions from biology
(DNA, Holliday junction, branched DNA etc.) and mathematics (Cayley tree, group of its
representation, Z-path etc.) which are needed in other sections. Also we give tree-hierarchy
of the set of DNAs. Then define our model of DNAs, to study its thermodynamics. In Section
3, we give a system of functional equations, each solution of which defines a consistent family
of finite dimensional Gibbs distributions and guarantees existence of thermodynamic limit for
such distributions. Section 4 is devoted to translation invariant Gibbs measures of the set of
DNAs on the Cayley tree of order two. We show that, depending on temperature, number of
translation invariant Gibbs measures can be up to three. Note that non-uniqueness of Gibbs
measure corresponds to phase coexistence in the system of DNAs. In the last section by
properties of Markov chains (corresponding to Gibbs measures) we study Holliday junction
and branches of DNAs. In case of very high and very low temperatures we give stationary
distributions and typical configurations of the Holliday junctions.
2. Definitions and the model
About DNA. Deoxyribonucleic acid (i.e. DNA)1 is a molecule that carries most of the
genetic instructions used in the growth, development, functioning and reproduction of all
known living organisms and many viruses. Most DNA molecules consist of two biopolymer
strands coiled around each other to form a double helix. The two DNA strands are known as
polynucleotides since they are composed of simpler units called nucleotides. The two strands
of DNA in a double helix can be pulled apart like a zipper, either by a mechanical force or
high temperature2.
Each nucleotide is composed of a nitrogen-containing nucleobase –either cytosine (C),
guanine (G), adenine (A), or thymine (T) –as well as a sugar called deoxyribose and a
phosphate group. The nucleotides are joined to one another in a chain by covalent bonds
between the sugar of one nucleotide and the phosphate of the next, resulting in an alternating
sugar-phosphate backbone (see Fig. 1).
According to base pairing rules (A with T, and C with G)3, hydrogen bonds bind the
nitrogenous bases of the two separate polynucleotide strands to make double-stranded DNA.
The total amount of related DNA base pairs on Earth is estimated at 5 · 1037, and weighs
50 billion tonnes4. Branched DNA can occur if a third strand of DNA is introduced and
1see https://en.wikipedia.org/wiki/DNA. Some colored pictures of this paper are taken from internet.
2In this paper we want to give a model of this thermodynamics.
3In our model we denote “A with T” by “-1” and “C with G” by “+1”.
4This facts allow us to consider a DNA as a very long sequence consisting of −1 and +1’s.
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 ,
Figure 1. Structure of a DNA.
 
Figure 2. Multiple branched DNA.
 ,
Figure 3. Schematic of a Holliday Junction showing the base sequence and secondary
structure but not the tertiary structure.
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contains adjoining regions able to hybridize with the frayed regions of the pre-existing double-
strand. Although the simplest example of branched DNA involves only three strands of DNA,
complexes involving additional strands and multiple branches are also possible (see Fig. 2) 5.
A Holliday junction is a branched nucleic acid structure that contains four double-stranded
arms joined together. These arms may adopt one of several conformations depending on
buffer salt concentrations and the sequence of nucleobases closest to the junction (see Fig.
3).6 In [6] the Holliday junction considered as an exquisitely sensitive force sensor whose force
response is amplified with an increase in its arm lengths, demonstrating a lever-arm effect
at the nanometer-length scale. Mechanical interrogation of the Holliday junction in three
different directions helped elucidate the structures of the transient species populated during
its conformational changes. In [16] a model is presented for the mechanochemical-coupling
mechanism in a Holliday junction.
Cayley tree. The Cayley tree Γk of order k ≥ 1 is an infinite tree, i.e., a graph without
cycles, such that exactly k + 1 edges originate from each vertex. Let Γk = (V,L, i), where V
is the set of vertices Γk, L the set of edges and i is the incidence function setting each edge
l ∈ L into correspondence with its endpoints x, y ∈ V . If i(l) = {x, y}, then the vertices x
and y are called the nearest neighbors, denoted by l = 〈x, y〉. The distance d(x, y), x, y ∈ V
on the Cayley tree is the number of edges of the shortest path from x to y:
d(x, y) = min{d | ∃x = x0, x1, . . . , xd−1, xd = y ∈ V such that 〈x0, x1〉, . . . , 〈xd−1, xd〉}.
For a fixed x0 ∈ V we set Wn = {x ∈ V | d(x, x0) = n},
Vn = {x ∈ V | d(x, x0) ≤ n}, Ln = {l = 〈x, y〉 ∈ L | x, y ∈ Vn}. (2.1)
For any x ∈ V denote
Wm(x) = {y ∈ V : d(x, y) = m}, m ≥ 1.
Group representation of the tree. Let Gk be a free product of k+1 cyclic groups of the second
order with generators a1, a2, . . . , ak+1, respectively, i.e. a
2
i = e, where e is the unit element.
It is known that there exists a one-to-one correspondence between the set of vertices V of
the Cayley tree Γk and the group Gk.
This correspondence can be given as follows. Fix an arbitrary element x0 ∈ V and cor-
respond it to the unit element e of the group Gk. Without loss of generality we assume
that the Cayley tree is a planar graph. Using a1, . . . , ak+1 we numerate nearest-neighbors of
element e, moving by positive direction (see Fig. 4). Now we shall give numeration of the
nearest-neighbors of each ai, i = 1, . . . , k + 1 by aiaj , j = 1, . . . , k + 1. Since all ai have the
common neighbor e we give to it aiai = a
2
i = e. Other neighbors are numerated starting
from aiai by the positive direction. We numerate the set of all nearest-neighbors of each
aiaj by words aiajaq, q = 1, . . . , k + 1, starting from aiajaj = ai by the positive direction.
Iterating this argument one gets a one-to-one correspondence between the set of vertices V
5Using methods of thermodynamics (of statistical physics) we describe a general structure of such branching
process.
6In our model we consider a set of DNAs which ’live’ on a tree-like graph. Let l be an edge of this graph
we have a function σ(l) with three possible values −1, 0, 1 (an analogue of spin values in physical systems), in
case σ(l) = 0 we say the edge l does not belong to a DNA. If this l separates two DNA then the value σ(l) = 1
or σ(l) = −1 means that these two DNA have a Holliday junction.
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Figure 4. Some elements of group G2 on Cayley tree of order two.
of the Cayley tree Γk and the group Gk (see Chapter 1 of [12] for properties of the group
Gk).
We consider a normal subgroup H0 ⊂ Gk of infinite index constructed as follows. Let the
mapping pi0 : {a1, ..., ak+1} −→ {e, a1, a2} be defined by
pi0(ai) =
{
ai, if i = 1, 2
e, if i 6= 1, 2.
Denote by G1 the free product of cyclic groups {e, a1}, {e, a2}. Consider
f0(x) = f0(ai1ai2 ...aim) = pi0(ai1)pi0(ai2) . . . pi0(aim).
Then it is easy to see that f0 is a homomorphism and hence H0 = {x ∈ Gk : f0(x) = e} is a
normal subgroup of infinite index.
Now we consider the factor group
Gk/H0 = {H0,H0(a1),H0(a2),H0(a1a2), . . . },
where H0(y) = {x ∈ Gk : f0(x) = y}. We introduce the notations
Hn = H0(a1a2 . . .︸ ︷︷ ︸
n
),
H−n = H0(a2a1 . . .︸ ︷︷ ︸
n
).
In this notation, the factor group can be represented as
Gk/H0 = {. . . ,H−2,H−1,H0,H1,H2, . . . }.
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Figure 5. The partition of the Cayley tree Γ2 w.r.t. H0, the elements of the
class Hi, i ∈ Z, are denoted by i.
We introduce the following equivalence relation on the set Gk: x ∼ y if xy−1 ∈ H0. Then Gk
can be partitioned to countably many classes Hi of equivalent elements. The partition of the
Cayley tree Γ2 w.r.t. H0 is shown in Fig. 5 (the elements of the class Hi, i ∈ Z, are merely
denoted by i).
Z-path. Denote
qi(x) = |W1(x) ∩Hi|, x ∈ Gk,
where | · | is the counting measure of a set. We note that (see [11]) if x ∈ Hm, then
qm−1(x) = 1, qm(x) = k − 1, qm+1(x) = 1.
From this fact it follows that for any x ∈ V , if x ∈ Hm then there is a unique two-side-
path (containing x) such that the sequence of numbers of equivalence classes for vertices
of this path in one side are m,m + 1,m + 2, . . . in the second side the sequence is m,m −
1,m − 2, . . . . Thus the two-side-path has the sequence of numbers of equivalent classes as
Z = {...,−2,−1, 0, 1, 2, ...}. Such a path is called Z-path (In Fig. 5 one can see the unique
Z-paths of each vertex of the tree.) In Fig.6 the Z-paths are shown in red color.
Since each vertex x has its own Z-path one can see that the Cayley tree considered with
respect to normal subgroup H0 contains infinitely many (countable) set of Z-pathes. The
model. Let L be the set of edges of a Cayley tree. Consider function σ which assigns to
each edge l ∈ L, values σ(l) ∈ {−1, 0, 1}. Value σ(l) = −1 (resp. +1) means that edge l is
‘occupied’ by −1 =“A with T” (resp. 1 =“C with G”), and σ(l) = 0 that l is ‘vacant’.
A configuration σ = {σ(l), l ∈ L} on edges of the Cayley tree is given by a function from
L to {−1, 0, 1}. The set of all configurations in L is denoted by Ω. Configurations in Ln are
defined analogously and the set of all configurations in Ln is denoted by Ωn.
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Figure 6. Half Cayley tree of order two. The red pathes are Z-paths, each
are two-side infinite pathes. The black edges separate Z-paths. Note that
each black edge have the same class of endpoints.
A configuration σ = {σ(l), l ∈ L} is called admissible if σ(l) 6= 0 for any l ∈ Z-path.7
The restriction of an admissible configuration on a Z-path is called a DNA (since it is a
sequence of −1 and 1 values, see above the part ”About DNA”).
We note that for an admissible configuration σ we have σ(l) = 0 iff l = 〈x, y〉 is with
x ∼ y, i.e. f0(x) = f0(y). Comparing this with Holliday junction one can see that DNAs
corresponding to two Z-paths can have a junction only through the edge l = 〈x, y〉 with
x ∼ y.
The most common discrete models treat DNA as a collection of rigid subunits represent-
ing the base pairs (see Figure 1) [14]. This description has long been used by chemists to
characterize DNA crystal structures. Following formulas (4.9) and (4.10) of [14] we consider
the following simple model of the energy of the configuration σ of a set of DNAs:
H(σ) = J
∑
〈l,t〉∈L×L
σ(l)σ(t), (2.2)
where J > 0 is a coupling constant, σ(l) ∈ {−1, 0, 1} and 〈l, t〉 stands for nearest neighbor
edges, i.e. edges which have a common endpoint.
Tree-hierarchy of the set of DNAs. We shall give a Cayley tree hierarchy of the set of
DNAs, as a DNA crystal. We note that the Cayley tree is an infinite sphere, the center of
7Note that this admissibility reminds the admissibility in case of hard-core models (see Chapter 7 of [12]
and [13]), but they are different, because in the hard-core models the admissibility is given by conditions for
configurations on nearest neighboring vertices.
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which is everywhere (i.e. each its vertex can be considered as a center), the circumference
nowhere8.
Given an admissible configuration σ on a Cayley tree, since there are countably many
Z-pathes we have a countable many distinct DNAs. We say that two DNA are neighbors if
there is an edge (of the Cayley tree) such that one its endpoint belongs to the first DNA and
another endpoint of the edge belongs to the second DNA. By our construction it is clear (see
Fig. 5 and Fig. 6) that such an edge is unique for each neighboring pair of DNAs. This edge
has equivalent endpoints, i.e. both endpoints belong to the same class Hm for some m ∈ Z.
Moreover these countably infinite set of DNAs have a hierarchy that
• each DNA has its own countably many set of neighboring DNAs.
• for any two neighboring DNAs, say D1 and D2, there exists a unique edge l =
l(D1, D2) = 〈x, y〉 with x ∼ y (of the Cayley tree) which connects DNAs.
• two DNAs, D1, D2 (corresponding to two Z-paths) can have a Holliday junction if
and only if they are neighbors, i.e. through the unique edge l(D1, D2).
• For any finite n ≥ 1 the ball Vn has intersection only with finitely many DNAs.
3. Finite dimensional distributions and equations
Let Ωan (resp. Ω
a) be the set of all admissible configurations on Ln (resp. L).
Denote
En = {〈x, y〉 ∈ L : x ∈Wn−1, y ∈Wn},
Ωban = the set of admissible configurations on En.
For l ∈ En−1 denote
S(l) = {t ∈ En : 〈l, t〉}.
It is easy to see that
S(l) ∩ Z− path =
{ {l0, l1} ⊂ L, if l /∈ Z− path
{l1} ⊂ L, if l ∈ Z− path
.
8There are other kind of DNA crystals see [9], but the consideration of tree-hierarchy is motivated by the
following quote of Pascal: “The whole visible world is only an imperceptible atom in the ample bosom of
nature. No idea approaches it. We may enlarge our conceptions beyond all imaginable space; we only produce
atoms in comparison with the reality of things. It is an infinite sphere, the center of which is everywhere,
the circumference nowhere. Moreover, “natural hierarchical” structures in an ultrametric space such that any
point of sphere is his center. This is consistent with Pascal’s description the structure of nature. Thus modern
science concluding that structure of the things more close to tree-structure. The famous legend about under
what circumstances Descartes has thought up his system of coordinates: Having looked at a shady tree through
the window protected by lattice rods the philosopher once, speak, I have suddenly understood what by means
of squares of a lattice can be set numbers of provision of parts of an oak a trunk, branches, leaves. And
reducing the size of cells of such grid, it is possible to receive descriptions (or ”digitizations” as now speak) an
oak with the increasing and large number of details. The rectangular Cartesian system of coordinates that is
well-known, became discovery of the greatest value for the subsequent forming of mathematical fundamentals
of physics. It is much less known that if Descartes’s thought has gone a little not so and if he, say, has tried
to describe a picture in a window by means of other, new system of numbers capable to directly describe
a tree thanks to own treelike structure that all science could look in a root today differently (see [7] and
https://kniganews.org/2013/03/25/beyond-clouds-61/)
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We denote
S0(l) = S(l) \ {l0, l1}, l /∈ Z− path,
S1(l) = S(l) \ {l1}, l ∈ Z− path.
Define a finite-dimensional distribution of a probability measure µ on Ωan as
µn(σn) = Z
−1
n exp
βHn(σn) + ∑
l∈En
hσ(l),l
 , (3.1)
where β = 1/T , T > 0 is temperature, Z−1n is the normalizing factor, {hi,l ∈ R, i =
−1, 0, 1, l ∈ L} is a collection of real numbers9 and
Hn(σn) = J
∑
l,t∈Ln:
〈l,t〉
σ(l)σ(t).
We say that the probability distributions (3.1) are compatible if for all n ≥ 1 and σn−1 ∈
Ωan−1: ∑
ωn∈Ωban
µn(σn−1 ∨ ωn) = µn−1(σn−1). (3.2)
Here σn−1 ∨ ωn is the concatenation of the configurations. In this case there exists a unique
measure µ on Ωa such that, for all n and σn ∈ Ωan,
µ({σ|Ln = σn}) = µn(σn).
Such a measure is called a Gibbs measure corresponding to the Hamiltonian (2.2) and func-
tions hi,l, l ∈ L.
The following statement describes conditions on hi,l guaranteeing compatibility of µn(σn).
Theorem 1. Probability distributions µn(σn), n = 1, 2, . . ., in (3.1) are compatible iff for
any l ∈ L the following equations hold
z0,l =
1 + zl0
α+ α−1zl0
· 1 + zl1
α+ α−1zl1
∏
t∈S0(l)
1 + z0,t + z1,t
α+ z0,t + α−1z1,t
, l /∈ Z− path,
z1,l =
α−1 + αzl0
α+ α−1zl0
· α
−1 + αzl1
α+ α−1zl1
∏
t∈S0(l)
α−1 + z0,t + αz1,t
α+ z0,t + α−1z1,t
, l /∈ Z− path, (3.3)
zl =
α−1 + αzl1
α+ α−1zl1
∏
t∈S1(l)
α−1 + z0,t + αz1,t
α+ z0,t + α−1z1,t
, l ∈ Z− path.
Here,
α = exp(Jβ); zi,l = exp (hi,l − h−1,l) , i = 0, 1; zl = exp (h1,l − h−1,l) . (3.4)
9We note that the quantities exp(hi,l) define a boundary law in the sense of Definition 12.10 in Georgii’s
book [5]. In our case these quantities mean a boundary law of our biological system of DNAs.
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Proof. Fix an edge l0 ∈ L as a ’root’ in L. Then there is one-to-one correspondence between
elements of L and elements of V , which can be given as follows: let l = 〈x, y〉 be an arbitrary
edge, without loss of generality we assume that x is closer (than y) to l0. Then it is easy to
see that the map l→ y is one-to-one. Therefore the proof can be completed similarly as the
proof of Theorem 2.1 in [12]. 
From Theorem 1 it follows that for any set of vectors z = {(z0,l, z1,l, zt), l /∈ Z−path, t ∈ Z}
satisfying the system of functional equations (3.3) there exists a unique Gibbs measure µ and
vice versa. However, the analysis of solutions to (3.3) is not easy.
In next section we shall give several solutions to (3.3).
Remark 1. Note that if there is more than one solution to equation (3.3), then there is more
than one Gibbs measure corresponding to these solutions. One says that a “phase” transition
occurs for the model of DNAs, if equation (3.3) has more than one solution.
The number of the solutions of equation (3.3) depends on the temperature-parameter α =
exp( JT ). In this paper without loss of generality we take J = 1.
4. Translation invariant Gibbs measures of the set of DNAs
In this section, in case J = 1, we find solutions zl to the system of functional equations
(3.3), which does not depend on l, i.e.,
z0,l = u, z1,l = v, ∀l /∈ Z− path; zl = w, ∀l ∈ Z− path. (4.1)
The Gibbs measure corresponding to such a solution is called translation invariant.
For u, v, w from (3.3) we get
u =
(
1 + u+ v
α+ u+ α−1v
)k−2( 1 + w
α+ α−1w
)2
,
v =
(
1 + αu+ α2v
α2 + αu+ v
)k−2(
1 + α2w
α2 + w
)2
, (4.2)
w =
(
1 + αu+ α2v
α2 + αu+ v
)k−1(
1 + α2w
α2 + w
)
.
Here u, v, w > 0. By assumption J = 1 we have α > 1.
It is clear that v = w = 1 satisfies the system (4.2) for any k ≥ 2 and α > 1, then from
the first equation of the system we obtain
u =
(
2 + u
α+ α−1 + u
)k−2( 2
α+ α−1
)2
. (4.3)
For simplicity we consider the case k = 2. Then from (4.3) we get
u =
(
2
α+ α−1
)2
= cosh−2(β).
Thus for k = 2 independently on α (i.e. β = 1/T ) the vector (cosh−2(β), 1, 1) is a solution to
system (4.2). To find other solutions (for k = 2) we substitute u and v to the third equation
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Figure 7. The graph of the functions w2(α) (thin curve) and w3(α) (bold
curve), for α ∈ [α∗,∞). The curves meet at α∗ and w2(α∗) = w3(α∗) = 1.
of (4.2) and obtain
w =
1 + α2w
α2 + w
(
(α2 + w)2 + α3(1 + w)2 + α2(1 + α2w)2
α2(α2 + w)2 + α3(1 + w)2 + (1 + α2w)2
)
.
Solving this equation we get three solutions: w1 = 1 and
w2 = w2(α) =
α6 − α4 − 3α2 − 2α− 1− (α2 − 1)√(α2 + 1)(α3 + α2 + α+ 3)(α3 − α2 − α− 1)
2(α2 + α+ 1)
,
w3 = w3(α) =
α6 − α4 − 3α2 − 2α− 1 + (α2 − 1)√(α2 + 1)(α3 + α2 + α+ 3)(α3 − α2 − α− 1)
2(α2 + α+ 1)
.
Note that solutions w2 and w3 exist iff α
3 − α2 − α− 1 ≥ 0. It is easy to check that the last
inequality is true for any α ≥ α∗ where
α∗ =
1
3
(
1 + (19 + 3
√
33)1/3 +
4
(19 + 3
√
33)1/3
)
≈ 1.839287.
Note that both w2 and w3 are positive and w2w3 = 1, see Fig.7 for graphs of the solutions
as a function of α ∈ [α∗,∞).
Thus, for k = 2 we proved the following
Lemma 1. The following hold
• If α = exp(β) < α∗ then system (4.2) has unique solution
z1 = (u1, v1, w1) = (cosh
−2(β), 1, 1);
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• If α = α∗ then system (4.2) has two solutions
z1 = (cosh
−2(β), 1, 1), z2 = (u2, v2, w2);
• If α > α∗ then system (4.2) has three solutions
z1 = (cosh
−2(β), 1, 1), z2 = (u2, v2, w2), z3 = (u3, v3, w3),
where
ui =
(
1 + wi
α+ α−1wi
)2
, vi =
(
1 + α2wi
α2 + wi
)2
, i = 2, 3.
Denote by µi the Gibbs measure which, by Theorem 1, corresponds to solution zi, i =
1, 2, 3.
Define critical temperature
Tc =
1
lnα∗
.
Summarizing above results we obtain the following
Theorem 2. For the model (2.2) of DNAs on the Cayley tree of order k = 2 the following
statements are true
(1) If the temperature T > Tc then there is unique translation-invariant Gibbs measure
µ1.
(2) If T = Tc then there are 2 translation-invariant Gibbs measures µ1, µ2.
(2) If T < Tc then there are 3 translation-invariant Gibbs measures µ1, µ2, µ3.
Remark 2. Analysis of system (4.2) for the case k ≥ 3 seems difficult. The case k = 2 is
already interesting enough to see biological interpretations of Theorem 2.
5. Biological interpretations: Markov chains, Holliday junction and
branches of DNA
For marginals on the two-edge sets which consist of two neighbor edges l, t, considering a
boundary law {(z0,l, z1,l, zt), l /∈ Z−path, t ∈ Z} (i.e. the solutions of system (3.3)) we have10
µ(σ(l) = a, σ(t) = b) =
1
Z
za,l exp(βab)zb,t, a, b = −1, 0, 1,
where Z is normalizing factor.
From this, the relation between the boundary law and the transition matrix for the associ-
ated tree-indexed Markov chain (Gibbs measure) is immediately obtained from the formula
of the conditional probability. Indeed, once we have ha,l (given in formula (3.1)) which is
independent on l we define tree-edge-indexed (non-homogenous) Markov chain with states
10This boundary law is normalized at −1, i.e., z−1,l = 1, that is h−1,l = 0.
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{−1, 0, 1} with transition matrix P[l,t] =
(
P
[l,t]
ij
)
, depending on 〈l, t〉 with
P
[l,t]
ij =

exp(βij+hj)
exp(−βi+h−1)+exp(h0)+exp(βi+h1) , if l, t /∈ Z− path, i, j = −1, 0, 1
exp(βij+hj)
exp(−βi+h−1)+exp(βi+h1) , if l /∈ Z− path, t ∈ Z− path, i = −1, 0, 1; j = −1, 1
exp(βij+hj)
exp(−βi+h−1)+exp(h0)+exp(βi+h1) , if l ∈ Z− path, t /∈ Z− path, i = −1, 1; j = −1, 0, 1
exp(βij+hj)
exp(−βi+h−1)+exp(βi+h1) , if l, t ∈ Z− path, i, j = −1, 1.
Here P
[l,t]
ij is the probability to go from a state i at edge l to a state j at the neighbor edge t.
Using formulas (3.4) and (4.1) for solutions (u, v, w) to (4.2) we write the matrices P[l,t] =(
P
[l,t]
ij
)
:
P[l,t] = P[l,t](3→3) =

α
α+u+α−1v
u
α+u+α−1v
α−1v
α+u+α−1v
1
1+u+v
u
1+u+v
v
1+u+v
α−1
α−1+u+αv
u
α−1+u+αv
αv
α−1+u+αv
 , if l, t /∈ Z− path.
P[l,t] = P[l,t](3→2) =

α
α+α−1w 0
α−1w
α+α−1w
1
1+w 0
w
1+w
α−1
α−1+αw 0
αw
α−1+αw
 , if l /∈ Z− path, t ∈ Z− path.
P[l,t] = P[l,t](2→3) =

α
α+u+α−1v
u
α+u+α−1v
α−1v
α+u+α−1v
∗ ∗ ∗
α−1
α−1+u+αv
u
α−1+u+αv
αv
α−1+u+αv
 , if l ∈ Z− path, t /∈ Z− path,
where ∗ means that P [l,t]0j is not defined, because σ(l) 6= 0 for any l ∈ Z−path.
P[l,t] = P[l,t](2→2) =
 αα+α−1w α−1wα+α−1w
α−1
α−1+αw
αw
α−1+αw
 , if l ∈ Z− path, t ∈ Z− path.
Remark 3. Matrices P[l,t](2→3), P
[l,t]
(3→2) do not define a standard Markov chain. So we will not
consider them. We are interested to see thermodynamics of Holliday junctions and branches
of DNAs, for this reason it will be sufficient to study Markov chains generated by P[l,t](3→3)
(which gives a Markov chain on the subtree consisting edges which are not on a Z-path)11 and
P[l,t](2→2) (which gives a Markov chain on the Z-paths).
We note that each matrix P[l,t](n→m), n,m = 2, 3 is homogenous on the corresponding set of
neighbor edges 〈l, t〉 where it is given, i.e., P[l,t](n→m) does not depend on 〈l, t〉 itself but only
depends on its relation with Z−path.
11The case k = 2 is special: in this case P[l,t](3→3) is defined only for l = t /∈ Z-path.
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It is easy to find the following stationary distributions
pi(n→m) = (pi(n→m),−1, pi(n→m),0, pi(n→m),1)
of the matrix P[l,t](n→m), n = m.
pi(3→3) =
1
N
 (α2 + αu+ v)(u+ αv + α)α(1 + u+ v)(α2 + αu+ v)αu
(αu+ α2v + 1)(1 + αu+ v)v
t ,
where N the normalizing factor.
pi(2→2) =
(
1 + α−2w
w2 + 2α−2w + 1
,
w(w + α−2)
w2 + 2α−2w + 1
)
.
The following is known as ergodic theorem for positive stochastic matrices.
Theorem 3. ([5], p.55) Let P be a positive stochastic matrix and pi the unique probability
vector with piP = pi (i.e. pi is stationary distribution). Then
lim
n→∞xP
n = pi
for all initial vector x.
As corollary of this theorem and above formulas of matrices and stationary distributions
we obtain the following
Theorem 4. In a stationary state12 of the set of DNAs, independently on l /∈ Z-path, a
Holliday junction through l does not occur with the following probability (with respect to
measure µi, i = 1, 2, 3)
pi(3→3),0 = pi
(i)
(3→3),0 =
1
N
(1 + ui + vi)(α
2 + αui + vi)αui.
(Consequently, a Holliday junction occurs with probability 1 − pi(i)(3→3),0)13 where (ui, vi) are
defined in Lemma 1.
Remark 4. Since each DNA has a countable set of neighbor DNAs, at the same temperature,
it my have Holliday junctions with several of its neighbors. Such connected DNAs can be
considered as a branched DNA. In case of coexistence of more than one Gibbs measures,
branches of a DNA can consist different phases and different stationary states.
Now we are interested to calculate the limit of stationary distribution vectors pi
(i)
(3→3),
pi
(i)
(2→2) (which correspond to the Markov chain generated by the Gibbs measure µi) in case
when temperature T → 0 (i.e. β → ∞ and α → ∞) and when temperature T → +∞ (i.e.
β → 0 and α→ 1). To calculate the limit observe that values ui, vi, wi, i = 1, 2, 3 vary with
T = 1/β.
Lemma 2. The following equalities hold
12In the case of non-uniqueness of Gibbs measure (and corresponding Markov chains) we have different
stationary states for different measures. These depend on the temperature and on the fixed measure.
13One can see that pi
(i)
(3→3),0 is a function of i and temperature only.
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- The case of low temperature:
lim
T→0
pi
(i)
(3→3) = (1, 0, 0), i = 1, 2; limT→0
pi
(3)
(3→3) = (0, 0, 1).
lim
T→0
pi
(1)
(2→2) = (
1
2
,
1
2
), lim
T→0
pi
(2)
(2→2) = (1, 0), limT→0
pi
(3)
(2→2) = (0, 1).
- The case of high temperature14:
lim
T→+∞
pi
(1)
(3→3) = (
1
3
,
1
3
,
1
3
).
lim
T→Tc
pi
(i)
(3→3) ≈ (0.54246, 0.23555, 0.22199), i = 1, 2, 3.
lim
T→+∞
pi
(1)
(2→2) = limT→Tc
pi
(i)
(2→2) = (
1
2
,
1
2
), i = 2, 3.
Proof. Since we know explicit formulas for ui, vi, wi, i = 1, 2, 3 the proof consists simple
calculations of limits. 
Structure of DNAs in low and high temperatures. By Lemma 2 we have the
following structures of the set of DNAs:
(i) In case T → 0 the set of DNAs have the following stationary states (configurations):
Case µ1: All neighboring DNAs connected to each other (Holliday junctions) with state
σ(l) = −1 for any l /∈ Z-path. The sequence of ±1s, in a DNA on the Z-path, is
free, i.e. can be any sequence, with iid and equiprobable (= 1/2), of −1 and +1.
Case µ2: All neighboring DNAs connected to each other (Holliday junctions) with state
σ(l) = −1 for any l /∈ Z-path. The sequence of ±1s, in a DNA on the Z-path,
is rigid, i.e σ(l) = −1 for all l ∈ Z-path. Thus the system contains only one
multiple (countable) branched DNA (which has tree structure)15
Case µ3: All neighboring DNAs connected to each other with state σ(l) = +1 for any
l /∈ Z-path. The DNA on the Z-path, is rigid, i.e σ(l) = +1 for all l ∈ Z-path.
Thus this is similar to case of µ2 but all −1s replaced by +1s.
(ii) In case T = Tc the set of DNAs have the following stationary states: each neighboring
DNAs have Holliday junction with probability 0.76445 (more precisely, a junction
through state −1 with probability 0.54246 and a junction through state +1 with
probability 0.22199) and no junction with probability 0.23555. The sequence of ±1s,
in a DNA on the Z-path, is free, with iid and equiprobable (= 1/2), of −1 and +1s.
(iii) In case T → +∞ the set of DNAs have the following stationary states: each neigh-
boring DNAs have Holliday junction with probability 2/3 (more precisely, a junction
through state −1 or +1 with equiprobable 1/3) and no junction with probability 1/3.
The sequence of ±1s, in a DNA on the Z-path, is free, with iid and equiprobable
(= 1/2), of −1 and +1s.
14Recall that measures µ2 and µ3 do not exist for T > Tc
15Recall that in our construction −1 = (Awith T ), moreover we assumed (Awith T ) = (T withA). Simi-
larly, +1 = (C withG) = (GwithC).
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