ABSTRACT. In this paper we provide a formulation of initial value problems for (explicit and implicit) difference equations in terms of abstract equations in sequence spaces. They will be solved using appropriate fixed point theorems and we obtain quantitative attractivity properties.
INTRODUCTION
At first glance, it seems to be an almost trivial observation that (nonautonomous) difference equations or recursions like (1.1)
can be formulated as operator equations in appropriate sequence spaces. Nevertheless, the obvious advantage of such a reformulation is based on the fact that a large variety of fixed point theorems or other tools from nonlinear analysis can be employed in order to study asymptotic properties for (1.1), instead of, e.g., Lyapunov or Gronwall techniques. Hence, a dynamical problem reduces to a fixed point problem in an infinite dimensional space. The naïve approach, though, of characterizing a recursion (1.1) by the operator equation
with the forward shift operator (S + x) k := x k+1 and the substitution operator F (x) k := f k (x k ), is of little use, since initial conditions are not taken into consideration and the typically non-expansive operator S + is technically subtle to handle, i.e., fixed point theorems for non-expansive maps are sophisticated.
Therefore, this paper features an alternative way, inspired by the pioneering work of Petropoulou and Siafarikas. Their "functional analytic method" is based on the fact that (1.1) (and more general equations) allow a characterization as operator equations in a separable Hilbert space, thus essentially the space of square summable sequences 2 , as well as in subspaces of 2 . This method has been successfully applied to investigate the asymptotic behavior of linear and nonlinear ordinary difference equations (cf. (1) and (2; 3; 4), resp.), delay difference (cf. (5; 1)) and partial difference equations (cf. (5; 4)). One of their preferred tools is a fixed point theorem for holomorphic mappings due to Earle and Hamilton (6) (see also (7, p. 111 , Theorem 4.6)).
In the present paper we overcome the deficit that the topology of the sequence spaces under consideration is given by an inner product. Consequently, for instance we can also use spaces of merely convergent or even exponentially bounded sequences. Thus, we obtain criteria for the existence of sub-exponentially decaying solutions. One frequently encounters such a situation in critical stability problems (e.g., for reduced equations on center manifolds) or within the framework of p -stability (cf. (8)).
• The verification of attractivity properties for given solutions becomes simple and technically transparent. Indeed, our proofs typically consist of two steps: One shows that a nonlinear operator is well-defined on an ambient space, and one deduces a structural property guaranteeing the existence of fixed points, like for instance, contractivity, non-expansiveness, complete or strong continuity. In addition, this yields information on the domain of attraction.
• As demonstrated in (2; 3; 5; 4; 1), the method easily extends for further classes of discrete equations (delay difference, partial difference equations).
• While (8) obtains criteria for p -stability in terms of a Lyapunov function, we tackle the problem directly and impose conditions depending only on the right-hand side of the equation, which are therefore easy to check.
Indicating a general tendency, our approach seems to be better suited for nonautonomous equations. On the other hand, it turned out that the methodology exploited in this paper has disadvantages, which should not be concealed:
• For scalar explicit equations in R traditional approaches often yield better results.
This should not surprise; keeping in mind that we lift the problem into an infinitedimensional space, it is quite clear that important properties of the reals (e.g., compactness criteria or the order-structure) get lost.
• The present approach requires a certain uniformity of, e.g., Lipschitz or boundedness constants in the time variable, which is a technical issue and not intrinsic for the problem.
• Properties of the right-hand side defining the difference equations are strongly related to the obtained fixed point operator. Thus, there are no smoothing properties of, e.g., integral operators yielding compactness or other convenient attributes.
Let us close the introductory paragraphs by indicating some perspectives. We restricted ourselves to tools from metric fixed point theory in linear spaces. As a matter of course, also other techniques from nonlinear analysis seem appropriate to solve our nonlinear equation encountered in Theorem 3.3; for instance local implicit and inverse function theorems, nonlinear alternatives or topological methods. We postpone the use of these methods to later papers. Finally, it is worth to point out that also for ordinary differential equations, fixed point methods have been applied to stability problems ((9; 10)). Now we provide our terminology and some standard notions from geometry in Banach spaces. The real field is denoted by R and we write C for the complex numbers; Z is the ring of integers, N the positive integers and a discrete interval I is the intersection of a real interval with Z; particularly Z + κ := {k ∈ Z : κ ≤ k}, and Z
Throughout this paper, X is a real (F = R) or complex (F = C) Banach space with norm · X (or simply · , if no confusion can arise). Writing Y for another Banach space, the space of linear bounded mappings between X and Y is L(X , Y), we abbreviate L(X ) := L(X , X ) and I X is the identity on X .
We write B r (x) for the open ball in X with center x ∈ X and radius r ≥ 0;B r (x) stands for the corresponding closed ball. We write Ω
• for the interior andΩ for the topological closure of a subset Ω ⊆ X .
With a mapping f : Ω → Y we write Lip f for its Lipschitz constant and Lip 1 f for the Lipschitz constant w.r.t. the first argument, if f depends on more than one argument.
Some of the fixed point theorems we are about to use rely heavily on geometrical properties of Banach spaces. Hence, the following notions are crucial for our later considerations; as a reference we recommend and use (11) .
Uniform convexity is a key ingredient to derive fixed point results for non-expansive maps. The modulus of convexity for X is the function 
SEQUENCE SPACES
In the remaining paper, let Ω ⊆ X be a subset with 0 ∈ Ω. To consolidate notation, we first define the space (I, Ω) of all sequences φ = (φ k ) k∈I with values φ k ∈ Ω and then define various subspaces of (I, Ω). With a positive sequence ω, we define the Banach space of ω-bounded sequences
for simplicity reasons we often write · ω instead of · ∞ ω (I,X ) . Obviously, the Banach space of bounded sequences ∞ (I, X ) corresponds to the special case ω k = 1. Moreover, considering
as normed subspace of ∞ (I, X ) yields another Banach space. Since 0 (I, X ) possesses a Schauder basis, we arrive at Proof. Again, the canonical unit vectors e n = (δ n,k ) k∈I form a Schauder basis of p (I, R) and, thus, the proof follows from (11, p. 34, Theorem 4.1).
If X is uniformly convex, then also p (I, X ) is uniformly convex for p ∈ (1, ∞) (cf. (12, p. 63, Theorem 2.4.16)), whereas p (I, X ) are not uniformly convex for p ∈ {1, ∞}. If dim X < ∞ we note that X is isomorphic to F N and we equip X with the Euclidean norm; then p (I, X ) becomes uniformly convex. The modulus of convexity δ p (I,X ) can be obtained from
(cf. (11, p. 64, Example 6)), while the corresponding normal structure coefficient is given by N ( 
and actually each of the embeddings is norm one.
PRELIMINARIES
Unless otherwise noted, we assume I is a discrete interval which is unbounded above. Since we are interested in asymptotic behavior, this is a reasonable assumption. We pick κ ∈ I and suppose Ω ⊆ X to be a set with 0 ∈ Ω.
Difference equations.
To denote difference equations (the notions recursion or iteration are also frequently used) we use the notation (3.1)
with the right-hand side 
If f does not depend on its third argument, we denote (3.1) as explicit difference equation, remark that it is trivially well-posed on Ω and its general solution can be obtained by
3.2. Attractivity notions. In order to introduce an appropriate notion of attractivity, let Y be a subspace of 0 (I, X ). Differing from the standard terminology, we say a difference equation ( 
in addition, equation ( Concerning these attractivity notions it is worth to point out that (3.1) is not assumed to possess the trivial solution, i.e., 0 needs not to be a fixed point of f k (0, ·). Hence, Y-attractivity is a property of the difference equation (3.1) and not (necessarily) of its solutions. Nevertheless, this notion of attractivity can easily be attached to individual solutions of (3.1). Thereto, let φ * ∈ (I, Ω) be a given reference solution of (3.1). In order to determine attractivity properties of φ * it is convenient to work with the difference equation of perturbed motion
* is (uniformly, globally) Y-attractive in the standard terminology, if and only if the zero solution of (3.3) has this property. In particular, our methods apply to (3.3).
We have abstract formulations of certain classical attractivity notions for difference equations (cf., e.g., (13) or (14, p. 240, Definition 5.4.1)), namely attractivity for
The notion of
p -stability has been introduced to difference equations in (8) . As the following example demonstrates, it lies in between attractivity and exponential stability. 3.3. Operator theoretical setting. Let κ ∈ I. It is crucial for our functional analytical approach to introduce the operators:
• the linear embedding operator 
Proof. The proof of the norm estimates is left to the reader. In case dim X < ∞, the operator E + is finite dimensional, hence compact.
Let D ⊆ Y be a nonempty subset of a Banach space Y. For a self-mapping G : D → D we define its iterates recursively by
and, thus, iterating the operator G f (·, ξ) yields a successive approximation of solutions to (3.1).
Proof. The proof is an easy induction argument.
The basic tool for our whole analysis is given in 
, Ω) be a solution of (3.1) with φ κ = ξ. Then we have:
and for k > κ, 
We close this section with certain frequently used assumptions and a convenient terminology on the right-hand side of (3.1) guaranteeing well-definedness, (Lipschitz-) continuity or compactness of G f , respectively.
Thereto, let Y be a subset of (I, X ). We say the difference equation (3.1) or the function 
for all k ∈ I, x, y ∈ Ω holds true, (L) f with sequences L, l from subsets of (I, R), if the estimate
for all k ∈ I, x, y ∈ Ω holds true.
CONTRACTION-LIKE CRITERIA Throughout this section, we suppose Y is another Banach space and consider an abstract mapping G : D → Y defined on a nonempty subset D ⊆ Y.
For the sake of completeness and consistency we formulate a slight generalization of the well-known Banach contraction mapping principle. 
well-defined and satisfies
Proof. Let κ ∈ I, ξ ∈ Ω and φ ∈ ∞ ω (Z + κ , Ω). Provided the involved quantities exist, we make use of the relation
which easily follows from the definition of G f . From Hypothesis (B) f we obtain
Then, passing over to the least upper bound over all integers k ∈ Z + κ shows that the mapping G f :
is well-defined satisfying the claimed norm-estimate.
Lemma 4.3 (Lipschitz condition on
First of all, by definition of the operator G f one has (provided it exists)
which yields our claim by passing over to the supremum over
This yields a prototype result on global attractivity. 
Theorem 4.4. Let κ ∈ I, ω be a weight sequence and Ω be closed. If the right-hand side
Our assumptions with (4.1) guarantee that G f (·, ξ) is a contraction and its unique fixed point, by Theorem 3.3, is the solution of (3.1).
Corollary 4.5. If the equation (3.1) is explicit, then assumption (4.2) can be replaced by
Proof. With the explicit representation in Proposition 3.2, the nth iterate G n f is easily seen to be a contraction and Proposition 4.1 implies our claim.
Lemma 4.6 (Lipschitz condition on
The proof is analogous to Lemma 4.3 and omitted.
Theorem 4.7. Let κ ∈ I and Ω be closed. If the right-hand side f
Proof. Using Lemma 4.6 one proceeds as in Theorem 4.4.
Lemma 4.8 (Lipschitz condition on
and the elementary inequality (t + s)
Hence, we are done. Proof. See the proof of Corollary 4.5.
Corollary 4.11. Under the assumptions of Theorem 4.4, 4.7 or 4.9 the general solution
Proof. Let κ ∈ I, ξ,ξ ∈ Ω and denote by Y one of the sets Example 4.1 (neural model of Cowen and Stein). We study a discrete counterpart of a model from (16) in form of the difference equation
here, the function g : R → (0, 1) is given by g(x) := 1 1+e x and we have (4.8) |g (x)| ≤ 1 for all x ∈ R.
We write (4.7) as recursion of the form (3.
and show that f : Ω × Ω → Ω is well-defined. Thereto, define the sequenceω i := 1 1+e γ i , and for x,x, y,ȳ ∈ Ω we get
Multiplication withω

−1 i
and passing over to the supremum over i ∈ N gives us 
, Ω) be given. Then Hypothesis (B) f , Lemma 3.1 and Minkowski's inequality imply 
Proof. Using Lemma 2.2, the proof follows from (19) . 
into functions g k , h k : Ω × Ω → X with the following properties:
Then the difference equation
Proof. Let ξ ∈ Ω. Thanks to our assumptions, we can decompose the operator G f :
and show that Proposition 5.1 is applicable. Above all, we know from Lemma 4.8 that 
for all ξ ∈ Ω and φ ∈ 0 (Z + κ , Ω). Proof. The proof is straight-forward and essentially the same as of Lemma 5.2; thus we omit it. 
Proof. From the above Lemma 5.5 we know that
In case of p -spaces the continuity of such substitution operators is shown in (19, Theorem 1.1) . The interested reader may check that the corresponding arguments also hold in our present 0 -setting, yielding that G f (·, ξ) is continuous. It remains to verify that G f (·, ξ) maps bounded subsets
Thus, Lemma 2.1 implies that G f (S, ξ) ⊆ 0 (Z As application of Theorem 5.4 we investigate a linearly implicit partial difference equation.
Example 5.1 (discrete reaction-diffusion equation). Let I be a discrete interval, κ ∈ I and n − , n + be integers satisfying N := n + − n − − 2 > 0. We define J := {n − + 1, . . . , n + − 1}, the finite dimensional space X := (J, R) ∼ = R N , choose υ ∈ X and consider the discrete reaction-diffusion equation u k+1,n = αu k+1,n−1 + βu k+1,n + γu k+1,n+1 + F (k, n, u k,n − +1 , . . . , u k,n + −1 ),
for n ∈ J, k ∈ Z The partial difference equation (5.3) can be written as an ordinary difference equation in the space X , namely (5.5)
with the linear operator A ∈ L(X ), A := tridiag(α, β, γ) and the substitution operator F k : X → X , (F k (x)) n := f (k, n, x) for all n ∈ J.
The assumption (ii) yields |λ| < 1 for all λ ∈ σ(A) and from (20, p. 6, Technical lemma 1) we know that there exists a norm on X such that A < 1. Thus, (5.5) can be rewritten as x k+1 = [I − A] −1 F k (x k ) and therefore the solutions of (5.3) and (5.5) are uniquely determined and depend continuously on their initial conditions. Finally, Theorem 5.4 is applicable, since there exists aκ ∈ Z
