Many real-world networked systems exhibit a multicore-periphery structure, i.e., multiple cores, each of which contains densely connected elements, surrounded by sparsely connected elements that define the periphery. Identification of the multiple-periphery structure can provide a new handle on structures and functions of various complex networks, such as cognitive and biological networks, food webs, social networks, and communication and transportation networks. However, still no quantitative method exists to identify the multicore-periphery structure embedded in networks. Prior studies on core-periphery structure focused on either dichotomous or continuous division of a network into a single core and a periphery, whereas community detection algorithms did not discern the periphery from dense cohesive communities. Herein, we introduce a method to identify the optimal partition of a network into multiple dense cores and a loosely-connected periphery, and test the method on a well-known social network and the technology space network, which are best characterized by multiple-core structures. Our method gives precise and meaningful results. The analysis of multicore-periphery structure may advance our understandings of the structures and functions in diverse real-world networks.
Introduction
Many real-world systems can be represented as networks, for instance, social networks, technological networks, information networks, and biological networks. In the past two decades, various algorithms have been developed to explore the structures of real-world networks, which may reveal the properties and functions of the respective networks (1, 2) . A particular and popular strand of network analyses has focused on detecting meso-scale structures, such as communities (or clusters) in networks. Vertices in the same community are more cohesively connected to each other than those in different communities which often play different functions in the network (3).
The core-periphery structure is an alternative meso-scale structure that has been discovered in many real-world networks, such as social networks, transportation networks and the World Wide Web (4) (5) (6) . A network characterized by the core-periphery structure exhibits some sort of core, in which vertices are densely connected, and a periphery, in which vertices are only sparsely connected. Both community and core-periphery structures have important implications on the functions in the networks that embed them (7) . For instance, in communication networks, dense connections in a dense community or core may lead to efficient information flow or synchronization among vertices in the same community or core (8, 9) . In social networks, persons in the densely connected core might be more influential or powerful than those in the periphery.
However, real-world networks can exhibit multiple cores, each of which contains vertices that are only densely connected to each other within the respective cores, together with the general periphery, in which vertices are only sparsely connected in general. For example, a city may have multiple dense centers (i.e., cores) for different urban functions and a sparse suburb (i.e., periphery) surrounding them. Rombach et al. (5) observed two cores in London's underground railway network. Zhang et al. (7) visually identified two cores in the network of hyperlinks between political blogs. In our earlier analysis of the structure of a weighted network of patent technology classes that represent the total technology space (10), we visually observed several strong cores which contain technology classes that are strongly and cohesively related to one another and a large periphery that consists of outlying and weaklyconnected technology classes. Such a structure is a hybrid of the classical community structure (Fig. 1A ) and core-periphery structure (Fig. 1B) . For differentiation purpose, we refer to this structure as a "multicore-periphery" structure (see Fig. 1C ). In this paper, we focus on the multicore-periphery structure in networks. The identification of multicore-periphery structures has potential uses. Different cores may play different functions or roles in a networked system, whereas such roles despite their differences might be generally more important than the peripheral ones. For instance, a city may consist of multiple core areas for governance, business, shopping, entertainment, and education functions, and the peripheral suburb area for nothing significant. Distinguishing different cores from each other, in addition to distinguishing cores from the periphery, may shed new light on the functions in networked systems. In addition, distinguishing between cores and between cores and periphery might lead to more nuanced and informative visualizations of complex networked systems.
However, to the best of our knowledge, there is no method to directly detect the multicoreperiphery network structure: multiple cores plus the periphery that surround the cores. The existing core-periphery network literature has focused on either dichotomous or continuous division of the network into a single core and a periphery. Existing core-periphery identification algorithms aim to detect one single core, or assign a single continuous coreness value to each vertex without an optimal partition of the core and periphery. Although existing community detection algorithms are able to locate multiple similarly defined communities, the periphery is not considered or differentiated. Neither core-periphery nor community detection algorithms are useful nor precise to detect the multicore-periphery structure that characterizes many real-world networks.
To fill this gap, we develop a method to identify the optimal partition of a network into multiple cores and a periphery. Our method defines a single measure that characterizes the distinction between cores and the periphery in terms of connection density, and examines the value given by every possible network partition in the hierarchical dendrogram of the network. The optimal partition emerges when the value of the measure characterizing the multicore-periphery structure is maximized. We demonstrate that the method successfully identifies multicore-periphery structures in a social network and in the technology space network, which are more meaningful than the core-periphery and community structures identified by existing algorithms.
Core-periphery structures in networks
The comprehensive review of the core-periphery structure in networks by Csermely et al. (4) revealed various definitions and types of core-periphery structures in biological, socialeconomic and technological network literatures. Despite the variety of definitions, they are generally consistent in the intuition that vertices in the core are densely connected and vertices at the periphery are sparsely connected. Some believe that core vertices should also be well-connected to the periphery (4-6). Some others state that core vertices should be both densely connected and central to the network (11) . The interest in centrality has led to studies on a few specific types of core-periphery structures, such as rich-club and k-score. The richclub structure emerges as a group of high-degree vertices that are also well-connected to each other (12) . K-core refers to a maximal sub-graph, i.e., the core, in which all vertices have a degree of at least k (3).
Borgatti and Everett (6) proposed an association function on how far a given network deviates from a comparable network with an ideal core-periphery structure and minimized this function to find the best core-periphery partition of the network. In their ideally defined core-periphery structure, core vertices are fully connected to each other and to the peripheral vertices, but the peripheral vertices are not connected to each other. In a similar spirit, Zhang et al. (7) proposed an algorithm to identify the core-periphery structure by fitting a stochastic block model to empirical network data using a maximum likelihood method. Borgatti and Everett (6) also defined a continuous core-periphery division, in which every vertex is assigned a coreness value that quantifies its qualification to be in the core. Rombach et al. (5) presented a more flexible model to determine the fraction and sharpness of the core-periphery division. They employed a transition function to assign a core score to each vertex and maximized the quality function of a core by simulated annealing.
Other methods have defined and detected core vertices that must be central in the network, in addition to themselves being well-connected to each other (11, 13, 14) . For example, Holme (11) considered that core vertices should have a high closeness centrality, i.e., a short average distance from the rest of the vertices, and proposed a core-periphery coefficient using the closeness centrality and k cores deposition technique to determine core vertices. Silva et al. on core-periphery structures in networks, the past research focused on either continuous or dichotomous division of a network into a single core and a periphery. There is no quantitative method to identify the multicore-periphery structure, i.e., the partition of a network into multiple cores surrounded by a periphery, which characterizes many real-world networks.
Finding the optimal partition of multiple cores plus periphery
Herein, we introduce a method to detect the optimal multicore-periphery partition of a given network as the partition in its hierarchical dendrogram that provides the largest distinction between cores and the periphery in terms of connection densities. Therefore, the first step is to create a dendrogram of the network, using a hierarchical clustering algorithm. In the dendrogram, more closely connected vertices are joined by shorter and lower branches than those of more distantly connected vertices. The average linkage clustering algorithm is used to determine the distance between each pair of vertices or clusters of vertices as the mean of all pairwise distances between vertices in both clusters (8) . The dendrogram defines a series of network partitions from the bottom where every vertex is stand-alone, to the top where all vertices belong to one single cluster. In each partition, some vertices are in clusters (i.e., potential cores) and some other vertices stand alone outside any cluster.
The optimal cores-periphery partition should have the largest possible distinction between cores and the periphery in terms of respective connection densities. Such a distinction for a partition is calculated as the ratio of the density of connections of vertices in all clusters (i.e., potential cores) over the density of connections of the vertices that are not assigned to any cluster (i.e., potential periphery). The densities of connections in the cores and the periphery are calculated as,
where ni is the number of vertices in cluster i, for i=1 to k clusters; m is the number of vertices at the periphery; C is the sum of weights of all the connections of core vertices within cores; and P is the sum of weights of all the connections of peripheral vertices outside cores. Then, we define the following cores-periphery ratio (note the plural "cores" in the term) to measure the degree to which the partition fulfills a multicore-periphery structure, r = density cores density periphery [3] We further compared the empirically observed cores-periphery ratio r (Eq. 3) to those expected by chance using randomized networks. In the randomized networks, all edges between all vertices in the original network were switched using a Monte Carlo method, while preserving the weighted degree distributions of each vertex, in order to ensure that the observed and randomized networks have the same macro network structures so that they can be compared. To compare the observed r with those of the randomized but comparable networks, we calculated a z-score for each network partition, z = r obs -r rand σ [4] where robs is calculated from the partition of the empirical network and rrand and σ are the mean and standard deviation, respectively, of the r ratios calculated of a sufficiently large ensemble of randomized networks based on the same partition as that of the original network.
This normalized measure describes the extent to which the network partition exhibits a coreperiphery structure relative to chance. Therefore, the partition that provides the maximal z score is the optimal partition of multiple cores and periphery of the network.
This method allows multiple cores to be identified in the optimal partition, and does not rule out the possibility that the network structure truly has only one single core. Fig. 2 illustrates the procedure of finding the optimal multicore-periphery partition in an example network.
Next we test this method by applying it to detecting the multicore-periphery structures embedded in two distinct types of real-world networks, including a well-known social network and a network of patent technology classes that represent the technology space. 
Multicore-periphery structure in real-world networks
Both real-world networks are undirected and weighted. Table 1 reports their original data sources, number of vertices and edges, maximum modularity score (Q) from the optimal network community partition given by the widely accepted Louvain algorithm (17) and the maximal cores-periphery ratio (z-score) from our algorithm. In calculating the z-score for each candidate network partition, one million randomed networks are used. For each of the two real-world networks, we compare and analyze the optimal multicore-periphery structure identified by our method, the core-periphery structure detected by the algorithm of Borgatti and Everett (6) , and the optimal community structure identified by the Louvain community detection algorithm (17). 
Zachary's karate club network
Zachary's karate club network is a social network of karate club members in the United
States. This empirical network is well-known, as it has been popularly used as a benchmark case for testing different community detection algorithms (3). The network consists of 34 vertices that represent club members and 78 edges that represent social relationships among them. The weight of an edge between two club members is the count of social activities that both members attended together outside of the club, for instance, going together to a bar near the university campus. The karate club network was observed in the period of 1970 and 1972.
At the time, two key persons in the network, the club president, John (vertex #34 in Fig. 3A) , and the instructor, Mr. Hi (vertex #1 in Fig. 3A) , had a conflict, which resulted in the separation of their respective social groups. Based on Borgatti and Everett's core-periphery detection method, one single core is found that contains both John and Hi (Table S1 ). Their single core-periphery partition does not reflect the conflict between John and Hi, and does not distinguish the separate social groups of these two persons. The Louvain community detection method places John and Hi in two separate large communities (Table S1 ), but does not differentiate the peripheral persons who are generally not social and stand neutral in the conflict between John and Hi. In contrast, in our optimal multicore-periphery partition, John and Hi belong to the two largest cores, together with a few small cores, which are surrounded by several generally non-social and insignificant individuals at the periphery (see Fig. 3A and Table S1 ). The multicore-periphery structure provides the most systematic and nuanced characterization of the relative network positions and roles of different individuals in this social network. 
Patent technology network
The patent technology network was constructed by Yan and Luo (10 In contrast, the optimal partition from our method identifies 27 cores and a general periphery, revealing a more nuanced and meaningful structure ( Fig. 4 and Table S2 ). For example, the metallurgy-related technologies (B22, C21, and C22), food processing technologies (A21 and A23), and information technologies (G05, G06, G08, and G11) now belong to different cores.
Our optimal partition also reveals the meaningful cores that represent non-metal materials processing (B05, B28, B29, B32, C04, C08, and C09), biomedical technologies (A01, C12, A61, and C07), engine-related technologies (F01, F02, F03, and F04), thermal management technologies (F22, F23, F24, F25 and F28), optical technologies (B41, G02, G03), construction technologies (E01, E02 and E21), and paper processing (B31 and D21. The partition of these cohesive cores agrees with the common knowledge of the relatedness and distinctions of corresponding technologies.
Our result also provides better nuances than the community structure identified by the Louvain method, which shows 5 large communities, the largest with 41 vertices. Each of the 5 large communities encapsulates several cores together with a few peripheral technologies that are differentiable and identified by our method (Table S2 ). For example, one large community (#1 in Table S2 ) encapsulates several cores, such as thermal management (F22, F23, F24, F25 and F28), biomedical (A01, C12, A61, and C07), chemical processing (C01, C02, C10, and B01), food processing (A21 and A23), and solid material processing (B03 and B07. Within the community, these distinct types of technology are not further discerned. This community also contains a few technologies that are in the periphery as identified in our partition, such as tobacco (A24), grain milling (B02), sugar production (C13), combinatorial chemistry (C40), and nuclear technology (G21). Such technologies are generally peripheral by nature, but are not discerned from those highly connected technologies within the same community.
Therefore, our multicore-periphery partition is more effective than the single core-periphery and community partitions in discerning various groups of highly related technologies (i.e., cores), as well as discerning dense cohesive groups (i.e., cores) from the isolated insignificant technologies (i.e., periphery) that are only loosely connected to the rest of the technology space. In the other words, the optimal partition from our method provides more systematic, nuanced and informative characterization of the structure of the network. 
Conclusion
Although many real-world networks exhibit a multicore-periphery structure, quantitative methods to identify the structure do not exist. Previous core-periphery analyses focused on detecting a general single core and periphery, whereas previous community detection algorithms did not discern a periphery from dense cohesive communities. In this study, for this first time we have formally defined the multicore-periphery structure in networks as a hybrid synthesis of the classical community structure and core-periphery structure. We have also introduced a method to simultaneously identify the optimal partition of multiple cores and the periphery in networks. The multicore-periphery structures identified in two distinct empirical networks provide more systematic, nuanced and meaningful characterizations of these networks than traditional single core-periphery and community structures. The definition and detection method for multicore-periphery structure may enable new analyses and more precise understanding of many real-world biological, ecological, social, technological, transportation, information and knowledge networks, which are best characterized by a multicore-periphery structure. Therefore, we anticipate wide applications of our method to understand, design and manage networked systems in diverse contexts and domains.
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