A Watson-Crick (WK) context-free grammar, a context-free grammar with productions whose right-hand sides contain nonterminals and double-stranded terminal strings, generates complete double-stranded strings under Watson-Crick complementarity. In this paper, we investigate the simplification processes of Watson-Crick context-free grammars, which lead to defining Chomskylike normal form for Watson-Crick context-free grammars. The main result of the paper is a modified CYK (Cocke-Younger-Kasami) algorithm for Watson-Crick context-free grammars in WK-Chomsky normal form, allowing to parse double-stranded strings in O n 6 ( ) time.
INTRODUCTION
DNA computing appears as a challenge to design new types of computing paradigms, which differ from classical counterparts in fundamental way, to solve wide spectrum of computationally intractable problems. DNA molecules are double-stranded structures composed of four nucleotides A (adenine), C (cytosine), G (guanine) and T (thymine), paired to A-T and C-G according to the so-called Watson-Crick complementary. DNA computing contains various formal language theoretical approaches of the recombinant behavior of DNA sequences under the effect of enzymatic activities. Different DNA operations motivate to introduce different formal language tools, such as recognition devices (automata) and generative devices (grammars), and to investigate structures and properties of biomolecular sequences.
Watson-Crick (WK) automata, one of the early DNA computing models, are introduced as an extension of finite automata with the addition of two reading heads on double-stranded sequences [1] . The symbols on corresponding positions from the two strands of the input are related by a complementarity relation, similar with the WK complementarity of DNA nucleotides. The two strands of the input are separately scanned from left to right by read-only heads controlled by a common state. Various restrictions and extensions can be made onto the basic model of WK automata to achieve more computational power, such as changing the way the reading head works, and providing the automata with special system like output and weight.
There are a number of variants of WK automata such as initial stateless WK finite automata, WK automata with a WK memory, WK transducers [2] and weighted WK automata [3] introduced. Paper [4] proposes parallel communicating WK automata systems, which exploit the massive parallelism trait of DNA molecules. The survey [5] covers a detailed information on WK automata.
The computational relations among WK automata and contextfree grammars are studied in [6, 7] . A pioneering work [8] , which uses this fundamental feature, proposes an analytic counterpart of WK finite automata called (static) WK regular grammars, which are regular grammars with double-stranded terminal substrings on the right-hand side of productions, and generate the languages of complete double-stranded strings. Papers [9] [10] [11] introduce dynamic variants of WK (regular, linear and context-free) grammars, study their generative capacities and closure properties.
Our contribution
In this work, we investigate the structural properties and simplification issues of WK context-free grammars. First, we discuss the derivation processes by WK context-free grammars, where derivations are not the same as those by Chomsky context-free grammars: two adjacent nonterminals may generate different complete double-stranded substrings 'together' depending on the positions from where each nonterminal starts building up the complete substring. As a result, various possible shapes of initial double-stranded substrings between nonterminals are discovered. Surprisingly, this dependency in derivations does not affect the application order of productions: we show that leftmost and rightmost derivations result in the same complete double-stranded string.
In order to facilitate the analysis of WK context-free grammars and languages, we define a 'Chomsky-like' normal form, called WK-Chomsky normal form, for a WK grammar by imposing some restrictions on the forms of productions of the grammar. Similar to usual context-free case, we consider three main transformations-removal of erasing productions, removal of chain productions and removal of useless nonterminals and productions-that convert an arbitrary WK context-free grammar into the grammar in WK-Chomsky normal form. Further, we develop a modified CYK algorithm for WK context-free grammars using WK-Chomsky normal form and show that the time complexity of this algorithm is O n 6 ( ). The paper is organized as follows: in Section 2, we recall the basic notions and notations from the theory of formal languages that are used throughout the paper. In Section 3, we define WK context-free grammars. In Section 4, we show that an arbitrary WK context-free grammar can be converted into the grammar in WK-Chomsky normal form through transformation stages. In Section 5, we develop WK-CYK algorithm for WK contextfree grammars and discuss its complexity issues. We conclude our paper with a summary and open problems in Section 6.
PRELIMINARIES
We assume that a reader is familiar with basic notions and notations of formal languages, grammars and DNA computing. For more details, the reader is referred to [2, 5, 12, 13] .
In the paper, we use the following general notations: the inclusion is denoted by Í and the strict (proper) inclusion is denoted by Ì. The symbol AE denotes the empty set. The power set of a set X is denoted by 2 X , while the cardinality of a set X is denoted by X | |. The notation x y , [ ] denotes a closed integer interval.
Grammars
Let S be an alphabet which is a finite non-empty set of symbols. A string over the alphabet S is a finite sequence of symbols from S. The empty string is denoted by l. The set of all strings over the alphabet S is denoted by * S . The set of non-empty strings over S is denoted by S + , i.e. ), where N is an alphabet of nonterminals, T is an alphabet of terminals, with N T Ç = AE, S N Î is the start symbol, and P N N T * Í´( È ) is a finite set of productions. We write A b  indicating the rewriting process of the strings based on the production A P , b ( ) Î . For a production A b  , A is called its left-hand side and b its right-hand side. A production whose right-hand side is the empty string is called an l-production (erasing production). To abbreviate productions 
A derivation is called leftmost (rightmost) if at every derivation step, the leftmost (rightmost) nonterminal of the sentential form is rewritten.
The language generated by the grammar G, denoted by
A derivation tree or a parse tree is an ordered tree where the interior nodes of the tree are the left-hand sides of productions of a grammar, and all children of the nodes are their corresponding right-hand sides. The start symbol in the grammar is the root of the tree, while the terminals are the leaves.
Formally, a derivation tree can be defined as follows. Let G N T S P , , , = ( ) be a context-free grammar and S w *  be a derivation in G. A derivation tree of S w *  is a directed, ordered tree whose nodes are labeled with symbols of N T l È È { } in such a way that 
The yield of a derivation tree is the string over N T È constructed from the labels of the leaves by reading from left to right.
Watson-Crick (WK) grammars
Let V V r Í´be a symmetric relation on an alphabet V . We denote by V V * * the set of all pairs of strings over V . We write the elements 
where u a a a n 
We also define the symbolic-shuffle of strings u v á / ñ á / ñ ш such that for each shuffled string (2) belonging to this set, u v
á / ñ, their shuffle consists of only one string, i.e. u v 1 2 á / ñ or u v 2 1 á / ñ, respectively. Thus, any string u v á / ñ can be represented as a symbolically shuffled string from u v l l á / ñ á / ñ S ш . Further, we recall some definitions related to WK grammars defined by [14, 8] .
), where N T S , , are defined as for a context-free grammar, r is a symmetric relation on T , and P N N T T * * * Í´( È á / ñ) is non-empty finite set of productions. If
then the grammar G is called regular, and if
then it is called linear.
We write T T * * á / ñ, not T T á / ñ, because in a doublestranded string, there could be a case where a production generates a double-stranded string with the empty string in either upper or lower strand.
The transitive and reflexive closure of the relation  is denoted by *  . Similar to context-free grammar, the definitions follow:
, if at each step of the derivation, the leftmost (rightmost) nonterminal symbol is rewritten. DEFINITION 2.4. The language generated by a WK contextfree grammar G is called as WK context-free language and defined as
For simplicity, in this paper, we use the languages in the examples in the form of L G u u u :
, and the relation a a , 
DERIVATION TREES
In context-free grammars, a derivation, a transformation of nonterminals into terminal strings, can be represented graphically by derivation (parse) tree. In a similar manner, we can define the concept of derivation tree for WK context-free grammars. WK context-free grammars use nonterminals but double-stranded terminals, we need to clarify which double-stranded symbols are used as labels of tree nodes. We show that any WK context-free grammar can be transformed into an equivalent WK context-free grammar in which every terminal substring on the right-hand side of its productions can be decomposed into double-stranded symbols of the total length one.
, ) is said to be in terminal normal form if and only if each production in P has one of the following forms:
, it has one of the following forms:
By the definition of symbolic-shuffle mentioned in Section 2.2, in general, if we have a string
á ¼ / ¼ ñ can be replaced with any symbolically shuffled string from
Thus, we can choose
) be a WK contextfree grammar and S u v *  á / ñ be a derivation in G. A derivation tree of S u v *  á / ñ is a directed, ordered tree whose nodes are labeled with symbols of N T T l l È á / ñ È á / ñ È l l á / ñ in such a way that (1) the root is labeled with the start symbol S, (2) the interior nodes are labeled with nonterminals of N , (3) if x x x , , , n 1 2 ¼ are labels of the children of a node labeled with nonterminal A, ordered from left to right, then A x x x n 1 2  ¼ is a production of P.
) ( ) ( )} and P contains the following productions: 
and the rightmost derivation for abc abc Figure 1 shows the derivation tree for abc abc [ / ] regardless of its leftmost and rightmost derivations.
It is known that in a context-free grammar G, there exist the leftmost and rightmost derivation for a string w L G Î ( ). The end result derived by the leftmost derivation is the same as the end result derived by the rightmost derivation. REMARK 2. The 'end result' means the final string (or the target sub-sentential form at some point) from the derivation.
The next lemma shows that this property also holds for WK context-free grammars. b b á / ñ is generated. That is, the order of production applications does not affect the end result of the derivation, i.e. the last line in derivation (5) and the last line in (5) are the same. Again, derivation (3) can be continued from A. □
GRAMMAR SIMPLIFICATIONS
Since the right-hand sides of productions in WK context-free grammars are unrestricted, it is difficult to study the properties and relations of grammars and languages. In this section, we consider the context-free grammar transformations (see [12, 15] ) for their WK variants that transform an arbitrary WK contextfree grammar into a grammar in Chomsky-like normal form, called WK-Chomsky normal form, which is useful to develop parsing algorithms for WK context-free grammars. In the following lemmas, we mostly adapt the proof arguments of the lemmas and theorems on grammar transformations and simplifications given in [12, 15] for WK variants. 
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Proof. The inclusion L G L G ( ¢) Í ( ) is obvious since the application of each production
A u v i b  , i n 1 £ £ , in a derivation in G¢ can be replaced with the consecutive deriv- ation steps A uBv u v i b   in G.
Suppose that a terminal string w w
[ / ] is derived in G using a production A uBv  :
By Lemma 3.2, the order of applications of productions in a derivation in a WK context-free grammar are independent, the derivation (7) can be rewritten as
Thus, the derivation (8) can be replaced with
in G¢. □ 
REMARK 3. Note that
, are not l-productions.
LEMMA 4.2. (Removing l-productions). Let
Proof. First, we construct set N NULL of all nullable nonterminals of G:
(2) Repeat the following step until no nonterminal is added to N NULL : Since unit-productions involve only nonterminals, using the same arguments of the proofs of Lemma 4.3.2 and Theorem 4.3.3 from [15] or Theorem 6.4 from [12] , one can show that the following lemma also holds. where x y N T T , * * * Î ( È á / ñ) and w L G Î ( ). A nonterminal which is not useful is called useless, and any production involving a useless nonterminal in it is called a useless production. 
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The difference of the form of a double-stranded strings in both complete and incomplete cases from single-stranded strings makes us consider the second case in some detail.
Suppose that G N T S P , , , ,
) be a WK context-free grammar without nonterminals unreachable from S. We construct the grammar G N T S P , , , , r ¢ = ( ¢ ¢ ) from G 1 by removing the nonterminals that cannot derive any complete or incomplete terminal string in the following steps:
(1) Let N¢ be the empty set.
(2) Repeat until no more nonterminals are put into N¢:
However, different from the conntext-free grammars, the processes in removing useless productions cannot guarantee that the string produced by a WK context-free grammar is a complete double-stranded string.
Summarizing the results above, we get the following theorem. We show an example:
) be a WK context-free grammar where P contains the following productions:
.
Then, the equivalent WK context-free grammar G¢ with the following productions can be constructed after removing l-productions, unit-productions, and useless productions:
WK-CHOMSKY NORMAL FORM
In this section, we show that Chomsky normal form can also be constructed for WK context-free grammars.
) is said to be in WK-Chomsky normal form if all productions are of the form
LEMMA 5.1. For every WK context-free grammar G, there exists an equivalent WK context-free grammar G¢ in WKChomsky normal form.
) be a WK context-free grammar. Without loss of generality, we assume that G is in terminal normal form without l-productions (except S l l  á / ñ), unit-productions and useless productions. From G, we construct an equivalent WK context-free grammar
We construct the set P 2 of productions from P as follows. Let
, then this is only production S l l  á / ñ, and we add this production to P 2 .
, and we also add this production to P 2 .
and add the following new productions to P 2 :
¼ -are new nonterminals.
We define N¢ as the set of all nonterminals of N and all new nonterminals introduced above, and P P P A PARSING ALGORITHM   SECTION A: COMPUTER SCIENCE THEORY, METHODS AND TOOLS  THE COMPUTER JOURNAL, 2018 Example 3 illustrates the transformation of a WK contextfree grammar into WK-Chomsky normal form.
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) be a WK context-free grammar in terminal normal form where P consists of the following productions:
To transform G into a WK context-free grammar in WKChomsky normal form, first, we introduce nonterminals
, and obtain the following productions: 
Next, we introduce additional nonterminals Y i , i 1 8 £ £ , to construct productions of WK-Chomsky normal form: 
A MODIFIED CYK ALGORITHM
Since the structure of productions of a WK context-free grammar is similar to the structure of those of a context-free grammar, we can attempt to adjust parsing (membership) algorithms for contextfree grammars for their WK variants. In this section, we consider CYK (J. Cocke, D. Younger, T. Kasami) algorithm [16] [17] [18] for WK context-free grammars in WK-Chomsky normal form.
We use the notations x i j k l : , : and X i j k l : , : to denote the substring and the corresponding set of nonterminals generating this substring, i.e. Î , where S is the starting nonterminal in G.
The algorithm computes all the sets constructed above according to the lengths of the double-stranded substrings, i.e.
For instance, if n 2 = (the total length is 4), we construct the sets correspondingly to the sum of the lengths of upper and lower strands, i.e.
(1) The length is 1: 1 0 0 1 
Proof. Since the upper and lower strands are of length n, there are n n 1 2 1 1 + + ( -) + + )  substrings for each strand. This is because, i and j start from 0 and we obtain the substrings representing the upper strand of the set 
