A signi cant step towards routine viscous ow simulations around aircraft con gurations using workstations is presented. The paper describes a method for the generation of hybrid prismatic/tetrahedral grids for complex 3-D geometries including multi-body domains and employs it for viscous ows around an aircraft. An Automatic Receding Method (ARM) is presented which treats narrow gaps in cases such as wing-engine con gurations, as well as multi-element wings. The second development is a combined octree/advancing front method for the generation of the tetrahedra of the hybrid mesh. The method requires minimal user interaction to specify mesh parameters such as grid spacing and stretching. These parameters are determined automatically via an octree. The nal quality of the tetrahedral mesh is improved using an automatic partial remeshing technique. Viscous ow solutions around the High Speed Civil Transport (HSCT) aircraft are presented. Both, subsonic and supersonic cases are considered and comparisons are made with experiments. Reduction in computer resources has been substantial, which allowed the solutions to be generated on a workstation rather than a supercomputer.
INTRODUCTION
Grid generation techniques have gained a lot of focus and attention in the CFD community in the recent years. This has been primarily due to the parallel developments made in the area of numerical ow simulations. Given the state-of-theart computer technology and the know-how in numerical methods, designers are no longer satis ed with simulations on simple two dimensional models. There is an ever increasing demand to perform ow simulations that incorporate the complete details of geometry as well as sophisticated ow physics. This has led to the development of numerical algorithms that can simulate the actual ow phenomena with greater delity. However, the success of these algorithms hinges on the grid that models the geometry. Grid generation methods for two-dimensional models have long existed and the general lack of complexity of the simpler 2-D models has not quite challenged the e orts in this area. However, demands for generating better 3-D geometric models for ow simulations involving complex geometries have completely changed the perspective of grid generation strategies. As a consequence, grid generation e orts have earned equal signi cance as that of numerical solver e orts.
In order to model ow physics accurately, the generated grids must possess certain qualities. For example, grid orthogonality and clustering are desired close to the surface of the geometry being modeled to resolve boundary layers in viscous ows. These qualities are inherent in structured grids. Modeling of 3-D ow physics places a very intensive demand on computer resources. Structured meshes do not require a special pointer system for accessing the grid elements. Also, the nature of the grids can be exploited by using multigrid convergence acceleration schemes. However, using structured grids to model complex 3-D geometries requires a lot of ingenuity from the grid generator 1]. The computational domain often needs to be broken up into blocks in which independent grids are created. This method requires special treatment to ensure continuity of the mesh across the boundaries of neighboring blocks. These aspects drive us away from traditional structured grid approaches. Unstructured grids have emerged as a viable method for 3-D geometric modeling since they can cover complicated topologies easier compared to the structured meshes 2, 3, 4] . Signi cant progress has been made by researchers in modeling inviscid ows using unstructured grids. However, substantial progress is yet to be made in large scale viscous computations on complex 3-D geometries. Using unstructured grids for viscous ow simulations leads to impractical memory requirements. They employ pointers to provide connectivity information between cells, faces, edges, and nodes. Additionally, approximately ve to six times more tetrahedra than hexahedra are required to ll a given region with a xed number of nodes. Very thin elements are required in regions of boundary layers in order to capture the strongly directional viscous stresses. Several millions of tetrahedra are required for those regions. Lastly, the generation of \viscous" tetrahedra is quite di cult and CPU time intensive. These contradicting requirements for viscous ow simulations tend to point towards a compromise between structured and unstructured meshes.
One solution to the dilemma between hexahedra and tetrahedra is to use a semi-structured grid made of prisms in the viscous region 5, 6] . The prisms provide the option to use su cient grid clustering in the normal direction and also possess good orthogonality characteristics. Also, the unstructured tesselation in the lateral direction provides exibility in surface modeling. The structured layers of prisms allow multigrid acceleration schemes to be implemented, and reduce the memory requirements on the solver 7, 8] . Results have been obtained using prismatic grids that reveal their suitability for resolving viscous ow phenomena 7] .
In most ow problems, viscous e ects are dominant in a relatively small region of the ow domain, in close proximity to the wall. Furthermore, inviscid ow features that are dominant away from the body do not exhibit the directionality that is characteristic of viscous stresses. As an unstructured grid has the capability to ll a given volume of arbitrary complexity, tetrahedral elements appear to be appropriate to ll the remaining domain. Hence, an e cient strategy for grid generation would be to use both, the prisms and tetrahedra, by generating a hybrid grid 9].
An important issue arising with the use of semistructured prismatic grids is the treatment of narrow gaps in regions such as wing-engine con gurations, and in between di erent bodies in multiplyconnected domains 9]. In the present work, an Automatic Receding Method (ARM) is developed that reduces the prism marching distances in such regions in order to avoid overlapping of the prism layers. A smooth transition is obtained between the thickness of the layers in the gap and the thickness elsewhere. The key feature of this method is that no user intervention is required. The space that the prisms leave is lled with tetrahedra. The cases of a two-element wing, and the High Speed Civil Transport (HSCT) aircraft with engines are considered as tests of the technique.
A new octree/advancing front method for the generation of the tetrahedra of the hybrid mesh is also presented. The main feature that is di erent from previous advancing front generators 2, 3] is that it does not require a user constructed background mesh for determination of the grid spacing and stretching parameters. It should be noted that generation of the background mesh has been a very time consuming and user dependent part of the previous advancing front methods. A special octree is constructed via a Divide-and-Conquer method of the space outside of the region covered by the prisms. The grid spacing is then determined based 2 on the size of local octants which form the octree. The quality of the resulting tetrahedral mesh is improved using an automatic partial remeshing technique. This technique involves the replacement of bad quality tetrahedra by opening cavities around them.
Finally, results of viscous ow simulations on a High Speed Civil Transport aircraft con guration without engines are presented. The generated hybrid grid required only 175K prisms and 170K tetrahedra. The structured nature of the prisms and the relatively small number of tetrahedral cells required led to small computer requirements in terms of CPU time and memory storage. As a result, the simulations were run on an IBM RS/6000 model 390 workstation, rather than a supercomputer. Both, subsonic and supersonic cases were tested. The results obtained compared well with experimental data. The developments presented in this work represent a signi cant step toward routine viscous ow simulations around aircraft con gurations using workstations.
THE AUTOMATIC RECEDING METHOD (ARM) FOR NARROW GAPS AND CAVITIES
Treatment of narrow gaps and cavities in regions such as wing-engine con gurations, as well as in between di erent bodies in multiply-connected domains has been a major concern for structured and semi-structured mesh generators. The structured nature of prisms prohibits lling such complex geometries without overlapping layers if special measures are not taken. A novel method is presented that adjusts the marching step of the prism layers for the treatment of such gaps. The key feature of this Automatic Receding Method (ARM) is that no user intervention is required. The nodes in the vicinity of a cavity are detected by a special algorithm. The marching distances of these agged nodes are reduced so that the mesh does not overlap. This may result in prismatic meshes of significantly varying local thickness. Smooth variation of the thickness is attained via lateral smoothing of the size of the marching steps.
Generation of Prisms { an Overview
An unstructured triangular grid is employed as the starting surface to generate the prismatic mesh. This grid, covering the body surface, is marched away from the body in distinct steps, resulting in generation of semi-structured prismatic layers in the marching direction. The goal of the marching scheme is to reduce the curvature of the previous marching surface at each step while ensuring smooth grid spacing. The process can be visualized as a gradual in ation of the body's volume. There are three main aspects of the algebraic grid generation process:
1. Determination of the directions along which the nodes will march (marching vectors). This is based on the node-manifold, which consists of the group of faces surrounding the node to be marched. The primary criterion to be satis ed when marching is that the new node should be visible from all the faces on the manifold.
2. Determination of the distance by which the nodes will march along the marching vectors. This is computed based on an initial user speci ed marching distance ( n o ) and stretching factor (st), and the local curvature of the marching surface.
3. Smoothing operations and constraints for improved grid quality. Laplacian smoothing operations are performed on the position of the nodes on the new layer. Also, constraints are imposed so that the nal grid is not excessively stretched or skewed.
Detailed descriptions of the prismatic grid generation procedure can be found in 5, 9].
Automatic Detection of Gaps and Cavities
Detecting gaps and cavities on the initial surface is an integral part of the developed Automatic Receding Method (ARM). All the nodes in the cavity need to be identi ed beforehand so that special measures can be taken to avoid overlapping prism layers. The algorithm is based on the intersection of node-normals with the triangular faces on the surface of the body.
An outward normal is created for each node on the surface. The intersection of this outward normal is then checked with faces on the surface. If an intersection occurs, the distance between the intersecting face and the node is computed. If this distance is less than a certain threshold speci ed by the user, the node is agged, and the distance of intersection is stored in an array. The usual grid generation procedure then continues, with only slight modi cations to account for the agged nodes.
Reduction of Marching Distance
The marching distances of the nodes in the cavity or gap region are reduced to avoid overlapping prism layers. This is done by computing the initial 
Smoothing Steps
In order to avoid abrupt changes in the thickness of the prism layers due to the local receding, the un agged nodes in the neighborhood of the cavity are also receded to a certain extent. This extent gradually reduces to zero as the nodes get farther away from the cavity or gap. The procedure that enforces this smooth transition is the following: n new = min( n orig ; C 2 n flagged ); (2) where n orig is the original marching stepsize for the un agged node, n flagged is the marching stepsize of the agged node, and C 2 is a user speci ed constant controlling how gradual the transition is (usually 1.5). 3. Flag all the edge-neighbors. 4. Repeat the process for all agged nodes.
Resulting Prismatic Mesh
Two test cases were chosen to illustrate the validity and robustness of the ARM. The rst was the High Speed Civil Transport (HSCT) aircraft with engines, shown in Figure 1 . A better view of the cavity between the engine and the wing is shown in Figure 2 . A cross-section of the wing-engine conguration shows how the ARM recedes nodes in the vicinity of the cavity region ( Figure 3 ). It is also seen that the prism layer thickness transitions smoothly from the cavity region to the una ected area. Note that the structure of the prisms is not destroyed by the ARM. A view of the grown prismatic surface is shown in Figure 4 . The e ect of the ARM is clear here as the layers are thicker away from the cavity than they are close to it. Also, no abrupt changes in the thickness are observed. The nal prisms layer can now be used as the starting surface for the advancing front tetrahedral grid generator to ll the remaining volume.
The second case was that of a two element wing with a varying gap size between the main wing and the ap. As can be seen in Figure 5 , the gap increases along the span. A view of the prismatic mesh on the symmetry plane is shown in Figure 6 . Again, it is observed that the receding occurs over a larger region rather than just in the gap. This results in a smooth variation of the thickness of the prism layers. The gap left by the prism layers is lled in by tetrahedra. A eld cut of the hybrid mesh at the midspan is shown in Figure 7 .
It is important to note that the resulting grids for the HSCT and the two element wing were obtained without any user intervention. The ARM is \blind" to the speci cs of the geometry.
OCTREE/ADVANCING FRONT TETRAHEDRA GENERATION
The octree/advancing front method is used to generate the tetrahedra for the hybrid grid 9]. Advancing front type of methods require speci cation by the user of the distribution of three parameters over the entire domain to be gridded. These eld functions are: (i) the node spacing, (ii) the grid stretching, and (iii) the direction of the stretching. Using the octree/advancing front method, these parameters do not need to be speci ed. They are determined via an automatically generated octree. There is no need for a special background mesh which has been the backbone of previous advancing front generators 2, 3].
The tetrahedra that are generated using this method grow in size as the front advances away from the original surface. Their size, the rate of increase of their size, as well as the direction of the increase, are all given from an octree consisting of cubes which is generated automatically via a divide-and-conquer method. This process generates octants that are progressively larger with distance away from the body. Their sizes determine the characteristic size of the tetrahedra that are generated in their vicinity.
A Special Octree for Tetrahedral Grid Spacing Control
The divide-and-conquer process starts with a master hexahedron that contains the body. This hexahedron is recursively subdivided into eight smaller hexahedra called octants. Any octant that intersects the body is a boundary octant and is subdivided further (inward re nement). The subdivision of those boundary octants ceases when the size of the boundary octant matches the local thickness of the outermost prismatic layer.
Then, the hexahedral grid is further re ned in a balancing process (outward re nement) to prevent neighboring octants whose depth di ers by more than one. Outward re nement is performed to ensure that the nal octree varies smoothly in size away from the original surface. The sole criterion for outward re nement is a depth di erence greater than one between the octant itself and any of its neighbors. The outward re nement continues until no octants meet the re nement criterion. Typically 5 sweeps are performed to produce a balanced octree.
Determination of Size of the Tetrahedra
The advancing front method creates a new tetrahedron by connecting each face of the current front to either a new or an existing node. This point is found by using a characteristic distance which is calculated from the size of the local octant to which the face of the front belongs. Speci cally, = Hst l ; (3) where is a scaling factor, H is the size of the reference octant, st is the stretching parameter, and l is the level di erence of the local octant relative to the reference octant. The value of st controls the rate of growth of the tetrahedra. The lower the value of st, the less the tetrahedra increase in size away from the body. A typical value of the stretching parameter st is 1:8. The reference octant is chosen so that its size (H) is the average thickness of the last layer of prisms. The level di erence l of the local octant can be positive, negative, or zero depending on the size chosen for the reference octant. The value of the scaling factor is typically 1:0, but can be varied to yield a ner or coarser mesh.
Variable Size Boundary Octants
Smooth transition in sizes from the prisms to the tetrahedra is important for accuracy of a numerical method. The initial marching size ( ) of the tetrahedra should equal the local thickness of the outermost prisatic layer. The octree/advancing front method has been extended to incorporate the varying thickness of the last prismatic layer. The boundary octant sizes vary depending on the local thickness of the prismatic mesh. This feature allows smooth transition in size from the last layer of prisms into the tetrahedral region. Figure 8 shows a plane cut of the octree around the engine of the HSCT. The lower portion of the gure shows an enlarged view of the engine area. The octants in the cavity between the wing and the engine are much smaller and they match the local thickness of the outer prismatic layer. The prisms are constrained in that region by the ARM to avoid overlapping prismatic layers. Note that only every third layer of the prismatic mesh is shown for clarity of the gure.
Euler Mesh
The octree/advancing front method can also be used to create meshes for inviscid simulations. Given an initial surface triangulation, the octree generator re nes the octree until the boundary octants match the size of the local surface triangulation. Figure 9 shows a eld cut of an all tetrahedral mesh around the HSCT with engines. The octree has e ectively matched the edge lengths of the surface triangulation and smoothly \guided" the sizes of the tetrahedra generated.
AUTOMATIC PARTIAL REMESHING
Grids generated using an advancing front type scheme can contain regions of low quality within the mesh domain. These low quality regions must be altered before the mesh can be used with a ow solver. A method for improving low quality regions has been developed. This method removes low quality regions from the mesh and lls the resulting cavities using the same advancing front generator on the new front de ned by the surface of the resulting cavities.
In order to properly de ne the low quality regions of the mesh, the quality of a given region must be quanti ed. The measure used in the present work is the volume ratio of the two tetrahedra sharing each face, R =Vol max /Vol min . Large values of R indicate a very stretched mesh. If R = 1, the mesh is locally uniform.
Automatic Elimination of Low Quality Tetrahedra
Once the low quality regions of the mesh have been located using the quality measure R, these regions must be removed from the mesh. For each face with a value of R greater than some critical value, R crit , a cavity is opened around the low quality region by removing tetrahedra. The radius of the opened cavity is dependent on the local length scale of the mesh. Figure 10 shows an example of two tetrahedra surrounding a face with a large value of R. The second part of the gure shows the cavity which is opened around this initial seed.
After cavities have been formed around each of the low quality regions of the mesh, the exposed triangular faces inside the cavities are put together to form a new initial front. Then, the advancing front generator re lls the cavities with better quality tetrahedra. This process of cavity de nition and cavity remeshing is repeated until a speci c level of quality is reached.
The entire process of cavity de nition and remeshing is performed automatically with no user intervention. The only user speci ed parameter is the value of R crit which depends on how good a mesh is required for the particular application. Figure 11 shows the number of faces left in the mesh with a value of R greater than 50. Initially 230 faces had R greater than 50. After eight remeshing iterations, no faces with R greater than 50 were left. The graph shows that the automatic partial remeshing method was e ective in eliminating these low quality regions from the mesh.
VISCOUS FLOW SIMULATIONS AROUND THE HSCT ON A WORKSTATION
The developments presented constitute a signicant step towards routine viscous ow simulations around aircraft con gurations using workstations. The solver required only 20 Mwords of memory storage. This substantial reduction in computer resources was achieved due to the following factors:
1. The signi cantly reduced number of elements required to cover the viscous region using prisms rather than tetrahedra, 2. the semi-structured nature of the prisms which require only 2-D data-structures and, 3. the reduced number of tetrahedral cells employed over the domain.
It should be emphasized here that the use of tetrahedra in the viscous region instead of prisms would have led to rather impractical memory requirements for 3-D computations.
The nite-volume numerical method uses central space di erencing and Lax-Wendro timemarching. Scheme operations are cast in edgebased form. The details regarding the NavierStokes solver are presented in 7] .
Flow at both supersonic and subsonic Mach numbers is considered. Entropy contours and velocity vector plots are obtained to investigate vortex formation. Also, surface pressure distributions are examined at di erent locations. The results obtained are compared with other experimental results 10].
Hybrid Grid Figure 12 shows the triangulation of the initial surface of the HSCT without engines. The mesh consists of 4412 triangles and 2275 nodes. A symmetry plane has been considered that divides the body. Thus, the grid is generated for half of the space.
The time required to generate the prismatic grid around the HSCT was 90 seconds for 40 layers of prisms on an IBM 390 workstation. Generation of approximately 171,000 tetrahedra took about 67 minutes on the same station. It should be emphasized that employment of a hybrid grid for the HSCT geometry for viscous ow computations resulted in a reduction in the number of elements of at least an order of magnitude compared to current ow simulations using an all tetrahedral mesh. The nal hybrid grid consists of 176,480 prisms and of 171,483 tetrahedra. Figure 13 illustrates the hybrid mesh on two di erent planes that are perpendicular to each other. The symmetry plane shows the signature of the prisms and tetrahedra in 2-D. The quadrilaterals close to the surface represent the prisms, while the triangles away from the surface represent tetrahedra. The second plane is a eld cut intersecting the fuselage. The eld cut clearly brings out the structured nature of the prisms, and the unstructured tesselation of the tetrahedra.
Subsonic High Case
A free stream Mach number of M 1 = 0:3, and an angle of attack of = 17:8 o is considered. An important aspect of the ow around the aircraft under such high angles of attack is vortex formation. Figure 14 shows entropy contours at three planes along the fuselage, namely x = 70, x = 128, and x = 205. These cuts show the progression of the primary vortex which forms at the nose. It is observed that the vortex grows conically as the ow traverses past the aircraft.
The primary vortex induces secondary (counterrotating) vortices. A secondary vortex seems to be forming at the wing leading edge of the rst cut (x = 70). This vortex is more developed at the location of the second cut(x = 128). On the same cut, a recirculation region is seen at the junction of the wing and the fuselage. This area is more clearly observed on the plane at x = 205.
Changes in wing sweep (for example at the crank on the HSCT) may lead to the formation of another vortex rotating in the same direction as the primary vortex. At low angles of attack, the primary and the crank vortex do not interact. However, at high angles of attack, the primary vortex gains strength, and seems to engulf the crank vortex. The third cut in Figure 14 has been taken aft of the crank location on the HSCT. The co-rotating crank vortex seems to have developed in this cut. However, upon observing the velocity vectors corresponding to the cut (not shown), it is seen that there is only one vortex, and that the crank vortex is absorbed by the primary vortex.
The vortex pattern that originates at the nose region of the aircraft and its ensuing development is clearly demonstrated by plotting the streamlines as shown in A view of the entropy contours at x = 180 along with the hybrid mesh is shown in Figure 17 . Note that the irregularity of the mesh is due to the fact that the grid is not coplanar with the cut. The recirculation region is clearly visible at the junction between the wing and the fuselage. Another separation area is observed slightly outboard of the primary vortex. The clustering of the prismatic grid close to the wall is thus very e ective in this region. Furthermore, a qualitative assessment of the contour lines indicates that the numerical solution at the interface is not a ected by the transition from prisms to tetrahedra. Figure 18 shows a velocity vector plot for the same location at which the previous entropy contours were shown (x = 180). Note that these vectors are actually projections on the plane of the cut. It is seen that the vortices have been captured quite well. An enlarged view of the area of the junction between the wing and the fuselage is shown in the lower portion of the gure. The counter-rotating secondary vortex is clearly visible here.
SUMMARY
The Automatic Receding Method (ARM) proved to be robust for generating prisms in regions of very narrow gaps and cavities. Variation of the thickness of the prismatic mesh was very smooth. Application of the method to two di erent con gurations, namely two element wing gap and wingengine cavity demonstrated the universality of the ARM.
Generation of tetrahedra via the advancing front method was made simpler and more automatic by eliminating the traditional background mesh for determining the grid spacing. An automatically generated octree guided the growth of the tetrahedra and enabled a smooth transition of the mesh from the prisms to the tetrahedra. Local remeshing of the unstructred part of the hybrid mesh proved very e ective in removing areas of abrupt changes in size of the tetrahedra.
The hybrid mesh proved capable of capturing accurately complex ow physics. Furthermore, employment of the hybrid mesh for 3-D viscous ow simulations resulted in a signi cant reduction in computer resources. The required memory of about 20 MWords and CPU time of the order of 20 hrs. on a workstation represents a signi cant step towards our goal of performing routine viscous ow simulations around complex 3-D geometries on workstations rather than supercomputers. 
