We present some recent developments on optimal quantization methods for numerically feasible solutions to discrete-time optimization problems under partial information. The main problem in effective implementation is in growing dimension of the the approximating filters. We overcome this difficulty by performing a quantization of the pair process filter-observation. Dynamic programming is then applied to solve the approximated optimization problem. Several numerical applications in finance are presented for the pricing of American option or for hedging problems in the context of partially observed stochastic volatility models.
Introduction
Partial observation problem in an uncertain environment is formally the situation where we face a stochastic system whose evolution is governed by a hidden process (the signal) that we observe only through some noise. Such problem has considerable importance in applications. For example, in financial market models, we do not have in general a complete knowledge of all parameters involved in the pricing, hedging of options, or in portfolio/investment problem. Some usual partial observation situations encountered in the literature and in real markets are the following : (i) The investor cannot observe the stock appreciation rate but only the stock price process in continuous-time models, (ii) Trading in markets occurs in practice in discrete time, and we cannot fully recover the volatility value from the single observation of the stock prices in stochastic volatility models, (iii) In corporate finance, firms value are not easily available, and we only observe the value of equity issued by the firm that is a noisy function of the real firm value.
The filtering problem consists in the estimation of the signal based on past observations, and the filter is the conditional law of the signal given the observations. It is a traditional problem in probability and statistics, and occurs for example in a financial context when one wants to estimate the volatility given the price observations. However, most of the numerical methods for computing or approximating the filter, are performed only for a given fixed set of observations, and very few methods are concerned with the approximation of the filter process where randomness is due to past observation process. However, this is required in various applications, especially in dynamic optimization problems under partial observation.
Stochastic optimization is a traditional area in mathematics and received a special renewed interest for its multiple and various applications in finance. For example, it arises in the pricing of American options and in portfolio/investment choice. Optimization problems under partial observations have been largely studied in the literature, mostly from a theoretical aspect, see e.g. the book [2] . In this line of research, it is shown how the original optimization problem can be transformed into a complete observation one by introducing the filter state variable. Typically, in continuous-time models, this transformation is achieved by the method of change of probability reference and when the signal is on the drift of the observed diffusion process, or in other words, when the observation is an additive noise of the signal. In this context, the filter process is governed by the Zakai stochastic partial differential equation, leading generally to an infinite dimensional control problem. In some particular cases, as e.g. the Kalman-Bucy model where the pair signal-observation is governed by a linear gaussian model, the problem can be reduced to a finite-dimensional one, and may then be numerically dealt by the dynamic programming method.
However, there are few works that investigate the numerical aspect of optimization problems under partial observations when the observation is a multiplicative noise of the signal. This arises typically in finance in stochastic volatility discrete-time models, and is naturally of considerable importance in practice. The main problem in effective approximation comes from the growing dimension of the filter process depending on the whole observation path, and which we need to approximate. A basic approach, suggested e.g. by [3] or [6] , consists of discretizing at each time k, the observation Y k by a discrete random variableŶ k , and thus approximating the filter Π n (Y 0 , . . . , Y n ) at time n, by Π n (Ŷ 0 , . . . ,Ŷ n ), where we stress the dependence of the filter on the observation path (Y 0 , . . . , Y n ). Hence, if Y k takes for example M values at time k, we need to store M n values in order to compute the approximate filter at time n. This makes the effective implementation not feasible in practice for a long horizon n. We refer to [12] for a detailed overview of this approach.
We overcome this difficulty by adopting an approach recently proposed in [11] and [5] , based on the Markov property of the pair filter-observation process with respect to the observation filtration. We then perform a quantization of the pair filter-observation process. Optimal quantization of random vectors consists basically of finding the best approximation in L p -norm of a random vector by a discrete random vector taking at most N values. This was originally developed in the 50's in the context of information theory where the basic motivation was to transmit efficiently a continuous stationary signal by means of a finite number of codes (or quantizers) . More recently, the quantization approach was applied to various fields, and notably to numerical probability, where it appears as an efficient spatial discretization method for solving multi-dimensional problems arising typically in finance. Here, we show how one can apply ideas from quantization to numerically solve optimization problems under partial observations. We are especially concerned with the effective implementation of this approach.
The paper is organized as follows. Section 2 formulates the partial observation discretetime framework and recalls preliminaries on the filtering problem. In Section 3, we present the optimization problems that we are interested in, optimal stopping problems arising in American option pricing, and control problems arising in portfolio/investment choice. Section 4 gives some short background on optimal vector quantization, and we apply in Section 5 this quantization approach for the approximation of the filter process. Finally, we provide applications for the numerical approximation to our optimization problems of interest, and in particular in the financial context of partially observed stochastic volatility models, we illustrate our results for the computation of Bermudean options and the solution to mean-variance hedging.
2 Partial observation discrete-time framework
Signal-observation model
We consider a discrete time partially observable process (X, Y ) where X = (X k ) k∈N represents the state or signal process that may not be observable, while Y = (Y k ) k∈N is the observation. We assume that the signal process (X k ) k is a finite-state Markov chain on the probability space (Ω, P), valued in E = {x 1 , . . . , x m }, with initial law µ = (µ i ) i and probability transition matrix P k = (P ij k ) :
The observation sequence (Y k ) is valued in R q , such that the pair (X k , Y k ) is a Markov chain on (Ω, P), and we assume that the law of
admits a bounded (known) density (called sometimes local likelihood function) :
For simplicity, we assume that Y 0 is a known deterministic constant equal to y 0 . A typical example is given by the following scheme :
for some measurable function G k , and where (η k ) are a white noise. For example in finance, (X k ) k is the unobservable return and/or volatility of stock price S while Y k = ln S k is the logarithm of the observed price process
and g k is explicit once the density of the white noise η k is specified.
Filter evolution
We denote by (F Y k ) k the filtration generated by the observation process (Y k ) k , and by (Π k ) k the filter process defined by :
, and is a random vector taking values in the m-simplex of R m :
Here, we denote for any vector π = (
From Markov property and Bayes formula, the filter process satisfies the filtering forward equation :
where
is the prediction-updating m × m transition matrix :
and is the transpose.
Remark 2.1 From (2.2), we see that the randomness of the filter at time k ≥ 1, depends on the whole observation path
3 Dynamic optimization models
In this paper, we focus on two types of dynamic optimization problems : optimal stopping problems and control problems that arise classically in finance in American option pricing and investment/portfolio choice. We are mainly concerned about these problems in the partial observation context described in the previous section. We consider the case of finite horizon problems over dates 0, . . . , n, n ≥ 1.
Optimal stopping
We denote by T Y n the set of stopping times adapted with respect to the observation filtration {F Y k , k = 0, . . . , n} and valued in {0, . . . , n}. Given a measurable function h on {0, . . . , n} × E × R d , we are interested in the following optimal stopping problem under partial observation :
In financial applications, u 0 is the price of the American option with payoff h on stock (logarithm) price Y and with unobservable volatility X. Before studying this problem, let us briefly recall how it is solved in the full information context :
where T n is the set of stopping times adapted with respect to the full information filtration {F k , k = 0, . . . , n} = {σ(X j , Y j , j ≤ k)} and valued in {0, . . . , n}. We introduce the corresponding value at time k :
where T n is the set of stopping times adapted with respect to (F k ) and valued in {k, . . . , n}. Then, the random values V k are calculated in backward induction via the dynamic programming principle :
This involves successive computations of the conditional expectations : E[V k+1 |F k ], and so by the Markov property of (X, Y ), computations of the conditional law of (
There are various numerical approaches to approximate these conditional distributions : Monte-carlo methods with Malliavin calculus [4] , grid methods [8] , or alternatively quantization approach as in [1] . In the partial observation context, and as it will be precised later, this will involve successive computations of conditional distributions of Π k+1 given Π k . Here, the main problem in effective approximation comes from the growing dimension of approximating filters, see Remark 2.1. We suggest an approach based on an appropriate quantization of the filter process. Some background on quantization is recalled in the next section.
Control problems
We consider a real-valued controlled process (W k ) k with dynamics in the form :
for some measurable function F , and where the control process α = (α k ) k is valued in some compact subset A of R l , and is adapted with respect to the observation filtration (F Y k ).
We denote by A this set of control processes. Notice that (W k ) is adapted with respect to (F Y k ). Given a measurable function h on E × R d × R, we are interested in the following control problem under partial observation :
A typical financial example corresponds to the case where Y is the logarithm price of a risky asset and X is its unobservable volatility. Consider an investor who can trade at any time k a number of shares α k in stock based on the past price observations, and invest the rest in a riskless bond assumed for simplicity equal to one. Her wealth process (W k ) k is then governed by :
The function represents the criterion function associated to a portfolio choice or hedging problem. For example, the mean-variance hedging problem for a payoff option h(Y n ) at maturity n corresponds to
Short background on optimal vector quantization
The basic idea of (quadratic) quantization is to replace an R d -valued random vector Z ∈ L 2 (P, R q ), with probability law P Z , by a random vector taking at most N values in order to minimize the induced L 2 -error. For this, consider a grid z = {z 1 , . . . , z N } of N points in R q (we shall often identify such a grid with a N -tuple in R q ), and its Voronoi tesselations, that is Borel partitions C 1 (z), . . ., C N (z) of R q satisfying :
Here, |.| is the euclidian norm on R q . Then, one defines the z-Voronoi quantization of Z as the closest neighbour projection of Z on the grid z :
whose discrete probability law PẐ is characterized by :
In the sequel, we often drop the exponent z inẐ z when there is no ambiguity, and we say thatẐ is a quantizer of Z. The L 2 -error induced by this projection, called L 2 -quantization error, is Z −Ẑ 2 . As a function of the N -tuple (grid) z = (z 1 , . . . , z N ) ∈ (R q ) N , the square of the L 2 -quantization error, called distorsion, is written as :
First, notice by definition of the closest neighbour projection that the L 2 -quantization error is the minimum of L 2 -error Z − Y 2 among all random variables Y taking values in the grid z. Then, two questions arise naturally : for fixed N , is there an optimal grid z * which minimizes the L 2 -quantization error (or equivalently the distorsion), and how does this minimum behave when N goes to infinity? The latter question is answered by the so-called Zador theorem :
Theorem 4.1 (see [7] ) Assume that Z ∈ L 2+ε (P, R q ) for some ε > 0. Then,
is the Lebesgue decomposition of P Z with respect to the Lebesgue measure λ q on R q , and J q is a constant depending on q, corresponding to the uniform distribution on [0, 1] q . . For q ≥ 3, J q ∼ q 2πe as q goes to infinity.
The optimal N -quantization problem that consists in determining a grid z * , which minimizes the L 2 -quantization error, relies on the property that the distorsion is continuously differentiable at any N -tuple having pairwise distinct components, with a gradient obtained by formal differentiation in (4.1) : 2) where
An optimal quantizer is a stationary quantizer. The integral representation (4.2) of ∇D Z N suggests, as soon as independent copies of Z can be simulated, to implement a stochastic gradient algorithm (descent), in order to get numerically a stationary quantizer. By denoting, z (s) = (z s,1 , . . . , z s,N ) the grid (or N -tuple in R q ) at step s, the stochastic gradient descent procedure is recursively defined by :
where (ξ s ) s are independent copies of Z, and (δ s ) s is a positive sequence of step parameters satisfying the usual conditions :
In our context, this leads to the Kohonen algorithm or competitive learning vector quantization (CLVQ) algorithm, which also provides as a byproduct an estimation of the weightŝ p i of the Voronoi tesselations associated to the stationary quantizer. We refer to [10] for a complete description and discussion of the convergence of algorithm. Optimal grids and their companion parameters, i.e. weights of the Voronoi tesselation and distorsion, for the normal distribution are available and downloadable on the webpages of Gilles Pagès or Jacques Printems.
Quantization of the filter process
In view of solving dynamic optimization problems under partial observation, we need an approximation of the filter process (Π k ) k . Recall the dependence of the random filter on the observation :
An usual approach, suggested e.g. in [3] , consists of approximating Π k (Y 1 , . . . , Y k ) by Π k (Ŷ 1 , . . . ,Ŷ k ) whereŶ k is a quantizer of Y k . The main problem in effective implementation is the growing dimension of this approximating filter : indeed, for instance, if eachŶ k takes M values, then at time n, the random filter Π n (Ŷ 1 , . . . ,Ŷ n ) would take M n values in K m , which is not realistically implementable for a long horizon n.
In order to overcome this numerical difficulty, we present a quantization approach introduced in [11] and based on the Markov property of the pair filter-observation (Π k , Y k ) with respect to the observation filtration (F Y k ). In other words, the conditional law of X k+1 given F Y k is summarized by the sufficient statistic (Π k , Y k ), and we shall approximate the pair Markov chain (Π k , Y k ) by an approximation of their successive probability transitions. One first proves that the probability transition
This shows in particular that Z k may be simulated through the following simulation procedure of its probability transition (R k ) : for k = 0, Z 0 is a known deterministic vector equal to z 0 = (µ, y 0 ), and for k ≥ 1, starting from (
• we simulate Y k according to the law Q k (Π k−1 , Y k−1 , dy ) given in (5.1).
• we compute Π k by the forward filtering equation
Once we are able to simulate independent copies of (Z 0 , . . . , Z n ), we apply an optimal quantization to each Z k in K m × R d , for k = 0, . . . , n, following the vector quantization method described in the previous section. For each k = 0, . . . , n, we denote byẐ k the z k -Voronoi quantizer of Z k , valued in the grid
As a byproduct, we approximate the probability transitions (R k ) of the Markov chain (Z k ) by the probability transition matrices (r k ) defined by :
The process (Ẑ k ) obtained by this method, is called a marginal quantization of the process (Z k ) : it is characterized for each k by its grid space z k , and by the probability transition matrixr k = (r ij k ). Denoting by ξ s = (ξ s 0 , . . . , ξ s n ) s , independent copies of (Z 0 , . . . , Z n ), the optimal grids z k that minimize the L 2 -quantization error Z k −Ẑ k 2 for each k, and the companion parametersr ij k , are practically implemented according to the Kohonen algorithm as follows :
Initialisation phase :
• Initialize the n grids z
• Initialize the weights vectors : p , i = 1, . . . , N k , j = 1, . . . , N k+1 , have been obtained and we use the sample ξ s+1 of (Z 0 , . . . , Z n ) to update them as follows : for all k = 0, . . . , n,
• Learning phase :
Updating of the grid :
Updating of the weights vectors and of the probability transition
6 Numerical approximation to optimization problems under partial observation
Quantization of optimal stopping
We turn back to the optimal stopping problem under partial observation considered in paragraph 3.1, and we define the corresponding values :
where T Y k,n is the set of (F Y k )-stopping times valued in {k, . . . , n}. By using the law of iterated conditional expectation and the definition of the filter, we notice that problem (6.1) may be reduced to a complete observation model with state variable the (F Y k )-adapted process (Z k ) :
with the notation :
By the (F Y k )-Markov property of (Z k ) and the dynamic programming principle, we have U k = u k (Z k ) where functions u k are defined in backward induction by :
Following [1] , we provide a quantization approximation of U k = u k (Z k ) byÛ k =û k (Ẑ k ), for k = 0, . . . , n, where (Ẑ k ) is a marginal quantization of (Z k ) on grids (z k ) with corresponding probability transition matrices (r k ), as described in the previous section, and functionsû k are explicitly computed in recursive form by :
From an algorithmic viewpoint, this reads as : [11] . By combining with Zador's theorem, we obtain a rate of convergence of order
, where C(n) is a constant depending essentially on the boundedness and Lipschitz conditions on g k and h, and the horizon n.
Numerical illustration : Bermudean options in a partially observed stochastic volatility model
We consider an observable stock (logarithm) price Y k = ln S k , with dynamics given by :
where (ε k ) is a sequence of Gaussian white noise, and (X k ) is the unobservable volatility process. δ = 1 n is the time step from an Euler scheme over a period [0, 1] . We assume that (X k ) is a Markov chain approximationà la Kushner [8] with spatial step ∆ and with m = 3 states of a mean-reverting process :
In this context of a partially observed stochastic volatility model, we consider a Bermudean put option with payoff y → (κ − e y ) + , and with price :
We perform numerical tests with : -Price and put option parameters : r = 0.05, S 0 = 110, κ = 100, -Volatility parameters : λ = 1, η = 0, 1, ∆ = 0, 05, X 0 = 0.15, -Quantization : Grids are of same sizeN fixed for each time period.
We first compare in Table 1 the filter expectation at the final date computed with a time step size δ = 1/5 and by using the optimal quantization method with increasing grid sizeN , and with 10 6 Monte Carlo iterations of the path observation Y . We observe that besides the very low error level, the absolute error (plotted in Figure  5 ) and the relative error are decreasing as the grid size grows. Secondly, in order to illustrate the effect of the time step, we compute the American option price under partial observation when the time step δ decreases to zero (i.e. n increases) and compare it with the American option price with complete observation of (X k , Y k ). Indeed, in the limit for δ → 0 we fully observe the volatility, and so the partial observation price should converge to the complete observation price.
Moreover, when we have more and more observations, the difference between the two prices should decrease and converge to zero. This is shown in figure 6 , where we performed option pricing over grids of sizeN Π,Y = 1500 in case of partial observation. The total observation price is given by the same pricing algorithm carried out onN X,Y = 45 points for the product grid of (X k , Y k ). For fixed n, the rate of convergence for the approximation of the value function under partial observation is of orderN 1/(m−1+d) In addition, it is possible to observe the effect of information enrichment as the time step decreases. In fact, if we consider multiples of n as the time step parameter, we notice that the American option price increases for both total and partial observation models (see tables 2 and 3). Table 3 : American option price for embedded filtrations -Second Example
Quantization of control problem
We turn back to the control problem under partial observation considered in paragraph 3.2. By using the law of iterated conditional expectations, we can rewrite the expected cost function as follows:
The original control problem (3.2) can now be reformulated as a problem under full observation with state variables
Recalling the dynamics (3.1) of (W k ) and following the dynamic programming principle for discrete-time control problems, we define the sequence of functions on
for k = 0, . . . , n − 1, so that J opt = u 0 (µ, y 0 , w 0 ), where w 0 is the initial value of W 0 at time k = 0, and we recall that (Π 0 , Y 0 ) = (µ, y 0 ). In order to compute this sequence of functions u k , we deal separately with the approximation of the pair filter-observation process (Z k ) k = (Π k , Y k ) k that does not depend on the control, and the approximation of the controlled process (W k ) k .
• We apply a marginal quantization of the process (Z k ) = (Π k , Y k ), and we denote the (Ẑ k ) = (Π k ,Ŷ k ) the corresponding quantizers on grids (z k ), and (r k ) the associated probability transition matrices, as described in section 5. The i-th point of the grid z k of size
• The approximation of W k is obtained by a classical uniform space discretization similar to the Markov chain method as in Kushner. We fix a bounded uniform grid on the state space R for the controlled process (W k ). Namely, we set
where ν is the spatial step and L is the grid size. We denote by Proj Γ the projection on the grid Γ according to the closest neighbor rule. Recalling the dynamics (3.1) of the controlled process (W k ), we approximate it as follows : given a control α ∈ A, we define the discretized controlled process (Ŵ k ), valued in Γ, by :
We then approximate the sequence of functions u k by the sequence of functionsû k defined on z k × Γ, k = 0, . . . , n, by a dynamic programming type formula :
From an algorithmic viewpoint, this is computed explicitly as follows :
For w 0 ∈ Γ, the solution J opt = u(µ, y 0 , w 0 ) to our control problem is then approximated by J quant =û 0 (µ, y 0 , w 0 ). Moreover, this backward dynamic programming scheme allows us to compute at each time k = 0, . . . , n − 1, an approximate controlα k (z, w), z ∈ z k , w ∈ Γ, by taking the infimum in (6.5). Error estimation between J opt and J quant in terms of the quantization errors Z k −Ẑ k 2 for Z k = (Π k , Y k ), the spatial step ν, and the grid size L for (W k ) is stated in [5] . By combining with Zador's theorem, this provides a rate of convergence of order C(n)(ν
).
Numerical illustration : Mean-variance hedging in a partially observed stochastic volatility model
In the setting of the stochastic volatility model described in paragraph 6.1, we consider the mean-variance hedging of a put option. The logarithm of the observed stock price is Y = ln S, its unobservable volatility is X, and the wealth process W controlled by the number of shares α invested in stock, is governed by :
where r is the constant interest rate, and δ > 0 is the interval between two trading dates. The dynamics of (X, Y ) is given by (6.2)-(6.3). Given a put option of payoff (κ − e Yn ) + at maturity n, the investor's objective is defined by the control problem :
We perform numerical tests with : . -Approximation of the optimal control : golden search method (see [9] ) on A = [−1, 1].
In order to study the effects of the quantization grid size N and uniform grid size N W , we plot the graph of w 0 → inf α∈A E((κ − e Yn ) + − W n ) 2 ) for different values of N and N W (Figures 1 and 2) . As expected, the global shape of the graph is parabolic, due to the quadratic hedging criterion that we have used. The minimum is reached at w min which can be considered as the "quadratic hedging price" of our European put option. The corresponding hedging strategies are given in Table 4 , and Figure 3 displays the graph of α 0 as a function of the initial wealth w 0 . We can see that the strategy is nearly constant for w 0 ∈ [2, 4] , where the non constant values may be due to numerical imprecision. This is consistent with the theoretical result, which shows that the optimal strategy for the meanvariance hedging problem does not depend on the initial wealth when the (discounted) stock price is a martingale, which is the case here.
In Figure 4 and in the Table 5 , we compare the European put option price under partial and complete observation when we increase the number of observations (i.e. the time step δ decreases to zero). Denoting by N Π,Y the number of grid points used in the partial observation case to make an optimal quantization of the pair (Π, Y ), by N X,Y the number of grid points used in the total observation case to make an optimal quantization of the pair (X, Y ), and by L the grid size in the discretization of the controlled variable W , we recall that the discretization error is of order
for the partial observation case. For the total observation case we have:
where N X,Y = mN Y (see [11] ). So, in order to obtain comparable results, given the uniform grid discretizing the variable W , we perform an optimal quantization of (Π, Y ) and (X, Y ) by using grid sizes N Π,Y and N X,Y = mN Y such that :
where d = 1 and m = 3. That is why we have chosen N Π,Y = 1500 and N X,Y = 45.
We notice that when the number of observations increases (i.e. δ → 0), the partial observation price converges to the complete observation price; this is due to the fact that with observation performed in continuous time we are able to calculate the volatility given by the quadratic variation of the price process (e Y ). Figure 5 shows that by working in a total observation setting the quadratic risk associated to a given initial wealth is smaller than the corresponding value obtained in the partial observation case. This is consistent with the fact that the filtration generated by the observation price is included in the full information filtration, and consequently the corresponding optimal cost function in the partial information case is larger than the one in the full information case. Table 4 : Quadratic hedging of an European put: European put price (defined as the initial capital minimizing the risk) and optimal control strategy calculated for different quantization grid sizes (N = 300, 600, 1500) and a fixed uniform grid size (N W = 400) Table 5 : Quadratic hedging of an European put: comparison between partial and total observation price (defined as the initial capital minimizing the quadratic risk) and strategies when we increase the number of observations and consequently the time step δ goes to 0. Size grid for W = 30 points, size grid for (e Y , Π) = 1500 points, size grid for (e Y , X) = 45 points Figure 5 : Quadratic hedging of an European put: graph of w 0 → inf α∈A E((κ − e Yn ) + − W n ) 2 ) in the partial and total observation case. Size grid for W = 100 points, size grid for (e Y , Π) = 1500 points, size grid for (e Y , X) = 45 points.
