I. INTRODUCTION
Tropical algebra is a relatively new mathematics field. The term tropical was first used by French mathematicians [1] in respect of Brazilian friend Imre Simon [2] who is considered as pioneer of tropical algebra. Initially tropical algebra was only developed within the context of discrete mathematics and optimization but later on scientists realized the power of its applications in different fields like computational algebra [3] , discrete event simulation [4] , operating systems [5] , dynamic programming [6] , modeling communication networks [7] , biological sequence comparisons, social network analysis, petri net, hidden Markov models [8] , and other related applications.
Tropical algebra is a discrete algebraic system to represent and solve real world problems [9] .
Tropical algebra is based on max-plus algebra and min-plus algebra. In max-plus algebra, the tropical sum of two numbers is their maximum and the tropical product of two numbers is their sum [10] .
Equations (1) and (2) depict these operations.
x ⊕ y = max(x, y) (1) (2) Similarly, in min-plus algebra the tropical sum of two numbers returns the minimum among the two numbers while the tropical product of two numbers returns the sum of those two numbers, [10] as shown in equations (3) and (4).
Related Work
Tropical algebra was at its outset in the initial time period, yet it has since developed when the researchers realize the importance and Researchers from different scientific areas solve their problems using tropical algebra [12] .
However, there is no standardized library for such operations. (Table 1) 
III. PROPOSED METHODOLOGY

IV. SIMULATIONS AND RESULTS
The given input in the form of matrix is stored by using the Adjacency matrix, after that the kernel of the GPU is launched. As the GPU kernel starts its execution the bigger matrix is divided into smaller matrix and individual threads are assigned to each matrix. Each of thread completes its execution and returns the results to the kernel of GPU. The kernel compiles the execution of all the threads and sends it to CPU, and hence the CPU presents the results as an output.
The block diagram of implementing the APSP problem is shown in (Figure 1 ). The computational accelerate achieved by the GPU over CPU is observed and shown in (Table   2 ). less expensive GPU as opposed to on the CPU though numerous issues can't be determined through GPU programming since they can't be executed through matrix-matrix multiplication.
V. RESULTS AND DISCUSSIONS
The inapplicability of implementation of these problems is because of latency issues, communicating data from CPU to GPU and memory issues those necessities much GPU-CPU correspondence.
