Abstract. The problem that is studied concerns a yawed wedge under a free surface, moving at a uniform speed. The model involves a trailing cavity whose boundary is a dividing streamline through the vertex of the wedge. The cavity closure mechanism is described according to the TulinTerent'ev single-spiral-vortex model. A closed-form solution to the governing nonlinear boundaryvalue problem is found by the method of conformal mappings. The doubly connected flow domain is treated as the image by this map of the exterior of two slits in a parametric plane. The mapping function is constructed through the solution to two boundary-value problems of the theory of analytic functions, the Hilbert problem for two slits in a plane, and the Riemann-Hilbert problem on an elliptic surface. Numerical results for the shape of the cavity and the free surface, the yaw angle, the drag and lift coefficients, and the circulation are reported. 1. Introduction. The flow induced by the motion of a body and the formation of a trailing cavity (also known as a supercavity) are of considerable interest in marine applications such as the design and analysis of hydrofoils and marine propellers. In order to design a cavitating hydrofoil system operating near a free surface, it is required to analyze the cavity shape and the profile of the free surface and understand how the presence of the free surface and the cavity affects the performance of the body.
The goal of this paper is to derive a closed-form solution to the nonlinear TulinTerent'ev model for a supercavitating wedge, BAD, moving with a uniform speed beneath a free surface. We use a function z = f (ζ) to map a parametric plane with two cuts, [0, 1] and [m, ∞), into the flow domain such that the image of the finite cut is the boundary of the wedge combined with the cavity boundary, and the semiinfinite cut is mapped into the free surface. We express the derivative df /dζ through two functions ω 0 (ζ) and ω 1 (ζ). The former function is found through the solution of a Hilbert problem for two cuts on the parametric plane. The function ω 1 (ζ) is recovered through the solution of a certain Riemann-Hilbert problem on an elliptic surface. Its solution is found by quadratures, and the associated Jacobi inversion problem is solved in terms of elliptic functions. The final formulas for the mapping function possess four unknowns, a, b, and d, the preimages of the edging points A, B, and D, respectively, and the parameter m (it is proved that c =ā). We develop a Newton-type numerical procedure for the nonlinear system and discuss numerical results for the cavity and the free surface profiles, the angle of yaw, the drag and lift coefficients, the singularity factor K, and the circulation.
Mathematical formulation.
The work is concerned with the motion of a wedge DAB under a free fluid surface ( Figure 1 ). Far away from the wedge, the calm free surface is described by x 2 = h. At time t, the vertex A is located at the point x 1 = −V 0 t, x 2 = 0, and the wedge is moving with uniform speed, V 0 , in the negative direction. The speed V 0 is much smaller than the sound speed, and the fluid may be considered as an incompressible liquid. The geometry of the wedge is described by four parameters, λ 1 , λ 2 , α 0 , and β 0 , where λ 1 and λ 2 are the lengths of the sides AB and AD, and α 0 and β 0 are the angles the upper and lower faces of the wedge initially form with the x 1 -axis, respectively. The fluid is assumed to be inviscid and irrotational. Gravity is neglected. It is also assumed that the wedge may move about the z-axis passing through the point A and orthogonal to the 2d flow domain. The angle of yaw, δ, is to be determined from the condition that the front stagnation point coincides with the vertex A. This means that the actual location of the wedge ends is described by the angles α = α 0 + δ and β = β 0 + δ. The dividing streamline through the point A traverses the upper and lower faces of the wedge, breaks away at the rear points B and D, and forms the upper and lower boundaries, BC + and DC − , of a cavity behind the wedge.
For the problem of concern, it is desirable to employ a coordinate system that moves with the wedge. Thus we introduce x = x 1 + V 0 t, y = x 2 , z = x + iy, (2.1) and define the complex velocity potential w(z) = φ(z) + iψ(z), z ∈D, and the complex conjugate velocity, dw/dz = u x − iu y . Here φ is the velocity potential, ψ is the stream function,D is the flow domain, and v = (u x , u y ) is the velocity vector. The function w(z) is analytic in the flow domainD, and it satisfies the following boundary conditions: (2.2) where C 0 and C 1 are real constants not necessarily the same, L 0 = E − E + is the free surface, and the contour L 1 consists of the boundary of the cavity BC + ∪ DC − and the faces of the wedge DAB. The first condition in (2.2) means that the free surface L 0 and the contour L 1 are some streamlines ψ(x, y) = C 0 and ψ(x, y) = C 1 , respectively. The second condition is due to the fact that the speeds of the motion along the free surface, V 0 , and the cavity boundary, V 1 = √ σ + 1V 0 , are constant and prescribed. Here σ is the cavitation number
ρ is the density of the liquid, p 1 is the pressure inside the cavity, and p 0 is the water pressure far away from the wedge. The last condition in (2.2) means that the flow is tangential to the wedge faces (the walls of the wedge are assumed to be rigid).
There are two singular points, A and C, in the model. The former point is the front stagnation point, and dw/dz = 0 at z = A. The second point C is a point where the upper and lower streamlines attempt to close the cavity. This point is unknown a priori and will be recovered from the solution. According to the single-spiral-vortex model in the Terent'ev interpretation [24] , the two branches of the dividing streamline reach the two vortices behind the foil, C + and C − , and then pass to a half of an infinitely sheeted Riemann surface of the logarithmic function with the branch points C + and C − . After that the same streamline emerges from the infinite sheet of the Riemann surface and returns to the first, physical, sheet. The streamlines that are close to the boundary of the cavity traverse first around the cavity and then pass to the Riemann surface. After they have traversed a finite number of sheets of the Riemann surface, the streamlines return to the physical sheet.
At a neighborhood of the point C we assume that
It will later be shown that condition (2.4) leads to the Tulin-Terent'ev condition
Here K is a positive constant, and the branch of the square root is chosen such that
The flow domainD is doubly connected, and the solution to the nonlinear problem (2.2) is very much aided by mapping the entire boundary of the flow into the exterior of two cuts, l 1 = [0, 1] and l 0 = [m, ∞); m is a parameter to be fixed, 1 < m < ∞ (Figure 1 ). Let z = f (ζ) be a conformal map of a parametric ζ-plane cut along the segments l 1 and l 0 onto the flow domainD such that the cuts l 1 and l 0 are mapped onto the cavity boundary L 1 and the free surface L 0 , respectively. Let some boundary points a, b, c, and d of the cut l 1 fall into the points A, B, C, and D, respectively, and a point e ∞ ∈ l 0 fall into the infinite point of the flow domain. Such a map always exists, and it is defined up to one real parameter. Choose e ∞ = ∞. Define next the derivative df /dζ of the conformal mapping through the derivative dw/dζ and the logarithmic hodograph variable by
Our next step is to show that these two functions, ω 0 (ζ) and ω 1 (ζ), provide the solutions to two boundary-value problems of the theory of analytic functions, a Hilbert problem on a plane and a Riemann-Hilbert problem on an elliptic Riemann surface.
Hilbert problem for the function ω 0 (ζ).
Because of the first boundary condition (2.2), the imaginary part of the function ω 0 (ζ) vanishes at the banks of the cuts l 0 and l 1 :
In the domain D = C \ (l 0 ∪ l 1 ), the function ω 0 (ζ) is analytic. At the point ζ = a this function has a simple zero [1] , [2] . Since the infinite point of the parametric plane is mapped into the infinite point of the physical plane, and dw/dz → V 0 as z → ∞, it follows from (2.6) and (2.7) that
The most general form of the function analytical in the domain D, decaying at infinity as (3.2) and vanishing at the point ζ = a is [22] , [8] 
where N is an arbitrary real constant, and
is analytic in the ζ-plane cut along the lines l 1 and l 0 . Its single branch is fixed by the condition p 1/2 (ζ) = i |p(ξ)| as ζ = ξ + i0, ξ > m. This branch has the following properties:
At the point c, the preimages bc, dc, and cq of the three branches of the same streamline, BC + , DC − , and CQ, respectively, meet, and the function ω 0 (ζ) has the following asymptotics [2] :
Thus, the function ω 0 (ζ) must have a simple zero at the point ζ = c = a. It is evident that the only way to meet this requirement is to put c =ā. Now, to fix the constant N , we use the conservation of mass law to a closed contour E − EAE 0 between two streamlines E − E 0 and EA. Here
, and E 0 is a finite point on the free surface. This results in the following relation:
(e 0 is the preimage of the point E 0 ) or, equivalently,
Here we used the fact that the functionω 0 (ζ) is real on the banks of the cuts l 0 and l 1 (it is pure imaginary on the segment [1, m] ). Thus, we have found that a =c and that the function ω 0 (ζ) is defined up to two real parameters, a and m.
4. Riemann-Hilbert problem on an elliptic surface for the function ω 1 (ζ). The function ω 1 (ζ) is analytic in the domain D, and because of its definition (2.7) and the boundary conditions (2.2) we have
As z approaches the infinite point, dw/dz → V 0 , and therefore, ω 1 (ζ) → 0 as ζ → ∞. At the stagnation point z = A, the velocity vanishes, and hence the function ω 1 (ζ) has a logarithmic singularity at the point ζ = a. From (2.4), in a neighborhood of the point c, the function ω 1 (ζ) has the following singularity:
This implies [1] that the function ω 1 (ζ) is infinite at the point ζ = c,
We shall identify the point ζ = c as a pole of the function ω 1 (ζ). However, this definition does not coincide with the classical one since ζ = c is a boundary point of the contour l 1 where the function is not analytic. To determine the function ω 1 (ζ), we reduce the problem (4.1) to a Riemann-Hilbert problem on an elliptic surface.
Let R be a genus-1 Riemann surface defined by the algebraic equation
The surface is formed by gluing two copies C 1 and C 2 of the extended complex ζ-plane C ∪ {∞} cut along the segments l 1 and l 0 . The upper sides l + j of the cuts l j ⊂ C 1 are glued to the lower sides l − j of the cuts l j ⊂ C 2 , and the sides l
Here p 1/2 (ζ) is the same branch as the one fixed in section 3. The pairs (ζ, p 1/2 (ζ)) and (ζ, −p 1/2 (ζ)) correspond to the points with affix ζ lying on the upper and lower sheets, C 1 and C 2 , respectively. The sides of the contour L = l 0 ∪l 1 form the symmetry line for the elliptic surface R which splits the surface into two symmetric halves. This fact is expressed by the relation between two symmetric points (ζ, u) ∈ C 1 and (
Introduce next the following auxiliary function:
It is directly verified that this function satisfies the symmetry condition
On the symmetry line L, we can define the boundary values of the function Φ(ζ, u),
is the limiting value of the function Φ(ζ, u) on the contour L from the upper (lower) sheet of the surface. The boundary conditions (4.1) therefore imply that the function Φ(ζ, u) is the solution to the following Riemann-Hilbert problem.
Find all functions Φ(ζ, u) analytic in R\L, Hölder-continuous up to the boundary L apart from the singular points a, b, c, and d, with the boundary values satisfying the relation
and the symmetry condition Φ(ζ * , u * ) = Φ(ζ, u). Here
(4.10)
The function Φ(ζ, u) has a logarithmic singularity at the point (a, u(a)), and a simple pole at the point (c, u(c)). It is bounded at the points (b, u(b)) and (d, u(d)), and
Φ(ζ, u) → 0 as ζ → ∞.
Factorization of the function G.
We first find a piecewise meromorphic function X(ζ, u) which is symmetric on the surface, X(ζ, u) = X(ζ, −u(ζ)), (ζ, u) ∈ R \ L, discontinuous through the contour dab ∈ R, and whose boundary values on the contour are linked by
By using the Weierstrass kernel, an analogue of the Cauchy kernel for the elliptic surface R,
we can find a function which meets the boundary condition (4.11),
The integration in (4.13) is readily carried out in terms of the Legendre elliptic integral of the third type Π [14] ,
1/4 is a fixed branch of the multivalued function. Analysis of formula (4.12) as ζ → ∞ shows that the function χ(ζ, u) has an essential singularity at infinity. To quench the singularity, we consider the function
where
The contour γ is a continuous curve whose starting and terminal points are η 0 = (η 0 , u(η 0 )) and ζ 0 = (ζ 0 , u(ζ 0 )), respectively. The point η 0 is an arbitrary fixed point lying on the upper sheet, while the point ζ 0 can lie on either sheet. The point ζ 0 and the integers n a and n b are not fixed and are to be recovered from a condition which guarantees the boundedness of the solution to the problem (4.11) at infinity. The contour γ does not cross the a-and b-cross sections. In the case ζ 0 ∈ C 2 , it passes through the point ζ = 0, a branch point of the surface R, and consists of two parts, (η 0 , 0) ⊂ C 1 and (0, ζ 0 ) ⊂ C 2 . If it turns out that the point ζ 0 lies on the upper sheet, then the contour γ can be taken as the straight line joining these points provided it does not cross the segment [1, +∞) .
The system of canonical cross sections {a, b} of the surface R is chosen as follows. The contour a lies on both sheets of the surface and coincides with the banks of the semi-infinite cut l 0 (Figure 2 to the right (the positive direction on the cross section b is chosen according to the left-hand traffic rule).
Consider now the function X(ζ, u) = χ(ζ, u)χ 0 (ζ, u). By using the Cauchy theorem, we may simplify the function X(ζ, u),
where a + = l + 0 is the upper bank of the cut l 0 . By the Sokhotski-Plemelj formulas, this function satisfies the boundary condition (4.11). The second and the third integrals in (4.17) are discontinuous through the contours γ and γ * , respectively, where the contour γ * is symmetric to γ with respect to the line L. The fourth integral is discontinuous through the contour a + . The jumps are multiples of 2πi, and therefore the function X(ζ, u) is continuous through the contours γ, γ * , and a + . By analyzing the integrals in (4.17) at the points b, d, η 0 , and ζ 0 , we find that the function X(ζ, u) vanishes at the point b, has an integrable singularity at the point d, a simple zero at the point η 0 , and a simple pole at the point ζ 0 :
Here A 0 and A 1 are nonzero constants. We emphasize that at the conjugate points,
, and (ζ 0 , u(ζ 0 )), the function X(ζ, u) is bounded and, in general, does not vanish.
Jacobi inversion problem
. Now, the function X(ζ, u) must be bounded at infinity. By expanding the integrals in (4.17) in a neighborhood of the two infinite points of the surface R, we find that the necessary and sufficient condition for the boundedness of the function X(ζ, u) at the infinite points of the surface, (∞, ∞) 1 and (∞, ∞) 2 , is
This nonlinear equation with respect to ζ 0 and n a can be reduced to a Jacobi inversion problem. Indeed, since (4.20) and the left-hand side in (4.19) is pure imaginary, we have the following complex equation
This is the classical genus-1 Jacobi inversion problem. Notice that the imaginary part of this equation coincides with the condition (4.19) which guarantees the boundedness of the function X(ζ, u) at infinity. The integrals in (4.20) are the A-and B-periods of the abelian integral in the left-hand side in (4.21) and can be expressed through the Legendre complete elliptic integrals [21] 
To solve the problem (4.21), we make the substitution ζ = τ 2 and notice that
where the function p 
where √ ζ 0 is the value of an arbitrary fixed branch of the function ζ 1/2 at ζ = ζ 0 . This immediately defines
Since the affix ζ 0 is fixed we can evaluate
, (4.27) and from (4.25) find the numbers n a and n b ,
If both the numbers are integers, then the problem is solved, and the point ζ 0 lies on the upper sheet. Otherwise, it falls on the lower sheet. In this case, similarly, we get
Solution to the Riemann-Hilbert problem.
Having the solution to the Jacobi inversion problem we are now equipped with a bounded at infinity solution of the factorization problem (4.11). With it, we can represent the term g (ξ, v) 
By the Sokhotski-Plemelj formulas, the function Ψ(ζ, u) has the form
Clearly, the function X(ζ, u)Ψ(ζ, u) satisfies the Riemann-Hilbert boundary condition (4.9). The general solution can be written as follows:
where Ω(ζ, u) is a rational function on the surface R. To define this function, we sum up the properties of the functions in (4.32).
(i) Because of the simple pole of the function Φ(ζ, u) at the point ζ = c, the function Ω(ζ, u) must have a simple pole at the point ζ = c and be bounded at the point ζ =c = a. Then since the function Ψ(ζ, u) has a logarithmic singularity at the point ζ = a, the same property is valid for the solution to the Riemann-Hilbert problem (4.9) as it is required.
(ii) The function X(ζ, u) has a simple zero at the point η 0 . Therefore, the function Ω(ζ, u) has to have a simple pole at the point η 0 .
(iii) The function X(ζ, u) has a simple pole at the point ζ 0 . Therefore, the function Ψ(ζ, u) + Ω(ζ, u) has to have a simple zero at the point ζ 0 . 
where M j (j = 0, 1, 2) are real constants to be fixed. It is directly verified that the function Ψ(ζ, u) is symmetric, and the condition (vi) is also met by the function Φ(ζ, u). To satisfy the conditions (iii) and (iv) we put
We emphasize that the former relation is a complex equation while the last one is a real equation. Next, we derive the principal term of the expansion of the function Φ(ζ, u) at infinity. Using the condition (v) we find
where Ψ 0 is real and
We now determine the real constants M 1 and M 2 and the yaw angle δ. Let
Since the position of the wedge is described by the angles α = α 0 + δ and β = β 0 + δ, it will be convenient to represent the constants M j and Ψ j (j = 0, 1, 2) in the form
, and the constants Ψ 1 j coincide with Ψ j if α and π − β are replaced by 1 and −1, respectively. On using (4.34), it is a matter of simple algebra to show that 
and l * 1 is a closed contour which does not cross the cut l 0 and l * 1 ⊃ l 1 . For numerical purposes, l * 1 can be chosen as follows: The nonlinear system (5.2) written in the form r(x) = 0 for the new unknown parameters is solved by the Newton method
where [F (x)]
−1 is the inverse of the Jacobian matrix
The parameters of the conformal mapping are recovered through the solution to the system r(x) = 0 by the formulas
The idea to work with the variables x j , not with the original unknowns a, b, d, and m, is fruitful for two reasons. First, we get rid of the constraints and can apply the classical Newton scheme, and, second, the variations of an approximate solution x (n) in a neighborhood of the exact solution x are bigger than the variations of the corresponding approximate values of the parameters a, b, d, and m.
Computations implemented for the parameters
and for different values of the depth h show that indeed a, b, d ∈ l
The effect of the free boundary on the location of the parameters of the conformal mapping is substantial even for big depths (Table 1) .
For the parameters chosen it is found that a → 0. for a wedge in a plane [2] . When h is decreasing, then, first, the four parameters, a, b, c, and d are moving to the right. But then, for small h, the parameters a, c, and d are moving back while the parameter b continues approaching the branch point ζ = 1 of the surface. As for the parameter m, when h is increasing it grows as well. However, the rate of growth is different. It turns out that when the wedge is close to the free surface and the depth is in the range h ∈ (1.5, 4), the parameter m − 1 is very small:
. Also, when a symmetric wedge is approaching the free surface, the angle of yaw δ is increasing and becomes noticeable for small h (Table 1) .
5.2.
Cavity shape, the free surface, drag, lift, and the circulation. To restore the shape of the cavity, we integrate the function df /dζ over the contours bτ (τ ∈ bc) and dτ (τ ∈ dc) to obtain the upper and lower boundaries, respectively,
Similarly, for the free surface, ( Figure 3 and Figure 4 ) or when the cavitation number decreases (Figure 4 ). It is found that for big depths, the cavity is practically symmetric as it should be [2] . When h is decreasing, the corresponding parameters b, a =c, and d are moving to the left end of the segment [0, 1]. After h has passed a certain critical point, and the wedge is close enough to the free surface, the parameter d is moving back to the left. The cavity grows and the yaw angle increases when the cavitation number σ decreases.
We have also computed the solution for different angles α 0 (β 0 = π − α 0 ) (Figure 5) . It turns out that the cavity and the amplitude of the waves on the free surface In Figure 6 , the cavity shape and the free surface for the symmetric wedge λ 1 = λ 2 = 1 are compared with the corresponding profiles for two nonsymmetric wedges, λ 2 = 2 and λ 2 = 3, while λ 1 = 1. Figure 7 shows the effect on the length, l c , of the upper and lower boundaries of the cavity of changing the depth h. It is seen that when the wedge approaches the surface both the lengths decrease. The upper boundary becomes longer than the lower one for small depths.
The spiral shape of the cavity at a neighborhood of the upper lower vortices C + and C − is shown in Figs. 8(a) and 8(c), respectively. A closer neighborhood of the same points is given in Figs. 8(c) and 8(d) . By approaching the lower vortex C − , the spiral structure of the cavity becomes evident (Figure 9 ).
To clarify how the flow behaves near the centers of the vortices, we plot the upper branch of the streamlines ψ(x, y) = C 0 , C 0 = hV 0 /20 (1), hV 0 /50 (2), hV 0 /100 (3), hV 0 /1000 (4), and hV 0 /10000 (5) close to the streamline ψ(x, y) = 0 (6) which defines the cavity boundary ( Figure 10 ). The preimages of these streamlines are shown in Figure 11 . It is seen that the preimage of the streamline ψ = 0 is orthogonal to the slit [0, 1] while the others are not. For small values of the constant C 0 , the streamline ψ(x, y) = C 0 first spirals and then proceeds to sheets of the Riemann surface of a logarithmic function with the branch points C + and C − . The number of sheets used for modeling the flow is infinite for C 0 = 0 and decreases as C 0 increases. For example, for C 0 = hV 0 /100 (line 3 in Figure 10 ), the flow does not leave the physical plane.
Next we determine the drag, X, and the lift, Y , by where p is the water pressure inD and p 1 is the vapor pressure in the cavity. By using the Bernoulli law,
2 ), V = |v|, and since we obtain
The drag and lift coefficients, C X and C Y , related to the velocity at infinity V 0 and the length λ = λ 1 sin α + λ 2 sin β, are
These coefficients can be computed by the formula Table 2 shows the effect on the drag and lift coefficients of varying the depth h. It is seen that the drag coefficient is decreasing and the lift coefficient is increasing when the wedge is approaching the free boundary. Figures 12 and 13 show the effect on the drag and lift coefficients of changing the cavitation number. It is seen that the drag coefficient is a linearly increasing function of the cavitation number σ while lift first increases, attains its maximum, and then decreases. The variation of the lift coefficient is small in comparison with that of the drag coefficient, and the value C n = C 2 X + C 2 Y monotonically increases (see Table 3 ) as it does for a supercavitating plate in a plane [16] .
Next, we determine the circulation of the velocity around the closed contour
where l * 1 is the preimage of the contour L 1 . In Table 2 , we present the values of the circulation Γ/V 0 for some values of the depth h.
Finally, we compute the singularity factor K in the Terent'ev formula (2.5), Since
by expanding the function w(z(ζ)) in a Taylor series, we obtain 
The resulting formula for the factor K comes from (4.32) and (4.33), 
Numerical aspects of the algorithm.
In order to recover the mapping parameters, the shape of the cavity, the free surface, and drag and lift, we need to compute some integrals, regular and singular. The first quadratures come from the solution to the factorization problem (4.11). Its solution for (ζ, u) ∈ R \ L is given by formula (4.17), and the boundary value of this function on the contour bcd becomes X + (ξ, v) = X(ξ, v). The first integral in the representation of X(ξ, v) is singular and is understood in the sense of the principal value. To evaluate the exponent of this integral for ξ ∈ l + 1 , it is convenient to transform it into the form
The integral in the right-hand side is regular. This quadrature, as the other integrals in the representation of the function X(ζ, u), is evaluated by the Gauss quadrature rule.
We recall that the function X(ζ, u) is bounded at infinity if and only if the point ζ 0 and the integer n a satisfy the Jacobi inversion problem (4.21) (the function X(ζ, u) is independent of the second integer n b ). It turns out that for all the parameters α 0 , β 0 , λ 1 , λ 2 , σ, and h and the started point η 0 ∈ C 1 we tested, the point ζ 0 always falls in the upper sheet, and n a = n b = 0. For example, for the parameters (5.9), h = 5, and η 0 = (i, p 1/2 (i)), the affix of the point ζ 0 ∈ C 1 is ζ 0 = 0.51516 + i0.85739. Double integrals become involved in the representation (4.31) of the function Ψ(ζ, u) and therefore of the function Φ(ζ). The boundary value Φ + (ξ, v) is recovered by the Sokhotski-Plemelj formula, and it is given by
The principal values of the singular integrals in (5.24) are computed by using the formula
It is derived from the order n Gauss quadrature rule and the fact that the principal value of the Cauchy integral of the function [(δ 2 − τ )(τ − δ 1 )] −1/2 over the segment (δ 1 , δ 2 ) is equal to 0.
The formulas (5.2), (5.3), (5.10), and (5.11) require the integration of the function ω 0 (ζ)e −ω1(ζ) . This gives triple integrals. For their evaluation, the Gauss quadrature formulas appear to be efficient. To plot the shape of the cavity and the free surface, it becomes useful to use the following preimages of points on the curves BC, DC, and 
Conclusions.
In this work, a method of conformal mappings has been developed for a model problem on the uniform motion of a supercavitating yawed wedge beneath a free surface. To describe the motion, we have used the Tulin-Terent'ev single-spiralvortex model. By contrast with the double-spiral-vortex model which would lead to a boundary-value problem for a simply connected domain, the model employed requires studying the motion in a doubly connected domain. We have shown that the derivative of the conformal mapping df /dζ from the exterior of two slits, [0, 1] and [m, ∞), in a parametric plane into the flow domain can be expressed through the solutions to two boundary-value problems of the theory of analytic functions. The first problem is a standard Hilbert problem for two segments on a plane. The second one is a Riemann-Hilbert problem on a Riemann (elliptic) surface. We have managed to solve both the problems in a closed form. The formula for df /dζ we have derived possesses four unknown parameters. These parameters have been recovered from a system of four nonlinear equations by the Newton method.
We have implemented the method numerically. One of the key steps of the procedure is the solution of the parameter problem. Based on the previous analysis [2] for the case of a wedge in a plane, as the first approximation, we have chosen the parameters b and d to be located on the upper side of the slit [0, 1], the side where the parameter a is placed. Since we have proved that c =ā, this choice allows the points a, b, and d slide along the upper side of the slit and never be on the lower side while the point c is always on the lower side of the slit and |c| = |a|. We have also tried the other three possibilities, . It turns out that for different values of the physical parameters the system of transcendental equations does not have solution in these three cases. Comparing this method with the one that maps a doubly connected circular domain (an annulus or the exterior of two circles) onto the flow domain, we note that the method we have presented derives a closed-form solution and requires the computation of certain singular and regular integrals along some real segments. The method of automorphic functions recently developed for an n + 1-connected flow domain and numerically implemented for a simply connected case [3] if applied to the present problem would derive the solution in a series form and would need to compute singular and regular integrals over arcs and their images. It may happen that for triply connected flow domains the unknown parameters can be on any side of the cuts, and then to map the exterior of a circular domain onto the flow domain will be a better approach.
It has been shown that the free surface affects the angle of yaw, the circulation integral, the lift and drag coefficients, and breaks the symmetry of the cavity even if the wedge is symmetric. When the wedge approaches the free surface the angle of yaw, the circulation and the lift increase while the drag decreases. When the wedge approaches the free surface, the upper boundary becomes noticeably longer than the lower one. We have also found that when h decreases to 0 the parameter m decreases to 1. However, the decrease rate for h and m is different. For example, in the case (5.9), for h = 100, h = 10, and h = 2, we have the following values of the parameter m: m = 2.56677, m = 1+0.18285 ·10 −1 , and m = 1+0.61961 ·10 −5 , respectively. The numerical scheme is stable even when m is very close to another branch point ζ = 1. The ability of the present method to deal with small m − 1 makes it applicable for wedges moving at small depths (for the data (5.9) the method is stable for h ≥ 1.5).
This method can also be employed for the Tulin-Terent'ev model for a wedge moving in a jet or a wind tunnel. The analysis of the problem for a wedge in a jet and the comparison of the numerical results produced by the Tulin-Terent'ev singlespiral-vortex model and the Tulin double-spiral-vortex model are the subjects of a future publication.
