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G. DAVID FORNEY, JR. 
Codex Corporation, Newton, Massachusetts 02195 
Convolutional codes are characterized by a trellis structure. Maximum- 
likelihood decoding is characterized as the finding of the shortest path through 
the code trellis, an efficient solution for which is the ¥iterbi algorithm. A 
universal symptotic bounding technique isdeveloped and used to bound error 
probability, free distance, list-of-2 error probability, and other subsidiary 
quantities. The bounds are dominated by what happens at a certain critical 
l ength  Ncr i t  . Termination of a convolutional code to length Nerit or shorter 
results in an optimum block code. In general, block code exponents can be 
related to convolutional code exponents and vice versa by a graphical con- 
struction, called the concatenation construction. It is shown that termination 
is unnecessary with the Viterbi algorithm. 
I. INTRODUCTION 
This paper is the second of a three-part series conceived as a unified intro- 
duction to convolutional codes and the tools useful in their analysis. Part I 
(Forney, 1970) concerned itself with algebraic structure; this paper and 
Part I I I  (Forney, 1974) concern themselves with the so-called probabilistic 
approach. The first paper has little in common with the others, but these 
latter two are intimately related. 
While code structure is a central topic, as in Part I, the structure of concern 
here is not algebraic, but topological. Traditionally, convolutional codes have 
been described in terms of a tree structure; for finite-constraint-length codes, 
however, it is more il luminating to consider a structure which includes the 
effects of remerging, which we have called (Forney, 1967) a trellis. On 
memoryless channels, the decoding problem is seen to be simply that of 
finding the shortest path through a graph. The Viterbi (1967) algorithm 
[see also Forney (1973)] represents an efficient exhaustive search growing 
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naturally out of the code topology, such as has long been known in the opera- 
tions research shortest-route literature. Sequential decoding then appears as 
a heuristically natural method of reducing the average number of computa- 
tions (but not the maximum) by a trial-and-error rather than an exhaustive 
search. 
The results we develop in these papers are all asymptotic, usually in the 
code constraint length v, more generally in the complexity of the decoder. One 
of our principal objectives i to derive all the previously known major results 
on how well one can do with random codes in various respects--error proba- 
bility with maximum-likelihood decoding, free distance, computational 
distribution and error probability with sequential decoding--by application 
of a uniform bounding procedure. This universal recipe for asymptotic anal- 
ysis, which appears in Appendix A, gathers together a number of tools 
scattered through the literature; the main conceptual innovation is the 
formalization of the idea of structuring the bounds in accordance with 
topological configurations. In Part III, we also show how certain special results 
can be quickly obtained through the use of martingales. Most of the asymp- 
totic results are well known; the new ones include bounds on the following: 
a. Probability of error for a list-of-2 version of the Viterbi algorithm; 
b. Free distance of random trellis codes, by a simple extension of the 
Elias bound for block codes; 
c. Probability of error due to forcing a decision after a delay of r, rather 
than allowing unbounded ecoding delay in the Viterbi algorithm; 
d. Probability of additional error when the Viterbi algorithm is started 
in an unsynchronized state. 
The asymptotic analysis reveals the importance of a critical length, called 
Ncrit, which depends on the convolutional rate r, and for a fixed rate is 
linearly proportiona ! to the code constraint length v. For large v, nearly all 
error events are of length Ncrit in maximum-likelihood decoding. Similarly, 
in sequential decoding long searches occur precisely when there are a large 
number of paths of length Ncrit more probable than the correct path up to 
the same length. Nerit is measured in channel symbols and is equal to the code 
constraint length nv in channel symbols for rates r below Reomp, but jumps 
at Reomp to some larger value nvRcom~/(Rcomp - -  Rcrit) and increases mono- 
tonically to infinity as r approaches capacity. 
We continue our comparison of convolutional codes with block codes. 
In certain respects their performance is identical; these can be summarized 
by the proposition that if one wants an optimum block code, a properly 
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terminated convolufional code will always serve. For example, for a wide 
range of parameters, convolutional codes terminated to length Nerit or shorter 
satisfy Gallager's (1965) celebrated coding theorem. Indeed, our general 
strategy for proving converses i to show that, if convolutional codes were any 
better, then block codes derived from them would be better than what we 
know to be optimum. In certain respects, moreover, convolutional code 
performance is superior. We describe a simple geometrical construction 
relating block and convolutional code asymptotic exponents, called the 
concatenation construction, which shows that the convolutional exponents 
are markedly better, particularly near channel capacity. That these results 
are operationally significant is shown by a discussion of decoding complexity, 
wherein the superiority of convolutional codes is seen to be due to their more 
complex but more easily decodable structure. 
Another objective is to show the very close relationship between maximum- 
likelihood decoding and sequential decoding by treating them in companion 
papers. The main results and proofs are highly similar; the parallels are most 
marked when we consider list-of-L maximum-likelihood decoding [in the 
range of rates where L -  1 < p~ ~ L, where p~. satisfies Eo(pr)/pr = r]. 
We observe that the principal asymptotic results are not tied to any particular 
decoding algorithm, but may more properly be considered properties of the 
code structure itself. In particular, with respect to the all-important parameter 
of complexity, the asymptotic haracteristics of the two decoding methods 
are not fundamentally different; in either case Pr(d °) ~ G -°r, where G is a 
complexity parameter and Pr satisfies Eo(pr)/pr = r, as above. The advantage 
of sequential decoding is that the complexity cost is paid in a certain maximum 
number of computations, whereas in maximum-likelihood decoding it is paid 
in a constant amount of storage, which in practice is much more expensive. 
Finally, we hope that, by a unified treatment of these ideas and results, 
we shall encourage some readers to take the plunge, understand the struc- 
turally rich character of these codes, and take off in directions of their own. 
It should be obvious that we feel that there is more potential reward in this 
complex terrain than in the rather flat and played-out territory of block codes. 
I1. CODE STRUCTURE 
Convolutional codes have a more complex structure than block codes. 
As a result they are on the one hand harder to analyze, but on the other hand 
easier to decode. 
One popular description of convolutional codes uses the topology of a tree, 
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illustrated in Fig. la. The root of the tree, or starting node, represents some 
known starting state of the encoder at time0. In the first unit of time the encoder 
input may take on one of M values; when, as in Part I, the input is a k-tuple 
of elements of GF(q), we have M = q~. Since the encoder is a deterministic 
machine, it makes a transition to one of M states, and puts out one of M 
n-tuples of channel symbols, namely symbols that are appropriate as inputs 
to some channel. This event is represented by an M-fold branching from the 
tree root to M nodes at time 1, each node corresponding to an encoder state, 
and each branch labeled by the corresponding input (below) and output 
n-tuple (above). Similarly, at each succeeding unit of time, we draw for each 
state another M-fold branch. At time t there are therefore M * nodes, one for 
each sequence of inputs to time t. Since the encoder output and next state 
are always a function of the past history and current input, the tree can be 
continued indefinitely in this way. We can read off the initial segment of any 
code word corresponding to any input by tracing the appropriate path 
through the tree. 
Usually a tree code is terminated after time ~ -- v by requiring the input 
to be a known sequence (such as all zeroes) for v time units, where v is an 
integer usually chosen large enough that the encoder is forced to a known 
state (such as the all-zero state) at time T. In this case the graph of the code 
ceases to branch after time ~- -- v, and is finite with length ~-, as illustrated 
in Fig. lb fo rM~2,  v~-2 ,  T~5.  
The tree picture omits certain important structural information which is 
crucial to efficient maximum-likelihood decoding. We have required that a 
convolutional encoder be realizable as a finite-state machine. Thus after some 
length of time t the number of nodes M t in the tree will exceed the number of 
states in the encoder; this means that several different nodes must correspond 
to the same encoder state, even though their complete history back to time 
zero is not the same. Since the future behavior of the encoder depends only 
on its present state and future inputs, the subtrees pringing out of any two 
such nodes must be identical. The tree thus contains redundant information, 
which can be eliminated by merging all nodes corresponding to the same 
encoder state into a single node. We call the picture that results a trellis. 
Just as with the tree, there is a one-to-one correspondence b tween all paths 
through the trellis and all possible code words. 
Figure le shows a simple trellis corresponding to a code generated by a 
conventional binary convolutional encoder of constraint length v = 2, 
terminated by 2 zeroes after 3 information symbols. 
In Part I we showed that any linear time-invariant convolutional code could 
be generated by a conventional convolutional encoder, namely one composed 
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of k shift registers of lengths v i ,  1 ~ i ~ h, each containing the past vi 
symbols of the ith input sequence. Furthermore, the total number of memory 
elements, or overall constraint length v 0 = ~ , i ,  was shown to be minimal 
over all encoders generating the same code. We should therefore represent 
any code as having been generated by such a so-called min imal  encoder, 
whether in fact it was or not. The corresponding trellis has a topology deter- 
mined completely by the v i . 
The state transition matrix of a conventional convolutional encoder is 
rather trivial. States are identified by k sequences of length v i ,  1 ~ i ~ k: 
S~ = (Xl.~_ 1 .. . .  , Xl,t_vl; X2,t_ 1 , . . . ,  X2,,_~,~; ...; Xk,t_  1 . . . . .  Xk,t_~l~). (1)  
In general, it makes sense to let all the v i be equal, say to v, so that v o = kv; 
then a state corresponds to a single sequence of length v, 
s ,  = (x,_l ,..., x,_v), (2) 
where x, is now an M-valued input, with M = q~. From now on we shall 
adopt this model, and shall not even require that M be a power of a prime. 
Each state has M possible successors, and M possible predecessors. The M 
successors of a given state all have the same set of Mpredecessors; in a decod- 
ing program on a general-purpose computer, this observation permits 
operating on groups of M states "in place" through relabeling the states, 
just as in the fast Fourier or fast Hadamard transforms. In fact, the state 
structure is identical to the FFT  (Cooley, Lewis and Welch, 1969) or FHT  
(Green, 1966) processing structure. 
While it is often convenient both in analysis and in practice to terminate 
a convolutional code, it is more natural and in some applications more 
convenient to allow the code to go on forever. In  most of this paper we discuss 
terminated codes of arbitrarily long length, but in Appendix B we also show 
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that one might as well use unterminated codes with maximum-likelihood 
decoding. 
A block code may be considered a trivial sort of one-branch convolutional 
code in which in a single unit of time one of M inputs comes in and n channel 
symbols go out. A much more interesting observation is that a terminated 
convolutional code covering r time units is a particular sort of highly structured 
block code of length N ~ nr symbols. I f  the convolutional code is terminated 
by requiring the last v input symbols to be some known sequence, then the 
total number of code words is M 0 ~ M ~-~. Thus as a block code the termin- 
ated convolutional code has overall rate 
1 (7 Y) in M 
R ~ + in Mo = - -  ~(I - -  0), (3) 
~ nT 
where r ~ In M/n  is the convolutional code rate in hats per channel symbol, 
and 0 z~ v/r is the ratio of code constraint length to block length. By varying 
the termination time % we can vary ~ between 0 and 1, and obtain a spectrum 
of block codes ranging from short low-rate codes to long codes with rates 
approaching r. We see in Section IV that, for any block code rate, optimum 
block codes can be constructed in this way by proper choice of 8. 
I I l .  MAXIMUM-LIKELIHOOD DECODING ON MEMORYLESS CHANNELS 
In a terminated convolutional code the code words y consist of all distinct 
paths from the starting node to the terminating node through the code 
trellis. We suppose that one of these words (the correct path) is sent through 
a memoryless channel, defined by a transition probability matrix P~k 
Pr(j [ k), where (k, 1 ~ k ~ K} are the indices of the channel input symbols, 
and {j, 1 ~ j ~ ]} are the indices of the channel output symbols. As a result, 
the decoder observes a received word z of N = n~- channel outputs. 
A maximum-likelihood decoder chooses that code word ~" for which 
L(y) ~ Pr(z I Y) is maximum, or equivalently for which F(y) -- -- ln Pr(z I Y) 
is minimum. By definition, on a mcmoryless channel 
N 
Pr(z I Y) = [ I  Pr(zi l Yi); 
i=1 
N 
-- ln Pr(z [ y) ---- ~ --ln Vr(zi rYe). 
i=1 
(4) 
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Now if{zi, n(t - -  1) < i <~ nt} are the n outputs observed uring time unit t, 
if {Yi ,  n(t - -  1) < i ~ nt} are the channel inputs associated with a particular 
branch during that time, and if we associate with that branch a"length" equalto 
nt  
Z -- In Pr(zi ]Yi), (5) 
i~n(~--l)+l 
then maximum-likelihood decoding may simply be characterized as the 
problem of finding the shortest path through the code trellis, or tree. 
Finding the shortest route through a directed graph is an old problem in 
operations research. In this case the graph is highly structured, in that the 
successors ofthe nodes at level t are all at level t + 1. The following algorithm, 
first discovered by Viterbi (1967) in this context, appears in many variants 
in the shortest-route literature (Pollack and Wiebenson, 1960) and as dynamic 
programming in the control iterature (Busacker and Saaty, 1965). 
1. Assign the length (metric) zero to the initial node; set t ~- 0. 
2. For each node at level t + 1, find for each of the M predecessors at
level t the sum of the predecessor length and the length of the connecting 
branch. Assign the minimum of these lengths (metrics) to this node, and label 
the node with the shortest path to it, consisting of the shortest path to the 
appropriate predecessor extended by the connecting branch. 
3. I f  t = 7, stop and choose as the decoded word the shortest path to the 
terminating node; otherwise increment t by 1 and return to step 2. 
The complexity of this algorithm is proportional to the number M ~ of 
encoder states, in that one has to remember M v metrics and histories and 
perform M ~ node computations in each unit of time. Though M ~ may be 
very large, it will generally be very much smaller than the total number 
M o = M "-~ of code words, to which the decoding computational complexity 
would be proportional with maximum-likelihood decoding of an M0-word 
block code. Thus the more complicated structure of terminated convolutional 
codes makes maximum-likelihood decoding easier than for comparable block 
codes. 
Errors occur in the ¥iterbi algorithm when some incorrect path has greater 
likelihood than the correct path. Over a long time interval we may expect 
the correct path and the most likely path to diverge and merge many times, 
as illustrated in Fig. 2a. Each finite period during which the two paths are 
unmerged is called an error event; the error event is said to start at time t if 
the last common ode before the error event is at time t. The importance of 
the concept of error events is that, on a memoryless channel, error events 
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FIG. 2a. 
subset. 
a 
• - - - -<ZD ~ CD- -C2)  
Topology of correct path and most likely path; (b) Time-zero incorrect 
disjoint in time are probabilistically independent. For long codes, we are not 
so much interested in the probability that any error occurs, which will go to 1, 
as in the relative frequency of error events. 
Any actual error event corresponds to some path through the code trellis 
that begins and ends on the correct path but touches it nowhere between. 
In the trellis, a possible rror event is defined as any such path. The minimum 
length of a possible error event is v + 1 time units. The time-t incorrect subset 
St consists of all possible error events tarting at time t, illustrated in Fig. 2b 
for the M = 2, v ----- 2 code of Fig. lc. The free distance at time t, dfree,t, is 
the minimum number of discrepancies between the correct path channel 
inputs and the channel inputs on any incorrect path in S, .  In a linear code 
d~ree., does not depend on the correct path, and in a time-invariant code 
dfree is independent of t. 
The concept of list decoding has been helpful in the analysis of block 
codes, though it has never to our knowledge been implemented. The idea 
is to have the decoder put out a list of the L most likely code words, rather 
than a single estimate. We now extend this idea to convolutional codes, with 
the purpose more of giving insight into our later analysis of sequential 
decoding than of introducing an idea of any practical interest. 
What one wants a list decoder to do with convolutional codes is not 
instantly clear. For list-of-2 decoding, for example, the block code approach 
would be to put out the two most likely sequences. With a terminated con- 
volutional code, however, the two most likely sequences will differ only over 
a fraction of the total code length (see Fig. 3a) and as the code becomes longer, 
or even unterminated, the list capability becomes of negligible usefulness, 
Rather, consistently with our intuition that all convolutional code operations 
should be "per unit time" and not break down with unterminated codes, 
we allow a "list-of-2" decoder to put out any two sequences, as in Fig. 3b, 
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regardless of the number of times they diverge and remerge. Note that if 
there are m unmerged intervals, there are actually 2 ~ possible sequences 
specified by this procedure. 
A maximum-likelihood list-of-2 decoder is defined so as to make the 
following lemma true. 
b 
• C)  <E)  C )  <2E~ 
Fla. 3a. Topology of the two most likely sequences; (b) topology of possible 
list-of-2 decoder outputs. 
LEMMA 1. A path is eliminated by a list-of-2 maximum-likelihood decoder 
if and only if there are two other paths both simultaneously unmerged with it at 
some time t and both with greater likelihood. 
For list-of-2 decoding, a recursive algorithm of the Viterbi type that 
satisfies the above lemma can be constructed as follows. We assume that for 
each node at time t a pair of maximum-likelihood paths from the initial node 
to that node has been determined. For each node at time t - /1 ,  we calculate 
the best and second-best paths to that node from the most recent node 
common to all surviving paths. We eliminate all paths that during the period 
that the best and second-best path are unmerged are not merged with either, 
and retain the rest. Consequently, there are two types of elimination: if the 
best and second-best node go through the same node at time t, then the pair 
of sequences to that node through time t are simply extended to time t + 1 
(Fig. 4a); while if they go through different nodes at time t, then all other 
paths are eliminated back to the common ode from which the two best paths 
diverged (Fig. 4b). 
Similarly, algorithms can be constructed for which the list-of-L analogue 
of Lemma 1 holds; we leave this generalization as an exercise for the reader. 
a 
> 
FIG. 4a. 
outcome.  
\ / -" > ° 
%. / 
One possible outcome of list-of-2 comparison; (b) the other possible 
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IV. DISCUSSION OF BOUNDS 
In Appendix A, we introduce a general bounding technique, and from it 
obtain asymptotic bounds on probability of error for maximum-likelihood 
decoding and list-of-2 decoding, on free distance, and on certain related 
probabilities. In this section we recapitulate these bounds, and discuss their 
significance. Our main concern is to elucidate the relationships between these 
bounds and the corresponding block code bounds, through an easily inter- 
preted geometrical construction called the concatenation construction. 
In a strategem dating back to Shannon (1948), we consider an ensemble 
of randomly chosen codes rather than a particular code. The following series 
of definitions defines the ensemble. 
DEFINITION 1. An (M, v) trellis is the trellis corresponding to a shift 
register of length v, with M-state storage lements, when any M-ary sequence 
is the input; see for example, the (3, 1) shift register of Fig. 5a. 
DEFINITION 2. An (M, v, n) trellis code consists of an (M, v) trellis with 
n channel symbols assigned to each branch. The rate of such a code is defined 
as r = n -1 In M hats/symbol, or r b : n -1  log 2 M bits/symbol. A (3, 1, 2) 
trellis code is illustrated in Fig. 5b. 
I I a 3-STATE TERNARY ~ MEMORY INPUT ELEMENT 
O0 O0 O0 O0 
II I I  II 
FIe. 5a. (3, l) shift register; (b) (3, I, 2) trellis cod%'(binary channel). 
DEFINITION 3. An (M, v, n) random trellis code is an (M, v, n) trellis 
code in which every channel symbol on every branch is chosen independently 
at random according to some probability distribution p ~ { pc,  1 ~ k ~ K}. 
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Or we may speak of the ensemble of (M, v, n) trellis codes, meaning the set 
of all (M, v, n) trellis codes with the probability of each induced by the 
probabilities { Pk} of the individual channel symbols. 
When M = q~, the (M, v) trellis structure is precisely that of a rate-kin 
nonsystematic convolutional code over the field GF(q) with k equal constraint 
lengths vi = u, 1 <~ i <~ k. Most of our results probably can be extended 
easily to trellis structures corresponding to unequal constraint lengths. It is 
harder, however, to handle systematic odes [Bucher and Heller (1970)], 
or in general any code in which some channel symbols depend on fewer 
shift-register inputs than others. 
We also observe that codes in this ensemble are neither linear nor time- 
invariant. The principal results below (those for 0 ~< p~ ~< 1, or Rcomp ~< 
R ~< C, where only pairwise independence is needed) can be obtained with 
ensembles of linear trellis codes (Viterbi, 1967) and even with periodically 
time-varying linear trellis codes (Massey, 1967). On the other hand, there has 
been no success to date in proving similar esults for time-invariant ensembles. 
The bound on error probability is as follows. 
THEOI~EM 1. [Yudkin (1964)-Viterbi (1967)] The probability of error per 
unit time for an (M, v, n) random trellis code with maximum-likelihood decoding 
satisfies 
er(#) ~</£1 exp -- nvEo(p), (6) 
where K 1 is a constant independent of v, Eo(p) is Oallager's (1965)function 
Eo(,O ) = - - ln  X [V  +, ~am+,l] 1+'> s [~ .t"k.r.ik j (7) 
and p is any parameter satisfying 0 ~ p <~ 1 and p < Pr , where p~ is the param- 
eter that satisfies r = Eo(p~)/p~. Consequently, for some particular code in the 
ensemble these bounds are also satisfied. 
This bound is proved in the appendix whenPr(g °)is taken as the probability 
that an error event begins at any given time. It is not hard to show that a 
similar bound (same exponent, but slightly larger coefficient K1) holds when 
Pr(d ~) is taken as the symbol error probability, and that there exists a particular 
code in the ensemble for which the bound on symbol error probability is 
satisfied. 
For any given rate r, we define the (fixed-p) convolutional code exponent 
e(r) as the least upper bound to Eo(p) such that 0 ~< p ~< 1 and p < p~, 
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given a particular input probability distribution p. (The best exponent would 
be obtained by maximizing over all p; we shall omit this nicety. For many 
common symmetrical channels the best p is obvious; for example, the 
equiprobable distribution p = {p~ = l /K,  1 ~ k <~ K}.) Then for any 
E > 0, Pr(•) ~< K1 exp --nv[e(r) - -  el. I t  is easily shown [Gallager (1965)] 
that Eo(p) decreases with decreasing p, while Eo(p)/p increases with decreasing 
p. Hence for r >/E0(1 ) ~ Reomp (the computation cutoff rate), the greatest 
Eo(p) is obtained by maximizing p; parametrically, therefore 
e = eo(p~); 
(s) 
r = Eo(Pr)/Pr , 0 ~ Pr ~ 1 (r ~ eo(1 ) = Reomp ). 
As Pr ~ O, e --* O, while r -~ Cp (the fixed-p capacity of the channel). For 
r ~ E0(1 ) = Reomp, the maximizing p is 1: 
e(r) = E0(1), 0 ~< r ~< E0(1) = Rcomp • (9) 
Hence in general e(r) is horizontal at value Rcomp from r = 0 out to r = Reomp; 
e(r) decreases to 0 at r = Cp, intersecting the r-axis at Cp in general with 
finite nonzero slope. 
We plot e(r) in Figs. 6a and b for a binary symmetric hannel with crossover 
probability p - - .01  ({Pk} = {1/2, 1/2}), and for a "very noisy channel" 
(Reiffen, 1963), in which Eo(p) -~ Cp/(1 + p). 
We now consider the block codes obtained by terminating the trellis code. 
DEFINITION 4. An (M, v, n,-r) terminated trellis code is an (M, v, n) 
trellis code in which the M-ary input sequence consists of T - -  v time units 
with arbitrary inputs, followed by v time units with fixed inputs, and the 
channel symbol sequences (code words) are truncated to the corresponding z 
time units. 
Remark. There are M *-" different code words of length n~- channel input 
symbols in an (M, v, n, T) terminated trellis code. The code is therefore 
a block code of length N = nr = nv/O and rate R = r(1 --  0), where 0 zx v/-r. 
Theorem l then has the following corollary. 
COROLLARY. For any 0 in the range 0 <~ 0 <~ 1, r in the range 0 <~ r <~ C, 
and e > O, there exists a block code of length N and rate R = r(1 --  0) with 
block error probability satisfying 
Pr(#) ~ KIN  exp --NO[e(r) - -  el. (10) 
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a 
.7?- .91 
r b =- Rcomp C 
RATE (in bits) 
C/2 
.E 
Rcomp=C/2 C 
RATE (in nats) 
FIG. 6a. Convolutional error exponent for binary symmetric hannel, p = .01; 
(b) Convolutional error exponent for very noisy channel. 
Proof. Choose a random (M, v, n, .r) terminated trellis code of rate r, 
length r = N/n,  and constraint length v = 0r; by the union bound, the 
probability of error per unit time over all such codes for all ~- --  v information 
times satisfies 
Pr(#) ~< (~ -- v) K 1 exp --nvEe(r) - -  el. (11) 
(We neglect diophantine constraints ince we are interested only in asymp- 
totics.) Choose any code in the ensemble satisfying (11). Bounding (7 -  v) 
crudely by N and substituting nv = n'rO = NO, we arrive at the corollary. 
Q.E.D. 
Now define the block code exponent E(R, O) as the least upper bound to 
Oe(r) for R ~ r(1 - -  0). As 0 ranges from 0 to 1 with R fixed, E and R are 
parametrically given by E ~ Oe(r), R ~ r(1 --  0), which is a straight line 
from [e(r), 0] to [0, r], as illustrated in Fig. 7. Repeat his construction for each 
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point on the e(r) curve; every point on the resulting family of straight lines 
gives a realizable combination of E and R. Hence, we define 
E(R) -~ max Oe(r) 
r,O:R=r(1--O) 
= max(1 - -  R/r)e(r). (12) 
FIG. 7. 
of rate r. 
1 N BLOCK ERROR !\ / 
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Block code error exponents obtainable from terminated trellis codes 
Geometrically, E(R) is the least upper bound to all the straight lines, as 
illustrated in Figs. 8a and b for the binary symmetric and very noisy channels. 
It  is clear from the picture that E (0)= E0(1 ) = Reomp, that E(R) 
Eo(1 ) - -  R for some range of rates 0 ~< R ~< Rerit, and E(R) --~ 0 as R -+ C, 
approaching C at zero slope. 
We call this graphical construction of the E(R) curve from the e(r) curve 
the concatenation construction, since it first appeared in the construction of 
error exponents for concatenated codes (Forney, •966). [More recently the 
same construction has appeared in the work of Ziablov (•97•) and lustesen 
(1972).] It  is easy to see that we can go the other way to construct e(r) from 
E(R) by drawing tangents to E(R), completing the rectangles of which the 
tangents are the diagonals, and connecting the points at the upper right 
corners of the rectangles; we call this the inverse concatenation construction. 
We observe that only the portion of the e(r) curve for r ~ Reomp is needed 
to construct E(R). In this range we can substitute the parametric relationships 
e(r) = Eo(p~ ) and r = Eo(p~)/pr for 0 ~ p~ ~< 1 in (12), obtaining 
E(R) = max Eo(p~ ) -- p~R. O~p~.~l (13) 
This will be recognized as Gallager's expression for a random (unexpurgated) 
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Fro. 8a. Concatenation construction ofE(R) from e(r) for BSC, p = .01; (b) con- 
catenation construction of E(R) from e(r) for very noisy channel. 
ensemble. Thus we have proved a theorem asymptotically equivalent o 
Gallager's (1965) celebrated coding theorem. 
THEOREM 2. For any p and any E > 0, there exists a block code of length N 
and rate R with block error probability satisfying 
Pr(6 °) ~ K1N exp --N[E(R) --  ~], (14) 
where 
E(R) = max Eo(p) -- pR. (15) 
0~<p~l 
The remarkable point is that we have restricted the structure of the block 
code to be that of an appropriately terminated trellis code, without any loss 
in error exponent. 
For rates Refit ~ R ~ C, it is known that the block code exponent E(R) 
is asymptotically correct, in that the sphere-packing bound (Shannon, 
Gallager and Berlekamp, 1967) shows there can be no block code with 
Pr(g) ~< K exp --N[E(R) + E] for any E > 0 and arbitrarily large N. Con- 
238 o. DAVID FORNEY, JR. 
sequently, for R >~ Rcomp , the convolutional code exponent must be tight 
as well, else by proper termination we could obtain an inadmissible block code 
exponent, as is clear geometrically. In other words, the inverse concatenation 
construction proves: 
THEOREM 3. [Viterbi (1967)] For any constant K, any ~ > 0, and any 
r ~ E0(1 ) = Reomp, there exists Some v such that 
Pr(6 ~) > K exp --nv[e(r) + ~] (16) 
for every (M, v, n) trellis code of rate R, where we assume the distribution p
that maximizes e(r). 
The block code bounds for R ~ Rein are known to be asymptotically 
correct for the random ensemble (Gallager, 1973); similarly we can show 
for the random ensemble that the convolutional code bounds for r ~ Reomp 
are asymptotically correct, since the probability of error between two randomly 
chosen words [say the correct path and any possible error event of shortest 
length n(v + 1)] is 
Pr(6 ~) ~ exp --n(v + 1) Reomp • (17) 
Better results are possible for more restricted ensembles. For block codes, 
the "straight-line" (Shannon, Gallager and Berlekamp, 1967) and "expur- 
gated" (Gallager, 1965) bounds are upper and lower bounds to the error 
exponent that agree at R -- 0. For convolutional codes, the "straight-line" 
upper bound translates by the inverse concatenation construction into an 
upper bound on the convolutional code exponent (Viterbi, 1967); Viterbi and 
Odenwalder (1969) have been able to develop the convolutional-code analogue 
of the expurgated exponent for a class of symmetric binary-input channels, 
but the general result is lacking. 
We have now seen that when terminated injust the right way, an optimum 
trellis code is also an optimum block code. "Just the right way" means at the 
point at which the straight line of slope --Pr going from [E0(p~), 0] to [0, r = 
Eo(p~)/p~ ] is tangent to the E(R) curve. It is easily shown that E(R) has slope 
--p~ at R = Eo'(p~); hence, we should choose 
Oct u = 1 P~E°'(P~) (18) 
Eo(p~)  
to obtain 
R = (1 - 0crl0r = Eo'(pr); 
E(R)  = Oc~i~Eo(pr) = Eo(p~) - -  p~Eo%) ,  
(19) 
O~p~l .  
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As Or --* 0, 0crit --+ 0; while as pr --+ 1, 0crit ----> 1 - -  Rcrit/Rcomp •At Pr = 1, 
or r = Reomp, all 0 in the range 1 - -  Rcrit/Rcomp ~ 0crit ~ 1 give points 
on the upper block envelope. For convolutional code rates r < Reomp, the 
only "right" termination is with 0erit = 1. 
It  turns out that most of the action in trellis codes occurs with error 
events of length near the length of the block code obtained by terminating 
the trellis code as above. We call this length Nerit: 
Noru = n~/Ocru 
t nvE°(P" )- - - ,  , 0 <~ Or < 1 (r > Rcomp); 
= t Eo(p~) - o~Bo (o~) (20)  
(nv, pr > 1 (r <Rcomp ). 
At  r = Rcornp, there is a range of possible Nerit: 
Rcomp 
nv ~ Ncr i t  ~ nv Reom 0 __ Rcri  t , Dr = 1 (r = Rcomp ). (21) 
Note that as Pr --> 0, r -+ C, Ncrit -+ o0. For r >/ C, we define Ncrit = oo. 
Nerit is plotted as a function of r in Fig. 9. 
We shall now show that most error events have lengths approximately 
equal to Ncrit • Let Pr,(d ~) be the probabil ity per unit time of an error event 
of length exactly r time units. Clearly, by the union bound, the  total proba- 
bility of error per unit time is bounded by 
er(#)  ~< ~] Pr~(g). (22) 
r--v+l 
The following theorem is proved in Appendix A. 
THEOREM 4. The probability per unit time of an error event of length r 
time units in an [M, v, n] random trellis code is bounded by 
= exp - -  nve[(1 -- O)r]/O, (23) 
where 0 = r/v and E(R) is the block code error exponent defined in (15). (This 
result is the same as for a block code of length nr and with M "-v code words.) 
We have already observed that the straight line [Oe(r), (1 - -  O)r] is tangent 
to E(R) when 0 ~ 0eriG hence 
Oeri,e(r) = E[(1 - -  0era)r]. (24) 
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Geometrically it is clear that for R > Rerit ,  where the E(R) curve is strictly 
convex [Gallager (1965)], any straight line tangent o the E(R) curve lies 
strictly below the E(R) curve except at the point of tangeney. By examining 
all cases individually we can show: 
LEMMA 2. For any p, for any r ~ C, and any O ~ Oerit, 
E[(1 - -  O)r] > Oe(r). (25) 
Now, with Lemma 2, we return to the union bound summation of (22). 
There is one term in the sum, corresponding to ~- = v/Oerit, or nr = Nerit ,  
such that the bound on Pr,(6 ~) is 
exp --nvE[(1 -- Oern)r]/Oerit = exp --nve(r). (26) 
By Lemma 2 all of the other terms are bounded by 
exp --nv[e(r) + 3] (27) 
for some 3 > 0. Thus on the one hand we have an alternate proof of 
Theorem 1; while on the other we have the following interesting theorem. 
THEOREM 5. As v --+ o% for any ~ > O, and any r, 0 <~ r ~ C, the 
probability that with an (M, v, n) random trellis code an error event will have 
length n-r channel symbols outside the range Neri* - -  nve <~ nr ~ Nerit +nve  
goes to zero. 
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Proof. By Theorem 4 and Lemma 2, for any • > 0, if [ 0 --  0eri* I ~ e, 
then 
er,(#) ~ exp --nvE[(1 -- O)r]/O = exp --nv[e(r) q- 8J (28) 
for some 8 > 0. By Theorem 3 and the remarks thereunder, we know that 
for the random ensemble Pr(ff) is asymptotically equal to exp --nve(r) for 
0 ~ r ~ C. Hence the fraction of error events of length ~ satisfies 
Pr~(g) 
Vr(ff~ ~ exp -- nv[~ + 0(1)], (29) 
where 0(1)  ~ 0 as  v --~ ~.  Hence, as v ~ ~ the fraction itself goes to zero. 
Q.E.D. 
Asymptotically, therefore, the actual error events are thus all of length near 
Ner i t  . Note that for r < Reomp, only the shortest error events (corresponding 
to single input sequence rrors) are likely to occur; while for r just slightly 
greater than Reomp, error events of considerably longer length 
nvReomp/(Reomp -- RcriO 
are favored. Only for rates in the vicinity of Rcomp are a range of lengths of 
error events likely. 
The sharper bound of Theorem 4 can be used to prove the following 
theorem for codes terminated at shorter than the optimal ength. 
THEOREM 6. I f  a random trellis code is terminated at length n-c ~ Neri~ 
to become a block code of length N = nr and rate R = (1 --  v/-c)r, then 
Pr(@) ~ KN exp - -NE(R).  (30) 
This means that any termination that is shorter than optimal still gives an 
optimum block code. Theorem 6 gives improved block code exponents for 
terminated trellis codes of low rates, illustrated in Fig. 10, which is to be 
compared with the straight line of Fig. 7. 
Note that for r ~ C, Neri, = ~,  hence Theorem 6 always applies; there- 
fore an optimum block code of any rate R ~ C can be obtained from a 
terminated trellis code of any rate r ~ C. The so-called sliding parity-check 
codes are binary trellis codes of rate (in hats per symbol) r = in 2 > C; 
these codes were once (Elias, 1956) the most highly structured block codes 
for which Gallager's coding theorem could be proved, and are quite similar 
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Fro. 10. Improved block code exponent for short terminated trellis codes. 
to cyclic codes. In this light these results are generalizations of the sliding 
parity-check code results to much broader classes of trellis-structured codes. 
Block code enthusiasts have objected to comparing the convolutional code 
exponent e(r) to the block code exponent E(R), since the one must be multi- 
plied by nv and the other by N to get error probability bounds. Certainly one 
could easily get a very large exponent Eh(R), say, such that Pr(g) 
exp --hEh(R), if h were taken as Planck's constant. So we must be sure that 
the exponent has some operational significance. The objection that a convolu- 
tional code requires more than nv symbols of memory is valid; indeed, we 
show in Appendix A: 
THEOREM 7. I f  final decisions on code symbols at time t are forced at time 
t -~ r, then the additional error probability due to premature decisions is bounded 
by 
Vr(~) ~ exp --n.rE(r), (31) 
where E(r) is the block code exponent at the convolutional code rate r, and nr 
is the "decoding constraint length" in channel symbols. 
A eonvolutional code and a block code with the same decoder memory 
N = nT and rate R = r thus have comparable rror probabilities. In partic- 
ular, if N = nv (the decoding constraint length equals the encoding con- 
straint length), no improvement over block codes is observed. 
What seems more significant, however, is the total complexity of the decoder. 
A maximum-likelihood block decoder of an (N, R) block code requires likeli- 
hood evaluations for exp NR words; hence we define its complexity G as 
proportional to 
G ~-~ exp NR; 
N ~-~ In G/R. (32) 
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On the other hand, the complexity of a convolutional maximum-likelihood 
decoder is, as we have seen, only about 
G ~ M ~ = exp nvr, 
SO 
nv ~ In G/r ,  
(33) 
(34) 
due to the greater structure of trellis codes. Rewriting the error probability 
bounds in terms of G, we have 
Prbloek(E) ~ exp -- NE(R) 
,~ G-E(g)/R; 
Preonv(d °) ~ exp -- nv e(r) 
~, G-e(r)/r. 
(35) 
In other words, at the same rate r = R and for the same decoder complexity G, 
a convolutional decoder has a lower error probability since e(r) > E(R). In  
either case, however, error probability decreases only algebraically with 
decoder complexity. 
Equation (35) can be put in another form which is highly suggestive, in 
view of known results on sequential decoding complexity: 
Preonv(d ~) ~ G -°', 0 ~ p~ ~ 1, (36) 
where pr is defined by r --- Eo(pr)/p~. Another easily remembered form is 
Preonv(#) ~ M-~% 0 ~ p~ ~ 1. (37) 
Now we consider list decoding. For block codes, a list-of-2 decoder has 
list decoding error probability (Ebert, 1966), 
where 
Prbloek(@2) ~ exp --NE2(R), 
E2(R) = oma~2[E0(e) - -  eR]; 
(38) 
in other words, the same as with maximum-likelihood decoding except hat 
p is allowed to range up to 2. The curve Ez(R ) is therefore the same as E(R) 
in the range Rerit ~< R ~ C ,  but larger for R < Refit, the final section 
being a straight line of slope --2. In Appendix A we show 
(39) 
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THEOREM 8. The probability of error per unit time for an (M, v, n) random 
trellis code with list-of-2 maximum likelihood ecoding satisfies 
Pr(g2) ~< K 2 exp --nvEo(p) , (40) 
where K 2 is a constant independent of v, Eo(p) is as in (7), and p is a parameter 
satisfying 0 <~ p <~ 2 and p < Pr , where r = Eo(p~)/p~ . 
Consequently, the list-of-2 block and convolutional exponents are related by 
the concatenation construction, as illustrated in Fig. 11 for the very noisy 
FIG. 11. 
C0NV0LOT'0 .AL 
List-of-2 decoding exponents for very noisy channel. 
channel. There is every reason to expect that, as in the block code case, 
a similar list-of-L eonvolutional code exponent, for 0 ~< p ~< L, may be 
obtained by the techniques of Appendix A (and a lot of bookkeeping). 
Our final topic is free distance. In Appendix A we consider (M, v, n) 
random trellis codes with {Pk = 1/K, 1 <~ k ~ K}, and show that: 
THEOREM 9. There exists an (M, v, n) trellis code with rate r ~- In M/n 
and dtree,t =Snv,  provided that there is some o~ >~ 0 such that 
r < lnK- -  ln [ (K - -  1) e -~ + 1]; 
3 < c~-l{ln K --  ln[(K --  1) e -~ + 1]} --  In Ka/omv, 
(41) 
where Ka is a constant independent of v, and dfree.~ is the minimum Hamming 
distance between any possible error event in the incorrect subset St and the 
correct path. 
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Asymptotically, we may neglect the term involving Ka and replace the 
inequalities by equalities to obtain 
= ln (K - -  1) - -  ln(Ke -~-  1), 
r 
8°(r) = ln (K - -  1) - -  ln(Ke -~-  1) " 
(42) 
The derivation can be strengthened to show that practically all (M, v, n) 
trellis codes have dfree ~'~ 8g(r) nv for v large. 
For the binary case, we obtain 
Y 
8g(r) = _ln(2e_,. - 1) 
rb 
--log~(21-r~ - 1) ' 
(43) 
where rb = r / ln 2 is the convolutional code rate in bits per channel symbol. 
By simple algebraic manipulations this may be put in Costello's (1974) form: 
ro(1 --  2rb -1) 
8g(rb) = a~(1- -2rb  -1 )+r~-  1 (44) 
where W(x) ~ - -x  log 2 x --  (1 --  x) log2(1 --  x). (Costello actually proved 
this result for an ensemble of periodically time-varying convolutional codes.) 
We leave as an exercise for the reader that the concatenation construction 
applied to 3g(r) gives the Gilbert lower bound 8afRo) (4  dmin/N) to the 
minimum distance dmin of the best block code of rate Ro (bits/symbol) 
and length N, which is the tightest (asymptotic) lower bound known. 
Hence again we can construct asymptotically optimum block codes 
in a minimum-distance sense from properly terminated trellis codes. 
Figure 12 shows the block and convolutional bounds for the binary 
case (K = 2). The discrepancy is vast, especially at high rates; at r b = Rb = 
1/2 for example, 8a(1 /2 )= .11, while 8g(1/2)= .393; even at Rb = .99, 
where 8c(.99) = .001, 8g(.99) = .138. In fact, 8g(rb) approaches 0 as ro -~  1 
with infinite slope. Minimum distance or free distance tends to govern 
performance on dean channels, or channels operated well below channel 
capacity; we see that much more distance is available at high rates with trellis 
than with block codes, if we fix nv = N. 
To obtain upper bounds on the free distance of trellis codes, we apply the 
following lemma. 
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FIO. 12. Asymptotic bounds on distance vs rate for binary codes. 
LEMMA 3. For any (M, v, n) trellis code and any ~- ~> v + 1, dfree is not 
greater than the minimum distance of the best block code of length nr with M ~-~ 
code words. 
Proof. I f  we terminate the trellis code with any v fixed symbols after r - -  v 
information symbols, we get a set of M *-~ code words of length m-, which 
can be taken as a block code. Any two code words differ by at least one 
possible error event, and any possible error event has Hamming distance 
from the correct path at least dfree • Hence, for this block code drain/> dfree; 
but drain cannot exceed the minimum distance of the best block code with 
these parameters. Q.E.D. 
Any known upper bound on block code minimum distance may be used in 
combination with the above lemma to bound dfree. The Elias bound 
(Berlekamp, 1968) is the tightest known asymptotic bound, 1 although for 
short codes some tighter bounds are known (Layland and McEliece, 1970). 
The Elias bound says that for sufficiently large N, any e > 0, and any A in 
the range 0 <~ A <~ (K -- 1)/K, if 
RE = logs K - -  A log~(K - -  1) - -  ~(A) ,  (45) 
then 
A 
dmin/N ~< K-  1 (2 - -  KA) + E. (46) 
Hence we have from Lemma 3: 
1 Levenshtein (1973) has recently announced an improvement of the Elias bound. 
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THEOREM 10. For any E > 0, and any 6 and 8 in the ranges 0 < A < 
(K-l)/KandO<8<I,f OY sufficiently large v every (M, v, n) trellis code 
with rate 
1% M Yb = ~ = & [log, K - X Iog,(K - 1) - Z(h)] (47) n 
satisjes 
dfF?e 1 s=-- 
nv % K-l [ 
--!L (2 - Kx,] + E. 
Proof. Terminate with r = v/e; then 
R, = 2 (T - V) log, M 
= (1 - B)Yb 
= log, K - X log,(K - 1) - X(h). 
By the Elias bound for E’ = 8~ and for sufficiently large N 
resulting block code has 
&in < ~7 K _ 1 h (2 - KA) + ndk. 
Hence by Lemma 3 
(48) 
(4% 
= v(n/d), the 
(50) 
(51) 
Q.E.D. 
Geometrically, the Elias bound for convolutional codes BJT~) is simply 
obtained by the inverse concatenation construction from the Elias bound for 
block codes 6,(R,). Analytically, it is rather messy. It can be shown that with 
the definitions 
R,(h) = log, K - h log,(K - 1) - Z(X); 
‘dx) = K _ 1 -&- (2 - KA); 
t2?,(A) = --Iog,(K - 1) + log, x - log& - A); (52) 
%dX) = K _ 1 L(l - Kh), 
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we have parametrically 
r~(;~) : R~(a) e~E(a) - ~(a) ego(h) 
~(a) 
e~E(a) 
~o(~) _ - - r~(a)  eRo(a) ' 0~<t~- -  
K- -1  
K 
(53) 
As A --~ 0, rv(A) --~ log 2 K and 8e(A ) --~ 0, while as A -~ (K --  1)/K, rb(A) --~ 
(K -  1)//~ In 2 and Be(A)--~ (K -  1)/K. For rb ~< (K -  1)/K In 2 bits/sym- 
bol, we find that 8~(rb) is constant at (K  -- 1)/K. 
In summary, whether we are talking about upper or lower bounds, error 
probability or free distance, the block and convolutional exponents are related 
by the concatenation construction; the reason is that a properly terminated 
trellis code is an optimum block code. 
APPENDIX A: ASYMPTOTIC BOUNDS FOR RANDOM TRELLIS CODES 
Asymptotic bounds are inevitably exercises in applied mathematical 
technique. There is poor technique and good technique; generally one strives 
for a technique which is mechanically simple, so that results are obviously 
correct, as well as notationally clear, so that some sort of intuition can be 
developed, but at the same time of general applicability, so that the similarities 
between different problems can be seen, and new problems successfully 
attacked with a familiar ecipe. 
The techniques we shall use here and in the succeeding paper are out- 
growths of Gallager's (1965) bounding techniques for block codes, modified 
by the configuration-counting seemingly required by the more complicated 
topology of convolutional codes. The first step, originated by Shannon, is 
to consider a random ensemble of codes rather than a single code. The 
second step, owing much to the M.I.T. school of Chernoff-bounders, is to 
bound a probability by an average of exponentially weighted functions of 
the correct code word, the received word, and the other code words. The 
third step, extending Viterbi's (1967) successful approach, is to break up the 
bounding expression into subexpressions all characterized by the same 
topological configuration. Step 4 is the application of a lemma summarizing 
Gallager's (1965) bounding procedure. In Step 5, when necessary, HSlder's 
inequality is used to reduce the bounds to expressions involving Gallager's 
function Eo(p). The final step is to determine the ranges of the parameters for 
which a sum of the bounds over all configurations is convergent. 
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In this appendix we shall illustrate the approach by deriving Theorems 1, 
4, 6, 8, and 9 of the text. Part II I  contains aderivation of the Falconer (1966)- 
Savage (1966)-Jelinek (1969) bounds on computational effort with sequential 
decoding, using a similar approach. The major results are not new, and none 
is unexpected, but we hope to unify and improve on the accessibility and 
clarity of the convolutional coding literature. 
We shall first do the bounds for ordinary maximum-likelihood decoding 
(Theorems 1, 4 and 6). Next we attack list-of-2 decoding (Theorem 8) where 
the full machinery becomes necessary. The last part of the appendix does 
the free distance bound (Theorem 9). 
Proof of Theorems 1, 4 and 6. Step 1. Define a random ensemble. This 
was done in the text; Definition 3 defines the ensemble of (M, v, n) random 
trellis codes with which we shall work. 
Step 2. Obtain a bound of the moment-generating function form [~2 e~r] °. 
In this case first consider the event 6~ 1 that an actual error event starts at 
time t. With maximum-likelihood decoding, d~ 1 can occur only if for some 
path y' in the time-t incorrect subset S t which remerges with the correct path 
at time t -{- 7, 
--ln[Pr(z [ y')]'t +" ~< --ln[Pr(z [ y)]~+', (54) 
where the brackets indicate truncation to the time spanned by the error event. 
We define 
Pr(z [ y') it+, 
F(y') A In [ 
n(t+~) 
= ~ A(yi ,z i ,y i ' ) ,  (55) 
i=nt+l 
where 
, Pr(z~ ]Yi') 
,~(y,, z , ,  y, ) =~ In pr(z, I y,) (56) 
~1 can occur only if F(y') >~ 0 for some y' ~ St • Long practice and minimal 
intuition then suggest consideration of the quantity Ttl(~, p) defined by 
Ttl(%p) = e ar(,') , 0 ~a,  0 ~O ~ 1, (57) 
t 
where a and p are parameters which will later be optimized within the ranges 
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indicated. The sum is over all paths in the incorrect subset; if -P(y') ~> 0 for 
at least one y', then for that y', exp aF(y')  ~> 1, hence the sum equals or 
exceeds 1 and the sum to the oth power is lower bounded by l. In brief, if 
d~, 1 occurs, Ttl(~, p) ~> 1. Consequently, 
Pr(~t 1) ~< Ttl(c~, p) --  ear(, ) , 
t 
(58) 
where the overbar indicates an average over the ensemble of all code choices 
and selection of the correct path, as well as the channel transitions. This 
bound now has the desired form. 
Step 3. Configuration-counting. The configuration C of a set of n paths 
in the code trellis is simply their topological relationship, and is specified by 
the times at which the different paths start, stop, diverge and merge. 
The configuration of any single possible error event and the correct path 
is completely described by the two times t and t + ~- at which the error event 
diverges and remerges with the correct path, as indicated in Fig. 13. We let 
t t+r  
FIa. 13. Configuration of the correct path and one possible rror event of length 
time units; r ~> v + 1. 
Ct, stand for the set of all possible error events which start at time t and end 
at time t -b- ~'. 
Next, we shall need to know the number I C[ of n-tuples of paths all 
having the same configuration C, when the correct path has been specified. 
Ingenuity and effort can usually be made to yield the exact answers through 
generating-function techniques (Viterbi, 1971), but for asymptotic analysis 
the crudest bounds suffice. 
For configurations Ct, of the type of Fig. 13, for any t and ~-, and for any 
correct path, the last v inputs on the incorrect path must be equal to the 
correct path inputs in order for merger to occur at time t -/- ~-. The remaining 
~- --  v inputs can take on at most M y-" values, so 
[ Ct,  I ~ M . . . .  exp nr(~- - -  v). (59) 
Now we return to the bound of Step 2, and break the summation up into 
separate summations over each of the configurations C containing possible 
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error events. In this case these are the configurations Ct,~ of Fig. 13 for 
T/> v + I, so we write 
~=v+l y 'e Cry 
By use of Jensen's inequality [(~ al) ° ~ ~ aft, p ~ 1], we obtain 
7=V+1 ' ~- 7=v+l 
where Tl,(a, p) is implicitly defined above. 
We observe at this point that the bound 
Pr(g~ 1) 4 ~ T~(~,p); 04~,  04p41,  (62) 
¢=v+1 
would remain true if we allowed ~ and p to take on different values for each 
configuration. This is essentially what we do in the text in the akernate proof 
of Theorems 1 through 4. 
Step 4. Apply Eemma A3. Below, we prove this general lemma, which 
is the essential step in reducing configuration-dependent bounds to usable 
form. For now, we merely state a special case that applies to configurations 
I C~, I of the type of Fig. 13. 
LEMMA A1.  
T~(a, p) ~ e ~r(y') 
YP t~" 
I C~, 1" exp -- n'rEo( % p), (63) 
where nr is the total length of the possible error events in the configuration C~ 
and 
j \ ' - '~ j~ ] J 
[? = -lnZZp p   o . (64)  
(The function Eo(~ , p) appears as an intermediate step in certain derivations 
of the block code error exponent and is equivalent to a function which is 
appeared in bounding the trade-off between erasures and undetected errors 
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in (Forney, 1968). It is easily shown that the choice of u = 1/(1 + p) gives 
the tightest bound, namely Gallager's function 
E0(p) = -- in ~/~[V ~k  ~/I~+°)]~+°j . (65) 
With this choice of ~, we have 
T~.~(a, p) ~ ] Ct. ~ [p exp -- n~-Eo(p). 
More generally, we can state the following lemma. 
(66) 
LEMMA A2. Let the configuration Ct, be any set of pairs of correct path y 
and incorrect paths y', with each incorrect path unmerged with the correct path 
from time t to time .r; let the number of such incorrect paths be I Ct~ I. Then the 
probability of the event 67 that [F(y')]~ +7 >~ O for some y' in Ct~ is bounded by 
Pr(St~) ~ j Ct~ l° exp --nrEo(p), (67) 
where p is any parameter in the range 0 ~ p ~ 1 and Eo(p) is Gallager' sfunction. 
Proof. 
t'r 
since if F(y') /> 0 for any y' e Ct,, T~,(a, p) ~ 1 for ~ >~ 0. But 
T~(a, p) ~ ] Ct, ]o exp --  nTEo(P) (69) 
as we have just seen by use of Lemma A1 with the substitution c~ = 1/(1 + p). 
Q.E.D. 
When optimized over p and p, Lemma A2 is Gallager's coding theorem 
for random block codes. 
Now to get Theorem 1, we use Lemma A2 in (62) to obtain 
er(e D ~< y, T~.(~,p) 
~'=v+l 
i M(~-" )°exp-  mEo(p) 
7=v+l 
~=v+l 
K 1 exp -- nvEo(p) , 0 ~ p ~ 1, r < E0(o)/p , (70) 
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where 
e-nEo(O) 
/£1 : 1 --  e-"[Eo (°)-°rl (71) 
and we have used (59), (69), and r = n - i  in M, and assured a convergent 
series by r < Eo(p)/p. If  we define Pr by Eo(pr)/pr = r, and use the fact that 
Eo(p)/p is strictly monotonically decreasing with p (Gallager, 1965), so that 
p ~ pr implies Eo(O)/p > Eo(pr)/pr , then we may replace r ~ Eo(p)/p by 
p < p,.  This is Theorem 1. 
Theorem 4 results in the same way from substitution of ] C** [ ~< M "-v = 
exp n(~- - v)R into Lemma A2, and optimization over p in the range 0 ~ p ~ 1. 
In  the bound of Theorem 1, we have let r range to infinity since the bound 
is dominated by its first term when r < Eo(O)/p. For trellis codes terminated 
to a short length T, we sometimes get a better bound by choosing a larger p, 
so that r > Eo(p)/p and the series is dominated by its last term. We use the 
bound T ~< T and the union bound approach to obtain 
T 
Pr(~, 1) ~< Y' Pr(Et,) 
"r~v+l 
T 
, r~--oo 
T 
~< exp --nvpr ~ exp --nr[Eo(p) - -  pr], 0 <~ p ~ 1, 
~-=-co 
= K i '  exp - -nT  [Eo(O) - -  p @- -Y - r ] ,  r > Eo(o)/p, 
= K 1' exp --  nr[Eo(e) - -  oR], (72) 
where R -=r(T --  v) /T is the rate of the terminated trellis code as a block code, 
and 
1 
KI '  = 1 - -  exp --n[pr - -  E0(p) ] " (73) 
We must now find the best p to put in this bound. Define 
E(R)  = max Eo(p) - -  oR, (74) 
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and let pb be the p for which this maximum is achieved. Suppose first that 
r ~ Eo(pb)/pb , or Pr < Pb • Then we use p~ in the bound to obtain 
Pr(6 ~) ~ exp - -nTE(R) .  (75) 
Furthermore we see from Lemma 2 that E(R) ~- Eo(pb ) --  pbr(1 -~ O) >/ Oe(r) 
for all r and 0 = v/T, with equality only at 0 = 0eri, • Hence (75) is a stronger 
bound than (70) if r > Eo(pb)/po. If, on the other hand, r ~ Eo(po)/p~ , then 
since Eo(p) - -p r  is a convex function of p (Gallager, !965), we should use 
the least p for which Eo(p)/p ~ r is satisfied. But for Eo(p) = rp, 
TEo(p) -  p(T - ,.)r = p.r = .Eo(p), (76) 
so we get at best the same bounds as in (70). 
Theorem 6 of the text then follows from the observation that Eo(pb)/p~ < r 
if and only if nT < Nerit,  which we shall leave to the reader to show, and a 
union bound 
T 
Pr(e) ~< Z pr(e,1) 
4=1 
< nT Pr(#~a). (77) 
Step 5 is unnecessary for ordinary maximum-likelihood decoding. 
Proof of Theorem 8. Step 1. Again use the same ensemble. 
Step 2. For list-of-2 decoding, from Lemma 1, a decoding error can 
occur at time t only if for two distinct incorrect paths, say Yl' and Y2', the 
earlier unmerging at time t and both simultaneously unmerged with the 
correct path at some later time, we have both/~(Yl') > /0  and/~(Y2') /> 0. 
Hence [like Ebert (1966)] we consider the quantity 
p) = [ X eOr ,,( 1J 0 -<< 0 < p < l, (78) 
(yI*,Y~ t) 
where the sum is only over pairs (Yl', Y2') meeting the conditions stated. 
Evidently if two different possible error events meeting these conditions are 
both more likely than the correct path (called the event Etz), then Tt2(~, p)/> 1 ; 
so, as before, 
Pr(gt 2) ~ Tt2(~, p). (79) 
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Step 3. Configuration-counting. Whereas with ordinary maximum- 
likelihood decoding we needed to consider only one incorrect path, here 
there are two, Yl' and Y2', which makes the situation more complicated. 
Figure 14a to e show the five different ypes of configurations of the correct 
path y and two incorrect paths Yl' and Y2' which must be considered for a 
list-of-2 decoding error event, with the various diverging and merging times 
needed to describe each. 
~l tI+'q t2+r~ tl tL+'r t 
fl t2 t2+v2 tl t2 t2+r2 tl+Ti 
(C/ "~- - " /  ? I + r l J  (d) ~ 
t I S f  ~""~t2+v2 ..... t~ 
(e )%' , , .~  J i ' l+" r l  
FIG. 14a. Configuration of the correct path and two possible error events; 
• 1 >~ v + 1, T~ ~> v -? 1; (b) another such; (c) another such; (d) yet another; (e) the 
final such two-error configuration. 
We now define a time slice of a configuration as a list of which paths are 
merged with each other at any particular time. For example, for the configura- 
tion of Fig. 14c, the time slices are 
(Y, Yl', Y2'), 
(Y, Y~'), (Yl'), 
(Y), (Y~'), (Y2'), 
(Y), (Y~', Y2), 
i <~ nt l ,  and i > n(t~ + r2); 
nt 1 < i <~ nt~; 
nt~ < i <~ n(t 1 ~ rl); 
n(tl ~- ~'1) < i <~ n(t~ + r~). 
(80) 
Later we shall be chiefly interested in the number of time slices of each type 
in a given configuration. 
We earlier bounded the number ] C~, I of error events in Ct~ by M 7-v. 
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Similarly, the number of pairs of error events in configurations 14a to e are 
in each case bounded by 
I C[ ~ M "l+'=-2v = exp nr(rl -{- % -- 2v), (8•) 
where r 1 -}- r z is the total number of incorrect path branches, 2v of which are 
fixed by the two remergers. In general, if C is a configuration with rc distinct 
incorrect path branches and m mergers, then 
I c I ~ M'o-% (82) 
since each merger fixes v inputs. 
Now we return to the bound of (79) and break it up into separate summa- 
tions over each of the configurations C in the set of all configurations cg which 
satisfy the conditions of containing possible error events. First write 
T,2(~, p )= [~ ~ e ~r%', e~V%')] °. (83) 
(ylP,Y2P)~C 
Again using Jensen's inequality, we obtain 
1, 
Ce~ (yl',yg')eC Ce~ 
(84) 
where T~c(~, p) is defined implicitly above. 
Step 4. Apply Lemma A3. We now state this generally useful bounding 
procedure as a lemma. 
LEMMA A3. Let C be a configuration, and let f C I be the number of n-tuples 
of incorrect paths Y' = (Yl',..., yn,) with that configuration. Let 
F(Y') = ~ A(y,, z , ,  y;, ,...,y~,); (85) 
i 
in other words, F(Y') is a sum over all time slices of increments depending only 
on the correct path channel input, the channel output, and the n incorrect path 
channel inputs during that time slice. Let there be L different functions 
Az(k, j, hi',..., kn') appearing in the sum, with nt occurrences of the lth function. 
Then 
Tc(~, p) = ~r(r') 
I C] ° exp --  ~ nzEz(p, c,), (86) 
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where 
Ez(P'°~) = --ln {~P '~P '~[~ "'' y'p~* 1~., .... Pk# e'a~(~'~"W"'" a<')] °I 
and O ~ p ~ 1. 
Proof. The steps are basically those introduced by Gallager (1965). We 
write 
(87) 
J ~  
Tc(~, p) -- 2~ y~z Pr(y, z) _,,~c e l  Y  ~F,y,,]"., (88) 
where the caret means an average over all choices of channel inputs on 
branches not on the correct path. Then, using the moment inequality 
[Y.pia~" <~ (~piai) °, p ~ 1], we get 
[L ]o 
Tc(% p) <~ • ~ Pr(y, Z) ~r(y') 
y Z 
o 
= ~ ~ Pr(Y, z) iy~c e~r(Y') ] 
y z 
= ] C I o E E Pr(y, z) e ~r(Y')", (89) 
y z 
where we recognize I C ] identical terms in the sum. Now 
e c~P(Y') ~ eOZZitt(yt,zi,Yi ') 
= ]-I e~a~(u"~"Y"), (90) 
g 
a product of averages of independent random variables ince all events in 
different time slices are independent. Finally, 
Tc(% p) <~ C [o 2 2 Pr(y, z) ]-I eeeai(vi'zi'Yi')° 
y z i 
= C [o ]-I Pr(yi, zi) e ~ai(v*''*'~*')° 
i 
= C I°~I I~PkP '~[~ (91) 
643/25/3 -5  
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where we have again converted an average of a product into a product of 
averages of independent random variables, written out the indicated average, 
and grouped identical terms. The last equation is equivalent to the statement 
of the 1emma. Q.E.D. 
Lemma A1 follows from the observation that in Ttt~(c~, p), F(y')  = 
Z A(yi,  zi ,  Yi'), where the single type of increment is 
A(Yi, z i ,  Yi') = In Pr(zi [ Yi') 
Pr(zi ]Yi) (92) 
For the list-of-2 case, there are three time-slice types, given in Table I. 
TABLE I 
Type index I Description ~, /z~ 
caa Three paths unmerged: a ln(pj~l,pj~ ,/p~k ) 2 
(Y), (Yl'), (Y() 
cb Incorrect paths merged: 2a ln(pj~(/pj~) 1 
(Y), (Y/, Y() 
da Correct path merged with a ln(p~%,/p~r~) 1 
one incorrect: (y, yx'), (y~') 
! r We show the corresponding increments h~(yi, zi ,  Yli , Y~) and the number 
/~ of distinct incorrect paths unmerged with the correct path. 
Now, applying Lemma A3 to (84), we have 
where 
T~c(a, p) ~ I C I ° exp - -  E nzE~(o~, p), 
exp- -E~aa(%P)=ZEPkP~k EPwPw(  p~ 
j k k S' 
: 2../_~rk~Jk ~Pk'P~'k" 
j 1¢ k" 
= Eo(% 2p); 
• P,k' "~" o 
= Eo(2~ , p); 
exp --Ea.(o~ , p) = E E PkP,k [E Pk" ( p'~" t~'l °
j k ~ k" \ PY~ ! ] 
= &(~,  p). 
(93) 
(94) 
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Furthermore, we observe that the total number of incorrect path branches 
% -}- % is related to the numbers ne~ a , n~b, and naa of time slices of each type 
by 
n(r 1 + r2) = 2n~ + n~ b + na~ 
= ~ nt/, z . (95) 
Hence, from (81), 
IC]  ~<expnr(r 1+%-2v)  
= [exp --2nvr] [exp ~ nd~ff] (96) 
and we have 
T~c(a , p) ~ exp --2nvpr exp -- ~ n,[E,(% p) -- Iz~pr]. (97) 
Step 5. H61der's inequality. In general, we will use H61der's inequality 
a °b~-° [~ ~ j ~ (~,j a~)°(~j b5)1-°, 0 ~ 0 ~ 1] to reduce our exponential bounds 
to quantities involving Gallager's Eo(p) function. In this case all our bounds 
can be expressed in terms of E0(% p), so we use the following lemma. 
LEMMA A4. For 0 ~ ~p <~ 1, 
[ [ \ ap 
exp 
Proof. By H61der's inequality, 
exp --Eo(% p ) = ~ ~pkp}~ D [~p#ps~,] ~
j 1~ k' 
/ I ~p~l/(l--~p)31--ap ;l/O~laO 
/ • <. [~(~p~pj# ) ] [~ ~ _ _ (99) 
Q.E.D. 
Now examine the time slice terms in (97): 
exp[/z~aapr - -  E~aa(a, p)] 
exp[~pr  -- E~(% p)] 
exp[l~aapr -- Ea~(C % P)] 
-= exp 2pr - -  Eo(a , 2p) 
~< exp 2pr -- (1 -- 2~p)E o ( 2~p k l -  2~p/ -  2apE° (~ -)
= 8~8a2; 
= exp pr -- Eo(2 % p) 
exp pr -- (1 -- 2~p)E o( 2~p t l -eap] - -  2c~pE° (T~ 2a) 
= 8c8~; 
= exp pr -- Eo(a , p) 
~p 
~< exp pr -  (1- -  ap)Eo (l ~Pap ) - -apEo(~-~)  
= 8a8~, (100) 
260 
where 
G. DAVID FORNEY~ JR. 
or  
where 
and also 
a a =~ exp p(1 -  a) r - -  c~pE o (~_g_2_); 
8 b ~ exp p(1 -  2~)r - -  2o~pE o (~2~) ;  
8 c A exp2apr - - (1 - -2~p)E  o [  2e~p ~, 
= \1 -- 2ap]' 
(1 - ) . 
In  order for all these terms to be less than 1, we must  have 
r < E#' ) /p ' ,  
(101) 
(102) 
min{o(1 - -  a), p(1 - -  2a), 20~, pe~} > 0. (105) 
We choose ~ = 1/(1 q- 2p), whence p' = 2p. In order that (1 - -  2e 0 > 0, 
ot < 1/2, or 2p > 1. Consequently, we conclude that 
3 o ~ max{8~, 8b, 8c, 3a} < 1 if 2p < p~ and 1 < 2p ~< 2. (106) 
More precisely, with o~ = 1/(1 + 2p), we have 
3a = exp - -  (1 - -  ~)[Eo(2p) - -  2p@ 
3~ = exp (1 - -  2~) 2~ 2 [2p ~ E o (~2~)  - -  2or] 
exp (1 - -  2~) 2 [Eo(2p) - -  2pr]; 
8, = exp - -  a[Eo(2p) --  2er]; 
aa = exp _ 2 [2p 1 --~pap Eo (l_~p)~p -- 2or] 
o¢ 
exp - -  ~ [Eo(2e) - -  2pr], (107) 
I I-~ I-2°~ 2°~p ~Pl p' = max (104) 
' 2~ ' l - -2ap ' l  
p' < p, (1o3) 
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where the inequalities result from the fact that Eo(p)/p is monotonically 
increasing with decreasing p. Gallager's proof (1965), nominally valid only for 
p >~ 0, actually goes through for any p > --1; hence we do not have to 
restrict (1 --  2a) >~ 0. Consequently 
exp[#ca~pr -- Ecaa(~, p)] ~< exp --[Eo(2p) --  2or] = 32 = 3"o~a; 
exp[/x~bpr -- E,~(a, p)] ~< exp --½[E0(2p) --  2or ] = S = 3,~b; (108) 
exp[/~aapr -- Ea~(% p)] ~ exp --½[E0(2p) -- 2pr] = 8 = 3"~, 
and, using (95) and (97), 
T~(c~, O) ~< exp --2nvpr 8~%+~P, (109) 
where 
3 ~exp- -½[E0(2p) - -2pr  ] < 1 if 2 0 <pr ,  0 ~2p ~2.  (110) 
In each of the five configuration types of Fig. 14a to e, we have T 1 /> V, 
~'2 >/ V, and t I < t 2 ~ t 1 -~ r 1 . Hence for any one configuration type c~i, 
1 ~ i~5,  weget  
exp -- 2nvpr 8 nC'l+'p 
Ce~ i "rl=V 72=V ~2=~1+1 
= K exp --nvEo(2p), 2p < Pr, 0 4 2p 4 2, ( I l l )  
where 
1)8- 
K ~ (1 -- ~)3 (112) 
Summing over all five configuration types, we finally get 
Pr(St 2) ~< 5Kexp --nvEo(2e), 2p < Or, 0 ~< 2p ~< 2, (113) 
which is Theorem 8. 
Proof of Theorem 9. We recall that dfree.~ stands for the minimum number 
of symbols not equal to the corresponding correct path symbols on any path 
in a given incorrect subset, say St .  Clearly for any path y' e St the Hamming 
distance dn(y, y') between y' and the correct path y is a sum of independent 
increments: 
du(y, y') = E du(y~, y[) (114) 
i 
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where 
lO, Y~ = Yi'; 
du(yi, Yi') & 1, Yi ~ Y/. (115) 
We now seek to bound the probability that, for a given (M, v, n) random 
trellis code, dfree,t will be less than a parameter d.We let each channel input 
symbol be equiprobable, p ={Pn ~-l/K, 1 ~k  ~K}.  Consider the 
quantity 
T(a) ~- ~ e -'~a(r'), o~ >~ O, (116) 
y'~S~ 
where d(y') = dH(y , y') is the Hamming distance between y' and the correct 
path y. If any y' e S, has d(y') ~ d, then T(~) ~ e -=a, or e~aT(a) ~ 1. Hence, 
Pr(d~ee ~ ~< d) ~< e~ T(~), (117) 
where the overbar is an average over all code choices. This completes Step 2. 
Again we divide the incorrect subset S, into configurations Ct, of possible 
error events of length ~- branches, o that (116) becomes 
T(a) < ~ Z e-'~a(~')" (118) 
~r=v-]-I y'~Ci, q- 
In view of (114), Lemma A3 applies and gives 
T(c~) ~ ~ M~-~exp--nTEa(a), (119) 
~-=v+l 
where we have used I Ct.~ l ~ M~'-" from (59) and defined 
Consequently, 
Pr(dfree.~ d) ~ e ~a e . . . .  ~, 
~=v+l 
= K a e-n~[E~(=)-=a], 
e-n~[Ea(a)-r] 
r < Ea(a), 
(120) 
(121) 
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where we have defined 8 = d/nv, and Ka is a constant 
Ka ~= exp --n[Ea(~) --  r] 
1 --  exp --n[Ea(~ ) --  r] " (122) 
It  follows that if we have simultaneously 
r < Ea(c~); 
3 <Ea(~) /~- -  1.. ln Ka ,  
o~nlp 
(123) 
then Pr(d~ree,, ~< d) < 1. Hence there exists some (time-varying) trellis code 
of this description which has dfree,~ > d, and we have proved Theorem 9. 
APPENDIX  B: MAXIMUM-L IKEL IHOOD DECODING OF 
UNTERMINATED CODES 
There are only two new problems that arise with maximum-likelihood 
decoding of unterminated trellis codes: how does one get started, and how 
long must one wait before a final decision ? 
To take the second question first, let us suppose that we require a decoder 
output on the braneh at time t by t + r; in other words, the decoding delay 
is T time units, or the decoding eonstraint length is N ~ nr channel symbols. 
I f  in the Viterbi algorithm at time t + r all surviving paths have a common 
node at time t, we obviously choose the unique time-t branch; otherwise 
we choose the branch corresponding to the path terminating in the node 
with the best metric of all nodes at time t + 7. 
We say a truncation error occurs when some incorrect branch that would 
not be chosen by the maximum-likelihood decoder if N were infinite is 
actually chosen. 
LEMMA B1. A truncation error occurs only if  for some t there is an incorrect 
path y' diverging from the correct path y at time t and nowhere merged with 
the correct path before time t + ~- such that F(y')  /> 0, in the terminology of(55). 
Proof. I f  the two paths merge before time t + ~, then the maximum- 
likelihood choice survives and the other is eliminated. Q.E.D. 
Then we have 
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THEOREM 7. With an (M, v, n) random trellis code, the probability of a 
truncation error ~ satisfies 
Pr(#~) ~< exp--nrE(r),  (124) 
where 
E(r) = max Eo(p) --  pr (125) 
0~<o~l 
and Eo(p) is Gallager' sfunction. 
Proof. By Lemma A2, and bounding I C** [ by M r, we have 
Pr(g) e ,p --n Eo(p) 
= exp --nz[Eo(p) - -  pr], 0 ~ p ~ 1, (126) 
from which the theorem follows. Q.E.D. 
It follows that the probability of error due to premature decisions decreases 
exponentially with ,, and can be made negligible for large enough ~-. It  is 
asymptotically equal to the maximum-likelihood error probability when 
,e(r) = "rE(r) (127) 
or 
= e(r)/E(r); (12S) 
as we have seen in the text, this ratio is modest for r ~ Rcomp but goes to 
infinity as r ---> C. 
Now we return to the problem of getting started. Suppose at time t we just 
start the Viterbi algorithm with metric 0 at each node, and let it operate in 
the usual way. We say a resynchronization error occurs whenever the correct 
path is rejected in favor of any path that has never been merged with the 
correct path. (If it had been merged with the correct path, then the rejection 
would be legitimate.) In other words, a resynchronization error occurs at 
time t -~ ~- only if _P(y') /> 0, in the terminology of (55), for some path y' 
starting on an incorrect node and merging with the correct path for the first 
time at time t + ~-. There are M y initial nodes at time t; from each there are 
not more than M ~-~ paths merging with the correct path at time t + 7, since 
the last v information inputs must agree with the correct path inputs. Hence 
the probability of synchronization error d~s is bounded by the probability that 
among M" incorrect paths y' of length nr nowhere merged with the correct 
path there is one such that F(y') ~> 0. This is just the dual of the truncation 
error problem; again by Lemma A2 
Pr(6~) ~ exp - -nrE(r) ,  (129) 
CONVOLUTIONAL CODES. II 265 
where E(') is the block code error exponent. Thus the probability of syn- 
chronization error decreases exponentially with ~- for any r % C. The moral 
is that no special synchronization procedures are required with the Viterbi 
algorithm. 
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