In previous papers, we studied the asymptotic behaviour of S N (A, X) = (2N + 1)
Introduction
The notion of an "asymptotically measurable set" was introduced in [7] and [8] , and it was motivated by some statistical problems concerning random fields.
X n has a non-trivial weak limit for any X ∈ F if and only if A ∈ M(Z d ), this is the main property of this class of sets.
For statistical purposes, a generalization of the notion of AM set is needed. We say that a collection {A i : i = 1, ..., r} of subsets of Z d is an asymptotically measurable collection (AMC) if For instance, to be more precise, take x = max 1≤i≤r |x i |, x = (x 1 , ..., x r ) ∈ R r , and let X = (X n ) n∈Z d ∈ F be a random fields such that the following conditions hold: (i) There exists no negative numbers ρ(1), ρ(2), · · · such that, for all
(ii) There exists a sequence b(J) such that lim J→∞ b(J) = 0 and for each A ⊂ Z d , we have
(C3) For each J > 0, there exists a real number C(X, J) such that for all
(C4) There exists a bounded real function g and a sequence d(J) with lim J→∞ d(J) = 0 such that
Theorem 1.1 If A is an AM set and conditions (C1)-(C4) hold, then
where
The proof of this theorem is obtained by Bernshtein "big and small blocks" method [1] , and it is similar to the proof of Proposition 2.2 in [9] .
Some final remarks on general notation we use all along this paper:
• The weak convergence of probability measures is denoted by " w −→".
• The symbol "0"represents both, the real zero and the zero element of R d ; the context will make its meaning clear.
• N(µ, σ 2 ) denotes a Gaussian distribution with mean µ and variance σ 2 .
• card(A) is the cardinal of A.
• [x] is the integer part of the number x.
• X ≈ Y means that X and Y has the same distribution.
The central limit theorem for triangular arrays
Here we shall deal with a special case of random fields, the triangular array. A triangular array is a double sequence of random variables X N n , n ∈ Z d , N ∈ N, and the random variables in each row are independent. The purpose of this paper is to establish a CLT for weakly dependent triangular arrays. 
and let us suppose that
(ii) There exists a sequence b(J) such that lim J→+∞ b(J) = 0 and for
(H4) There exists a decreasing real function h : R + → R + such that lim x→+∞ h(x) = 0 and a real function g(J, t) such that for all fixed J > 0, g is bounded on the second variable, sup t∈R g (J, t) = g J < ∞, such that
The proof is based on the following steps:
First, constraint the problem to work with a bounded centered field, with the truncation proposed in (H2).
Then, follow Bernshtein "big and small blocks"methods, so that the sum of variables over small blocks is negligible, and the sum of variables in two different large blocks is asymptotically independent.
Proof: We consider two nondecreasing sequences of positive integer p N and q N such that:
As X N,J is a stationary process, by Lemma 3.1 and H2 (i)
By (3), the second term in (2) converges in L 2 to 0, therefore it is enough to prove that S N A ∩ ∆ N , X N,J converges weakly to a Gaussian law.
for each J > 0. In order to show that
we have
by (H4) and as the distance between ∆ N (ℓ) is larger than q N , hence
has the same asymptotic distribution of
These random variables are a tringular array of independents copies of S N A ∩ ∆ N (ℓ), X N,J , centered and with finite variance σ
By Lyapunov's central limit theorem if,
From (H3)
The last equation tends to 0 as N → ∞, so the Lyapunov's condition holds, with δ = 2, so (5) follows. By Lemma 3.1 we can compute σ
By the other hand
For each set A we can decompose
As the last three terms above are bounded by card (∆ N (ℓ)),
The second term in (8) converges to 0 if N → ∞, then asymptotically
, and
For N large enough such that q N > k , the second term in (9) is equal to 0, then
Since A is measurable,
Applying (H5) and (10) in (6), we have σ
In summary we proved that
From hypotesis (H2) i), r
As k∈Z d ρ(k) < ∞ and since 0 ≤ H(k, A) ≤ 1, applying the theorem of Dominated Convergence, we get that σ 2 J (A) is finite. Hence,
For arbitraty ǫ > 0, by Tchebyshev inequality and (H2) ii) 
C2) The covariance function is uniformely bounded, that is
Proof: We set X N,J n as in the theorem above, according to this theorem it is enough to show that conditions (H1), (H2), (H3), and (H4) hold.
The hypothesis (H1) and (H2) i) are direct from the fact that r
As applying Cauchy-Schwartz inequality, we have E X Applying Cauchy-Schwartz inequality and by the m-dependence, we get
