Abstract-We design a -description scalar quantizer, whose construction is based on a structure of translated scalar lattices and a lattice in 1 dimensional space. The use of translated lattices provides a performance advantage by exploiting a so-called staggering gain. The use of the 1 dimensional lattice facilitates analytic insight into the performance and significantly speeds up the computation of the index assignment compared to state-of-the-art methods. Using a common decoding method, the proposed index assignment is proven to be optimal for the -description case. It is shown that the optimal index assignment is not unique. This is illustrated for the two-description case, where a periodic index assignment is selected from possible optimal assignments and described in detail. The performance of the proposed quantizer accurately matches theoretic analysis over the full range of operational redundancies. Moreover, the quantizer outperforms the state-of-the-art MD scheme as the redundancy among the description increases.
I. INTRODUCTION
Real-time transmission of multimedia content over contemporary packet-switched networks generally requires a coding scheme that can address the effects of packet loss. Multiple-description coding (MDC) creates a plurality of descriptions of a source signal. The descriptions are embedded into packets and transmitted over a lossy network. The descriptions are mutually refinable and any subset of them can be used to reconstruct the source signal. The more descriptions reach the destination, the better the reconstruction is. This refinement property naturally requires the introduction of redundancy, which is used to adjust the tradeoff among the distortions arising from the possible description loss scenarios.
Multiple-description quantizers are the most prominent class of MDC schemes, since they are almost directly applicable in many practically relevant source coding scenarios. The first multiple description scalar quantization schemes were proposed by Vaishampayan for a two-description case [1] , [2] . The scalar schemes were extended to the two-description vector case in [3] and [4] . A symmetric K-description vector scheme was proposed by Østergaard et al. in [5] and extended to the general asymmetric case in [6] .
A majority of MDC quantization schemes is based on the construc- The literature on index assignments for MDC is vast. The first practical index assignment schemes were proposed in [1] . The design of an efficient index assignment can be formulated as a combinatorial problem [7] - [9] , a graph optimization [10] , and a transportation problem in operations research [11] . If lattices are used for MD quantization, the problem of the index assignment is also referred to as a labeling problem, where each lattice point of the central quantizer is mapped to a unique K-tuple consisting of points belonging to K respective lattice codebooks. The labeling problem was solved in [5] and [6] by exploiting properties of clean sublattices and using bipartite matching. An efficient index assignment scheme was proposed in [12] , where an auxiliary so-called fractional lattice was introduced, significantly simplifying the labeling problem. However, the index assignment was shown to be optimal only for the two-description case, and to be asymptotically optimal for K-description case. A fractional lattice was also used in [11] , where an index assignment based on a transportation model was developed. Later on, the work in [13] simplified the index assignment of [12] by relating K-tuples with lattice points in a higher dimensional space than the quantization space. In this paper, we constrain the side codebooks to be translated lattices, which, in contrast to [12] and [13] , leads to optimality of the index assignment for the general K-description case under a common decoding process.
This paper aims at designing a K-channel multiple-description scalar quantizer. The proposed quantization scheme utilizes a so-called staggering gain, which stems from a construction of translated lattices. Several practical multiple description schemes attempt to utilize this gain in a heuristic manner for a two-description scalar case [14] , a two-description vector case [15] and a K-description case with two-stage coding [16] . It has been also shown that the optimal design of convex K-description scalar quantizers results in the staggered cells of the side quantizers [17] . In our work, the index assignment exploits the staggering gain for an arbitrary number of descriptions. The staggering gain becomes considerable in the case of high redundancy among the descriptions. However, the gain vanishes as the redundancy decreases and the performance of the proposed quantizer becomes equivalent to existing schemes (e.g., [12] ). Nevertheless, the proposed K-description quantization scheme is generally advantageous, since the cases where the redundancy vanishes are of low practical importance.
In this work, we use a so-called reference lattice that resembles the idea of a fractional lattice [12] , which facilitates the design of the index assignment. A difference to the work of [12] and [11] is that the reference lattice arises from the construction of translated lattice codebooks, which utilizes the staggering gain. We show, that using the proposed reference lattice, we only need to label the central points in a reference lattice cell. Further, the labeling operation becomes straightforward by using the A K01 lattice [13] , which leads to optimal labeling strategy for any K. Thus, the labeling complexity for the proposed index assignment is reduced compared to that of [12] and [11] . In addition, the performance for the case of non-vanishing redundancy is improved.
The proposed K-description quantizer provides several advantages over existing methods. It facilitates low design and operational complexity and the generation of the index assignment can be done on-line. We illustrate these advantages by describing a two-description quantizer with a regular index assignment as an example. In addition, the proposed construction of the K-description quantizer provides analytic insight into the performance, which accurately matches the practical 1053-587X/$31.00 © 2012 IEEE performance over the full range of operating redundancies. The performance advantage over [12] is demonstrated. The high-rate performance is further evaluated by considering a distortion product [13] .
II. PRELIMINARIES
Suppose a real-valued random variable V with probability density function f V (1) is to be encoded and transmitted through K channels.
The variable is first quantized by a central quantizer A c , which is defined as a set of points on the real line . The quantization operation c = Q(V ) maps V to the nearest point in A c where c 2 A c . K descriptions of c are then produced through an index assignment scheme, one description for each channel. Formally, the index assignment is realized by an injective labeling function that maps each output point from the central quantizer A c to K points in K side codebooks, one point from each side codebook. Specifically, The number of received descriptions makes the above decoding process inconsistent. If all K descriptions are received, the inverse mapping 01 is used instead of averaging. By allowing this decoding inconsistency, the design complexity of an index assignment can be significantly reduced [5] . We use D (K;) to denote the (mean) distortion when out of K descriptions are received.
Upon specifying the decoding process, the challenge is to design an index assignment (specify the labeling function ) to achieve good performance. Optimality and simplicity of the index assignment are the two main goals in our work.
III. INDEX ASSIGNMENT
We first describe the arrangement of a central quantizer and K side codebooks. We then formulate the optimality of an index assignment. After that, we propose an optimal index assignment. We then study the properties of the index assignment. Finally, we consider the index assignment for the two-channel case in the form of an IA matrix.
A. Setup of Central Quantizer and Side Codebooks
In our work, we constrain the central quantizer and the K side codebooks to be translated Z 1 lattices [18] . In particular, a translated Z 1 lattice is defined as a set of all the points of the form x + , where x 2 is an integer variable, 2 is the generating scalar, and 2 is the translation parameter. The Voronoi cell of a lattice point x + is defined as fvj (x 0 0:5) + v < (x+0:5)+g. Thus, is also the lattice cell width. Our main motivation is to exploit the staggering gain from lattice translation. The regularity of translated Z 1 lattices also greatly simplifies the design of the labeling function . This index assignment framework is different from that of the existing scalar index assignments in [1] and [8] , which have no explicit constraint on the side codebooks.
We first define the K side codebooks by using K-translated lattices. Specifically, the ith side codebook is defined as
where the lattice cell width of a side codebook is K. We refer to x i in (3) as the coordinate of Ai . The K lattice codebooks are arranged so that A i+1 is obtained by translating A i rightward by 1 K of the lattice cell width. Intuitively speaking, the arrangement produces a finer lattice of which the lattice cell width is . If the translated lattices are used directly for quantization, the performance improvement of the finer lattice over each individual translated lattice is referred to as a staggering gain [19] . See also [20] and [21] for MDC schemes exploiting translated lattices.
Formally, the points of the finer lattice obtained by combining those of the K lattice codebooks are defined as we name the finer lattice A r as the reference lattice. We denote the Voronoi cell of a point r 2 Ar as Vr(r). The reason for introducing A r is to separate the arrangement of a central quantizer from the K side codebooks. Equation (4) implies that the centroid of any K-tuple constructed from the K side codebooks is a point of Ar , facilitating the design of an index assignment. It is worth noticing that in [12] , the fractional lattice was introduced on purpose to characterize the structure of all the centroids of K-tuples.
Specifically, the fractional lattice is defined to be a side lattice scaled by 1 K . In our work, the reference lattice arises naturally from the arrangement of K translated lattices.
Based on A r , the reconstruction (or central) points of the central quantizer are defined by using a new translated lattice An example of the quantization structure for K = 3 is illustrated in Fig. 1 Note that the three side codebooks and the central quantizer are arranged periodically along the line . We only have to label the central points in Vr(0), which we will discuss in Section III-C. Note that the redundancy index N is an integer multiplier of K in contrast to that of [12] and [5] , of which the index N 2 + . This implies that the adjustment of the redundant information among descrip- tions in our MD framework is less flexible. To overcome this issue, one approach is to introduce non-uniform central cells within every reference cell while keeping the structure of the central cells periodic along the reference cells (similar method as in [21] ). Such an approach may require training of the central cells and it is out of the scope of this work.
B. Optimality Criterion of an Index Assignment
In this subsection, we proceed with a definition of optimality of an index assignment. With the decoding operation (2) We note that the defined cost is a geometric measurement, and is unrelated to channel conditions and the source variable V . According to [12] , the cost (6) can be decomposed into two parts (the decomposition can be obtained by setting p l = 0 in [12, eq. (1)]). We summarize the decomposition in a theorem below. The result applies to any dimensionality as long as the l2 norm is taken to measure the error. 
where k 1 k denotes the l2 norm and denotes the centroid of the K-tuple, i.e.,
The two terms on the right side of (7) can be interpreted geometrically. The first term measures the squared distance (SD) between c and the centroid of a K-tuple. The second term computes the sum of squared distances (SSD) between the components and the centroid of the K-tuple, which captures the geometric structure of the K-tuple itself.
We define the optimal index assignment for the case of ( < K)
descriptions received as (see [5] and [12] )
where the summation is determined by a labeling function via (1) and (6) . Since y is the coordinate of the central lattice quantizer A c (see (5) ), the summation in (8) is actually taken over all the central points c 2 Ac as k 0 ! 1. By applying (7) and (8) can be rewritten as
where
The right-hand side of (9) consists of two parts, the SD and SSD costs. In next subsection, we
propose an index assignment that is optimal with regard to any < K in (9) . In particular, we show that the index assignment minimizes both the SD and SSD costs simultaneously. We point out that the above optimality criterion of an index assignment is subject to the decoding process (2) , and is unrelated with the source variable V . Thus, the optimality criterion is in line with the work of [5] and [12] , which exploited the same decoding process (2) . It is worth noting that a different optimality criterion was proposed [22] for a K-channel scalar index assignment.
C. Construction of Optimal Labeling Function
Based on the above subsections, the index assignment for the general K-channel case can be posed as a geometric minimization problem. We show that once the central points in V r (0) are labeled, the rest can be obtained easily by exploiting the regularity of the side codebooks. The new index assignment is then shown to be optimal with regard to (9) for any < K. In other words, the optimality of the index assignment holds for any < K.
Before presenting the index assignment, we first study the SSD cost of K-tuples with the same centroid. By using the geometric analysis proposed in [13] , we show that the K-tuples with the same centroid can be associated with lattice points in K 01 dimensional space. We point out that in our work, due to the side lattice translation, the geometric analysis is not a trivial extension of the work [13] . Without loss of generality, we consider a K-tuple ( 0 ; . . . ; K01 ) with centroid r = z, z 2 . From (3), the SSD cost takes the form The constraint in (11) ensures that the centroid of the considered K-tuple is r = z. The above two expressions can be simplified, which is described in the following proposition. 
The operation bxc takes the largest integer not exceeding x.
See Appendix A for the proof.
Take the coordinate vector X as a point in K-dimensional space.
The constraint in (12) forces the points to be in a hyperplane of dimensionality K01. As each component of X only takes integer values, the constraint defines an AK01 integral (the inner product of any two lattice vectors is an integer) lattice [18] . The cost J( X) can be interpreted as measuring the squared distance of a point of a translated A K01 lattice from the origin regardless of the multiplying factor K 2 2 . The translated lattice takes the form AK01 + s (15) where the vector s is the translation. We denote the translated lattice as A K01 . Thus, one can associate all K-tuples that have the centroid r = z with the points of A K01 . Equation (12) reveals that every centroid r = z is associated with the same lattice geometry A K01 up to coordinate permutation and translation (see (14)). Thus, the search procedure for a good index assignment can be performed in two steps. First, the central points within the fundamental reference cell, f c 2 V r (0)g, are considered and labeled. The K-tuples exploited are forced to have a common centroid r = 0. By using (14) , the labeling function for any central point We note that the above index assignment approach is inspired by the work of [12] . In contrast to [12] where all the central points in a side lattice cell have to be labeled, we only consider the central points within V r (0), reducing the design complexity.
As described before, in order to label the M central points in V r (0), we first constrain K-tuple candidates to have centroid r = 0 (or equivalently, z = 0 in (14) ). This ensures that every central point contributes the corresponding minimum SD cost to (9) . The selection of good K-tuples for labeling can then be done by choosing points of A K01 . Specifically, we order the points of A K01 according to their distances from origin. Denote the coordinate vector of the ith point as 
We now investigate the optimality of the index assignment. Theorem 3.3: For the quantization structure defined by (3) and (5) and the averaging decoding strategy specified by (2), the index assignment specified by a function in (17) and (16) is optimal w.r.t. (9) for any < K.
Proof: The proof is trivial. First, the proposed index assignment guarantees that the SD part of the costs in (9) is minimized. Second, (16) and (17) imply that all the exploited K-tuples have SSD costs not exceeding J( XM01). If unused K-tuples are taken to replace exploited ones, the part of SSD costs in (9) would obviously increase. On the other hand, the part of SD costs would either increase or remain the same by switching the exploited K-tuples of different central points. This shows that the proposed index assignment is optimal for any < K.
Note that a different function in (17) does not affect (18) . This implies that there exist more than one optimal index assignment when M > 1. The simplicity of the proposed labeling function is due to the proper arrangement of the side codebooks.
D. Properties of the Index Assignment
To analyze the performance of the proposed index assignment, an essential step is to study the SSD cost of a K-tuple, or equivalently, the squared distance of a point of AK01 from origin. Note that the theta series of a lattice reveals the information about the number of lattice points with a particular Euclidean distance from the origin. This motivates us to look into the theta series of AK01, which is defined
where q = e iz . The theta series describes the distribution of the number of the translated lattice points with a common distance from origin. In principle, one can easily access the squared distances of the first M points given the theta series, thus determining the part of SSD cost in (18) . Further, if the theta series exhibits regularity (e.g., the number of points can be parameterized by their common distance from origin), the SSD costs of the first M points can be computed easily. Let us denote by A 3 
See the proof in Appendix B.
The theta series of lattices A 3 i , i = 1; 2; 3, at their deep holes are well studied [18] , thus facilitating the analysis of 
By combining (12) , (19) , and (21) 
The expressions of the theta series 2 A (hole) (z) for i 4 remain to be discovered. The exploitation of the theta series in computing the distortions D (K;) , i = 1; . . . ;K, will be discussed later on (see [3] ).
E. Index Assignment Matrix for the Two-Description Case
For the two-description case, the proposed index assignment can be visualized by transforming it to an IA matrix. We provide a method to parameterize the IA matrix. We show that the resulting IA matrix is also optimal under a different criterion [22] . To construct an IA matrix from the index assignment, we index the central quantizer points using its coordinate y. Similarly, we index the points of the two side codebooks (A i , i = 0; 1) by their coordinates x0 and x1. The labeling function can then be simplified as A quantization unit for side codebook 1 is defined similarly.
To determine an IA matrix, we use the following function:
(y = i) = X i ; i = 0; . ..;M 0 1:
The leftmost central point in Vr(0) is related with the 2-tuple of the smallest SSD cost. As the distance between a central point and the leftmost one in Vr(0) gets bigger, the SSD cost of the associated 2-tuple increases. In this situation, the redundancy index N = 2M becomes the bandwidth of the IA matrix. An example for M = 2 is given in Fig. 2(a) . It is seen from the figure that any quantization unit is in fact a translated version of a fundamental pattern f0; 1; 3; 6g. Fig. 2(b) and (c) displays the translated quantization units of the two side codebooks, separately. Similar properties are observed for other M . As will be shown below, the fundamental patterns for different M can be captured by an expression in terms of M :
( 24) where M 1. An IA matrix can be built on P (M).
We now explain how to extract the pattern P (M) from the specified function. For the two-channel case, any 2-tuple can also be related to a line segment connecting two side lattice points. The squared length of a line segment divided by 2 is the associated SSD cost. This implies that any line segment with length belonging to f; 3; ... ; (2M 0 1)g (25) plays a role in the index assignment. Without loss of generality, we consider the quantization unit C 0 (0). There are 2M exploited line segments with one common endpoint 0 = 0 2 (equivalently x0 = 0). In particular, any element in the set of (25) Notice that the IA matrix is systematically parameterized with the aid of (24) . Due to the simplicity of P (M), one can analytically investigate its asymptotic performance (e.g., [23] ), or compute the side distortions and further derive optimal bandwidth in response to varying channel conditions. Another approach of designing an IA matrix is to minimize the so-called spread, the difference between the maximum and the minimum central indices within each quantization unit, subject to a constant bandwidth [1] . A lower bound on the spread is derived in [22] , given as
2 , where b is the bandwidth. It is immediate from (24) that each quantization unit achieves this bound. Thus, the derived IA matrix is also optimal from a viewpoint of spread measurement.
IV. EVALUATION OF THE K-DESCRIPTION SCALAR QUANTIZER
In this section we evaluate the K-description scalar quantizer with the proposed index assignment. For brevity, we name the index assign-ment AK01-based IA. We mainly focus on the high-redundancy case, or equivalently, the index assignment with small M. This is because the high-redundancy case is more relevant in practice.
A commonly used method to evaluate a K description quantizer is to analyze its performance under the high-rate assumption using a unitvariance Gaussian source. The method leads to analytic expressions for the corresponding side and central distortions. We point out that in most practical situations, both the irregularity of the index assignment and the high-rate approximation negatively affect the accuracy of the side distortion expressions (see [3] , [5] , [12] , and [24] ). It may happen that different index assignments may have the same expressions for the side distortions, even though their real performance is different.
In the following, we show that the A1-based IA (i.e., K = 2) is regular. In other words, the accuracy of the side distortion expression is only affected by the high-rate approximation. This is due to the fact that the theta series of A 3 1 can be nicely parameterized (see (21)). On the other hand, the theta series of A 3 K01 , K > 2, take complicated forms. Thus, for the general K-channel case, we provide an expression to the side distortion by approximating the theta series.
Finally we will make an experimental comparison between the AK01-based IA and the index assignment of [12] , which represents the state of the art in the literature. Our main focus is on the performance gain due to the side lattice translation.
A. Performance Analysis for the Two-Description Case
We first consider the per-description rate for encoding the unit-variance Gaussian source X, distributed according to f X (1). Assuming high-rate quantization, the per-channel rate R can be shown to take the form (see [3] and [5] ) R 1 2 log 2 (2e) 0 log 2 (2):
It is seen that the rate R is a function of the step size ; if is known the rate is independent of the index assignment. The minimum rate required to transmit central indices is Rc 1 2 log 2 (2e) 0 log 2 ( M ). Thus, the rate overhead is 2R 0 R c R c 0 2 log 2 (2M). 
The part of SSD costs can be expressed as
Combining (12), (22) 
It is seen that the gap between (35) and (36) is constant, which is characterized by
144 .
B. Performance Analysis for the K -Description Case
Consider high-rate quantization for the K-description case. The rate R can be approximated as R 1 2 log 2 (2e)0 log 2 (K). The central distortion D (K;K) takes the same form as D (2;2) , i.e.,
Under the high-rate assumption, the side distortion D (K;) is approximated as
The part of SD costs is given by (31). The part of SSD costs is closely related to the theta series 2 A . By using the same analysis as in [3] , the side distortion can be approximated as
where G(S i ) is the normalized second moment of a sphere in the i dimensional space. Note the derivation from (38) to (39) involves an approximation of the theta series, which is not necessary for the twochannel case. We note that the performance of the index assignment in [12] was analyzed in detail in [13] . An analytic approximation for the side distortion D (K;) was obtained, which for the scalar MD case is expressed as [13] 
where and N correspond to the parameters M and KM in our work. By simple derivation, one can easily show that as M increases, (39) (for our index assignment) and (40) are asymptotically the same. This property makes sense as M increases, the staggering gain due to lattice translation becomes negligible.
Similarly to the two-channel case, some theoretical results for K-channel MD have been obtained in the past. When only the individual side distortions (corresponds to = 1) and central distortion are of primary concern in an MD system, the symmetric Gaussian MD rate-distortion function has been derived in [25] . In [13] , a simple approximation to the rate-distortion function was derived. Specifically, the MD rate-distortion can be approximated as [13] 
when R 0 ! 1. In the next subsection for experimental comparison, we will take the approximation (41) as a reference, which we denote as R-D opt.
C. Experimental Evaluation
The usage of translated lattices should introduce the staggering gain to an MD system. Thus, in principle, the A K01 -based IA should outperform the index assignment of [12] in the same quantization scenario. In this subsection, we evaluate the performance gain of the A K01 -based IA over that of [12] , using the common decoding method described earlier.
In order to focus on the index assignments, we consider high-rate quantization. Since we are interested in the high-redundancy case (small M), the high-rate assumption is reasonable when the per-description rate R is large. In our experiment, we set the per-description rate to be R = 4 bits regardless of K. For the case K = 2, we tested the central distortion D (2;2) in (29) versus the side distortion D (2;1) in (34). For multi-channel case, we tested the central distortion D (K;K) in (37) versus the individual side distortion D (K;1) in (38) for K = 3; 4, respectively. We used the same operating rate for the index assignment of [12] . The experimental results are presented in Fig. 3 , one subplot for each number of descriptions. For comparison, we also plot the individual side distortion approximation (34) or (39) in respective subplots. It is seen from the figure that for each particular M, the central distortion of our index assignment and that of [12] are exactly the same.
Only the side distortions D (K;1) of the two algorithms are different (for fixed M and K). We tabulate the performance gain in terms of reduction of the side distortion D (K;1) as compared to [12] in Table I . It is seen from the table that when M is small, the performance gain of the A K01 -based IA over that of [12] is considerable. For the special case that M = 1 in the three experiments, the gain is above 2 dB. It can be seen that for a general K-description quantizer, it is advantageous to use the translated lattice structure. Finally, we conclude from the experiments (see Fig. 3 ) that the side distortion approximation D (K;1) in (39) is accurate even for small M. The real performance of the A K01 -based IA fluctuates closely around the derived approximation (HR-Approx. in Fig. 3 ). This suggests that in practice, one can use the approximation (39) to configure the MD system (finding the optimal M) for a particular channel condition.
V. CONCLUSION
We conclude that the proposed K-description quantizer provides a performance gain that is significant for practical MDC applications that operate with a non-vanishing redundancy among the descriptions. The labeling function based on the A K01 lattice exploits the staggering gain, which leads to a computationally efficient index assignment as virtually the index assignment can be computed at hand. The use of the A K01 lattice facilitates analysis of the rate-distortion performance of a K-description scalar quantizer and analytic derivation of distortion for any description loss scenario. As a result, the obtained MDC scheme can be easily analytically optimized with respect to channel conditions enabling an instantaneous re-optimization of the scheme. The performance advantage of the proposed approach has been verified experimentally at a high rate condition (see Table I ). The results of the experiment confirm that the analytical analysis of the scheme is accurate for any configuration of the index assignment.
Our results demonstrate that for the considered optimality criterion, there exist many index assignments schemes that are equivalent in terms of their performance. In principle any scheme from the group of the optimal index assignment schemes may be selected. However, certain schemes may have properties that make them particularly attractive. In particular, the proposed index assignment for the two-description case generates a periodic pattern of side quantization cells. 
where in step (a), j is determined by i through i = mod(j+z; K),and step (b) follows by using Kb j+z K c = j + z 0 mod(j + z;K). Since the mapping j 0 ! mod(j + z;K), for 0 j K01, is a permutation of the set f0; 1; . . . ;K01g, combining (42)- (44) produces (12) 
As s is a deep hole of A 3 K01 , this proves the proposition.
