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Abstract
This thesis deals with multimedia communication over unreliable and resource-
constrained IP-based packet-switched networks. The focus is on estimating,
evaluating and enhancing the quality of streaming media services, and streaming
video services in particular.
The work can be divided into three parts. Part A covers issues related
to predicting the perceived quality of streaming media applications. First,
it presents a low-complexity method for estimating the amount of block-edge
impairments in compressed video. The corresponding no-reference metric can be
applied on the receiver side during a streaming session so as to enable automated
objective video quality assessment, but is mostly relevant for MPEG-2 and early
MPEG-4 (Part 2) systems.
Thereafter, part B presents an experimental multimedia testbed for measur-
ing the performance, characteristics and error robustness of streaming media
applications. An integral part of the test bed is the packet flow regenerator,
which enables repeatable performance measurements of network components and
streaming media clients. A performance study of this component is included.
Further, using the real-time IP-network emulation capabilities of the testbed, the
error robustness of a high-definition H.264/MPEG-4 AVC broadcast application
is evaluated.
Finally, part C considers an adaptive streaming video-on-demand system
where features of the upcoming H.264/MPEG-4 scalable video coding standard
are combined with the use of an accumulation-based congestion control scheme in
order to enable efficient video distribution over IEEE 802.16 wireless broadband
networks.
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Chapter 1
Introduction
This thesis considers delivery and communication of digital media over IP-
based computer networks. More specifically, the focus is on evaluating and
enhancing the quality of media services in resource-constrained unreliable network
environments. This chapter motivates the research work (section 1.1), gives an
outline of the thesis (section 1.2) and summarizes its main contributions (section
1.3). Publications are listed in section 1.4.
1.1 Motivation
Streaming media services delivered over IP (Internet Protocol) networks have
been gaining serious momentum over the last years, and consumers show an
increased interest in being able to play back, and enjoy their media wherever they
are. There are several examples from contemporary media and entertainment
industry that clearly indicate the future potential for such services.
Firstly, the success and large-scale deployment of portable media players like
the Apple iPod [1] suggests a high consumer demand for portability and mobility;
users will increasingly use media services in new contexts and scenarios. Secondly,
the recent emergence of hugely popular video portals like YouTube [2], which
are largely based on user-contributed video content, shows a shift in people’s
relation to digital media; besides being traditional media consumers, end-users
have started creating, distributing and sharing their media. While today’s music
and video services are mostly based on a download and play service model, it is
anticipated that more sophisticated and interactive multimedia services based on
real-time delivery will emerge in the future. As a last example, IPTV – IP-based
distribution of television channels together with video-on-demand – has recently
been the subject of much interest in the industry, as Internet service providers
1
Chapter 1. Introduction
try to make the most of their investments in high capacity infrastructure.
However, this evolution presents new challenges; ubiquitous usage of IP-based
multimedia services requires transparent delivery of media resources to end-users
irrespective of network access, type of connectivity, or current network conditions.
In addition, end-users may have communication devices with widely different and
limiting capabilities, and they may also have different preferences with respect
to how the multimedia content is presented to them. Future multimedia systems
and applications need to take these considerations into account, and be able to
adapt properly. Some essential aspects of these problems are being addressed
through the concept of Universal Multimedia Access (UMA) [3].
There are many technological factors that have enabled or facilitated the
delivery and usage of higher quality, more appealing networked multimedia
services. Two important ones are the ever-increasing deployment of higher
bandwidth wired and wireless networks, and the continuous development of more
efficient compression schemes for audio and video. Common for both of these
– and indeed for most aspects of technological innovation in general – is the
importance of standards; they facilitate universal deployment of interoperable
services, and enable different companies to produce devices that work seamlessly
together. This stimulates innovation and competition, which is essential for
economic growth.
The Internet has made IP-based distribution the preferred choice when
deploying new services. The simple and flexible design of the Internet protocols
was important for their success and popularity. Having most of the intelligence
in the endpoints made it easy to deploy and interconnect networks, but this had
clear implications on the amount of functionality that could be provided to end-
user applications [4]. More specifically, the traditional best-effort service model
can not provide any service guarantees with respect to application throughput,
packet loss, delay and delay jitter. Unpredictable delay jitter is destructive as it
may translate directly to packet loss for real-time applications. Thus, the lack of
network Quality of Service (QoS) makes it exceedingly hard to provide reliable
multimedia services with a certain quality to end-users.
This brings us to another important challenge, which is related to the end-user
perceived quality of the delivered service. While the objective of UMA enabled
systems is to provide the user with the best possible subset of a multimedia
resource that the user is capable of receiving, the aggregate end-to-end quality as
perceived by the end-user is often referred to as Quality of Experience (QoE) [5].
However, to measure the end-user perception of an audiovisual service quality,
or similarly, to which extent they react objectionable to distortions introduced
by compression and packet-switched transmission, is very difficult and depends
on factors that are not easily modeled. Examples of such factors are; context in
which the service is being used, user expectation, human diversity, preferences,
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and application knowledge.
Finally, a necessary prerequisite for evaluating the quality of a service is to
have appropriate facilities for doing performance evaluations. For instance, a
study may want to investigate the quality of a multimedia service – as perceived
by an end-user – when the service is operating under certain network conditions.
Decisions then have to be made regarding an appropriate test setup (in addition
to usage context and other assumptions). Traditionally, computer simulations
using models of application behavior have been used. However, making good
simulation models is a difficult task [6]. Experiments that are more realistic
can be performed using real-world applications, deployed in local or wide area
test environments. However, it is difficult to combine the realism of a testbed
– consisting of real (prototype) applications and networking devices – with the
control and repeatability offered by computer simulations.
To summarize, there is a trend towards embracing user aspects of perceived
quality into the design and optimization of networked media services. New tools
and methods are needed to evaluate and predict end-user perceived quality under
normal operating conditions of a service/application. The first work presented
in this thesis considers some initial aspects of this challenge, more specifically
related to typical visual impairments that are introduced by video compression in
such systems. Further, the thesis considers the problem of how to systematically
and realistically evaluate the performance of a media service/application – under
specific network operating conditions – in a controlled and repeatable manner. In
addition, this work explores the design and evaluation of a standards-based video-
on-demand solution for distribution over wireless broadband access networks.
The video streaming system should be able to adapt its transmission rate based
on the current network conditions and level of congestion on the wireless access
link. It is important that the system works in such a way as to ensure good
and smooth video quality, and prevent users from experiencing interruptions in
continuous playback. Such a system would have the potential of providing end-
users with a greatly enhanced QoE.
1.2 Outline of the Thesis
This thesis is divided into three main parts. First, part A deals with estimation
of video quality at the receiver side of a multimedia communication system. Such
information could be very helpful in deciding how well such a system works in
a real-world deployment. This again could be used to tune and enhance the
operation of the system.
Secondly, part B considers how such a multimedia communication system
could be evaluated in a laboratory setting, before it actually is deployed. Testing
and performance evaluation needs to be done in a controlled and repeatable
3
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manner, and results from such experiments can be used to optimize system
configuration. Towards this end, a multimedia testbed is presented that allows
transmission, measurement, capture and regeneration of media streams in a
controlled network environment. The testbed is used to evaluate the performance
of a high-quality high-definition (HD) H.264/AVC broadcast video service when
packet loss occurs in the network.
Finally, part C presents a standards-based application and system study;
an adaptive video-on-demand solution based on H.264/MPEG-4 AVC scalable
video coding (SVC) and a media-friendly congestion control is presented, which
is shown to enable efficient video distribution over IEEE 802.16 fixed broadband
wireless networks. A prototype of the video streaming system is presented, and
its performance is evaluated using a simulated 802.16 network model, and the
testbed presented in Part B.
At this point, an important remark has to be made. When this research work
was performed, a technology for facilitating fine-granular scalability (FGS) in
video coding was an integral part of the H.264/MPEG-4 scalable video coding
(SVC) amendment. However, during the final stages of writing this thesis, a
decision was made by the standardization body to remove FGS from SVC, and
possibly include this technology in a later amendment to the H.264/AVC standard
[7]. In the following, since the work described here was performed prior to this
decision, please consider FGS as a possible future extension to H.264/MPEG-4
AVC and SVC.
1.3 Main Contributions
This section summarizes the most important results, and the main contributions
of this thesis.
The main contribution of part A is;
• A simple, low-complexity method for estimating block-edge impairments in
compressed video. The method does not utilize the original video signal
for predicting these impairments. Hence, it may be used to predict the
perceived impairment of block-edge artifacts at the receiver side of a visual
communication system.
The main contributions of part B are;
• Design and development of a testbed for evaluating the end-to-end perfor-
mance of streaming media applications. The testbed consists of application
and network components; most notably, the combination of a high-
performance packet monitoring and capture device, and a packet flow
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regenerator, allows repeatable experiments using real-life streaming media
applications and network devices.
• A performance evaluation of the packet flow regenerator showed that media
streams may be accurately replayed at several Mb/s. For instance, in the
range of 5-20 Mb/s, over 99 % of packet interarrival times are off by less
than 2 ms.
• Using the testbed described above, the error robustness of a high-definition
H.264/AVC broadcast service was evaluated. The video service was
subjected to uniformly distributed packet loss using a real-time network
emulation device, which showed the effectiveness of some error resilience
tools in the H.264/AVC standard such as slice partitioning and flexible
macroblock ordering.
The main contributions of part C are;
• A simulation study of video distribution to rural areas over IEEE 802.16
broadband wireless access networks. In a realistic simulation scenario, if
802.16 coverage area is preferred over system efficiency (more spectral-
efficient coding and modulation), it was shown that such a system may
provide around 7 Mb/s of bandwidth to video applications, corresponding to
ten simultaneous users streaming videos delivered at 700 Kb/s on average.
• An video streaming system based on H.264/MPEG-4 Scalable Video Coding
that adapts the amount of enhancement layer information transmitted
based on the occupancy of the receiver playout buffer. This method
was shown to give end-users similar risk of experiencing interruption in
continuous media playback due to buffer underflow.
• A standards-based adaptive video streaming system that combines H.264/MPEG-
4 Scalable Video Coding with a rate adaptation algorithm derived from
accumulation-based congestion control. The proposed solution was shown
to give high utilization of the wireless link resources, while providing fair
and smooth transfer rates to all video applications. At the same time, buffer
underflows were effectively prevented.
1.4 Publications
This thesis is based on work that has been published in a number of papers,
which are listed below.
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Chapter 2
Background
This chapter will introduce some important aspects of multimedia distribution
over IP-based networks. Section 2.1 presents standardized formats for represent-
ing multimedia content, in particular the MPEG-4 standard and its state-of-the-
art video codec; Advanced Video Coding (AVC). Then, section 2.2 will present
and discuss issues related to the delivery of such media over packet-switched IP
networks.
2.1 MPEG-4: the Multimedia Standard
MPEG-4 is an ISO/IEC standard for representing interactive, rich multimedia
presentations [8]. It was developed by the Motion Pictures Experts Group
(MPEG). The term rich refers to its capabilities of representing different types
of media; visual and audible, natural and synthetic/animated, 2D and 3D,
regularly and arbitrarily shaped. MPEG-4 is a massive standard, and currently
consists of 22 separate parts. Fundamental concepts related to the composition
and representation of multimedia presentations – e.g. the organization of media
objects in a scene description, and how placeholder object descriptors facilitate
tight synchronization of media objects – are described in Systems (part 1). Other
important characteristics of the MPEG-4 system model are that the design allows
dynamic and streamed scene descriptions, and the potential for protecting media
streams independently using digital rights management (DRM) technology.
The actual coded representation of media objects – elementary streams – are
defined in other parts of MPEG-4, like Visual (part 2), Advanced Video Coding
(part 10), and Audio (part 3). Delivery of MPEG-4 content can be performed over
literally any transport medium thanks to the protocol-independent design and
the Delivery Multimedia Integration Framework (DMIF - part 6). Further, file
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format specifications describe how scene descriptions, media object descriptions
and corresponding elementary streams can be wrapped together into an MP4 file.
The work described in this dissertation only utilizes a small subset of the
technologies within the MPEG-4 standard, namely the specifications related to
coding of natural video and the MP4 file format. Also, note at this point that
subsets of the tools and technologies specified in the various parts of the MPEG-4
standard are combined into profiles, which target specific applications and serve
as conformance points for equipment and software vendors. Further, a profile may
specify different levels that reflect the complexity of the system, e.g. by placing
constraints on the maximum bitrate and picture size for video. For MPEG-
4 part 2 video, profiles include e.g. the simple profile (SP) and the advanced
simple profile (ASP). Correspondingly, H.264/MPEG-4 AVC profiles include the
baseline, extended, main and high profile.
2.1.1 H.264/MPEG-4 Advanced Video Coding
H.264/MPEG-4 AVC (Advanced Video Coding) is the current state-of-the-art
international video coding standard. It was developed in a collaborative effort
known as JVT (Joint Video Team) between MPEG of ISO/IEC [9] and the Video
Coding Experts Group (VCEG) of ITU-T [10]. Throughout this text it will be
referred to as H.264/AVC. There are several excellent overview papers covering
the H.264/AVC standard; most notably [11], [12], and [13]
The development of H.264/AVC [14] marked an important milestone in the
development of video compression technologies. The standard was specifically
designed for delivery over packet-switched networks, and has been reported to
give over 50% gains in coding efficiency compared to that of MPEG-2 [12].
While the standard includes a multitude of new and improved features, some
basic concepts are unchanged; similar to previous ITU-T and MPEG video
coding standards, H.264/AVC is a block-based motion-compensated hybrid video
coding scheme. The significant improvements in compression efficiency are made
possible through enhanced prediction techniques and improved entropy coding.
In addition, an error resilient design and a considerable amount of tools to increase
robustness to packet loss allows for efficient transmission and improved quality
in error-prone environments.
The standard defines two main layers; a Video Coding Layer (VCL) and a
Network Abstraction Layer (NAL). The definition of the VCL includes tools
and methods to code a set of macroblocks (MB) of a picture into a slice
partition or a data partition. Here, a coded picture can represent both a
progressively scanned frame and an interlaced field. The slice/data partitions are
conceptually transferred by the network abstraction layer as NAL units, which
are the basic transport units. Essential picture header information is assembled in
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Figure 2.1: High level architecture of H.264/AVC.
parameters sets, more specifically the Sequence Parameter Set (SPS) and Picture
Parameter Sets (PPS). Other control data include messages that may control and
enhance the operation of the decoder during a session – so-called Supplemental
Enhancement Information (SEI) NAL units.
The Video Coding Layer
The video coding layer specifies how to decode of a set of coded macroblocks
contained in a slice partition or data partition. Among the new tools in the VCL,
some provide gains in compression efficiency through improved and more flexible
prediction. While bi-directional temporal prediction is well-known from previous
coding standards, H.264/AVC gives an encoder more freedom and flexibility
in choosing reference pictures. Two design aspects related to this are (1) the
decoupling of the orders in which picture are referenced and displayed and (2)
the decoupling of type of picture and its ability to be used for reference [11]. For
instance, B pictures in MPEG-2 have to use the previous and next I/P pictures
as reference and they can not themselves be used as reference. In contrast,
H.264/AVC places no specific restrictions on the order and type of picture being
used for prediction. Rather, it places a restriction on the size of the reference
picture buffer in terms of memory footprint, and the maximum number of pictures
in this buffer. This ensures that all decoders conforming to a given profile and
level can decode the stream.
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This concept of generalized B pictures [15], together with the use of explicit
commands that control the operation of the reference picture buffer (and reference
picture lists), allows an H.264/AVC encoder to build arbitrary explicit coding
structures. Hierarchical coding structures have been shown to have some very
advantageous properties [16]. Besides potentially giving a higher compression
efficiency compared to traditional coding structures like e.g. I-B-B-P... , the
hierarchical structure inherently provides temporal scalability. Figure 2.2 shows
a hierarchical coding structure with a group of pictures (GOP) size of 8 pictures,
which enables temporal reconstruction at four different levels. Note that in order
to reconstruct the bitstream at a particular temporal level, all temporal levels up
to and including the chosen level have to be decoded.
I P
b
B
b
B
b
B
b
Display order
Temporal Level 0
Temporal Level 1
Temporal Level 2
Temporal Level 3
Figure 2.2: Hierarchical coding structure with four temporal scalability levels.
On the macroblock level, some of the techniques that improve the prediction
capabilities of H.264/AVC are: variable block size motion compensation with
quarter-pixel motion vectors, more efficient direct coding modes, and enhanced
intra prediction. Block-edge artifacts, which have been common to block-based
coding schemes, are less prominent in H.264/AVC due to a mandatory adaptive
de-blocking filter within the motion compensation loop. While this adds some
complexity in the decoder, the reduction, and often complete elimination of block-
edge artifacts significantly improves subjective quality. However, the smoothing
effect of the in-loop de-blocking filter means that H.264/AVC video suffers more
from blurriness at low bit rates.
Other tools in the VCL provide gains in compression efficiency through more
efficient representation. The samples of intra-coded macroblocks (possibly after
intra-prediction), or the residual in the case of P and B slices, is transformed
using a 4x4 integer transform (or optionally an 8x8 transform in the High Profile).
This reflects the variable block-size motion compensation, allows implementation
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on 16-bit processors, and eliminates the drift problem caused by the non-exact
inverse Discrete Cosine Transform (DCT) transform. After quantization, the
transform coefficients are encoded using context adaptive entropy coding, either
variable-length (CAVLC) or binary arithmetic coding (CABAC) [11].
The Network Abstraction Layer
The structure of a typical packetized H.264/AVC bitstream is illustrated in Figure
2.3 (the terminology is explained by Wiegand et al. in [11]). A NAL unit stream
may consist of one or more coded video sequences, which in turn always start
with an Instantaneous Decoding Refresh (IDR) NAL unit. Since an IDR NAL
unit resets all prediction and state in the reference picture buffer, a coded video
sequence is independently decodable. Further, a coded video sequence consists of
a set of access units. The decoding of an access unit results in a decoded picture
(frame or field).
The network abstraction layer provides a clean interface to the different types
of coded video data and control data. From a transport point of view, all data
generated by the video encoder are NAL units of different type and importance.
In this way, it facilitates the delivery of H.264/AVC over a variety of transport
layers, as can be seen in Figure 2.1.
A NAL unit has a one-byte header, as shown in Figure 2.41. The type of data
is signalled in a specific 5-bit field called nal_unit_type. The relative importance
of NAL units is signalled in the 2-bit nal_ref_idc field, which hence can take
1“fzb” is an abbreviation for forbidden zero bit, and must be equal to zero for a conforming
stream.
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fzb nal_ref_idc nal_unit_type
Figure 2.4: The NAL Unit Header.
on values from 0 to 3. Higher values indicate higher importance; e.g. if a NAL
unit contains VCL data, and has a non-zero nal_ref_idx value, the slice or slice
partition contained in that NAL unit is part of a reference picture. This design
enables streaming servers or so-called media-aware network elements (MANE)
inside the network to easily find out what packets are most important, if e.g.
some NAL units have to be skipped to reduce the rate of a stream. The format
of NAL units is identical in networked and non-networked applications. However,
when a video sequence is stored in an MP4 file or transmitted in byte-oriented
systems, the NAL units are preceded by a 3-bytes start code. This is defined in
Annex B of the standard [10], and it is therefore referred to as the Annex B byte
stream format. In packet-switched systems like RTP, the NAL unit is mapped
directly to packet payload (this will be revisited in section 2.2.2).
Error Resilience in AVC
Since packet-switched delivery in error-prone environments was one of the
application areas specifically targeted by H.264/AVC, its architecture was
designed to be resilient against transmission errors. As noted above, essential
header information is gathered in parameter set NAL units. Syntax elements
common to the entire sequence are assembled in the sequence parameter set (SPS),
while elements common to one or more pictures in the sequence can be found in
picture parameter sets (PPS). Because of their importance, they would typically
be transported in a reliable out-of-band fashion. If the application and delivery
scenario does not allow this, parameter sets could be repeated to increase system
robustness.
In addition to an error resilient design, H.264/AVC provides several tools
to increase the robustness to packet loss. The partitioning of a picture into
slices is very flexible, both in terms of slice sizes and with respect to which
macroblocks are allocated to each slice. In addition to simply assigning the
macroblocks of a picture to slices in raster scan order, a scheme known as flexible
macroblock ordering (FMO) can be used to partition a picture into a number
of slice groups using a macroblock allocation map [17]. Pre-defined allocations
like e.g. Interleaved and Dispersed slice groups are specified, but the standard
also enables explicit allocation of macroblocks to a slice group. Such explicit
macroblock allocation maps, together with features that limit in-picture or inter-
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picture prediction, enable the design of isolated regions [18]. This allows an
encoder to give better protection to high-importance regions-of-interest within a
video sequence.
Other error resilience tools include arbitrary slice ordering (ASO), data par-
titioning (DP), and redundant slices (RS). Because the coding mode (e.g. intra,
inter, skip) can be decided on a macroblock level, the standard supports insertion
of intra-coded macroblocks into P or B pictures to stop error propagation [19].
For more information on the error resilience features of H.264/AVC and transport
in error-prone environments see [20], [21] and [17]. Table 2.1 summarizes some
of the error resilience tools available in H.264/AVC, and which tools that can be
used in the different profiles of the standard.
Profile: Baseline Extended Main High
Arbitrary Slice Ordering (ASO) yes yes no no
Constrained Intra Prediction (CIP) yes yes yes yes
Flexible Macroblock Ordering (FMO) yes yes no no
Maximum Slice Groups 8 8 1 1
Intra & IDR pictures yes yes yes yes
Intra MB refresh yes yes yes yes
Multiple Reference Pictures yes yes yes yes
Parameter Sets yes yes yes yes
Repetition of SPS & PPS yes yes yes yes
Recovery Point SEI message yes yes yes yes
Redundant Slices (RS) yes yes no no
Table 2.1: H.264/AVC profiles and error resilience tools
2.1.2 The Scalable Video Coding Extension
UMA-enabled applications require that multimedia content can be delivered and
shown on a variety of devices with different network connectivity and capabilities
e.g. regarding screen size and processing power. In addition, as previously
mentioned, packet-switched delivery require elastic, rate-adaptive applications.
Within such an adaptive framework, scalable video coding is a natural approach
[22].
Therefore, of particular interest to future adaptive streaming media appli-
cations is the current standardization effort within JVT concerning a scalable
extension of H.264/AVC [23, 24]. This amendment is known as SVC (Scalable
Video Coding), and will specify how to represent video streams that enable
spatial, temporal and quality scalability. More specifically, SVC will define how
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to represent enhancement coded pictures that may augment the primary coded
pictures of an H.264/AVC stream. In this respect, it can provide supplementary
enhancement layers on top an H.264/AVC compatible base layer.
A stream is considered to be scalable if a subset of the full bitstream can be
extracted to produce a valid conforming stream. Compared to the full stream,
the sub-stream may have a lower spatial resolution, lower temporal resolution,
and/or lower visual quality in terms of SNR. A given reconstruction point is
identified by the triplet SId, TId and QId, corresponding to spatial dependency
layer, temporal level and quality layer, respectively. Further, it is possible to
combine different scalability modes.
Temporal Scalability
The temporal reconstruction points are typically an integer fraction of the
maximum frame or field rate. Using a dyadic temporal decomposition structure
of hierarchical B pictures (as exemplified in Figure 2.2), this fraction is equal to 2.
Hence, if the full frame rate of the video sequence is 30 frames/s, it is possible to
select a subset of NAL units that allow reconstruction at 15, 7 and 3.5 frames/s.
The pictures in between two consecutive pictures of the base temporal level T0 is
called a group of pictures (GOP), or a sub-stream. Readers are referred to [23]
for a discussion on other coding structures that provide temporal scalability,
e.g. non-dyadic and low-delay variants. It should be mentioned that to increase
compression efficiency of hierarchical coding structures, a coarser quantization is
applied in the pictures of higher temporal levels as compared to the pictures in
level T0. This leads to rather significant fluctuations in terms of peak-signal-to-
noise-ratio (PSNR), as will be discussed later in section C.3.
Spatial Scalability
Spatial scalability is achieved through a layered approach with a downsampling
stage, parallel encoding of each spatial layer, and optional use of inter-layer
prediction techniques (including prediction of motion vectors and residual from
lower layers). By adding some constraints on which macroblocks that can be used
for intra prediction between layers, single-loop decoding of each spatial layer is
possible. The spatial base layer has a dependency identifier DId = 0. If more
than one spatial layer is used, they are coded simultaneously, and transmitted in
order of increasing DId.
Quality Scalability
Before describing how quality scalability is facilitated in SVC, an important
remark has to be made. When this research work was performed, both fine-
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granular scalability (FGS) and coarse-grained scalability (CGS) were integral
parts of SVC. However, during the final stages of writing this thesis, a decision
was made by the JVT to remove FGS from the set of tools included in the
forthcoming SVC amendment [7]. Apparently, the complexity associated with
FGS decoding was considered too high compared to that of single-layer coding
and CGS, and more research needs to be performed in order to address this
problem. In the following, since the work described here was performed prior to
this decision, please consider FGS as a possible future extension to H.264/AVC
and SVC.
In the case of SNR quality scalability, there are two distinct types in SVC.
First, a layered approach using inter-layer prediction techniques leads to coarse-
grained scalability (CGS). This allows reconstruction at a finite set of rate points,
but coding efficiency tend to decrease when the distance between rate points
are smaller. To enable more flexible rate adaptation, SVC also supports fine-
granular scalability (FGS) through so-called progressive refinement (PR) slices.
Refinement of the residual signal is done through an embedded quantization
technique applied to transform coefficients of different quality layers. The
quantization parameters (QP) used in quality enhancement layers are determined
from the QP specified for the base quality layer. More specifically, the standard
specifies an increase of 6 parameter units per quality layer, which corresponds to
a reduction of the quantization step size with a factor of two. As its name implies,
a PR slice can be truncated at an arbitrary point2. The feature is enabled by
cyclic scanning of transform coefficient from the macroblocks of the picture, and
level of granularity can be traded off against complexity by varying the number
of cycles. SVC also supports refinement of motion vectors. Note also that PR
slices can be divided into several NAL units [25].
To obtain the highest coding efficiency for quality enhancement layers,
prediction in the temporal domain should be based on the enhancement layer
reconstructed pictures. However, during transmission and adaptation, if some
quality enhancement layers are truncated or dropped, this may lead to a
reconstruction mismatch. This mismatch propagates until the next intra-coded
picture, and is known as the drift problem. In SVC, the enhancement layer
reconstructed picture is by default used for temporal prediction, unless the picture
is explicitly marked otherwise. In a hierarchical coding structure, drift can be
limited to within a GOP if the predictively coded key pictures at temporal level
T0 is marked in this way. This has significant benefits in terms of coding efficiency
for SNR scalable streams [23].
In addition, the standard includes a concept known as leaky prediction to
handle the drift problem in an explicit way. The key pictures in T0 may reference
a weighted average of the base and enhancement layer reconstruction of other
2Truncation of progressive refinement slices needs to be byte-aligned
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pictures. This weight can be adaptively chosen to optimize the trade-off between
coding efficiency and drift. Leaky prediction is especially suited for low-delay
applications in which IPPP coding structures is preferred to the hierarchical
structures.
SVC Transport Interface
To facilitate transport and flexible adaptation of a scalable SVC stream, some
basic information about the properties of, and dependencies between SVC slices
are contained in a specific SVC NAL unit header. This three-byte header
immediately follows the general H.264/AVC NAL unit header if the NAL unit
type is equal to 20 or 21. In addition to the triplet DId, DId, and DId, it specifies
whether the NAL unit is required for inter-layer prediction and whether it can
be truncated or not. The relative priority of the SVC NAL units – a very useful
piece of information for doing adaptation within the network itself – is signalled
in a priority identifier P .
To increase a decoders resilience to loss of the all-important base layer
pictures, a mechanism was adopted in which enhancement layer pictures reference
which key picture they depend on using a frame number. This existence of a 1-
byte frame number is signalled in the SVC NAL unit header for NAL units having
DId=0 and QId=0 (base layer NAL units).
For more information on the transport interface of SVC, the reader is referred
to [26].
2.2 Streaming Multimedia over IP networks
In [27], 3GPP describes streaming as referring to “the ability of an application to
play synchronized media streams like audio and video in a continuous way while
those streams are being transmitted to the client over a data network”.
Figure 2.5 depicts a typical streaming session in which some pre-encoded
media content is being delivered from a streaming server. Compressed media
data is wrapped in RTP, UDP and IP headers, and transmitted over an access
network. On the network layer, the media data is only recognized as a packet
flow throughout the session. Because IP networks introduce packet loss, delay
and delay jitter, a playout buffer is needed to both absorb the variation in delay
and allow for retransmission of dropped packets. To alleviate the effect of missing
media data, the decoder should be error resilient and be able to perform error
concealment [28] [29].
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Figure 2.5: A model of a streaming system
2.2.1 Requirements of Multimedia Applications
In general, different multimedia applications have different requirements with
respect to the quality of service delivered by the underlying transport network.
For instance, the delay requirements for two-way interactive services are much
more stringent than for video-on-demand services (VoD), and IP television
broadcast (IPTV) [30]. However, some generalizations can be made; two
important requirements for IP-based streaming media applications are 1) real-
time delivery to prevent buffer-underflow events, and 2) smooth rate changes to
prevent oscillations in perceived quality. Further, while video applications can be
designed to have great resilience against packet loss (see section 2.2.4), it would be
advantageous to minimize the error rate when the system is operating in steady
state. At the same time, proper congestion control and avoidance mechanisms are
essential for the efficiency and stability of the network, and for making sure that
system resources are divided fairly between applications and end-users. These
issues will be further discussed in section 2.2.3.
2.2.2 Standard Protocols for Streaming Media
The real-time constraint is typically a more important requirement than reliable
in-order transfer for multimedia applications. Therefore, the connectionless
unreliable UDP protocol is usually preferred over TCP, particularly for highly
delay-sensitive applications like video conferencing and voice over IP (VoIP). To
enable features such as loss detection, error reporting and proper synchronization
of media streams, a more sophisticated protocol is needed on top of UDP.
IETF protocols for audiovisual transport
The Real-Time Protocol (RTP) is the IETF (Internet Engineering Task Force)
standard transport protocol for real-time media, and supports both unicast and
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multicast applications [31]. The term unicast describes a typical point-to-point
delivery scenario, as exemplified by the client-server session in Figure 2.5, whereas
multicast covers point-to-multipoint and multipoint-to-multipoint delivery.
Note that RTP may also be used together with newer protocols like the
Datagram Congestion Control Protocol (DCCP), which provides an unreliable
connection-oriented service [32].
In RTP, all media data is wrapped in a fixed 12 byte RTP header, consisting
of a total of 9 fields. The maximum size of an RTP packet is 65536 bytes,
minus IP/UDP headers, but should be restricted to the maximum transmission
unit (MTU) size of the underlying network. An RTP receiver can detect lost
packets and perform packet reordering through the use of sequence numbers,
which increase by 1 for every RTP packet that is transmitted. The sampling
instant associated with all access units (video frames/fields) can be conveyed
in a 32 bit time stamp. For video applications, a 90 KHz clock is typically
used, which implies that the RTP time stamp would increase by 3000 for every
frame of a 30 frames/s progressive video source. Boundaries between video
frames can be identified by the 1-bit marker field, which is usually set for the
very last RTP packet of an access unit. As RTP was intended to be used in
multiparty communication, all RTP senders must have a unique identifier – an
SSRC (Synchronization Source Identifier).
To ensure that new and future media formats easily can be deployed over
RTP, the protocol is designed to be media-independent. The type of media being
transported, e.g. H.264/AVC video, is specified in the payload type field of the
RTP header. Description on how to packetize and deliver e.g. H.264/AVC video
over RTP is given in an accompanying payload format specification [33], and will
be covered later in section 2.2.2.
An RTP flow is associated with a corresponding RTCP control channel. The
control channel can be used to report link statistics or provide sender information
to one or several receivers. RTCP sender reports are amongst other things
used in long-term synchronization, and estimation of sending rate and round-
trip time. On the other hand, RTCP receiver reports include feedback related
to quality of service (QoS) such as short-term and long-term packet loss, and
interarrival jitter. More comprehensive receiver reports are also possible using
RTCP eXtended Reports (XR) [34]; elements include e.g. more detailed loss and
reception statistics, together with the current delay experienced in the playout
jitter buffer. While [34] is somewhat geared towards VoIP applications, it provides
a common framework for future RTCP extensions.
A streaming session is typically started, initiated and controlled using RTSP
(Real-Time Streaming Protocol [35]) or SIP (Session Initiation Protocol [36]).
RTSP messages include SETUP, PLAY, PAUSE, STOP and BREAKDOWN.
SIP is used in videoconferencing applications. When a new session is initiated,
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SDP (Session Description Protocol) is used in both RTSP and SIP to describe the
session and communicate the type and location of the RTP media streams that
constitute a multimedia presentation [37]. For each media stream, one line of
text identifies the media type (e.g. video or audio) contained in an RTP session.
Another line maps that media session to a specific payload type and RTP time
stamp frequency. The SDP description may also include elements that configure
receiving decoders, such as H.264/AVC parameter sets.
RTP payload format for H.264/MPEG-4 AVC
RFC 3984 [33] specifies the mapping of NAL units to RTP packets and describes
issues related to fragmentation and aggregation of NAL units. Three different
packetization modes are possible; first, in the single NAL unit mode, each NAL
unit is framed in an RTP packet and they are transmitted in decoding order.
The same transmission policy applies to the non-interleaved mode, but here NAL
units pertaining to one access unit may be aggregated in single-time aggregation
packets (STAP). This enables more efficient transmission (less overhead) for
applications in which the size of NAL units is small on average compared to
the MTU of the network. Further, NAL units may be fragmented; this is done
if the size of a slice partition, data partition or parameter set is larger than the
size of the MTU on the underlying network. If one fragmentation unit, such as a
FU-A (fragmentation unit of type A) is lost, then the entire corresponding NAL
unit is corrupted, and has to be discarded completely.
Lastly, the interleaved mode allows the transmission order of NAL units to
be different from the decoding order. Since an H.264/AVC decoder assumes it is
given NAL units in decoding order, a decoding order number (DON) has to be
provided for each NAL unit. This packetization mode also supports aggregation
of NAL units from different access units, so-called multi-time aggregation packets
(MTAP). Obviously, the interleaved mode has the highest complexity and is not
suitable for low delay applications.
In this work, only the non-interleaved packetization mode is considered, and
no aggregation of NAL units is performed.
RTP payload format for H.264/MPEG-4 SVC
For backwards compatibility, the draft specification for the RTP payload format
of SVC in [38] is based on that of H.264/AVC; RFC 3984. In [39], Wenger et
al. present and discuss the current state of the draft, as it is not yet finalized.
Aggregation and fragmentation of NAL units is done in the same way as earlier,
but some design issues related to packetization, and new signalling of scalable
layers in SDP had to be addressed. With regard to packetization, the SVC
payload format draft mandates the use of either the non-interleaved or interleaved
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mode. The reason for this is linked to aggregation; when the representation of a
video sequence at a certain bit rate is divided into possibly many scalable layers,
the average NAL unit size decreases significantly compared to a single-layer
scenario. Both of these modes, as opposed to the single NAL unit mode, support
NAL unit aggregation, and hence can accommodate more efficient delivery.
In the case of unicast streaming, a streaming server may well transmit
an H.264/AVC base layer together with H.264/SVC enhancement layers in
one RTP stream (and hence, within one RTP session). In this case, both
the non-interleaved and the interleaved packetization modes are allowed. For
multicast delivery, the SVC payload format draft recommends that the layers of
a scalable bitstream are transported in different RTP streams to facilitate e.g.
bit rate adaptation by intermediate application-aware nodes in the network. To
allow such a node to distinguish the different layers from another, both session
multiplexing and SSRC (Synchronization Source) multiplexing can be employed,
each having their own strengths and weaknesses [39]. In session multiplexing, the
scalable layers are transported in different RTP sessions. In the case of SSRC
multiplexing, scalable layers are transported within the same RTP session, but
differentiated using the SSRC identifier field in the RTP header. In any case, the
interleaved packetization is to be used. Receivers are able to reassemble the NAL
units from different scalable layers in the correct order by using Decoding Order
Numbers (DONs) that span all RTP streams (and sessions).
Finally, to facilitate easy manipulation of aggregation packets, a new NAL
unit type is defined that provide a table-of-contents view into such packets. The
PACSI (Payload Content Scalability Information) NAL unit is identical to the 4
byte SVC NAL unit header, but the semantics of its fields is designed to reflect
the combined importance of the NAL units inside an aggregated packet.
3rd Generation Partnership Project (3GPP)
The 3GPP Packet-switched Streaming Service (PPS) includes specifications and
recommendations for IP-based streaming applications in 3G mobile networks [27].
Amongst other things, it decides which media codecs and control protocols for
signalling, capability negotiation and media protection that can be used in a
3GPP compliant system. Some aspects of the specification are related to adaptive
media delivery. RTP must be used for media transport, while media-specific
signalling and reporting is performed using SDP and RTCP Extended Reports.
In addition to loss statistics provided by Loss RLE reports (run-length encoded
data describing which RTP packets are lost/received) defined in [34], an RTCP
application specific report block is defined. This provides information related to
the operation of the client receiver buffer, such as current playout delay, available
buffer space, and next RTP sequence number (NSN) and application data unit
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(ADU) to be decoded3. Mechanisms for transmission rate adaptation are not
specified explicitly. However, the feedback reports should facilitate the design
and implementation of rate-adaptive systems.
Notably, the PSS specification also includes optional mechanisms to signal
quality-related metrics. The metrics defined in [27] are
• Initial Buffering Duration: time delay until playback starts.
• Corruption Duration: period during which the received media is corrupted.
• Rebuffering Duration: duration of interruption in continuous playback.
• Successive Loss: number of RTP packets lost in succession.
• Frame Rate Deviation: Difference between correct and actual frame rate.
• Jitter Duration: period during which the absolute error in playback time is
larger than 100 ms.
2.2.3 Congestion Control for Multimedia Streams
As mentioned earlier, properly designed congestion control mechanisms are vital
for the efficiency, stability and overall well-being of a packet-switched network. In
the Internet today, congestion control is applied in an end-to-end fashion [40], and
as TCP traffic is by far the most common traffic type, it is important – at least for
service deployments over today’s Internet – that video applications also behave
reasonably and fairly when mixed with TCP flows [41]. Congestion control for
streaming media applications is a well-studied area, and a great deal of work has
been done in developing, analyzing and improving TCP-Friendly equation-based
protocols in traditional wired [41–48] and wireless network scenarios [49–51].
However, there are still some open issues. In [42], Vieron and Guillemot
address the rate smoothness and real-time requirements for video streaming,
in the case of the standard TCP-Friendly Rate Control (TFRC) protocol [52].
However, the sending rate still fluctuates substantially, which is undesirable, and
the scheme relies on packet loss to perform efficient congestion control. While
video applications can be designed to have resilience against packet loss (see
section 2.2.4), it is advantageous to minimize the error rate when the system is
operating in steady state. Finally, several of the schemes that try to make the
transmission rate of TFRC more smooth, e.g. [43], have drawbacks of being less
responsive to congestion.
Fairness is an essential issue in the context of distributed congestion control
mechanisms. While there are different notions of fairness and what exactly
3For H.264/AVC, an application data unit corresponds to a NAL unit.
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constitutes a fair sharing of resources in a network [53, 54], two distinct types
receive most attention in the literature; max-min fairness [55] and proportional
fairness [56]. The latter tends to take total system efficiency into account,
penalizing flows that use more of the overall system resources when allocating
bandwidth on a congested link, while the former tends to equalize the resources
allocated to each user 4.
In the original contribution by Kelly [56], a congestion control algorithm for
achieving proportionally fair sharing was presented. However, it required explicit
feedback from routers in the network. Later, Mo and Walrand [57] presented an
end-to-end framework for obtaining such bandwidth sharing. Assuming a fluid
model of all flows in the system, FIFO (first-in-first-out) queues and instantaneous
feedback, a decoupled fairness criteria based on each flow’s backlog – the number
of packets pertaining to a given flow that occupy router buffer space along its path
– was used to construct a end-to-end window-based proportionally fair congestion
control algorithm.
Extending on this work, Xia et al. [58] – using the term accumulation to
denote a flow’s backlog on the forward path – describe a family of protocols that
can be used to achieve proportional fairness as long as accumulation is used to
control the flow rate. This will be presented in more detail next.
Accumulation-Based Congestion Control
The common property of accumulation-based protocols is that each flow should
try to maintain a steady state accumulation inside the network. Such protocols
can be described by the following differential equation [58], where w˙(t) denotes
the change in congestion window.
w˙(t) = −η · g(t) · f(ai(t)− a∗) (2.1)
In general, when the estimated accumulation ai(t) of a flow i is low, the
sending rate is increased until some target accumulation a∗ is reached, after
which the sending rate is reduced to drain the excess accumulation. In Equation
2.1, η is a fixed positive rational number, g(t) is some positive function, and f(t)
is a nondecreasing function with a single root for f(0) = 0.
Given sufficient buffer space in network routers, accumulation-based protocols
can operate without packet loss in the steady state. Well-known issues with such
schemes, beside the buffer size requirement, is that the estimate of accumulation
on the forward path becomes unbiased when there is reverse path congestion,
4Note that when there is only a single bottleneck, both max-min and proportional fairness
leads to a resource allocation in which all flows sharing the bottleneck link are given an equal
amount of bandwidth
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and the round-trip-time (RTT) cannot be estimated correctly. Also, due to the
nature of the schemes, the round-trip propagation delay, as used in the control
in [57], is inherently difficult to predict because buffer queues are non-empty in the
steady state. The authors in [58] solve these problems by forwarding dedicated
control packets through a high-priority queue in network routers and estimate
the accumulation at the receiver side.
2.2.4 Error Control and Recovery for Multimedia Streams
Multimedia applications can be designed to be robust against packet loss, and
this is a research area receiving a lot of attention [59]. Different strategies can
be categorized based on whether they are host-centric, network-centric, or a
combination. Further, among the host-centric schemes, some rely on adding a
controlled amount of redundancy to combat loss at the sender side, while others
are based on receiver-side error recovery.
Receiver-based schemes include retransmission of lost packets (e.g. delay-
constrained automatic repeat request (ARQ) [60] and variants [61]), packet loss
error concealment [29], and adaptive playout techniques [62]. The author has
actively participated in research on error concealment; in [63], Bopardikar et al.
presented a temporal error concealment technique that integrates the concept
of structural alignment with traditional side-matching algorithms to better align
edges in video content, thereby improving the performance both objectively and
subjectively.
Among the sender-based schemes that add redundancy prior to transmission,
some techniques employ this at the source coding stage, while others add
redundancy to coded media data. Examples of the former include error
resilience tools in video coding standards (for H.264/AVC, see section 2.1.1),
multiple-description (MD) coding [64] and Wyner-Ziv coding [65]. Similarly,
examples of the latter include forward error correction (FEC) and unequal
error/loss protection (UEP/ULP). These schemes take advantage of the fact that
media data may have different importance, which make them suitable tools in
combination with MD [66] or scalable video coding frameworks [67–70].
A set of complementary techniques attempts to minimize the error at the
receiver by deciding on the optimal packet scheduling. The first contributions
considered a rate-distortion optimization framework [71–73], while congestion on
a bottleneck link was additionally taken into account in [74] and [75].
While the schemes mentioned above are host-based in that they do not rely on
any functionality or QoS support from the network, they may also be combined
with prioritized transport such as service differentiation (DiffServ [76]), as in [77],
or more complex schemes relying on network router feedback [78].
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2.3 Towards User-Aware Visual Communications
In the previous sections, some of the components and technologies that enable
highly efficient, adaptive and error-resilient visual communication systems have
been presented. Today, the performance of different tools are often evaluated in
simulation scenarios with varying level of realism. Often, the models do not reflect
the complexity that characterize real-world systems. Further, in the design and
evaluation process, more emphasis needs to be placed on how end-users experience
the operation of the system, and the different trade-offs that have been made in
designing it. Therefore, after realistic experiments have been performed, it is
vital that the effects of compression and transmission can be presented to the
end-viewer, e.g. in subjective tests involving human subjects. While Part A deals
with video quality assessment and monitoring, Part B describes an experimental
testbed infrastructure that can be used to facilitate such tests.
The evaluation procedure should result in quantifiable measures of end-user
quality. These measures could then be used to configure and fine-tune the
system, so that users get the best possible experience when viewing the rendered
media content. Moreover, measures that can be used for real-time in-service
monitoring of quality in deployed systems are particularly interesting. This can
be exemplified in the case of the adaptive streaming solution presented in Part
C. Rather than solely using a pre-decided adaptation policy (choosing which
scalable layers to transmit) when adjusting the transmission rate – which is done
in Part C – a perceptual no-reference quality metric could assist in deciding on
the optimal adaptation policy on-the-fly. This could be helpful in improving the
performance from an end-user point of view, together with being a valuable tool
for quality assurance, which is in the interest of both end-users, content providers
and service providers.
To this end, a significant amount of research on perceptual quality, video
adaptation and end-to-end quality of service has been performed. Some references
can be found in [47,59,79–86], However, many issues are yet to be addressed, and
these topics will likely remain an active area of research for years to come. This
thesis attempts to make some contributions within this area, specifically related
to experimental ways of evaluating service performance, and providing end-users
with a smooth and continuous streaming media experience even when the network
distribution system is heavily loaded.
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This part of this thesis deals with assessment of visual quality, and presents a
method that can be used to estimate the video quality at the receiver side of
a multimedia communication system. More specifically, the proposed metric
estimates the severeness of block-edge artifacts in compressed video without
using the original video as reference. Therefore, it may be integrated in a
more sophisticated system for monitoring end-user perceived quality. First, an
introduction to video quality and different assessment techniques are given.
A.1 Introduction
An increasing demand for ubiquitous access to multimedia content, and a
corresponding increase in the variety and amount of content being produced,
end-user terminals and networking facilities, calls for a solution which can
facilitate a good user experience of media consumption. Some essential aspects
of this problem are being addressed through the concept of Universal Multimedia
Access (UMA) [3] which deals with the delivery of images, video, audio
and multimedia content in general under various network access and resource
conditions, communication device capabilities and end user preferences.
The objective of UMA enabled systems is to provide the user with the best
possible subset of a multimedia resource that the user is capable of receiving.
In this sense, UMA deals with quality with respect to the delivery of content.
The quality is treated as an end-to-end Quality of Service aggregate which can
be viewed as Quality of Experience (QoE). Increasingly, this idea is evolving
to include the end-user and the user’s perception of the media being delivered.
In this premise, known as the Universal Multimedia Experience (UME) [5], the
network and the terminal are considered purely as means to deliver the content.
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The aim of this paradigm shift is to enable adaptation of the media content
presented to the end-user based on that user’s perception of that content in a
specific environment and context. In other words, UME emphasizes the end
user, and the ultimate goal is to provide him or her with meaningful content that
maximizes the user’s QoE.
When designing next-generation audiovisual communication systems, an
essential design objective is therefore to maximize the end-users perceived
quality of the provided service. However, to quantitatively measure an end-
user’s perception of an audiovisual service quality in an automated way is
extremely difficult, and depends on factors that are not easily modeled. Human
factors may include such diverse topics as user expectation and preferences, and
psychophysical effects like perceptual organization. Similarly, factors related to
the service, e.g. the physical environment and semantic context in which it is being
used, will also play an important part in how the service is perceived. On the other
hand, factors related to the representation and transmission of audiovisual signals
are often more easily measured. However, such technical system parameters – at
least yet – seem incapable of capturing all aspects of perceptual quality.
For these reasons, subjective testing is often considered the only viable option
when it comes to evaluating audiovisual system performance and creating models
for predicting end-user perceived quality.
A.1.1 Related Work
In order to quantify the perceived quality of a visual sensation through subjective
testing, several factors need careful consideration. First, it is necessary to
decide what to measure, which is known as the attribute. Further, one needs
to hypothesize the cause for a (difference in) sensation, and finally, find an
appropriate way to measure it. This leads to a choice of, or design of, a test
methodology. Different methodologies are presented next, followed by a review of
objective video quality measures and related studies.
Subjective Measures
For video, two main assessment methodologies exist, which differ in the way
the test material is presented to participating subjects. When using the single
stimulus method, test sequences are presented sequentially in a random fashion,
either once or multiple times, and all test clips are rated independently. This
method reflects a typical end-user scenario, where viewers do not have the
possibility of comparing the viewed video sequence with a reference signal.
In the double stimulus method, two test clips are presented to the viewer
simultaneously, and the rating reflects a comparison between the two clips.
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Further, for each of the two test methodologies above, both continuous quality
evaluation (CQE) and post-presentation single quality evaluation (SQE) rating
techniques can be employed. Yet another type of classification can be done based
on the type of rating scale used in the test. For example, absolute category rating
(ACR) is a popular choice for single stimulus testing, while the use of impairment
scales (IS) are often more suitable for double stimulus tests. In ACR, subjects
are asked to rate the video clip independently using e.g. the 5-point mean opinion
score (MOS) scale, while for IS, they would rate the perceived impairment – or
difference – between two video clips shown side-by-side.
These methods are described and standardized in a number of ITU recom-
mendations, e.g. ITU-R BT.500-11, which deals with assessment of television
picture quality [87], and ITU-T P.910 [88], which deals with video quality in
multimedia applications. Further, ITU-T Recommendation P.911 [89] describes
subjective assessment methods for evaluation of audiovisual quality in multimedia
applications. The above recommendations typically outline characteristics of
source sequences to be used as well as viewing and/or listening conditions.
Objective Measures for Video Quality
A generic UMA-enabled communication device used to consume a multimedia
presentation needs to incorporate an awareness of UME, resulting in an intelligent
behavior regarding how the content is presented, delivered, and ultimately,
how the media is perceived by the end user. As previously noted, the latter
is a subjective attribute that depends on several sensory factors that are not
completely understood and are difficult to evaluate. Nonetheless, there is a clear
need for automated evaluation of perceived quality of the rendered presentation.
Specifically, a metric is required that will give us a quality measure that is strongly
correlated with how the content is perceived by a cross section of end-users.
In general, such a metric would have to satisfy certain conditions. For one,
the quality metric would have to have a low computational complexity. It would
also be required to perform consistently over a wide range of content types. In
many situations such as streaming of video, one would require a metric that could
evaluate the perceptual quality of the content with either limited or no access to
reference media. Such metrics are called reduced-reference (RR) and no-reference
(NR) metrics, respectively [90, 91]. Metrics that estimate the perceived quality
using the uncompressed original media as reference, are called full-reference (FR)
metrics.
The most commonly used metric in image and video compression and trans-
mission is the Peak-Signal-to-Noise Ratio (PSNR). It is a purely mathematical
model involving the mean square error (MSE) between pixel values of two
intensity images, and the maximum range of pixel valuesMAXI . When PSNR is
only calculated for the luminance (or luma) component of an image, it is denoted
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Y-PSNR in this thesis. For a sequence of N video frames, in this work, the
average sequence PSNR is calculated as follows;
PSNRseq =
1
N
N∑
n=1
20× log10
(
MAXI√
MSEn
)
Many attempts have been made to develop more suitable metrics for
video quality. In most cases, properties of the human visual system (HVS)
are utilized in order to design metrics that better reflect end-user perceived
quality. An extensive coverage is provided by Winkler in [92]. Other important
contributions include the NTIA (National Telecommunications and Information
Administration) general model developed by Pinson and Wolf [93], the structural
similarity index (SSIM) proposed by Wang et al. [94], the information-theoretic
approach by Sheikh et al. [95],the Digital Video Quality (DVQ) metric proposed
by Watson et al. [96], and the work of Masry et al. [97].
As mentioned above, NR metrics are useful in scenarios where access to
the reference video stream is not available, such as in-service video quality
monitoring. With no reference video signal to compare with, NR metrics often
attempt to quantify the effects of various distortion artifacts. In particular, for
block-based video compression schemes such as the MPEG and ITU standards
(e.g. MPEG-1/2/4, H.263), the main forms of distortions include blocking effect,
blurring, ringing and the DCT basis image effect [98, 99]). While sharpness
metrics [100], and blur and ringing metrics [101] have been proposed, the main
emphasis have been on quantifying the effects of blocking artifacts [91,102–104].
This is because blocking artifacts tend to be perceptually the most significant of
all coding artifacts [102].
The NR metrics described above are spatial-domain metrics, i.e. processing
and feature extraction is done in the spatial domain on pixel values. Also,
it is important to note that they predominantly consider compression-related
distortions, and are not optimized for estimating the impact of transmission-
related distortions. However, recent studies in [105] showed the capabilities of
some NR metrics to accurately estimate the quality of JPEG2000-coded images
subjected to bit-errors. The next section presents related work that also considers
transmission-related distortion.
Objective Measures for Networked Media
Reibman et al. presented an approach to predict the SNR at the receiver side
in case of packet loss [106]. Three different techniques were proposed, that
differed in how much information is extracted from the received or incoming
video bitstream. The frequency-domain method was shown to be quite effective,
while the simpler methods relying on video header parsing, or solely on packet
32
A.1 Introduction
loss, were not as efficient. However, flow-based measurement techniques remains
an interesting research topic as they are light-weight, and scale well to higher-
resolution video formats, and to a larger number of video streams if quality
monitoring is performed in a centralized way (intermediate node in the network).
In another contribution [107], Patel et al. investigated effects of ATM networks
impairments such as bit-errors and cell-loss on audiovisual quality of MPEG-1 and
MPEG-2 video , and developed models of perceived audio, video and audiovisual
quality based on regression analysis.
In [108], Vorren employed the ACR-HRR method to evaluate the perceived
quality of H.264/AVC video subjected to packet loss in simulated Best Effort
(BE) and Differentiated Services (DS) IP Networks 1. The results indicated that
service differentiation and the use of random early detection drop policies in the
DS network only resulted in small gains in end-user perceived quality, and then
only for rather high packet loss rates (5-10%). In addition, the study found
that well-known objective metrics like the NTIA General Model [93], and even
the peak-signal-to-noise ratio (PSNR), correlated quite well with the perceived
quality of video with packet loss impairments (Pearson correlation around 90%).
While the usefulness of PSNR is limited in a real-world delivery scenario, the
NTIA General Model has the potential of being converted to an RR metric, and
as such it may be useful in this context.
Finally, the Video Quality Experts Group (VQEG) within ITU is currently
planning subjective tests in an attempt to validate and standardize objective
video quality metrics for use in multimedia applications [109]. Other related work
items of VQEG include a FR and NR metrics standardization effort for television
applications. Previous studies include an evaluation of full-reference (FR) metrics
for broadcast television monitoring systems [110], which was inconclusive in the
sense that no single metric performed statistically significantly better than PSNR
for all test cases.
A.1.2 Outline and Credit
This remainder of part A presents a simple method for estimating block-edge
impairments in reconstructed video. A corresponding no-reference video quality
metric is proposed in section A.2.1, while its performance is evaluated in section
A.2.2.
The results presented next were published in [111] and [112]. The technique for
detecting block-edge impairments was originally proposed by Dr. R. Venkatesh
Babu, and was further developed and revised in close collaboration between the
co-authors. The author and Dr. Ajit S. Bopardikar carried out performance
1The author of this thesis had the role of student advisor for this project.
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simulations and improved the configuration of the proposed NR video quality
metric.
A.2 No-reference Video Quality Estimation
Most algorithms that measure block-edge impairment – a.k.a. blockiness – make
use of the fact that block-edge gradients can be masked because of spatial activity
around them (spatial or texture masking), or may not be discernible in very dark
or bright regions [91, 102, 104]. Block-edge gradients are typically computed as
a function of the abrupt change in pixel values across a horizontal or vertical
block-edge. Spatial activity is the degree of variation in pixel values in an area
of the image, for instance the variation inside a block or near a block boundary.
The higher the variation, the higher the spatial activity and better is its capacity
to mask block-edge impairment. Thus, ideally, an NR blockiness metric should
measure the users perception of blockiness in each video frame and do so with
low computational complexity so that it can be used for real-time monitoring. In
the next subsection, we describe a novel low-complexity blockiness metric based
on the ideas mentioned above. At this point, note that block-edge impairments
are less prominent in H.264/MPEG-4 AVC due to the in-loop de-blocking filter
applied at the encoder and decoder side. As such, the method is more relevant
to video encoded using e.g. MPEG-4 Part 2 Visual, MPEG-1/2, or H.261/3.
A.2.1 Proposed NR Block-edge Impairment Metric
As stated above, the metric proposed in this work is based on the idea that a
block-edge gradient can be masked by a region of high spatial activity around
it. It can be observed that blockiness perceived in a frame is usually because
of blocks with at least one edge exhibiting low activity. Let Bij represent an
8× 8 block of pixels starting at location (i, j) in a given frame. Ik, k = 1, . . . , 4,
represents the edges of the block as shown in Figure A.1.
To measure the activity along a given edge Ik, the edge is first divided into
three segments of length 6, namely, ak1, ak2 and ak3. This is shown in Figure
A.2.
ak1 = Ik(n) : n = 0 . . . , 5 (A.1)
ak2 = Ik(n) : n = 1 . . . , 6
ak3 = Ik(n) : n = 2 . . . , 7
We define activity as the standard deviation, σkl for each akl, and l = 1, . . . , 3.
For a given edge Ik, activity is defined to be low if at least one of σkl, l = 1, . . . , 3,
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Figure A.1: An 8× 8 block and its edges.
ak1
ak2
ak3
0 1 2 3 4 5 6 7 Ik
Figure A.2: A block edge of length 8.
is below a chosen threshold ε. In other words, if there is at least one segment
of the edge, which has low activity (standard deviation), then the edge and thus
the block it belongs to may contribute to the overall perception of blockiness in
the frame.
The metric is then computed as follows. For each frame:
1. Initialize the block counter CB = 0.
2. In each block Bij along each edge Ik, for each akl, k = 1, . . . , 4 and l =
1, 2, 3 compute the standard deviation, σkl. Thus we obtain three activity
measures per edge giving us a total of twelve activity measures.
3. Now compute the gradient corresponding to each akl
∆k1 = mean|Ik(n)− Ek(n)| : n = 0 . . . , 5 (A.2)
∆k2 = mean|Ik(n)− Ek(n)| : n = 1 . . . , 6
∆k3 = mean|Ik(n)− Ek(n)| : n = 2 . . . , 7
where Ek, k = 1, . . . , 4 are the edges adjacent to the corresponding block
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edges Ik, as shown in Figure A.1.
4. If at least one segment satisfies
σkl < ε (A.3)
∆kl > τ
k = 1, . . . , 4 and l = 1, . . . , 3, increment CB by 1. That is, we count Bij as
contributing towards the overall perception of blockiness of the frame.
The overall blockiness measure BF for the present frame, is then
BF = CBTotal number of blocks in the frame . (A.4)
Clearly, the range of the metric is [0, 1] where a value of 0 corresponds to
no visible block-edge impairment, and increasing values of BF implies increasing
block edge impairments in reconstructed video frames.
The bit depth for the video sequence is assumed to be 8 bits or 255 gray scale
levels. The value of ε is chosen as a threshold to isolate edges with low activity.
To this end, a value of ε = 0.1 is chosen. This corresponds to the situation when
there is a minimal deviation from the mean of the segment. Increasing the value
of ε would result in edges with a greater standard deviation being picked. This
would mean picking blocks with segments that might have enough spatial activity
to mask the block-edge gradient for that edge.
The value of τ can be chosen so that given low activity, the largest number
of perceivable block-impaired edges will be counted in the metric. Increasing the
value of τ would mean rejecting segments with low spatial activity which also have
a block-edge gradient that can be perceived. On the other hand, choosing a very
small value of τ would result in a situation where an imperceptible edge might
result in a block being counted, thus giving a false reading. For the simulations
presented next, a value of τ = 2.0 was used. This specific value of τ was observed
to give the best performance for a wide range of video sequences.
A.2.2 Performance of the Proposed Metric
In the simulations, 10 second video sequences in CIF resolution (frame size of
352×288), 30 frames/sec and YUV (4:2:0) format, was used. For results presented
here, only the Y or the luminance channel is used in the algorithm. The original
video sequence was encoded at various bitrates using the XviD MPEG-4 ASP
encoder [113] with a GOP size of 30 frames.
The performance of the proposed metric is compared with the Wang, Sheik
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Figure A.3: Proposed blockiness metric for the first 60 frames of the “Paris”
sequence coded at different bitrates.
and Bovik (WSB) quality assessment model 2 [103]. Because the WSB metric
increases with image quality, and typically has range of 0 to 10, the WSB model
output is normalized by 10 and this result is then subtracted from 1. This
procedure enables an intuitive comparison with the proposed metric.
Both metrics were computed for each frame of the original and the encoded
sequences. Here, results obtained for the “Mother-Daughter”, “Paris” and
“Stefan” sequences are presented. Figure A.3 shows the result of applying the
proposed NR metric to the first two GOPs (frames 1-60) of the “Paris” sequence
and Figure A.4 shows the corresponding results for the WSB metric. Note that
the proposed metric is nearly zero for the original sequence. In other words,
it measures no block-edge impairment in the uncompressed original video as
expected. At the same time, the measured distortion increases as compression
increases, or equivalently, the bitrate decreases.
It can also be observed that both metrics increase as the compression increases
– or equivalently – the bitrate decreases. This is in keeping with the fact
that higher compression implies coarser quantization and consequently increased
perceived blockiness. The peaks in both figures indicate the I (intra-coded) frame.
The peak suggests that blockiness perceived in the I-frame is the highest in a GOP
2Matlab code for the model was obtained from Zhou Wang’s website at
”http://www.cns.nyu.edu/∼zwang/”
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Figure A.4: WSB metric for the first 60 frames of the “Paris” sequence coded at
different bitrates.
at all bit rates.
Figure A.5 shows the change in both metrics for one frame, namely, frame
number 31 which is an I (intra-coded) frame encoded at different rates, namely,
1234 Mbps, 699 kbps, 489 kbps, 346 kbps, 233 kbps, 186 kbps 147 kbps and 128
kbps. It can be seen that both curves show a graceful behavior, and that the
measured block-edge impairment decreases with increasing bitrate, as expected.
Note that the WSB model output is transformed to an impairment metric for
this plot, as discussed above. Particularly, the maximum WSB value of 10 is not
universally applicable, but was considered suitable for this sequence. Hence, the
discrepancy between the two graphs does not indicate a significant difference in
performance, and attention should rather be given to the slope of the curves.
While evaluating the performance of the proposed metric for different types of
video content, it became evident that the metric performs the best for sequences
with low degree of camera movement and small amount of object motion.
Figure A.6 shows the performance of the proposed metric for the first 60
frames of the “Mother-Daughter” sequence. This sequence depicts typical head
and shoulder type of video content with a fixed positioned camera. Again, note
that the metric is nearly zero for the original uncompressed video frame. Also,
note that the metric attains its maximum for frame number 31 which is the
I-frame.
Similarly, figure A.7 shows how the metric perform for the “Stefan” clip,
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Figure A.5: Comparison of the proposed metric and the WSB metric for frame
31 of the ”Paris” sequence at different bit-rates.
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Figure A.6: Proposed metric for the first 60 frames of the “Mother and Daughter”
sequence coded at different bitrates.
which has a significant amount of camera motion, and complex object motion.
As can be seen, the proposed metric still measures a considerable amount of block-
edge impairments in intra-coded frames. However, for the predictively encoded
frames, little block-edge impairment is detected. From visual inspection, it was
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Figure A.7: Proposed metric for the first 60 frames of the “Stefan” sequence
coded at different bitrates.
verified that high-motion sequences like “Stefan” have smaller amount of block-
edge impairments than low-motion sequences. The reason for this is that the
motion compensation process has a more significant effect on the location of
the block-edge impairments. Although the reconstructed residual in P-frames
may contain blockiness, and the previous I/P-frame from which it is predicted
contains blockiness, the motion compensation will tend to move and smear these
impairments. Because of this, the impairments will to a less extent be aligned
with the edges of 8 by 8 blocks, and additionally, due to the smearing effect, they
will also be less prominent closer to the end of a GOP. Note that this does not
imply that P-frames have higher visual quality than I-frames, but simply that
block-edge impairments are weaker and less prominent, and explains why the
metric does not detect the same amount of blockiness in these frames.
Figure A.8, shows frame 31 (I-frame), frame 40 and frame 55 of the
“Mother-Daughter” sequence, encoded at 88.5 Kb/s. As the blockiness metric
decreases from 0.62 for frame 31 in figure A.9 to 0.28 for figure A.8(b), the
perceived blockiness in these frames also decreases. In addition, note that other
impairments such as blurriness and ringing start to play a more dominant part
in the overall perception of the frame.
Figure A.9 shows one frame, namely, frame number 31 which is an I (intra-
coded) frame encoded at three different rates, namely, 362 Kb/s, 141 Kb/s and
89 Kb/s, along with the original. The corresponding blockiness metrics are given
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(a) Frame 31 (I) (BF = 0.62) (b) Frame 40 (P) (BF = 0.38)
(c) Frame 55 (P) (BF = 0.28)
Figure A.8: Three sample frames from the “Mother-Daughter” clip.
in the caption to the figure. One can see substantial blockiness in the Figure
A.9(d). The corresponding value of the blockiness metric here is 0.62. Likewise,
as the perceived blockiness decreases from Figure A.9(c) to Figure A.9(a) the
blockiness metric decreases from 0.37 to 0.001 for the original.
As mentioned above, the metric performs particularly well for I-frames,
in which block-edge impairments constitute the dominant compression-related
distortion. To show the capabilities of the metric to estimate the received quality
of intra-coded frames for different types of video content, its performance is
compared to the Structural Similarity Index (SSIM) proposed by Wang et al. [94].
SSIM is a full-reference quality metric that has a range between 0 and 1, where
a value of 1 corresponds to the best picture quality. Figure A.10 compares the
performance of the proposed quality metric – which is simply (1 − BF ) – to
SSIM and PSNR for frame 31 of the “Paris” sequence. Figure A.11 shows a
similar comparison for frame 181 of the “Stefan” sequence. Since the output
values of the three models differ, attention should first of all be given to the
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(a) Frame 31 original (BF = 0.001) (b) Frame 31 (I) 362 Kb/s (BF = 0.17)
(c) Frame 31 (I) 141 Kb/s (BF = 0.37) (d) Frame 31 (I) 89 Kb/s (BF = 0.62)
Figure A.9: Frame 31 of the “Mother-Daughter” clip encoded at different bitrates.
slope of the curves. The plots of Figure A.11 indicate that the curve for the
proposed metric is somewhat less steep than the corresponding plot for SSIM
and PSNR. This particularly applies for the “Stefan” clip, and indicate a less
favorable performance of the proposed metric. However, in the case of the “Paris”
clip in Figure A.10, the slope of the curves are more congruent.
A.3 Summary and Discussion
In this part, a No-Reference metric was proposed that measures block-edge
impairments in reconstructed video. Examples of its performance have been
presented. The results indicated that the proposed NR metric performs well for
intra-coded video frames, in which block-edge impairments are the most dominant
artifact, and as such, has the biggest and most severe impact on perceived quality.
The metric can be used on the receiver side of a video communication system, and
thus, it can be applied as an integral part of a real-time video quality monitoring
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Figure A.10: Comparison of video quality metrics for the intra-coded frame 31
of the ”Paris” sequence.
tool. In addition, the proposed method could also be used in other applications
such as post processing of video frames for improved perceptual quality (e.g. error
concealment, de-blocking filters).
However, the approach also has some rather significant limitations. While
the block-edge impairment metric performs well for sequences with low amount
of camera and object motion, it does not properly capture the main distortions in
predictively encoded P-frames for sequences with high motion. In these frames,
block-edge impairments are less prominent. Further, with the standardization
and adoption of H.264/MPEG-4 – which includes a mandatory in-loop de-
blocking filter to combat such distortions – the proposed method may be less
relevant in future systems. Still, the development of NR video quality metrics
that estimate the impact of compression and transmission-related visual artifacts,
remain an important research goal, and will be essential in developing fully
automated quality monitoring and assessment systems. While comparison with
state-of-the-art FR video quality models is an important and flexible way of
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Figure A.11: Comparison of video quality metrics for the intra-coded frame 181
of the ”Stefan” sequence.
determining the performance of proposed NR metrics, they should also be
validated using formal subjective assessment methodologies.
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While part A considered how the visual quality of a deployed video service
could be predicted at the receiver side through the use of no-reference video
quality metrics, part B deals with performance evaluation of such streaming
media services in controlled laboratory-type experiments. Issues related to
the level of control, repeatability and measurements are discussed, and the
proposed multimedia testbed is used to evaluate the performance of an IP-based
H.264/AVC broadcast video service subject to packet loss.
B.1 Introduction
There are three main approaches for evaluating the performance of networked
multimedia applications. First, the most common way is to build an accurate
simulation model of the application’s behavior, together with an appropriate
network model, and evaluate the performance in a discrete event simulator like
ns-2 [114]. The two other methods allow using real applications and end-systems
– and are thus experimental in nature – but differ with respect to how realistic the
attributes of the underlying network are. A network emulator typically provides
a high-level abstraction of typical network behavior, while a test setup using real
network devices provides the most realistic scenario. Disadvantages of using real
applications and network devices are scalability issues when studying a larger
number of users and/or network nodes, and a lower level of repeatability than
what can be offered by network simulations.
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B.1.1 Related Work
Most of the published work involving experimental testing of multimedia
applications relies either on network emulation or measurements performed on
the public Internet. In the case of network emulation, some basic assumptions
about link bandwidth, network delay, delay jitter and packet loss usually have
to be made. The idea of considering the entire network as a black box, in
which certain high-level network characteristics are configured, is referred to
as wide-area-network (WAN) emulation. While some network emulators only
support WAN parameterizations, others allow more detailed configuration of
buffer queue sizes and selection of different drop policies. Emulab, originally
developed at the University of Utah, is a set of large-scale network emulation
facilities available for research and testing [115], [116]. More often though,
smaller-scale local experimental setups using e.g. the NISTnet emulator are used,
as in [117] and [118], or some commercial alternative, as exemplified by the study
in [119].
An approach for doing real-time emulation of wireless channels was presented
by Kellerer et al. [120], in which packets were intercepted and redirected to
the network model emulation software through the use of Linux Divert Sockets.
Experiments involving network emulators provide more realism than simulation
models, but not the same level of control and repeatability.
Recent studies within the European NEWCOM project consider increasing
the level of repeatability in network emulation of wireless networks. Towards this
end, a system is designed in which simulations are first performed oﬄine, and
later, the outcome of the simulation is used by the emulator in deciding which
packets should be delayed by how much, and which are to be dropped [121,122].
In the case of Internet experiments, the results obtained can be quite realistic
and representative of an actual deployment. Vie´ron and Guillemot [42] used such
experiments to verify the performance of a real-time extension to TFRC, and
Wenger employed packet loss traces from Internet experiments to evaluate the
performance of error resilience tools in the H.264/AVC standard [20].
However, there are some important issues with Internet experiments, as
discussed by Spring et al. [123] in the case of PlanetLab [124] Firstly, results
from such experiments are not easily reproducible, since the traffic on the
Internet changes significantly on multiple time scales [125, 126]. If the cross-
traffic experienced by a flow changes significantly from milliseconds and seconds,
to hours, days and months, it is very hard to say exactly when it is appropriate
and representative to perform experiments.
The second aspect is related to where the experiments are made; it is equally
hard to make a test setup that naturally reflects the Internet in a representative
way. This is due to its heterogeneous nature, and the fact that most of the nodes
in wide-area experimental testbeds like PlanetLab are connected through high-
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bandwidth research networks, a situation which does not necessarily resemble the
dominant commercial networks. Note that Pucha et al. show how such distributed
testbeds can be made more realistic by ensuring that traffic flows traverse both
research and commercial networks [127].
Finally, from a social context, people’s usage patterns change over time as new
services such as peer-to-peer (P2P) file sharing and – more recently – user-driven
video portals become more popular. Therefore, although Internet experiments
are the most realistic way to evaluate the performance of multimedia applications,
unless great care is taken, the presumptions on which the experiments are based
may often be less valid. Therefore, in this work the focus is on increasing the
level of realism and repeatability of controlled testbed experiments.
B.1.2 Outline and Credit
In this section, we present an IP-based streaming media testbed that can be
used for evaluating the performance of streaming media applications, and to
evaluate different network QoS strategies for such applications. The proposed
testbed is flexible in that it consists of a set of off-the-shelf and open-source
software components that can be put together to simulate or emulate a specific
streaming scenario. Besides streaming servers and streaming media client
software, components include a controlled test network, a hardware IP network
emulator, a high-precision packet capture device and a packet flow regenerator
to enable accurate recreation of packet flows and specific network conditions.
To be able to run repeatable tests and measurements in a controlled
environment using real streaming media systems and real network devices,
we need to verify the performance and precision of the testbed components.
For instance, to be able to recreate specific network scenarios for interactive
applications that require low bounds on delay (and buffer sizes), we must verify
that the variable delay introduced by network emulation and packet stream
regeneration will not considerably affect our results.
The remainder of Part B is organized as follows; Section B.2 describes the
different network and end-system components of the testbed, while section B.3
gives some preliminary results of the performance of the packet regenerator.
Section B.4 describes how the testbed is used to perform an error robustness
evaluation of H.264/AVC video, and finally, section B.5 provides a summary and
related discussion.
The results presented in the following have been published in [128], [129]
and [130]. The streaming media testbed consists of a set of open-source and
commercially available components, and has been designed and assembled in a
coordinated fashion by a number of people at the Centre for Quantifiable Quality
of Service in Communication Systems (Q2S, NTNU) and Uninett [131]. As
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such, the contribution of the author concerned evaluating the performance of the
packet regenerator device [128]. This work was carried out in close collaboration
with Bjørnar Libæk, who performed software installation and patching of the
Linux 2.6 Kernel. Finally, the error robustness evaluation of H.264/AVC –
including development of the pcap2avc software – was carried out by the author,
in consultation with the co-authors of [130].
B.2 Testbed Overview
Conceptually, the testbed consists of an application part and a network part,
where the former is media aware, and the latter can be either media aware or
unaware. Before describing each component, an overview of the network part is
given.
In general, the network part of the testbed setup can consist of several
manipulation elements {mi}ni=0 which distort the original flow by introducing
packet loss and delay. Examples are real routers and switches fed with competing
traffic, software routers, network simulators, or network emulators. The elements
will be chained together like shown in figure B.1.
m1 m2 mnm3
Figure B.1: Chain of n flow manipulation elements
The transfer of flows between elements can either be done online, by having
a network link between the two elements, or oﬄine, by capturing the flow and
writing it to a trace file together with timing information for later manipulation.
Further, one can say that each oﬄine transfer divides the chain into two phases,
which are separate in time. Typically, an oﬄine transfer is necessary when the
element on the right hand side is a Discrete Event Simulator, which because of
its own time-scale needs to reside in a separate phase. After oﬄine manipulation,
it may be necessary to regenerate the packet flow using a flow regenerator.
Regeneration is another phase separation point. It may be used to replay a
captured flow into a router, or to replay an already manipulated flow for reception
at the media decoding host.
Figure B.2 depicts one specific configuration of the testbed setup, which is
used later in section B.4. The packet flow originates at the streaming server,
and ends up at the decoding host. In the middle, there is a simple network part
consisting of a single manipulation element, namely a network emulator. After
passing through the emulator (phase 1), the flow is captured by a capture device,
and later replayed by a flow regenerator (phase 2). None of the components in
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Figure B.2: Testbed overview
the network part are media-aware, i.e. all operations are performed on IP level
or below.
One important objective of this testbed is to study the effect of packet loss
and delay on packet flows containing media data in a controlled environment. It
is therefore crucial that no unexpected non-measurable delay is introduced by
any of the components. In section B.3.1, results are presented indicating the
delay introduced by the packet regenerator. The rest of this section describes the
components of the testbed in more detail.
B.2.1 Streaming Media Server
Streaming servers usually have both on-demand and broadcast functionality. As
mentioned previously, for on-demand streaming, RTSP is the standard protocol
for setting up and managing new sessions. In the case of broadcast streaming
using a multicast IP service, SDP is often used for description so that new users
can easily access the media being broadcasted. The media data packets are
transmitted using the RTP protocol [132].
In this work, several RTP-based streaming servers and broadcast applications
have been used. First, the work leading to a performance evaluation of the packet
regenerator made use of the broadcast features in the Envivio 4Sight MPEG-
4 Streaming Server (4-Sight) [133]. In this setup, the server transmitted pre-
encoded MPEG-4 video over RTP/UDP [31] by parsing the hint track available
in an MP4 file [134]. The framing and timing information available in this hint
track decides how video data is mapped into RTP packets and sent across the
test network. As the broadcast functionality in the streaming server was used,
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no RTSP setup and negotiation was performed prior to transmission. Darwin
Streaming Server [135] – an open-source variant of the Quicktime Streaming
Server from Apple – has similar features, and could have been used as an
alternative to the server from Envivio.
B.2.2 IP Network Emulator
Network emulation is a way of synthetically subjecting applications and hosts to
real-world network impairments. As mentioned in section B.1.1, while network
emulators can not match the controllable and repeatable characteristics of
discrete event simulators, they offer real-time operation, are easily modifiable
and offer better repeatability than measurements in live networks [116]. Network
impairment patterns such as packet loss, delay, jitter and bandwidth constraints
are some of the high-level parameters that can be configured. In this testbed,
the PacketSphere Network Emulator from Empirix [136] was used.
One part of the user-interface for this emulator is shown in figure B.3. As can
be seen, the emulator is configured to introduce 3 % randomly distributed packet
loss, and a constant delay of 50 ms. In addition, the link bandwidth is restricted
to 512 Kb/s. While the PacketSphere is a commercial hardware solution, freely
available alternatives exist, such as the NISTnet open-source network emulator
for Linux [137].
Figure B.3: IP Network Emulator GUI
B.2.3 Media Flow Monitoring and Capture
In order to perform accurate network link monitoring, delay measurements or
traffic characterization, specialized network monitoring cards are often needed.
They provide packet processing and capture functionality even on high-speed
Gigabit links, and the timing resolution is several orders of magnitude better
than what can be obtained on a desktop computer. In this work, the DAG 3.5E
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network interface monitoring card from Endace was used [138]. These cards have
several very useful capabilities; first, every packet and their entire payload can
be captured and written to a trace file. Second, a microsecond precision time
stamp reflecting arrival time on the link is attached to all packets. Note that
the DAG cards can also be synchronized with GPS (Global Positioning System)
signals. Several trace file formats exist; ERF (Endace Extensible Record Format)
is the native format used in the DAG cards, but they also support the commonly
used PCAP format [139]. The software package dagtools provides capturing and
conversion tools, and neither data nor timing resolution is lost when converting
between the two formats.
B.2.4 Media Flow Regeneration
A packet flow regenerator consecutively reads packets and their corresponding
timestamps from a trace file and sends them out on a network interface. In this
process, there are several possible sources of unwanted delay, depending on the
operating system, hardware resources, system load and the implementation of the
regenerator. Examples are disc access, timer resolution and the process scheduler
in the operating system. To minimize these effects, one could use a real-time
operating system with higher timer resolution and the ability to prioritize real-
time processes. On the other hand, the delays introduced may not be significant
for the test results. For instance, if the delays are much smaller than the decoder’s
playout buffer, they can most likely be ignored.
With this in mind, one of the purposes of this work was to study the
performance of a flow regeneration tool called tcpreplay [140] running on a regular
Linux operating system. Tcpreplay takes a PCAP trace file as input. Because of
the real-time extensions of the 2.6 kernel, both 2.4 and 2.6 kernels were evaluated
at different loads. The 2.4 kernel is a pre-built Debian sarge kernel image of
version 2.4.26. The 2.6 kernel used was version 2.6.8 with the ”Preemptible
Kernel” option (CONFIG PREEMPT=y) set. This option allows low-priority
processes running in kernel mode to be interrupted by time critical events [141].
The following hardware configuration was used: 1 GB RAM, 3.0 GHz Pentium
4 CPU and SATA 7200 rpm 8 MB cache disks.
B.2.5 Real-time Streaming Media Client
As shown previously in figure 2.5, a streaming media client receives, reorganizes
and buffers media data in a playout buffer. The client decoder fetches media
data from the playout buffers, performs error detection, decoding and error
concealment, so that the video frames or audio samples are available for rendering
by a display/sound device at presentation time. Several popular and feature-rich
open-source media players exist, e.g. the VLC player from Videolan [142]. It uses
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the 3rd. party libraries livedotcom [143] and libavcodec [144] for RTP streaming
and media decoding, respectively.
B.2.6 Oﬄine Media Receiver - pcap2avc
In some scenarios, it is necessary to perform media decoding in a separate
phase, after a network simulator has introduced impairments. This may also
be advantageous in network emulation experiments if for instance no streaming
clients with real-time decoding capabilities are available. This was indeed the case
for the study presented in section B.4, in which an error robustness evaluation
of high-definition 720p H.264/AVC video was carried out using the JM (Joint
Model) reference software decoder from JVT [145]. For this work, an oﬄine RTP
receiver named pcap2avc was developed.
The structure of pcap2avc is depicted in Figure B.4, which operates as follows:
packets are sequentially read from a PCAP trace file, and MAPI [146] is used
to filter out the video packet flow. After parsing the MAC, IP, UDP and RTP
headers, NAL Units (NALU) are assembled according to RFC 3984 [33]. NALUs
that are correctly received are then written to an H.264/AVC Annex B byte
stream file. As previously mentioned in chapter 2.2.2, corrupted NAL units have
to be discarded.
The important parameter set NAL units are often transported oﬄine using
SDP, and as such, they would not be available in the PCAP trace file. Therefore,
the description is input to the software together with the PCAP file. The SDP
description can easily be extracted from the hint track of the source MP4 file using
tools available in MPEG4IP [147] or Darwin Streaming Server [135] 1. Finally,
decoding of the .264 file can then later be done using the JVT JM reference
software.
1As an implementation note, it is worth mentioning that the SPS and PPS parameter set
NAL units in the SDP file are represented in binary form using base64 encoding, and that the
PCAP format employs big-endian byte order, similar to how packets appear on the network
link.
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Figure B.4: pcap2avc Oﬄine H.264/AVC RTP receiver
B.3 Testbed Performance Measurements
This section will present results from the process of verifying the performance
of the individual testbed components. First, the performance of the packet flow
regenerator is investigated. Some of these results were published in [128].
B.3.1 Performance of the Packet Flow Regenerator
In this section, two possible performance enhancements of the packet flow
regenerator are investigated. The first is related to preemption in the Linux
2.6 task scheduler, while the other concerns an alternative packet transmission
method introduced in a new software release of tcpreplay (on which the packet
regenerator is based).
As mentioned in B.2.4, configuring the Linux 2.6 kernel with the ”Preemptible
Kernel” option set allows low-priority processes running in kernel mode to be
interrupted by time critical events. Therefore, if tcpreplay is executed at the
highest priority, kernel preemption would allow tcpreplay to interrupt lower
priority tasks, and be scheduled immediately.
For these measurements, the entire StEM sequence downsampled to a
resolution of 1024x416 pixels was used. The clip was encoded using Envivio
4Coder 3.0 [133] to MPEG-4 Advanced Simple Profile at various constant bit
rates (CBR), with a intra period of 1 second (GOP size = 24) and encoder video
buffer size of 1 second.
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Figure B.5: Distribution of difference in packet inter-arrival times comparing 5
Mb/s traces from 4-Sight and tcpreplay (Bin width equal to 0.5 ms for both
traces)
To measure how accurately tcpreplay is able to regenerate packet flows, we
compared a 5 Mb/s MPEG-4 network trace from 4-Sight with several network
traces from tcpreplay regenerating the 4-Sight trace. Similar measurements were
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performed with tcpreplay running on both the Linux 2.4 and 2.6 kernel. These
experiments, published in [128], were performed using version tcpreplay version
2.3.3.
Figure B.5(a) shows the distribution of differences in packet inter-arrival times
between the traces from 4-Sight and tcpreplay running on the 2.4 kernel. Figure
B.5(b) shows the corresponding distribution with tcpreplay running on the 2.6
kernel. As these plots clearly indicate, there is a considerable performance gain
when using the Linux 2.6 kernel. The reasons behind this improvement are
discussed in more detail by Von Hagen in [148]. In fact, considering the extreme
values obtained from our measurements, tcpreplay running on a Linux 2.6 kernel
is able to recreate the packet flow ten times more accurately than tcpreplay
running on the 2.4 kernel. While tcpreplay seems unable to recreate the trace
with a higher precision than ±20 ms on the 2.4 kernel, these bounds are around
±2 ms on the 2.6 kernel.
Absolute difference in inter-arrival times (ms)
Bit rate Mean 99th Percentile Max
1 Mbps 0.261 0.953 2.10
5 Mbps 0.139 1.100 2.70
10 Mbps 0.077 0.914 1.80
15 Mbps 0.078 1.100 5.90
20 Mbps 0.073 1.200 24.5
Table B.1: Absolute difference in packet inter-arrival times between traces from
4-Sight and tcpreplay running on Linux 2.6 kernel, for different bit rates.
Table B.1 shows statistical characteristics of the absolute differences in packet
inter-arrival times between traces from 4-Sight and tcpreplay running on Linux
2.6 kernel, for five different MPEG-4 flows encoded at 1, 5, 10, 15 and 20 Mb/s.
We see that, e.g. for the 15 Mb/s flow, 99 % of packets in the regenerated packet
flow are sent within ±1.1 ms of the intended sending time. The maximum error
increases for higher sending rates, e.g. the worst-case difference between actual
and intended sending time for the 20 Mb/s packet flow is 24.5 ms. It should be
noted however, that only 3 out of 1244686 packets were sent more than 3.3 ms
later than intended during this session. This phenomenon could be related to
higher priority system processes forcing tcpreplay to sleep longer than intended
[140]. Also, we see that the mean error in sending time decreases as the bit
rate increases. For higher bit rates and an increasing number of packets per
video frame, more and more packets are sent immediately succeeding each other,
without tcpreplay having to sleep until the next calculated sending time. This
way, the relative frequency of idle periods is reduced, and the rate of times at
which tcpreplay has to wake up at the exact right moment is reduced.
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Figure B.6: Distribution of difference in packet inter-arrival times comparing 5
Mb/s traces from tcpreplay v2 and v3 (Bin width equal to 0.01 ms)
Performance of tcpreplay version 3
Since the initial study of the performance of tcpreplay was conducted, a new
version of the software has been released that enables more accurate packet
scheduling. Therefore, in this subsection, the performance of tcpreplay version
2.3.3 – as studied in [128] – is compared to most recently released version 3.0
(beta 11). Throughout this subsection, the two versions are named tcpreplay v2
and tcpreplay v3, respectively. The major difference between the two – at least
regarding their capabilities of accurately recreating packet flow traces – is the
way the software behaves in between two successive packet transmissions. While
tcpreplay v2 calculates the time to sleep until the next packet transmission, calls
the nanosleep() function, and waits to be re-scheduled by the operating system,
tcpreplay v3 utilizes a for loop and continuously calls gettimeofday() until the
next transmission time is reached. While more CPU intensive, this is supposed
to enable more accurate packet flow regeneration [140].
To investigate the difference in performance between tcpreplay v2 and v3,
three separate packet flow regeneration experiments were performed for each of
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the 5, 10, 15 and 20 Mb/s trace files. Each experiment lasted around 11 minutes.
Table B.2 and B.3 show some relevant statistics of the performance of tcpreplay
v2 and v3, respectively. From these tables, it can be observed that there are
significant differences in performance between tcpreplay v2 and v3. The mean
error in inter-packet spacing is generally lower for v3, as are the values for the
99th percentile. For the 20 Mb/s trace regeneration experiments, 99 % of the
inter-arrival times were within 0.04 ms of the intended spacing for tcpreplay v3,
while the corresponding number for tcpreplay v2 is 1.16 ms. Thus, one may claim
that tcpreplay v3 has better average performance than tcpreplay v2.
Absolute difference in inter-arrival times
Bit rate Mean (ms) 99th Percentile (ms) Max (ms)
5 Mbps 0.139 1.058 5.62
10 Mbps 0.077 0.917 13.1
15 Mbps 0.073 1.061 12.9
20 Mbps 0.073 1.158 24.8
Table B.2: Statistics of the absolute difference in inter-arrival times between
traces from 4-Sight and tcpreplay v2.
Absolute difference in inter-arrival times
Bit rate Mean (ms) 99th Percentile (ms) Max (ms)
5 Mbps 0.007 0.013 33.4
10 Mbps 0.016 0.029 46.9
15 Mbps 0.021 0.032 34.2
20 Mbps 0.023 0.040 45.4
Table B.3: Statistics of the absolute difference in inter-arrival times between
traces from 4-Sight and tcpreplay v3.
However, the worst-case performance, as indicated by the maximum difference
in (absolute) inter-arrival time, is clearly worse for tcpreplay v3. Figure B.6 shows
the best and worst results – among the three experiments – for tcpreplay v2 and v3
when regenerating a 5 Mb/s flow. While the re-scheduling mechanism employed
in v2 tend to make the error in inter-packet spacing distributed around zero, the
for-loop in v3 makes it is more likely that a packet is sent too late rather than
too early. Hence, the distribution of differences in inter-arrival times between the
tcpreplay v3 trace and the original 4-Sight trace exhibits a tail of negative values.
Figure B.7 shows corresponding plots for the 20 M/s experiments.
Another way to illustrate the difference in worst-case performance, is to
consider the number of packet inter-arrival times that are incorrect by more
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Figure B.7: Distribution of difference in packet inter-arrival times comparing 20
Mb/s traces from tcpreplay v2 and v3 (Bin width equal to 0.01 ms)
than 2 ms. For the 20 Mb/s flow regeneration experiments, this number was 658
for tcpreplay v3, and 147 for tcpreplay v2. This translates to about 0.018 %, and
0.004 % of the total number of regenerated packets, respectively. Thus, one can
argue that the greedy behavior of the packet scheduling algorithm in tcpreplay
v3 results in a higher average, but a lower worst-case performance, than the re-
scheduling approach used in tcpreplay v2. Lastly, note that these experiments
were performed on a pc with a single-processor architecture. Running tcpreplay
on a multi-processor machine is expected to provide a gain in performance, maybe
especially for the CPU-intensive approach taken by tcpreplay v3.
Influence of clock drift
If the clocks on the packet regenerator and the packet capture device are not
synchronized, then drift will occur when regenerating the packet flow. Figure
B.8 illustrates this by showing the difference in arrival times between the original
4-Sight trace and the resulting trace regenerated by tcpreplay. Here, the data
point (600,114) suggests that during a six-minute period, the clock in the packet
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regenerator is drifting by around 114 ms relative to the GPS synchronized clock
in the packet capturing device. This corresponds to roughly 16 seconds per day,
which is considered to be common for desktop computers [149].
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4-Sight and tcpreplay on Linux 2.6
Figure B.8: Difference in arrival times between traces from 4-Sight and the
tcpreplay packet regenerator
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B.4 An Error Robustness Evaluation of H.264/AVC
This section considers using the proposed testbed to evaluate some error
robustness aspects of the H.264/AVC video coding standard. The study and
the results presented in the following were published in [130].
The section is organized as follows; Section B.4.1 gives a short overview
of related work. Section B.4.2 describes the test setup and the different slice
partitioning schemes to be compared. Finally, the resulting reconstructed video
quality for different packet loss rates is discussed in section B.4.3
B.4.1 Related Work
As previously stated, the goal of any multimedia communication system should
be to maximize the end-user’s perceived quality of the delivered service. When
evaluating the performance of such a service, either subjective testing, or some
measure that is proven to show a high correlation to perceived quality, should be
used to evaluate the performance of the service. Even though the peak signal-to-
noise ratio (PSNR) has been shown not to correlate terribly well with perceived
quality [94], it is still used in this part of the work. This is because of its simplicity
and flexibility, but also due to the fact that still no widely recognized quality
metrics exist, that incorporates the effect of packet loss and provides a higher
correlation to perceived quality (see section A.1.1).
Most of the previously published work on H.264/AVC error robustness has
been done using JVT’s common test conditions for IP-based transmission [150],
which includes a simple simulator discarding packets based on a loss pattern
file. The loss patterns are obtained from Internet experiments, and with a few
exceptions mainly consists of scattered packet loss [151]. In [20], Wenger gave a
comprehensive overview of the error-resilience tools in the H.264/AVC standard,
and presented results for six different encoder configurations comparing the
use of intra macroblock updates, slice partitioning, interleaved FMO, dispersed
FMO, and data partitioning for two CIF resolution sequences. FMO and data
partitioning were concluded to be particularly valuable error resilience tools.
Halbach and Olsen [19] evaluated the use of motion-sensitive intra macroblock
updates, i.e. areas with high motion are more likely to be intra-coded, as a
means to stop error propagation. Stockhammer et al. [21] discussed the use
of H.264/AVC in a wireless environment and presented an error robustness
evaluation for a conversational service with and without feedback using the
JVT common test conditions for RTP streaming over 3GPP [152]. While
slice partitioning and rate-distortion optimized mode decision gave good results
without the use of any feedback, excellent results were reported when multiple
reference frames and feedback was used to effectively stop error propagation.
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Calafate et. al. [153] studied the error resilience of H.264/AVC in an ad-hoc
wireless network scenario.
While previous work largely has focused on low-resolution low-quality appli-
cations, this work studies the error robustness of a high-quality high-definition
H.264/AVC broadcast service over an emulated IP network that introduces
randomly distributed packet loss. We will not consider the delay and delay jitter
introduced in real packet-switched networks, assuming that the playout buffer
can be set large enough so that all delay jitter is absorbed. Although simple,
random packet loss may be a valid model for low and transient congestion if
queue management policies like Random Early Detection or Early Random Drop
is employed in networks routers [154]. For typical Internet packet loss, more
complex state models incorporating temporal dependencies of lost packets are
often more appropriate [155].
One difference between this work and the above-mentioned contributions is
that the proposed setup could easily be used to test and compare the error resilient
encoding of real commercial H.264/AVC over RTP/UDP/IP broadcast solutions.
Further, using the packet flow regenerator described in section B.2.4, the trace file
from a given network emulation can be played back to a streaming media client for
development, subjective testing, demonstration or other purposes. For instance,
it could be used to recreate a specific lossy network condition for subjective testing
of a streaming media session that has been impaired by packet loss.
B.4.2 Measurement Setup
Test Material
For our measurements we used an excerpt from the mini-movie ”Standardized
Evaluation Material” (StEM) under license from Digital Cinema Initiatives (DCI)
[156]. More information on this clip is given in Annex I.1. The excerpt from
StEM, in this section referred to as STEM-A, consists of 576 frames (from frame
number 1716 up to and including frame number 2292) giving a playing time of
24 seconds. To create a 720p version of STEM-A, cropping was first employed to
remove 768 pixels on both the left and right side of each frame, and also to remove
137 pixels from both the top and bottom of each frame. The resulting 2560 by
1440 pixel frames were then converted to the target 1280 by 720 resolution by
bilinear downsampling.
Encoder Configuration
The STEM-A clip was encoded using the H.264/AVC reference software JM
version 10.1 [145]. Table B.4 lists some important encoding parameters that
were common to all configurations, unless otherwise stated, in Table B.5. IDR
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(Instantaneous Decoding Refresh) pictures were used to prevent reconstruction
errors propagating across GOP boundaries.
Parameter Value
GOP structure IPPP
Intra Period 24
IDR Intra Enable On
Number of Reference Frames 5
Search Range 128
Symbol Mode CAVLC
Weighted Prediction Off
RD Optimization On
MB Line Intra Update Off
Random Intra MB Refresh Off
Constrained Intra Pred Off
Table B.4: Common encoding parameters for error robustness evaluation.
The eight different configurations we compared in this work are listed in Table
B.5 together with the quantization parameter (QP) used in the encoding and the
resulting average bitrate. ”SL1” denotes the case when using no slice partitioning
at all, that is, the entire primary coded picture is transported as a single NAL
unit. Similarly, ”SL5”, ”SL9” and ”SL16” is encoded using 5, 9 and 16 slices per
frame, respectively.
The JM reference software also supports creating slice partitions that are
matched to the maximum transmission unit of the underlying network. All
configurations having name starting with ”SLMTU” are encoded in such a way
that no NAL units are larger than 1450 bytes, which is the maximum transmission
unit (MTU) payload on our Ethernet network, making sure that no NAL
units are fragmented by the network abstraction layer. This feature, together
with constrained intra prediction, which prevents intra-coded macroblocks from
using inter-coded macroblock for prediction, is introduced in ”SLMTU-CIP”.
Furthermore, ”SLMTU-FMO-CIP” adds FMO using two slice groups per picture
and the dispersed slice group map type, also known as the ”checkerboard” FMO
pattern [17].
While the above configurations have all been encoded using I and P frames
only, and an intra period of 24 pictures, the next configuration instead uses
groups of intra-coded macroblocks to refresh the prediction. In ”SLMTU-FMO-
MBLINE”, one line of macroblocks, or rather group of macroblocks, are intra-
coded in every picture. Considering that there are 45 lines of macroblocks
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in a 720p frame, the number of regularly intra-coded macroblocks would
correspond to an I frame about every 2 seconds for our test material. The last
configuration, ”SLMTU-FMO-PYR”, was encoded using a four level hierarchical
coding structure as discussed in section 2.1.1.
Name QP Bitrate
SL1 26 2950 kbps
SL5 26 3019 kbps
SL9 26 3078 kbps
SL16 26 3178 kbps
SLMTU-CIP 27 2910 kbps
SLMTU-FMO-CIP 28 3016 kbps
SLMTU-FMO-MBLINE 28 3034 kbps
SLMTU-FMO-PYR 27 2990 kbps
Table B.5: The eight configurations used in H.264/AVC error robustness testing.
It is well known that extensive slice partitioning decreases compression
efficiency, since prediction is constrained within one slice of a picture and also
because of the increased overhead associated with slice and protocol headers [19].
Figure B.9 shows the rate-distortion performance of the different configurations
(without considering protocol overhead). The quantization parameter was fixed
for all pictures in the sequences and was chosen so that the average bitrate of all
configurations was as close to a target rate of 3 Mb/s as possible. We observe
that for our test material, the dispersed FMO scheme decreases the compression
efficiency by roughly 1 dB for the target rate. This is due to the restriction FMO
places on the use of intra-picture prediction techniques [20].
Transmission and Network Emulation
The eight H.264/AVC video files output from the JM reference encoder were
wrapped in MP4 files and hinted with an MTU of 1450 bytes using tools
from MPEG4IP [147]. The media was then broadcasted over the test network,
through an Empirix PacketSphere IP network emulator [136], and captured
by a high-performance DAG network interface monitoring card [138]. The
network emulator was configured to introduce uniformly distributed packet loss
at different rates, namely 0.01%, 0.1%, 0.25%, 0.5%, 1%, 1.5%, 2%, 3% and
5%. Each media file was transmitted five times over the test network at each
configured packet loss rate, giving a total of 45 measurements for each of the
eight configurations.
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Figure B.9: Rate-distortion performance of the different configurations used in
error robustness testing
Stream Assembly and Decoding
Figure B.10 summarizes the test setup. Due to the high complexity involved
in real-time decoding of High-Definition H.264/AVC, and because of the current
limitation in available real-time decoding software supporting the advanced error
resilience tools available in H.264/AVC Extended Profile, packet reception and
decoding was done oﬄine. A purpose-built application, pcap2avc, was developed
to perform the packet reception and stream assembly, as described in Section
B.2.6. Finally, decoding of the received bitstream was done using the H.264/AVC
reference software [145].
JM version 10.1 supports the ability to conceal entire frame losses, which
is particularly helpful for configuration ”SL1”, where the loss of a single FU-A
NAL Unit means that the entire frame is lost. The current limitation of the
picture error concealment algorithm in JM 10.1 is that it can only conceal I and
P pictures, and that it is not able to conceal the last P picture of a GOP if this
is lost. This has to be taken into account when calculating the PSNR to prevent
misalignment between frames in the original and decoded sequences. As long as
at least one slice is correctly received for a picture, the JM reference software
is capable of concealing lost slices using temporal and spatial error concealment
algorithms [157].
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Figure B.10: Measurement setup for error robustness evaluation of H.264/AVC
B.4.3 Results
In this section we present results of the reconstructed video quality for the
eight different configurations described in section B.4.2. The peak signal-to-
noise ratio (PSNR) between the uncompressed original and the decoded video
is calculated based on the luminance video component only, denoted Y-PSNR.
When calculating the Y-PSNR, no penalty was introduced for missing, non-
concealed frames.
Figures B.11 and B.12 show reconstructed Y-PSNR at packet loss rates (PLR)
from 0.01% to 5%. One dot in each of the scatter plots corresponds to the average
Y-PSNR across all the frames of the reconstructed video sequence for a single run
through the testbed. Curves estimated using second or third order polynomial
regression (depending on which order made the best fit) are also shown in the
graphs for purpose of illustration.
From the plots we can clearly see that the error resilience with respect
to reconstructed Y-PSNR improves significantly when more advanced slice
partitioning schemes are being employed. For instance, if we compare at which
packet loss rate the configurations in Figure B.11 seem to have quality reduction
to 35 dB Y-PSNR on average, we see that ”SL1” reaches this point at a loss rate
of approximately 0.3%. The corresponding figures for ”SL5”, ”SL9”, and ”SL16”
are 0.5%, 0.6%, and 0.9%, respectively.
When the slice partitioning is matched to the MTU of the underlying network,
and constrained intra prediction is employed, we see from Figure B.12(a) that the
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Figure B.11: Average reconstructed Y-PSNR as a function of packet loss rate for
different encoder configurations.
performance is further improved. For ”SLMTU-CIP”, the reconstructed Y-PSNR
stays above 35 dB for packet loss rates up to 1.5%.
Figure B.13 shows how the deficiency in proper slice partitioning affects the
video delivery when packet loss occurs. The effective packet loss rate, here
equal to the total number of transmitted packets divided by the sum of lost
and discarded packets, is plotted as a function of packet loss for five sets of
measurements. For ”SL1”, where no slice partitioning is employed, nearly 20%
of the packets have to be discarded when 3% of the packets are lost in the network.
The situation improves with increasing slice partitioning, and for ”SLMTU-CIP”,
no packets have to be discarded, meaning that the effective PLR is equal to the
PLR inflicted by the network.
From Figure B.12(b) we can clearly see what can be gained by using FMO for
moderate and higher loss rates. While the reconstructed Y-PSNR for ”SLMTU-
CIP” decreases below 35 dB at around 1% packet loss, ”SLMTU-FMO-CIP” can
maintain an average Y-PSNR above 35 dB for up to 3.5-4% of random packet
loss for our test material. Also note from Figures B.12(a) and B.12(b) that, while
decreasing the compression efficiency by 0.5 dB in the error free case, the FMO-
based scheme seems to outperform the pure slice partitioning based scheme at
packet loss rates higher than 0, 25%.
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Figure B.12: Average reconstructed Y-PSNR as a function of packet loss rate for
different encoder configurations.
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Figure B.13: Effective loss (lost and discarded packets) as a function of packet
loss rate for different slice partitioning configurations
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The measurements for ”SLMTU-FMO-CIP-MBLINE” reveal that intra cod-
ing a single group of macroblocks in every picture gives an error robustness
performance comparable to that of using I pictures for random packet loss. In
Figure B.12(d) we see that the reconstructed Y-PSNR is decreasing just slightly
faster than for ”SLMTU-FMO-CIP” in Figure B.12(b), and that it stays above
the 35 dB line for packet loss rates up to 2.8%.
Interestingly, we see from Figure B.12(c) that the hierarchical coding scheme
using B pictures in ”SLMTU-FMO-CIP-PYR” actually has reduced error
robustness compared to ”SLMTU-FMO-CIP”, and reconstructed Y-PSNR falls
below 35 dB for PLR higher than 2.5%. This indicates that, unless some
prioritization mechanism is in place to protect the all-important base layer
(consisting of the I and P pictures in the pyramid), then the IPPPP coding
structure of ”SLMTU-FMO-CIP” is superior to the pyramid coding in ”SLMTU-
FMO-CIP-PYR” in terms of error robustness. In the error free case however,
pyramid coding improves the compression efficiency by 0.2 dB for our test
material when FMO is used (see Figure B.9).
B.5 Summary and Discussion
We have presented a streaming media testbed for IP networks. Besides a
streaming server and a streaming media client, it consists of an IP network
emulator, a high-performance packet capture device and a packet flow regenerator
enabling repeatable performance measurements of streaming media applications.
Analyzing the delay introduced by the packet regenerator in our measurements,
it was observed that this could be limited to around ±2.0 ms for a 5 Mb/s flow
when tcpreplay was running on a Linux 2.6 kernel. Depending on the application
at hand, this uncertainty may or may not be significant. For instance, interactive
conversational applications require small playout buffers (in the millisecond
region), and thus this uncertainty introduced by the packet regenerator is more
significant than if the playout buffer is large (in the region of several seconds),
like in video-on-demand or multicast streaming scenarios.
Further, using the proposed testbed, an evaluation of the performance and
error robustness of an RTP-based high-quality H.264/AVC video broadcast
streaming service was presented. IP network emulation was used to introduce a
varying amount of randomly distributed packet loss. A high-performance network
interface monitoring card was used to capture the video packets, and the RTP
packets in the resulting trace file were assembled to an H.264/AVC Annex B
byte stream file, which was then decoded by the JVT JM 10.1 reference software.
The proposed measurement setup represents a practical and intuitive approach,
and can easily be used to perform error resilience testing of real-life H.264/AVC
broadcast applications.
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Through a series of experiments, some of the error resilience features of the
H.264/AVC standard was evaluated for packet loss rates between 0, 01% to 5%.
The results confirmed that an appropriate slice partitioning scheme is essential to
have graceful degradation of application behavior in the case of packet loss. While
FMO reduces the compression efficiency about 1 dB for the test material used,
reconstructed video quality is improved for loss rates of 0.25% and higher. At
loss rates up to 3-4% for our test material, flexible macroblock ordering together
with slice partitioning matched to the MTU of the underlying network can give
remarkable both objective and subjective visual quality.
In the error robustness study described above, the only objective metric used
for assessing the impact of packet loss was the average sequence PSNR. This
metric does not necessarily reflect end-user perceived quality very well, and
therefore, further validation using state-of-the video video quality metrics and
formal subjective testing should be carried out.
Further work could also include extending the measurement framework so
that both packet capture and NAL unit assembly could be done in real-time
using MAPI [146].
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This part presents a network-adaptive video streaming system that employs
scalable video coding techniques and a media-friendly congestion control scheme
to ensure that end-users are provided the best possible experience when using a
video-on-demand service. Standard solutions for media encoding (H.264/MPEG-
4 SVC) and delivery (RTP) are used to build a prototype system. A specific
application scenario is simulated and evaluated, namely video distribution over
IEEE 802.16 broadband wireless networks.
C.1 Introduction
It is anticipated that many future multimedia systems and applications will be
deployed in a ubiquitous manner; end-users may have terminals with varying
capabilities, and either wired or wireless network connectivity. The different usage
scenarios present different challenges with respect to the delivery of multimedia
content. For instance, bandwidth is a much scarcer resource in wireless networks
than in their wired counterparts. Due to this reason, the requirement that
multimedia applications should be able to adapt to varying network conditions
is most challenging in a wireless context.
IEEE 802.16-based technologies are currently the subject of much interest
within the community: Operators are rolling out systems compliant with the
current versions of the standards and starting to offer services, while the research
community is focused on developing new capabilities for such systems. Much of
the current research focus is on the development of mobile and mesh variants of
the technology. However, there is still work to be done on understanding how
the more established fixed broadband wireless access (FBWA) variant performs
for particular applications.
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Many are of the opinion that wireless technologies in general and 802.16-
based technologies in particular are a natural solution for connectivity within
rural areas as they scale well and can deliver high data rate wireless connectivity
at reasonable cost. Further, there are typically less radio propagation problems
in rural settings than there are in built-up urban or suburban environments. For
these reasons, it is interesting to focus on the capabilities of 802.16 technology in
the context of last-mile rural broadband access [158–162].
Those experimenting with 802.16 technologies typically have a number of
issues they wish to investigate: some of these issues relate to the radio propagation
aspects of the technology, some relate to the throughput that the system can
deliver in different configurations and some relate to the quality that can be
offered to different applications. Regarding this latter activity, much of the focus
has been on the capability of 802.16 systems to support VoIP – little to date has
been reported on how 802.16 systems can be used to support video services.
Video distribution over IP networks is also the subject of much interest at
present, in particular in the IPTV arena. IPTV includes the transmission of both
live television programmes and events, and Video on Demand (VoD) services over
broadband access networks. Increased penetration of higher capacity broadband
access and more efficient video compression schemes are making distribution of
high quality video content over an IP-based infrastructure a realistic option. One
particularly interesting technology that is being developed within this context is
the scalable extension to H.264/AVC, so-called Scalable Video Coding (SVC) [25].
SVC can work particularly well with the adaptive mechanisms that are necessary
for distributing video over resource-constrained networks.
C.1.1 Related Work
An interesting contribution which focused on the general challenges associated
with adaptive video streaming in a wireless context was made by Wu et al. [79].
There, they identified three components essential to delivering acceptable video in
such scenarios: scalable video representations, end-systems capable of performing
network-aware adaptation, and adaptive QoS support from the network. The
solution proposed here has support for these three components, although the
QoS support from the network is not studied. While Wu et al. identify a high
level framework for streaming video over wireless networks, there are many details
which are unspecified in their work and hence more work is needed to address
this.
The related contributions can be categorised into those focused on perfor-
mance of 802.16 systems, those considering issues with adaptive streaming of
scalable video, or those addressing congestion control issues for video traffic.
Each of these is dealt with in the following subsections.
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Performance of IEEE 802.16 Wireless Broadband Networks
A number of contributions have been made which focus on different aspects of the
performance of 802.16 systems. Ghosh et al. [160] gave one of the first reports
on the performance of 802.16a. They identified limitations of the technology
and pointed out that the performance that can be anticipated by the early
realizations will be significantly lower than many had thought. However, they
did acknowledge that there are well-known techniques, which can be employed
to significantly improve the system performance, such as MIMO and adaptive
subcarrier loading.
A very important contribution to this area was made by Hoymann in [161], in
which he provides some insight regarding the data rates that can be achieved for
802.16d/802.16-2004 systems operating under different assumptions. His results
indicate that cell throughput on the order of 10-20 Mb/s is attainable for realistic
spatial distributions of users. Further, he highlights the inefficiencies arising from
padding of OFDM symbols and he also concludes that the overhead introduced
by the MAC headers is about 10 %.
Cicconetti et al. [158] examine the performance of the 802.16 MAC for two
scenarios — one based on residential users and one based on small and medium-
sized enterprise (SME) users. They focus on how the system performs for delay
sensitive applications and report useful results which indicate the capacity of the
system for various load configurations. More specifically, they envisage providing
services to something on the order of a few 10s of users simultaneously using a
channel configured according to one of the recommended WiMAX profiles [163].
Further, they point out the increasing overheads associated with increasing the
numbers of subscribers. Lastly, in [164] the authors consider the throughput of
802.16e systems. While their work is in a mobility context, they consider slow
moving users and efficient modulation and coding schemes. Hence, their work
can be used as an indicator of the types of data rates possible in 802.16 systems.
More specifically, the results indicate that a single cell can deliver a little over
11Mb/s aggregate data rate under some quite realistic assumptions.
Streaming of H.264/MPEG-4 SVC
The forthcoming SVC standard will specify how to represent video streams with
spatial, temporal and quality scalability; indeed it is possible to generate SVC
enhancement layers which can augment an H.264/AVC compatible base layer [25].
In the SNR quality dimension, both layered coarse-granular scalability (CGS),
and fine-granular scalability (FGS) is supported. The focus here is on the FGS
capabilities of the standard1.
1Please consider comments made in section 2.1.2
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There is much published work on streaming of H.264/AVC video, and the
performance of the wide range of error resilience tools available in the standard,
for both wired, wireless, and mobile scenarios, see e.g. [165], [21], and [20]. Schierl
et al. [166] describes using SVC in combination with an unequal error protection
based scheme for wireless broadcasting, while Nguyen and Ostermann [167]
presented the first SVC-based adaptive solution for Internet streaming, employing
packet-train techniques to estimate available bandwidth. Recently, Wien et al.
presented a real-time adaptive streaming video system based on MPEG-21 and
SVC in [168]. However, to date, little has been published on the use of H.264/AVC
or SVC in an 802.16 context.
Congestion Control for Scalable Video Streams
As mentioned in Section 2.2.3, congestion control is an integral part of any
adaptive media streaming solution. While congestion control for video streaming
applications is quite well-studied, there are still some open issues. In [42], Vieron
and Guillemot address the rate smoothness and real-time requirements for video
streaming, in the case of the standard TFRC protocol [52]. There are some
issues with this approach: the sending rate still fluctuates substantially which is
undesirable and the scheme relies on packet loss to perform efficient congestion
control. While video applications can be designed to have resilience against
lost packets, it is advantageous to minimize the error rate when the system is
operating in steady state.
Given sufficient buffer space in network routers, accumulation-based protocols
– as discussed in Section 2.2.3 – can operate without packet loss in the steady
state. Further, it is well-known that the performance of protocols that rely on
packet loss to perform congestion control – such as TCP and TFRC – perform
poorly in wireless radio networks where loss also occurs due to errors on the
wireless channel [50, 169]. Since accumulation-based protocols do not utilize
packet loss for detecting congestion, they are a favorable candidate for transport
in wireless networks. Hence, an accumulation-based control was chosen in this
work. More details on the specifics of the scheme will be presented in section
C.2.3.
It is worth noting that there are some issues with such schemes, specifically
related to reverse-path congestion. Xia et al. have shown that these can be
solved by using a high-priority channel for special control packets and appropriate
receiver side behavior. However, in the work described here, this issue does not
arise as there are sufficient resources allocated to the reverse path. Consequently,
network support for QoS is not necessary, and a pure end-to-end approach is
taken.
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C.1.2 Outline and Credit
The focus of this work, is on studying issues associated with video delivery over
802.16 FBWA networks. More specifically, the focus is on determining how well
SVC - in conjunction with specific congestion control algorithms - works for
distributing video to Subscriber Stations (SSs) of an 802.16 system. Questions
to be answered also include how the adaptive video mechanisms impact radio
resource utilization and how many users can be supported for different system
configurations. The setting is assumed to be rural, as this is a natural use-case
for 802.16 systems: clearly, this has implications for the spatial distribution of
users in the system.
The structure of Part C is as follows. An overview of the system under study
is presented next in section C.2. In section C.3, the particular scenarios simulated
are described, and the results obtained are presented and discussed. The work is
concluded in section C.5.
The work presented in this part is based on a close collaboration with
the Performance Engineering Lab at University College Dublin, Ireland. More
specifically, the 802.16 network simulation model was developed by Vasken Genc,
while the rate-adaptive video server and client applications were developed by
the author. Further, the project was performed in close consultation with Dr.
Sea´n Murphy, who also contributed invaluably in writing the corresponding
papers [170] [171].
C.2 System Overview
This section will present an overview of the video distribution system, a model of
the 802.16 wireless network that is used for delivery, and the proposed adaptive
video streaming solution.
C.2.1 Video Distribution Architecture
The system architecture assumed, as depicted in figure C.1, is one in which users
access video content from a video server located within, or close to the service
provider’s core network. While a single server, in general, will not have access
to all video content users might request – this could be for copyright or storage
reasons, for example – it may be reasonable to envisage a server in the distribution
network which stores popular content. This could be part of a caching mechanism
in a content delivery network, or it may occur due to some agreement between
the access provider and the content provider. Also, the architecture assumed is a
realistic starting point for simulation studies as most of the congestion and delays
occur on the wireless access link.
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Figure C.1: System architecture
In the envisaged architecture, the video applications – i.e. the streaming
server, and the streaming clients on subscriber stations SS 1 to SS K in figure C.1
– are assumed to be adaptive so as to enable them to make best use of the available
resources in the 802.16 system. More specifically, the adaptive mechanisms enable
each flow to increase its rate if the radio access system is under-utilized or,
conversely, each flow reduces its rate if the system enters congestion.
It is important for the perceived quality of video-on-demand services that no
users experience interruptions in continuous media playback. These interruptions
occur when the streaming client’s playout buffer drains completely and happens
because of severe and persistent congestion in the network. Therefore, limiting
the amount of data that is in the network, as accumulation-based congestion
control mechanisms do, can, in effect, also help prevent the client’s playout buffer
from draining during a streaming session.
To facilitate this adaptation, the video content is encoded in such a way
as to provide spatial, temporal or quality scalability. How to decide on the
optimal adaptation procedure, with respect to which combination of scalability
dimensions to choose at any particular time, is in itself an important and
difficult research problem. Here, we take the view that scaling the video in
the quality/SNR dimension when network conditions deteriorate should be taken
as the first course of action. Since we use the fine-granular scalability (FGS)
configuration of SVC, the packets of the FGS quality layer can be truncated
at an arbitrary point to perform the bit rate adaptation. Later, if congestion
persists, temporal layers should be skipped to further reduce the transmission
bit rate, in effect reducing the frame rate with a certain factor for each temporal
layer being removed. However, this mechanism should only be employed rarely
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as users typically may find it perceptually unacceptable.
It should be noted that the use of scalable coding, and perhaps particularly
fine-granular scalable coding, comes at the expense of lower compression efficiency
as compared to single-layer coding. However, one of the objectives of this work
is to show the advantages of such schemes, despite the added redundancy. Two
obvious strengths that are important for delivery in wireless scenarios are 1) the
ability to adjust the transmission rate when congestion occurs without relying on
transcoding, and 2) the error resilience aspects of combining the important base
layer with some unequal error protection scheme.
In this study, all the traffic going through the 802.16 base station originates
from the video applications. The impact of TCP traffic was not considered here.
This is because previous studies of TCP Vegas – which can be considered to be an
accumulation-based congestion control protocol [58] – have shown that Vegas does
not receive a fair share of the bandwidth when competing with variants of TCP
that infer congestion solely through loss, such as TCP Reno [172]. Therefore,
one may argue that a real-life system employing the proposed adaptive video
solution would have to separate video traffic from other types of traffic, using e.g.
differentiated services [76].
C.2.2 Network Simulation Model
The simulation was performed using the NCTUns simulator [173]. This simulator
was chosen as it enables real video streaming applications to interact easily with
the simulation tool. More specifically, the video application traffic generators
were actual streaming clients and servers – rather than simulation models – that
could input traffic into the simulator. The simulator was modified so as to provide
support for IEEE 802.16 [170].
An overview of the NCTUns simulator is given next. This is followed by
a description of the 802.16 simulation model that was added to the NCTUns
simulator.
The NCTUns Network Simulator
One of the key design issues with NCTUns [173] was that it was intended to
provide support for interaction between real applications and a network simulator.
To this end, the simulator comprises of functionality within the Operating System
(OS), which can capture packets generated by an application and route them to
a simulation entity. More specifically, the applications use the UNIX TCP/IP
protocol stack on the machine where the simulator is installed, and transmit
packets to a virtual network interface called a tunnel. The NCTUns simulation
kernel captures the packet from the source virtual interface, processes it, and
transmits the packet to the destination virtual interface. The application on the
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Figure C.2: Architecture of the NCTUns simulator
destination host then receives the packet through the TCP/IP protocol stack just
as if it were communicating with the source application over any real network.
A simple view of the operation of the simulator is given in Figure C.2.
IEEE 802.16 Network Model
The 802.16-2004 standard comprises of a definition of multiple PHY layers and a
single MAC layer; aspects of both the PHY layer and MAC layer were modeled in
the simulator. However, the PHY and MAC definitions are quite closely coupled
in 802.16 and consequently, it is difficult to make a clear separation between them
in a simulation model. The simulation model that was developed incorporates
the following aspects of the 802.16-2004 standard:
• The OFDM PHY (Orthogonal Frequency-Division Multiplexing) was used,
as most shipping 802.16 systems use this PHY;
• half-duplex TDD (Time Division Duplex) was assumed as this results in
lower cost equipment;
• modeling of Downlink (DL) and Uplink (UL) subframes and control over
how much resources are allocated in each direction;
• modeling transmission of Frame Control Header (FCH);
• modeling a subset of the 802.16 burst profiles.
Each frame is transmitted as follows. Firstly, the FCH is transmitted.
This is followed by the transmission of the DL subframe, which is divided into
transmissions for each of the different so-called burst profiles. A burst profile
defines the modulation and coding schemes used in the transmission. For each
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profile, a queue is checked to see if any packets need to be transmitted: if some
packets need to be transmitted, they are transmitted using FCFS (First Come
First Served) until either the buffer empties or there is no capacity remaining for
this burst profile in this frame. Once the DL subframe has been transmitted, the
UL subframe starts and subscriber stations are provided access to the medium. 2
If a packet does not fit the remaining OFDM symbols in a frame, it is fragmented.
The implemented mechanism only fragments the last PDU (Packet Data Unit),
since it is shown in [161] that fragmentation of all PDUs does not provide any
gain in terms of MAC frame utilization due to the extra overhead.
In this work, the resources are allocated such that each subscriber station
can receive approximately the same bitrate. This is done by allocating resources
to each burst profile relating to the number of subscriber stations using that
burst profile and the transmission efficiency of that burst profile (in terms of
bits/symbol). Thus, the number of physical slots allocated to each burst profile
on the downlink can be written as
PSk = PStot · SSk ·Wk∑k
k=1 SSk ·Wk
where, PStot denotes the total number of physical slots allocated to a frame, SSk
is the number of subscriber stations using burst profile k, and Wk is primary
weight in Table C.1.
Table C.1: Resource allocation between burst profiles
Burst Profile k
K = 7 Bit/symbol Weight Wk
Example:
PStot = 100
SSk PSk
BPSK 1/2 1/2 9 1 38
QPSK 1/2 1 9/2 1 19
QPSK 3/4 3/2 3 1 13
16QAM 1/2 2 9/4 1 9
16QAM 3/4 3 3/2 1 7
64QAM 2/3 4 9/8 1 6
64QAM 3/4 9/2 1 2 8
Note that the resources allocated to each burst profile are shared. More
specifically, each burst profile had a single dedicated buffer in the BS which could
be used by all nodes using that profile: any packet destined to one of these nodes
2Note that only one subscriber station is transmitting at a time, and that their individual
transmission schedule is decided by the BS.
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would be inserted into the appropriate buffer. In this way, the resources available
for a single burst profile were shared. This approach was used rather than a more
sophisticated scheme with separate per-flow queuing as it is considerably simpler
and could result in some cost savings.
The modulation scheme used between the BS and each SS is determined by
estimating the signal to noise ratio (SNR) at the receiver and mapping this to
one of the thresholds specified in 802.16-2004 standard [174]. More specifically,
the receiver SNR is first computed using the approach of Hoymann [161]. This
is then mapped to an appropriate modulation and coding scheme using the
indicative values relating received SNR to appropriate modulation and coding
scheme provided in the standard.
C.2.3 Adaptive H.264/SVC Streaming System
This section will present the adaptive video distribution system. In fact, two
different rate adaptation schemes have been considered in this project. In the first
scheme that was developed, the amount of enhancement-layer data to transmit
is adapted according to the occupancy of the receiver playout buffer, and was
described in [170]. This leads to a system in which end-users experienced a
similar risk of buffer underflow and interruption in continuous playback. However,
the adaptation scheme is somewhat agnostic with respect to transmission rate,
and seemed too slow in reacting to congestion, so an alternative scheme was
investigated.
The second scheme uses ideas from the concept of accumulation-based
congestion control to decide on the proper transmission rate, and is documented
in [171], and also described later in section C.2.3. In order to make the
presentation in this part more coherent, here the focus is on the latter adaptation
scheme. The reader is referred to [170] for a detailed description of the former
approach, and corresponding simulation results and discussion.
Operation of the Streaming Media Server
The Joint Video Team (JVT) working group of ISO/IEC and ITU implements
and maintains reference software for SVC called JSVM (Joint Scalable Video
Model) [175]. The JSVM includes a tool which extracts specific scalable layers
from an encoded SVC bitstream, and was thus taken as starting point for the
streaming server in this project.
RTP/UDP [31] was used for transporting the H.264/AVC and SVC Network
Abstraction Layer (NAL) units. Fragmentation of NAL units larger than a
specified Maximum Transmission Unit (MTU) was performed according to the
draft specification of the RTP payload format for SVC [38]. The different
fragments were constructed to have equal size, putting any remaining bytes into
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the first fragment. No aggregation of NAL units was performed, and the NAL
units were sent in decoding order assigning increasing timestamp values to the
access units as they were sent. Here, an access unit is the set of NAL units and
possibly Supplemental Enhancement Information (SEI) NAL units belonging to
a particular temporal level in the scalable bitstream.
Operation of the Streaming Media Client
At the receiving side, the client parsed the RTP packets, calculated the packet
decoding deadline, updated reception statistics, and inserted the packets into a
playout buffer. There was an initial pre-buffering period, after which, all packets
belonging to an access unit were extracted from the playout buffer when that
access unit’s deadline was reached. The corresponding NAL units were then
assembled, and the correctly received NAL units were written to an Annex B byte
stream file [14]. Decoding was later performed oﬄine using the JSVM reference
software.
Proposed Congestion Control and Rate Adaptation
As mentioned in Section 2.2.3, when the estimated accumulation ai(t) of a
flow i is low, the sending rate is increased; conversely, if ai(t) exceeds some
target accumulation a∗, then the sending rate is reduced to drain the excess
accumulation.
Using the same notation as in [58], the congestion control mechanism can be
summarized in the time domain by the following equations:
w˙(t) = −g(t) · (ai(t)− a∗) (C.1)
where
g(t) =
{
κ·rttip
rtti
if ai(t) ≤ a∗
κ
rtti
if ai(t) > a∗
(C.2)
In Equation C.1, w˙(t) denotes the change in congestion control window, κ is
a positive congestion control constant, while rtti and rttip denote the round-
trip time and the round-trip propagation delay, respectively. Including the
fraction rttip/rtti will limit the overshoot when increasing the rate, while having
a proportional decrease in equation C.1 will ensure a faster reaction time. Clearly,
a∗ determines how much data can be in the network at any time. κ determines
how reactive the system is.
Due to the nature of scalable encoded video, adaptation of the transmission
rate is best performed at the start of a GOP, i.e. immediately before transmitting
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a I/P picture of the next sub-stream. Therefore, the congestion window value is
adjusted at these key instants based on the most recent available feedback.
The NAL units of an H.264/SVC bitstream do in general have widely different
size. Since a small packet would cause less congestion on the wireless access link
than a large packet, the congestion control mechanism should operate on the
number of bytes instead of the number of packets.
The congestion window is adjusted once every GOP, resulting in the target
number of bytes for the following GOP, W (t). However, a pre-encoded scalable
video stream places some restrictions on the value and range of W (t). Firstly,
there is an minimum amount of data that must be sent, Wmin(t), corresponding
to the base layer I/P picture. Secondly, there is a maximum amount of data,
Wmax(t), which corresponds to transmission of all scalable layers. It is possible
that W (t) as calculated using equation (C.1) falls outside this range. As it is
not possible to transmit less data than Wmin(t) for the GOP without having to
skip transmission for the entire GOP (with negative implications for the decoder
until the next I picture), the congestion window is not permitted to fall below
Wmin(t). Hence, if the calculation of W (t) results in W (t) < Wmin(t), then
Wmin(t)→ W (t). Alternatively, if there is insufficient data to fill the congestion
window and W (t) > Wmax(t) then W (t) remains unchanged.
The actual video rate adaptation is performed in the following way; first,
considering only a single spatial layer, the appropriate number of temporal levels
for the quality base layer is found, for the given value of W (t). If the combined
size of all temporal levels is still lower than W (t), the remaining part of the
transmission budget is filled with FGS quality enhancement data. This is done
so as to ensure that an equal fraction of FGS data is transmitted for each picture
in the GOP. If only a subset of the temporal levels can be sent, the FGS layer
packets corresponding to these levels are cropped to meet the target rate. In this
way, the algorithm is able to meet the target rate perfectly.
This policy of giving preference to frame rate over SNR quality was chosen
because, especially for video sequences with moderate and high motion, people
tend to favour keeping a high frame rate [85]. For a discussion on the relationship
between video acceptability and frame rate, see [176].
The next challenge is how to estimate accumulation – the amount of flow
data that is in transit in the network. This is done at the server side using
standard RTP protocol feedback mechanisms [31]. In all RTCP receiver reports,
clients inform the sender of the highest RTP sequence number they have received
(HSNR). At the sender side, the server keeps track of the highest sequence number
sent (HSNS), together with Sn, the size of packet n. Accumulation, in bytes, is
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then estimated according to the following formula:
ai =
HSNS∑
n=HSNR+1
Sn
Accumulation-based controls are developed from analytical models that assume
fluid properties of the flows in the network, i.e. packets are infinitely small and
divisible. When employing such a scheme for a highly bursty video application
with variable packet sizes, care has to be taken when deciding on the proper
packet scheduling. To this end, a simple approach was used in which the
transmission rate in a GOP is made as smooth as possible. This is done by
introducing inter-packet spacing which was proportional to packet size, similar
to that described in [52].
For every GOP having a target rate of RGOP , the transmission interval tint
between packet n and n+1 in that GOP is calculated as:
tint = Sn/RGOP
Due to limitations in timing granularity and scheduling in common operating
systems, a slightly modified approach should be used in a real-world implementa-
tion. If the calculated time until the next packet transmission is very small, e.g.
half of the timer granularity, the packet is sent immediately. Chapter 4.6 of the
TFRC specification [52] provides a good discussion on this topic. This modified
scheduling behaviour was included to better reflect how a real-world system could
operate.
It is worth noting that round-trip-time was estimated according to [31]. Thus,
the value of rtti was an exponentially weighted moving average (EWMA) of the
RTT samples, using a smoothing factor of 15/16. Finally, the minimum observed
RTT sample value was used as an estimate for the round-trip propagation delay
rttip.
C.3 Simulation Results
A number of simulations were performed to study different aspects of the
behaviour of the system. The system capacity was investigated, as was the
performance of the adaptive video streaming algorithm and the resulting video
quality. Each of these are described in the subsections below. These are preceded
by a more detailed description of the simulation scenarios.
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C.3.1 Simulation scenario
There are two distinct aspects to the simulation scenarios: issues pertaining to
the configuration of the wireless access network and those relating to streaming
of video. The network configuration is discussed first, followed by a discussion of
the video issues.
In the scenarios studied, the IEEE 802.16 system was configured to operate
in Point to Multipoint (PMP) mode. The OFDM PHY was assumed, with 200
subcarriers used for data. The channel bandwidth was 20 MHz, and a cyclic
prefix value of 1/4 was chosen as this results in the most robust system. Finally,
the system was configured such that 80 % of the capacity was for use in the
downlink. While such a configuration may not be generally appropriate, it is
reasonable for this application. The PHY parameters used in the simulations are
listed in Table C.2.
Table C.2: OFDM PHY Layer Parameters
Parameter Value
Frequency (GHz) 3.5
Bandwidth (MHz) 20
Num. of subcarriers 200
Sampling factor 57/50
Cyclic prefix time (MHz) 1/4
Frequency sampling (MHz) 22.8
Useful symbol time (µs) 11.22
Symbol time (µs) 14.03
The topology used in the simulations is similar to the one depicted in figure
C.1, and comprised of a number of SSs being served by a single BS; each SS
accessed the video servers via the BS. The servers were connected to the BS
through a 100 Mb/s interconnect with 1 µs propagation delay. It was assumed
that the nodes were uniformly distributed in the area covered by the BS.
Using the methodology described in [161], the number of nodes that fell
into the annulus corresponding to each modulation and coding scheme was
determined. The maximum transmission range and the proportion of the entire
coverage area for each modulation and coding scheme are given in Table C.3.
Five burst profiles were modeled in the simulations. Each had a dedicated
buffer in the BS, as described in Section C.2.2. Since accumulation-based
congestion control assumes sufficient buffer space so that no packets need to
be dropped in the BS, a buffer size of 1000 KB was used in these simulations.
The video sources were selected from four excerpts of the mini-movie
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Table C.3: Burst Profiles: Transmission Ranges and Coverage Areas
Burst Profile Receiver SNR (dB) Trans. Range (km) Surface (%)
BPSK 1/2 6.4 11.54 39.40
QPSK 1/2 9.4 8.17 20.56
QPSK 3/4 11.2 6.64 27.95
16QAM 1/2 16.4 3.65 4.10
16QAM 3/4 18.2 2.97 5.15
64QAM 2/3 22.7 1.77 0.92
64QAM 3/4 24.4 1.45 1.92
“Standardized Evaluation Material” (StEM)3. This particular movie is available
in 4K format (4096 by 1714 pixels, 24 frames/s), but was converted to CIF
resolution (352 x 288) with a pixel aspect ratio of 16:9 for our experiments.
This video quality was considered an appropriate balance between the quality
requirements of the users and the capabilities of the wireless access network.
For encoding the videos the JSVM 5.2 reference software was used [175]. The
encoded SVC bitstream contained one spatial layer with CIF resolution, and four
temporal scalability levels enabling reconstruction at 24, 12, 6 and 3 frames per
second. The AVC base layer was encoded using a hierarchical coding structure,
a GOP size of 8 pictures, and an intra period of 24 pictures. The chosen GOP
size was considered an appropriate balance between coding efficiency and delay
in the congestion control loop (since adaptation is performed only once per GOP,
i.e. every 1/3 of a second for the above case). In addition, one FGS layer was
used to achieve SNR quality scalability. The four excerpts from StEM are listed
in Table C.4.
As previously discussed, in the proposed adaptation policy, quality down-
scaling is performed before temporal downscaling. If the base layer pictures are
predicted based on the enhancement layer reconstruction, then drift occurs in
the prediction loop when parts of the FGS enhancement layers is removed [177].
Drift is prevented here by configuring the JSVM encoder to use only the quality
base layer reconstruction for predicting other base layer pictures. This results in
lower coding efficiency, and is clearly a design trade-off.
For these experiments, all streaming clients were configured to have an initial
pre-buffering period of 1 second. This choice enables a fairly interactive end-user
viewing experience, while being large enough to absorb considerable delay jitter
3This content is available under license from the Digital Cinema Initiative (DCI)
and American Society of Cinematographers (ASC). Access procedure is available at
www.dcimovies.com
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Table C.4: Video Clips Used In The Simulation
Video Clip Length (s) Mean Bitrate (Kb/s) QP PSNR (dB)
STEM A 53.1 525 38 36.47
STEM B 53.1 497 38 36.13
STEM C 53.1 510 35 38.70
STEM D 53.1 508 32 41.37
caused by the base station buffer. The accumulation target a∗i in Equation C.1
was initially set to 3000 bytes, roughly three times the MTU. This reflects [58],
in which the authors use an accumulation target of three packets. Similarly, a
value of κ = 0.75 was initially used in these experiments. Lastly, an MTU of
1024 bytes was chosen. Important parameter values are summarized in Table
C.5 below.
Table C.5: Application and transport related simulation parameters
Parameter Value
Playout buffer size (ms) 1000
Maximum Transmission Unit (Bytes) 1024
Accumulation Target a∗i (Bytes) 3000
Congestion control parameter κ 0.75
C.3.2 Performance of the Adaptive Video Streaming Sys-
tem
To evaluate the performance of the proposed accumulation-based congestion
control for adaptive streaming of H.264/SVC video, extensive simulations were
performed for the simulation scenario presented in Section C.3.1. Table C.6 shows
typical results from a simulation with twenty SSs uniformly distributed around
the 802.16 BS.
Fairness
As fairness is an important concern for any distributed congestion control scheme,
it is interesting to determine what level of fairness the proposed scheme delivers
in this particular context. It is worth noting that the buffer mechanisms at the
BS do lack some flexibility, which means that the congestion control mechanisms
cannot deliver fair service to all subscriber stations in all situations.
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A simulation was performed in which some subscriber stations were activated
early in the simulation and others were activated later. More specifically, 4
subscriber stations were activated 5 seconds after the start of the simulation and
a further 4 SSs were activated 10 seconds later. The objective was to determine
whether the congestion control mechanisms can quickly equalise (approximately)
the amount of resources used by each subscriber station, thus exhibiting fairness.
Results are presented in table C.6. The results to focus on are the BPSK 1/2
results, as this is where the subscriber stations are added. The results show that
there is very small variation in the data rates delivered to each SS, and that the
video quality delivered to all clients is very much equal.
Figures C.3(b), C.3(c), and C.3(d) show the congestion window, accumulation
and round-trip-time for two flows - that to the SS 2 client and that to the SS
5 client. The former was activated earlier in the simulation and the latter was
activated later. The results show that the congestion control mechanism can
quickly react to the arrival of new flows in the system and that the congestion
windows and accumulation values for the two different flows reach approximate
parity within a few seconds.
Finally, Jain’s fairness metric [178] was calculated for all flows in the system.
The resulting value of 0.9935 – compared to perfectly fair system with a metric
of 1 – clearly demonstrates good fair sharing characteristics. Hence, it is clear
that the system overall can quickly adapt to the arrival of new flows and quickly
share the available resources between the users in a fair manner.
Utilization
Table C.7 shows different aspects of system utilization for the experiment de-
scribed above. For each coding and modulation scheme, the average throughput
on the physical and application layer is given, together with measures of system
overhead as seen from the application layer, and average downlink utilization on
the physical layer. With an overall system utilization of 96 %, it is clear that
the adaptive mechanism results in efficient use of the available resources. Indeed,
as some of the subscriber stations were activated a little after the simulation
commenced, the maximal load is not offered to the system from the outset. If it
were, the system utilization would have been even higher. This is evident from
the lower utilization of the resources allocated to BPSK 1/2 users.
Sensitivity to congestion control parameters
To investigate the system’s sensitivity to choice of congestion control parameters,
a set of simulations were performed with different values of accumulation target
a∗ and congestion control constant κ. In the simulations, κ = 0.5 when a∗ was
varied. Similarly, a∗ = 3000 when evaluating the impact of κ.
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Figure C.3: Comparison of the two flows going to SS 2 and SS 5.
Figure C.4 shows how throughput varies for different values of a∗ and κ for
those flows that were using the QPSK 3/4 burst profile. The vertical error
bars indicate the standard deviation of the throughput per flow, leading to an
interpretation that smaller variance gives a higher fairness in terms of average
throughput. The results show that throughput is insensitive to the values of these
parameters for the simulation scenario investigated, with variations of under 1
%.
The a∗ and κ parameters have a slightly higher impact in the case of the flows
sharing the BPSK 1/2 resources, as can be seen from figure C.5. In that case, the
mean throughput per flow increases by a few % with increases in both a∗ and κ:
Naturally, this results in a better overall system utilization. While the increase in
throughput is not insignificant, it is not clear that substantial gains can be made
from appropriate tuning of these parameters. The variation in the congestion
window is also shown; from these figures, it can be seen that the larger value of
κ results in slightly greater variation in the congestion window. Similarly, the
peak round-trip times are higher when a∗ is higher - this is due to the larger
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Figure C.4: Average throughput per flow for different values of κ and a∗i .
amounts of data that can accumulate in the network. Further study is necessary
to determine the impact of these parameters over a greater range of values and
some different scenarios.
Streaming video quality
From the discussion in Section A.1.1, it is clear that assessing video quality
objectively is a difficult task. This is particularly true in the case where the
quality of the video varies with time, as happens here. Ultimately, subjective
testing would have to be performed, and is an interesting topic for future
work. However, the system implemented here does facilitate straightforward
determination of one metric which has an impact on perceived video quality,
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Table C.7: Utilization of the Wireless Link
Coding &
Modulation
Throughput (Mb/s) System
Overhead
Downlink
UtilizationMax* PHY APP**
BPSK 1/2 3.562 3.234 3.197 10.25 % 90.8 %
QPSK 1/2 1.781 1.677 1.578 11.38 % 94.1 %
QPSK 3/4 2.672 2.616 2.411 9.76 % 97.9 %
16QAM 1/2 0.445 0.437 0.384 13.81 % 98.1 %
16QAM 3/4 0.445 0.437 0.383 13.99 % 98.1 %
Total: 8.906 8.401 7.953 11.84 % 96.0 %
* Theoretical throughput allocated to burst profile on the DL.
** Calculated in the period when all servers are transmitting.
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Figure C.5: Average throughput per flow, and congestion window as a function
of time, for different values of κ and a∗i in the BPSK 1/2 case
namely the amount of times the temporal scalability mechanisms is triggered
95
Part C. Adaptive Video Streaming
2000 3000 40000
1
2
3
4
5
Accumulation Target (bytes)
 T
em
po
ra
l D
ow
ns
ca
lin
g 
(%
) Average Per Flow in QPSK 3/4
(a) Downscaling events - a∗i
0.25 0.5 0.75 10
1
2
3
4
5
Kappa
 T
em
po
ra
l D
ow
ns
ca
lin
g 
(%
) Average Per Flow in QPSK 3/4
(b) Downscaling events - κ
Figure C.6: Frequency of temporal downscaling events for different κ and a∗i .
during the streaming session. Since this leads to a change in temporal
resolution, it obviously has more of an impact for certain types of video than
for others. However, it is clear that such variations in general are undesirable,
and consequently, it is discussed here as one important issue in the context of
video quality.
Figure C.6 shows the frequency of occurrence of changes in temporal resolution
for different values of a∗ and κ. It can be seen that the frequency of occurrence
of temporal downscaling is greater for larger values of κ. This is because this
permits larger changes in transmission rate and, in particular, larger reductions
in transmission rate when congestion is detected. On average, the temporal
downscaling occurs every 15 s for this 24 frame/s test material.
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Table C.8: Single Layer Video Clips Used In The Simulation
Video Clip Length (s) Mean Bitrate (Kb/s) QP PSNR (dB)
STEM A SL 53.1 364 34 35.23
STEM B SL 53.1 391 32 36.05
STEM C SL 53.1 353 30 38.02
STEM D SL 53.1 370 27 40.63
Table C.9: Utilization of the Wireless Link for Single Layer AVC
Coding &
Modulation
Throughput (Mb/s) System
Overhead
Downlink
UtilizationMax* PHY APP**
BPSK 1/2 3.562 2.800 2.866 19.56 % 78.6 %
QPSK 1/2 1.781 1.601 1.552 12.89 % 89.9 %
QPSK 3/4 2.672 2.422 2.137 20.01 % 90.6 %
16QAM 1/2 0.445 0.418 0.354 20.43 % 93.9 %
16QAM 3/4 0.445 0.419 0.354 20.43 % 94.1 %
Total: 8.906 7.659 7.263 18.66 % 89.4 %
* Theoretical throughput allocated to burst profile on the DL.
** Calculated in the period when all servers are transmitting.
Lastly, in order to illustrate the visual quality at the receiver side, and the
perceptual effects of reducing the frame rate, some of the reconstructed video
sequences are placed on the author’s web page at [179].
C.3.3 Comparison with single-layer H.264/AVC
In order to compare our approach with a single-layer streaming solution, the
JSVM encoder was configured to use only one spatial and quality layer. The
temporal prediction structure was identical to the scalable case, with a GOP
size of eight pictures. Further, the quantization parameter was adjusted so
that the resulting average bitrate was similar to the throughput obtained in
the simulations in chapter C.3.2. Details of the single layer H.264/AVC video
clips used in these simulations are given in Table C.8. Table C.9 summarizes
the performance of the 802.16 network for a sample simulation. Comparing with
Table C.7, it is evident that the utilization of system resources is significantly
lower. Simulations were also performed in which clip STEM C SL was encoded at
a larger average rate of 391 Kb/s (QP=29), but then all the clients in the system
experienced playout buffer underflow and interruptions in continuous playback.
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Figure C.7: Comparison of buffer occupancies for single-layer H.264/AVC and
adaptive H.264/SVC-based video streaming solutions.
For the chosen single-layer simulation scenario, the streaming clients on
subscriber stations 13 to 20 all experience playout buffer underflow events. This
is in stark contrast to the SVC case, in which no subscriber station experienced
buffer underflow.
Figure C.7 shows the client playout buffer occupancies over time for SS 11 and
20, for both the single-layer AVC case and the proposed scalable SVC streaming
solution. The short-term fluctuation in buffer occupancy is due to the scheduling
being performed on a GOP-by-GOP basis on the server side – packet transmission
times are distributed so that the sending rate is as smooth as possible. In time,
one GOP corresponds to the duration of 8 frames (1/3 s). From the plots in
figure C.7, one can clearly see the advantage and effectiveness of the proposed
adaptive streaming solution. As long as the client playout buffer is large enough to
absorb inevitable delay jitter and the extra delay caused by the packet scheduling
mechanism, a high and relatively stable buffer occupancy can be maintained at
the receiving client.
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C.4 Results using the Streaming Media Testbed
This section presents an evaluation of the adaptive streaming video system
described in Section C.2.3 above, using the streaming media testbed described
in Part B. More specifically, network emulation was employed to show how the
rate-adaptation mechanisms perform over a fixed bandwidth channel, and to
investigate the sensitivity of the system to delay on the forward and reverse
path.
H.264 /AVC 
SVC Encoder
Adaptive 
Streaming 
Server
IP Network 
Emulator
Adaptive 
Streaming 
Client
Figure C.8: Setup for network emulation experiments
C.4.1 Experimental Setup
Figure C.8 shows the setup used in these experiments. The streaming server
and client were interconnected on the test network, and the IP network emulator
was used to add a varying amount of delay on the link, and to restrict the
link bandwidth. The emulator that was used supports three different delay
impairments; a certain constant latency, or random latency following either a
uniform or a normal/gaussian distribution. Studies from literature indicate that
delays in the Internet can usually be characterized by an asymmetric unimodal
distribution with a long tail of higher positive values [180]. Unfortunately, no
such distribution was supported by the network emulator. For these experiments,
the normal distribution was used with varying average latency, and with a fixed
variance of 2 ms. The video clip used in the experiments was STEM C (see Table
C.4 in Section C.3).
C.4.2 Fixed Bandwidth Network Link
From Figure C.9, it is clear that the streaming server is capable of effectively
adapting the video transmission rate to the available bandwidth. Further, the
application throughput is very smooth, even though some variations can be seen
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Figure C.9: Received bitrate for experiments with different link bandwidth.
in the graphs. In the case of 224 Kb/s available bandwidth, for one third of the
GOPs, only the base representation of the base layer I/P pictures is transmitted.
This indicates a situation in which the bitrate target was exceeded, thereby
causing more severe congestion. Playout buffer underflows were not experienced
in any of the experiments.
When the available bandwidth is high compared to the maximum bitrate
of the video, the scheme has a more difficult time utilizing all of the available
bandwidth. The drops in received bitrate should be attributed to the fact that –
for some GOPs – the maximum bitrate of all scalable layers is below the target
bitrate. Also, as described in Section C.2.3, remember that if the amount of
video data is less then the target bitrate for a GOP, the congestion window is
not adjusted upwards.
C.4.3 Delay on the Forward Path
Figure C.10 shows the received bitrate at the client for experiments in which
average latency of 5, 20, 50, 75 and 100 ms are added on the forward link. In
addition, delay and delay jitter is incurred by the bandwidth restriction, which
was set to 352 Kb/s. As can be seen, up to 75 ms of additional delay does
not have any significant impact on the performance of the adaptive scheme. For
delays of 100 ms, the overestimation of accumulation – as depicted in Figure C.11
– clearly has a severe impact on application performance.
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Figure C.10: Received bitrate for experiments with different average delay on the
forward link.
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Figure C.11: Accumulation estimated at the server for increasing delays on
forward path. Link bandwidth is additionally restricted to 352 Kb/s
C.4.4 Delay on the Reverse Path
To investigate the system sensitivity to reverse-path congestion, which is a com-
mon problem to accumulation-based protocols (see section 2.2.3), experiments
were also performed in which latency from 5 ms to 100 ms was added on the
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reverse feedback path. The link bandwidth was constrained in both directions,
more specifically 352 Kb/s on the forward path, and 64 Kb/s on the reverse
path. The results in Figure C.12 indicate that the application throughput is not
significantly affected by delays of less than 75 ms on the reverse feedback channel.
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Figure C.12: Received bitrate for experiments in which average delays of 5, 20,
50, 75 and 100 ms are added on the reverse feedback path.
C.5 Summary and Discussion
This chapter has presented an adaptive video-on-demand streaming solution for
IEEE 802.16 broadband wireless networks. The proposed architecture is based
on H.264/MPEG-4 Scalable Video Coding for temporal and fine-granular quality
adaptation during a streaming session, together with an accumulation-based
congestion control scheme that, unlike mechanisms such as TFRC, does not rely
on packet loss to perform efficient congestion control.
The system was shown to deliver high utilization of the wireless link, and a fair
sharing of network resources while maintaining smooth variations in throughput
for the video applications. The scheme also ensures that no interruptions in
continuous video playback occur during the streaming session.
Simulation results provided in this chapter suggest that 96 % of the resources
in an IEEE 802.16 wireless network can be efficiently utilized by network-adaptive
video applications. Clearly, the number of users that can be served by such
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a system is dependent on many factors, such as the bitrate requirements and
characteristics of the video applications, together with the size of the FBWA
coverage area and spatial distribution of users within that coverage area. With a
realistic uniform spatial distribution of SS and a focus on rural area deployment, it
was shown how twenty simultaneous users could receive on-demand video services
at just below 400 Kb/s on average. Thus, the system provided around 8 Mb/s
of total bandwidth to the video applications.
For the chosen scenario, video clips, and video adaptation policy - the
temporal downscaling mechanism was used on average 2-3 % of the time, and
a pre-buffering period of 1 second was more than enough to keep the clients from
experiencing buffer underflow. Some analysis of the sensitivity of the system
to the algorithm parameters was performed: the results showed that for the
scenario investigated, the parameters did not have a very significant impact on
the overall performance. Lastly, a comparison between an adaptive SVC-based
solution and a non-adaptive H.264/AVC solution was performed: the SVC-based
solution clearly performed much better, providing higher utilization or more
efficient use of the wireless system resources. Further, it is important to note
that no clients ever suffered buffer underflow and interruption in playback for the
adaptive streaming system, in contrast to the non-adaptive single-layer AVC case.
Thus, the proposed SVC-based solution for network-adaptive streaming video
may provide end-users with an improved and enhanced experience of streaming
media services.
Finally, an evaluation of the rate-adaptive streaming video system was also
carried out using network emulation and the testbed described in Part B. The
results show that the adaptive scheme effectively adapts the transmission rate
to the available bandwidth, and indicated that the system is fairly insensitive to
gaussian distributed delays below 75 ms (on average and with a variance of 2 ms)
on the forward path or the reverse feedback path.
Future work could involve investigating the impact of the algorithm param-
eters for a wider range of values and for more scenarios. Also, it is interesting
to explore how the system operates if the resource allocation in the BS is made
more dynamic. In addition, it would be very valuable to further investigate the
perceptual impact of reducing the frame rate for the proposed scheme. Several
aspects of the accumulation-based congestion control deserves more attention,
e.g. regarding the parameter sensitivity to a greater range of values and different
scenarios, and the effect of the oscillatory behavior seen in the plots depicting
round-trip-time and accumulation.
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Chapter 3
Conclusion
This thesis considers some aspects of multimedia communication over unreliable
and resource-constrained IP-based packet-switched networks. The focus and
objectives of the work is related to estimating, evaluating and enhancing the
quality of streaming video services and applications.
Towards this end, the first part of the thesis focused on measuring video
quality in a video communication system at the receiver side. Specifically, a
low-complexity method for estimating block-edge impairments in video has been
developed, and the performance of a quality metric measuring the strengths
of such impairments is evaluated. Since the method does not depend on the
availability of a reference video signal, it may be applied at the receiving end
of a video communication system. Results show that the performance of the
metric was best for intra-coded frames, since block-edge impairments are most
prominent in such frames (for the coding scheme that was investigated). To
be able to effectively assess video quality for other frame types and new coding
schemes like H.264/AVC, other types of impairments (considering e.g. blurriness)
need to be integrated into the quality metric.
The next part of the thesis considers how the performance of streaming
media application could be evaluated in a controlled manner. Part B presents
a laboratory testbed for this purpose, which consists of media applications,
network devices, sophisticated traffic monitoring and capture tools, together with
a device that enables accurate regeneration of media traffic flows. This represents
an important step towards realistic and reproducible experimental testing of
streaming media applications. For instance, once subjected to a specific type
of network impairment (e.g. loss and delay), a media flow can be accurately
replayed to a receiving streaming media client. The performance of the packet
flow regenerator has been investigated, and results show how accurately a video
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flow could be reproduced; e.g. in the range of 5-20 Mb/s, over 99 % of the packet
inter-arrival times are within 2 ms of the intended value.
Illustrating the usefulness of the testbed described above, the error robustness
of a high-definition H.264/AVC broadcast service has been evaluated. A
broadcast video application was subjected to uniformly distributed packet loss
using a real-time network emulation device, showing the effectiveness of some
error resilience tools in the H.264/AVC standard such as slice partitioning and
flexible macroblock ordering. In order to use the reference decoder in this
evaluation, which is not optimized for real-time operation (especially not for
high-definition video applications), an application has been developed that in an
oﬄine fashion assembles the received video stream from the traffic captured at
the output of the network emulator.
The last part of the thesis is an application and system study, focusing
on how the the performance of an adaptive video streaming can be improved
and enhanced by utilizing a novel media-friendly rate-adaptation algorithm.
Specifically, an adaptive video-on-demand solution based on H.264/AVC scalable
video coding is presented, which is shown to enable efficient video distribution
over IEEE 802.16 fixed broadband wireless networks. The proposed congestion
and rate control is based on ideas from accumulation-based congestion control,
and allows streaming media applications to have a smoother transmission rate,
while effectively reacting to congestion in the network in a timely manner. A
prototype of the video streaming system has been developed and presented, and
the overall system performance is evaluated using a simulated 802.16 network
model, and the testbed described in Part B.
Future Work
The development of NR quality metrics that estimate video quality at the receiver
side remain an important research goal, and will be essential in developing fully
automated quality monitoring and assessment systems for multimedia services
and applications.
The proposed NR metric quantifies the effect of block-edge impairments,
which are most relevant for MPEG-2 and early MPEG-4 video systems. With
the standardization and adoption of H.264/MPEG-4 AVC (and in the future
maybe also SVC), methods for assessment of video quality at the receiver side
must take new types of visual impairments into account. For H.264/MPEG-4
AVC, block-edge impairments are no longer the dominant compression-related
distortion, and methods for determining the impact of blurriness and ringing
will become more important. Further, evaluating the impact of transmission-
related distortions such as packet loss for these new compression schemes in an
automated manner, is a difficult problem which is not yet fully solved. Finally,
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both AVC and SVC support temporal scalability, so methods for automatically
evaluating the perceived impact of varying the frame rate for different types of
video content will be essential. With the adoption of SVC, this may also apply
to other types of video adaptation techniques.
The development and validation of new NR metrics require formal subjective
testing in addition to comparison with state-of-the-art objective FR video quality
models. In order to evaluate and predict the perceptual effects of compression,
transmission and adaptation-related distortions, highly realistic delivery scenarios
and appropriate processed test material must be used as starting point for
subjective testing and model development. Therefore, continued efforts are
required for developing more realistic simulation scenarios, and for improving
the realism and repeatability of experimental media delivery testbeds. Only in
this way can our studies better reflect real-life conditions.
With regard to the adaptive streaming solution presented in this thesis, future
work could include studying other scenarios, and further investigating the impact
of varying system parameters. In addition, it would be interesting to explore the
effect that dynamic resource allocation mechanisms have on the performance of
the streaming video system. Finally, several aspects of the accumulation-based
congestion control deserve more attention, e.g. regarding parameter sensitivity,
and the effect of the oscillatory behavior seen in the plots for round-trip time,
accumulation and transmission rate.
A permanent record of all code used and developed in this work will be
archived at the Centre for Quantifiable Quality of Service in Communication
Systems (NTNU) for future reference.
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Appendix I
Test Material
I.1 StEM - Standardized Evaluation Material
The original StEM material is available in 4K resolution (4096 by 1714 pixels),
has a temporal resolution of 24 frames per second and contains 16605 frames in
total.
Figure I.1: Frames from the STEM sequence.
Fig. I.1 shows frame number 446 from the first scene of the STEM sequence.
The scene has four scene changes, cross-fades, camera panning, complex object
motion and a high level of texture detail, thus providing a good challenge for
networked video applications in terms of coding efficiency, error resilience and
concealment capabilities.
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I.1.1 Characteristics of the StEM short movie
“StEM” consists of seven different parts. First, there is a synthetically generated
introduction, followed by five scenes, and finally the closing credits.
1. Calibration sequence and introduction text
2. Introduction and wedding scene in daylight (STEM A)
• Frame 1113-1695: synthetic logo and introduction.
• Frame 1695-1715: cross-fade into next scene.
• Frame 1716-1895: scene 1, close-up of bride and guest.
• Frame 1896-1914: cross-fade into next scene.
• Frame 1915-1999: scene 2, juggler in the street.
• Frame 2000-2018: cross-fade into next scene.
• Frame 2019-2066: scene 3, woman on balcony.
• Frame 2067-2086: cross-fade into next scene.
• Frame 2087-2384: scene 4 with wedding procession.
• Frame 2385-2543: scene 5, bicycle moving by, camera panning and
zooming.
• Frame 2544-3069: scene6, wedding procession, camera panning and
zooming.
• Frame 3070-3266: camera flash, black framing and fade out.
3. ”Magic hour” evening scene (STEM B)
• Frame 3267-3383: title on black background fading into next scene.
• Frame 3384-3466: people approaching dinner table.
• Frame 3467-3660: man and woman waiting for wedding procession.
• Frame 3661-3773: man on bicycle and wedding procession.
• Frame 3774-3822: woman serving drinks.
• Frame 3823-4015: wedding party arrives.
• Frame 4016-4153: wedding party from above.
• Frame 4154-4245: camera flash and black still frame.
• Frame 4246-4287: cross-fade into next scene.
• Frame 4288-4438: wedding party.
• Frame 4439-4460: cross-fade
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• Frame 4461-4676: wedding party.
• Frame 4677-4880: camera flash, black framing and fade out.
4. ”Warm night” (STEM C)
• Frame 4881-5006: title on black background fading into next scene.
• Frame 5007-5276: man and woman by fountain.
• Frame 5277-5571: man and woman photographed (flash).
• Frame 5572-5838: night shoot of wedding procession.
• Frame 5839-5886: man and woman at table.
• Frame 5887-6041: bride and groom arriving.
• Frame 6042-6339: wedding party at night.
• Frame 6340-6899: table with drinks, bride picking up wine.
• Frame 6900-7015: wedding party.
• Frame 7016-7366: toast, fading out.
5. ”Cool night” (STEM D)
• Frame 7367-7543: title on black background fading into next scene.
• Frame 7544-7756: couple by fountain, cross-fades, foggy night scene.
• Frame 7757-8191: couple by fountain, wedding procession arriving.
• Frame 8192-8280: cross-fade into next scene.
• Frame 8281-8441: wedding procession arriving at party.
• Frame 8442-8796: wedding party at night.
• Frame 9797-8815: cross-fade
• Frame 8816-9042: toast, close-up
• Frame 9043-9061: cross-fade
• Frame 9062-9135: toast from different angle
• Frame 9136-9154: cross-fade
• Frame 9155-9337: man walking, circular transition.
6. ”And then comes the rain” (STEM E)
• Frame 9338-9487: title on black background fading into next scene.
• Frame 9488-9734: rain on street with cross-fades
• Frame 9735-10494: rainy street with people crossing.
• Frame 10495-10597: cross-fade
• Frame 10598-10770: rain on street fading out.
7. ”Closing credits”
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