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Opers.
by A. Beilinson and V. Drinfeld
In this article, which we wrote for ourselves in 1993, there are no new results, we only
rewrote some definitions from [DS1] and [DS2] in a coordinate-free manner. We did this
exercise because of the applications of opers to the geometric Langalnds program.
We decided to publish this text as an e-print because it can be used by students.
c©§1. G-opers and g-opers.
c©.1.1 Let G be a connected reductive group over C with a fixed Borel subgroup B ⊂ G
and a fixed Cartan subgroup H ⊂ B. Let g ⊃ b ⊃ h be the corresponding Lie algebras,
Γ ⊂ h∗ the set of simple roots with respect to b. If α ∈ h∗ we set gα = {x ∈ g|[a, x] = α(a)x
for all a ∈ h’s. There is a unique Lie algebra grading g = ⊕
k
gk such that g0 = h, g1 = ⊕
α∈Γ
gα
and g−1 = ⊕
α∈Γ
g−α. The corresponding filtration gk = ⊕
r≥k
gr is B-invariant.
Fix a smooth algebraic curve Y over C. Given a B-bundle F on Y we denote by
EF the algebroid of infinitesimal symmetries of F and by E
g
F the algebroid of infinitesimal
symmetries of the G-bundle corresponding to F . We have a commutative diagram
0−−−−−→bF−−−−−→EF−−−−−→Θ−−−−−→0
⁀
y ⁀y ∥∥∥
0−−−−−→gF−−−−−→E
g
F−−−−−→Θ−−−−−→0
( c©.1)
with exact rows where bF and gF denote the F -twists of b and g while Θ denotes the
tangent bundle of Y . We have the filtration gkF ⊂ gF and also the filtration E
k
F ⊂ E
g
F , k ≤ 0,
where EkF denotes the preimage of g
k
F/bF ⊂ gF/bF = E
g
F/EF . Notice that E
−1
F /EF =
g−1F /gF =
⊕
α∈Γ
g−αF . Here g
−α
F denotes the F -twist of the B-module g
−α (the action of B
on g−α is defined to be the composition B → H → Aut g−α).
c©.1.2 Definition. A G-oper on Y is a B-bundle F on Y with a connection
∇ : Θ→ EgF such that ∇(Θ) ⊂ E
−1
F and for every α ∈ Γ the composition
Θ
∇
−→E−1F −→ E
−1
F /EF −→ g
−α
F
is an isomorphism.
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There is a natural notion of isomorphism ofG-opers. SoG-opers on Y form a groupoid.
Remark. The term “oper” is motivated by the fact that for most of the classical G one
can interpret G-opers as differential operators between certain line bundles (see c©§2).
c©.1.3 Let g be a semisimple Lie algebra over C.
Definition. A g-oper is a G-oper where G is the group of inner automorphisms of g.
Remark. The notion of g-oper (but not the word “oper”) was introduced in [DS1]
and [DS2] under the assumption that Θ is trivial and a trivialization of Θ is fixed. The
notion of sl(n)-oper for an arbitrary Y was introduced in [Te1]. The notion of sl(2)-oper
is equivalent to that of Sturm-Liouville operator or projective connection (see c©.2.6 and
c©.2.7). So sl(2)-opers have a long history (see the survey [Tyu]).
Proposition. A g-oper does not have nontrivial automorphisms.
Proof. The assertion is local, so we may assume that the B-bundle F corresponding to
our g-oper is trivial and that there is a regular function z on Y such that dz has no zeros.
The connection ∇ on F is defined by an operator of the form ∂z + q where q is a regular
function on Y with values in g−1 such that for every α ∈ Γ the component q−α of q has
no zeros. An automorphism of (F ,∇) is a B-valued regular function b on Y such that
b−1 (∂z + q) b = ∂z + q ( c©.2)
Let qk be the components of q with respect to the grading g = ⊕
k
gk. Then ( c©.2) implies
that b−10 q−1b0 = q−1 where b0 is the image of b in H. Since the center of G is trivial
b0 = 1. So we may consider the logarithm log b. Let uk be the components of log b with
respect to the grading g = ⊕
k
gk. Obviously u0 = 0. Assume that r > 0 and uk = 0 for
k < r. Then it follows from ( c©.2) that [q−1, ur] = 0. Notice that q−1 is a member of
an sl(2)-triple {h, x, y} with y = q−1 and h ∈ h being the sum of fundamental coweights.
Since [h, ur] = rur and r > 0 the equality [y, ur] = 0 implies that ur = 0. So uk = 0 for
all k and therefore b = 1.
Corollary. If G is an arbitrary connected reductive group and Y is connected then
the group of automorphisms of any G-oper on Y is equal to the center of G.
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c©.1.4 Let G and g denote the same objects as in c©.1.1. Denote by Gss the commutant
of G (i.e., the semisimple part of G) and by gss the Lie algebra of Gss. Let us discuss
the relation between G-opers and gss-opers. Denote by Z the center of G and by Ω the
canonical bundle of X . Of course to each G-oper there corresponds a (G/Z)-oper, i.e., a
gss-oper. On the other hand if one fixes a square root of Ω (i.e., a line bundleM on X with
an isomorphismM⊗2
∼
−→Ω) then there is a natural way to lift a gss-oper to a Gss-oper and
therefore to a G-oper. Indeed, set Bad = B/Z, Had = H/Z, Bss = B∩Gss, Hss = H∩Gss.
Let (Fad,∇) be a gss-oper. Fad is a Bad-bundle and lifting (Fad,∇) to a Gss-oper means
lifting Fad to a Bss-bundle. Denote by FHad the Had-bundle corresponding to Fad. Lifting
Fad to a Bss-bundle means lifting FHad to a Hss-bundle. But for every α ∈ Γ we have
a canonical isomorphism g−αFad
∼
−→Θ (cf. c©.1.1) and therefore gαFad
∼
−→Ω. Fix non-zero
elements yα ∈ g−α. Then the isomorphisms g
−α
Fad
∼
−→Θ induce an isomorphism between
FHad and the direct image of the Gm-torsor on Y corresponding to Ω with respect to the
homomorphism λ : Gm → Had such that λ(t) acts on each gα, α ∈ Γ, as multiplication
by t. Notice that there is a unique homomorphism µ : Gm → Hss such that the diagram
Gm
t7→t2−−−−−→Gm
µ
y yλ
Hss−−−−−→Had
( c©.3)
is commutative (indeed, λ corresponds to ρˇ, the sum of the fundamental coweights of gss,
and since 2ρˇ belongs to the coroot lattice 2ρˇ corresponds to a homomorphism Gm → Hss).
So once Ω⊗(1/2) and yα are fixed there is a natural way of lifting FHad to a Hss-bundle:
just take the direct image with respect to µ of the Gm-torsor corresponding to Ω
⊗(1/2).
The dependence of the lifting on the choice of yα is not very serious: the Hss-bundles
corresponding to {yα} and {y˜α}
(
and to the same choice of Ω⊗(1/2)
)
are isomorphic but
the isomorphism depends on the choice of h ∈ Hss such that hyαh
−1 = y˜α for all α.
So for a fixed Ω⊗(1/2) we have an equivalence between the category of G-opers and the
category of pairs (E1, E2) where E1 is a gss-oper and E2 is a Z-bundle with a connection:
given E1 one constructs a Gss-oper as explained above and then one twists it by means
of E2. This equivalence depends on the choice of Ω⊗(1/2) in the following way. Let M and
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M˜ be the square roots of Ω. If the pair (E1, E2) corresponds to M and a certain G-oper
and (E˜1, E˜2) corresponds to M˜ and the same G-oper then
E˜1 = E1, E˜2 = E2 ⊗ ν∗
(
M˜ ⊗M⊗(−1)
)
( c©.4)
Here M˜⊗M⊗(−1) is considered as a torsor over the group {1,−1} and ν∗
(
M˜⊗M⊗(−1)
)
is its image with respect to the homomorphism ν : {1,−1} → Z such that ν(−1) = µ(−1)(
the commutativity of ( c©.3) implies that µ(−1) ∈ Ker(Hss → Had) = Hss ∩ Z
)
.
c©§2. G-opers for classical G.
We are going to show that for most of the classical groups G a G-oper can be considered
as a differential operator between certain line bundles.
c©.2.1 Let us start with the case G = GL(n). In this case a G-oper can be considered as a
locally freeOY -module sheaf of rank n with a filtration E = En ⊃ En−1 ⊃ . . . ⊃ E1 ⊃ E0 = 0
and a connection ∇ : E → E ⊗ Ω such that
(i) the sheaves Ei/Ei−1, 1 ≤ i ≤ n, are invertible,
(ii) for i = 1, 2, . . . , n − 1 ∇(Ei) ⊂ Ei+1 ⊗ Ω and ∇ induces an isomorphism
Ei/Ei−1
∼
−→(Ei+1/Ei)⊗ Ω.
Denote by D the sheaf of differential operators on Y and write O instead of OY . Let
Di ⊂ D be the sheaf of differential operators of order ≤ i. The connection ∇ defines a
D-module structure on E . So we have a natural morphism D ⊗O E1 → E . The condition
(ii) implies that the morphism Dn−1 ⊗O E1 → E is an isomorphism. So considering the
diagram
0−→Dn−1 ⊗O E1 −→Dn ⊗O E1−→Ω⊗(−n) ⊗O E1−→0
\
\
\⊳
∼
y
E
we obtain a splitting Ω⊗(−n) ⊗O E1 → Dn ⊗O E1 and therefore a section L ∈ H0
(
Y,B ⊗O
D⊗OA⊗(−1)
)
where A = E⊗(−1)1 , B = Ω
⊗n⊗E⊗(−1)1 . Consider L as a differential operator
A → B. Its order equals to n and its principal symbol σ ∈ H0
(
Y,A⊗(−1) ⊗ B ⊗ Ω⊗(−n)
)
equals to 1.
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Conversely, suppose we are given invertible sheaves A,B and a differential operator
L : A → B of order n whose principal symbol σ ∈ H0
(
Y,A⊗(−1) ⊗ B ⊗ Ω⊗(−n)
)
has no
zeros (in this situation σ defines an isomorphism B
∼
−→A⊗Ω⊗n and after identifying B with
A⊗Ω⊗n we may say that σ = 1). Then we construct a GL(n)-oper as follows. We have a
D-module morphism rL : D⊗O B⊗(−1) → D⊗O A⊗(−1) defined by rL(u) = uL where L is
considered as a section of B⊗OD⊗OA⊗(−1). Set E = Coker rL, Ei = Im
(
Di⊗OA⊗(−1) →
E
)
and consider the D-module E as an O-module with a connection ∇. Then (E , {Ei},∇)
is an GL(n)-oper.
So we have constructed an equivalence between the category of GL(n)-opers and the
category of triples (A,B, L) where A and B are invertible sheaves on Y and L : A → B is
a differential operator of order n with non-vanishing principle symbol. Let us explain that
by a morphism from (A1,B1, L1) to (A2,B2, L2) we mean a pair of isomorphisms A
∼
−→A1,
B
∼
−→B1 such that the diagram
A L−−−−−→By≀ y≀
A1
L1−−−−−→B1
is commutative.
We can make a slightly more precise statement. Denote by Diffn(A,B) the set of
differential operators L : A → B of order n with non-vanishing principal symbol. If
L ∈ Diffn(A,B) and (E , {Ei},∇) is the corresponding GL(n)-oper then we have canonical
isomorphisms
Ei/Ei−1 = Ei ⊗ Ω
⊗(1−i) = A⊗(−1) ⊗ Ω⊗(1−i) = B⊗(−1) ⊗Ω⊗(n+1−i) ( c©.5)
In particular E1 = A⊗(−1), E/En−1 = Ω ⊗ B⊗(−1). Denote by Opn(A,B) the set of
isomorphism classes of GL(n)-opers (E , {Ei},∇) with E1 = A⊗(−1) and E/En−1 = Ω ⊗
B⊗(−1) (i.e., isomorphisms E1
∼
−→A⊗(−1) and E/En−1 = Ω ⊗ B⊗(−1) are fixed). We have
constructed a canonical bijection
Opn(A,B)
∼
−→Diffn(A,B) ( c©.6)
c©.2.2 Recall that the transpose Lt of a differential operator L =
∑
i
fi∂
i
z is defined by
Lt =
∑
i
(−∂z)ifi. In the global situation if L is a differential operator A → B where A
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and B are locally free O-modules then Lt is a differential operator Ω ⊗ B∗ → Ω ⊗ A∗.
In particular transposition maps D to Ω ⊗O D ⊗O Ω
⊗(−1), i.e., the sheaf of differential
operators Ω → Ω. The induced morphism A⊗O D ⊗O B → B ⊗ Ω ⊗O D ⊗O Ω
⊗(−1) ⊗A
will also be called transposition and denoted by L 7→ Lt.
If A and B are invertible sheaves on Y and L ∈ Diffn(A,B) then Lt ∈ Diffn
(
Ω ⊗
B⊗(−1),Ω⊗A⊗(−1)
)
. On the other hand if (E , {Ei},∇) is a GL(n)-oper with E1 = A⊗(−1)
and E/En−1 = Ω ⊗ B⊗(−1) then we can consider the dual GL(n)-oper (E∗, {(E∗)i},∇)
where (E∗,∇) is the dual of (E ,∇) and (E∗)i = E⊥n−i ⊂ E
∗. Since (E∗)1 = (E/En−1)∗ =
Ω⊗(−1) ⊗ B and E∗/(E∗)n−1 = (E1)∗ = A dualization defines a mapping Opn(A,B) →
Opn
(
Ω⊗ B⊗(−1),Ω⊗A⊗(−1)
)
.
Proposition. The diagram
Diffn(A,B)
L 7→−Lt
−−−−−→Diffn
(
Ω⊗ B⊗(−1),Ω⊗A⊗(−1)
)
y≀ y≀
Opn(A,B)−−−−−→Opn
(
Ω⊗ B⊗(−1),Ω⊗A⊗(−1)
)
is commutative.
Proof. Let (E , {Ei},∇) and (E˜ , {E˜i}, ∇˜) be the GL(n)-opers corresponding respectively
to L and −Lt. We must construct a horizontal non-degenerate pairing E⊗E˜ → O such that
E˜i = E⊥n−i and the isomorphisms E/En−1
∼
−→E˜∗1 and E˜/E˜n−1
∼
−→E∗1 induced by the pairing
are equal to the compositions E/En−1
∼
−→Ω⊗B⊗(−1)
∼
−→E˜∗1 and E˜/E˜n−1
∼
−→A
∼
−→E∗1 . More
precisely the latter condition means the commutativity of the diagrams
E/En−1 = E1 ⊗ Ω⊗(1−n) = A⊗(−1) ⊗ Ω⊗(1−n)
\
\
\⊳
∼
yϕ
E˜∗1 = B
⊗(−1) ⊗ Ω
( c©.7 a)
E˜/E˜n−1 = E˜1 ⊗ Ω⊗(1−n) = B ⊗Ω⊗(−n)
\
\
\⊳
∼
y(−1)n−1ψ
E∗1 = A
( c©.7 b)
where the equalities denote the canonical isomorphisms ( c©.4) while ϕ and ψ denote divi-
sion by σ ∈ H0
(
Y,A⊗(−1) ⊗ B ⊗ Ω⊗(−n)
)
, the principle symbol of L. Let us explain that
(−1)n−1 appears in ( c©.7 b) because the principal symbol of −Lt equals (−1)n−1σ.
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To construct the pairing we use the sheaf D of pseudodifferential symbols
(
local sec-
tions of D can be written as formal expressions
k∑
i=−∞
fi∂
i
z or as
k∑
i=−∞
∂izgi where fi and gi
are regular functions and z is a local parameter on Y
)
. We also use the canonical morphism
res : D ⊗O Ω⊗(−1) → O defined by
{∑
i
fi∂
i
z
}
(dz)−1 7→ f−1.
Here is the construction. We have E = Coker rL where rL : D ⊗O B⊗(−1) → D ⊗O
A⊗(−1) is defined by rL(u) = uL, L ∈ H0
(
Y,B ⊗O D ⊗O A⊗(−1)
)
. We also have E˜ =
Coker rLt , rLt : D ⊗O A⊗Ω
⊗(−1) → D ⊗O B ⊗Ω
⊗(−1), Lt ∈ H0
(
Y,Ω⊗A⊗(−1) ⊗O D ⊗O
B ⊗Ω⊗(−1)
)
. Define a pairing between D ⊗O A⊗(−1) and D ⊗O B ⊗ Ω⊗(−1) by
(u, v) = res
(
uL−1vt
)
( c©.8)
Here u ∈ D ⊗O A⊗(−1)
(
i.e., u is a local section of D ⊗O A⊗(−1)
)
, v ∈ D ⊗O B ⊗ Ω⊗(−1),
vt ∈ B ⊗O D⊗O Ω⊗(−1), L−1 ∈ A⊗O D⊗O B⊗(−1) and therefore uL−1vt ∈ D⊗O Ω⊗(−1).
The pairing ( c©.8) induces a pairing E ⊗ E˜ → O with the required properties.
c©.2.3 Let us discuss the case G = Sp(n). A Sp(n)-oper can be considered as a
GL(n)-oper (E , {Ei},∇) (see c©.2.1) with a horizontal symplective form on E such that
E⊥i = En−i. We will construct an equivalence between the category of pairs (A, L) where A
is an invertible sheaf on Y and L is a differential operatorA → Ω⊗A⊗(−1) such that Lt = L
and the principle symbol σ of L does not vanish (in this case σ induces an isomorphism
Ω⊗n ⊗A
∼
−→Ω⊗A⊗(−1) and therefore
(
A⊗ Ω⊗(n/2)
)⊗2 ∼
−→Ω, so A = Ω⊗(1/2) ⊗Ω⊗(−n/2)
for some choice of Ω⊗(1/2).
If a pair (A, L) is given then the GL(n)-oper (E , {Ei},∇) constructed in c©.2.1 is a
Sp(n)-oper, the symplectic form on E being defined by ( c©.8). It is skew-symmetric because
Lt = L and therefore res
(
uL−1vt
)
= res
(
(vL−1ut)t
)
= − res
(
vL−1ut
)
.
Conversely, let (E , {Ei},∇) be a Sp(n)-oper and L : A → B the differential op-
erator constructed from (E , {Ei},∇) in c©.2.1. According to ( c©.5) A = E
⊗(−1)
1 and
B = Ω ⊗ (E/En−1)⊗(−1). The pairing E/En−1 ⊗ E1 → O induced by E ⊗ E → O induces
an isomorphism (E/En−1)
∗ ∼−→E1 and therefore B
∼
−→Ω ⊗ A⊗(−1). So we can consider L
as an operator A → Ω ⊗ A⊗(−1). To show that Lt = L notice that according to Propo-
sition c©.2.2 the element of Opn
(
A,Ω ⊗ A⊗(−1)
)
corresponding to −Lt ∈ Diffn
(
A,Ω ⊗
A⊗(−1)
)
is the GL(n)-oper (E∗, {(E∗)i},∇) with the isomorphisms ϕ : (E∗)1
∼
−→A⊗(−1)
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and ψ : E∗/(E∗)n−1
∼
−→A defined as the compositions (E∗)1
∼
−→(E/En−1)
∗ ∼−→E1
∼
−→A⊗(−1)
and E∗/(E∗)n−1
∼
−→(E1)∗
∼
−→A. Since −Lt corresponds to (E∗, {(E)∗i },∇, ϕ, ψ) the operator
Lt corresponds to (E∗, {(E)∗i},∇,−ϕ, ψ). The pairing E ⊗ E → O induces an isomorphism
(E , {Ei},∇)
∼
−→(E∗, {(E∗)i},∇) such that diagrams
E1
∼−−−−−→ (E∗)1
\
\
\⊳
∼ ∼
/
/
/⊲
−ϕ
A⊗(−1)
E/En−1
∼−−−−−→E∗/(E∗)n−1
\
\
\⊳
∼ ∼
/
/
/⊲
ψ
A
are commutative. So Lt = L.
c©.2.4 According to c©.1.4 sp(n)-opers may be considered as Sp(n)-opers modulo twisting
by Z-torsors where Z is the center of Sp(n). According to c©.2.3 an Sp(n)-oper is the
same as a pair (M, L) where M is a square root of Ω and L is a differential operator
M⊗ Ω⊗(−n/2) → M ⊗ Ω⊗(n/2) of order n such that Lt = L and the principal symbol
of L equals 1. Denote by S(M) the set of all such L. If M⊗A is another square root
of Ω then A is a square root of O and the canonical connection on A induces a bijection
S(M)
∼
−→S(M⊗A). Replacing M by M⊗A and L ∈ S(M) by its image in S(M⊗A)
corresponds to twisting Sp(n)-opers by Z-torsors.
So the set of sp(n)-opers can be identified with the set of differential operators
L : Ω⊗(1/2) ⊗Ω⊗(−n/2) → Ω⊗(1/2)⊗Ω⊗(n/2) of order n such that Lt = L and the principal
symbol of L equals 1
(
the latter set does not depend on the choice of Ω⊗(1/2)
)
.
c©.2.5 Let n ∈ N be odd. By anO(n)-oper we mean aGL(n)-oper (E , {Ei},∇) (see c©.2.1)
with a horizontal non-degenerate symmetric bilinear form B on E such that E⊥i = En−i.
An SO(n)-oper in the sense of c©.1.2 can be considered as an O(n)-oper (E , {Ei},∇, B)
with an isomorphism α : O
∼
−→det E compatible with the bilinear form on det E induced
by B. If L is a differential operator Ω⊗(1−n)/2 → Ω⊗(1+n)/2 of order n such that Lt = −L
and the principal symbol of L equals 1 then we construct an SO(n)-oper as follows. Take
the GL(n)-oper (E , {Ei},∇) corresponding to L according to c©.2.1 and define the bilinear
form B on E by ( c©.8). Thus we obtain an O(n)-oper. The canonical isomorphisms
Ei/Ei−1
∼
−→Ω⊗(n+1−2i)/2
(
cf. ( c©.5)
)
induce an isomorphism α : O
∼
−→det E . To show that
it is compatible with the bilinear form on det E induced by B we may assume that there
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is a regular function z on Y such that dz has no zeros. Then Ω is trivial and E can be
identified with the sheaf of differential operators on Y of order ≤ n − 1. So there is a
base ei = ∂
i
z ∈ H
0(Y, E), 0 ≤ i ≤ n − 1. The isomorphism α : O
∼
−→det E is defined by
1 7→ e0∧ . . .∧en−1 and we have to show that the matrix Bij = B(ei, ej) has determinant 1.
Indeed, Bij = 0 if i+ j < n− 1 and Bij = (−1)
i if i+ j = n− 1, so det(Bij) = 1.
Conversely, if (E , {Ei},∇, B, α) is an SO(n)-oper then we have canonical isomorphisms
Ek+1/Ek
∼
−→det E
∼
−→O where k = (n − 1)/2. By virtue of ( c©.5) we have canonical iso-
morphisms E1
∼
−→Ω⊗(n−1)/2, E/En−1
∼
−→Ω⊗(1−n)/2. So (E , {Ei},∇) defines an operator
L ∈ Diffn
(
Ω⊗(1−n)/2,Ω⊗(1+n)/2
)
whose principal symbol equals 1. The argument used in
c©.2.3 shows that Lt = −L.
So for an odd n we have constructed a bijection between the set of SO(n)-opers and
the set of differential operators L : Ω⊗(1−n)/2 → Ω⊗(1+n)/2 of order n such that Lt = −L
and the principal symbol of L equals 1.
c©.2.6 Since sl(2) = sp(2) = o(3) one can interpret sl(2)-opers in two different ways.
1) According to c©.2.4 sp(2)-opers on Y bijectively correspond to Sturm-Liouville
operators L : Ω⊗(1/2) ⊗ Ω⊗(−1) → Ω⊗(1/2) ⊗ Ω for a fixed choice of Ω⊗(1/2). By a Sturm-
Liouville operator we mean a differential operator L of order 2 such that Lt = L and the
principal symbol of L equals 1. The set of Sturm-Liouville operators Ω⊗(1/2) ⊗ Ω⊗(−1) →
Ω⊗(1/2) ⊗ Ω “does not depend” on the choice of Ω⊗(1/2) (for different choices of Ω⊗(1/2)
there is a canonical bijection between the corresponding sets of Sturm-Liouville operators).
Sturm-Liouville operators are also called projective connections on Y (we remind the origin
of this term in c©.2.7).
2) According to c©.2.5 o(3)-opers (i.e., SO(3)-opers) bijectively correspond to differ-
ential operators L˜ : Ω⊗(−1) → Ω⊗(2) of order 3 such that L˜t = −L and the principal
symbol of L˜ equals 1.
We are going to describe the relation between the operators L and L˜ corresponding
to the same sl(2)-oper. We will also give a third interpretation of sl(2)-opers.
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Let us introduce some notation. If L and M are O-modules set
L×M = p∗1L ⊗ p
∗
2M ( c©.9)
where p1 and p2 are the projections Y × Y → Y . If a, b ∈ Z, a ≥ b, then set
Pa,b(L,M) = (L×M)(a∆)/(L×M)(b∆) ( c©.10)
where ∆ ⊂ Y × Y is the diagonal.
If E and F are locally free O-modules denote by Diff≤n(E ,F) the space of differential
operators E → F of order ≤ n. There is a well known canonical isomorphism
Diff≤n(E ,F)
∼
−→H0
(
Y × Y,Pn+1,0(Ω⊗ E
∗,F)
)
( c©.11)
characterized by the following property: if K(x, y) is a section of Pn+1,0
(
Ω⊗ E∗,F
)
then
the corresponding L ∈ Diff≤n(E ,F) is defined by
(Ls)(y) = n! res
x=y
(
K(x, y)s(x)
)
( c©.12)
(i.e., L is the “integral operator” corresponding to the “kernel” n!K). Replacing K(x, y)
by K(y, x) is equivalent to replacing L : E → F by −Lt : Ω⊗ F∗ → Ω⊗ E∗. Notice that
due to the factor n! in ( c©.10) the diagram
Diff≤n(E ,F)
∼−−−−−→H0
(
Y × Y,Pn+1,0(Ω⊗ E
∗,F)
)
σ
y y
H0
(
Y, E∗ ⊗ Ω⊗(−n) ⊗ F
) ϕ∼←−−−−−H0(Y × Y,Pn+1,n(Ω⊗ E∗,F))
( c©.13)
is commutative where σ associates to L ∈ Diff≤n(E ,F) its principal symbol and ϕ is in-
duced by the isomorphism OY×Y
(
(n + 1)∆
)
/OY×Y (n∆)
∼
−→Ω⊗(−n−1) defined by
(x − y)−n−1f(x, y) 7→ f(x, x)(dx)−n−1 (here we consider OY×Y
(
(n + 1)∆
)
/OY×Y (n∆)
as a sheaf on ∆ = Y ).
Now we can describe the relation between the Sturm-Liouville operator L and the
operator L˜ of order 3 corresponding to the same sl(2)-oper. As explained above L corre-
sponds to a skew-symmetric section of P3,0
(
Ω⊗(3/2),Ω⊗(3/2)
)
, which can be uniquely lifted
to a skew-symmetric K ∈ H0
(
Y × Y,P3,−1(Ω⊗(3/2),Ω⊗(3/2))
)
. On the other hand L˜ cor-
responds to a symmetric K˜ ∈ H0
(
Y × Y,P4,0(Ω⊗2,Ω⊗2)
)
. Both K and K˜ have standard
principal parts: K(x, y) = (x−y)−3(dx)3/2(dy)3/2+. . ., K˜(x, y) = (x−y)−4(dx)2(dy)2+. . ..
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Proposition. K˜ = K4/3.
Proof. Suppose that in terms of a local parameter z the operator L is written as ∂2z +u(
i.e., L
(
f(dz)−1/2
)
=
(
∂2zf + uf
)
(dz)3/2
)
. The corresponding sl(2)-oper is defined by the
connection
∂z +
(
0 −u
1 0
)
( c©.14)
By o(3) we understand the Lie algebra of the automorphism group of the quadratic form
corresponding to the matrix 
 0 0 10 −1 0
1 0 0


The image of ( c©.14) under a suitable isomorphism sl(2)
∼
−→o(3) equals to
∂z +

 0 −2u 01 0 −2u
0 1 0

 ( c©.15)
The o(3)-oper defined by ( c©.15) corresponds to L˜ = ∂3z +2u · ∂z +2∂z · u. Recall that 2K
and 6K˜ are the “kernels” of L and L˜. So
K =
{
1
(z1 − z2)3
+
u(z1) + u(z2)
4(z1 − z2)
+ . . .
}
(dz1)
3/2(dz2)
3/2 ( c©.16)
K˜ =
{
1
(z1 − z2)4
+
u(z1) + u(z2)
3(z1 − z2)2
+ . . .
}
(dz1)
2(dz2)
2 ( c©.17)
Therefore K˜ = K4/3.
In c©.2.7 we will sketch a non-computational proof of the formula K˜ = K4/3.
Now we can give the third interpretation of sl(2)-opers: they are in bijective corre-
spondence with symmetric K ∈ H0
(
Y × Y,P2,−2(Ω,Ω)
)
with the standard principle part
K(x, y) = (x− y)−2dx dy + . . .. The bijection is defined by
K = K˜1/2 = K2/3 ( c©.18)
where 2K is the “kernel” of the Sturm-Liouville operator L : Ω⊗(−1/2) → Ω⊗(3/2) corre-
sponding to the sl(2)-oper and 6K˜ is the “kernel” of the corresponding differential operator
L˜ : Ω⊗(−1) → Ω⊗2 of order 3.
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c©.2.7 In this section we remind various facts about sl(2)-opers while in c©.2.8 and
c©.2.9 we give an interpretation of SL(n)-opers and SO(2k)-opers. The reader can skip
c©.2.7– c©.2.9 and pass directly to c©§3.
In the previous sections we considered algebraic opers. If Y is an analytic curve
over C and the words “bundle” and “connection” in Definition c©.1.2 are understood in
the analytic sense then one obtains the notions of analytic G-oper and analytic g-oper .
An analytic sl(2)-oper on Y is the same as a locally-projective structure on Y . Indeed,
an sl(2)-oper (i.e., a PGL(2)-oper) can be considered as a quadruple (E, π, s,∇) where
π : E → Y is a locally trivial bundle with P1 as a fiber, ∇ is a connection on it and
s : Y → E is a section such that the covariant differential of s does not vanish. In the
analytic situation this is the same as locally-projective structure. This explains the term
“projective connection” used as a synonym for “Sturm-Liouville operator” or “sl(2)-oper.”
In terms of the Sturm-Liouville operator L “good” local coordinates on Y are defined
as ψ1/ψ2 where ψ1 and ψ2 are local solutions to the equation Lψ = 0; two good local
coordinates z and ζ are related by a projective transformation z = (aζ + b)/(cζ + d).
In the analytic situation the relation between the differential operators L : Ω⊗(−1/2) →
Ω⊗(3/2) and L˜ : Ω⊗(−1) → Ω⊗2 can be expressed in the following way: the sheaf Ker L˜ is
generated by the products ψ1ψ2 where ψ1 and ψ2 are local sections of KerL.
Notice that Ω⊗(−1) = Θ is the tangent sheaf and therefore has a Lie algebra structure.
In fact Ker L˜ ⊂ Θ is a Lie subalgebra which is nothing but the sheaf of vector fields
preserving L (i.e., preserving the locally-projective structure corresponding to L). This is
an immediate consequence of the following expression for L˜ in terms of L which holds in
the algebraic situation as well as in the analytic one:
L˜(v) = 2[v, L] ( c©.19)
Here v ∈ Θ = Ω⊗(−1) (i.e., v is a local section of Θ) and [v, L] is the Lie derivative of L with
respect to v
(
Θ acts on Ω⊗(−1), Ω⊗(3/2), and therefore on the sheaf of differential operators
Ω⊗(−1/2) → Ω⊗(3/2); in fact the differential operator [v, L] has order 0, i.e., [v, L] ∈ Ω⊗2
)
.
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Remark. Proposition c©.2.6 can be proved without computation. Indeed, the formula
L 7→ K˜−K4/3 defines a mapping ϕ : {projective connections} −→ {quadratic differentials}.
To show that for any L the quadratic differential ω = ϕ(L) vanishes at any y ∈ Y introduce
a “good” local parameter ζ at y, i.e., ζ = ψ1/ψ2 where ψ1 and ψ2 are local solutions to
Lψ = 0 such that ψ1(y) = 0. Then L
(
f · (dζ)−1/2
)
= f ′′(dζ)3/2 and L is invariant under
ζ 7→ aζ. So ω is also invariant and therefore ω(y) = 0. This proof is in fact purely algebraic
(one can consider formal solutions to Lψ = 0 instead of analytic ones).
c©.2.8 An SL(n)-oper can be considered as a GL(n)-oper (E , {Ei},∇) with a fixed
horizontal isomorphism
O
∼
−→det E ( c©.20)
As explained in c©.2.1 (E , {Ei},∇) defines a differential operator L : A → A ⊗ Ω⊗n or
order n with principal symbol 1 where A = E
⊗(−1)
1 . The isomorphisms ( c©.5) and ( c©.20)
induce an isomorphism
A⊗n ⊗Ω⊗n(n−1)/2
∼
−→O ( c©.21)
Lt is an operator A⊗M→ A⊗Ω⊗n⊗M whereM = Ω⊗(1−n)⊗A⊗−2. The isomorphism
( c©.21) induces an isomorphism M⊗n
∼
−→O and therefore a connection on M. So Lt
induces a differential operator A → A⊗ Ω⊗n which we also denote by Lt.
Proposition. The order of L+(−1)n+1Lt is less than n−1 (i.e., the subprincipal sym-
bol of L equals 0). Thus one obtains an equivalence between the category of SL(n)-opers
and the category of pairs (A, L) where A is an invertible sheaf on Y with an isomorphism
( c©.21) and L : A → A⊗Ω⊗n is a differential operator of order n with principal symbol 1
and subprincipal symbol 0.
The proof is left to the reader. It is based on the following local observation. Assume
that there is a regular function z on Y such that dz has no zeros. Let (E , {Ei},∇) be the
GL(n)-oper corresponding to the operator L : O → O, L = ∂nz +
n−1∑
i=0
fi∂
i
z. Identify E
with the sheaf of differential operators on Y of order ≤ n − 1. Then the matrix q of the
connection ∇ in the basis ei = ∂
i
z ∈ H
0(Y, E), 0 ≤ i ≤ n− 1, equals
−

 0 . . . 0 f0. . . . . . . . .
0 . . . 0 fn−1


and so Trq = −fn−1.
Clearly there is a natural bijection between the set of sl(n)-opers and the set of
differential operators L : Ω⊗(1−n)/2 → Ω⊗(1+n)/2 of order n with principal symbol 1 and
subprincipal symbol 0 (the latter set does not depend on the choice of Ω⊗(1/2)).
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c©.2.9 Let us describe SO(n)-opers and so(n)-opers for n = 2k, k ∈ Z, k ≥ 2. By an
SO(n) vector bundle we mean a locally free O-module F of rank n with a non-degenerate
symmetric bilinear form B on it and an isomorphism α : O
∼
−→detF compatible with
the bilinear form B on detF induced by B
(
if Y were a curve over a field which is
not algebraically closed then it would probably be more reasonable to require α to be
compatible with (−1)kB because the determinant of the hyperbolic symmetric bilinear
form on Z2k equals (−1)k
)
. An SO(n)-oper is an SO(n) vector bundle F with a filtration
F = Fn−1 ⊃ Fn−2 ⊃ . . . ⊃ F1 ⊃ F0 = 0 and a connection ∇ : F → F ⊗ Ω compatible
with B such that
1) the sheaves Fi/Fi−1 are invertible for 1 ≤ i ≤ n− 1, i 6= k while Fk/Fk−1 is
locally free of rank 2;
2) F⊥i = Fn−1−i;
3) ∇(Fi) ⊂ Fi+1 ⊗ Ω for 1 ≤ i ≤ n− 2;
4) ∇ induces an isomorphism Fi/Fi−1
∼
−→
(
Fi+1/Fi
)
⊗ Ω for 1 ≤ i ≤ n − 2,
i 6= k − 1, k;
5) the composition of the morphisms
Fk−1/Fk−2 →
(
Fk/Fk−1
)
⊗ Ω→
(
Fk+1/Fk
)
⊗ Ω⊗2
induced by ∇ is an isomorphism.
Let L : Ω⊗(1−k) → Ω⊗k be a differential operator of order 2k−1 such that Lt = −L and
the principal symbol of L equals 1. Starting from L and a section f ∈ H0
(
Y,Ω⊗k
)
one can
construct an SO(n)-oper in the following way. Let (E , {Ei},∇E) be the SO(n− 1)-oper
corresponding to L (see c©.2.5). According to ( c©.5) we have canonical isomorphisms
Ei/Ei−1
∼
−→Ω⊗(k−i) and in particular E1
∼
−→Ω⊗(k−1). Denote by F the orthogonal direct
sum E ⊕O, the bilinear form on O being standard. There is a unique connection ∇ : F →
F⊗Ω compatible with the bilinear form on F such that the composition E →֒ F
∇
−→F⊗Ω→
E⊗Ω is equal to ∇E and ∇(1) = f where 1 ∈ H0(Y,O) ⊂ H0(Y,F) and f ∈ H0
(
Y,Ω⊗k
)
=
H0(Y, E1 ⊗ Ω) ⊂ H
0(Y,F ⊗ Ω). Set Fi = Ei for i ≤ k − 1, Fi = Ei ⊕ O for i ≤ k. The
isomorphism O
∼
−→ det E induces an isomorphism O
∼
−→detF . So we have obtained a
structure of SO(n)-oper on F . This SO(n)-oper will be denoted by F(L, f). If M is
a square root of O
(
i.e., an invertible sheaf with a fixed isomorphism O
∼
−→M⊗2
)
then
F(L, f)⊗M is also an SO(n)-oper.
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Proposition. Every SO(n)-oper is isomorphic to F(L, f)⊗M for some L, f and M.
F(L1, f1) ⊗M1 and F(L2, f2) ⊗M2 are isomorphic if and only if L1 = L2, f1 = f2 and
there exists an isomorphism ϕ :M1
∼
−→M2 such that the diagram
O
∼
/
/
/⊲
\
\
\⊳
∼
M1 ⊗M1
ϕ⊗ϕ
∼−−−−−→M2 ⊗M2
( c©.22)
is commutative. Moreover, isomorphisms F(L, f)⊗M1
∼
−→F(L, f)⊗M2 bijectively cor-
respond to isomorphisms ϕ :M1
∼
−→M2 such that ( c©.22) is commutative.
Corollary. There is a natural bijection between the set of so(n)-opers and the set of
pairs (L, f) where f ∈ H0
(
Y,Ω⊗k
)
and L : Ω⊗(1−k) → Ω⊗k is a differential operator of
order 2k − 1 such that Lt = −L and the principal symbol of L equals 1.
Remark. As explained in [DS1], [DS2], it is natural to associate to (L, f) the expression
L + fd−1f ∈ H0
(
Y,Ω⊗k ⊗O D ⊗O Ω⊗(k−1)
)
where D is the sheaf of pseudodifferential
symbols and d−1 ∈ H0
(
Y,D ⊗O Ω⊗(−1)
)
is inverse to the differential operator d : O → Ω
considered as an element of H0
(
Y,Ω⊗O D
)
. One may say informally that L + fd−1f ∈
H0
(
Y,Ω⊗k ⊗O D ⊗O F1
)
annihilates F1 ⊂ F .
The proof of the Proposition is based on the following lemma.
Lemma. Let (F , {Fi},∇) be an SO(n)-oper. Set M = Ker
(
∇ : Fk/Fk−1 →
(Fk+1/Fk)⊗Ω
)
. Then
1) the bilinear form on Fk/Fk−1 induces an isomorphism M⊗M
∼
−→O;
2) there is a unique way of lifting the inclusion M →֒ Fk/Fk−1 to a morphism
s :M→ Fk such that ∇
(
s(M)
)
⊂
(
s(M) + F1
)
⊗Ω.
Using the lemma it is easy to prove the proposition by considering the orthogonal
decomposition F = s(M)⊕ E .
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Proof of the lemma. Since the composition of the morphisms Fk−1/Fk−2 →
(Fk/Fk−1)⊗Ω→ (Fk+1/Fk)⊗Ω⊗2 induced by ∇ is an isomorphism Fk/Fk−1 =M⊕N
where N ⊗ Ω = Im
(
∇ : Fk−1/Fk−2 → (Fk/Fk−1) ⊗ Ω
)
. Since ∇ is compatible with the
bilinear formM and N are orthogonal to each other. Since the bilinear form on Fk/Fk−1
is non-degenerate the statement 1) is clear. To prove the statement 2) we may assume that
the curve Y is affine and there is an isomorphism O
∼
−→M compatible with the bilinear
form onM (otherwise replace F by F⊗M). Choose σ ∈ H0(Y,Fk) so that the image of σ
in H0(Y,Fk/Fk−1) equals 1 ∈ H
0(Y,O) = H0(Y,M) ⊂ H0(Y,Fk/Fk−1). We must show
that there is a unique τ ∈ H0(Y,Fk−1) such that ∇(σ + τ) ∈
(
O(σ + τ)⊕F1
)
⊗Ω. Since
(σ+τ, σ+τ) = 1 we have
(
∇(σ+τ), σ+τ
)
= 0 and therefore if∇(σ+τ) ∈
(
O(σ+τ)⊕F1
)
⊗Ω
then ∇(σ + τ) ∈ F1 ⊗ Ω. Now the uniqueness of τ is clear and the existence of τ means
that
∇(σ) ∈
(
Fk−1 ⊗Ω
)
+∇
(
Fk−1
)
( c©.23)
Since the image of σ in H0(Y,Fk) belongs to M we have ∇(σ) ∈ Fk ⊗ Ω and since(
∇(σ), σ
)
= 12d(σ, σ) = 0 the image of ∇(σ) in (Fk/Fk−1)⊗ Ω belongs to N ⊗M. This
is equivalent to ( c©.23).
c©§3. A description of the set of g-opers.
Denote by Op
g
(Y ) the set of isomorphism classes of g-opers on Y .
c©.3.1 Let g= sl(2). In this case it is well known that Op
g
(Y ) is a principal homogeneous
space over H0
(
Y,Ω⊗2
)
. Let us recall why it is so. According to c©.2.6 Op
g
(Y ) can be
interpreted as the set of Sturm-Liouville operators L on Y . So we obtain a free transitive
action of H0
(
Y,Ω⊗2
)
on Op
g
(Y ) defined by
L 7→ L+ ω, ω ∈ H0
(
Y,Ω⊗2
)
( c©.24)
Other interpretations of Op
g
(Y ) (see c©.2.6) give rise to actions of H0
(
Y,Ω⊗2
)
on Op
g
(Y )
which can be written in terms of the Sturm-Liouville operators as L 7→ L + αω where
α ∈ Q depends on the interpretation.
Let us recall why Op
g
(Y ) 6= ∅. Certainly there is an open covering Y = ∪
i
Ui such
that g-opers on Mi exist. So if H1
(
Y,Ω⊗2
)
= 0 then Op
g
(Y ) 6= φ. If H1
(
Y,Ω⊗2
)
6= 0
then either Y is an elliptic curve or Y = P1. In the first case Ω is trivial and so the
interpretation of g-opers as Sturm-Liouville operators shows that Op
g
(Y ) 6= φ. On P1
there is an obvious SL(2)-oper: take the trivial bundle E = O2 with the trivial connection
and define E1 ⊂ E to be the tautological line subbundle. So Opg(P
1) 6= φ.
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c©.3.2 The action ( c©.24) can be described without using Sturm-Liouville operators. Let
(F ,∇) be a g-oper in the sense of Definitions c©.1.2 and c©.1.3 where g = sl(2). Then we
can obtain a new g-oper (F , ∇˜) by setting ∇˜ = ∇+ η, η ∈ Hom
(
Θ, g1F
)
= H0
(
Y, g1F ⊗Ω
)
where g1F has the same meaning as in c©.1.1. We have the canonical isomorphism Θ →
g−1F /g
0
F induced by ∇ (see c©.1.2) and the pairing between g
−1
F /g
0
F and g
1
F induced by the
bilinear form. Tr(XY ) on g. So we can identify g1F with Ω. It is easy to see (cf. c©.1.4) that
the action ( c©.24) corresponds to replacing ∇ by ∇−ω, ω ∈ H0
(
Y,Ω⊗2
)
= H0
(
Y, g1F⊗Ω
)
.
c©.3.3 Let B ⊂ SL(2) denote the subgroup of upper-triangular matrices and Bad
the image of B in PGL(2). It follows from c©.3.1 and c©.3.2 that for any sl(2)-opers
(F ,∇) and (F˜ , ∇˜) the Bad-bundles F and F˜ are canonically isomorphic. This also fol-
lows from the construction of the SL(2)-oper corresponding to a Sturm-Liouville operator
Ω⊗(−1/2) → Ω⊗(−3/2) (see c©.2.1 and c©.2.3 or c©.2.8). Indeed, the B-bundle in the con-
struction corresponds to theO-module E = D1⊗OΩ⊗(1/2) and the canonical exact sequence
0 → Ω⊗(1/2) → E → Ω⊗(−1/2) → 0 (recall that D1 denotes the sheaf of differential opera-
tors of degree ≤ 1). This B-bundle depends on the choice of Ω⊗(1/2), but the corresponding
Bad-bundle is a quite canonical object.
Remark. In [De1] Deligne gave a nice description of this Bad-bundle considered as
a principal bundle: its fiber over a point y ∈ Y is the set of C-isomorphisms between
SpecOy/m3y and SpecO∞/m
3
∞ where Oy and O∞ are the local rings of y ∈ Y and∞ ∈ P
1
while my and m∞ are their maximal ideals (Bad acts on this set because it acts on P
1
preserving ∞).
c©.3.4 Now let g be an arbitrary semisimple Lie algebra with a fixed Borel subalgebra
b ⊂ g and a fixed Cartan subalgebra h ⊂ b. Let Gad be the connected algebraic group with
trivial center corresponding to g. Denote by Had and Bad the Cartan and Borel subgroups
of Gad corresponding to h and b. Fix an sl(2)-triple {h, x, y} ⊂ g such that h ∈ h and x ∈ b
is a principle nilpotent element. This means that h = 2
∑
α∈Γ
ωˇα, x =
∑
α∈Γ
xα, y =
∑
α∈Γ
yα,
where Γ is the set of simple roots, ωˇα are the fundamental coweights, xα ∈ gα, yα ∈ g−α,
xα 6= 0, yα 6= 0. The yα are uniquely determined by xα because [x, y] = h while the
elements xα ∈ gα, xα 6= 0, can be arbitrary. However any two sl(2)-triples of the kind
described above are conjugate by a unique element of Had.
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Set V = Ker adx ⊂ g. The grading g = ⊕
k
gk (see c©.1.1) induces a grading V = ⊕
k
Vk.
It is well known that Vk = 0 if k ≤ 0. The numbers k such that Vk 6= 0 are nothing but the
exponents of g and dimV is equal to the rank of g (see [Ko1]). Notice that V1 6= 0 because
x ∈ V1. Of course V considered as a subspace of g depends on {h, x, y}. But for any two
choices of {h, x, y} there is a canonical isomorphism between the corresponding spaces V .
So we can identify all these spaces and consider the space V (g) which depends only on g
(of course V (g) is not a subspace of g). There is a canonical grading V (g) = ⊕
k
Vk(g) and
a canonical element X ∈ V1(g) corresponding to x ∈ V1. Now set
V gk (Y ) = Vk−1(g)⊗H
0
(
Y,Ω⊗k
)
, V g(Y ) = ⊕
k
V gk (Y ) ( c©.25)
There is a canonical embedding H0
(
Y,Ω⊗2
)
→֒ V g2 (Y ) →֒ V
g(Y ) defined by
ω 7→ −ω · X ( c©.26)
So the principal homogeneous space Opsl(2)(Y ) over H
0
(
Y,Ω⊗2
)
induces a principal homo-
geneous space Op
g
(Y ) over V g(Y ). In other words Op
g
(Y ) is the quotient of Opsl(2)(Y )×
V g(Y ) modulo the equivalence relation
(L+ ω, η) ∼ (L, η − ωX ) ( c©.27)
where η ∈ V g(Y ), ω ∈ H0
(
Y,Ω⊗2
)
and L ∈ Opsl(2)(Y ) is considered as a Sturm-Liouville
operator. We will construct a canonical bijection Op
g
(Y )
∼
−→Op
g
(Y ).
Remark. Since Op
g1×g2(Y ) = Opg1(Y )×Opg2(Y ) it is enough to describe Opg(Y ) if
g is simple. In this case V1(g) is generated by X and therefore Op
g
(Y ) = Opsl(2)(Y ) ×(
⊕
k>2
V gk (Y )
)
.
Let us construct a canonical mapping Op
g
(Y )→ Op
g
(Y ). By definition, an sl(2)-oper
L is a PGL(2)-oper (F0,∇0) where F0 is a torsor over the upper-triangular subgroup
B0 ⊂ PGL(2) and ∇0 is a connection on the corresponding PGL(2)-bundle satisfying
a certain condition (see c©.1.2). The fixed sl(2)-triple {h, x, y} defines a homomorphism
ρ : PGL(2) → Gad. Since ρ(B0) ⊂ Bad we can associate to F0 a Bad-bundle F and
∇0 induces a connection ∇ on the Gad-bundle corresponding to F . Clearly (F ,∇) is a
Gad-oper, i.e., a g-oper. For η ∈ Hom(Θ, bF ) = H0(Y, bF ⊗ Ω) the pair (F ,∇+ η) is still
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a g-oper. Notice that bF = bF0 where bF0 corresponds to F0 and the representation of
B0 in b defined as the composition of ρ : B0 → Bad and the adjoint representation of Bad
in b. Since V is a B0-invariant subspace of b we have bF = bF0 ⊃ VF0 . An element g ∈ B0
acts on Vk as multiplication by χ(g)
k where χ : B0 → Gm maps
(
a
0
b
c
)
to a/c. Since the
line bundle corresponding to F0 and χ is canonically isomorphic to Ω (see c©.1.4) we have
VF0 = ⊕
k
(
Vk ⊗ Ω⊗k
)
. So H0
(
Y, bF ⊗ Ω
)
⊂ H0
(
Y, VF0 ⊗ Ω
)
= ⊕
k
(
Vk ⊗H0(Y,Ω⊗(k+1))
)
=
V g(Y ). Therefore to an sl(2)-oper L and an η ∈ V g(Y ) we can associate the g-oper
(F ,∇+ η) where (F ,∇) is constructed from L as explained above. It follows from c©.3.2
and ( c©.27) that the constructed mapping Opsl(2)(Y )× V
g(Y )→ Op
g
(Y ) factors through
Op
g
(Y ). So we have obtained a canonical mapping
Op
g
(Y )→ Op
g
(Y ) ( c©.28)
Theorem. The mapping ( c©.28) is bijective.
Proof. Proposition c©.1.3 shows that the assertion is local. So it is enough to prove the
following. Suppose that there is function z ∈ H0(Y,OY ) such that dz has no zeros and let
q be a regular function on Y with values in g−1 = ⊕
k≥−1
gk such that for every simple root α
the component q−α of q has no zeros. Then there is a unique Bad-valued regular function
b on Y such the values of the function q˜ defined by the relation b−1(∂z + q)b = ∂z + q˜
belong to y+V where y is the member of the sl(2)-triple {h, x, y} and V = Ker adx. This
is easily deduced from the well known equalities g = (Imad y)⊕ V and (Ker ad y)∩ b = 0.
Though the bijection ( c©.28) is canonical we are not sure that it gives a reasonable
description of Op
g
(Y ). So we will avoid using it when possible.
c©.3.5 Let B0, Bad and ρ : PGL(2)→ Gad denote the same objects as in c©.3.4. Denote
by Fcan0 the canonical B0-bundle on Y constructed in c©.3.3 and by F
can the B-bundle
corresponding to Fcan0 and the homomorphism B0 → B induced by ρ. It follows from
c©.3.3 and c©.3.4 that for any g-oper (F ,∇) the Bad-bundle F is canonically isomorphic
to Fcan.
19
c©.3.6 Theorem c©.3.4 implies that for any finite subset D ⊂ Y the natural map-
ping Op
g
(Y ) → Op
g
(Y \D) is injective. We will usually consider Op
g
(Y ) as a subset of
Op
g
(Y \D).
Remark. The injectivity of the mapping Op
g
(Y ) → Op
g
(Y \D) also follows from the
definition of g-oper and the following fact: if E1 and E2 are bundles with connections on
Y and ϕ is a horizontal isomorphism between the restrictions of E1 and E2 to Y \D then
ϕ is the restriction of an isomorphism E1
∼
−→E2. However the argument based on Theorem
c©.3.4 works in more general situations: for g-opers with singularities (see Proposition
c©.4.2) and for (g, h)-opers (see c©.5.2).
c©.3.7 The reader can skip this section and pass directly to c©§4.
As explained in c©.3.4 the space V g(Y ) which appears in the definition of Op
g
(Y ) is
equal to H0
(
Y, VF0
)
where F0 is the canonical torsor over the upper-triangular subgroup
B0 ⊂ PGL(2) (see c©.3.3) and V = Ker adx ⊂ g is considered as a B0 module via the
embedding B0 →֒ Bad corresponding to {h, x, y}. Now let V ′ be any subspace of g such
that
[h, V ′] ⊂ V ′, [x, V ′] ⊂ V ′, g = (Imad y)⊕ V ′, x ∈ V ′ ( c©.29)
Then one can construct an analog of Op
g
(Y ) in which V g(Y ) = H0
(
Y, VF0
)
is replaced
by H0
(
Y, V ′F0
)
and an analog of the bijection ( c©.28). So it is natural to ask how to
describe all subspaces V ′ ⊂ g satisfying ( c©.29). If V ′ is such a subspace then we have
the isomorphism f : V ′
∼
−→V defined as the composition V ′
∼
−→V/ Imad y
∼
−→V . Therefore
adx : V ′ → V ′ induces the operator ξ : V → V , ξ = f ◦ (adx) ◦ f−1. So we obtain a
mapping from the set of all V ′ satisfying ( c©.29) to the set of all linear operators ξ : V → V
such that
ξ(Vk) ⊂ Vk+1, ξ(x) = 0 ( c©.30)
It is easy to show that this mapping is a bijection. A glance into the list of exponents of
simple Lie algebras shows that for simple Lie algebras g of types Bn, Cn, D2k, E7, E8,
F4, and G2 the only possibility is ξ = 0, i.e., V
′ = V . For D2k+1 and E6 there are some
nontrivial choices of V ′ and for g = sl(n) there are plenty subspaces V ′ satisfying ( c©.29).
For instance one can take V ′ = Cx⊕ Ce1n ⊕ . . .⊕ Cen−2,n where eij is the matrix with 1
at the intersection of the i-th row and the j-th column and zeros elsewhere.
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c©§4. Singularities of g-opers.
Just as in c©§3 we denote by g a semisimple Lie algebra and by Op
g
(Y ) the set of g-opers
on Y . For every finite subscheme D ⊂ Y we will introduce a certain subset Op
g,D(Y ) ⊂
Op
g
(Y \D) such that D ⊂ ∆ implies Op
g,D(Y ) ⊂ Opg,∆(Y ) and for every finite subset
S ⊂ Y Op
g
(Y \S) is the union of Op
g,D(Y ) for all D such that SuppD ⊂ S. Here SuppD
denotes D considered as a set.
c©.4.1 In c©.3.4 we constructed a vector space V g(Y ) (see ( c©.25)) and a canonical
embedding H0(Y,Ω⊗2) →֒ V g(Y ) (see ( c©.26)). We defined Op
g
(Y ) to be the principal
homogeneous space over V g(Y ) induced by Opsl(2)(Y ) via this embedding
(
recall that
Opsl(2)(Y ) is a principal homogenous space over H
0(Y,Ω⊗2)
)
. Now for any finite sub-
scheme D ⊂ Y set
V gD,k(Y ) = Vk−1(g)⊗H
0
(
Y,Ω⊗k(kD)
)
, V gD(Y ) =
⊕
k
V gD,k(Y ) ( c©.31)
where Vk−1(g) has the same meaning as in ( c©.25). Since V g(Y ) ⊂ V
g
D(Y ) the principal
homogenous space Op
g
(Y ) over V g(Y ) induces a principle homogenous space over V gD(Y )
which will be denoted by Op
g,D
(Y ). If D ⊂ ∆ then Op
g,D
(Y ) ⊂ Op
g,∆
(Y ) and for any
finite subset S ⊂ Y Op
g
(Y \S) is the union of Op
g,D
(Y ) for all D such that SuppD ⊂ S.
c©.4.2 We have a canonical bijection Op
g
(Y \D)
∼
−→Op
g
(Y \D) (see ( c©.28)). So we
could define Op
g,D(Y ) as the image of Opg,D(Y ) ⊂ Opg(Y \D) in Opg(Y \D). But we
prefer to give an equivalent “definition” of Op
g,D(Y ) which does not use the “suspicious”
bijection ( c©.28).
Let G be the connected algebraic group with trivial center corresponding to g, B the
Borel subgroup of G corresponding to b ⊂ g. In the following definition we use the notation
of c©.1.1 and c©.1.2.
Definition. A g-oper on Y withD-singularities is a B-bundle F on Y with a morphism
∇ : Θ(−D)→ E−1F such that the diagram
Θ(−D)
∇
−→E−1F
⁀
y //
/⊲
Θ
( c©.32)
is commutative and for every simple root α the composition Θ(−D)
∇
−→E−1F −→E
−1
F /EF =
g−1F /gF−→g
−α
F is an isomorphism.
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Denote by Op
g,D(Y ) the set of isomorphism classes of g-opers on Y with
D-singularities.
Proposition. The natural mapping Op
g,D(Y )→ Opg(Y \D) is injective and its image
is equal to the image of Op
g,D
(Y ) ⊂ Op
g,D
(Y \D) in Op
g
(Y \D).
Proof. Fix an sl(2)-triple {h, x, y} ⊂ g such that h ∈ h and x ∈ b is a principle nilpotent
element. Set V = Ker adx. We may assume that there is function z ∈ H0(Y,OY ) such
that dz has no zeros and that D ⊂ Y is defined by the equation f = 0, f ∈ H0(Y,OY ).
The main step of the proof is to show that if q is a regular function on Y with values in
g−1 = ⊕
k≥−1
gk such that for every simple root α the component q−α of q has no zeros then
there is a unique B-valued regular function b on Y such that the values of the function q˜
defined by the relation b−1(f∂z + q)b = f∂z + q˜ belong to y+ V . This is proved just as in
the case f = 1. Then one has to find the “normal form” of the operator ∂z + f
−1q˜, i.e.,
one must find a B-valued regular function g on Y \D such that g−1(∂z + f−1q˜)g = ∂z + q
where the values of q belong to y + V . It is easy to see that g is the image of(
f ∂z(f)
0 1
)
under the homomorphism PGL(2)→ G corresponding to {h, x, y}. Therefore the compo-
nents qk and q˜k with respect to the grading g = ⊕
k
gk are related by
qk = f
−k−1q˜k, k > 1
q1 = f
−2
(
q1 +
(
1
2∂
2
z (f) · f −
1
4
(
∂z(f)
)2)
z
)
So for any k ≥ 1 the set of all possible qk is precisely gk ⊗H
0
(
Y,OY
(
(k + 1)D
))
.
Usually we will consider Op
g,D(Y ) as a subset of Opg(Y \D).
c©.4.3 Let D and D′ be finite subschemes of Y such that D ⊂ D′. We will construct a
mapping Op
g,D(Y )→ Opg,D′(Y ) such that the diagram
Op
g,D(Y )−→Opg,D′(Y )y≀ y≀
Op
g,D
(Y ) ⊂—— Opg,D′(Y )
( c©.33)
is commutative.
22
First of all to a B-bundle F and a finite subscheme ∆ ⊂ X we will associate a new
B-bundle F∆. Let U ⊂ Y be an open subset containing ∆ such that the restriction FU of
F to U is trivial and there is an f ∈ H0(U,OU ) such that ∆ ⊂ U is defined by the equation
f = 0. Let λ : Gm → H denote the homomorphism such that for any simple root α λ(t)
acts on gα as multiplication by t. Fix a trivialization τ : FU
∼
−→U ×B. Let us explain that
by a B-bundle we understand a principle B-bundle, e.g., FU is a space with a free right
action of B such that FU/B = U . So the group of automorphisms of the B-bundle U ×B
is the group of regular functions U → B which acts on U ×B by left multiplication.
Definition. The B-bundle F∆ is obtained by gluing together FY \∆ and U × B by
means of the composition FU\∆
τ−−−−−→(U\∆)×B
λ(f)
−−−−−→(U\∆)×B.
To check that F∆ is well defined we must show that if τ˜ : FU
∼
−→U × B is another
trivialization then the function b : U\∆ → B defined by b =
(
λ(f)τ˜
)(
λ(f)τ
)−1
is regular
on U . Indeed, b = λ(f)(τ˜τ−1)λ(f)−1, τ˜ τ−1 is a regular function U → B, and the coweight
corresponding to λ is dominant.
Remark. For a B-module V we have a canonical grading V = ⊕
k
Vk such that λ(t)x =
tkx for x ∈ Vk. The filtration V k = ⊕
r≥k
Vr is B-invariant. So for any B-bundle F on Y it
induces the filtration V kF of the vector bundle VF . It is easy to show that
VF∆ =
∑
k
V kF (k∆) ( c©.34)
According to Theorem c©.3.2 from [DeM] a B-bundle F is uniquely determined by the
tensor functor V 7→ VF from the category of finite dimensional B-modules to the category
of vector bundles on Y . So ( c©.34) can be considered as another definition of F∆.
Let (F ,∇) be a g-oper on Y with D-singularities and D′ a finite subscheme on Y
containing D. We are going to construct a g-oper (F ′,∇′) on Y with D′-singularities. Set
F ′ = F∆ where ∆ ⊂ Y is a subscheme such that the corresponding ideal J∆ ⊂ OY is equal
to JD′(D) (in other words if ∆, D, and D′ are considered as effective divisors on Y then
∆ = D′−D). Let EF and E
−1
F have the same meaning as in c©.1.1. F
′ and F are canonically
isomorphic outside ∆. So we have a canonical isomorphism between the restrictions of E−1F
and E−1F ′ to Y \D. It is easy to show that it is induced by a morphism E
−1
F → E
−1
F ′ (∆) such
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that the corresponding mapping E−1F /EF →
(
E−1F ′ /EF ′
)
(∆) is an isomorphism. We define
∇′ : Θ(−D′)→ E−1F ′ to be the composition Θ(−D
′)
∇
−→E−1F (−∆)→ E
−1
F ′ .
So for D ⊂ D′ we have constructed a canonical mapping Op
g,D(Y ) → Opg,D′(Y ).
It is easy to see that the diagram ( c©.33) is commutative. So the mapping Op
g,D(Y ) →
Op
g,D′(Y ) is injective (this also follows from Proposition c©.4.2). We will usually identify
Op
g,D(Y ) with its image in Opg,D′(Y ).
c©§5. The algebra Ag,D(X).
c©.5.1 Let X be a smooth projective curve over C. Then for any finite subscheme D ⊂ X
the affine space Op
g,D
(X) defined in c©.4.1 is finite dimensional. So the bijection
Op
g,D(X)
∼
−→Op
g,D
(X) ( c©.35)
defined in c©.4.2 induces a structure of algebraic variety on Op
g,D(X). Of course this
structure can be defined without using ( c©.35) because there is a natural notion of a
family of g-opers with D-singularities parameterized by a scheme (the bijection ( c©.35) is
just a convenient tool for proving that the corresponding functor {Schemes} −→ {Sets} is
representable by an algebraic variety isomorphic to an affine space). On the contrary, the
structure of affine space on Op
g,D(X) induced by ( c©.35) is rather “suspicious.”
Denote by Ag,D(X) and Ag,D(X) the coordinate rings of Opg,D(X) and Opg,D(X).
We have the isomorphism
Ag,D(X)
∼
−→A
g,D(X) ( c©.36)
induced by ( c©.35). Of course Ag,D(X) and Ag,D(X) are non-canonically isomorphic to
C[x1, . . . , xN ] where N can be easily computed.
The vector space V gD(X) corresponding to the affine space Opg,D(X) has a canonical
grading V gD(X) =
⊕
k
V gD,k(X) (see ( c©.31)). Choosing a point P ∈ Opg,D(X) one obtains
an isomorphism Op
g,D
(X)
∼
−→V gD(X) and therefore a grading of Ag,D(X). The increasing
filtration A
(n)
g,D(X) corresponding to this grading does not depend on P . It induces a
filtration on Ag,D(X). We will give a definition of this filtration which does not involve
( c©.35). We will also find the corresponding graded algebra.
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c©.5.2 Let h ∈ C (one can consider h as “Planck’s constant”). Let Y be a smooth
curve over C and G an algebraic group over C. If F is a G-bundle and EF the algebroid
of infinitesimal symmetries of F then by an h-connection on F we mean a morphism
∇ : Θ→ EF such that the diagram
Θ
h
−→Θ
∇
y ⊳//
/
EF
is commutative. If L is a locally free sheaf of OY -modules then an h-connection on L is a
C-linear morphism ∇ : L → L⊗Ω such that ∇(fs) = f∇(s) + hs⊗ df where f and s are
local sections of O and L.
If h = 1 then an h-connection is just a connection. The case h 6= 0 can be reduced
to h = 1 (replace ∇ by h−1∇). If h = 0 then an h-connection on a vector bundle L is
an OY -linear morphism L → L ⊗ Ω and an h-connection on a principle G-bundle F is
an element of H0(Y, gF ⊗ Ω) where gF is the vector bundle corresponding to F and the
adjoint representation of G.
Now let G be a connected reductive group over C. Replacing the word “connection”
in Definition c©.1.2 by “h-connection” one obtains the notion of (G, h)-oper . In the same
way one introduces the notions of (g, h)-oper and (g, h)-oper with D-singularities. Denote
by Oph
g
(Y )
(
resp. Oph
g,D(Y )
)
the set of (g, h)-opers on Y (resp. (g, h)-opers on Y with
D-singularities).
Most of the results of c©§1– c©§4 concerning G-opers, g-opers and g-opers with
D-singularities are also true for (G, h)-opers, (g, h)-opers, and (g, h)-opers with
D-singularities (the only exception is the interpretation of analytic sl(2)-opers as locally
projective structures in c©.2.7). Of course one should replace connections by h-connections
and differential operators by h-differential operators.
By definition, the sheaf of h-differential operators Dh is the sheaf of rings generated
by the ring O and the left O-module Θ with the following defining relations: if v ∈ Θ (i.e.,
v is a local section of Θ) and f ∈ O then vf = fv + hv(f) where v(f) is the derivative of
f with respect to v (if dimY were greater than 1 we would also have to add the relations
v1v2 − v2v1 = h[v1, v2] for v1, v2 ∈ Θ but if dimY = 1 these relations hold automatically).
If h = 1 then Dh = D while if h = 0 then Dh is the symmetric algebra of Θ. For any h there
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is a canonical morphism Dh → D which is identical on O and acts on Θ as multiplication
by h. It is an isomorphism for h 6= 0.
In c©.2.6 we associated to each sl(2)-oper a differential operator Ω⊗(−1/2) → Ω⊗(3/2)
of order 2. In the same way one associates to an (sl(2), h)-oper an h-differential operator
Ω⊗(−1/2) → Ω⊗(3/2). Applying the canonical morphism Dh → D one obtains a differential
operator Ω⊗(−1/2) → Ω⊗(3/2) with principal symbol h2. Thus we get a natural bijection
between Ophsl(2)(Y ) and the set of differential operators L : Ω
⊗(−1/2) → Ω⊗(3/2) of order 2
such that Lt = L and the principal symbol of L equals h2. In particular Ophsl(2)(Y ) is a
principal homogenous space over H0
(
Y,Ω⊗2
)
. The description of the action of H0
(
Y,Ω⊗2
)
on Opsl(2)(Y ) given in c©.3.2 works also for Op
h
sl(2)(Y ).
Now let g be an arbitrary semisimple Lie algebra over C and V gD(Y ) the vector space
defined by ( c©.31). Denote by Oph
g,D
(Y ) the principal homogeneous space over V gD(Y )
induced by Ophsl(2)(Y ) via the embedding H
0
(
Y,Ω⊗2
)
→֒ V gD(Y ) defined by ( c©.26). Just
as in c©.3.4 and c©.4.2 one constructs a canonical bijection
Oph
g,D
(Y )
∼
−→Oph
g,D(Y ) ( c©.37)
c©.5.3 Let X be a smooth projective curve over C and D a finite subscheme of X . Set
OPg,D(X) =
{
(h, u)
∣∣ h ∈ C, u ∈ Oph
g,D(X)
}
OP
g,D(X) =
{
(h, u)
∣∣ h ∈ C, u ∈ Oph
g,D
(X)
}
There is a natural structure of algebraic variety on OPg,D(X) and OPg,D(X) and ( c©.37)
induces an isomorphism OP
g,D(X)
∼
−→OPg,D(X). So OPg,D(X) is an affine variety non-
canonically isomorphic to an affine space and the morphism π : OPg,D(X) → A1 which
maps Oph
g,D(X) to h ∈ C is flat. Gm acts on OPg,D(X) (replacing ∇ by λ∇, λ ∈ C
∗)
and π is Gm-equivariant. Set OP
∗
g,D(X) = π
−1(Gm). We have Opg,D(X) = π
−1(1) =
Gm\OP
∗
g,D(X). Therefore Ag,D(X), the coordinate ring of Opg,D(X), can be identified
with the ring of Gm-invariant regular functions on OP
∗
g,D(X). So we have a filtration
Ag,D(X) = ∪
n
A
(n)
g,D(X) where A
(n)
g,D(X) is the space of Gm-invariant regular functions on
OP∗
g,D(X) having a pole of order ≤ n at the divisor π
−1(0). It is easy to show that this
filtration corresponds to the filtration A
g,D(X) = ∪
n
A
(n)
g,D(X) defined in c©.5.1.
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c©.5.4 The graded ring grAg,D(X) = ⊕nA
(n)
g,D(X)/A
(n−1)
g,D (X) is nothing but the coor-
dinate ring of π−1(0) = Op0
g,D(X). The grading on the coordinate ring comes from the
action of Gm on Op
0
g,D(X). We will describe Op
0
g,D(X) together with this action. In what
follows we use the notation of c©.1.1 and c©.1.2.
Let G be the connected algebraic group with trivial center corresponding to g, B its
Borel subgroup. By definition, points of Op0
g,D(X) correspond to pairs (F , ω) where F is
a B-bundle on X and ω ∈ H0
(
X, g−1F ⊗ Ω(D)
)
is such that for every simple root α the
image of ω in H0
(
X, g−αF ⊗ Ω(D)
)
has no zeros as a section of g−αF ⊗ Ω(D). Denote by
Inv(g) the algebra of G-invariant polynomials on g. If f ∈ Inv(g) is homogeneous of degree
n then f(ω) ∈ H0
(
X,Ω⊗n(nD)
)
. So we obtain a mapping
Op0
g,D(X)→ Hitchg,D(X) = Mor(Inv(g),⊕nH
0
(
X,Ω⊗n(nD)
)
( c©.38)
where Mor denotes the set of graded algebra morphisms. There is a canonical isomorphism
Inv(g)
∼
−→ Inv(g∧∗) ( c©.39)
where Inv(g∧∗) is the algebra of invariant polynomials of the Langlands dual g∧
(
indeed,
both Inv(g) and Inv(g∧∗) are canonically isomorphic to the algebra of polynomials on h
invariant with respect to the Weyl group
)
. So the r.h.s. of ( c©.38) can be identified with
Hitchg∧,D(X), the base of Hitchin’s fibration (see 0.2), and ( c©.38) can be interpreted as
a mapping
Op0
g,D(X)→ Hitchg∧,D(X) ( c©.40)
Hitchg∧,D(X) has a natural structure of affine algebraic variety with an action of Gm on
it (see section 0).
Proposition. The mapping ( c©.40) is a Gm-equivariant isomorphism of algebraic
varieties.
Corollary. grAg,D(X) is canonically isomorphic to the coordinate ring ofHitchg,D(X).
The proof of the proposition is easy: it is clear that ( c©.40) is a Gm-equivariant
morphism and the assertion that it is an isomorphism is an immediate consequence of the
following theorem proved in [Ko2].
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Kostant’s Theorem. Set g−1∗ =
{
u +
∑
α∈Γ
vα
∣∣ u ∈ b, vα ∈ g−α, vα 6= 0} where Γ
is the set of simple roots. Denote by f the canonical mapping g → Spec Inv(g) = W\h
where W is the Weyl group. Then
(i) there is an affine subspace L ⊂ g−1∗ such that the mapping B × L → g
−1
∗ ,
(b, v) 7→ bvb−1, is an isomorphism of algebraic varieties
(ii) the mapping B\g−1∗ = L→W\h induced by f is an isomorphism of algebraic
varieties.
For the reader’s convenience we sketch a proof of Kostant’s theorem. Let {h, x, y} be
the sl(2)-triple considered in c©.3.4. Set V = Ker adx and L = y + V . The proof of the
statement (i) is quite similar to that of Proposition c©.1.3 and Theorem c©.3.4 (one uses
the equalities g = (Imad y)⊕ V and (Ker ad y) ∩ b = 0). The mapping h → B\g−1∗ which
associates to a ∈ h the b-conjugacy class of a + y factors through W\h because for every
simple root α
sα(a) + y = exp
(
−α(a) · aduα
)
(a+ y), a ∈ h
where sα(a) = a − α(a)αˇ and uα ∈ gα is such that [uα, y] = αˇ. The composition W\h →
B\g−1∗ → W\h is identical because the closure of the conjugacy class of a + y contains
a for a ∈ h. It remains to show that dim(B\g−1∗ ) = dim(W\h), i.e., dimV = dim h.
Indeed, dimV = dimKer adx = n where n is the number of irreducible components of g
considered as a module over sl(2) = Ch+ Cx+ Cy. But since the eigenvalues of adh are
even n = dimKer adh = dimh.
Remark. There is a canonical Gm-invariant isomorphism of algebraic varieties
V gD(X)
∼
−→Hitchg∧,D(X) ( c©.41)
where V gD(X) is defined by ( c©.31) and λ ∈ Gm acts on V
g
D,k(X) as multiplication by
λk. To construct ( c©.41) choose a principal sl(2)-triple {h, x, y} and identify the spaces
Vk−1(g) from ( c©.31)) with the eigenspaces of adh in Ker adx. Then to every η ∈ V
g
D(X)
and every homogeneous f ∈ Inv(g) of degree n we associate f(y+ η) ∈ H0
(
X,Ω⊗n(nD)
)
.
This defines the mapping ( c©.41) and Kostant’s theorem shows that it is an isomorphism.
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