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A BSTR A C T
A classifier to determine page quality from an Optical Character Recognition 
(OCR) perspective is developed. It classifies a given page image as either “good” 
(i.e., high OCR accuracy is expected) or “bad” (i.e., low OCR accuracy expected). 
The classifier is based upon measuring the amount of white speckle, the amount of 
broken pieces, and the overall size information in the page. Two different sets of test 
data were used to evaluate the classifier: the Test dataset containing 439 pages and 
the Magazine dataset containing 200 pages. The classifier recognized 85% of the pages 
in the Test dataset correctly. However, approximately 40% of the low quality pages 
were misclassified as “good.” To solve this problem, the classifier was modified to 
reject pages containing tables or less than 200 connected components. The modified 
classifier rejected 41% of the pages, correctly recognized 86% of the remaining pages, 
and did not misclassify any low quality page as “good” . Similarly, it recognized 86.5% 
of the pages in the Magazine dataset correctly and did not misclassify any low quality 
page as “good” without any rejections.
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Chapter 1
Introduction
O ptical Character R ecognition
Digital information storage has become commonplace mainly because of the growth 
of computer technology. There is a growing trend among publishers to offer digital 
versions of their products. Nevertheless, as pointed out by Nagy [7], printed versions 
of documents will always be needed and, more importantly, there will always be a 
need to convert these printed documents into their digital counterparts.
“A document image is a visual representation of a printed page, such as 
a journal article page, a magazine cover, a newspaper page, etc. Typi­
cally, a page consists of blocks of text, i.e. letters, words, and sentences 
that are interspersed with half tone pictures, line drawings, and symbolic 
icons. A digital document image is a two-dimensional numerical array 
representation of a document image obtained by optically scanning and 
raster digitizing a hard copy document. It may also be an electronic ver­
sion that was created in that form, say, for a bit-mapped screen or a laser 
printer”, Srihari [15].
The process of transforming a printed document image into a digital document 
consists in the spatial sampling and simultaneous conversion of light photons to elec­
tric signals. This process is carried out by a “scanner” , which in essence divides the
printed page into small pixels1 and samples a light value for each of these pixels on 
the page. This value is then thresholded against a pre-set value to determine whether 
or not that particular pixel will be considered “filled”2.
“Scan resolution is very important. The width of a typical character stroke 
is about 0.2mm (0.008 inch), with some of the widest strokes up to about 
1mm. A 10-point character measures about 0.5mm (0.014 inch) between 
ascender and descender lines. A sampling rate of 240 ppi3 corresponds 
to about 0.1 mm/pixel, which guarantees that at least one pixel will fall 
totally within the stroke”, Srihari [15]4.
Two of the main advantages of having textual information rather than page images 
stored are the possibility of searching large amounts of information and the ease in 
retrieving only what is relevant to a query. There are several ways of querying a body 
of information; a discipline that studies these related aspects is called Information 
Retrieval. In order to generate the information to accommodate these queries, an 
image file is not enough. An image file contains only a digital representation of 
the appearance of a printed page but lacks understanding of its contents. Since an 
information retrieval system requires the contents in order to retrieve information, a 
method for extracting these contents from the digital image is necessary.
Desktop Publishing (DTP) applications comprise another important reason to 
have information stored digitally. To accommodate the task of editing and modifying 
portions of a document, a DTP system must handle the textual representation of the 
information. Having only the information as a picture prevents the DTP application
'A cronym  for P ic tu re  ELem ent.
"G lobal and adaptive thresholding m echanism s are possible. However, a discussion of these is 
beyond the scope of this work.
"P ixels per inch.
4In this thesis, images were scanned a t  300 ppi.
3from doing editing or layout formatting because the image format is not suited for 
these operations.
There are other reasons motivating extraction of the contents from a page image 
besides the possibility of retrieval, cataloguing, or DTP. One very important aspect 
is that, in general, the digital file of the contents of a page usually occupies less 
space than the image file. Furthermore, if the content is textual information and 
the representation selected is a text file (as is usually the case), the content can be 
electronically mailed and distributed, not to mention modified, whereas any of these 
tasks would be difficult at best if working with the image file only.
Optical Character Recognition (OCR) is the process by which a page image is 
transformed into a text file. The purpose of the whole OCR process is to recognize the 
letters, words, and symbols printed on a page. Presently, there are many commercial 
OCR systems in use.
OCR systems usually first accept a page image as input, segment the characters, 
and finally recognize these characters. Additionally, OCR systems may use spell 
checkers, or other lexical analyzers, that make use of contextual information to correct 
recognition errors and to resolve ambiguities in the generated text. The output of 
the OCR process is a text file, corresponding to the text printed in the image file. 
Figures 1.1 and 1.2 show an example of a small image file and its corresponding OCR 
output.
OCR devices are usually good at recognizing text from clean images although they 
make some errors. A closer look at Figure 1.2 will reveal many recognition errors. 
The performance of an OCR device is measured in terms of its character accuracy. 
To define character accuracy, the number of insertions (i), substitutions (s), and 
deletions (d) required to correct the OCR output to agree with the “correct"’ text 
are measured. The accuracy is computed (where c is the number of characters in the
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Figure 1.1: Sample Image File
ABSTRACT
Preliminary numerical analyses were performed to determine if the choice 
of drift backfill could influence water flow past waste packages adjacent to a 
repository drift in unsaturated volcanic tuff. These numerical analyses for a 
prospective nuclear-waste repository In "ucca Mountain located on and adjacent 
to the Nevada Test Site consisted of unsaturated flow modeling using the 
computer code TRUST. An idealized configuration of a repository drift with 
vertical emplacement of waste packages was evaluated, considering both fine, 
and coarse materials as backfill in the drift. In the numerical simulations, 
coarse-grained material drained more completely than fine.grainefl wiaterial arid 
fon::ed a more effective capillary barrier to water flow in the unsaturated 
medium of the repository horizon. Although the magnitude of flow in the 
modeled regions is small, backfill material was shown to influence flow inside 
a repository drift. However, the numerical analyses deii’onstrate that 
selection of backfill does not significantly influence water floe past 
vertically emplaced waste packages for the conditions’ simulated.
Figure 1.2: OCR Output for Sample Image File 
correct text file) [12]:
Character Accuracy =  -— -S
c
The Information Science Research Institute at UNLV (ISRI) has developed a set 
of software tools to automate the measurement of character recognition accuracy from 
the OCR generated output [14]. Table 1.1 shows the number of OCR-generated errors 
from Figure 1.2 and the character accuracy5.
Measuring OCR character accuracy has become a universally accepted way of 
rating OCR devices’ performance [11, 12, 13]. It is a good measure because, among 
other things, it corresponds to the end-user’s perspective. Higher accuracy means 
better recognition and less work (cost) to correct OCR-generated errors.
N eed s for E stim ating P age Quality
Algorithms to estimate page quality for any given image would be beneficial for
several applications:
5G enerated using IS R I’s experim ental environm ent [14]
6UNLV-ISRI OCR Accuracy Report Version 4.0
1129 Characters
19 Errors
9S.32% Accuracy
0 Marked Errors
1137 Generated Characters
0 Marks
0 False Marks
Errors Marked Correct- Generated
3 0 {m}-{ii’}
3 0 {rm}-{n::}
2 0 {-}-{•}
2 0 {d}-{fl}
2 0 {m}-{wi}
2 0 {n}-{ri}
1 0 m-n
1 0
1 0 jw}-{e}
1 0 {}-{’}
1 0 {}-{•}
Table 1.1: Sample Image OCR Accuracy Report
• Controlling adaptive im age processing for OCR. The existence of an 
algorithm to evaluate the quality of an image would be an important component 
in developing adaptive image-enhancement algorithms. The algorithm would 
iteratively produce an image to be graded by the page quality estimator, which 
in turn would feedback the noise type or the degree of noise present in the image 
to the adaptive algorithm to generate the next (better) iteration of the image.
• A daptive OCR algorithm s. An image quality estimator would be essential 
to the operation of adaptive OCR algorithms since it could set the parameters 
for the OCR engine according to the quality of the page that it is about to 
process (Figure 1.3).
Parameters
OCR
Page Quality 
Estimator
IMAGE
Figure 1.3: Adaptive OCR Algorithms Architecture
• R educing  rekey ing  costs . As will be shown in this work, page/image quality 
is a direct cause of OCR errors. Therefore, estimating page quality can also 
provide an estimation of OCR accuracy. The minimum acceptable OCR accu­
racy for large-scale OCR operations is in the range of 95%-98% [4]. Correcting 
the errors on a page with less than 95% accuracy is more costly than retyping 
the page from scratch. A hypothetical “OCR-accuracy estimator” would act 
as a filter, classifying pages and filtering out those that would be cheaper to 
rekey manually. In large-scale OCR environments, such a filter would represent 
substantial cost savings, since often the whole process is automated and the 
cost of manually rekeying a page after it has been processed implies disrupting 
the normal flow of the entire system.
D ifficulty in Pred icting O CR A ccuracy
The task of predicting OCR accuracy is very complex. Furthermore, to the best 
of the author’s knowledge, no previous work has been done in this area; therefore, no 
reference titles can be given.
OCR algorithms seem to be affected by a myriad of different problems. However, 
the following three general “problem groups” can be identified:
• T ypograph ica l p ro b lem s. Unusual fonts or complex typesetting often cause
8The Title Index lists programs and piaydates by network, 
so you can consider only those channels you get in your home. 
imi identifies P ra m lm s  of programs by network.
IB identifies Closed Captioned programs for the hearing impaired.
® indica a un programa que se puede recibir en Espanoi donde tfisponibte. 
(Indicates programs that can be received in Spanish, where available.)
★  identifies films of rapei iw quality.
♦  identifies films which are mada for-tv  or made tor  cable premieres.
The Title Index lists programs and piaydates by network, 
so you can consider only those channels you get in your home,
tarn identifies Pimmiems of programs by network.
U identifies closed Capuoned programs for the hearing impaired.
* indica a un programa que se puede recibir en Espahol donde disponible. 
(Indicates programs that can be received in Spanish, where available.)
* identifies films of Superior qudity
* identifies films which are adfrfo tv or made-forccable prewieres.
Figure 1.4: Typographical Problems for OCR Algorithms (1/2)
problems for OCR algorithms. Figures 1.4 and 1.5 shows some examples of 
complex images and their resulting OCR output.
© Linguistic problem s. As shown by Jenkins and Kanai [5], linguistic content 
can also be problematic for OCR algorithms. OCR systems use lexicons to solve 
recognition ambiguity. This greatly improves OCR accuracy, but can also be 
a drawback when proper names, acronyms, or other words not likely to be in 
the lexicon are part of the text to be recognized. In these cases, the number 
of lexicon-dependent corrections are reduced to a minimum. Furthermore, an 
exaggerated sensitivity to the lexicon could be the cause for the introduction of
9CO L O R  US BUSY T H IS  M O N T H :  W E ’VE F O U N D  A GREAT bike-and-wine trip in Italy, a superb guidebook to go with it, a spirit from Australia and a crisp, delightful white wine 
made at an estate with a seventeenth-century palace overlooking the 
Rhine. That’s a lot of territory to cover on one page. Have a look.
The Top 10
Here are y o u r  best bets fo r  the month, selected by the  Bon Appecit 
Tasting Panel, ■which meets weekly under the direction o f wine and  
spirits editor Anthony Dias Blue and his associate. Jack  R. Weiner.
1990 Parducci Wine Cellars, Johamisberg Riesling, North Coast ($4).
Snappy with lively acidity and fine apple and peach nuances.
1992 Jacob’s Creek, Chardonnay, South Eastern Australia ($8).
A charming white that’s crisp and lively with great dean fruit.
1991 Prosper Maufoux, Cotes du Rhone, France ($8). A dense red wine 
featuring "leathery, black cherry and peppery fruit and a soft finish,” 
says panel mem ber Peter Kay of The Stouffer Stanford Court hotel.
OLOR US BUSY THIS MONTH: Nk7E’VE FOUND A GREAT
bike-and-wine trip in Italy a superb gaidebook to go with 
it, a spirit from Australia and a crisp, delightful white wine 
made at an estate with a seventeenth-century pAace overlooking the 
Rhine. That’s a lot of territory to cover on one page. Have a look.
TheToplO
Mete air your best betsfot. die uionth, selected fr die Ban Apperit 
Tasting Panel, wilicli aleets weekl, under die dijeetion of wine and 
spitits edit()r Antliony Dicis Blite and his associate. Jack R. ‘Veiner.
1990 Parducci Wane Cellars, Johannisberg Riesling. North Coast ($6). 
Snappy ‘vith lively acidit,, and fine apple and peach nuances.
1992 Jacob’s Creek, Chardonnay, South Eastern Australia ($8).
A charming white that’s crisp and fively "4th great clean fruit.
1991 Prosper Maufoux, C6tes du Rh&ne, France ($8). A dense red irie 
featuring "leathery., black cherry and pepprry fruit and a soft finish," 
says panel member Peter Kay of The Stouffer Stanford Court hotel.
Figure 1.5: Typographical Problems for OCR Algorithms (2/2)
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new errors (i.e., an OCR device with an exaggerated sensitivity may modify an 
otherwise correctly recognized word to force it to match the system's lexicon.)
• Im age prob lem s. In the OCR community, it is well known that image defects 
directly affect the performance of OCR algorithms. In fact, image problems 
account for the majority of OCR errors [10].
Image defects constitute the bulk of the problems associated with OCR algorithms 
(see Chapter 2 of this thesis). Therefore, the focus of this work is on the detection 
of image problems. By better understanding image defects and subsequently imple­
menting OCR algorithms that are sensitive to these problems, it may be possible to 
achieve acceptable accuracy ranges (95%-98%, [4]) for most printed pages. To achieve 
near perfect (99.5%-100%) recognition, however, typographical as well as linguistic 
problems would have to be addressed.
P roblem  D escription
The objective of this research is to develop a classifier for predicting OCR accuracy 
by measuring image defects. In other words, can a classifier be constructed which 
measures image quality from an OCR perspective based on properties of the image?
An ideal quality metric would produce the actual accuracy any given OCR device 
would attain on the page. This is a very complex problem because of the rapid 
progress of OCR technology as well as the complexity and number of features needed 
for such a task. This work will concentrate on the design and development of a binary 
classifier. The output of the system should be a label of “Good” or “Bad”, depending 
on the accuracy that page would attain if processed through an OCR device. “Good” 
means the page image is clean and has an expected OCR accuracy of at least 90%, 
whereas “Bad” pages may have different degrees of noise in their images and the 
expected OCR accuracy for them would be below 90%.
A ssu m p tion s
l i
In order to limit the scope of this project, the research has been focused on a 
specific set of documents. However, the results of this work can be extended to 
handle a much more varied set of pages.
The set of pages used have the following characteristics:
» White background and black letters (no color)
• Previously segmented pages. The pages have been manually segmented into 
“tex t” , “table” , “caption”, “header/footer” , and other types of zones depending 
on the contents. The classifier presented in this thesis extracts its features from 
“text” zones only.
• No artistic fonts
This work will consider a page to be “Good” if its median OCR-accuracy (calcu­
lated from a set of accuracies from different OCR devices) is equal to or higher than 
90%. Conversely, a page will be labeled “Bad” if its accuracy falls below this 90% 
threshold.
D escription  o f th e  Work
The remainder of this thesis consists of five chapters. In the next chapter, related 
works in this area and other approaches to the evaluation of page quality are briefly 
presented. The image features used to determine page quality and the design of 
the classifier are described in Chapter 3. Chapter 4 introduces the test dataset and 
describes the results obtained along with an analysis. Ideas for future work and 
conclusions are presented in Chapter 5 and 6, respectively.
Chapter 2 
R elated Work
O CR D ifficulty Evaluation
After conducting an extensive literature survey and consulting with various re­
searchers in the OCR field, no work similar to that presented here could be found. 
Therefore, alternative approaches to OCR difficulty evaluation were investigated. 
These works, even though not aimed at finding page quality metrics, are closely 
related to this project’s scope.
Mindy Bokser presents a complete view of the problems associated with trying to 
recognize letters from a page image [3]. According to her work, touching and broken 
(split) characters seem to be the most important source of OCR problems. Regarding 
OCR technology, she acknowledges that
“The best products do a good job on clean documents, but they all degrade 
in performance -some more gracefully than others- as document quality 
(or scanner quality) degrades” [3].
Similarly, Nartker et al [8] identified broken and touching characters as the leading 
cause of OCR errors. Table 2.11 summarizes estimated OCR problems obtained from 
a 240-page test. Page quality errors account for 83.9% of the total number of errors 
in the set. Errors caused by other factors account for the remaining 16.1%.
'R eproduced  from [8] with perm ission
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Problem
Category
N um ber of 
Errors
Percent of 
Total Errors
Broken Characters 1872 •52.1
Touching Characters 734 20.4
Noise /  Speckle 122 3.4
Skew (or curved baseline) 49 1.4
Broken & Touching 186 5.2
Broken & Noise 9 0.3
Broken & Skew 33 0.9
Touching & Noise 2 0.1
Touching &; Skew 10 0.3
Similar Symbols (1,1 0,0) 207 5.8
Wrong Case 12 0.3
Stylized Characters 46 1.3
Introduced Spaces 79 2.2
Dropped Spaces 39 1.1
Unknown Cause 196 5.5
Total 3596 100.0
Table 2.1: Distribution of Estimated OCR Problems
Jenkins and Kanai [5] studied the influence of lexical factors on OCR performance. 
They controlled image quality and typographical features by creating synthetic images 
which were used as input to OCR devices. Based on their results, they suggested 
that linguistic factors also affect OCR performance since most current OCR products 
incorporate a system lexicon to resolve character recognition ambiguity. For example, 
the number of stopwords2 was identified as a factor in OCR accuracy, since they are 
more likely to be included in the system’s lexicon than non-stopwords.
An important point to be made is that a high percentage of errors are due to 
relatively few causes which ultimately correspond to image quality. Conversely, a 
large number of other factors represent a relatively low number of errors. Therefore, 
methods and solutions for image quality problems can and will have a direct impact
2Connnon words not norm ally used in tex t retrieval searches, such as “a” , “of” , “the” .
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on OCR performance. By fixing page-quality related errors the accuracy rate can 
increase considerably.
O ther Approaches
Other approaches to the measurement of print quality for OCR systems include:
• P hysica l approaches. Throssell and Fryer [16] and Bohner et al [2] proposed 
mechanical systems to measure print quality as defined by ISO Recommenda­
tion 1831 (1968). These two works date back to the mid 1970s, when OCR 
systems were not popular except in commercial/financial institutions. As a re­
sult, both papers concentrated on ways to define print quality for OCR-A and 
OCR-B character sets. Their approach is to construct a high resolution scan­
ning device to calculate “Print Contrast Signal” values, which are then used 
to rate each individual character according to the ISO recommendation. These 
approaches are not practical for current OCR needs, not only because of the 
cost associated with building these special scanning devices, but also because 
current OCR environments are omnifont. Both of these approaches are very 
limited in selection of font-type and the fonts used must be known beforehand.
• U sing O C R  o u tp u t. A popular way to estimate page difficulty for OCR 
output is simply to process the image first and then use the reject and/or 
suspect markers in the OCR output to estimate page quality. The drawback of 
this approach is that it is completely dependent on the OCR device being used. 
Furthermore, this approach is dependent on the capabilities of that particular 
OCR device to produce reject/suspect markers. If the OCR device does not 
produce reject/suspect markers, or if it does so very poorly, this method could 
not be used.
• U sing spell checkers. Another approach to estimate page quality would be
to examine the OCR output using a spell checker to see how many words are 
not found in the dictionary. The problem with this approach lies in that, for 
many types of data, no words will be found in the lexicon. Proper names, 
acronyms, and numerical data are all examples of types of data that can not be 
corrected by simply using lexicon lookup. As a result, a metric that measures, 
for instance, the number of non-found words would underestimate the accuracy 
when presented with this “non-standard” type of data.
C hapter 3 
Classifier D esign
The design and development of a classifier based solely on simple image features will 
be presented.
Justification for U sing Sim ple Features
In this project, only simple image features are used to design the classifier. The 
reasons behind this constraint are as follows:
• Cost. The classifier will act as a filter for pre-processing pages in a large- 
scale OCR production environment. Therefore, the filter must be fast and not 
become the bottleneck of the system. By restricting the features to only simple 
measurements, the resulting speed will be adequate.
• Independence from OCR Technology. The focus of this research is to be 
able to determine “image defects” instead of “character recognition” defects. 
Ideally, the set of features used by the page quality classifier would be differ­
ent to those used by OCR algorithms. Using only simple metrics as features 
guarantees that the classifier will not be mimicking an OCR device, since much 
more complex features are required for this later purpose.
•  N o Previous Work. Since there has been no previous work in this area, simple 
features are chosen to determine what level of classification can be achieved.
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Page-ID #  of Chars Label
2002-011 2447 Good
5207-005 2484 Good
5319-008 2996 Good
5329-013 2413 Good
5657-079 2728 Good
1970-002 2440 Bad
5752-003 3136 Bad
5768-025 2427 Bad
5770-009 1229 Bad
5777-015 2292 Bad
Table 3.1: Concept Exploration Dataset Image List
Feature Selection Process
Features used by the classifier are identified in three steps. First, types of image 
features associated with image defects are studied using a small set of concept ex­
ploration data. Secondly, preliminary measurements for the features are constructed 
along with the initial version of the classifier’s logic. Finally, a training dataset is 
formed and from there, the final form the classifier rules are determined.
C oncept E xploration  D ataset
ISRI’s “Sample 1” Database1 consists of 240 pages selected at random. Only the 
text portions of each page were zoned and then each image was processed by six OCR 
devices [11].
For the concept exploration dataset 10 pages were selected from the Sample 1 
database. Sample 1 was divided into 3 quality groups [11] and 5 pages were selected 
from groups 1 and 3, respectively. Table 3.1 lists the Concept Exploration Dataset 
pages with their assigned “Good” or “Bad” labels.
'See [11] for m ore inform ation about ISRI and its databases
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Figure 3.1: White-Speckle in Fat Characters
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Figure 3.2: Broken Characters 
C o n cep t E x p lo ra tion  O b serv a tio n s
After visually examining this dataset, the following observations were made: 
O bserva tion  1. Pages with characters whose strokes are thick tend to have many 
touching characters. This touching causes OCR errors [3, 10]. Another by­
product of “fat” characters is that, often, the holes (“lakes”) in letters like “a”, 
“e”, etc, get filled up completely or present only a minimal white portion in 
the center. This last fact is also a known cause of OCR errors since letters like 
“e” are classified as “c”. A metric that could capture the existence of these 
“minimally open” holes would be a good way to measure the image quality of 
fat characters. Figure 3.1 shows an example of these characters.
O bservation  2. Pages with light characters or low contrast usually have their char­
acters broken in pieces [3]. These pieces tend to be small and could have almost 
any shape. A metric that could weight the existence of these “broken pieces” 
would be a good estimator of image quality for broken-character pages. Fig­
ure 3.2 shows a portion of a broken-characters image.
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Observation 3. Pages with “inverse video” (white letters on black background, see 
Figure 3.3) or with unusual typesetting (Figure 3.4) tend to produce more OCR 
errors. Some type of threshold on the font size information would be a good 
way of predicting the quality of the page from an OCR point of view.
Observation 4. Pages with characters that have gaps in their stroke are usually 
problematic for OCR algorithms. These gaps are usually very small in compar­
ison to the stroke-width. Figure 3.5 shows the image of a real word with many 
broken characters with arrows pointing to these “micro-gaps.”
O bservation 5. Pages with characters that are not touching but occupy the same 
horizontal space or pages with fragmented/broken characters tend to produce 
more OCR errors. These type of characters produce “Connected Component” 
boxes (see the Connected Components section below) that overlap (See Fig­
ure 3.6). This characteristic is commonplace in pages with italic or slanted 
typefaces and pages with seriously fragmented characters.
O bservation 6. The degree of skew of a page is also a good predictor of OCR 
performance. As shown by Rice, et al [12], more than one degree of skew can 
cause problems for OCR algorithms.
In this research, the first three observations were selected for further study and 
ultimately used in the classifier. The remaining observations may lead to good page 
quality features but were eliminated from consideration because of the complexity 
involved in measuring them.
Connected Com ponents
Since the characteristics selected as important are geometric in nature, properties 
of the Connected Components Data (CC) [1] of the image instead of the image pixels
Bathroom sink
Figure 3.3: Inverse-Video Image and Corresponding OCR output
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Figure 3.4: Unusually Typeset Image and Corresponding OCR Output
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Figure 3.6: Overlapping CC Boxes in Slanted and Broken Chars
will be used as the basic data elements. The rationale is that the same degree of 
information can be obtained from the CC information as from the image data itself, 
but with a gain in simplicity and performance.
The basic concepts behind the construction of CC data are the following:
• An 8-connected com ponent is a set of neighboring pixels of the same color 
such that any pixel in the set can be reached from any other pixel in the set by 
only passing through pixels contained in the set. The eight possible directions 
(N, S, W, E, NE, SE, SW, NW) can be used to travel within the set. Figure 3.7 
shows the difference between 8-connected and 4-connected components.
® A connected com ponent box, also known as the minimum bounding rectan­
gle, is the smallest rectangle that completely encloses an 8-connected compo­
nent. Figure 3.7 exemplifies this concept.
• A connected com ponents file is the collection of the starting position (x,y 
coordinates) and the size (width and height) information for each and all of the 
connected components in an image or part of an image.
co
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Figure 3.7: Connected Components
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Figure 3.8: Width-Height Map (Surface View)
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Figure 3.9: Width-Height Map (Closed Contours View)
• A W id th -H e ig h t M ap (W H -M ap ) is a 3D frequency distribution of the 
contents of a connected components file with the CC box width and height as 
the axis. Figure 3.8 shows the 3D histogram and Figure 3.9 shows a closed 
contour representation of the WH-Map for a typical image.
Feature M etrics D esign
The white speckle, broken chars zone, and size metrics are introduced.
W hite Speckle
To detect minimally open holes (Observation 1), the White Speckle metric was 
designed. White speckle is defined as any 8-connected white region whose size is less 
than or equal to 3 pixel high and wide.
The White Speckle Factor is defined as:
N um ber o f  W h ite  C C s  < 3 x 3
W hite  Speckle Factor =
Total number o f  W h ite  C C s
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This metric weights the amount of white-speckle present. We expect the image 
quality to go down as this ratio goes up. Likewise, a page with a low white speckle 
factor would probably have its lakes wide open and that, provided there are no other 
problems with the image, would translate to high OCR accuracy.
It is important to point out that this metric is not appropriate for small typesizes. 
For small sizes, this metric would incorrectly consider normal “lakes” in letters to 
be white speckle, since their size is below 3x3 pixels. Furthermore, our training data 
does not include small fonts. As a result, the effect of this feature on pages containing 
small fonts must be investigated.
Broken-Chars Zone
Another important problem for OCR algorithms is broken characters. The Broken 
Character Factor is designed to measure the amount of broken characters in a given 
image (Observation 2). In general, the sizes and shapes of character fragments vary 
widely. Thus, their CC boxes will have many different widths and heights. In the 
WH-Map of a page with broken characters, these “broken” CC boxes will appear 
near the (width=0, height=0) vertex of the graph. Furthermore, taking into account 
the variations of their shapes, both “wide” and “tall” boxes are expected. Therefore, 
broken character pages present a “broken char zone” in the WH-Map as shown in 
Figure 3.10.
It is important to note that the broken char zone is designed to collect all small 
connected components. These small connected components are mostly the product 
of broken characters but can also be dots and, in small typesizes, other small legal 
characters. Note that the location of the “Dots zone” is completely inside the broken 
char area. This means that all the dots in the page, such as a period and the dot 
of ’i’, will generate connected components that will fall inside the broken characters 
zone.
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Figure 3.10: Broken Char Zone and Other Char Zones
A density measurement is sensitive to the distribution of characters in the page. 
Therefore, it is not a reliable estimator of the number of broken characters’ pieces 
present in the image, because a page containing a large number of dots or other small 
legal characters would have a high density in the Broken Characters Zone. Therefore, 
the coverage of the broken char zone is of interest instead of its density.
To measure the degree of covering of the Broken Char Zone the following method 
is used: the zone is divided into square cells, at a rate of one per square pixel; then, 
the CC boxes are allocated to these cells according to their width and height. After 
all the CC boxes are allocated, the Broken Char Factor is computed as:
_ N um ber o f  Cells Occupied
Broken C har Factor = ------- —---- ------- —— ■■■■--------
N um ber o f  C ells
A measure such as this one effectively removes the error of considering a zone with 
a large amount of dots or other small characters as a broken-char suspect page.
The broken char zone must be defined independent of any font-specific character­
istics so that it can be reliable when used in pages with different fonts and typesizes.
To define the broken char zone, a way of normalizing its dimensions and registering 
it inside the WH-Map must be determined. A standard way of registering planar 
information is to determine a single point in the plane from the available data and 
then define all subsequent plane mappings with regard to this “anchor point” . Two 
approaches for determining the anchor point were examined:
• The most frequent width/height values in the connected components data for 
a page is selected as the reference point.
* The average width/height values are used as the reference point.
Results are described in the section “Determining Threshold Values”.
After defining the reference point, the shape and boundaries of the broken chars 
zone must be defined. Experimental observations suggest that, the general shape of 
the broken chars zone should be a rectangle aligned with the width-height diagonal 
and thick enough to allow for “wide” and “tall” broken pieces.
Size Inform ation
In addition to the two previous measures, the classifier incorporates two more 
preventive measures based on the connected components’ size.
The rationale behind these heuristics is that pages which contain many big con­
nected components (black or white) are more OCR error prone than those that do 
not.
Large black connected components throughout the whole page can be the result of 
touching characters, a very large font, or complex vertical touching patterns. All of 
these characteristics pose difficulty to OCR algorithms.
Large white connected components, similarly, can be the product of large fonts, 
inverse video or complex touching patterns.
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The classifier measures this information by taking the maximum of the average 
width and average height of the CCs on a page, for both black and white connected 
components.
P relim in ary  Set o f  R ules
Based on the concept exploration phase, the preliminary set of rules for the clas­
sifier were:
If W  kite Speckle F  actor > SomeThresholdA  —>“Page is Bad”
If BrokenZoneFactor > Som eThresho lds  —+‘lPage is Bad”
If M axA vgB lackC C  > Som eThresholdc  —►“Page is Bad”
If M a x A v g W h ite C C  > Som eThresholdo  —*-“Page is Bad”
D eterm ining Threshold Values
In order to obtain values for the thresholds a complete test was conducted on the 
training dataset. This section describes the training dataset and the results obtained 
in relation with each of the metrics designed in the previous phase.
Training D ataset
Because of the geometric nature of the features, a more heterogeneous training 
dataset was needed. The concept exploration dataset lacked several font and pitch 
combinations; the features proposed can be affected by size variations. The training 
dataset was constructed with the following characteristics:
• Twenty four pages total, with 12 “good” and 12 “bad” , where the meaning for 
“good” is an OCR median accuracy of at least 90%.
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V endor V ersion N am e V ersion #
Caere Corp.
Calera Recognition Systems, Inc. 
ExperVision, Inc.
OCRON, Inc.
Recognita Corp. of America 
Xerox Imaging Systems, Inc.
Caere OCR 
Calera MM600 
ExperVision RTK 
OCRON Recore 
Recognita Plus DTK 
XIS ScanWorX API
132
4
3.0
3.0
2.00.D12
10
Table 3.2: OCR Devices Processing pages 2002-011, 5207-005 and 5319-008
• Three pages were re-used from the concept exploration dataset and 21 new ones 
were selected from ISRI’s “Sample 2”2 database.
• The pages were selected based on their median OCR accuracy (see below), font 
type and pitch. All the combinations were constructed and 3 pages were selected 
for each combination (see Table 3.3). The median accuracy was computed from 
the output of eight OCR devices (see Table 4.1) except for pages 2002-011, 
5207-005 and 5319-008 that were processed by the devices listed in Table 3.2.
•  Whenever possible, pages containing at least 500 characters were selected3.
•  Only text zones were considered. Tables and graphs were ignored.
The reason for using median accuracy instead of the mean accuracy is that the 
median measure is a more stable metric, since it is not affected by abrupt lows or highs 
in accuracy for any device. The mean value, on the other hand, would be affected by 
such a behavior and thus would render an accuracy value that is not representative 
of the “general” accuracy OCR devices have on the page.
2C onsult [12] for detailed inform ation on the “Sam ple 2” da tabase
3In som e of th e  m ore unusual fon t/p itch  com binations th is  was not possible
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Page-ID #C h ars Label P itch Font Type Accuracy
0151-105 1269 Good Fixed Sans Serif 99.932
1367-152 2233 Good Fixed Sans Serif 99.886
5804-060 1770 Good Fixed Sans Serif 99.976
2306-043 2340 Good Fixed Serif 99.929
5945-102 1973 Good Fixed Serif 100.00
6582-095 3023 Good Fixed Serif 100.00
0648-013 2119 Good Proportional Sans Serif 99.527
6293-017 286 Good Proportional Sans Serif 98.521
6654-023 565 Good Proportional Sans Serif 98.933
2002-011 2447 Good Proportional Serif 99.725
5207-005 2484 Good Proportional Serif 99.785
5319-008 2996 Good Proportional Serif 99.775
5020-009 874 Bad Fixed Sans Serif 71.826
5034-039 2181 Bad Fixed Sans Serif 81.709
6684-009 2239 Bad Fixed Sans Serif 80.267
5375-004 1183 Bad Fixed Serif 82.585
5993-006 1810 Bad Fixed Serif 77.422
6272-086 929 Bad Fixed Serif 78.911
5623-019 1602 Bad Proportional Sans Serif 67.619
1662-034 312 Bad Proportional Sans Serif 88.759
6831-001 250 Bad Proportional Sans Serif 85.811
5258-113 1106 Bad Proportional Serif 58.283
5258-170 3832 Bad Proportional Serif 71.771
5649-063 3691 Bad Proportional Serif 75.615
Table 3.3: Training Dataset Image List
C onclusions from  Training Test
After evaluating the training dataset closely, the needed thresholds and other 
information were determined.
W h ite  Speckle
Based on observations of the training set, the following conclusions are drawn:
• The 3x3 pixels limit on the size of the white speckle connected components was 
reasonable and constant throughout the whole test set.
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• More than 10% of white speckle would generally translate into a page being 
difficult because of fat and/or touching characters.
Reference Point
The average values (as opposed to the most frequent value, used by Okamoto et 
al [6]) were chosen as the reference ( “anchor”) point because of their stability.
Tests performed using the most frequent value would fail in the presence of a page 
with many small or large connected components (as in an index page for example, 
where many dots can be present in relation to the number of letters). Since a stable 
reference to some point in the WH-Map is needed, average values were used.
Therefore, the reference point is calculated:
E jt^Cs W idthi
R e f x  =  width =
R e f y  — height —
# C C s  
T,t=iCs Heighti
# C C s  
Broken Chars Zone
The boundaries of the broken chars zone were defined as shown in Figure 3.11, 
where the percentage values are taken over the value of the reference point on that 
axis.
This zone is subdivided into cells at a rate of one cell per pixel in each direction 
and connected components are allocated to the cells according to their width and 
height.
From observations on the training data, a broken chars zone 70% or more filled is 
a very strong indicator of the prescence of many broken characters in the page, and 
thus poor OCR accuracy.
Height
Diagonal .•
RefY Reference 
! Point
75%
60%
15%
Width60% 75% Ref X15%
Figure 3.11: Broken Chars Zone Coordinates Definition 
Size In fo rm a tio n
The thresholds for the size cutoff were determined to be:
• 40 pixels for black connected components
e 30 pixels for white connected components
An additional rule was included in the white connected components case in order 
to rule out inverse video. The * G(9C ratio is tested and, if the number of black 
connected components is less than 50% more than the number of white connected 
components, then the page could be inverse video and is therefore labeled as “Bad” 
provided it also complies with the 30 pixels threshold.
Final Set o f R ules
The final set of rules for the classifier is therefore:
F ea tu res  M easured
W  hiteS  peckleFactor = W h i te  C C s < 3x3 Total  o f  Whi te  CCs
•  Broken Zone Factor =  oI- B? <e‘ls iUedN u m .  o f  B Z  cells
•  M a x A v g W h ite C C  =  M a x (W id th white, H eight^ite)
•  M a xA vg B la ckC C  — M a x{W id t lm ack, Height Hack)
• BW Ratio ^
Rules
1. If WhiteSpeckleFactor > 10% — > “Bad”
2. If Broken  Zone Factor > 70% — > “Bad”
3. If M a xA vg B la ckC C  > 40 pixels  — »• “Bad”
4. If M a x A v g W h ite C C  > 30 pixels A N D  B W R a t io  < 1.5 — > “Bad”
Sum m ary
The design and development of the classifier have been presented. The concept 
exploration dataset was used to identify potentially good indicators of image defects 
from an OCR point of view. A subset of these indicators were selected to be included 
in the classifier because of their simplicity. Tentative metrics were proposed to mea­
sure these indicators and the training dataset was used to determine the actual form 
of these metrics. Finally, from the metrics developed, a set of heuristic rules was put 
together to implement the classifier’s logic.
C hapter 4 
R esults and A nalysis
Classifier Testing A rchitecture
This section presents the classifier basic processing model, the testing environment 
model, and the report methodology used.
B asic P rocessin g  M od el
Figure 4.1 shows modules in the classifier. The ccomp program generates the black 
and white connected components from a TIFF image file. The two CC files are then 
read by the c la s  program which calculates the features, applies the classification 
rules, and generates the results file, from where the reports are then extracted.
The accuracy value from the OCR processing of the image is used only for gener­
ating the output tables and is not used by the classifier’s logic in any other way.
To automate testing of a large number of images, the following steps are followed:
• Create a list of all the image-names that the test dataset will contain.
• Iterate over this list generating the connected components data files (two per 
image, -black and white-).
• Iterate over this list classifying each page and outputting the results to one file.
• Derive tables from the output file and the (independently tested) OCR accuracy 
values.
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Classifier Architecture
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Figure 4.1: Classifier Logic Architecture
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Vendor Version N am e Version #
Caere Corp.
Calera Recognition Systems, Inc. 
Cognitive Technology Corp.
CTA, Inc.
ExperVision, Inc.
OCRON, Inc.
Recognita Corp. of America 
Xerox Imaging Systems, Inc.
Caere OCR 
Calera MM600 
Cognitive Cuneiform 
CTA TextPert DTK 
ExperVision RTK 
OCRON Recore 
Recognita Plus DTK 
XIS ScanWorX API
109
mm24su
0.8
1.2.9
2.0
2.0.5
2.0/LBC3
2.0/?3
Table 4.1: OCR Devices Processing the Test Data
The reports and confusion matrices are generated automatically from the results 
file. The scripts to perform these tasks are written in the PERL programming lan­
guage [17]. The connected components finder is written in C, as is the feature extrac­
tor from the CC data. The whole process is driven by a PERL script which produces 
the result file.
Test D ata  Set
The test data set consists in 439 pages that were taken from ISRI’s Sample 2 
Document Database. The set of pages have the following characteristics:
• Mostly black-on-white pages, although there are some pages containing white- 
on-black text zones.
• Some of the pages contain tables
The pages were processed by eight OCR devices (see Table 4.1)1. The median 
OCR accuracy was computed for each page from the results of these eight devices 
and was used to label the pages as “Good” or “Bad”.
'R eproduced  from [12] w ith perm ission.
True R ecognized
ID G ood Bad
Good 349 53
Bad 15 22
Table 4.2: Confusion Matrix for all 439 pages (good =  90%)
IS-AS [0-80] (80-90] (90-95] (95-98] (98-99] (99-100]
B - B 8 14 0 0 0 0
B - G 5 10 0 0 0 0
G - B 0 0 16 21 10 6
G - G 0 0 28 79 68 174
Table 4.3: Results by Accuracy - All 439 pages (good = 90%)
U nfiltered R esu lts
The test dataset was processed by the classifier. In this experiment, a “good” 
page is defined as a page where the median OCR accuracy is equal to or higher than 
90%. Appendix A presents the complete results of this test. Table 4.2 shows the 
confusion matrix for this test. The classifier worked as expected in most cases, even 
though it made 15 misclassifications of “Bad” pages as “Good”.
The Error Rate is calculated:
Error Rate =
Total N um ber o f  C la ss i f ied  Pages 
15 +  53
439 
=  0.15
Error A nalysis
The 15 “B —► G” misclassifications (Table 4.2) were carefully examined. The 
page images did not present substantial degradation, confirming the results of the
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classifier. Figure 4.2 shows excerpts from some of these images where the quality can 
be appreciated.
All but 4 of these 15 “problematic” pages contained tables in them. The OCR 
output for many of these tables were illegible and generally useless. Figures 4.3 
and 4.4 show a clean table image and its associated OCR output. Tables pose special 
problems to OCR devices.
The classifier labeled all 11 pages containing tables “Good” because, from an 
image defects point of view, it could find no evidence justifying a “Bad” label. The 
contents of these pages, however, suggest that table-generated OCR errors are special 
and, therefore, are not related to image-generated OCR errors. After evaluating all 
11 “Bad —> Good” misclassified “table pages”, the following observations are in order:
Table Observation 1. There is a marked difference in OCR performance among 
different OCR devices when handling pages with tables. Table 4.4 lists the 11 
B—>G misclassified pages. It can be seen that, in general, devices in the left part 
of the table tend to do much better than those on the right part of the table. 
Because of this variability, we can no longer assume that a page with median 
accuracy < 90% is a bad page, since OCR results can be radically different 
depending upon the OCR device used.
Table Observation 2. Character recognition measures are not enough for Table- 
OCR evaluation. When tables are present, an OCR user is not only interested 
in the contents (i.e., characters) on the table but also in the table’s overall 
layout. This information is critical for tables with empty cells, where if the OCR 
algorithm does not generate the proper layout, neighboring cell values can be 
improperly assigned to these empty cells. A character recognition measure such 
as the one used at ISRI, is not sophisticated enough to check table formatting 
and thus not well suited for the kind of accuracy evaluation in consideration.
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Figure 4.2: Excerpts from B—>G misclassified images (magnified)
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Figure 4.3: Clean Table Image
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Figure 4.4: OCR Output for Clean Table Image
The development of new ways to measure Table-OCR accuracy is beyond the 
scope of this work, but should be addressed if table-generated OCR output is 
to be evaluated.
Table O bserv a tio n  3. Numeric tables seem to present more difficulty to OCR al­
gorithms than textual tables and normal text. The majority of the errors found 
in the OCR output for the evaluated tables stemmed from numerical data. Sub­
stitutions of “0” by “O”, “1” by “1” were among the most common. Some OCR 
devices are strongly biased towards textual information and, therefore, make 
these kind of errors in purely numeric data. Of course, OCR devices cannot use 
lexicon-based correction for numerical data.
It is important to make clear that none of these three observations are dependent 
on page quality. Furthermore, after visually inspecting the images, tables that pre­
sented poor image quality were in general correctly flagged as “Bad” by the classifier
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O C R  A ccuracy
Page-ID D ev.A D ev.B D ev .C D ev.D D ev.E D ev .F D ev.G D ev.H
6347-112 91.070 98.100 92.970 27.830 -10.450 68.280 22.410 33.900
1124-024 92.190 91.380 95.240 68.670 62.300 65.260 39.140 78.990
2136-083 87.620 71.150 75.150 85.960 82.750 77.390 69.590 69.400
5347-145 87.670 94.990 83.830 94.740 80.230 57.180 48.810 76.590
1674-088 94.730 89.720 83.820 79.230 85.390 83.350 84.660 66.280
1796-095 74.200 91.440 95.050 78.480 86.360 85.160 82.350 89.300
1674-138 93.600 94.830 89.130 88.590 78.420 79.660 85.520 79.980
1060-223 94.070 86.480 90.630 88.020 75.210 91.220 86.480 62.510
2306-093 84.690 85.150 91.180 87.240 88.630 82.600 89.560 89.330
6546-011 94.210 97.520 92.980 91.120 83.680 85.330 82.230 84.090
5830-240 95.910 85.340 86.640 95.610 90.230 92.920 68.890 86.240
Table 4.4: B—»G Misclassified Tables, listed by device
and their OCR output was subject to the normal image quality-related errors (in ad­
dition to the special problems posed by tables and mentioned above). Similarly, pages 
labeled as “Good” by the classifier were visually inspected and found to indeed have 
high image quality. Some of these pages were considered “Bad” in the experiment 
because their low OCR accuracy stem from the special characteristics of tables men­
tioned above and not from image defects. Furthermore, many of the “B—>G” pages 
would not be misclassified if the devices used in the experiment had been a selected 
subset of the ones used. This variability in OCR output is not usual in “normal” 
textual pages.
Therefore, a reject region was established to filter-out all the pages containing 
tables. These pages would need to be processed by another type of classifier since the 
difficulty they present to OCR algorithms does not result from image quality, but from 
the complexity of their contents and layout. Table 4.5 shows the confusion matrix 
with the addition of the Table Reject column. All the pages with tables in them were 
not processed by the classifier and were assigned to the Table Reject column.
The Error and Reject Rates are now:
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True R ecognized R ejec ts
ID G ood B ad Table
Good 257 42 103
Bad 4 18 15
Table 4.5: Confusion Matrix - Tables Filtered - (good =  90%)
IS-AS [0-100] (100-200] (200-300] (300-400] (400-500] (500-|—h]
B - B 6 1 4 0 0 7
B - G 2 2 0 0 0 0
G - B 6 1 2 2 1 30
G - G 29 17 9 5 4 193
Table 4.6: Results by #C Cs - Tables Filtered - (good =  90%)
4 +  42
Error Rate  =  -■— — 0.14
*j£* 1
Reject Rate  =  ^  =  0.27
439
After examining the results analyzed by the number of connected components on
the page (see Table 4.6), it can clearly be seen that a reject zone for any page with
200 connected components or less has to be implemented.
The rationale behind this decision takes root in that this classifier is based in
measured ratios. Pages with a low number of connected components are not “stable”
enough to present credible ratios, since a little variation can result in a very high (or
low) ratio. Therefore, having a cutoff number is a requirement to make the classifier
robust.
The results obtained after applying this new filter are shown in Table 4.7, where
no “B—>G” misclassifications exist.
These last results produce the following Error /  Reject Rates:
T rue R ecognized R ejec ts
ID G ood B ad Table # C C s
Good 211 35 103 53
Bad 0 11 15 11
Table 4.7: Confusion Matrix - Filtered on Tables and #C C s (good =  90%)
Error Rate = ^ =  0.136
257
Reject Rate  =  103 +  +  53 +  11 =  0 4I
J 439
In this case, however, there are no “B —> G” misclassifications, which was a desired 
goal with regards to quality control.
There are a considerable number of “G—»B” misclassifications. After evaluating 
the misclassified pages as well as the triggered rules that produced the misclassifica­
tions, the following considerations are in order:
•  Rule #1 , the White Speckle Factor, seems to be oversensitive and is producing 
the bulk of the errors (see Table 4.8). On the other hand, the same rule is 
correctly classifying Bad pages (see Table 4.9). Thus, a quick solution for this 
rule is not obvious. A complimentary rule or, better yet, an improved way to 
detect touching characters may be needed. It is to be noted that this rule was 
not designed to handle small fonts and several of the misclassified pages have 
fonts with size < lOpt in them. This rule could be regarded as a necessary but 
not sufficient condition for the existence of fat and/or touching characters.
•  Rule #3, the Black Size rule, is the second largest cause of errors in the G—>B 
misclassifications. Furthermore, it does not uniquely flag a Bad page as such
G—»B
R ule C oun t
1 27
2 3
3 5
Table 4.8: Rules Triggered for G—>B Classification
B -*B
R ule C oun t
1 3
2 4
3 0
4 1
1 and 2 2
1 and 3 1
Table 4.9: Rules Triggered for B—>B Classification
(Table 4.9). Therefore, based on the test dataset results, this rule could be 
eliminated altogether and the number of misclassifications (of any kind) would 
be lowered by 5.
• The classifier is definitely biased towards filtering out all bad pages. This would 
need to be revised in order to provide a finer degree of control. This behavior 
is, however, appropriate in a large scale OCR environment, where it is critical 
not to let any bad page slip by the filter in order not to incur in error-correction 
costs.
H igher G ood Thresholds
Until now, a page has been considered “Good” for OCR purposes if it produces 
OCR output with at least 90% accuracy. Dickey [4], suggested that a page should
46
True R ecognized
ID G ood B ad
Good 202 28
Bad 9 18
Table 4.10: Confusion Matrix - Filtered by Tables and #C Cs (good =  95%)
IS-AS [0-80] (80-90] (90-95] (95-98] (98-99] (99-100]
B - B 4 7 7 0 0 0
B - G 0 0 9 0 0 0
G - B 0 0 0 16 8 4
G - G 0 0 0 33 42 127
Table 4.11: Results by Accuracy - Filtered by Tables and #C Cs (good =  95%)
be considered “good” only if it is in the 95%-98% accuracy range, depending on its 
textual contents’ difficulty. The classifier was therefore run twice, assuming a “good 
threshold” of both 95% and 98%, respectively. The results follow.
G ood T hreshold  =  95% R esu lts
Table 4.10 shows the confusion matrix for a threshold of 95% after having filtered 
out all pages containing tables and/or less than 200 connected components.
The error rate is:
9 _i_ 28
Error Rate = - " =  0.144
ZO i
It is to be noticed that this error rate is not much higher than the one at 90% 
threshold, but now there are 9 “B —► G” misclassifications.
Tables 4.11 and 4.12 display these results analyzed by accuracy and number of 
connected components.
47
IS-AS (200-300] (300-400] (400-500] (5 0 0 + + ]
B - B 4 0 0 14
B - G 2 2 0 5
G - B 2 2 1 23
G - G 7 3 4 188
Table 4.12: Results by #CC’s - Filtered by Tables and #C Cs (good =  95%)
True Recognized
ID Good Bad
Good 169 12
Bad 42 34
Table 4.13: Confusion Matrix - Filtered by Tables and #C Cs (good =  98%)
G ood T hreshold  =  98% R esu lts
The confusion matrix for a good =  98% threshold is shown in Table 4.13, and the 
accuracy and number of CCs view are given in Tables 4.14 and 4.15 respectively. 
The error rate is:
42 +  12
Error Rate  =  -----------=  0.21
257
IS-AS [0-80] (80-90] (90-95] (95-98] (98-99] (99-100]
B - B 4 7 7 16 0 0
B - G 0 0 9 33 0 0
G - B 0 0 0 0 8 4
G - G 0 0 0 0 42 127
Table 4.14: Results by Accuracy - Filtered by Tables and #CCs (good = 98%)
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IS-A S (200-300] (300-400] (400-500] (5 0 0 + + ]
B - B 6 2 0 26
B - G 2 2 2 36
G - B 0 0 1 11
G - G 7 3 2 157
Table 4.15: Results by #CCs - Filtered by Tables and #CCs (good =  98%)
M agazine D ata
Two hundred magazine pages were also run through the classifier to test its per­
formance. Magazine pages are very different from standard “document-type” pages 
because they often contain artistic fonts, graphs, color, etc. The difference between 
these pages and the ones used to create the classifier make the magazine dataset a 
perfect choice for testing the classifier’s performance in a different environment.
The magazine dataset consists of 200 pages taken from the top 100 magazines 
in the US, according to their circulation. Two pages were randomly selected from 
each magazine and each page was clipped out, scanned in, and the truth text file was 
generated. All the pages were manually zoned. All parts of the page were zoned 
except for commercial advertisements and pictures [13]. Table 4.16 lists the types 
of zones used in the preparation of this data2. Each page was processed by 6 OCR 
devices and, as with the test dataset, the median accuracy was computed. Table 4.17 
lists the devices used.
All 200 pages were processed by the classifier without pre-filtering. The confusion 
matrices for “good thresholds” of 90%, 95% and 98% are shown in Tables 4.18, 4.19, 4.20, 
respectively. Appendix B contains the complete classification results for all 200 pages.
The error rates for each good threshold are:
Error Rate  (90%) =  =  0.135
2Reproduced from [13] with permission
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Zone T y p e #  of Zones #  of C hars.
“Main body” Text 1072 630441
Table 8 5462
Caption 153 25403
Footnote 2 655
Header/Footer 179 4173
Total 1414 666134
Table 4.16: OCR Devices Processing the Magazine Data
V endor V ersion N am e V ersion #
Caere Corp.
Calera Recognition Systems, Inc. 
Electronic Document Technology 
ExperVision, Inc.
Recognita Corp. of America 
Xerox Imaging Systems, Inc.
Caere OCR 
Calera WordScan 
EDT ImageReader 
ExperVision RTK 
Recognita Plus DTK 
XIS OCR Engine
132
4
2.0
3.0
2.00.D12 
10
Table 4.17: OCR Devices Processing the Magazine Data
Error Rate  (95%) =  =  0-15
45 +  4
Error Rate  (98%) = =  0.245
U^U
The classifier did very well on the 90% threshold because it did not produce 
any B—>G misclassifications. As expected, its performance degraded at the higher 
thresholds.
The classifier was then modified as suggested by the results obtained with the 
test dataset. Consequently, the Black CC Size rule (Rule #3) was disabled and
T ru e R ecognized
ID G ood B ad
Good 159 27
Bad 0 14
Table 4.18: Confusion Matrix for 200 Magazine Pages (good =  90%)
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True R ecognized
ID G ood Bad
Good 146 17
Bad 13 24
Table 4.19: Confusion Matrix for 200 Magazine Pages (good =  95%)
True Recognized
ID G ood Bad
Good 114 4
Bad 45 37
Table 4.20: Confusion Matrix for 200 Magazine Pages (good =  98%)
the magazine dataset was again run through the classifier. The confusion matrix 
is presented in Table 4.21 and, contrary to what was expected, the error rate went 
up and the number of misclassifications remained the same (compare Tables 4.18 
and 4.21). Based on the results, Rule # 3  works well for the magazine dataset but 
poorly for the test dataset. This preliminary evidence suggests that generalizations 
cannot be made about the behavior of the classifier in a different environment.
Sum m ary
After the implementation of a reject region to filter out tables and small zones, the 
classifier was able to correctly detect all pages with OCR accuracy of less than 90% 
in the Test Dataset. Some misclassifications of Good pages as Bad were incurred, but
True Recognized
ID G ood Bad
Good 159 27
Bad 1 13
Table 4.21: Conf. Matrix for Magazine Dataset and Modified Classifier
the overall error rate was consistently below 15%.
Reject regions had to be implemented because the current version of the classifier 
is not able to detect defects on images containing a very low number of connected 
components (characters) and because table-generated OCR errors do not appear to 
be directly related (dependent) to image quality.
The system degraded gracefully as the cutoff threshold for “good” and “bad” 
labels was moved up. This is to be expected, mainly because this classifier uses only 
simple features. A more complex approach is needed to differentiate accuracies in the 
95% and above region.
The classifier also processed a completely different dataset, the Magazine dataset. 
It performed flawlessly in filtering out bad pages at the 90% threshold.
The simple features selected have proven to be useful in detecting image quality 
to a certain level of detail. The results indicate that the classifier logic would be 
applicable not only to pages conforming to the type it was created for, but also to 
other types of pages and possibly to all pages. Further testing is required to validate 
this last hypothesis since improved features would be required to increase the level of 
detail the classifier must be able to detect.
Chapter 5 
Future W ork
The classifier presented in this work is the first attem pt in the page-quality metrics 
arena and, therefore, very simple. This chapter presents new ideas to extend and 
enhance this research.
Statistica l P attern  R ecognition
Instead of a heuristic approach, a more traditional statistical approach could be 
used. Issues to explore in such a case would be:
• M ore tra in in g  d a ta . In this research, only 24 pages were used as the training 
dataset. In order to implement a statistical classifier, more data is needed for 
the training and designing phases.
• R isk  concept. The introduction of the risk concept can be included and the 
thresholds updated according to the related specifications. This approach would 
be the correct way to handle the two different misclassifications (B —> G and 
G —> B) with two different weights. In this thesis, the B—>G misclassification 
has been determined to be of higher risk than the other type of classification; 
this determination has driven the design of the classifier. However, in order to 
cope with higher classifier accuracy, a better risk model is required.
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• C onfidence. Instead of producing just a single binary output, it would be in­
teresting to provide degrees of confidence to the classifier responses. A response 
of “Good” or “Bad” would be followed by a degree of “certainty”.
•  Q uan tiz ied  o u tp u t. Instead of reporting “good” or “bad”, the degree of image 
defects for each would be more convenient. In such a model, a rate of 0 would 
mean, for instance, “no defect” while a rate of 1 would be “severe defect”. Rates 
for touchiness and brokeness should be reported separately as they could both 
be present within some pages.
Features O bserved but not Used
The use of new and more complex features would be a key component in a 
production-type classifier. Specifically if the user is interested in higher “good thresh­
olds”, more features will be needed for the filter to use.
While performing the research for this thesis, several features were discovered 
which could be useful in a full-blown system. These features along with a brief 
explanation of their significance follow:
•  O verlapp ing . The amount of overlapping between two neighboring connected 
components’ boxes could serve as an indicator of both the font complexity and 
of deformed and/or broken characters (see Observation 5 in Chapter 3).
•  Skew angle. The degree of skew of an image could very well be a strong 
indicator of the quality of the image. If the skew degree is more than a certain 
threshold [13] then the page should be considered “Bad”.
•  W id th  d is tr ib u tio n . In order to determine the amount of touchiness in a page, 
the width distribution would probably have to be calculated and information 
compiled from that calculation.
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Figure 5.1: Black Density for Connected Components
•  M icro-G aps. In this work, very small white blobs were used to estimate the 
degree of thickness (and therefore touchiness) the characters have. In the same 
vein, a metric to detect micro-gaps1 would account for a large amount the broken 
characters and also for the degree of character complexity (see Observation 4 in 
Chapter 3).
•  F illed  CC boxes. A way to detect completely filled lakes in letters like “e”, 
“a” , etc, would be to measure the black density inside a CC box of certain 
(minimum) dimensions. Figure 5.1 shows an example of this metric in action 
for two real-word string of characters. The black densities of each connected 
component, and for the collection of connected components, are shown for a 
“fat” and a “normal” character strings.
•  D eform ed  con tours. The degree of complexity of the contours of a character 
could also be a very good predictor of the font complexity and the paper/scanner 
quality. Figure 5.2 shows a “well-formed” and a “deformed” character.
‘ Very th in  white-space separating  a ch a rac te r’s stroke
T T
Deformed W ell-Formed
Figure 5.2: Deformed and Well-Formed Characters
N ew  D atasets
In this work, only one type of page has been concentrated on. In order to produce 
a full-blown system, a more heterogeneous dataset must be devised. Among the kind 
of data that would certainly be needed are:
• Faxed docum ents. The poor resolution and the amount of line noise in­
troduced in faxed documents make this type of data ideal for page quality 
classification. Research is underway at ISRI to address this issue.
• Foreign Language D ocum ents. In any classifier based on “normal” vs. “ab­
normal” ratios, any change in the “correct” character set can be a major prob­
lem, since the ratios can and often do change. It is therefore of great importance 
to tune the classifier for the language of choice. Note that since lexicographi­
cal features were not used, nor was the OCR output relied upon, changes for 
alphabets with characters highly similar to English (like Spanish) should be 
minimal. For other languages (i.e., Japanese, Chinese, Arabic); however, differ­
ent features will have to be studied since the characters in these languages are 
radically different to the ones used in English.
Chapter 6 
Concluding Rem arks
A first attem pt to define a page quality estimator has been presented. The classifier 
is based upon measuring simple features from the connected components’ data of a 
page image. Only parts of the image that contain textual information were used to 
design and train the classifier.
The features used are the white speckle factor, the broken zone factor and size 
information. The white speckle factor measured the density of small white connected 
components, and was designed to capture minimally open lakes in pages with very 
bold/fat characters. The broken zone factor measures the coverage of an area in the 
width-height map of the connected components’ data, presumably populated by the 
broken pieces of the characters in a broken-characters’ page. The size information 
metrics measure the maximum average black and white connected components’ size 
as well as the ratio of black to white connected components in order to rule out pages 
with unusually large fonts and/or inverse video.
After testing the classifier on a 439-page test dataset, it was observed that tables 
were not correctly processed. Further study on the table pages showed that tables 
present special difficulty for OCR algorithms. Specifically, a great difference in per­
formance on tables among OCR systems was discovered. The need for a table-specific 
OCR accuracy evaluation model was acknowledged and the importance of numeric
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data in table-related OCR errors was emphasized. Because of table problems, a reject 
region was established to filter out all pages with tables. After that, the classifier was 
able to correctly filter out all bad pages, with the exception of four. After evaluating 
these four pages, a new reject region based in the number of connected components 
was defined to filter out all pages with less than 200 connected components. The 
classifier is based on computing densities and ratios and, therefore, needs a minimum 
amount of data to work reliably.
From the analysis of the results it was observed that the white speckle factor is not 
a very robust feature, since it breaks down in the prescence of small font and other 
special circumstances. The need for a better metric is acknowledged. The broken 
character zone factor, on the other hand, proved to be very robust and worked fairly 
well in all tests performed. After evaluating some of the size information rules, we 
observed that one was not working properly. The removal of this rule could enhance 
the classifier.
A new dataset was put together to further test the classifier. Two hundred maga­
zine pages, with radically different characteristics from pages in the previous dataset, 
were assembled and processed by the classifier. The pages were processed with and 
without one of the size information rules. The results showed that, for this particular 
dataset, the rule works fine in classifying a bad page as such, and it did not produce 
any misclassifications. On the other hand, after removing the rule and re-testing, 
errors were introduced in the classification. This evidence suggests that the classifier, 
as designed, is data dependent and it must be tuned for the kind of data it will be 
processing.
Testing was performed assuming that a good page has a median OCR accuracy 
of 90% and above; the results hereby described are based upon this assumption. 
However, testing was also performed at the 95% and 98% levels. In these cases, the
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performance of the classifier degraded gracefully. The conjecture is that more complex 
features are required to identify subtler image defects and, even then, errors occur 
that are not related to image quality that will not be captured by the classifier.
A number of features that were observed but not used are presented. Among them, 
the black density, micro-gap detection and skew are very promising page-quality re­
lated indicators. Similarly, testing on fax and foreign language documents is identified 
to be a requirement in producing a full-blown image quality classifier. For this pur­
pose, a heuristic binary decision system such as the one presented is not sophisticated 
enough. A more standard statistical approach should be taken.
This work has presented an image-quality estimator based on very simple features. 
The classifier was able to attain a stable error rate of approximately 14% in two 
different datasets. The contribution of this research lies in being the first approach 
at such a classifier and in establishing a base for future research.
A ppendix A  
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01 0 1 -0 0 3 872 Y 9 9 .2 3 9 0 .0 0 0 0 0 0 0 .1 2 5 0 0 0 22 17 2 .7 1 6 5 1 Y G O O D
01 0 3 -0 4 0 4303 N 9 9 .851 0 .0 0 2 3 8 0 0 .2 9 6 8 7 5 22 12 2 .5 5 9 7 9 N G O O D
01 0 3 -0 8 3 4289 N 9 9 .8 2 9 0 .0 0 0 5 8 0 0 .2 6 5 6 2 5 22 12 2 .4 8 7 8 2 N G O O D
01 03-091 4285 N 9 9 .7 9 4 0 .0 0 1 2 9 7 0 .2 5 9 2 5 9 21 12 2 .7 7 8 8 6 N G O O D
01 0 8 -0 9 0 4314 N 9 9 .8 2 8 0 .0 0 2 4 5 4 0 .2 5 9 2 5 9 21 12 2 .6 4 6 6 3 N G O O D
01 1 0 -0 9 9 1621 Y 9 9 .2 8 5 0 .0 0 1 6 5 6 0 .1 7 5 2 5 8 24 20 2 .6 8 3 7 7 Y G O O D
0 1 1 1 -0 0 3 244 N 6 9 .3 6 9 0 .0 0 5 6 5 0 0 .1 8 7 5 0 0 25 46 1 .37853 4 N B A D
01 1 2 -0 9 4 2652 N 9 9 .9 6 7 0 .0 0 0 0 0 0 0 .2 1 9 1 7 8 21 12 2 .8 6 0 8 4 N G O O D
0 1 1 2-431 112 N 1 00 .000 0 .0 0 0 0 0 0 0 .1 5 2 1 7 4 19 60 2 .8 0 0 0 0 Y G O O D
0 1 1 3 -0 1 3 2690 Y 9 5 .6 9 3 0 .0 4 8 3 5 6 0 .4 28571 16 13 5 .2 0 3 0 9 Y G O O D
0 1 1 3 -3 1 0 2278 N 9 9 .7 4 5 0 .0 0 2 4 6 6 0 .2 4 6 5 7 5 21 13 2 .8 0 8 8 8 N G O O D
0 1 1 3-381 2360 N 9 9 .7 5 8 0 .0 0 2 3 7 5 0 .3 0 1 3 7 0 21 13 2 .8 0 2 8 5 N G O O D
0 1 1 3 -4 4 5 3028 N 99 .721 0 .0 0 2 7 8 8 0 .2 4 6 5 7 5 21 12 2 .8 1 4 1 3 N G O O D
0 1 2 2 -0 0 3 1606 N 9 9 .091 0 .0 0 2 6 7 7 0 .1 6 9 3 5 5 27 11 2 .1 4 9 9 3 N G O O D
01 4 6 -2 8 1 1591 Y 9 6 .5 6 7 0 .0 0 3 8 0 2 0 .2 8 3 3 3 3 23 17 3 .0 2 4 7 1 Y G O O D
0 1 4 7 -0 3 8 2804 N 9 9 .8 8 5 0 .0 0 0 0 0 0 0 .2 2 6 4 1 5 22 13 2 .8 1 2 4 4 N G O O D
0 1 4 7 -0 7 9 292 N 9 9 .6 9 0 0 .0 0 0 0 0 0 0 .1 1 2 9 0 3 22 43 3 .0 7 3 6 8 N G O O D
0 1 4 7 -4 0 0 720 N 9 7 .5 2 7 0 .0 0 0 0 0 0 0 .1 4 1 0 2 6 22 16 2 .8 0 1 5 6 N G O O D
0 1 4 8 -1 2 3 607 N 9 9 .3 8 2 0 .0 0 5 0 0 0 0 .1 8 0 3 2 8 21 28 3 .0 3 5 0 0 N G O O D
0 1 4 8-271 2061 Y 9 9 .6 4 3 0 .0 0 0 0 0 0 0 .2 4 1 9 3 5 22 14 2 .8 8 6 5 5 Y G O O D
0 1 4 8 -3 3 7 2562 N 99 .801 0 .0 0 0 0 0 0 0 .1 8 8 6 7 9 22 12 2 .9 7 9 0 7 N G O O D
0 1 5 1 -1 2 7 68 N 100 .000 0 .0 0 0 0 0 0 0 .0 5 5 5 5 6 21 80 3 .2 3 8 1 0 Y G O O D
01 5 1 -1 6 3 2937 N 9 9 .8 1 8 0 .0 0 1 0 1 9 0 .2 8 3 0 1 9 22 13 2 .9 9 3 8 8 N G O O D
0 1 5 8 -0 1 0 1486 N 9 9 .6 7 5 0 .0 0 0 0 0 0 0 .3 1 5 0 6 8 21 14 2 .7 2 1 6 1 N G O O D
0 1 6 1 -0 3 0 2338 N 9 9 .9 2 3 0 .0 0 0 0 0 0 0 .3 3 8 4 6 2 21 13 2 .9 0 0 7 4 N G O O D
0 1 6 1 -0 5 6 3756 N 9 8 .7 8 9 0 .0 0 2 4 1 9 0 .4 4 1 1 7 6 18 11 3 .0 2 9 0 3 N G O O D
0 1 6 6 -0 0 9 3044 N 9 9 .8 9 7 0 .0 0 3 5 8 1 0 .2 3 0 7 6 9 21 13 2 .7 2 5 1 6 N G O O D
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01 68-031 2719 N 9 9 .9 6 7 0 .001011 0 .2 7 6 9 2 3 21 13 2 .7 4 9 2 4 N G O O D
01 8 8 -0 0 5 2762 N 9 9 .8 6 8 0 .0 0 1 0 9 2 0 .3 3 8 4 6 2 21 13 3 .0 1 5 2 8 N G O O D
01 9 9 -3 8 4 1421 Y 9 4 .5 7 8 0 .0 5 1 3 9 5 0 .3 2 2 5 8 1 28 17 2 .0 8 6 6 4 Y G O O D
01 9 9 -6 4 6 1674 N 9 8 .9 1 2 0 .0 0 3 5 4 0 0 .1 7 1 8 7 5 24 14 2 .9 6 2 8 3 N G O O D
02 01-041 153 N 9 7 .7 7 1 0 .0 5 7 6 9 2 0 .0 7 8 9 4 7 19 58 2 .9 4 2 3 1 Y G O O D
02 0 1 -1 3 2 337 N 9 7 .1 6 5 0 .3 0 5 5 5 6 0 .1 3 4 6 1 5 21 29 3 .1 2 0 3 7 1 N B A D
02 0 2 -1 3 8 1687 N 9 7 .9 7 3 0 .0 1 3 8 8 9 0 .1 7 8 5 7 1 26 12 2 .3 4 3 0 6 N G O O D
0 2 0 3 -0 2 7 2672 N 9 9 .8 4 7 0 .0 0 4 4 8 4 0 .1 7 2 8 4 0 23 11 2 .39641 N G O O D
0 2 0 3 -0 7 5 1888 Y 9 9 .3 1 0 0 .0 0 6 5 2 7 0 .1 3 4 0 2 1 24 15 2 .4 6 4 7 5 Y G O O D
02 0 3 -1 0 9 29 9 5 N 9 9 .6 8 7 0 .0 0 5 0 4 0 0 .2 0 9 8 7 7 23 11 2 .1 5 6 2 3 N G O O D
0 2 0 6 -0 0 7 23 9 3 Y 9 9 .4 9 6 0 .0 0 8 0 2 6 0 .3 1 9 1 4 9 18 15 3 .8 4 1 0 9 Y G O O D
0 2 0 7 -0 1 8 2495 N 9 9 .6 9 1 0 .0 1 6 5 9 8 0 .1 4 4 4 4 4 23 11 2 .0 7 0 5 4 N G O O D
0 2 1 4 -0 3 6 1448 N 9 9 .7 1 2 0 .0 2 5 1 8 0 0 .1 2 9 6 3 0 28 13 2 .6 0 4 3 2 N G O O D
02 1 6 -2 2 8 2800 N 9 8 .4 7 9 0 .0 0 5 2 6 3 0 .3 6 6 6 6 7 23 15 2 .9 4 7 3 7 N G O O D
0 2 1 6 -2 5 6 1084 N 9 7 .7 6 2 0 .0 0 5 6 0 2 0 .2 2 9 1 6 7 25 24 3 .0 3 6 4 1 N G O O D
0 2 1 6 -2 6 2 2322 N 9 7 .8 1 4 0 .0 1 8 5 7 0 0 .2 9 1 6 6 7 25 12 2 .1 5 5 9 9 N G O O D
0 2 1 9 -0 9 2 2094 N 9 9 .2 0 8 0 .0 1 8 6 1 0 0 .1 4 8 1 4 8 22 11 2 .5 9 8 0 1 N G O O D
0 2 2 0 -0 3 0 1035 Y 9 8 .6 5 2 0 .0 0 8 2 6 4 0 .0 6 2 5 0 0 26 16 2 .8 5 1 2 4 Y G O O D
02 2 4 -0 4 2 81 N 9 8 .8 5 1 0 .0 2 9 4 1 2 0 .0 6 1 7 2 8 23 72 2 .3 8 2 3 5 Y G O O D
0 2 3 2 -0 1 8 2542 N 9 9 .8 1 7 0 .0 2 3 8 1 0 0 .1 3 7 9 3 1 24 9 1 .8 9 1 3 7 N G O O D
0 2 3 2 -0 7 0 83 N 9 2 .7 7 8 0 .0 0 0 0 0 0 0 .0 4 1 6 6 7 23 94 3 .0 7 4 0 7 Y G O O D
0 6 4 1 -0 5 9 87 N 9 3 .8 8 9 0 .0 3 1 2 5 0 0 .1 4 8 1 4 8 23 72 2 .7 1 8 7 5 Y G O O D
0 6 5 1 -0 0 8 140 Y 9 5 .0 0 0 0 .0 2 6 3 1 6 0 .1 5 0 0 0 0 23 56 3 .6 8 4 2 1 Y G O O D
0 6 5 1 -0 1 3 687 Y 9 7 .3 2 7 0 .0 2 4 3 9 0 0 .1 2 2 0 9 3 34 29 3 .3 5 1 2 2 Y G O O D
0 6 5 6 -0 2 7 63 N 9 9 .2 7 5 0 .0 0 0 0 0 0 0 .0 2 7 3 9 7 27 85 2 .7 3 9 1 3 Y G O O D
0 6 6 8 -0 0 4 720 N 9 9 .8 1 4 0 .0 0 0 0 0 0 0 .0 9 0 9 0 9 22 14 2 .6 6 6 6 7 N G O O D
0 6 6 8 -0 6 2 39 N 9 3 .0 2 3 0 .0 0 0 0 0 0 0 .0 1 4 8 1 5 32 90 2 .2 9 4 1 2 Y G O O D
06 7 2 -2 3 3 2412 N 9 9 .4 4 9 0 .0 0 0 0 0 0 0 .3 7 7 3 5 8 22 13 2 .9 0 9 5 3 N G O O D
06 8 3 -0 0 4 622 N 9 8 .6 8 4 0 .0 0 4 4 8 4 0 .3 1 5 7 8 9 19 39 2 .7 8 9 2 4 N G O O D
0 6 8 5 -0 4 8 1716 Y 9 6 .4 7 0 0 .0 0 1 9 1 6 0 .5 3 4 2 4 7 21 21 3 .2 8 7 3 6 Y G O O D
0 6 9 9 -0 3 0 2987 N 9 9 .7 4 7 0 .0 0 2 8 8 5 0 .2 5 0 0 0 0 22 13 2 .8 7 2 1 2 N G O O D
0 7 2 5 -0 2 4 1116 N 9 9 .6 7 1 0 .0 3 5 9 5 5 0 .1 3 5 8 0 2 22 13 2 .5 0 7 8 7 N G O O D
07 2 5 -0 2 6 832 Y 9 9 .1 4 8 0 .0 3 6 6 9 7 0 .1 1 5 3 8 5 22 20 2 .5 4 4 3 4 Y G O O D
61
P a g e
C h a r a c t e r i s t i c s
M e a s u r e d  F e a t u r e s C l a s s i f i e r
L o g ic
P a g e l D N C C T A c c .
W h i t e
S p e c k l e
B r o k e n
Z o n e
M
B
M
W
B  /  W  
R a t i o R u l e s  R C l a s A s
07 2 9 -0 2 1 74 N 9 6 .7 5 3 0 .0 3 7 0 3 7 0 .0 4 1 6 6 7 22 80 2 .7 4 0 7 4 Y G O O D
0 7 2 9 -1 8 7 2058 N 9 9 .161 0 .0 0 6 5 8 8 0 .1 8 8 8 8 9 23 11 2 .7 1 1 4 6 N G O O D
0 7 4 3 -0 1 3 346 N 9 8 .0 3 9 0 .0 1 2 8 2 1 0 .2 2 2 2 2 2 22 23 2 .2 1 7 9 5 N G O O D
0 7 6 5 -0 0 5 3736 Y 99 .691 0 .0 0 0 0 0 0 0 .5 0 0 0 0 0 12 14 7 .1 9 8 4 6 Y G O O D
0 7 6 5 -0 1 8 1736 N 9 9 .821 0 .0 0 2 8 8 6 0 .1 3 8 8 8 9 23 19 2 .5 0 5 0 5 N G O O D
1024-011 153 N 100 .000 0 .0 0 0 0 0 0 0 .0 3 8 9 6 1 26 57 2 .6 8 4 2 1 Y G O O D
1 0 4 0-032 764 Y 9 5 .4 4 0 0 .0 1 5 6 8 6 0 .0 9 4 3 4 0 22 19 2 .9 9 6 0 8 Y G O O D
1051-001 97 N 9 5 .3 2 7 0 .4 5 9 0 1 6 0 .1 1 4 5 8 3 36 42 1 .59016 1 Y B A D
1 0 6 0-103 174 N 100 .000 0 .0 0 0 0 0 0 0 .0 7 1 4 2 9 19 74 3 .0 0 0 0 0 Y G O O D
1 0 6 0-146 1071 Y 9 8 .3 5 7 0 .0 0 0 0 0 0 0 .1 2 3 4 5 7 25 25 3 .1 0 4 3 5 Y G O O D
1 0 6 0-223 776 Y 8 7 .2 4 8 0 .0 0 0 0 0 0 0 .2 8 8 8 8 9 18 16 3 .0 7 9 3 7 Y G O O D
1081-024 1393 N 9 7 .6 0 8 0 .0 0 0 0 0 0 0 .3 0 8 8 2 4 21 18 2 .9 9 5 7 0 N G O O D
1 0 8 1-057 1162 N 9 7 .3 8 7 0 .0 0 0 0 0 0 0 .2 2 2 2 2 2 21 23 2 .8 0 6 7 6 N G O O D
1091-002 1197 N 9 8 .941 0 .0 3 1 1 8 5 0 .3 4 2 8 5 7 17 13 2 .4 8 8 5 7 N G O O D
1 1 1 0-076 142 N 9 8 .9 4 4 0 .0 0 0 0 0 0 0 .0 6 0 6 0 6 25 39 3 .0 2 1 2 8 Y G O O D
11 1 1 -0 1 4 1821 N 9 7 .5 5 6 0 .0 4 7 2 1 4 0 .1 9 3 5 4 8 28 10 1 .40944 N G O O D
11 1 2 -0 2 3 2306 Y 9 6 .6 3 7 0 .0 1 8 9 5 0 0 .5 0 0 0 0 0 21 19 3 .3 6 1 5 2 Y G O O D
11 2 4 -0 2 4 947 Y 7 3 .8 3 3 0 .0 6 6 8 9 0 0 .2 3 5 2 9 4 20 14 3 .1 6 7 2 2 Y G O O D
11 3 2 -1 0 8 472 Y 9 2 .6 2 3 0 .0 1 7 1 4 3 0 .1 5 1 5 1 5 27 19 2 .6 9 7 1 4 Y G O O D
11 4 8 -0 8 8 2090 N 9 9 .6 5 4 0 .0 0 1 2 0 5 0 .2 4 7 4 2 3 24 12 2 .5 1 8 0 7 N G O O D
11 6 4 -0 4 7 326 N 9 3 .6 2 9 0 .0 0 0 0 0 0 0 .1 3 8 8 8 9 22 24 2 .9 3 6 9 4 N G O O D
1 2 10-026 2551 N 9 7 .1 0 6 0 .0 0 3 3 8 4 0 .5 8 1 8 1 8 22 16 4 .3 1 6 4 1 N G O O D
1 2 1 0-323 2518 N 9 2 .7 0 2 0 .0 1 7 9 2 1 0 .6 9 5 6 5 2 19 12 3 .0 0 8 3 6 N G O O D
1 2 2 7-006 445 N 9 8 .3 4 6 0 .0 9 9 4 4 8 0 .1 8 0 3 2 8 20 35 2 .4 5 8 5 6 N G O O D
1 2 3 8-006 3558 Y 9 1 .7 9 0 0 .1 1 2 8 8 0 0 .5 9 6 1 5 4 19 9 1 .28726 1 Y B A D
1 2 41-063 2544 N 9 9 .5 5 0 0 .0 0 0 0 0 0 0 .2 2 5 8 0 6 23 12 2 .5 6 4 5 2 N G O O D
1241-101 2922 N 9 8 .7 7 2 0 .0 1 1 9 0 5 0 .3 6 5 8 5 4 18 10 2 .6 7 5 8 2 N G O O D
1 2 4 9-069 4395 N 9 9 .5 8 1 0 .1 2 1 6 4 9 0 .3 4 4 2 6 2 21 10 2 .2 6 5 4 6 1 N B A D
1 2 7 5-200 2133 N 9 7 .4 3 9 0 .0 0 1 6 3 9 0 .4 8 3 8 7 1 23 16 3 .4 9 6 7 2 N G O O D
1 2 7 9-003 1865 N 9 8 .1 5 7 0 .0 4 2 9 8 0 0 .2 6 2 2 9 5 21 18 2 .6 7 1 9 2 N G O O D
1 3 3 5-003 1465 N 9 9 .5 0 3 0 .0 2 4 8 7 6 0 .2 5 0 0 0 0 20 12 2 .4 2 9 5 2 N G O O D
13 3 9 -0 8 6 1514 Y 9 6 .9 0 2 0 .0 0 0 0 0 0 0 .2 0 5 4 7 9 20 14 2 .3 3 6 4 2 Y G O O D
13 4 3 -1 8 0 2339 N 9 9 .7 1 5 0 .0 1 9 4 0 6 0 .1 7 7 4 1 9 22 10 2 .6 7 0 0 9 N G O O D
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1353-032 1811 Y 9 7 .6 4 8 0 .0 0 1 8 2 8 0 .3 8 2 3 5 3 21 17 3 .3 1 0 7 9 Y G O O D
1354-083 414 N 9 7 .7 4 2 0.000000 0 .0 6 5 9 3 4 28 51 2 .8 1 6 3 3 N G O O D
1356-083 1558 Y 9 9 .3 9 8 0 .0 0 4 3 5 7 0 .2 2 2 2 2 2 23 23 3 .3 9 4 3 4 Y G O O D
1356-205 2288 N 9 9 .8 8 4 0.000000 0 .2 7 7 7 7 8 22 12 2 .4 4 1 8 4 N G O O D
1360-074 809 Y 9 4 .8 3 5 0 .0 0 3 6 6 3 0 .0 9 6 2 9 6 28 30 2 .9 6 3 3 7 Y G O O D
1367-022 2700 N 9 9 .3 7 6 0 .0 0 8 7 1 7 0 .2 6 6 6 6 7 24 15 3 .3 6 2 3 9 N G O O D
1367-074 24 4 7 N 9 9 .6 0 4 0 .0 0 8 1 7 8 0 .1 6 9 2 3 1 26 15 2 .8 5 8 6 4 N G O O D
1367-239 2904 N 9 9 .6 5 5 0 .0 0 3 9 3 3 0 .1 8 4 2 1 1 26 14 2 .8 5 5 4 6 N G O O D
1368-074 566 Y 9 8 .841 0.000000 0 .1 0 4 1 6 7 28 24 2 .4 1 8 8 0 Y G O O D
1371-063 370 N 9 9 .6 4 5 0.000000 0.111111 23 33 2 .6 8 1 1 6 N G O O D
1383-058 1387 N 9 9 .2 6 8 0 .0 4 5 5 1 0 0 .1 4 4 4 4 4 23 11 1 .70603 N G O O D
1391-111 77 N 9 7 .8 0 2 0.000000 0 .1 3 2 3 5 3 21 71 3 .0 8 0 0 0 Y G O O D
1398-004 377 N 9 9 .7 6 5 0 .0 5 5 9 4 4 0 .0 8 8 8 8 9 29 22 2 .6 3 6 3 6 N G O O D
1399-001 1361 N 9 2 .5 1 3 0 .1 3 2 8 8 3 0 .1 6 9 6 4 3 31 21 3 .0 6 5 3 2 1 N B A D
1414-215 2080 N 9 9 .8 4 5 0.000000 0 .2 7 3 9 7 3 21 13 2 .8 5 7 1 4 N G O O D
1484-028 280 Y 9 4 .7 7 6 0 .0 2 5 6 4 1 0 .0 2 5 0 0 0 66 27 2 .3 9 3 1 6 3 Y B A D
1485-078 74 N 100 .000 0.000000 0 .0 3 0 7 6 9 21 61 2 .3 8 7 1 0 Y G O O D
1486-060 114 N 9 9 .2 0 6 0.000000 0 .0 5 5 5 5 6 22 57 2 .8 5 0 0 0 Y G O O D
1489-019 2839 N 9 9 .8 2 3 0 .0 0 5 3 2 5 0 .1 5 3 8 4 6 21 12 3 .0 2 3 4 3 N G O O D
1494-070 1997 N 97 .981 0 .0 1 5 0 3 8 0 .5 0 0 0 0 0 21 18 3 .00301 N G O O D
1516-050 1199 N 9 9 .5 0 5 0 .0 0 2 6 0 4 0 .1 5 9 4 2 0 25 27 3 .1 2 2 4 0 N G O O D
1522-008 1435 N 9 9 .4 9 9 0 .0 2 8 6 2 3 0 .1 4 4 4 4 4 23 12 2 .5 6 7 0 8 N G O O D
1522-101 1390 N 9 9 .7 4 3 0 .0 0 6 2 6 3 0 .1 2 3 4 5 7 23 13 2 .9 0 1 8 8 N G O O D
1522-116 62 N 100 .000 0.000000 0 .0 5 5 5 5 6 22 81 2 .5 8 3 3 3 Y G O O D
1522-157 87 N 9 8 .4 0 4 0.000000 0 .0 6 1 5 3 8 21 88 3 .4 8 0 0 0 Y G O O D
1539-012 994 Y 9 2 .3 1 8 0 .0 2 3 3 4 6 0 .2 7 2 7 2 7 26 33 3 .8 6 7 7 0 Y G O O D
1 542-010 1106 N 9 6 .7 6 4 0 .0 0 7 3 3 1 0 .0 7 2 9 9 3 34 9 1 .62170 N G O O D
1550-001 33 0 8 N 9 7 .7 4 5 0 .2 1 8 0 1 3 0 .6 0 4 1 6 7 20 14 2 .7 8 4 5 1 1 N B A D
1551-015 1194 N 9 9 .8 8 7 0 .0 0 7 1 2 6 0 .1 3 1 5 7 9 26 15 2 .8 3 6 1 0 N G O O D
1552-032 1399 Y 9 9 .7 0 6 0.000000 0 .2 1 1 1 1 1 23 16 2 .1 4 2 4 2 Y G O O D
1553-021 1433 Y 9 9 .6 1 0 0 .0 1 8 5 5 7 0 .1 9 7 5 3 1 22 17 2 .9 5 4 6 4 Y G O O D
1553-053 3004 N 9 9 .9 2 6 0 .0 0 3 1 8 2 0 .2 6 4 7 0 6 21 10 2 .3 8 9 8 2 N G O O D
1558-064 69 N 6 3 .7 9 3 0 .3 3 3 3 3 3 0 .0 6 8 6 2 7 24 38 1 .76923 1 Y B A D
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1561-002 2520 N 9 5 .5 3 3 0 .1 2 1 6 0 2 0 .5 2 6 3 1 6 19 14 3 .6 0 5 1 5 1 N B A D
1569-009 514 N 9 9 .301 0 .0 0 0 0 0 0 0 .1 0 9 5 8 9 25 16 2 .1 6 8 7 8 N G O O D
15 70-042 124 N 9 7 .7 4 4 0 .0 0 0 0 0 0 0 .0 8 4 7 4 6 25 45 2 .8 1 8 1 8 Y G O O D
1580-295 759 Y 9 9 .0 1 4 0 .0 0 0 0 0 0 0 .1 1 8 6 4 4 25 30 2 .8 6 4 1 5 Y G O O D
1599-087 252 N 9 9 .6 3 5 0 .0 0 0 0 0 0 0 .0 1 5 3 8 5 26 31 2 .7 6 9 2 3 N G O O D
1601-003 1529 N 9 2 .6 1 5 0 .2 3 5 5 5 6 0 .2 4 6 9 1 4 25 9 2 .2 6 5 1 9 1 N B A D
1624-063 668 Y 95 .131 0 .0 1 0 2 3 9 0 .0 7 4 5 3 4 30 30 2 .2 7 9 8 6 Y G O O D
1632-003 1082 N 99 .501 0 .0 0 2 6 3 2 0 .2 1 4 2 8 6 25 16 2 .8 4 7 3 7 N G O O D
1634-164 1898 N 9 9 .8 6 5 0 .0 0 1 2 2 4 0 .1 7 7 2 1 5 24 10 2 .3 2 3 1 3 N G O O D
1649-020 110 N 9 5 .8 6 8 0 .0 0 0 0 0 0 0 .0 2 4 0 9 6 27 76 2 .6 8 2 9 3 Y G O O D
1662-085 2920 Y 9 3 .0 6 9 0 .2 9 6 8 5 2 0 .2 9 4 8 7 2 22 10 2 .1 8 8 9 1 1 Y B A D
1662-092 449 7 N 9 7 .0 4 7 0 .2 3 8 5 7 3 0 .4 4 4 4 4 4 21 10 2 .5 0 6 6 9 1 N B A D
1665-028 28 N 9 7 .5 6 1 0 .0 5 5 5 5 6 0 .0 0 0 0 0 0 28 49 1 .55556 Y G O O D
1665-083 99 N 9 6 .9 0 3 0 .0 0 0 0 0 0 0 .0 0 9 1 7 4 30 134 3 .4 1 3 7 9 Y G O O D
1674-088 1707 Y 8 4 .2 3 8 0 .0 6 9 4 0 5 0 .2 3 0 7 6 9 21 14 2 .4 1 7 8 5 Y G O O D
1674-138 1650 Y 8 7 .0 5 6 0 .0 9 7 9 7 8 0 .3 3 3 3 3 3 20 14 2 .5 6 6 1 0 Y G O O D
1675-199 802 Y 9 2 .3 2 0 0 .0 1 0 5 6 3 0 .3 3 8 7 1 0 23 20 2 .8 2 3 9 4 Y G O O D
1675-209 1443 Y 9 6 .1 9 9 0 .0 0 5 4 1 5 0 .4 1 6 6 6 7 21 17 2 .6 0 4 6 9 Y G O O D
1676-008 806 Y 9 7 .3 8 5 0 .0 9 3 2 4 8 0 .2 83951 25 18 2 .5 9 1 6 4 Y G O O D
1676-120 1824 N 9 1 .6 3 2 0 .2 7 5 9 1 2 0 .1 8 7 5 0 0 24 10 2 .6 6 2 7 7 1 N B A D
1676-346 2287 N 9 7 .5 5 6 0 .1 3 0 5 9 7 0 .4 1 5 0 9 4 22 10 2 .8 4 4 5 3 1 N B A D
1693-032 1759 N 9 8 .7 9 4 0 .0 0 0 0 0 0 0 .2 5 0 0 0 0 22 13 2 .7 3 9 8 8 N G O O D
1696-037 4141 N 9 8 .9 1 6 0 .0 0 0 7 6 7 0 .5 5 8 8 2 4 18 11 3 .1 7 8 0 5 N G O O D
1696-084 4064 N 9 5 .9 7 2 0 .0 0 0 0 0 0 0 .6 5 5 1 7 2 17 20 3 .6 9 1 1 9 N G O O D
1707-005 1651 N 9 7 .6 8 7 0 .0 0 0 0 0 0 0 .1 1 7 6 4 7 27 14 3 .0 2 3 8 1 N G O O D
1711-029 2307 N 9 8 .9 2 2 0 .0 3 0 4 0 5 0 .3 4 3 7 5 0 22 8 1 .94848 N G O O D
1711-077 59 N 8 6 .5 3 8 0 .1 1 7 6 4 7 0 .0 2 9 7 0 3 25 55 1 .73529 1 Y B A D
1717-039 173 N 9 9 .7 5 6 0 .0 0 0 0 0 0 0 .0 6 8 9 6 6 24 38 2 .2 7 6 3 2 Y G O O D
1719-007 1518 Y 9 9 .0 7 4 0 .0 0 3 8 6 8 0 .2 2 7 2 7 3 25 23 2 .9 3 6 1 7 Y G O O D
1723-157 233 8 N 9 9 .2 3 3 0 .0 0 1 3 7 6 0 .4 5 9 0 1 6 20 12 3 .2 1 5 9 6 N G O O D
1723-194 275 Y 9 5 .1 2 2 0 .0 1 1 6 2 8 0 .1 6 6 6 6 7 20 31 3 .1 9 7 6 7 Y G O O D
1732-001 682 N 9 5 .9 1 3 0 .1 5 8 4 8 2 0 .211111 26 17 1 .52232 1 N B A D
1742-157 406 Y 9 6 .9 1 6 0 .0 0 0 0 0 0 0 .0 6 8 9 6 6 31 70 2 .6 8 8 7 4 Y G O O D
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1752-007 54 N 100.000 0.000000 0 .0 5 4 5 4 5 22 58 2 .1 6 0 0 0 Y G O O D
1786-032 574 Y 9 0 .4 5 9 0 .0 0 9 7 0 9 0 .0 6 1 5 3 8 20 17 1.85761 Y G O O D
1788-030 122 N 9 8 .4 3 8 0.000000 0 .0 4 1 6 6 7 21 101 4 .0 6 6 6 7 Y G O O D
1796-095 581 Y 8 5 .7 6 2 0 .0 1 3 9 5 3 0 .0 8 5 2 0 2 35 25 2 .7 0 2 3 3 Y G O O D
1829-015 2167 N 9 9 .8 7 5 0.000000 0 .2 3 0 7 6 9 26 15 2 .9 1 2 6 3 N G O O D
1830-102 979 N 9 9 .5 2 7 0 .0 0 5 7 4 7 0 .2 0 6 1 8 6 24 18 2 .8 1 3 2 2 N G O O D
1834-036 1304 N 9 9 .4 1 4 0.000000 0 .1 4 6 6 6 7 24 26 2 .82251 N G O O D
1852-024 1208 Y 9 8 .061 0.000000 0 .2 5 0 0 0 0 19 14 2 .3 3 2 0 5 V1 G O O D
1852-095 2770 Y 9 9 .564 0.000000 0 .5 6 0 9 7 6 17 13 3 .0 5 4 0 2 Y G O O D
1864-019 1809 N 9 9 .2 4 6 0 .0 1 2 8 9 1 0 .328571 23 16 3 .3 3 1 4 9 N G O O D
1871-016 5243 N 9 7 .6 5 6 0 .0 0 4 6 7 8 0 .5 2 9 4 1 2 18 11 3 .0 6 6 0 8 N G O O D
1896-033 2941 N 9 9 .9 8 4 0 .0 0 2 8 9 9 0 .2 3 0 7 6 9 21 11 2 .8 4 1 5 5 N G O O D
1896-369 2534 Y 9 9 .9 2 8 0 .0 0 1 0 6 5 0 .2 9 1 6 6 7 22 15 2 .6 9 8 6 2 Y G O O D
1901-001 204 N 9 3 .5 1 0 0 .0 9 8 0 3 9 0 .1 3 4 6 1 5 36 59 2 .0 0 0 0 0 N G O O D
1940-007 1537 N 9 9 .371 0 .0 0 9 4 6 4 0 .1 6 0 9 2 0 24 13 2 .4 2 4 2 9 N G O O D
1993-274 3078 N 9 8 .1 6 9 0 .0 0 5 3 7 6 0 .6 8 7 5 0 0 20 11 3 .3 0 9 6 8 N G O O D
20 0 7 -0 4 4 3413 N 9 8 .8 1 0 0 .0 9 5 5 4 1 0 .4 5 2 8 3 0 22 14 3 .6 2 3 1 4 N G O O D
2 0 1 0 -0 5 5 250 N 9 9 .4 5 7 0.000000 0 .1 2 6 4 3 7 24 33 3 .0 4 8 7 8 N G O O D
20 1 0 -3 3 5 595 N 91 .391 0 .1 4 5 7 4 0 0 .0 7 9 4 7 0 30 11 1 .33408 1 N B A D
20 2 4 -0 5 7 1368 N 9 9 .5 8 8 0.000000 0 .1 5 9 4 2 0 25 14 2 .2 8 0 0 0 N G O O D
2 0 2 4 -2 5 5 23 N 100.000 0.000000 0 .0 1 8 0 1 8 28 54 1.53333 Y G O O D
2 0 2 9 -1 9 3 2323 N 9 2 .3 3 2 0.000000 0 .1 0 5 2 6 3 24 15 3 .9 3 0 6 3 N G O O D
20 2 9 -3 3 9 282 Y 9 7 .5 0 7 0.000000 0 .1 1 2 6 7 6 24 31 2 .8 2 0 0 0 Y G O O D
20 2 9 -4 3 8 1060 Y 9 3 .9 7 9 0.000000 0 .1 5 9 7 2 2 28 18 3 .0 9 9 4 2 Y G O O D
2 0 2 9 -4 8 9 938 Y 9 5 .5 0 3 0 .1 0 1 5 3 3 0 .0 9 3 5 6 7 32 13 1.79693 1 Y B A D
20 3 2 -0 3 5 59 N 6 8 .5 1 9 0 .2 5 0 0 0 0 0 .1 5 2 1 7 4 19 55 2 .1 0 7 1 4 1 Y B A D
20 4 2 -0 0 4 1274 Y 9 8 .7 7 9 0 .0 2 5 3 6 2 0 .1 3 9 1 3 0 27 21 2 .3 0 7 9 7 Y G O O D
2 0 5 7 -0 4 5 158 N 9 6 .1 5 4 0 .0 2 2 2 2 2 0 .1 6 1 2 9 0 22 51 3 .51111 Y G O O D
2 0 5 9 -0 0 4 1757 N 9 9 .1 7 9 0 .0 2 3 1 6 6 0 .1 44231 29 10 2 .2 6 1 2 6 N G O O D
20 6 0 -0 3 3 74 N 9 8 .7 1 8 0.000000 0 .0 7 5 7 5 8 25 74 2 .8 4 6 1 5 Y G O O D
20 6 0 -1 0 5 607 N 9 7 .5 8 7 0 .0 4 7 6 1 9 0 .2 6 7 6 0 6 24 18 3 .2 1 1 6 4 N G O O D
20 7 0 -0 3 4 604 Y 9 9 .201 0 .0 1 1 9 0 5 0 .1 5 5 3 4 0 27 18 2 .3 9 6 8 3 Y G O O D
2 0 8 3 -0 2 0 1901 Y 9 8 .9 4 5 0 .0 0 2 9 1 1 0 .3 2 3 9 4 4 24 13 2 .7 6 7 1 0 Y G O O D
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20 9 2 -0 5 8 7 N 100.000 0 .0 0 0 0 0 0 0 .0 0 2 6 7 4 56 93 1 .7 5 0 0 0 3 Y B A D
20 9 3 -0 0 6 4094 Y 9 9 .5 8 6 0 .0 0 1 3 7 2 0 .5 0 0 0 0 0 20 11 2 .8 0 7 9 6 Y G O O D
20 9 4 -0 5 2 3297 N 9 9 .2 3 3 0 .0 00931 0 .2 9 1 6 6 7 21 11 3 .0 6 9 8 3 N G O O D
2 0 9 5 -0 1 3 1801 N 9 9 .4 7 7 0 .0 1 0 6 0 6 0 .2 7 4 5 1 0 22 9 2 .7 2 8 7 9 N G O O D
2 0 9 5 -0 2 6 70 N 9 6 .7 3 9 0 .0 6 6 6 6 7 0 .0 2 2 2 2 2 26 39 1 .5 5 5 5 6 Y G O O D
20 9 6 -1 4 0 2729 N 9 9 .3 9 9 0 .0 1 7 8 9 7 0 .2 3 4 3 7 5 24 13 3 .0 5 2 5 7 N G O O D
2 0 9 6 -2 2 9 811 N 9 7 .5 0 0 0 .0 4 9 8 5 3 0 .1 3 3 3 3 3 26 19 2 .3 7 8 3 0 N G O O D
2 0 9 6 -3 4 9 1114 N 9 9 .541 0 .0 0 0 0 0 0 0 .1 7 2 8 4 0 23 19 2 .9 1 6 2 3 N G O O D
21 0 4 -0 1 0 2362 N 9 9 .8 8 3 0 .0 0 0 0 0 0 0 .1 4 4 7 3 7 26 15 2 .9 4 5 1 4 N G O O D
2 1 1 7 -0 4 0 2413 Y 9 9 .0 7 0 0 .0 0 7 2 6 4 0 .3 6 9 2 3 1 21 14 2 .9 2 1 3 1 Y G O O D
2 1 1 7 -1 7 8 2628 N 9 9 .5 8 3 0 .0 0 1 0 0 4 0 .2 2 2 2 2 2 22 13 2 .6 3 8 5 5 N G O O D
2 1 1 7 -2 7 6 911 N 9 9 .5 5 2 0 .0 1 2 5 3 9 0 .3 3 8 2 3 5 21 22 2 .8 5 5 8 0 N G O O D
21 1 7 -3 2 9 1720 Y 9 9 .8 1 4 0 .0 0 0 0 0 0 0 .2 1 5 3 8 5 21 14 2 .7 9 2 2 1 Y G O O D
2118-011 1569 N 9 9 .8 8 7 0 .0 0 0 0 0 0 0 .1 3 3 3 3 3 23 12 2 .7 8 1 9 1 N G O O D
2 1 1 8 -0 3 6 658 N 9 7 .7 2 2 0 .1 2 3 6 8 4 0 .2 3 5 2 9 4 20 13 1 .73158 1 N B A D
21 3 6 -0 8 3 897 Y 7 6 .2 6 7 0 .0 0 7 9 5 8 0 .2 6 4 3 6 8 24 18 2 .3 7 9 3 1 Y G O O D
2 1 3 7 -0 0 3 1994 N 9 5 .8 0 3 0 .1 4 7 6 0 9 0 .4 4 2 3 0 8 21 17 4 .1 4 5 5 3 1 N B A D
2 1 7 7 -0 3 5 1630 N 9 9 .3 8 2 0 .0 1 3 1 3 3 0 .2 5 0 0 0 0 22 13 3 .0 5 8 1 6 N G O O D
22 5 3 -0 7 8 1769 N 9 9 .5 2 5 0 .0 0 0 0 0 0 0 .2 9 6 2 9 6 23 13 2 .9 2 8 8 1 N G O O D
2 3 0 6 -0 9 3 387 Y 8 7 .9 3 5 0 .0 2 2 8 5 7 0 .2 1 6 6 6 7 29 57 2 .2 1 1 4 3 Y G O O D
5 0 0 8 -0 1 6 1775 N 9 4 .8 4 8 0 .1 5 7 8 3 7 0 .2 7 0 8 3 3 25 8 0 .9 6 9 4 2 1 N B A D
5 0 1 1 -0 0 6 5145 N 9 9 .6 4 5 0 .0 0 0 0 0 0 0 .6 2 1 6 2 2 16 10 2 .9 5 5 2 0 N G O O D
5 0 1 7 -0 3 9 83 N 9 8 .8 7 6 0 .0 0 0 0 0 0 0 .0 1 6 6 6 7 23 99 3 .7 7 2 7 3 Y G O O D
5 0 17-041 2022 Y 9 8 .4 7 7 0 .0 0 0 0 0 0 0 .1 8 6 9 1 6 26 18 3 .2 7 1 8 4 Y G O O D
5 0 2 0 -2 9 5 114 N 6 8 .1 2 9 0 .0 7 1 4 2 9 0 .0 3 1 7 4 6 28 51 2 .7 1 4 2 9 Y G O O D
5 0 2 5 -0 1 6 2632 N 9 9 .8 4 4 0 .0 0 1 1 1 2 0 .2 1 5 3 8 5 26 15 2 .9 2 7 7 0 N G O O D
5 0 2 8 -0 4 7 2685 N 9 9 .431 0 .0 0 2 1 4 6 0 .2 0 4 8 1 9 27 14 2 .8 8 0 9 0 N G O O D
5 0 3 9 -0 1 3 3730 N 9 8 .7 5 3 0 .0 4 9 2 1 8 0 .2 3 5 2 9 4 24 11 1 .71573 N G O O D
5039-041 1528 N 9 8 .9 1 9 0 .0 0 6 2 3 4 0 .1 3 1 3 1 3 23 14 1 .9 0 5 2 4 N G O O D
5 0 4 3 -0 5 9 2769 N 9 9 .4 5 7 0 .0 0 0 0 0 0 0 .3 3 3 3 3 3 21 14 2 .7 2 8 0 8 N G O O D
5 0 4 5 -0 7 4 2312 Y 9 8 .4 8 5 0 .0 0 2 5 6 1 0 .2 8 5 7 1 4 21 12 2 .9 6 0 3 1 Y G O O D
5 0 5 0 -0 5 4 106 N 9 9 .561 0 .0 0 0 0 0 0 0 .0 2 8 9 8 6 25 53 2 .6 5 0 0 0 Y G O O D
5 0 6 4 -0 3 0 41 3 8 N 9 6 .9 7 5 0 .0 1 1 4 0 2 0 .4 6 8 0 8 5 18 10 2 .7 7 5 3 2 N G O O D
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50 6 5 -0 4 1 1022 Y 9 7 .7 6 2 0 .0 0 2 8 0 9 0 .2 5 0 0 0 0 21 18 2 .8 7 0 7 9 Y G O O D
5 0 6 7 -0 0 7 1234 Y 9 9 .5 1 5 0 .0 0 0 0 0 0 0 .1 5 1 7 8 6 26 14 2 .0 3 6 3 0 Y G O O D
5 0 6 9 -0 2 2 1663 N 9 9 .6 4 6 0 .0 0 1 9 4 2 0 .3 0 8 8 2 4 21 14 3 .2 2 9 1 3 N G O O D
5 0 7 4 -0 5 2 77 N 9 7 .7 5 3 0 .0 0 0 0 0 0 0 .0 3 2 9 6 7 28 76 3 .3 4 7 8 3 Y G O O D
5 0 8 1 -0 3 7 2458 N 9 9 .6 7 0 0 .0 0 6 5 4 3 0 .2 7 3 9 7 3 21 12 2 .6 8 0 4 8 N G O O D
5 0 8 6 -0 7 2 1321 Y 9 5 .9 9 6 0 .0 0 7 7 8 2 0 .1 5 1 5 1 5 19 13 2 .5 7 0 0 4 Y G O O D
5 0 9 2 -0 5 7 1721 N 8 7 .0 7 9 0 .1 0 7 5 2 7 0 .8 1 0 8 1 1 16 13 3 .7 0 1 0 8 12 N B A D
5 0 9 9 -0 6 8 880 Y 9 6 .9 2 8 0 .0 5 5 0 7 2 0 .0 2 9 7 7 7 65 22 2 .5 5 0 7 2 3 Y B A D
5 1 0 3 -0 2 0 1392 Y 9 9 .5 2 6 0 .0 0 1 8 8 0 0 .2 3 0 7 6 9 26 16 2 .6 1 6 5 4 Y G O O D
5 1 0 7 -0 3 3 2 N 100 .0 0 0 0 .0 0 0 0 0 0 0 .0 0 0 0 0 0 32 37 1 .00000 4 Y B A D
51 0 9 -0 0 1 1980 Y 9 7 .6 4 3 0 .0 0 5 4 7 9 0 .3 4 9 3 9 8 27 21 2 .7 1 2 3 3 Y G O O D
5 1 1 2 -0 9 7 68 N 5 3 .5 2 6 0 .5 1 3 5 1 4 0 .0 1 4 4 9 3 25 24 0 .9 1 8 9 2 1 Y B A D
5 1 12-101 71 N 9 4 .8 7 2 0 .1 3 3 3 3 3 0 .0 5 2 6 3 2 14 42 2 .3 6 6 6 7 1 Y B A D
5 1 2 6 -0 0 2 5159 N 98 .811 0 .1 9 4 5 7 9 0 .3 9 2 1 5 7 18 9 1 .91571 1 N B A D
5 1 2 9 -0 2 2 1957 N 9 7 .9 2 2 0 .0 0 5 8 1 4 0 .4 0 3 8 4 6 20 18 2 .8 4 4 4 8 N G O O D
5 1 3 8 -0 2 5 1642 N 9 9 .4 3 7 0 .0 1 1 3 9 2 0 .1 8 6 6 6 7 24 13 2 .0 7 8 4 8 N G O O D
5 1 3 8 -0 4 4 1595 N 9 9 .7 0 0 0 .0 1 1 3 3 1 0 .2 6 6 6 6 7 24 16 2 .2 5 9 2 1 N G O O D
5 1 4 0 -0 4 0 847 Y 9 8 .5 7 4 0 .0 0 0 0 0 0 0 .1 9 2 3 0 8 24 23 3 .0 5 7 7 6 Y G O O D
5 1 4 6 -0 1 4 67 N 8 9 .7 2 6 0 .0 2 6 3 1 6 0 .0 7 8 1 2 5 22 62 1 .76316 Y G O O D
5 1 7 1 -0 1 8 4342 N 9 8 .6 7 5 0 .0 0 0 6 4 1 0 .7 5 8 6 2 1 17 10 2 .7 8 1 5 5 2 N B A D
5 1 7 9 -0 0 7 1994 N 9 6 .4 7 5 0 .0 5 4 5 8 8 0 .4 4 6 1 5 4 21 12 2 .3 1 5 9 1 N G O O D
5 1 8 2 -0 7 8 1374 Y 9 5 .2 7 0 0 .0 0 0 0 0 0 0 .2 1 5 6 8 6 22 17 3 .6 8 3 6 5 Y G O O D
5 1 84-131 1368 N 9 8 .9 9 0 0 .0 1 4 4 6 3 0 .3 2 0 7 5 5 22 15 2 .8 2 6 4 5 N G O O D
5 1 8 4 -1 7 2 1249 N 9 8 .8 6 4 0 .0 2 2 3 7 1 0 .3 5 8 4 9 1 22 13 2 .7 9 4 1 8 N G O O D
5 1 8 4 -4 0 4 741 N 6 8 .5 1 7 0 .1 6 0 5 1 7 0 .2 3 1 4 8 1 28 23 1 .36716 1 N B A D
51 84-421 1356 N 9 8 .4 5 6 0 .0 1 1 6 8 6 0 .2 6 4 3 6 8 24 16 2 .2 6 3 7 7 N G O O D
5 1 9 2 -0 8 9 1544 Y 9 9 .2 0 3 0 .0 0 7 0 1 8 0 .1 6 6 6 6 7 25 15 2 .7 0 8 7 7 Y G O O D
5 1 9 5 -0 5 4 869 Y 9 8 .8 1 5 0 .0 2 8 5 7 1 0 .1 4 2 8 5 7 25 18 2 .2 5 7 1 4 Y G O O D
5 1 9 5 -0 7 7 541 Y 9 7 .6 4 9 0 .0 1 0 5 2 6 0 .1 1 3 8 2 1 30 30 2 .8 4 7 3 7 Y G O O D
5 1 9 5 -1 0 2 2150 N 9 9 .8 9 6 0 .0 0 1 2 9 5 0 .2 2 2 2 2 2 22 13 2 .7 8 4 9 7 N G O O D
5 2 1 0 -0 0 3 1178 N 9 9 .4 0 1 0 .0 1 2 1 2 1 0 .2 1 8 1 8 2 22 15 2 .3 7 9 8 0 N G O O D
5 2 4 5 -0 3 6 1662 N 9 9 .8 6 8 0 .0 0 0 0 0 0 0 .2 9 4 1 1 8 21 12 2 .6 7 2 0 3 N G O O D
5 2 4 5 -0 9 3 1819 N 9 9 .5 8 0 0 .0 0 0 0 0 0 0 .2 5 0 0 0 0 21 12 2 .5 1 2 4 3 N G O O D
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5 2 5 2-009 1216 Y 9 3 .9 6 0 0 .0 0 4 4 2 5 0 .2 9 7 2 9 7 26 18 2 .6 9 0 2 7 Y G O O D
5253-042 22 N 9 6 .1 5 4 0.000000 0.000000 58 220 2 .7 5 0 0 0 3 Y B A D
5 2 65-137 1649 Y 9 0 .9 2 2 0.052301 0 .1 6 3 9 3 4 21 15 3 .4 4 9 7 9 Y G O O D
5279-013 4 N 0.000 0.000000 0.000000 23 121 4 .0 0 0 0 0 Y G O O D
5303-003 2387 Y 9 8 .8 2 2 0 .019231 0 .4 1 9 7 5 3 22 12 2 .4 1 5 9 9 Y G O O D
5 3 14-020 2537 N 9 8 .8 4 5 0 .0 1 0 4 7 6 0 .2 1 5 3 8 5 20 11 2 .4 1 6 1 9 N G O O D
5324-011 355 9 N 9 9 .6 5 6 0 .0 0 0 7 3 8 0 .3 0 6 6 6 7 24 13 2 .6 2 6 5 7 N G O O D
5338-022 2670 N 9 9 .3 5 9 0 .0 0 5 8 2 5 0 .3 4 6 1 5 4 19 10 2 .5 9 2 2 3 N G O O D
5347-145 2293 Y 8 2 .0 2 6 0 .0 2 2 8 6 3 0 .0 9 4 1 1 8 29 9 2 .2 7 9 3 2 Y G O O D
53 51-009 1981 N 9 9 .6 3 7 0 .0 1 2 7 8 4 0 .1 7 3 3 3 3 24 12 2 .8 1 3 9 2 N G O O D
5363-009 1243 N 9 7 .7 6 1 0 .0 0 2 2 1 2 0 .3 9 0 6 2 5 22 11 2 .7 5 0 0 0 N G O O D
5365-013 3185 N 9 9 .2 5 2 0 .0 0 2 8 4 9 0 .3 5 2 9 4 1 21 12 3 .0 2 4 6 9 N G O O D
53 67-007 2875 Y 8 4 .2 4 2 0 .1 0 3 8 9 6 0 .8 3 3 3 3 3 12 18 9 .3 3 4 4 2 12 Y B A D
5378-013 1980 N 9 9 .8 5 2 0 .0 0 3 3 8 6 0 .1 3 7 9 3 1 24 12 2 .2 3 4 7 6 N G O O D
5378-099 77 N 9 8 .9 8 0 0 .0 3 1 2 5 0 0 .0 3 4 7 8 3 27 74 2 .4 0 6 2 5 Y G O O D
5380-020 1423 N 9 9 .5 9 9 0 .0 0 1 9 0 8 0 .2 9 6 8 7 5 22 13 2 .7 1 5 6 5 N G O O D
5380-053 1247 Y 9 8 .7 8 6 0.000000 0 .3 4 5 4 5 5 22 21 3 .4 1 6 4 4 Y G O O D
5384-005 212 N 9 8 .2 4 6 0 .0 1 3 5 1 4 0 .1 1 7 6 4 7 24 33 2 .8 6 4 8 6 N G O O D
5384-122 22 N 8 2 .1 4 3 0 .1 5 3 8 4 6 0 .0 0 3 9 5 3 48 86 1.69231 1 3 Y B A D
5385-003 844 Y 9 9 .0 2 4 0.000000 0 .0 9 0 9 0 9 26 23 2 .6 4 5 7 7 Y G O O D
5385-373 13 N 9 6 .6 6 7 0.000000 0 .0 1 5 6 2 5 22 69 2 .1 6 6 6 7 Y G O O D
5385-491 13 N 100 .0 0 0 0.000000 0 .0 1 4 7 0 6 21 64 1 .85714 Y G O O D
5394-028 1564 N 9 8 .9 1 9 0 .0 8 0 3 8 6 0 .2 7 2 7 2 7 27 12 2 .5 1 4 4 7 N G O O D
5408-004 2556 Y 9 9 .1 1 3 0 .0 0 0 0 0 0 0 .1 1 5 3 8 5 20 14 4 .6 5 5 7 4 Y G O O D
5412-028 956 Y 9 7 .2 1 2 0 .002941 0 .2 1 6 4 9 5 24 23 2 .8 1 1 7 6 Y G O O D
5415-006 1477 Y 9 7 .8 2 3 0.000000 0 .1 2 9 6 3 0 21 26 3 .9 2 8 1 9 Y G O O D
5417-003 272 N 9 8 .4 7 6 0.000000 0 .0 8 6 4 2 0 25 61 3 .1 6 2 7 9 N G O O D
5424-007 255 N 4 4 .4 8 1 0 .2 8 5 7 1 4 0 .9 2 3 0 7 7 10 186 18 .21429 12 N B A D
5435-166 31 6 6 Y 9 4 .7 0 9 0 .0 1 4 5 8 7 0 .8 0 4 8 7 8 18 16 5 .1 3 1 2 8 2 Y B A D
5449-105 744 Y 9 8 .7 4 2 0.000000 0 .0 6 5 7 8 9 34 28 3 .4 1 2 8 4 Y G O O D
5455-024 2261 N 9 8 .2 6 5 0 .0 0 1 3 6 4 0 .5 8 1 3 9 5 19 12 3 .0 8 4 5 8 N G O O D
5460-011 2950 N 9 6 .1 4 2 0 .0 0 2 6 7 7 0 .7 5 8 6 2 1 17 11 3 .9 4 9 1 3 2 N B A D
5471-022 2506 N 9 9 .6 8 2 0 .0 0 4 0 8 2 0 .2 2 9 5 0 8 21 10 2 .5 5 7 1 4 N G O O D
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54 8 0 -0 0 4 6 5 4 0 N 9 8 .450 0 .1 2 0 0 7 7 0 .6 8 9 6 5 5 17 6 2 .0 9 4 1 4 1 N B A D
5 4 8 2 -0 3 0 200 0 N 97.851 0 .0 0 7 5 7 6 0 .5 4 1 6 6 7 21 10 3 .0 3 0 3 0 N G O O D
5 4 8 2 -0 3 8 1741 N 93.521 0 .0 1 6 7 3 6 0 .6 0 4 1 6 7 20 12 3 .6 4 2 2 6 N G O O D
5 4 8 7 -0 4 4 340 0 N 99.441 0.000000 0 .4 4 1 8 6 0 19 13 2 .8 8 6 2 5 N G O O D
5 4 8 7 -0 9 5 218 7 N 9 9 .099 0.000000 0 .3 8 2 3 5 3 18 13 2 .9 9 5 8 9 N G O O D
5 4 8 7 -2 1 9 204 8 N 9 9 .3 0 7 0 .0 0 7 7 4 2 0 .3 1 2 5 0 0 20 14 2 .6 4 2 5 8 N G O O D
5 4 8 7 -5 1 4 222 5 N 9 9 .3 5 9 0.000000 0 .3 2 5 5 8 1 19 12 2 .6 8 0 7 2 N G O O D
54 8 7 -6 4 1 2 3 3 7 N 99.541 0.000000 0 .3 0 2 3 2 6 19 13 2 .7 3 3 3 3 N G O O D
5 4 8 9 -0 0 6 1246 N 9 9 .396 0 .0 3 3 3 9 5 0 .3 2 6 9 2 3 20 17 2 .3 1 1 6 9 N G O O D
5 4 9 9 -0 1 7 495 N 9 5 .988 0.000000 0 .3 1 0 3 4 5 17 16 2 .9 6 4 0 7 N G O O D
55 1 5 -0 1 1 265 6 Y 9 8 .853 0 .0 0 4 3 0 1 0 .1 7 1 0 5 3 26 14 2 .8 5 5 9 1 Y G O O D
5 5 1 8 -0 0 2 228 9 N 9 8 .324 0 .0 0 3 6 7 6 0 .5 4 5 4 5 5 22 14 2 .8 0 5 1 5 N G O O D
5 5 7 5 -1 1 2 733 Y 97 .528 0 .0 0 0 0 0 0 0.000000 28 24 2 .1 3 7 0 3 Y G O O D
5 5 7 8 -0 1 3 105 N 9 8 .305 0.000000 0 .0 4 1 6 6 7 21 74 3 .1 8 1 8 2 Y G O O D
5 5 8 8 -0 3 6 205 N 9 2 .469 0 .0 1 4 2 8 6 0 .0 5 0 0 0 0 24 52 2 .9 2 8 5 7 N G O O D
5 5 9 2 -0 1 2 5 3 5 6 Y 91 .175 0 .0 0 7 0 3 6 0 .7 9 4 1 1 8 18 16 4 .7 1 0 6 4 2 Y B A D
5 5 9 3 -0 6 0 1208 Y 9 7 .348 0 .0 1 1 1 1 1 0 .3 5 8 4 9 1 18 12 2 .6 8 4 4 4 Y G O O D
5 6 1 1 -0 0 7 308 3 Y 9 2 .889 0 .0 0 1 3 8 9 0 .4 8 9 3 6 2 18 14 4 .2 8 1 9 4 Y G O O D
5 6 1 1 -0 1 0 256 9 Y 9 7 .8 6 6 0 .0 0 9 0 7 0 0 .3 4 4 2 6 2 21 15 2 .9 1 2 7 0 Y G O O D
5 6 1 1 -0 1 3 320 6 Y 97 .866 0 .0 1 2 0 7 9 0 .6 7 6 4 7 1 21 14 2 .7 6 6 1 8 Y G O O D
5 6 2 4 -0 0 2 188 N 95 .602 0.111111 0 .1 6 3 9 3 4 20 46 2 .3 2 0 9 9 1 Y B A D
5 6 2 9 -0 0 6 1757 N 8 8 .354 0 .0 2 1 6 3 1 0 .7 5 9 2 5 9 21 15 2 .9 2 3 4 6 2 N B A D
5 6 4 8 -0 0 7 1189 N 9 8 .548 0 .0 0 8 6 0 2 0 .3 2 3 5 2 9 21 23 2 .5 5 6 9 9 N G O O D
5 6 5 0 -0 0 2 1617 N 9 9 .533 0 .0 0 1 3 8 7 0 .2 8 1 2 5 0 15 8 2 .2 4 2 7 2 N G O O D
5 6 5 0 -0 4 4 219 7 N 9 9 .746 0 .0 1 0 9 5 9 0 .2 0 8 3 3 3 22 12 3 .0 0 9 5 9 N G O O D
5 6 5 5 -0 2 6 162 N 9 8 .619 0.000000 0 .1 1 4 7 5 4 20 42 3 .1 7 6 4 7 Y G O O D
56 5 7 -0 1 1 22 N 9 2 .0 0 0 0.000000 0 .0 5 5 5 5 6 20 83 3 .1 4 2 8 6 Y G O O D
5 6 6 5 -0 0 8 277 0 N 92.311 0 .0 0 2 6 6 0 0 .7 3 6 8 4 2 19 20 7 .3 6 7 0 2 2 N B A D
5 6 6 8-041 2 2 0 0 N 9 9 .698 0.000000 0 .1 6 6 6 6 7 22 12 2 .7 3 9 7 3 N G O O D
5 6 7 7 -0 1 8 543 N 9 9 .840 0.000000 0 .1 4 8 1 4 8 22 17 2 .3 9 2 0 7 N G O O D
5 6 7 7 -0 2 0 1449 N 99 .911 0.000000 0 .1 8 5 1 8 5 23 13 2 .3 4 8 4 6 N G O O D
5 6 7 8 -0 8 4 754 N 9 8 .705 0 .0 0 4 3 2 9 0 .2 9 4 1 1 8 18 20 3 .2 6 4 0 7 N G O O D
5 6 8 0 -0 3 5 1575 Y 9 9 .309 0 .0 0 2 7 8 9 0 .1 6 3 9 3 4 20 14 2 .1 9 6 6 5 Y G O O D
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5 6 8 0 -4 9 3 2256 N 9 9 .7 8 5 0 .0 0 3 5 5 5 0 .3 2 7 8 6 9 21 13 2 .6 7 2 9 9 N G O O D
5 7 1 2 -0 4 2 2288 N 9 7 .0 8 8 0 .0 0 0 0 0 0 0 .5 6 4 5 1 6 22 12 2 .9 9 4 7 6 N G O O D
5 7 1 3 -1 3 7 1929 N 9 9 .0 4 9 0 .1 7 7 1 9 8 0 .3 9 1 3 0 4 19 10 2 .6 4 9 7 3 1 N B A D
5 7 1 3 -1 6 0 2670 N 9 8 .9 7 7 0 .0 4 2 0 4 2 0 .3 9 5 3 4 9 19 10 2 .6 7 2 6 7 N G O O D
5 7 1 3 -2 4 6 2639 N 9 8 .9 8 8 0 .0 4 8 5 4 4 0 .4 8 8 3 7 2 19 10 2 .8 4 6 8 2 N G O O D
57 15-181 2018 N 9 4 .3 9 5 0 .0 8 0 9 1 6 0 .5 1 2 1 9 5 18 12 3 .0 8 0 9 2 N G O O D
5 7 1 9 -0 0 4 4431 N 9 8 .9 3 7 0 .1 5 5 2 9 0 0 .509091 22 10 2 .5 2 0 4 8 1 N B A D
57 2 1 -0 2 1 2580 N 9 9 .3 7 8 0 .0 2 6 7 3 3 0 .2 5 0 0 0 0 21 12 2 .5 5 4 4 6 N G O O D
5 7 2 7 -0 9 6 472 Y 8 7 .201 0 .1 5 8 9 4 0 0 .212121 27 79 1.56291 1 Y B A D
5 7 2 7 -1 0 5 359 Y 8 8 .3 1 0 0 .1 7 2 6 9 1 0 .1 45161 27 97 1 .44177 1 4 Y B A D
5 7 2 7 -1 0 9 312 Y 9 2 .4 8 9 0 .1 9 8 2 3 8 0 .1 2 6 1 2 6 28 75 1 .37445 1 4 Y B A D
5 7 3 0 -0 2 4 2840 N 9 5 .7 3 3 0 .0 9 1 4 6 3 0 .604651 19 12 2 .8 8 6 1 8 N G O O D
5 7 3 8 -0 0 2 4963 N 9 9 .2 4 9 0 .0 0 6 7 0 1 0 .4 4 2 6 2 3 20 11 2 .5 5 8 2 5 N G O O D
57 52-021 2112 N 8 6 .3 8 5 0 .2 3 6 3 6 4 0 .6 8 9 6 5 5 17 10 3 .8 4 0 0 0 1 N B A D
5 7 7 0 -0 3 4 3 N 100 .0 0 0 0 .0 0 0 0 0 0 0 .0 0 0 0 0 0 32 115 3 .0 0 0 0 0 Y G O O D
57 8 4 -0 0 1 2978 N 9 7 .9 6 8 0 .1 2 7 9 4 3 0 .4 1 9 3 5 5 23 14 3 .0 4 8 1 1 1 N B A D
5 7 8 4 -0 0 6 2652 N 9 9 .2 3 3 0 .1 5 4 7 4 6 0 .3 7 0 9 6 8 22 14 3 .4 4 8 6 3 1 N B A D
5 8 0 4 -0 9 3 552 N 100 .000 0 .0 0 0 0 0 0 0 .1 0 5 2 6 3 26 20 2 .6 6 6 6 7 N G O O D
58 0 5 -0 0 3 30 N 9 4 .1 1 8 0 .0 0 0 0 0 0 0 .0 0 0 0 0 0 63 232 3 .3 3 3 3 3 3 Y B A D
5 8 0 9 -0 0 3 2898 Y 9 7 .1 7 2 0 .0 1 6 4 2 3 0 .1 5 7 8 9 5 12 11 5 .2 8 8 3 2 Y G O O D
5 8 0 9 -0 4 9 88 N 8 0 .1 1 4 0 .1 1 1 1 1 1 0 .1 5 6 8 6 3 18 63 2 .4 4 4 4 4 1 Y B A D
5 8 1 6 -0 2 9 1771 N 9 8 .8 1 7 0 .2 2 5 1 2 2 0 .4 0 3 8 4 6 21 11 2 .8 8 9 0 7 1 N B A D
5 8 1 6 -1 1 5 284 N 8 8 .5 7 6 0 .4 7 8 7 2 3 0 .2 4 1 3 7 9 17 25 3 .0 2 1 2 8 1 N B A D
5 8 2 0 -0 9 5 86 N 100 .000 0 .0 0 0 0 0 0 0 .0 0 7 8 1 2 32 85 2 .4 5 7 1 4 Y G O O D
5 8 3 0 -0 1 8 1440 N 9 8 .2 7 3 0 .0 0 8 8 1 1 0 .2 2 8 9 1 6 27 14 3 .1 7 1 8 1 N G O O D
58 3 0 -1 4 4 1325 Y 9 8 .0 8 9 0 .0 0 0 0 0 0 0 .1 6 0 0 0 0 24 21 2 .1 2 3 4 0 Y G O O D
5 8 3 0 -1 5 8 1222 Y 9 4 .6 0 7 0 .0 0 4 6 0 8 0 .2 2 2 2 2 2 23 20 1 .87711 Y G O O D
5 8 3 0 -1 6 4 1250 Y 9 6 .8 1 3 0 .0 0 0 0 0 0 0 .1 6 6 6 6 7 23 21 2 .3 9 4 6 4 Y G O O D
5 8 3 0 -2 4 0 1052 Y 8 8 .4 3 5 0 .0 0 6 9 2 8 0 .2 9 5 0 8 2 21 23 2 .4 2 9 5 6 Y G O O D
5 8 3 6 -0 8 2 6966 N 9 6 .9 5 2 0 .0 4 5 6 9 4 0 .6 7 5 6 7 6 15 7 1.92911 N G O O D
5 8 3 6 -1 7 5 6982 N 9 7 .6 4 4 0 .0 8 0 9 8 2 0 .6 4 8 6 4 9 15 6 1 .82393 N G O O D
58 3 7 -0 4 1 2389 N 9 9 .4 4 0 0 .0 0 4 5 3 5 0 .1 1 5 9 4 2 25 14 2 .7 0 8 6 2 N G O O D
5 8 4 2 -0 6 0 2199 N 9 2 .7 4 0 0 .2 5 8 4 4 6 0 .4 1 6 6 6 7 20 13 3 .7 1 4 5 3 1 N B A D
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58 5 6 -0 2 6 1388 Y 4 3 .8 6 0 0 .2 4 0 7 4 1 0 .8 8 8 8 8 9 12 124 2 5 .7 0 3 7 0 12 Y B A D
58 6 0 -0 1 4 1974 N 8 6 .1 1 4 0 .0 1 5 3 0 6 0 .8 6 2 7 4 5 18 17 5 .0 3 5 7 1 2 N B A D
5 8 7 1 -0 0 3 155 N 9 6 .6 2 9 0 .0 4 0 5 4 1 0 .0 4 5 2 2 6 39 50 2 .0 9 4 5 9 Y G O O D
5 8 78-001 5421 N 8 2 .5 2 5 0 .0 0 3 7 7 4 0 .8 8 8 8 8 9 15 30 2 0 .4 5 6 6 0 2 N B A D
5 8 8 1 -2 7 4 1722 N 9 7 .8 9 0 0 .0 0 1 8 8 7 0 .5 7 6 9 2 3 20 26 3 .2 4 9 0 6 N G O O D
5916-021 67 N 9 5 .8 3 3 0 .0 0 0 0 0 0 0 .0 9 8 7 6 5 22 72 3 .0 4 5 4 5 Y G O O D
59 1 6 -2 6 6 2277 N 9 8 .4 5 6 0 .0 0 0 0 0 0 0 .1 7 2 8 4 0 25 13 2 .7 6 0 0 0 N G O O D
5 9 1 6 -3 1 8 2381 N 9 8 .9 8 0 0 .0 0 1 1 9 3 0 .3 6 7 8 1 6 24 13 2 .8 4 1 2 9 N G O O D
5 9 2 0 -0 4 6 84 N 9 8 .0 9 5 0 .0 0 0 0 0 0 0 .0 1 8 5 1 9 28 42 1 .75000 Y G O O D
59 2 1 -0 7 1 1361 Y 9 3 .9 1 2 0 .0 1 0 8 8 9 0 .2 9 6 2 9 6 21 15 2 .4 7 0 0 5 Y G O O D
5 9 2 2 -0 8 6 1613 N 9 9 .6 5 7 0 .0 0 1 8 0 2 0.236111 22 13 2 .9 0 6 3 1 N G O O D
59 2 5 -0 2 5 2854 Y 9 3 .1 9 3 0 .0 7 3 1 2 0 0 .4 7 2 7 2 7 22 15 2 .9 3 9 2 4 Y G O O D
59 26-001 183 N 8 0 .8 1 9 0 .0 6 6 6 6 7 0 .1 8 4 7 1 3 33 38 2 .0 3 3 3 3 Y G O O D
5 9 3 5 -1 4 9 851 Y 9 5 .8 2 9 0 .0 0 5 9 7 0 0 .1 5 1 5 1 5 26 27 2 .5 4 0 3 0 Y G O O D
5 9 4 5 -0 1 3 2163 N 9 9 .7 8 9 0 .0 0 7 9 2 6 0 .2 7 9 4 1 2 21 16 2 .8 5 7 3 3 N G O O D
59 4 5 -0 5 8 2741 N 9 9 .8 3 5 0 .0 0 0 0 0 0 0 .2 7 9 4 1 2 21 14 2 .7 7 9 9 2 N G O O D
5946-031 1150 N 9 7 .5 8 9 0 .0 8 8 5 7 8 0 .2 9 7 8 7 2 26 13 2 .6 8 0 6 5 N G O O D
5 9 4 6 -2 0 5 599 N 9 5 .3 0 8 0 .0 7 8 6 0 3 0 .3 4 0 4 2 6 26 21 2 .6 1 5 7 2 N G O O D
5 9 5 1 -0 0 9 6518 N 9 5 .7 2 4 0 .2 1 8 8 3 2 0 .6 3 0 4 3 5 19 8 2 .1 3 8 4 5 1 N B A D
5 9 5 1 -0 1 9 6585 N 9 8 .0 0 1 0 .1 2 5 0 8 2 0 .6 1 5 3 8 5 2 0 8 2 .1 5 0 5 6 1 N B A D
5 9 5 2 -0 0 7 2269 N 9 9 .5 2 4 0 .0 1 3 1 8 7 0 .1 5 6 8 6 3 29 11 2 .4 9 3 4 1 N G O O D
5 9 5 4-061 652 N 9 8 .4 3 0 0 .0 2 3 5 6 9 0 .1 4 7 7 2 7 25 20 2 .1 9 5 2 9 N G O O D
5 9 5 5 -1 0 3 2094 Y 9 8 .6 4 5 0 .0 1 6 3 7 1 0 .2 6 5 6 2 5 24 16 2 .8 5 6 7 5 Y G O O D
5 9 5 9 -0 9 4 277 N 9 8 .4 0 6 0 .0 1 1 4 2 9 0 .0 7 1 4 2 9 25 19 1 .58286 N G O O D
5 9 6 4 -0 5 4 1437 N 9 8 .5 6 4 0 .0 5 1 0 7 5 0 .4 2 4 6 5 8 21 10 1 .93145 N G O O D
5 9 6 4-211 2271 N 9 9 .7 4 0 0 .0 0 1 9 5 7 0 .3 0 7 6 9 2 21 10 2 .2 2 2 1 1 N G O O D
5 9 6 5 -0 9 2 1801 N 9 7 .2 5 9 0 .0 0 5 2 6 3 0 .4 3 0 5 5 6 22 14 2 .3 6 9 7 4 N G O O D
5 9 6 5 -1 3 3 1697 N 98 .651 0 .0 0 8 6 7 7 0 .2 1 8 7 5 0 22 12 1 .84056 N G O O D
59 6 7 -0 9 3 2161 N 9 9 .851 0 .0 0 9 8 1 6 0 .2 5 0 0 0 0 22 13 2 .6 5 1 5 3 N G O O D
5 9 7 5 -1 0 2 1248 N 9 8 .9 2 5 0 .0 2 4 6 0 9 0 .3 6 4 5 8 3 25 18 2 .7 9 1 9 5 N G O O D
5 9 9 2 -0 9 9 2274 N 9 9 .5 7 5 0 .0 1 1 4 5 5 0 .3 2 8 7 6 7 21 15 2 .6 0 4 8 1 N G O O D
6 0 0 8 -0 0 6 348 N 9 6 .6 4 9 0 .0 0 0 0 0 0 0 .0 5 4 9 8 3 45 50 2 .6 7 6 9 2 3 N B A D
6 0 0 8 -0 1 4 262 Y 9 1 .1 2 9 0 .0 4 0 0 0 0 0 .0 2 7 5 1 2 70 49 2 .6 2 0 0 0 3 Y B A D
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6 0 0 8 -0 3 8 68 Y 9 8 .6 8 4 0 .0 0 0 0 0 0 0 .0 0 3 7 0 4 68 68 2 .6 1 5 3 8 3 Y B A D
6 0 9 0 -0 1 8 411 N 9 8 .4 0 4 0 .0 1 4 9 2 5 0 .0 5 0 0 0 0 57 43 3 .06716 3 N B A D
6 1 6 8 -0 0 2 161 N 9 7 .6 3 2 0 .0 0 0 0 0 0 0 .0 2 2 2 2 2 28 38 3 .57778 Y G O O D
6 1 7 7 -0 5 4 1116 N 9 9 .3 0 3 0 .0 02841 0 .2 6 2 6 2 6 27 28 3 .17045 N G O O D
6 2 7 2 -0 6 8 1410 N 8 3 .6 1 7 0 .0 0 0 0 0 0 0 .8 0 4 3 4 8 19 24 5 .5 7 3 1 2 2 N B A D
6 2 8 6 -0 1 3 1133 Y 9 9 .0 8 8 0 .0 0 5 3 0 5 0 .1 7 5 8 2 4 30 22 3 .00531 Y G O O D
6 2 94-061 61 N 9 7 .1 4 3 0 .0 0 0 0 0 0 0 .0 3 0 3 0 3 25 86 2 .6 5 2 1 7 Y G O O D
6 2 9 4 -1 1 8 1669 Y 9 9 .6 5 4 0 .0 1 7 5 7 2 0 .2 3 3 3 3 3 26 17 2 .66613 Y G O O D
6 2 9 4 -1 4 5 1280 N 9 9 .6 7 5 0 .0 0 7 2 4 6 0 .1 3 6 9 8 6 25 18 3 .09179 N G O O D
6 3 1 0 -0 0 7 202 N 9 6 .3 3 0 0 .0 17241 0 .0 3 8 3 3 9 49 61 3 .4 8 2 7 6 3 N B A D
6 3 4 6 -0 5 6 157 N 8 3 .7 8 4 0 .1 3 5 1 3 5 0 .1 5 6 2 5 0 22 33 2 .1 2 1 6 2 1 Y B A D
6 3 4 7 -1 1 2 1732 Y 5 1 .0 9 2 0 .0 3 6 5 8 5 0 .0 0 0 0 0 0 16 49 10.56098 Y G O O D
6 4 7 7 -0 0 4 183 N 100 .000 0 .0 0 0 0 0 0 0 .0 1 3 1 5 8 26 44 3 .0 0 0 0 0 Y G O O D
6 4 7 8 -0 1 7 256 N 9 9 .6 5 6 0 .0 0 0 0 0 0 0 .0 5 7 9 7 1 25 48 2 .9 0 9 0 9 N G O O D
6 4 7 8-021 2105 N 9 9 .3 7 3 0 .2 5 6 2 7 0 0 .1 3 0 4 3 5 25 12 2 .29553 1 N B A D
6 5 0 4 -0 1 8 279 Y 9 8 .4 8 5 0 .0 2 8 0 3 7 0 .0 4 4 0 6 8 47 37 2 .60748 3 Y B A D
6 5 0 4 -0 2 5 622 N 9 8 .2 1 7 0 .0 1 9 8 0 2 0 .0 5 4 7 9 5 41 25 3.07921 3 N B A D
6 5 4 4 -0 0 8 800 N 9 5 .7 7 0 0 .0 8 5 4 7 0 0 .1 2 7 3 8 9 33 30 3 .4 1 8 8 0 N G O O D
6 5 46-011 429 Y 8 8 .2 2 3 0 .0 0 0 0 0 0 0 .3 3 3 3 3 3 23 51 4 .3 7 7 5 5 Y G O O D
6 5 4 6 -0 1 6 238 Y 9 0 .6 6 9 0 .0 0 0 0 0 0 0 .1 7 2 4 1 4 31 65 3 .40000 Y G O O D
6 5 6 0 -0 0 2 809 N 9 8 .1 6 0 0 .0 0 0 0 0 0 0 .1 0 3 4 4 8 24 14 1.86836 N G O O D
6 5 7 5 -0 0 7 2204 Y 9 9 .3 9 9 0 .0 1 1 5 1 6 0 .3 0 5 0 8 5 19 14 4 .23033 Y G O O D
6 5 7 7 -0 2 0 1283 Y 9 9 .4 3 9 0 .0 0 5 4 7 9 0 .1 6 8 2 2 4 26 17 3 .5 1 5 0 7 Y G O O D
6 5 7 7 -0 4 0 2950 N 9 9 .6 7 9 0 .0 0 3 9 7 6 0 .3 4 7 2 2 2 22 12 2 .93241 N G O O D
6 5 80-011 54 N 100 .000 0 .0 0 0 0 0 0 0 .0 1 1 4 9 4 24 65 2 .0 0 0 0 0 Y G O O D
6 5 8 0 -0 1 8 1731 Y 99 .751 0 .0 0 4 0 7 6 0 .1 3 4 6 1 5 24 15 2 .35190 Y G O O D
6 5 8 0 -0 4 0 2551 N 9 9 .7 6 0 0 .0 0 3 8 9 9 0 .2 4 4 4 4 4 23 12 2 .48635 N G O O D
6 5 8 0-091 1129 Y 9 9 .1 3 5 0 .0 0 8 7 7 2 0 .1 7 6 4 7 1 24 20 2 .47588 Y G O O D
6 5 8 3 -0 5 5 676 Y 9 7 .1 7 2 0 .0 2 9 1 2 6 0 .0 4 5 7 5 2 38 24 2 .18770 Y G O O D
65 8 5 -0 2 5 2067 N 9 9 .4 7 7 0 .0 0 2 1 6 5 0 .2 1 1 1 1 1 23 10 2.23701 N G O O D
6 5 8 5 -2 3 2 2225 N 9 9 .8 0 9 0 .0 0 2 2 2 0 0 .2 2 2 2 2 2 23 11 2 .46948 N G O O D
6 5 8 5 -3 8 8 2604 N 9 9 .7 9 0 0 .0 0 0 9 0 6 0 .1 7 7 7 7 8 23 11 2 .35870 N G O O D
6 5 8 5 -5 9 3 1435 Y 9 7 .1 2 6 0 .0 0 4 5 8 7 0 .3 1 4 2 8 6 17 14 3 .29128 Y G O O D
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6 6 5 4 -0 4 9 270 N 9 7 .7 3 5 0 .0 3 4 0 9 1 0 .0 1 6 5 8 8 55 50 3 .0 6 8 1 8 3 N B A D
6 7 1 6 -0 0 5 3007 N 9 8 .3 7 2 0 .0 0 0 9 8 1 0 .5 0 0 0 0 0 23 17 2 .9 5 0 9 3 N G O O D
67 2 0 -0 0 1 273 N 7 2 .4 0 8 0 .2 1 6 4 9 5 0 .0 7 7 6 2 6 40 92 2 .8 1 4 4 3 1 3 N B A D
6 7 2 3 -0 8 6 2393 N 96.781 0 .0 0 4 2 7 4 0 .4 7 1 2 6 4 24 18 2 .5 5 6 6 2 N G O O D
67 9 0 -0 1 1 1674 Y 9 7 .0 1 3 0 .0 6 6 4 5 1 0 .2 8 5 7 1 4 15 11 2 .7 1 3 1 3 Y G O O D
6 8 0 9 -1 3 5 1552 N 9 9 .5 9 0 0 .0 0 1 9 3 1 0 .1 4 2 8 5 7 25 12 1 .4 9 8 0 7 N G O O D
6 8 0 9 -1 6 7 1233 N 9 9 .3 0 2 0 .0 0 3 6 4 5 0 .1 0 4 1 6 7 25 12 1 .4 9 8 1 8 N G O O D
6 8 0 9 -2 3 6 456 N 9 8 .7 6 2 0 .0 0 0 0 0 0 0 .0 5 2 0 8 3 25 20 1 .4 2 0 5 6 N G O O D
6848-001 392 N 9 0 .5 9 0 0 .0 4 8 2 7 6 0 .2 6 2 7 7 4 34 44 2 .7 0 3 4 5 N G O O D
6 9 0 4 -0 0 8 2085 N 9 9 .6 6 2 0 .0 0 6 4 5 7 0 .1 3 0 9 5 2 25 11 1 .68281 N G O O D
6 9 0 5 -0 0 2 2251 N 9 8 .4 1 0 0 .0 7 2 6 6 4 0 .2 5 4 2 3 7 25 13 2 .5 9 6 3 1 N G O O D
6 9 0 7 -0 0 9 1554 N 9 7 .1 2 3 0 .1 1 7 7 5 0 0 .2 6 5 6 2 5 24 17 2 .7 3 1 1 1 1 N B A D
6 9 0 8 -0 0 7 625 N 9 6 .9 3 6 0 .1 2 1 9 5 1 0 .1 3 0 4 3 5 25 19 3 .0 4 8 7 8 1 N B A D
6 9 1 7 -0 0 3 1703 N 9 8 .0 1 9 0 .0 0 8 4 7 5 0 .2 1 8 7 5 0 24 17 2 .8 8 6 4 4 N G O O D
6 9 2 8 -0 0 5 549 N 99.511 0 .0 0 0 0 0 0 0 .0 9 2 5 9 3 21 26 2 .5 5 3 4 9 N G O O D
6 9 5 5 -0 0 5 717 N 9 2 .661 0 .0 1 2 3 9 7 0 .4 4 0 6 7 8 19 18 2 .9 6 2 8 1 N G O O D
Observations:
P ag e lD . Identification code for the page (internal to ISRI).
N C C . Number of connected components.
T . Page contains tables (Y/N).
Acc. Median OCR accuracy as used for the experiment.
W h ite  Speckle. Value of the white speckle factor for the page.
B roken  Zone. Value of the broken zone factor for the page.
M B . Maximum average size (width or height) for black connected components. 
M W . Maximum average size (width or height) for white connected components. 
B /W  R atio . Number of black CC to white CC ratio.
R u les. Rules triggered in case of a “BAD” classification.
R . Page considered a “reject” (Y/N).
C lasA s. Page classified as (GOOD/BAD).
A ppendix B 
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8 0 0 0 -0 1 2 331 9 N 9 3 .0 0 0 0 .4 2 4 1 4 9 0 .8 0 0 0 0 0 15 21 5 .1 3 7 7 7 12 N B A D
8 0 0 0 -0 2 7 566 7 N 9 0 .0 3 0 0 .0 7 5 0 0 0 0 .7 1 4 2 8 6 12 103 7 0 .8 3 7 5 0 2 N B A D
8 0 0 1 -0 4 4 4931 N 9 9 .6 8 0 0 .0 0 1 2 9 2 0 .3 68421 19 14 3 .1 8 5 4 0 N G O O D
8 0 0 1 -0 5 5 56 0 3 N 9 9 .4 2 0 0 .0 0 0 0 0 0 0 .2 2 9 1 6 7 24 15 2 .8 0 8 5 2 N G O O D
8 0 0 2 -0 3 7 941 6 N 9 0 .7 0 0 0 .0 8 9 9 9 2 0 .8 5 7 1 4 3 7 16 7 .3 0 4 8 9 2 N B A D
8 0 0 2 -0 6 0 373 0 N 9 9 .8 3 0 0 .0 0 0 0 0 0 0 .3 4 6 1 5 4 21 14 2 .6 1 5 7 1 N G O O D
8 0 0 3 -0 3 3 219 7 N 9 6 .7 0 0 0 .4 0 6 1 7 9 0 .3 68421 19 10 2 .5 1 3 7 3 1 N B A D
8 0 0 3 -0 7 5 649 8 N 7 8 .6 6 0 0 .0 0 0 0 0 0 0 .8 3 3 3 3 3 15 65 3 8 .2 2 3 5 3 2 N B A D
8 0 0 4 -0 2 9 10122 N 9 7 .1 5 0 0 .0 1 9 2 1 1 0 .7 6 9 2 3 1 9 13 5 .1 1 7 2 9 2 N B A D
8 0 0 4 -0 3 5 1728 N 9 7 .0 5 0 0 .1 2 3 5 1 8 0 .3 5 9 3 7 5 22 12 1 .70751 1 N B A D
8 0 0 5 -0 3 2 1015 N 9 6 .6 2 0 0 .0 0 5 5 4 0 0 .4 6 5 1 1 6 16 25 2 .8 1 1 6 3 N G O O D
8 0 0 5 -1 2 5 1975 N 9 2 .9 5 0 0 .0 1 2 9 8 7 0 .3 2 3 5 2 9 21 15 1 .9 7 3 0 3 N G O O D
8 0 0 6 -0 3 0 356 8 N 9 8 .3 2 0 0 .0 0 6 1 5 0 0 .3 4 8 8 3 7 19 17 4 .3 8 8 6 8 N G O O D
8 0 0 6 -0 7 8 1939 N 9 9 .2 0 0 0 .1 8 1 4 3 5 0 .2 5 5 8 1 4 19 20 2 .7 2 7 1 4 1 N B A D
8 0 0 7 -0 2 6 1291 N 9 8 .4 6 0 0 .0 0 0 0 0 0 0 .2 7 8 6 8 9 21 19 3 .3 2 7 3 2 N G O O D
8 0 0 7 -0 4 7 251 8 N 9 9 .0 0 0 0 .0 0 1 2 1 7 0 .2 5 0 0 0 0 23 17 3 .0 6 3 2 6 N G O O D
8 0 0 8 -0 2 4 3241 N 9 6 .2 8 0 0 .0 1 9 5 7 1 0 .3 6 5 3 8 5 21 18 3 .0 2 0 5 0 N G O O D
8 0 0 8 -0 5 2 4 6 2 8 N 9 9 .2 7 0 0 .0 0 7 2 6 0 0 .2 7 8 6 8 9 20 14 2 .7 9 9 7 6 N G O O D
8 0 0 9 -0 1 8 696 5 N 9 6 .3 9 0 0 .2 0 8 4 7 9 0 .4 4 1 1 7 6 18 11 2 .7 0 9 0 6 1 N B A D
8 0 0 9 -0 3 2 3393 N 7 7 .4 1 0 0 .4 0 4 9 2 4 0 .7 1 4 2 8 6 12 9 2 .8 8 0 3 1 12 N B A D
8 0 1 0 -0 5 0 1982 N 9 9 .1 4 0 0 .0 0 0 0 0 0 0 .3 7 9 3 1 0 17 24 5 .4 4 5 0 5 N G O O D
8 0 1 0 -0 9 7 2 9 8 4 N 9 7 .2 9 0 0 .0 0 0 0 0 0 0 .7 9 3 1 0 3 17 46 1 1 .9 3 6 0 0 2 N B A D
8 0 1 1 -0 0 4 314 8 N 9 8 .0 7 0 0 .0 6 1 7 0 5 0 .3 1 9 4 4 4 22 13 2 .0 0 2 5 4 N G O O D
8 0 1 1 -0 1 2 3 371 N 9 6 .3 6 0 0 .0 2 1 3 0 8 0 .3 5 5 5 5 6 23 10 0 .9 8 3 9 5 N G O O D
v 8 0 12- 12 4 4 5 0 N 9 9 .7 7 0 0 .0 0 1 2 7 6 0 .3 0 2 3 2 6 19 12 2 .8 3 9 8 2 N G O O D
8 0 1 2 -1 1 3 2 1 7 8 N 9 9 .7 4 0 0 .0 0 0 0 0 0 0 .2 3 2 5 5 8 19 13 3 .0 4 1 9 0 N G O O D
8 0 1 3 -4 9 4 43 9 0 N 9 1 .6 6 0 0 .0 9 8 2 3 3 0 .4 0 0 0 0 0 20 11 2 .2 8 1 7 0 N G O O D
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80 13-497 434 6 N 9 1 .7 7 0 0 .0 0 9 8 4 1 0 .5 1 9 2 3 1 21 16 2 .0 3 6 5 5 N G O O D
80 14-054 463 7 N 9 8 .5 4 0 0 .0 2 3 1 1 8 0 .2 6 1 9 0 5 21 14 2 .7 4 8 6 7 N G O O D
80 14-070 4333 N 9 9 .7 7 0 0 .0 0 0 6 3 4 0 .2 7 0 8 3 3 20 14 2 .7 4 7 6 2 N G O O D
80 1 5 -0 5 6 1689 N 9 7 .3 6 0 0 .0 4 7 0 0 2 0 .3 7 0 9 6 8 22 24 2 .7 3 7 4 4 N G O O D
8 0 15-128 2424 N 9 6 .3 1 0 0 .0 1 3 1 2 6 0 .3 8 3 3 3 3 23 21 2 .8 9 2 6 0 N G O O D
80 1 6 -0 9 2 6035 N 9 9 .4 4 0 0 .0 0 0 4 8 7 0 .4 6 1 5 3 8 20 14 2 .9 3 8 1 7 N G O O D
80 1 6 -2 2 8 7918 N 9 9 .7 8 0 0 .0 0 1 7 9 0 0 .3 9 5 3 4 9 19 10 2 .8 3 4 9 4 N G O O D
8 0 1 7 -0 0 7 606 N 100 .000 0 .0 0 0 0 0 0 0 .0 7 8 9 4 7 19 12 3 .0 7 6 1 4 N G O O D
80 1 7 -0 2 2 1489 N 9 9 .3 8 0 0 .0 0 2 1 7 9 0 .2 6 3 1 5 8 19 23 3 .2 4 4 0 1 N G O O D
80 1 8 -0 3 8 3493 N 9 9 .1 7 0 0 .0 0 6 8 3 1 0 .4 6 2 9 6 3 20 11 2 .3 8 5 9 3 N G O O D
80 18-089 2403 N 9 8 .7 7 0 0 .0 0 0 0 0 0 0 .2 6 9 2 3 1 20 13 2 .6 3 1 9 8 N G O O D
8019-061 3029 N 9 4 .1 8 0 0 .0 5 0 4 4 5 0 .3 6 7 6 4 7 20 12 1 .7 9 7 6 3 N G O O D
80 1 9 -0 9 7 1285 N 9 8 .4 2 0 0 .0 0 1 4 7 9 0 .1 5 0 6 8 5 21 13 1 .90089 N G O O D
80 2 0 -0 2 2 3724 N 9 8 .7 3 0 0 .0 1 8 0 5 7 0 .5 6 7 5 6 8 16 17 3 .2 0 2 0 6 N G O O D
80 20-134 51326 N 8 7 .5 8 0 0 .0 1 1 2 1 5 1 .0 0 0 0 0 0 3 13 2 3 .9 8 4 1 1 2 N B A D
80 2 1 -0 2 8 3641 N 9 9 .5 3 0 0 .0 0 0 0 0 0 0 .2 5 0 0 0 0 21 17 3 .5 0 0 9 6 N G O O D
80 2 1 -0 5 6 2200 N 9 8 .9 2 0 0 .0 0 7 6 8 0 0 .3 2 7 8 6 9 21 19 3 .3 7 9 4 2 N G O O D
80 22-028 520 7 N 9 9 .3 6 0 0 .0 0 0 9 8 3 0 .2 1 3 1 1 5 21 14 2 .5 5 9 9 8 N G O O D
80 22-074 2160 N 9 8 .1 1 0 0 .0 0 0 0 0 0 0 .2 1 7 3 9 1 19 14 3 .2 3 3 5 3 N G O O D
80 2 3 -0 1 7 1641 N 9 9 .0 7 0 0 .0 0 9 2 4 5 0 .3 7 5 0 0 0 22 16 2 .5 2 8 5 1 N G O O D
80 23-084 294 N 9 7 .3 8 0 0 .0 0 3 6 1 0 0 .0 6 3 0 6 3 28 16 1 .0 6 1 3 7 N G O O D
80 24-015 422 2 N 8 9 .4 9 0 0 .1 3 8 5 9 6 0 .8 0 0 0 0 0 6 14 7 .4 0 7 0 2 12 N B A D
80 2 4 -0 2 9 2443 N 9 8 .3 5 0 0 .0 0 5 3 3 0 0 .2 5 4 5 4 5 22 14 2 .6 0 4 4 8 N G O O D
80 2 5 -0 6 2 2987 N 9 6 .6 8 0 0 .1 0 2 2 0 4 0 .4 5 7 1 4 3 17 12 2 .9 9 2 9 9 1 N B A D
80 2 5 -0 6 7 517 2 N 8 3 .3 8 0 0 .1 0 4 2 9 7 0 .6 7 8 5 7 1 14 14 2 .3 1 5 1 3 1 N B A D
80 2 6 -0 1 4 698 N 9 8 .8 2 0 0 .0 1 5 3 2 6 0 .1 6 2 7 9 1 19 13 2 .6 7 4 3 3 N G O O D
80 2 6 -0 1 8 3003 N 9 8 .5 9 0 0 .0 1 3 6 7 2 0 .6 5 9 5 7 4 18 21 5 .8 6 5 2 3 N G O O D
80 2 7 -0 8 8 502 2 N 9 9 .3 1 0 0 .0 0 2 3 3 0 0 .3 4 6 1 5 4 21 13 2 .9 2 4 8 7 N G O O D
80 2 7 -1 4 7 2448 N 9 8 .4 1 0 0 .0 1 6 4 7 4 0 .4 7 0 5 8 8 18 14 4 .0 3 2 9 5 N G O O D
8 0 28-052 2381 N 9 8 .9 4 0 0 .0 0 8 4 5 7 0 .2 9 6 2 9 6 20 14 2 .51691 N G O O D
8028-053 828 N 9 8 .7 2 0 0 .0 0 9 3 4 6 0 .2 6 0 8 7 0 25 21 2 .5 7 9 4 4 N G O O D
8 0 29-052 2315 N 9 9 .6 7 0 0 .0 0 1 1 0 5 0 .2 6 9 2 3 1 20 11 2 .5 5 8 0 1 N G O O D
8 0 29-076 2783 N 9 9 .4 6 0 0 .0 0 0 0 0 0 0 .1 3 1 1 4 8 20 11 2 .4 2 2 1 1 N G O O D
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80 3 0 -0 4 0 3795 N 9 9 .1 2 0 0 .0 0 2 7 5 3 0 .2 7 1 1 8 6 19 13 2 .6 1 1 8 4 N G O O D
80 3 0 -0 7 0 629 N 8 9 .9 7 0 0 .2 8 2 8 5 7 0 .3 2 7 1 0 3 26 23 1 .79714 1 N B A D
80 3 1 -1 6 2 1658 N 9 2 .6 4 0 0 .0 0 2 9 7 6 0 .3 0 0 0 0 0 23 21 2 .4 6 7 2 6 N G O O D
80 3 1 -2 3 2 325 3 N 9 3 .8 5 0 0 .0 0 0 0 0 0 0 .5 4 3 4 7 8 19 19 3 .0 0 3 6 9 N G O O D
80 3 2 -0 1 7 2078 N 9 8 .8 3 0 0 .0 2 2 0 4 9 0 .2 6 5 6 2 5 22 19 2 .6 9 5 2 0 N G O O D
80 3 2 -0 3 5 3 2 5 N 9 8 .8 9 0 0 .0 0 7 7 5 2 0 .0 7 8 1 2 5 22 21 2 .5 1 9 3 8 N G O O D
80 3 3 -0 4 6 2741 N 9 8 .9 8 0 0 .0 0 1 1 3 4 0 .2 5 0 0 0 0 20 15 3 .1 0 7 7 1 N G O O D
80 3 3 -1 0 6 1630 N 9 8 .9 4 0 0 .0 0 0 0 0 0 0 .1 0 9 3 7 5 22 14 2 .5 7 9 1 1 N G O O D
80 3 4 -0 2 3 210 7 N 9 8 .3 9 0 0 .0 0 1 9 7 8 0 .0 4 6 3 5 8 30 18 2 .0 8 4 0 8 N G O O D
80 3 4 -0 9 8 1659 N 9 9 .2 7 0 0 .0 2 1 4 0 7 0 .2 2 9 5 0 8 20 15 2 .5 3 6 7 0 N G O O D
80 3 5 -1 8 0 231 4 N 9 8 .2 4 0 0 .0 1 0 6 0 1 0 .3 8 7 0 9 7 23 18 2 .7 2 5 5 6 N G O O D
80 3 5 -2 0 8 7402 N 9 3 .3 9 0 0 .0 0 8 3 7 2 0 .8 8 2 3 5 3 18 18 6 .8 8 5 5 8 2 N B A D
80 3 6 -0 7 6 279 7 N 9 9 .5 1 0 0 .0 0 9 2 8 5 0 .1 9 2 3 0 8 21 13 2 .5 9 7 0 3 N G O O D
80 3 6 -0 8 9 591 8 N 9 9 .8 0 0 0 .002381 0 .3 2 6 9 2 3 20 13 2 .8 1 8 1 0 N G O O D
8037-021 5238 N 9 5 .6 0 0 0 .0 2 9 4 2 7 0 .7 8 1 2 5 0 15 13 2 .6 5 7 5 3 2 N B A D
80 3 7 -0 3 2 4 2 1 0 N 9 8 .9 2 0 0 .0 0 9 1 8 0 0 .4 8 0 7 6 9 20 13 2 .7 6 0 6 6 N G O O D
80 3 8 -0 1 4 4 9 6 6 N 9 9 .3 8 0 0 .0 1 3 3 9 3 0 .6 4 7 0 5 9 18 14 3 .1 6 7 0 9 N G O O D
8 0 3 8 -0 7 7 540 7 N 9 9 .5 5 0 0 .005011 0 .3 9 5 3 4 9 19 13 3 .0 1 0 5 8 N G O O D
80 39-011 2 0 9 5 N 9 9 .7 2 0 0 .0 1 4 6 8 4 0 .1 6 9 3 5 5 28 21 3 .0 7 6 3 6 N G O O D
80 3 9 -0 3 0 1766 N 9 9 .5 4 0 0 .0 0 4 8 0 8 0 .2 8 7 6 7 1 21 25 2 .8 3 0 1 3 N G O O D
8 0 4 0 -1 2 4 260 7 N 9 9 .4 9 0 0 .0 0 4 1 9 7 0 .1 8 7 5 0 0 20 12 2 .7 3 5 5 7 N G O O D
80 4 0 -1 2 8 591 4 N 9 7 .0 5 0 0 .0 1 5 7 6 0 0 .3 5 2 9 4 1 18 11 3 .0 0 6 6 1 N G O O D
80 4 1 -0 4 4 294 4 N 9 7 .9 7 0 0 .0 0 3 2 7 2 0 .3 6 0 6 5 6 20 17 3 .2 1 0 4 7 N G O O D
80 4 1 -0 8 7 3481 N 9 2 .5 2 0 0 .0 1 1 9 3 8 0 .4 9 1 8 0 3 21 19 3 .1 9 6 5 1 N G O O D
80 4 2 -0 6 7 52 6 8 N 9 9 .1 8 0 0 .0 0 1 5 3 6 0 .3 2 7 8 6 9 20 12 2 .6 9 7 3 9 N G O O D
80 4 2 -1 0 4 1355 N 9 9 .0 4 0 0 .0 0 0 0 0 0 0 .0 9 2 5 9 3 20 11 2 .4 6 3 6 4 N G O O D
8 0 4 3 -0 2 0 1629 N 9 9 .2 0 0 0 .0 0 0 0 0 0 0 .1 0 9 0 9 1 22 16 2 .7 3 7 8 2 N G O O D
8 0 4 3 -0 2 2 1966 N 9 8 .9 6 0 0 .0 0 5 3 1 2 0 .1 8 7 5 0 0 22 16 2 .6 1 0 8 9 N G O O D
80 4 4 -0 6 0 4 8 0 7 N 9 8 .2 7 0 0 .0 0 0 0 0 0 0 .4 1 4 6 3 4 18 19 7 .2 8 3 3 3 N G O O D
80 4 4 -0 8 0 256 5 N 9 6 .4 8 0 0 .0 0 6 2 5 0 0 .5 1 7 2 4 1 17 27 16 .03125 N G O O D
8 0 4 5 -0 4 3 20 9 8 N 9 6 .8 7 0 0 .5 2 1 3 6 8 0 .4 5 3 1 2 5 24 15 1 .49430 1 N B A D
8 0 4 5 -0 9 6 341 5 N 9 9 .5 6 0 0 .0 0 0 0 0 0 0 .4 6 1 5 3 8 15 12 3 .5 3 8 8 6 N G O O D
8 0 4 6 -0 3 8 1175 N 9 6 .3 5 0 0 .0 0 0 0 0 0 0 .1 9 7 4 5 2 33 29 2 .5 1 0 6 8 N G O O D
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8 0 4 6 -0 7 8 415 N 9 7 .0 9 0 0 .0 2 3 8 1 0 0 .1 8 5 4 8 4 28 37 2 .4 7 0 2 4 N G O O D
8 0 4 7 -0 1 8 256 N 7 5 .6 3 0 0 .0 3 0 3 0 3 0 .031841 80 79 2 .5 8 5 8 6 3 N B A D
8 0 4 7 -0 2 7 2475 N 9 8 .1 5 0 0 .0 0 0 0 0 0 0 .2 2 9 5 0 8 21 16 2 .4 9 7 4 8 N G O O D
8 0 4 8 -1 3 6 4901 N 9 9 .0 2 0 0 .0 0 8 4 9 5 0 .3 0 9 5 2 4 20 13 2 .9 7 3 9 1 N G O O D
80 4 8 -1 7 1 756 N 9 9 .7 0 0 0 .0 0 0 0 0 0 0 .1 9 0 4 7 6 21 13 2 .6 8 0 8 5 N G O O D
8 0 4 9 -0 2 0 794 N 7 7 .3 0 0 0 .4 3 7 1 5 8 0 .2 0 4 5 4 5 25 11 1 .08470 1 N B A D
8 0 4 9 -1 3 5 440 N 9 3 .5 9 0 0 .1 7 3 2 2 8 0 .1 2 1 2 1 2 27 12 1 .73228 1 N B A D
8 0 5 0 -0 4 8 3772 N 9 9 .1 8 0 0 .0 0 3 8 6 5 0 .2 5 9 2 5 9 25 15 1 .82222 N G O O D
8 0 5 0 -0 7 8 3813 N 9 8 .9 1 0 0 .0 0 1 1 6 2 0 .2 1 9 1 7 8 25 19 2 .2 1 5 5 7 N G O O D
8 0 5 1 -0 2 6 1657 N 9 7 .7 1 0 0 .0 0 3 4 4 2 0 .5 8 1 3 9 5 19 15 2 .8 5 1 9 8 N G O O D
8 0 5 1 -1 5 6 1780 N 9 7 .8 3 0 0 .0 0 5 7 7 2 0 .1 8 0 3 2 8 20 15 2 .5 6 8 5 4 N G O O D
8 0 5 2 -0 1 9 2800 N 9 9 .7 8 0 0 .0 0 0 0 0 0 0 .1 1 5 3 8 5 20 10 3 .0 2 3 7 6 N G O O D
8 0 5 2 -1 0 9 3259 N 9 9 .2 4 0 0 .0 0 7 7 2 2 0 .2 0 0 0 0 0 20 12 2 .5 1 6 6 0 N G O O D
8 0 5 3 -0 3 4 3736 N 9 8 .8 2 0 0 .0 0 3 3 4 2 0 .4 3 6 3 6 4 22 14 2 .4 9 7 3 3 N G O O D
8 0 5 3 -0 7 0 5746 N 9 9 .2 7 0 0 .7 3 8 8 7 2 0 .3 6 0 6 5 6 20 4 0 .6 5 7 5 1 1 N B A D
8 0 5 4 -0 3 5 2547 N 9 3 .5 9 0 0 .0 3 8 9 1 6 0 .5 0 0 0 0 0 19 13 1 .7 6 9 9 8 N G O O D
8 0 5 4 -0 4 5 2132 N 9 6 .8 3 0 0 .0 8 2 0 9 0 0 .2 7 1 6 0 5 22 15 1 .76783 N G O O D
8 0 5 5 -0 2 9 1779 N 9 9 .6 0 0 0 .0 0 0 0 0 0 0 .1 5 3 8 4 6 20 14 2 .7 6 2 4 2 N G O O D
8 0 5 5 -0 6 6 1524 N 9 8 .9 0 0 0 .0 0 0 0 0 0 0 .1 6 3 9 3 4 21 15 2 .7 6 0 8 7 N G O O D
8 0 5 6 -0 2 4 1931 N 9 9 .3 0 0 0 .0 0 4 2 1 9 0 .2 9 4 1 1 8 18 16 4 .0 7 3 8 4 N G O O D
8 0 5 6 -0 3 0 551 N 9 6 .6 5 0 0 .0 2 5 1 5 7 0 .1 4 0 6 2 5 24 59 3 .4 6 5 4 1 N G O O D
8 0 5 7 -0 3 8 1826 N 9 9 .1 5 0 0 .0 2 7 4 1 7 0 .2 2 2 2 2 2 23 16 2 .6 3 4 9 2 N G O O D
8 0 5 7 -1 0 6 2171 N 9 8 .5 8 0 0 .0 0 1 2 2 1 0 .1 3 5 5 9 3 19 16 2 .6 5 0 7 9 N G O O D
8 0 5 8 -0 4 5 523 N 9 7 .1 1 0 0 .2 8 3 9 5 1 0 .1 4 2 8 5 7 16 16 3 .2 2 8 4 0 1 N B A D
8 0 5 8 -0 5 6 4529 N 9 8 .9 9 0 0 .0 9 8 9 7 1 0 .3 9 7 0 5 9 20 11 2 .2 1 9 0 1 N G O O D
8 0 5 9 -0 4 3 4134 N 9 9 .2 9 0 0 .0 0 4 3 9 7 0 .3 0 7 6 9 2 19 12 2 .5 9 6 7 3 N G O O D
8 0 5 9 -0 5 6 2914 N 9 8 .7 6 0 0 .0 0 5 3 9 6 0 .5 0 0 0 0 0 19 14 2 .6 2 0 5 0 N G O O D
8 0 6 0 -0 8 6 4426 N 9 9 .2 9 0 0 .0 0 0 0 0 0 0 .2 1 3 1 1 5 20 15 2 .7 6 7 9 8 N G O O D
8 0 6 0 -0 8 8 4028 N 9 9 .4 1 0 0 .0 0 1 4 1 8 0 .3 2 6 9 2 3 20 16 2 .8 5 6 7 4 N G O O D
8 0 6 1 -2 7 8 4028 N 9 8 .2 4 0 0 .0 3 0 6 8 3 0 .4 8 8 3 7 2 19 14 2 .8 0 8 9 3 N G O O D
8 0 6 1 -4 0 4 4919 N 9 8 .2 7 0 0 .0 3 9 4 3 1 0 .517241 17 13 3 .1 7 9 7 0 N G O O D
80 6 2 -0 1 1 1869 N 9 7 .9 7 0 0 .0 1 9 8 3 0 0 .3 5 1 8 5 2 21 13 2 .6 4 7 3 1 N G O O D
8 0 6 2 -0 2 0 3032 N 9 7 .2 6 0 0 .0 1 6 9 3 5 0 .4 8 4 3 7 5 22 14 2 .5 6 7 3 2 N G O O D
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8 0 6 3 -0 9 2 2366 N 9 7 .8 6 0 0 .0 01033 0 .3 1 5 0 6 8 21 17 2 .44421 N G O O D
8 0 6 3 -1 4 7 2599 N 9 6 .4 6 0 0 .0 0 2 5 8 4 0 .4 4 2 6 2 3 21 19 3 .3 5 7 8 8 N G O O D
80 6 4 -1 2 5 27 8 0 N 9 9 .2 4 0 0 .0 1 2 6 8 5 0 .4 0 3 8 4 6 20 17 2 .9 3 8 6 9 N G O O D
8 0 6 4 -1 7 7 2223 N 9 9 .5 2 0 0 .0 0 0 0 0 0 0 .1 8 7 5 0 0 21 15 2 .8 6 1 0 0 N G O O D
8 0 6 5 -0 0 7 438 N 9 1 .5 0 0 0 .0 0 0 0 0 0 0 .5 8 6 2 0 7 17 26 7 .5 5 1 7 2 N G O O D
8 0 6 5 -0 9 5 1616 N 9 5 .5 3 0 0 .3 35714 0 .4 4 2 3 0 8 21 34 5 .7 7 1 4 3 1 N B A D
8066-061 6763 N 9 9 .6 7 0 0 .0 00396 0 .3 0 4 3 4 8 19 12 2 .6 8 0 5 4 N G O O D
8 0 6 6 -1 4 0 512 3 N 9 9 .8 2 0 0 .0 0 0 0 0 0 0 .2 3 9 1 3 0 19 12 2 .7 0 3 4 3 N G O O D
8 0 6 7 -0 3 6 4 3 1 9 8 N 8 1 .7 1 0 0 .0 3 7 4 1 5 1 .0 00000 3 12 1 8 .36650 2 N B A D
8 0 6 7 -0 3 9 1191 N 9 8 .6 9 0 0 .0 0 4 7 6 2 0 .1 9 4 4 4 4 22 20 2 .83571 N G O O D
8 0 6 8 -0 6 2 2 2 4 5 7 N 8 0 .4 7 0 0 .1 70124 1 .0 00000 3 10 10 .35362 12 N B A D
8 0 6 8 -0 8 9 2308 N 9 8 .3 4 0 0 .0 6 8 3 3 7 0 .4 5 0 9 8 0 18 12 2 .6 2 8 7 0 N G O O D
8 0 6 9 -0 5 0 2349 N 9 9 .3 2 0 0 .0 0 0 0 0 0 0 .3 6 5 3 8 5 21 14 2 .7 3 4 5 8 N G O O D
8 0 6 9 -1 1 0 24 2 5 N 9 9 .3 2 0 0 .0 0 1 0 7 2 0 .1 9 6 7 2 1 21 13 2 .5 9 9 1 4 N G O O D
8 0 7 0 -0 4 3 838 N 9 9 .8 6 0 0 .0 0 8 3 5 7 0 .0 8 8 2 3 5 29 19 2 .3 3 4 2 6 N G O O D
8 0 7 0 -0 4 7 426 N 9 7 .6 1 0 0 .0 16393 0 .1 2 3 2 8 8 25 17 2 .3 2 7 8 7 N G O O D
8 0 7 1 -0 9 3 3352 N 9 9 .4 1 0 0 .0 6 8 2 9 7 0 .5 3 2 2 5 8 22 12 2 .82631 N G O O D
8 0 7 1 -1 0 9 2990 N 9 7 .1 8 0 0 .0 5 4 1 5 2 0 .5 7 4 0 7 4 21 13 2 .6 9 8 5 6 N G O O D
8 0 7 2 -0 8 2 4 8 3 7 N 9 8 .7 8 0 0 .0 0 2 1 6 2 0 .3 7 0 3 7 0 20 12 2 .6 1 4 5 9 N G O O D
8 0 7 2 -1 6 6 28 8 2 N 9 8 .0 6 0 0 .006321 0 .5 2 9 4 1 2 18 14 3 .6 4 3 4 9 N G O O D
8 0 7 3 -0 1 0 782 N 9 9 .5 5 0 0 .0 00000 0 .1 1 7 6 4 7 18 12 3 .1 7 8 8 6 N G O O D
8 0 7 3 -0 3 4 2248 N 9 8 .4 0 0 0 .0 03490 0 .2 7 9 0 7 0 19 16 3 .92321 N G O O D
80 7 4 -0 2 0 254 4 N 9 7 .3 8 0 0 .3 46700 0 .3 5 3 8 4 6 21 10 1 .56940 1 N B A D
8 0 7 4 -0 6 3 1073 N 9 6 .1 6 0 0 .0 0 9 0 3 6 0 .2 8 8 4 6 2 19 18 3 .2 3 1 9 3 N G O O D
8 0 7 5 -0 6 0 7084 N 9 1 .8 6 0 0 .4 7 3 8 9 6 0 .8 3 3 3 3 3 12 8 2 .1 8 8 4 5 12 N B A D
8 0 7 5 -1 6 6 3563 N 9 4 .9 3 0 0 .4 1 2 6 1 2 0 .6 2 0 6 9 0 17 13 1 .76912 1 N B A D
8 0 7 6 -0 1 3 26 N 1 0 0 .0 0 0 0 .4 44444 0 .0 2 6 6 6 7 24 74 2 .8 8 8 8 9 1 Y B A D
8 0 76-018 211 N 9 4 .1 3 0 0 .0 2 3 5 2 9 0 .0 4 7 6 1 9 34 46 2 .4 8 2 3 5 N G O O D
8 0 7 7 -1 1 2 3 0 7 9 9 N 9 1 .2 1 0 0 .0 66341 1 .0 00000 3 18 2 1 .5 0 7 6 8 2 N B A D
8077-151 27 6 9 N 9 8 .7 6 0 0 .031111 0 .3 2 3 5 2 9 18 18 3 .0 7 6 6 7 N G O O D
8 0 7 8 -0 1 4 48 1 6 N 9 8 .4 0 0 0 .0 00000 0 .6 8 9 6 5 5 17 21 11 .25234 N G O O D
8 0 7 8 -0 4 8 3193 N 9 4 .9 9 0 0 .0 00000 0 .6 9 6 9 7 0 16 37 2 8 .2 5 6 6 4 N G O O D
8 0 79-018 2734 N 9 9 .3 7 0 0 .005274 0 .2 4 5 2 8 3 22 13 2 .8 8 3 9 7 N G O O D
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8 0 7 9 -0 9 9 926 N 9 4 .180 0 .0 8 3 5 1 6 0 .1 5 5 9 6 3 30 24 2 .0 3 5 1 6 N G O O D
8 0 8 0 -0 3 2 353 3 N 9 9 .610 0 .0 1 1 4 4 5 0 .1 6 1 2 9 0 22 15 2 .5 2 7 1 8 N G O O D
8 0 8 0 -0 6 8 1448 N 9 9 .670 0 .0 0 3 5 7 8 0 .2 4 0 7 4 1 21 17 2 .5 9 0 3 4 N G O O D
8 0 8 1 -0 4 5 3601 N 9 9 .7 8 0 0 .0 0 8 0 5 3 0 .3 9 5 3 4 9 19 13 2 .6 3 6 1 6 N G O O D
8 0 8 1 -0 6 0 3 5 6 6 N 9 9 .3 5 0 0 .8 0 0 2 6 8 0 .3 0 2 3 2 6 19 3 0 .4 7 7 7 0 1 N B A D
8 0 8 2 -0 2 4 2071 N 8 4 .5 8 0 0 .1 6 3 4 5 4 0 .3 2 2 5 8 1 23 13 1 .59676 1 N B A D
8 0 8 2 -0 3 9 737 N 9 4 .410 0 .3 3 4 0 8 1 0 .4 5 7 1 4 3 15 11 1 .65247 1 N B A D
8 0 8 3 -0 5 6 256 N 9 5 .8 2 0 0 .0 0 0 0 0 0 0 .1 7 3 9 1 3 19 70 5 .3 3 3 3 3 N G O O D
8 0 8 3 -0 9 6 2 8 0 3 N 9 8 .8 5 0 0 .0 0 0 0 0 0 0 .3 6 8 4 2 1 19 14 3 .1 2 4 8 6 N G O O D
8 0 8 4 -0 1 5 3 8 6 9 N 9 7 .3 7 0 0 .0 1 1 4 8 4 0 .3 7 0 3 7 0 22 11 1 .70892 N G O O D
8 0 8 4 -1 8 2 8101 N 9 7 .510 0 .0 0 2 7 8 4 0 .3 8 4 6 1 5 15 11 3 .2 2 2 3 5 N G O O D
8 0 8 5 -1 2 0 1571 N 9 3 .380 0 .3 5 5 0 4 9 0 .4 1 4 2 8 6 23 17 2 .5 5 8 6 3 1 N B A D
8 0 8 5 -1 2 8 41 9 2 N 7 6 .980 0 .5 5 7 9 6 7 0 .8 8 8 8 8 9 12 11 2 .5 9 8 8 8 12 N B A D
8 0 8 6 -0 3 3 3 4 4 6 N 9 9 .4 8 0 0 .0 3 4 8 2 2 0 .2 5 0 0 0 0 20 13 2 .6 0 8 6 3 N G O O D
8 0 8 6 -0 4 0 27 9 2 N 9 9 .070 0 .0 0 4 8 8 8 0 .2 7 8 6 8 9 21 15 2 .7 2 9 2 3 N G O O D
8 0 8 7 -0 5 4 36 6 7 N 99 .2 5 0 0 .0 0 3 0 8 2 0 .2 5 4 2 3 7 19 14 2 .8 2 5 1 2 N G O O D
8 0 8 7 ,1 3 6 1803 N 9 9 .4 5 0 0 .0 0 1 6 1 0 0 .2 3 9 1 3 0 19 13 2 .9 0 3 3 8 N G O O D
8 0 8 8 -0 5 2 5944 N 9 7 .5 3 0 0 .0 0 5 5 1 0 0 .8 2 7 5 8 6 17 32 1 6 .37466 2 N B A D
80 8 8 -0 6 1 3191 N 9 9 .150 0 .0 0 0 0 0 0 0 .2 7 8 6 8 9 20 14 2 .6 8 8 2 9 N G O O D
8 0 8 9 -0 0 6 21 1 0 N 9 5 .2 6 0 0 .0 7 5 9 6 2 0 .3 6 1 1 1 1 22 13 2 .0 2 8 8 5 N G O O D
8 0 8 9 -0 1 8 1564 N 9 5 .2 9 0 0 .0 6 6 7 6 6 0 .4 0 0 0 0 0 21 21 2 .3 2 0 4 7 N G O O D
8 0 9 0 -0 4 3 1239 N 9 7 .5 1 0 0 .0 0 0 0 0 0 0 .3 6 8 4 2 1 19 14 3 .57061 N G O O D
8 0 9 0 -0 4 7 48 9 4 N 9 6 .660 0 .0 1 4 2 5 7 0 .7 3 0 7 6 9 15 17 4 .9 8 3 7 1 2 N B A D
8 0 9 1 -0 4 4 2 8 9 5 N 9 9 .260 0 .0 0 0 0 0 0 0 .2 7 4 1 9 4 22 14 2 .6 3 6 6 1 N G O O D
8 0 9 1 -1 6 0 6 5 8 7 N 9 9 .7 4 0 0 .0 0 0 0 0 0 0 .2 7 9 0 7 0 19 13 2 .7 2 7 5 4 N G O O D
8 0 9 2 -0 6 5 26 0 4 N 9 9 .2 2 0 0 .0 0 2 0 2 2 0 .1 4 5 4 5 5 25 16 2 .6 3 2 9 6 N G O O D
80 9 2 -0 8 1 1121 N 9 6 .5 1 0 0 .0 0 9 6 1 5 0 .2 2 6 4 1 5 22 19 3 .5 9 2 9 5 N G O O D
8 0 9 3 -1 5 4 4 9 0 0 N 9 9 .5 2 0 0 .0 0 4 0 7 9 0 .2 3 2 5 5 8 19 12 2 .8 5 5 4 8 N G O O D
80 9 3 -3 1 1 7 5 1 7 N 99 .5 8 0 0 .0 0 0 7 0 8 0 .2 9 2 6 8 3 18 10 2 .6 6 2 7 7 N G O O D
8 0 9 4 -0 3 3 1250 N 6 8 .7 7 0 0 .5 3 4 6 9 4 0 .6 5 3 8 4 6 16 13 5 .1 0 2 0 4 1 N B A D
8 0 9 4 -0 5 2 1673 N 9 3 .4 8 0 0 .0 3 8 8 1 7 0 .5 4 1 6 6 7 23 24 3 .0 9 2 4 2 N G O O D
8 0 9 5 -0 4 6 42 7 8 N 9 8 .8 0 0 0 .0 5 8 9 6 0 0 .2 5 0 0 0 0 23 15 2 .4 7 2 8 3 N G O O D
8 0 9 5 -0 8 3 29 4 3 N 9 9 .7 4 0 0 .0 0 0 0 0 0 0 .1 9 6 0 7 8 22 13 2 .4 5 0 4 6 N G O O D
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P a g e
C h a r a c t e r i s t i c s
M e a s u r e d  F e a t u r e s C l a s s i f i e r
L o g ic
P a g e l D N C C T A c c .
W h i t e
S p e c k l e
B r o k e n
Z o n e
M
B
M
W
B / W
R a t i o R u l e s  R C l a s A s
8096-003 3106 N 9 6 .7 7 0 0 .0 0 7 5 0 8 0 .3 2 3 0 7 7 21 16 2 .3 3 1 8 3 N G O O D
8096-021 3589 N 9 8 .8 5 0 0 .0 0 2 2 1 9 0 .4 4 4 4 4 4 20 16 2 .6 5 4 5 9 N G O O D
8097-027 673 N 9 8 .6 3 0 0 .0 0 0 0 0 0 0 .1 2 2 2 2 2 23 15 2 .2 5 0 8 4 N G O O D
8097-064 1003 N 9 9 .0 2 0 0 .0 0 2 2 2 7 0 .1 7 7 7 7 8 23 17 2 .2 3 3 8 5 N G O O D
8098-011 1312 N 9 9 .0 6 0 0 .0 0 0 0 0 0 0 .2 8 2 6 0 9 19 12 2 .6 9 9 5 9 N G O O D
8 0 9 8-073 4 6 5 2 9 N 8 0 .3 5 0 0 .0 5 0 9 4 0 1 .000000 3 11 1 8 .2 3 2 3 7 2 N B A D
8 0 9 9-045 2642 N 9 6 .3 1 0 0 .0 9 3 8 4 2 0 .4 4 1 8 6 0 19 15 2 .5 8 2 6 0 N G O O D
8 0 99-052 4498 N 9 9 .3 3 0 0 .0 0 9 2 0 2 0 .3 6 5 3 8 5 21 16 2 .7 5 9 5 1 N G O O D
Observations:
P ag e lD . Identification code for the page (internal to ISRI).
N C C . Number of connected components.
T . Page contains tables (Y/N).
Acc. Median OCR accuracy as used for the experiment.
W h ite  Speckle. Value of the white speckle factor for the page.
B roken Zone. Value of the broken zone factor for the page.
M B . Maximum average size (width or height) for black connected components. 
M W . Maximum average size (width or height) for white connected components. 
B /W  R atio . Number of black CC to white CC ratio.
R ules. Rules triggered in case of a “BAD” classification.
R . Page considered a “reject” (Y/N).
C lasA s. Page classified as (GOOD/BAD).
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