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1 Introduction
Let Ω ⊂ Mn be a bounded domain with a piecewise smooth boundary ∂Ω in an n(≥ 2)-
dimensional complete Riemannian manifold Mn. Denote by ν the outward unit normal vector
field of ∂Ω. We consider the following four eigenvalue problems on a bounded domain Ω:
−∆u = λu in Ω, u = 0 on ∂Ω, (1.1)
(−∆)lu = Λu in Ω, u = ∂u
∂ν
= · · · = ∂
l−1u
∂νl−1
= 0 on ∂Ω, (1.2)
∆2u− a∆u = Γu in Ω, u = ∂u
∂ν
= 0 on ∂Ω, (1.3)
(−∆)α/2u = −Λ(α)u in Ω, (1.4)
where a is a nonnegative constant, l is a positive integer not less than 1, ∆ and (−∆)α/2 is the
Laplacian and fractional Laplacian on Mn, respectively. They are called the Dirichlet problem of
the Laplacian, the Dirichlet problem of the poly-Laplacian with order l, Dirichlet problem of the
quadratic polynomial operator and the eigenvalue problem of fractional Laplacian with order α,
respectively. In addition, If Mn is a closed (i.e., compact and without boundary) manifold, we
consider the following eigenvalue problem:
−∆u = λu in Mn, (1.5)
1
2which is called the closed eigenvalue problem. Eigenvalues of the eigenvalue problems (1.1), (1.2),
(1.3), (1.4) and (1.5) satisfy the following
0 < λ1 < λ2 ≤ λ3 ≤ · · · ,
0 < Λ1 ≤ Λ2 ≤ Λ3 ≤ · · · ,
0 < Γ1 ≤ Γ2 ≤ Γ3 ≤ · · · ,
0 < Λ(α)1 < Λ
(α)
2 ≤ Λ(α)3 ≤ · · · ,
0 = λ0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ,
respectively. Here each eigenvalue is repeated according to its multiplicity. An important theme
of geometry analysis is to estimate these eigenvalues. In most cases, eigenvalues are controlled
by the geometry of the underlying domain (cf. [19]). On the other hand, it has been found that
one can also control the higher eigenvalues in terms of the lower ones, completely independent of
the geometry of the domain apart from its dimension( [24,51,56,57,78,96]).
This thesis is devoted to the eigenvalue estimates for the above five problems in various set-
tings. For the Dirichlet eigenvalue problem (1.1), (1.2) and (1.3) of the Laplacian, poly-Laplacian
and quadratic polynomial operator, we discuss their lower bounds of eigenvalues in bounded do-
main Ω in Euclidean space Rn, respectively. In particular, for the problem (1.3), we consider
some estimates for the eigenvalues of quadratic polynomial operator on the complete Rieman-
nian manifolds. With respect to the eigenvalue problem (1.4) of fractional Laplace operator, we
investigate lower bounds of the sum of eigenvalues on bounded domain Ω in Euclidean space Rn.
In addition, for the closed eigenvalue problem (1.5), we investigate some eigenvalues inequalities
of Witten-Laplacian on closed Riemannian manifolds Mn.
In Chapter 2, we present the basic definitions and facts to be used in the subsequent chapters.
Few proofs are presented here. For instance, we introduce the following definitions: symmetric
rearrangement of sets and functions, metric measure space, gradient Ricci Soliton, isoparametric
hypersurface, focal submanifold, Hilbert space and self-adjoint operator. Meanwhile, we state
some useful properties and well-known facts with respect to those notations.
In Chapter 3, we consider eigenvalues of the Dirichlet eigenvalue problem (1.2) of the poly-
Laplacian, Dirichlet eigenvalue problem (1.3) of of the quadratic polynomial operator and eigen-
value problem (1.4) of fractional Laplacian on bounded domains in Rn. Let us begin with the
problem (1.2). When l = 1, the eigenvalue problem (1.2) is exactly the eigenvalue problem (1.1),
3which is called a fixed membrane problem. In this case, one has the following Weyl’s asymptotic
formula
λk ∼ 4pi
2
(BnV (Ω))
2
n
k
2
n , k → +∞. (1.6)
From the above asymptotic formula, one can derive
1
k
k∑
i=1
λi ∼ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , k → +∞. (1.7)
Po´lya [76] proved that
λk ≥ 4pi
2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (1.8)
if Ω is a tiling domain in Rn . Furthermore, he proposed a conjecture as follows:
Conjecture of Po´lya. If Ω is a bounded domain in Rn, then the k-th eigenvalue λk of the fixed
membrane problem satisfies
λk ≥ 4pi
2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (1.9)
On the conjecture of Po´lya, Berezin [13] and Lieb [65] gave a partial solution. In particular,
Li-Yau [62] proved that
1
k
k∑
i=1
λi ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (1.10)
The formula (1.7) shows that the result of Li-Yau is sharp in the sense of average. From this
formula (1.10), one can infer
λk ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (1.11)
which gives a partial solution for the conjecture of Po´lya with a factor
n
n+ 2
. We prefer to call
this inequality (1.10) as Berezin-Li-Yau inequality instead of Li-Yau inequality because (1.10) can
be obtained by a Legendre transform of an earlier result by Berezin [13] as it is mentioned in [61].
Recently, improvements to the Berezin-Li-Yau inequality given by (1.10) for the fixed membrane
problem have appeared, for example see [58, 70, 93]. Recently, Melas [70] improved the estimate
(1.10) to the following:
41
k
k∑
i=1
λi ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
, for k = 1, 2, · · · , (1.12)
where
I(Ω) = min
a∈Rn
∫
Ω
|x− a|2dx
is called the moment of inertia of Ω. After a translation of the origin, we can assume that the
center of mass is the origin and
I(Ω) =
∫
Ω
|x|2dx.
By taking a value nearby the extreme point of the function f(τ) (given by (3.2.14)), we add
one term of lower order of k−
2
n to the right hand side of (1.12), which means that we obtain a
sharper result than (1.12). In fact, we prove the following:
Theorem 3.1.1. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that λi, i = 1, 2, · · · , is the i-th eigenvalue of the eigenvalue problem (1.1). Then the sum of its
eigenvalues satisfies
1
k
k∑
j=1
λj ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
+
n
2304(n+ 2)2
(2pi)−2
(BnV (Ω))−
2
n
(
V (Ω)
I(Ω)
)2
k−
2
n .
(1.13)
When l = 2, the eigenvalue problem (1.2) is called a clamped plate problem. For the eigenvalues
of the clamped plate problem, Agmon [1] and Pleijel [75] obtained
Λk ∼ 16pi
4
(BnV (Ω))
4
n
k
4
n , k → +∞. (1.14)
From the above formula (1.14), one can obtain
1
k
k∑
i=1
Λi ∼ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n , k → +∞. (1.15)
Furthermore, Levine-Protter [60] proved that the eigenvalues of the clamped plate problem satisfy
the following inequality:
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n . (1.16)
5The formula (1.15) shows that the coefficient of k
4
n is the best possible constant. By adding to
its right hand side two terms of lower order in k, Cheng-Wei [29] obtained the following estimate
which is an improvement of (1.16):
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n
+
(
n+ 2
12n(n+ 4)
− 1
1152n2(n+ 4)
)
4pi2
(BnV (Ω))
2
n
n
n+ 2
V (Ω)
I(Ω)
k
2
n
+
(
1
576n(n+ 4)
− 1
27648n2(n+ 2)(n+ 4)
)(
V (Ω)
I(Ω)
)2
.
(1.17)
Very recently, Cheng-Wei [30] have improved the estimate (1.17) to the following:
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n
+
n+ 2
12n(n+ 4)
4pi2
(BnV (Ω))
2
n
n
n+ 2
V (Ω)
I(Ω)
k
2
n
+
(n+ 2)2
1152n(n+ 4)2
(
V (Ω)
I(Ω)
)2
.
(1.18)
When l is arbitrary, Levine-Protter [60] proved the following
1
k
k∑
i=1
Λi ≥ n
n+ 2l
pi2l
(BnV (Ω))
2l
n
k
2l
n , for k = 1, 2, · · · , (1.19)
which implies that
Λk ≥ n
n+ 2l
pi2l
(BnV (Ω))
2l
n
k
2l
n , for k = 1, 2, · · · . (1.20)
By adding l terms of lower order of k
2l
n to its right hand side, Cheng-Qi-Wei [27] obtained more
sharper result than (1.20):
1
k
k∑
i=1
Λi ≥ n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n +
n
(n+ 2l)
×
l∑
p=1
l + 1− p
(24)pn · · · (n+ 2p− 2)
(2pi)2(l−p)
(BnV (Ω))
2(l−p)
n
(
V (Ω)
I(Ω)
)p
k
2(l−p)
n .
(1.21)
6For the first purpose in section 3.3, we investigate eigenvalues of the Dirichlet eigenvalue
problem (1.2) of Laplacian with arbitrary order and prove the following:
Theorem 3.1.2. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that l ≥ 2 and Λi is the i-th eigenvalue of the eigenvalue problem (1.2). Then the eigenvalues
satisfy
1
k
k∑
j=1
Λj ≥ n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n
+
l
24(n+ 2l)
(2pi)2(l−1)
(BnV (Ω))
2(l−1)
n
V (Ω)
I(Ω)
k
2(l−1)
n
+
l(n+ 2(l − 1))2
2304n(n+ 2l)2
(2pi)2(l−2)
(BnV (Ω))
2(l−2)
n
(
V (Ω)
I(Ω)
)2
k
2(l−2)
n .
(1.22)
Remark 1. When l = 2, Theorem 3.1.2 reduces to the result of Cheng-Wei [30].
Remark 2. When l ≥ 2, we give an important improvement of the result (1.21) due to Cheng-
Qi-Wei [27] since the inequality (1.22) is sharper than the inequality (1.21). About this fact, we
will give a proof in section 3.3.
Recently, Ilyin [54] obtained the following asymptotic lower bound for eigenvalues of problem
(1.1):
1
k
k∑
j=1
λj ≥ nk
2
n
n+ 2
B
− 2
n
n (2pi)2V (Ω)−
2
n +
n
48
V (Ω)
I(Ω)
(
1− εn(k)
)
, (1.23)
where 0 ≤ εn(k) ≤ O(k− 2n ) is a infinitesimal of k− 2n . Moreover, he derived some explicit inequal-
ities for the particular cases of n = 2, 3, 4:
1
k
k∑
j=1
λj ≥ nk
2
n
n+ 2
B
− 2
n
n (2pi)2V (Ω)−
2
n +
n
48
βn
V (Ω)
I(Ω)
, (1.24)
where β2 = 119120 , β3 = 0.986 and β3 = 0.983.
Theorem 3.1.3. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λi, i = 1, 2, · · · , is the i-th eigenvalue of the eigenvalue problem (1.2). Then the sum of its
eigenvalues satisfies
1
k
k∑
j=1
Λj ≥ nk
2l
n
n+ 2l
B
− 2
n
n (2pi)2lV (Ω)−
2l
n +
nl
48
(2pi)2l−2
(BnV (Ω))
2l−2
n
V (Ω)
I(Ω)
k
2l−2
n
(
1− εn(k)
)
. (1.25)
7Remark 3. Taking l = 1 in (1.25), we obtain (1.23). Moreover, the second term on the
right-hand side of (1.21) is
l
24(n+ 2l)
(2pi)2l−2
(BnV (Ω))
2l−2
n
V (Ω)
I(Ω)
k
2l−2
n .
Hence, the second term on the right-hand side of (1.25) is n(n+2l)2 times larger than that of (1.21).
Thus, for large k, (1.25) is sharper than (1.21).
Furthermore, we investigate the following Dirichlet eigenvalue problem (1.3) of quadratic polyno-
mial operator of the Laplacian. For this problem, Levine-Protter [60] proved that the eigenvalues
of this problem satisfy
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4
(BnV (Ω))
4
n
k
4
n +
na
n+ 2
(2pi)2
(BnV (Ω))
2
n
k
2
n . (1.26)
Theorem 3.1.4. Let Ω be a bounded domain in Rn. Denote by Γj the j-th eigenvalue of problem
(1.3). Then we have
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4(
BnV (Ω)
) 4
n
k
4
n +
(
n
24
V (Ω)
I(Ω)
+
na
n+ 2
)
(2pi)2(
BnV (Ω)
) 2
n
k
2
n
+
[
−n(n
2 − 4)
3840
V (Ω)
I(Ω)
+
na
48
]
V (Ω)
I(Ω)
(1− εn(k)) ,
(1.27)
where 0 ≤ εn(k) = O(k− 2n ) is a infinitesimal of k− 2n .
Next, we consider the fractional Laplacian operators restricted to Ω, and denote them by
(−∆)α/2|Ω, where α ∈ (0, 2]. It can be defined by
(−∆)α/2u(x) =: P.V.
∫
Rn
u(x)− u(y)
|x− y|n+α dy,
where P.V. denotes the principal value and u : Rn → R. Define the characteristic function
χΩ : t 7→ χΩ(t) by
χΩ(t) =

1, x ∈ Ω,
0, x ∈ Rn\Ω,
then the special pseudo-differential operator can be represented as the Fourier transform of the
function u [59, 87], namely
(−∆)α/2|Ωu := F−1[|ξ|αF[uχΩ]],
8where F[u] denotes the Fourier transform of a function u : Rn → R:
F[u](ξ) = û(ξ) =
1
(2pi)n
∫
Rn
e−ix·ξu(x)dx.
For the case of α = 1, Harrell-Yolcu gave an analogue of the Berezin-Li-Yau type inequality for
the eigenvalues of the Klein-Gordon operators H0,Ω :=
√−∆ restricted to Ω in [49]:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ 1
(
2pi
(BnV (Ω))
1
n
)
k
1
n . (1.28)
Very recently, Yolcu [96] has improved the estimate (1.28) to the following:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ 1
(
2pi
(BnV (Ω))
1
n
)
k
1
n + M˜n
V (Ω)1+
1
n
I(Ω)
k−1/n, (1.29)
where the constant M˜n depends only on the dimension n. Moreover, for any α ∈ (0, 2], Yolcu-
Yolcu [97] generalized (1.29) as follows:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ α
(
2pi
(BnV (Ω))
1
n
)α
k
α
n . (1.30)
Furthermore, Yolcu-Yolcu [97] refined the Berezin-Li-Yau inequality (1.27) in the case of fractional
Laplacian (−∆)α|Ω restricted to Ω:
1
k
k∑
j
Λ(α)j ≥
n
n+ α
(
2pi
(BnV (Ω))
1
n
)α
k
α
n
+
`
4(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n ,
(1.31)
where ` is given by
` = min
{
α
12
,
4αnpi2
(2n+ 2− α)B
4
n
n
}
.
Remark 4. In fact, by a direct calculation, one can check the following inequality:
α
12
≤ 4αnpi
2
(2n+ 2− α)B
4
n
n
,
9which implies
`
4(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n =
α
48(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n .
The another purpose in the section 3.4 is to provide a refinement of the Berezin-Li-Yau type
estimate. In other word, we have proved the following:
Theorem 3.1.5. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λ(α)i , i = 1, 2, · · · , is the i-th eigenvalue of the fractional Laplacian (−∆)α/2|Ω. Then, the
sum of its eigenvalues satisfies
1
k
k∑
j=1
Λ(α)j ≥
n
n+ α
(2pi)α
(BnV (Ω))
α
n
k
α
n
+
α
48(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n
+
α(n+ α− 2)2
C(n)n(n+ α)2
(2pi)α−4
(BnV (Ω))
α−4
n
(
V (Ω)
I(Ω)
)2
k
α−4
n ,
(1.32)
where
C(n) =

4608, when n ≥ 4,
6144, when n = 2 or n = 3.
In addition, the sum of its eigenvalues satisfies
1
k
k∑
j=1
Λ(2)j ≥
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
+
n
2304(n+ 2)2
(2pi)−2
(BnV (Ω))−
2
n
(
V (Ω)
I(Ω)
)2
k−
2
n ,
(1.33)
when α = 2.
Remark 5. Observing Theorem 3.1.5, it is not difficult to see that the coefficients (with respect
to k
α−2
n ) of the second terms in (1.32) are equal to that of (1.31). In other word, we can claim
that the inequalities (1.32) are sharper than (1.31) since the coefficients (with respect to k
α−4
n ) of
the third terms in (1.32) are positive.
By using Theorem 3.1.5, we can give an analogue of the Berezin-Li-Yau type inequality for
eigenvalues of the Klein-Gordon operators H0,Ω restricted to the bounded domain Ω:
Corollary 3.1.1. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λi(= Λ
(1)
i ), i = 1, 2, · · · , is the i-th eigenvalue of the Klein-Gordon operators H0,Ω. Then,
10
the sum of its eigenvalues satisfies
1
k
k∑
j=1
Λj ≥ n
n+ 1
2pi
(BnV (Ω))
1
n
k
1
n
+
1
48(n+ 1)
(2pi)−1
(BnV (Ω))−
1
n
V (Ω)
I(Ω)
k−
1
n
+
(n− 1)2
C(n)n(n+ 1)2
(2pi)−3
(BnV (Ω))−
3
n
(
V (Ω)
I(Ω)
)2
k−
3
n ,
where
C(n) =

4608, when n ≥ 4,
6144, when n = 2 or n = 3.
In Chapter 4, we consider the Witten-Laplacian, which is a self-adjoint operator with respect
to the weighted measure e−fdv, namely, for any u,w ∈ C2(M), the following formula holds:
−
∫
Mn
〈∇u,∇w〉e−fdv =
∫
Mn
(∆fw)ue−fdv =
∫
Mn
(∆fu)we−fdv.
Since the Witten-Laplacian is an important elliptic operator and widely used in the probability
theory and geometrical analysis (cf: [2, 15, 33, 34, 72, 73, 93, 95]), estimates for eigenvalues of the
Witten-Laplacian have been attracting more and more attention of many mathematicians in
recent years. Recently, upper bounds for the first eigenvalue of the Witten-Laplacian on complete
Riemannian manifolds have been studied in [72, 73, 82, 94]. In particular, Wu in [94] gave upper
bounds for the first eigenvalue of the Witten-Laplacian on compact gradient Ricci soliton if f
is bounded. On the other hand, Ma-Du [68] and Li-Wei [61] studied the Reilly formula of the
Witten-Laplacian version to obtain a lower bound of the first eigenvalue for the Witten-Laplacian
on the f -minimal hypersurface. Furthermore, they gave a Lichnerowicz type lower bound for
the first eigenvalue of the Witten-Laplacian on compact manifolds with positive Bakry-E´mery
Ricci curvature. Futaki-Sano [41] studied the lower bound of the first eigenvalue of the Witten-
Laplacian on compact manifolds Mn if the Bakry-E´mery Ricci curvature bounded from below by
(n− 1)K and obtained the following:
λ1 ≥ pi
2
d2
+
31K
100
,
and Futaki-Li-Li [40] (cf. [2]) also improved the above result to
λ1 ≥ sup
s∈(0,1)
{
4s(1− s)pi
2
d2
+ sK
}
,
11
where d is the diameter of (Mn, g). As an application, an upper bound of the diameter of (Mn, g)
has been obtained.
It is our purpose in this chapter to investigate eigenvalues of the closed eigenvalue problem of the
Witten-Laplacian on compact Riemannian manifolds and obtain the following result:
Theorem 4.1.1. For an n-dimensional compact Riemannian manifold (Mn, g), eigenvalues λi
of the closed eigenvalue problem (1.5) of the Witten-Laplacian satisfy
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)(λi + c),
where c is a constant only depending on Mn and f .
Theorem 4.1.2. Let Mn be an n-dimensional compact Riemannian manifold. For any j, eigen-
values of the closed eigenvalue problem (1.5) of the Witten-Laplacian satisfy
n∑
k=1
λj+k ≤ (n+ 4)λj + 4c,
where c is a constant only depending on Mn and f .
In Chapter 5, we are concerned about inequalities for lower order eigenvalues of self-adjoint
operators and problem (1.2). To begin with, we give a brief review of related results. For the
Dirichlet Laplacian problem, Payne-Po´lya-Weinberger [78] proved that its lower order eigenvalues
satisfy
λ2 + λ3 ≤ 6λ1 (1.34)
for Ω ⊂ R2. This led to the famous Payne-Po´lya-Weinberger conjecture for Ω ⊂ Rn. In 1993,
Ashbaugh-Benguria [4] established the following universal inequality
1
n
n∑
i=1
λi+1 ≤
(
1 +
4
n
)
λ1 (1.35)
for Ω ⊂ Rn. For more references on the solution of this conjecture, we refer the readers to
[5, 6, 35, 51, 69, 83]. In 2008, Sun-Cheng-Yang [84] further derived some universal inequalities
for lower order eigenvalues of the Dirichlet Laplacian problem on bounded domains in a complex
projective space and a unit sphere. Chen-Cheng [20] proved (1.35) still holds when Ω is a bounded
domain in a complete Riemannian manifold isometrically minimally immersed in Rn .
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In 1998, Ashbaugh [3] announced the following interesting inequalities without proofs
n∑
i=1
(Λ
1
2
i+1 − Λ
1
2
1 ) ≤ 4Λ
1
2
1 (1.36)
and
n∑
i=1
(Λi+1 − Λ1) ≤ 24Λ1. (1.37)
In 2010, for a bounded domain Ω in an n-dimensional complete Riemannian manifold Mn, Cheng-
Huang-Wei [23] proved
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [(2n+ 4)Λ
1
2
1 + n
2H20 ]
1
2 (4Λ
1
2
1 + n
2H20 )
1
2 , (1.38)
where H0 is a nonnegative constant which only depends on Mn and Ω. When Mn is an n-
dimensional complete minimal submanifold in a Euclidean space, (1.38) implies
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [8(n+ 2)Λ1] 12 . (1.39)
The proofs of (1.36) and (1.37) were given by Cheng-Ichikawa-Mametsuka [25]. In fact, they
considered problem (1.2) and proved
n∑
i=1
(Λ
1
l
i+1 − Λ
1
l
1 )
l−1 ≤ (2l)l−1Λ
l−1
l
1 (1.40)
for l ≥ 2, and
n∑
i=1
(Λi+1 − Λ1) ≤ 4l(2l − 1)Λ1. (1.41)
It is easy to find that (1.40) and (1.41) respectively become (1.36) and (1.37) when l = 2.
Moreover, (1.41) covers (1.35) when l = 1. In 2011, Jost-Li-Jost-Wang-Xia [56] derived the
inequality
n+1∑
i=2
Λi +
n−1∑
i=1
2(l − 1)i
2l + i− 1(Λn+1−i − Λ1) ≤ (n+ 4l(2l − 1))Λ1, (1.42)
which covers (1.35) when l = 1 and improves (1.37) when l = 2. It is natural to consider whether
these inequalities can be deduced to self-adjoint operators on Hilbert spaces. Harrell-Davies [46]
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first realized that some results (e.g. the PPW inequality) of Payne-Po´lya-Weinberger [78] for
higher order eigenvalues of the Laplcian rely on some facts involving auxiliary operators and
their commutators. Some inequalities for higher order eigenvalues of the Laplacian, biharmonic
operator and the poly-Laplacian have been deduced to self-adjoint operators on Hilbert spaces (see
[7,47,48,50,53,67,81]). To the authors’ knowledge, fewer inequalities for lower order eigenvalues of
self-adjoint operators on Hilbert spaces have been obtained by using purely algebraic arguments.
In section 5.2, we establish an abstract inequality which relates lower order eigenvalues of self-
adjoint operators to two collections of auxiliary operators and their commutators on the Hilbert
space, which extends the recent work of Cheng-Huang-Wei [23]. In other words, we obtain the
following theorem:
Theorem 5.2.1. Let H be a complex Hilbert space with a given inner product 〈·, ·〉 and corre-
sponding norm ‖ · ‖ Let A : D ⊂ H → H be a self-adjoint operator defined on a dense domain D
which is semibounded beblow and has a discrete spectrum µ1 ≤ µ2 ≤ · · · . Let {Ti : D → H}ni=1 be
a collection of skew-symmetric operators and {Bi : A(D) → H}ni=1 be a collection of symmetric
operators which leave D invariant. Denote by {ui}∞i=1 the normalized eigenvectors correspond-
ing to the i-th eigenvalues µi of A. This family of eigenvectors are further assumed to be an
orthonormal basis for H. If the operators {Bi}ni=1 satisfy
〈Biu1, uj+1〉 = 0, for 1 ≤ j < i ≤ n, (1.43)
we have
n∑
i=1
(µi+1 − µ1) 12 〈[Ti, Bi]u1, u1〉 ≤ 2
{ n∑
i=1
〈[A,Bi]u1, Biu1〉
n∑
i=1
‖Tiu1‖2
} 1
2
, (1.44)
where [A,B] = AB −BA is called the commutator of operators A and B.
Furthermore, based on the theorem 5.2.1, the latter sections in this chapter is devoted to deriv-
ing some explicit inequalities for lower order eigenvalues of problem (1.2) on some Riemannian
manifolds. In fact, Cheng et al. [23] considered Riemannian manifolds isometrically immersed
in a Euclidean space. We study eignvalues of biharmonic operator on manifolds admitting some
special functions in section 5.3. The first kind is Riemannian manifolds admitting spherical eigen-
maps. As we know, any compact homogeneous Riemannian manifold admits eigenmaps for the
first eigenvalue of the Laplacian (see [81]). And another kind is Riemannian manifolds admitting
some functions fr : Mn → R such that
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
〈∇fr,∇fs〉 = δrs
∆fr = 0.
(1.45)
Product manifolds of Euclidean spaces with any complete manifolds satisfy this condition (see
[38,89]). Utilizing Theorem 5.2.1, we derive some universal inequalities for lower order eigenvalues
of the biharmonic operator on some complete Riemannian manifolds admitting some special
functions:
Theorem 5.3.1. Let Mn be an n -dimensional complete Riemannian manifold. Denote by Λi the
i-th eigenvalue of the clamped plate problem on a bounded domain Ω of Mn . (i) Suppose that Mn
admits a spherical eigenmap ϕ. Namely, the components ϕ1, · · · , ϕm+1 of map ϕ : Mn → Sm(1)
are all eigenfuctions corresponding to the same eigenvalue λ of the Laplacian onMn, where Sm(1)
is an m -dimensional unite sphere. Then we have
n∑
i=1
(Λi+1 − Λ1) 12 ≤ n[(λ+ 6Λ
1
2
1 )(λ+ 4Λ
1
2
1 )]
1
2 (1.46)
and
n∑
i=1
[(Λi+1 − Λ1) 12 − 5Λ
1
2
1 ] ≤ nλ. (1.47)
(ii) If there exist m functions fr : Mn → R such that (1.45) holds, then
m∑
r=1
(Λr+1 − Λ1) 12 ≤ 2(2m+ 4) 12 Λ
1
2
1 . (1.48)
In section 5.4, a universal inequality for the poly-Laplacian with any order on a bounded domain
in Rn is obtained, which covers (1.39) when l = 2:
Theorem 5.4.1. Let Ω be a bounded domain in Rn. Denote by Λi the i-th eigenvalue of problem
(1.2). Then we have
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [4l(n+ 2l − 2)] 12 Λ
1
2
1 .
2 Some Preliminaries
In this section, we would like to introduce some definitions and related properties with few
proofs, which will be involved in the subsequent chapters.
2.1 Symmetric Rearrangements and Related Properties
Definition 2.1.1. Let Ω ⊂ Rn be a bounded domain. Its symmetric rearrangement Ω∗ is the
open ball with the same volume as Ω (cf. [9, 15,66]),
Ω∗ =
{
x ∈ Rn
∣∣∣∣∣ |x| <
(
V (Ω)
Bn
) 1
n
}
.
By using a symmetric rearrangement of Ω, one can obtain
I(Ω) =
∫
Ω
|x|2dx ≥
∫
Ω∗
|x|2dx = n
n+ 2
V (Ω)
(
V (Ω)
ωn
) 2
n
. (2.1.1)
Let h be a nonnegative bounded continuous function on Ω . We consider its distribution function
µh(t) defined by µh(t) = V ol({x ∈ Ω|h(x) > t}). The distribution function can be viewed as a
non-increasing function from [0,∞) to [0, V ol(Ω)] . The symmetric decreasing rearrangement h∗
of h is defined by h∗(x) = inf{t ≥ 0|µh(t) < Bn|x|n} for x ∈ Ω∗.
For the symmetric rearrangement of set and function, we have the following propositions:
Proposition 2.1.1. [9] Let h∗ be the symmetric decreasing rearrangement of h, and g(|x|) =
h∗(x), then ∫
Rn
h(x)dx =
∫
Rn
h∗(x)dx = nBn
∫ ∞
0
sn−1g(s)ds = nBnA, (2.1.2)
where
A =
∫ ∞
0
sn−1g(s)ds.
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Proposition 2.1.2. [9] Let h∗ be the symmetric decreasing rearrangement of h, and g(|x|) =
h∗(x), then, for any β > 0
∫
Rn
|x|βh(x)dx ≥
∫
Rn
|x|βh∗(x)dx = nBn
∫ ∞
0
sn+β−1g(s)ds. (2.1.3)
By using coarea formula and isoperimetric inequality, we can obtain the following proposition
(cf. [27]):
Proposition 2.1.3. Let h∗ be the symmetric decreasing rearrangement of h, and g(|x|) = h∗(x).
If δ := sup |∇h|, then, for almost every s, −δ ≤ g′(s) ≤ 0.
Proof. One gets from the coarea formula that
µh(t) =
∫ suph
t
∫
{h=s}
|∇h|−1dσsds.
Since h∗ is radial, we have
µh(g(s)) = V ol{x ∈ Ω|h(x) > g(s)} = V ol{x ∈ Ω∗|h∗(x) > g(s)}
= V ol{x ∈ Ω∗|g(|x|) > g(s)} = Bnsn.
It follows that
nBns
n−1 = µ′h(g(s))g
′(s)
for almost every s. Putting δ := sup |∇h|, we obtain from the above equations and the isoperi-
metric inequality that
−µ′h(g(s)) =
∫
{h=g(s)}
|∇h|−1dσg(s) ≥ δ−1V oln−1({h = g(s)})
≥ δ−1nBnsn−1.
Therefore, one obtains
−δ ≤ g′(s) ≤ 0.
unionsqu
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2.2 Gradient Ricci Solitons
Let (Mn, g) be an n-dimensional Riemannian manifold and f a smooth function on Mn, then
we say that the triple (Mn, g, dµ) is a metric measure spaces, where dµ = e−fdv is a weighted
volume measure. The metric measure space has been studied extensively in the geometric analysis
in recent years. The most remarkable example is Perelman’s work in [74], where he introduced a
functional which involves an integral of the scalar curvature with respect to a weighted measure
such that the Ricci flow becomes a gradient flow of such a functional. The metric measure spaces
also arise in smooth collapsed Gromov-Hausdorff limits. So-called Bakry-E´mery Ricci tensor Ricf
corresponding to weighted metric measure spaces is a very important curvature quantity, which
is defined by
Ricf := Ric + Hessf,
where Ric and Hessf denote the Ricci tensor of Mn and Hessian of f , respectively (see [8, 61]).
When f is a constant, we have
Ricf = Ric.
Therefore, the Bakry-E´mery Ricci tensor is naturally viewed as a natural extension of Ricci tensor.
Recently, a great deal of significant results under assumption on the Bakry-E´mery Ricci tensor has
been obtained. For instances, Lichnerowicz [63, 64] has extended the classical Cheeger-Gromoll
splitting theorem to the metric measure spaces with Ricf ≥ 0 and f is bounded, Wei-Wylie in [90]
have proved the weighted volume comparison theorems; Munteanu-Wang [72,73] have established
the gradient estimate for positive weighted harmonic functions. Furthermore, so-called Witten-
Laplacian (or called f -Laplacian) associated with the metric measure spaces plays an important
role, which is defined by
∆fu := ∆u− 〈∇f,∇u〉 = efdiv
(
e−f∇u
)
,
where ∆ is Laplacian on Mn.
Remark 2.2.1. If f is a constant, the Witten-Laplacian is exactly the Laplacian.
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The Witten-Laplacian is a self-adjoint operator with respect to the weighted measure e−fdv,
namely, for any u,w ∈ C2(Mn), the following formula holds:
−
∫
Mn
〈∇u,∇w〉e−fdv =
∫
Mn
(∆fw)ue−fdv =
∫
Mn
(∆fu)we−fdv. (2.2.1)
As an important example of complete metric measure space, we consider Ricci Solitons in-
troduced by Hamilton in mid 80’s [45]. Recall that Ricci Solitons play an important role as
singularity dilations in the Ricci Flow proof of uniformization, see [36]. They correspond to
self-similar solutions of Ricci flow [44], and usually serves as natural generalizations of Einstein
metrics. The following is the definition of gradient Ricci soliton (see [16]):
Definition 2.2.1. Let Mn be a complete Riemannian manifold with smooth metric gij, then
(Mn, g, f) is called a gradient Ricci soliton if there is a smooth function f on Mn such that
Rij + fij = ρgij (2.2.2)
It is called shrinking, steady, or expanding soliton if ρ > 0, ρ = 0 or ρ < 0 respectively. The
function f is called a potential function of the gradient Ricci soliton.
2.3 Isoparametric Hypersurfaces
In this section, we will consider a celebrated example: isoparametric hypersurface, which is
defined as follows (cf. [18, 86]):
Definition 2.3.1. Let Fn+1(c) be a space form with constant sectional curvature c. An immersed
connected oriented hypersurface φ : Mn → Fn+1(c) is said to be isoparametric, if all of the
principle curvatures are constant functions.
In fact, isoparametric hypersurfaces can be well characterized by an isoparametric functions
on Fn+1(cf. [42, 43, 88]). Now, let Fn+1 be a complete Riemannian manifold, ∇ the Levi-Civita
connection, and ∆ the Laplacian.
Definition 2.3.2. We recall that a non-constant smooth function f : Fn+1 → R on Fn+1 is said
to be transnormal if there is a smooth function b : J → R such that
|∇f |2 = b(f), (2.3.1)
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where J = f(Fn+1) and ∇f is the gradient of f . If in addition there is a continuous function
a : R→ R such that
∆f = a(f), (2.3.2)
where ∆f is the Laplacian of f , then the function f is called isoparametric.
Remark 2.3.1. [71] We call a level set of a regular value of f an isoprametric hypersurface.
Equation (2.3.1) means that the level sets of value of f are mutually parallel, while (2.3.2) means
that the level sets of value of f have constant mean curvature.
Let F be the space forms (Rn+1,Sn+1 or Hn+1), and consider a family of parallel hypersurfaces
{Mt}. Then the following are equivalent: (i) {Mt} is a family of isoparametric hypersurfaces. (ii)
All Mt has constant mean curvature. (iii) Certain Mt has constant principal curvatures.
Example 2.3.1. f(x) = |x|2 has ∇f = 2x and so |∇f |2 = 4f , satisfying ∆f = 2n, and hence f
is an isoparametric function.
Throughout this paper, we would like to assume that Fn+1 = Sn+1(1).
2.4 Self-Adjoint Operators on Hilbert Spaces
Recall that a norm on vector spaces (real or complex) defines a Hausdorff topology on a vector
space in which the algebraic operations are continuous, resulting in a normed linear space. If it
is complete it is called a Banach space.
Definition 2.4.1. [80] Let X be a linear space. An inner product on X is a function 〈·, ·〉 :
X ×X → R (or C) such that for all x, y, z ∈ X,α, β ∈ R (or C),
(a) 〈x, x〉 ∈ R and 〈x, x〉 ≥ 0;
(b) 〈x, x〉 = 0 if and only if x = 0;
(c) 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉;
(d) 〈x, y〉 = 〈y, x〉( or 〈y, x〉).
Definition 2.4.2. [80] A real (or complex) vector space X with an inner product 〈·, ·〉 is called
an inner product space denoted by (X, 〈·, ·〉).
It is well known that if x ∈ Rn and 〈·, ·〉 is the usual inner product on Rn, then the formula√〈x, x〉 gives the usual Euclidean length, or norm, of x. In fact, for a general inner product on
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space X also gives rise to a norm on X. An inner product space is thus a special case of a normed
linear space.
Proposition 2.4.1. [80] Let X be an inner product space and let x, y ∈ X. Then
(a)Cauchy-Schwarz inequality: |〈x, y〉|2 ≤ 〈x, x〉〈y, y〉, x, y ∈ X holds;
(b) the function ‖ · ‖ : X → R defined by ‖x‖ = 〈x, x〉1/2 , is a norm on X.
We know that the most important inner product spaces are those which are complete. The
complete inner product space is called Hilbert space, a special case of a Banach space. In other
words, we can define the Hilbert space as follows:
Definition 2.4.3. [80] An inner product space X which is complete with respect to the metric
associated with the norm ‖ · ‖ induced by the inner product 〈·, ·〉 is called a Hilbert space denoted
by H.
Theorem 2.4.1. (Riesz Theorem cf. [80]) Suppose that H1 and H2 are Hilbert spaces over
R(or C). For every linear operator T ∈ B(H1,H2), there exists a unique linear operator T ∗ ∈
B(H2,H1) such that
〈T (x), y〉 = 〈x, T ∗(y)〉 for every x ∈ H1 and y ∈ H2.
Note that in the above, 〈T (x), y〉 is an inner product in the Hilbert space H2, while 〈x, T ∗(y)〉
is an inner product in the Hilbert space H1.
Definition 2.4.4. [80] Suppose that H1 and H2 are Hilbert spaces over F . The unique linear
operator T ∗ ∈ B(H2,H1) satisfying the conclusion of Theorem 2.4.1 is called the adjoint operator
of the linear operator T ∈ B(H1,H2).
In Chapter 5, we consider self-adjoint on Hilbert spaces with arbitrary dimension. Next, we
will introduce the definition of self-adjoint operator to end this chapter.
Definition 2.4.5. [80] Assume that H is a complex Hilbert space. Then T : H → H is called a
self-adjoint operator if
〈Tx, y〉 = 〈x, Ty〉, for every x, y ∈ H.
For a self-adjoint operator on a Hilbert space, it is easy to see that all eigenvalues are real, and
that eigenfunctions corresponding to distinct eigenvalues are orthogonal.
3 Lower bounds for Eigenvalues
In this chapter, we study eigenvalues of the poly-Laplacian with arbitrary order on a bounded
domain in an n-dimensional Euclidean space and obtain a lower bound for eigenvalues, which
generalizes the results due to Cheng-Wei [30] and gives an improvement of results due to Cheng-
Qi-Wei [27]. On the other hand, we also investigate eigenvalues of Laplacian on a bounded
domain in an n-dimensional Euclidean space and obtain a sharper lower bound for the sum of its
eigenvalues, which gives an improvement of results due to Melas [70]. For the case of fractional
Laplacian (−∆)α/2|D, where α ∈ (0, 2], we obtain a sharper lower bound for the sum of its
eigenvalues, which gives an improvement of results due to Yolcu-Yolcu [97]. In the last section,
we improve the second term of the lower bounds of the sums of the eigenvalues.
3.1 Main Results
Let Ω be a bounded domain with piecewise smooth boundary ∂Ω in an n-dimensional Euclidean
space Rn. Let Λi be the i-th eigenvalue of Dirichlet eigenvalue problem of the poly-Laplacian
with arbitrary order:
(−∆)lu = Λu, in Ω,
u =
∂u
∂ν
= · · · = ∂
l−1u
∂νl−1
= 0, on ∂Ω,
(3.1.1)
where ∆ is the Laplacian in Rn and ν denotes the outward unit normal vector field of the boundary
∂Ω. It is well known that the spectrum of this eigenvalue problem (3.1.1) is real and discrete:
0 < Λ1 ≤ Λ2 ≤ Λ3 ≤ · · · → +∞,
where each Λi has finite multiplicity which is repeated according to its multiplicity. Let V (Ω)
denote the volume of Ω and let Bn denote the volume of the unit ball in Rn.
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When l = 1, the eigenvalue problem (3.1.1) is called a fixed membrane problem. In this case,
denoting the i-th eigenvalue by λi, then one has the following Weyl’s asymptotic formula
λk ∼ 4pi
2
(BnV (Ω))
2
n
k
2
n , k → +∞. (3.1.2)
From the above asymptotic formula, one can derive
1
k
k∑
i=1
λi ∼ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , k → +∞. (3.1.3)
Po´lya [76] proved that
λk ≥ 4pi
2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (3.1.4)
if Ω is a tiling domain in Rn . Furthermore, he proposed a conjecture as follows:
Conjecture of Po´lya. If Ω is a bounded domain in Rn, then the k-th eigenvalue λk of the fixed
membrane problem satisfies
λk ≥ 4pi
2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (3.1.5)
On the conjecture of Po´lya, Berezin [13] and Lieb [65] gave a partial solution. In particular, Li
and Yau [62] proved that
1
k
k∑
i=1
λi ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (3.1.6)
The formula (3.1.3) shows that the result of Li and Yau is sharp in the sense of average. From
this formula (3.1.6), one can infer
λk ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (3.1.7)
which gives a partial solution for the conjecture of Po´lya with a factor
n
n+ 2
. We prefer to call
this inequality (3.1.7) as Berezin-Li-Yau inequality instead of Li-Yau inequality because (3.1.7)
can be obtained by a Legendre transform of an earlier result by Berezin [13] as it is mentioned
in [61]. Recently, improvements to the Berezin-Li-Yau inequality given by (3.1.6) for the fixed
membrane problem have appeared, for example see [58,70,93]. Recently, Melas [70] has improved
the estimate (3.1.6) to the following:
1
k
k∑
i=1
λi ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
, for k = 1, 2, · · · , (3.1.8)
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where
I(Ω) = min
a∈Rn
∫
Ω
|x− a|2dx
is called the moment of inertia of Ω. After a translation of the origin, we can assume that the
center of mass is the origin and
I(Ω) =
∫
Ω
|x|2dx.
By taking a value nearby the extreme point of the function f(τ) (given by (3.2.14)), we add
one term of lower order of k−
2
n to the right hand side of (3.1.8), which means that we obtain a
sharper result than (3.1.8). In fact, we prove the following:
Theorem 3.1.1. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that λi, i = 1, 2, · · · , is the i-th eigenvalue of the eigenvalue problem (3.1.1). Then the sum of its
eigenvalues satisfies
1
k
k∑
j=1
λj ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
+
n
2304(n+ 2)2
(2pi)−2
(BnV (Ω))−
2
n
(
V (Ω)
I(Ω)
)2
k−
2
n .
(3.1.9)
When l = 2, the eigenvalue problem (3.1.1) is called a clamped plate problem. For the eigen-
values of the clamped plate problem, Agmon [1] and Pleijel [75] obtained
Λk ∼ 16pi
4
(BnV (Ω))
4
n
k
4
n , k → +∞. (3.1.10)
From the above formula (3.1.10), one can obtain
1
k
k∑
i=1
Λi ∼ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n , k → +∞. (3.1.11)
Furthermore, Levine-Protter [60] proved that the eigenvalues of the clamped plate problem satisfy
the following inequality:
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n . (3.1.12)
The formula (3.1.11) shows that the coefficient of k
4
n is the best possible constant. By adding to
its right hand side two terms of lower order in k, Cheng-Wei [29] obtained the following estimate
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which is an improvement of (3.1.12):
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n
+
(
n+ 2
12n(n+ 4)
− 1
1152n2(n+ 4)
)
4pi2
(BnV (Ω))
2
n
n
n+ 2
V (Ω)
I(Ω)
k
2
n
+
(
1
576n(n+ 4)
− 1
27648n2(n+ 2)(n+ 4)
)(
V (Ω)
I(Ω)
)2
.
(3.1.13)
Very recently, Cheng-Wei [30] have improved the estimate (3.1.13) to the following:
1
k
k∑
i=1
Λi ≥ n
n+ 4
16pi4
(BnV (Ω))
4
n
k
4
n
+
n+ 2
12n(n+ 4)
4pi2
(BnV (Ω))
2
n
n
n+ 2
V (Ω)
I(Ω)
k
2
n
+
(n+ 2)2
1152n(n+ 4)2
(
V (Ω)
I(Ω)
)2
.
(3.1.14)
When l is arbitrary, Levine-Protter [60] proved the following
1
k
k∑
i=1
Λi ≥ n
n+ 2l
pi2l
(BnV (Ω))
2l
n
k
2l
n , for k = 1, 2, · · · , (3.1.15)
which implies that
Λk ≥ n
n+ 2l
pi2l
(BnV (Ω))
2l
n
k
2l
n , for k = 1, 2, · · · . (3.1.16)
By adding l terms of lower order of k
2l
n to its right hand side, Cheng-Qi-Wei [27] obtained more
sharper result than (3.1.15):
1
k
k∑
i=1
Λi ≥ n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n +
n
(n+ 2l)
×
l∑
p=1
l + 1− p
(24)pn · · · (n+ 2p− 2)
(2pi)2(l−p)
(BnV (Ω))
2(l−p)
n
(
V (Ω)
I(Ω)
)p
k
2(l−p)
n .
(3.1.17)
In this paper, we investigate eigenvalues of the Dirichlet eigenvalue problem (3.1.1) of Laplacian
with arbitrary order and prove the following:
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Theorem 3.1.2. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that l ≥ 2 and λi is the i-th eigenvalue of the eigenvalue problem (3.1.1). Then the eigenvalues
satisfy
1
k
k∑
j=1
Λj ≥ n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n
+
l
24(n+ 2l)
(2pi)2(l−1)
(BnV (Ω))
2(l−1)
n
V (Ω)
I(Ω)
k
2(l−1)
n
+
l(n+ 2(l − 1))2
2304n(n+ 2l)2
(2pi)2(l−2)
(BnV (Ω))
2(l−2)
n
(
V (Ω)
I(Ω)
)2
k
2(l−2)
n .
(3.1.18)
Remark 3.1.1. When l = 2, Theorem 3.1.2 reduces to the result of Cheng-Wei [30].
Remark 3.1.2. When l ≥ 2, we give an important improvement of the result (3.1.17) due to
Cheng-Qi-Wei [27] since the inequality (3.1.18) is sharper than the inequality (3.1.17). About this
fact, we will give a proof in section 3.3.
Recently, Ilyin [54] obtained the following asymptotic lower bound for eigenvalues of problem
(3.1.1):
1
k
k∑
j=1
λj ≥ nk
2
n
n+ 2
B
− 2
n
n (2pi)2V (Ω)−
2
n +
n
48
V (Ω)
I(Ω)
(
1− εn(k)
)
, (3.1.19)
where 0 ≤ εn(k) ≤ O(k− 2n ) is a infinitesimal of k− 2n . Moreover, he derived some explicit inequal-
ities for the particular cases of n = 2, 3, 4:
1
k
k∑
j=1
λj ≥ nk
2
n
n+ 2
B
− 2
n
n (2pi)2V (Ω)−
2
n +
n
48
βn
V (Ω)
I(Ω)
, (3.1.20)
where β2 = 119120 , β3 = 0.986 and β3 = 0.983.
Theorem 3.1.3. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λi, i = 1, 2, · · · , is the i-th eigenvalue of the eigenvalue problem (3.1.1). Then the sum of its
eigenvalues satisfies
1
k
k∑
j=1
Λj ≥ nk
2l
n
n+ 2l
B
− 2
n
n (2pi)2lV (Ω)−
2l
n +
nl
48
(2pi)2l−2
(BnV (Ω))
2l−2
n
V (Ω)
I(Ω)
k
2l−2
n
(
1− εn(k)
)
. (3.1.21)
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Remark 3.1.3. Taking l = 1 in (3.1.21), we obtain (3.1.19). Moreover, the second term on the
right-hand side of (3.1.17) is
l
24(n+ 2l)
(2pi)2l−2
(BnV (Ω))
2l−2
n
V (Ω)
I(Ω)
k
2l−2
n .
Hence, the second term on the right-hand side of (3.1.21) is n(n+2l)2 times larger than that of
(3.1.17). Thus, for large k, (3.1.21) is sharper than (3.1.17).
Furthermore, we investigate the following Dirichlet eigenvalue problem of quadratic polynomial
operator of the Laplacian:

∆2u− a∆u = Γu, on Ω
u
∣∣
Ω
=
∂u
∂ν
∣∣
Ω
= 0
(3.1.22)
where a is a nonnegative constant. Levine-Protter [60] proved that the eigenvalues of this problem
satisfy
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4
(BnV (Ω))
4
n
k
4
n +
na
n+ 2
(2pi)2
(BnV (Ω))
2
n
k
2
n . (3.1.23)
Theorem 3.1.4. Let Ω be a bounded domain in Rn. Denote by Γj the j-th eigenvalue of problem
(3.1.22). Then we have
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4(
BnV (Ω)
) 4
n
k
4
n +
(
n
24
V (Ω)
I(Ω)
+
na
n+ 2
)
(2pi)2(
BnV (Ω)
) 2
n
k
2
n
+
[
−n(n
2 − 4)
3840
V (Ω)
I(Ω)
+
na
48
]
V (Ω)
I(Ω)
(1− εn(k)) ,
(3.1.24)
where 0 ≤ εn(k) = O(k− 2n ) is a infinitesimal of k− 2n .
Next, we consider the fractional Laplace operators restricted to Ω, and denote them by
(−∆)α/2|Ω, where α ∈ (0, 2]. It can be defined by
(−∆)α/2u(x) =: P.V.
∫
Rn
u(x)− u(y)
|x− y|n+α dy,
where P.V. denotes the principal value and u : Rn → R. Define the characteristic function
χΩ : t 7→ χΩ(t) by
χΩ(t) =

1, x ∈ Ω,
0, x ∈ Rn\Ω,
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then the special pseudo-differential operator can be represented as the Fourier transform of the
function u [59, 87], namely
(−∆)α/2|Ωu := F−1[|ξ|αF[uχΩ]],
where F[u] denotes the Fourier transform of a function u : Rn → R:
F[u](ξ) = û(ξ) =
1
(2pi)n
∫
Rn
e−ix·ξu(x)dx.
It is well known that the fractional Laplacian operator (−∆)α/2 can be considered as the in-
finitesimal generator of the symmetric α-stable process [14,10,11,12,97]. Suppose that a stochas-
tic process Xt has stationary independent increments and its transition density (i.e., convolution
kernel) p(α)(t, x, y) = p(α)(t, x − y), t > 0, x, y ∈ Rn is determined by the following Fourier
transform
Exp(−t|ξ|α) =
∫
Rn
eiξ·yp(α)(t, y)dy, t > 0, ξ ∈ Rn,
then we can say that the process Xt is an n-dimensional symmetric α-stable process with order
α ∈ (0, 2] in Rn(also see [10,11,97]).
Remark 3.1.4. Given α = 1, Xt is the Cauchy process in Rn whose transition densities are
given by the Cauchy distribution (Poisson kernel)
p(1)(t, x, y) =
cnt
(t2 + |x− y|2)n+12
, t > 0, x, y ∈ Rn,
where
cn =
Γ((n+ 1)/2)
pi
n+1
2
=
1√
piωn
,
is the semiclassical constant that appears in the Weyl estimate for the eigenvalues of the Laplacian.
Remark 3.1.5. Given α = 2, Xt is just the usual n-dimensional Brownian motion Bt but running
at twice the speed, which is equivalent to say that, when α = 2, we have Xt = B2t and
p(2)(t, x, y) =
1
(4pit)n/2
Exp
[
−|x− y|2
4t
]
, t > 0, x, y ∈ Rn.
Let Λ(α)j and u
(α)
j denote the j-th eigenvalue and the corresponding normalized eigenvector of
(−∆)α/2|Ω, respectively. Eigenvalues Λ(α)j (including multiplicities) satisfy
0 < Λ(α)1 ≤ Λ(α)2 ≤ Λ(α)3 ≤ · · · → +∞.
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For the case of α = 1, Harrell-Yolcu gave an analogue of the Berezin-Li-Yau type inequality
for the eigenvalues of the Klein-Gordon operators H0,Ω :=
√−∆ restricted to Ω in [49]:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ 1
(
2pi
(BnV (Ω))
1
n
)
k
1
n . (3.1.25)
Very recently, Yolcu [96] has improved the estimate (3.1.25) to the following:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ 1
(
2pi
(BnV (Ω))
1
n
)
k
1
n + M˜n
V (Ω)1+
1
n
I(Ω)
k−1/n, (3.1.26)
where the constant M˜n depends only on the dimension n. Moreover, for any α ∈ (0, 2], Yolcu-
Yolcu [97] generalized (3.1.25) as follows:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ α
(
2pi
(BnV (Ω))
1
n
)α
k
α
n . (3.1.27)
Furthermore, Yolcu-Yolcu [97] refined the Berezin-Li-Yau inequality (3.1.24) in the case of frac-
tional Laplacian (−∆)α|Ω:
1
k
k∑
j
Λ(α)j ≥
n
n+ α
(
2pi
(BnV (Ω))
1
n
)α
k
α
n
+
`
4(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n ,
(3.1.28)
where ` is given by
` = min
{
α
12
,
4αnpi2
(2n+ 2− α)B
4
n
n
}
.
Remark 3.1.6. In fact, by a direct calculation, one can check the following inequality:
α
12
≤ 4αnpi
2
(2n+ 2− α)B
4
n
n
,
which implies
`
4(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n =
α
48(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n .
The remainder of this chapter is to provide a refinement of the Berezin-Li-Yau type estimate.
In other word, we have proved the following:
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Theorem 3.1.5. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λ(α)i , i = 1, 2, · · · , is the i-th eigenvalue of the fractional Laplacian (−∆)α/2|Ω. Then, the
sum of its eigenvalues satisfies
1
k
k∑
i=1
Λ(α)i ≥
n
n+ α
(2pi)α
(BnV (Ω))
α
n
k
α
n
+
α
48(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n
+
α(n+ α− 2)2
C(n)n(n+ α)2
(2pi)α−4
(BnV (Ω))
α−4
n
(
V (Ω)
I(Ω)
)2
k
α−4
n ,
(3.1.29)
where
C(n) =

4608, when n ≥ 4,
6144, when n = 2 or n = 3.
In addition, the sum of its eigenvalues satisfies
1
k
k∑
i=1
Λ(2)i ≥
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
+
n
2304(n+ 2)2
(2pi)−2
(BnV (Ω))−
2
n
(
V (Ω)
I(Ω)
)2
k−
2
n ,
(3.1.30)
when α = 2.
Remark 3.1.7. Observing Theorem 3.1.5, it is not difficult to see that the coefficients (with
respect to k
α−2
n ) of the second terms in (3.1.29) are equal to that of (3.1.28). In other word,
we can claim that the inequalities (3.1.29) are sharper than (3.1.28) since the coefficients (with
respect to k
α−4
n ) of the third terms in (3.1.29) are positive.
By using Theorem 3.1.5, we can give an analogue of the Berezin-Li-Yau type inequality for
eigenvalues of the Klein-Gordon operators H0,Ω restricted to the bounded domain Ω:
Corollary 3.1.1. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn. Assume
that Λi(= Λ
(1)
i ), i = 1, 2, · · · , is the i-th eigenvalue of the Klein-Gordon operators H0,Ω. Then,
the sum of its eigenvalues satisfies
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1
k
k∑
i=1
Λi ≥ n
n+ 1
2pi
(BnV (Ω))
1
n
k
1
n
+
1
48(n+ 1)
(2pi)−1
(BnV (Ω))−
1
n
V (Ω)
I(Ω)
k−
1
n
+
(n− 1)2
C(n)n(n+ 1)2
(2pi)−3
(BnV (Ω))−
3
n
(
V (Ω)
I(Ω)
)2
k−
3
n ,
(3.1.31)
where
C(n) =

4608, when n ≥ 4,
6144, when n = 2 or n = 3.
3.2 Some Technical Lemmas
In this section, we will give some key Lemmas which will play an important role in the proof
of Theorem 3.1.1, Theorem 3.1.2 and Theorem 3.1.5.
Lemma 3.2.1. Suppose that ψ : [0,∞) → [0, 1] such that
0 ≤ ψ(s) ≤ 1 and
∫ ∞
0
ψ(s)ds = 1.
Then, for any a ≥ 0, there exists  ≥ 0 such that
∫ +1

sbds =
∫ ∞
0
sbψ(s)ds (3.2.1)
and
∫ +1

sb+ads ≤
∫ ∞
0
sb+aψ(s)ds. (3.2.2)
Proof. Let
ς(s) =

1, s ∈ [0, 1];
0, s ∈ [0,+∞)\[0, 1],
(3.2.3)
then one has
(sb − 1)(ψ(s)− ς(s)) ≥ 0,
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where s ∈ [0,+∞). Therefore, we have
∫ +∞
0
(sb − 1)(ψ(s)− ς(s))ds ≥ 0,
which implies that
∫ 1
0
sbds ≤
∫ +∞
0
sbψ(s)ds.
On the other hand, defining
A(z) :=
∫ z+1
z
sbds,
then it is easy to see that
A(0) ≤
∫ +∞
0
sbψ(s)ds,
and A(z) is a continuous function on the interval [0,+∞). Since
lim
z→+∞A(z) = limz→+∞
∫ z+1
z
sbds = lim
z→+∞
(z + 1)b+1 − zb+1
b+ 1
= +∞,
there exists a  > 0 such that
∫ +1

sdds =
∫ ∞
0
sdψ(s)ds.
We choose A,B ∈ R such that the function
F(s) = sb+a − Asb +B (3.2.4)
satisfies
F() = F(+ 1) = 0. (3.2.5)
From (3.2.4) and (3.2.5), we have

b+a − Ab +B = 0,
(+ 1)b+a − A(+ 1)b +B = 0.
(3.2.6)
According to the system of equation (3.2.6), we can obtain
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
A =
(+ 1)b+a − b+a
(+ 1)b − b ,
B =
b(+ 1)b+a − b+a(+ 1)b
(+ 1)b − b .
Therefore, we know that A > 0 and B > 0. From (3.2.4), we get
F ′(s) = (b+ a)sb+a−1 − bAsb−1 = 0,
which implies that
s =
(
b
b+ a
) 1
a
.
It is equivalent to say that there exists only one solution to the equation F ′(s) = 0 on the interval
[0,+∞). Noticing that F(0) = B > 0, we know that

F(s) < 0, when s ∈ (, + 1),
F(s) ≥ 0, when s ∈ [0,+∞)\(, + 1).
Hence, we obtain F(s)(ς(s)− ψ(s)) ≤ 0 for any s ∈ [0,+∞), which gives∫ +∞
0
F(s)(ς(s)− h(s))ds ≤ 0.
Therefore, it yields ∫ +∞
0
(
sb+a − Asb +B)(ς(s)− ψ(s))ds ≤ 0,
which implies that
∫ +1

sb+ads ≤
∫ ∞
0
sb+aψ(s)ds.
Therefore, we finish the proof of the lemma.
unionsqu
Lemma 3.2.2. For any s > 0, τ ≥ 0, 2 ≤ b ∈ N, l ∈ N+, we have the following inequalities:
bsb+2l − (b+ 2l)τ2lsb + 2lτ b+2l − 2lτ b+2(l−1)(s− τ)2 ≥ 0. (3.2.7)
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Proof. When τ = 0, the conclusion is immediate. Next, we consider the case of τ > 0. Let
Υ1(s) := bsb+2l − (b + 2l)τ2lsb + 2lτ b+2l − 2lτ b+2(l−1)(s − τ)2, then we only need to prove that,
for any τ > 0, Υ1(s) ≥ 0 holds. Putting x = sτ , then it is equivalent to prove that
Υ2(x) := bxb+2l − (b+ 2l)xb + 2l − 2l(1− x)2 ≥ 0,
where x ∈ [0,+∞). Moreover, we can compute the first-order derivative of the function Υ2(x)
and obtain
Υ′2(x) = b(b+ 2l)x
b+2l−1 − b(b+ 2l)xb−1 + 4l(1− x)
= b(b+ 2l)xb−1(x2l − 1) + 4l(1− x)
= (1− x)[− b(b+ 2l)xb−1(x2l−1 + · · ·+ x+ 1) + 4l].
Letting
y1(x) = b(b+ 2l)xb−1(x2l−1 + · · ·+ x+ 1)
and
y2(x) = 4l.
Then, it is easy to see that y1(x) is an increasing function on [0,+∞). Since Υ2(0) = Υ2(1) = 0,
we can show that Υ′2(x) = 0 has only two roots: one is x1 = 1 and the other is x2 ∈ (0, 1). And
then, we conclude that Υ′2(x) ≥ 0 on the interval [0,+∞), which implies that Υ2(x) ≥ Υ2(0) = 0.
Hence, we can claim that inequality (3.2.7) holds. unionsqu
Lemma 3.2.3. For s ≥ 0, τ ≥ 0, 2 ≤ b ∈ N, α ∈ (0, 2], we have the following inequality:
bsb+α − (b+ α)τ2lsb + 2lτ b+α − ατ b+α−2(s− τ)2 ≥ 0. (3.2.8)
Proof. When τ = 0, the conclusion is direct. Next, we consider the case of τ > 0. Let
Υ3(s) := bsb+α − (b + α)τ2lsb + 2lτ b+α − ατ b+α−2(s − τ)2, then we will only need to prove
that, for any τ > 0, Υ3(s) ≥ 0 holds. Putting x = sτ , then we need only prove that Υ4(x) :=
bxb+2l − (b + 2l)xb + 2l − 2l(1 − x)2 ≥ 0 where x ∈ [0,+∞). Moreover, we can compute the
first-order derivative of the function Υ4(x) and obtain
Υ′4(x) = b(b+ α)x
b+α−1 − b(b+ α)xb−1 + 2α(1− x).
Next, we consider two cases:
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Case one: x ≥ 0.
Υ′′4(x) = b(b+ α)(b+ α− 1)xb+α−2 − b(b+ α)(b− 1)xb−2 − 2α
= b(b+ α)xb−2
[
(b+ α− 1)xα − (b− 1)
]
− 2α
≥ b(b+ α)
[
(b+ α− 1)− (b− 1)
]
− 2α
=
[
b(b+ α)− 2
]
α
≥ 0,
since x ≥ 0, which implies that
Υ′4(x) ≥ Υ′4(1) = 0.
Therefore, we have
Υ4(x) ≥ Υ4(1) = 0 wherex ∈ [1,+∞).
Case two: 0 < x < 1. Let
H(x) =
Υ′4(x)
1− x ,
then we have
H(x) =
(
b(b+ α)xb−1
)xα − 1
1− x + 2α.
Putting
H1(x) =
(
b(b+ α)xb−1
)xα − 1
1− x
and
H2(x) = 2α.
Next, we prove that H1(x) is increasing on (0, 1). In fact, we need only to prove that
U(x) := x
α − 1
x− 1
is increasing on (0, 1), since V(x) := b(b + α)xb−1 is increasing and V(x) > 0 on (0, 1). We
calculate the first-order derivative of the function U(x) and obtain that
U ′(x) = (α− 1)x
α − αxα−1 + 1
(x− 1)2 =
W(x)
(x− 1)2 ,
where W(x) := (α − 1)xα − αxα−1 + 1. Moreover, we calculate the first-order derivative of the
function W(x) and obtain that
W ′(x) = α(α− 1)xα−1 − α(α− 1)xα−2.
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It is very easy to see that W ′(x) ≥ 0 on (0, 1), which implies that
W(x) ≥ W(0) = 1 > 0.
Therefore, it is easy to see that
U ′(x) > 0,
which is equivalent to see that U(x) is an increasing function on the interval (0, 1). Therefore,
H1(x) is also an increasing function on the interval (0, 1). Noticing that
H1(0) = 0
and
lim
x→1−
(
b(b+ α)xb−1
)xα − 1
x− 1 = b(b+ α)α > 2α,
we know that H(x) = 0 has only one solution on the interval (0, 1), which is equivalent to say that
Υ′4(x) = 0 has only one solution on the interval (0, 1). Therefore, we can claim that Υ4(x) > 0.
This completes the proof of this Lemma. unionsqu
By utilizing lemma 3.2.1, lemma 3.2.2 and lemma 3.2.3, we can give the proof of the following
key lemmas.
Lemma 3.2.4. Let b(≥ 2) be a positive real number and µ > 0. If ψ : [0, +∞) → [0, +∞) is
a decreasing function such that
−µ ≤ ψ′(s) ≤ 0
and
A :=
∫ ∞
0
sb−1ψ(s)ds > 0,
then, we have∫ ∞
0
sb+α−1ψ(s)ds ≥ 1
b+ α
(bA)
b+α
b ψ(0)−
α
b +
α
12b(b+ α)µ2
(bA)
b+α−2
b ψ(0)
2b−α+2
b
+
α(b+ α− 2)2
288b2(b+ α)2µ4
(bA)
b+α−4
b ψ(0)
4b−α+4
b ,
(3.2.9)
when b ≥ 4; we have∫ ∞
0
sb+α−1ψ(s)ds ≥ 1
b+ α
(bA)
b+α
b ψ(0)−
α
b +
α
12b(b+ α)µ2
(bA)
b+α−2)
b ψ(0)
2b−α+2
b
+
α(b+ α− 2)2
384b2(b+ α)2µ4
(bA)
b+α−4
b ψ(0)
4b−α+4
b ,
(3.2.10)
when 2 ≤ b < 4. In particular, the inequality (3.2.9) holds when α = 2 and b ≥ 2.
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Proof. If we consider the following function
%(t) =
ψ
(ψ(0)
µ t
)
ψ(0)
,
then it is not difficult to see that %(0) = 1 and −1 ≤ %′(t) ≤ 0. Without loss of generality, we can
assume
ψ(0) = 1 and µ = 1.
Define
Eα :=
∫ ∞
0
sb+α−1ψ(s)ds.
One can assume that Eα < ∞, otherwise there is nothing to prove. By the assumption, we can
conclude that
lim
s→∞ s
b+α−1ψ(s) = 0.
Putting h(s) = −ψ′(s) for any s ≥ 0, we get
0 ≤ h(s) ≤ 1 and
∫ ∞
0
h(s)ds = ψ(0) = 1.
By making use of integration by parts, one can get∫ ∞
0
sbh(s)ds = b
∫ ∞
0
sb−1ψ(s)ds = bA,
and ∫ ∞
0
sb+αh(s)ds ≤ (b+ α)Eα,
since ψ(s) > 0. By Lemma 3.2.1, one can infer that there exists an  ≥ 0 such that∫ +1

sbds =
∫ ∞
0
sbh(s)ds = bA, (3.2.11)
and ∫ +1

sb+αds ≤
∫ ∞
0
sb+αh(s)ds ≤ (b+ α)Eα. (3.2.12)
Let
Θ(s) = bsb+α − (b+ 2l)ταsb + ατ b+α − ατ b+α−2(s− τ)2,
then, by Lemma 3.2.3, we have Θ(s) ≥ 0. Integrating the function Θ(s) from  to +1, we deduce
from (3.2.11) and (3.2.12), for any τ > 0,
b(b+ α)Eα − (b+ α)ταbA+ ατ b+α ≥ α12τ
b+α−2. (3.2.13)
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Define
f(τ) := (b+ α)ταbA− ατ b+α + α
12
τ b+α−2, (3.2.14)
then we can obtain from (3.2.13) and (3.2.14) that, for any τ > 0,
Eα =
∫ ∞
0
sb+α−1ψ(s)ds ≥ f(τ)
b(b+ α)
.
Taking
τ = (bA)
1
b
(
1 +
b+ α− 2
12(b+ α)
(bA)−
2
b
) 1
b
,
and substituting it into (3.2.14), we obtain
f(τ) = (bA)
b+α
b
(
b− α(b+ α− 2)
12(b+ α)
(bA)−
2
b
)(
1 +
b+ α− 2
12(b+ α)
(bA)−
2
b
)α
b
+
α
12
(bA)
b+α−2
b
(
1 +
b+ α− 2
12(b+ α)
(bA)−
2
b
) b+α−2
b
.
(3.2.15)
By using the Taylor formula, one has for t > 0
(1 + t)
α
b ≥ 1 + α
b
t+
α(α− b)
2b2
t2 +
α(α− b)(α− 2b)
6b3
t3
+
α(α− b)(α− 2b)(α− 3b)
24b4
t4,
and
(1 + t)
b+α−2
b ≥ 1 + b+ α− 2
b
t+
(b+ α− 2)(α− 2)
2b2
t2
+
(b+ α− 2)(α− 2)(α− 2− b)
6b3
t3
+
(b+ α− 2)(α− 2)(α− 2− b)(α− 2− 2b)
24b4
t4.
Putting
t =
b+ α− 2
12(b+ α)
(bA)−
2
b > 0,
one has b− αt > 0, τ = (bA) 1b (1 + t) 1b ,
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(
b− α(b+ α− 2)
12(b+ α)
(bA)−
2
b
)(
1 +
b+ α− 2
12(b+ α)
(bA)−
2
b
)α
b
= (b− αt)(1 + t)αb
≥ (b− αt)
[
1 +
α
b
t+
α(α− b)
2b2
t2 +
α(α− b)(α− 2b)
6b3
t3
+
α(α− b)(α− 2b)(α− 3b)
24b4
t4
]
= b− α(α+ b)
2b
t2 − α(α− b)(α+ b)
3b2
t3 − α(α− b)(α− 2b)(α+ b)
8b3
t4
− α
2(α− b)(α− 2b)(α− 3b)
24b4
t5
= b− α(α+ b)
2b
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)2
− α(α− b)(α+ b)
3b2
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)3
− α(α− b)(α− 2b)(α+ b)
8b3
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)4
− α
2(α− b)(α− 2b)(α− 3b)
24b4
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)5
,
(3.2.16)
and
(
1 +
b+ α− 2
12(b+ α)
(bA)−
2
b
) b+α−2
b
= (1 + t)
b+α−2
b
≥ 1 + b+ α− 2
b
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)
+
(b+ α− 2)(α− 2)
2b2
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)2
+
(b+ α− 2)(α− 2)(α− 2− b)
6b3
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)3
+
(b+ α− 2)(α− 2)(α− 2− b)(α− 2− 2b)
24b4
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)4
.
(3.2.17)
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Therefore, we obtain from (3.2.16) and (3.2.17)
f(τ) = (b+ α)ταbA− ατ b+α + α
12
τ b+α−2
≥ (bA) b+αb
[
b− α(α+ b)
2b
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)2
− α(α− b)(α+ b)
3b2
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)3
− α(α− b)(α− 2b)(α+ b)
8b3
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)4
− α
2(α− b)(α− 2b)(α− 3b)
24b4
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)5]
+
α
12
(bA)
b+α−2
b
[
1 +
b+ α− 2
b
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)
+
(b+ α− 2)(α− 2)
2b2
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)2
+
(b+ α− 2)(α− 2)(α− 2− b)
6b3
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)3
+
(b+ α− 2)(α− 2)(α− 2− b)(α− 2− 2b)
24b4
(
b+ α− 2
12(b+ α)
(bA)−
2
b
)4]
= b(bA)
b+α
b +
α
12
(bA)
b+α−2
b + I1 + I2 + I3,
(3.2.18)
where
I1 = α(b+ α− 2)
2
288b(b+ α)
(bA)
b+α−4
b , (3.2.19)
I2 = α(b+ α− 2)(α+ 2b− 6)72b2
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
+
α(b+ α− 2)[α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
288b3
×
(
b+ α− 2
12(b+ α)
)3
(bA)
b+α−8
b ,
(3.2.20)
I3 = αγ24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b ,
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and
γ = (α− 2)(α− 2− b)(α− 2− 2b)(b+ α)− α(α− b)(α− 2b)(α− 3b).
Noticing that
−α(α− b)(α− 2b)(α− 3b) ≥ 0,
we have
γ ≥ (α− 2)(α− 2− b)(α− 2− 2b)(b+ α).
Define
β := (α− 2)(α− 2− b)(α− 2− 2b)(b+ α),
then we have β ≤ 0 and γ ≥ β. Therefore, we have
I3 ≥ αβ24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b , (3.2.21)
Next, we consider two cases:
Case 1: b ≥ 4. When b ≥ 4, for any α ∈ (0, 2], we can infer
α2 + (5b− 16)α+ (−6b2 + 8b+ 16) ≤ (5b− 16)α+ (−6b2 + 8b+ 20)
= −6b2 + (8 + 5α)b+ 20− 16α
≤ −24b+ (8 + 10)b+ 20
≤ 0.
(3.2.22)
Since
(bA)
2
b ≥ 1
(b+ 1)
2
b
≥ 1
3
(see [30]), one can deduce from (3.2.20) and (3.2.22)
I2 ≥ α(b+ α− 2)(α+ 2b− 6)72b2
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
+
α(b+ α− 2)[α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
1152b3
×
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
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By a merger of similar items for the above equation, we yield
I2 =
α(b+ α− 2)[16b(α+ 2b− 6) + α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
1152b3
×
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
=
α(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)]
1152b3
×
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b .
(3.2.23)
On the other hand, we have
I3 ≥ αβ4608b4
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b ,
since β ≤ 0 and (bA) 2b ≥ 1
(b+1)
2
b
≥ 13 . Therefore, the estimate of the lower bound of I2 + I3 can
be given by
I2 + I3 ≥
{
α(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)]
1152b3
+
αβ
4608b4
}
×
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
=
α{4b(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)] + β}
4608b4
×
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b .
Next, we will verify the following inequality
4b(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)] + β ≥ 0. (3.2.24)
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Indeed, since 0 < α ≤ 2 and b ≥ 4, we have
4b(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)] + β
= 4b(b+ α− 2)[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)]
+ (α− 2)(α− 2− b)(α− 2− 2b)(b+ α)
≥ 8b[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)]
− |(α− 2)(α− 2− b)(α− 2− 2b)(b+ α)|
≥ 8b[26b2 + (−88 + 21α)b+ (α2 − 16α+ 16)]− 2|(b+ 2)(2b+ 2)(b+ 2)|
≥ 8b[26b2 − 88b+ (α2 − 8α)]− 2(b+ 2)(2b+ 2)(b+ 2)
≥ 8b(26b2 − 92b)− 2(b+ 2)(2b+ 2)(b+ 2)
= 204b3 − 756b2 − 32b− 16
≥ 60b2 − 32b− 16
≥ 28b− 16
≥ 0.
(3.2.25)
Thus, it is not difficult to see that the inequality (3.2.24) follows from (3.2.25), which implies
I2 + I3 ≥ 0.
Therefore, when b ≥ 4, we have
f(τ) ≥ b(bA) b+αb + α
12
(bA)
b+α−2
b +
α(b+ α− 2)2
288b(b+ α)
(bA)
b+α−4
b .
Case 2: 2 ≤ b < 4. Uniting the equations (3.2.18), (3.2.19) and (3.2.20), we obtain the
following equation
I1 + I2 + I3 ≥ α(b+ α− 2)
2
288b(b+ α)
(bA)
b+α−4
b
+
α(b+ α− 2)(α+ 2b− 6)
72b2
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
+
α(b+ α− 2)[α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
288b3
×
(
b+ α− 2
12(b+ α)
)3
(bA)
b+α−8
b
+
αβ
24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b
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=
α(b+ α− 2)2
384b(b+ α)
(bA)
b+α−4
b +
α(b+ α− 2)2
1152b(b+ α)
(bA)
b+α−4
b
+
α(b+ α− 2)ν1
72b2
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
+
α(b+ α− 2)ν2
288b3
(
b+ α− 2
12(b+ α)
)3
(bA)
b+α−8
b
+
αβ
24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b ,
where
ν1 := (α+ 2b− 6),
and
ν2 := α2 + (5b− 16)α+ (−6b2 + 8b+ 16).
Suppose ν1 ≤ 0 and ν2 ≤ 0, then we have
I1 + I2 + I3 ≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b +
α(b+ α− 2)
96b
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
α(b+ α− 2)(α+ 2b− 6)
288b2
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
α(b+ α− 2)[α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
4608b3
×
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
αβ
24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b
=
α(b+ α− 2)2
384b(b+ α)
(bA)
b+α−4
b +
α(b+ α− 2)
96b
I4
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
αβ
24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b ,
(3.2.26)
where
I4 = 1 + α+ 2b− 63b +
α2 + (5b− 16)α+ (−6b2 + 8b+ 16)
48b2
.
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Noticing that 0 < α ≤ 2 and 2 ≤ b < 4, we have
I4 = 48b
2 + 16b(α+ 2b− 6) + α2 + (5b− 16)α+ (−6b2 + 8b+ 16)
48b2
=
74b2 + (21α− 88)b+ (α2 − 16α+ 16)
48b2
≥ 60b+ 21αb+ (α
2 − 8α)
48b2
=
60b+ (21b− 8)α+ α2
48b2
≥ 60b
48b2
=
5
4b
.
(3.2.27)
Therefore, we derive from (3.2.26) and (3.2.27)
I1 + I2 + I3 ≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b +
5α(b+ α− 2)
384b2
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
αβ
24b4
(
b+ α− 2
12(b+ α)
)5
(bA)
b+α−10
b
≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b +
5α(b+ α− 2)
384b2
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
+
α(b+ α− 2)β
18432(b+ α)b4
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b
≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b
+
α(b+ α− 2)[240b2(b+ α) + β]
18432(b+ α)b4
(
b+ α− 2
12(b+ α)
)
(bA)
b+α−4
b ,
since (bA)
2
b ≥ 1
(b+1)
2
b
≥ 13 . We define a function K(b) by letting
K(b) := 240b2(b+ α) + β
= 240b2(b+ α) + (α− 2)(α− 2− b)(α− 2− 2b)(b+ α),
where b ∈ [2, 4). After a direct calculation, we have
K(b) ≥ 240b2(b+ α)− |(α− 2)(α− 2− b)(α− 2− 2b)(b+ α)|
≥ 240b2(b+ α)− |2(2 + b)(2 + 2b)(b+ 2)|
≥ 240b2(b+ α)− 2(2b)(3b)(2b)
≥ 216b3 + 240αb2 > 0,
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which implies
I1 + I2 + I3 ≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b .
For the other cases (i.e., ν1 ≤ 0 and ν2 > 0; ν1 > 0 and ν2 ≤ 0; or ν1 > 0 and ν2 > 0), we can
also derive by using the same method that
I1 + I2 + I3 ≥ α(b+ α− 2)
2
384b(b+ α)
(bA)
b+α−4
b .
Therefore, when 2 ≤ b ≤ 4, we have
f(τ) ≥ b(bA) b+αb + α
12
(bA)
b+α−2
b +
α(b+ α− 2)2
384b(b+ α)
(bA)
b+α−4
b .
In particular, we can consider the case that α = 2. Noticing that β = 0 when α = 2 and b ≥ 2,
we can claim that I3 ≥ 0. Therefore, when α = 2 and b ≥ 2, one can deduce
I2 + I3 ≥ α(b+ α− 2)(α+ 2b− 6)72b2
(
b+ α− 2
12(b+ α)
)2
(bA)
b+α−6
b
+
α(b+ α− 2)[α2 + (5b− 16)α+ (−6b2 + 8b+ 16)]
288b3
×
(
b+ α− 2
12(b+ α)
)3
(bA)
b+α−8
b
=
b(b− 2)
18b2
(
b
12(b+ 2)
)2
(bA)
b−4
b +
−b2 + 3b− 2
24b2
(
b
12(b+ 2)
)3
(bA)
b−6
b
≥ b(b− 2)
18b2
(
b
12(b+ 2)
)2
(bA)
b−4
b +
−b2 + 3b− 2
96b2
(
b
12(b+ 2)
)2
(bA)
b−4
b
=
13b2 − 23b− 6
288b2
(
b
12(b+ 2)
)2
(bA)
b−4
b
≥ 26b− 23b− 6
288b2
(
b
12(b+ 2)
)2
(bA)
b−4
b
≥ 0,
which implies
f(τ) ≥ b(bA) b+αb + α
12
(bA)
b+α−2
b +
α(b+ α− 2)2
288b(b+ α)
(bA)
b+α−4
b .
This completes the proof of the Lemma 3.2.4. unionsqu
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Lemma 3.2.5. Let b ≥ 2 be a positive real number and µ > 0. If ψ : [0, +∞) → [0, +∞) is a
decreasing function such that
−µ ≤ ψ′(s) ≤ 0 and A :=
∫ ∞
0
sb−1ψ(s)ds > 0,
then, for any positive integer l ≥ 2, we have∫ ∞
0
sb+2l−1ψ(s)ds ≥ 1
b+ 2l
(bA)
b+2l
b ψ(0)−
2l
b +
l
6b(b+ 2l)µ2
(bA)
b+2(l−1)
b ψ(0)
2b−2l+2
b
+
l(b+ 2(l − 1))2
144b2(b+ 2l)2µ4
(bA)
b+2l−4
b ψ(0)
4b−2l+4
b .
Proof. Let
%(t) =
ψ
(ψ(0)
µ t
)
ψ(0)
,
then we have %(0) = 1 and −1 ≤ %′(t) ≤ 0. Without loss of generality, we can assume
ψ(0) = 1 and µ = 1.
Define
Dl :=
∫ ∞
0
sb+2l−1ψ(s)ds.
One can assume that Dl < ∞, otherwise there is nothing to prove. Since Dl < ∞, we can
conclude that
lim
s→∞ s
b+2l−1ψ(s) = 0.
Putting h(s) = −ψ′(s) for s ≥ 0, we get
0 ≤ h(s) ≤ 1 and
∫ ∞
0
h(s)ds = ψ(0) = 1.
By making use of Lemma 3.2.1, one has∫ ∞
0
sbh(s)ds = b
∫ ∞
0
sb−1ψ(s)ds = bA, (3.2.28)
and ∫ ∞
0
sb+2lh(s)ds ≤ (b+ 2l)Dl, (3.2.29)
since ψ(s) > 0. By the same assertion as in [70], one can infer that there exists an  ≥ 0 such that∫ +1

sbds =
∫ ∞
0
sbh(s)ds = bA
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and ∫ +1

sb+2lds ≤
∫ ∞
0
sb+2lh(s)ds ≤ (b+ 2l)Dl.
Let
Θ(s) = bsb+2l − (b+ 2l)τ2lsb + 2lτ b+2l − 2lτ b+2(l−1)(s− τ)2,
then we can prove that Θ(s) ≥ 0. By integrating the function Θ(s) from  to  + 1, we deduce
from (3.2.28) and (3.2.29), for any τ > 0,
b(b+ 2l)Dl − (b+ 2l)τ2lbA+ 2lτ b+2l ≥ l6τ
b+2(l−1). (3.2.30)
Define
f(τ) := (b+ 2l)τ2lbA− 2lτ b+2l + l
6
τ b+2(l−1),
then we can obtain from (3.2.30) that, for any τ > 0,
Dl =
∫ ∞
0
sb+2l−1ψ(s)ds ≥ f(τ)
b(b+ 2l)
.
Taking
τ = (bA)
1
b
(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) 1
b
,
then one has
f(τ) = (bA)
b+2l
b
(
b− l(b+ 2(l − 1))
6(b+ 2l)
(bA)−
2
b
)(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) 2l
b
+
l
6
(bA)
b+2(l−1)
b
(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) b+2(l−1)
b
.
Next, we consider four cases:
Case 1: b ≥ 2l.
For t > 0, we have from the Taylor formula
(1 + t)
2l
b ≥ 1 + 2l
b
t+
2l(2l − b)
2b2
t2 +
2l(2l − b)(2l − 2b)
6b3
t3
+
2l(2l − b)(2l − 2b)(2l − 3b)
24b4
t4
and
(1 + t)
b+2(l−1)
b ≥ 1 + 2(l − 1) + b
b
t+
(2(l − 1) + b)(l − 1)
b2
t2
+
(2(l − 1)− b)(l − 1)(2(l − 1) + b)
3b3
t3.
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Putting t = b+2(l−1)12(b+2l) (bA)
− 2
b , we have from (bA)
2
b ≥ 1
(b+1)
2
b
≥ 13 > 14 (also see [30]) that t < 13 and
b− 2lt > 4l3 > 0. And then, we obtain
(
b− l(b+ 2(l − 1))
6(b+ 2l)
(bA)−
2
b
)(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) 2l
b
= (b− 2lt)(1 + t) 2lb
≥ (b− 2lt)
[
1 +
2l
b
t+
2l(2l − b)
2b2
t2 +
2l(2l − b)(2l − 2b)
6b3
t3
+
2l(2l − b)(2l − 2b)(2l − 3b)
24b4
t4
]
≥ b− l(2l + b)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(8l
2 + 4lb)
6b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− (2l − b)(2l − 2b)(12l
2 + 6lb)
24b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4
and
(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) b+2(l−1)
b
= (1 + t)
b+2(l−1)
b
≥ 1 + 2(l − 1) + b
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
+
(2(l − 1)− b)(l − 1)(2(l − 1) + b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
.
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Therefore, we have
f(τ) = (b+ 2l)τ2lbA− 2lτ b+2l + l
6
τ b+2(l−1)
≥ (bA) b+2lb
[
b− l(2l + b)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(8l
2 + 4lb)
6b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− (2l − b)(2l − 2b)(12l
2 + 6lb)
24b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4]
+
l
6
(bA)
b+2(l−1)
b
[
1 +
2(l − 1) + b
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
+
(2(l − 1)− b)(l − 1)(2(l − 1) + b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3]
= b(bA)
b+2l
b +
l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b + η1,
where
η1 =
2l(l + b− 3)(b+ 2l)
3b2
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−6
b
+
l(b+ 2(l − 1))(4(l − 1)(2(l − 1)− b)− 3(2l − b)(l − b))
72b3
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b .
Since (bA)
2
b ≥ 1
(b+1)
2
b
≥ 13 > 14 and b ≥ 2l, we have
η1 ≥ 2l(l + b− 3)(b+ 2l)12b2
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
+
l(b+ 2(l − 1))(4(l − 1)(2(l − 1)− b)− 3(2l − b)(l − b))
72b3
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
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By a merger of similar items for the above equation, we can get
η1 ≥
l
[
9b3 + (35l − 26)b2 + (36l2 − 90l)b+ (4l3 − 36l2 + 48l − 16)]
72b3
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ l
[
72l3 + (70l2 − 52l)b+ (36l2 − 90l)b− 36l2]
72b3
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ l
[
(72l3 − 36l2) + (140l − 52l)b+ (72l − 90l)b]
72b3
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ 0,
which implies
f(τ) ≥ b(bA) b+2lb + l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b .
Case 2: 2l − 2 ≤ b < 2l.
By using Taylor formula, we obtain the following inequalities for t > 0:
(1 + t)
2l
b ≥ 1 + 2l
b
t+
2l(2l − b)
2b2
t2 +
2l(2l − b)(2l − 2b)
6b3
t3
and
(1 + t)
b+2(l−1)
b ≥ 1 + 2(l − 1) + b
b
t+
(2(l − 1) + b)(l − 1)
b2
t2
+
(2(l − 1) + b)(l − 1)(2(l − 1)− b)
3b3
t3.
Putting
t =
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b ,
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we have b− 2lt > l3 > 0,
(
b− l(b+ 2(l − 1))
6(b+ 2l)
(bA)−
2
b
)(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) 2l
b
= (b− 2lt)(1 + t) 2lb
≥ (b− 2lt)
[
1 +
2l
b
t+
2l(2l − b)
2b2
t2 +
2l(2l − b)(2l − 2b)
6b3
t3
]
= b− l(b+ 2l)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(8l
2 + 4lb)
6b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− 4l
2(2l − b)(2l − 2b)
6b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4
and
(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) b+2(l−1)
b
= (1 + t)
b+2(l−1)
b
≥ 1 + 2(l − 1) + b
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
+
(2(l − 1) + b)(l − 1)(2(l − 1)− b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
.
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Furthermore, we deduce by using the same method as the Case (1)
f(τ) = (b+ 2l)τ2lbA− 2lτ b+2l + l
6
τ b+2(l−1)
≥ (bA) b+2lb
[
b− l(b+ 2l)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(8l
2 + 4lb)
6b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− 4l
2(2l − b)(2l − 2b)
6b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4]
+
l
6
(bA)
b+2(l−1)
b
[
1 +
2(l − 1) + b
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
+
(2(l − 1) + b)(l − 1)(2(l − 1)− b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3]
= b(bA)
b+2l
b +
l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b + η2,
where
η2 =
2l(l + b− 3)(b+ 2l)
3b2
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−6
b
+
l(2(l − 1) + b)[(l − 1)(2(l − 1)− b)(b+ 2l)− l(2l − b)(2l − 2b)]
18b3(b+ 2l)
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ 2l(l + b− 3)(b+ 2l)
9b2
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
+
l(2(l − 1) + b)(l − 1)(2(l − 1)− b)
18b3
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
=
[
4bl(l + b− 3)(b+ 2l)
18b3
+
l(2(l − 1) + b)(l − 1)(2(l − 1)− b)
18b3
]
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
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≥
[
4bl(l + b− 3)(b+ 2l)
18b3
+
lb(b+ 2l)(2(l − 1)− b)
18b3
]
×
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ bl(b+ 2l)(6l + 3b− 14)
18b3
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−8
b
≥ 0
since (bA)
2
b ≥ 1
(b+1)
2
b
≥ 13 . Therefore, we have
f(τ) ≥ b(bA) b+2lb + l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b .
Case 3: l ≤ b < 2l − 2.
By using the Taylor formula, one has for t > 0
(1 + t)
2l
b ≥ 1 + 2l
b
t+
l(2l − b)
b2
t2 +
l(2l − b)(2l − 2b)
3b3
t3
and
(1 + t)
b+2(l−1)
b ≥ 1 + 2(l − 1) + b
b
t+
(2(l − 1) + b)(l − 1)
b2
t2.
Putting
t =
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b > 0,
one has b− 2lt > 0,
(
b− l(b+ 2(l − 1))
6(b+ 2l)
(bA)−
2
b
)(
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) 2l
b
= (b− 2lt)(1 + t) 2lb
≥ (b− 2lt)
[
1 +
2l
b
t+
l(2l − b)
b2
t2 +
l(2l − b)(2l − 2b)
3b3
t3
]
= b− l(b+ 2l)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(4l
2 + 2lb)
3b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− 4l
2(2l − b)(l − b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4
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and (
1 +
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
) b+2(l−1)
b
= (1 + t)
b+2(l−1)
b
≥ 1 + 2(l − 1) + b
b
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
.
By the same argument as the Case 2, we can deduce the following
f(τ) = (b+ 2l)τ2lbA− 2lτ b+2l + l
6
τ b+2(l−1)
≥ (bA) b+2lb
[
b− l(b+ 2l)
b
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2
− (2l − b)(4l
2 + 2lb)
3b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)3
− 4l
2(2l − b)(l − b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)4]
+
l
6
(bA)
b+2(l−1)
b
[
1 +
2(l − 1) + b
b
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
+
(2(l − 1) + b)(l − 1)
b2
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)2]
= b(bA)
b+2l
b +
l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b + η3,
where
η3 =
2l(l + b− 3)(b+ 2l)
3b2
(
b+ 2(l − 1)
12(b+ 2l)
)3
(bA)
b+2l−6
b
− 4l
2(2l − b)(l − b)
3b3
(
b+ 2(l − 1)
12(b+ 2l)
)4
(bA)
b+2l−8
b
≥ 0.
Therefore, we have
f(τ) ≥ b(bA) b+2lb + l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b .
Case 4: 2 ≤ b < l.
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Since 2 ≤ b < l, there exists a positive integer k such that 2 ≤ k − 1 ≤ 2lb < k, then we have
for t > 0 that
(1 + t)
2l
b ≥ 1 + 2l
b
t+
1
2!
2l
b
(
2l
b
− 1
)
t2 +
1
3!
2l
b
(
2l
b
− 1
)(
2l
b
− 2
)
t3
+ · · ·+ 1
(k + 1)!
2l
b
(
2l
b
− 1
)
· · ·
(
2l
b
− k
)
tk+1
= 1 +
k∑
p=0
{
1
(p+ 1)!
p∏
q=0
(
2l
b
− q
)}
tp+1,
(1 + t)
b+2l
b ≤ 1 + b+ 2l
b
t+
1
2!
b+ 2l
b
2l
b
t2 +
1
3!
b+ 2l
b
2l
b
(
2l
b
− 1
)
t3
+ · · ·+ 1
(k + 1)!
b+ 2l
b
2l
b
(
2l
b
− 1
)
· · ·
(
2l
b
− (k − 1)
)
tk+1
= 1 +
k∑
p=0
{
1
(p+ 1)!
p∏
q=0
(
2l
b
− q + 1
)}
tp+1,
and
(1 + t)
b+2(l−1)
b ≥ 1 + 2(l − 1) + b
b
t+
1
2!
(2(l − 1) + b)
b
2(l − 1)
b
t2
+
1
3!
(2(l − 1) + b)
b
2(l − 1)
b
(
2(l − 1)
b
− 1
)
t3
+ · · ·+ 1
k!
(2(l − 1) + b)
b
2(l − 1)
b
· · ·
(
2(l − 1)
b
− (k − 2)
)
tk
−
∣∣∣∣∣ 1(k + 1)! (2(l − 1) + b)b 2(l − 1)b · · ·
(
2(l − 1)
b
− (k − 1)
)∣∣∣∣∣tk+1
= 1 +
k−1∑
p=0
{
1
(p+ 1)!
p∏
q=0
(
2(l − 1)
b
− q + 1
)}
tp+1
−
∣∣∣∣∣ 1(k + 1)!
k∏
q=0
(
2(l − 1)
b
− q + 1
)∣∣∣∣∣tk+1.
Putting t = b+2(l−1)12(b+2l) (bA)
− 2
b and f(τ) = (bA)
b+2l
b h(τ), where
h(τ) = (b+ 2l)(1 + t)
2l
b − 2l(1 + t) b+2lb + 1
6
(bA)−
2
b (1 + t)
b+2(l−1)
b ,
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then we have for 2 ≤ b < l,
h(τ) ≥ (b+ 2l)
{
1 +
k∑
p=0
[
1
(p+ 1)!
p∏
q=0
(
2l
b
− q
)]
tp+1
}
− 2l
{
1 +
k∑
p=0
[
1
(p+ 1)!
p∏
q=0
(
2l
b
− q + 1
)]
tp+1
}
+
l
6
(bA)−
2
b
{
1 +
k−1∑
p=0
[
1
(p+ 1)!
p∏
q=0
(
2(l − 1)
b
− q + 1
)]
tp+1
−
∣∣∣∣∣ 1(k + 1)!
k∏
q=0
(
2(l − 1)
b
− q + 1
)∣∣∣∣∣tk+1
}
= b+
l
6
(bA)−
2
b +
k∑
p=1
{
b+ 2l
(p+ 1)!
2l
b
[
p∏
q=1
(
2l
b
− q
)
−
p∏
q=1
(
2l
b
− q + 1
)]}
tp+1
+
k−1∑
p=0
{
l(bA)−
2
b
6(p+ 1)!
p∏
q=0
(
2(l − 1)
b
− q + 1
)}
tp+1
−
∣∣∣∣∣ l(bA)−
2
b
6(k + 1)!
k∏
q=0
(
2(l − 1)
b
− q + 1
)∣∣∣∣∣tk+1
= b+
l
6
(bA)−
2
b −
k∑
p=1
{
p2l(b+ 2l)
b(p+ 1)!
p−1∏
q=1
(
2l
b
− q
)}
tp+1
+
k∑
p=1
{
l(bA)−
2
b
6p!
p−1∏
q=0
(
2(l − 1)
b
− q + 1
)}
tp
−
∣∣∣∣∣ l(bA)−
2
b
6(k + 1)!
k∏
q=0
(
2(l − 1)
b
− q + 1
)∣∣∣∣∣tk+1
= b+
l
6
(bA)−
2
b −
k∑
p=1
{
p
bp(p+ 1)!
p∏
q=0
(2l − (q − 1)b)
}(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)p+1
+
k∑
p=1
{
l(bA)−
2
b
6bpp!
p−1∏
q=0
(2(l − 1)− (q − 1)b)
}(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)p
−
∣∣∣∣∣ l(bA)−
2
b
6bk+1(k + 1)!
k∏
q=0
(2(l − 1)− (q − 1)b)
∣∣∣∣∣
(
b+ 2(l − 1)
12(b+ 2l)
(bA)−
2
b
)k+1
.
Furthermore,
f(τ) ≥ b(bA) b+2lb + l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b
−
k∑
p=2
{
p
bp(p+ 1)!
p∏
q=0
(2l − (q − 1)b)
}(
b+ 2(l − 1)
12(b+ 2l)
)p+1
(bA)
b+2l−2p−2
b
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+
k∑
p=2
{
l
6bpp!
p−1∏
q=0
(2(l − 1)− (q − 1)b)
}(
b+ 2(l − 1)
12(b+ 2l)
)p
(bA)
b+2l−2p−2
b
−
∣∣∣∣∣ l6bk+1(k + 1)!
k∏
q=0
(2(l − 1)− (q − 1)b)
∣∣∣∣∣
(
b+ 2(l − 1)
12(b+ 2l)
)k+1
(bA)
b+2l−2k−4
b
= b(bA)
b+2l
b +
l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b + η4,
where
η4 =
k∑
p=2
{
(b+ 2(l − 1))2l
12bpp!
[
p−1∏
q=1
(2(l − 1)− (q − 1)b)− p
p+ 1
p−1∏
q=1
(2l − qb)
]}
×
(
b+ 2(l − 1)
12(b+ 2l)
)p
(bA)
b+2l−2p−2
b
−
∣∣∣∣∣ l6bk+1(k + 1)!
k∏
q=0
(2(l − 1)− (q − 1)b)
∣∣∣∣∣
(
b+ 2(l − 1)
12(b+ 2l)
)k+1
(bA)
b+2l−2k−4
b .
From k − 2 ≤ 2(l−1)b < k, we have
k − 2− i
k + 1− i ≤
2(l−1)
b − i
k + 1− i <
k − i
k + 1− i . (3.2.31)
then it follows with (3.2.31) that
∣∣∣∣∣
2(l−1)
b − i
k + 1− i
∣∣∣∣∣ ≤ 1, for i = 0, 1, 2, · · · , k − 1.
Note that
2(l − 1)− (q − 1)b ≥ 2l − qb ≥ 0, for p = 2, 3, · · · , k,
one has
p−1∏
q=1
(2(l − 1)− (q − 1)b)− p
p+ 1
p−1∏
q=1
(2l − qb)
≥
p−1∏
q=1
(2(l − 1)− (q − 1)b)−
p−1∏
q=1
(2l − qb) ≥ 0.
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Therefore, we obtain
k∑
p=2
{
(b+ 2(l − 1))2l
12bpp!
[
p−1∏
q=1
(2(l − 1)− (q − 1)b)− p
p+ 1
p−1∏
q=1
(2l − qb)
]}
×
(
b+ 2(l − 1)
12(b+ 2l)
)p
(bA)
b+2l−2p−2
b
≥ (b+ 2(l − 1))2l
24b2
[
2(l − 1)− 2(2l − b)
3
](
b+ 2(l − 1)
12(b+ 2l)
)2
(bA)
b+2l−6
b .
From
(bA)
2
b ≥ 1
(b+ 1)
2
b
≥ 1
3
,
we have
η4 ≥ (b+ 2(l − 1))2l24b2
[
2(l − 1)− 2(2l − b)
3
](
b+ 2(l − 1)
12(b+ 2l)
)2
(bA)
b+2l−6
b
−
∣∣∣∣∣ l6bk+1(k + 1)!
k∏
q=0
(2(l − 1)− (q − 1)b)
∣∣∣∣∣
(
b+ 2(l − 1)
12(b+ 2l)
)k+1
(bA)
b+2l−2k−4
b
=
l(b+ 2(l − 1))
12b2
{[
2(l − 1)− 2(2l − b)
3
]
− 2b
∣∣∣∣∣ 1bk(k + 1)!
k∏
q=1
(2(l − 1)− (q − 1)b)
∣∣∣∣∣
(
b+ 2(l − 1)
12(b+ 2l)
)k−1
(bA)
−2k+2
b
}
×
(
b+ 2(l − 1)
12(b+ 2l)
)2
(bA)
b+2l−6
b
≥ l(b+ 2(l − 1))
12b2
{
2l + 2b− 6
3
− 2b
∣∣∣∣∣
k−1∏
q=0
( 2(l − 1)
b
− q
k + 1− q
)∣∣∣∣∣
(
1
4
)k−1}
×
(
b+ 2(l − 1)
12(b+ 2l)
)2
(bA)
b+2l−6
b
≥ l(b+ 2(l − 1))
12b2
{
2l + 2b− 6
3
− b
8
}(
b+ 2(l − 1)
12(b+ 2l)
)2
(bA)
b+2l−6
b
≥ 0,
which implies that
f(τ) ≥ b(bA) b+2lb + l
6
(bA)
b+2(l−1)
b +
l(b+ 2(l − 1))2
144b(b+ 2l)
(bA)
b+2l−4
b .
This completes the proof of Lemma 3.2.5. unionsqu
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3.3 The Case of Poly-Laplacian
In this section, we would like to consider the lower bounds of eigenvalues of poly-Laplacian.
Let uj be an orthonormal eigenfunction corresponding to the eigenvalue Λj , that is, uj satisfies

(−∆)luj = Λjuj , in Ω,
uj =
∂uj
∂ν
= · · · = ∂
l−1uj
∂νl−1
= 0, on ∂Ω,∫
Ω
ui(x)uj(x)dx = δij , for any i, j.
(3.3.1)
Thus, {uj}∞j=1 forms an orthonormal basis of L2(Ω). We define a function ϕj by
ϕj(x) =

uj(x), x ∈ Ω,
0, x ∈ Rn \ Ω.
(3.3.2)
The Fourier transform ϕ̂j(ξ) of ϕj(x) is then given by
ϕ̂j(ξ) = (2pi)−n/2
∫
Rn
ϕj(x)eix·ξdx = (2pi)−n/2
∫
Ω
uj(x)eix·ξdx. (3.3.3)
From the Plancherel formula, we have
∫
Rn
ϕ̂i(ξ)ϕ̂j(ξ)dξ = δij
for any i, j. We fix a k ≥ 1 and set
h(ξ) =
k∑
j=1
|ϕ̂j(ξ)|2, for ξ ∈ Rn.
Proposition 3.3.1. Let h∗(x) = φ(|ξ|), where h∗ is the symmetric decreasing rearrangement of
function h and define A :=
∫ +∞
0 s
n−1φ(s)ds, then
k∑
j=1
Λj ≥ nBn
∫ ∞
0
sn+2l−1φ(s)ds, (3.3.4)
and
k = nBnA. (3.3.5)
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Proof. First, we deduce from integration by parts and Parseval’s identity that
∫
Rn
|ξ|2lh(ξ)dξ =
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∫
Ω
(2pi)−
n
2
∫
Ω
ξp1 · · · ξpluj(x)eix·ξdx
∣∣∣∣2 dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∫
Ω
(2pi)−
n
2
∫
Ω
∂luj(x)
∂xp1 · · · ∂xpl
eix·ξdx
∣∣∣∣2 dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∣ ∂̂luj(ξ)∂xp1 · · · ∂xpl
∣∣∣∣∣
2
dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
(
∂luj(x)
∂xp1 · · · ∂xpl
)2
dξ
=
k∑
j=1
∫
Ω
uj(x)(−∆)luj(x)dx =
k∑
j=1
Λj
(3.3.6)
Moreover, by using Proposition 2.1.2 and (3.3.6), we obtain (3.3.4). In addition, by Parseval’s
identity, we have
∫
Rn
h(ξ)dξ =
k∑
j=1
∫
Rn
|ϕ̂j(ξ)|2dξ =
k∑
j=1
∫
Rn
ϕ2j (x)dx =
k∑
j=1
∫
Ω
u2j (x)dx = k. (3.3.7)
According to Proposition 2.1.1 and (3.3.7), we infer that
k =
∫
Rn
h(ξ)dξ =
∫
Rn
h∗(ξ)dξ = nBn
∫ +∞
0
sn−1φ(s)ds,
which gives (3.3.5). Therefore, this completes the proof of the proposition. unionsqu
Proposition 3.3.2. Let h∗ is the symmetric decreasing rearrangement of function h and h∗(x) =
φ(|x|), then
0 < φ(0) ≤ suph∗(ξ) = suph(ξ) ≤ (2pi)−nV (Ω), (3.3.8)
and
|∇h(ξ)| ≤ 2(2pi)−n
√
I(Ω)V (Ω). (3.3.9)
Proof. Since {uj}∞j=1 is an orthonormal basis in L2(Ω), from Bessel’s inequality, it follows that
0 ≤ h(ξ) =
k∑
j=1
|ϕ̂j(ξ)|2 = (2pi)−n
k∑
j=1
∣∣∣∣∫
Ω
uj(x)eix·ξdx
∣∣∣∣2
≤ (2pi)−n
∫
Ω
|eix·ξ|2dx = (2pi)−nV (Ω),
(3.3.10)
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which implies that the inequality (3.3.8) holds. Since
∇ϕ̂j(ξ) = (2pi)−n/2
∫
Ω
ixuj(x)eix·ξdx,
we obtain from Bessel’s inequality
k∑
j=1
|∇ϕ̂j(ξ)|2 ≤ (2pi)−n
∫
Ω
|ixeix·ξ|2dx = (2pi)−nI(Ω). (3.3.11)
It follows from (3.3.10), (3.3.11) and the Cauchy-Schwarz inequality that
|∇h(ξ)| ≤ 2
 k∑
j=1
|ϕ̂j(ξ)|2
1/2 k∑
j=1
|∇ϕ̂j(ξ)|2
1/2
≤ 2(2pi)−n
√
V (Ω)I(Ω)
for any ξ ∈ Rn. Hence, we finish the proof of this proposition. unionsqu
Using the symmetric decreasing rearrangement h∗ of h and noting that
h∗(x) = φ(|x|), δ = sup |∇h| ≤ 2(2pi)−n
√
V (Ω)I(Ω) := µ,
we obtain, by Proposition 2.1.3,
− µ ≤ −δ ≤ φ′(s) ≤ 0, (3.3.12)
for almost every s. More detail information on symmetric decreasing rearrangements will be
found in [9, 29, 77]. Basing on the preparation, we shall give that proof of Theorem 3.1.1 and
Theorem 3.1.2.
Proof of Theorem 3.1.1 In order to apply Lemma 3.2.4, from (3.3.5), (3.3.12) and the definition
of A in proposition 3.3.1, we take
b = n, ψ(s) = φ(s) and A =
k
nBn
.
Therefore, we can obtain from Lemma 3.2.4 and (3.3.4) that
k∑
j=1
λj ≥ nBn
∫ ∞
0
sn+1φ(s)ds
≥ nBn
n(n+ 2)
[
n(nA)
n+2
n φ(0)−
2
n +
nAφ(0)2
6µ2
+
n(nA)
n−2
n
144(n+ 2)µ4
φ(0)
4n+2
n
]
=
Bn
n+ 2
[
n
(
k
Bn
)n+2
n
t−
2
n +
k
Bn
t2
6µ2
+
n( kBn )
n−2
n
144(n+ 2)µ4
t
4n+2
n
]
=
n
n+ 2
B
− 2
n
n k
n+2
n t−
2
n +
kt2
6(n+ 2)µ2
+
nB
2
n
n k
n−2
n
144(n+ 2)2µ4
t
4n+2
n ,
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where t = φ(0). Let
F (t) =
n
n+ 2
B
− 2
n
n k
n+2
n t−
2
n +
kt2
6(n+ 2)µ2
+
nB
2
n
n k
n−2
n
144(n+ 2)2µ4
t
4n+2
n ,
then one can has
F ′(t) = − 2
n+ 2
B
− 2
n
n k
n+2
n t−
n+2
n +
kt
3(n+ 2)µ2
+
4n+ 2
144(n+ 2)2µ4
B
2
n
n k
n−2
n t
3n+2
n .
Since F ′(t) is increasing on (0, (2pi)−nV (Ω)], then it is easy to see that F (t) is decreasing on
(0, (2pi)−nV (Ω)] if F ′((2pi)−nV (Ω)) < 0. Indeed,
F ′((2pi)−nV (Ω)) ≤ − 2
n+ 2
B
− 2
n
n k
n+2
n ((2pi)−nV (Ω))−
n+2
n
+
k((2pi)−nV (Ω))
3(n+ 2)
[
(2pi)−nB−
1
n
n V (Ω)
n+1
n
]2
+
(4n+ 2)B
2
n
n k
n−2
n ((2pi)−nV (Ω))
3n+2
n
144(n+ 2)2
[
(2pi)−nB−
1
n
n V (Ω)
n+1
n
]4
= − 2
n+ 2
(2pi)n+2B
− 2
n
n k
n+2
n V (Ω)−
n+2
n
+
1
3(n+ 2)
(2pi)nB
2
n
n kV (Ω)−
n+2
n
+
4n+ 2
144(n+ 2)2
(2pi)n−2B
6
n
n k
n−2
n V (Ω)−
n+2
n
=
(2pi)nk
n+ 2
B
2
n
n V (Ω)−
n+2
n J ,
where
J = 1
3
+
4n+ 2
144(n+ 2)
(2pi)−2B
4
n
n k
− 2
n − 2(2pi)2k 2nB−
4
n
n
<
1
3
+
4(n+ 2)
144(n+ 2)
(2pi)−2B
4
n
n − 2(2pi)2B−
4
n
n
=
1
3
+
1
36
(2pi)−2B
4
n
n − 2(2pi)2B−
4
n
n
<
1
3
+
1
72
− 4
< 0,
which implies that F ′((2pi)−nV ol(Ω)) < 0. Here, we use the inequality
B
4
n
n
(2pi)2
<
1
2
.
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We can replace φ(0) by (2pi)−nV (Ω) to obtain
1
k
k∑
j=1
λj ≥ n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n +
1
24(n+ 2)
V (Ω)
I(Ω)
+
n
2304(n+ 2)2
(2pi)−2
(BnV (Ω))−
2
n
(
V (Ω)
I(Ω)
)2
k−
2
n .
since µ = 2(2pi)−n
√
V (Ω)I(Ω).
This completes the proof of Theorem 3.1.1.

Proof of Theorem 3.1.2 In this proof, we will use the same notations as above. Taking b = n
and ψ(s) = φ(s), then we can obtain from Lemma 3.2.5 that
k∑
j=1
Λj ≥ nBn
∫ ∞
0
sn+2l−1φ(s)ds
≥
nBn
(
k
Bn
)n+2l
n
n+ 2l
φ(0)−
2l
n +
lBn
(
k
Bn
)n+2(l−1)
n
6(n+ 2l)µ2
φ(0)
2n−2l+2
n
+
l(n+ 2(l − 1))2Bn
(
k
Bn
)n+2l−4
n
144n(n+ 2l)2µ4
φ(0)
4n−2l+4
n .
(3.3.13)
Now defining a function ξ(t) as follows:
ξ(t) =
nBn
n+ 2l
(
k
Bn
)n+2l
n
t−
2l
n +
lBn
6(n+ 2l)µ2
(
k
Bn
)n+2(l−1)
n
t
2n−2l+2
n
+
l(n+ 2(l − 1))2Bn
144n(n+ 2l)2µ4
(
k
Bn
)n+2l−4
n
t
4n−2l+4
n .
(3.3.14)
Here we assume that l ≤ n + 1. The other cases (i.e., n + 1 < l < 2(n + 1), l ≥ 2(n + 1)) can
be discussed by using of the similar method. After differentiating (3.3.14) with respect to the
variable t, we derive
σ′(t) =
Bn
n+ 2l
(
k
Bn
)n+2l
n
t−
2l
n
−1
[
− 2l + l(2n− 2l + 2)
6nµ2
(
k
Bn
)− 2
n
t
2n+2
n
+
l(4n− 2l + 4)(n+ 2(l − 1))2
144n2(n+ 2l)µ4
(
k
Bn
)− 4
n
t
4n+4
n
]
.
(3.3.15)
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Putting ζ(t) = σ′(t)n+2lBn (
k
Bn
)−
n+2l
n t
2l
n
+1 and noticing that µ ≥ (2pi)−nB−
1
n
n V (Ω)
n+1
n , we can
deduce from (3.3.15) that
ζ(t) = −2l + l(2n− 2l + 2)
6nµ2
(
k
Bn
)− 2
n
t
2n+2
n
+
l(4n− 2l + 4)(n+ 2(l − 1))2
144n2(n+ 2l)µ4
(
k
Bn
)− 4
n
t
4n+4
n
≤ −2l + l(2n− 2l + 2)
6n(2pi)−2nB−
2
n
n V (Ω)
2(n+1)
n
(
k
Bn
)− 2
n
t
2n+2
n
+
l(4n− 2l + 4)(n+ 2(l − 1))2
144n2(n+ 2l)(2pi)−4nB−
4
n
n V (Ω)
4(n+1)
n
(
k
Bn
)− 4
n
t
4n+4
n .
(3.3.16)
Since the right hand side of (3.3.16) is an increasing function of t, if the right hand side of (3.3.16)
is not larger than 0 at t = (2pi)−nV (Ω), that is
ζ(t) ≤ −2l + l(2n− 2l + 2)
6n
k−
2
n
B
4
n
n
(2pi)2
+
l(4n− 2l + 4)(n+ 2(l − 1))2
144n2(n+ 2l)
k−
4
n
B
8
n
n
(2pi)4
≤ 0,
(3.3.17)
we can claim from (3.3.17) that σ′(t) ≤ 0 on (0, (2pi)−nV (Ω)]. If σ′(t) ≤ 0, then σ(t) is a decreasing
function on (0, (2pi)−nV (Ω)]. In fact, by a direct calculation, we can obtain
ζ(t) ≤ −2l + l(2n− 2l + 2)
6n
+
l(4n− 2l + 4)(n+ 2(l − 1))2
144n2(n+ 2l)
≤ 0
since B
4
n
n
(2pi)2
< 1.
On the other hand, since 0 < φ(0) ≤ (2pi)−nV (Ω) and right hand side of the formula (3.3.13)
is σ(φ(0)), which is a decreasing function of φ(0) on (0, (2pi)−nV (Ω)], then we can replace φ(0)
by (2pi)−nV (Ω) in (3.3.13) which gives the inequality as follows:
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1
k
k∑
j=1
λj ≥ n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n
+
l
24(n+ 2l)
(2pi)2(l−1)
(BnV (Ω))
2(l−1)
n
V (Ω)
I(Ω)
k
2(l−1)
n
+
l(n+ 2(l − 1))2
2304n(n+ 2l)2
(2pi)2(l−2)
(BnV (Ω))
2(l−2)
n
(
V (Ω)
I(Ω)
)2
k
2(l−2)
n .
This completes the proof of Theorem 3.1.2.

Next we will prove that the inequality (3.1.18) is sharper than the inequality (3.1.17).
Proof of Remark 3.1.2: Under the same assumption with Lemma 3.2.4, let b = n and A = knBn ,
we obtain from µ ≥ (2pi)−nB−
1
n
n V (Ω)
n+1
n that
(bA)−
2
bψ(0)2+
2
b
µ2
≤ (2pi)
−2n−2V (Ω)2+
2
n
(2pi)−2nB−
2
n
n V (Ω)
2(n+1)
n
(
k
Bn
)−
2
n
=
(2pi)−2
(Bn)−
4
n
k−
2
n <
(2pi)−2
(Bn)−
4
n
< 1,
then we have
1
b+ 2l
l∑
p=2
(l + 1− p)
(6)pb · · · (b+ 2p− 2)µ2p (bA)
b+2(l−p)
b ψ(0)
2pb−2(l−p)
b
<
1
b+ 2l
l∑
p=2
(l + 1− p)
(6)pb · · · (b+ 2p− 2)µ4 (bA)
b+2l−4
b ψ(0)
4b−2l+4
b
<
l − 1
36(b+ 2l)b(b+ 2)µ4
∞∑
p=0
1
6p(b+ 2)p
(bA)
b+2l−4
b ψ(0)
4b−2l+4
b
=
l − 1
6b(b+ 2l)(6(b+ 2)− 1)µ4 (bA)
b+2l−4
b ψ(0)
4b−2l+4
b .
(3.3.18)
By a direct calculation, we derive
l(6(b+ 2)− 1)(b+ 2(l − 1))2 > 24b(b+ 2l)(l − 1) > 0,
in fact,
l(6(b+ 2)− 1)(b+ 2(l − 1))2 − 24b(b+ 2l)(l − 1)
= 4b(l − 1)[6b(l − 1)− l] + l(6b+ 11)[b2 + 4(l − 1)2]
> 24b2(l − 1)2 + 4bl(l − 1)[6(l − 1)− 1] > 0,
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that is,
24b(b+ 2l)(l − 1)
l(6(b+ 2)− 1)(b+ 2(l − 1))2 < 1. (3.3.19)
Therefore, we get from (3.3.18) and (3.3.19) that
1
b+ 2l
l∑
p=2
(l + 1− p)
(6)pb · · · (b+ 2p− 2)µ2p (bA)
b+2(l−p)
b ψ(0)
2pb−2(l−p)
b
<
l − 1
6b(b+ 2l)(6(b+ 2)− 1)µ4 (bA)
b+2l−4
b ψ(0)
4b−2l+4
b
=
24b(b+ 2l)(l − 1)
l(6(b+ 2)− 1)(b+ 2(l − 1))2 ·
l(b+ 2(l − 1))2
144b2(b+ 2l)2µ4
(bA)
b+2l−4
b ψ(0)
4b−2l+4
b
<
l(b+ 2(l − 1))2
144b2(b+ 2l)2µ4
(bA)
b+2l−4
b ψ(0)
4b−2l+4
b .
(3.3.20)
Taking
b = n, A =
k
nBn
, ψ(0) = (2pi)−nV (Ω), µ = 2(2pi)−n
√
V (Ω)I(Ω), (3.3.21)
and substituting (3.3.20) into (3.3.21), one has
n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n +
l
24(n+ 2l)
(2pi)2(l−1)
(BnV (Ω))
2(l−1)
n
V (Ω)
I(Ω)
k
2(l−1)
n
+
l(n+ 2(l − 1))2
2304n(n+ 2l)2
(2pi)2(l−2)
(BnV (Ω))
2(l−2)
n
(
V (Ω)
I(Ω)
)2
k
2(l−2)
n
>
n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k
2l
n +
n
(n+ 2l)
×
l∑
p=1
l + 1− p
(24)pn · · · (n+ 2p− 2)
(2pi)2(l−p)
(BnV (Ω))
2(l−p)
n
(
V (Ω)
I(Ω)
)p
k
2(l−p)
n .
This completes the proof of Remark 3.1.2.

In order to prove Theorem 3.1.4, we need the following lemma derived by Ilyin [6].
Lemma 3.3.1. Let
Ψs(r) =

M , for 0 ≤ r ≤ s;
M − L(r − s), for s ≤ r ≤ s+ M
L
;
0 , for r ≥ s+ M
L
(3.3.22)
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Suppose that
∫ +∞
0 r
bΨs(r)dr = m. and d ≥ b. Then for any decreasing and absolutely continuous
function F satisfying the conditions
0 ≤ F ≤M,
∫ +∞
0
rbF (r)dr = m∗, 0 ≤ −F ′ ≤ L, (3.3.23)
the following inequality holds: ∫ +∞
0
rbF (r)dr ≥
∫ +∞
0
rdΨs(r)dr. (3.3.24)
Now we give the proof of Theorem 3.1.3.
Proof of Theorem 3.1.3. Let uj be an orthonormal eigenfuction corresponding to the j-th
eigenvalue Λj of problem (3.1.1). Denote by ûj(ξ) the Fourier transform of uj(x), which is
defined by
ûj(ξ) = (2pi)−
n
2
∫
Ω
uj(x)eix·ξdx. (3.3.25)
It follows from Plancherel’s Theorem that∫
Ω
ûj(ξ)ûq(ξ)dx = δjq. (3.3.26)
Set h(ξ) =
∑k
j=1 |ûj(ξ)|2. From (3.3.26) and Bessel’s inequality, one can get
h(ξ) =
k∑
j=1
|ûj(ξ)|2 ≤ (2pi)−n
∫
Ω
|eix·ξ|2dx = (2pi)−nV (Ω). (3.3.27)
Moreover, Parsevel’s identity implies that∫
Rn
h(ξ)dξ =
k∑
j=1
∫
Ω
|uj(x)|2dx = k. (3.3.28)
Since
∇ûj(ξ) = (2pi)−n2
∫
Ω
ixuj(x)eix·ξdx,
we have
k∑
j=1
∫
Ω
|∇uj(x)|2dx ≤ (2pi)−n
∫
Ω
|ixeix·ξ|2dx = (2pi)−nI(Ω). (3.3.29)
It follows from (3.3.27) and (3.3.29) that
|∇h(ξ)| ≤ 2
 k∑
j=1
|uj(x)|2
 12  k∑
j=1
|∇uj(x)|2
 12 ≤ 2(2pi)−n√V (Ω)I(Ω). (3.3.30)
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Denote by h∗(ξ) = ψ(|ξ|) the symmetric decreasing rearrangement (see [9, 77]) of h. From
k =
k∑
j=1
∫
|uj(x)|2dx =
∫
Rn
h(ξ)dξ =
∫
Rn
h∗(ξ)dξ = nBn
∫ +∞
0
rn−1ψ(r)dr,
we get ∫ +∞
0
rn−1ψ(r)dr =
k
nBn
. (3.3.31)
At the same time, using integration by parts and Parseval’s identity, we have
∫
Rn
|ξ|2lh(ξ)dξ =
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∫
Ω
(2pi)−
n
2
∫
Ω
ξp1 · · · ξpluj(x)eix·ξdx
∣∣∣∣2 dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∫
Ω
(2pi)−
n
2
∫
Ω
∂luj(x)
∂xp1 · · · ∂xpl
eix·ξdx
∣∣∣∣2 dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
∣∣∣∣∣ ∂̂luj(ξ)∂xp1 · · · ∂xpl
∣∣∣∣∣
2
dξ
=
k∑
j=1
n∑
p1,··· ,pl
∫
Rn
(
∂luj(x)
∂xp1 · · · ∂xpl
)2
dξ
=
k∑
j=1
∫
Ω
uj(x)(−∆)luj(x)dx
(3.3.32)
Thus, it yields
k∑
j=1
Λj =
∫
Rn
|ξ|2lh(ξ)dξ. (3.3.33)
Making use of (3.3.33) and the properties of symmetric decreasing rearrangement, we obtain
k∑
j=1
Λj =
∫
Rn
|ξ|2lh(ξ)dξ ≥
∫
Rn
|ξ|2lh∗(ξ)dξ = nBn
∫ +∞
0
rn+2l−1ψ(r)dr. (3.3.34)
Noticing (3.3.27), (3.3.30) and (3.3.31), we can apply Lemma 1 to ψ with b = n − 1 and d =
n+ 2l − 1. Therefore, using (3.3.34), we have
k∑
j=1
Λj ≥ nBn
∫ +∞
0
rn+2l−1ψ(r)dr ≥ nBn
∫ +∞
0
rn+2l−1Ψs(r)dr. (3.3.35)
with M = (2pi)−nV (Ω), m∗ = knBn and L = 2(2pi)
−n√V (Ω)I(Ω). Set t = LsM . Combining
(3.3.31) and∫ +∞
0
rn−1ψ(r)dr =
∫ +∞
0
rn−1Ψs(r)dr =
Mn+1
n(n+ 1)Ln
[
(t+ 1)n+1 − tn+1
]
, (3.3.36)
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it yields
(t+ 1)n+1 − tn+1 = k∗. (3.3.37)
where
k∗ = k
(n+ 1)Ln
BnMn+1
. (3.3.38)
Set η = t− 12 . Then (3.3.37) becomes
(η +
1
2
)n+1 − (η − 1
2
)n+1 = k∗ (3.3.39)
The asymptotic expansion for the unique positive root of (3.3.39) is
η(k∗) = ζ − n− 124 ζ
−1 +
(n− 1)(n− 3)(2n+ 1)
5760
ζ−3 + · · · , (3.3.40)
where ζ =
(
k∗
n+1
) 1
n . Then we can deduce
(t(k∗) + 1)n+2l+1 − t(k∗)n+2l+1
=
(
n+ 2l + 1
1
)
ζn+2l + 2
[
1
23
(
n+ 2l + 1
3
)
− n− 1
48
(
n+ 2l + 1
2
)(
2
1
)]
ζn+2l−2
+ 2
[ 1
25
(
n+ 2l + 1
5
)
− 1
23
n− 1
24
(
n+ 2l + 1
4
)(
4
1
)
+
1
2
(n− 1)2
242
(
n+ 2l + 1
3
)(
3
1
)
+
1
2
(n− 1)(n− 3)(2n+ 1)
5760
(
n+ 2l + 1
2
)(
2
1
)]
ζn+2l−4 + · · ·
= (n+ 2l + 1)
[
ζn+2l +
l(n+ 2l)
12
ζn+2l−2 +
(n+ 2l)C(n, l)
5760
ζn+2l−4 + · · ·
]
,
(3.3.41)
where
(
q
t
)
= q!t!(q−t)! and
C(n, l) = (n+ 2l − 1)
[
(n+ 2l − 2)(6l − 7n+ 1) + 5(n− 1)2
]
+ (n− 1)(n− 3)(2n+ 1).
Using (3.3.41), we get
nBn
∫ +∞
0
rn+2l−1Ψs(r)dr
=
nBnM
n+2l+1
(n+ 2l)(n+ 2l + 1)Ln+2l
[
(t(k∗) + 1)n+2l+1 − t(k∗)n+2l+1
]
=
nBnM
n+2l+1
(n+ 2l)Ln+2l
[(
k∗
n+ 1
)n+2l
n
+
l(n+ 2l)
12
(
k∗
n+ 1
)n+2l−2
n
+
(n+ 2l)C(n, l)
5760
(
k∗
n+ 1
)n+2l−4
n
+ · · ·
]
.
(3.3.42)
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Substituting k∗ = k
(n+1)Ln
BnMn+1
, M = (2pi)−nV (Ω) and L = 2(2pi)−n
√
V (Ω)I(Ω) into (3.3.42), we
have
nBn
∫ +∞
0
rn+2l−1Ψs(r)dr
=
n
n+ 2l
B
− 2l
n
n M
− 2l
n k1+
2l
n +
nl
12
B
− 2l−2
n
n
M2−
2l−2
n
L2
k1+
2l−2
n
+
nC(n, l)
5760
B
− 2l−4
n
n
M4−
2l−4
n
L4
k1+
2l−4
n +O(k1+
2l−6
n )
=
n
n+ 2l
(2pi)2l
(BnV (Ω))
2l
n
k1+
2l
n +
nl
48
(2pi)2l−2
(BnV (Ω))
2l−2
n
V (Ω)
I(Ω)
k1+
2l−2
n
+
nC(n, l)
92160
(2pi)2l−4
(BnV (Ω))
2l−4
n
(
V (Ω)
I(Ω)
)2
k1+
2l−4
n +O
(
k1+
2l−6
n
)
.
(3.3.43)
Inserting (3.3.43) into (3.3.35), we know that (3.1.21) is true. This completes the proof of Theorem
3.1.3.
Proof of Theorem 3.1.4 It follows from (3.3.32) that
k∑
j=1
Γj =
k∑
j=1
∫
Ω
uj(x)
(
∆2uj(x)− a∆uj(x)
)
dx
=
∫
Rn
|ξ|4h(ξ)dξ + a
∫
Rn
|ξ|2h(ξ)dξ
≥
∫
Rn
|ξ|4h∗(ξ)dξ + a
∫
Rn
|ξ|2h∗(ξ)dξ
= nBn
(∫ +∞
0
rn+3Ψ(r)dr + a
∫ +∞
0
rn+1Ψ(r)dr
)
.
(3.3.44)
Then, applying Lemma 3.3.1 to Ψ and using (3.3.44), we obtain
k∑
j=1
Γj ≥ nBn
(∫ +∞
0
rn+3Ψs(r)dr + a
∫ +∞
0
rn+1Ψs(r)dr
)
. (3.3.45)
Observe that C(n, l) = −24n2 + 96 when l = 2 and C(n, l) = −4(3n + 2)(n − 1) when l = 1.
Therefore, from (3.3.44), we have
nBn
(∫ +∞
0
rn+3Ψs(r)dr + a
∫ +∞
0
rn+1Ψs(r)dr
)
=
n
n+ 4
(2pi)4
(BnV (Ω))
4
n
k1+
4
n +
(
n
24
V (Ω)
I(Ω)
+
na
n+ 2
)
(2pi)2
(BnV (Ω))
2
n
k1+
2
n
+
[
−n(n
2 − 4)
3840
V (Ω)
I(Ω)
+ a
n
48
]
V (Ω)
I(Ω)
k +O
(
k1−
2
n
)
.
(3.3.46)
Then it is easy to find that (3.1.24) holds. This completes the proof of Theorem 3.1.4.
For the special cases of n = 2, 3, 4, we prove the following sharper result:
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Theorem 3.3.1. Denote by Γj the j-th eigenvalue of problem (3.1.22) on a bounded domain in
Rn, where n = 2, 3, 4. Then we have
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4(
BnV (Ω)
) 4
n
k
4
n +
(
n
24
αn
V (Ω)
I(Ω)
+
na
n+ 2
)
(2pi)2(
BnV (Ω)
) 2
n
k
2
n
+
na
48
βn
V (Ω)
I(Ω)
,
(3.3.47)
where α2 = 1209512096 , β2 =
119
120 , α3 = 0.991, β3 = 0.986, α4 = 0.985, β4 = 0.983.
Making a modification in the proof of Theorem 3.3.1, we can get the following result:
Theorem 3.3.2. Denote by Γj the j-th eigenvalue of problem (3.1.22) on a bounded domain in
Rn, where n = 2, 3, 4. Then we have
1
k
k∑
j=1
Γj ≥ n
n+ 4
(2pi)4(
BnV (Ω)
) 4
n
k
4
n +
(
n
24
V (Ω)
I(Ω)
+
na
n+ 2
)
(2pi)2(
BnV (Ω)
) 2
n
k
2
n
+
[
−n(n
2 − 4)
3840
V (Ω)
I(Ω)
+
na
48
βn
]
V (Ω)
I(Ω)
.
(3.3.48)
Remark 3.3.1. Taking a = 0 in (3.1.21), (3.1.24) and (3.3.48), we can get some results for the
clamped plate problem. For the special case of n = 2, Ilyin [54] proved
1
k
k∑
j=1
Λj ≥ 16pi
2
3(V (Ω))2
k2 +
12095pi
3 · 12096I(Ω)k. (3.3.49)
Proof of Theorem 3.3.1. When n = 2, making use of (3.1.20) and (3.3.49), we have
k∑
j=1
Γj =
∫
Rn
|ξ|4h(ξ)dξ + a
∫
Rn
|ξ|2h(ξ)dξ
≥ 2B2
(∫ +∞
0
r5Ψs(r)dr + a
∫ +∞
0
r3Ψs(r)dr
)
≥ 1
3
(2pi)4
(B2V (Ω))2
k3 +
(
α2
12I(Ω)
+
a
2V (Ω)
)
(2pi)2B2k2 +
a
24
β2
V (Ω)
I(Ω)
k,
(3.3.50)
where α2 = 1209512096 and β2 =
119
120 .
When n = 3, it follows from (3.3.45) that
k∑
j=1
Γj ≥ 3B3
(∫ +∞
0
r6Ψs(r)dr + a
∫ +∞
0
r4Ψs(r)dr
)
. (3.3.51)
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Now we make an estimate for the lower bound of
∫ +∞
0 r
6Ψs(r)dr. Since∫ +∞
0
r6Ψs(r)dr =
M8
56L7
[
(t(k∗) + 1)8 − t(k∗)8
]
, (3.3.52)
we need to estimate
(
t(k∗) + 1
)8− t(k∗)8. The equation (3.3.37) becomes (t+ 1)4− t4 = k∗ when
n = 3. Its positive root t(k∗) is
t(k∗) =
1
2
(
ρ(k∗)− %(k∗)
)
− 1
2
, (3.3.53)
where ρ(k∗) =
(
k∗ +
√
k2∗ +
1
27
) 1
3
and %(k∗) =
(
−k∗ +
√
k2∗ +
1
27
) 1
3
. Set ϑ(k∗) = 12 (ρ(k∗)− %(k∗)).
Then we have (
t(k∗) + 1
)8 − t(k∗)8 = 8ϑ(k∗)7 + 14ϑ(k∗)5 + 72ϑ(k∗)3 + 18ϑ(k∗)
=
1
16
[(
ρ(k∗)− %(k∗)
)7
+ 7
(
%(k∗)− %(k∗)
)5
+ 7
(
%(k∗)− ρ(k∗)
)3
+
(
%(k∗)− ρ(k∗)
)]
.
(3.3.54)
Observe that
ρ(k∗) · %(k∗) = 13 . (3.3.55)
Then, using (3.3.55), we have(
ρ(k∗)− %(k∗)
)7
= ρ(k∗)
(
ρ(k∗)6 + 7%(k∗)6
)
+ 21ρ(k∗)2%(k∗)2
(
ρ(k∗)3 − (k∗)3
)
− 35ρ(k∗)3%(k∗)3
(
ρ(k∗)− %(k∗)
)
− %(k∗)
(
7ρ(k∗)6 + %(k∗)6
)
=
(
k∗ +
√
k2∗ +
1
27
) 1
3
(
16k2∗ − 12k∗
√
k2∗ +
1
27
− 1
)
+
14
3
k∗
−
(
−k∗ +
√
k2∗ +
1
27
) 1
3
(
16k2∗ + 12k∗
√
k2∗ +
1
27
− 1
)
,
(3.3.56)
(
ρ(k∗)− %(k∗)
)5
= ρ(k∗)5 − 5ρ(k∗)%(k∗)
(
ρ(k∗)3 − %(k∗)3
)
+ 10ρ(k∗)2%(k∗)2
(
ρ(k∗)− %(k∗)
)
− %(k∗)5,
=
(
k∗ +
√
k2∗ +
1
27
) 5
3
−
(
−k∗ +
√
k2∗ +
1
27
) 5
3
− 10
3
k∗ +
10
9
(
k∗ +
√
k2∗ +
1
27
) 1
3
− 10
9
(
−k∗ +
√
k2∗ +
1
27
) 1
3
,
(3.3.57)
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and
7
(
ρ(k∗)− %(k∗)
)3
+
(
ρ(k∗)− %(k∗)
)
= 7
[
ρ(k∗)3 − %(k∗)3 − 3ρ(k∗)%(k∗)
(
ρ(k∗)− %(k∗)
)]
+
(
ρ(k∗)− %(k∗)
)
= 14k∗ − 6
(
k∗ +
√
k2∗ +
1
27
) 1
3
+ 6
(
−k∗ +
√
k2∗ +
1
27
) 1
3
(3.3.58)
Substituting (3.3.56)-(3.3.58) into (3.3.54), we obtain(
t(k∗) + 1
)8 − t(k∗)8
=
(
k∗ +
√
k2∗ +
1
27
) 1
3
(
k2∗ −
3
4
k∗
√
k2∗ +
1
27
)
− 7
16
(
−k∗ +
√
k2∗ +
1
27
) 5
3
+
 7
16
(
k∗ +
√
k2∗ +
1
27
) 5
3
−
(
−k∗ +
√
k2∗ +
1
27
) 1
3
(
k2∗ +
3
4
k∗
√
k2∗ +
1
27
)
+
7
144
(k∗ +√k2∗ + 127
) 1
3
−
(
−k∗ +
√
k2∗ +
1
27
) 1
3
− 7
24
k∗.
(3.3.59)
Now we make some estimates for some terms in the right hand side of (3.3.59). The first term
can be estimated as follows:(
k∗ +
√
k2∗ +
1
27
) 1
3
(
k2∗ −
3
4
k∗
√
k2∗ +
1
27
)
≥ 2
1
3
4
k
7
3∗ − 2
1
3
72
k
1
3∗ . (3.3.60)
Here we use the inequality
√
k2∗ +
1
27 ≤ k∗ + 154k∗ since k∗ is large. The second term is
− 7
16
(
−k∗ +
√
k2∗ +
1
27
) 5
3
≥ − 7 · 2
1
3
16 · 54 · 18k
− 5
3∗ . (3.3.61)
The third term is
7
16
(
k∗ +
√
k2∗ +
1
27
) 5
3
−
(
−k∗ +
√
k2∗ +
1
27
) 1
3
(
k2∗ +
3
4
k∗
√
k2∗ +
1
27
)
≥ 7 · 2
2
3
12
k
5
3∗ − 2
2
3
432
k
− 1
3∗ .
(3.3.62)
The fourth term is
7
144
(k∗ +√k2∗ + 127
) 1
3
−
(
−k∗ +
√
k2∗ +
1
27
) 1
3
 ≥ 7 · 2 13
144
k
1
3∗ − 7 · 2
2
3
16 · 54k
− 1
3∗ . (3.3.63)
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Therefore, using (3.3.60)-(3.3.63) in (3.3.59), we have(
t(k∗) + 1
)8 − t(k∗)8
≥ 2
1
3
4
k
7
3∗ +
7 · 2 23
12
k
5
3∗ − 724k∗ +
7 · 2 13
144
k
1
3∗ − 2
1
3
72
k
1
3∗
− 2
2
3
432
k
− 1
3∗ − 7 · 2
2
3
16 · 54k
− 1
3∗ − 7 · 2
1
3
16 · 54 · 18k
− 5
3∗
=
2
1
3
4
k
7
3∗ +
7 · 2 23
12
k
5
3∗ − 724k∗ +
5 · 2 13
144
k
1
3∗
− 2
2
3
96
k
− 1
3∗ − 7 · 2
1
3
16 · 54 · 18k
− 5
3∗
≥ 2
1
3
4
k
7
3∗ +
7 · 2 23
12
k
5
3∗ − 724k∗.
(3.3.64)
Here we used the fact that k∗ ≥ 1. In fact, noticing k∗ ≥ (n+1)(4pi)
n
B2n
(
n
n+2
)n
2 , it is not difficult
to observe that k∗ = 4kL3(B3)−1M−4 ≥ τ := 432
√
15pi
25 ≈ 210.25 when n = 3. Hence, when
α ≥ 724τ−
2
3 , the following inequality
αk
5
3∗ ≥ 724k∗,
holds for k∗ ∈ [τ,+∞). Since 1− 67 · 2
1
3α ≤ 1− 14 · 2
1
3 τ−
2
3 ≈ 0.9911 we can conclude that(
t(k∗) + 1
)8 − t(k∗)8 ≥ 2 134 k 73∗ + 7 · 2
2
3
12
α3k
5
3∗ , (3.3.65)
where α3 = 0.991. Therefore, using (3.3.65), we derive
3B3
∫ +∞
0
r6Ψs(r)dr =
3B3M8
56L7
[(
t(k∗) + 1
)8 − t(k∗)8]
≥ 3 · 2
1
3B3M
8
224L7
k
7
3∗ +
2
2
3B3M
8
32L7
α3k
5
3∗
=
3
7
(2pi)4(
B3V (Ω)
) 4
3
k
7
3 +
1
8
α3
(2pi)2(
B3V (Ω)
) 2
3
V (Ω)
I(Ω)
k
5
3 .
(3.3.66)
At the same time, it follows from (3.1.20) that
3B3
∫ +∞
0
r4Ψs(r)dr ≥ 35 ·
(2pi)2(
B3V (Ω)
) 2
3
k
5
3 +
1
16
· β3V (Ω)
I(Ω)
k. (3.3.67)
where β3 = 0.986. Substituting (3.3.66) and (3.3.67) into (3.3.51), we obtain
k∑
j=1
Γj ≥ 37
(2pi)4
(B3V (Ω))
4
3
k
7
3 +
(
1
8
α3
V (Ω)
I(Ω)
+
3a
5
)
(2pi)2
(B3V (Ω))
2
3
k
5
3
+
a
16
β3
V (Ω)
I(Ω)
k.
(3.3.68)
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When n = 4, it follows from (3.3.45) that
k∑
j=1
Γj ≥ 4B4
(∫ +∞
0
r7Ψs(r)dr + a
∫ +∞
0
r5Ψs(r)dr
)
. (3.3.69)
Now we make an estimate for the lower bound of
∫ +∞
0 r
7Ψs(r)dr. Since∫ +∞
0
r7Ψs(r)dr =
M9
72L8
[(
t(k∗) + 1
)9 − t(k∗)9],
we need to estimate
(
t(k∗) + 1
)9− t(k∗)9. The equation (3.3.37) becomes (t+ 1)5− t5 = k∗ when
n = 4. Its positive root t(k∗) is
t(k∗) = θ(k∗)− 12 ,
where θ(k∗) =
√√
20k∗+5
10 − 14 . Then we have(
t(k∗) + 1
)9 − t(k∗)9
= 9θ(k∗)8 + 21θ(k∗)6 +
63
8
θ(k∗)4 +
9
16
θ(k∗)2 +
1
28
=
9
25
k2∗ +
6
25
k∗
√
20k∗ + 5− 1825k∗ +
3
50
√
20k∗ + 5− 750
≥ 9
25
k2∗ +
12
√
5
25
k
3
2∗ − 1825k∗.
(3.3.70)
Here we used the fact that k∗ ≥ 1. In fact, noticing k∗ ≥ (n+1)(4pi)
n
B2n
(
n
n+2
)n
2 , it is not difficult to
observe that k∗ = 5kL4(B4n)−1M−5 ≥ σ := 5·2
12
9 ≈ 2275.56 when n = 4. Hence, when σ ≥ 1825σ−
1
2 ,
the following inequality
αk
3
2∗ ≥ 1825k∗,
holds for k∗ ∈ [σ,+∞). Since 1− 5
√
5
12 α ≤ 1− 3
√
5
10 σ
− 1
2 ≈ 0.9859 we can conclude that
(
t(k∗) + 1
)9 − t(k∗)9 ≥ 925k2∗ + 12
√
5
25
α4k
3
2∗ , (3.3.71)
where α4 = 0.985. Therefore, using (3.3.71), we deduce
4B4
∫ +∞
0
r7Ψs(r)dr =
B4M
9
18L8
[(
t(k∗) + 1
)9 − t(k∗)9]
≥ B4M
9
50L8
k2∗ +
2
√
5B4M9
75L8
α4k
3
2∗
=
1
2
(2pi)4
B4V (Ω)
k2 +
1
6
α4(2pi)2(
B4V (Ω)
) 1
2
V (Ω)
I(Ω)
k
3
2 .
(3.3.72)
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Meanwhile, from (3.1.20), we have
4B4
∫ +∞
0
r5Ψs(r)dr ≥ 23
(2pi)2(
B4V (Ω)
) 1
2
k
3
2 +
1
12
β4
V (Ω)
I(Ω)
k. (3.3.73)
where β4 = 0.983. Substituting (3.3.72) and (3.3.73) into (3.3.69), we obtain
k∑
j=1
Γj ≥ 12
(2pi)4
B4V (Ω)
k2 +
(
1
6
α4
V (Ω)
I(Ω)
+
2a
3
)
(2pi)2
(B4V (Ω))
1
2
k
3
2
+
a
12
β4
V (Ω)
I(Ω)
k.
(3.3.74)
Therefore, synthesizing (3.3.50), (3.3.66) and (3.3.74), we conclude that (3.3.42) is true. This
concludes the proof of Theorem 3.3.1.
Proof of Theorem 3.3.2. When n = 3, using (3.3.63), we derive
3B3
∫ +∞
0
r6Ψs(r)dr ≥ 3 · 2
1
3B3M
8
224L7
k
7
3∗ +
2
2
3B3M
8
32L7
k
5
3∗ − B3M
8
64L7
k∗
=
3
7
(2pi)4(
B3V (Ω)
) 4
3
k
7
3 +
1
8
(2pi)2(
B3V (Ω)
) 2
3
V (Ω)
I(Ω)
k
5
3 − 1
256
(
V (Ω)
I(Ω)
)2
k.
(3.3.75)
Substituting (3.3.67) and (3.3.75) into (3.3.51), we have
k∑
j=1
Γj ≥ 37
(2pi)4(
B3V (Ω)
) 4
3
k
7
3 +
(
1
8
V (Ω)
I(Ω)
+
3a
5
)
(2pi)2
(B3V
(
Ω)
) 5
3
k
2
3
+
(
− 1
256
V (Ω)
I(Ω)
+
a
16
β3
)
V (Ω)
I(Ω)
k.
(3.3.76)
When n = 4, it follows from (3.3.70) that
4B4
∫ +∞
0
r7Ψs(r)dr ≥ B4M
9
50L8
k2∗ +
2
√
5B4M9
75L8
k
3
2∗ − B4M
9
25L8
k∗
=
1
2
(2pi)4
B4V (Ω)
k2 +
1
6
(2pi)2(
B4V (Ω)
) 1
2
V (Ω)
I(Ω)
k
3
2 − 1
80
(
V (Ω)
I(Ω)
)2
k.
(3.3.77)
Substituting (3.3.73) and (3.3.77) into (3.3.69), we obtain
1
k
k∑
j=1
Γ ≥ 1
2
(2pi)4
B4V (Ω)
k2 +
(
1
6
V (Ω)
I(Ω)
+
2a
3
)
(2pi)2
(B4V (Ω))
1
2
k
3
2
+
(
− 1
80
V (Ω)
I(Ω)
+
a
12
β4
)
V (Ω)
I(Ω)
k.
(3.3.78)
Therefore, combining (3.3.76) and (3.3.78), we conclude that (3.3.48) is true. This completes the
proof of Theorem 3.3.2.
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3.4 The Case of Fractional Laplacian
In this section, we will prove the Theorem 3.1.5 by using the key lemma given in section 3.1
(i.e., Lemma 3.2.4).
Let u(α)j be an orthonormal eigenfunction corresponding to the eigenvalue Λ
(α)
j . Namely, u
(α)
j
satisfies 
(−∆)α/2u(α)j = Λ(α)j u(α)j , in Ω,∫
Ω u
(α)
i (x)u
(α)
j (x)dx = δij , for any i, j,
where 0 < α ≤ 2. Thus, {u(α)j }∞j=1 forms an orthonormal basis of L2(Ω). Define the function ϕ(α)j
by
ϕ
(α)
j (x) =

u
(α)
j (x), x ∈ Ω,
0, x ∈ Rn\Ω.
Denote by ϕ̂(α)j (ξ) the Fourier transform of ϕ
(α)
j (ξ), then, for any ξ ∈ Rn, we have
ϕ̂
(α)
j (ξ) = (2pi)
−n/2
∫
Rn
ϕ
(α)
j (x)e
i〈x,ξ〉dx = (2pi)−n/2
∫
Ω
u
(α)
j (x)e
i〈x,ξ〉dx.
From the Plancherel formula, we have∫
Rn
ϕ̂
(α)
i (x)ϕ̂
(α)
j (x)dx =
∫
Rn
η̂i(x)η̂j(x)dx = δij ,
for any i, j. Since {u(α)j }∞j=1 is an orthonormal basis in L2(Ω), the Bessel inequality implies that
k∑
j=1
|ϕ̂(α)j (ξ)|2 ≤ (2pi)−n/2
∫
Ω
|ei〈x,ξ〉|2dx = (2pi)−n/2V (Ω). (3.4.1)
For fractional Laplace operator, we observe that
Proposition 3.4.1. Assume that Λ(α)j is the j-th eigenvalue of the fractional Laplacian (−∆)α/2|Ω
and û(α)j (ξ) is the Fourier transform of the function uj(x), where uj(x) is an eigenfunction cor-
responding to Λ(α)j , then
Λ(α)j =
∫
Rn
|ξ|α|û(α)j (ξ)|2dξ, (3.4.2)
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Proof. By the definition of α order fractional Laplacian, we have
Λ(α)j =
∫
Rn
u
(α)
j (ξ) · (−∆)α/2|Ωu(α)j (ξ)dξ
=
∫
Rn
u
(α)
j (ξ) · F−1[|ξ|αF[u(α)j (ξ)]]dξ
=
∫
Rn
|ξ|α|û(α)j (ξ)|2dξ,
since the support of u(α)j is Ω (see [97]). This completes the proof of this proposition. unionsqu
Since
∇ϕ̂(α)j (ξ) = (2pi)−n/2
∫
Ω
ixu
(α)
j (x)e
i〈x,ξ〉dx,
we obtain
k∑
j=1
|∇ϕ̂(α)j (ξ)|2 = (2pi)−n
∫
Ω
|ixei〈x,ξ〉|2dx = (2pi)−nI(Ω). (3.4.3)
Putting
f(α)(ξ) :=
k∑
j=1
|ϕ̂(α)j (ξ)|2,
one derives from (3.4.1) that 0 ≤ f(α)(ξ) ≤ (2pi)−nV (Ω), it follows from (3.4.3) and the Cauchy-
Schwarz inequality that
|∇f(α)(ξ)| ≤ 2
(
k∑
j=1
|ϕ̂(α)j (ξ)|2
)1/2( k∑
j=1
|∇ϕ̂(α)j (ξ)|2
)1/2
≤ 2(2pi)−n
√
I(Ω)V (Ω),
for every ξ ∈ Rn. Furthermore, by using (3.4.2), we have
k∑
j=1
Λ(α)j =
k∑
j=1
∫
Rn
|ξ|α|û(α)j (ξ)|2dξ =
k∑
j=1
∫
Rn
|ξ|α|ϕ̂(α)j (ξ)|2dξ
=
∫
Rn
|ξ|αf(α)(ξ)dξ,
(3.4.4)
From the Parseval’s identity, we derive∫
Rn
f(α)(ξ)dξ =
k∑
j=1
∫
Rn
|ϕ̂(α)j (x)|2dx =
k∑
j=1
∫
Ω
|û(α)j (x)|2dx
=
k∑
j=1
∫
Ω
|u(α)j (x)|2dx = k.
(3.4.5)
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Assume that f∗(α) is the symmetric decreasing rearrangement of f(α) , according to (3.4.5) and
Proposition 2.1.1, we find that
k =
∫
Rn
f(α)(ξ)dξ =
∫
Rn
f∗(α)(ξ)dξ = nωn
∫ ∞
0
sn−1φ(α)(s)ds, (3.4.6)
where φ(α)(x) = f∗(α)(|x|) and α ∈ (0, 2]. Moreover, by making use of equation (3.4.4) and
Proposition 2.1.2, we infer that
k∑
j=1
Λ(α)j =
∫
Rn
|ξ|αf(α)(ξ)dξ =
∫
Rn
|ξ|αf(α)(ξ)dξ
≥
∫
Rn
|ξ|αf∗(α)(ξ)dξ = nωn
∫ ∞
0
sn+α−1φ(α)(ξ)dξ.
(3.4.7)
Applying the symmetric decreasing rearrangement to f(α), and noting that
δ(α) ≤ 2(2pi)−n
√
I(Ω)V (Ω) := µ, (3.4.8)
where δ(α) = sup |∇f(α)|, then it follows from Proposition 2.1.3 and (3.4.8) that
−µ ≤ −δ(α) ≤ φ′(α)(s) ≤ 0.
Furthermore, we have from (2.1.1)
µ ≥ 2(2pi)−n
(
n
n+ 2
) 1
2
B
− 1
n
n V (Ω)
n+1
n ≥ (2pi)−nB−
1
n
n V (Ω)
n+1
n ,
since n ≥ 2.
Proof of Theorem 3.1.3. Since the function φ(α)(|x|) is defined by φ(α)(|x|) := f∗(α)(x), we know
that φ1 : [0, +∞) → [0, (2pi)−nV ol(D)] is a non-increasing function with respect to |x|. Taking
b = n, ψ(s) = φ(α)(s), A =
k
nBn
, and µ = 2(2pi)−n
√
V (Ω)I(Ω),
we can obtain from Lemma 3.2.4, (3.4.1) and (3.4.7) that
k∑
j=1
Λ(α)j ≥ nBn
∫ ∞
0
sn+α−1φ(α)(s)ds
≥
nBn
(
k
Bn
)n+α
n
n+ α
φ(α)(0)
−α
n +
αBn
(
k
Bn
)n+α−2
n
12(n+ α)µ2
φ(α)(0)
2n−α+2
n
+
α(n+ α− 2)2Bn
(
k
Bn
)n+α−4
n
C1(n)n(n+ α)2µ4 φ(α)(0)
4n−α+4
n ,
(3.4.9)
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where
C1(n) =

288, when n ≥ 4,
384, when n = 2 or n = 3.
Moreover, we define a function σ(t) by letting
σ(t) =
nBn
n+ α
(
k
Bn
)n+α
n
t−
α
n +
αBn
12(n+ α)µ2
(
k
Bn
)n+α−2
n
t
2n−α+2
n
+
α(n+ α− 2)2Bn
C1(n)n(n+ α)2µ4
(
k
Bn
)n+α−4
n
t
4n−α+4
n .
(3.4.10)
Differentiating (3.4.10) with respect to the variable t, it is not difficult to see that
σ′(t) =
αBn
n+ α
(
k
Bn
)n+α
n
t−
α
n
−1
[
− 1 + (2n− α+ 2)
12nµ2
(
k
Bn
)− 2
n
t
2n+2
n
+
(4n− α+ 4)(n+ α− 2)2
C1(n)n2(n+ α)µ4
(
k
Bn
)− 4
n
t
4n+4
n
]
.
(3.4.11)
Letting
ζ(t) = σ′(t)
(
n+ α
αBn
)(
k
Bn
)−n+α
n
t
α
n
+1, (3.4.12)
and noting that µ ≥ (2pi)−nB−
1
n
n V (Ω)
n+1
n , we can obtain from (3.4.11) and (3.4.12) that
ζ(t) = −1 + (2n− α+ 2)
12nµ2
(
k
Bn
)− 2
n
t
2n+2
n
+
(4n− α+ 4)(n+ α− 2)2
C1(n)n2(n+ α)µ4
(
k
Bn
)− 4
n
t
4n+4
n
≤ −1 + (2n− α+ 2)
12n(2pi)−2nB−
2
n
n V (Ω)
2(n+1)
n
(
k
Bn
)− 2
n
t
2n+2
n
+
(4n− α+ 4)(n+ α− 2)2
C1(n)n2(n+ α)(2pi)−4nB−
4
n
n V (Ω)
4(n+1)
n
(
k
Bn
)− 4
n
t
4n+4
n .
(3.4.13)
It is easy to see that the right hand side of (3.4.13) is an increasing function of t. Therefore, if
the right hand side of (3.4.13) is less than 0 when we take t = (2pi)−nV (Ω), which is equivalent
81
to say that
ζ(t) ≤ −1 + (2n− α+ 2)
12n
k−
2
n
B
4
n
n
(2pi)2
+
(4n− α+ 4)(n+ α− 2)2
C1(n)n2(n+ α) k
− 4
n
B
8
n
n
(2pi)4
≤ 0,
(3.4.14)
we can claim from (3.4.14) that σ′(t) ≤ 0 on (0, (2pi)−nV (Ω)]. By a direct calculation, we can
obtain
ζ(t) ≤ −1 + (2n− α+ 2)
12n
+
(4n− α+ 4)(n+ α− 2)2
C1(n)n2(n+ α)
≤ −1 + (2n+ n)
12n
+
(4n+ 2n)(n+ n)2
C1(n)n3
= −3
4
+
24
C1(n)
≤ 0,
(3.4.15)
since
B
4
n
n
(2pi)2
< 1.
Thus, it is easy to see from (3.4.12) and (3.4.15) that σ′(t) ≤ 0, which implies that σ(t) is a
decreasing function on (0, (2pi)−nV (Ω)].
On the other hand, we notice that 0 < φ(α)(0) ≤ (2pi)−nV (Ω) and right hand side of the formula
(3.4.9) is σ(φ(α)(0)), which is a decreasing function of φ(α)(0) on (0, (2pi)−nV (Ω)]. Therefore,
φ(α)(0) can be replaced by (2pi)−nV (Ω) in (3.2.9) which gives the following inequality:
1
k
k∑
j=1
Λ(α)j ≥
n
n+ α
(2pi)α
(BnV (Ω))
α
n
k
α
n
+
α
48(n+ α)
(2pi)α−2
(BnV (Ω))
α−2
n
V (Ω)
I(Ω)
k
α−2
n
+
α(n+ α− 2)2
C(n)n(n+ α)2
(2pi)α−4
(BnV (Ω))
α−4
n
(
V (Ω)
I(Ω)
)2
k
α−4
n ,
where
C(n) =

4608, when n ≥ 4,
6144, when n = 2 or n = 3.
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In particular, when α = 2, we can get the inequality (3.1.30) by using the same method as the
proof of Theorem 3.1.1. This completes the proof of Theorem 3.1.5.

4 Eigenvalues of Witten-Laplacian
4.1 Main Results
The Witten-Laplacian is a self-adjoint operator with respect to the weighted measure e−fdv,
namely, for any u,w ∈ C2(M), the following formula holds:
−
∫
Mn
〈∇u,∇w〉e−fdv =
∫
Mn
(∆fw)ue−fdv =
∫
Mn
(∆fu)we−fdv. (4.1.1)
Since the Witten-Laplacian is an important elliptic operator and widely used in the probability
theory and geometrical analysis (cf: [2, 15, 33, 34, 72, 73, 93, 95]), estimates for eigenvalues of the
Witten-Laplacian have been attracting more and more attention of many mathematicians in re-
cent years. Recently, upper bounds for the first eigenvalue of the Witten-Laplacian on complete
Riemannian manifolds have been studied in [72,73,82,94]. In particular, Wu gave upper bounds
for the first eigenvalue of the Witten-Laplacian on compact gradient Ricci soliton if f is bounded
in [94]. On the other hand, Ma-Du [68] and Li-Wei [61] studied the Reilly formula of the Witten-
Laplacian version to obtain a lower bound of the first eigenvalue for the Witten-Laplacian on the
f -minimal hypersurface. Furthermore, they gave a Lichnerowicz type lower bound for the first
eigenvalue of the Witten-Laplacian on compact manifolds with positive Bakry-E´mery Ricci cur-
vature. Futaki-Sano [41] studied the lower bound of the first eigenvalue of the Witten-Laplacian
on compact manifolds Mn if the Bakry-E´mery Ricci curvature bounded from below by (n− 1)K
and obtained the following:
λ1 ≥ pi
2
d2
+
31K
100
,
and Futaki-Li-Li [40] (cf. [2]) also improved the above result to
λ1 ≥ sup
s∈(0,1)
{
4s(1− s)pi
2
d2
+ sK
}
,
where d is the diameter of (Mn, g). As an application, an upper bound of the diameter of (Mn, g)
has been obtained.
83
84
It is our purpose in this paper to investigate eigenvalues of the closed eigenvalue problem of the
Witten-Laplacian on compact Riemannian manifolds:
∆fu = −λu. (4.1.2)
Spectrum of the closed eigenvalue problem (4.1.2) is discrete and satisfies
0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · → +∞,
where each eigenvalue is repeated according to its multiplicity.
Theorem 4.1.1. For an n-dimensional compact Riemannian manifold (Mn, g), eigenvalues λi
of the closed eigenvalue problem (4.1.2) of the Witten-Laplacian satisfy
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)(λi + c), (4.1.3)
where c is a constant only depending on Mn and f .
Theorem 4.1.2. Let Mn be an n-dimensional compact Riemannian manifold. For any j, eigen-
values of the closed eigenvalue problem (4.1.2) of the Witten-Laplacian satisfy
n∑
k=1
λj+k ≤ (n+ 4)λj + 4c, (4.1.4)
where c is a constant only depending on Mn and f .
4.2 General formulas for eigenvalues
Proposition 4.2.1. Let F be a smooth function on an n-dimensional compact Riemannian man-
ifold Mn and λk the kth eigenvalue of (4.1.2). Then, for any j = 0, 1, 2, · · · , we have
‖uj∇F‖2Mn =
∞∑
k=0
(λk − λj)α2jk, (4.2.1)
where uk is an orthonormal eigenfunction corresponding to eigenvalue λk and
αjk =
∫
Mn
Fujuke
−fdv.
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Proof. Since {uk}∞k=0 is an orthonormal basis of the weighted L2(Mn), then, for any j,
Fuj =
∞∑
k=0
αjkuk. (4.2.2)
According to Parseval’s identity, we have
‖Fuj‖2Mn =
∞∑
k=0
α2jk.
Since ∫
Mn
(∆f (Fuj)− F∆fuj)uke−fdv
=
∫
Mn
(uk∆f (Fuj)− Fuk∆fuj) e−fdv
=
∫
Mn
(−λkFujuk + λjFujuk) e−fdv
= (λj − λk)
∫
Mn
Fujuke
−fdv
and
∆f (Fuj) = F∆fuj + uj∆fF + 2〈∇F,∇uj〉,
we have ∫
Mn
(uj∆fF + 2〈∇F,∇uj〉)uke−fdv = (λj − λk)
∫
Mn
Fujuke
−fdv. (4.2.3)
Furthermore, we deduce
∞∑
k=0
(λk − λj)α2jk
=
∞∑
k=0
(λk − λj)
(∫
Mn
Fujuke
−fdv
)2
=
∞∑
k=0
λk
(∫
Mn
Fujuke
−fdv
)2
− λj‖Fuj‖2Mn .
(4.2.4)
By using (4.2.2) and noticing
∆f (Fuj) =
∞∑
k=0
αjk∆fuk = −
∞∑
k=0
αjkλkuk,
we obtain
Fuj∆f (Fuj) = −
∞∑
k=0
αjkλkukFuj . (4.2.5)
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From (4.2.5), we have ∫
Mn
Fuj∆f (Fuj)e−fdv
= −
∞∑
k=0
∫
Mn
αjkλkukFuje
−fdv
= −
∞∑
k=0
λk
∫
Mn
Fujuke
−fdv
∫
Mn
ukFuje
−fdv
= −
∞∑
k=0
λk
(∫
Mn
Fujuke
−fdv
)2
.
(4.2.6)
Hence, from (4.2.4) and (4.2.6), we have
∞∑
k=0
(λk − λj)α2jk
=
∫
Mn
(−Fuj∆f (Fuj)− λjF 2u2j )e−fdv
=
∫
Mn
(−Fu2j∆fF − 2〈∇F,∇uj〉Fuj)e−fdv
=
∫
Mn
(
|∇F |2u2j +
1
2
〈∇F 2,∇u2j 〉 −
1
2
〈∇F 2,∇u2j 〉
)
e−fdv
= ‖uj∇F‖2Mn .
It completes the proof of Proposition 4.2.1. unionsqu
Proposition 4.2.2. Let Fl, l = 1, 2, · · · ,m, be smooth functions on an n-dimensional compact
Riemannian manifold Mn and λk the kth eigenvalue of (4.1.2). Then, for any j = 0, 1, 2, · · · ,
there exists an orthogonal matrix P = (plt)m×m such that Gl =
∑m
t=1 pltFt satisfy
m∑
l=1
(λj+l − λj)‖uj∇Gl‖2Mn ≤
m∑
l=1
∫
Mn
(
uj∆fGl + 2〈∇Gl,∇uj〉
)2
e−fdv, (4.2.7)
where uj is an orthonormal eigenfunction corresponding to eigenvalue λj.
Proof. For any j = 0, 1, 2, · · · , we consider an m×m-matrix:
A :=
(∫
Mn
(
uj∆fFl + 2〈∇Fl,∇uj〉
)
uj+te
−fdv
)
m×m
.
From Gram-Schmidt orthogonalization, we can choose an orthogonal matrix P = (plt) such that
T = (Tlt) = PA
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is an upper triangular matrix, that is,
Tlt =
m∑
i=1
pli
∫
Mn
(
uj∆fFi + 2〈∇Fi,∇uj〉
)
uj+te
−fdv
=
∫
Mn
(
uj∆f
(
m∑
i=1
pliFi
)
+ 2
〈
∇
(
m∑
i=1
pliFi
)
,∇uj
〉)
uj+te
−fdv,
with Tlt = 0 for l > t. For
Gl =
m∑
i=1
pliFi,
we have
Tlt =
∫
Mn
(uj∆fGl + 2 〈∇Gl,∇uj〉)uj+te−fdv = 0, for l > t.
Applying the proposition 4.2.1 to functions Gl and defining
µljk :=
∫
Mn
Glujuke
−fdv,
we obtain
‖uj∇Gl‖2Mn =
∞∑
k=0
(λk − λj)µ2ljk
=
j−1∑
k=0
(λk − λj)µ2ljk +
j+l−1∑
k=j
(λk − λj)µ2ljk +
∞∑
k=j+l
(λk − λj)µ2ljk.
(4.2.8)
According to (4.2.3) in place of F with Gl, we have∫
Mn
(uj∆fGl + 2〈∇Gl,∇uj〉)uke−fdv = (λj − λk)
∫
Mn
Glujuke
−fdv. (4.2.9)
Thus, we have
(λk − λj)
∫
Mn
Glujuke
−fdv = (λk − λj)µljk = 0, for k = j, j + 1, · · · , j + l − 1.
From (4.2.8), we conclude
‖uj∇Gl‖2Mn ≤
∞∑
k=j+l
(λk − λj)µ2ljk. (4.2.10)
Hence, we obtain, from (4.2.9), (4.2.10) and Parseval’s identity,
m∑
l=1
(λj+l − λj)‖uj∇Gl‖2Mn ≤
m∑
l=1
∞∑
k=j+l
(λk − λj)2µ2ljk
≤
m∑
l=1
∫
Mn
(
uj∆fGl + 2〈∇Gl,∇uj〉
)2
e−fdv.
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unionsqu
The following general formula for eigenvalues generalizes a formula of Cheng-Yang in [31] for the
eigenvalue problem of the Laplacian by using the same method as in Cheng-Yang [31]. For the
convenience of readers, we shall give a self contained proof.
Proposition 4.2.3. Let (Mn, g, ) be an n-dimensional compact Riemannian manifold. Assume
that λi is the ith eigenvalue of the close eigenvalue problem (4.1.2) and ui is an orthonormal
eigenfunction corresponding to λi, i = 0, 1, 2, · · · , such that
∆fui = −λiui and
∫
Mn
uiuje
−fdv = δij , for any i, j = 0, 1, 2, · · · .
Then, for any function h(x) ∈ C2(Mn) and any positive integer k, eigenvalues of the close
eigenvalue problem (4.1.2) satisfy
k∑
i=0
(λk+1 − λi)2‖ui∇h‖2Mn ≤
k∑
i=0
(λk+1 − λi)‖2〈∇h, ∇ui〉+ ui∆fh‖2Mn , (4.2.11)
where
‖h(x)‖2Mn =
∫
Mn
h2(x)e−fdv.
Proof. Since uj is an orthonormal eigenfunction corresponding to the eigenvalue λj , {uj}∞j=0
forms an orthonormal basis of the weighted L2(Mn). From the Rayleigh-Ritz inequality, we have
λk+1 ≤
−
∫
Mn
ϕ∆fϕe−fdv∫
Mn
ϕ2e−fdv
, (4.2.12)
for any function ϕ satisfies
∫
Mn ϕuje
−fdv = 0, 0 ≤ j ≤ k. Define
aij =
∫
Mn
huiuje
−fdv
and
ϕi = hui −
k∑
j=0
aijuj ,
then we have
aij = aji.
By a simple calculation, we obtain ∫
Mn
ϕiule
−fdv = 0, (4.2.13)
89
for 0 ≤ i, l ≤ k. (4.2.12) implies
λk+1 ≤
−
∫
Mn
ϕi∆fϕie−fdv∫
Mn
ϕ2i e
−fdv
.
Since
∆fϕi = ∆f
(
hui −
k∑
j=0
aijuj
)
= ∆f (hui)−∆f
 k∑
j=0
aijuj

= ui∆fh− λihui + 2〈∇h,∇uj〉+
k∑
j=0
λjaijuj ,
we have
(λk+1 − λi)‖ϕi‖2Mn ≤ −
∫
Mn
ϕi(ui∆fh+ 2〈∇h,∇ui〉)e−fdv := wi. (4.2.14)
By defining
bij = −
∫
Mn
(uj∆fh+ 2〈∇h,∇uj〉)uie−fdv,
we have
bij = (λi − λj)aij . (4.2.15)
In fact, we derive by using (4.1.1)
λiaij =
∫
Mn
λihuiuje
−fdv
= −
∫
Mn
huj∆fuie−fdv
= −
∫
Mn
ui∆f (huj)e−fdv
= −
∫
Mn
ui(h∆fuj + uj∆fh+ 2∇uj · ∇h)e−fdv
= λjaij + bij ,
that is,
bij = (λi − λj)aij .
Hence, we have
bij = −bji.
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From (4.2.13), (4.2.14) and the Cauchy-Schwarz inequality, we infer
wi = −
∫
Mn
ϕi(ui∆fh+ 2〈∇h,∇ui〉)e−fdv
= −
∫
Mn
ϕi
ui∆fh+ 2〈∇h,∇ui〉 − k∑
j=0
bijuj
 e−fdv
≤
{
‖ϕi‖2Mn‖ui∆fh+ 2〈∇h,∇ui〉 −
k∑
j=0
bijuj‖2Mn
} 1
2
.
(4.2.16)
Hence, we have, from (4.2.14) and (4.2.16),
(λk+1 − λi)w2i ≤ (λk+1 − λi)‖ϕi‖2Mn‖ui∆fh+ 2〈∇h,∇ui〉 −
k∑
j=0
bijuj‖2Mn
≤ wi‖ui∆fh+ 2〈∇h,∇ui〉 −
k∑
j=0
bijuj‖2Mn .
Therefore, we obtain
(λk+1 − λi)2wi ≤ (λk+1 − λi)‖ui∆fh+ 2〈∇h,∇ui〉 −
k∑
j=0
bijuj‖2Mn . (4.2.17)
Summing on i from 0 to k for (4.2.17), we have
k∑
i=0
(λk+1 − λi)2wi ≤
k∑
i=0
(λk+1 − λi)‖ui∆fh+ 2〈∇h,∇ui〉 −
k∑
j=0
bijuj‖2Mn .
By the definition of bij and (4.2.15), we have
‖ui∆fh+ 2〈∇h,∇ui〉 −
n∑
j=0
bijuj‖2Mn
= ‖ui∆fh+ 2〈∇h,∇ui〉‖2Mn
− 2
n∑
j=0
bij
∫
Mn
(ui∆fh+ 2〈∇h,∇ui〉uj) +
n∑
j=0
b2ij
= ‖ui∆fh+ 2〈∇h,∇ui〉‖2Mn −
n∑
j=0
b2ij
= ‖ui∆fh+ 2〈∇h,∇ui〉‖2Mn −
n∑
j=0
(λi − λj)2a2ij ,
(4.2.18)
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According to the definitions of wi and ϕi, we have from (4.2.15)
wi = −
∫
Mn
ϕi(ui∆fh+ 2〈∇h,∇ui〉)e−fdv
= −
∫
Mn
hui − k∑
j=0
aijuj
(ui∆fh+ 2〈∇h,∇ui〉
)
e−fdv
= −
∫
Mn
(hu2i∆fh+ 2hui〈∇h,∇ui〉)e−fdv
+
k∑
j=0
aij
∫
Mn
uj(ui∆fh+ 2〈∇h,∇ui〉)e−fdv
= −
∫
Mn
(
h∆fh− 12∆fh
2
)
u2i e
−fdv +
k∑
j=0
aijbij
=
∫
Mn
〈∇h,∇h〉u2i e−fdv +
k∑
j=0
(λi − λj)a2ij ,
(4.2.19)
Since
2
k∑
i,j=0
(λk+1 − λi)2(λi − λj)a2ij
=
k∑
i,j=0
(λk+1 − λi)2(λi − λj)a2ij −
k∑
i,j=0
(λk+1 − λj)2(λi − λj)a2ij
= −
k∑
i,j=0
(λk+1 − λi + λk+1 − λj)(λi − λj)2a2ij
= −2
k∑
i,j=0
(λk+1 − λi)(λi − λj)2a2ij ,
(4.2.20)
we obtain, from (4.2.17), (4.2.18), (4.2.19) and (4.2.20),
k∑
i=0
(λk+1 − λi)2‖ui∇h‖2Mn ≤
k∑
i=0
(λk+1 − λi)‖2〈∇h, ∇ui〉+ ui∆fh‖2Mn .
The proof of the proposition 4.2.3 is finished. unionsqu
In order to prove our main results, the following lemma plays a very important role. A proof of
it can be found in [20].
Lemma 4.2.1. For an n-dimensional submanifold Mn in the n+ p-dimensional Euclidean space
Rn+p, let y = (y1, y2,· · · , yn+p) is the position vector of a point p ∈Mn with yα = yα(x1, · · · , xn),
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1 ≤ α ≤ n+ p, where (x1, · · · , xn) denotes a local coordinate system of Mn. Then, we have
n+p∑
α=1
g(∇yα,∇yα) = n,
n+p∑
α=1
g(∇yα,∇u)g(∇yα,∇w) = g(∇u,∇w),
for any functions u,w ∈ C1(Mn),
n+p∑
α=1
(∆yα)2 = n2H2,
n+p∑
α=1
∆yα∇yα = 0,
where H is the mean curvature of Mn.
4.3 Proof of the theorem 4.1.1
Proof of Theorem 4.1.1. From Nash’s Theorem, there exists an isometric immersion from Mn
into Rn+p. Let y1, · · · , yn+p be (n + p) coordinate functions of Rn+p. Then y1, · · · , yn+p are
defined on Mn globally. Taking h = yα, for 1 ≤ α ≤ n+ p, we have, from the proposition 4.2.3,
k∑
i=0
(λk+1 − λi)2‖ui∇yα‖2Mn ≤
k∑
i=0
(λk+1 − λi)‖2〈∇yα,∇ui〉+ ui∆fyα‖2Mn . (4.3.1)
Taking sum on α from 1 to n+ p, we have
k∑
i=0
(λk+1 − λi)2
n+p∑
α=1
‖ui∇yα‖2Mn
≤
k∑
i=0
(λk+1 − λi)
n+p∑
α=1
‖2〈∇yα,∇ui〉+ ui∆fyα‖2Mn .
(4.3.2)
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Since
n+p∑
α=1
‖2〈∇yα,∇ui〉+ ui∆fyα‖2Mn
=
n+p∑
α=1
‖2〈∇yα,∇ui〉+ ui∆yα − ui〈∇f,∇yα〉‖2Mn
= 4
∫
Mn
n+p∑
α=1
〈∇yα,∇ui〉2e−fdv + 4
∫
Mn
n+p∑
α=1
ui〈∇yα,∇ui〉∆yαe−fdv
− 4
∫
Mn
n+p∑
α=1
ui〈∇yα,∇ui〉〈∇f,∇yα〉e−fdv +
∫
Mn
n+p∑
α=1
u2i (∆y
α)2e−fdv
− 2
∫
Mn
n+p∑
α=1
u2i∆y
α〈∇f,∇yα〉e−fdv +
∫
Mn
n+p∑
α=1
u2i 〈∇f,∇yα〉2e−fdv
= 4λi +
∫
Mn
u2i (n
2H2 + 2∆ff + |∇f |2)e−fdv,
(4.3.3)
we obtain from the lemma 4.2.1 and the proposition 4.2.2
k∑
i=0
(λk+1 − λi)2
≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
1
4
∫
Mn
u2i (n
2H2 + 2∆f − |∇f |2)e−fdv
)
.
≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
1
4
max
Mn
(n2H2 + 2∆f − |∇f |2)
)
.
Since eigenvalues are invariant under isometries, defining
c =
1
4
inf
ψ∈Ψ
max
Mn
(n2H2 + 2∆f − |∇f |2),
where Ψ denotes the set of all isometric immersions from Mn into a Euclidean space, we have
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi) (λi + c) .
This completes the proof of Theorem 4.1.1.

From the proof of the theorem 4.1.1, we have
Corollary 4.3.1. For an n-dimensional compact Riemannian manifold Mn, there exists a func-
tion H such that eigenvalues λi of the closed eigenvalue problem (4.1.2) of the Witten-Laplacian
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satisfy
k∑
i=0
(λk+1 − λi)2
≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
1
4
∫
Mn
u2i (n
2H2 + 2∆f − |∇f |2)e−fdv
)
.
(4.3.4)
4.4 Proof of the theorem 4.1.2
Proof of Theorem 4.1.2. Nash’s Theorem implies that there exists an isometric immersion from
Mn into Rn+p. Let y1, · · · , yn+p be coordinate functions of Rn+p. Then y1, · · · , yn+p are defined
on Mn globally. Applying the proposition 4.2.2 to functions Fl = yl, we obtain
n+p∑
l=1
(λj+l − λj)‖uj∇Gl‖2Mn ≤
n+p∑
l=1
∫
Mn
(
uj∆fGl + 2〈∇Gl,∇uj〉
)2
e−fdv, (4.4.1)
with
Gl =
n+p∑
t=1
plty
t,
where P = (plt) is an (n+ p)× (n+ p)-orthogonal matrix. Furthermore, we know that
Gl =
n+p∑
t=1
plty
t,
satisfies the lemma 4.2.1 because P = (plt) is an orthogonal matrix. By an orthogonal transfor-
mation, it is not hard to prove, for any l,
|∇Gl|2 ≤ 1.
Hence we have
n+p∑
l=1
(λj+l − λj)‖∇Gluj‖2Mn
=
n∑
l=1
(λj+l − λj)‖∇Gluj‖2Mn +
n+p∑
l=n+1
(λj+l − λj)‖∇Gluj‖2Mn
≥
n∑
l=1
(λj+l − λj)‖∇Gluj‖2Mn + (λj+n+1 − λj)
n+p∑
l=n+1
‖∇Gluj‖2Mn
=
n∑
l=1
(λj+l − λj)‖∇Gluj‖2Mn + (λj+n+1 − λj)
∫
Mn
(
n∑
l=1
(1− |∇Gl|2)
)
u2je
−fdv
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≥
n∑
l=1
(λj+l − λj)‖∇Gluj‖2Mn +
n∑
l=1
(λj+l − λj)
∫
Mn
(
1− |∇Gl|2
)
u2je
−fdv
=
n∑
l=1
(λj+l − λj).
Therefore, we obtain
n∑
l=1
(λj+l − λj) ≤
∫
Mn
n+p∑
l=1
(uj∆fGl + 2〈∇Gl,∇uj〉)2e−fdv. (4.4.2)
According to the lemma 4.2.1, we have
n∑
l=1
(λj+l − λj) ≤
∫
Mn
{
u2j (n
2|H|2 + |∇f |2) + |4∇uj |2 − 2〈∇f,∇u2j 〉
}
e−fdv
= 4λi +
∫
Mn
u2j (n
2|H|2 + |∇f |2 + 2∆ff)e−fdv
= 4λi +
∫
Mn
u2j (n
2|H|2 + 2∆f − |∇f |2)e−fdv
≤ 4(λi + c)
with
c =
1
4
inf
ψ∈Ψ
max
Mn
(n2H2 + 2∆f − |∇f |2).
The proof of the theorem 4.1.2 is finished.

Corollary 4.4.1. For an n-dimensional compact Riemannian manifold Mn, there exists a func-
tion H such that, for any j, eigenvalues of the closed eigenvalue problem (4.1.2) of Witten-
Laplacian satisfy
n∑
k=1
λj+k ≤ (n+ 4)λj +
∫
Mn
u2j (n
2H2 + 2∆f − |∇f |2)e−fdv. (4.4.3)
4.5 Applications
In this section, we will give several applications of our theorems. First of all, by using the following
recursion formula of Cheng-Yang [32], we give an upper bound of the kth eigenvalue, which is
optimal in the sense of the order of k.
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A recursion formula of Cheng-Yang. Let µ1 ≤ µ2 ≤ . . . ,≤ µk+1 be any positive real numbers
satisfying
k∑
i=1
(µk+1 − µi)2 ≤ 4
n
k∑
i=1
µi(µk+1 − µi).
Define
Λk =
1
k
k∑
i=1
µi, Tk =
1
k
k∑
i=1
µ2i , Fk =
(
1 +
2
n
)
Λ2k − Tk.
Then, we have
Fk+1 ≤ C(n, k)
(
k + 1
k
) 4
n
Fk, (4.5.1)
where
C(n, k) = 1− 1
3n
(
k
k + 1
) 4
n
(
1 + 2n
) (
1 + 4n
)
(k + 1)3
< 1.
Theorem 4.5.1. For an n-dimensional compact Riemannian manifold (Mn, g), the kth eigen-
value λk of the closed eigenvalue problem (4.1.2) of the Witten-Laplacian satisfy, for any k ≥ 1,
λk+1 + c ≤ (1 + 4
n
) k2/n(λ1 + c),
where c is the same constant as in the theorem 4.1.1.
Proof. Putting
µi+1 = λi + c > 0,
for any i = 0, 1, 2, · · · . Then, we obtain from (4.5.1)
k∑
i=1
(µk+1 − µi)2 ≤ 4
n
k∑
i=1
(µk+1 − µi)µi. (4.5.2)
By making use of the same proof as in Cheng-Yang [32], we can complete our proof of theorem
4.5.1. unionsqu
Theorem 4.5.2. For an n-dimensional compact submanifold Mn in the Euclidean space Rn+p,
eigenvalues of the closed eigenvalue problem (4.1.2) of Witten-Laplacian satisfy
n∑
k=1
λk ≤
∫
Mn(n
2H2 + 2∆f − |∇f |2)e−fdv∫
Mn e
−fdv
, (4.5.3)
where H denotes the mean curvature of Mn.
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Proof. Since λ0 = 0 and u0 is constant, by taking j = 0 in the theorem 4.1.2, we have
n∑
k=1
λk ≤
∫
Mn(n
2H2 + 2∆f − |∇f |2)e−fdv∫
Mn e
−fdv
,
where we have used
∫
Mn u
2
0e
−fdv = 1. unionsqu
Remark 4.5.1. If we take f = 0, the Witten-Laplacian is the Laplacian and we have
n∑
k=1
λk ≤
∫
Mn n
2H2dv∫
Mn dv
.
Hence, our result is a generalization of Reilly’s result in [79] on the first eigenvalue
λ1 ≤
∫
Mn n
2H2dv
n
∫
Mn dv
.
According to the notation of Huisken [52](cf. Colding-Minicozzi [37]), an n-dimensional sub-
manifold Mn in the Euclidean space Rn+p is called a self-shrinker of the mean curvature flow if
n ~H = −XN , where ~H and XN denote the mean curvature vector and the orthogonal projection
of X into the normal bundle of Mn, respectively.
Theorem 4.5.3. For an n-dimensional compact self-shrinker Mn in the Euclidean space Rn+p,
eigenvalues of the closed eigenvalue problem (4.1.2) of Witten-Laplacian with f = |X|
2
2 satisfy,
for any j,
n∑
k=1
λj+k ≤ (n+ 4)λj +
∫
Mn
u2j (2n− |X|2)e−
|X|2
2 dv (4.5.4)
and
k∑
i=0
(λk+1 − λi)2
≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
1
4
∫
Mn
u2i (2n− |X|2)e−
|X|2
2 dv
)
,
(4.5.5)
where H and X denote the mean curvature of Mn and the position vector of Mn, respectively.
Proof. Since Mn is a submanifold in the Euclidean space Rn+p, we have
∆X = n ~H.
Hence,
∆f = 〈X,∆X〉+ n = n− n2H2, |∇f |2 = |X|2 − |XN |2.
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Thus, we obtain
n2H2 + 2∆f − |∇f |2 = 2n− |X|2.
From the corollary 4.3.1 and the corollary 4.4.1, we complete the proof of this theorem. unionsqu
Remark 4.5.2. From (4.5.5) , we obtain the result of Cheng-Peng [26].
Theorem 4.5.4. Let Mn be an n-dimensional compact minimal submanifold in the unit sphere
Sn+p(1). Then, for any j, eigenvalues of the closed eigenvalue problem (4.1.2) of the Witten-
Laplacian satisfy
n∑
k=1
λj+k ≤ (n+ 4)λj + 4c, (4.5.6)
and
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi + c
)
, (4.5.7)
where
c =
1
4
max
Mn
(n2 + 2∆f − |∇f |2).
Proof. Since Mn is an n-dimensional minimal submanifold in the unit sphere Sn+p(1), then
Mn can be seen as a compact submanifold in Rn+p+1 with mean curvature H = 1. Therefore, by
the theorem 4.1.1 and theorem 4.1.2, we know that inequalities (4.5.6) and (4.5.7) hold. unionsqu
Corollary 4.5.1. Let Mn be an n-dimensional compact minimal isoparametric hypersurface in
the unit sphere Sn+1(1). Then, eigenvalues of the closed eigenvalue problem of the Laplacian
satisfy
1
n
n∑
k=1
λn+2+k ≤ 2n+ 4.
Proof. If Mn is the unit sphere Sn+1(1), our assertion is obvious. If Mn is a minimal isopara-
metric hypersurface other than Sn(1), we know that λ1 = λ2 = · · · = λn+2 = n according to the
results of Tang and Yan [86]. From the theorem 4.5.4, we have
1
n
n∑
k=1
λn+2+k ≤ 2n+ 4,
because of 4c = n2. unionsqu
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Remark 4.5.3. For eigenvalues of the closed eigenvalue problem of the Laplacian on focal sub-
manifolds of isoparametric hypersurfaces in the unit sphere, we can obtain similar results by
making use of results on the first eigenvalue λ1 due to Tang-Yan [86] and Tang-Xie-Yan [85].
Furthermore, it is well-known that Ricci flow introduced by Hamilton [44,45] plays very important
roles in the many areas of mathematics. The self-similar solutions to the Ricci flow are called
Ricci Solitons. The self-similar solutions appear as rescaling limits of the singularity of the Ricci
Flow. Let Mn be a complete Riemannian manifold with smooth metric g = (gij), then (Mn, g, f)
is called a gradient Ricci soliton if there is a constant ρ such that
Rij + fij = ρgij , (4.5.8)
where Rij and fij denote components of the Ricci tensor and Hessian of f , respectively. It is called
shrinking, steady, or expanding soliton if ρ > 0, ρ = 0 or ρ < 0 respectively. The function f is
called a potential function of the gradient Ricci soliton (cf. [17,21]). In [45], Hamilton classified all
2-dimensional compact shrinking gradient Ricci Solitons, and Ivey classified 3-dimensional ones
in [55]. For general case, Ferna´ndez-Lo´pez-Garc´ıa-R´ıo proved compact gradient Ricci Soliton
(Mn, g, f) is Einstein if and only if it has harmonic Weyl tensor in [39].
Theorem 4.5.5. Let (Mn, gij , f) be an n-dimensional compact gradient Ricci Soliton. Then, for
any j, eigenvalues of the closed eigenvalue problem (4.1.2) of Witten-Laplacian ∆f satisfy
n∑
k=1
λj+k ≤ (n+ 4)λj + 4c, (4.5.9)
and
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi + c
)
, (4.5.10)
where
c =
1
4
(
nρ+ 2ρc+ inf
ψ∈Ψ
max
Mn
(n2H2 − 2ρf −R)
)
,
and
c =
∫
Mn fe
−fdv∫
Mn e
−fdv
.
Proof. By making use of equation (2.2.2), we have (cf. [17, 41]):
R+ ∆f = nρ, (4.5.11)
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and
R+ |∇f |2 = 2ρf + c˜, (4.5.12)
where R denotes the scalar curvature of Mn and c˜ is a constant. From (4.5.11) and (4.5.12), we
have
∆ff = nρ− 2ρf − c˜. (4.5.13)
Therefore, by integrating for (4.5.13), we obtain
c˜ = nρ− 2ρ
∫
Mn fe
−fdv∫
Mn e
−fdv
. (4.5.14)
By making use of (4.5.11), (4.5.12) and (4.5.14), we have
2∆f − |∇f |2 = nρ+ 2ρ
∫
Mn fe
−fdv∫
Mn e
−fdv
− 2ρf −R. (4.5.15)
Hence, from (4.5.15), we obtain
∫
Mn
u2i (2∆f − |∇f |2)e−fdv
=
∫
Mn
u2i
(
nρ+ 2ρ
∫
Mn fe
−fdv∫
Mn e
−fdv
− 2ρf −R
)
e−fdv
= nρ+ 2ρ
∫
Mn fe
−fdv∫
Mn e
−fdv
−
∫
Mn
u2i (2ρf +R)e
−fdv.
(4.5.16)
Inserting (4.5.16) into (4.3.4) and (4.4.3), we get (4.5.9) and (4.5.10). Therefore, we finish the
proof of this theorem.
unionsqu
Remark 4.5.4. For a compact shrinking Ricci soliton (Mn, gij , f), if n ≤ 3 or the Weyl curvature
tensor is harmonic, then, the gradient Ricci Solitons is Einstein. Hence, the constant c in the
theorem 4.5.5 can be given by
c =
1
4
inf
ψ∈Ψ
n2H2.
5 Universal Inequalities for Eigenvalues
5.1 Eigenvalue Inequalities of Self-adjoint Operators
Let Ω be a bounded domain piecewise smooth boundary ∂Ω in an n-dimensional complete
Riemannian manifold Mn. The Dirichlet eigenvalue problem of the poly-Laplacian with any
order is described by
(−∆)lu = Λu, in Ω,
u =
∂u
∂ν
= · · · = ∂
l−1u
∂νl−1
= 0, on ∂Ω,
(5.1.1)
where ∆ is the Laplacian and ν denotes the outward unit normal vector field of ∂Ω. Problem
(5.1.1) is called the Dirichlet Laplacian problem when l = 1 and the clamped plate problem when
l = 2. We use λi to denote the i-th eigenvalue of the Dirichlet Laplacian problem.
In this chapter, we are concerned about inequalities for lower order eigenvalues of self-adjoint
operators and problem (5.1.1). To begin with, we give a brief review of related results. For the
Dirichlet Laplacian problem, Payne-Po´lya-Weinberger [78] proved that its lower order eigenvalues
satisfy
λ2 + λ3 ≤ 6λ1 (5.1.2)
for Ω ⊂ R2. This led to the famous Payne-Po´lya-Weinberger conjecture for Ω ⊂ Rn. In 1993,
Ashbaugh-Benguria [4] established the following universal inequality
1
n
n∑
i=1
λi+1 ≤
(
1 +
4
n
)
λ1 (5.1.3)
for Ω ⊂ Rn. For more references on the solution of this conjecture, we refer the readers to
[5, 6, 35, 51, 69, 83]. In 2008, Sun-Cheng-Yang [84] further derived some universal inequalities for
lower order eigenvalues of the Dirichlet Laplacian problem on bounded domains in a complex
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projective space and a unit sphere. Chen-Cheng [20] proved (5.1.3) still holds when Ω is a
bounded domain in a complete Riemannian manifold isometrically minimally immersed in Rn.
In 1998, Ashbaugh [3] announced the following interesting inequalities without proofs
n∑
i=1
(Λ
1
2
i+1 − Λ
1
2
1 ) ≤ 4Λ
1
2
1 (5.1.4)
and
n∑
i=1
(Λi+1 − Λ1) ≤ 24Λ1. (5.1.5)
In 2010, for a bounded domain Ω in an n-dimensional complete Riemannian manifold Mn, Cheng-
Huang-Wei [23] proved
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [(2n+ 4)Λ
1
2
1 + n
2H20 ]
1
2 (4Λ
1
2
1 + n
2H20 )
1
2 , (5.1.6)
where H0 is a nonnegative constant which only depends on Mn and Ω. When Mn is an n-
dimensional complete minimal submanifold in a Euclidean space, (5.1.6) implies
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [8(n+ 2)Λ1] 12 . (5.1.7)
The proofs of (5.1.4) and (5.1.5) were given by Cheng-Ichikawa-Mametsuka [25]. In fact, they
considered problem (5.1.1) and proved
n∑
i=1
(Λ
1
l
i+1 − Λ
1
l
1 )
l−1 ≤ (2l)l−1Λ
l−1
l
1 (5.1.8)
for l ≥ 2, and
n∑
i=1
(Λi+1 − Λ1) ≤ 4l(2l − 1)Λ1. (5.1.9)
It is easy to find that (5.1.8) and (5.1.9) respectively become (5.1.4) and (5.1.5) when l = 2.
Moreover, (5.1.9) covers (5.1.3) when l = 1. In 2011, Jost-Li-Jost-Wang-Xia [56] derived the
inequality
n+1∑
i=2
Λi +
n−1∑
i=1
2(l − 1)i
2l + i− 1(Λn+1−i − Λ1) ≤ (n+ 4l(2l − 1))Λ1, (5.1.10)
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which covers (5.1.3) when l = 1 and improves (5.1.5) when l = 2. It is natural to consider whether
these inequalities can be deduced to self-adjoint operators on Hilbert spaces. Harrell-Davies [46]
first realized that some results (e.g. the PPW inequality) of Payne-Po´lya-Weinberger [78] for
higher order eigenvalues of the Laplcian rely on some facts involving auxiliary operators and
their commutators. Some inequalities for higher order eigenvalues of the Laplacian, biharmonic
operator and the poly-Laplacian have been deduced to self-adjoint operators on Hilbert spaces (see
[7,47,48,50,53,67,81]). To the authors’ knowledge, fewer inequalities for lower order eigenvalues of
self-adjoint operators on Hilbert spaces have been obtained by using purely algebraic arguments.
Furthermore, by utilizing the theorem 5.2.1, we derive some explicit inequalities for lower order
eigenvalues of problem (5.1.1) on some Riemannian manifolds. In fact, Cheng-Huang-Wei [23]
considered Riemannian manifolds isometrically immersed in a Euclidean space. We study eign-
values of biharmonic operator on manifolds admitting some special functions in section 5.2. The
first kind is Riemannian manifolds admitting spherical eigenmaps. As we know, any compact
homogeneous Riemannian manifold admits eigenmaps for the first eigenvalue of the Laplacian
(see [81]). And another kind is Riemannian manifolds admitting some functions fr : Mn → R
such that

〈∇fr,∇fs〉 = δrs
∆fr = 0.
(5.1.11)
Product manifolds of Euclidean spaces with any complete manifolds satisfy this condition (see
[38,89]). Utilizing Theorem 5.2.1, we derive some universal inequalities for lower order eigenvalues
of the biharmonic operator on these manifolds admitting some special functions. In section 5.2, a
universal inequality for the poly-Laplacian with any order on a bounded domain in Rn is obtained,
which covers (5.1.7) when l = 2.
5.2 The Self-adjoint Operator on Riemannian Manifolds
Next, we establish an abstract inequality which relates lower order eigenvalues of self-adjoint
operators to two collections of auxiliary operators and their commutators.
Theorem 5.2.1. Let H be a complex Hilbert space with a given inner product 〈·, ·〉 and corre-
sponding norm ‖ · ‖ Let A : D ⊂ H → H be a self-adjoint operator defined on a dense domain D
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which is semibounded beblow and has a discrete spectrum µ1 ≤ µ2 ≤ · · · . Let {Ti : D → H}ni=1 be
a collection of skew-symmetric operators and {Bi : A(D) → H}ni=1 be a collection of symmetric
operators which leave D invariant. Denote by {ui}∞i=1 the normalized eigenvectors correspond-
ing to the i-th eigenvalues µi of A. This family of eigenvectors are further assumed to be an
orthonormal basis for H. If the operators {Bi}ni=1 satisfy
〈Biu1, uj+1〉 = 0, for 1 ≤ j < i ≤ n, (5.2.1)
we have
n∑
i=1
(µi+1 − µ1) 12 〈[Ti, Bi]u1, u1〉 ≤ 2
{ n∑
i=1
〈[A,Bi]u1, Biu1〉
n∑
i=1
‖Tiu1‖2
} 1
2
, (5.2.2)
where [A,B] = AB −BA is called the commutator of operators A and B.
Proof. We consider the vectors φi given by
φi = Biu1 − aiu1, (5.2.3)
where ai = 〈Biu1, u1〉. Then, according to (5.2.1), it is easy to check that
〈φi, uj+1〉 = 0, for 0 ≤ j < i ≤ n. (5.2.4)
Moreover, (5.2.4) yields
〈φi, Biu1〉 = ‖φi‖2. (5.2.5)
Since (5.2.4) holds, we can take φi as a trial vector in the Rayleigh-Ritz ratio and get
µi+1 ≤ 〈Aφ
i, φi〉
〈φi, φi〉 . (5.2.6)
It follows from (5.2.4) and (5.2.5) that
〈Aφi, φi〉 = 〈[A,Bi]u1, φi〉+ 〈BiAu1, φi〉 = 〈[A,Bi]u1, φi〉+ µ1‖φi‖2. (5.2.7)
Substituting (5.2.7) into (5.2.6), we obtain
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(µi+1 − µ1)‖φi‖2 ≤ 〈[A,Bi]u1, φi〉. (5.2.8)
As we know, 〈·, ·〉 is taken to be linear in its first argument and conjugate linear in its second
argument. Since
〈[A,Bi]u1, u1〉 = 〈Biu1, Au1〉 − 〈BiAu1, u1〉 = 0,
we have
〈[A,Bi]u1, φi〉 = 〈[A,Bi]u1, Biu1〉. (5.2.9)
Hence, substituting (5.2.9) into (5.2.8), we get
(µi+1 − µ1)φi2 ≤ 〈[A,Bi]u1, Biu1〉. (5.2.10)
Since
ai〈Tiu1, u1〉 = −〈Biu1, u1〉〈Tiu1, u1〉 = −ai〈Tiu1, u1〉,
we obtain
Reai〈Tiu1, u1〉 = 0. (5.2.11)
Moreover, we have
2Re〈TiBiu1, u1〉 = 〈TiBiu1, u1〉+ 〈u1, TiBiu1〉 = 〈[Ti, Bi]u1, u1〉. (5.2.12)
Hence, taking the real parts in both sides of the following equality
−2〈Tiu1, φi〉 = 2〈u1, TiBiu1〉+ 2ai〈Tiu1, u1〉,
and utilizing (5.2.11) and (5.2.12), we obtain
〈[Ti, Bi]u1, u1〉 = −2Re〈φi, Tiu1〉. (5.2.13)
Multiplying both sides of (5.2.13) by (µi+1 − µ1) 12 and using (5.2.10), we deduce
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(µi+1 − µ1) 12 〈[Ti, Bi]u1, u1〉 = −2(µi+1 − µ1) 12Re〈φi, Tiu1〉
≤ δ(µi+1 − µ1)‖φi‖2 + 1
δ
‖Tiu1‖2
≤ δ〈[A,Bi]u1, Biu1〉+ 1
δ
‖Tiu1‖2,
(5.2.14)
where δ is a positive constant. Taking sum on i from 1 to n in (5.2.14), we have
δ2
n∑
i=1
〈[A,Bi]u1, Biu1〉 − δ
n∑
i=1
(µi+1 − µ1) 12 〈[Ti, Bi]u1, u1〉+
n∑
i=1
‖Tiu1‖2 ≥ 0. (5.2.15)
The left-hand side of (5.2.15) is a quadratic polynomial of δ. From (5.2.8) and (5.2.9), we know
that 〈[A,Bi]u1, Biu1〉 ≥ 0 for i = 1, · · · , n. Therefore, we know that its discriminant must be
nonpositive. This yields (5.2.2). unionsqu
5.3 The Biharmonic Operator on Riemannian Manifolds
In this section, we obtain some universal inequalities for lower order eigenvalues of the bihar-
monic operator on manifolds admitting some special functions.
Theorem 5.3.1. Let Mn be an n -dimensional complete Riemannian manifold. Denote by Λi the
i-th eigenvalue of the clamped plate problem on a bounded domain Ω of Mn . (i) Suppose that Mn
admits a spherical eigenmap ϕ. Namely, the components ϕ1, · · · , ϕm+1 of map ϕ : Mn → Sm(1)
are all eigenfuctions corresponding to the same eigenvalue λ of the Laplacian onMn, where Sm(1)
is an m -dimensional unite sphere. Then we have
n∑
i=1
(Λi+1 − Λ1) 12 ≤ n[(λ+ 6Λ
1
2
1 )(λ+ 4Γ
1
2
1 )]
1
2 (5.3.1)
and
n∑
i=1
[(Λi+1 − Λ1) 12 − 5Λ
1
2
1 ] ≤ nλ. (5.3.2)
(ii) If there exist m functions fr : Mn → R such that (5.1.11) holds, then
m∑
r=1
(Λr+1 − Λ1) 12 ≤ 2(2m+ 4) 12 Λ
1
2
1 . (5.3.3)
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Proof. (i) Since ϕ1, · · · , ϕm+1 are the components of an eigenmap, it holds

−∆ϕα = λϕα
m+1∑
α=1
|∇ϕα|2 = λ
m+1∑
α=1
ϕ2α = 1.
(5.3.4)
In order to make use of Theorem 5.2.1, we construct some functions satisfying (5.2.1) by using
{ϕα}m+1α=1 . We consider an (m+1)×(m+1) matrix Q = (
∫
Ω ϕαu1uβ+1)(m+1)×(m+1). According to
the QR-factorization theorem, we know that there exists an orthogonal (m+ 1)× (m+ 1) matrix
P = (pαβ)(m+1)×(m+1) such that U = PQ is an upper triangle matrix. Namely, we have
m+1∑
γ=1
pαγ
∫
Ω
ϕγu1uβ+1 = 0, for 1 ≤ β < α ≤ m+ 1.
Define functions ψα by
ψα =
m+1∑
γ=1
pαγϕγ .
Thus we infer
∫
Ω
ψαu1uβ+1 = 0, for 1 ≤ β < α ≤ m+ 1. (5.3.5)
Moreover, because P is an orthogonal matrix, it follows from (5.3.4) that
−∆ψα = λψα
m+1∑
α=1
|∇ψα|2 = λ
m+1∑
α=1
ψ2α = 1.
(5.3.6)
According to (5.3.5), taking A = ∆2, Bα = ψα and Tα = [∆, ψα] in Theorem 5.2.1, we derive
m+1∑
α=1
(Λα+1 − Λ1) 12 〈[[∆, ψα], ψα]u1, u1〉
≤ 2
{
m+1∑
α=1
〈[∆2, ψα]u1, ψαu1〉
m+1∑
α=1
‖[∆, ψα]u1‖2
} 1
2
.
(5.3.7)
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Now we need to calculate and estimate both sides of (5.3.7). A straightforward calculation gives
〈[∆2, ψα]u1, ψαu1〉
=
∫
Ω
u1ψα[u1∆2ψα + 2∆ψα∆u1 + 2〈∇ψα,∇∆u1〉+ 2〈∇∆ψα,∇u1〉
+ 2∆〈∇ψα,∇u1〉]
=
∫
Ω
[u21(∆ψα)2 + 4u1∆ψα〈∇ψα,∇u1〉+ 4〈∇ψα,∇u1〉2 − 2|∇ψα|2u1∆u1].
(5.3.8)
Moreover, using the Cauchy-Schwarz inequality, one gets
∫
Ω
|∇u1|2 = −
∫
Ω
u1∆u1 ≤ (
∫
Ω
u21)
1
2 [
∫
Ω
(−∆u1)2] 12 = Λ
1
2
1 . (5.3.9)
Then it follows from (5.3.6), (5.3.8) and (5.3.9) that
m+1∑
α=1
〈[∆2, ψα]u1, ψαu1〉 = λ2
∫
Ω
u21 + 4
∫
Ω
m+1∑
α=1
〈∇ψα,∇u1〉2 − 2λ
∫
Ω
u1∆u1
≤ λ2 + 4
∫
Ω
m+1∑
α=1
|∇ψα|2|∇u1|2 − 2λ
∫
Ω
u1∆u1
≤ λ2 + 6λΛ
1
2
1 .
(5.3.10)
At the same time, it follows from (5.3.6) and (5.3.9) that
m+1∑
α=1
‖[∆, ψα]u1‖2 =
∫
Ω
m+1∑
α=1
u21(∆ψα)
2 + 4〈∇ψα,∇u1〉2 + 4u1∆ψα〈∇ψα,∇u1〉]
≤ λ2 + 4λΛ
1
2
1 .
(5.3.11)
On the other hand, according to the definition of the commutator, it holds
〈[[∆, ψα], ψα]u1, u1〉
=
∫
Ω
u1[∆(ψ2αu1)− 2ψα∆(ψαu1) + ψ2α∆u1]
=
∫
Ω
{2u1∆(ψ2αu1)− 2u1ψα[ψα∆u1 + 2〈∇ψα∇u1〉+ u1∆ψα]}
= −2
∫
Ω
[u1ψα〈∇ψα,∇u1〉+ u21ψα∆ψα]
= 2
∫
Ω
u21|∇ψα|2.
(5.3.12)
Moreover, since
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n∑
j=1
|∇ψj |2 ≤
m+1∑
α=1
|∇ψα|2 = λ,
we observe that
|∇ψj |2 ≤ λ
n
, for j = 1, · · · , n. (5.3.13)
Therefore, making use of (5.3.13), we can deduce
m+1∑
α=1
(Λα+1 − Λ1) 12 |∇ψα|2 ≥
n∑
i=1
(Λi+1 − Γ1) 12 |∇ψi|2 + (Λn+1 − Λ1) 12
m+1∑
k=n+1
|∇ψk|2
=
n∑
i=1
(Λi+1 − Γ1) 12 |∇ψi|2 + (Λn+1 − Λ1) 12
n∑
j=1
(
λ
n
− |∇ψj |2
)
≥
n∑
i=1
Λi+1 − Λ1) 12 |∇ψi|2 +
n∑
j=1
(Λj+1 − Λ1)
1
2
(
λ
n
− |∇ψj |2
)
=
λ
n
n∑
i=1
(Λi+1 − Λ1) 12 .
(5.3.14)
Combining (5.3.12) and (5.3.14), we obtain
m+1∑
α=1
(Λα+1 − Λ1) 12 〈[[∆, ψα], ψα]u1, u1〉 = 2
m+1∑
α=1
(Λα+1 − Λ1) 12
∫
Ω
u21|∇ψα|2
≥ 2λ
n
n∑
i=1
(Λi+1 − Λ1) 12 .
(5.3.15)
Substituting (5.3.10), (5.3.11) and (5.3.15) into (5.3.7), we can infer (5.3.1). From [(λ+6Λ
1
2
1 )(λ+
4Λ
1
2
1 )]
1
2 ≤ λ + 5∆
1
2
1 , we know that (5.3.2) is true. (ii) Similar to the proof of (i), using the
QR-factorization theorem, we can construct functions {hr}mr=1 by using {fr}mr=1, such that hr
satisfy

∫
Ω
hru1ut+1 = 0, 1 ≤ t < r ≤ m,
〈∇hr,∇hs〉
∆hr = 0.
(5.3.16)
Therefore, taking A = ∆2, Br = hr and Tr = [∆, hr] in Theorem 5.2.1, we get
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m∑
r=1
(Λr+1 − Λ1) 12 〈[[∆, hr], hr]u1, u1〉
≤ 2
{
m∑
r=1
〈[∆2, hr]u1, hru1〉
m∑
r=1
‖[∆, hr]u1‖2
} 1
2
.
(5.3.17)
According to (5.3.16), {∇hr}mr=1 is a set of orthonormal vector fields. Hence, we have
m∑
r=1
〈∇hr,∇u1〉2 ≤ |∇u1|2. (5.3.18)
Using (5.3.9), (5.3.16) and (5.3.18), we obtain
m∑
r=1
〈[∆2, hr]u1, hru1〉
=
∫
Ω
m∑
r=1
[u21(∆hr)
2 + 4u1∆hr〈∇hr,∇u1〉+ 4〈∇hr,∇u1〉2 − 2|∇hr|2u1∆u1]
=
∫
Ω
m∑
r=1
[4〈∇hr,∇u1〉2 − 2|∇hr|2u1∆u1]
≤ (2m+ 4)
∫
Ω
|∇u1|2
≤ (2m+ 4)Λ
1
2
1
(5.3.19)
and
m∑
r=1
‖[∆, hr]u1‖2 =
∫
Ω
m∑
r=1
[u21(∆hr)
2 + 4〈∇hr,∇u1〉2 + 4u1∆hr〈∇hr,∇u1〉] ≤ 4Λ
1
2
1 . (5.3.20)
Moreover, according to (5.3.12) and (5.3.16), the term on the left-hand side of (5.3.17) is
〈[[∆, hr], hr]u1, u1〉 = 2
∫
Ω
u21|∇hr|2 = 2. (5.3.21)
Substituting (5.3.19)-(5.3.21) into (5.3.17), we derive (5.3.3). unionsqu
5.4 The Poly-Laplacian on the Euclidean Space
In this section, we obtain a universal inequality for problem (5.1.1). Moreover, it covers (5.1.7)
of [23] when l = 2.
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Theorem 5.4.1. Let Ω be a bounded domain in Rn. Denote by Λi the i-th eigenvalue of problem
(5.1.1). Then we have
n∑
i=1
(Λi+1 − Λ1) 12 ≤ [4l(n+ 2l − 2)] 12 Λ
1
2
1 . (5.4.1)
Proof. Similar to the proof of Theorem 5.3.1, by utilizing the QR-factorization theorem, one
can prove that there exists a set of Cartesian coordinate system (x1, · · · , xn) of Rn such that the
following orthogonality conditions are satisfied:
∫
Ω
xiu1uj+1 = 0 for 1 ≤ j < i ≤ n.
Namely, Bi = xi(i = 1, · · · , n) satisfy (5.2.1). Therefore, taking A = (−∆)l, Bi = xi and Ti = ∂∂xi
in Theorem 5.2.1, we have
n∑
i=1
(µi+1 − µ1) 12 〈[ ∂
∂xi
, xi]u1, u1〉 ≤ 2{
n∑
i=1
〈[(−∆)l, xi]u1, xiu1〉
n∑
i=1
‖ ∂
∂xi
u1‖2} 12 . (5.4.2)
Utilizing
∫
Ω
|∇ku1|2 ≤ Λ
k
l
1
(cf. [22]) and
(−∆)l(xiu1) = xi(−∆)lu1 − 2l∇(−∆)lu1 · ∇xi,
we have
112
n∑
i=1
〈[(−∆)l, xi]u1, xiu1〉
= −2l
n∑
i=1
∫
Ω
xiu1∇(−∆)lu1 · ∇xi
= l
n∑
i=1
∫
Ω
u1(−∆)l−1u1 − 2l(l − 1)
n∑
i=1
∫
Ω
(−∆)l−2u1∇xi · ∇(∇u1 · ∇xi)
= l
n∑
i=1
∫
Ω
|∇l−1u1|2 − 2l(l − 1)
∫
Ω
(−∆)l−2u1∆u1
= l(n+ 2l − 2)
∫
Ω
|∇l−1u1|2
≤ l(n+ 2l − 2)Λ
l−1
l
1 .
(5.4.3)
At the same time, it is not difficult to get
〈[ ∂
∂xi
, xi]u1, u1〉 = 1 (5.4.4)
and
n∑
i=1
‖ ∂
∂xi
u1‖2 =
∫
Ω
|∇u1|2 ≤ Λ
1
l
1 . (5.4.5)
Substituting (5.4.3)-(5.4.5) into (5.4.2), we obtain (5.4.1).
unionsqu
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Abstract
In this thesis, we mainly study eigenvalues of the following five eigenvalue problems in various
settings: the Dirichlet eigenvalue problem of the Laplacian; the Dirichlet eigenvalue problem of
the poly-Laplacian; the Dirichlet eigenvalue problem of the quadratic polynomial operator; the
eigenvalue problem of the poly-Laplacian; and the closed eigenvalue problem of Witten-Laplacian.
In Chapter 2, we present the basic definitions and facts to be used in the subsequent chapters.
Few proofs are presented here.
For the Dirichlet eigenvalue problem of the poly-Laplacian on bounded domains in an n-
dimensional Euclidean space Rn, we mainly focus our attention on the investigation for lower
bounds of the sum of eigenvalues. For one thing, for the case of l = 1, we obtain a sharper lower
bound for the sum of its eigenvalues in chapter 3, which gives an improvement of results due to
Melas (Proc. Amer. Math. Soc. 131 (2003), 631-636.). However, for the case of poly-Laplacian
with arbitrary order, we also yield a lower bound for eigenvalues, which generalizes the results due
to Cheng-Wei (to appear in J. Diff. Equa.) and gives an improvement of results due to Cheng-Qi-
Wei (to appear in Pacific J. Math.). On the other hand, we also discuss the Dirichlet eigenvalue
problem of the quadratic polynomial operator and give some estimates for lower bounds of the
sums of their first k-eigenvalues. Furthermore, by the method of approximation of function,
we improve the previous results in term of the term associated with coefficient of k
2l−2
n . In
the remainder of the chapter, we investigate the eigenvalue problem of the fractional Laplacian
(−∆)α/2|Ω, where α ∈ (0, 2], and obtain a sharper lower bound for the sum of its eigenvalues,
which gives an improvement of results due to Yolcu-Yolcu (to appear in Communications in
Contemporary Math.).
In Chapter 4, we study eigenvalues of the closed eigenvalue problem of the Witten-Laplacian
on an n-dimensional compact Riemannian manifold. Estimates for eigenvalues are given. As
applications, we give a sharp upper bound for the k-th eigenvalue and for isoparametric minimal
i
ii
hypersurfaces in the unit sphere, an explicit upper bound of the (n + 3)-th eigenvalue of the
Laplacian is obtained. Furthermore, we generalize the Reilly’s result on the first eigenvalue of
the Laplacian.
The final chapter is continuous to consider the Dirichlet problem of poly-Laplacian with ar-
bitrary order on a bounded domain in a complete Riemannian manifold. To begin with, we
establish an abstract inequality for lower order eigenvalues of a self-adjoint operator on a Hilbert
space which generalizes and extends the recent results of Cheng-Huang-Wei (Calc. Var. Part.
Diff. Equa., 38, 409-416 (2010)). Then, making use of it, we obtain some universal inequalities
for lower order eigenvalues of the biharmonic operator on manifolds admitting some special func-
tions. Moreover, we derive a universal inequality for lower order eigenvalues of the poly-Laplacian
with any order on the Euclidean space.
Key words: eigenvalues; Laplacian; poly-Laplacian; self-adjoint operator; fractional Lapla-
cian; Witten-Laplacian; Dirichlet eigenvalue problem; closed eigenvalue problem; universal in-
equality; complete Riemannain manifolds; closed Riemannian manifolds; Hilbert space.
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