Multivariate data are typically represented by a rectangular matrix (table) in which the rows are the objects (cases) and the columns are the variables (measurements). When there are many variables one often reduces the dimension by principal component analysis (PCA), which in its basic form is not robust to outliers. Much research has focused on handling rowwise outliers, i.e. rows that deviate from the majority of the rows in the data (for instance, they might belong to a different population). In recent years also cellwise outliers are receiving attention. These are suspicious cells (entries) that can occur anywhere in the table. Even a relatively small proportion of outlying cells can contaminate over half the rows, which causes rowwise robust methods to break down. In this paper a new PCA method is constructed which combines the strengths of two existing robust methods in order to be robust against both cellwise and rowwise outliers. At the same time, the algorithm can cope with missing values. As of yet it is the only PCA method that can 1 arXiv:1806.00954v1 [stat.ME] 4 Jun 2018 deal with all three problems simultaneously. Its name MacroPCA stands for PCA allowing for Missings And Cellwise & Rowwise Outliers. Several simulations and real data sets illustrate its robustness. New residual maps are introduced, which help to determine which variables are responsible for the outlying behavior. The method is well-suited for online process control.
Introduction
It is well-known that real data often contain outliers, which can create serious problems when analyzing the data. A lot of methodology has been developed to deal with outliers, often by constructing a fit that is robust to them and then detecting the outliers by their large deviation (distance, residual) from that fit. For a brief overview of this approach see Rousseeuw and Hubert (2018) . Unfortunately, most robust methods cannot handle data with missing values, some rare exceptions being Cheng and Victoria-Feser (2002) and Danilov et al. (2012) . Moreover, they are typically restricted to casewise outliers, which are cases that deviate from the majority.
We call these rowwise outliers because multivariate data are typically represented by a rectangular matrix in which the rows are the cases and the columns are the variables (measurements). In general, robust methods require that fewer than half of the rows are outlying, see e.g. Lopuhaä and Rousseeuw (1991) . However, recently a different type of outliers, called cellwise outliers, have received much attention (Alqallaf et al., 2009; Van Aelst et al., 2012; Agostinelli et al., 2015) . These are suspicious cells (entries) that can occur anywhere in the data matrix. Figure 1 illustrates the difference between these types of outliers. The regular cells are shown in gray, whereas black means outlying. Rows 3 and 7 are rowwise outliers, and the other rows contain a fairly small percentage of cellwise outliers. As in this example, even a relatively small proportion of outlying cells can contaminate over half the rows, which causes rowwise robust methods to break down. This effect is at its worst when the dimension (the number of columns) is high.
In high-dimensional situations, which are becoming increasingly common, one often applies principal component analysis (PCA) to reduce the dimension. However, the classical PCA (CPCA) method is not robust to either rowwise or cellwise outliers. Robust PCA methods that can deal with rowwise outliers include Croux and Ruiz-Gazen (2005) , Hubert et al. (2002) , Locantore et al. (1999) , Maronna (2005) and the ROBPCA method (Hubert et al., 2005) . The latter method combines pro- jection pursuit ideas with robust covariance estimation.
In order to deal with missing values, Nelson et al. (1996) and Kiers (1997) developed the iterative classical PCA algorithm (ICPCA), see Walczak and Massart (2001) for a tutorial. The ICPCA follows the spirit of the EM algorithm. It starts by replacing the missing values by initial estimates such as the columnwise means.
Then it iteratively fits a CPCA, yielding scores that are transformed back to the original space resulting in new estimates for the missing values, until convergence. Serneels and Verdonck (2008) proposed a rowwise robust PCA method that can also cope with missings. We will call this method MROBPCA (ROBPCA for missings) as its key idea is to combine the ICPCA and ROBPCA methods. MROBPCA starts by imputing the missing elements by robust initial estimates. The main difference with the ICPCA algorithm is that in each iteration the PCA model is fit by ROBPCA, which yields different imputations and flags rowwise outliers.
As of yet there are no PCA methods that can deal with cellwise outliers, let alone in combination with rowwise outliers and missings. This paper aims to fill that gap by constructing a new method called MacroPCA, where 'Macro' stands for Missings And Cellwise and Rowwise Outliers. It starts by applying a multivariate method called DetectDeviatingCells ) for detecting cellwise outliers, which provides initial imputations for the outlying cells and the missings as well as an initial measure of rowwise outlyingness. In the next steps
MacroPCA combines ICPCA and ROBPCA to protect against rowwise outliers and to create improved imputations of the outlying cells and missings. MacroPCA also provides graphical displays to visualize the different types of outliers. Table 1 lists the methods used in this paper with their ability to deal with missings, rowwise outliers and cellwise outliers. 
Model
The data matrix is denoted as X n,d in which the subscripts are the number of rows (cases) n and the number of columns (variables) d . In the absence of outliers and missing values the goal is to represent the data in a lower dimensional space, i.e.
where µ d is the d-variate column vector of location, 1 n the column vector with all n components equal to 1, T n,k the n × k score matrix, and P d,k the d × k loadings matrix whose columns span the PCA subspace. Note that the reduced dimension k can vary from 1 to d but we assume that k is low.
Several realities complicate this simple model. First, the data matrix may not be fully observed, i.e. some cells x ij may be missing. Here we assume that they are missing completely at random (MCAR), meaning that the missingness of those data cells is unrelated to any variable under study.
Secondly, the data may contain rowwise outliers. These are rows that do not obey the PCA model (1), i.e. they have an unusually large orthogonal distance to the true PCA subspace. The existing rowwise robust methods are designed for this type of outliers and require that fewer than half of the rows are outlying, so we make the same assumption here.
Thirdly, cellwise outliers may occur. The outlying cells may be imprecise, incorrect or just unusual. Outlying cells do not necessarily stand out in their column because the correlations between the columns matter as well, so these cells may not be detectable by simple univariate outlier detection methods. There can be many cellwise outliers, and in fact each row may contain one or more outlying cells.
Dealing with missings and cellwise and rowwise outliers
We propose the MacroPCA algorithm for analyzing data that may contain one or more of the following issues: missings, cellwise outliers, and rowwise outliers.
Throughout the algorithm we will use the following two notations:
• the NA-imputed matrix
• X n,d only imputes the missing values of X n,d ;
• the cell-imputed matrix
has imputed values for the outlying cells that do not belong to outlying rows, and for all missings.
Both of these matrices still have n rows. Neither is intended to simply replace the true data matrix X n,d . Note that • X n,d doesn't try to impute outlying cells inside outlying rows, which would mask these rows in subsequent computations.
Since we do not know in advance which cells and rows are outlying, the set of flagged cellwise and rowwise outliers (and hence The first part of MacroPCA is the DetectDeviatingCells (DDC) algorithm. The description of this method can be found in Rousseeuw and Van den Bossche (2018) and in the Additional Material of the current paper. The main purpose of the DDC method is to detect cellwise outliers. DDC outputs their positions and provides imputations for these outlying cells and any missing values. It also yields an initial outlyingness measure on the rows, which is however not guaranteed to flag all outlying rows. The set of flagged rows I r,DDC will be improved in later steps.
The second part of MacroPCA constructs principal components along the lines of the ICPCA algorithm but employing a version of ROBPCA (Hubert et al., 2005) to fit subspaces. It consists of the following 7 steps.
1. Standardization. It is well known that PCA loadings are highly influenced by the variables with the largest variability. Therefore MacroPCA has the option to divide each column X j of X by a robust scale estimate s j . Even after doing so we'll still use the notations X,
• X and
2. Projection pursuit. ROBPCA starts by identifying the h < n least outlying rows by a projection pursuit procedure. We write 0.5 α = h/n < 1. This means that we can withstand up to a fraction 1 − α of outlying rows. To be on the safe side the default is α = 0.5 .
However, due to cellwise outliers there may be far fewer than h uncontaminated rows, so we cannot apply this step to the original data X. We also cannot use the entire imputed matrixX obtained from DDC in which all outlying cells are imputed, even those in potentially outlying rows, as this could mask outlying rows. Instead we use the cell-imputed matrix
n,d defined as follows:
(a) In all rows flagged as outlying we keep the original data values. Only the missings in these rows are replaced by the values imputed by DDC. More precisely, for all i in I r,DDC we set
i .
(b) In the h unflagged rows with the fewest cells flagged by DDC we impute those cells, i.e.
• x (0)
As in ROBPCA the outlyingness of a point
is then computed as outl(
whereμ MCD (v
j ) are the univariate MCD location and scale estimators (Rousseeuw and Leroy, 1987) of {v This means that
d is an estimate of the center, whereas the spectral decomposition of their covariance matrix yields a loading matrix P
with the eigenvalues sorted from largest to smallest. These eigenvalues can be used to construct a scree plot from which an appropriate dimension k of the subspace can be derived. Alternatively, one can retain a certain cumulative proportion of explained variance, such as 80%. The maximal number of principal components that MacroPCA will consider is the tuning constant k max which is set to 10 by default.
4. Iterative subspace estimation. We iterate the following steps for s 2:
(a) The scores matrix in (1) based on the cell-imputed cases is computed
. The predicted data values are set toX The iterations are repeated until s = 20 or until convergence is reached, i.e. when the maximal angle between a vector in the new subspace and the vector most parallel to it in the previous subspace is below some tolerance (by default 0.005). Following Krzanowski (1979) this angle is computed as arccos( √ δ k ) where δ k is the smallest eigenvalue of (P
After all iterations we have the cell-imputed matrix
n,d as well as the estimated centerμ to the current PCA subspace is computed as
The orthogonal distances to the power 2/3 are roughly Gaussian except for the outliers (Hubert et al., 2005) , so we compute the cutoff value
All cases for which The Additional Material lists all the notations introduced in these steps.
Outlier detection
MacroPCA provides several tools for outlier detection. We illustrate them on a dataset collected by Alfons (2016) from the website of the Top Gear car magazine.
It contains data on 297 cars, with 11 continuous variables. Five of these variables (price, displacement, BHP, torque, top speed) are highly skewed, and were logarithmically transformed. The dataset contains 95 missing cells, which is only 2.9% of the 297 × 11 = 3267 cells. We retained two principal components (k = 2).
The right hand panel of Figure 2 shows the results of MacroPCA by a modification of the cell map introduced by Rousseeuw and Van den Bossche (2018) . The computations were performed on all 297 cars, but in order to make the map fit on a page it only shows 24 cars, including some of the more eventful cases. The color of the cells stems from the standardized residual matrix R n,d obtained by MacroPCA.
Cells with |r ij | χ 2 1,0.99 = 2.57 are considered regular and colored yellow in the residual map, whereas the missing values are white. Outlying residuals receive a color which ranges from light orange to red when r ij > 2.57 and from light purple to dark blue when r ij < −2.57 . So a dark red cell indicates that its observed value is much higher than its fitted value, while a dark blue cell means the opposite.
To the right of each row in the map is a circle whose color varies from white to black according to the orthogonal distance The others are given darker shades of grey up to black according to their
On these data we also ran the ICPCA method, which handles missing values in classical PCA. It differs from MacroPCA in some important ways: the initial We can also compute the score distance of each case, which is the robustified Mahalanobis distance of its projection on the PCA subspace among all such projected points. It is easily computed as 
Analyzing new data
Applying MacroPCA to a data set X n,d yields a PCA fit. Now suppose that a new case (row) x comes in, and we would like to impute its missing values, detect its outlying cells and impute them, estimate its scores, and find out whether it is a rowwise outlier. We could of course append x to X n,d and rerun MacroPCA, but that would be very inefficient.
Instead we propose a method to analyze x using only the output of MacroPCA on the initial set X n,d . This can be done quite fast, which makes the procedure suitable for online process control. For outlier-free data with missings this was studied by Nelson et al. (1996) and Walczak and Massart (2001) . Folch-Fortuny et al. (2015) call this model exploitation, as opposed to model building (fitting a PCA model). Our procedure consists of two stages, along the lines of MacroPCA.
1. DDCpredict is a new function which only uses x and the output of DDC on the initial data X n,d . First the entries of x are standardized using the existing robust location and scale estimates. Then all x j with |x j | > χ Step s 1 is of the following form:
(a) Project the imputed casex (s−1) on the MacroPCA subspace to obtain its
(b) transform the scores to the original space, yieldingx The right panel shows the result of analyzing these 24 cases using the fit obtained without them. The residual maps are very similar. Note that each cell now shows its standardized residual (instead of its data value as in Figure 2 ), making it possible to see the differences.
Simulations
We have compared the performance of ICPCA, MROBPCA and MacroPCA in an extensive simulation study. Several contamination models were considered with missings, cellwise outliers, rowwise outliers, and combinations of them. Only a few of the results are reported here since the others yielded similar conclusions.
The clean data X clean are generated from a multivariate Gaussian with µ = 0 and two types of covariance matrices Σ. The first one is based on the structured correlation matrix called A09 where each off-diagonal entry is ρ i,j = (−0.9) |i−j| .
The second type of covariance matrix is based on the random correlation matrices of (Agostinelli et al., 2015) and will be called ALYZ. These correlation matrices are turned into covariance matrices with other eigenvalues. More specifically, the diagonal elements of the matrix L from the spectral decomposition Σ = P LP are As a baseline we apply classical PCA to the clean dataset X clean which skips any rows that were replaced by rowwise outliers, and before generating missings and outlying cells. The resulting predictions are denoted byx C ij for the clean rows i. The corresponding loadings are denoted by P C d,k . We then measure the mean squared error (MSE) from the baseline:
wherex ij is the predicted value for x ij obtained by applying the different methods to the contaminated data. The MSE is then averaged over 100 replications. 
Real data examples
The glass dataset (Lemberge et al., 2000) contains spectra with d = 750 wavelengths of n = 180 archeological glass samples. It is available in the R package cellWise (Raymaekers et al., 2018). The MacroPCA method selects 4 principal components and yields a 180 × 750 matrix of standardized residuals. There is not enough resolution on a page to show so many individual cells in a residual map. Therefore we created a map (the top panel of Figure 9 ) which combines the residuals into blocks of 5 × 5 cells. The color of each block now depends on the most frequent type of outlying cell in it, the resulting color being an average. For example, an orange block indicates that quite a few cells in the block were red and most of the others were yellow. The more red cells in the block, the darker red the block will be. We see that MacroPCA has flagged a lot of cells, that happen to be concentrated in a minority of the rows where they show patterns. In fact, the colors indicate that some of the glass samples (between 22 and 30) have a higher concentration of phosphor, whereas rows 57-63 and 74-76 had an unusually high concentration of calcium. The bottom part of the residual map looks very different, due to the fact that the measuring instrument was cleaned before recording the last 38 spectra. One could say that those outlying rows belong to a different population. Since the dataset has no missings and we found that fewer than half of the rows are outlying, it can also be analyzed by the original ROBPCA method as was done by Hubert et al. (2005) , also for k = 4. This detects the same rowwise outliers. In principle ROBPCA is a purely rowwise method that does not flag cells. Even though ROBPCA does not produce a residual map, we can construct one analogously to that of MacroPCA. First we construct the residual matrix of ROBPCA, the rows of which are given by x i −x i wherex i is the projection of x on the ROBPCA subspace. We can then standardize the residuals in each column in a robust way, by subtracting a 1-step location M-estimate of the residuals and dividing by a 1-step scale M-estimate. This yields the bottom panel of Figure 9 . We see that the two residual maps look similar for the rows with higher concentrations of phosphor and calcium. The differences are larger in the bottom part formed by the last 38 spectra.
This example illustrates that purely rowwise robust methods can be useful to detect cellwise outliers when these cells occur in fewer than 50% of the rows. But if the cellwise outliers contaminate more rows, this approach is insufficient.
In our last example we analyze data from the Digitized Palomar Sky Survey (DPOSS) described by Odewahn et al. (1998) . This is a huge database of celestial objects, from which we have drawn 20,000 stars at random. Each star has been In this dataset 84.6% of the rows contain missings (in all there are 50.2% missing entries.) Often an entire color band is missing, and sometimes two. We applied MacroPCA to these data, choosing k = 4 components according to the scree plot. We note that the outliers tend to be more luminous (MAper, MTot, MCore) than expected, and have a larger Area, which suggests giant stars. The analogous residual map of ICPCA (not shown) did not reveal much. Note that the non-outlying rows in the bottom part of the residual map are yellow, and the missing color bands show up as blocks in lighter yellow (a combination of yellow and white cells).
Conclusions
The new MacroPCA method is able to handle missing values, cellwise outliers, and rowwise outliers. This makes it well-suited for the analysis of possibly messy real data. Simulation showed that its performance is similar to a classical method in the case of outlier-free data with missing values, and to an existing robust method when the data only has rowwise outliers. The algorithm is fast enough to deal with many S12 S11 S10 where w jl = |cor jl |. The weighted average is taken over all l ∈ C j for which u il is not missing. Any missing value inẐ n,d is set to zero. Note that for standalone variablesẑ ij = u ij since C j = {j}.
5.
Deshrinkage. Let us consider a column j. The predictionsẑ ij typically have a smaller scale than that of the original column of z ij . To compensate for this shrinkage,ẑ ij is replaced by a jẑij where a j = robSlope i (z i j |ẑ i j ).
6. Flagging cellwise outliers. The final predictionsẑ ij can be used to flag cellwise outliers. Any cell whose value differs too much from its prediction value is flagged. More precisely, the standardized cell residuals 
A.2 Notations used in MacroPCA
The notations used in the second part of the MacroPCA algorithm are listed in 
