Modern Numerical Weather Prediction (NWP) models produce forecasts which are effectively gridded spatial fields. Digital images can also be viewed as gridded spatial fields, and as such, techniques from image analysis can be employed to address the problem of verification of NWP forecasts. One relatively successful technique for modeling how images change temporally is called optical flow, where it is assumed that temporal changes in images (e.g, in a video) can be represented as a fluid flowing in a conserved manner. Multiple realizations of the general idea have already been employed in verification problems as well as in data assimilation. Here, a specific formulation of optical flow, called Lucas-Kanade, is reviewed and examined as a tool for estimating forecast distortion error (i.e., size, displacement and intensity error combined).
Introduction
A typical forecast field from a Numerical Weather Prediction (NWP) model is a complex array of features placed on a grid. Although observations are gathered at irregular points and times, they are generally assimilated to a uniform grid as well, yielding what is called the analysis or observed field. The verification of the forecasts, then, amounts to the comparison of two complex gridded fields. It has been shown, however, that some of the simpler notions of comparison produce misleading results at finer grid resolutions. For example, taking a difference between corresponding grid points between the two fields penalizes the forecasts twice (but for the same error) if a forecast object only partially overlaps an observed object (Brown et al. 2004 ). For such reasons, a number of verification techniques have been developed, wherein the spatial or temporal structure of the two fields is taken into account. A classification and a review of these techniques appears in Casati et al. (2008) . The references in that article are quite extensive, but the following works are also relevant : Gebremichael et al. (2004) ; Germann and Joss (2001) ; Sandgathe (2007, 2009a,b) , and Marzban, Sandgathe, and Lyons (2008) . Hoffman et al. (1995) emphasize ways in which one field (e.g., forecast) can be transformed into the other (e.g., observed). They examine a specific type of transformation, called distortion -a combination of spatial displacement and changes in intensity -and then decompose it into these components. Any errors that cannot be accounted for by distortion are considered as residual errors (e.g., rotation or shape). Variations on this theme have been put forth, for verification and assimilation, by Douglas (2002) , Brill (2002) , Du et al. (2000) , Hoffman and Grassotti (1996) , Nehrkorn et al. (2003) , Brewster (2003) , Germann and Zawadzki (2002, 2004) , and Reilly et al. (2003) . Some of these works are inspired by the ability of the approach to assess the distortion error itself. As diagnostic and useful as the decomposition is, one may argue that the more important idea of that work is that of relating two images by some set of transformations. In applications where diagnosis of errors is not crucial (e.g., selecting between several NWP models), the specific choice of the transformations, and how they are decomposed are secondary to the notion of the transformation itself.
In image processing circles, the general business of estimating these transformation is called optical flow (Trucco and Verri 1998) . It is interesting that none of the above references mention the connection with optical flow. However, two meteorology papers that do mention optical flow are Bowler, Pierce, and Seed (2004) , and Keil and Craig (2007) . The former employs ideas from optical flow, not for verification, but for the purpose of producing nowcasts. The latter uses optical flow concepts for verification. Specifically, Keil and Craig allow for an arbitrary match between pixels in one field and pixels in the other field, and then identify the specific match that maximizes the difference (in a least-squares sense) between the two images. Additionally, they embed this scheme within a pyramidal image matching scheme, wherein the former is repeated over successively finer scales.
As indicated above, the notion of an optical flow is broad, and can include any method for mapping one image to another. Many variants take a purely algorithmic approach (Keil and Craig 2007) , capable of modeling a wide range of flow patterns.
But there is one method whose simplicity allows for even analytic solutions. The method is called the Lucas-Kanade method, and it appeared early in the development of the optical flow industry (Lucas and Kanade 1981) . In spite of the development of more refined methods, it has repeatedly proven itself in a wide range of applications (Baker and Matthews 2004) . The underlying simplicity of the approach, however, remains as the main reason for its popularity. Of course, the cost of its simplicity is in its limitations. The next section provides the exact formulation of the optical flow equations and the Lucas-Kanade approach to solving them, thereby rendering the underlying assumptions and limitations more transparent. It is worth mentioning that the practical success of the Lucas-Kanade formulation suggests that it is relatively robust with respect to the violation of its assumptions.
This explicit and transparent nature of the Lucas-Kanade approach is the reason why it is adopted in the current work. This particular choice of the method for solving the equations of optical flow is also what sets this work apart from that of Hoffman et al. (1995) , and Keil and Craig (2007) . Although further details of the LucasKanade approach are presented below, suffice it to say that it is a differential method (i.e., it calls for spatial derivatives to be estimated), and local (i.e., assumes that the optical flow field is locally constant). This is in contrast to the methods of Hoffman et al. (1995) , and Keil and Craig (2007) , where these constraints are not explicitly assumed. Again, these assumptions may be regarded as limitations, but they do allow for a transparent exposition of the technique. Another notion introduced here which is not considered in other optical-flow-based works is the summary of the optical flow field itself, namely the joint distribution of the magnitude and angle of vectors mapping one field to the other.
The above-mentioned optical-flow-based articles deal with a variety of meteorological variables, including temperature, sea-level pressure, precipitation, and reflectivity. The former constitute examples of continuous fields, while the latter are examples of mixed discrete-continuous fields. The verification of the two types of fields is inherently different. For example, whereas for precipitation fields one can speak of hit rate or false-alarm rate as measures of performance, such quantities are less natural for continuous fields. On the other hand, continuous fields like sea-level pressure are assessed either visually or in terms of measures of correlation (Ansell et al. 2006; Jones et al. 1999) which are ill-defined for discrete fields. Moreover, there are technical issues in the verification methodology itself that make it more suitable for one type of field as opposed to the other. For instance, the differential nature of the Lucas-Kanade method calls for the existence of a continuous derivative across the field, and so it is more suited for continuous fields. However, its local nature calls for the weaker constraint of a piece-wise continuous derivative. In other words, as long as derivatives are computable within regions of the field, then the method still works. Indeed, in the next section, the method is illustrated on such a field, for didactic reasons. The edges of the regions pose a slight challenge to the method, because derivatives become ill-defined. However, there exist a number of techniques for handling the edges, such as smoothing. In short, the Lucas-Kanade method can be applied to any field; here it is applied to an artificial, discrete field, as well as to a realistic, continuous field (i.e., sea-level pressure).
The main goals of this paper are 1) to revisit the optical flow approach in a sufficiently simple framework (i.e., Lucas-Kanade) capable of better illucidating its inner working; 2) to provide a visual and diagnostic summary of the comparison between forecast and observation fields (i.e., the optical flow field); and 3) introduce a summary measure of the optical flow field that allows for an objective and automatic comparison of a large number of forecasts and observations. To that end, in this paper a number of synthetic examples are studied first. The approach is then applied to realistic forecasts of sea-level pressure. It is shown that the optical flow field and its summary are informative. Specifically, it is shown to be useful in selecting the better of two NWP models.
Optical Flow a la Lucas-Kanade
The estimation of displacement fields has been well-studied in image analysis circles (Chan 1993; Lim and Ho, 1998; Reilly et. al 2003) . A subset of displacement estimation techniques assumes that the displacements are small; the resulting dis-placements are then called Optical Flow (OF).
1 As such, technically, an OF field is an approximation to a displacement field. The multitude of techniques for estimating the displacement field can be classified according to their emphasis on underlying assumptions. At one extreme, the methods are purely algorithmic, attempting to find any map that relates one field to another. At the other extreme, the desired map is constrained through explicit equations imposed on the OF. The explicit/analytic nature of the constraints renders the methods more transparent. In the latter group, two commonly-used techniques for the estimation of the OF field are the Horn-Schunck method (Horn and Schunck 1981) , and the Lucas-Kanade method (Lucas and Kanade 1981) . Both are described below because they provide different ways of viewing OF, but only the latter method is employed in the current application. As mentioned in the Introduction, many of the techniques in the verification of spatial fields, as well as in data assimilation, can be considered as optical flow techniques, although they are generally not known by that name. earlier image refers to the observed field, and the later image corresponds to the forecast field. In other words, in this paper, the OF field maps the observed field to the forecast field. The inverse map is also useful because it assesses a different facet of forecast quality, but it will not be examined here. Also, since OF was developed for image processing, its description generally refers to pixels; here, pixels and grid points are used interchangeably.
Consider the intensity of the field at pixel (x, y) and at time t: I(x, y, t). At a time t + dt, the pixels change their intensities to I(x, y, t + dt). The major assumption of OF is that the image (or field) does not change appreciably from t to t + dt. 2 . So, the intensity at (x, y), at time t, is close to that at a shifted point (x + dx, y + dy), at time t + dt. I.e.,
Approximating the right hand side of this equation with a Taylor series expansion leads to
where ... refers to higher-derivative terms which are assumed to be negligible. Simple 2 A violation of this assumption does not imply that the method fails completely. As with most assumptions in statistical models, their validity is rarely satisfied exactly, and so, the only question is whether the statistical model is sufficiently robust, i.e., whether the model works regardless of the violation of the assumptions. In the case of the Lucas-Kanade formulation, the degree to which the assumption is violated also depends on a quantity called window size -addressed further, below.
manipulation of this equation yields
where
are the components of a local velocity. The collection of all of these vectors, one per pixel, is called the OF field. It is these quantities which are to be estimated from two images and their spatial and temporal derivatives. The appendix provides more detail, as well as an alternative derivation of equation (3) which suggests that the "fluid" governed by this equation is approximately noncompressible. This equation appears in Germann and Zawadzki (2002, equation 6 ) in a data assimilation context.
Although all of the derivatives in equation (3) can be approximated with finite differences computed from two images, equation (3) provides only one equation for two unknowns (v x , v y ). Horn and Schunck (1981) propose a continuity constraint reflecting the assumption that nearby pixels have similar velocities. They show that one can set-up a constrained optimization problem whose solutions are unique and physically reasonable. Alternatively, Lucas and Kanade (1981) As argued in the next section, the OF field has a syntax, which when learned, can be used to diagnose the errors in the forecast. For example, equipped with the OF syntax, it is possible to locate a certain geographical region of the forecasts where the errors are larger than in the rest of the region. It may also be possible to detect that the forecasts in that region are generally shifted by some amount and in some direction; or that synoptic systems are consistently forecast too slow or too fast. It may even be possible to detect a combination of these features, such as detecting that the forecast timing is generally off as a synoptic system approaches a coastline or a mountain barrier.
As a visual tool, the OF field "summarizes" the relationship between the forecast and the observation. However, in some applications, it may be necessary to summarize the OF field itself in some manner. Given that the magnitude and direction of the OF vectors play an important role in diagnosing the forecast errors, it is natural to examine the distribution of these two quantities. For example, a peak in the histogram of the angles of the OF vectors would suggest a preponderance of vectors all pointing in a given direction. Similarly, a peak in the histogram of the magnitude of the OF vectors would imply that there is a systematic shift relating the two fields. Although such univariate histograms for magnitude and direction convey some useful information, it is much more useful to examine the joint histogram of the two quantities. In the hypothetical situation where there is a peak in the histogram of directions, it is the magnitude of these same vectors which would also have an important interpretation, more so than the magnitude of all vectors across the entire OF field. In other words, the joint histogram of the magnitude and direction of OF vectors summarizes the OF field in a manner that reflects the coherence between magnitude and direction. In this way, distortion error can be expressed as a vector quantity with both the magnitude and the direction of the errors assayed for quality.
An important parameter in the Lucas-Kanade OF scheme is the size of the window, W . Recall that the Lucas-Kanade approach is based on the assumption that the OF field is locally constant. As such, a sufficiently large window size is apt to lead to the violation of that assumption. A large window has the effect of smoothing over the OF field. On the other hand, a small window, with few pixels contributing to the estimation of the OF field, can lead to a noisy OF field. In a verification context, the window size is important because it allows one to perform the verification on different spatial scales.
3 It can be viewed as the range within which an object in one field should be matched (as a "hit") with an object in another field. It will be shown, below, that if a forecast object and an observed object are generally farther from each other than the size of the window used for computing the OF, then the OF field degenerates into an array of convergent vectors surrounding the original object, and an array of divergent vectors surrounding the second object. (This result has an appealing interpretation which will be discussed in a specific example, below.) On the other hand, the distance between the two objects, relative to the size of the window,
is not the only quantity that determines the overall pattern of the OF field; the size of the objects also enters the analysis. A situation with two nearby and large objects, with a significant amount of overlap between them, will generate a very different OF field than one with two small and distant objects. In short, there is a nontrivial interplay between window size, amount of shift, and the size of the objects, all of which affect the OF field. The next section illustrates some of these qualitative arguments.
The above discussion adds some light on the meaning of the window size, W , and the next section will illuminate the matter even more. But in practice what value of W should one use? The answer depends on two scenarios. In one scenario, a user (e.g., operational forecaster) has a specific spatial scale of interest. In that case, W should be set to that value. Checking a range of W values makes for an even better practice, because at the least it gives the user a sense of how sensitive the OF is to the choice of W . In the second scenario, the user (e.g., program manager for a funding agency) has no specific scale in mind, but is interested in model selection, the scales present in the data are apt to manifest themselves at all values of W.
e.g., selecting the best of some set of NWP models. In that case, the term "best"
implies that the selected model is to be better at all (or some range of) scales. As such, W must be varied across that range, and the OF fields examined at each scale.
There may be other situations that call for a different treatment of the W parameter;
but it is good practice to examine the OF field for a range of W values.
The shape of the window is also important, although to a much lesser degree than its size. A shape with linear boundaries (e.g., a rectangle) may be more appropriate for fields which involve objects with linear features. One can easily visualize using different window shapes and sizes, for instance, to track a large synoptic low pressure system, an elongated frontal feature, or a mesoscale cluster. For a continuous field, such as sea-level pressure, a circular window is appropriate. Even for a precipitation field, where objects with irregular boundaries do arise, a circular window is a natural choice. In the examples considered here, the shape of the window does not significantly affect the resulting OF field.
It is important to repeat that the OF field computed here displays the combination of size, displacement, and intensity errors, i.e., distortion error. For diagnostic purposes, it is important to decompose the OF field into its components. However, in some applications, e.g., model selection, it is the total forecast error which is of importance. For that reason, the decomposition of the OF field is not considered here. Some ideas as to how it may be done are discussed in the Discussion section.
Synthetic Examples
In this section, several synthetic examples are studied. The examples are designed primarily to address the effect of the window size on the resulting OF field. They also serve to identify appropriate tools for assessing the quality and utility of the OF fields. These experiments also reveal the above-mentioned syntax of OF fields.
The examples involve a pair of images (observed and forecast) with a single cir-
The intensity of the pixels in each disc follows a gaussian distribution, with its mean centered on the disc. The variance of the gaussian is fixed at σ 2 = 25 pixels. The role of the gaussian is not to introduce a stochastic element into the problem, but only to better emulate objects that may be encountered in realistic situations, e.g., a precipitation event. 4 The discs in the two images are shifted with respect to each other by an amount S, and in a 45
• direction.
Clearly, S = 0 corresponds to a perfect forecast; and larger values of S are associated with larger displacement errors in the forecast. Figure 1 shows the effect on the OF field as the shift between the objects increases.
Each panel displays both of the objects, and the ensuing OF field for a circular window with a fixed diameter of 40 grid points. With a small shift of 2 √ 2 = 2.83, the resulting field ( Figure 1a ) is a uniform field of vectors pointing in the 45
Note that the pixels for whom non-trivial OF vectors exist extend beyond the physical dimensions of the objects. This is a consequence of the window; for a pixel that does not belong to any object, if the window centered on that pixel includes an object, then the OF equations have a nontrivial solution. These "rogue" vectors are a visual distraction, but arise only for mixed discrete-continuous fields; they do not exist for continuous fields. Ways of addressing them are proposed in the Discussion section.
A longer shift of 4 √ 2 = 5.66 produces a similar OF field (Figure 1b) , albeit with larger-magnitude vectors. But when the shift is sufficiently large to place the center of one object close to the edge of the other (i.e., shift=6 √ 2 = 8.49), the OF field shows deviations from uniformity ( Figure 1c ). Although the near-object regions of the field maintain a uniform appearance, pixels farther away display a more radial pattern. This radial pattern is more prominent in Figure 1d , where the amount of the shift places the center of one object completely outside the other object. The last two panels in Figure 1 show the situation when there is still some overlap between the objects (Figure 1e ), and when there is no overlap at all (Figure 1f ). The resulting OF fields are highly non-uniform. Indeed, for regions between the two objects, the OF vectors point in the wrong direction altogether. The technical reason for this behavior is that as the objects are shifted further apart, the assumptions underlying equation (3) become less viable. In short, the overall appearance of the OF field depends on the size of the objects, the distance between them, and the size of the window.
In spite of the counter-intuitive nature of the OF field in Figure 1f , it can be interpreted meaningfully. Suppose the lower-left object is the observed object, and the upper-right object is the corresponding forecast. Then, the convergent nature of the OF field around the observed object suggests that the OF attempts to "destroy" the object, because it could not be mapped to any other object. By contrast, the divergent nature of the OF field around the forecast object implies that the OF attempts to "create" an object. This behavior is typical of OF fields resulting from "far" objects, and can be interpreted as a "false alarm" and a "miss," respectively. Another situation where this type of sink/source behavior occurs is when the two objects are not displaced at all, but have different sizes and intensities. In the discussion section, an alternative interpretation is offered, based on the resemblance of such OF fields and the electric field between two charges.
It is important to point out that these counter-intuitive results should not be interpreted as indication that the methodology is defective. First, the above experiment is designed to test the limits of the methodology and the conditions beyond which it "fails." The "failures" are not failures of the methodology, but rather a reflection of inherent ambiguities in the problem. For example, if the forecast and observed objects are "far" from each other, then the OF flow takes the sink/source shape, described in the previous paragraph. One may consider this a failure of the method, because it does not lead to a set of parallel OF vectors connecting the two objects (as in Figure 1a ). But the sink/source behavior is precisely what one would expect -even require -if the two objects where in fact distinct events and not a single event with a large displacement error. Said differently, this "failure" is a direct consequence of the ambiguity of the word "far." The notion of how far is too far is not one that the methodology is expected to decide; it depends on the problem (e.g., size and distance between objects) and the user (e.g., size of W ). For a given distance between the objects, a smaller window leads to the sink/source behavior, while a larger window leads to more uniformly aligned OF vectors. In practice, the choice of the window size, made by a user, determines when two objects are sufficiently far to be called different (leading to a miss and a false alarm), and when they are sufficiently close to be called a hit.
As illustrative as these OF fields are, some summary measures are also useful. The The joint histogram also sets the stage for assessing the statistical significance of the results, because the joint histogram under the null hypothesis of no-skill is a quantity which can be computed, at least non-parametrically, via a permutation test (Good 2005) . This is further explored in the next section, as well as in the Discussion section.
In order to test the effect of the window size on the OF field and the joint histogram, they were computed for smaller (W=20) and larger (W=60) windows. The results are not shown here, but are easily described. The W=20 OF field is simply a noisier version of the W=40 OF, with the sink/source pattern noted in Figure 1f , appearing for shifts as small as 8.49 (Panel C). The OF for W=60 is a smoother version of that for W=40. Also, as expected, the sink/source behavior is significantly more subdued for W=60, than it is for W=40. The corresponding joint histograms quantitatively substantiate these qualitative observations.
Real World Examples
In this section we apply the above-developed ideas to sea-level pressure (SLP) data obtained from the University of Washington Mesoscale Ensemble (UWME) system; only one member is examined extensively, namely the GFS-MM5 24hr forecast; but for the purposes of comparison, the ETA member is also examined in terms of its These UTC times correspond to 5:00 pm LST on the preceding date, i.e., December 3rd, etc. These dates are selected because they correspond to recent major Pacific Northwest winter storm events.
The top two panels in Figure 3 show the 24hr GFS-MM5 SLP forecast from Note that the OF field for each pair of panels (20, etc.) is repeated over the forecast and verifying analysis.
Comparing the two top panels carefully, one notes that, working West to East, the low pressure system on the Aluetians is forecast too far south and its associated secondary low to the southwest is under-forecast. The low pressure system off Vancouver and the associated troughing along the Canadian border appear to be forecast too far east (or too deep to the east) while the ridge over the Canadian Rockies is more intense than forecast. To the South, over the Utah Rockies, the high pressure center is also more intense than forecast.
These errors can be seen readily in the OF fields. The W=20 OF field appears to be noisy, picking up many more small-scale features than are visible without very close examination. The W=60 OF field appears to be too smooth, indicating the features discussed but muting the significance of the errors by addressing too large an area. However, The W=40 field, with a circular window of 1400 km, reflects the above-mentioned errors very well. It also indicates a problem with the subtropical ridge in the bottom center of the forecast, which is not readily apparent from visual examination.
One can examine Figure 4 for 00Z December 18, in a similar fashion. The forecast errors are more apparent in the OF fields and can be verified by carefully examining the SLP fields. Again working west to east and North to South, both the trough over the Aluetians and over British Columbia, and Alberta, are forecast too deep. The ridge over the Canadian Rockies is forecast too weak; however, the ridges over the Southwest US and Eastern Pacific are forecast too high.
The forecast for 00Z December 28 is excellent with only minor errors over the Canadian Rockies in both the ridge and the trough ( It helps to compare these joint histograms to that corresponding to the worse-case scenario of random forecasts. However, given that a real forecast has a nontrivial spatial structure, the notion of a "random forecast" refers to forecasts which have nontrivial spatial structure but are independent of the observations. It is possible to empirically compute the joint histogram under the null hypothesis that the forecasts and observations are independent of each other, while maintaining the nontrivial spatial structure of the two fields. The idea is what underlies the permutation test (Good 2005 ).
In the current application, there are four observed fields and four forecast fields.
The OF fields and the joint histograms shown above pertain to a particular matching of the two fields. To compute the joint histogram under the null hypothesis one simply computes it for all possible pairings of observed and forecast fields. These permutations preserve the respective spatial structures, but break the natural pairing of the forecasts and observations. In effect, the result is the empirical sampling distribution of the joint histogram. The average of the resulting joint histograms is shown in Figure 8 ; it is the joint histogram one would expect if the forecasts were independent of the observations.
A few comments about this joint histogram are in order. The marginal histogram of the angle variable is expected to be uniform between −180
• and +180
• , and this is mostly true in the joint histogram of Figure 8 . Any apparent deviation from uniformity should be attributed to large sampling variation caused by small sample size (i.e., number of permutations). The marginal histogram of the magnitude resembles a skewed bell-shaped distribution with a peak at around 5 grid lengths, and a tail that extends to larger magnitudes; the tail is practically down to zero for magnitudes larger than 60. It is important to point out again that this joint histogram is based on a small sample, and so, only its gross features are reliable.
In spite of the small sample size, this joint histogram is still useful. For example, note the maximum of the frequency (i.e., the color) in this joint histogram; as shown by the legend, it is about 16. Contrasting this value with the maxima appearing in the "correct" joint histograms (Figure 7 ) -near 40 -implies that the peaks appearing in these histograms are likely not due to sampling variation. More evidence for this conclusion follows from an examination of the standard deviation of the sampling distribution of the joint histogram. 5 This demonstrates how one may assess the statistical significance of the peaks in the joint histogram.
Although four dates do not constitute a sufficiently large sample for statistically reliable analysis, it is possible to average the OF fields across the 4 dates. Figure 9 (top) displays the composite or average OF field. With a sufficiently large sample, the sampling variations should cancel, leading to distinct regional biases. With only four forecasts, a large part of the field demonstrates small or no discernible systematic error. However, there also exist two consistent error patterns. The high-pressure or ridging over the Eastern tropical Pacific is either too weak or too far south. Also, there is a consistent Eastward bias (lows moving too fast or ridge too weak) over the entire continental Canadian Northwest. A likely explanation for this error is that it is due to the manner in which the NWP model reduces the pressure to sea-level.
6
Finally, Figure 9b shows the average OF flow for the same four dates, but for forecasts generated from the ETA-MM5 member of the ensemble. It is readily apparent that the GFS-MM5 member produces a superior forecast to the ETA-MM5 member of the ensemble, at least for the four winter storm events. The errors in the Canadian Rockies appear to be present in both models; however, the ETA member exhibits 5 That quantity is not shown here, but it follows nearly the same pattern as the mean of the joint distributions. This suggests that the distribution of the joint histogram, for a given angle and magnitude, is an exponential. Then, for example, the "highest" regions in the joint histogram are expected to vary within 16 ± 16, i.e., within 0 − 32. The fact that the peaks in Figure 7 are beyond this range suggests that they are not due to sampling variation. 6 We are grateful to Cliff Mass for this explanation.
very large errors over the oceanic regions, especially in the center of the forecast field.
While the purpose of this paper is not to compare two NWP models, conclusively, the error can likely be traced in large part to the earlier cutoff time for observations entering into ETA analysis, which has a much greater impact over oceanic regions.
In any case, this is intended as a demonstration that the average OF field can be employed to readily compare different models over multiple forecasts.
Summary and Discussion
It is shown that one can quantify the distortion error between a forecast and an observed field by a vector field, where the vectors are computed from a model that relates the two fields in terms of a conserved fluid flow. The specific OF model and the solution adopted here are due to Lucas and Kanade (1981) . The resulting optical flow (OF) field can then be summarized by the joint histogram of the magnitude and direction of the vectors. The OF field itself is a visual diagnostic tool for assessing the quality of the forecasts in various parts of the field. The joint histogram distills some of the more pertinent information in the OF field. In addition to having diagnostic value, the OF field and its joint histogram also prepare the stage for automatic and objective verification of large number of spatial forecasts.
Although in section 5 the mean and the standard deviation of the sampling distribution of the joint histogram are employed to assess statistical significance, a more rigorous treatment would compute a confidence interval (or a p-value) for each bin of the joint histogram. Even more desirable would be some estimate of uncertainty of the OF field itself. Given the spatial structure of the fields, this is a nontrivial task currently under investigation.
Several generalizations to the current work are possible. In this work, the size of the window is treated as a way of performing verification on different scales. However, the size of the window affects an inherent trade-off between accuracy and the assumptions of optical flow. Specifically, in order to gain accuracy in estimating the OF vector at a given pixel, the window should be larger; but then, as the window is enlarged it is more likely that the OF vector is not constant in that domain. This is usually referred to as the aperture problem. There exist techniques based on robust statistics which better address this problem (Black and Anandan 1996) , and will be explored in the future.
The basic equation of optical flow (equation 3) assumes that the intensity of an object does not change appreciably between the two fields/images. But this is unrealistic in the verification context. Gennert and Negahdaripour (1987) propose a method that accounts for such changes. On a related note, Friston et al. (1995) and Grenander and Miller (1998) propose displacement estimation methods that do not assume small displacements. Most of these revisions are more readily implemented within the Horn-Schunck formulation, and so, it may be worthwhile to examine the basic Horn-Schunck approach in a verification setting, as well.
Although the OF field itself, and the accompanying joint histogram offer a great deal of information on the quality of an individual forecast, other summary measures can be developed. For instance, it will be interesting to summarize the joint histogram itself into a few (say, two), scalar measures, in terms of which one can then compare different numerical models on a large number of forecasts. Although, the mean and standard deviation of the joint histogram are natural candidates, it may be more natural to take an "object-oriented" approach, wherein the objects are regions of local maxima in the joint histogram. Then the number of these local maxima can be considered a performance measure (the lower, the better). The mean and standard deviation of the magnitude and direction of these objects will then serve as better summary measures than the global mean and standard deviation. The identification of the local maxima can be performed by the application of some clustering procedure similar to that employed in Sandgathe (2006, 2008) and in Marzban, Sandgathe and Lyons (2008) .
While automatic and objective verification has been a primary goal of this project, it is also important to render the method more transparent by decomposing the OF field -representing distortion error -into its components: error due to size, displacement, and intensity. In Hoffman et al. (1995) the first two are called "phase errors," and the latter is referred to as "amplitude error." One approach currently under investigation, at least for mixed discrete-continuous fields, is as follows: For every pixel with non-zero value, assign a constant (say 1) to that pixel, and set all remaining pixels to zero. This binary version of the original image contains no information on intensity, and so, the OF field resulting from these two binary fields contains no con-tribution from intensity. As such, the resulting OF field will reflect only phase errors. Now, apply the OF field to the observed field to generate a new field; the resulting field is the predicted field according to the OF model. The difference between this field and the forecast field must, then, be only due to amplitude. Therefore, the OF that relates this new field to the forecast field will display only amplitude errors. In this way, one can arrive at a decomposition of the OF field. This procedure will not work on continuous fields, because there is no unambiguous way of "erasing" ampli- Mixed discrete-continuous fields suffer from one other complication, namely OF vectors that connect nothing to nothing, as in those appearing in the periphery of the objects in Figure 1a . These "rogue" vectors are a visual nuisance, because they suggest motion where there cannot be any. However, their treatment is simple: One can simply mask them out. One simple way is to display the OF field only for nonzero pixels. A more sophisticated approach would involve performing cluster analysis on the fields (as in Marzban and Sandgathe 2006; Lyons 2008) for the purpose of identifying objects in the field, first, and again masking out the OF vectors which do not belong to an object.
The window size in this scheme acts as a parameter that effectively allows for verification on different scales. In practice, it manifests itself in (at least) two ways:
on one hand, it can be fixed, given the user's specific requirements; on the other hand, it can be varied over a range of values, giving a more complete picture of the quality of the forecasts on different scales. After all, it is possible, for example, that one model outperforms another model on small scales, but not on large scales. Examining the OF from the two models for different values of window size will allow for this outcome.
Finally, in discussing Figure 1f the resemblance of the OF field and that between two electric charges was noted. Such OF fields do not arise for continuous fields because they are associated with a significant lack of overlap between forecast and observed objects. But they do occur for discontinuous fields. This interpretation opens the possibility of assessing the quality of the forecasts in terms of the strength of the corresponding "electric force" between the objects. An alternative derivation of the OF equation, presented in the Appendix, suggests that special attention must be paid to the divergence of the OF field. This term is ignored here because in the Lucas-Kanade formulation of OF, the field is assumed to be locally constant. , with the n-vectors I x , I y , and I t , respectively, equation (3) can be written as
where Σ is an N × 2 matrix constructed by pasting the n-vectors I x and I y , and v is the a vector with components v x and v y . The least-squares solution involves minimizing the quantity
where the double-bar refers to the Euclidean norm of the n-vector sandwiched between the two double-bars. The least-square solution can be found to be
The matrix products can also be done exactly, leading to the following solution
The solution for v y is found by the replacement x ↔ y in equation (7). In the LucasKanade approach, one computes the vector v for every pixel in an image, but based on a window of size W centered on each pixel.
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To gain insight into what these solutions mean, consider the 1-dimensional version where an image consists of a single column of intensities. In that case, the solution simplifies to
It is now clear what the OF solution means, geometrically. Consider, an object with fixed intensity moving across the image. Equation (8) states that the velocity of the object can be computed by tracking the spatial and temporal gradients at a pixel.
Specifically, projecting the temporal gradient in the direction of the spatial gradient, gauges the velocity of the object; the only corrections are the normalizing factor in the denominator, and the minus sign which indicates that the apparent motion of the object with respect to the image, is in the opposite direction to the motion of the image with respect to the object.
In spite of the analytic solution in equation (7), in practice the matrix appearing in the denominator of equation (7) is often ill-defined, and solving the least squares problem with such a poorly conditioned matrix leads to numerical instabilities. This behavior can be mitigated somewhat by the use of the QR factorization in lieu of a solution via the normal equations like that given above (Golub and Van Loan 1996) .
For this reason, when necessary, the QR factorization routines, available in the Gnu Scientific Library (GSL), are used to solve the least-squares problem.
The spatial derivatives in equation (3) are computed in a standard 5-point centered difference scheme. The final OF fields are somewhat insensitive to the choice of the difference scheme. For example, 3-point and 7-point differences yield similar OF fields. One can employ only one of the images for computing the spatial differences; but, as proposed in Bowler, Pierce, and Seed (2004) , the average of the two derivatives is employed in the current work. As for the temporal derivatives, the simple forward difference I 2 − I 1 is used, since only two images -the forecast and observed -are available.
Finally, we derive an alternative formulation of the OF equations by using simple conservation laws. This derivation is more conducive to the aforementioned electric analog of the OF field. A standard argument in fluid dynamics considers changes in mass. Let ρ denote the density of a material. Then the total mass is given by
The physical argument is that the change in mass must equal the flow through the boundary, i.e.,
where the second equality follows from the divergence theorem. Since this is true for any volume, V , the integrands must be equal yielding the following differential equation:
This equation reduces to the OF equation ( (11) instead; and/or 2) include a divergence term in the objective function. Intuitively, the former allows for the velocity to be non-constant, thereby allowing objects to deform as it flows. The inclusion of a divergence term as a penalty function, will constrain the OF field to be more divergence-free, which in turn will impede the formation of the sink/source behavior discussed in section 4. 
