Derivations for a class of matrix function algebras  by Duncan, Benton L.
Linear Algebra and its Applications 422 (2007) 67–76
www.elsevier.com/locate/laa
Derivations for a class of matrix function algebras
Benton L. Duncan
Department of Mathematics, 300 Minard Hall, North Dakota State University, Fargo, ND 58105-5075, USA
Received 18 January 2006; accepted 10 September 2006
Available online 25 October 2006
Submitted by C.-K. Li
Abstract
We study a class of matrix function algebras, here denoted T+(Cn). We introduce a notion of point
derivations, and classify the point derivations for certain finite dimensional representations ofT+(Cn). We
use point derivations and information about n × n matrices to show that everyT+(Cn)-valued derivation
onT+(Cn) is inner.
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0. Introduction
Certain matrix function algebras arise in some standard constructions in the theory of non-
selfadjoint operator algebras. They have been studied as semicrossed product operator algebras,
see in particular [1,6]. More recently this same class of algebras have been realized as directed
graph operator algebras, see [12, Example 6.5].
Directed graph operator algebras have been studied in relation to the standard commutative
example, A(D), the algebra of holomorphic functions in the unit disk with continuous extensions
to T. For example the automorphism groups of certain graph operator algebras have connections
to the automorphism group of A(D), see [1] when the directed graph is a cycle and [5] when
the directed graph has a single vertex. Another example is the description of the ideal theory for
directed graph operator algebras given in [10].
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In this paper we extend descriptions of point derivations of the disk algebra, see [3, Section 1.6]
or [2], to a notion of point derivations on the directed graph operator algebras coming from cycles.
We exploit the structure of these directed graph operator algebras as matrix function algebras to
describe when point derivations occur.
In the first section we define our algebras and establish some notation. In the second section we
define a notion of point derivation and prove some preliminary results. In particular, we introduce
inner point derivations and look for ways to tell whether a point derivation is inner. In the third
section we apply these results to describe the point derivations of the matrix function algebras. We
are able to classify when non-inner point derivations arise depending only on the representation,
which is in turn related to “points” in the set of maximal ideals. In the last section we use the
point derivations to show that every derivation is inner.
1. Background and notation
We begin by defining the class of matrix function algebras we will study in this paper. From
directed graphs, they arise as the left regular representation of the directed graphs with n vertices
and n edges connecting each successive vertex in turn, to form a single loop, or n-cycle. We will
use the notationT+(Cn) for these algebras, where n is the length of the cycle in the algebra.
We can viewT+(Cn) as a matrix function algebra of the form
⎡
⎢⎢⎢⎢⎢⎣
f1,1(zn) zf1,2(zn) z2f1,3(zn) · · · zn−1f1,n(zn)
zn−1f2,1(zn) f2,2(zn) zf2,3(zn) · · · zn−2f2,n(zn)
zn−2f3,1(zn) zn−1f3,2(zn) f3,3(zn) · · · zn−3f3,n(zn)
...
...
...
.
.
.
...
zfn,1(zn) z2fn,2(zn) z3fn,3(zn) · · · fn,n(zn)
⎤
⎥⎥⎥⎥⎥⎦
,
where fi,j ∈ A(D) for all 1  i, j  n.
These algebras inherit a matricial norm from the matricial norm on A(D) asT+(Cn) can be
viewed as sitting inside Mn ⊗ A(D). We will denote by A(zn) the algebra {f (zn) : f ∈ A(D)}.
Notice that A(zn) is a subalgebra of A(D) for all n.
In what follows, A will always denote an operator algebra, and by representation we mean a
continuous representation of A as an algebra of operators acting on a Hilbert spaceH. We will
denote the elementary matrices with a 1 in the ith diagonal spot by eii . The notation x = [xij ]
will denote an n × n matrix, where the i − j entry is xij . We will write (i, j) for the formula
|i − j |(mod n). So that the above matrix form ofT+(Cn) can be written as{[z(i,j)fi,j (zn)] : fi,j ∈ A(D) for all 1  i, j  n}.
Lastly, for 1  i  n − 1 define Zi ∈T+(Cn) as the matrix with z in the i − (i + 1) position
and zeroes elsewhere. Define Zn ∈T+(Cn) as the matrix with z in the n − 1 position and zeroes
everywhere else. It is not hard to see thatT+(Cn) is generated by the set {eii , Zi : 1  i  n}.
This shorthand will be used later when dealing with specific matrices.
2. Non-commutative point derivations
Some authors take the definition that follows as the definition of derivation, see Chapter 9 in
[13] for example. We use this notation since we wanted to emphasize the connection between
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the derivation and the particular representation. This particular definition also emphasizes the
connections with point derivations from [3] which we exploit in later sections.
Definition 1. Let π : A → B(H) be a representation of A. We say that a continuous linear map
D : A → B(H) is a point derivation at π if D(ab) = D(a)π(b) + π(a)D(b) for all a, b ∈ A.
Of course the function D(a) = 0 is a derivation. We refer to this derivation as the trivial,
or zero, derivation. We begin by identifying a special class of derivations, of which the trivial
derivation is a special case.
Definition 2. For π : A → B(H) a representation of the operator algebra A and for X ∈ B(H)
we define the function δX : A → B(H) by δX(a) = π(a)X − Xπ(a) for all a ∈ A.
Linearity of δX is obvious. If we let {an} be a sequence in A, then lim(π(a)X − Xπ(a)) =
π(lim an)X − Xπ(lim an) = δX(lim an) and hence δX is continuous. We can also see this by
noting that ‖δX‖  2‖π‖‖X‖.
Proposition 1. If π : A → B(H) is a representation and X ∈ B(H) then the function δX is a
continuous derivation at π.
Proof. It remains to show only that δX is a derivation. Let a, b ∈ A, then
δX(ab) = π(ab)X − Xπ(ab)
= π(a)π(b)X − π(a)Xπ(b) + π(a)Xπ(b) − Xπ(a)π(b)
= π(a)δX(b) + δX(a)π(b). 
Definition 3. Letting π : A → B(H) be a representation of the operator algebra A we say that
a derivation at π of the form δX is an inner derivation at π .
If the range of π is C non-trivial inner derivations do not arise. However, in a non-commutative
setting they often do.
Proposition 2. Assume that π : A → B(H) is a representation such that ran π is not isomorphic
to C. There exists X ∈ B(H) such that δX /≡ 0.
Proof. It is well known that B(H)′ = C. Since, ran π is not isomorphic to C there exists a ∈ A
such that π(a) /∈ B(H)′. In other words, there is X ∈ B(H) such that Xπ(a) /= π(a)X. It follows
that δX is non-trivial. 
What follows is a theorem that, in certain cases, will allow us to distinguish the inner derivations
from other derivations.
Theorem 1. Let π : A → B(Cnk) be a representation such that
ran π∼= ⊕ni=1 Mk,
where k  1 and n is finite. A derivation D is inner at π if and only if D|ker π ≡ 0.
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Proof. Assume first, that D is inner at π . Then for a ∈ ker π , D(a) = π(a)X − Xπ(a) for some
X ∈ B(H). Now π(a) = 0 and hence D(a) = 0. As a was an arbitrary element of the kernel the
forward direction follows.
Now suppose that ker π is in the kernel of D. We define a map D̂ : ran π → B(H) by
D̂(π(a)) = D(a). If π(a) = π(b), then a − b ∈ ker π and hence D(a − b) = 0. It follows, by
linearity of D, that D(a) = D(b) and hence the map D̂ is well defined.
Next,
D̂(π(a)π(b))=D̂(π(ab))
=D(ab)
=D(a)π(b) + π(a)D(b)
=D̂(π(a))π(b) + π(a)D̂(π(b)).
It follows that D̂ defines a derivation on ran π . Further, since ran π is finite dimensional it follows
that D̂ is continuous.
Notice that if n = 1 then as Mk is simple every Mk valued derivation is inner, [11]. If n > 1 we
can use exact sequences of cohomology groups, see [8] to see that a continuous B(Cnk)-valued
derivation on
⊕ni=1Mk
is inner. Hence there is X ∈ Mnk such that D̂(π(a)) = π(a)X − Xπ(a). Since D̂(π(a)) = D(a)
the result now follows. 
The next two propositions give us a short method of checking whether non-inner derivations
can occur at π . For an ideal M , we denote by M2 the algebraic ideal generated by elements of
the form bc such that b, c ∈ M . We will denote the norm closure of the ideal M2 by M2.
Proposition 3. If ker π = (ker π)2 for a representation π : A → B(H), then for a continuous
derivation D at π, D|ker π ≡ 0.
Proof. Let a = bc where b, c ∈ ker π . Then,
D(a) = D(bc)
= π(b)D(c) + D(b)π(c)
= 0D(c) + D(b)0
= 0.
Since (ker π)2 is the ideal generated by elements of the form bc where b, c ∈ ker π it follows that
D|(ker π)2 ≡ 0. Now, continuity of D yields the result. 
Proposition 4. If the kernel of the representation π : A → B(H) has a bounded left (right)
approximate identity then any continuous derivation D at π is identically zero on ker π.
Proof. Let {eλ} be a bounded left (right) approximate identity in ker π . Then for any f ∈ ker π
we know that lim eλf = f . But notice that eλf ∈ (ker π)2 and hence D(eλf ) = 0 for all λ. As
D is continuous it follows that D(f ) = 0. As f was arbitrary the result follows. 
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Corollary 1. If A is a C∗-algebra and π is a ∗-representation then every derivation at π is
identically zero on ker π.
Proof. It is well known that the kernel of a ∗-representation is a ∗-ideal. Further every
∗-ideal in a C∗-algebra is a C∗-algebra and hence has an approximate identity. The result now
follows. 
3. Point derivations on T+(Cn)
Definition 4. For λ ∈ D we define the representation ϕλ :T+(Cn) → Mn by
ϕλ
([z(i,j)fi,j (zn)]) = [λ(i,j)fi,j (λn)].
Notice that for λ /= 0 the range of ϕλ is isomorphic to Mn. It follows that ker(ϕλ) is a maximal
ideal of type λ, see [1]. In contrast, the range of ϕ0 is the diagonal matrices in Mn. It is not the
case that the kernel of ϕ0 is a maximal ideal.
The representations of the form ϕλ are enough to ensure semisimplicity of T+(Cn) a well
known result for certain graph operator algebras, see [4], or [10], and semicrossed products, see
[14]. We include the proof in this context for completeness, and since it is not difficult.
Proposition 5. The algebrasT+(Cn) are semisimple.
Proof. Let
a = [z(i,j)fi,j (zn)].
Assume that ϕλ(a) = 0 for all 0 < |λ| < 1. Then in particular, fi,j (λn) = 0 for all 0 < |λ| < 1.
But since fi,j (zn) is analytic in D and identically zero on a set containing a limit point in D then
fi,j (z
n) ≡ 0 for all i, j . Hence a = (0) and the result follows. 
We now define another important class of representations.
Definition 5. For 1  i  n define the representation ϕi,0 :T+(Cn) → C by
ϕi,0
([z(i,j)fi,j (zn)]) = fi,i(0).
For these representations, the range is C and hence the kernels give rise to maximal ideals
which, in the notation of [1], are of type 0. Notice also, that since the range is C there will be no
inner derivations at ϕ0,i for all 1  i  n. More is actually true.
Proposition 6. For n  2, there is no non-trivial point derivation at ϕ0,i :T+(Cn) → Mn,
where 1  i  n.
Proof. We will prove the result for i = 1, the general case proceeds in a similar fashion. A simple
calculation tells us that
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ker ϕ0,1 =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
znf1,1(zn) zf1,2(zn) z2f1,3(zn) · · · zn−1f1,n(zn)
zn−1f2,1(zn) f2,2(zn) zf2,3(zn) · · · zn−2f2,n(zn)
zn−2f3,1(zn) zn−1f3,2(zn) f3,3(zn) · · · zn−3f3,n(zn)
...
...
...
.
.
.
...
zfn,1(zn) z2fn,2(zn) z3fn,3(zn) · · · fn,n(zn)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
,
where fi,j ∈ A(D) for all i,j . Multiplying two general elements of ker ϕ0,1 together one can
verify that ker ϕ0,1 = (ker ϕ0,1)2. Using Proposition 3 together with Theorem 1 we know that
every derivation at ϕ0,1 is inner. But since ran ϕ0,i = C any inner derivation is the zero derivation.
The result now follows. 
Unlike the previous class of representations, the representations ϕλ give rise to derivations
which are inner at ϕλ. It is the derivations which are not inner at ϕλ which interest us so we now
look at what values of λ give rise to derivations which are not inner.
Theorem 2. For |λ| < 1 there exist non-inner derivations at ϕλ :T+(Cn) → Mn.
Proof. We begin by noticing that the map F : A(D) → C given by F(f ) = f ′(λ) is a continuous
linear functional and hence completely continuous [7, Corollary 2.2.3]. In particular we know
that the matricial map Fn,λ : Mn ⊗ A(D) → Mn, given by Fn,λ([fij ]) = [f ′ij (λ)] is continuous.
Now asT+(Cn) is a subalgebra of Mn ⊗ A(D) we know that Fn,λ restricted toT+(Cn) yields
a continuous linear map.
We need only show that Fn,λ is a non-inner derivation at ϕλ. To see that it is a derivation we
will look at Fn applied to Mn ⊗ A(D). In particular, choose two elements f = [fij ], g = [gij ] ∈
Mn ⊗ A(D). Now notice that
Fn,λ(fg) = Fn,λ
⎡
⎣ n∑
j=1
fij gjk
⎤
⎦
=
n∑
j=1
[
f ′i,j (λ)gjk(λ) + fij (λ)g′jk(λ)
]
=
⎛
⎝ n∑
j=1
[
f ′i,j (λ)gjk(λ)
]⎞⎠+
⎛
⎝ n∑
j=1
[
fij (λ)g
′
jk(λ)
]⎞⎠
= [f ′ij (λ)][gij (λ)]+ [fij (λ)][g′ij (λ)]
= Fn,λ(f )ϕλ(g) + ϕλ(f )Fn,λ(g).
Restricting toT+(Cn) will not affect the derivation property and hence Fn,λ yields a derivation
at ϕλ.
Recall the definition of Zi as the matrix with a z in the i − (i + 1) position for 1  i  n − 1,
or the n − 1 position for i = n and zeroes elsewhere. For λ = 0 we see that Fn,0 is not inner since
Fn,0(Zi) /= 0 for all i and yet ϕ0(Zi) = 0, applying Theorem 1 verifies the result.
For 0 < |λ| < 1 let f = z − (λ)n. Notice that f is an analytic function such that f ′(λn) /= 0
and yet f (λn) = 0. Now let f˜ be the element of T+(Cn) given by [z(i,j)f (zn)]. Notice that
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f˜ ∈ ker ϕλ. However, Fn,λ(f˜ ) = [(λ)(i,j)nλn−1] /= 0. The result now follows as in the case of
λ = 0. 
In the special case of point derivations at ϕ0 we are able to show more. In analogy with a
description of certain homology groups for the quiver algebras corresponding to a single vertex
and countable edges in [15], we now show a certain amount of uniqueness for derivations at ϕ0.
Proposition 7. Let D be a point derivation at ϕ0. Then D can be written as D0 + D1 where D0
is inner at ϕ0, D1 is a point derivation at ϕ0, and D1(a) /= 0 guarantees that a ∈ ker ϕ0. Further,
D1 is uniquely determined by the numbers D1(Zi) with 1  i  n.
Proof. Let D :T+(Cn) → Mn be a point derivation at ϕ0. Notice that ran ϕ0 is finite dimensional
and hence ker ϕ0 has a Banach space complement inT+(Cn) which we will denote by (ker ϕ0)c.
Further, every a ∈T+(Cn) can be written uniquely as xa + ya where xa ∈ (ker ϕ0)c and ya ∈
ker ϕ0. Now there exist λi such that xa = ∑ni=1 λieii where eii is the elementary matrix with 1
in the i − i position and zero everywhere else.
We claim that if a, b ∈T+(Cn) then, with respect to the decomposition above, ϕ0(xaxb) = 0
if and only if xaxb = 0. Writing xa = ∑ni=1 λieii and xb = ∑ni=1 μieii then,
xaxb =
n∑
i=1
λiμieii
and the claim follows.
Define the map D1 :T+(Cn) → Mn by letting D1(xa + ya) = D(ya) with respect to the
above decomposition. We will use the claim in the previous paragraph to show that D1 is a
derivation at ϕ0. Linearity, and continuity are clear. We need only establish the derivation property.
Now
D1(ab)=D1((xa + ya)(xb + yb))
=D1(xaxb + yaxb + xayb + yayb)
=D(yaxb) + D(xayb)
=D(ya)ϕ0(xb) + ϕ0(ya)D(xb) + D(xa)ϕ0(yb) + ϕ0(xa)D(yb)
=D(ya)ϕ0(xb) + ϕ0(xa)D(yb)
=D(ya)ϕ0(xb + yb) + ϕ0(xa)D1(xb + yb)
=D1(xa + ya)ϕ0(xb + yb) + ϕ0(xa + ya)D1(xb + yb)
=D1(a)ϕ0(b) + ϕ0(a)D1(b)
and hence D1 is a derivation at ϕ0.
Notice that D0 = D − D1 is an inner derivation since D − D1|ker ϕ0 = 0. It follows that every
point derivation at ϕ0 can be written as an inner derivation and a derivation which sends (ker ϕ0)c
to zero.
Notice that each derivation of the form D1 is uniquely determined by the value on ker ϕ0 \
(ker ϕ0)2. A technical calculation shows us that the set ker ϕ0 \ (ker ϕ0)2 is given by
{λiZi : 1  i  n}.
The result now follows. 
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The previous result relies on a nice decomposition of every element of T+(Cn) which is
invariant under derivations. Although we expect a similar result for the point derivations at ϕλ for
all 0 < |λ| < 1 we have not been able to prove such a result.
Theorem 3. For λ ∈ T every derivation at ϕλ : A → Mn is inner.
Proof. We will show that ker ϕλ has a bounded approximate identity and then apply Proposition
4 and Theorem 1.
We let πn : A(D) → A(D) be the contractive homomorphism induced by sending z → zn.
Denote the range of this map by A(zn) which matches our previous definition of A(zn). Further
πn is a contractive isomorphism onto A(zn). (We are not making any claims about contractivity
of the reverse map.) Notice that
πn({f ∈ A(D) : f (λ) = 0}) ⊆ {g ∈ A(zn) : g(λ 1n ) = 0}.
Further, since |λ| = 1 we know that there is a uniformly bounded net, see [3, Section 1.6],
{fι} ⊆ {f ∈ A(D) : f (λ) = 0}
such that fιg → g for all
g ∈ {f ∈ A(D) : f (λ) = 0}.
Notice that ‖πn(fι)‖  ‖fι‖ and hence {πn(fι)} is a bounded net in {g ∈ A(zn) : g(λ 1n ) = 0}.
Now if g(λ
1
n ) = 0 and g ∈ A(zn) then
h = π−1n (g) ∈ {f ∈ A(D) : f (λ) = 0}.
It follows that fιh → h. Now πn(fιh) → g and hence the ideal
{g ∈ A(zn) : g(λ 1n ) = 0}
has a bounded approximate identity.
We define the net {Fι} to be the diagonal matrices with πn(fι) along the diagonals. Now {Fι}
is a bounded net as {fι} is. Further, Fι ∈ ker ϕλ for all ι. It is not hard to see that {Fι} is an
approximate identity in ker ϕλ. 
We will use this theorem to show the main result in this paper, that every T+(Cn)-valued
derivation is inner.
4. Derivations on T+(Cn)
We begin with an elementary lemma relating derivations and point derivations.
Lemma 1. Let D : A → A be a continuous derivation on the operator algebra A. For a repre-
sentation π : A → B(H), the map π ◦ D : A → B(H) is a continuous derivation at π.
Proof. Since π ◦ D is a composition of continuous linear maps, it follows that π ◦ D is a
continuous linear map. Now let a, b ∈ A. Then
π ◦ D(ab) = π(D(a)b + aD(b))
= π(D(a))π(b) + π(a)π(D(b))
= π ◦ D(a)π(b) + π(a)π ◦ D(b).
It follows that π ◦ D is a derivation at π . 
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Definition 6. Let π : A → B(H) be a representation and D : A → A be a continuous derivation.
We say that D is locally inner at π if π ◦ D is inner at π .
We are now in a position to tackle the main theorem of this paper. Showing that everyT+(Cn)-
valued derivation onT+(Cn) is inner will be a simple corollary.
Theorem 4. Let D :T+(Cn) →T+(Cn) be a continuous derivation which is locally inner at
ϕλ for all λ ∈ T, then D is inner.
Proof. For λ ∈ T let Dλ := ϕλ ◦ D. Then, by hypothesis, Dλ(a) can be written as Xλϕλ(a) −
ϕλ(a)Xλ for all a ∈T+(Cn).
Notice that as eii ∈T+(Cn) it follows that D(eii) ∈T+(Cn). By hypothesis Dλ(eii) =
Xλeii − eiiXλ. Now Xλeii − eiiXλ is the matrix with (−Xλ)ij in the i − j position, for i /= 0,
(Xλ)ji in the j − i position for i /= j and 0 elsewhere. In particular, the matrix Y with 0 on the
diagonal such that ϕλ(Yij ) = (Xλ)ij off the diagonal for all λ ∈ T is an element ofT+(Cn).
Recall the definition of the matrices Zi . Now Dλ(Zi) = λ(Xλei,i+1 − ei,i+1Xλ) for all λ ∈ T
where we define en,n+1 to mean en,1. Now the i − (i + 1) entry of Dλ(Zi) is λ(−Xi+1,i+1(λ) +
Xi,i(λ)), and hence for all i, Xi+1,i+1(λ) − Xi,i(λ) defines an element of T+(Cn), call it Xi .
Now define a diagonal matrix X′ by letting the i − i entry be Xi − X1.
Define X = Y + X′ which is inT+(Cn). Further, Dλ(eii) = ϕλ(eiiX − Xeii) and Dλ(Zi) =
ϕλ(ZiX − XZi). It follows that for any a ∈T+(Cn), Dλ(a) = ϕλ(aX − Xa) for all λ ∈ T. Now,
every element of a ∈T+(Cn) is uniquely determined by the values of ϕλ(a) for λ ∈ T. It follows
that D(a) = aX − Xa and the result is established. 
Corollary 2. Every derivation D :T+(Cn) →T+(Cn) is inner.
Proof. First, since T+(Cn) is semisimple we know, [9] that every derivation is automatically
continuous. We know from Theorem 3 that every continuous derivation at ϕλ is inner. In particular,
Dλ is continuous and locally inner on T. 
We remark that, as A(D) is a special case ofT+(Cn), the above proof is an alternate approach
to the fact there are no non-trivial derivations on A(D). It would be interesting to know if the
above result can be extended toLCn which is the matrix function algebra asT+(Cn) with A(zn)
replaced by H∞(zn).
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