Let C be a linear binary code, namely a subspace of the space consisting of all binary vectors of a fixed length. A vector in C is maximal provided it has a maximal support among C; a nonzero vector in C is minimal provided it has a minimal support among C \ {0}. We prove that the sum of all maximal vectors of C equals the sum of all minimal vectors of C. In course of this research, we introduce the concept of even poset and establish a duality result for it.
Even poset
Let P = (X, ≤) be a poset. For any x ∈ X, we define ↓ x = {y ∈ X : y ≤ x} and ↑ x = {y ∈ X : y ≥ x}, and call them a principal ideal and a principal filter of P , respectively [6, p. 20] . Note that x is maximal in P if and only if | ↑ x| = 1 whereas x is minimal in P if and only if | ↓ x| = 1. We say that P is an even poset provided every principal ideal and every principal filter of it either has size 1, and hence corresponds to a minimal or maximal element of P , respectively, or has an even size. For any natural number n, [n] stands for {1, . . . , n}.
Example 1. Let n, m be two natural numbers.
Let [10, 17, 18] Proof. Let P = (X, ≤) be the given even poset and M(P ) and m(P ) be its sets of maximal elements and minimal elements, respectively. The result is straightforward from the following double counting reasoning:
Binary linear code and its support poset
Consider the linear space V = F n 2 consisting of 1 × n vectors over the binary field F 2 , which can be viewed as F 
Recall that binary linear code, binary clutter and binary matroid are three equivalent structures [5, 8] . We point out that p A and q A just correspond to the contraction operation and the deletion operation in matroid theory, respectively. Considering the important role played by the contraction/deletion operation in matroid theory, it is natural that they appear in the study of binary linear code [7, 16] . . In light of the fact that B is not minimal in S A (W ), the dimension of q B (W A ) has to be greater than one. Consequently, we conclude that | ↓ B| is even, ending the proof.
Combining Lemma 3 and Lemma 4, we get the following parity result for a linear binary code. We mention that it is equivalent to what we announce in the abstract, as can be seen by picking C = W A . 
Applications
Consider a subspace W of F n 2 . Let S (W ) be the truncated support poset of W , which is obtained from S(W ) by removing its bottom element, namely ∅. Say that w ∈ W is maximal if supp(x) is a maximal element in S(W ) [2] . Say a nonzero vector w ∈ W is minimal if supp(w) is minimal in S (W ) [1, 3] . We write M(W ) and m(W ) for the set of maximal and minimal vectors of W, respectively.
Taking A = ∅ in Theorem 5, we deduce Hoffmann's Theorem.
Letting A run through all singleton sets of [n] in Theorem 5, we come to the next corollary. As commented preceding Theorem 5, it is an equivalent form of Theorem 5.
To present a real application of Theorem 5, we will resort to a mathematical result underlying the so-called 'Lights Out Game' [4, 19] . For the sake of completeness, we derive here a direct generalization of this result for our use.
Lemma 8. Let A be an n × n matrix over a field F and u ∈ F n . If u u − A is skew-symmetric and has all zeros on its diagonal, then there is x ∈ F n such that xA = u.
Proof. Denote the row space of A by C. Note that C = (C ⊥ ) ⊥ . Accordingly, it suffices to show that for any w ∈ C ⊥ we have uw = 0, or equivalently wu uw = 0. To see this, first observe that w ∈ C ⊥ implies Aw = 0. Moreover, we get from our assumption on u u − A that w(u u − A)w = 0. By now, the lemma follows from wu uw = w(u u − A)w + wAw . Proof. Take u to be the vector of all ones. It is immediate from Corollary 7 that x∈m(W ) x = u if and only if u ∈ M(W ). But the fact that u ∈ W , and hence M(W ) = {u}, is guaranteed by Lemma 8, as was also proved in [4, 19] . This is the proof.
Conclusion
Theorem 5 is motivated by a series of earlier work on characterizing Eulerian graphs, bipartite graphs and, more generally, Eulerian and bipartite binary matroids [7, 9, 11, 12, 13, 14, 15, 16, 20, 21, 22, 23] . Almost all earlier work along this line make use of some inductive arguments. We notice that for the 'short' proofs along the approach of McKee [11, 12] , some careful arguments have to be incorporated to make them more complete. The key to our work is the introduction of the concept of even poset.
We remark that all even posets mentioned in this note are quasi-Eulerian. An easy observation is that the Cartesian product of two even posets is an even poset. In similar vein we can find that the Cartesian product of two quasi-Eulerian posets (Eulerian posets) turns out to be quasi-Eulerian (Eulerian) as well. Thus, a natural question to consider is to figure out the relationship between even posets and quasi-Eulerian posets. In general, we would like to know to which extent we can determine (classify) all even posets.
