The usual nonnegative modulus function is based on addition. A natural different modulus function on the set of positive reals is introduced. Arguments for results for series through the usual modulus function are transformed to arguments for results for infinite products through the new modular function for multiplication. Counterparts for Riemann rearrangement theorem and some tests for convergence are derived. These counterparts are completely new results and they are different from classical results for infinite products.
Introduction
After giving the definition of convergence of infinite products of complex numbers, the following two results can be derived (see, e.g., [1] ). (i) For a sequence (a n ) ∞ n=1 of positive reals, (1 − a n ) converges. (ii) For a sequence (a n ) ∞ n=1 of complex numbers, ∞ n=1
(1 + a n ) converges whenever (1 + a n ). However, our expectation is that the absolute convergence of ∞ n=1
(1 + a n ) should mean the convergence of ∞ n=1 |1 + a n |. This expectation is to be fulfilled by introducing a natural modulus function for multiplication. The results to be obtained for infinite products use transformed arguments of arguments used for results for infinite series.
A counterpart of Riemann's rearrangement theorem is to be derived. Counterparts of tests for convergence of series are to be derived for infinite products. Tests for convergence provide necessary conditions and sufficient conditions for convergence.
There is a natural procedure to convert problems in infinite products to problems in infinite series. This procedure is the one which uses the exponential function and the natural logarithmic function for transformation. For example, convergence of ∞ n=1 a n is equivalent to convergence of ∞ n=1 log a n , and convergence of ∞ n=1 a n is equivalent to convergence of ∞ n=1 e an , formally. This natural procedure is not to be applied directly in deriving results for infinite products. However this transformation is to be applied indirectly in arguments for results to be derived. Only infinite products with positive factors will be considered. So, the following simplified definition will be adopted.
Definition 1.1. Let (a n ) ∞ n=1 be a sequence of positive reals. Let p n = n k=1 a k , for every n = 1, 2, 3, ....If p n → p for some real p > 0 as n → ∞, then it is said that the infinite product ∞ n=1 a n converges to p and it is written as p = ∞ n=1 a n . Otherwise, it is said that ∞ n=1 a n does not converge.
Remark 1.2. The cases p = 0 and p = +∞ are not included for convergence. A necessary condition for convergence is a n → 1 as n → ∞, but this is not sufficient. A necessary and sufficient condition is given in the following known theorem. See [1] .
3. An infinite product ∞ n=1 a n , with a n > 0, ∀n, converges if and only if for every ǫ > 0, there exists an integer n 0 such that |a m a m+1 ...a n − 1| < ǫ, whenever n > m ≥ n 0 . 
Modulus Function for Multiplication:
For a given real number x, let
Here |x| + is the usual absolute value |x|. Let us call | | + as additive absolute value function (or additive modulus function). Observe that 0 is the additive identity in the additive group of real numbers and −x is the additive inverse of x. Observe also that 1 is the multiplicative identity in the multiplicative group of positive numbers, and x −1 is the multiplicative inverse of x > 0.
Definition 2.1. For a given positive real number x, let us define
Let us call | | × as multiplicative absolute value function (or multiplicative modulus function).
Here |x| −1 × ≤ x ≤ |x| × . Also, |xy| × ≤ |x| × |y| × for x > 0 and y > 0.
Positive and negative parts corresponding to multiplication can also be defined with an understanding that numbers in (0, 1) are multiplicative negative numbers and that number in (1, +∞) are multiplicative positive numbers. 
Proof. Note that for m > n,
By Theorem 1.3, ∞ n=1 a n converges and
Lemma 2.4 may be roughly stated as "m-absolute convergence implies convergence".
Lemma 2.5. Let (a n ) ∞ n=1 be a sequence of positive reals converging to a positive number K.
Let (t n ) ∞ n=1 be a sequence of positive reals such that ∞ n=1 t n = +∞. Then (a t 1 1 a t 2 2 ...a tn n )
Proof. Without loss of generality, let us assume that K = 1. Let ǫ > 0 be given. Find an integer k such that |a n | × < (1 + ǫ), ∀n ≥ k. Find M > 0 such that |a n | × ≤ M < ∞, ∀n.
Then, the right hand side tends to 1 + ǫ as n → ∞, for every ǫ > 0. Thus, a t 1 1 a t 2 2 ...a tn n → 1 as n → ∞. This proves the result.
Rearrangements
The first Theorem 3.1 is a transformed version of the classical Riemann rearrangement theorem. Let us use the word "rearrangement" in the usual sense. Proof. Let p n = (|a n | × a n ) 1/2 and q n = |an| × an 1/2 , for every n. By Lemma 2.2, pn qn = a n , p n q n = |a n | × , p n ≥ 1 and q n ≥ 1, for every n. Since q ′ k → ∞ as n → ∞. Choose sequences (α n ) ∞ n=1 and (β n ) ∞ n=1 of positive numbers such that α n → α and β n → β as n → ∞, α n < β n , ∀n, and β 1 ≥ 1. Let m 1 , k 1 be the smallest integers such that
and let us continue in this way. Let x n , y n denote the partial products of the rearrangement
as n → ∞, then x n → β and y n → α as n → ∞. From our construction, if u ′ n is the n-th partial product of the constructed rearrangement, then it is clear that lim inf a ′ k . To each n, let A n = k ∈ {1, 2, ..., n} :
By Theorem 1.3, the right hand side tends to zero as n −→ ∞, because |a k | × ≥ 1 and
a ′ k converges. In the previous arguments, for B n defined above, let us observe that 1 −
tends to zero as n → ∞. This is applicable even for subsets
and b k = a k for infinitely many k.
Consider a class of all products of the form ∞ n=1 a cn n , where −1 ≤ c n ≤ 1, ∀n. Then all these products converge uniformly in the following sense. For every ǫ > 0, there is an integer
This observation proves the result, when Theorem 1.3 is applied.
Then, all subproducts
a k converge uniformly in the following sense. For every
Theorem 3.5 is placed in this section, because its proof uses arguments which are used in the proof of Theorem 3.3. The next section is also devoted to rearrangements in terms of unordered products.
Unordered Products:
Let I be an infinite set. In this section, E, E 1 , E 2 , F, F 1 , F 2 are notations to be used for finite subsets of I with or without mentioning finiteness of them. Let (a i ) i∈I be a collection of positive numbers. Let
These notations are also fixed in this section. Let us say that i∈I a i converges, if there is a number p ∈ (0, ∞) such that for given ǫ > 0, there is a finite set F ⊆ I such that 
Conversely, assume that for given ǫ > 0, there is a set F such that
Therefore, by triangle inequality,
Hence i∈I a i converges.
The following inequality will be used at the end of the proof of the next lemma. 
To prove the converse part, assume that i∈I |a i | × does not converge, or equivalently 
Tests For Convergence
If a necessary condition for convergence is not satisfied then convergence fails. If a sufficient condition for convergence is satisfied then convergence is assured. All results giv- t n converges. Let (a n ) ∞ n=1 be a sequence of positive numbers such that a n ≥ 1, ∀n, and such that lim sup n→∞ a 1 tn n < ∞. Then ∞ n=1 a n converges. Here "a n ≥ 1" and " lim sup n→∞ a 1 tn n < ∞" can be replaced by "a n ≤ 1"
and " lim inf n→∞ a 1 tn n > 0" to get the same conclusion:
∞ n=1 a n converges. Proof. Let u n = a 1 a 2 ...a n , and v k = a 2 0 2 0 a 2 1 2 1 a 2 2 2 2 ....a 2 k 2 k . For n < 2 k , u n ≤ a 1 (a 2 a 3 )...(a 2 k a 2 k +1 ...a 2 k+1 −1 ) ≤ a 1 1 a 2 2 a 4 4 ...a 2 k 2 k = v k so that u n ≤ v k . On the other hand, if n > 2 k ,
These two inequalities establish the result, because a n ≥ 1, ∀n.
Definition 5.4. Suppose a n > 1, for each n. The product a 1 a −1 2 a 3 a −1 4 a 5 a −1 6 .... is called an alternating product.
Theorem 5.5. If (a n ) ∞ n=1 is a strictly decreasing sequence converging to 1, then the alternating product a 1 a −1 2 a 3 a −1 4 a 5 a −1 6 ... converges. 
verges. The value of a 1 a −1 2 a 3 a −1 4 a 5 a −1 6 ...a
Corollary 5.6. If (a n ) ∞ n=1 is a strictly decreasing sequence in (0, 1) which converges to zero,
Proof. Here, ((1 − a n ) −1 ) ∞ n=1 is a strictly decreasing sequence, which converges to 1.
Theorem 5.7. Let (a n ) ∞ n=1 be a sequence of positive numbers such that ∞ n=1 a n converges to p. Let (t n ) ∞ n=1 be a sequence of positive numbers such that t 1 + t 2 + ... = +∞. Let u n = n k=1 a k , and σ n = (u t 1 1 u t 2 2 ...u tn n ) 1 t 1 +t 2 +...+tn , ∀n. Then σ n converges to p as n → ∞.
Proof. Let v n = un p and τ n = σn p , ∀n. Then (v t 1 1 v t 2 2 ...v tn n ) 1 t 1 +t 2 +...+tn = σn p , ∀n. Choose a finite positive number A such that |v n | × ≤ A, ∀n. Given ǫ > 0, choose an integer k such that |v n | × ≤ 1 + ǫ, ∀n > k. Then
Corollary 5.8. Let (a n ) ∞ n=1 be a sequence of positive numbers such that ∞ n=1 a n converges to p. Let u n = n k=1 a k , and σ n = (u 1 u 2 ...u n ) 1 n , ∀n. Then σ n converges to p as n → ∞.
Theorem 5.9. Suppose (b n ) ∞ n=1 be a sequence of positive reals such that for some M > 0. Note that, for n > 2,
One can derive similar inequalities for b am m b a m+1 m+1 ...b an n , and for m < n, and then Theorem 1.3
can be applied to derive convergence of
This Theorem 5.9 gives a motivation for concepts and results to be given in Sections 6 and 7. Theorem 5.7 and Theorem 5.9 of this Section 5 are comparable with the corresponding classical summability results, Theorem 8.48 in [1] and Theorem 8.27 in [1] , which attributed to the mathematicians Cesaro and Abel, respectively.
Matrices and Multiplicability
Let (0, ∞) n denote the cartesian product n i=1 X i in which each X i = (0, ∞), multiplication is defined coordinatewisely, and elements are written as transpose of row vectors (x 1 , x 2 , ..., x n ). More explicitly,
or (x 1 , x 2 , ..., x n ) T (y 1 , y 2 , ..., y n ) T = (x 1 y 1 , x 2 y 2 , ..., x n y n ) T in (0, ∞) n . Let A = (a ij ) be a matrix of order m × n with real entries a ij . Let us define
such that A is a multiplication preserving function from (0, ∞) n to (0, ∞) m . Then, for a given matrix B = (b ij ) of order k × m with real entries, it can be verified that
where BA is the usual matrix multiplication. Let C be another matrix of order k ×m with real entries. Then the following is true for every (x 1 , x 2 , ..., x n ) T ∈ (0, ∞) n :
Also,
∀ (y 1 , y 2 , ..., y m ) T ∈ (0, ∞) m . Let D and E be matrices of order n × k with real entries. Then it can be verified that 
∀ m ≥ m 0 . Thus, for m ≥ m 0 ,
x n am,n ≤ (1 + ǫ).
That is, for given ǫ > 0, there is an integer m 0 such that
x n am,n = 1.
Power Products
Corresponding to power series, it is possible to introduce power products.
Definition 7.1. Let (a n ) ∞ n=1 be a sequence of positive reals. A formal power product is a 0 a 1 x a 2 x 2 a 3 x 3 ... or ∞ n=0 a n x n .
Remark 7.2. This formal power product converges to a value, if |x| + < lim sup n→∞ | log a n | 1 n + .
This can be derived from the corresponding power series obtained by logarithmic transformation. This is not our method of deriving results. Let us now recall Theorem 5.9 in another version.
Theorem 7.3. Suppose (b n ) ∞ n=1 be as in Theorem 5.9. Then the power product Proof. For n > m, So, there is a need to improve Theorem 5.9. The next result may remind Cauchy product for sequences.
Theorem 7.5. Let (a n ) ∞ n=1 and (b n ) ∞ n=1 be two sequences of positive reals such that ∞ n=0 a n and ∞ n=0 b n converge to A and B. For each n, let c n = a 0 b n a 1 b n−1 ...a n b 0 , A n = Proof. By Theorem 1.3, a n → 1, b n → 1 as n → ∞. By Lemma 2.5, all conclusions follow, because C n = A 0 A 1 ...A n B 0 B 1 ...B n , and A n → A, B n → B as n → ∞.
Conclusion
The problem in using transformation technique lies in guessing methods for transformation. For example, transformations were not used since nineteenth century to define multiplicative modulus function from additive modulus function. One can guess that a transformation can be applied to derive multiplicative modulus function from additive modulus function, only after introducing the concept of multiplicative modulus function. So, separate techniques should be developed for infinite products. Theory of infinite products is also applicable like theory of infinite series. This is the need for development of theory of infinite products. Corollary 7.4 is simple to write examples. But it is not sufficient. So, Theorem 5.9
should be improved in all possible ways, but subject to simple conditions.
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