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Abstract 
The paper deals with a bicriterion approach to preemptive scheduling of m parallel machines 
for jobs having processing costs which are linear functions of variable processing times. One of 
the objective functions is a completion time and the other, a processing cost. In the case of 
identical machines, an O(n2) greedy algorithm is given which generates all breakpoints of 
a piecewise linear efficient frontier; it is shown that in the problem with n jobs there are at most 
2n + 1 breakpoints, which is a tight bound. For uniform machines, an algorithm is provided 
which solves a problem of least processing cost under limited completion time in 
O(nmax { m, log n}) time. Basing on this algorithm, a procedure for finding an a-approximation 
of the efficient frontier is proposed. 
Keywords: Scheduling; Bicriterion optimization 
1. Introduction 
In this paper we address the bicriterion problem of preemptive scheduling a number 
of jobs on parallel identical and parallel uniform machines, under the assumption that 
jobs have processing costs which are linear functions of variable processing times. One 
of the objective functions is a completion time and the other, a processing cost. The 
purpose of the paper is to provide a method of determining the set of all efficient 
points (efficient frontier) in 2-dimensional objective function space. 
The time/cost trade-off models of operations (activities) have been examined 
extensively in the project management contexts, e.g. [2]. Their motive in the field of 
sequencing and scheduling is of the same nature, that is, they are justified in situations 
where jobs can be accomplished in shorter or longer durations by increasing or 
decreasing additional resources (costs). For instance, in chemical processing the 
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execution times of individual jobs may be reduced by applying additional energy or 
catalyst, thereby improving a performance index based on the job completion times. 
The first relevant results for the standard sequencing and scheduling problems with 
time/cost models of jobs (controllable job processing times) have been given by 
Vickson [9, lo]. Nowicki and Zdrzalka [S] provide a survey of results in this area. 
The first bicriterion approach to time/cost trade-offs in a sequencing problem with 
controllable job processing times was proposed by Van Wassenhove and Baker [S]. 
In [lo], an algorithm is given which generates the efficient frontier (the trade-off 
curve) in a single machine sequencing problem with the objective functions: maximum 
tardiness, processing cost. In two dimensions, the efficient frontier in the problem with 
n jobs is a piecewise linear curve with at most n + 1 breakpoints, and in fact, the 
algorithm computes only the breakpoints; the efficient frontier may be obtained by 
connecting those points. The resulting computational complexity of the algorithm is 
O(n’). The approach initiated in [lo] belongs to the class of greedy algorithms since 
the algorithm traces out the efficient frontier starting at one end with longest 
durations of jobs and working towards the other, each time compressing the job with 
the smallest unit cost of compression. Van Wassenhove and Baker give also an 
algorithm for generating an e-approximation of the efficient frontier in a more general 
problem where maximum tardiness is replaced by a maximum completion cost 
function. This approach is valid under certain conditions imposed on the completion 
cost functions. A similar approximation method for this general problem, which does 
not require any additional conditions on the cost of functions, is proposed by Tuzikov 
[7], see also [5]. 
Studies on the bicriterion approach to the standard single-machine sequencing 
models with controllable job processing times have been continued in [l, 5-73. As in 
[lo], it has been assumed that the first objective function is one of the conventional 
performance measures used in the area of sequencing and scheduling, and the second 
is the processing cost (the total cost of compressions). Nowicki and Zdrzalka [S] 
provide a greedy algorithm for tracing out the efficient frontier in the problem with 
release dates and the first objective function being the completion time. The algorithm 
finds the breakpoints (at most n + 1 points) of the piecewise linear efficient frontier, 
and its correctness is proved basing on the notion of a supporting line. Daniels Cl] 
presents an extension to the model discussed by Van Wassenhove and Baker [lo], in 
which multiple resources are available for the job processing times control and limits 
on individual job tardiness are specified. In Cl], procedures are developed to identify 
the job sequence and resources distribution that minimize the total amount of 
resource required to satisfy imposed limits on maximum and individual job tardiness. 
The limit on the maximum tardiness is then varied parametrically to find the trade-off 
curve. Ruiz Diaz and French [6] develop an exponential algorithm which finds the 
efficient frontier in a single-machine sequencing problem in which the first objective 
function is the flow time (the sum of completion times). 
The general approach to the bicriterion problem in the preemptive case of unrelated 
parallel machines scheduling problem with controllable processing times has been 
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sketched out by Tuzikov [7]. The problem of least processing cost under limited 
completion time is formulated as the nonlinear programming problem (in the case of 
uniform machines, linear program) which is then used to finding an s-approximation 
of the efficient frontier. In the case of uniform machines, the method consists in 
multiple solving a linear programming problem. 
In this paper we propose a greedy algorithm for determining all the break-points of 
the piecewise linear efficient frontier in the preemptive scheduling of parallel identical 
machines. It is shown that the efficient frontier has at most 2n + 1 breakpoints and the 
algorithm requires O(n’) time. The algorithm derived for identical machines is then 
extended to uniform machines for the two-machine case. For the preemptive schedul- 
ing a uniform machine system with m machines (m > 2), we give a greedy algorithm 
for solving the problem of least processing cost under limited completion time, which 
requires O(nmax{m,logn}) time. This efficient algorithm gives rise to a simple and 
fast procedure for generating an s-approximation of the efficient frontier, thus essen- 
tially improving the approximation approach of Tuzikov [7]. 
The paper is organized as follows. In Section 2, we give a formal description of the 
problem. Section 3 describes the greedy algorithm for the problem with parallel 
identical machines. In Section 4 the proof of algorithm correctness is given, and in 
Section 5, its computational complexity is discussed. Section 6 considers algorithms 
for the problem with parallel uniform machines. 
2. Problem formulation and notation 
There are n jobs, identified by the integers from the set J = { 1,. . . , n>, which are to 
be processed on m parallel identical machines, identified by integers from the set 
M={l , . . . , RI}. A processing time of jobj is aj - xj, 0 < xj < Uj, where xj is the time 
by which the “normal” processing time cj has been shortened (compressed), and aj is 
the maximum compression; 0 < uj < cj for all j. Let x = (xi, . . . , x,) be a vector of 
compressions, and X, a set of all feasible compressions; X = {x: 0 < Xj < Uj, j E .J>. 
We also define u = (ul, . . . . u,). A preemptive schedule is an allocation of one or more 
time intervals on one or more machines to each job such that 
_ the sum of lengths of the time intervals assigned to job j is aj - xj, 
_ no two time intervals allocated to the same job overlap, 
_ no two time intervals on the same machine overlap; 
in a preemptive schedule, one may suspend the execution on a job before its comple- 
tion and resume its execution at a later time, possibly on a different machine. We 
denote by s(x) the preemptive schedule for compressions given by vector x. The set of 
all preemptive schedules (x) associated with x is denoted by S(x). 
We consider two performance measures: a completion time (makespan) C(s(x)), 
s(x) E S(x), x E X, and a compression cost (a processing cost) K(x), x E X. The 
completion time C(s(x)) is defined as the earliest time by which all the jobs having 
processing times compressed by x and scheduled in accordance with s(x) are executed. 
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The compression cost is given by K(x) = c jeJ , j, C.X where cj, Cj > 0, is the unit cost of 
compression of job j. Let 1;2 c R2 be defined as follows: 
52 = ((a#Y2): a1 = C@(x)), cI2 = K(x); s(x) E S(x), x E x>. 
We say that point (LYE, t12) is efficient, if there exists no point (a;, a;) E 51 such that 
af < Cli for i = 1,2, and a: < ai for at least one i. Denote by E the set of all eficient 
points in Sz; the set E is often called an escient frontier in (aI, a2) space. 
The problem is to find the set of efficient points E and the set of pairs (x,s(x)), 
s(x) E S(x), x E X, such that if (aI, u2) E E, then CQ = C(s(x)) and u2 = K(x). 
Given x E X, let s*(x) be a schedule which minimizes C(s(x)) over the set S(x). By 
the well-known result of McNaughton [4] for preemptive scheduling of parallel 
identical machines, for each x E X, the minimum value of the completion time is given 
by 
C@*(x)) = max(Ti(x),T2(x)>, 
where 
T1 (X) = (llm) C (“j - xj)9 T2(X) = max(aj - Xj). 
jeJ je.3 
The optimal preemptive schedule s*(x) can be obtained in O(n) time, [4]. Let E be 
a subset of Q defined by 
8 = {(al,a2): a1 = max{T,(x),T2(x)}, a2 = K(x): x E X}. 
We have the following property. 
Lemma 1. The set of ejficient points E is contained in 8. 
Proof. Suppose that there exist x E X and s(x) E S(x) such that (C(s(x)), K(x)) E E 
and (C(S(X)),K(X))F$E. The latter implies C(s(x)) # max{T,(x), T2(x2))} = C(s*(x)) 
which, together with the inequality C(s(x)) > C(s*(x)), implies C(s(x)) > C(s*(x)). 
This, however, contradicts the assumption that (C(s(x)), K(x)) E E. 0 
The result of McNaughton and Lemma 1 enable us to reduce the set Sz to the subset 
8 while searching for the set E of efficient points. 
3. A greedy algorithm 
We now give an algorithm (Algorithm Al) which determines all the breakpoints of 
the piecewise linear efficient frontier E. This is a greedy procedure which starts from 
the point C’ = max ( T1 (0), T2 (0)}, K r = 0, and gradually decreases max { T1 (x), 
T2(x)> and increases K(x) in order to find the consecutive breakpoints (C’, K’); the 
efficient frontier may be obtained by connecting these points. 
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In each iteration i, the following two sets are defined, the set of shortenable jobs 
A = (j E J: X: < Uj), and the set of critical jobs 2 = {j E J: aj - X: = max{ Tl(xi), 
T2(xi)}, where xi is the compression at the beginning of the iteration. If 
Tr(x’) 2 Tz(xi), we define also a d-job as job d such that d = min{k: k E A, ck < Cj for 
j E A). Next, completion time is shortened by A. In order to do this operation we 
compress the jobs in the following way. If Tr(x’) < T2(xi), then only critical jobs are 
compressed, each by A. If T1 (xi) B T2(xi), then the distinguished -job (that is the job 
with the smallest unit cost of compression) is shortened additionally, however the 
value of compression depends on whether it is critical or not. If d-job is critical then it 
is compressed by A(m - 121 - l), otherwise by A(m - IZl). 
The way in which A is computed in Algorithm Al can be justified as follows. If 
A = A 1, then at least one critical job is entirely shortened, that is x:+ 1 = Uj for some 
jEZ. If A= AZ, then at least one new critical job appears. If A = A3, then 
Ti(x’+‘) = T2(xi’l) and finally, if A = A,, then d-job is fully compressed, that is 
i+l = 
xd ud. 
When the set A of shortenable jobs is empty or at least one critical job is not 
shortenable, then the compression of the makespan is not possible and the procedure 
terminates. 
Algorithm Al 
(*Initiation*) 
i:= 1; xf:= 0 for jE J, C’:= max{T,(x’), T,(x’)}, K’:= 0, 
A:= (j E J: Xj < Uj}, Z:= (j E J: aj - Xl = Ci}, Z:= IZI, 
whileA#OaodZcA 
if TI(xi) c TZ(xi) 
Al:= minjEZ{uj - ~fi}, 42:~ TV - maXjcJ\Z(aj - x:), 
A3:= m[Tz(xi) - T,(x’)]/(m - z), 
A:= min{A1, AZ, A,}, 
xj+‘:=x:+Aforj~Z,x~+~:=xjforj~J\Z, 
CSUm:= 1 jeZCj 
else (*T,(x’) 2 T,(x’)*) 
d:= min{k: k E A, ck < Cj for each j E A), 
Al:= minjcz\{d)(tdj - X5), AZ:= TI(X’) - maxjsq(a_,{d))(aj - Xj), 
44:= (ud - x:)/b - IZ\{d)I), 
A:= min{Ar, A2, A4}, 
x$+ I:= x$+ Aforj~Z\{d),xr’:=x6+ A@- lZ\{d}l), 
x5+ I:= xi for j E J\(Zu{d}), 
C 
C 
i;;r”==~;“d’jK’,(m - ‘)fd 
‘+l:= K’ + AC,,,, A:= {j E J: x:+’ < Uj>, 
Z:= {j E J: aj 1 x$+1 = max{T,(x’+‘), T2(xi+l)}}, z:= IZI, i:= i + 1 
In the description of the algorithm and in the sequel, we use the following conven- 
tion: for Y = 8, we set minjer yj = co , maxjer yj = 0 and c jGy yj = 0. Denote by r the 
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Table 1 
Example; n = 3, m = 2 
i 1 2 3 
ai 9 5 3 
% 8 4 2 
Ci 1 2 3 
0L2 
22- 0 
20 - 
- 0 
18 - 
16 - 
14 - 
12 - 
10 - 
8- 
6- 
4- 
2- 
I 1 z =(I) 
2 I 3 
t 
1 z ={l) 
I 
F&q 
3 d =l 
z =(2) 
d =l 
D 
z =(3) 
d =2 
1 2 
Ezl 3 
z ={3) 
d =3 
z =(21 
d =2 
* 
1 I I 1 I I I I *+ I I I I I 
1 2 3 4 5 6 7 8 9 5 6 7 8 9 
z=0 
A=0 
Fig. 1. 
number of iterations generated in course of Algorithm Al; r + 1 is the number of 
breakpoints. 
In order to illustrate the solution method, we give the following numerical example. 
Example. Consider the job data given in Table 1 and apply Algorithm Al. The Gantt 
charts of the schedules obtained, the sets 2 and the d-jobs obtained in particular 
iterations are given in Fig. 1. We present the computations concerned with the first 
three iterations. 
In Initiation, i = 1, x1 = (O,O,O), T1(xl) = (9 + 5 + 3)/2 = 8.5, &(x1) = 
max{9,5,3)=9,(C’,K1)=(9,0),Z={1},z=1,A={1,2,3). 
Iteration 1: In this iteration T,(x’) < Tz(x’). We compute: dl = 8, A2 = 9 - 
max{5,3} = 4, A3 = 2*(9 - 8.5)/(2 - 1) = 1, A = min{8,4,1> = 1 = A3, and then set 
x2 = (xi + 1,x: + 0,x: + 0) = (l,O,O), c,,, = 1, (CQP) = (Cl - 1,K’ + l*l) = 
(8, l), A = {1,2,3). Compute T1(x2) = (8 + 5 + 3)/2 = 8, Tz(x2) = max{8,5,3} = 8, 
2 = (l}, 2 = 1, i = 2 (note that T,(x*) = T2(x2)). 
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Z&ration 2: Now T,(x2) > T2(x2). We compute d = 1 (d E Z), A, = co, A2 = 8 - 
max{5,3) = 3, A4 = 7/(2 - 0) = 3.5, A = min{ co ,3,3.5} = 3 = AZ, and then set 
x3 =(x: + 3*(2 -0),x; + 0,x: + 0) = (7,O,O),c,,, = 1 + (2 - l)*l = 2,(C3,K3) = 
(C2 - 3, K2 + 3*2) = (5,7), A = {1,2,3}. Compute T1(x3) = (2 + 5 + 3)/2 = 5, 
T2(x3) = max{2,5,3} = 5, Z = {2}, z = 1, i = 3 (the new critical job 2 has appeared). 
Iteration 3: We have T1(x2) > Tz(x2). We compute: d = 1 (d$Z), AI = 4, 
A2 = 5 - 3 = 2, A4 = (8 - 7)/(2 - 1) = 1, A = min{4,2,1} = 1 = Aq, and then set 
x4=(x:+1*(2-l),x;+l,x;+O)=(8,1,0), c,,,=2+(2-1)*1=3, (C4,K4)= 
(C3 - 1, K3 + 1*3) = (4, lo), A = {2,3}. We have T1(x4) = (1 + 4 + 3)/2 = 4, 
T2(x4) = max{l,4,3} = 4, Z = (21, z = 1, i = 4 (the d-job 1 has been fully 
compressed). 
The efficient frontier E with seven breakpoints (r = 6) obtained by Algorithm Al is 
shown in Fig. 1. 
4. Algorithm correctness 
In this section, we show that Algorithm Al always constructs all the breakpoints of 
the efficient frontier E. In all the proofs shown in the sequel we do not make use of the 
fact that m is the number of machines (integer), that is we assume only that m > 0. This 
will be used while showing, in Section 6, that Algorithm Al extends to the two- 
machine problem with parallel uniform machines. We begin with some preliminary 
results. 
We first show that the compressions xi generated by Al are feasible, and explain the 
relation between points (C’, K’) and xi. 
Lemma 2. For compression xi and point (C’, K’), i = 1,2, . . . , r + 1, generated by 
Algorithm Al, we have 
(i) xi E X, 
(ii) C’ = max(T,(x’), T2(x’)}, 
(iii) K’ = 1 jsJcjx:. 
Proof. (i) Observe that x 1 E X. Let 1 < i < r and xi E X. We shall show that 
X i+1 E X. To this end, we need to prove that A, and A4 are defined correctly, that is 
we need to show that the following inequalities hold: 
m > z if Ti(x’) < T2(xi), (1) 
m > IZ\{d}l if Ti(x’) > T2(xi). (2) 
If T1(xi) < T2(xi), then 
0 <(l/m) C(Clj -Xj)-C(Uj- Xi)] =Tl(X’) -(z/m)T2(xi) < T,(x’)[l--(z/m)], 
joJ jcZ 
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which implies (1). Let T1(xi) 2 TZ.(xi). Since d E A then a,, - xi > ad - xi > 0 and 
0 < (I/m)[ C (aj - x:) - C 
jeJ jsZ\IdI 
(+ - Xi) - (ad - Xi)] 
=T,(x')(l - Iz\{d}I/m) -@d-x:)/m < T,(x')(l - Iz\{d)I/m), 
which implies (2). By (l), (2), and the definition of Al, A4, and A we obtain xi+l E X. 
(ii) Similar to the previous assertion we use inductive arguments. It is clear that C’ 
= max{T,(x’), Tz(x’)>. Let for i, 1 < i < r, 
C’ = max(T1(x’), T,(x’)}. 
We shall show that Ci+’ = max(Tr(x’+’ ), Tz(xi”)}. To this end consider separately 
two cases: T,(x’) < T&x’) and T,(x’) > T,(x’). 
Case T,(x’) < T,(x’). In this case, 2 is not an empty set. By the definition of xi+‘, 
T~(x’+‘) = (l/m) 
1 
1 (Uj - xj - A) + C (Uj - Xj) = Tl(X’) - (z/m)A. (3) 
jsZ jeJ\Z 1 
By the definition of A and Az we have T&8) - A 2 Tz(x’) - 42 = maXjeqz(aj - x:). 
This together with the equalities mUj,z(aj - xj+') = T,(x') - A, x?' = X: forj E J\Z, 
implies 
Tz(xi”) = max 
1 
T,(x') - A, max (aj - X$ 
jsJ\Z I 
= TV - A. (4) 
It follows from the definition of A3 and the inequality 43 2 A that [m/(m - z)] 
x (T2(xi) - T,(x’)) > A, and in consequence 
T2(xi) - A 2 T,(x’) - (z/m)A. (5) 
From (3)_(5), 
max{Tl(xi+‘), TZ(xi+l)} = max(T1(xi) - (z/m)A, T2(xi) - A} = T,(x’) - A 
= Ci _ A = Ci+l. 
Case T,(x’) 2 T&x’). We first show the following preliminary result. If 
m - lZ\{d}l - 1 < 0, then 
TV > ad -xi -(m - IZ\{d)l - l)A4. (6) 
Define zd = IZ\{d}I. By the inequality m - zd > 0 (see (2)) and the equality 
Cjsz\(dj (Uj - xj) = zdT1(xi) (see the definition of Z and apply T1(x’) 2 T,(x’)), we get 
Tl(Xi) = - - zd T1(x’) + m&(x’) 
m - zd m - zd 
1 
>-ZdTr(xi)+- 
m - zd m _ zd jE;cd@j - xi) + (ud - xff) 1 
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= Ad(Ud - XL4 
= (ad - xi) -“m”, l(Ud -xi) 
> (&j - x6) - (m - z, - I)&, 
which completes the proof of (6). 
If m-IZ\{d}(-1~0, then (6) and dq>d imply T1(xi)~ud-x~- 
(m - lZ\{0 - W On the other hand, if m - lZ\(d}l - 1 > 0, then 
Ti(x’) = C’ >, ad -xi > ad - xi -(m - lZ\{d}( - 1)d. Combining these inequalities 
and using the definition of x6+ i, we obtain 
Tl(X')- A 2 ud - X6+'. 
In view of the definitions of d, A2 and xi+r , we have 
Tl(X’)- A 2 Tz(X')- A 2 jzFB(Uj- Xi)- A = I$Idi(Uj-X:+'). 
TV - A 2 TV - AZ = max (Uj - x:) = max 
jeJ\Wv{dl) jeJ\GWdl) 
(Uj - .;+I). 
The last inequalities imply Tl(xi) - A > T2(xi”). The equality Tl(xi+‘) = Tl(xi) 
- A follows immediately from the definition of xi+ ‘. Therefore 
max(Tl(xi+‘), T1(xi+‘)} = max{Tl(xi) - A, T2(xi+‘)) 
= &(x’) - A = C’ - A = C’+‘. 
(iii) This property follows directly from the description of Algorithm Al. 0 
Lemma 3. For each iteration i of Algorithm Al, if Tl(xi) > T2(xi), then 
TI(X’f’) > Tz(xi”). 
Proof. It follows from the definition of xi+ ’ and Lemma 2, that Tl(xi+‘) = Tl(xi) 
- A = C’- /j = C’+’ 2 TZ(xi+l). q 
In view of Lemma 3, when Algorithm Al enters into the part “else” of the loop “while” 
in some iteration, then it performs “else” in the remaining iterations. 
Lemma 4. For each iteration i of Algorithm Al, 
(i) if T,(x')< TV, then Cjez J , C'(X'- X:) < CjeJCj(Xj- xj)fir X E X, 
(ii) $ Tl(X')> T2(Xi), then CjcJ\z Cj(Xj - X$)2 CdxjeJ\Z(Xj-X$)fOT XE X. 
Proof. Consider an iteration i of Algorithm Al. 
(i) In view of Lemma 3, the inequality of the assumption implies T,(xk) < T,(xk) for 
1 < k < i. Now observe that the following property holds. 
Claim 1. Zfjob g is critical in iteration k and Tl(xk) < T2(xk), then it is also critical in 
iteration k + 1, 1 < k < r - 1. 
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Proof. This follows from the equalities a, - xi+’ = a, - xi - A = Ck - A = Ck+‘, 
where the first two equalities are a consequence ofthe fact that g is critical and Lemma 2; 
here A is determined in iteration k. 
Consider now a noncritical jobj (j E J\Z) in iteration i. It follows from Claim 1 and the 
fact that T1(xk) < T2(xk ) for 1 < k 4 i that job j was not critical in any iteration which 
precedes i. Since only the processing times of the critical jobs have been shortened up to 
iteration i, we obtain xj = 0 for j E J\Z. This directly implies the desired inequality. 
(ii) In order to prove (ii), it suffices to show that for each x E X, cj(Xj - xi) > 
cd(Xj - xj) for j E J\Z. In what follows, we show this inequality. Let x E X and j E J\Z. 
Consider separately two cases, when Xj > x; and Xj < xi. 
Case Xj 2 xj. The assertion is obvious for Xj = xi. If Xj > xj, then in view the fact that 
Uj > xj we have Uj > xj which implies j E A. By the definition of job d, cj > c,. Thus 
Cj(Xj - Xi) 2 Cd(Xj -Xi)* 
Case xj < xi. We begin with the following property. 
Claim 2. If in iteration k, a critical job g is not in a d-job and T1(xk) 2 Tz(xk), then g is 
critical in iteration k + 1, 1 < k < r - 1. 
Proof. By the description of Algorithm Al, ifin iteration k, the critical job g is not a d-job, 
then xi” = xi + A; here A is determined in iteration k. This and Lemma 2 imply 
o,-x:+i= a, - x; - A = Ck - A = Ck+‘, which shows that job g is critical in iter- 
ation k + 1. 
We now show that in the considered case, Cj < cd. Suppose that Cj > cd. It follows from 
the inequalities Xj < xi that 0 < Xj that 0 < xi, which implies that job j was shortened in 
the iterations preceding iteration i. Let i’ be the last iteration preceding i in which job j was 
shortened. Two subcases are possible in iteration i’, either T,(x”) < T2(xi’) or 
Tl (xi’) 2 T2(xi’). 
Case Tl(xi’) < T2(xi’). Job j was critical in iteration i’, since according to the descrip- 
tion of Algorithm Al, only the critical jobs could be shortened in this iteration. In view of 
Claim 1 (for k = i’, g = j), job j is critical in iteration i’ + 1. 
Case Tl (xi’) 2 T2(xi’). It follows from the description of Algorithm Al that ifjob d can 
be shortened in iteration i (d E A), then it was shortenable in any iteration preceding i,
hence job d was shortenable also in iteration i’. This together with the assumption cj > cd 
and the fact that job j was shortened in i’, implies that j is the critical job in iteration i’. 
Applying Claim 2 for k = i’, g = j, we obtain that job j is critical in iteration i’ + 1. 
If i’ + 1 = i, then we get a contradiction, since in iteration i, job j is not critical 
(j E J\Z). If i’ + 1 < i, then in iteration i’ + 1, job j was critical and was not shortened 
which is in contradiction with the description of Algorithm Al. 
Thus we conclude that in the considered case cj < cd which, together with Xj < xi 
implies Cj(Xj - Xj) > cd(xj -Xi). q 
We are now prepared to show the main result. Denote by [(cx;,c&), (a:,&)] a line 
segment between the points (GI;, a;), (a;, a’;) E R2. 
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Theorem 1. Let (C’,K’), 1 d i < r + 1 b the points obtained by Algorithm Al. The set of 
eficient points E is given by 
E = 6 [(C’,K’), (C’+‘,K’+‘)]. 
i=l 
Proof. In view of Lemmas 1 and 2 and the properties 
(i) for each (Q,Q) E E, al 2 max{T,(u), T*(U)} = C*+l and CQ 2 0 = K’, 
(ii) each line segment [(C’,K’), (C’+’ ,Ki+‘)], 1 Q i < I, is included in E, 
in order to prove the theorem, it suffices to show that each pair of points (C’,K’), 
(C 
i+l , K'+ ’ ), 1 d i < r, determines a supporting line to the set E. 
We begin by showing that properties (it_(ii) hold. 
Both inequalities in (i) are obvious. Only the equality max{ T,(u), T,(u)) = C’+ ’ 
requires a proof. The algorithm terminates when A = 0 or there exists a job j E Z\ A. In 
the first case, the equality is clear. In the second, we have aj - xi” = Cr+l and 
x3” = Uj. This implies C’+l d max{T,(u), T,(u)} which, together with the obvious 
inequality C ’ + ’ B max{ T, (u), T2(u)} proves the desired equality. 
We now show that the property (ii) holds. Note that each line segment can be defined 
by the parametric equation ~1~ = C’-A’,cr,=K’+c,,A’,O<A’<A.Hence,itsuffices 
to prove that for each 0 < A’ < A, (ccl, az) E E. Let 0 < A’ < A. Define x(A’) in the same 
way as xi+’ is defined in Algorithm Al, with A replaced by A’. Note that x(0) = xi and 
x(A) = xi+‘. Repeating the arguments from the proof of Lemma 2 we obtain that 
x(A’) E X and 
max(T,(x(A’)), T,(x(A’))} = Ci - A’, K(x(A’)) = K’ + c,,A’. 
This completes the proof of property (ii). 
Let us return to the proof of the main result. The line determined by the pair of points 
(C’,K’), (C’+’ , K’+ ‘) is defined by the equality 
a2 -K’= c,,(Ci -al) 
(note that A > 0, csvm > 0) where according to the description of Al, 
I 
1 jsZcj if Tl(xi) < T&d), 
Gl4m = 
CjszCj + (m - Z)C~ if TV ~ T*(x~). 
In view of the above considerations, in order to prove the theorem it suffices to show that 
g cj(xj - x:) 2 csu~ Cmax(Tl(xi), TAX’)> - max{Tl(x), Tdx))l (7) 
for each x E X and 1 < i < r. We shall prove the inequality (7) by contradiction. To this 
end consider an iteration i, 1 < i < r, of Algorithm Al and assume that there exists x E X 
such that (7) is not satisfied. 
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Case T1(xi) < T,(x’). By Lemma 4(i) and the assumption that for x, (7) does not hold, 
we get the following contradiction: 
1 cj(xj - x;) < C cj(xj - x j) < C Cj Tz(X’) - ma@.i - xj) 
jeZ jeJ ( >[ jsZ jeZ 1 
= ( > 1 Cj min(Xj - Xfi), jaZ jeZ 
where the equality follows from the fact that T,(x’) = max k.z(& - XL) = Uj - Xj for 
j E 2. Hence, in the considered case, (7) holds for each x E X and 1 < i < r. 
Case T,(x’) 2 T2(xi). Let 
Co = mill (l/m)1 (Xk - xi’,% (Xk - x:, . 
keJ 
It follows from the definition of w that Xj - xj - o 2 0 for each j E 2. Moreover, in 
accordance with the description of Algorithm Al, 2 c A, which implies Cj 2 cd forj E 2. 
Combining the last observations, we get 
which, together with Lemma 4(ii), yields 
1 Cj (Xj - Xj) > cd c ( - Xi) + 
jEJ js, xJ J [(,Fig)-zq- 
=mcd(l/m)~~-x:)+[(&cj)-zcd]orc_w, @) 
the last inequality in (8) follows from the definition of w. 
Consider the case where 2 # 8. Then, T,(x’) = T2(x’). By the inequality (8) and the 
assumption that for x, (7) does not hold, we get the contradiction 
C NPn 0 < C Cj(Xj - Xi) 
jsJ 
< cw~ (l/m)zJ(uj - Xj) - max (l/m) ;J(Uj - Xj), yz(Uj - Xj) II 
= c,,min I (l/m) C (Xj - x;), To - yEy(Qj - Xj) jeJ I 
= c,,rnin (l/m)C (Xj - Xi), IIli;(Xj - xj) = GWII~- 
jsJ 
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Similarly, if Z = 0, then applying (8) and using the assumption that for x, (7) does not 
hold, we obtain another contradiction: 
cd C (Xj - Xf) = C,,W ~ C Cj(Xj - X5 
jeJ jeJ 
< t?tCd 
[ 
(l/m) 1 (Uj - Xi) - (I/m) 2 (Uj - Xj) 
jsJ jEJ 1 = cd 1 (Xj - X:). 
jsJ 
Therefore we come to a conclusion that in the considered case, (7) holds for each x E X 
and 1 < i < r. This, together with the result obtained previously, completes the 
proof. 0 
Having an efficient point (ai, cc& one can determine the compression x E X and the 
schedule S(X) E S(x) satisfying tll = C@(x)) and CQ = K(x) in the following way. Let i be 
such that C i+l < CQ < C’. Then x = xi + [(C’ - CQ)/(C’ - C’“)](x’” - x’), and 
next, applying the algorithm of McNaughton [4] to jobs with processing times aj - xj, 
j E J, we obtain the desired schedule s(x). 
5. Computational complexity 
In this section we discuss the computational complexity of Algorithm Al. In the sequel, 
we shall say that job j becomes critical (becomes fully shortened) in iteration i, if j is not 
critical (is shortenable) at the beginning of the iteration i, and it is critical (is fully 
shortened) at the end of this iteration. 
At least one of the following three events occurs in each iteration i of Algorithm Al: 
(A) at least one job becomes fully shortened; the condition A = A, or A = A4 is satisfied; 
(B) at least one job becomes critical; the condition A = A2 holds; 
(C) the inequalities T,(x’) < T,(x’) and Tl(xi+‘) = TZ(xi+‘) are satisfied; the condi- 
tion A = A3 holds. 
We first show that the following two assertions hold. 
Assertions. (a) Each job becomes fully shortened at most once. 
(b) Each job becomes critical in at most wo iterations, and ifthis happens in exactly two 
iterations, then one of those iterations is the last one, r. 
Proof. Assertion (a) is obvious. In what follows we show that assertion (b) is true. We 
begin with the following preliminary result. 
claim 3. Zfin iteration k, Tl(xk) 2 T2(xk) and a d-job g is not critical, then job g is not 
critical in iterations k’ = k + 1, . . , r; 1 < k < r - 1. 
Note that Claim 3 does not exclude that g may become critical in iteration r. 
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Proof. Assume that 2, z, A4 and d refer to iteration k. 
If A = A4, then job g is fully shortened in iteration k, and therefore, in accordance with 
the stop condition, it may become critical only in the last iteration Y. That is, g is not 
critical in iterations k’ = k + 1, . . . , r. 
Let A < A4. If m - z - 1 < 0, then applying Lemma 2 and Eq. (6) for i = k, d = g, we 
obtain 
Ck = T,(xk) 2 a, - xi - (m - z - l)A4 > a, - xi - (m - z - 1)A. 
Ifm-z-l>O,then 
Ck > a, - xi 2 ua - xi - (m - z - l)A, 
where the first inequality follows from Lemma 2 and the fact that g is not critical. The 
above inequalities imply Ck+ ’ = Ck-AduaB-xi-(m-z)A=u,-xi+‘. Thus, if 
A < A4, then job g is not critical in iteration k + 1, and furthermore, it is a d-job in this 
iteration. Applying recurrently the above reasoning, we get the desired result. 
Consider a job j and denote by h, 1 < h < r, the first iteration such that j is critical in 
iteration h - 1 and is not critical in h. If such h does not exist or h = r, then (b) is obviously 
true. Otherwise, the following two cases are possible: either j is a d-job in iteration h or it is 
not. 
Case when job j is a d-job in h. Then T,(xh) > T2(xh), and applying Claim 3 for k = h 
and g = j, we get that j is not critical in iterations k’ = h + 1, . . . ,r. It may become 
a critical job in the last iteration r. 
Case when job j is not a d-job in h. Applying the opposite form of Claim 1 to k = h - 1 
and g = j, we get T1(xh-‘) > TZ(xh-r ). This and the opposite form of Claim 2 (for 
k = h - 1, g = j) implies that job j is a d-job in iteration h - 1. According to the 
description of Algorithm Al, ifjob j is a d-job in iteration h - 1, then it is a d-job, or it is 
fully shortened job in iteration h. In the former, we get a contradiction with the 
assumption, and in the latter, we conclude that j may again become a critical job only in 
the last iteration r. This completes the proof of assertion (b). 0 
The above considerations may be summarized as follows: 
(Al) Event A can happen in at most n iterations. Ifit occurs in exactly n iterations, then 
one of them is the last iteration r. This follows from (a) and the fact that at least 
one job must be shortened in the last iteration. 
(Bl) Event B occurs in at most 
- n iterations, if Ti(x’) < T2(x1); if B happens in exactly n iterations, then one of 
them is the last iteration; 
- n + 1 iterations, if T,(x’) > T,(x’); if B happens in exactly n + 1 iterations, 
then one of them is the last iteration. 
This follows from (b), and in the case when T,(x’) < T2(x1), additionally from the fact 
that at least one job is critical at the beginning of the first iteration. 
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(Cl) Event C 
- occurs in at most one iteration, if Ti(x’) < T*(x’); 
- does not occur, if Ti(x’) > T2(x1). 
This assertion is implied by Lemma 3. 
It follows from (Al), (Bl) and (Cl) that event A V B V C can happen in at most 2n 
iterations. Since this event occurs in each iteration of Algorithm Al, we get that r < 2n. 
It can be easily verified that applying Algorithm Al to the following example: m = 2, 
Ui = 2”-‘(n - 1) + 1, Ui = ai - 1, Ci = i, i = 1 , . . . ,n. we obtain I = 2n. This example is 
a general form of the problem instance given in Table 1, see also Fig. 1. In the example, 
event A occurs n times, event B, n - 1 times, and C occurs once. 
Since the number of breakpoints of the efficient frontier E is equal to Y + 1, we have 
proved the following theorem. 
Theorem 2. The ejicientfiontier E has at most 2n + 1 breakpoints, which is a tight bound. 
Finally, we observe that each iteration of Al requires O(n) time which, together with 
the above result, implies that the computational requirement of Algorithm Al is 0(n2). 
6. Preemptive scheduling of uniform machines 
In this section we consider the problem of determining an efficient frontier in the 
problem with parallel uniform machines. We show that Algorithm Al derived for parallel 
identical machines extends to the two-machine problem with parallel uniform machines, 
and in the general situation we propose a procedure for generating an s-approximation of
the set E. The procedure is based on a simple greedy algorithm for solving the problem of 
minimizing the processing cost under limited completion time. 
In the system with m uniform machines, let the speed machine i be siy 1 < i d m. 
Without loss of generality we assume s1 2 s2 > ... > s,. Denote pj = aj - xj, j E J; 
processing time pj of job j takes its value from the time interval [Uj - Uj, aj]. The 
processing time of job j on machine i is pj/Si. In sequel we assume that n > m. By the 
well-known result for preemptive scheduling of uniform parallel machines, see e.g. [3], 
given x E X, the minimum value of the completion time is given by 
where rc = (rc(l), . . . ,x(n)) is the permutation of 
Gonzalez and Sahni [3] give an algorithm which finds an optimal preemptive schedule 
s*(x) in O(n + mlogn) time; the procedure yields a schedule with no more than 2(m - 1) 
preemptions. 
We first observe that the result of Lemma 1 remains valid for the uniform parallel 
machines if one substitutes F(x) for max (T, (x), T2(x)} in the definition of 8. 
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Consider the two-machine problem and assume, without loss of generality, that sr = 1. 
In this case, (9) can be rewritten as 
C’(s*(X)) =mm C Pj/(l + S2) , 
jeJ 
which, assuming m := 1 + s2, has exactly the same form as C@*(x)) in the two-machine 
problem with identical parallel machines. Since in Algorithm Al and in the proofs of 
Theorems 1 and 2 it is assumed that m may take any positive real value, we have the 
following corollary. 
Corollary 1. Algorithm Al with m:= 1 + s2 can be applied to the two-machine case of the 
problem with uniform parallel machines and the results of Theorems 1 and 2 extend to this 
case. 
For the m-machine problem with uniform parallel machines, m > 2, we propose 
a procedure which generates an e-approximation (e-kernel) of the set E. As in Tuzikov [7], 
this procedure requires olving a problem of least processing cost under limited comple- 
tion time in each step. Tuzikov formulates this optimization problem as certain linear 
program and suggests for its solution standard methods. Here, we reduce this problem to 
other linear program and propose a greedy algorithm with time requirement 
O(n max{m,logn)). 
In what follows, we describe this approach. For arbitrary E > 0, a set E, is called an 
e-approximation of E if E, c 1;2 and for each (a1 ,~4~) E E, there exists (a;, a;) E E, such that 
cr; < aI + E and cr; < a2 + E. Consider the following problem of least processing cost 
under limited completion time, 
(MC) For given r, find x(r) E X such that K(x(z)) = min{K(x): x E X, F(x) < r}. 
Clearly, (MC) has a solution if and only if r > F(u). It can be easily verified that 
the function K(x(r)), r > F(u), is convex and nonnegative. This, together with the fact that 
K(x(r)) = 0 for r > F(O), and X(x(r)) > 0 for F(u) 6 r < F(O), implies E = 
&3(x(9)): 0 u < z 6 F(O)}. The following algorithm generates an a-approximation ) 
E, = {(C1,K1),(C2,K2),...,(C”1,K”1)} of the efficient frontier E, where 
r = L(F(0) - 0.4)/e 1. 
Algorithm A2 
(*Initiation*) Set x1:= 0, Cl:= F(O), K’ := 0, k:= 2, Ck:= C’ - E 
while Ck 2 F(u) 
hnd a solution x(r) to the problem (MC) with r:= Ck, 
set xk:= x(Ck), K“:= K(xk), Ck+’ = Ck - e, and k:= k + 1 
It follows from the description of A2 and from the above considerations that E, c E. 
Schedule s(xk), 1 < k < r + 1, for which C’(s(xk)) = Ck can be found by applying the 
algorithm of Gonzalez and Sahni [3] to jobs with processing times aj - x5, j E J. 
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The time complexity of A2 depends trongly on the optimization technique used for 
solving the problem (MC). Initiation requires O(n + mlogn) time and the remaining 
computational time is equal to the number of iterations L(F(O) - F(U))/&] multiplied by 
the time requirement of the algorithm used to solve (MC). 
Optimization problem (MC) can be rewritten as the following LP problem. 
In sequel, we assume that jobs are renumbered such that c1 3 c2 > ... B c,. It is 
also convenient to substitute variables Pj for xi in (MC); in this setting, K(x) = 
I;= 1 CjXj = C ;= 1 Cj(Uj - pj). 
n 
(MCI) rn;x 2 CjPj 
J j=l 
s.t. aj - Uj < pj < aj, j E J, (10) 
suchthatl<j,<j,< ... <jt<n;l<r<m-l, (11) 
(12) 
In what follows, we propose a greedy procedure, called Algorithm A3, for solving (MCl). 
The procedure starts with pj = Uj - uj, j E J, and performs n iterations. In iteration j, pj is 
increased as far as at least one of the constraints (lo)-(12) becomes active. 
Algorithm A3 
(* Assumptions: cl >, c2 >/ ... > cn, r 3 F(u) - there exists a feasible solution*) 
(*Initiation*) Set py:= Uj - Uj for j E J. 
for j:= 1 to n 
find permutation j of J\{ j} such that plcl, > p$2) > ... z pEjcn-l), 
set py:= min{aj,tinl $tsm((Z~:=l Sk - xf$‘l $,(k))}, where f(t) = t - 1 if 
l<t<m-l,andf(t)=n-lift=m. 
Theorem 3. Algorithm A3 jinds a solution to problem (MCl). 
Proof. It is obvious that pj”, j E J, generated by A3 satisfy (lo)-(12). Let us assume that Pj, 
j E J, satisfy (10)-(12). We need to prove that Cj”= 1 cjpy 2 CJ= 1 Cjpj. TO this end it 
suffices to show that 
jil pj” Z jil pj for 1 < i < It. (13) 
This follows from the assumption that c1 > c2 2 ... > c, and the fact that the objective 
function in (MCl) can be rewritten as follows: 
n n-l I ” 
jzl c.iYi = zl ki - G+l) jzl Yj + cnj;l Y? 
254 E. Nowicki, S. Zdrzalka / Discrete Applied Mathematics 63 (1995) 237-256 
We now show that (13) holds. Consider some i, 1 < i < n, and define the set D = {j: 
1 <j < i, p$’ < aj>s It follows from A3 that ifj E D, then there exists 1 < tj < m such that 
For each j E D, we define Hj = (Zj( I), Xj(2), . . . , s(f(tj)))u{ j >. It is clear that for each 
j E D, 
pf = ak - uk forkEHjandk>j. 
From (14), (15) and the equality tj = min{mf(tj) + l}, we have 
(15) 
,;.P: = 7 zl Sk, j E D. 
I 
Observe now that the following property holds. 
Clailll4. Let YjcJforj=1,2. 
V 
(16) 
min{m.IbuYzl) 
c p:% c Sk. 
ksY,uYz k=l 
Proof. Let1=IY,nY,J,Ei=(Y1(and12=IYzI.Clearly,IY,uYz(=Z1+12-E,E~11 
and 1 d 12. If m G l1 or m < l2 then the assertion is obvious. Suppose that Ii < m and 
l2 < m. We have 
c pk” =ksy Pk” +kFy Pk” - c pk” > z 5 Sk + $ Sk - c pk” 
keY,uY2 1 2 keY,nY, k=l k=l kEY,nY, 
=&+r 2 Sk+&- 1 p;>$sk+r 5 Sk 
k=l k=l+l k=l kcY,nY2 k=l k=I+l 
II min(m.h +Zz -I) 
>rcsk+z c 
min{m,IYiuY2II 
Sk = 7 
k=l 
1 Sk, 
k=lt+l k=l 
where the first inequality follows from the assumption, the second follows from the fact 
that pz, k E J, satisfy (11) and (12), and the last inequality is implied by the assumption 
thatsl>sza ..‘>s,,,. 
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Let us introduce the sets w = lJjeDHj, HI, = Wn{l, . . . ,i> and 
Wz = Wn(i + l,... , n>. Applying recurrently Claim 4 to Eq. (16), we obtain 
min{m,lwl) 
c p:>r c Sk. (17) 
keH k=l 
If j E D, then j < i, and by (15), pi = ak - uk for k E Hj and k > i. Therefore pt = ak - a,$ 
for k E W2. In consequence, (17) can be rewritten as follows: 
min{m.lMl} 
c p,” + 1 hk - uk) 2 T 1 Sk. (18) 
keM, koH, k=l 
Since pj, j E J, satisfy (10)<12), we have 
min{m,lW] 
’ k:l 
Sk 2 1 Pk 2 1 pk + c hk - uk). (19) 
keW keH, kekQ, 
Let I3 = {l,... ,i}\W,. In view of the definition of D and Wr, D t WI t {l,...,i}, and 
therefore B c {l,..., i}\D. By the definition of D, pi = ak for k E {l,...,i}\D. Combin- 
ing the last two observations and (10) we conclude 
Clearly, {l,..., i} = BuW,. This, (18) and (19) imply 
2 kFBPk + c Pk = c Pk, 
keW, k=l 
which completes the proof. !J 
We now discuss the computational complexity of 
that k E B iI@& pk” = ‘& > pk. 
,; bk - uk) 
* 
A3. First observe that for deter- 
mining py, it suffices to have m largest jobs and the sum of lengths of all jobs. Having 
m largest jobs and the sum of all lengths at the beginning of iteration j, computation 
of pj”, and determining the new m largest jobs and updating the sum of job lengths 
require O(m) time. Initiation, sorting m largest of n jobs and computing the sum of 
initial lengths, which has to be done only once, require O(n + mlogn) time. Thus 
we conclude that the computational requirement of A3 is O(nm). This complexity 
analysis does not include the time to sort the jobs in the order of nonincreasing cj. 
If this is to be done, then the complexity becomes O(nmax{m,logn}). 
In view of the above considerations we come to a conclusion that an s-approxi- 
mation E, of the efficient frontier E is generated by Algorithm A2 in 
O(n log n + L(F(O) - F(u))/eJnm) time. 
There remains an open question whether the problem of determining an efficient 
frontier in the problem with parallel uniform machines can be solved in polynomial 
time. 
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