In this paper, we propose a new class of bivariate distributions, called the bivariate discrete inverse Weibull (BDsIW) distribution, whose marginals are discrete inverse Weibull (DsIW) distributions. Some statistical and mathematical properties are presented. The maximum likelihood method is used for estimating the model parameters. Simulations are presented to verify the performance of the direct maximum likelihood estimation. Finally, two real data sets are analyzed for illustrative purposes.
Introduction
The Weibull (W) distribution is one of the most popular and widely used distributions for failure time in reliability theory (see, Weibull (1951) ). The cumulative distribution function (CDF) of W distribution is given by Π(x; ν, ζ) = 1 − e −νx ζ ; x > 0,
where ν > 0 is scale parameter and ζ > 0 is shape parameter. Clearly, the exponential (E) distribution and the Rayleigh (R) distribution are special cases for ζ = 1 and ζ = 2 respectively. Unfortunately, the shape of the hazard rate function (HRF) of W distribution can be only increasing, decreasing or constant. So, more modifications and generalizations of W distribution are presented in the statistical literature to describe various phenomena in different fields, because in many applications, empirical hazard rate curves often exhibit non-monotonic shapes such as a bathtub, unimodal and others. For example:
1. Keller et al. (1985) proposed inverse Weibull (IW) distribution. The CDF of IW distribution is given by Π(x; ν, ζ) = e −νx −ζ ; x > 0. 
where λ > 0 is an accelerating parameter. The exponentiated MW distribution was proposed by Jalmar et al. 
where γ > 0 is scale parameter. The exponentiated 
where β ∈ (0, ∞) − {1} is shape parameter. 
where η > 0 is shape parameter. 
where ρ > 0 is shape parameter. The mixure of 2-EGW-Gz distribution was studied by El-Bassiouny et al. (2016) .
Moreover, some discrete versions of E, R, W distributions and its generalizations have been presented in the literature because in several cases, lifetimes need to be recorded on a discrete scale rather than on a continuous analogue. So, discretizing continuous distributions has received much attention in the literature. For example:
1. Toshio and Shunji (1975) introduced discrete Weibull (DsW) distribution. The probability mass function (PMF) of DsW distribution is given by
where 0 < θ < 1. Clearly, the discrete Rayleigh (DsR) distribution is a special case for ζ = 2, which was presented by Dilip (2004).
2. Gómez-Déniz (2010) proposed generalization of geometric (GGo) distribution. The PMF of GGo distribution is given by
The GGo distribution reduces to geometric or discrete exponential (DsE) distribution when γ = 1.
3. Jazi et al. (2010) introduced DsIW distribution. The PMF of DsIW distribution is given by
4. Vahid et al. (2013) proposed discrete generalized exponential type II (DsGE-T2) distribution. The PMF of DsGE-T2 distribution is given by
5. Vahid and Hamid (2015a) introduced exponentiated discrete Weibull (EDsW) distribution. The PMF of EDsW distribution is given by
6. Vahid et al. (2015b) proposed discrete beta exponential (DsBE) distribution. The PMF of DsBE distribution is given by π(x; θ, γ, ζ) = cθ
where
On the other hand, in many practical situations, it is important to consider different bivariate continuous and discrete distributions that could be used to model bivariate lifetime data in many fields. So, several bivariate continuous and discrete distributions are available in the statistical literature. For example, Lee (1997) , Karlis In this regard, we focus the aim of this paper on presenting a flexible discrete bivariate distribution called BDsIW distribution, which can be usefully applied not only by statisticians, but also by data analysis in many different disciplines, such as sports, engineering, and medical applications. The proposed discrete model can be obtained from 3-independent DsIW distributions by using the maximization method as suggested by Lee and Cha (2015) . The main reasons for introducing BDsIW distribution are:
1. The proposed model is a very flexible bivariate discrete distribution, and its joint PMF can take different shapes depending on the parameter values.
2. The generation from the proposed model is straight forward. So, the simulation experiments can be performed quite conveniently.
3. The marginals of the proposed model are DsIW distributions. Hence, the marginals are able to analyze the hazard rates in the discrete case.
4. The DsE and DsR distributions are special cases from the proposed model.
The BDsIW Distribution and Its Statistical Properties

Definition and interpretations
Suppose W 1 ∼ DsIW(θ 1 , ζ), W 2 ∼ DsIW(θ 2 , ζ) and W 3 ∼ DsIW(θ 3 , ζ) and they are independently distributed. If
, then we can say that the bivariate vector X = (X 1 , X 2 ) has a BDsIW distribution with the parameter vector Ψ = (θ 1 , θ 1 , θ 1 , ζ) T . We will denote this discrete bivariate distribution by BDsIW(θ 1 , θ 1 , θ 1 , ζ). If X ∼ BDsIW(θ 1 , θ 1 , θ 1 , ζ), then the joint CDF of X for x 1 , x 2 ∈ N 0 and for x 3 = min{x 1 , x 2 } is given by
The marginal CDFs for BDsIW distribution can be represented as follows
The corresponding joint PMF of X for x 1 , x 2 ∈ N 0 is given by
The expressions f 1 (x 1 , x 2 ; Ψ), f 2 (x 1 , x 2 ; Ψ) and f 3 (x; Ψ) for x 1 , x 2 ∈ N 0 can be easily obtained by using the relation Figure 1 shows the plots of the joint PMF of BDsIW distribution for different parameter values. From Figure 1 , it is clear that the joint PMF can take different shapes depending on the model parameter values. Assume X ∼ BDsIW(θ 1 , θ 2 , θ 3 , ζ), then the joint reliability function of X can be expressed as
and
Moreover, the bivariate hazard rate function (BHRF) of X can be represented as
where r j (.; Ψ) = fj (.;Ψ) Rj (.;Ψ) ; j = 1, 2, 3. Figure 2 shows the plots of the BHRF of BDsIW distribution for different parameter values. From Figure 2 , it is clear that the joint BHRF can take different shapes depending on the parameter values. Assume X 1 < X 2 , then the HRF of the conditional distribution X 1 given X 2 > x 2 is given by
and the HRF of the conditional distribution X 2 given X 1 > x 1 is given by
Similarly, when X 2 < X 1 , then
On the other hand, assume a parallel system contains 2-component. Then, we can defined the BHRF as a vector which is useful to measure the total life span of a 2-component as follows
where r(x) gives the HRF of the system using the information that the 2-component has survived beyond x, r 12 (x 1 |x 2 ) gives the HRF span of the first component given that it has survived to an age x 1 and the other has failed at x 1 . Similar argument holds for r 21 (x 2 |x 1 ), (see Cox (1972) 
The following shock model and maintenance model interpretations can be provided for BDsIW distribution. 
Some statistical properties
Assume X ∼ BDsIW(θ 1 , θ 2 , θ 3 , ζ), then X 1 and X 2 are positive quadrant dependent (PQD) where
Furthermore, for every pair of increasing functions f X1 (.) and f X2 (.), we get Cov {f X1 (X 1 ), f X2 (X 2 )} ≥ 0; see for example Nelsen (2006) . Let us recall that, the function k(u, v) : R×R → R, is said to have the total positivity of order two
It is consider a very strong and an important property in lifetime testing, see for example Hu et al. (2003) . Assume x 11 , x 21 , x 12 , x 22 ∈ N 0 and x 11 < x 21 < x 12 < x 22 from X ∼ BDsIW(θ 1 , θ 2 , θ 3 , ζ), then the joint reliability function of X satisfies the T P − O 2 property where
Similarly, when x 11 = x 21 < x 12 < x 22 , x 21 < x 11 < x 12 < x 22 etc. Now, we present some statistical properties of the proposed model in a form of results. Result 1. If the bivariate vector X = (X 1 , X 2 ) has the BDsIW(θ 1 , θ 2 , θ 3 , ζ), then
2. The stress-strenght probability is given by
3. The median of X 1 and X 2 is given by
where U has a uniform U (0, 1) distribution.
4. The coefficient of median correlation between X 1 and X 2 is given by
5. The conditional PMF of X 1 given X 2 = x 2 , is given by
6. The conditional CDF of X 1 given X 2 ≤ x 2 , is given by
Proof. The proofs are quite standard and the details are avoided.
.., n and they are independently distributed. If
Proof. It is easy to proof that using the joint CDF. Result 3. If the bivariate vector X ∼ BDsIW(θ 1 , θ 2 , θ 3 , ζ), then the joint probability generating function (PGF) of X 1 and X 2 can be written as infinite mixtures,
Proof. The proof can be easily obtained by using the fact that
Hence, different moments and product moments of BDsIW distribution can be obtained, as infinite series, using the joint PGF.
3 Statistical Inference
Maximum likelihood estimation (MLE)
In this section, we use the maximum likelihood method to estimate the unknown parameters θ 1 , θ 2 , θ 3 and ζ of BDsIW distribution. Suppose that, we have a sample of size n, of the form {(x 11 , x 21 ), (x 12 , x 22 ), ..., (x 1n , x 2n )} from BDsIW distribution. We use the following notations:
k=1 n k . Based on the observations, the likelihood function is given by
The log-likelihood function becomes
The MLEs of the model parameters can be obtained by computing the first partial derivatives of Equation (35) with respect to θ 1 , θ 2 , θ 3 and ζ and then putting the results equal zeros. We get the likelihood equations as in the following form
where Φ 2 (x; θ, ζ) = x −ζ θ x −ζ −1 and Φ 3 (x; θ, ζ) = x −ζ θ x −ζ −1 ln(x) ln(θ). The MLEs of the parameters θ 1 , θ 2 , θ 3 and ζ can be obtained by solving the above system of four non-linear equations from Equation (36) to Equation (39) . The solution of these equations is not easy to solve, so we need a numerical technique to get the MLEs.
Simulation results
In this section, we introduce some simulation results to show how the proposed MLE performs for different sample sizes and for different parameter values. So, we have taken two sets of parameter values: θ 1 = 0.8, θ 2 = 0.4, θ 3 = 0.4, ζ = 0.5 and θ 1 = 0.6, θ 2 = 0.25, θ 3 = 0.3, ζ = 0.9. The population parameters are generated using software "Mathcad prime 3" package. The sampling distributions are obtained for different sample sizes n = [50, 100, 150, 250, 400] from N = 500 replications. In each case we have generated a random sample from the BDsIW(θ 1 , θ 2 , θ 3 , ζ) with the given sample size and the parameter values. Tables 1 and 2 obtain the average estimates (AvE) and the mean squared errors (MSEs) of the different parameters. Based on the simulation results, it is observed that as n increases, the MSE decreases. Moreover, the AvE and initial values are approximately equal. So; the MLE can be used quite effectively for data analysis purposes.
Data analysis
In this section, we explain the experimental importance of BDsIW distribution using two applications to real data sets. In each data, we shall compare the fits of BDsIW distribution with some competitive models. The tested distributions are compared using some criteria namely, the maximized log-likelihood ( −L ), Akaike information criterion (AIC), corrected Akaike information criterion (CAIC), bayesian information criterion (BIC) and Hannan-Quinn information criterion (HQIC). Further, we can use the Pearson's chi-square goodness-of-fit test for grouped data to test the goodness of fit of a proposed bivariate distribution. But the sample size must be sufficiently large in order to apply this test. For this reason, we did not use this test in the two data sets analyzed here.
The first data: Football data
This data is reported in Lee and Cha (2015) , and it represents a football match score in Italian football match (Serie A) during 1996 to 2011, between ACF Fiorentina(X 1 ) and Juventus(X 2 ). This data is reported in Table 3 . 
We shall compare the fits of BDsIW distribution with some competitive models like BDsE, BDsR, BDsW, bivariate Poisson with minimum operator (BPo min ), bivariate Poisson with 3-parameter (BPo-3P), independent bivariate Poisson (IBPo), BDsIE, and BDsIR distributions. Before trying to analyze the data using BDsIW distribution, we fit at first the marginals X 1 and X 2 separately and the min(X 1 , X 2 ) on this data. The MLEs of the parameters θ and ζ of the corresponding DsIW distribution for X 1 , X 2 and min(X 1 , X 2 ) are (0.237, 2.798), (0.095, 2.601) and (0.310, 3.103) respectively. Moreover, the −L values are 30.86, 33.73 and 28.02 respectively. Figure 3 shows the estimated PMF plots for the marginals X 1 , X 2 and min(X 1 , X 2 ) using this data. Figure 3 . The estimated PMF for the marginals X 1 , X 2 and min(X 1 , X 2 ) using football data set.
From Figure 3 , it is clear that DsIW distribution fits the data for the marginals. Now, we fit BDsIW distribution on this data. The MLEs, −L, AIC, CAIC, BIC, and HQIC values for the tested bivariate models are reported in Table 4 . From Table 4 , it is clear that BDsIW distribution provides a better fit than the other tested distributions, because it has the smallest values among −L, AIC, CAIC, BIC and HQIC. Since, BDsIE and BDsIR distributions are special cases from BDsIW distribution. Hence, we want to perform the following two tests:
Test 2:
The likelihood ratio test statistics (Λ), d.f and p-values for BDsIE and BDsIR distributions are given in Table 5 . We can conclude that H 01 and H 02 are rejected with 5% level of significance. Hence, BDsIE and BDsIR distributions cannot be used for this data set. So, we prefer BDsIW distribution for analyzing this data. Figure 4 shows the estimated joint PMF for BDsIW, BDsIE and BDsIR distributions using this data, which support the results of Table 5 . Figure 4 . The estimated joint PMF for BDsIW, BDsIE and BDsIR distributions using football data set.
The second data: Nasal drainage severity score
This data is reported in Davis (2002) , and it represents the efficacy of steam inhalation in the treatment of common cold symptoms (0 = no symptoms; 1 = mild symptoms; 2 = moderate symptoms; 3 = severe symptoms). This data is presented in Table 6 . Figure 5 shows the estimated PMF plots for the marginals X 1 , X 2 and min(X 1 , X 2 ) using this data. Figure 5 . The estimated PMF for the marginals X 1 , X 2 and min(X 1 , X 2 ) using nasal drainage severity score.
From Figure 5 , it is clear that DsIW distribution fits the data for the marginals. Now, we fit BDsIW distribution on this data. The MLEs, −L, AIC, CAIC, BIC, and HQIC values for the tested bivariate models are reported in Table 7 . From Table 7 , it is clear that BDsIW distribution provides a better fit than the other tested distributions. Table 8 shows the Λ and p-values for BDsIE and BDsIR distributions using nasal drainage severity score data set. Figure 6 shows the estimated joint PMF for BDsIW, BDsIE and BDsIR distributions using this data, which support the results of Table 8 . Figure 6 . The estimated joint PMF for BDsIW, BDsIE and BDsIR distributions using nasal drainage severity score.
Conclusions
In this paper, we presented a flexible bivariate discrete distribution called BDsIW distribution. The proposed model has the marginals, which are DsIW distributions. The joint CDF and joint PMF have simple forms; therefore, this new discrete model can be easily used in practice for modelling bivariate discrete data. Some statistical and mathematical properties of the proposed discrete model are studied. Moreover, the simulation results indicated that the MLE works quite satisfactorily and it can be used to estimate the model parameters. Also, we analyzed two real data sets and showed through goodness-of-fit tests that BDsIW distribution works quite well in practice in different fields.
