We apply finite element methods to elliptic problems on closed Riemannian manifolds. The elliptic equations on manifolds are reduced to coupled equations on Euclidean spaces by using coordinate charts. The advantage of this strategy is to avoid global triangulations on curved manifolds in the finite element method. The resulting finite element problems can be solved by direct methods or by domain decomposition iterations. We present a convergence theory and some computational results. Our methods are illustrated by a 3-dimensional sphere problem in 4-dimensional Euclidean space. We also give a numerical comparison between the surface finite element method and our methods.
1.
Introduction. Elliptic problems on Riemannian manifolds are important both in analysis and in geometry (see [31, 21] ). So-called geometric partial differential equations appear in many areas, such as multifluid dynamics, micromagnetics, and image processing; cf. [2, 3, 13, 14, 15, 29, 34, 30] . A simple example is the equation
Here Δ S is the Laplace-Beltrami operator defined on an n-dimensional manifold M . When solving such an elliptic equation by the finite element method, a challenge is the construction of a grid on the manifold (e.g., a surface grid); cf. [7, 8, 13, 25, 26, 33] .
We propose an approach different from constructing such grids on manifolds. For our approach, coordinate charts are introduced in the weak form of (1.1). For example, we have
The left-hand side of (1.2) is an integral with respect to the volume form of M , and ·, · is the inner product. (For brevity, we shall omit the volume form in integrals on M throughout this paper.) On the right-hand side of (1.2), g αβ k is the inverse matrix of the metric matrix in a coordinate chart ϕ k : Ω k → M k , and G is the determinant of the metric matrix, where the interiors of M k are disjoint and ∪ k M k = M . The finite element method is applied inside each Euclidean domain Ω k ⊂ R n . The novelty of this approach is to avoid triangulation on curved manifolds by solving problems on Euclidean spaces.
After choosing coordinate charts of the manifolds, we can easily adopt high-order finite elements and/or uniform grids to achieve high-order accuracy and superconvergence, compared with those on surface grids [7, 8, 13, 33] .
When the chosen coordinate charts on M are nonoverlapping and C 1 continuous across the boundary, an elliptic equation can be separated into equations on nonoverlapping subdomains. In this case, the finite element equations can be solved by a direct method, such as the conjugate gradient method. Alternatively, the finite element equations can also be solved by a nonoverlapping domain decomposition iteration. For example, the optimized Schwarz nonoverlapping method [5, 24, 27, 9, 10, 16, 17, 27, 28, 32] can be easily implemented. The same idea appeared in [12] , which computed a global conformal map by a nonoverlapping domain decomposition method. As nonoverlapping charts may not be easily constructed in general (cf. Figure 1 ), we shall also consider overlapping charts. This leads to an overdetermined but consistent variational problem on the continuous level. (Actually, there is one differential equation associated with each subdomain. Suppose a specific point y belongs to different subdomains. Then the solution value u(y) at y will appear in more than one equation, which means the problem is overdetermined. However, since the solution u(y) exists, the problem is also consistent.) On the discrete level, if the finite element grids in different subdomains are identical on the overlapping region, then the discrete problem will be consistent. However, we do not impose such a stringent condition on the overlapping region. Actually, we require only that the nodes in one subdomain Ω k are compatible with those on the boundaries of other subdomains Ω k . In this situation, we can still guarantee that the discrete problem is consistent. Therefore, the discrete problem can be solved by a direct method or by an overlapping domain decomposition iteration.
We choose a problem on a 3-dimensional manifold for the numerical test. The method is to be generalized to solving the Einstein's equations, where the space derivatives are computed on a manifold in a 4-dimensional time-space; cf. [1, 22, 36] . It could be very difficult to construct tetrahedral grids on 3-dimensional manifolds. To the best of our knowledge, such a tetrahedral grid has not been done anywhere for the finite element method. In both our nonoverlapping and overlapping methods, we avoid triangulating both an n-manifold M and the boundaries of its submanifolds M k . In addition, we also compare our method with the traditional finite element method on surface grids by testing a problem on a 2-dimensional sphere. Downloaded 11/20/14 to 155. 33.120.167 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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The outline of this paper is as follows. Section 2 presents a model problem and its variational form. Section 3 defines the finite element method and shows the convergence of the finite element method. Some numerical results are presented in section 4.
A model problem and its two variational problem.
For fixing the idea, we consider the following elliptic model problem on an n-dimensional compact orientable smooth Riemannian manifold M with ∂M = ∅.
where Δ S is the Laplace-Beltrami operator, and b > 0 is a constant. We need to address two issues about (2.1). First, in contrast to a usual elliptic problem on a domain of R n , (2.1) has no boundary condition. If ∂M = ∅, it is necessary to impose some boundary conditions. Second, in contrast to the usual Laplace operator in R n , n α=1
, the Laplace operator Δ S on M cannot be expressed by coordinates globally because M does not have a global coordinate in general. Locally, we can choose a coordinate chart (x 1 , . . . , x n ) for M . In this particular coordinate chart, the Riemannian metric tensor is expressed as
where the matrix (g αβ ) n×n is symmetric and positive definite. The Laplace operator is as follows:
where G = det ((g αβ ) n×n ) is the determinant of the matrix (g αβ ) n×n and (g αβ ) n×n is the inverse of (g αβ ) n×n . In order to translate (2.1) into an equivalent variational problem, we need the volume form and Green formula on an oriented Riemannian manifold with boundary. Locally, the volume form is √ Gdx 1 ∧ · · · ∧ dx n , and
If v is another function, we can compute the inner product, 
. , x n ) √ Gdx 1 · · · dx n , Downloaded 11/20/14 to 155.33.120.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where the right-hand side of the above equality is a multiple integral over a domain in R n . Now we have the following Green formula.
where n is the outward normal vector on ∂M , and ∂S u ∂n = ∇u, n the outward normal derivative.
Just like the situation of R n , we can also define distributions on M which are called currents (see [11, 20] ). Hence Theorem 2.1 can be extended to the case of functions with weak derivatives. We can change (2.1) to a variational form. Since we assume ∂M = ∅ for (2.1), we have ∂M ∂S u ∂n = 0. Thus we get
After choosing coordinate charts for M , we would get a variational form with boundary integrals. Depending on whether such charts are overlapping or not, we have two different variational forms.
Let {ϕ i } be a C 1 nonoverlapping set of coordinate charts on M . That is, there is a finite set of mappings ϕ i such that
where n i is the unit out normal to M i , and γ ij is an (n − 1)-dimensional, smooth manifold. We note that we require ϕ i be continuously differentiable across the boundary so that the boundary integral in the variational form vanishes. But this can be done only for few special manifolds such as n-sphere or n-torus or their smooth perturbations. In general, the coordinate charts might not be made C 1 across nonoverlapping subdomain boundary on M . In this case we would use overlapping charts to cover M , which leads to an overlapping domain decomposition.
Next is the equivalence theorem under nonoverlapping C 1 charts.
is the unique solution of the following variational problem: find 
is the βth component of the unit out normal vector on γ ij,x (resp., γ ji,x ) with respect to Ω i (resp., Ω j ). Again, we note that this posts a strong requirement on the coordinate charts {ϕ i }; i.e., ϕ −1 i and ϕ −1 j are C 1 across γ ij , and γ ij is a smooth (C 1 ) manifold of (n − 1) dimension. As nonoverlapping C 1 coordinate charts (2.4) may not be possible in general, we introduce next overlapping coordinate charts. The purpose is to avoid all integrals and grids on curved boundaries. Let {ϕ i } be an overlapping set of coordinate charts on M :
Here
, the solution u of (2.1) satisfies (2.7). Now we prove the uniqueness of the solution of (2.7). If (2.7) has two solutions u 1 and u 2 , then w = u 1 − u 2 satisfies the homogeneous equation
In particular, its maximum w(y 0 ) = max w(M ) is achieved at some point y 0 within a submanifold M i . Note that every point of M is inside some M i . Thus, by the Hopf theorem [19] , a generalized maximum principle of Gauss (cf. [18] ), we infer w ≡ w(y 0 ) on M i and consequently w ≡ w(y 0 ) on whole M . The one-subdomain variational problem leads to bw = 0. Thus w ≡ 0, which implies u 1 = u 2 .
3. The finite element method in Euclidean space. We use Euclidean coordinates in the finite element method to solve (2.1). Let M be an n-dimensional oriented Riemannian manifold. We partition M into overlapping or nonoverlapping submanifolds, M i (i = 1, . . . , K). Let coordinate charts {ϕ i : Ω i → M i } be defined either in (2.4) or (2.6). Let T (i),h be an n-dimensional triangulation on Ω i : Here a triangulation means that the intersection of any two simplices T 1 and T 2 is a lower dimensional face simplex of both simplices, or an empty set; cf. [6] . For the nonoverlapping charts (2.4), the boundary of Ω i is usually curved. In this case, if we use P 1 elements in (3.2), ∂(∪T ) approximates ∂Ω i to O(h 2 ), which ensures the optimal approximation of the finite element solution. But if we use higher order finite elements in (3.2), T would be an n-dimensional simplex with one curved face. This is the standard isoparametric finite element [4, 6] ; i.e., the finite element reference mapping (not an affine mapping) is a degree k polynomial, the same polynomial order as the finite element space itself. In both cases of nonoverlapping and overlapping coordinate charts, we require a triangulation matching on the interface and the overlapping region (for overlapping charts):
be the finite element space of order k:
Then we glue these finite element functions together:
(See Figure 2 .) In other words, b k is defined piecewise on Ω i and Ω j , and it is defined globally on M via two inverse mappings. The finite element method, discretizing the nonoverlapping variational problem (2.5), is simply solving
where the bilinear forms are defined by 
It is standard to prove the optimal order approximation of the finite element solution.
Theorem 3.1. Let {ϕ i } be a set of nonoverlapping C 1 coordinate charts on M , defined in (2.4) . There is a unique solution u h to the finite element equations (3.4) . It approximates the solution to (2.1) at the optimal order,
where the solution u ∈ C ∞ (M ) is smooth on the compact manifold M , and ϕ :
, we found the coerciveness of the bilinear form
where · a denote the energy norm on Sobolev space H 1 (M ) on the manifold M . By the Lax-Milgram theorem [6] , (3.4) has a unique solution. By the orthogonal projection property,
where we apply (with a little adaptation) the Bramble-Hilbert lemma [6] . However, the bilinear forms in (3.4) cannot be evaluated exactly by numerical quadratures if g αβ i , √ G (i) , and f (ϕ −1 i (x)) are not polynomials. These are called variational crimes. The treatment is standard. That is, each chart Ω i is covered by parametric elements of degree k such that the finite element referencing mappings (cf. [4] ) vanish at the Lobatto boundary nodes (not unique in high space dimension). Then if the boundary of Ω i is piecewise smooth, we have the following bound on the perturbation due to boundary approximation (cf. Theorem 10.2.36 in [4] ):
5)
where each T is an n-simplex with possibly one P k face. Let us denote the parametric finite element space on the perturbed domains byṼ 
Corollary 3.2. Suppose the domains Ω i and bilinear forms are well approximated; i.e., (3.5)-(3.7) hold. Then the perturbed finite element solution converges at the optimal order too:
Next, we introduce a finite element method for (2.1) with overlapping coordinate charts {ϕ i } from (2.6). However, we have a very strong assumption that the grids on Ω i and Ω j are mapped to the same grid on the overlapping portion M j ∩ M i on M in (3.1). This assumption is to simplify the implementation techniques. If the grids on overlapping regions are nonmatching, some nodal interpolation would be introduced to transfer functions from V
h . As usual, we do not consider numerical integration error. Otherwise the grid size h in Theorems 3.1 and 3.3 has to be sufficiently small, depending on the smoothness of M and the smoothness of coordinates ϕ i . The finite element problem for the overlapping variational problem (2.7) is as follows: find u h ∈ V h such that
where a i (·, ·) is defined after (3.4). It approximates the solution to (2.1) at the optimal order,
Proof. The uniqueness of the solution to (3.8) is proved exactly the same way as its continuous version (2.3), as we assume a grid matching (3.1) and no numerical quadrature error. By (3.8),
Due to interior overlapping, for all nodal basis functions
That is, the a-orthogonal projection property is kept in (3.8). Thus
. Downloaded 11/20/14 to 155.33.120.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Numerical experiments. We perform three numerical tests on a sphere S 3 in R 4 with nonoverlapping charts or overlapping charts. We then compare the traditional surface finite element method and the flat finite element method numerically by an S 2 problem. S 3 problem (with C 1 charts) . Let
A global
For nonoverlapping charts (2.4), we cut S 3 along its equator {y 4 = 0} (see Figure 3 ) to get the upper hemisphere M 1 and the lower hemisphere M 2 . We use stereographic projection from the south pole (0, 0, 0, −1) and north pole (0, 0, 0, 1) to give M 1 and M 2 coordinate charts, respectively; see Figure 4 , where S and N are the poles, P is on the sphere, and Q is on the R 3 -hyperplane. We give the coordinates of Q to P , that is,
Under these two coordinate charts, both Ω i for M 1 and M 2 are the 3-dimensional unit ball:
The grids on Ω i are standard multigrids [35] , displayed in Figure 5 .
The Riemannian metric is where |x| 2 = x 2 1 + x 2 2 + x 2 3 . The matrix (g α,β ) 3×3 is 4 (|x| 2 +1) 2 I 3×3 . This computation can be found in many textbooks of Riemannian geometry, for example, p. 33 in [23] . Thus we have, in both M 1 and M 2 ,
We solve the following equation on the sphere S 3 , Table 1 The error (on M 1 ) and order for (4.5) . 
in Ω 1 ,
(4.5)
We compute the problem with conforming P 1 finite element, i.e., k = 1 in (3.2). First, we solve the global finite element directly by the conjugate gradient method. Due to symmetry, only the top half problem is solved. That is, we solve the following problem on half of Ω 1 :
is defined in (3.2) , B 3 is defined in (4.2), and
The number of conjugate gradient iterations are listed in the last column of Table 1 . The convergence order is optimal, as predicted by Theorem 3.1. We note that we have a superconvergence in the H 1 norm (see the seventh column of Table 1 ). This is consistent with the work of [33] , where a surface triangulation is applied to S 2 . But the superconvergence is not proved in our paper here. S 3 problem (with C 1 charts) . We solve (4.4) again, where the exact solution is still (4.5). We experiment using the nonoverlapping domain decomposition method. We solve the finite element equations by the Robin-Robin nonoverlapping domain decomposition method [24, 9, 27, 28] . The coordinate charts for M 1 and M 2 are defined in (4.1) and (4.2),
A nonoverlapping
However, we also have boundary integrals this time. The coordinate charts for ∂M 1 and ∂M 2 are the unit sphere too, but in R 3 , i.e., The Riemannian metric matrix on the boundary integral is just I, the identity matrix. We get the iteration scheme as follows:
h,n − r n j , where λ is a Robin-Robin domain decomposition parameter (we choose 1 for it in the computation), i, j ∈ {1, 2}, u (i) h,n is the nth iteration solution on M i , the operator π i is the trace operator on ∂M i , and
The boundary integral on ∂M i in (4.6) is computed via coordinate charts Ω i and Ω j .
(For more details about the above procedure, see [27] .) The computational results are listed in Table 2 . The number of domain decomposition iterations is listed in the last column. Here the iteration stops until the difference between the last two iterates is less than 10 −5 . Table 2 The error and order by nonoverlapping domain decomposition, (4.5) . 
An overlapping S 3 problem.
As the third numerical test on S 3 , solving (4.4), we choose an overlapping set of charts for the manifold S 3 . Since it would be difficult to make the piecewise charts C 1 across the boundary, it is more practical to consider overlapping charts where the C 1 continuity requirement is relaxed. That is, we use the second method, the overlapping domain decomposition method. In our test, we solve problem (4.4) again with the solution (4.5). This time, ϕ 1 and ϕ 2 are defined the same way as (4.1), except they are extended further to the other half of the sphere, as shown in Figure 6 . We choose Ω i to be a 3-dimensional sphere of radius 2 (not radius 1 as above): 
Table 3
The error (bigger M 1 ) and order by overlapping domain decomposition, (4.10) . We perform an overlapping domain decomposition method to solve (3.4) . That is, given u (2) h,0 = 0, we shall find u (1) h,n and u (2) h,n , n = 1, 2, . . . , by ⎧ ⎨ ⎩ a 1 (u
h ) ∀v (2) h ∈ V (2) , u (2) h,n | ∂M2 = u (1) h,n−1 .
(4.11)
Here a i (·, ·) and (f, ·) are defined in (4.7) and (4.8), respectively. Note that, due to overlapping, the boundary of M 1 is in the interior of M 2 , as shown in Figure 6 . Due to a big overlap, the domain decomposition converges very fast. Only 6 iterations are needed to reach a 10 −5 difference. The numerical results are listed in Table 3 . We note that, because the computation domain is twice as big as in the last computation, a radius 2 ball in 3 dimensions, the errors in Table 3 are bigger than those listed in Tables 1 and 2. We note that the computation starts from grid 3 in Table 3 . This is because we need the boundary data of u (1) h,n from the iterate u (2) h,n−1 at some interior grid points, that is, Table 4 The error of surface finite element method for (4.1) and (4.14) . The exact solution of (4.12) is u = y 3 . (4.14)
Using surface grids shown in the left graph of Figure 7 , we derive surface finite element equations, which are solved by the conjugate gradient iteration. The error between the interpolation and the finite element solution is listed in Table 4 , in the L 2 norm, l ∞ norm, and H 1 seminorm. Here we get a superconvergence for the error in the H 1 seminorm, as proved by [33] , i.e., an order two convergence instead of order one, the optimal order. Now, we use the local-chart finite element method to solve problem (4.12). This time, we have flat grids, shown in the right graph of Figure 7 , the 4th level grid, on
Similar to the first example in subsection 4.1, we have only two charts. Then using symmetry, we solve only half of the problem (top half of (4.1)), where on the chart B 2 the solution (4.14) is u(x 1 , x 2 ) = 1 − |x| 2 1 + |x| 2 , (4.16) Downloaded 11/20/14 to 155.33.120.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and the right-hand side function of (4.12) is f (x 1 , x 2 ) = 4(1 − |x| 2 ) 1 + |x| 2 , (4.17)
where |x| 2 = x 2 1 + x 2 2 . The variational form for (4.12) is
where V (i) is defined in (3.2), a linear finite element space on B 2 . In (4.18),
(4.20) Table 5 The error of flat finite element method for (4.1) and (4.16) . The error between the interpolation and the finite element solution is listed in Table 5 , in the L 2 norm, l ∞ norm, and H 1 seminorm, on B 2 . Here we also have a superconvergence for the error in the H 1 seminorm. But it is not proved in this paper. Comparing Tables 4 and 5, the two methods are about the same. But the implementation of the flat finite element method is much simpler than that of the surface finite element method. Also, in our implementation, the flat finite element method takes only 1.031 seconds CPU time (on a Toshiba laptop, Satellite A135-S4656 of Intel 1.6GHz Celeron M Processor 520 and 512MB DDR2 RAM), but 26.942 seconds CPU time for the surface finite element method, both up to the level 7 computation. We note that about 1/3 of the computation time in the surface finite element method is used for surface grid generation. By our estimate, if all is optimized, the surface finite element method may take about twice as much time as that of the flat finite element method, not 26 times.
