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Abstract
Multigrid applied to fourth-order compact schemes for monodomain reaction–diffusion equations in two dimensions has been
developed. The scheme accounts for the anisotropy of the medium, allows for any cellular activation model to be used, and
incorporates an adaptive time step algorithm. Numerical simulations show up to a 40% reduction in computational time for complex
cellular models as compared to second-order schemes for the same solution error. These results point to high-order schemes as valid
alternatives for the efﬁcient solution of the cardiac electrophysiology problem when complex cellular activation models are used.
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1. Introduction
The study and understanding of cardiac dynamics are crucial for the design of therapies, preoperative planning, as
well as the study of arrhythmias, ﬁbrillation and other cardiac anomalies [16]. These arrhythmias are normally due to
reentry, a phenomenon which involves self-perpetuating circulating electrical wavefronts within the ventricular muscle
[2]. Another common application of electrophysiology is in the inﬂuence of drugs over the action potential duration
and action potential restitution [12] in order to prevent ﬁbrilation and therefore reducing the risk of sudden cardiac
death. In this sense, because the study of heart dynamics in three dimensions in vivo is difﬁcult, computational models
are valuable tools in studying the consequences of therapies, arrhytmogenesis, and cardiac anomalies or injures like
ischemia [10]. The electrical activity of the heart depends on its geometry, muscle ﬁber structure, as well as electric
properties of the cardiac and surrounding tissue. All these features imply complex and costly computational models
which inspire the development of efﬁcient algorithms for the solution of this problem.
Mathematical models of the general cardiac electrophysiology consist of a system of partial differential equations
(PDEs) known as the bidomain model (macro level), coupled nonlinearly to a system of ordinary differential equations
(ODEs) modeling the cellular membrane dynamics (micro level) [27]. It has recently been proved that this system
admits existence, uniqueness, regularity and continuous dependence from initial data of the solution [21]. However,
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numerically, this system is challenging due to the nonlinear nature of the micro–macro level coupling. Furthermore,
the system of PDEs is usually ill-conditioned leading to additional numerical difﬁculties. Therefore, it is a common
practice to seek possible simpliﬁcations by either reducing the complexity of the ODEs or the PDEs. The system of
ODEs can be reduced at the cost of ignoring important physiological processes at the cellular level, yielding simple
polynomial models of the Fitz-Hugh-Naguno type [1,23]. Furthermore, the system of PDEs deﬁning the bidomain
model can be reduced to a single scalar PDE known as the monodomain model [13].
The monodomain model consists of a reaction–diffusion equation with a highly nonlinear reaction term. This par-
ticularity makes the numerical solution of this equation a difﬁcult task. Conventional approximation methods (ﬁnite
difference, ﬁnite elements or ﬁnite volumes) require the use of very ﬁne meshes to capture the propagating front ac-
curately [22,29,20,8,11]. Recently, new attempts have been made using adaptive numerical methods in space and time
to solve multiscale cardiac reaction–diffusion problems [7,28]. However, the amount of computation required by these
methods still limits its use for real-time simulations. Another alternative is found in high-order integrating methods
based on compact ﬁnite difference schemes [26,4]. These schemes are nonstandard in general and operator-speciﬁc.
However, they lead to superconvergent methods for the class of operators and grids for which they are constructed,
and when applied to time-dependent problems, they imply the same computational cost for implicit or explicit time
integration schemes. In particular, when applied on uniform grids they are amenable to be used with multigrid methods
for an efﬁcient solution of the resulting system of equations [4].
In this work, an implicit unconditionally stable fourth-order compact scheme is proposed for solving the electro-
physiology problem in two dimensions. The scheme implements an adaptive time step integration for the reactive term
along with a multigrid strategy for the solution of the system of equations. The resulting scheme yields superconvergent
approximations at the grid points in analytical solutions. In actual electrocardiology applications the scheme shows
savings of up to a 40% in CPU time with respect to traditional strategies.
In the next section, the basic equations deﬁning the electrophysiology problem and cellular models of the action
potential for the reactive term are described. We then present a high-order compact algorithm and give details regarding
the computer implementation. The method is illustrated on three test problems. A one-dimensional problem with
analytic solution is used to demonstrate the superconvergent characteristics of the scheme. As a second application, a
2D square anisotropic ventricular sheet is considered, and the solution of the fourth-order scheme is compared against
second-order ﬁnite difference schemes and quadratic ﬁnite elements. The third example corresponds to a rectangular
sheet of myocardium subjected to regional ischemia, where the fourth- and second-order schemes are again compared.
2. Mathematical model
2.1. Monodomain equation
Cardiac tissue consists of a tightly interconnected mesh of myocytes coupled through a conductive intracellular
space, surrounded by a conductive ﬂuid in the intersticial space between cells. Mathematically this can be viewed
as two interpenetrating spaces (intracellular and intersticial spaces) occupying the same volume and separated each
other by the cell membrane. These spaces can be considered as space averaged conductive regions coupled through the
transmembrane current, and together deﬁning the well-known bidomain model [13,15]. The conservation of current
between the intracellular and intersticial domains is given by
∇ · (Ii + Ie) = 0, (1)
where Ii and Ie are the intracellular and intersticial current densities, respectively. By coupling the two domains through
a volume average current, Iv, the bidomain model can be written as
−∇ · Ii = Iv, (2)
∇ · Ie = Iv. (3)
Further use of Ohm’s and Kirchoff’s laws in vector notation reduces (2) and (3) to
∇ · (Di∇Vi) = Iv, (4)
∇ · (De∇Ve) = −Iv, (5)
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where Di and De are intracellular and interstitial conductivity tensors, respectively, deﬁning the tissue material prop-
erties, and Vi and Ve are intracellular and interstitial electric potentials. Introducing the transmembrane potential
V = Vi − Ve, and eliminating Vi from (4) and (5) the bidomain model reduces to
∇ · [(Di + De)∇Ve] + ∇ · (Di∇V ) = 0, (6)
∇ · [(Di∇V ] + ∇ · (Di∇Ve) = Iv. (7)
The volume-averaged transmembrane current, Iv (A/m3), is related to the transmembrane current, Im(A/m2), by the
membrane surface area to cell volume ratio (1/m) as Iv = Im. The transmembrane current Im is, on the other hand,
given by the sum of a capacitive current plus an ionic current representing the sum of all individual transmembrane
ionic currents
Im = Cm V
t
+ Iion(V ,q), (8)
where Cm is the membrane capacitance, Iion is the sum of all ionic currents and q are the gating variables whose form
determine the complexity of the action potential cellular model. Therefore, the bidomain model of electrophysiology
reduces to
∇ · [(Di + De)∇Ve] + ∇ · (Di∇V ) = 0, (9)
∇ · [(Di∇V ] + ∇ · (Di∇Ve) = 
(
Cm
V
t
+ Iion(V ,q)
)
. (10)
Under conditions of equal anisotropy (i.e., De = kDi, where k is a constant), the bidomain model reduces to the
monodomain model [13]
∇ · (D∇V ) = 
(
Cm
V
t
+ Iion(V ,q) + Istim
)
, (11)
where
D = k
1 + kDi, (12)
and Istim is a stimulation current used to initiate depolarization. Model (11) is simpler to analyses and less com-
putationally demanding than (9) and (10); however, it fails in providing a way to introduce extracellular potentials.
However, we shall mention that alternative procedures are available for decoupling problem (9) and (10) which avoids
any assumption regarding the conductivity ratios [6,9].
Regarding boundary conditions, Eqs. (9) and (10) are subjected to the following zero ﬂux conditions at the boundary
of the tissue, 
nT · Di∇V = 0, x ∈ , t > 0, (13)
nT · De∇V = 0, x ∈ , t > 0. (14)
For the monodomain model (11), boundary conditions (13) and (14) reduce to
nT · D∇V = 0, x ∈ , t > 0. (15)
The initial condition for both models are usually regarded as V (x, 0) = 0.
2.2. Cellular models
Cellular models play an important role in electrophysiology simulations since they are responsible for the ionic
current, Iion. In recent years a tremendous amount of research has been invested in this particular ﬁeld [17]. More
recent models tend to be quite complicated, incorporating a large number of gating variables and ionic currents which
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Fig. 1. Action potential and ionic current for the Rogers and McCulloch cellular model.
increment the computational cost of solving the system of ODEs (8). In this work we will consider two different models
for the action potential, the Rogers and McCullock [23] model and the Luo–Rudy phase II [19,18,24] model.
• Rogers and McCulloch model.
This model considers a single gating variable with a polynomial function describing the ionic currents.
Iion(V , t) = GV
(
1 − V
Vmax
)(
1 − V
Vp
+ 1Vq
)
, (16)
where G, 1, 2, 3 are positive real numbers, Vmax is the potential threshold, Vp is the peak potential and q is the
gate variable which obeys the ﬁrst-order ODE
q
t
= 2
(
V
Vp
− 3q
)
. (17)
Fig. 1 shows the cell action potential, V (transmembrane potential) and ionic current Iion for this particular model.
• Luo and Rudy phase II model.
In the model proposed by Luo and Rudy [19,18,24], the ionic currents are described with a high degree of
electrophysiological detail. The model includes more than 13 different ionic currents, including Na+, K+ and
Ca2+ currents, as well as electrogenic pumps and exchangers. The ionic current is given as the sum
Iion(V , t) = INa,tot + ICa,tot + IK,tot. (18)
Each of these currents is a function of the action potential V , gate variables qi and concentrations Zi . Gate
variables and concentrations are solution to ﬁrst-order ODEs of the form
qi(t)
t
= i (1 − qi(t)) − iqi(t), (19)
Zi(t)
t
= fi(IZi , V , Zi), (20)
where i = i (V ), i = i (V ) and IZi is the current associated to ion Zi . Fig. 2 shows the action potential and
ionic current for the Luo–Rudy model.
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Fig. 2. Action potential and ionic current for the Luo and Rudy cellular model.
The multiscale nature of the ionic current (time constants for the different kinetics ranging from 0.1 to 500 ms)
makes difﬁcult the solution of the reaction–diffusion problem associated with electrophysiology applications. In this
regard, the use of very ﬁne spatial discretization of the problem domain, multiscale adaptive numerical methods or
high-order integration schemes are required to solve this problem accurately. This fact, along with the computational
cost associated with the evaluation of the ionic current in comprehensive models like the Luo–Rudy phase II, makes
the numerical solution of the electrophysiology problem computationally expensive.
The solution of problem (11) with boundary conditions (15) is usually performed by means of ﬁnite differences or
ﬁnite elements for the spatial discretization and an explicit or semi-implicit method for the temporal part. By semi-
implicit it is understood, implicit for the diffusive term and explicit for the reactive term. In addition, these methods
could use either ﬁxed or adaptive time steps. However, the time step and the spatial discretization must be small enough
in order to properly capture the rapid evolution of the action potential in each cell as well as its propagation in space.
These particular requirements imply a considerable computational cost, specially in three-dimensional simulations, a
situation which gets worsened due to the complexity of the action potential cell model which must be evaluated at
each node in the mesh at each iteration. To overcome the problems mentioned above, the use of a high-order scheme is
proposed in order to improve the spatial approximation while reducing the spatial resolution. Therefore, not only the
size of the system of equations to be solved is smaller, but also the number of times the reactive term must be evaluated
at each iteration is reduced. In addition, an adaptive time step is introduced by means of which the reactive term is
evaluated at those points where the cell remains activated.
3. A high-order multigrid algorithm for transient reaction–diffusion problems
In this section, a fourth-order algorithm for the monodomain reaction–diffusion problem is developed. Tissue is
assumed to be anisotropic with constant conductivity tensor, D, a simpliﬁcation commonly used when modeling acute
ischemia [11,31], since the problem is modeled in a very small region of the epicardium where the orientation of the
ﬁbers can be considered uniform within the computational domain. First, the fourth-order discrete operator is presented,
in difference and molecular notation. The second part of the section describes the multigrid solver for the fourth-order
compact scheme, with the last part of the section devoted to the description of the adaptive time integration scheme
and the algorithm. In what follows, and without loss of generality, we will assume the computational domain to be a
rectangle  = (0, Lx) × (0, Ly).
3.1. Compact scheme for monodomain reaction–diffusion problems
For the particular form of the monodomain equation considered in this work, the conductivity tensor, D, in (12) reads
D =
(
a 0
0 b
)
, (21)
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where for simplicity we suppose a and b constants. In this case, problem (11) can be written as
a
2V
x2
+ b
2V
y2
= f (V, t), (22)
where f (V, t) = Cm Vt − Iion(V , t).
The basic approach to obtain higher-order compact (HOC) difference schemes applies central differences to (22) and
then repeatedly differentiates (22) to replace higher-order derivatives in the truncation error by lower-order derivative
expressions that can be differenced. Next, we construct an HOC scheme for problem (22). Using the standard second
difference on a uniform grid with spacing hx in the x-direction and hy in the y-direction we obtain at each interior
point of the grid (xi, yj )
a2xVij + b2yVij − ij = fij , (23)
where 2x , 
2
y denote the standard second-order, tree-point central difference operators for the second derivative with
respect to x and y, respectively. The local truncation error ij has the form
ij = a2xV (xi, yj ) + b2yV (xi, yj )
= h
2
x
12
[
a
4V
x4
]
ij
+ h
2
y
12
[
b
4V
y4
]
ij
+ O(h4x + h4y). (24)
Differentiating (22) appropriately we have[
a
4V
x4
]
ij
=
[
−b 
4V
x2y2
+ 
2f
x2
]
ij
= −b2x2yVij + 2xfij + O(h2x + h2y),
[
b
4V
y4
]
ij
=
[
−a 
4V
x2y2
+ 
2f
y2
]
ij
= −a2x2yVij + 2yfij + O(h2x + h2y).
Substituting these expressions into (24) yields the HOC scheme
a2xVij + b2yVij +
(
b
h2x
12
+ a h
2
y
12
)
2x
2
yVij = fij +
h2x
12
2xfij +
h2y
12
2yfij + O(h4x + h4y). (25)
A fourth-order compact semi-discrete approximation of the solution of the continuous problem (22) can be expressed
in terms of ﬁnite difference stencils of nine points as
a
h2x
MxV (t) + b
h2y
MyV (t) = Mt
(
Cm
dV (t)
dt
− Iion(V (t), t)
)
, (26)
where
Mt = 112
[0 1 0
1 8 1
0 1 0
]
, Mx = 112
[ 1 −2 1
10 −20 10
1 −2 1
]
, My = 112
[ 1 10 1
−2 −20 −2
1 10 1
]
.
To obtain the fully discrete scheme, we apply a time discretization process to (26). We use a uniform grid for time
discretization with step size > 0. Let V n be the approximation to V (x, tn), where tn=n, n=0, 1, . . . ,M, M=T .
A total discrete difference scheme for node (i, j) at time level n becomes
CmMtV
n+1
ij −
a
h2x
MxV
n+1
ij −
b
h2y
MyV
n+1
ij = Mt(CmV nij − Inion),
where the implicit Euler scheme has been used for the diffusive term. Note that even in the case of a total explicit
scheme, a system must be solved at each time step. Clearly, this choice of time integrator is of lower accuracy than
the spatial discretization. But as we have already mentioned in the previous section, time step must be small enough
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in order to capture the rapid evolution of the problem, and therefore a higher-order time discretization scheme is not
necessary here. Note that, even though an implicit Euler is used to discretize the time-dependent term, the reactive
term is treated explicitly (ionic currents are evaluated with results from the previous time step). Therefore, we could
consider our time discretization scheme as semi-implicit.
Treatment of Dirichlet boundary conditions in high-order compact schemes is simple and straightforward. However,
for Neumann boundary conditions, the same is not necessarily true. For the later, we impose the zero ﬂux condition
by applying the same nine points stencil at the boundary nodes, with ﬁctitious points taken to be mirror images of the
interior points. It is easy to check that this keeps the fourth-order approximation of the Neumann boundary condition
for this particular problem (constant D). Taking for instance a node at the right side we have
V

= V1 − V−1
2h
+ h
2
6
3V
3
+ O(h4).
Making use of the PDE yields
V

= V1 − V−1
2h
+ h
2
6a
(
f

− b 
	2
V

)
+ O(h4).
Introducing a second-order approximation for the f/, and imposing the zero ﬂux condition leads to
0 = V1 − V−1
2h
+ h
12a
(f1 − f−1) + O(h4).
Even though the presented derivation has considered a constant diagonal diffusion tensor (21), extension to a diagonal
diffusion tensor with variable coefﬁcients is readily obtained following the developments in [26]. We should remark
that nine points high-order schemes can only be deﬁned in those cases where D=diag(1, 2), or when all terms of the
diagonal of D are equal [3]. This is the main reason for which we have focused our development in reaction–diffusion
problems with orthotropic anisotropy. Note also that if D is not constant, then a backward fourth-order approximation
must be used for the Neumann boundary condition, leading to a noncompact approximation as shown in [26].
3.2. Multigrid method and algorithm description
Multigrid methods are highly efﬁcient numerical techniques for solving the algebraic equations arising from the
discretization of PDEs. Multigrid methods (see, for example, [5,14,30]) are motivated by two basic observations. Firstly
many iterative methods have a smoothing effect on the error between an exact solution and a numerical approximation.
Secondly a smooth discrete error can be well represented on a coarser grid, where its approximation is much cheaper.
We can distinguish between algebraic multigrid (AMG) [25] and geometric multigrid. In AMG no information is used
concerning the grid on which the governing PDE is discretized. In geometric multigrid, coarse grids are deﬁned based
on a given ﬁne grid. Constructing coarse grids from ﬁne grids by agglomeration of ﬁne grid cells is easy when the ﬁne
grid is structured but not if the ﬁner grid is not unstructured. That is whereAMG becomes useful for the solution of PDE.
We look at the problem, however, from the geometric point of view, and apply the so-called geometric multigrid. This
choice is reasonable in our case, since we are dealing with a problem deﬁned in a rectangular domain and information
about the geometry is available.
A fundamental characteristic of multigrid methods is that the speed of convergence is independent of the discretization
size and that the number of arithmetic operations is proportional to the number of nodes in the mesh [30]. As mentioned
previously, multigrid methods are based on two principles: smoothing of the error and coarse grid correction, which
suggest the following structure of a two-grid cycle for a linear problem LlVl = gl . Perform 
1 steps of an iterative
relaxation method Sl on the ﬁne grid (pre-smoothing), compute the defect of the current ﬁne grid approximation, restrict
the defect to the coarse grid using a restriction operator Rl−1l , solve the coarse grid defect equation, interpolate the
correction using a prolongator operator P ll−1, add the interpolated correction to the current ﬁne grid approximation and
perform 
2 steps of an iterative relaxation method on the ﬁne grid (post-smoothing). Therefore, one step of such an
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Fig. 3. Multigrid V -cycle algorithm.
iterative two-grid method proceeds as follows:
procedure Two-grid(Ll , Vl , gl)
{
Pre-smoothing: V¯ nl = S
1l V nl .
Compute the defect: rnl = gl − LlV¯ nl .
Restrict the defect: rnl−1 = Rl−1l rnl .
Solve the coarse grid defect equation: Ll−1enl−1 = rnl−1.
Interpolate the correction: enl = P ll−1enl−1
Compute the corrected approximation: V¯ nl = V¯ nl + enl .
Post-smoothing: V n+1l = S
2l V¯ nl .
}
Instead of inverting Ll−1, the coarse grid equation can be solved by a recursive application of this procedure, yielding
a multigrid method. We consider a sequence of grids 0 ⊂ · · · ⊂ l−1 ⊂ l obtained by repeatedly doubling the mesh
size in each space direction and where 0 and l correspond to the coarsest and the ﬁnest grid, respectively. Here we
use the standard multigrid V -cycle algorithm described in Fig. 3.
In order to construct the multigrid solver for the particular problem it is very important to choose its components
(smootherSl , inter-grid transfer operators restrictionRl−1l and prolongationP ll−1 and a coarse grid operatorLl−1) in such
a way that they efﬁciently interplay with each other. For our problem, two presmoothing steps and one postsmoothing
step have been used. The smoother operator corresponds to the classical lexicographical Gauss–Seidel method. As
restriction and prolongator operators, we have used the standard full weighting and bilinear interpolation operators,
respectively. The operator in each mesh results from the direct discretization of the PDE.
3.3. Fourth-order accurate algorithm
An important issue to be considered when solving electrophysiology problems with complex cellular models, i.e.,
the Luo–Rudy model, is an efﬁcient evaluation of the reactive term, Iion, in (11), since it is responsible for most
computational burden. In this work we proposed a time step optimization applicable to each node (i, j) within the
computational domain based on the local rate of change of the potential, V/t ≡ Vt . In this regard, computation of
the ionic current, Iion, at node (i, j) will be performed according to the procedure in Fig. 4.
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Fig. 4. Procedure for evaluation of the ionic current with adaptive time step.
Fig. 5. General description of the high-order algorithm for the monodomain reaction–diffusion equation with multigrid.
In Fig. 4,  is a parameter set for each cellular model. For the cellular models described above, we have chosen =5.
With the updating procedure for the Iion so deﬁned, the high-order algorithm for the monodomain reaction–diffusion
equation is given in Fig. 5.
4. Numerical experiments
This section is devoted to the numerical testing of the proposed scheme. Three problems will be considered. First, a
one-dimensional model problem with Dirichlet boundary conditions and analytic solution will be used to demonstrate
the fourth-order accuracy of the method, as well as the quality of the solution with respect to a standard second-order
method. The second problem corresponds to a bidimensional simulation of a cardiac tissue where the efﬁciency of the
algorithm is demonstrated in the two cellular models described in previous sections against a standard second-order
method. The third example corresponds to a rectangular sheet of myocardium subjected to regional ischemia, where
the fourth- and second-order schemes are again compared. All numerical simulations have been performed on an AMD
4x opteron computer at 2 GHz with 16 MB RAM on a single processor.
4.1. One-dimensional model problem
Let the following nonlinear reaction–diffusion problem⎧⎪⎨
⎪⎩
V
t
= D 
2V
x2
− GV
(
V
vth − 1
)(
V
vp
− 1
)
, 0 <x <L, t > 0,
V (0, t) = g1(t), V (L, t) = g2(t), t0,
V (x, 0) = g0(x), 0xL,
(27)
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where g0(x), g1(t) and g2(t) are such that
V (x, t) = 1
2
− 1
2
tanh
(
1
2
√
A
2
(x − ct)
)
(28)
is the analytic solution, withA=Gvp/Dvth, and c=(1−2vth/vp)√A/2 is the propagation speed of the front. Introducing
the change of variables: s = Dt , and v = V/vp, and after some simple algebraic manipulations, problem (27) can be
written in dimensionless form as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
V
t
= 
2V
x2
− AV(V − 1)
(
V − vth
vp
)
, 0 <x <L, t > 0,
V (0, t) = g¯1(t), V (L, t) = g¯2(t), t0,
V (x, 0) = g¯0(x), 0xL,
(29)
where dimensionless variables s and v have been substituted by the original variables t and V .
Let h = {xi = ih, i = 0, 1, . . . , N} be the ﬁnite difference mesh, with hN = L. Let also V ni be the numerical
approximation at node ih, i = 1, . . . , N − 1 at time n, n = 0, 1, . . . ,M,M = T . Similarly, the application of a
fourth-order compact (25) leads to
(
1 + h
2
12
2x
)(
V n+1i − V ni

)
= V
n+1
i−1 − 2V n+1i + V n+1i+1
h2
−
(
1 + h
2
12
2x
)
AV ni (V
n
i − 1)
(
V ni −
vth
vp
)
. (30)
Note that in this case a tridiagonal system is obtained. The performance of (30) compared to a standard second-order
scheme was demonstrated in problem (27) using the parameters shown in Table 1. Performance was measured in terms
of the L1 norm of the error at time t = T deﬁned as
L1 = 1
N
∑N
i=1|Vi − V
∗
i |,
where V ∗i represents the exact solution at each node evaluated at time t = T .
Table 2 shows the L1 norm of the error of the solution for different mesh sizes and a very small time step ( =
1E − 7), in this way, numerical errors are mainly due to the spatial approximation, for the second- and fourth-order
schemes.
Table 1
Parameters for problem (27)
L G D vp vth T
15 1.5 0.001 100 13 0.2
Table 2
L1 norm of the error for the second and HOC scheme for the model problem (27)
N = L/h 150 300 600 1200 2400
2nd O. 9.6E+00 2.3E+00 6.9E−01 1.7E−01 4.7E−02
HOC 8.1E+00 1.1E+00 1.3E−01 7.7E−03 4.6E−04
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Fig. 6. Convergence for the second-order and fourth-order compact scheme for the model problem.
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Fig. 7. Solution of problem (29) at t = 120 ms. The bold line farthest to the right corresponds to the exact solution (28). The ﬁgure clearly shows the
better performance of high-order schemes.
The order of convergence for both schemes is also depicted in Fig. 6, where the improvement in theL1 norm reduction
is evident for the HOC approximation. Fig. 7 shows the wave front for a time t = 120 ms obtained with both schemes,
along with the exact solution. In all cases it is observed how the second-order approximation is delayed with respect to
the fourth-order scheme due to the worse spatial approximation. In fact, Table 2 shows that the second-order scheme
requires a mesh more than twice as ﬁne as fourth-order methods to reach a solution with the same approximation error.
We shall remark that an accurate spatial approximation becomes critical for lower values of the diffusion tensor D.
4.2. Planar cardiac tissue
This application consists of an square sample of tissue (10 × 10 cm2) with a conductivity tensor
D =
(
0.0002 0
0 0.001
)
.
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Fig. 8. Schematic of the rectangular domain used for the calculations. The tissue has been stimulated at the mid point of the bottom side of the square.
Table 3
CPU times and wave front velocity for the Roger–McCulloch cellular model, for the second and HOC schemes with time optimization, and without
time optimization
Mesh 2nd order explicit HOC multigrid
CPU time (s) Front vel., CPU time (s) Front vel.,
w/Opt w/o Opt Vy (cm/s) w/Opt w/o Opt Vy (cm/s)
128 × 128 23.8 27.2 36.5 220.2 219.1 41.7
256 × 256 143.2 167.0 43.8 1051.8 1066.1 52.1
512 × 512 792.8 652.9 53.3 5332.9 5589.5 54.1
Table 4
CPU times and wave front velocity for the Luo–Ruddy cellular model, for the second and HOC schemes with time optimization and without time
optimization
Mesh 2nd order explicit HOC multigrid
CPU time (s) Front vel., CPU time (s) Front vel.,
w/Opt w/o Opt Vy (cm/s) w/ Opt w/o Opt Vy (cm/s)
28 × 128 191.6 720.5 26.1 423.0 900.3 31.3
256 × 256 1099.0 2855.9 44.3 2048.9 3642.1 49.5
512 × 512 5084.5 11266.7 53.4 8660.5 14339.4 57.3
A time step,  = 0.02 ms, and a total simulation time of 150 ms. The tissue was stimulated for tst = 1 ms with an
stimulation current, Ist = 150 mA, at the mid point of the bottom side of the square as shown in Fig. 8. This example
will allow to compare the wave front velocity in the presence of anisotropy, as well as how the front is resolved in 2D
simulations.
Properties for the Rogers and McCulloch cellular model were taken from [8], and for the Luo–Rudy cellular model
from [19,18,24]. To demonstrate the efﬁciency of the fourth-order compact scheme, computations have also been
conducted using an explicit second-order discretization with both cellular models. CPU times in seconds and the fastest
wave front velocity, Vy , for the Luo–Rudy and Roger and McCulloch action potential models are shown in Tables 3
and 4, respectively.
Regarding the convergence of the multigrid method, it is observed that each time step requires 4V (2, 1) cycles to
attain a residual error less than 1.0E − 5. As can also be observed in Tables 3 and 4, the efﬁciency of the fourth-order
compact scheme is lost when a simple action potential model is used (relatively easy to evaluate) due to the extra
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Fig. 9. Wave front velocity for different space discretization: (a) Rogers and McCulloch cellular model, (b) Luo–Rudy cellular model. Results
demonstrate the clear inﬂuence of the nonlinearity of the reactive term in the solution.
computational cost involved in the solution of the system of equations. However, the scheme becomes very competitive
when complex action potential models, as the Luo–Rudy model, are used. This situation is also observed when the
time step optimization algorithm is used with simple models of the action potential. In this case, the computational
burden involved in the decision-making process is more expensive than the extra computations performed when using
a constant time step. We should remark, however, that even though an HOC scheme might result more expensive than
a traditional second-order explicit scheme, the accuracy is greatly improved with the HOC scheme as demonstrated
below.
Fig. 9 shows the fastest wave front velocity, Vy , for different space discretizations, for the Roger and McCulloch and
Luo–Rudy cellular models, respectively, and for the explicit second-order difference scheme and the HOC scheme. The
plots demonstrate the efﬁciency of the HOC scheme in reaching a stable wave front velocity as compared to traditional
second-order approximations. Note that for both cellular models, a second-order ﬁnite difference scheme will require a
mesh twice as ﬁne as for the HOC scheme to reach the same front velocity even though the same conductivity has been
used in both cases. Therefore, a fair comparison regarding CPU time in Table 4 should take results from a 512 × 512
mesh with a second-order scheme, and results for a 256 × 256 mesh with a fourth-order scheme. In this case, it is
readily observed that a 50% reduction in computational time is obtained with the application of the HOC scheme.
Fig. 9 also shows that a poor discretization causes a phase-lag of the solution due to the high nonlinear behavior of the
reactive term.
The accuracy of the HOC scheme has also been compared with the solution obtained with quadratic ﬁnite elements
on a 256 × 256 mesh with the Rogers and McCulloch cellular model using the multi-purpose ﬁnite element software
ABAQUS. Fig. 10 shows the propagating front at 60 ms after depolarization.
The solution obtained with both schemes is almost the same, with propagating speeds in the vertical axis of 54.2 cm/s
for the quadratic FEM and 53.8 cm/s for the HOC scheme. In the transverse direction the propagating speeds are 24 cm/s
for the FEM and 23 cm/s for the HOC, with both schemes predicting a proper elliptic shape of the front. The most
remarkable difference among both schemes liess in the fact that quadratic FE have stencils of 21 components at the
nodes, against the nine points present in the HOC. This implies bigger computational cost for the quadratic FE as
compared with the HOC scheme. CPU times are not compared in this case since both calculations were performed
using different software platforms.
4.3. Reentry during acute regional myocardial ischemia
This example considers a 55 × 55 mm2 anisotropic sheet of myocardium subjected to regional ischemia as shown
in Fig. 11. The ionic current Iion in the monodomain equation (11) is described according to the Luo–Rudy phase II
cellular model.
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Fig. 10. Depolarization front for the Rogers and McCulloch model in a mesh of 256 × 256 elements: (a) HOC scheme, (b) quadratic ﬁnite elements.
Fig. 11. Schematic of the 2D domain for the ischemic tissue. Three central circular zones are considered in the model: a central ischemic zone (CZ),
a border zone (BZ) and a normal zone (NZ). The variation of the main components of ischemia along the ischemic zone is also depicted in the upper
traces.
The computational domain has been divided in 312 × 312 nodal points, and a time step of 0.02 ms has been used for
the time integration. The conductivity tensor has been set to
D =
(
9.65E − 05 0
0 7.53E − 03
)
,
which yields an anisotropic velocity ratio of 4.3:1 (55 cm/s in the longitudinal direction and 12.7 cm/s in the transverse
direction) in normal tissue. The simulation protocol consisted on a ﬁrst 50 ms stabilization period followed by two
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Fig. 12. Depolarization wave at 50 and 100 ms after the basic beat, (a) HOC scheme, (b) second-order scheme.
Fig. 13. Depolarization wave at 350 and 650 ms after the ﬁrst stimulus (150 and 450 ms after the second stimulus, respectively, (a) HOC scheme,
(b) second-order scheme.
rectangular pulses applied at the lower base of the rectangular domain with a coupling interval CI of 200 ms
(see Fig. 11). The amplitude and duration of each stimulus were 500 mA and 0.9 ms, respectively. The stabilization
period is required for the tissue to reach the proper values of the action potential in the ischemic region. The ﬁrst stimulus
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gives the basic beat which conditions the myocardium, while the second beat simulates a premature beat which can
lead to reentries. Fig. 11 shows an schematics of the simulated tissue depicting the ischemic and normal zones, as well
as the values of the relevant model parameters affected by ischemia. A complete description of the ischemic model can
be found in [11].
Fig. 12 depicts pictures at 50 and 100 ms after the ﬁrst stimulus for the HOC and traditional second-order schemes.
The ﬁgure shows a clear delay in the depolarization front for the second-order scheme as compared with the HOC
scheme. In fact, the propagating speed in the healthy tissue for the HOC scheme was 54 cm/s. This delay of the
propagating wave for the second-order scheme is accompanied by an absence of reentry after the second stimulus as
shown in Fig. 13. In fact, for a second-order scheme to capture the phenomenon properly, a mesh of 551 × 551 nodes
will be required, implying a considerable increment in computational time.
5. Conclusion
An implicit high-order scheme with multigrid solver and adaptive time step has been developed for the resolution
of two-dimensional anisotropic cardiac depolarization problems with the monodomain formulation. Numerical simu-
lations indicate that, when complex action potential models are used in the simulations, compact schemes can imply a
reduction in the CPU time of more than 40% with respect to second-order explicit schemes for the same approximation
error. On the contrary, no much advantage was observed with simple cellular models of the Fitz-Hugh-Naguno type
(Rogers and McCulloch model) due to the computational burden involved in the solution of the system of equations.
However, these results seem to indicate that high-order schemes can be valid alternatives for the efﬁcient solution of the
electrical activity of the heart with complex action potential cellular models. Numerical experiments have also shown
a remarkable inﬂuence of the reactive term nonlinearities over the mesh size, even for high-order integrating schemes.
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