








      









The basic concepts for model generators 
and model management are presented. 
An analysis regarding model complexity 
and performance is made. The model 
refinement concept is defined. Three 
refinement models are being proposed 
for software quality metric: refinement 
through variable elimination, refinement 
through complexity decrease, 
refinement through genetic algorithms. 
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1. Model Base 
The model base is a complex construction in which lists
are included with: 
  dependent variables and independent variables; 
  linear and nonlinear models structures; 
  registered data sets and generated data sets; 
  implementation of the coefficients estimation algo-
rithms; 
  procedures for the hypothesis verification;  
  procedures for the estimated values calculation; 
  model hierarchical placing procedures. 
These very important components are elements with
which the model base is populated. For the model base to
become operational, an administration system has to exist.
First, the administration system has to operate distinctly
with data sets, with the procedures and with the models
structures. 
Second, the administration system functions have to
make the fast finding of the data sets, of the models
structures and of the procedures in order to secure the
processes development in concordance with the demands
of the analyst economist.  
Third, the administration system has to be equipped with
functions, which permit the data sets adding, the models
adding and the procedures adding. The perspective has to
be changed, through which the model base bringing up to
date implied data / models / procedures deleting or
changing of some parts of these with new sequences. 
The acceptance of the bringing up to date function exclu-
sive through adding comes to bring a concordance be-
tween the natural ways of understanding the evolution
with the corresponding reflection of it on informatics level.
The model base administration system operates with
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homogenous entities, important aspect in securing the 
flows consistency. 
Fourth, an open character is secured, the users having at 
their disposal the possibility of defining personal algo-
rithms for interpolation and extrapolation, for pseudo-alea-
tory numbers generation, for the coefficients estimation, 
for implementing personal models selection criteria. 
Fifth, the defining of the specific concepts regarding the 
finding, selection, extraction, targets the triplets (data, 
models structures, procedures), which group complex 
proceedings. Sixth, a growth of the generalization degree 
for the transaction concept is produced, which in case of 
the model base implies the traversing of some flows in 
which it is operated simultaneously with data sets, with 
data structures and with procedures. 
The new conglomerate, more complex than the object 
structure that includes the operands and operators, 
develops a new projection on the philosophy of designing 
an administration system, the administration system of 
the model base, in which new typologies specific to the 
implemented processes in the field of artificial intelligence 
are included besides the already usual proceedings. 
Utilizations of the model base imply activations of some 
sequences of procedures from the model base.  
The administration system of the model base is a 
construction with a very high complexity degree. The users 
must have the possibility of starting a small diversity of 
economic analysis projects. 
For example, the coefficients estimation of an economic 
model based on a data set consists of: 
  the specification of the exogenous variables 
number and of the endogenous variables number; 
  the specification of the data series terms number; 
  the insertion of the data table ; 
  the delimitation of the variables list corresponding 
to the data series position. 
In addition, some results regarding the estimations quality 
are displayed. This procedure is specific to the situation in 
which the user has a clear image on the phenomenon and 
this one’s analysis is already a routine activity. 
2. Model Complexity 
In order to study a quality characteristic, the influence fac-
tors F1, F2,…, Fr have to be identified. The independent va-
riables X1, X2, ..., Xr represent the levels of the quality cha-
racteristic; these variables are associated to the influence 
factors, the Y independent variable being associated to 
them.  
A set is P formed from the programs P1, P2, …,Pn is con-
sidered. The software quality system is formed by the, C1, 
C2, ..., Cm characteristics. For a Cj characteristic several 
models are built with the scope of estimating the level, re-
ferred to as Mj1, Mj2, ..., Mjk. 
These models have the following form: 
Mjh: yj=fhj(X1, X2, ..., Xr). 
When building the analytic expression fhj() variables and 
operands are taken into consideration, such that for rep-
resentative data sets the following properties are high-
lighted: 
  sensitivity, meaning for small variations of the X1, X2, 
...,Xr variables the yj variable will also have small varia-
tions; when the X1, X2, ..., Xr variable register high va-
riations then the yj variable will also register high va-
riations; 
  non-compensatory, meaning that for different levels 
for X1, X2, ..., Xr variables the risk of having the same yj 
variable levels is as small as possible; 
  non-catastrophic, which eliminates the situations in 
which very small variations in the X1, X2, ..., Xr va-
riables will generate very big variations in the yj va-
riable. 
In (Ion Ivan & Mihai Popescu & Panagiotis Sinioros & Felix 
Simion, 1999: p. 70-92) a series of expressions are pre-
sented which are associated with the evaluation 
processes of software quality characteristics. 
M1: C = n1 log2 n1 + n2log2 n2 
where: 
  n1 – number of operands; 
  n2 – number of operators. 
M2:  C = m – n + 2 
where: 
  m – the number of arcs in the graph associated to 
the program; 
  n –  number of elements contained in the graph asso-
ciated to the program. 
In (Ivan & Visoiu, 2005: p. 230-232) complexity 
classes for models estimating software quality characte-
ristics are presented.  
The complexity in Halstead sense for a model is given by 
the relation: 
C(M)=n1 log n1 + n2 log n2 
where  
n1 - number of operands (variables and coefficients);  
n2 - number of operators. 
 
The general model for complexity in Halstead sense is: 
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where 
m- number of operands; 
fi   – frequency of appearance of operand i; 
pi  – weight of the ith operand; 
n  – number of operators; 
hj   – frequency of appearance for jth operator; 
qj   - weight of jth operator, built from operator prece-
dence table.  MODEL BASES AND  SOFTWARE QUALITY METRICS REFINEMENT 
 
The C2 indicator is connected to an indicator normalized 
on the [0,1] range permitting a good assessing of model 
complexity. 
Operand and operator diversity leads to an increased 
complexity of the model. 
2. Model Generators 
In order to study a quality characteristic, the influence fac-
tors F1, F2,…, Fr have to be identified. The independent va-
riables X1, X2, ..., Xr represent the levels of the quality cha-
racteristic; these variables are associated to the influence 
factors, the Y independent variable being associated to 
them.  
Model generators are software instruments for obtaining 
models from a certain model class given the list of va-
riables, the model structure, existence restrictions and 
datasets.  
Model classes group models with the same structure, 
e.g. linear models, linear models with lagged variables, 
nonlinear models. For each class a model generator is 
developed as a software module. Each dataset contains 
data series for the recorded variables. The endogenous 
variable is specified and the generator builds analytical 
expressions using influence factors, coefficients, simple 
operators and functions. For each model structure, coef-
ficients are estimated and a performance indicator is 
computed. The performance indicator orders the resul-
ting model list. The analyst chooses between the best 
models an appropriate form that later will be used in es-
timating the studied characteristic. 
Linear model generators take as input a dataset con-
taining a number of independent variables and a depen-
dent variable and produce linear models combining in-
fluence factors. 
The practice conducted, in general, to the elaboration of 
linear models because: the studied phenomena aim a li-
near dependence, the parameters estimation methods 
are customary for this type of models, the results inter-
pretation is lightened if the linearity hypotheses are 
taken into account. 
The linear generators take as input: the list of indepen-
dent variables, the dependent variable, the dataset, re-
strictions about the dimension and the complexity of the 
model, performance criterion for all generated models. 
The output consists of: the list of generated models or-
dered by the performance criterion. 
In (Vişoiu & Garais, 2006) nonlinear generators are de-
scribed. Standard nonlinear model generators use pre-
defined analytical forms for generating models. General 
nonlinear model generators build automatically analyti-
cal expressions containing influence factors. Analytical 
expressions of models are generated directly in polish 
form using a backtracking based algorithm with severe 
restrictions. The parameters for this process are: the 
operand set, the coefficient set,  the operator set, the 
maximum length of the stack, the maximum complexity 
of the generated expression. The nonlinear model gene-
rator is suitable for modeling, as the phenomena do not 
always follow linear laws. 
The linear models generators with delayed arguments allow 
the elaboration of constructions, which permit the mo-
deling of the multiple stimulation effects that are found 
on short term in influences from all the sets. The phe-
nomenon evolution shows that the factors differently in-
fluence the resultant variable. More, the variation at a 
moment t of a factor spread them with a delay abroad 
the evolution of the resultant variable. The delayed ar-
guments model generator takes the same inputs, as the 
linear generator, but it also does not only combinations 
of variables, but also combinations of delays for the va-
riables included in a certain model. As a new parameter 
for this algorithm, the maximum allowed delay is taken. 
Model generators are important instruments for the dif-
ferent refinement methods, but also generally for model 
design. 
The linear models generators represent very important 
mechanisms for the acquisitions of representative eco-
nomic models.  
The independent variables  n X X X ,..., , 2 1  and the 
dependent variables Y are considered.  
The practice conducted, in general, to the elaboration of 
linear models because:  
  the studied phenomena aim a linear dependence; 
  the parameters estimation methods are customary 
for this type of models; 
  the results interpretation is lightened if the linearity 
hypotheses are taken into account. 
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where overall, for the n independent variables, the linear 
models structures are in number of   1 2 −
n . With each 
model structure, a vector B with n components is asso-
ciated,  1 = i b  if the variable  i X  belongs to the model, 
0 = i b  in rest.  
By using the smallest squares method, it is proceeded to 
the estimation of the coefficients of the  1 2 −
n  models 
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k k a a a  are the coefficients that have to 
be estimated for the model k. 
For the  1 2 −
n  models structures, the sums are calcu-
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where  (.) k f  represents the analytic expression of the model 
k M  with the coefficients, R is the number of made observa-
tions,  i y  the value of the dependent variable Y  at the mo-
ment  i T , and k  is the order number of the model. 
 
In addition, for the other model classes the generation 
process unfolds following similar structure schemas. 
4. Performance Criteria 
When using model generators, a large number of models 
is produced. From statistical point of view, ordering the 
generated list of models by the performance indicator 
chooses the models that best represent the studied 
phenomenon. Ordering the list by the complexity of the 
model pays attention to simple models, but with signifi-
cant loss of information. 
Let  SS denote the sum of squared differences as per-
formance indicator for statistical performance, and C 
denote the complexity. 
To classify generated models in two categories by means 
of complexity, an arbitrary value CC is chosen. Models with 
complexity less than CC are considered simple. Models 
with greater complexity than CC are considered complex. 
To classify generated models in two categories by means 
of performance, an arbitrary value SSC is considered. It is 
considered that models with performance indicator less 
that SSC show little error in explaining the phenomenon, 
as models with greater performance indicators than SSC 
do not represent correctly the phenomenon. 
Using the above partitioning, the generated models can be 
classified into 4 categories as shown in Figure 1. 
The models shown in Figure 1 have certain characteristics: 
  A - complex models that explain the phenomenon; 
they are usually models with very good statistical per-
formance; 
  B - complex models but weak in explaining the pheno-
menon; they usually include many factors that do not 
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have influence, and analytical expression include 
many operands and functions that do not express cor-
rectly the connection between factors; 
  C - simple models but weak in explaining the 
phenomenon; usually, they do not include enough fac-
tors, and use simple operands and functions; 
  D - simple models that explain the phenomenon; it is 
desired that the models used to be from this category.  
It is obvious that an aggregated indicator is required to 
take into account both considered aspects of a model, the 
statistical performance and expression complexity. This is 
achieved by using an utility function associated to the 
model f(c,s), a two variable function, where c denotes the 
complexity of the model's analytical expression and s 
denotes the statistical performance indicator. 
Consider that the value of the aggregated performance 
indicator must be minimized, e.g. the sum of squared 
differences. This leads to ascending ordered model lists 
by this indicator. The main properties of the function are: 
  the function increases with the growth of complexity; 
the more operands and operators an expression has, 
its complexity grows; model generators that use only 
statistical performance to order the generated model 
lists, usually create long analytical expressions; the 
complexity is a criterion that has to be minimized; 
  if the statistical performance indicator is to be 
minimized (e.g. the sum of squared differences), the 
function that computes the aggregated indicator 
value must increase while the factor raises. 
The aggregated performance indicator is used only in the 
refinement of models. It is not intended to replace the 
statistical performance indicators. Its purpose is to help 
the analyst to order model lists accordingly to his needs. 
Such an indicator is the weighted performance indicator 
PM given by: 
PM = SSMp . CMq 
where 
SSM – SS indicator for model M; 
CM  – complexity of M; 
p  –  coefficient of importance for statistical 
indicator; 
q  – coefficients of importance for expression 
complexity. 
This indicator has the properties exposed above. For ex-
ample, for p=1 and q=0, the indicator becomes the same 
with SS. Setting different values for p and q, the impor-
tance of the two factors is modified. 
For the coefficients estimation of the linear models 
1 2 2 1 ,..., ,
−
n M M M , a software product has been elaborated. 
The product performs the following proceedings: 
  taking of data regarding the dependent variable at the 
moments  R T T T ,..., , 2 1 , namely  R y y y ,..., , 2 1 ; 
  taking of levels for the independent variables 
n X X X ,..., , 2 1 . The user can add, respectively he can 
delete independent variables. The free term genera-
tion is implicitly. 
  the data can be taken from files created previously by 
the program, which permits the taking again of the 
models defining; 
  the generation of all the models structures configura-
tions and the calculation of the coefficients corres-
ponding to each model; 
  the calculation, for each structure of model k of the 
sum  k S , of the squares of the differences  i i y y  − , 
where  i y 
is the value at the moment  i T  of the depen-
dent variables, estimated with the help of the pre-
viously calculated parameters; 
  the decreasing arranging of the models after S; 
  omission of those models k for which the ratio 
α >
max S
Sk , where  ] 1 , 0 ( ∈ α and it is a value chosen by 
the user and  1 2 , 1 ), max( max − = =
n
k k S S . 
The models quality is made obviously through the test data. 
5. Model Refinement Methods 
5.1 Refinement through variable elimination is frequently used 
for models having a large number of variables. The inde-
pendent variables X1, X2, .., Xn and the dependent varia-
ble Y are considered. For the given dataset, the complete 
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Coefficients are estimated and the model is assessed us-
ing as performance criterion SS, the sum of squared dif-
ferences between estimated values for the dependent va-
riable and the real values. In addition, the coefficient of 
determination is fit to be used as performance criterion. 
Variants of models are built by removing one by one an 
independent variable. For each model variant built, coeffi-
cients are estimated. The SS indicator is computed and 
the model list is ordered by it. The first model is chosen its 
SS indicator value being the smallest among all. This is 
the result of the 1-refinement process. 
The same way, combinations of two independent variables 
are removed. The number of models obtained is combina-
tions of n taken as 2. Coefficients are estimated and the 
SS indicator computed for each model. The model with 
the smallest SS indicator is chosen as the result of the 2-
refinement process. 
The process continues until the linear model has the form: 
y = ai*xi, i=1, 2, .., n 
There is a number of 2n-2 model variants. 
5.2 Refinement through complexity decrease is used when a 
large diversity of operators is found inside the model 
structure. Reducing nonlinearities refers to the situation in 
which power terms are replaced by variables, function 
calls are replaced by variables, function composition is re-
placed by directly aggregated functions.  Ion IVAN, Adrian VIŞOIU,  
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The model: 
y=ax2+bz2+cu2+e is replaced by y = Ax+BZ+CU+E 
The model  
y=a tg x +b ln u+ e is replaced by y=Ax+Bu+E 
The model 
y =a sin(log x)+b esin u+g  by y = A sin x*log x+B ex*sinx +G 
Reducing nonlinearities simplifies the model and creates 
the context for easy to observe processing and allow term 
removal in following refinement steps. 
5.3 Refinement through genetic algorithms is a new way for ef-
ficient refinement process when the form of phenomenon 
evolution is uncertain. For genetic algorithms, which im-
plement the model of population evolution, one important 
application is symbolic regression. Symbolic regression 
evolved itself with the introduction of genetic program-
ming and later with the gene expression programming. 
Starting from a dataset in which it is specified the depen-
dent variable and the independent variables, an initial 
population of chromosomes that represent model struc-
tures is built and then it is subject to a replication process 
including specific rules: 
  selection implies extracting a number of individuals 
from the population based on a measure for their fit-
ting to the aimed objective; 
  mutation implies random changes of some positions 
in the chromosome; a certain position contains an 
operand or an operator and its change leads to a new 
analytical form, differing from the initial one, when the 
expression is rebuilt; this genetic operator is essential 
to introduce a degree of variability in the generation 
process; 
  transposition implies changing the position of se-
quences of elements from a gene inside a chromo-
some; 
  recombination implies pairing two parent chromo-
somes and obtaining a new chromosome inheriting 
contents from both parents. 
The genetic operators are applied for a number of genera-
tions leading to a best fitting model in the given hypothesis. 
6. Conclusions 
The model base is a complex construction, which has the 
mission to reunite in a single whole, like a human body, 
components with separate functions, however cohesive, 
which through the created interdependences solve a great 
diversity of problems types. 
The user defines his own problems which he admini-
strates. It is important to have a correct image on the 
problems, which he holds, or he considers new problems. 
The model base offers elements, which integrate in other 
informatics applications. In addition, it takes data sets, 
which have results in the users informatics applications. 
The refinement process is guided by the analyst according 
to his needs. This process is complex and operates on 
model sets. Model sets are built by model generators us-
ing the datasets that are to by analyzed. 
Performance criteria are needed to choose among the 
models. The analyst uses these criteria to order generated 
model lists. 
The analyst is required to interpret results, to asses differ-
ent variants. A group of models from the top of the  or-
dered list are chosen and used. It is important to validate 
the models assessing their performance over time or us-
ing other datasets. 
Bibliography 
1.  Ion Ivan, Adrian Vişoiu - Baza de modele economice, Editura ASE, Bucureşti, 2005 
2.  Ion Ivan, Adrian Vişoiu – Baza de modele economice, Economistul, supliment Economie teoretică si 
aplicativă,  10 mai 2004, nr.1614(2640) 
3.  Ion Ivan, Adrian Vişoiu - A Comparative Analysis of Software Refinement Techniques, Cybernetics and 
Information Technologies, Systems and Applications June 29
th - July 2
nd 2008 – Orlando, Florida, USA 
4.  Ion Ivan, Adrian Vişoiu, Dragoş Palaghiţă – Refinement Methods Efficiency, American Computing 
Conference 2008, MIT Cambridge, USA Ion Ivan, Adrian Vişoiu – Rafinarea metricilor software. Teorie şi 
practică, Editura ASE, Bucureşti 2008 
5.  Ion Ivan, Mihai Popescu, Panagiotis Sinioros, Felix Simion – Software Metrics, INFOREC, Bucuresti 1999 
6.  Cristian Toma, Ion Ivan, Marius Popa, Cătălin Boja - Data Metrics Properties, Proceedings of International 
Symposium October 22-23, 2004, Iaşi, Romania, pg. 45-56 
7.  Adrian Vişoiu, Ion Ivan - Rafinarea metricilor software, Economistul, supliment Economie teoretică si 
aplicativă, nr.1947(2973), 29 august 2005 
8.  Adrian Vişoiu, Gabriel Garais - Nonlinear model structure generator for software metrics estimation, The 
37th International Scientific Symposium of METRA, Bucharest, May, 26th - 27th, 2006, Ministry of 
National Defence, published on CD 
9.  Adrian Vişoiu, Ion Ivan - Generator de modele liniare cu argument intarziat, Revista de Comerţ, vol. 5, 
nr.1, 2004, pg. 47-50 
10.  Adrian Vişoiu - Performance Criteria for Software Metrics Model Refinement, Journal of Applied 
Quantitative Methods, Volume 2, Issue 1, March 30, 2007 
11.  Adrian Vişoiu - Neural Network Based Model Refinement, Economic Informatics vol. 12, nr. 1 , 2008 
12.  Adrian Vişoiu – Tehnici şi metode de rafinare, raport de cercetare, Şcoala doctorală din Academia de 
Studii Economice, 15 martie 2008. 
 
 