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СПЕКтРАЛЬНЫЕ СВОЙСтВА ДИСКРЕтНЫХ мОДЕЛЕЙ мНОГОмЕРНЫХ 
эЛЛИПтИЧЕСКИХ ЗАДАЧ СО СмЕШАННЫмИ ПРОИЗВОДНЫмИ
Аннотация. Исследовано влияния структуры спектров исходной и переобусловленной матриц разностных за-
дач для двумерных эллиптических уравнений со смешанными производными на скорость сходимости итерацион-
ных методов решения систем соответствующих сеточных уравнений. Показано, что эффективность итерационных 
методов семейства би-сопряженных градиентов для систем с не симметричными матрицами существенно зависит 
не только от границ спектра матрицы, но и от неоднородности распределения его компонент, а также от величины 
мнимой части комплексных собственных чисел. Для тестовых матриц с фиксированным числом обусловленности 
изучены три варианта спектрального распределения и получены зависимости количества итераций от размерности 
матриц. Показано, что неравномерность распределения собственных значений в пределах фиксированных границ 
спектра приводит к существенному росту числа итераций с возрастанием размерности матриц. Аналогичное влия-
ние на скорость сходимости оказывает рост амплитуды мнимой части собственных значений. На примере модель-
ной задачи распределения потенциала в квадратной области с анизотропной кольцевой неоднородностью проведен 
сравнительный анализ взаимозависимости структуры спектра матриц и скорости сходимости метода би-сопряжен-
ных градиентов с переобусловливателями Фурье – Якоби и неполной LU-факторизации. Показано, что преимуще-
ства переобусловливателя Фурье – Якоби связаны с более равномерным распределением спектра переобусловленной 
матрицы вдоль действительной оси и лучшим подавлением мнимой составляющей спектра по сравнению с переобу-
словливателем на основе неполной LU-факторизации. 
Ключевые слова: разностные схемы, эллиптические уравнения, смешанные производные, итерационные мето-
ды би-сопряженных градиентов, переобусловливатель Фурье – Якоби, неполная LU-факторизация
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SPECTRAL PROPERTIES OF DISCRETE MODELS OF MULTI-DIMENSIONAL ELLIPTIC  
PROBLEMS WITH MIXED DERIVATIVES
Abstract. The influence of the spectrum of original and preconditioned matrices on a convergence rate of iterative 
methods for solving systems of finite-difference equations applicable to two-dimensional elliptic equations with mixed 
derivatives is investigated. It is shown that the efficiency of the bi-conjugate gradient iterative methods for systems with 
asymmetric matrices significantly depends not only on the matrix spectrum boundaries, but also on the heterogeneity of the 
distribution of the spectrum components, as well as on the magnitude of the imaginary part of complex eigenvalues. For test 
matrices with a fixed condition number, three variants of the spectral distribution were studied and the dependences of the 
number of iterations on the dimension of matrices were estimated. It is shown that the non-uniformity in the eigenvalue 
distribution within the fixed spectrum boundaries leads to a significant increase in the number of iterations with increasing 
dimension of the matrices. The increasing imaginary part of the eigenvalues has a similar effect on the convergence rate. 
Using as an example the model potential distribution problem in a square domain, including anisotropic ring inhomogeneity, 
a comparative analysis of the matrix structure and the convergence rate of the bi-conjugate gradient method with Fourier – 
Jacobi and incomplete LU factorization preconditioners is performed. It is shown that the advantages of the Fourier – Jacobi 
preconditioner are associated with a more uniform distribution of the spectrum of the preconditioned matrix along the real 
axis and a better suppression of the imaginary part of the spectrum compared to the preconditioner based on the incomplete 
LU factorization.
Keywords: finite-difference schemes, elliptic equations, mixed derivatives, iterative bi-conjugate gradient methods, 
Fourier – Jacobi preconditioner, incomplete LU factorization
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Введение. Дискретизация эллиптических дифференциальных уравнений приводит к боль-
шим системам лАУ, для решения которых, как правило, привлекаются итерационные методы. 
В случае уравнений без смешанных производных с постоянными коэффициентами дискретный 
оператор разностной задачи представляет собой симметрическую и положительно определен-
ную матрицу. Для решения таких систем разработан богатый арсенал эффективных методов, 
например итерационные методы крыловского типа – в частности, метод сопряженных градиен-
тов [1]. 
В ряде случаев, например при моделировании неоднородных анизотропных сред, приходит-
ся иметь дело с уравнениями, содержащими смешанные производные, и коэффициентами, зави-
сящими от пространственных переменных [2]. В таких случаях матрица дискретной задачи те-
ряет свойства симметрии, и к выбору подходящего итерационного метода следует подходить 
более тщательно. 
Известно, что количество итераций для достижения заданной точности в методе сопряжен-
ных градиентов, явных методах с чебышевским набором итерационных параметров и других 
при уменьшении шага сетки растет пропорционально квадратному корню из числа обусловлен-







где minl  и maxl  – абсолютные нижняя и верхняя границы спектра матрицы. Представляет 
интерес вопрос о том, какие другие спектральные свойства (кроме границ спектра) оказывают 
влияние на скорость сходимости итерационного метода: неравномерность распределения соб-
ственных чисел, относительная величина мнимой части комплексных собственных значений 
и т. п. Данная тема уже рассматривалась в работе [3], где было показано, что сокращение диспер-
сии собственных чисел приводит к уменьшению количества итераций, необходимых для дости-
жения заданной точности. 
В настоящей статье на примере исследования трех вариантов спектральных распределений 
блочной кососимметрической матрицы показано влияние амплитуды мнимой части комплекс-
ных собственных значений и структуры неоднородности спектра на эффективность итерацион-
ного метода би-сопряженных градиентов. На основе модельной задачи о распределении потен-
циала в кольцевом анизотропном проводнике продемонстрированы особенности трансформации 
структуры спектра при использовании переобусловливателей Фурье – Якоби и неполной 
LU-факторизации. Проанализированы зависимости спектральных свойств переобусловленных 
матриц и их влияние на скорость сходимости итерационного метода би-сопряженных градиен-
тов для двух вариантов разностных схем, рассмотренных ранее в работах [4–7].
Постановка задачи. Пусть в прямоугольной области Ω  с границей ∂Ω  задано двумерное 
эллиптическое уравнение с однородными условиями Дирихле на границе:
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(1)
Здесь коэффициенты K могут быть постоянными или функциями от двух переменных. 
Разносная аппроксимация задачи (1) на сетке {( , ), , , 1, , 1, }h i j i x j y x yx y x ih y jh i N j Nω = = = = =  
приводит к системе линейных алгебраических уравнений
 .Au f=  (2)
В силу большой размерности матрицы системы разностных уравнений прямые методы, как 
правило, уступают по эффективности и ресурсоемкости итерационным [8–10].
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Вопросам построения и оптимизации параметров итерационных алгоритмов посвящена об-
ширная литература [8–11]. В случае эллиптических уравнений без конвективных членов и сме-
шанных производных, разностный оператор представлен симметрической и положительно опре-
деленной матрицей. Симметричный случай представляется наиболее изученным к настоящему 
времени [9, 10]. Наличие в уравнении смешанных производных и (или) конвективных членов ас-
социируется с появлением кососимметричной составляющей матрицы и комплексными соб-
ственными значениями в спектре. 
Спектр собственных значений матрицы во многом определяет скорость сходимости итераци-
онных методов. Например, в методе сопряженных градиентов вектор погрешности оценивается 
следующим неравенством: 
 









≤   −   
(3)
где e(i) – вектор погрешности на i-й итерации, ( )1/2( ) , ,i TAe e Ae=  k – число обусловленности






Известно, что в общем случае число итераций, необходимых для достижения заданной точ-
ности, пропорционально корню квадратному из числа обусловленности матрицы системы k  







Помимо числа обусловленности на количество итераций могут влиять и другие факторы, на-
пример неравномерность распределения собственных значений матрицы (наличие кластеров, 
кратных собственных значений), амплитуда мнимой части комплексных собственных чисел и т. д. 
Для прояснения существенности перечисленных факторов уместно будет рассмотреть серию 
тес товых матриц с фиксированными границами однородного и неоднородного спектра, для ко-
торых с ростом размерности число обусловленности остается неизменным. 
Влияние неоднородности спектра матрицы на скорость сходимости итераций. Рас-




В каждом из трех случаев тестовые матрицы строились на основе кососимметрических диа-






собственные значения которых равны .a ib±  Отношение b/a характеризует относительную ам-
плитуду мнимой части комплексных собственных значений.
Чтобы проверить, как влияет структура спектра матрицы на количество итераций в методе 
би-сопряженных градиентов, зафиксируем значения minl  и maxl  таким образом, что число 
обусловленности k = 100, причем число обусловленности, равно как и границы спектра матрицы, 
сохраняются неизменными при изменении размерности матрицы. 
На рис. 1 представлены диаграммы количества итераций для трех случаев распределения 
собственных значений в зависимости от размерности матрицы N. Отметим рост количества ите-
раций в случае логарифмического и кластерного распределения спектра при увеличении размер-
ности N и практически отсутствие зависимости скорости сходимости итераций от размерности 
при линейном распределении собственных значений.

















Рис. 1. Зависимость количества итераций от размерности матрицы для трех случаев  
распределения спектра. Параметры: min maxRe{ } 1, Re{ } 100,l = l =  b/a = 1/10
Fig. 1. Dependence of the number of iterations on the matrix dimension for three cases  
of the spectral distribution. Parameters: min maxRe{ } 1, Re{ } 100,l = l =  b/a = 1/10
При увеличении относительной амплитуды спектра по мнимой оси – соотношения b/a – бы-
ло отмечено увеличение количества итераций в кластерном и логарифмическом случае, в то вре-
мя как для равномерного распределения скорость сходимости остается практически неизменной 
(рис. 2).
таким образом, представленные результаты показывают, что неоднородность распределения 
собственных значений вдоль действительной оси, а также относительная амплитуда мнимой со-
ставляющей спектра кососимметричной матрицы являются существенными факторами, влияю-

















Рис. 2. Зависимость количества итераций от различной ширины мнимой части спектра для трех случаев  
распределения спектра. Параметры: N = 400, min maxRe{ } 1, Re{ } 100,l = l =  b/a = {1/10, 1/20, 1/40, 1/80}
Fig. 2. Dependence of the number of iterations on the magnitude of the imaginary part of the spectrum for three cases  
of the spectral distribution. Parameters: N = 400, min maxRe{ } 1, Re{ } 100,l = l =  b/a = {1/10, 1/20, 1/40, 1/80}
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Спектральные свойства дискретных операторов анизотропной диффузии. Вернемся 
к решению краевой задачи (1) для случая пространственного распределения потенциала в ква-
дратном проводнике с кольцевой анизотропной неоднородностью. Внутренний и внешний ради-
усы кольцевой неоднородности полагались 0,4 и 0,6 соответственно. Про водимость кольца в ра-




. Здесь , 1 / ,r       
σ – параметр анизотропии. 
Для аппроксимации смешанных производных использовались две схемы:
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Здесь ( , ) ( , ) ( , ) .i j i j i jxy xy xy
±σ = σ ± σ
Разностные схемы (4) и (5), ранее исследованные в работах [4–7], в дальнейшем будем назы-
вать схемами I и II соответственно. Вторые производные аппроксимировались по стандартной 
5-точечной схеме второго порядка [12].
Дискретизация задачи (1) для разностных схем I и II приводит к системе линейных алгебраи-
ческих уравнений с разреженной 7- и 9-диагональнными матрицами соответственно:
 .Au f=  (6)
Для решения системы (6) использовался метод би-сопряженных градиентов. Количество уз-
лов N по каждому направлению изменялось от 32 до 96.
Было исследовано, как влияет использование переобусловливателей на спектр матрицы за-
дачи. В качестве переобусловливателей использовался комбинированный переобусловлива-
тель Фурье – Якоби (FJ) и переобусловливатель неполной LU-факторизации (iLU) [5–7, 12]. 
На рис. 3 изображен спектр собственных значений для схем I и II. Стоит отметить, что обе они 
имеют примерно одинаковую ширину спектра вдоль действительной оси, но при этом схема I 
имеет на порядок большую амплитуду мнимой составляющей собственных значений, чем 
схема II.
На рис. 4 приведены спектры дискретных операторов с использованием переобусловливате-
ля Фурье – Якоби и неполной LU-факторизации для двух вариантов аппроксимации смешанных 
производных. Можно заметить, что использование переобусловливателя Фурье – Якоби позво-
ляет значительно сократить ширину спектра оригинальной матрицы вдоль действительной 
и мнимой осей как для схемы I, так и для схемы II. Переобусловливатель неполной LU-
факторизации значительно меньше сжимает ширину спектра, которая для N = 48 остается на 
порядок больше как по действительной, так и по мнимой оси по сравнению со случаем переобу-
словливателя Фурье – Якоби. 
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Рис. 3. Спектр матрицы A (схема I – слева, схема II – справа), N = 48
Fig. 3. Spectrum of the matrix A (scheme I – left, scheme II – right), N = 48
Рис. 4. Спектр переобусловленных матриц (переобусловливатель Фурье – Якоби –  
сверху, переобусловливатель неполной LU-факторизации – снизу) для схем I (слева) и II (справа)
Fig. 4. Spectrum of the preconditioned matrices (above – the Fourier – Jacobi preconditioner, below –  
the iLU preconditioner) for schemes I (left) and II (right)














Рис. 5. Зависимость количества итераций от размерности матрицы для схем I и II  
с использованием переобусловливателей Фурье – Якоби и неполной LU-факторизации
Fig. 5. Dependence of the number of iterations on the matrix dimensions for schemes I and II  
with the Fourier – Jacobi preconditioner and iLU preconditioner
На рис. 5 изображены диаграммы зависимости количества итераций с использованием двух 
переобусловливателей от размерности сетки для двух рассмотренных схем. Можно отметить, 
что при применении переобусловливателя Фурье – Якоби число итераций для обеих схем рас-
тет медленнее, чем при использовании переобусловливателя неполной LU-факторизации. С точ-
ки зрения спектральных свойств матриц, преимущества переобусловливателя Фурье – Якоби 
можно объяснить более равномерным распределением спектра вдоль действительной оси и луч-
шим подавлением амплитуды мнимой составляющей спектра, что в совокупности препятствует 
существенной деградации скорости сходимости с уменьшением шага сетки. Незначительные от-
личия в скорости сходимости рассмотренных итерационных методов для разностных схем I и II 
не удается объяснить исходя из соответствующих спектральных свойств переобусловленных 
матриц. 
Заключение. Представленные результаты позволяют сделать вывод о том, что скорость схо-
димости итерационных методов би-сопряженных градиентов при решении систем разностных 
уравнений для многомерных эллиптических краевых задач со смешанными производными зави-
сит не только от границ спектра разностного оператора (оригинального или переобусловленно-
го), но также и от степени неоднородности распределения собственных значений на комплекс-
ной плоскости. На примере тестовых матриц показано, что при фиксированных границах спек-
тра увеличение неравномерности плотности распределения собственных значений вдоль 
действительной оси приводит к росту количества итераций. Это проявляется в том, что при ло-
гарифмическом и кластерном распределении собственных значений в пределах заданных гра-
ниц спектра скорость сходимости метода би-сопряженных градиентов падает с ростом размер-
ности матрицы системы уравнений. Аналогичный эффект наблюдается и с увеличением ампли-
туды мнимой части спектра с неоднородным распределением собственных значений при 
фиксированных значениях числа обусловленности и размерности матрицы. 
На основе выявленных закономерностей проанализирована эффективность метода би-сопря-
женных градиентов при реализации разностных схем для модельной задачи распределения по-
тенциала в квадратной области с кольцевой анизотропной неоднородностью проводимости. 
Установлено, что преимущества переобусловливателя Фурье – Якоби по сравнению с неполной 
LU-факторизацией обусловлены на порядок лучшим сжатием спектра как вдоль действительной, 
так и в направлении мнимой оси, а также более равномерным распределением собственных зна-
чений спектра переобусловленной матрицы. 
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Использование переобусловливателей Фурье – Якоби и неполной LU-факторизации позволя-
ет уменьшить границы спектра в направлениях действительной и мнимой оси в 103–106 раз и, 
как следствие, существенно сократить количество итераций, необходимых для достижения за-
данной точности итерационных методов. Кроме того, переобусловливатель Фурье – Якоби дает 
возможность снизить (а в отдельных случаях практически устранить) зависимость числа итера-
ций от шагов сетки благодаря более равномерному распределению собственных значений пере-
обусловленной матрицы.
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