Let A be a finite, totally ordered alphabet, and let P be the lexicographic ordering on A*. Let X be a subset of A*. The language of minimal words of X is the subset of X composed of the lexicographically minimal word of X for each length:
INTRODUCTION
Let A be a finite, totally ordered alphabet, and let P be the lexicographic ordering on A*. Let X be a subset of A*. The language of minimal words of X is the subset of X composed of the lexicographically minimal word of X for each length:
Min(X )=[x # X | \w # X, |w| = |x| O xPw].
The aim of this paper is to prove the following theorem:
Theorem. Let L be a context-free language. The language Min(L) is context-free.
This result extends to context-free languages a well-known result for regular languages (see, e.g., [5] ). According to [4] , the same result holds for context-sensitive languages but was open in the context-free case. We do not know about a simple proof of the theorem; our proof is``bruteforce'' in the sense that it proceeds by inspection and transformation of grammars.
The proof is in four steps. The first (Section 3) considers the unique infinite word in the adherence of a context-free language that is minimal for the lexicographic order. We show (Theorem 3.2) that this word is ultimately periodic. This result is used in the next section in order to classify the nonterminals of a context-free grammar into three categories: a nonterminal is covered if it generates at least one word that is lexicographically smaller than the minimal infinite word of the adherence, a nonterminal is dense if it generates infinitely many words that are prefixes of the minimal infinite word of the adherence, a nonterminal is decreasing if it is neither covered nor dense.
The second step of the proof (Section 4) is a reduction step. We show, using the classification of nonterminals, that the general problem reduces to the particular case of linear languages (Theorem 4.1). The third step (section 5) shows that, for a linear language, its minimal words are exactly those of some linear and bounded language (Theorem 5.1). In the last step, we solve the problem directly for bounded linear languages (Theorem 6.1).
We observe that the present proof uses some variety of concepts from formal language theory which are rarely used together: infinite words and adherences [3] , iteration theorems and linear languages [1, 6, 8] , rational transductions [2, 5] , combinatorics on words [7] . At present, we do not see how to derive a simpler proof that avoids the use of these notions.
Given words u, v # (V _ A)*, we write u Ä v whenever there exist factorizations u=xXy, v=x:y, with (X, :) a production. A derivation from u to v is a sequence (u 0 , u 1 , ..., u k ) of words in (V _ A)* such that u i&1 Ä u i for i=1, ..., k, and u=u 0 , v=u k . If this holds, we write u * Ä v. The language generated by a variable X in grammar G is the set
The language generated by the grammar is the language L G (S ), where S is the axiom.
In the sequel, all alphabets are finite and totally ordered. Let A be an alphabet. We denote by A* the set of finite words over A, by A N the set of infinite words, and we set A =A* _ A N . A word u is a prefix of a word v if there exists a word w such that v=uw. We then write
If u and v are infinite words, then u C = v implies u=v. For x # A , we denote by Pref(x) the set of finite words that are prefixes of x. For X/A , we set Pref(X )= x # X Pref(x).
A word u is strongly smaller than a word v if there exist a finite word w and two letters a, b with a<b such that wa is a prefix of u and wb is a prefix of v. In this case, we write u< <v.
Observe that u< <v implies ux< <vy for all words x, y. The lexicographic order is defined, for x, y # A by x P y if and only if x C = y or x< <y.
It is a total order. For infinite words, x P y iff x=y or x< <y. Let
be a finite word. The set
of words that are strongly smaller than w is
It is a regular languange. Set similarly, for an infinite word x,
Observe the following: Lemma 1.1. If the word x is ultimately periodic, then Sous(x) is a regular language. Proof. Let s, t # A* with t{= be two words such that
showing that this language is regular. K Let us remark that the set Sous(x) can effectively be computed as soon as the description of x as an ultimately periodic word is effective.
ADHERENCE
Let X/A*. The adherence of X is the set of those infinite words whose prefixes are prefixes of words in X:
The adherence of a set X is empty if and only if X is finite (recall that the alphabet A is finite). If A is equipped with the usual topology, the closure of X/A* is the set X defined by X =X _ Adh(X ).
In particular, a convergent sequence of elements in X converges to an element in X .
The center of X is the set of prefixes of the adherence of X:
It is easily seen that
Centre(Adh(X ))=Centre(X ).
For context-free languages, one can given an explicit description of the adherence and of the center. For this, consider a context-free language L/A* and a grammar G=(V, S, P) in reduced Greibach normal form that generates L.
An infinite left derivation is a sequence u 0 , u 1 , ..., u n , ... of (finite) words such that u 0 =S and
for all n 0. By definition, this means that for all n 0, one has u n =x n X n # n for appropriate words x n # A*, X n # V, and # n # V *. Moreover, since this is a left derivation, one has x n C = x n+1 , and since the grammar is in Greibach normal form, x n tends to infinity. The sequence x n defines an infinite word x by the property that all words x n are prefixes of x. We then write
Conversely, if x # Adh(L), one can prove that S wÄ | x. In other terms, Proposition 2.1 [3] . Let L be a context-free language over A generated by a reduced grammar G=(V, S, P) in Greibach normal form. Then
3. MINIMUM WORD OF THE ADHERENCE Lemma 3.1. Let X be an infinite subset of A*. Then Adh(X ) contains a minimum element for the lexicographic order.
This property results from general considerations about the topology of A . In view of its simplicity, we give an elementary proof.
Proof. Let a 1 # A be the smallest letter such that
and more generally, assuming that a 1 , a 2 , ..., a i&1 are already known, let a i be the smallest letter such that
This defines an infinite word
One has
Moreover, if y # Adh(X ), then by construction x Py. K It is convenient to call minimum word of the adherence of X the infinite minimum word of Adh(X).
Theorem 3.2. Let L be an infinite context-free language over A. The minimum word of the adherence of L is ultimately periodic.
Proof. Let G=(V, S, P) be a reduced grammar in Greibach normal form generating L, and let z be the minimum word in the adherence of L. Consider an infinite left derivation,
There exist two finite words s, t # A*, with t{=, a variable T # V, and two words :, ; # (V _ A)* such that
for some infinite word x. This shows that s x and st | belong to Adh(L), and by the minimality of z, one has
whence, simplifying by s,
When you iterate the first inequality, you get t n x P x (n 0); thus x=t | , and consequently, z=st
Given an infinite context-free language L, the minimum word of the adherence of L is effectively computable.
Proof. Let G=(V, S, P) be a grammar in Greibach normal form generating L. One may assume that every nonterminal of G generate an infinite language.
Let h be an integer, and consider the set of left derivations of length h for which there are words s # A*, t # A + , :, ; # (V _ A*) and a nonterminal T # V such that
For each derivation of this type, one has
and st | is the minimum word in the adherence of L if and only if
Since the center of L is effectively computable and since Sous(st | ) is a regular language, this equality is decidable. In order to compute the minimum word, it suffices to enumerate the left derivations of length h satisfying (V) successively for h=1, 2, ... until one finds a couple of words s, t satisfying the condition (VV). Since this couple exists, it will be found in finite time. K Corollary 3.4. Let z be the minimum word of the adherence of an infinite language L. If L=Centre(L), then Min(L)=Pref(z) is a regular language. K
LANGUAGE OF MINIMAL WORDS
Let X be a subset of A*. The language of minimal words of X is the subset of X formed, for each length, of the lexicographically minimal word of X:
The aim of this section is to prove the following reduction theorem. We begin by some preliminaries. Two languages L and M will be called length-disjoint if the set of length of words in L and the set of length of words in M are disjoint.
We first prove a technical lemma.
Lemma 4.2. For any infinity context-free language L, there exists a context-free grammar such that (1) Every variable generates an infinite language.
(2) There exists an integer p such that for every nonterminal S, there exists an integer n S satisfying
(3) There exists an integer k such that the set of words in L of length greater than k is a length-disjoint finite union of languages generated by variables of the grammar.
Observe that we do not claim that the language L is generated by such a grammar. Condition (3) only states that L is a length-disjoint finite union of languages satisfying (2).
Proof. (1) is well-known (see, e.g., [6] ).
(2) and (3) Let G be a context-free grammar generating L. According to Parikh's theorem (see, e.g., [1, 6] ), for each variable S, there exist a finite set F S of integers, an integer p S and a finite number of integers n S, i such that
Let K be the union of the F S over all variables S, and let k be the maximum in K. Let next p be the lcm of the integers p S . Clearly, by changing the set of integers n S, i , we may rewrite the above equation as
We will now get rid of words of length at most k. For this, we transform the grammar in the following way:
In each rule X Ä :, replace each variable S in :
In the resulting grammar, remove all terminal rules Y Ä u with |u| k.
The grammar H obtained in this way satisfies:
If G is in Greibach normal form, then H is in weak Greibach normal form (i.e., every right-hand side starts with a terminal letter).
Consequently, up to the words of length at most k in L S , we may now assume that
In the last step, we transform such a grammar to get rid of the union. For this, we define new variables S i for i max(n S, i ) designed to generate the words in L S of lengths n S, i +N } p. This is done in the usual way by replacing each production
by the set
By construction, the language generated by the variables S i are length-disjoint for each S. Their union is exactly the original language L S . Hence, (2) and (3) are proved. K Clearly, given two length-disjoint languages L and M, one has Min(L _ M )=Min(L) _ Min(M). Hence, we may admit the following.
Assumption A. From now on, we assume that the language under consideration is generated by a grammar satifying the conditions of Lemma 4.2.
Covers
Let L be a language over A. A cover of L is a word x # L such that x< <w for every long enough word w # L. For instance, every word in the language L=[b n a n | n>0] is a cover of L. On the contrary, the language L=[a n b n | n>0] has no cover. Proof. Let x # L be such that x< <z. Set (see Fig. 1 )
Every word w in T satisfies w< <z. The set T is finite, since otherwise Adh(T ) would be nonempty and would contain a word strictly smaller than z which is impossible. Since every word w is comparable to x in the lexicographic order, it follows x< <w for every word w # L"T that is longer than x, showing that x is cover of L. Conversely, let x be a cover of L. Then x is in L and x< <w for every long enough word w # L. Let y be the prefix of z of length |x|. There exist infinitely many words u such that yu # L, and since x is a cover, one has x< <yu for u long enough. But then x< <y and consequently x< <z. K Let G be a context-free grammar, and let S be a nonterminal generating an infinite-context-free language L. Denote by z the minimum word of its adherence. We distinguish the three following situations: 
v L has no cover, and L & Pref(z) is infinite; in this case, the nonterminal S is called dense; v L has no cover and L & Pref(z) is finite; in this case, S is decreasing.
Since z is ultimately periodic and computable, the two sets Sous(z) and Pref(z) are regular. Thus one can effectively test which case arises for a nonterminal.
The distinction into three cases can be explained intuitively as follows. In order to derive, from some sentential form SuT, a word of sufficiently great length l that is minimal among the words of this length, one must choose a minimal word of length l S generated by S and a minimal word of length l T generated by T, for integers satisfying l S +|u| +l T =l. The problem resides in the choice of l S and l T . Intuitively, if S is a covered nonterminal, one can choose l S to be the length of a cover, and l T will be big. On the contrary, if S is decreasing, one chooses l S to the big and l T to be small. Finally, the case of a dense nonterminal S is more delicate; as we shall see, the choice of l S depends on the nature of the word u and of the language L T . We shall give the necessary lemmas to make these ideas precise. Here, z=(ab) | , and the prefixes of z generated by S are the words of (ab)* a. The nonterminal is dense. Here, z=a | . The nonterminal is decreasing.
Decreasing Nonterminals
Let L be an infinite context-free language and let z=st | be the minimum word of its adherence. The language L & st*A* is infinite. For each word w # L & st*A*, we denote by \(w), and call rank of w, the greatest integer n such that st n is a prefix of w. Thus, every word w in L & st*A* of length at least |s| can be written as
for some word h such that t is not a prefix of h. Since z belong to the adherence of L, the set of ranks of words in L, denoted by Rg(L), is infinite. If the nonterminal generating the language L is decreasing, the word h of equation (V) satisfies t< <h, provided w is long enough. It is easy to see that f is a rational function [2, 5] : let a and x be two new letters not in A, and set C=A _ [a, x]. Consider the morphism , from C* into A* that is the identity on A, and such that ,(a)=s and ,(x)=t. Further, observe that the language K=[u # A* | t< <u] is regular. If w=st n h and n=\(w), then , &1 (w) & ax*K=ax n h. Let be the morphism from C* into [x, y]* that erases a, does not change x, and maps letters in A onto y. Then (ax n h)= x n y |h| and f =, &1 b ax*K b . Consequently, the language B= f (L)=f (L & st*A*)/ x*y* is a bounded context-free language over [x, y], in bijection with L & st*A* by f. The language B is infinite, and the set of n # N is such that x n y p # B for some p is infinite.
Let N 0 be the constant of some iteration lemma for B, let n # Rg(L) with n N 0 , and let v # L & st*A* be of rank n and of minimal length among the words of rank n in L & st*A*. Then v=st n h for a word h of minimal length, and t< <h. One has f (v)=x n y p , where p= |h|. By the iteration lemma, there exist two integers k and l, with k, l 0, 0<k+l<N 0 such that x n+ki y p+li # B for i &1. It follows that k>0, since otherwise l>0 and x n y p&l # B, contrary to the minimality of p. n+i , provided that n+i is even, that i>0, and that the word is not too long. Taking i=W(n+3k)Â2X, an elementary computation shows that |v|< |w| |v| +3.
Lemmas
We now establish three lemmas describing how, according to their type, the variables are used in derivations of words in Min(L). In this section, u, v, ... are terminal words, S, T, ... are variables, and #, $ denote words in (A _ V )*.
Lemma 4.5. Let S be a covered variable, let h # L S be a cover of L S , and let n 0 > |h| be an integer such that h< <h$ for all h$ # L S of length greater than n 0 . If
with S * Ä y and T * Ä z, then | y| n 0 .
Proof. Otherwise, | y| >n 0 , and then h< <y. Let then z$ be a word in L T of length |z$| =|z| + |y| & |h|. Such a word exists because | y| >|h| and | y| # |h| (mod p) (Recall our assumption (A)). Then, uSvT$ * Ä uhvz$w. Now this new word has the same length as x, and it is strongly smaller than x. Contradiction. K Let now S be a dense variable. Denote K S the language formed by the empty word and by the prefixes of z S which belong to L S :
This language is infinite and it is rational. Thus there exists an integer d S such that, for all integer n, there exists h # K S satisfying |h| n< |h| +d S .
Denote by R S the set
This is the set of words in L S obtained from K S by adding a suffix of bounded length. This set is rational; first, observe that the set K S is contained in Pref(z S ). Since z S is ultimately periodic, it is of the form z S =st | . Consequently, Pref(z S ) is, up to a finite set, a finite union of languages of the form st*p, where p ranges over the prefixes of t. The language K S is, up to a finite set, contained in this finite union. The language K S Pref(A d S ) is, up to a finite set, contained in a finite union of languages of the form st*q, where q ranges over the finite set Pref(t) Pref(A d S ). It then follows that the context-free language R S is also contained in this finite union of regular sets of the form st*q. This implies that R S itself is rational.
Lemma 4.6. Let S be a dense variable. If
with S * Ä y and T * Ä z, then y belongs to the rational language R S .
Proof. There exists a word h in K S such that |h| | y| < |h| +d S . Let y$ be the longest prefix of y which is in K S . If |y$| |h|, then h is a prefix of y and y belongs to K S Pref(A d S ), and therefore to R S . Hence, assume that | y$| <|h|. It follows that h< <y, since no word in L S is strongly smaller than a prefix of z S because S is not covered. Let then z$ be a word in L T of length |z$| = |z| + |y| & |h|. Such a word does exist for the same reason as before. But now S 0 * Ä uhvz$w and uhvz$w< <uyvzw by construction; this contradicts the minimality of x. K Lemma 4.7. Let S be a decreasing variable. There exists a constant 2 such that, if
with # * Ä v, S * Ä y and T * Ä z, and if y is long enough, then |z| 2.
Proof. Indeed, if y is long enough, there exists a word y$ in L S such that | y$| |y| and \( y$) N 0 , with N 0 the constant of Lemma 4.4. We may now assume that \( y) N 0 . If not, we replace y by y$ and z by a word z$ # L T of length |z$| = |z| + |y| & |y$| > |z|, and we obtain a word in L S having the same length than x and which is strongly smaller than x.
Let n=\(y) be the rank of y. By Lemma 4.4, there exists a word y" in L S such that | y$| |y"| |y$| +M 0 and \(y")>\(y$). Moreover, | y$| |y|. We check now that | y| < |y"|. In fact, if | y"| |y|, we replace, just as previously, y by y" in the word x and z by a word z$ # L T of length |z$| = |z| + |y| & |y"| |z|, and we get a word in L S having the same length than x and which is strongly smaller than x.
So, we have | y$| | y| < |y"| < |y$| +M 0 |y| +M 0 . If z is long enough (for instance, |z| n T +M 0 } p, where p and n T are the constants of Lemma 4.2), there exists a word z$ # L T such that |z$| = |z|+ |y| &|y"|, because |z| & |z$| = |y| & |y"| M 0 . Since y"< < y, we get uy"vz$w< <uyvzw. This proves the lemma. K
End of the Proof
Proof of the theorem. Each rule of the grammar is replaced by a rational set of linear rules. Let S 0 * Ä x with x # Min(L). Any variable used in the derivation generates a minimal word of its length; otherwise, it is replaced by a lexicographically smaller one of the same length, and we get a word lexicographically smaller than x. Let then
be a rule used in the derivation of S 0 in x. By Lemma 4.5, each covered variable which is not S k is derived in a word of bounded length. Similarly, each dense variable S i which is not S k is derived in a word of the language R S i . Finally, by Lemma 4.7, each decreasing variable is derived either in a short enough word or in a long word. In the latter case, all the variables following it are derived in short words.
More formally, starting with the original grammar, we construct incrementally a new grammar H by repeating the following process. Let
be a rule. If k 1, it is just copied. In the other cases, if S 1 is covered, it is replaced by the finite set of words in L S 1 of length bounded by the length of a cover (according to Lemma 4.5) .
if S 1 is dense, it is replaced by the rational set R S 1 (according to Lemma 4.6) .
if S 1 is decreasing, it is replaced by the following two sets of rules:
where F 2 , ..., F k are the finite sets of words in L S 2 , ..., L S k of length bounded by the constant 2 given by Lemma 4.7;
where F 1 is the finite set of words in L S 1 so short that Lemma 4.7 does not apply.
This process terminates when all rules contain at most one variable.
Due to dense variables, in the resulting linear grammar H, the right-hand sides of variables may be rational sets. This grammar can be viewed as the result of the substitution of rational languages into an ordinary linear grammar. Thus, the language M generated is the result of a rational substitution into a linear language. It is well known (see [2] ) that such a language is itself linear. By construction, Min(M)=Min(L). Since M is linear, Theorem 4.1 is proved. K
REDUCTION TO A BOUNDED LANGUAGE
In this section, we prove the following result. Proof. There exist words u, v, x, z, y, s, t # A* such that
It follows that
Since h is minimal, on one hand we have suxuzvytP suuxzyvvt, and on the other hand, we have suxuzvyvt P sxuuzvvyt. Hence, xu P ux and ux P xu; whence xu=ux, implying also that vy=yv, which in turn shows that these three words are equal. K Let B be the set of elementary loops and let R be the set formed of the empty word and of the elementary derivations which are not loops. Any derivation can be decomposed in a product of elementary derivations. We set
where the union is over all the r 1 , ..., r n # R and over all the b 1 , ..., b n # B which are pairwise different. The language M is then rational and bounded. Proof of the theorem. It is easy to construct, given a grammar G for L, a linear grammar generating the language L$ formed of those words that can be derived in G by a derivation belonging to the set M just defined above. Now, by the proposition, we have Min(L)/Min(L$), and since L$/L, we get the equality Min(L)=Min(L$). Obviously, L$ is a linear bounded language. K
THE CASE OF A BOUNDED LANGUAGE
In this section, we prove the following result.
Theorem 6.1. For any context-free linear bounded language L, the language Min(L) is context-free.
It is convenient to introduce the following notation: given two words u, v and a language L, we set The proof of the theorem is a consequence of three lemmas that we state now. Proof. If u== or x==, the result is immediate. Hence, we assume that neither u{= nor x{=. Then, k 2. We may assume also that x is a primitive word, because if x=t p , then t k is a prefix of ut k , and the equation tu=ut implies xu=ux.
By the above assumptions, there exists a word y such that
It follows from x k&1 (xy)=ux k that u is a prefix of x k&1 . So, we have x k&1 =uz for a word z. But now, uzxy=x k y=ux k , so that x k =zxy. Since the word x is primitive, the two words z and y are powers of x. Hence, u is a power of x. K Corollary 6.6. Let x, y, z, and u be four words and let k>|u|. If xy k is a prefix of uxy k , then, there exists a word v such that xv=ux and yv=vy.
The word v is obviously a conjugate of u.
Proof. As xy k is a prefix of uxy k , the word x is a prefix of ux, so that xv=ux for a word v. Then, xy k is a prefix of xvy k , and this ensures that y k is a prefix of vy 
