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Abstract—Deep learning has been successfully applied to
several problems related to autonomous driving. Often, these
solutions rely on large networks that require databases of real
image samples of the problem (i.e., real world) for proper
training. The acquisition of such real-world data sets is not always
possible in the autonomous driving context, and sometimes their
annotation is not feasible (e.g., takes too long or is too expensive).
Moreover, in many tasks, there is an intrinsic data imbalance that
most learning-based methods struggle to cope with. It turns out
that traffic sign detection is a problem in which these three issues
are seen altogether. In this work, we propose a novel database
generation method that requires only (i) arbitrary natural images,
i.e., requires no real image from the domain of interest, and (ii)
templates of the traffic signs, i.e., templates synthetically created
to illustrate the appearance of the category of a traffic sign. The
effortlessly generated training database is shown to be effective
for the training of a deep detector (such as Faster R-CNN) on
German traffic signs, achieving 95.66% of mAP on average. In
addition, the proposed method is able to detect traffic signs with
an average precision, recall and F1-score of about 94%, 91%
and 93%, respectively. The experiments surprisingly show that
detectors can be trained with simple data generation methods
and without problem domain data for the background, which is
in the opposite direction of the common sense for deep learning.
Index Terms—Traffic Sign Detection, Deep Learning, Au-
tonomous Driving, Object Detection, Faster R-CNN, Template
I. INTRODUCTION
Deep learning has been widely used to tackle a variety of
computer vision tasks. Deep neural networks (DNNs) have
also been successfully applied on several problems related to
autonomous driving [1]. Many of these applications rely on
large networks which in turn usually require large amounts
of data to be properly trained. This requirement, however, is
not always easy to be fulfilled. For many tasks, especially
in robotics, acquiring problem specific databases is not an
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easy task, specially when considering the additional annotation
process. In this context, it would be useful to be able to
train models that achieve good performances without requiring
annotated real images.
The success of deep learning applications on autonomous
driving and advanced driver assistance systems (ADAS) is
unequivocal. For instance, DNNs have been used in scene
semantic segmentation [2], traffic light detection [3], crosswalk
classification [4], [5], traffic sign detection [6], pedestrian
analysis [7], car heading direction estimation [8] and many
other applications. In this work, we focus on the traffic sign
detection problem. The goal is to correctly detect (i.e., predict
the position on the image) all traffic signs of interest given
an image captured by a camera mounted on a vehicle. A
traffic sign, in turn, is a specific sign designed to convey
information to the road users. It is an important task to be
tackled by autonomous driving systems and ADAS, because a
traffic sign sets rules which (i) drivers are expected to abide by
and (ii) road users rely on while making decisions. Although
the complete problem comprises detecting traffic signs and
recognizing their category, this work focuses on the first part
only, i.e., on finding the position of the signs of interest, since
the detection is usually a more complex problem to handle
than the classification.
The traffic sign detection and recognition problem has
been investigated by the research community for a while.
Researchers have been proposing all types of solutions such
as the ones using hand-crafted features in model-based so-
lutions [9], leveraging simple features in learning-based ap-
proaches [10], and, the more recent and state-of-the-art, using
deep learning based methods [6], [11] that is the focus of this
work. A detailed and complete review of these methods can
be found in [12].
Apart from the major advances on the topic, there are still
many issues requiring further investigation, specially when
considering deep learning approaches for detection. Such
detectors require: (i) expensive annotation, (ii) real images
from the target domain, and (iii) balanced data sets. The
annotation process is expensive because each traffic sign has
to be marked with a bound box, which is more difficult than
just setting a class for a classification problem. Moreover,
deep learning based detectors are still known for being data
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Fig. 1. Overview of the proposal method. From left to right, the method receives as input natural images (e.g., from publicly available large-scale databases)
and templates of traffic signs and generates a synthetic training database. The synthetic database is used to train a deep detector (e.g., Faster R-CNN). Finally,
the model is ready to detect traffic signs.
hungry, i.e., for requiring many real images to perform well.
Therefore, the acquisition of such real-world images of traffic
signs can be troublesome, because it requires finding many
traffic sign samples along the roads. Since traffic legislation
changes from country to country, the traffic signs are not
standardized across the world and a new data set has to
be created for every country. Finally, the image acquisition
process has to generate a balanced number for each class.
This would require collecting many more images to have a
minimum balance across the classes because some traffic signs
are rarer than others under common driving circumstances.
The research community is well aware of each of the
aforementioned issues. First, there are several tools [13], [14]
that attempt to mitigate the costs of annotating databases for
detection tasks. In addition, many people are investigating
automatic and semi-automatic techniques to aid the annotation
process, some of them including human-in-the-loop [15].
Second, there are some works [16], [17] on weakly supervised
object detection that try to leverage the massive amounts of
data annotated for classification to perform detection tasks.
Moreover, some works [18], [19] have been investigating
few-shot object detection, trying to reduce the need for data
collection. Lastly, data imbalance is a well-known issue and
its impact on learning-based methods has been widely inves-
tigated even before deep learning [20]. The usual tricks, that
provide limited robustness, can be roughly categorized in two
techniques: data re-sampling and cost-sensitive learning. In the
deep learning context, some works [21]–[23] have investigated
the impact of these tricks and how to learn deep representa-
tions that take the imbalance into account. Most recently, and
more related to this work, Generative Adversarial Networks
(GANs) have also been used to perform data augmentation.
In the context of traffic sign generation, [24] applies a GAN
to enable the conditional generation of traffic signs and [25]
learns to generate training samples based on few input images
to train a classifier. Nonetheless, there is still need for further
investigation and solutions that are able to handle these issues
altogether, specially in the object detection context.
In this context, we hypothesize that it is possible to train
a deep traffic sign detector without requiring annotated real
images from the domain of interest and, yet, achieve a similar
performance to those models trained on manually annotated
images from the domain of interest. Therefore, this work pro-
poses a novel effortless synthetic-database generation method
that requires only (i) arbitrary natural images (i.e., requires no
real image from the domain of interest) and (ii) templates
of the traffic signs (i.e., templates synthetically created to
illustrate the appearance of the category of a traffic sign). The
synthetic database is used to train a country optimized deep
traffic sign detector. We argue that, in the context of traffic sign
detection, the proposed database generation process handles
the three previously mentioned issues altogether facilitating
the training of country specific detectors. The proposed ap-
proach is evaluated using the German Traffic Sign Detection
Benchmark (GTSDB) [26] that comprises real images of
German traffic signs. Results showed that training the Faster
R-CNN detector [27] to find German traffic signs with the
proposed approach leads to 95.66% mAP with a low rate
of false positives. The proposed method is able to detect
traffic signs with an average precision, recall and F1-score
of about 94%, 91% and 93%, respectively. The experiments
surprisingly show that detectors can be trained with simple
data generation methods and without problem domain data
for the background, which is in the opposite direction of the
common sense for deep learning.
II. PROPOSED METHOD
The proposed method (illustrated in Figure 1) comprises
mainly the generation of a synthetic training data set that
requires no real image from the domain of interest. After
that, this synthetic data set is used to train a deep traffic sign
detector. Finally, the trained deep detector model can be used
to infer the position of traffic signs on real images.
A. Training Database Generation
The generation of the training database is three-fold. First,
templates of the traffic signs of interest are acquired. Then,
background images that do not belong to the domain of
interest are collected (e.g., random natural images). Lastly,
the training samples (i.e., images with annotated traffic signs)
are generated.
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a) Template acquisition: The first step towards the gen-
eration of the training samples is the acquisition of a template
for each traffic sign of interest. The traffic signs of interest are
those which the system is expected to operate with. Frequently,
traffic signs are part of country-wise specific legislations
defined by governmental agencies. This usual country-wise
standardization helps the acquisition of templates (which is
the goal of this step), because their very definitions (i.e., the
templates) are part of pieces of legislation commonly available
on-line on the websites of these agencies. In fact, templates
are graphic representations of these definitions (see some ex-
amples in Figure 2). In addition, some of the publicly available
data sets for traffic sign detection (e.g., [26]) also distribute the
templates of the classes annotated in their samples. All of this
makes it easy and convenient to acquire templates virtually for
any given set of standardized traffic signs worldwide. These
templates are acquired and stored to be used later.
Fig. 2. Examples of templates of traffic signs.
b) Background acquisition: In addition to the templates
of the traffic signs of interest, the system requires images to use
as background of the training samples. Although the natural
choice would be images that belong to the domain of interest,
e.g., images of roads, highways, streets, etc.; we argue that
this is not required. Not only that, but choosing images from
the domain of interest to be used as background may introduce
unwanted noise in the training data if not carefully annotated.
Images from the domain of interest eventually will present the
object of interest and this object will be treated as background
as well. On the other hand, by not constraining the background
acquisition to images of the domain of interest, many of the
freely available large-scale data sets (e.g., ImageNet [28],
Microsoft COCO [29], etc.) can be exploited. For this work,
the Microsoft COCO data set was chosen to be used as
background, except for the images containing classes that are
closely related to the domain of interest in order to avoid
the introduction of noise in the training data set. Details
are presented in Section III. After choosing the background
images, the training samples can be generated.
c) Training samples generation: The last step of the
generation of the training database is blending the background
images and the templates of the traffic signs to generate
the training samples. This blending process aims to reduce
the appearance difference between the background and the
templates. If successful, the process is advantageous because it
may tackle all the three aforementioned issues: (i) the training
samples are automatically annotated, since the position of the
traffic signs on the image is defined by the method; (ii) a large-
scale database can be generated without much cost, given that
there are a lot of different possible combinations between the
random natural images (i.e., the backgrounds) and the objects
of interest (i.e., the transformed traffic sign templates); and
(iii) the training data set will not suffer from imbalance, since
the method can sample the classes uniformly. The details of
the blending process are described below:
Let B = {Bi}Si=1 be the background set with S random
natural images, in total; C = {Ci}Mi=1 be the set of classes;
and T = {Ti | i ∈ C} be the set of templates of traffic signs.
First, for training a data set with N samples, the training set is
defined as X = {X1, X2, · · · , XN} iid∼ B. The first step is to
randomly change the brightness and contrast of the image by
randomly adding and multiplying each training sample, i.e.,
αiXi + β, where αi ∼ U(0.75, 1.25), β ∼ U(−120, 120),
and Xi is the background image sampled for the i-th training
sample. The next step is to add a random amount of |Ki|
templates into the i-th sample Xi, where |Ki| ∈ {1, 2, 3, 4, 5}
and Kij ∼ T . The first template is positioned at random on the
background image. Then, for each template Kij , there is a 40%
chance that Kij+1 will be placed immediately below it instead
of randomly. Also, if 〈Kij ,Kij+1〉 were placed together, there
is a 50% chance that Kij+2 will be placed immediately below
Kij+1. This step attempts to mimic a common behavior in real
world (considering the country of interest), where sometimes
two or three signs are seen together, one immediately below
the other. The process of adding a template into a background
image is as follows: (i) multiply the template Kij by the same
αi used on the background image Xi; (ii) apply geometric
transformations, such as random perspective changes, rotation
θ ∼ U(−10, 10), and scale (according to the minimum and
maximum range of operation desired); (iii) adjust the bright-
ness by adding to the template the average of the region on
which the template is being added, minus a constant; (iv) add
noise, i.e., jitter; (v) place the template into a random position
(unless it is tied to another template) with no intersection with
the others; and (vi) fade the borders of the template to create a
smooth transition from the template to the background image.
Lastly, a blur σ ∼ U(0, 7 × scale) is applied to the resulting
image, generating the final training sample. Some training
samples can also be seen in the Figure 3.
Finally, it is important to generate the templates accord-
ing to the range of operation of the application. There-
fore, it is important to set up the minimum and maxi-
mum size of the templates to be detected and sample the
random scales accordingly. This procedure can be seen as
a calibration step on which, in a real-world application,
one could determine the minimum and maximum size of
a traffic sign by looking at few images of a particular
target camera. Models and code will be made available
at https://github.com/LCAD-UFES/publications-tabelini-ijcnn-
2019/blob/master/README.md.
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Fig. 3. Some training samples can be seen in the bottom row, and zoomed-in figures, highlighting the regions with traffic signs, can be seen in the top row.
These samples were generated using the process described in Section II-A.
B. Model Training and Inference
After generating the training database, a deep detector can
be trained. In this work, one of the state-of-the-art deep
detectors was chosen to be trained, i.e., the Faster R-CNN [27].
Roughly, the Faster R-CNN is a 2-step detection framework,
i.e., (i) the Region Proposal Network (RPN) predicts regions
that are likely to contain an object, then (ii) the rest of the
framework refines the predicted regions and predicts the class
of each object. After trained, the Faster R-CNN can be used to
process RGB input images and to predict the bounding boxes,
classes, and confidence scores of the predicted traffic signs. It
is worth noting that, in this work, there is only the class traffic
sign (i.e., there is no distinction between them).
III. EXPERIMENTAL METHODOLOGY
This section introduces the data sets used to train and
evaluate the detection models, the metrics for performance
quantification, and the experiments conducted to validate our
proposal. The experimental platform is described at the end
of the section.
A. Data sets
1) MS-COCO: The Microsoft COCO (MS-COCO) [29] is
a large-scale data set (more than 200k labeled images divided
into training and test sets) designed for the tasks of object
detection, segmentation, and visual captioning. For this work,
the images of the 2017 version of MS-COCO are used as
background for the traffic signs templates, as described in
Section II-A. More specifically, the sign templates are overlaid
onto the images of the MS-COCO training partition in order
to train the traffic sign detector proposed in this work. For our
purposes, traffic-related scenes should be disregarded, which
is done by filtering out those images originally labeled as
“traffic light”, “bicycle”, “car”, “motorcycle”, “bus”, “truck”,
“fire hydrant”, “stop sign”, and “parking meter”. Images with
height less than 600 pixels or width less than 400 pixels
are also removed, totaling at the end 58078 images. The
remaining images are further uniformly scaled so that the
shortest dimension has 1500 pixels. Finally, the central 1500
× 1500 pixels area is cropped from the scaled image. This
same procedure is conducted on the MS-COCO test partition
to construct a validation set used in the experiments, as further
detailed in Section III-D.
2) GTSDB: The German Traffic Sign Detection Benchmark
(GTSDB) [26] is publicly available with a total of 900 images
(1360 × 800 pixels), being 600 of them separated for training,
and 300 for test. The original data set was filtered in order to
keep only those images with signs annotation, resulting in 506
and 235 images for training and test, respectively. Training
and evaluation with these images provides the expected upper
bound performance for the task of detection traffic signs on
the GTSDB benchmark.
The evaluation of the proposed system takes advantage of
the sign templates available in GTSDB, which were superim-
posed onto the MS-COCO images to construct the synthetic
training base. In addition, the GTSDB’s test images were used
to assess the performance of the proposed method.
B. Performance Metrics
In addition to the precision, recall and F1-score metrics, the
Mean Average Precision (mAP) was also used to quantify the
detection performance. The Average Precision (AP) metric,
from which mAP is derived, follows the same approach in
the PASCAL VOC 2012 challenge [30]. Basically, AP is de-
fined as the approximate area under the precision/recall curve
obtained for a fixed IoU threshold (0.7, in this work). Then,
the mAP value is the average of APs for all object categories.
The mAP value matches the AP’s since the categories of the
objects (i.e., the traffic signs) are not taken into consideration.
C. Training the Faster R-CNN
The training of the Faster R-CNN for both scenarios fol-
lows a similar setup. First, off-line data augmentation was
performed. The basic procedure introduced in Section II-A
was also adopted in the training of the baselines, except
for the blur and brightness parameters: σ ∼ U(0, 2) (blur)
and β ∼ U(−40, 40) (brightness). At training time, the
input images are resized to have the smaller side with 1500
pixels, a default operation defined by the detection framework.
This transformation affects only the GTSDB (ending up with
1500×882) training data since MS-COCO with templates was
already adjusted to this size. Additionally, on-line augmenta-
tion consisting of random vertical and horizontal flipping is
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applied on the resized images. The scales and the aspect ratio
of the Faster R-CNN anchors were calibrated to be in the
range of interest of the application, i.e., with assigned values
of {0.5, 1.0, 2.0, 4.0, 8.0, 16.0} and 1:1 respectively. In the
training, images are processed in batches of size 1, and the
learning rate is initially set to 0.001. After 20k iterations, the
learning rate is decayed to 10% of its initial value, and the
training finishes after 70k iterations. The rest of the setup (e.g.,
loss function and optimization algorithm) follows the default
training procedure detailed in the original paper [27]. It is
important to highlight that the particular labels of the templates
are disregarded in the training since the goal is detecting traffic
signs without identifying them.
D. Experiments
The conducted experiments assess performance on the
GTSDB data set by training the detector on MS-COCO with
templates (proposed method) and testing on the GTSDB test
set. The results are compared to baselines (lower- and upper-
bounds) that are trained on the GTSDB’s training set itself
and tested on the GTSDB test set. The upper-bound baseline
makes use of the entire training set, whereas one training
image of each traffic-sign category is used to train the lower-
bound baseline. For each scenario, the metrics statistics for
10 training-test runs are recorded. Multiple runs with training
images in different presentation order and different seeds are
intended to assess robustness and prevent misleading analysis
due to non-determinism. As a conservative measure, the best
result was chosen for the baselines among the 70k iterations
(out of 7 checkpoints at each 10k iterations). For the pro-
posed method, on the other hand, a validation set comprising
synthetic images, i.e., templates onto MS-COCO images, is
used to select the best model to be considered. Therefore, the
model version that maximizes mAP on the validation set out
of 7 checkpoints at each 10k iterations is considered for the
evaluation. The process is repeated for each of the 10 trainings.
For mAP analysis, all detections are considered since its
computation does not assume any confidence threshold. Pre-
cision, recall, and F1-score metrics, on the other hand, require
the suppressing of low confidence detections in order to ana-
lyze the performance of the deployed detector. To this purpose,
the confidence threshold for a trained model was assigned
the value that yielded the highest F1-score on the validation
set (i.e., MS-COCO test set with templates). This procedure
avoids, for instance, favoring recall against precision, which
happens when a low threshold is manually chosen.
Finally, we analyze the ratio of recovered objects for each
category (this was named category-wise recall). It is important
to note that, in this work, the detector does not assign the
specific category of the predicted traffic signs. In other words,
the confidence value is linked to the object specific category,
but with a general class traffic sign. Therefore, a traffic sign
object (of any category) is said to be recovered correctly if it is
intersected by any prediction (with IoU ≥ 0.7) with confidence
level equal or greater than a threshold (the same defined for
precision/recall).
E. Experimental Platform
The training and evaluation of the models were conducted
on two Intel Xeon CPU E5606 (2.13GHz) PCs and a NVIDIA
TITAN Xp GPU with 12 GB, one with 24GB of RAM, and
the other with 31 GB. The data set was processed on an Intel
Xeon E7-4850 v4 (2.10GHz) PC with 128 vCPU (only 100
were used), 252GB of RAM. For Faster R-CNN, we adopted a
Tensorflow implementation that is publicly available1. Training
sections take nearly 7 hours for a single run on MS-COCO
with templates, and 12 hours on the GTSDB training set.
IV. RESULTS AND DISCUSSION
The mAP of the proposed template-based detector was
95.66 ± 0.53%, where these values stand for the mean and
standard deviation for the 10 runs, respectively. In other
words, a mAP higher than 95% was achieved without using
any image of the application domain. Figure 4 shows some
challenging situations our method was able to handle (the best
model of the 10 runs was considered here): partial occlusion,
physical deterioration, and poor image quality (i.e., blur, noise,
low contrast/illumination). Additional qualitative results are
available in the video2.
Fig. 4. Challenging cases where the proposed method was successful.
Nevertheless, the resulting mAP should be viewed in light of
the baselines’ performance (Figure 5). The upper-bound mAP
was 3.39% higher, on average, than the proposed method,
whereas the lower-bound (i.e., training with one exemplar of
each category) was 9.13% lower. As expected, increasing the
collection of annotated traffic scenes yields a better perfor-
mance, however this implies more human effort. Furthermore,
it should be considered that the mAP difference between the
upper-bound baseline and the proposed method reflects the
fact of the baseline’s training and test sets share a particular
geographic context (localities near Bochum, Germany). This
implies more similarity between the two sets with respect
to the overall appearance and the traffic scene structure,
which is hard to be reached in real driving applications. By
using natural images, the structural dependency is disregarded
completely.
For further analysis, the confidence threshold was fixed
according to the validation procedure described in the previous
section, and the average precision, recall, and F1-score for
the proposed method was measured. The respective values
were 90.76%, 91.99%, and 0.9135. The precision metric is
1https://github.com/endernewton/tf-faster-rcnn
2https://youtu.be/zK5qaY3uzhE
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Fig. 5. Performance of the models in terms of mAP. The boxplot is the result
of 10 runs.
(a) False positives
(b) False negatives
Fig. 6. Samples of false positives/negatives produced with the proposed
method.
affected by the amount of false positives it produces. An
important observation is that 43.43% of the false alarms (some
samples are shown in Figure 6(a)) indeed resembles to traffic
signs, however they were not assigned as objects of interest in
the ground-truth annotation. By disregarding these instances
through visual inspection of the detected cases, the precision
would increase to 94.66% and, as a consequence, the F1-
score would achieve 0.933. The full list of images under
this condition is available here3. In addition to these cases,
a substantial amount of false positives (50.86%) include other
elements of the driving domain, such as rear-view mirrors,
other types of signs, and headlights. We conjecture that this
is due to the fact these elements are more scarce in natural
images, which hinders learning them as negative samples (i.e.,
non traffic signs).
For a more detailed evaluation, the category-wise recall
3https://github.com/LCAD-UFES/publications-tabelini-ijcnn-
2019/blob/master/False-FalsePositives.pdf
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Fig. 7. Category-wise recall (non-normalized) accumulated for 10 runs. The
red bars represent the number of traffic signs of each category in the test set
multiplied by 10, since we account for 10 runs, whereas the green bars denote
the quantity of recovered traffic signs accumulated for the 10 runs.
performance (Figure 7) was also analyzed. The red bars
in the graph represent the number of traffic signs of each
category in the test set multiplied by 10, since we account
for 10 runs. The green bars denote the quantity of recovered
traffic signs accumulated for the 10 runs (i.e., for the 10
evaluated models). In summary, the proposed method was
able to perfectly recover 28.95% of the 38 categories. For
categories with more than 5 exemplars (i.e., red bars reaching
50 in the graph) in the test set, the recall was under 90% only
for the categories 12 and 38. These results show the great
potential of the presented method.
Although our method achieved notably good results on the
test set, we were also interested to assess its performance on
a larger data set. In this context, we evaluated the proposed
method on the full GTSDB (i.e., the training and testing sets
together). On this data set, the proposed system achieved
a mAP of 93.17%, with average precision, recall and F1-
score (the latter three values are according to the best F1-
score described previously), of 90.59%, 89.15% and 0.8984,
respectively. However, this result can not be compared to the
baselines, since data from the training set (now included in
the test set) is not available anymore.
V. CONCLUSION
Solving challenging tasks with deep neural networks usu-
ally requires an annotated data set with real image samples
belonging to the context of the problem. The human effort
and other costs involved in gathering such data has motivated
research on alternative ways to train the models. In particular,
this work leverages templates to teach a deep model to detect
traffic signs in real traffic scenes. Besides eliminating the need
for real traffic signs, we also propose a more flexible and
effortless construction of the training set by superposing the
templates on natural images, i.e., arbitrary background images
available in computer vision benchmarks.
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Experimental results on the German Traffic Sign Detec-
tion Benchmark (GTSDB) showed that models trained using
automatically-labeled data without images of the problem
context achieved, on average, 95.66% of mAP, whereas using
the GTSDB training set itself (i.e., real annotated data of the
problem domain) yielded an improvement of only +3.39%. In
other words, we can achieve comparable performance to the
reference (upper bound) baseline without the need of capturing
or using traffic scenes, as well as the need of (human-made)
object detection annotation.
The results obtained with this work are very surprising
because they show that, for some applications, detection
models can be trained out of the context of the problem
and still achieve good performance. Moreover, they actually
open up doors for new investigations about training of deep
architectures. This achievements naturally lead us to inquire
about its applicability in other application domains. Future
work includes investigating the traffic sign problem with
category recognition and a more comprehensive investigation
of the tasks and scenarios our proposal could be applied on.
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