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We initiate a study of finite temperature transport in gapless and strongly coupled quantum
theories with charge and dipole conservation using gauge-gravity duality. In a model with non-
dynamical gravity, the bulk fields of our model include a suitable mixed-rank tensor which encodes
the boundary multipole symmetry. We describe how such a theory can arise at low energies in a
theory with a covariant bulk action. Studying response functions at zero density, we find that charge
relaxes via a fourth-order subdiffusion equation, consistent with a recently-developed field-theoretic
framework.
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1. INTRODUCTION
The past decade has seen enormous work on the “AdS/CMT” correspondence, whereby the condensed matter
physics of certain strongly coupled quantum systems can be studied through a holographically dual classical gravity
theory: see [1–4] for reviews. Much of this work relies on a “bottom-up” approach, whereby one simply posits a bulk
action which contains the appropriate symmetry and field content of the desired strongly coupled theory, without
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2knowing the precise field theory dual. The goal of this approach is not to make quantitative predictions about
any particular condensed matter model, but rather to guide our intuition for how to think about and organize our
understanding of strongly coupled systems without quasiparticles.
In this paper, we initiate a holographic study of models of strongly coupled constrained quantum dynamical systems.
Such constrained dynamics first arose in the study of models with microscopic excitations called fractons (which are
individually immobile, but collectively mobile) [5–18]; see also the reviews [19, 20]. However, such constrained
dynamics can arise in a variety of other experimentally-relevant contexts [21]. A significant challenge with studying
the dynamics of a many-body system with constraints is that, essentially by definition, there is not an obvious
quasiparticle description – after all, if individual excitations cannot move in space, the only possible way for dynamics
to proceed is through the interactions of multiple excitations. Many of the systems which have been amenable to
study in the past are models of random unitary circuits (with constraints), yet typically the models studied amount
to classical Markov chains [22–26], which should be sufficiently generic to capture hydrodynamic phenomena, but may
not capture quantum transport phenomena and the crossover away from hydrodynamics at shorter time and length
scales.
Here, we attack this problem via holography. Our first main result is a prescription for how to model such dynamics
using holography, including from a covariant description in the bulk. Our construction follows from the realization
that fracton matter (and constrained dynamics more generally) are described by theories invariant under a multipole
algebra [27], and naturally couple to higher-rank gauge fields [28–35].
We then proceed to analyze the linear response of such theories. In systems which are charge neutral, we focus on
the correlation functions of the conserved density and the (higher rank) current operators. In the long wavelength
limit, our results are in complete agreement with the universal framework of [36]. We find that some aspects of more
conventional holographic transport, such as the membrane paradigm [37, 38], extend to our theory, while others, such
as the relationship between chaos and diffusion [39–46], do not apply to the subdiffusion constant. Holography also
allows us to calculate response functions at short wavelengths, where hydrodynamics breaks down. We numerically
calculate transport coefficients across a “hydrodynamic-to-collisionless” crossover, where the high frequency physics
is effectively captured by a zero temperature scale-invariant limit, whose properties are easily computed. Of course,
here the “collisionless” regime of a conventional kinetic theory is replaced by a scale invariant field theoretic limit,
where the scaling of the conductivity is (mostly) fixed by dimensional analysis.
2. GENERAL FIELD THEORETIC CONSIDERATIONS
2.1. Background gauge fields and the Ward identity
We begin by thinking, from a general field theoretic perspective, about how to build actions which encode a dipole
conservation law. Since this is an unusual problem, let us begin by reviewing a simpler problem, with an ordinary
(unbroken) U(1) symmetry (i.e. charge conservation but not dipole conservation). In this case, we are free to locally
rotate the U(1) phase φ(x) if we are willing to introduce a classical background gauge field Aµ to absorb the rotation,
via Aµ → Aµ + ∂µφ. The invariance of the action under this local rotation then implies that
0 =
δZ
δφ(x)
= ∂µ
δZ
δAµ(x)
= ∂µJ
µ (2.1)
where S denotes the generating functional of the field theory and Jµ denotes a local current operator. Clearly, this is
the local Ward identity corresponding to charge conservation. As usual, µν · · · indices refer to spacetime coordinates;
in a holographic context, they do not include the extra bulk radial dimension.
How should we generalize this to account for local dipole conservation? A heuristic argument is as follows: there is
a non-trivial choice of phase φ in the charge conserving theory:
φ = µt (2.2)
which allows us to study the theory above at a chemical potential µ, since (despite being pure phase) this φ leads to
At = µ. (2.3)
In a dipole conserving theory, we would like to be able to impose a chemical potential µ˜i for the dipole moment as
well:
At = µ+ µ˜ixi. (2.4)
3Here i, j · · · represent spatital indices in each of d spatial directions. However, since ∂iAt − ∂tAi 6= 0 for the ansatz
(2.4), we cannot impose such a dipole chemical potential if we couple the theory to the usual gauge fields Aµ. In fact,
the kind of structure which we need to couple to is a “mixed rank” gauge field [31, 32]
At → At + ∂tφ, (2.5a)
Aij → Aij − ∂i∂jφ. (2.5b)
Note that Aij = Aji is symmetric. Since the gauge invariant object here is ∂i∂jAt + ∂tAij , we can now see that (2.4)
is acceptable.
Hence, we must couple the dipole-conserving field theory to a mixed rank gauge field:
Z[At, Aij ] =
〈
exp
[
i
∫
ddxdt
(
AtJ
t +AijJ
ij
)]〉
. (2.6)
Moreover, since At and Aij are the fields which couple to observables, we conclude that the appropriate observables
of this theory are J t and J ij . Moreover, the invariance of the theory under the local transformation (2.5) leads to
0 =
δZ
δφ(x)
= ∂tJ
t + ∂i∂jJ
ij = 0. (2.7)
2.2. Subdiffusion
It is natural to ask, given the unusual form of charge conservation in (2.7), what is the emergent hydrodynamics
of a theory with dipole conservation. Hydrodynamics is an effective theory describing long time (at times longer
than a “collision mean free time”, or more abstractly “thermalization time”) behavior of many-body dynamics with
conserved quantities [47–49]; it can also be developed for systems with almost conserved quantities [50]. It is a powerful
framework because it is sensitive only to the symmetries of the system, and hence a large class of microscopically
diverse systems fall into the same hydrodynamic universality class.
The hydrodynamics of systems with multipole conservation laws was systematically developed in [36], assuming
that the charge dynamics decouples from other degrees of freedom. It was shown that in these classes of systems that
the dynamics was sub-diffusive with unique sub-diffusive exponents. In particular, with dipole conservation, one finds
that
Jij = B1∂i∂jρ+B2δij∂k∂kρ+ · · · (2.8)
where · · · denotes higher derivative corrections. Hence, the resulting equation of motion reads
∂tρ = −(B1 +B2)(∂i∂i)2ρ. (2.9)
In other words, there will be a quasinormal mode (a pole in Green’s functions) at frequency ω = −i(B1 +B2)k4.
Observe that the electric field in the dipole-conserving theory is defined by
Eij = −∂tAij − ∂i∂jAt, (2.10)
and so the conductivity we are looking for is a fourth rank tensor:
〈Jij〉 = σij,klEkl. (2.11)
Here we are sloppy about raising and lowering indices, as we are focused on field theories on flat space.
3. HOLOGRAPHIC MODEL
3.1. A bottom-up bulk model
With this most basic introduction to the problem of dipole-conserving hydrodynamics, we are now ready to design
a holographic bulk theory capable of encoding this physics. Following the usual holographic dictionary, the dynamical
bulk fields will correspond to the source fields which couple to operators of interest in the field theory: these will be
the energy-momentum tensor Tµν , the charge density J t and the dipole current J ij . These fields couple to the metric
4gab, and (ideally) the mixed-rank gauge field At and Aij , respectively. Note that ab · · · indices are used to refer to all
dimensions: d boundary spatial dimensions, time, and the bulk radial dimension in holography.
There are two important subtleties that we must immediately address. Above, we listed the metric gab as a bulk
field dual to energy/momentum: this field carries bulk spatial indices. Indeed, all of the non-trivial structures of
holography rely on equations of motion that depend on bulk coordinates. Yet at the same time, only the boundary
spacetime components of gµν carry information about the couplings in the boundary theory (and can therefore be
used to read off response functions). These observations are reconciled by noting that the bulk actions are invariant
under diffeomorphisms, which allow us to “gauge fix” gar (here r represents the bulk radial coordinate). This is very
well understood [1–4]. However, we are now trying to build a holographic theory with a mixed-rank tensor whose
boundary indices are (At, Aij). How is one to make sense of a mixed rank tensor in a geometric theory of gravity,
where the metric can mix space and time indices? And how do we handle the extra dimension?
These issues are not merely “mathematical”, but arise from a physical issue. When trying to put a dipole-conserving
theory on curved space, the multipolar conservation law can be destroyed due to spatial curvature [51–53]: dipoles
rotate when parallel transported around loops! From our perspective, this is not really an issue – we are not interested
(at least in this paper) in putting our field theory on a curved spacetime; only the bulk is curved. However, since this
issue spoils existing attempts to couple a mixed rank gauge theory to curved space, there is no “Maxwell action” for
mixed-rank tensors that we can write down in the bulk.
Hence we proceed first along phenomenological grounds. First, we note that the UV theory (at least from the point
of view of the multipole-conserving dynamics) is clearly non-relativistic, since the operators (Jt, Jij) certainly do not
form a covariant first or second rank tensor. Hence the effective holographic theory capturing the multipole-conserving
dynamics will not appear covariant, at least in a relativistic theory of gravity. Generating a non-relativistic geometry
has been extensively studied [54–59] in the holographic literature. In each approach, there must be background fields
(such as Weyl tensors or background gauge fields) which pick out the r and t directions as distinct from the spatial
directions i. So we can, in principle, use these objects to pick out the r and t directions as distinct, and our effective
action need not be written in terms of manifestly covariant objects, so long as the background metric is not dynamical.
While a non-relativistic theory of gravity [60, 61] may be a better starting point, as a matter of convenience, the
theory of relativistic gravity is more broadly understood, so we would like to ask whether it might be possible to
interpret (3.3) in some relativistic theory of gravity, albeit in a background which explicitly breaks Lorentz symmetry.
We will return to this issue in the next subsection.
In a non-dynamical geometry of the kind described in Section 3.3, we desire the remaining gauge fields to be
invariant under the combined gauge transformation
Aij −→ Aij − ∂i∂jλ (3.1a)
At −→ At + ∂tλ (3.1b)
Ar −→ Ar + ∂rλ (3.1c)
There are not covariant derivatives in this expression because, as noted above, the field theory does not live on
curved space. Even in the bulk, we propose that (3.1) holds, and will see how this can (approximately) arise in a
non-dynamical geometry in the following subsection. We can then build the following gauge-invariant objects:
F 1 = ∂tAr − ∂rAt (3.2a)
F 2ij = ∂tAij + ∂i∂jAt (3.2b)
F 3ij = ∂rAij + ∂i∂jAr (3.2c)
F 4ijk = 2∂kAij − ∂iAjk − ∂jAki (3.2d)
We are interested in theories which are charge conjugation symmetric, as well as working within a linear response
regime, so it is sufficient to include only quadratic terms in the following phenomenological holographic bulk action:
S =
1
2
∫
dd+2x
√−g
(
C0g
rrgtt(F 1)2 + C1g
ttgjjgii(F 2ij)
2 + C4g
rrgjjgii(F 3ij)
2 + C2g
ttgiigjjF 2iiF
2
jj+
C5g
rrgiigjjF 3iiF
3
jj + C3g
kkgjjgii(F 4ijk)
2
) (3.3)
where C0, C1, C2, C3, C4, C5 are dimensionless constants. We do not allow these coefficients to depend on a bulk
dilaton field (and thus effectively on r), although that is a natural generalization of our work. We can set C0 = 1 by
rescaling the field A. We also set C4 = C1 and C5 = C2. If this choice is not made, then infalling plane waves in
Kruskal coordinates are not solutions to the near-horizon equations of motion in the presence of a black hole. Lastly,
in the rest of the paper, we work in the gauge Ar = 0.
53.2. Covariant bulk action
In this subsection, we elaborate on how one can recover a model equivalent to (3.3) from an explicitly covariant
bulk action, coupled to Einstein gravity. The equivalence will hold within the regime of linear response, and without
dynamical gravity; with dynamical gravity, the equivalence can explicitly break and may signal subtleties about
fracton hydrodynamics that are not understood on field theoretic grounds.
We assume the presence of a background dilaton scalar field Φ, which partially supports the background hyperscaling
violating metric. Then we introduce d scalar fields φI , sometimes referred to as “axions” due to an assumed shift
symmetry φI → φI + c. We will choose equations of motions for φI so that a consistent solution of the bulk equations
of motion is
φI = xiδIi (3.4)
where the index I ∈ {1, 2, ..d} is a field index, and does not transform under diffeomorphisms. The boundary conditions,
not the bulk action, mix the I and i indices. This construction has also arisen in the effective theory of ideal fluids
[62] and in holographic models of momentum relaxation [63].
We also put in d+ 1 U(1) vector gauge fields denoted by Aµ and A
I
µ. Now using our scalar fields, we can construct
projectors Pab and Qab given by
Qab = ∇aφI∇bφIG(Φ) (3.5a)
P ab = g
a
b −Qab (3.5b)
where the indices a and b are raised and lowered with the metric tensor g. We choose the function
G(Φ(r)) = gxx(r), (3.6)
which can be upheld so long as the metric is non-dynamical, at least in our bottom up model. The projector P is
used to project onto r and t components as P ab 6= 0 only when a = b ∈ {r, t}. Similarly Qab projects onto the the
spatial components. Now we propose the following Lagrangian:
L ⊃ P bdFbcP ceF de + U(Φ)∇aφI∇aφJF IbcF J,dcQbd + V (Φ)∇aφIF acI P dc∇bφJF Jbd + Y (Φ)QabAaAb
+W (Φ)(∇cφJAI,c −∇cφIAJ,c)(∇dφJAI,d −∇dφIAJ,d) + Z(Φ)M IbMaI P ba (3.7)
where Fab = ∇aAb −∇bAa, F Iab = ∇aAIb −∇bAIa, and
M Ib = ∇aΦI∇aAb −∇aφI∇bAa +AJb∇aφJ∇aφI . (3.8)
The terms proportional to Y , W , and Z are used to enforce the following constraints respectively –
Ai ≈ 0 (3.9a)
δIiAI,j ≈ δJj AJ,i (3.9b)
δIiAI,a ≈ −∂iAa (a ∈ {r, t}) (3.9c)
respectively with i, j running over spatial coordinates. These constraints can be understood from the equations of
motion for the fields Ai, AI,j , AI,t and AI,r respectively:
Y (Φ)giiAi + ∂r(Z(Φ)g
rr(∂iAr − ∂rAi +Ai,r)) + ∂t(Z(Φ)gtt(∂iAt − ∂tAi +Ai,t)) = 0 (3.10a)
2W (Φ)(Ai,j −Aj,i)− ∂t(U(Φ)giigjjgtt(∂tAi,j − ∂jAi,t))− ∂r(U(Φ)giigjjgrr(∂rAi,j − ∂jAi,r))
−δij(∂t(V (Φ)giigjjgtt(∂tAi,i − ∂iAi,t)) + ∂r(V (Φ)giigjjgrr(∂rAi,i − ∂iAi,r))) = 0 (3.10b)
Z(Φ)gtt(∂iAt − ∂tAi +Ai,t) + ∂j(U(Φ)giigjjgtt(∂tAi,j − ∂jAi,t)) + ∂i(V (Φ)giigjjgtt(∂tAjj − ∂jAj,t)) = 0 (3.10c)
Z(Φ)grr(∂iAr − ∂rAi +Ai,r) + ∂j(U(Φ)giigjjgrr(∂rAi,j − ∂jAi,r)) + ∂i(V (Φ)giigjjgrr(∂rAjj − ∂jAj,r)) = 0 (3.10d)
where i, j run over spatial indices. Now suppose that Y , W and Z are sufficiently large. Then observe that the first
terms in each of the equations above serve to approximately enforce the constraints in (3.9). Alternatively, when Y ,
Z and W are large, the action will oscillate too rapidly unless the arguments vanish. We conclude that the first three
6terms of (3.7) remain non-trivial, and are given by
P bdFbcP
c
eF
de = 2gttgrrF 2tr (3.11a)
U(Φ)∇aφI∇aφJFI,bcF J,dcQbd = U(Φ)
d∑
I,J=1
gIIgJJ(gttF 2I,tJ + g
rrF 2I,rJ) ≈ U(Φ)
d∑
I,J=1
gIIgJJ(gtt(∂tAI,J + ∂I∂JAt)
2
+ grr(∂rAI,J + ∂I∂JAr)
2) (3.11b)
V (Φ)∇aφIF acI P dc∇bφJF Jbd = V (Φ)
∑
a={r,t}
gaa
( d∑
I=1
gIIFI,aI
)( d∑
J=1
gJJFJ,aJ
)
≈ V (Φ)
d∑
I,J=1
gIIgJJ
(
gtt(∂tAI,I
+ ∂I∂IAt)(∂tAJJ + ∂J∂JAt) + g
rr(∂rAI,I + ∂I∂IAr)(∂rAJ,J + ∂J∂JAr)
)
(3.11c)
where we have taken into account the constraint given in (3.9). We see that these are indeed terms of our original
action (3.3) provided we treat the metric to be non-dynamical.
At finite density the metric will couple to the gauge field fluctuations. Under this construction an extra term
given by gtxgrrFtrFxr arises at linear order. This term appears to be demanded holographically. A field theoretic
interpretation of this term seems to be that at finite density, there must be a contribution to the charge current Jx,
since the cross-susceptibility χJxPx 6= 0 [4]. It would be interesting to better understand fracton hydrodynamics at
finite density, whether through holography or general field theoretic considerations.
3.3. Holographic dictionary
In order to describe the holographic dictionary, we must now describe the UV behavior of the background geometry.
Let us assume it takes the hyperscaling-violating Lifshitz form [59]
ds2 = L2
(
r
R
) 2θ
d
(
− dt
2
r2z
+
dr2
r2
+
d~x2
r2
)
(3.12)
where z is known as the dynamical critical exponent, and L is the AdS radius. Unlike AdS metric, these geometries
treat time and spatial components on different footing by generalizing the scaling symmetry {t, ~x} −→ {λzt, λ~x}. They
preserve translational, time-reversal and rotational symmetry but break boosts. When z = 1, we restore the full
isometry group of AdS: SO(d + 1, 2). Although these geometries are not solutions to pure Einstein’s gravity, they
arise as solutions to theories such as Einstein-Maxwell-dilaton theory [58] and higher derivative gravity [64]. For these
metrics we assume 0 ≤ θ ≤ d− 1 and z ≥ 1 + θd [65], which can be shown to satisfy the null energy condition, as well
as exhibit relatively conventional ground state entanglement. If we are to work at finite temperature then we need to
add an emblackening factor to the metric as follows
ds2 = L2
(
r
R
) 2θ
d
(
− f(r)dt
2
r2z
+
dr2
f(r)r2
+
d~x2
r2
)
(3.13)
where f(r) −→ 1 as r −→ 0 and f(r+) = 0 corresponds to the horizon. The functional form of f is
f(r) = 1−
(
r
r+
)d+z−θ
, (3.14)
and this can be found by carefully solving the bulk equations of motion in a suitable theory of dynamical gravity: see
[4].
Now, let us describe the physics of the non-covariant holographic model (3.3). Assuming a static background metric,
7the bulk equations of motion for the components Ar, At, and Aij of the gauge field are given by
0 = grrgtt∂t(∂rAt) +
∑
ij
C1g
rrgiigjj∂i∂j∂rAij +
∑
ij
C2g
rrgiigjj∂j∂j∂rAii (3.15a)
0 = −∂r(
√−ggrrgtt∂rAt) +
∑
ij
C1
√−ggttgiigjj∂i∂j(∂tAij + ∂i∂jAt) +
∑
ij
C2
√−ggttgiigjj∂j∂j(∂tAii + ∂i∂iAt)
(3.15b)
0 = C1
√−ggttgiigjj∂t(∂tAij + ∂i∂jAt) + C1∂r(
√−ggjjgiigrr∂rAij)
+ 3C3
√−ggiigjj
∑
k
gkk∂k(2∂kAij − ∂iAjk − ∂jAki)
+ δij(C2∂r(
√−ggiigrr
∑
k
gkk∂rAkk) + C2
√−ggttgii
∑
k
gkk∂t(∂tAkk + ∂k∂kAt)) (3.15c)
Let us now study the solutions to these equations of motion close to the boundary r → 0, assuming a metric of the
form (3.13) in the UV. As r → 0, terms with ∂r dominate over terms with ∂t or ∂i, so we find that
Aij = A
(0)
ij +A
(1)
ij r
−4+d+z−θ+ 4θd + . . . (3.16a)
At = A
(0)
t +A
(1)
t r
d−z−θ+ 2θd + . . . (3.16b)
We will typically work under the assumptions that
−4 + d+ z − θ + 4θ
d
> 0 (3.17a)
d− z − θ + 2θ
d
> 0 (3.17b)
so that we can safely assume the terms A
(0)
ij and A
(0)
t to be our sources; however, see comments in [66–69] for the
alternative possibility when these inequalities are violated.
The action becomes a boundary term when evaluated on a solution to (3.15). Following the holographic renormal-
ization prescription [70], we introduce a UV cut-off at the boundary r =  to study the behavior of the action and
ensure its regularity. We find that
S =
1
R
(d−4)θ
d
∫
dd+1x3−d−z+θ−
2θ
d
(
− 2z−2R− 2θd A′tAt + C12−
2θ
d
∑
ij
A′ijAij + C2
2− 2θd
∑
j
A′jj
∑
i
Aii
)
(3.18)
Happily, this action is well-behaved even as  −→ 0, so we don’t need to add any counter terms. According to the
holographic renormalization prescription, we can extract the expectation value of the current density operators as the
coefficients of S proportional to the sources. We find that
〈J ij〉 = lim
−→0
δS
δA
(0)
ij
, (3.19a)
〈J t〉 = lim
−→0
δS
δA
(0)
t
, (3.19b)
and hence
〈J ij〉 = 1
R
(d−4)θ
d
(
−4 + d+ z − θ + 4θ
d
)(
C1A
(1)
ij + C2δij
∑
k
A
(1)
kk
)
, (3.20a)
〈J t〉 = − 1
R
(d−2)θ
d
(
d− z − θ + 2θ
d
)
A
(1)
t . (3.20b)
4. TRANSPORT AND SUBDIFFUSION
4.1. Conductivity
First, we calculate the direct current (zero frequency) conductivity which can be obtained by applying a uniform
electric field. Recall the discussion of the nature of conductivities in a dipole conserving system, presented in Section
82.2. To evaluate σij,kl holographically, we look for solutions to the equations of motion of the form
Aij = (−Eijt+ aij(r)). (4.1)
Plugging into (3.15) gives
∂r
(√−ggrr (gxx)2 (C1 + C2δij)∂rAij) = 0. (4.2)
Hence, the object inside the parentheses is independent of the value of r. Combining with (3.20), we observe that as
r → 0, the object is equal to 〈J ij〉:
〈J ij〉 = √−ggrr(gxx)2(C1δilδjm + C2δijδlm)∂rAlm, (4.3)
while as r → r+,
〈J ij〉 = √−ggrr(gxx)2(C1δilδjm + C2δijδlm)a′lm
∣∣
r=r+
. (4.4)
A quick way to ensure regularity of the solution at the horizon is to (temporarily) switch to Eddington-Finkelstein
coordinate v = t+
∫ √grr√−gtt dr. Regularity of the solution then means that at the horizon, aij should be a function of
v alone. In other words,
∂rAij |r=r+ = −
√
grr√−gtt ∂tAij |r=r+ (4.5)
Thus using (4.5) and (4.4) we find
σij,lm = = (C1δilδjm + C2δijδlm)r
4−d
+
(
r+
R
) (d−4)θ
d
(4.6)
Note that the dc conductivity is written purely in terms of the horizon data in (4.4). This is a consequence of the
membrane paradigm [37, 38], which states that the transport in the boundary theory can be thought of as equivalently
taking place on a fluid flowing across the horizon. The membrane paradigm also doesn’t prohibit the conductivity
from being dependent on θ.
4.2. Subdiffusion constants
In this section we try to compute the sub-diffusion constant by looking for plane wave perturbations to the gauge
fields of the form
At = at(r)e
−iωt+ikx (4.7a)
Aij = aije
−iωt+ikx (4.7b)
where we have assumed without loss of generality the momentum to be in the x-direction. Working with the back-
ground metric tensor given by (3.13), the equations given in (3.15) reduce to
0 = r2z+
2θ
d ωa′t(r) + ik
2r4f(a′xx(r)(C1 + C2) + C5a
′
yy(r)) (4.8a)
0 =
dk2r3(k2at(r)(C1 + C2) + iω(axx(r)C1 + (axx(r) + ayy(r))C2))
f
+ r
2θ
d ((d2 + 2θ − d(1 + z + θ))a′t(r)− dra′′t (r))
(4.8b)
0 =
dr2zω(ω(axx(r)C1 + (axx(r) + ayy(r))C2)− ik2at(r)(C1 + C2))
f
+ dr(r((C1 + C2)a
′
xx(r) + C2a
′
yy(r))f
′
+ f(C1((5 + θ)a
′
xx(r) + ra
′′
xx(r)) + C2((5 + θ)(a
′
xx(r) + a
′
yy(r)) + r(a
′′
xx(r) + a
′′
yy(r)))))
− r(d(d+ z) + 4θ)f((C1 + C2)a′xx(r) + C2a′yy(r)) (4.8c)
0 =
r2zω2ayy(r)C1
f
− 6k2r2ayy(r)C3 + (d− 1)r
2zω(ω(axx(r) + ayy(r))− ik2at(r))C2
f
+
rC1(a
′
yy(r)(−(d(−5 + d+ z − θ) + 4θ)f + drf ′) + drfa′′yy(r))
d
−
d− 1
d
rC2(f((d(−5 + d+ z − θ) + 4θ)(a′xx(r) + a′yy(r))− dr(a′′xx(r) + a′′yy(r)))− dr(a′xx(r) + a′yy(r))f ′) (4.8d)
9The other components decouple from the calculation of subdiffusion constants and we will not consider them further.
Since finding an exact solution to this set of equations is not feasible, we try to find solutions where ω  T , which
is our area of interest. In order to study this problem, following [50, 71, 72], we split the holographic direction into
three regions, namely: inner, outer, and intermediate regions. The outer region includes the near boundary (r −→ 0)
regime, where the solutions appear static (independent of ω and k), since the holographic direction corresponds to the
energy scale, and extends inwards to a distance of r+−T−1e−4piT/ω (where our perturbative solution with ω = k = 0
fails). The inner region is close to the horizon and extends into the bulk upto a distance of r+ − r . T−1. Here we
impose in-falling boundary conditions to find the solutions. We then match the solutions in the intermediate region
which exists between r+ − T−1 < r < r+ − T−1e−4piT/ω.
4.2.1. Outer region
In the outer region which is close to r −→ 0, the effect of ω, k are negligible as can be seen from (4.8), since no
component of a diverges. Let
at(r, x
µ) = a
(0)
t (x
µ) + jt(x
µ)Φt(r) +O(ω, k) (4.9a)
axx(r, x
µ) = a(0)xx (x
µ) + jxx(x
µ)Φxx(r) +O(ω, k) (4.9b)
ayy(r, x
µ) = a(0)yy (x
µ) + jyy(x
µ)Φyy(r) +O(ω, k) (4.9c)
Plugging the above ansatz into (4.8) we find
Φt(r) =
rd−z−θ+
2θ
d
d− z − θ + 2θd
(4.10a)
Φxx(r) = Φyy(r) =
∫ r
0
ds
s−5+d+z−θ+
4θ
d
f(s)
(4.10b)
Comparing with (3.20) and replacing jt and jii in terms of 〈J t〉 and 〈J ii〉 gives us
jt = −〈J t〉R
(d−2)θ
d (4.11a)
jii = R
(d−4)θ
d
( 〈J ii〉
C1
− C2
∑
k〈Jkk〉
(C1 + dC2)C1
)
(4.11b)
We find that Φii, with i being the spatial indices, has a logarithmic divergence at r −→ r+ since f(r) −→ 4piTrz−1+ (r+−
r) +O(r+ − r)2. We assume d + z − θ + 4θd > 4 to prevent UV divergences. So we can rewrite the above equations
by absorbing the divergence in a separate term as follows:
Φt(r) = φt(r) (4.12a)
Φii(r) = φii(r) +
r
−5+d+z−θ+ 4θd
+
f ′(r+)
log f(r) (4.12b)
where φt, φii are the finite parts
φii(r) =
∫ r
0
ds
s−5+d+z−θ+
4θ
d
f(s)
(
1− f
′(s)r−5+d+z−θ+
4θ
d
+
s−5+d+z−θ+
4θ
d f ′(r+)
)
(4.13)
4.2.2. Inner region
This regime is close to r −→ r+. To solve the equations in this regime, we lets assume the gauge fields to be of form
at(r, x
µ) = A(1)t (r, xµ) +A(2)t (r, xµ)f(r)−iω/4piT (4.14a)
aii(r, x
µ) = A(1)ii (r, xµ) +A(2)ii (r, xµ)f(r)−iω/4piT (4.14b)
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where we have imposed the infalling boundary conditions for the second term. Since we are dealing with objects
which are not gauge invariant, we have the first term, which depends on the gauge. Now to solve for At,Aii, we plug
(4.14) into (4.8) and set the coefficients of diverging terms (such as f−1, f−1−iω/4piT ) to zero at the horizon. This
constraints our near horizon solution, leading to
0 = ∂x∂xA(1)t (r+, xµ) + ∂t
(
A(1)xx (r+, xµ) +
C2
C1 + C2
A(1)yy (r+, xµ)
)
(4.15a)
0 = ∂x∂xA(1)t (r+, xµ) + ∂t
(
A(1)xx (r+, xµ) +
(
1 +
C1
(d− 1)C2
)
A(1)yy (r+, xµ)
)
(4.15b)
0 = A(2)t (r+, xµ) (4.15c)
0 = ∂x∂x∂t
(
A(2)xx (r+, xµ) +
C2
C1 + C2
A(2)yy (r+, xµ)
)
(4.15d)
The first two equations can be used to fix A(1)yy (r+, xµ) = 0.
4.2.3. Intermediate region
In this region, the solutions corresponding to inner and outer region are both valid; hence we can match them.
Since ω  T , we can approximate
f(r)−iω/4piT ≈ 1 + log f(r)
4piT
∂t +O(∂2) (4.16)
This makes (4.14) close to the horizon
at(r+, x
µ) = A(1)t (r+, xµ) (4.17a)
axx(r+, x
µ) = A(1)xx (r+, xµ) +A(2)xx (r+, xµ) +
∂tA(2)xx (r+, xµ)
4piT
log f(r) (4.17b)
axy(r+, x
µ) = A(2)xy (r+, xµ) +
∂tA(2)xy (r+, xµ)
4piT
log f(r) (4.17c)
ayy(r+, x
µ) = A(2)yy (r+, xµ) +
∂tA(2)yy (r+, xµ)
4piT
log f(r) (4.17d)
Now matching the finite and diverging parts of (4.17) and (4.9) gives
∂tA(2)ii (r+, xµ) =
4piTr
−5+d+z−θ+ 4θd
+
f ′(r+)
jii(x
µ) = −r−4+d−θ+ 4θd+ jii(xµ) (4.18a)
A(1)t (r+, xµ) = a(0)t (xµ) + jt(xµ)φt(r+) (4.18b)
A(1)xx (r+, xµ) +A(2)xx (r+, xµ) = a(0)xx (xµ) + jxx(xµ)φxx(r+) (4.18c)
A(2)yy (r+, xµ) = a(0)yy (xµ) + jyy(xµ)φyy(r+) (4.18d)
Now we plug this into (4.15) to get the complete set of hydrodynamic equations to be
0 = ∂t〈J t〉+ ∂x∂x〈Jxx〉 (4.19a)
−φt(r+)R
2θ
d
φxx(r+)
∂x∂x〈J t〉 = −R
− (d−4)θd
φxx(r+)
[da(0)]x,t −
r
−4+d−θ+ 4θd
+
φxx(r+)
( 〈Jxx〉
C1
− C2
∑
k〈Jkk〉
(C1 + dC2)C1
)
(4.19b)
0 = −R
− (d−4)θd
φyy(r+)
[da(0)]yy,t − r
−4+d−θ+ 4θd
φyy(r+)
(
(C1 + C2)
∑
k〈Jkk〉
C1(C1 + dC2)
− 〈J
xx〉
C1
)
(4.19c)
where
[da(0)]ii,t = ∂i∂ia
(0)
t + ∂ta
(0)
ii . (4.20)
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Also note that we have neglected time derivatives in the last two terms of (4.19) since such terms are negligible in the
ω  T limit. Thus we obtain the subdiffusion constant
D = (C1 + C2)
r
4−z− 2θd
+ R
2θ
d
(d− z − θ + 2θd )
. (4.21)
To find the dc susceptibility, we look at the solution for at when ω = k = 0. This gives
at = a
(0)
t (x
µ)
(
1−
(
r
r+
)d−z−θ+ 2θd )
(4.22)
where we have imposed the in-falling boundary condition at(r+) = 0. But we know
χ = ∂µρ(µ, T ) (4.23)
where µ denotes the chemical potential which in our case is a
(0)
t . Combining with (3.20) we get
χ =
(d− z − θ + 2θd )
r
d−z−θ+ 2θd
+ R
θ− 2θd
(4.24)
Einstein’s relation implies that the conductivity
σxx,xx = (C1 + C2)r
4−d
+
(
r+
R
)θ− 4θd
(4.25)
and we observe that this agrees with (4.6).
4.3. Relation to butterfly velocity?
The butterfly velocity quantifies the exponential growth of out-of-time-ordered correlation functions at long time and
length scales [73]. It was proposed in [39] that the butterfly velocity was a characteristic velocity for both relativistic
and non-relativistic strongly interacting systems and that a diffusion bound (on conventional charge/energy diffusion)
conjectured in [74] could be expressed as
D2 &
v2B
T
(4.26)
where D2 is the conventional second order charge diffusion constant, τ ∼ ~kBT is known as the ‘Planckian’ time scale
[4] and the model-dependent butterfly velocity vB can be extracted purely from the horizon data [73]. Note that we
are setting ~ = kB = 1.
Is it possible that in our model, the fourth order subdiffusion constant is also universal:
D4 ∼ v
4
B
T 3
? (4.27)
Unfortunately, the answer is no. To compute vB for our metric given in (3.13), we follow the prescription of [39, 75],
and find
vB =
2pi
β
[
dpiT∂rgxx(r+)
rz−1+
lim
r−→r+
f(r)
gtt(r)
]−1/2
. (4.28)
For the hyperscaling violating metric (3.13), we find
vB =
1
rz−1+
√
d+ z − θ√
2(d− θ) ∼ T
1− 1z . (4.29)
The sub-diffusion constant we have in (4.21) doesn’t depend universally on vB when θ 6= 0, since the temperature
dependence of vB does not depend on θ, while that of D does. It is also possible for our inequalities in (3.17) be
violated for specific values of d, z and θ. In particular, if at is largest near r = 0 in (4.22), then the UV physics
dominates the susceptibility χ, so (4.27) cannot hold since the right hand side depends only on near-horizon physics.
It may be the case that for another bulk action which (in the IR) describes the same subdiffusive physics, there is a
more universal relation between subdiffusion constants and Planckian transport.
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4.4. Finite frequency response
Finally, we study the spatially homogeneous solutions to the bulk equations of motion at all frequencies.
4.4.1. Conductivity at ω −→∞ or T = 0 limit
We first analytically study the conductivity as ω → ∞. As we will see, this limit also corresponds to T → 0. The
equation of motion can be obtained from (3.15), and gives us (at T = 0)
(r5−d−z+θ−
4θ
d fa′ij)
′ = − ω
2aij
frd−3+
4θ
d −z−θ
(4.30)
We remind the reader that equation (4.30) was derived under the the condition that C4 = C2 and C5 = C1; for this
reason, this equation of motion does not depend on any of the C coefficients introduced earlier. The solution to this
equation which describes infalling modes is
aij(r) = cijr
1
2 (−4+d+z−θ+ 4θd )K(−4+d+z−θ+ 4θd )/2z
(
− ir
zω
z
)
(4.31)
with K the modified Bessel function. The overall normalization constant is not important. If, say, we just source
axx, then in the field theory this implies an electric field with non-vanishing xx-component. To find the conductivity
σxx,xx we then Taylor series expand axx about r = 0 as
lim
r−→0 axx(r) = r
α
2
(
Γ(ν)
(
irzω
2z
)−ν
+ Γ(−ν)
(
irzω
2z
)ν
+ ...
)
(4.32)
where
α = −4 + d+ z − θ + 4θ
d
, (4.33a)
ν =
α
2z
. (4.33b)
We also know that, for example,
σxx,xx(ω) =
GRJxxJxx(ω)
iω
=
1
iω
〈Jxx〉
a
(0)
xx
(4.34)
We conclude that
σxx,xx|T=0 = C1 + C2
ω
α(
ω
2z
)
α
z
Γ(− α2z )
Γ( α2z )
sin
(piα
2z
)
(4.35a)
σyy,xx|T=0 = C2
ω
α(
ω
2z
)
α
z
Γ(− α2z )
Γ( α2z )
sin
(piα
2z
)
(4.35b)
σxy,xy|T=0 = C1
ω
α(
ω
2z
)
α
z
Γ(− α2z )
Γ( α2z )
sin
(piα
2z
)
(4.35c)
At finite T , so long as ω  T , these response functions are still good approximations.
When θ = 0, we can understand the power law dependence in σ(ω) by general principles of dimensional analysis.
Starting from the assumption that [ρ] = d, [t] = −z [x] = −1, using (2.7) we find
[Jij ] = d+ z − 2. (4.36)
Using the formal definition of σij,kl in terms of Green’s functions, we find that
[σ] = 2[Jij ]− (d+ z)− z, (4.37)
where the first factor of −(d+ z) comes from the Fourier transform and the second −z comes from the ω−1 factor in
(4.34). We conclude that
σ(ω) ∼ ω(d−4)/z (4.38)
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FIG. 1: Real part of frequency-dependent conductivity for the theory described by (3.3) (dotted and dashed lines
corresponds to the limiting cases ω = 0 and ω −→∞ respectively). (a) Conductivity contribution from each channel
for d = 3, θ = 0, z = 52 , C1 = 2, C2 = 3. (b) Conductivity contribution from each channel for d = 5, θ = 0, z = 2,
C1 = 2, C2 = 3.
when θ = 0. Our holographic calculation finds that when θ 6= 0,
σ(ω) ∼ ω(d−4)(d−θ)/dz. (4.39)
Like in other holographic models [4], it appears that our multipole-conserving holographic model, when θ 6= 0, could
only be consistent with a scaling theory where the charge density ρ obtains an anomalous dimension [76], in conflict
with the standard lore [77], which has only been violated thus far in microscopically finely tuned models [78].
4.4.2. Conductivity at finite frequency and finite temperature
Now, we numerically solve the equation (4.30) as a function of the frequency ω. Once we do so, we can obtain the
conductivity using (4.34). In our numerics, we have set r+ = R = 1 for simplicity, and so f(r) = 1− rd+z−θ.
In Figure 1, we see that this conductivity matches the dc (ω = 0) value which we analytically obtained. It also
matches with our analytic result in (4.35) at ω  T .
4.4.3. Conductivity independent of frequency
Lastly, we show that when d = 4, the conductivity is independent of frequency, even at finite temperature T . With
a little bit of hindsight [4], we see that if we want a frequency independent conductivity, we require equation (4.30)
to yield solutions of the form
aii(r) = exp
(
iω
∫ r
0
ds
sα
f(s)
)
(4.40)
which gives a frequency independent σ. Plugging (4.40) into (4.30) imposes the condition
5− d− z + θ − 4θ
d
= d− z − 3− θ + 4θ
d
(4.41)
The physically acceptable solution to this equation is d = 4.
In the case of an ordinary charge conserving theory, without dipole conservation, in d = 2 the simplest holographic
models predict a frequency-independent conductivity. This effect is reminiscent of particle-vortex duality [79].
5. CONCLUSION
In this paper, we have introduced a simple holographic model that allows for the study of multipole-conserving
dynamics. Our results are in agreement with the recently proposed theory of hydrodynamics in such systems [36].
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In the future, we hope our framework can be generalized in a number of directions. First and foremost, it would
be interesting to understand whether there is an alternative covariant bulk construction of a boundary-multipole-
conserving theory which does not break translation invariance. The solution to this problem appears related to the
challenge of coupling mixed-rank tensors to gravity, and may have broader implications for the formal study of fracton
matter. Secondly, it would be interesting to understand more complex features of the (ω, k)-dependent conductivity
[80], which may be one of the more practical ways to look for (approximate) fractonic matter in experiments. Finally,
we do not know whether or not our model can be related in any way to other recent attempts [81] to link fracton
matter with holography, and it would be interesting to understand this point further.
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