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Abstract 
We present two parallel algorithms for finding a maximal set of paths in a given undirected 
graph. One is randomized and runs in O(logn) expected time with O(n + m) processors on 
a CRCW PRAM. The other is deterministic and runs in O(log’ n) time with 0(&n + m)/ log n) 
processors on an EREW PRAM. The results improve on the previous bests and can also be 
extended to digraphs. We then use the results to improve the time complexity of the best 
previous NC approximation algorithm for the shortest superstring problem. @ 1999 - Elsevier 
Science B.V. All rights reserved 
Keywords: Parallel algorithms; Randomized parallel algorithms; Graph algorithms; 
Maximal path sets; Approximation algorithms; Shortest common superstrings 
1. Introduction 
The maximal path set (MPS) problem is to find, given an undirected graph G = 
(V, E), a maximal subset F of E such that the subgraph induced by F is a forest in 
which each connected component is a path. In [3], Chen introduced this problem and 
showed that parallel algorithms for it can be used to design parallel approximation 
algorithms for the shortest superstring problem (SSP). It is worth mentioning that SSP 
has been extensively studied due to its important applications in DNA sequencing and 
data compression [ 1,4,9, lo]. 
In [3], Chen presented an NC algorithm and an RNC algorithm for the MPS prob- 
lem. The former runs in O(log3 n) time with O(n + m) processors on a CRCW PRAM 
and the latter runs in O(log2 n) expected time with O(n + m) processors on a CRCW 
PRAM. In this paper, we present two faster parallel algorithms for the problem. Our 
first algorithm is randomized and runs in O(logn) expected time with O(n + m) 
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processors on a CRCW PRAM. This algorithm is faster and more efficient than Chen’s 
RNC algorithm. Our second algorithm is deterministic and runs in 0(log2 n) time with 
0(d2(n+m)/ logn) processors on an EREW PRAM, where A is the maximum degree of 
the input graph. Compared with Chen’s NC algorithm, this algorithm is faster, runs on 
a weaker computation model, and is more efficient for input graphs of bounded degree. 
Our RNC algorithm for the MPS problem has a similar structure to that of Israeli 
and Itai’s RNC algorithm (I&I algorithm, for short) for the maximal matching problem 
[6]. Namely, given a graph G, both the I&I algorithm and our algorithm proceeds in 
stages; in each stage, their main jobs are to compute a certain matching M in a certain 
subgraph of G and to delete (from G) some edges incident to the vertices matched 
by M. In the I&I algorithm, the expected number of edges deleted in each stage is 
a constant fraction of the number of edges in G [6]. However, our algorithm does not 
have this property. Instead, we define a potential function @ and prove that in each 
stage, Q(G) decreases by a constant fraction on average. This is the key for us to 
obtain the desired time bound. Our NC algorithm for the MPS problem is obtained by 
carefully derandomizing the RNC algorithm. An immediate consequence of the results 
is that the parallel approximation algorithms for SSP given in [3] can be made faster. 
Recall that the EREW PRAM is the parallel model where the processors operate 
synchronously and share a common memory, but no two of them are allowed simul- 
taneous access to a memory cell (whether the access is for reading or for writing in 
that cell). The CRCW PRAM differs from the EREW PRAM in that both simultaneous 
reading and simultaneous writing to the same cell are allowed; in case of simultaneous 
writing, the processor with lowest index succeeds. 
2. Main results 
In this section, we first present an RNC algorithm for the MPS problem for undi- 
rected graphs. We then mention how to modify it for digraphs. At the end of this 
section, we will also point out how to derandomize them, and apply the resulting 
algorithms to approximating the shortest superstring problem. 
We start by giving several basic definitions. Let G be an undirected graph. The vertex 
set and edge set of G are denoted by V(G) and E(G), respectively. For F C E(G), 
let G[F] denote the graph (Y(G), F). A subset A4 of E is a matching in G if no two 
edges in M have a common endpoint. A matching is maximal if it is not properly 
included in any other matching. We use V(M) to denote the set of all vertices v such 
that v is an endpoint of some edge in a matching M. By a path, we always mean 
a simple path. Note that a single vertex is considered as a path of length 0 with one 
endpoint. A set F of edges in G is called a path set if G[F] is a forest in which each 
connected component is a path. Intuitively speaking, if F is a path set, then G[F] is 
a collection of vertex-disjoint paths. A maximal path set (MPS) in G is a path set that 
is not properly contained in another path set. The MPS problem is to find, given G, 
an MPS in G. 
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The neighborhood of a vertex v in G, denoted Nd(v), is the set of vertices in G 
adjacent to v; dG(v) = {NC(V)] is the degree of v in G. Vertices of degree 0 are called 
isolated vertices. A vertex v in G is good if CuENcCv) l/dG(u) 3 i. An edge in G is 
good if at least one of its endpoints is good. The following two lemmas will be used 
in our algorithms: 
Lemma 2.1 (Israeli and Itai [6], and Kozen [7]). At Zeast half the edges in every 
graph G are good 
Lemma 2.2 (Israeli and Itai [6]). Th ere is an RNC algorithm which, given a graph 
G = (V, E), computes a matching M in G such that for each good vertex v in G, the 
probability that v E V(M) is no less than a positive constant. It runs in 0( 1) expected 
time with 0(/V(G)/ + IE(G)j) processors on a CRCW PRAM 
In the sequel, unless stated otherwise, G always denotes the input (undirected) 
graph, A denotes the maximum degree of G, and n and m denote the numbers of 
vertices and edges in G, respectively. As the input representation of G, we assume 
that V(G)= (0, l,..., n - 1) and that each vertex has a list of the edges incident to it. 
Thus, each edge {i,j} has two copies - one in the edge list for vertex i and the other 
in the edge list for vertex j. 
2.1. Description of the RNC algorithm 
We first give an intuitive explanation of the algorithm. The algorithm always main- 
tains a set F of edges in G such that the graph (V,F) is a collection of vertex-disjoint 
paths. Initially, F = 0. The algorithm then proceeds in stages. Before each stage gets 
started, every edge e in G satisfies that F U {e} is a path set. In each stage, the algo- 
rithm uses Lemma 2.2 to compute a matching M between the endpoints of the paths in 
the graph (V,F). It is clear that the graph (V, F UM) is a collection of vertex-disjoint 
paths and cycles. To break the cycles, for each path P in the graph (V,F), the algorithm 
randomly chooses one of the two endpoints of P, and deletes from M the edge incident 
to the unchosen endpoint (if it really exists). Obviously, the resulting M satisfies that 
each path in the graph (V,F UM) contains at most one edge in M. This implies that 
F UM is also a path set. The algorithm then adds the edges in M to F, and deletes 
from G every edge e such that F U {e} is not a path set. After this, it proceeds to the 
next stage if G still contains at least one edge; otherwise, it outputs F and halts. 
To implement each stage efficiently, the algorithm maintains an array R for which 
the following is an invariant: For each vertex i E V, R[i] = i if the degree of i in the 
graph (V,F) is 0, R[i] = -1 if the degree of i in the graph (V,F) is 2, and R[i] =j 
otherwise, where j is the other endpoint of the path containing i in the graph (V, F). 
Initially, the algorithm sets R[i] = i for each vertex i E V. Thus, the invariant is true 
before the first stage gets started. 
More precisely, the algorithm performs the following steps in each stage: 
1. Use the algorithm in Lemma 2.2 to find a random matching M’ in G. 
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2. For each i E V(M’), select i if R[i] = i, and randomly select one of i and R[i] if 
i<R[i]. [Comment: R[i] # -1 for every vertex i E V(M’).] 
3. Set A4 to be the set of those edges e E M’ such that both endpoints of e were 
selected in step 2. 
4. Add the edges in M to F. 
5. In parallel, for each edge {ia, il} EM, perform the following steps: 
5.1. For each ij E { io, il}, if R[ij] # ij (or equivalently, the degree of ij in the graph 
(V, F) is now 2), then remove all the edges incident to ij from G, and set 
R[ij] := - 1. 
5.2. Remove the edge {R[io],R[i,]} f rom G if it is in G (since the graph (V, F U 
HNi0l~N~d~~) contains a cycle). 
5.3. Set R[R[io]] :=R[il] and R[R[il]] :=R[io]. 
Clearly, every edge e such that F U {e} is not a path set must be deleted either in 
step 5.1 or 5.2, and the array R is updated in steps 5.1 and 5.3 so that the invariant 
remains true. By a simple induction on the number of stages the algorithm performs, 
we can show the correctness of the algorithm. 
2.2. Complexity analysis 
In this subsection, we prove the following theorem: 
Theorem 2.3. The RNC algorithm runs in O(logn) expected time using O(n + m) 
processors on a CRCW PRAM. 
The algorithm uses O(n + m) processors; every vertex and every edge in G has 
a processor associated with it. Clearly, the initialization step of the algorithm takes 
0( 1) time with O(n) processors on an EREW PRAM. We claim that each stage of the 
algorithm can be done in 0( 1) time with O(n + m) processors on a CRCW PRAM. 
According to Lemma 2.2, step 1 of each stage can be done in 0( 1) time with O(n+m) 
processors on a CRCW PRAM. Other steps in each stage use no more resources. 
This establishes the claim. In the remainder of this subsection, we will show that the 
expected number of stages performed by the algorithm is O(logn). This together with 
the claim implies the theorem. 
First, we show the following lemma: 
Lemma 2.4. Fix a stage of the algorithm. For each good vertex i in G, the probability 
that i E V(M) at the end of the stage is no less than u positive constant. Consequently, 
at the end of the stage, Pr[i E V(M) or j E V(M)] LY no less than a positive constant 
for each good edge {i, j} in G. 
Proof. By Lemma 2.2, for each good vertex i in G, the probability that i E V(M’) 
after step 1 of the stage is no less than a positive constant. It is not difficult to see 
that Pr[i E V(M) 1 i E V(M’)] 2 $ for all vertices i in G. Thus, we have the lemma. 0 
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Fig. 1. Example of the potential function for an undirected graph. 
We proceed to the proof of the fact that the expected number of stages performed 
by the algorithm is O(logn). To show the fact, we use a potential function argument. 
For a subgraph 99 of the input graph and a path set g, define 
where $(%R {i,j>) = (2 - ~v,Y)(~)U - d(~,.&)). 
Example 1. Let G be a graph given in Fig. 1, and F be the set of the thick lines. The 
number near by each vertex is its degree in the graph (V, F). Then, c$(G, F,e5)=4, 
$(G,F,es)=2, ~(G,F,e3)=~(G,F,es)=~(G,F,es)=l, and &G,F,el)=&G,F,ez) 
=$(G,F,e~)=cj(G,F,e7)=0. Thus, @(G,F)=9. 
Fix a stage of the algorithm. Let Gb and G,, respectively, be the graph G before 
and after the stage. Similarly, let Fb and F,, respectively, be the path set F before and 
after the stage. Let M = F, - Fb. Note that M is the matching computed at step 3 of 
the stage. Clearly, @( Gb, Fb) > @( Gb, F,) > @(G,, F, ). The intuition behind the potential 
function can be seen from Lemmas 2.1, 2.2, and the following fact: 
Fact 1. Assume that e= {i,j} is an edge in Gb such that i E V(M) OY j E V(M). 
Then, +(Gb,Fb,e) - $(Gb,&,e)> 1. 
Proof. Let di and dj be the degrees of i and j in the graph (v,Fb), respectively. 
According to the values of di and dj, we distinguish four cases as follows: 
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Case 1: di = dj = 0. Then, we have &Gb, 4, e) = 4. If both i E V(M) and j E V(M), 
then &Gb,F,,e)= 1; otherwise, +(Gb,F,,e)=2. Thus, &Gb,Fb,e) - &Gb,F,,e)82. 
Case 2: di = 0 and dj = 1. Then, we have &Gb,& e) = 2. If j E V(M), then 4(Gb, 
F,,e)=O; otherwise, iE V(M) and 4(Gb,F,,e)= 1. Thus, ~(Gb,Fb,e)-~(Gb,F~,e)~l. 
Case 3: di = 1 and dj = 0. This case is similar to Case 2. 
Case 4: di = dj = 1. Then, we have &Gb,Fb,e) = 1 and $(Gb,F,,e) = 0. Thus, 
&Gb,Fb,e) - 6(G&,e)= 1. 0 
For a random variable X, let &X denote the expected value of X, and let &7(X ) B) 
denote the expected value of X given that event B occurs. 
Lemma 2.5 (Main Lemma). &(@(Gb,Fb)- @(Ga,F,))>&@(Gb,6)- @(Gb,&))>c. 
@(Gb,Fb) for some constant c > 0. 
Proof. For each edge e = {i, j} in Gb, let X, = &C&&e), Y, = @(Gb,& e), Z, = 
X, - Y,, and B, be the event that i E V(M) or j E V(M). Let the number of edges 
in Gb be mb. Clearly, @(Gb,Fb)<4Vlb. 
Fix an edge e = {i,j} in Gb. By Fact 1, &(Z, 1 B,) 3 1. From this, it follows that 
SZ, > &‘(Z, 1 Be) Pr[B,] > Pr[B,]. Thus, if e is good, then by Lemma 2.4, SZ, > Pr[B,] 
> c’ for some constant c’ > 0. Combining this with the fact that G, is a subgraph of Gb, 
we now have 
&@(Gb,Fb) - @(G&z)) 2 ~(@(Gb,fi) - @(‘%,E)) 
= c c?z,> c EZ, 
edge e in Gb good edge e in Gb 
2 c W&I 2 C c’ > c’m&. 
good edge e in Ga good edge e in Gb 
The last inequality follows from Lemma 2.1. On the other hand, we have @(Gb, Fb) d 
4mb. Thus, &(@(Gb,Fb) - @(G,,F,))>c’mb/L? 2 $C’@(Gb,Fb). This completes the 
proof. 0 
Note that @(G, 0) = 4m and that the algorithm halts when @(G, F) < 1 (or equiva- 
lently, @(G, F) = 0). Thus, by Lemma 2.5 above and Theorem 1.3 in [8], we immedi- 
ately have that the expected number of stages performed by the algorithm is at most 
SP”(l/cx)dx=O (logn). This completes the proof of the theorem. 
2.3. Extension to digraphs 
We start by giving several basic definitions. Let D be a digraph. The vertex set and 
arc set of D are denoted by V(D) and A(D), respectively. The tail and head of an arc 
(u, u) are u and v, respectively. For a subset M of A(D), we use V(M) to denote the 
set of all vertices v such that v is the tail or head of some arc in M. The underlying 
graph of D is the undirected graph (V(D), E), where E consists of those edges {u, u} 
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with (u, u) EA(D) or (u,u) EA(D). The indegree (or outdegree) of a vertex u in D 
is the number of arcs with head (respectively, tail) u in D and is denoted by d;(u) 
(respectively, d:(u)). The total degree of a vertex u is d;(u) + d;(u) and is denoted 
by dD(u). For B CA(D), let D[B] denote the digraph (V(D), B). Hereafter, a path in D 
always means a simple directed path. Note that a single vertex is considered as a path 
(of length 0). A set B of arcs in D is called a directed path set (DPS) if D[B] is an 
acyclic digraph in which the indegree and outdegree of each vertex are both at most 1. 
A maximal directed path set (MDPS) in D is a DPS that is not properly contained 
in another DPS. The MDPS problem is to find, given D, an MDPS in G. Throughout 
this subsection, D always denotes the input digraph, and n and m denote the numbers 
of vertices and arcs in D, respectively. The input representation of D is the same as 
that of an undirected graph except that each vertex i now has two lists; one of the 
lists consists of all arcs with tail i and the other consists of all arcs with head i. 
Our algorithm for computing an MDPS in D always maintains a set B of arcs in D 
such that the digraph (I’, B) is a collection of vertex-disjoint paths. Initially, B = 0. 
The algorithm then proceeds in stages. Before each stage gets started, every arc e 
in G satisfies that B U {e} is an MPS. In each stage, the algorithm uses Lemma 2.2 to 
compute a suitable matching M’ in the underlying graph of D, and then uses M’ to 
compute a set M of arcs in D such that no two arcs in M have a common endpoint. 
The remaining task of each stage of the algorithm is essentially the same as that of 
each stage of the algorithm in Section 2.1. The algorithm proceeds to the next stage 
if D still contains at least one arc; otherwise, it outputs B and halts. 
To implement each stage efficiently, the algorithm maintains an array R for which 
the following is an invariant: For each vertex i E V, R[i] = i if the total degree of i in 
the digraph (I’, B) is 0, R[i] = - 1 if the total degree of i in the digraph (V,B) is 2, 
and R[i] = j otherwise, where j is the other endpoint of the path containing i in the 
digraph (V, B). Initially, the algorithm sets R[i] = i for each vertex i E V. 
More precisely, the algorithm performs the following steps in each stage: 
1. Use the algorithm in Lemma 2.2 to find a random matching M’ in the underlying 
graph of D. 
2. For each i E V(M’), select i if R[i] = i, and randomly select one of i and R[i] if 
i < R[i]. 
3. Set M” to be the set of those edges e E M’ such that both endpoints of e were 
selected in step 2. 
4. SetM:={(i,j)EA(D)~{i,j}~M”}-{(i,j)~A(D)({i,j}~M”,(j,i)~A(D), and 
i>j}. 
5. Add the arcs in M to B. 
6. In parallel, for each arc (io, il ) E M, perform the following steps: 
6.1. For each ij E {io,il}, if R[ij] # ij (or equivalently, the total degree of ij in the 
digraph (I’, B) is now 2), then remove all the arcs incident to ij from D, and 
set R[ij] := -1. 
6.2. Remove the arc (R[il],R[io]) from D if it is in D (since the digraph (V,B U 
{(R[il], R[io])}) contains a cycle). 
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6.3. Remove all the arcs with tail is or head it from D. 
6.4. Set R[R[io]] :=R[it] and R[R[it]] :=R[io]. 
We say that a vertex i in D is good if it is good in G (the underlying graph of D), 
and say that an arc in D is good if its tail or head is good. 
Lemma 2.6. At least one-third of the arcs in D are good. 
Proof. Let El be the set of those edges {i,j} in G such that exactly one of (i,j) 
and (j, i) is in D’, and let E2 = E(G) - El. Let XI (or x2) be the number of edges 
e E El (respectively, e E E2) such that e is good in G. Then, x1 +x2 2 &(IEl 1 + /E21) 
by Lemma 2.1. Moreover, D has IEl( + 2]E 2 arcs among which x1 + 2x2 are good. I 
If [Et) 2 I&l, then 
x1 +2x2 > lE1l +lE21 _ lEll +21E21 , 
2 - 2 
lE21 a IElI +2lE2/ _ lEll +21E21 
2 2 6 
2 Pll +w; 
3 
o~he~i~e~~~f~2=2(X1+~2)-x~~(~E~I+IE2))-~E~(=IE2I~~(JEII+2~E2I).Thi~ 
completes the proof. 0 
From Lemma 2.4, it is easy to see the following lemma: 
Lemma 2.7. For every stage of the algorithm, the set A4 computed at step 4 in the 
stage satis$es that Pr[i E Y(M) or j E V(M)] 1s no less than a positive constant for 
each good arc (i, j) in D. 
To prove that the expected number of stages performed by the algorithm is O(log n), 
we need to modify the potential function in Section 2.2 as follows: For a subgraph 9 
of the input digraph and a DPS B, define 
@‘(9, B) = C #(g, B, (&A), 
arc (i,j) in 9 
where NC% g’, (W> = (1 - d&$i>)(l - d&&))(2 - dDr.di>U - docal( 
Example 2. Let D be a digraph given in Fig. 2, and B be the set of the bold 
arcs. The two numbers in the pair near by each vertex are its indegree and out- 
degree in the digraph (V,B), respectively. The underlying graph of D is the same 
as the graph G in Fig. 1, and ai corresponds to ei in Fig. 1. Then, #(D, B,aS) = 4, 
$‘(D, B, a6) = qb’(D, B, as) = 1, and #(D, B, al ) = $‘(D, B, a2) = #(D, B, ad) = #(D, B, 
a7) = @‘(D, B, a3) = $‘(D, B, as) = 0. Thus, @‘(D, B) = 6. 
Using Lemmas 2.6 and 2.7, we can show the following lemma by a similar proof 
to that of Lemma 2.5. 
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Fig. 2. Example of the potential function for a directed graph. 
Lemma 2.8. Fix a stage of the algorithm. Let Dt, and D,, respectively, be the di- 
graph D before and after the stage. Similarly, let Bb and B,, respectively, be the 
DPSB before and after the stage. Then, b(@‘(Dt,, Bt,) - @‘(Da, B,)) ac.’ . @‘(Db,Bb) 
for some constant c’ >O. 
Using the same arguments as in Section 2.2, we get the following theorem. 
Theorem 2.9. An MDPS can be computed in O(1ogn) expected time with O(n + m) 
processors on a CRCW PRAM. 
2.4. The NC algorithm and its application 
Carefully derandomizing the RNC algorithm in Section 2.1 with the techniques in 
[2], we can obtain an NC algorithm for the MPS problem. We describe this result in 
the following theorem: 
Theorem 2.10. An MPS in a given undirected graph can be found in 0(10g2 n) time 
with 0(A2(n + m)/ logn) processors on an EREW PRAM. 
Similarly, we can prove the following theorem: 
Theorem 2.11. An MDPS in a given digraph can be found in O(log* n) time with 
0(A2(n + m)l logn) processors on an EREW PRAM. 
It is not difficult to modify the proof of Theorem 2.11 to obtain a proof for the 
following corollary: 
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Corollary 2.12. Given a digraph D and a DPSF in D, an MDPSB in D with F C B 
can be found in O(log* n) time with O(d*(n + m)/logn) processors on an EREW 
PRAM. 
An immediate consequence of Corollary 2.12 is that the NC approximation algorithm 
for the shortest superstring problem given in [3] can be made faster. We describe this 
result in the following theorem. 
Theorem 2.13. There is an NC approximation algorithm for the shortest superstring 
problem with a compression ratio of l/(3 + E) for any E>O. It runs in O(log* n . 
log,+,,s ISI) time with n*[,S*/logn processors, where n is the number of the given 
strings, and IS( is the total length of the given strings. 
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