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Abstract
The efficient numerical solution of many kinetic models in plasma physics is impeded by the
stiffness of these systems. Exponential integrators are attractive in this context as they remove
the CFL condition induced by the linear part of the system, which in practice is often the
most stringent stability constraint. In the literature, these schemes have been found to perform
well, e.g., for drift-kinetic problems. Despite their overall efficiency and their many favorable
properties, most of the commonly used exponential integrators behave rather erratically in
terms of the allowed time step size in some situations. This severely limits their utility and
robustness.
Our goal in this paper is to explain the observed behavior and suggest exponential methods
that do not suffer from the stated deficiencies. To accomplish this we study the stability of
exponential integrators for a linearized problem. This analysis shows that classic exponential
integrators exhibit severe deficiencies in that regard. Based on the analysis conducted we pro-
pose to use Lawson methods, which can be shown not to suffer from the same stability issues.
We confirm these results and demonstrate the efficiency of Lawson methods by performing
numerical simulations for both the Vlasov–Poisson system and a drift-kinetic model of a ion
temperature gradient instability.
Keywords— exponential integrators, Lawson schemes, kinetic equations, hyperbolic PDEs,
numerical stability, drift-kinetic equations
1 Introduction
The goal of this work is to develop high order and efficient numerical methods for nonlinear
collisionless kinetic models, such as the Vlasov-Poisson equations or drift-kinetic models. In
most situations, the nonlinearity in the transport term originates from the coupling with a
Poisson type problem that is used to compute the electric field.
Historically, particle in cell methods have been extensively used to treat kinetic problems.
In this approach, the unknown is sampled by discrete particles which are advanced in time
using an ODE solver, whereas the electric field is computed on a spatial grid. For some
problems, these methods can tackle high dimensional kinetic problems with a relatively low
computational cost. However, they also suffer from numerical noise which pollutes the accuracy
in low density regions of phase space. Moreover, as the number of particles is increased the
error only decreases as the inverse of the square of the number of particles. Thus, convergence
is slow. For a review of particle methods we refer the reader to [62].
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On the other hand, Eulerian methods (e.g. finite volumes or finite differences), which
directly discretize the phase space, are able to reach high order accuracy in time, space, and
velocity. However, in addition to the fact that they are costly, these methods usually suffer
from stability constraints that force a relation between the time step and the phase space grid
sizes, the so-called Courant–Friedrichs–Lewy (CFL) condition. Hence, a large number of time
steps is required to reach the long times that are often required in plasma physics applications.
To overcome this CFL condition, semi-Lagrangian methods have been developed during
the last decades. These methods realize a compromise between the Lagrangian (i.e. particle in
cell) and Eulerian approaches by exploiting the characteristics equations to overcome the CFL
condition, while still performing computations on a grid in both space and velocity [9, 59, 32].
This approach is usually combined with splitting methods to avoid a costly multidimensional
interpolation step. This allows for a separate treatment of the terms in the equation and
the corresponding characteristic curves can then, at least in some situations, be computed
analytically. For purely hyperbolic problems, the setting we consider here, it is also possible
to construct high order splitting schemes [8].
Splitting results in a very accurate and efficient scheme for the Vlasov-Poisson equation.
This is the case because the problem is only split into two parts, the characteristics of which
can then be solved exactly in time. However, this is not necessarily true for more complicated
equations such as gyrokinetic or drift-kinetic models. Indeed, for the drift-kinetic model, a
three terms splitting has to be performed so that a relatively large number of stages are
required to reach high order accuracy in time. In addition, some stages can not be solved
exactly in time and thus require additional numerical work to approximate them.
In [14] an alternative approach based on exponential integrators was proposed. These
schemes exploit the fact that in many applications where (gyro)kinetic models are used, the
most stringent CFL condition is associated with the linear part of the model. This observation
serves as the basis for the numerical methods we will consider in this work. Starting from the
variation of constant formula, the linear part of the model will be solved exactly as part of an
exponential integrator, whereas the nonlinear part, which is very often orders of magnitudes
less stiff than the linear part, will be treated explicitly in time. In practice, the linear part can
then be solved in phase space by using Fourier techniques or semi-Lagrangian schemes and
the nonlinear part is approximated by standard finite difference/finite volume/discontinuous
Galerkin techniques.
The numerical results presented in [14] were generally very favorable. The authors were
able to take larger time steps compared to what has been reported for splitting methods
in the literature and the computational cost was significantly reduced. In addition, since
exponential integrators treat the nonlinear part explicitly, they can be adapted much more
easily to different models. Despite these many favorable properties, the largest stable time
step size was difficult to predict and varied significantly from method to method. Moreover,
as we will see, many exponential integrators can behave rather erratically depending on the
specific configuration of the simulation.
Thus, the main goal in this paper is to understand the stability of exponential integrators
when applied to purely hyperbolic problems. While there is a large literature and well estab-
lished theory for exponential integrators applied to parabolic problems (see [41] and references
therein), we will see that for purely hyperbolic problems many surprises are encountered.
Based on this analysis we will then propose to use a class of exponential methods, Lawson
methods, that do not suffer from the described deficiency. Our analysis explains the efficient
and robust behavior of Lawson integrators for this kind of problems. We will also present nu-
merical results for both the Vlasov–Poisson equations and a drift-kinetic model that confirm
the expected behavior and shows that using this approach significant performance improve-
ments compared to the exponential integrators used in [14], and by extension compared to
splitting methods, can be attained.
The paper is organized as follows. First, we offer a brief introduction to exponential meth-
ods (section 2). Then, in section 3 a linear stability analysis is performed for both the time and
phase space discretization. For the explicit part, we consider both centered differences (such
as Arakawa’s method) and weighted essentially non-oscillatory schemes (WENO) schemes.
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In sections 4 and 5 we investigate the performance of these methods for the Vlasov–Poisson
equations and a four-dimensional drift-kinetic model, respectively.
2 Exponential integrators and Lawson methods
Exponential methods are a class of time integration schemes that are applied to differential
equations of the form
u̇ = Au+ F (u), (1)
where A is a matrix and F is a, in general nonlinear, function of u. Usually, both A and F
are the result of a spatial semi-discretization of a partial differential equation. Exponential
methods are applied to problems where A is stiff or otherwise poses numerical challenges,
while F can be treated explicitly. For the hyperbolic case, a prototypical example is the
Vlasov equation (11). Exponential methods are advantageous if the largest velocity is large
compared to the electric field. Then the linear part has a much more stringent CFL condition
than the nonlinear part of the equation. We will consider this example in some detail later in
the paper.
In this paper, we will consider two types of exponential methods. The idea of exponential
integrators is to use the variation of constants formula to rewrite equation (1) in the following
form
u(tn + ∆t) = exp(∆tA)u(tn) +
∫ ∆t
0
exp((∆t− s)A)F (u(tn + s)) ds,
where we denote the time step size by ∆t > 0 and tn = n∆t with n ∈ N. This expression is
still exact; i.e. no approximation has been made. Note, however, that this can not be used
as a numerical method as evaluating the integral would require the knowledge of u(tn + s),
which is not available. The idea of an exponential integrator is to approximate the nonlinear
part F (u(tn + s)) in terms of the available data. In the simplest case we just evaluate it at
the left endpoint. That is, we use F (u(tn + s)) ≈ F (un). Then we can integrate the term
exp((∆t− s)A) exactly and obtain.
u(tn + ∆t) ≈ un+1 = exp(∆tA)un + ∆tϕ1(∆tA)F (un),
where ϕ1(z) = (e
z − 1)/z is an entire function. This is the first order exponential Euler
method. In a similar way exponential Runge–Kutta methods can be constructed. We refer to
the literature, in particular the review article [41], for more details.
Another ansatz to remove the stiff linear term from equation (1) is to introduce the change
of variable
v(t) := exp(−tA)u(t).
Plugging this into equation (1) yields
v̇(t) = exp(−tA)F (exp(tA)v(t)). (2)
Now we apply an explicit Runge–Kutta method to the transformed equation. In the simplest
case, applying the explicit Euler scheme yields
v(tn + ∆t) ≈ vn+1 = vn + ∆t exp(−tnA)F (exp(tnA)vn).
Reversing the change of variables yields
un+1 = exp(∆tA)un + ∆t exp(∆tA)F (un).
This is the Lawson–Euler method, also a method of order one. Lawson methods are also
commonly referred to as integrating factor methods. We immediately see that any explicit
Runge–Kutta method applied to equation (2) uniquely determines a Lawson scheme. We call
the chosen Runge–Kutta method the underlying Runge–Kutta method. For more details we
refer the reader to [47, 7, 61, 51].
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The example of the Lawson–Euler method already shows the similarity between Lawson
schemes and exponential integrators. In fact, Lawson methods can be considered a subclass
of exponential integrators. That is, they are a type of exponential integrators that only
involve the exponential, but no other matrix functions. For the purpose of this paper we keep
the nomenclature distinct. A Lawson scheme is a numerical method obtained as described
above, while an exponential integrator is a numerical scheme that, in addition to the matrix
exponential, uses other matrix functions.
The efficiency of exponential methods crucially depends on a good method to evaluate
the application of the required matrix functions to a vector. A range of methods has been
developed to accomplish this. For example, Krylov methods or interpolation at Leja points
can be used for a wide range of problems; see, for example, [38, 39, 1, 5, 6]. However, often
the most efficient approach is to exploit particular knowledge about the differential equation
under consideration. For example, in the hyperbolic case A might be a linear advection
operator. In this case the application of exp(∆tA) can be computed by using Fourier techniques
or semi-Lagrangian schemes. Much research effort has been dedicated towards improving
spectral and semi-Lagrangian schemes for kinetic problems [19, 30, 23, 32, 33, 43, 52, 54, 59,
9, 56, 12, 13, 26, 27, 28] and obtaining good performance on state of the art HPC systems
[55, 20, 4, 45, 50, 22, 18, 25].
Before proceeding, let us note that for parabolic problems, i.e. where A is an elliptic
operator, a mature theory for exponential integrators is available. We again refer the reader
to the review article [41]. In this setting there are relatively few surprises with respect to
stability and even rigorous convergence results are available. In addition, exponential inte-
grators have been considered for problems that include both hyperbolic and parabolic terms
(see, for example [49, 60, 31, 29]). An interesting point to make is that in this community
Lawson methods have all but lost their appeal. In fact, there are many reasons why exponen-
tial integrators are to be preferred. For example, if a Krylov method is used to compute the
matrix functions, the ϕ1 function usually converges faster than the exponential. In addition,
exponential integrators that retain their full order for non-homogeneous boundary conditions
have been constructed [40]. It has been shown that this property can not be achieved for
Lawson methods [42]. However, the situation for purely hyperbolic problems is markedly dif-
ferent. Most of the theoretical results that have been obtained in an abstract framework do
not apply and there is relatively little literature available. We will see that the stability for
exponential integrators in the fully hyperbolic setting is full of surprises. Moreover, since for
kinetic problems we usually have efficient methods to compute the matrix exponential and
complicated boundary conditions are rather rare, Lawson methods are an attractive choice
due to their improved stability, as we will see.
3 Linear analysis
Determining the stability of a numerical scheme by conducting an analysis of a linear and
scalar test equation is very well established in the literature. Usually, the Dahlquist test
equation u̇ = λu is considered. The justification for this is that a linear ODE can be written
as u̇ = Au. Once the matrix A is diagonalized we essentially obtain the test equation. For
linear PDEs we first perform a space discretization. Then the same argument can be applied to
the resulting differential equation and stability constraints, such as the famous CFL condition,
can be deduced. In the nonlinear case this, of course, only gives an indication for stability.
Nevertheless, in many practical problems the theory derived in this fashion agrees very well
with what is observed in numerical experiments.
The situation for exponential integrators and Lawson methods is more complicated as
we separate two parts of the differential equation. Thus, we will consider the following test
equation
u̇ = iau+ λu, a ∈ R, λ ∈ C, u(0) = u0 ∈ C. (3)
We note that we are here exclusively interested in equations with two hyperbolic parts. The
reason why we allow λ to lie in the complex plane is that some space discretization schemes
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introduce numerical diffusion. Thus, the discretization moves the eigenvalues from the imagi-
nary axis to the left half complex plane.
Although this test equation is used frequently in the literature, its use is also frequently
criticized. The reason for this criticism is that in the linear case the equation u̇ = Au + Bu
can only be transformed to the form given in equation (3) if A and B are simultaneously
diagonalizable. This is a severe restriction which is usually not true in practice. Thus, the
test equation, even in the linear case, gives only a necessary condition for stability. While
this argument is certainly correct, we emphasize that if a numerical integrator does not work
for the test equation (3) there is not much hope that it would work for more complicated
problems. Therefore, the test equation is still useful and in fact we will see that many of the
deficiencies of exponential integrators observed in practice can be illustrated well using the
test equation (3).
3.1 Lawson methods
Applying a Lawson method to the test equation (3) proceeds as follows. First, we introduce
the change of variable
v(t) = e−iatu(t).
which yields the equation
v̇ = e−iatλ(eiatv) = λv.
Thus, we precisely obtain the Dahlquist test equation. We now apply an explicit Runge–Kutta
method to that equation. It is well known that this results in
vn+1 = φ(z)vn, z = λ∆t,
where φ is the so-called stability function. Reversing the change of variable we obtain
un+1 = eia∆tφ(z)un, z = λ∆t.
The condition for stability is |eia∆tφ(z)| = |φ(z)| ≤ 1. Thus, the linear stability characteristics
of a Lawson scheme is identical to that of its underlying Runge–Kutta method.
This makes the problem rather easy as the stability constraint for explicit Runge–Kutta
methods has been extensively studied in the literature. In our present application we are
primarily interested in obtaining numerical methods that maximize the part of the imaginary
axis that is included in the domain of stability. It is well known that an s stage method can
include at most i[−(s− 1), s− 1]. This is, for example, stated as an exercise in [37, Chapter.
IV.2, exercise 3]. Thus, unfortunately, there is no analog to Runge–Kutta–Chebyshev methods
for hyperbolic problems.
For the sake of completeness we plot in Figure 1 the curve given by |φ(z)| = 1 for different
Runge-Kutta methods. The only non-standard method here is RK(3,2) best which is a three
stage second order method that has been purposefully constructed to enhance stability on
the imaginary axis (see Appendix 6.1 for its Butcher tableau). We also emphasize that the
stability domain of the classic four stage fourth order Runge–Kutta method is quite close to
the theoretical bound i[−(s− 1), s− 1], s = 4.
3.2 Exponential integrators
We now apply commonly used exponential integrators to the test equation (3). In this work we
will consider the following methods: ExpRK22 (a classic two stage second order method), the
method of Cox–Matthews [11], the method of Hochbruck–Ostermann [40], and the method of
Krogstad [44]. We refer to [41] for more details and to Appendix 6.1 for the Butcher tableaus
of these methods.
For the sake of brevity we will only detail the calculation for the ExpRK22 scheme. Ap-




un+1 = eia∆tun + ∆t
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Figure 1: The domain of stability for some classic explicit Runge–Kutta methods is shown. The
nomenclature RK(s,p) denotes a method with s stages that is of order p. The Butcher tableaus of
these methods are given in Appendix 6.1.
where ϕ1(z) = (e
z − 1)/z and ϕ2(z) = (ez − 1 − z)/z2 are entire functions. This yields the
stability function
φ(z) = eia∆t +
(




where, as before, we use z = λ∆t.
Our first observation is that, in contrast to Lawson methods, the behavior of this stability
function can not be understood by the domain of stability of the underlying RK(2, 2) method,
i.e. the explicit method we obtain if we take a → 0. In fact, as we vary a the domain
of stability changes drastically. The domain of stability for the four exponential integrators
(ExpRK22, Cox–Matthews, Hochbruck–Ostermann, and Krogstad) is plotted in Figure 2 for
a∆t = 1.1 and a∆t = 3.4. It is most striking that for large |a∆t| the domain of stability does
not contain a symmetric interval of the imaginary axis. It should be evident that this has the
potential to causes severe stability issues.
3.3 Phase space discretization
We start from the two-dimensional linear transport equation
∂tf + d∂xf + b∂vf = 0, d, b ∈ R, x ∈ [0, 2π], v ∈ [−vmax, vmax], (4)
where vmax > 0 refers to the truncated velocity domain. The sought-after distribution function
is f(t, x, v) and we impose periodic boundary conditions in the x-direction. We assume that
d and b are constants and thus the corresponding operators commute. This is an idealization
of the Vlasov equation we will consider in the next section. In preparation for that example
it is most useful to think that d is large and thus would induce a stringent CFL condition if
discretized by an explicit scheme.
We now have to discretize this equation both in the x and the v direction. In the spatial
direction x, we will consider a spectral approximation. Performing a Fourier transformation
of equation (4) yields
∂tf̂k + idkf̂k + b∂v f̂k = 0, (5)
where f̂k(t, v) denotes the Fourier transform of f(t, x, v) with respect to x. The corresponding
frequency is denoted by k.
We now perform the discretization in the v direction. The grid points are denoted by
vj = −vmax + j∆v, with ∆v = 2vmax/Nv, where Nv is the number of points. We will consider
two options here. Namely, either using a centered difference scheme or an upwind scheme.
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Figure 2: Stability domain of exponential integrators for two different values of a∆t ∈ {1.1, 3.4}.
From top left to bottom right: ExpRK22, Krogstad, Cox–Matthews and Hochbruck–Ostermann.
Centered scheme in v.






where f̂k,j is an approximation of f̂k(vj). Inserting this centered approximation in (5) yields




The system is already diagonal with respect to the index k. We now also diagonalize it with
respect to the index j. To do that we express the function in terms of its Fourier modes with












where f̄k,m denotes the (double) Fourier transform of f with frequency in space k and frequency
in velocity m. Inserting this into equation (6) yields
∂tf̄k,m + idkf̄k,m + b
i sin(2πm∆v/(2vmax))
∆v
f̄k,m = 0. (7)
We immediately see that this equation is precisely in the form of equation (3) as studied in
the previous section. We also observe that λ ∈ iR. That is, the eigenvalues for the centered
difference approximation lie exclusively on the imaginary axis. One immediate consequence is
that for Lawson methods the CFL condition is given by b∆t < C∆v, where C is chosen such
that i[−C,C] lies in the domain of stability of the underlying Runge–Kutta method.
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Linearized WENO approximation in v.
A common technique to discretize hyperbolic partial differential equations is to use the
so-called weighted essentially non-oscillatory schemes (WENO) schemes. These are nonlinear
schemes that limit oscillations in regions where sharp gradients occur, but still yield high order
accuracy in smooth regions of the phase space. In the linear case WENO schemes reduce to
upwind discretizations. Here, we will consider the LW5 scheme (the linearized version of the
WENO5 scheme as considered in [3, 48, 53, 63]) that is given by (from now on we assume


























































We then obtain the equation
∂tf̄k,m + idkf̄k,m + bµmf̄k,m = 0. (9)
Once again this is precisely the form of equation (3), where a = dk ∈ R and λ = bµm ∈ C. The
main difference to the centered difference scheme is that λ is not necessarily on the imaginary
axis. In fact, the eigenvalues aquire a negative real part which stabilizes the scheme and avoids
spurious oscillations, but also adds unphysical dissipation to the numerical method.
Remark. Let us remark that performing a Fourier approximation in v is also possible. Using
the same notation as before, the counterpart of (7) and (9) in that case is




It is worth mentioning that this last equation can be obtained by considering the limit ∆v goes
to zero in (7) or (9). The stability condition can be computed as for the centered difference
case, since the eigenvalues of the Fourier approximation also lies on the imaginary axis. The
CFL condition is given by bπ < C∆v, where C is chosen such that i[−C,C] lies in the domain
of stability of the underlying Runge–Kutta method.
3.4 Computing the CFL condition
Equipped with the knowledge of the domain of stability for the time discretization and the
eigenvalues of the space discretization, we are now in a position to determine the CFL condition
for the linear transport equation (4). This task will be rather easy to accomplish for the Lawson
schemes, where the stability does not depend on the advection speed for the transport in the x
direction. However, for exponential integrators even this linear analysis is rather complicated,
as we will see.
3.4.1 Centered scheme in v.
In the case of centered approximation of the velocity derivative, the Fourier multiplier is a
pure imaginary complex number (see equation (7)). We thus look for ymax ∈ R+ such that the
interval i(−ymax, ymax) ⊂ D, where D is the domain of stability for the chosen time integrator.
Lawson integrators.
We simply look for the largest value ymax such that i(−ymax, ymax) ⊂ D. The corresponding
values for a number of schemes are listed in Table 1. These values have to be understood in
the following way: they induce the CFL condition b∆t ≤ ymax∆v for the discretized equation
(7), where ∆t denotes the time step size and ∆v is the velocity mesh size.
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Table 1: CFL number for some Lawson schemes applied to (7).
Exponential integrators.
For the exponential integrators the domain of stability is very sensitive to the value of (a∆t).
To get an idea of what we can expect, we consider the quantity ymax = min(a∆t)∈R y
exp
max(a∆t).
As before, yexpmax(a∆t) is the largest value such that i(−yexpmax(a∆t), yexpmax(a∆t)) ⊂ D, where
D is the domain of stability for the chosen exponential time integrator for a given (a∆t).
Even for relatively simple numerical methods it is not possible to compute this quantity
analytically. Thus, we resort to numerical approximations. Unfortunately, it turns out that
for most exponential integrators this value is zero. This can be appreciated by considering
Figure 2 once more. Clearly, there are values of (a∆t) such that no relevant part of the
imaginary axis (or only half the imaginary axis) is part of the domain of stability. Thus, most
exponential integrators are unstable in the von Neumann sense. However, this is not what
we observe in practice. In fact, already the results presented in [14] indicate that we can
successfully run numerical simulations using, for example, the Cox–Matthews scheme. There
are two major points to consider here
• The ymax obtained is a worst case estimate. In fact, we know that for ∆t→ 0 we regain
the stability of the underlying Runge–Kutta method. Thus, for small (a∆t) the methods
is expected to work well.
• As is usually done we have mandated that |φ(z)| ≤ 1. However, strictly speaking this
is not necessary for practical simulation. If we assume that |φ(z)| ≤ 1 + ε and we take
n steps the amplification of the error is given by (1 + ε)n. In the limit n → +∞ this
quantity diverges. However, since we usually do not take infinitely small time steps we
still can hope to obtain a relatively accurate approximation, especially if ε is small. In
particular, if ε = C∆t = Ctfinal/n (where tfinal denotes the final time and n the number
of iterations) we have (1 + ε)n = (1 +
Ctfinal
n
)n ≤ exp(Ctfinal) and thus the scheme is
stable, while the error constant is increased by exp(Ctfinal).
To investigate this further, we propose to relax the stability condition by introducing a
threshold ε > 0 in the definition of the stability domain
Dε = {z ∈ C : |φ(z)| ≤ 1 + ε}. (10)
In Figure 3, we plot the domain of stability for the Cox–Matthews method and a∆t = 3.4
for ε = 0 and ε = 10−2. One can observe that in the latter case a non-zero yexpmax(3.4) is
obtained. We also call attention to the fact that the part of the imaginary axis included in
this relaxed stability domain is not symmetric.
In Figure 4, we plot the dependence of yexpmax as a function of (a∆t) for ε = 10
−2 and the
ExpRK22 method. Let us recall that for ε = 0, the method gives ymax = 0. One can observe
that the domain of stability Dε of this method is still symmetric with respect to the real axis.
In addition, the method becomes more stable as |a∆t| increases. Thus, the behavior of the
method is completely different from the configuration with ε = 0.
In Figure 5, we plot yexpmax as a function of (a∆t) for the Hochbruck–Ostermann method
(once again for ε = 10−2). This schemes also gives ymax = 0 for ε = 0. In this case the
domain of stability is not symmetric and the stability depends quite erratically on the value of
(a∆t). In Table 2 we have summarized the values of ymax for the four exponential integrators
considered in this paper.
Finally, we give an illustration of the above comments by running (4) (d = b = 1 and
vmax = 3) with a discontinuous initial data to study the impact of high-frequency on the
stability of exponential schemes coupled with a centered scheme in v. The initial condition is
f0(x, v) = 1 if
√
(x− π)2 + v2 ≤ 1, and 0 elsewhere.
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Figure 3: Example of variation of y+ and y− when we relax the stability condition for the Cox–
Matthews scheme. We represent D0 on the left, and D10−2 on the right with the values y+ and y−
such that i(y−, y+) ⊂ Dε.
Figure 4: yexpmax, |y+| and |y−| as a function of a∆t for the ExpRK22 method with ε = 10−2.
From the stability analysis we know that for each k it holds that f̄n+1k,m = φ(z)f̄
n
k,m, where
φ is the stability function. Our study enables us to estimate the amplification factor |φ(z)|
by (1 + ε) (uniformly with respect to k) so that |f̄n+1k,m |
2 ≤ (1 + ε)2|f̄nk,m|2. Hence, for a
given ε, we consider a time step according to Table 2 and run two exponential schemes,
namely Hochbruck-Ostermann and Cox-Matthews, for 100 timesteps. After each time step we
compute ‖fn‖2`2/‖f
0‖2`2 . The results can be found in Figure 6. First, we have a numerical
confirmation that (1 + ε) is an estimate of the amplification factor (the ratio ‖fn‖2`2/‖f
0‖2`2
always lies under the curve n 7→ (1 + ε)2n). Second, since the number of time steps is fixed,
for ε = 0.1 the simulation becomes unstable for n ≥ 20. As soon as ε is small enough, the
simulation is stable.
Methods ExpRK22 Krogstad Cox–Matthews Hochbruck–Ostermann
yexpmax(ε = 10
−3) 0.300 0.100 0.150 0.250
yexpmax(ε = 10
−2) 0.551 0.200 0.450 0.501
yexpmax(ε = 10
−1) 1.001 0.601 1.351 1.702
Table 2: CFL number, assuming the relaxed stability constraint, for some exponential integrators
applied to (7).
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Figure 6: Evolution of ‖fn‖2`2/‖f0‖2`2 and of (1 + ε)2n as a function of n for different values of ε.
Left: Hochbruck-Ostermann scheme. Right: Cox-Matthews scheme.
3.4.2 Linearized WENO5 (LW5) scheme.
In the case of a WENO5 approximation of the velocity derivative, we can not easily find
a Fourier multiplier because of its nonlinearity. Recent studies about stability of WENO5
[63, 53, 48] considered the linearized version of WENO schemes by freezing the nonlinear
weights, so that WENO5 reduces to a high order (linear) upwind scheme called LW5. For this
LW5 scheme we can compute the eigenvalues, see equation (8), and different time stepping
schemes can be studied to determine the stability limit. We consider only Lawson methods
here since we found that the exponential schemes we considered (i.e. ExpRK22, Krogstad,
Cox–Matthews, Hochbruck–Ostermann) lead to unstable results when they are combined with
LW5 (even in the weak sense considered in the previous section).
The goal is then to determine the largest non-negative real number σ > 0 such that the
eigenvalues of the upwind scheme LW5 scaled by σ are contained in the domain of stability
for the time integrator. Since the eigenvalues of LW5 are not as simple as in the case of the
centered scheme, we determine σ numerically. The main idea of the algorithm to obtain an
estimation of σ is:
1. The argument ϕ of the eigenvalues µm (normalized by ∆v) given by (8) are discretized
using a fine angular grid {ϕk} ⊂ [−π/2, π/2], since the real part of µm is negative due
to its diffusive character.
2. A discretized version of the boundary of the stability domain of the underlying Runge–
Kutta method is computed.
3. For each discretized eigenvalue, we look for the closest boundary point of the Runge–
Kutta stability domain. This enables us to compute the associated stretching factor
σ(ϕk).
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4. Taking the minimum over all the discretized eigenvalues yields σ := mink σ(ϕk).
In Figure 7 (left), we plot the dependence of σ with respect to the angle ϕ ∈ [−π/2, π/2] for
Lawson(RK(4, 4)) coupled with LW5. We also plot (Figure 7 (right)) the stability domain of
Lawson(RK(4, 4)), the eigenvalues for LW5 (normalized by ∆v) and the eigenvalues for LW5
scaled by σ. The CFL number for some Lawson schemes is shown in Table 3. It is interesting
to note that the time step size is reduced compared to the centered scheme.
Methods Lawson(RK(3, 2) best) Lawson(RK(3, 3)) Lawson(RK(4, 4))
σ 1.344 1.433 1.73
Table 3: CFL number for some Lawson schemes applied to (9).
Figure 7: Left: σ as a function of the angle ϕ. Right: stability domain of Lawson(RK(4, 4)) (red),
eigenvalues for LW5 normalized by ∆v (blue) and eigenvalues for LW5 normalized by ∆v stretched
with factor σ = 1.73 (dashed green).
4 Numerical simulation: Vlasov-Poisson equations
In this section we apply Lawson methods and exponential integrators to the Vlasov-Poisson
system. We will see that the linear theory developed in the last section gives a good indication
of the stability even for this nonlinear problem. We consider a distribution function f(t, x, v)
depending on time t ≥ 0, space x, with periodic boundary conditions, and velocity v, which
satisfies the Vlasov equation
∂tf(t, x, v) + v∂xf(t, x, v) + E(f)(t, x)∂vf(t, x, v) = 0 (11)




f(t, x, v) dv − 1. (12)
We employ a Fourier approximation in space. In velocity we either use a centered discretization








or the WENO5 discretization




















where E+ = max(E, 0), E− = min(E, 0) and f±j+1/2 denote the numerical fluxes (see Appendix
6.2 for more details). Both of these phase space discretizations can be easily cast in the
following form
∂tf̂k,j = −vjikf̂k,j + F (f)k,j ,
for an appropriately defined F . We can now apply an exponential integrator or a Lawson
scheme. To illustrate this let us consider the exponential Euler method. This gives
f̂n+1k,j = exp(−∆tvjik)f̂
n
k,j + ∆tϕ1(−∆tvjik)F (fn)k,j .
Since in Fourier space the exponential and ϕ1 functions have only scalar arguments, their
computation is easy and efficient (i.e. no matrix functions have to be computed). Due to the
nonlinearity, it is favorable to compute E∂vf in real space. This is done efficiently by using
the fast Fourier transform. Generalizing this scheme to multiple dimensions in both space and
velocity is straightforward.
To apply our theory from the linear analysis to the nonlinear Vlasov-Poisson case, we need
a way to compute the CFL condition. Note that the coefficient of the v advection depends on











The value ‖En‖L∞ is just the maximal value of the electric field at time tn. The values for
ymax and σ are given in Tables 1, 2, and 3 according to the chosen time integrator.
4.1 Landau damping test.







2 (1 + 0.001 cos(0.5x)), x ∈ [0, 4π], v ∈ R.
The numerical parameters are chosen as follows: the number of points in space is Nx = 81
whereas the velocity domain is truncated to [−vmax, vmax] with vmax = 8 and is discretized
with Nv = 128 grid points.
Let us remark that for the Landau damping test, the conditions (14) and (15) allow us
to take very large time steps, since ‖En‖L∞ ≤ ‖E0‖L∞ = 2 · 10−3. Then, we get ∆t =
C∆v 0.5 · 103 = 62.5C, where C can be either ymax or σ depending on the chosen time
integrator. This means that in practice we can choose the time step ∆t independently from
the mesh. This is clearly a desirable desirable feature of the time integrator.
In Figure 8, the time history of the electric energy ‖En‖L2 (in semi-log scale) using
Lawson(RK(4, 4))-WENO5 (with two different time steps ∆t = 1/8 and ∆t = 1), and us-
ing Hochbruck–Ostermann-CD2 (with ∆t = 1). One can observe that the expected damping
rate (γ = −0.153) is recovered for the three schemes. Although, the accuracy deteriorates for
∆t = 1 Lawson(RK(4, 4))-WENO5, the Hochbruck–Ostermann-CD2 scheme gives very good
results even with ∆t = 1. We note that all the numerical schemes are clearly stable.
4.2 Bump on tail test.






























Lawson(RK(4, 4)) - WENO5 ∆t = 1/8
Lawson(RK(4, 4)) - WENO5 ∆t = 1
Hochbruck-Ostermann - CD2 ∆t = 1
slope -0.153
Figure 8: Landau damping test: time history of ‖E(t)‖L2 (semi-log scale) obtained with
Lawson(RK(4, 4)) and WENO5 (with ∆t = 1/8 and ∆t = 1) and with Hochbruck-Ostermann
and CD2 (with ∆t = 1).
The numerical parameters are chosen as follows: the number of points in space is Nx = 135
whereas the velocity domain [−vmax, vmax] (with vmax = 8) is discretized with Nv = 256 grid
points. Concerning the time step, as in the Landau damping example, the conditions (14) and
(15) turn out to be very light for Lawson schemes. Indeed, we found maxn ‖En‖L∞ ≈ 0.6 so
that, with the considered velocity grid, the time step has to be smaller than 0.14 in the worst
case (Lawson(RK(3, 2) best) combined with WENO5). To capture correctly the phenomena








with C = ymax or σ depending on the chosen scheme. Thus, also in this configuration we are
mostly limited by the accuracy and not by the stability constraint.
In Figure 9, the full distribution function f is plotted at time t = 40 (∆t = 0.05) for different
schemes (exponential or Lawson in time and WENO or centered differences in velocity). One
can observe spurious oscillations when the centered differences scheme case is used (second and
third rows) whereas the slope limiters of WENO5 (first line) are able to control this phenomena
so that extremas are well preserved. This is consistent with what has been observed in the
literature.
In Figure 10, we plot the time evolution of (Hn −H(0))/H(0), where Hn ≈ H(n∆t) and









Figure 9: Distribution function at time t = 40 as a function of x and v for: (i) Lawson schemes
(RK(4, 4), RK(3, 3), RK(3, 2)) + WENO5 (first row) ; (ii) Lawson schemes (RK(4, 4), RK(3, 3),
RK(3, 2)) + centered difference scheme (second row) ; (iii) exponential schemes (Cox-Matthews,
Krogstad, Hochbruck–Ostermann) + centered difference scheme (third row).
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Figure 10: Time evolution of the relative error of the total energy for the different methods.
This quantity is known to be preserved with time at the continuous level. It is thus a useful
metric to evaluate and compare the different numerical methods. At this stage, all the used
numerical methods are stable and we now look at their accuracy with respect to conservation of
energy. We observe that Lawson/centered schemes (referred as ’CD2’ in the legend) preserve
this quantity well. It is well known (see for example [15]) that centered schemes are better at
preserving the total energy compared to upwind schemes. The reason is that upwind schemes
introduce numerical diffusion. The exponential integrators that are considered show all very
similar behavior with respect to energy conservation. They seem to include less drift than the
Lawson methods, but for the time scales considered here their error is larger.
Although being able to choose the time step size independently of the mesh is a desirable
feature, it makes checking the sharpness of the CFL estimate derived in the previous section
more difficult. To accomplish this, we consider the same parameters as before, except for the
phase space mesh which now uses Nx = 81 and Nv = 512 grid points. Then the maximum
time step becomes ∆t = minn C∆v/‖En‖L∞ ≈ 0.052C (since maxn ‖En‖L∞ ≈ 0.6 and
∆v = 16/512 = 0.03125). We consider two different time steps: ∆t = 0.052C (which satisfies
the linearized CFL condition) and ∆t = 1.4 × 0.052C (which violates the linearized CFL
condition). The results are shown in Figure 11. There the Lawson(RK(4, 4)) method has been
chosen for the time discretization whereas WENO5 and centered scheme are both considered
for the velocity discretization. More specifically,
• for WENO5 we use C = 1.73 (obtained from the linearized version LW5) and we compare
the results obtained with ∆t = 0.09 (satisfies the CFL condition) and ∆t = 0.13 (does
not satisfy the CFL condition).
• for the centered scheme, we use C = 2
√
2 and we compare the results obtained with ∆t =
0.14 (satisfies the CFL condition) with ∆t = 0.2 (does not satisfy the CFL condition).
In Figure 11, the time evolution of the electric energy ‖E(t)‖2L2 is displayed for these two ve-
locity discretizations. One can observe for the time step size that satisfies the CFL condition
the simulation is stable and gives the expected results, whereas for the choice that violates
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Figure 11: Illustration of the accuracy of the CFL estimate obtained from the linear theory. History
of electric energy with Lawson(RK(4, 4)) + WENO5 (left), Lawson(RK(4, 4)) + centered scheme
(middle) and history of CFL condition for Lawson(RK(4, 4)) + WENO5 case (right)
the CFL condition the simulation blows up. Thus, the results confirm that the CFL condition
obtained by the linear theory yields a good prediction for the nonlinear Vlasov–Poisson equa-
tion. On the right part of Figure 11, the time history of the quantity C∆v/‖En‖L∞ is shown
(red) together with the time step size considered for the WENO velocity discretization. The
choice ∆t = 0.13 (blue line) is larger than the allowed time step size around t ≈ 20, which
explains the numerical instability observed at that point in time.
5 Numerical simulation: drift-kinetic equations
In this section we will consider a model motivated by the simulation of strongly magnetized
plasmas, such as those found in tokamaks. In this case the dynamics is governed by gyrokinetic
equations. Gyrokinetics averages out the fast oscillatory motion of the charged particles around
the magnetic field lines. In a simplified slab geometry, gyrokinetic models reduce to the drift-
kinetic equation. In this case the unknown f depends on three cylindrical spatial coordinates
(r, θ, z) and one velocity direction v. This model is composed of a guiding-center dynamics in
the plane orthogonal to the magnetic field lines and of a Vlasov type dynamics in the direction
parallel (to the magnetic field lines). In addition to its relevance in physics, it is also a good
test case for stressing exponential methods. The latter is due to the fact that after some
time the nonlinearity can become strong enough such that the time step size is is dictated by
stability constraints (especially for high order methods).
Our goal in this section is to find a numerical approximation of f = f(t, r, θ, z, v) satisfying







∂θf + v∂zf − ∂zφ∂vf = 0, (17)
for (r, θ, z, v) ∈ Ω × [0, L] × R, Ω = [rmin, rmax] × [0, 2π]. The self-consistent potential φ =

























fdv − 1, (18)




φ(r, θ, z) dz and the functions n0 and Te depend only on r and are given
analytically.
In many situations the v∂zf term yields the most restrictive CFL condition. In this setting
exponential methods can be very successful as they remove the most stringent CFL condition,
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while still treating the remaining terms explicitly (which computationally is relatively cheap).
The ϕ functions can be computed in Fourier space (as has been discussed in some detail
for the Vlasov–Poisson system in the previous section) or using a semi-Lagrangian approach.
Exponential integrators for the drift-kinetic model have been proposed in [14]. They compare
favorably to splitting schemes and have the advantage that they can be more easily adapted
to different models. In [14] only a second order exponential integrator and the fourth order
Cox–Matthews scheme have been considered. Due to the investigations in the present paper
we now understand that this is not an ideal choice. Thus, the purpose of this section is
to demonstrate that Lawson methods can be more efficient and to further corroborate the
results obtained in the previous sections. The difference in stability for Lawson schemes and
exponential integrators will be very evident in the numerical simulations that are presented.
5.1 Numerical discretization
First, we remark that z is a periodic variable which motivates us to consider the Fourier














+ vikf̂k − ∂v ̂(∂zφ f)k = 0,











+ ∂v ̂(∂zφ f), this equation can be written as
∂tf̂ = −vikf̂ + F (t, f).
This is now precisely in the form to which we can apply an exponential method. In addition,
computing the required matrix functions is very efficient as all the frequencies decouple (see
the corresponding discussion in section 4).
To complete the numerical scheme, one has to detail the phase space approximation. As
in [14] we will use Arakawa’s method to approximate the derivatives needed to compute F .
Arakawa’s method is a centered difference scheme that conserves three invariants. More details
can be found in [14].
5.2 Numerical results
In this section, we detail the physical parameters of the considered test case. The set up is
identical to [14] (see also [10, 17]). The initial value is given by
f(t = 0, r, θ, z, v) = feq(r, v)
[
1 + ε exp
(



















The radial profiles Ti, Te, and n0 have the analytic expressions







, P ∈ {Ti, Te, n0}
with the constants defined as follows
CTi = CTe = 1, Cn0 =








Finally, we consider the parameters of [10] (MEDIUM case)
rmin = 0.1, rmax = 14.5,
κn0 = 0.055, κTi = κTe = 0.27586,
δrTi = δrTe =
δrn0
2
= 1.45, ε = 10−6, n = 1, m = 5,







and use a v-range of v ∈ [−7.32, 7.32].
We consider two configurations. A direct formulation, where the boundary conditions are
given by
f(rmin, θ, z, v) = feq(rmin, v) f(rmax, θ, z, v) = feq(rmax, v).
Note that these are not homogeneous Dirichlet boundary conditions. It is well known (and sup-
ported by [14]) that the Arakawa scheme works better for homogeneous boundary conditions.
In addition to the direct formulation, we therefore also introduce a so-called perturbation for-
mulation (see also [17, 46]). First, we note that the equilibrium function feq defined in (19) is
a steady state for our problem. We therefore divide f into
f(t, r, θ, v) = feq(r, v) + δf(t, r, θ, v).







∂θδf + v∂zδf + Ez∂v(feq + δf) = 0,







∂θδf + v∂zδf + Ez∂vδf +
Eθ
r
∂rfeq + Ez∂vfeq = 0
which can be written as
∂tδf + v∂zδf − F (δf) +
Eθ
r
∂rfeq + Ez∂vfeq = 0.
Note that the equation is very similar to equation (17). We, however, have obtained two
additional source terms, which depend on the equilibrium distribution feq as well as on the












Due to the similarity of the direct formulation and the perturbation formulation, the same
code can be used for both by simply exchanging the right hand side of the quasi-neutrality
equation, changing the boundary conditions, and adding the appropriate source terms. Thus,
to implement the exponential integrator we consider the following equation
∂tδf + v∂zδf = Fpert(δf),
with




and proceed as before (with F replaced by Fpert). The space discretization of the source terms
can be done either analytically or using a numerical approximation. In our implementation
we have used standard centered differences. The Arakawa scheme that is used to discretize
F (δf) now employs homogeneous Dirichlet boundary conditions for δf in the r-direction.
We have seen in section 4 that for the Vlasov–Poisson equation we can derive a constraint on
the time step size which ensures stability. For Lawson methods this also gives a good estimate
in practice. However, for exponential integrators the situation is far more complicated, see the
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discussion in section 3. Thus, a natural question that arises is how large time steps can we take
in practice. To do that we will employ an adaptive step size controller that uses Richardson
extrapolation to obtain an error estimate. By denoting a time step as follows fn+1 = ϕ∆tn(f
n)
and considering f̃n+1 = ϕ∆tn/2 ◦ ϕ∆tn/2(f
n) we can construct the Richardson extrapolated
numerical solution of a method of order p as follows fn+1R = (2
p+1f̃n+1 − fn+1)/(2p+1 − 1),
which turns out to be an approximation of order (p + 1) of the exact solution. Then, it is
possible to determine an estimate of the local error en+1 of the time integrator through the
following expression
en+1 =
∥∥fn+1R − fn+1∥∥L∞ +O(∆tp+2n ),
where the L∞ norm is considered in the r, θ, z, v variables. If the estimate for the error en+1
is larger than a specified tol we reject the step and start again from time tn. Otherwise, the
step is accepted and we proceed with the time integration. In either case we then determine








where tol is the prescribed tolerance, p is the order of the method, and s = 0.8 is a safety
factor. This process is very well established in the literature and we refer the interested reader
to [35, 34, 57, 58, 24]. Other strategies can also be considered such as embedded Lawson
or exponential methods (see [36, 2]). Such methods may be more efficient but we restrict
ourselves here to the strategy based on Richardson extrapolation since it can be applied to
any time integrator.
An interesting property of this adaptive step size controller is that it forces the time step
size to satisfy the stability constraint of the numerical method. This is perhaps surprising at
first sight since the scheme only controls the local error. However, numerical instability are
characterized by error amplification as integration proceeds in time. Thus, a single step can
violate the stability constraint, but later on the error amplification increases the local error in
such a way that the adaptive step size controller is forced to reduce the time step size. Thus,
the controller ensures that we obtain a stable numerical simulation for which the local error
is below the specified tolerance.
This procedure allows us to perform a fair comparison between Lawson methods and
exponential integrators. Since we are mainly interested in the stability of the methods and,
particularly in the nonlinear regime, prescribing a stringent tolerance is infeasible in any case,
we will choose a relatively large tolerance for our simulation (tol = 10−2 for the perturbation
formulation). To avoid the problem of too large time steps at the beginning of the simulation,
where accuracy and not stability dictates the time step, we limit the maximal step size to
∆t = 11 (coarse) and ∆t = 10 (fine) for second order methods, ∆t = 30 for third order
methods and Lawson(RK(3, 2) best), and ∆t = 40 for fourth order methods.
To evaluate the performances of the different time integrators, we consider the time evo-






φ2(t, rp, θ, z) dθdz
)1/2




































f(t, r, θ, z, v)φ(t, r, θ, z) dvdθdzdr.
The numerical results for the perturbation formulation are given in Figure 12. There the time
history of the electric energy and the time step size as of function of time for two different
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discretizations in phase space, 32 × 32 × 32 × 64 and 64 × 64 × 64 × 128 grid points, are
shown. We first see that all the time integrators agree very well; that is, we see an initial
exponential growth (the rate is in good agreement with the linear theory; see, for example,
[10]) in the electric energy. This phase is followed by saturation at very similar levels for
all numerical methods used. We also observe that all exponential integrators, except the
method of Krogstad, are forced to reduce their step size after time t ≈ 5000 for the fine,
i.e. 64 × 64 × 64 × 128 grid points, case. This is particularly drastic for ExpRK33 and the
Cox–Matthews method which suffer from stability issues even for the coarse discretization. In
general, for the finer space discretization (see the right plot in Figure 12), the problem becomes
significantly more severe. It is also worth mentioning that ExpRK33 leads to unstable results in
spite of the step size controller, which clearly highlights the unstable nature of that integrator.
Neither of the Lawson schemes have similar issues and the size of the stability domain on the
imaginary axis gives a good indication of the relative time steps this methods can take. We
also note that at later times Lawson schemes are able to take significantly larger time steps
compared to exponential integrators. The only exponential integrator that performs well in
this regime is the method of Krogstad. Thus, the numerical results agree well with what we
would expect based on the theoretical analysis.










































Figure 12: Numerical simulation for a number of Lawson methods and exponential integrators for
the drift-kinetic model (perturbation formulation). The upper plots show the time step size as a
function of time. The lower plots show the time evolution of the electric energy. The configuration
on the left uses 32×32×32×64 grid points and the configuration on the right uses 64×64×64×128
grid points.
The corresponding numerical results using the direct formulation are shown in Figure 13.
The situation for the direct formulation is very similar to the perturbation formulation, even
if one can observe that the time steps are slightly larger than in the perturbation formulation.
One explanation comes from the fact that the relative error computed in the perturbation case
involves the norm of δf which can be quite different from the norm of f so that equation (20)
leads to different value of the time step even if the accuracy of the solution is the same.
In Figure 14, the time history of the relative error of the total mass and of the total energy
are displayed with the phase space discretization 64×64×64×128 and using Lawson(RK(4, 4))
and Cox–Matthews time integrators (the perturbation formulation is used here). Since mass
is a linear invariant it is preserved, up to machine precision, by the exponential integrator, see
21




















































































Figure 13: Numerical simulation for a number of Lawson methods and exponential integrators for
the drift-kinetic model (direct formulation). The upper plots show the time step size as a function
of time. The lower plots show the time evolution of the electric energy. The configuration on the
left uses 32× 32× 32× 64 grid points and the configuration on the right uses 64× 64× 64× 128
grid points.
[21]. We also observe good conservation of energy even in the nonlinear phase, which confirms
the excellent behavior of the methods.
Finally, we show slices of the distribution function and the density at different times. The
simulation in Figure 15 is conducted with the Lawson(RK(4, 4)) scheme and the simulation
in Figure 16 with the Cox–Matthews scheme (both with the perturbation formulation). In
both cases the configuration of Figure 12 and the fine space resolution has been employed. As
comparison, a reference solution computed with the Lawson(RK(4, 4)) scheme and a step size
controller that keeps the error below 10−5 per unit time step is shown in Figure 17. We remark
that all simulations show good agreement: the m = 5 modes in the θ direction are recovered
and after initial growth of the unstable mode, we can observe a shearing of the structures and
the appearance of small scale structures which are typical for the nonlinear phase.
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Figure 14: Numerical simulation for Lawson(RK(4,4)) and the Cox–Matthews method for the drift-
kinetic model (perturbation formulation). Left: time history of the error in total mass. Right:
time history of the error in total energy. The configuration uses 64× 64× 64× 128 grid points.
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6 Appendix
6.1 Butcher tableaus
In this section, we write down the different numerical methods used in this work. As in section
2, we consider the following equation
u̇ = Au+ F (u),
where A is a matrix and F a general nonlinear function of u. The Butcher tableaus for the
Lawson integrators used in the main text are stated in this section. A Lawson method is
uniquely determined by the underlying (explicit) Runge–Kutta methods and can be written
as follows










where the coefficients a`,j and bj are given by the Butcher tableaus. The Butcher tableaus for
the RK(2,2) best, RK(3,3) (the classic method of order 3), and RK(4,4) (the classic method









































Table 4: Butcher tableaus for RK(4, 4) (left), RK(3, 3) (middle) and RK(3, 2) best (right).
A general exponential integrator can be written as


























and we use the notations ϕ` := ϕ`(∆tA) and ϕ`,j := ϕ`(cj∆tA). The coefficients are collected
in tableau form, see Table 5. The Butcher tableaus for the exponential integrators used in the







cs as1 · · · as,s−1
b1 · · · bs−1 bs
Table 5: Butcher tableau of a general exponential integrators
0
1 ϕ1,2
ϕ1 − ϕ2 ϕ2









2ϕ1,3 − ϕ2,3 ϕ2,3
1 ϕ1,4 − 2ϕ2,4 0 2ϕ2,4
ϕ1 − 3ϕ2 + 4ϕ3 2ϕ2 − 4ϕ3 2ϕ2 − 4ϕ3 −ϕ2 + 4ϕ3









2ϕ1,3 − ϕ2,3 ϕ2,3




2ϕ1,5 − 2a5,2 − a5,4 a5,2 a5,2 14ϕ2,5 − a5,2

























1 12ϕ1,3(ϕ0,3 − 1) 0 ϕ1,3
ϕ1 − 3ϕ2 + 4φ3 2ϕ2 − 4ϕ3 2ϕ2 − 4ϕ3 4ϕ3 − ϕ2
Table 9: Butcher tableau of the Cox–Matthews method.
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6.2 WENO5 scheme

































































































































































































, i = 0, 1, 2,
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Figure 15: A slices at (z, v) = (0, 0) of the distribution function (on the left) and a slice at z = 0
of the density (on the right) are shown for times t = 3000, 4000, and 5000. The Lawson(RK(4, 4))
scheme, in the configuration described in section 5.2, with 64× 64× 64× 128 grid points is used.
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Figure 16: A slices at (z, v) = (0, 0) of the distribution function (on the left) and a slice at z = 0
of the density (on the right) are shown for times t = 3000, 4000, and 5000. The Cox–Matthews
scheme, in the configuration described in section 5.2, with 64× 64× 64× 128 grid points is used.
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Figure 17: A slices at (z, v) = (0, 0) of the distribution function (on the left) and a slice at z = 0
of the density (on the right) are shown for times t = 3000, 4000, and 5000. The Lawson(RK(4, 4))
scheme with a tolerance of 10−5 per unit step and 64× 64× 64× 128 grid points is used.
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