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Abstract
We deal with the polynomial identities of the form P = Q, where P and Q are monic mo-
nomials in two variables that have the same degree in each variable and they are different in the
noncommutative and associative situation. (For example, x(xy) = (xy)x, x(xy2) = (xy)(yx)
and so on.) We show the following two facts: If both P and Q have degree 3, then any 2-
torsion free ring with identity that satisfies P = Q is commutative. While, if both P and Q
have degree 4 and if the identity P = Q is not the type of xyyx = yxxy, then any 2,3-torsion
free ring with identity that satisfies P = Q is commutative. © 2002 Elsevier Science Inc. All
rights reserved.
AMS classification: 17A30
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0. Introduction
In this paper, the word “ring” means an abelian group which is closed under
some multiplication distributive but not necessarily associative, and R denotes a ring
with identity 1. For any x ∈ R, we set 0x = 0 and for any positive integer λ, we
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inductively define λx by λx = (λ− 1)x + x. If λx = 0 implies x = 0, then we say
that R is λ-torsion free. If R is 2-torsion free, then R is 4-torsion free. Also, if R is
2,3-torsion free (2-torsion free and 3-torsion free), then R is 6-torsion free.
In 1968, Johnsen et al. [3] proved that if R satisfies (xy)2 = x2y2 (for all x, y ∈
R), then R is commutative. Later, Gupta [2] showed that if R is 2-torsion free and
satisfies (xy)2 = (yx)2, then R is commutative. In [4], Khan generalizes the result
of [1] as follows: If R satisfies (xy)2 = (yx2)y or (xy)2 = (xy2)x, then R is com-
mutative. In this paper, we use the technique in [2,4] to find many other polynomial
identities that imply commutativity for R. Our polynomial identities have the form
P = Q, where P and Q are monic monomials in two variables that have the same
degree in each variable and they are different in the noncommutative and associative
situation. We consider the case that both P and Q have degree 3 in Section 1, and
degree 4 in Section 2. In these sections, we characterize such polynomial identities.
Our main theorem (Theorem 2) includes the results of Johnsen et al. [3], Gupta [2]
and Khan [4]. In Section 3, we give some examples that appreciate our results.
1. The case of degree 3
Put I = {(n, v) : n = 0, 1, 2, v = 0, 1}. Let us consider the monomials
{Pn,v}(n,v)∈I in Table 1. The polynomial identities formed by these monomials imply
the commutativity of R.
Theorem 1. Let R be a 2-torsion free ring with identity. Let (m, u) and (n, v) be
indices in I with m < n, and suppose that R satisfies
Pm,u(x, y) = Pn,v(x, y) (1)
for all x, y ∈ R. Then R is commutative.
Proof. Pick x, y ∈ R. Replacing x by x + 1 in (1), we have
Pm,u(x + 1, y) = Pn,v(x + 1, y). (2)
Here an easy computation shows that
Pm,u(x + 1, y) = Pm,u(x, y)+ (2 −m)xy +myx + y,
Pn,v(x + 1, y) = Pn,v(x, y)+ (2 − n)xy + nyx + y.
These equations with (1) and (2) yield (2 −m)xy +myx = (2 − n)xy + nyx, and
so
(n−m)xy = (n−m)yx. (3)
If 〈m, n〉 = 〈0, 1〉 or 〈1, 2〉, then xy = yx. If 〈m, n〉 = 〈0, 2〉, we use the assump-
tion that R is 2-torsion free to obtain xy = yx again. Thus we conclude that R is
commutative. 
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Table 1
xxy P0,0(x, y) = x2y P0,1(x, y) = x(xy)
xyx P1,0(x, y) = (xy)x P1,1(x, y) = x(yx)
yxx P2,0(x, y) = (yx)x P2,1(x, y) = yx2
Remark 1. In Theorem 1, if (1) holds for 〈m, n〉 = 〈0, 1〉 or 〈1, 2〉, then our proof
does not require the assumption that R is 2-torsion free.
Any monic monomial of degree 3 in two variables (not in one variable) has the
form of exactly one monomial in Table 1. Hence Theorem 1 says
If P and Q are monic monomials of degree 3 in two variables which have the
same degree in each variable and which are different in the noncommutative
and associative situation, then any 2-torsion free ring with identity that satisfies
P = Q is commutative.
Similarly, we can show the following lemma.
Lemma 1. Let R be a 2, 3-torsion free ring with identity. Let (m, u), (n, v), (m′, u′),
(n′, v′) be indices in I with m+ n < m′ + n′, and suppose that R satisfies
Pm,u(x, y)+ Pn,v(x, y) = Pm′,u′(x, y)+ Pn′,v′(x, y) (4)
for all x, y ∈ R. Then R is commutative.
Proof. The method of deriving (3) from (1) in the proof of Theorem 1 shows that
(4) yields
(m′ + n′ −m− n)xy = (m′ + n′ −m− n)yx.
Since m′ + n′ −m− n = 1, 2, 3 or 4 and since R is 2, 3-torsion free, we get xy =
yx. Hence R is commutative. 
Remark 2. In Lemma 1, if m′ + n′ −m− n = 1, then we can remove the assump-
tion that R is 2, 3-torsion free. While, if m′ + n′ −m− n = 2 or 4, then we can
replace the phrase “2,3-torsion free” by “2-torsion free”. Also, if m′ + n′ −m− n =
3, then we can replace it by “3-torsion free”.
2. The case of degree 4
First, we consider the monomials of degree 4, which consist of two x’s and two
y’s. Put J = {(i, p) : i = 0, 1, . . . , 5, p = 0, 1, . . . , 4}, and denote those monomi-
als by {Qi,p}(i,p)∈J in Table 2. The following theorem describes the result on the
these monomials.
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Table 2
xxyy Q0,0(x, y) = x((xy)y) Q0,1(x, y) = x(xy2) Q0,2(x, y) = x2y2
Q0,3(x, y) = (x2y)y Q0,4(x, y) = (x(xy))y
xyxy Q1,0(x, y) = x((yx)y) Q1,1(x, y) = x(y(xy)) Q1,2(x, y) = (xy)2
Q1,3(x, y) = ((xy)x)y Q1,4(x, y) = (x(yx))y
xyyx Q2,0(x, y) = x(y2x) Q2,1(x, y) = x(y(yx)) Q2,2(x, y) = (xy)(yx)
Q2,3(x, y) = ((xy)y)x Q2,4(x, y) = (xy2)x
yxxy Q3,0(x, y) = y(x2y) Q3,1(x, y) = y(x(xy)) Q3,2(x, y) = (yx)(xy)
Q3,3(x, y) = ((yx)x)y Q3,4(x, y) = (yx2)y
yxyx Q4,0(x, y) = y((xy)x) Q4,1(x, y) = y(x(yx)) Q4,2(x, y) = (yx)2
Q4,3(x, y) = ((yx)y)x Q4,4(x, y) = (y(xy))x
yyxx Q5,0(x, y) = y((yx)x) Q5,1(x, y) = y(yx2) Q5,2(x, y) = y2x2
Q5,3(x, y) = (y2x)x Q5,4(x, y) = (y(yx))x
Theorem 2. Let R be a 2, 3-torsion free ring with identity. Let (i, p) and (j, q) be
indices in J with i < j and 〈i, j〉 /= 〈2, 3〉, and suppose that R satisfies
Qi,p(x, y) = Qj,q(x, y) (5)
for all x, y ∈ R. Then R is commutative.
Proof. Pick x, y ∈ R. Replacing y by y + 1 in (5), we have
Qi,p(x, y + 1) = Qj,q(x, y + 1). (6)
It is a routine work to check that Qi,p(x, y + 1) and Qj,q(x, y + 1) have the expres-
sions:
Qi,p(x, y + 1) = Qi,p(x, y)+ Pm(i),s(x, y)+ Pn(i),t (x, y)+ x2,
Qj,q(x, y + 1) = Qj,q(x, y)+ Pm(j),u(x, y)+ Pn(j),v(x, y)+ x2 (7)
for some s, t, u, v ∈ {0, 1}. In (7), the letter P denotes the monomial in Table 1, and
the functions m(·) and n(·) are defined as follows:
m(0) = 0, m(1) = 0, m(2) = 1, m(3) = 0, m(4) = 1, m(5) = 2,
n(0) = 0, n(1) = 1, n(2) = 1, n(3) = 2, n(4) = 2, n(5) = 2.
From (5)–(7), we get
Pm(i),s(x, y)+ Pn(i),t (x, y) = Pm(j),u(x, y)+ Pn(j),v(x, y).
Also, it follows from i < j and 〈i, j〉 /= 〈2, 3〉 that m(i)+ n(i) < m(j)+ n(j).
Hence Lemma 1 shows that R is commutative. 
Remark 3. In Theorem 2, if (5) holds for 〈i, j〉 = 〈0, 1〉, 〈1, 2〉, 〈1, 3〉, 〈2, 4〉, 〈3, 4〉
or 〈4, 5〉, then m(j)+ n(j)−m(i)− n(i) = 1, and so, by Remark 2, we can re-
move the assumption that R is 2,3-torsion free. In particular, the case Q0,2(x, y) =
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Table 3
xxxy Q′0,0(x, y) = x(x2y) Q′0,1(x, y) = x(x(xy)) Q′0,2(x, y) = x2(xy)
Q′0,3(x, y) = (x2x)y Q′0,4(x, y) = (xx2)y
xxyx Q′1,0(x, y) = x((xy)x) Q′1,1(x, y) = x(x(yx)) Q′1,2(x, y) = x2(yx)
Q′1,3(x, y) = (x2y)x Q′1,4(x, y) = (x(xy))x
xyxx Q′2,0(x, y) = x((yx)x) Q′2,1(x, y) = x(yx2) Q′2,2(x, y) = (xy)x2
Q′2,3(x, y) = ((xy)x)x Q′2,4(x, y) = (x(yx))x
yxxx Q′3,0(x, y) = y(x2x) Q′3,1(x, y) = y(xx2) Q′3,2(x, y) = (yx)x2
Q′3,3(x, y) = ((yx)x)x Q′3,4(x, y) = (yx2)x
Q1,2(x, y),Q1,2(x, y)=Q3,4(x, y) or Q1,2(x, y)=Q2,4(x, y) is described in [3,4].
The similar reasoning shows that if 〈i, j〉 = 〈0, 2〉, 〈0, 3〉, 〈0, 5〉, 〈1, 4〉, 〈2, 5〉 or
〈3, 5〉, then we can replace the phrase “2,3-torsion free” by “2-torsion free”. Also,
if 〈i, j〉 = 〈0, 4〉 or 〈1, 5〉, then we can replace it by “3-torsion free”. The case
Q1,2(x, y) = Q4,2(x, y) is the result in [2].
Let us consider another kind of monomials of degree 4, which consist of three x’s
and one y. Put J ′ = {(i, p) : i = 0, 1, 2, 3, p = 0, 1, . . . , 4} and define {Q′i,p}(i,p)∈J ′
as in Table 3. This time, we have the following theorem.
Theorem 3. Let R be a 2, 3-torsion free ring with identity. Let (i, p) and (j, q) be
indices in J ′ with i < j, and suppose that R satisfies
Q′i,p(x, y) = Q′j,q(x, y) (8)
for all x, y ∈ R. Then R is commutative.
Proof. Pick x, y ∈ R. Replacing x by x + 1 in (8), we have
Q′i,p(x + 1, y) = Q′j,q(x + 1, y). (9)
Also, Q′i,p(x + 1, y) and Q′j,q(x + 1, y) are written in the forms:
Q′i,p(x + 1, y) = Q′i,p(x, y)+ Pk(i),r (x, y)+ Pm(i),s(x, y)
+Pn(i),t (x, y)+ (3 − i)xy + iyx + y,
Q′j,q(x + 1, y) = Q′j,q(x, y)+ Pk(j),u(x, y)+ Pm(j),v(x, y)
+Pn(j),w(x, y)+ (3 − j)xy + jyx + y
(10)
for some r, s, t, u, v,w ∈ {0, 1}, where the functions k(·),m(·) and n(·) are defined
by
k(0) = 0, k(1) = 0, k(2) = 1, k(3) = 2,
m(0) = 0, m(1) = 1, m(2) = 1, m(3) = 2,
n(0) = 0, n(1) = 1, n(2) = 2, n(3) = 2.
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It follows from (8)–(10) that
Pk(i),r (x, y)+ Pm(i),s(x, y)+ Pn(i),t (x, y)+ (3 − i)xy + iyx
= Pk(j),u(x, y)+ Pm(j),v(x, y)+ Pn(j),w(x, y)+ (3 − j)xy + jyx. (11)
Replace x by x + 1 in (11) and compute it as in the proof of Theorem 1. Then we
obtain
Pk(i),r (x, y)+ Pm(i),s(x, y)+ Pn(i),t (x, y)−
(
k(i)+m(i)+ n(i))xy
+(k(i)+m(i)+ n(i))yx + (3 − i)xy + iyx
= Pk(j),u(x, y)+ Pm(j),v(x, y)+ Pn(j),w(x, y)
−(k(j)+m(j)+ n(j))xy + (k(j)+m(j)+ n(j))yx
+(3 − j)xy + jyx.
Using (11) again, we have(
k(j)+m(j)+ n(j)− k(i)−m(i)− n(i))xy
= (k(j)+m(j)+ n(j)− k(i)−m(i)− n(i))yx. (12)
Since k(j)+m(j)+ n(j)− k(i)−m(i)− n(i) = 2, 4 or 6, and since R is
2,3-torsion free, it follows that xy = yx. Hence R is commutative. 
Remark 4. In Theorem 3, if (8) holds for 〈i, j〉 = 〈0, 1〉, 〈0, 2〉, 〈1, 2〉, 〈1, 3〉 or
〈2, 3〉, then k(j)+m(j)+ n(j)− k(i)−m(i)− n(i) = 2 or 4, and so we can re-
place the phrase “2,3-torsion free” by “2-torsion free”. Moreover, on several occa-
sions, we can drop the phrase “2,3-torsion free”. For instance, let us consider the
case that (8) holds for (i, p) = (0, 0) and (j, q) = (1, 2), namely, x(x2y) = x2(yx).
In this case, Eqs. (11) and (12) become 2x(xy)+ xy = 2x(yx)+ yx and 2xy =
2yx, respectively. Since the latter equation implies 2x(xy) = x(2xy) = x(2yx) =
2x(yx), we get xy = yx. Thus we arrive at the commutativity of R without using the
“2, 3-torsion free” assumption. We can easily find other similar cases.
Any monic monomial of degree 4 in two variables (not in one variable) has the
form of some monomial in Tables 2 and 3. Hence Theorems 2 and 3 say
If P and Q are monic monomials of degree 4 in two variables which have the
same degree in each variable and which are different in the noncommutative and
associative situation, and if the identity P = Q is not the type of xyyx = yxxy,
then any 2, 3-torsion free ring with identity that satisfies P = Q is commutative.
3. Examples
In this section, we give three examples which indicate that some assumptions in
our theorems are not superfluous. The first one is related to the exceptional assump-
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tion 〈i, j〉 /= 〈2, 3〉 in Theorem 2. The second shows that the identity restriction is
never removable in Theorems 1–3. In the third example, we consider the case that R
is not 2-torsion free or not 3-torsion free.
Example 1. In Theorem 2, we exclude the case 〈i, j〉 = 〈2, 3〉. We cannot include
that case, because there exists a 2,3-torsion free ring with identity which satisfies
Q2,p(x, y) = Q3,q (x, y) for all elements x, y and all p, q ∈ {0, 1, . . . , 4}, but which
is noncommutative.
Let R be the set of all 3 × 3 triangular matrices over R with equal diagonal en-
tries, that is,
R =




a b c
0 a d
0 0 a

 : a, b, c, d ∈ R

 ,
where R denotes the field of real numbers. Under the usual matrix addition and
multiplication,R is a 2,3-torsion free associative ring with identity. The associativity
ofR implies that Q2,0(X, Y ) = Q2,1(X, Y ) = · · · = Q2,4(X, Y ) and Q3,0(X, Y ) =
Q3,1(X, Y ) = · · · = Q3,4(X, Y ) for all X, Y ∈ R. So it is easy to check that R
satisfies
Q2,p(X, Y ) = Q3,q (X, Y )
for all X, Y ∈ R and all p, q ∈ {0, 1, . . . , 4}. Also, we easily see that R is noncom-
mutative.
Example 2. In Theorems 1–3, the assumption that R has an identity is essential.
Indeed, there exists a 2,3-torsion free ring without identity that satisfies (1), (5) and
(8), and that is noncommutative.
LetR′ be the set of all 3 × 3 triangular matrices over R with zero diagonal entries,
that is,
R′ =




0 b c
0 0 d
0 0 0

 : b, c, d ∈ R

 .
Under the usual matrix addition and multiplication,R′ is a 2, 3-torsion free associa-
tive ring without identity. In this ring R′, we have
Pm,u(X, Y ) = 0, Qi,p(X, Y ) = 0, Q′j,q(X, Y ) = 0
for all X, Y ∈ R and all (m, u) ∈ I, (i, p) ∈ J, (j, q) ∈ J ′. Hence R′ satisfies (1),
(5) and (8) for all indices. But R′ is noncommutative. Thus R′ is the desired ring.
Example 3. By R2, we denote the set of all 3 × 3 triangular matrices over Z2 with
equal diagonal entries, where Z2 denotes the ring of integers modulo 2. Under the
usual matrix addition and multiplication, R2 is an associative ring with identity and
it is not 2-torsion free. For any X, Y ∈ R2, we have P0,u(X, Y ) = P2,v(X, Y ) for all
u, v ∈ {0, 1}, and
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Qi,p(X, Y ) = Qj,q(X, Y ), Q′i′,p(X, Y ) = Q′j ′,q (X, Y ) (13)
for 〈i, j〉 = 〈0, 2〉, 〈0, 3〉, 〈0, 5〉, 〈1, 4〉, 〈2, 5〉, 〈3, 5〉, for 〈i′, j ′〉 = 〈0, 2〉, 〈1, 3〉 and
for all p, q ∈ {0, 1, . . . , 4}. But R2 is noncommutative. Hence we actually need the
assumption that R is 2-torsion free in Theorems 1–3.
Replace Z2 by Z3, the ring of integers modulo 3, in the above argument. Then
the corresponding ring R3 becomes an associative ring with identity which is not
3-torsion free and satisfies (13) for 〈i, j〉 = 〈0, 4〉, 〈1, 5〉, for 〈i′, j ′〉 = 〈0, 3〉 and for
all p, q ∈ {0, 1, . . . , 4}, but R3 is noncommutative. This shows that the assumption
“3-torsion free” is necessary in Theorems 2 and 3.
The rings in the above examples are associative. Finally, we exhibit an example
of the commutative nonassociative ring with identity.
Example 4. Let M2(R) be the ring of 2 × 2 matrices over R, and put
R˜ = {(X, a) : X ∈ M2(R), a ∈ R
}
.
We define addition and multiplication on R˜ by
(X, a)+ (Y, b) = (X + Y, a + b),
(X, a) · (Y, b) = (XY + YX + aY + bX, ab)
for all (X, a), (Y, b) ∈ R˜. Then R˜ becomes a commutative nonassociative ring with
indentity (O, 1).
Remark 5. In [5], Kobayashi proved the more general result for associative rings,
which agrees with the associative cases of Theorems 1–3.
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