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The reduced density matrices of a many-body quantum system form a convex set, whose three-
dimensional projection Θ is convex in R3. The boundary ∂Θ of Θ may exhibit nontrivial geometry,
in particular ruled surfaces. Two physical mechanisms are known for the origins of ruled surfaces:
symmetry breaking and gapless. In this work, we study the emergence of ruled surfaces for systems
with local Hamiltonians in infinite spatial dimension, where the reduced density matrices are known
to be separable as a consequence of the quantum de Finetti’s theorem. This allows us to identify
the reduced density matrix geometry with joint product numerical range Π of the Hamiltonian
interaction terms. We focus on the case where the interaction terms have certain structures, such
that ruled surface emerge naturally when taking a convex hull of Π. We show that, a ruled surface
on ∂Θ sitting in Π has a gapless origin, otherwise it has a symmetry breaking origin. As an example,
we demonstrate that a famous ruled surface, known as the oloid, is a possible shape of Θ, with two
boundary pieces of symmetry breaking origin separated by two gapless lines.
I. INTRODUCTION
In a natural many-body quantum system, the Hamil-
tonian H usually involves only two-body interactions.
Consequently, for any many-body wave function |ψ〉, its
energy Eψ = 〈ψ|H|ψ〉 only depends on the two-particle
reduced density matrix (2-RDM) of |ψ〉. In case H de-
pends on some parameters ~λ, the ground state energy
E0(~λ) of the system may exhibit non-analylic behaviour
while ~λ change smoothly, where a quantum phase tran-
sition occurs. Since the energy Eψ only depends on its
2-RDMs, it is much desired that the geometry of the 2-
RDMs may capture such a sudden change in ground state
energy E0(~λ).
The set of all 2-RDMs is known to be convex, however
its shape is notoriously difficult to characterize in gen-
eral. Since 1960s, how to characterize this convex set has
been a central topic of research in the field of quantum
marginal problem and N -representability problem [1–5].
The recent development in quantum information theory
has shown that the characterization of the 2-RDMs is a
hard problem even with the existence of a quantum com-
puter [6–8]. Nevertheless, many practical approaches are
developed to characterize the properties of 2-RDMs, and
to retrieve useful information that reflects the physical
properties of the system [9, 10].
One important idea is to study the properties of 2-
RDMs is by looking at the two- and three- dimensional
projections [4, 5, 9, 10]. Since these projections are con-
vex sets in R2 and R3 respectively, the hope is that the
properties of the different quantum phases can be visually
available. Interestingly, it has been shown that a flat por-
tion of the two-dimensional projection can already signal
first-order phase transitions [11, 12]. However, for contin-
uous phase transitions, two-dimensional projections con-
tain no information, and one needs to look further at the
three-dimensional projections.
In [12] it is observed that the emergence of ruled sur-
faces on the boundary of the three-dimensional projec-
tions of 2-RDMs can be a signal of symmetry breaking
phase. With a generalization to non-thermodynamic ob-
servables, the ruled surfaces can also signal the symme-
try protected topological phase [13]. Very recently, it
is also observed that gapless systems can also lead to
ruled surfaces, and two examples of such systems are dis-
cussed, which are both interacting many-body bosonic
systems [14].
It was Gibbs in 1870’s who first proposed the deep con-
nection between ruled surfaces on the boundary of certain
convex body and phase transitions [15–18], in the context
of classical thermodynamics, which reflects a fundamen-
tal property of thermodynamic stability. Although the
convex set considered here is in terms of quantum many-
body physics, and the connection is between ruled surface
on the projection of RDMs and quantum phase transi-
tions, it nevertheless indicates that the convex geometry
approach is a fundamental and universal idea.
In both classical and quantum cases, one fundamental
question is in the reverse direction: that is, what kind
of ruled surfaces are actually possible? In other words,
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2what shapes of ruled surfaces may actually correspond to
a practical quantum system? This question is, of course,
too hard in general, but opens some interesting possibil-
ities. For instance, one may ask whether the oloid, being
a famous ruled surface in R3, can be a three-dimensional
projection of some convex set of 2-RDMs.
This oloid idea may sound unrealistic at the first sight.
Surprisingly, we will show that this is in fact possible.
We will develop a method that systematically leads to
many other possibilities of ruled surface for the three-
dimensional projections of 2-RDMs. We start from a
fact that although the geometry of 2-RDMs are in general
hard to characterize, there is one situation it is provably
easy: that is, for an infinite spatial dimensional system,
the 2-RDMs are known to be separable, due to the cele-
brated quantum de Finetti’s theorem [19–21].
This simplification to only separable states then allows
us to study the geometry of 2-RDMs with a mathemati-
cal concept, called joint product numerical range [22–27],
denoted by Π, of the Hamiltonian interaction terms. Π
includes all the extreme points of the three-dimensional
projections of 2-RDMs, and the projection itself, denoted
by Θ, is a convex hull of Π. We then focus on the cases
where the interaction terms have certain structures, such
that ruled surfaces emerge naturally when taking a con-
vex hull of Π. We show that, for a ruled surface on the
boundary of Θ, denoted by ∂Θ, if it also sits in Π, then it
has a gapless origin, otherwise it has a symmetry break-
ing origin.
II. REDUCED DENSITY MATRIX GEOMETRY
AND ITS PROJECTIONS
We consider many-body systems with N -particles, and
single-particle dimension d (i.e. single-particle Hilbert
space Cd). For a many-body Hamiltonian H(~λ), we dis-
cuss the case where ~λ = (λ1, λ2, λ3), and
H(~λ) =
3∑
i=1
λiHi. (1)
Here each Hi =
∑
j hj,i, and hj,i involves at most two-
body interactions. Therefore, for any many-body wave
function of the system, only its 2-RDM is of relevance
to our discussion. In other words, we are interested in
the set of all possible 2-RDMs of the many-body wave
functions.
In practice, the structure of the 2-RDMs only depends
on the interaction pattern of H [28]. That is, usually, the
interaction terms in Hi involves only ‘nearest-neighbour’
interactions depending on the spatial geometry of the sys-
tem. In this work we consider a special case, where the
spatial geometry is infinite-dimensional. That is, each
single particle in the system has infinitely-many neigh-
bours. Consequently, we are in the limit of infinite num-
ber of particles, i.e. N →∞.
For simplicity we consider a particular case that the
system has A, B sub-lattices and with translational sym-
metry, and the Hi s only involve nearest-neighbour inter-
actions. That is, for Hi =
∑
j hj,i, each hj,i involves at
most two-body interactions and acts the same for each
nearest neighbour AB particles. And for any particle A
in the sublattice A and particle B in the sublattice B
that are neighbours, the corresponding reduced density
matrix ρAB (of any state of the N -particle system) are
the same. In other words, ρAB contains all the informa-
tion of interest of 2-RDMs of the physical system.
In the N →∞ limit, the quantum de Finetti’s theorem
guarantees that ρAB is separable [19, 20]. In other words,
ρAB can always be written as
ρAB =
∑
j
cj |ψjAB〉〈ψjAB | , (2)
with cj ≥ 0,
∑
j cj = 1, and each |ψjAB〉 ∈ Cd ⊗ Cd is a
product state of the form
|ψjAB〉 = |αj〉 ⊗ |βj〉 , (3)
with |αj〉, |βj〉 ∈ Cd.
Therefore, to study the three-dimensional projection
of the 2-RMDs, we are in fact considering the three-
dimensional projection of the set of all the two-particle
separable state ρABs. This projection is given by the set
of points (x, y, z) ∈ R3, where
x = Tr(H1ρAB), y = Tr(H2ρAB), z = Tr(H3ρAB), (4)
And the projection of the extreme points of the set of all
separable state ρABs, which are product states |α〉⊗ |β〉,
is given by the set of points (x, y, z) ∈ R3, where
x = (〈α| ⊗ 〈β|)H1(|α〉 ⊗ |β〉),
y = (〈α| ⊗ 〈β|)H2(|α〉 ⊗ |β〉),
z = (〈α| ⊗ 〈β|)H3(|α〉 ⊗ |β〉). (5)
And in fact we only need to consider the terms hj,i of
Hi that act non-trivially on particles AB. In other words,
we can equivalently consider Hi as Hermitian operators
acting on Cd⊗Cd, without confusion we use Hi to mean
its ‘energy per particle’ version acting on two particles
AB (hence Hi is bounded) [14]. This then allows us to
connect our discussions to some mathematical concepts,
namely certain kind of joint numerical ranges of Hi s. For
simplicity we only consider d = 2 (i.e. qubit) case in this
work. However, the method we discuss is general and can
extend to the d > 2 cases.
III. PRODUCT NUMERICAL RANGE
We consider a two-qubit system AB, with Hilbert
space C2 ⊗ C2. Let S be the set of normalized |ψ〉 ∈
3C2 ⊗ C2 (i.e. 〈ψ|ψ〉 = 1). For any three 4× 4 Hermitian
operators H1, H2, H3, the joint numerical range [29] of
H1, H2, H3 is given by
Λ(H1, H2, H3) =
{(〈ψ|H1|ψ〉, 〈ψ|H2|ψ〉, 〈ψ|H3|ψ〉)||ψ〉 ∈ S} . (6)
One important property of Λ(H1, H2, H3) is given
in [29] that is summarized below.
Fact 1 Λ(H1, H2, H3) ⊂ R3 is convex.
Let SΠ be the set of product states |φ〉 = |α〉 ⊗ |β〉 ∈
S with |α〉, |β〉 ∈ C2, the product numerical range of
H1, H2, H3 is given by
Π(H1, H2, H3) =
{(〈φ|H1|φ〉, 〈φ|H2|φ〉, 〈φ|H3|φ〉)||φ〉 ∈ SΠ}. (7)
It is known that Π(H1, H2, H3) is in general not con-
vex [30].
Consider any separable state ρAB =
∑
j cj |ψjAB〉〈ψjAB |
with each |ψjAB〉 = |αj〉 ⊗ |βj〉 a product state. The
separable numerical range of H1, H2, H3 is given by
Θ(H1, H2, H3) =
{(TrH1ρAB ,TrH2ρAB ,TrH3ρAB)
|ρAB separable}. (8)
It is clear that Θ(H1, H2, H3) is the convex hull of
Π(H1, H2, H3), hence is convex, with all the extreme
points in Π(H1, H2, H3). In general
Θ(H1, H2, H3) ⊆ Λ(H1, H2, H3), (9)
and in most cases, Θ(H1, H2, H3) does not equal to
Λ(H1, H2, H3).
A. The physical origin of boundary ruled surfaces
For any product state |ψ〉 = |α〉 ⊗ |β〉 and the Hamil-
tonian H(~λ) =
∑3
i=1 λiHi, its energy is
Eψ(~λ) = xλ1 + yλ2 + zλ3 ≥ E0(~λ), (10)
where x, y, z are given in Eq. (5) and E0(~λ) is the ground
state energy of H(~λ). Since Θ(H1, H2, H3) is convex, for
each ~λ, the Hamiltonian H(~λ) can be interpreted as a
supporting plane of Θ(H1, H2, H3) with normal vector
given by ~λ = (λ1, λ2, λ3) [11, 31].
Our main focus is on the boundary of Θ(H1, H2, H3),
which is denoted by ∂Θ(H1, H2, H3). Generically, an ex-
posed point Pe on ∂Θ(H1, H2, H3) has a unique product
state pre-image in Π(H1, H2, H3). Physically, this means
that the corresponding Hamiltonian H(~λ) =
∑3
i=1 λiHi
(i.e. the supporting plane of Θ(H1, H2, H3) that inter-
sects ∂Θ(H1, H2, H3) at the point Pe) has a unique prod-
uct ground state.
The boundary of ∂Θ(H1, H2, H3) can also be flat. And
in most cases this plat portion is completely flat, i.e. it
is a part of a plane, which is an area of the intersection
of the corresponding supporting plane of Θ(H1, H2, H3)
with ∂Θ(H1, H2, H3). The boundary of the area has in-
finitely many product state pre-images in Π(H1, H2, H3).
Physically, this means that the corresponding Hamilto-
nian is gapless.
A nontrivial case is that the flat portion on
∂Θ(H1, H2, H3) is not a part of a plane, but rather
a ruled surface. That is, for any point Pe on
∂Θ(H1, H2, H3), there is a line segment L passing Pe that
is also on the surface. Physically, there are two known
origins of ruled surfaces: 1) symmetry breaking [12] and
2) Gapless [14].
In general, one cannot tell the physical origins
of the ruled surfaces solely from the shape of
∂Θ(H1, H2, H3) [14]. One idea to tell the difference is to
look at the finite scaling of RDM geometry [14]. Here we
would like to connect these physical origins to the prop-
erties of joint product numerical range Π(H1, H2, H3).
Consider any line segment L on ∂Θ(H1, H2, H3), with
two end points Pa and Pb. In case there is no plane
area on ∂Θ(H1, H2, H3) that contains L, then there
is a supporting plane of Θ(H1, H2, H3) that intersects
∂Θ(H1, H2, H3) only at L, with normal vector ~λ =
(λ1, λ2, λ3).
It is clear that Pa, Pb ∈ Π(H1, H2, H3). Here are
two possible cases: 1) L is not in Π(H1, H2, H3), 2)
L ⊂ Π(H1, H2, H3). For case 1), generically, each
Pa (or Pb) has a unique product state pre-image in
Π(H1, H2, H3). Consequently, the corresponding Hamil-
tonian H =
∑3
i=1 λiHi has degenerate product ground
states. For case 2), each point on L has a product
state pre-image in Π(H1, H2, H3), so L has infinitely
many product state pre-images in Π(H1, H2, H3). Conse-
quently, the corresponding Hamiltonian H =
∑3
i=1 λiHi
is gapless.
If there is a piece of ruled surface on ∂Θ(H1, H2, H3)
which is not in Π(H1, H2, H3) (except the boundary of
the piece), then the corresponding Hamiltonian H =∑3
i=1 λiHi maintains its round state degeneracy when
~λ
varies. In other words, for a range of parameters ~λ, H =∑3
i=1 λiHi has stable ground state degeneracy (along
the parameter-changing direction), with product ground
states. This is a typical feature of symmetry breaking.
In this sense, a ruled surface on ∂Θ(H1, H2, H3) that is
not in Π(H1, H2, H3) has a symmetry breaking origin. In
comparison, if the ruled surface piece is in Π(H1, H2, H3),
then it has a gapless origin.
We summarize our observation as the following.
4Observation 1 A ruled surface on
Π(H1, H2, H3) ∩ ∂Θ(H1, H2, H3) (11)
has a gapless origin. Otherwise, a ruled surface on
∂Θ(H1, H2, H3) that is not in Π(H1, H2, H3) has a sym-
metry breaking origin.
This observation gives us a general method to study
the physics of the reduced density matrix geome-
try Θ(H1, H2, H3). That is, for any given system
H =
∑3
i=1 λiHi, by comparing Θ(H1, H2, H3) with
Π(H1, H2, H3), one should be able to get quantum phases
and phase transition informations by solely looking at the
geometry of Θ(H1, H2, H3) and Π(H1, H2, H3).
B. The block diagonal Hamiltonians
Compared to exposed points and completely flat ar-
eas, ruled surfaces are much less possible to find in
generic systems. It usually requires certain structure of
H =
∑3
i=1 λiHi, e.g. symmetry. In order to understand
the possible ruled surface shapes on ∂Θ(H1, H2, H3) and
their physical possible origins, we would like to look at
Hamiltonians with structure. Geometrically, flat por-
tions on ∂Θ(H1, H2, H3) may be obtained from the con-
vex hull of two (not flat) objects. This inspires us to
consider the case where H1, H2, H3 are block diagonal,
i.e.
Hi =
(
Hai O
O Hbi
)
, i = 1, 2, 3 , (12)
where Hai , H
b
i are 2× 2, and O is the 2× 2 zero matrix.
Denote the joint numerical range of Ha1 , H
a
2 , H
a
3
by Λ(Ha1 , H
a
2 , H
a
3 ) and the joint numerical range of
Hb1 , H
b
2 , H
b
3 by Λ(H
b
1 , H
b
2 , H
b
3). One important property
of joint numerical range of block diagonal matrices is the
following.
Fact 2 Λ(H1, H2, H3) is the convex hull of
Λ(Ha1 , H
a
2 , H
a
3 ) and Λ(H
b
1 , H
b
2 , H
b
3) [32].
What we need is the shape of Θ(H1, H2, H3), not
Λ(H1, H2, H3). They are in general two very different
sets, i.e. the equality in Eq. (9) in general does not hold.
In the special case of block diagonal matrices, however,
we can show that these two sets coincide.
Observation 2 For block diagonal H1, H2, H3,
Θ(H1, H2, H3) = Λ(H1, H2, H3) (13)
To show why it is the case, let Hi =
(
Hai O
O Hbi
)
, for
i = 1, 2, 3. Suppose |α〉 ∈ C2. Then
〈α|Hai |α〉 = (〈0| ⊗ 〈α|)Hi(|0〉 ⊗ |α〉) . (14)
Similarly,
〈α|Hbi |α〉 = (〈1| ⊗ 〈α|)Hi(|1〉 ⊗ |α〉) . (15)
Therefore,
Λ(Ha1 , H
a
2 , H
a
3 ), Λ(H
b
1 , H
b
2 , H
b
3) ⊆ Π(H1, H2, H3) . (16)
Since
Θ(H1, H2, H3)
= conv Π(H1, H2, H3) ⊆ Λ(H1, H2, H3)
= conv {Λ(Ha1 , Ha2 , Ha3 ), Λ(Hb1 , Hb2 , Hb3)} , (17)
we have Θ(H1, H2, H3) = Λ(H1, H2, H3) .
C. The oloid
As an example, let
Ha1 =
(
0 1
1 0
)
, Ha2 =
(
0 −i
i 0
)
, Ha3 =
(
0 0
0 0
)
, (18)
then Λ(Ha1 , H
a
2 , H
a
3 ) is the disk {(x, y, 0) ∈ R3 : x2 +y2 ≤
1}. Similarly, if
Hb1 =
(
1 1
1 1
)
, Hb2 =
(
0 0
0 0
)
, Hb3 =
(
0 −i
i 0
)
, (19)
then Λ(Hb1 , H
b
2 , H
b
3) is the disk {(x, 0, z) ∈ R3 : (x−1)2 +
z2 ≤ 1}. A plot of these two disks is given in Fig. 1.
FIG. 1. The two disks corresponding to Λ(Ha1 , H
a
2 , H
a
3 ) and
Λ(Hb1 , H
b
2 , H
b
3).
Therefore,
Θ(H1, H2, H3) =
conv {Λ(Ha1 , Ha2 , Ha3 ), Λ(Hb1 , Hb2 , Hb3)} (20)
is the so called ‘oloid’ [33]. A illustration of the oloid is
given in Fig. 2.
To obtain the joint product numerical range
Π(H1, H2, H3), suppose
|α〉 = u1|0〉+ u2|1〉 (21)
5FIG. 2. An Oloid.
with |u1|2 + |u2|2 = 1, and
|β〉 = r|0〉+
√
1− r2eit|1〉 (22)
with 0 ≤ r ≤ 1 and 0 ≤ t ≤ 2pi. Then
(〈α| ⊗ 〈β|)(H1, H2, H3)(|α〉 ⊗ |β〉)
= |u1|2(2r
√
1− r2 cos t, 2r√1− r2 sin t, 0)
+ |u2|2(1 + 2r
√
1− r2 cos t, 0, 2r√1− r2 sin t)
(23)
Therefore, let |u1|2 = s1, 2r
√
1− r2 = s2, we have
Π(H1, H2, H3) =
{(1− s1 + s2 cos t, s1s2 sin t, (1− s1)s2 sin t) :
0 ≤ s1, s2 ≤ 1, 0 ≤ t ≤ 2pi} . (24)
We illustrate Π(H1, H2, H3) in Fig. 3.
FIG. 3. Π(H1, H2, H3) for oloid.
We are interested in the shape of Π(H1, H2, H3) ∩
∂Θ(H1, H2, H3). Since the oloid is a developable sur-
face, we can expand its boundary to put on a plane,
as shown in Fig. 4. The intersection of Π(H1, H2, H3)
with ∂Θ(H1, H2, H3) contains all the curved parts of the
boundary (i.e. boundaries of the two disks). In addition,
it also contains two lines shown as the red lines in Fig. 4.
These two red lines cut ∂Θ(H1, H2, H3) into two pieces
of ruled surfaces, each of which corresponds to a sym-
metry breaking phase as discussed in Sec. IIIA. That is,
the physical system H(~λ) =
∑3
i=1 λiHi has two symme-
try breaking phases separated by two gapless transition
points (that correspond to the two red lines in Fig. 4).
FIG. 4. The developable surface of the oloid. The two red
lines are in Π(H1, H2, H3)∩∂Θ(H1, H2, H3). Figure modified
from https://en.wikipedia.org/wiki/Oloid.
IV. THE SYMMETRIC CASE AND BOSONIC
SYSTEMS
We can also consider the product numerical range in
the symmetric case. That is, instead of considering prod-
uct state of the form |α〉⊗|β〉, we restrict ourselves in the
case of |α〉⊗ |α〉, and the Hi s are supported on the sym-
metric subspace of C2 ⊗C2. For the symmetric case, we
denote the corresponding joint product numerical range
by Π+(H1, H2, H3), and the joint separable numerical
range by Θ+(H1, H2, H3). Physically, we are dealing with
a many-body bosonic system with symmetric wavefunc-
tions in the N →∞ limit, where the reduced density ma-
trices of the wave function of the system is also known
to be separable due to the quantum de Finetti’s theo-
rem [21].
We consider Π+(H1, H2, H3) that is given by the set
of points (x, y, z) ∈ R3, where
x = 〈α⊗2|H1|α⊗2〉 = Tr(H1|α⊗2〉〈α⊗2|),
y = 〈α⊗2|H2|α⊗2〉 = Tr(H2|α⊗2〉〈α⊗2|),
z = 〈α⊗2|H3|α⊗2〉 = Tr(H3|α⊗2〉〈α⊗2|) . (25)
Here |α〉 ∈ C2 is any single qubit state.
We can parameterize
|α〉〈α| = 1
2
(I + rX + sY + tZ) , (26)
and ~r = (r, s, t)T , with ~rT~r = 1.
6And each Hi can be written in the Pauli basis as
Hi = c0,i + cxx,iX ⊗X + cyy,iY ⊗ Y + czz,iZ ⊗ Z
+cxy,i(X ⊗ Y + Y ⊗X) + cx,i(X ⊗ I + I ⊗X)
+cyz,i(Y ⊗ Z + Z ⊗ Y ) + cy,i(Y ⊗ I + I ⊗ Y )
+cxz,i(X ⊗ Z + Z ⊗X) + cz,i(Z ⊗ I + I ⊗ Z) (27)
With this parameterization, our joint product numer-
ical range of H1, H2, H3 becomes the set of points in R3
given by
(f1(r, s, t), f2(r, s, t), f3(r, s, t)) , (28)
where each fi is a polynomial of r, s, t of degree at most
2, with the constraint r2 + s2 + t2 = 1.
A. The homogenous case
We first consider the simple case where the fi s are
homogenous polynomials of r, s, t, i.e. c0,i = cx,i = cy,i =
cz,i = 0. Hence we can rewrite
x = ~rTM1~r, y = ~r
TM2~r, z = ~r
TM3~r, (29)
where
Mi =
cxx,i dxy,i dxz,idxy,i cyy,i dyz,i
dxz,i dyz,i czz,i
 (30)
is a real symmetric matrix, for i = 1, 2, 3.
Now consider the operator
M = uM1 + vM2 + wM3 , (31)
which is a real symmetric matrix, whose eigenvectors can
be all real.
Notice that
Π+(H1, H2, H3) = {(~rTM1~r, ~rTM2~r, ~rTM3~r)} , (32)
for all ~rT~r = 1, is the real version of the joint numer-
ical range of (M1,M2,M3). To compare with the joint
numerical range of (M1,M2,M3), we denote
ΛR(M1,M2,M3) = {(~rTM1~r, ~rTM2~r, ~rTM3~r)}. (33)
Although ΛR(M1,M2,M3) may not be convex [29], we
are going to show that every point in Λ(M1,M2,M3)
is a convex combination of (at most) two points in
ΛR(M1,M2,M3). Therefore, the extreme points of
Λ(M1,M2,M3) lie in ΛR(M1,M2,M3).
Suppose M is real and symmetric n × n matrix, and
|v〉 ∈ Cn satisfies 〈v|v〉 = 1. Let
|v〉 = |x〉+ i|y〉 , (34)
where |x〉, |y〉 ∈ Rn. Then
〈v|v〉 = 1⇒ 〈x|x〉+ 〈y|y〉 = 1 . (35)
We have
〈v|M |v〉 = (〈x| − i〈y|)M(|x〉+ i|y〉)
= 〈x|M |x〉+ 〈y|M |y〉 . (36)
If |x〉 or |y〉 is the zero vector, then
〈v|M |v〉 ∈ ΛR(M1,M2,M3). (37)
Suppose both |x〉 and |y〉 are nonzero. Let t = √〈x|x〉,
and
|x′〉 = 1
t
|x〉, and |y′〉 = 1√
1− t2 |y〉.
Then 〈x′|x′〉 = 〈y′|y′〉 = 1 and
〈v|M |v〉 = t〈x′|M |x′〉+ (1− t)〈y′|M |y′〉 . (38)
That is, the extreme points of Λ(M1,M2,M3)
lie in ΛR(M1,M2,M3) = Π+(H1, H2, H3). Since
Λ(M1,M2,M3) is convex and the convex hull of
Π+(H1, H2, H3) is Θ+(H1, H2, H3), we have
Observation 3
Θ+(H1, H2, H3) = Λ(M1,M2,M3) . (39)
Λ(M1,M2,M3) has been classified in [34]. Ours is a
subcase where M1,M2,M3 are all real. From Fig. 1
of [34], the only possible shapes of the ruled surfaces on
∂Θ+(H1, H2, H3) is a cone shape.
A cone-shape Θ+(H1, H2, H3) can be given by block
diagonal Mi s, for example dxz,i = dyz,i = 0. For a con-
crete example, take
M1 =
1 0 00 −1 0
0 0 0
 ,M2 =
0 1 01 0 0
0 0 0
 ,M3 =
0 0 00 0 0
0 0 1
 .
The corresponding Hamiltonian is given by
H1 = X ⊗X − Y ⊗ Y,
H2 = X ⊗ Y + Y ⊗X,
H3 = Z ⊗ Z . (40)
The joint product numerical range Π+(H1, H2, H3) has
the form as shown in Fig. 5.
FIG. 5. A cone shape Π+(H1, H2, H3).
7B. The non-homogenous case
For the non-homogenous case (i.e. fis are not homoge-
nous polynomials of r, s, t), we look at the two examples
discussed in [14], which are many-body interacting boson
systems in the N → ∞ limit. The first example is the
two model Ising model with
H1 = X ⊗X ,
H2 =
1
2
(Z ⊗ I + I ⊗ Z) ,
H3 =
1
2
(X ⊗ I + I ⊗X) . (41)
This corresponds to
f1 = r
2, f2 = t, f3 = r, (42)
as formulated in Eq. (28).
The joint product numerical range Π+(H1, H2, H3) has
the form as in Fig. 6. This corresponds to the blue ruled
FIG. 6. Π+(H1, H2, H3) for the two mode Ising model.
surface of Fig. 1 in [14], which has a gapless physical
origin. The green ruled surface of Fig. 1 in [14] is a result
of the convex hull of Π+(H1, H2, H3), which corresponds
to symmetry-breaking.
The second example in [14] is the two model XY model
with
H1 = X ⊗X ,
H2 = Y ⊗ Y ,
H3 =
1
2
(Z ⊗ I + I ⊗ Z) . (43)
This corresponds to
f1 = r
2, f2 = s
2, f3 = t, (44)
as formulated in Eq. (28).
The joint product numerical range Π+(H1, H2, H3) has
the form as shown in Fig. 7. This corresponds to the blue
ruled surface of Fig. 4 in [14], which has a gapless physical
origin.
These examples support our idea that a ruled surface
on ∂Θ+(H1, H2, H3)∩Π+(H1, H2, H3) have a gapless ori-
gin, as discussed in Sec. IIIA.
FIG. 7. Π+(H1, H2, H3) for the two mode XY model.
V. SUMMARY AND DISCUSSION
In this work, we make a connection between joint prod-
uct numerical range and reduced density matrix geom-
etry. We focus on the case of systems in infinite spa-
tial dimension, where the reduced density matrices are
known to be separable due to the quantum de Finetti’s
theorem. In this scenario, our main observation is that
the intersection of the joint product numerical range
Π(H1, H2, H3)/Π+(H1, H2, H3) with the boundary of its
convex hull Θ(H1, H2, H3)/Θ+(H1, H2, H3) contains in-
formation on the physical properties of the system. In
particularly, a ruled surface on ∂Θ(H1, H2, H3) that is
in Π(H1, H2, H3) has a gapless origin, otherwise it has a
symmetry breaking origin.
Notice that it is possible to have the
same Θ(H1, H2, H3)/Θ+(H1, H2, H3) that is
the convex hull obtained from very different
Π(H1, H2, H3)Π+(H1, H2, H3). We provide some
concrete examples in Appendix A. Similar ideas apply
to the case of the same Θ+(H1, H2, H3) with different
Π+(H1, H2, H3). Therefore, in practice, solely by
looking at the shape of Θ(H1, H2, H3) is not enough to
tell the physical properties of the system. One will need
to further look at the shape of Π(H1, H2, H3), especially
its intersection with ∂Θ(H1, H2, H3).
We provide a general method to obtain ruled sur-
faces on Θ(H1, H2, H3), where Θ(H1, H2, H3) is a con-
vex hull of two convex objects. This allows us to con-
struct Θ(H1, H2, H3) of certain interesting geometric
shapes, such as the oloid. Similar idea is applied to the
symmetric case where different shapes of ruled surfaces
Θ(H1, H2, H3) are obtained.
It will be interesting to classify all possi-
ble shapes of the joint separable numerical
range Θ(H1, H2, H3)/Θ+(H1, H2, H3), and the
corresponding joint separable numerical range
Π(H1, H2, H3)/Π+(H1, H2, H3), at least in low (single-
particle) dimensions, for systems with infinite spatial
dimension where the quantum de Finetti’s theorem is
8valid. That will then contain information of all possible
physical properties in these systems.
ACKNOWLEDGEMENT
NY and BZ are supported by NSERC and CIFAR. This
research was supported in part by Perimeter Institute for
Theoretical Physics. Research at Perimeter Institute is
supported by the Government of Canada through Indus-
try Canada and by the Province of Ontario through the
Ministry of Economic Development & Innovation.
Appendix A. Θ(H1, H2, H3) vs. Π(H1, H2, H3)
Let
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
.
The following three examples all have the same
Θ+(H1, H2, H3).
Example 1 Let H1 = (I +Z)⊕ (−I +Z), H2 = X ⊕X
and H3 = Y ⊕ Y . Then
Π(H1, H2, H3) =
{(2t− 1 + cos θ, sin θ cosφ, sin θ sinφ) :
0 ≤ t ≤ 1, 0 ≤ θ, φ ≤ 2pi}
= Θ(H1, H2, H3) .
The corresponding Π(H1, H2, H3) is shown in Fig. 8.
Since the boundary ruled surface of Θ(H1, H2, H3) is
FIG. 8. Π(H1, H2, H3) for Example 1.
in Π(H1, H2, H3), it has a gapless origin as discussed in
Sec. IIIA.
Example 2 Let H1 = (I+Z)⊕(−I+Z), H2 = X⊕(−X)
and H3 = Y ⊕ (−Y ). Then
Π(H1, H2, H3) =
{(2t− 1 + cos θ, (2t− 1) sin θ cosφ, (2t− 1) sin θ sinφ) :
0 ≤ t ≤ 1, 0 ≤ θ, φ ≤ 2pi} .
The corresponding Π(H1, H2, H3) is shown in Fig. 9.
Since the boundary ruled surface of Θ(H1, H2, H3) is not
FIG. 9. Π(H1, H2, H3) for Example 2.
in Π(H1, H2, H3), it has a symmetry breaking origin as
discussed in Sec. IIIA.
Example 3 Let H1 = (I+Z)⊕(−I−Z), H2 = X⊕(−X)
and H3 = Y ⊕ (−Y ). Then
Π(H1, H2, H3) =
{((2t− 1) cos θ, (2t− 1) sin θ cosφ, (2t− 1) sin θ sinφ) :
0 ≤ t ≤ 1, 0 ≤ θ, φ ≤ 2pi} .
The corresponding Π(H1, H2, H3) is shown in Fig. 10.
Since the boundary ruled surface of Θ(H1, H2, H3) is not
FIG. 10. Π(H1, H2, H3) for Example 3.
in Π(H1, H2, H3), similar to Example 2, it has a symme-
try breaking origin.
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