Knowledge about the distribution of a statistical estimator is important for various purposes, such as the construction of confidence intervals for model parameters or the determination of critical values of tests. A widely used method to estimate this distribution is the so-called bootstrap, which is based on an imitation of the probabilistic structure of the data-generating process on the basis of the information provided by a given set of random observations. In this article we investigate this classical method in the context of artificial neural networks used for estimating a mapping from input to output space. We establish consistency results for bootstrap estimates of the distribution of parameter estimates.
Introduction
Neural networks provide a tool for learning an unknown mapping, say m, from input space to output space. In the presence of noise, they provide function estimators that are nonparametric in spirit, as discussed in detail by White (1990) . A feedforward neural network with independent inputs and noisy outputs is a particular nonlinear regression model. The reliability of estimates for the weights is important for the ability of the trained network to generalize. Their asymptotic normal distribution has been given by White (1989a) .
If one is interested in quantifying the performance of statistical estimates, Efron's (1979) bootstrap is an alternative to asymptotic considerations, which often provides an adequate and in many cases better approximation to the actual distribution than standard asymptotics, as discussed, for example, for nonlinear nonparametric regression by Härdle and Bowman (1988) and for nonlinear nonparametric time series models by Franke, Kreiss, and Mammen (1997) and Neumann and Kreiss (1998) . The bootstrap may be used for calculating confidence intervals for predictions and critical values for statistical tests, and it is also helpful for model selection and automatic choice of the amount of smoothing in semi-and nonparametric situations (Efron & Tibshirani, 1993; Hall, 1992; Shao & Tu, 1995) . For the particular case of a parametric nonlinear regression model, the validity and second-order efficiency of the bootstrap has been described and investigated in practice by Huet and Jolivet (1989) , Huet, Jolivet, and Messean (1990) and Bunke, Droge, and Polzehl (1995) . These results can be applied directly to feedforward neural networks in the correctly specified case, where the mapping m can be represented exactly by a network of the form considered.
Typically, however, finite-dimensional neural networks used for learning a particular mapping are misspecified. In this article, we describe bootstrap procedures for feedforward neural networks that also cover this misspecified case. For simplicity, we restrict ourselves to networks with only one hidden layer and with one linear output unit, which, for real-valued mappings, already have the universal approximation property (Hornik, Stinchcombe, & White, 1989) . However, our arguments can be generalized in a straightforward manner to multilayer-multioutput networks, where the output nodes do not have to be linear. We admit an arbitrary activation function for the neurons of the hidden layer, satisfying only certain smoothness conditions, such that our results cover multilayer perceptrons with sigmoid activation function as well as radial basis function networks with kernel-type activation function.
Practitioners like Refenes, Zapranis, and Utans (1996) and Baxt and White (1995) have already used the standard bootstrap, for example, for estimating sampling variability of neural networks. In section 2, we provide the theoretical basis for these applications. We make the difference to correctly specified nonlinear regression models transparent and discuss some pitfalls related to identifiability of network parameters. This residual-based bootstrap is compared with the asymptotic normal approximation in a short simulation study in section 3. In section 4, we present a different "wild" bootstrap procedure, which is able to cope with situations where the noise in the data and in particular its variance depends on the input.
The Bootstrap Procedure
We consider a training set of independent and identically distributed random row vectors (X t , Y t ), t = 1, . . . , N, where X t is of dimension d with marginal density p and Y t is real valued. Suppose we are interested in the relationship between Y t and X t , and we want to estimate the conditional expectation of Y t given X t = x (see White, 1989b) :
We assume that the residuals ε t = Y t − m(X t ) are independent random variables with finite variance E{ε 2 t | X t = x} = σ 2 ε (x). We want to approximate m by a single hidden-layer feedforward network with H hidden units, H ≥ 1.
We write its output given input x as (x, ϑ) . For a sigmoid activation function ψ centered around 0, that is, ψ(−x) = −ψ(x), these symmetry operations correspond to an exchange of hidden units and multiplying all weights of connections going into and out of a particular hidden unit by −1. To avoid this ambiguity, we consider only weight vectors ϑ lying in a fundamental domain in the sense of Rüger and Ossen (1997) . For the case of sigmoid activation functions with ψ(−x) = −ψ(x), this means that we restrict our attention to parameter vectors ϑ with
To simplify the proofs, we consider only a compact subset H of such a fundamental domain. Now, we train the network to get the nonlinear least-squares estimate ϑ N of the weight vector, that is,
In the correctly specified case where m(x) = f H (x, ϑ 0 ) for some ϑ 0 ∈ H , it is well known from nonlinear regression that √ N( ϑ N − ϑ 0 ) is asymptotically for N → ∞ normally distributed with mean 0 and covariance matrix,
Here and in the following, ∇ f H (x, ϑ) denotes the gradient of f H with respect to ϑ. The analogous result for the misspecified situation is given by White (1989a) . Here, there is no true ϑ 0 , but ϑ N converges to the parameter of the best network function approximator for m (x) , that is, to
where we assume that the random vector X t has a density p (x) . If the size of the training set grows (N → ∞), then √ N( ϑ N − ϑ 0 ) is again asymptotically normally distributed with mean 0 and covariance matrix A(
Here, ∇ 2 denotes the Hessian with respect to ϑ. This result matches with the above result in the correctly specified case since then
For these results to hold, some assumptions have to be satisfied:
A1. The activation function ψ is bounded and twice continuously differentiable with bounded derivatives, and m is bounded.
A2
. D 0 (ϑ) has a unique global minimum at ϑ 0 lying in the interior of
We think that all results stated below remain valid if the boundedness of m is relaxed to a growth condition such as |m(x)| ≤ C x M , for M < ∞, in conjunction with the condition P( X t > τ) ≤ Cρ −τ for ρ < 1. We decided to state the results under the stronger condition, A1, in order to keep the proofs as simple as possible.
Besides the asymptotic normal distribution, the bootstrap provides an alternative approximation for the distribution of ϑ N −ϑ 0 . Following Huet and Jolivet (1989) , we first consider the following approach, which is adequate for identically distributed noise ε t . For initializing the bootstrap procedure, we need any uniformly consistent estimator m N for m, i.e., an estimator for which sup x∈supp(p) {| m N (x) − m(x)|} −→ 0 in probability for N → ∞. m N could be chosen, for example, as the type of connectionist sieve estimator considered by White (1990) , where the complexity of the network is allowed to grow with N, as a spline smoother with roughness penalty converging slowly to 0, or as a kernel-type smoother with bandwidth decreasing with N. Then the noise variables ε t can be approximated by
We know from our assumptions that Eε t = 0. To avoid a systematic error in the bootstrap, we follow Freedman (1981) and center the ε t :
Let F N denote the sample distribution given by ε 1 , . . . , ε N . We draw independent bootstrap errors ε * 1 , . . . , ε * N from F N , that is, for all t:
In the same manner, we draw bootstrap input vectors X * 1 , . . . , X * N randomly with replacement from X 1 , . . . , X N , that is, for all t:
Finally, we form bootstrap outputs as
. The basic idea of the bootstrap is the following. Because the ε t and X t are independent and identically distributed, their sample distributions approximate for N large enough the true distributions. Therefore, the ε * t and X * t behave similar to the ε t and X t . As, by construction, m N is close to m, the bootstrap outputs show similar random variations as the true outputs. Therefore, the behavior of estimates like the weights of a network after training should be similar to the original training set and the bootstrap training set. The random mechanism generating the bootstrap training set is, however, known to us, and we can repeat the above procedure as often as we like to get a whole family of independent bootstrap training sets
Using standard Monte Carlo techniques, we can mimic the behavior of any quantity of interest calculated from the training set.
For illustration, let us assume that we are interested in the mean squared error
which we get if we train a network with H hidden units from the original random training set (X t , Y t ), t = 1, . . . , N, and use it to estimate the value m(x) of the function of interest for given input x. We get a bootstrap approximation for mse(x) as mse
. . are independent and identically distributed random vectors with density p(x). ε 1 , ε 2 , . . . are independent random variables and
We also impose some further technical assumptions to simplify our proofs. They could be relaxed considerably without changing the validity of our results.
A4.
If we assume in addition that P( X t > τ) ≤ Cρ −τ for ρ < 1, then we could replace the boundedness of σ 2 ε (x) by a growth condition as |σ 2
In the definition of D 0 (ϑ), the expectation is taken over Y t and X t . However, there is a second natural candidate for an optimal parameter: that value of ϑ that provides the best approximation for a given realization of the input variables X 1 , . . . , X N . We consider
and we define
Instead of ϑ N −ϑ 0 , we consider its two components ϑ N −ϑ N and ϑ N −ϑ 0 separately, which asymptotically are independent.
Theorem 1. Suppose that assumptions A1-A4 are satisfied. Let m(x) denote the conditional expectation of Y t given X
are asymptotically independent normal random vectors with covariance matrices 1 and 2 , respectively, where
(See the appendix for the proof.)
As an immediate consequence, √ N(θ N − ϑ 0 ) is asymptotically normal with mean 0 and covariance matrix 1 + 2 . In the correctly specified case, 2 is equal to the zero matrix, as there is essentially no effect due to the randomness of the X t 's, that is, the difference between ϑ N and ϑ 0 is asymptotically of smaller order than N −1/2 . In contrast, in the misspecified case, the randomness of the inputs causes a difference of order N −1/2 between the two optimal parameters ϑ N and ϑ 0 .
One way to prove that the bootstrap works asymptotically in a particular situation, where the limit distribution of the quantity of interest is known, is to show that the corresponding bootstrap quantity has the same asymptotic behavior. Let ϑ * N be the weight vector after training the network from the bootstrap training set, that is,
The bootstrap procedure of this section is based on the assumption that the distribution of ε t does not depend on X t . In this case, the analogon of ϑ N is given by ϑ
ε are known. To get the bootstrap version of ϑ 0 , we have to replace expectation with respect to the joint distribution of X t and ε t by expectation with respect to the joint distribution of X * t and ε * t . Then we set
Note that ε * t and X * t are independent and E * ε * t = 1 N tε t = 0. We have to impose an assumption onm N :
A5. m N is uniformly consistent on the support of p, that is,
This assumption is obviously realistic if p is compactly supported on a sufficiently regular set (e.g., on a rectangle) and bounded away from 0 on this set. In the case of unbounded support, one could modify assumption A5 to a condition as 6) where X N is an appropriate subset of R d with the property P(
. This is possible under the assumption that P(
for some sufficiently small δ > 0 (for details see Franke, Kreiss, Mammen, & Neumann, 1998) . Then the bootstrap, described above, works by the following theorem, which shows that the conditional distribution of Y N ) , from which the bootstrap training sets are generated, coincides asymptotically with the distribution of ϑ N −ϑ N and ϑ N − ϑ 0 as given in theorem 1.
Theorem 2.
Suppose that ε t is independent of X t , t = 1, . . . , N, that is, in particular σ 2 ε (x) ≡ σ 2 ε , and assume assumptions A1-A5. Then, Remark. The bootstrap also works in the case of deterministic inputs x 1 , . . . , x N of the training set that are systematically selected by the experimenter. We have only to require that the inputs x 1 , . . . , x N behave for increasing N similar to a random sample up to a certain degree. In particular, we need
for some probability density p(x). If the x t are, for example, equispaced over a fixed finite d-dimensional cube C, then the above condition is satisfied for a constant function p(x) ≡ p C .
Remark. At the beginning of this section, we restricted the weight vector to a fundamental domain by requiring v 1 ≥ v 2 ≥ · · · ≥ v H ≥ 0 for sigmoid activation functions with ψ(−x) = −ψ(x). This avoids the identifiability problems caused by the common symmetry properties of a feedforward neural network independent of the function that we want to approximate. However, it may happen that for the optimal weights of the parameter vector ϑ, certain weights of outgoing connections coincide, say, v h = v h+1 . This situation may happen in practice if the function m itself has certain symmetries related to the symmetries of ψ. In such a situation, the bootstrap breaks down if it is used for approximating the random fluctuations of the weights of connections going into the hidden units numbers h and h + 1, provided one does not take additional precautions to guarantee identifiability. To illustrate the problem, let us consider
. m is itself a network function for H = 2 hidden units with w
, and m is symmetric around 0. The estimate m N (x) will have similar properties as in the case of identifiable parameters of the network. If we train the network repeatedly using independent bootstrap samples, we get randomly w * 01 ≈ 1, w * 02 ≈ −1 and w * 01 ≈ −1, w * 02 ≈ 1 with approximately equal probabilities. Therefore, the bootstrap estimate of the variance of those weights is too large due to the nonidentifiability of the parameters of m and the corresponding approximate nonidentifiability of the parameters of the network, which provides the best approximation of m N . In practice, it is easy to detect such situations because they are characterized by almost identical bootstrap estimates of outgoing weights, say,
To be more precise, one can check if the differences v * h (i) − v * h+1 (i), i = 1, . . . , B, are small compared to the sample standard deviation of v * h (i) and v * h+1 (i), i = 1, . . . , B, and in such a case take additional precautions to make the parameterization of the network function by its weights unique.
A Bootstrap Procedure for Input-Dependent Noise
The bootstrap procedure can be applied only to situations where the noise ε t does not depend on the input, that is, if it is additive in the sense of Murata, Yoshizawa, and Amari (1994) . In their general model, ε t = ε t (X t ) and, in particular, its variance σ 2 ε (X t ) = E{ε 2 t | X t } depend on the input X t , a common situation in many practical problems. Under that circumstance, one way to bootstrap function estimates is the "wild bootstrap" or "external bootstrap." Härdle (1990) and Härdle and Marron (1991) have discussed this in the context of nonparametric nonlinear regression, which we are considering here. For the connectionist regression estimate, it has the following form.
We generate independent and identically distributed random variables η 1 , . . . , η N with mean 0 and variance 1. Then, with ε t = Y t − m N (X t ) as in section 2, we draw pairs (X * t , ε * t ) randomly from the set {(
that is, for all t = 1, . . . , N:
We transform ε * t randomly by multiplying it with η t , which does not change the mean and the variance. Then we define bootstrap outputs as
In contrast to the standard bootstrap, the bootstrap noise ε * t = η t · ε * t is generated in a manner depending on the bootstrap input X * t to reflect the dependence of ε t on the input in the original training set. Letθ WB N denote the wild bootstrap version ofθ N . Because now the distribution of the ε t depends on X t , the wild bootstrap analogon of D N (ϑ) is given by
and, correspondingly, the analogon of Remark. Another popular resampling method for regression models, already discussed by Freedman (1981) for linear regression, is the pairwise bootstrap. It is not based on the sample residuals but generates the bootstrap training set directly from the original training set: Y 1 ), . . . , (X N , Y N ) and, for all t:
For the pairwise bootstrap, theorem 2 holds, too (see Sarishvili, 1998) . The proof of this result follows more or less the same lines as for the residualbased bootstrap, and therefore we do not discuss it in detail. As the wild bootstrap, it also may be applied to input-dependent noise. However, in a small simulation study, the pairwise bootstrap performed worse than the wild bootstrap. That may be a feature of the particular examples studied there (see Sarishvili, 1998) . By replacing ε k by its definition, the wild bootstrap may be considered a version of the pairwise bootstrap, where some additional noise is introduced to Y * t to resolve the ties, which, with large probability, are present in the original pairwise boostrap resample. Here, Y * t is modified in such a manner that the conditional expectation of the output given the input remains approximately unchanged.
Two Numerical Examples
In this section we present the results of a small simulation study to illustrate the performance of the common residual-based bootstrap and the wild bootstrap. In both cases, we consider a feedforward neural network with one hidden layer and complete connections. As the sigmoid activation function, we choose the centered logistic function,
The generation of the data and the training of the network have been done using GAUSS 3.1, where we used the BFGS method as a batch mode algorithm for determining the network weights.
As a first example, we consider as the true function to be estimated
which is shown in Figure 1 . We approximate m by a network with two hidden units, that is, Figure 2b . We have to estimate the nine-dimensional parameter vector ϑ 0 = (w 01 , w 11 , w 21 , w 02 , w 12 , w 22 , v 0 , v 1 , v 2 ) . We use the training set (X 1 , Y 1 ) , . . . , (X N , Y N ) with sample size N = 100, which obeys the regression model
To approximate the true distribution of ϑ N − ϑ 0 , we carried out 500 Monte Carlo runs.
To find a typical bootstrap distribution
, we selected that sample out of 500 randomly generated samples for which the difference between the loss ϑ N − ϑ 0 2 and the mean of these losses, taken over all 500 samples, was minimized. For this sample, the estimation error is neither particularly large nor particularly small, and, therefore, it appears to exhibit a typical amount of randomness. Based on this one typical sample, we constructed 500 bootstrap samples (X * 100 (i), Y * 100 (i))), i = 1, . . . , 500, according to the description in section 2. As a preliminary estimate m N for m, we used a Nadaraya-Watson kernel estimator with bivariate gaussian kernel and bandwidths h 1 = 0.2 and h 2 = 1.0. Other preliminary estimates could be considered as well. For each of the bootstrap training sets, we calculated the bootstrap estimate ϑ * N,i , Figure 3 : Estimation error of input weight w 21 for sample size 100: true probability density (solid line), its bootstrap approximation (dashed line) and its asymptotic normal approximation (dashed-dotted line).
which leads to an estimate of L ϑ *
. Finally, we also consider the asymptotic limit distribution of √ N( ϑ N − ϑ 0 ) as given by White (1989a) . Figure 3 shows estimates of the densities of L( Y N ) ) based on the most typical sample (dashed line) as well as the cumulative distribution function of N (0, ( 1 + 2 ) 33 /N) (dashed-dotted line). Generally we observed a surprisingly good approximation of the true distributions by the bootstrap and the normal approximations. For the other network weights, we got similar results, which seems to indicate that the bootstrap of section 2 works reasonably well even for moderate sample sizes. Of course, larger sample sizes may be necessary for more irregular target functions or higher noise levels.
As the second example, we consider heteroscedastic residuals ε t . In this case, neither the standard asymptotics of White (1989a) nor the residualbased bootstrap of section 2 are applicable. To facilitate the graphical representation of the results, we consider a one-dimensional input x. As the true function to be estimated, we choose the bump function
where ϕ denotes the density of the standard normal distribution. As a training set, we use independent and identically distributed ( and
with independent zero-mean gaussian residuals ε 1 , . . . , ε N with standard deviation
that is, the variance of a residual is large if the function value to be estimated is large, which is a typical heteroscedastic situation. As the basis for the wild bootstrap, we consider a typical sample selected in a similar manner as in the first example. Figure 4 shows these data, the true function m, and the Nadaraya-Watson kernel estimatem N with bandwidth 0.07. We approximate m(x) by the network function
which provides quite a good fit for appropriately chosen weights. We train the corresponding network with three neurons in its hidden layer and con- Figure 5a shows the true 90% confidence intervals joined to form a band together with the true function m based on a Monte Carlo simulation with 200 independent runs. Based on the one typical sample, we approximated the distribution of f (x i ,θ N ) by means of the wild bootstrap with standard, normally distributed η t . Using 500 bootstrap replications, we determined 90% confidence intervals as above. Figures 5b and 5c show these bootstrap confidence intervals together with the kernel estimatem N and the true function m, resp. For better comparability, Figure 5d shows the true confidence band (solid lines) and the bootstrap confidence bands (dashed lines) in one plot.
The wild bootstrap captures the heteroscedasticity of the data quite nicely, and it provides a good approximation to the true confidence intervals. There are only two problematic areas, as can be seen from Figure 5d : at the right end and around the peak. The former defect is easily explained; we have not corrected the initial kernel estimatem N for the well-known boundary effects for ease of calculations. Using boundary kernels would immediately improve the estimatem N and the bootstrap confidence intervals around the boundary. The fact that the upper limits of the bootstrap confidence intervals around the peak are too large is due to pure chance. Looking at Figure 4 , it can be seen that all the residuals (with one exception) around the peak happen to be positive and rather large, and they draw the peak of m N and the corresponding upper bootstrap confidence limit upward. Apart from these explainable effects, the wild bootstrap provides a good method to quantify the reliability of neural network function estimates in the presence of heteroscedasticity. Also, the wild bootstrap does not assume any knowledge about the particular form of the dependence of the variability of ε t on X t at all as, for example, a classical parametric asymptotic approach similar to White (1989a) but using nonlinear weighted least squares would have to.
We stress that the bootstrap error bars of Figure 5 are based on an asymptotic approximation for the distribution of the estimation error ϑ N − ϑ 0 . Therefore, they are approximate confidence bands for the optimal network function f H (x, ϑ 0 ), not for the true conditional expectation function m(x). If, however, H is large enough such that f H (x, ϑ 0 ) approximates m(x), the bootstrap error bars may also be looked at as confidence bands for m(x). In practice, the number H of hidden neurons should be selected rather larger for the purpose of calculating bootstrap error bars than for the purpose of just getting an estimate of the function m(x). A precise theoretical formulation, which would have to include asymptotics for H → ∞, backing this guideline is still lacking, but one could appeal to the analogous case of estimating m(x) nonparametrically by kernel smoothing. There, for calculating confidence bands, it is advantageous to undersmooth (i.e., to overfit) compared to the optimal degree of smoothing for estimating the function (Hall, 1992) .
Appendix: Proofs
A.1 Proof of Theorem 1. (i) Using Bernstein's inequality in conjunction with a simple truncation argument (which is possible by assumption A4.ii), it is easy to see that for all δ > 0 and λ < ∞
uniformly in ϑ ∈ H , using assumptions A1, A3, and A4. Since D N , D N , and D 0 are continuous in ϑ, we obtain, by showing that the above result holds simultaneously on a sequence of increasingly fine grids N ⊆ H ,
Since ϑ 0 is the unique minimum point of D 0 (ϑ), we obtain
Hence, by assumptions A1 and A2 with increasing probability, ϑ N and ϑ N are interior points of H , that is, we have in particular that
with probability converging to 1 for N → ∞.
(ii) Hence, with probability tending to 1,
where
by assumptions A1 and A3. As (A.6) where, as ∇D N (ϑ N ) = 0 with probability tending to 1,
That means The assertion follows now from equations A.5 and A.7 by a multivariate central limit theorem for functions of independent and identically distributed random vectors. In particular, the asymptotic mean of ϑ N − ϑ N and ϑ N − ϑ 0 vanishes as E {ε t | X t = x} = 0.
A.2 Proof of Theorem 2. This proof is very similar to that of theorem 1. 
ϑ) .
Because of equation A.8 and assumption A5, we obtain * i = i + o P (1), which finishes the proof.
A.3 Proof of Theorem 3. This proof is completely analogous to that of theorem 2 and requires only simple modifications. For example, one has to apply a multivariate central limit theorem for independent but not necessarily identically distributed observations. The fact that L * (ε * t ) is not a consistent approximation to L(ε) does not matter since the covariance of a term as in equation A.7 depends on a weighted sum of the individual variances of the ε t .
