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ABSTRACT 
Given an n X n matrix A and a k X n matrix B; both complex, define H( A, B) 
= A*A - AA* + B*B, where A* and B* are the conjugate transposes of A and B, 
respectively. The matrix 
M(A, B) = (2) 
is said to be hyponormal if H( A, B) is positive semidefinite. We answer a question of 
P. R. Halmos: Hyponormahty implies subnormality when k = n = 2, but not when 
k=n>2. 
1. INTRODUCTION AND DEFINITIONS 
Throughout our work, A will denote an n X n complex matrix, B a 
k X n complex matrix, and B* the adjoint (conjugate transpose) of B. We 
denote the identity matrix by 1, and for each eigenvalue h of A we let E, 
denote the eigenspace of A associated with A. 
Given A and B, Halmos [I] asks: When can matrices X and Y be found 
so that 
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is normal? If such matrices can be found, we say that 
M(A,B) = ; ( 1 
is subnormal. In [l, p. 581 Hal mos points out that determining the subnor- 
mality of M( A, B) is not a trivial problem even when A is normal. 
Clearly, it is necessary and sufficient that X and Y satisfy 
AA* + XX* = A*A + B*B. 
AB* + XY* = A*X + B*Y, 




Suppose we let 
H( A, B) = A*A - AA* + B*B. 
If (l.la) is satisfied, then H( A, B) = XX* is positive semidefinite, in which 
case Halmos defines M( A, B) to be hyponoml. In [l, p. 571 Halmos poses 
the following question: 
PROBLEM 2. Does hyponormality imply subnormality for 2 X 2 matrices 
A and B? 
We provide an affirmative answer (Theorem 3.2). The fact that the result 
is false for n > 2 is easily shown by modifying an example given in [l, p. 571. 
Consider 
It was shown that M( A, B) is hyponormal (A is unitary), but not subnormal. 
If we define n x n matrices A’ and B ’ by 
where n > 2, then it is easy to see that M( A’, B ‘) is hyponormal. The 
argument in [l] that shows M( A, B) is not subnormal can be extended easily 
to show that M( A’, B ‘> is not subnormal. 
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2. PRELlMINARY RESULTS 
THEOREM 2.1. Let G be a 3 X 3 normal matrix, and let a and b be 
given scalars. Then there exists a scalar c such that if C = (a, b, c), the 
mutrix 
is subnormal. 
Proof. If G has exactly one eigenvalue A, then G is the scalar matrix 
AZ. Choose CY of modulus one so that CYX = A. It is easy to show that 
is a normal extension of S for any scalar c. 
Suppose that G has at least two distinct eigenvalues. We claim that for 
some scalar c, C* is a sum of two vectors from distinct eigenspaces of G. If 
G has only two distinct eigenvalues, this is obvious for any choice of c. If G 
has three distinct eigenvalues, then we can choose c so that C* is in the 
orthogonal complement of one of the eigenspaces; again, the result follows. 
So suppose that C* = V, + V,, where Vi E Eh , and V, E Eh,. Now let 
4 - A? 
8=7 
A, - A, 
and M = 
We need only verify that M is a normal extension of S. By comparing MM * 
and M *M, we see that it suffices to prove 
GC* + x,OC* = f3G*C* + A&*. 
Because C* = Vi + V,, it follows that CC* = A,V, + A,V, and G*C* = 
A,Vi + h,V,. Therefore, 
CC* + h$C* = (hi + &0)V, + (AZ + &e)V, 
and 
8G*C* + AiC* = (hi + &8)V, + (6, + A&. 
But A, + hi0 = Oh, + A,, and we are done. n 
34 STEPHEN H. FRIEDBERG AND ARNOLD J. INSEL 
For completeness we provide a proof of a result noted by Halmos [l, p. 
583. 
THEOREM 2.2. Suppose that A is an n X n normal matrix with at most 
two distinct eigenvalues. Then M( A, B) is subnormal for any k X n matrix B. 
Proof. First note that the result is trivial if A is Hermitian, in which 
case 
is a normal extension of M( A, B). 
In general, suppose that A, and A, are the eigenvalues of A (they need 
not be distinct if A has only one eigenvalue). Choose scalars cz # 0 and /3 so 
that a(h, - A,) and (YA~ + /3 are real. Then it follows that ah, + p is also 
real. Therefore, the (normal) matrix LY A + PZ has only real eigenvalues, and 
hence must be Hermitian. By our preceding remarks, M((rA + PI, aB) has 
a normal extension N. But then (l/a)N - ( p/cu>Z is a normal extension of 
M( A, B). Therefore, M( A, B) is subnormal. n 
THEOREM 2.3. Suppose that A is a 2 X 2 matrix and B is a 1 X 2 
matrix such that H( A, B) is positive semi&finite and has rank one. Then 
M( A, B) is subnormal. 
Proof. If A is normal, the assertion follows from Theorem 2.2. Now 
assume A is not normal. We must find a 2 x 1 matrix X and a 1 X 1 matrix 
Y = ( y> so that Equations (1.1) are satisfied. Since H( A, B) is positive 
semidefinite and has rank one, there exists a 2 x 1 matrix X such that 
H(A, B) = XX*, so X satisfies (l.la>. 
Notice that 
X*X = trace( XX*) = trace( A*A - AA* + B*B) 
= trace( A*A - AA*) + trace( B*B) = trace( B*B) 
= BB*. 
Therefore, (1.1~) is satisfied by X for any 1 X 1 matrix Y, so we must find a 
scalar y such that X and y satisfy (l.lb). 
Claim: X and B* are linearly independent. Suppose not. Clearly, X + 0 
because XX* has rank one. Hence there exists a scalar t such that B* = tX. 
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It follows that 
x*x = BB* = 1ti2x*x, 
and therefore, ItI = 1. Thus, 
B*B = It12xx* = xx*. 
But now (l.la) implies that A is normal, which is contrary to our assumption. 
We conclude that X and B* are linearly independent. 
From our claim, X and B* form a basis for C2. Therefore, there exist 
scalars c and y such that 
cx + yB * = AB* - A*X. (1) 
Define scalars p, q, r, and s by 
Observe that 
p = x*x = m*, q = BAB*, 
?- = BX, s = BA*X. 
BAB* = trace( AB*B) 
= trace( A[ XX* - A*A + AA*]) 
= X*AX - trace( AA*A) + trace( AA*A) 
= x*AX, 
and hence q = BAB* = X*AX. If we left-multiply (1) by B and then by X*, 
respectively, we obtain the system 
cr+yp=q-s, 
cp+yF=s-g. 
The Cauchy-Schwarz inequality gives 
IT-~ = lBX[ < llXl[ I(B*ll = (IB*f = BB* = p, 
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and the inequality is strict, since X and B* are linearly independent. It 
follows that lr12 - p2 f 0, so the system (2) has a unique solution. Using 
Cramer’s rule and the fact that p is real, it is easily verified that c = -J. 
Therefore, by cl), the system (2) has a unique solution. Thus, we have found 
X and y that are solutions to (l.l), and hence M( A, B) is subnormal. n 
3. THE- HALMOS CONJECTURE: HYPONORMALITY IMPLIES 
SUBNORMALITY FOR n = 2 
In what follows, it will be helpful to perform various reductions of the 
problem. For this purpose, suppose that W and V are any 2 X 2 unitary 
matrices. Then, because 
the subnormality of M( A, B) remains unchanged if we replace A by WAW * 
and B by VBW*. It is clear that these substitutions also preserve 
hyponormality. 
LEMMA 3.1. Suppose that A is a 2 X 2 nonnormul matrix and that B is a 
2 x 2 matrix. Suppose that H( A,(UB),) is positive semi&finite and has 
rank one for some 2 X 2 unitary matrix U, where (UB), denotes the first row 
of UB. Then M( A, B) is subnormal. 
Proof. By Theorem 2.3, M( A, (UB),) is subnormal, and so it can be 
extended to a 3 x 3 normal matrix G. If we apply Theorem 2.1 to G and to 
the second row of UB, we find that M( A, UB) is subnormal. Now use (3.1) 
with V = U*, W = 1, and B replaced by UB, and conclude that M(A, B) is 
subnormal. H 
THEOREM 3.2. Let A and B be 2 X 2 matrices. Zf M( A, B) is hyponor- 
mul, then it is subnormal. 
Proof. If A is normal, then M( A, B) is subnormal by Theorem 2.2. 
Now assume that A is not normal. Because A*A - AA* is Hermitian and 
has trace zero, we may choose W in (3.1) so that W( A*A - AA*)W * has the 
form 
HYPONORMAL 2 X 2 MATRICES ARE SUBNORMAL 37 
where a > 0. Now, choose V so that V( BW *) has the form 
where r and s are nonnegative (real) numbers, and b is complex. Hyponor- 
mality of M( A, B) is equivalent to positive semidefiniteness of 
H-H(A,B) = ‘T&r2 
rb 
lb12 + s2 - a ’ 
Therefore, 
det H = -a2 + a[[bl” + s2 - r”] + r2s2 > 0. (3.2) 
By Lemma 3.1, we need only show that we can find a unitary matrix U so 
that H, = H( A, (UB),) is positive semidefinite and of rank one, where (UB), 
denotes the first row of UB. Note that H, f 0 for any such U, for otherwise 
its trace as well as the trace of [(UB>,]*[(UB),] is zero. But then, (US>, = 0, 
and this contradicts the assumption that A is not normal. Because trace H, 
2 0, we need only show that det H, = 0. 
Because H, depends only on the first row (z, w) of U, we may interpret 
det H, as a continuous real-valued function on the connected set 
(( .z,w) E c2 : 1z12 +lw12 = l}, 
and hence the intermediate-value theorem can be applied. We obtain 
Iz12rb + zwrs 
lz121b12 + Zwh + zwbs + 1201~s~ 
Note that b,b, - b,b, = 0 because (UB), has rank one. 
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SO 
det H, = -a2 + a( b, - b,) + (b,b, - b,b,) 
= -a2 + a(b, - b,) 
= -a2 + a(lz121b12 + S& + zwbs -t 12012sz - I.z12r2). 
Thus, 
det H, = -a2 + a (2,~) [ (‘b12;rZ j(.!)]. 
Notice that 
is Hermitian. Suppose that A, < A, are the eigenvalues of F. Then 0 > 
-r2s2 = det F = A, A,, so that A, < 0 and A, > 0. From (3.2) 
detH= -a2+atraceF-detF 
= -a2 + a( A, + A,) - A,A, 
= -(a - Al)(a - A,). 
Because det H > 0, we must have A, 2 a. Let c and d be the minimum and 
maximum values of det H,. Then c = - a2 + ah, and d = -a2 + a A,. But 
A, < 0 implies c < 0, and A, > a implies d 2 0. The intermediate-value 
theorem now shows that there must be a unitary matrix U such that 
det H, = 0. n 
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