This paper surveys scheduling techniques for loop nests with uniform dependences. First we introduce the hyperplane method and related variants. Then we extend it by using a di erent a ne scheduling for each statement within the nest. In both cases we present a new, constructive and e cient method to determine optimal solutions, i.e. schedules whose total execution time is minimum.
Introduction
Loop nests lie in the heart of supercompilers-parallelizers for supercomputers. On one hand their importance in terms of applications is evident: in many scienti c programs, the time spent in the execution of a small number of loops represents a large fraction of the total execution time, while the potential parallelism of these loops is very important. On the other hand, the regular and repetitive structure of loop nests greatly facilitates the use of dependence analysis techniques and of scheduling and allocation strategies.
The general problem of nding the optimal scheduling for a task system on a parallel machine is known to be di cult 3]. However, in the case of a uniform loop -\uniform" meaning \with a nite number of dependence vectors" until further explained -, it is possible to derive transformations that lead to a parallel scheme of execution while preserving the semantics of the sequential version.
Consider the following loop nest:
for i 1 = l 1 to u 1 do for i 2 = l 2 to u 2 do . . . for i n = l n to u n do Program P composed of k statements S 1 ; : : :; S k endfor endfor endfor The most widely used technique consists in searching for a scheduling vector so as to transform the nest into the following scheme:
for time = 0 to time max do execute in parallel all p = (i 1 ; : : :; i n ) such that b :pc = time endfor This is nothing else than Lamport's hyperplane method 7] . We explain this method and related variants in great details, and we propose an efcient technique for determining an optimal scheduling vector , i.e. a scheduling vector for which the total execution time is minimum. From a practical viewpoint, Lamport's method leads to a more e cient implementation than one based upon the free (greedy) schedule.
Rather than considering the k statements of program P as a whole block, we can try to schedule them separately. A rst technique consists of introducing a di erent constant for each statement: instance p of statement S i is executed at time b :p+c i c. A second technique consists of using an a ne scheduling for each statement: with a di erent timing vector for each statement, node p of statement S i is executed at time b i :p + c i c.
In both cases, we propose a new, constructive and e cient method for determining the optimal parameters.
The paper is organized as follows: rst we de ne uniform loop nests (section 2). Section 3 is devoted to the hyperplane method. The search for an optimal scheduling vector is the subject of section 4. The two mentioned extensions are dealt with in sections 5 and 6 respectively. A comparison of the three scheduling techniques (hyperplane, hyperplane + constants, a ne-by-statement) is made in section 7. Concluding remarks are stated in section 8.
Uniform loop nests
A loop nest structure in a sequential program possesses a high degree of implicit parallelism. Therefore it is important for a compiler-parallelizer to be able to take this potential into account. We restrict ourselves to the simplest case, that of uniform loop nests, which is already complex to compile e ciently.
De nition
We choose as a program model the model proposed by Banerjee 1] , which is the following:
for i 1 is the maximum (resp minimum) of a nite number of a ne functions of i 1 ; : : :; i j?1 . The positive integer n is the depth of the nest.
The semantics of this program is given by the sequential execution. This sequential execution induces dependences between iterations. There is a dependence between iteration S i (I) and iteration S j (J) if: S i (I) is executed before S j (J). S i (I) and S j (J) refer to a memory location M, and at least one of these references is a write.
The memory location M is not written between iteration I and iteration J. The dependence vector between iteration S i (I) and iteration S j (J) is d (i;I);(j;J) = J ? I. The loop nest is said to be uniform if the dependence vectors d (i;I);(j;J) do not depend on either I or J, and we denote them simply d i;j . We can then represent the loop nest as an oriented graph with k nodes (the statements) linked by edges corresponding to the dependence vectors. The computation domain is represented by the integer points contained within a convex polyhedron fx; Ax bg.
Here is a well-known example taken from 12], which we will use throughout the text: In this example, the computation domain is a square: Dom = f(i; j) 2 Z 2 ; 0 i N; 0 j Ng. The variable a(i; j) is produced by statement S 1 (i; j) and consumed by statement S 4 (i; j + 1), hence a uniform dependence from S 1 to S 4 of vector (0; 1). Similarly, we nd that all dependences are uniform. We obtain the following list: We point out that all dependence vectors of a loop nest are lexicographically positive (their rst nonzero component is greater than 0), due to the semantics of the sequential execution.
Schedules
Consider a uniform loop nest. Let Dom be the computation domain: Dom = fx : Ax b; A 2 Z a n ; b 2 Z a ; x 2 Z n g Let D be the dependence matrix:
Here n is the nest depth, i.e. the dimension of index points, a is the number of constraints that de ne the shape of the domain, and m is the number of dependence vectors, so that the constraint matrix A is of dimension a n and the dependence matrix D is of dimension n m.
Only In other words, a schedule is a mapping which assigns a time of execution to each computation of the nest in such a way that dependencies are preserved.
De nition 2 The total execution time of a schedule is T = 1 + max( (p); p 2 Dom) ? min( (q); q 2 Dom)
A free schedule schedules computations as soon as their operands are available. The basic principle is quite simple: we execute at time 0 all nodes in the computation domain without any predecessor. Then at each time-step we execute all nodes whose predecessors have all been already executed 1 Not any vector can be chosen as an admissible scheduling vector, as dependencies must be preserved.
De nition 5 An optimal linear schedule is a linear schedule whose total execution time T is minimal over the class of linear schedules.
In section 3 we propose a method to determine the optimal scheduling vector , that is the admissible scheduling vector that minimizes the total execution time over all linear schedules.
Free scheduling versus other choices?
If we aim at minimizing the execution time (without taking inter-processor communications into account), the best parallel execution of the loop nest is based upon the free schedule: each instance of each statement is executed as soon as possible. However, such an implementation would be 1 It is a list scheduling technique \at earliest time" with an unlimited number of processors.
totally ine cient as soon as communication time is not negligible: we waste time transmitting data single item per single item, we also waste time when polling to check whether each consumed data is ready. And how can we bound the number of required processors ? We might choose to have one processor per computation point so as to manage to keep an acceptable execution time.
Another approach has emerged from the work done on compiling FOR-TRAN loops. The idea is to keep the structural regularity of the original loops and to apply regular transformations to extract some parallelism. These transformations are performed at compile-time and they should render the implicit parallelism hidden in the loop nest fully explicit. This is the key to implementing some optimizations before execution: these optimizations 6] aim at reducing the communication time (e.g. through message vectorization), or at decreasing the number of synchronizations (e.g. using structural information to eliminate some tests), or at diminishing memory access costs (through cache re-use or tuned allocation strategies). The loop nest structure is the simplest structure for applying such transformations. It is therefore of paramount importance to fully understand it before tackling the task of designing a FORTRAN compiler-parallelizer.
The hyperplane method
Points of the computation domain not linked by dependence vectors can be executed simultaneously. The most natural idea is to determine a scheduling vector and a family of a ne hyperplanes H(t) orthogonal to such that the set of points executed at a time t be equal to the intersection of the domain with the hyperplane H(t). The ow of computations goes from H(t) to H(t + 1) by a translation; hence the name of the method that we describe in this section: the computations progress like a wavefront parallel to the family of hyperplanes H(t).
Lamport's method
One of the possible optimizations on a loop nest is to try to transform it into an equivalent nest for which a number of internal loops can be executed in parallel. When all the internal loops except the rst one are parallel, the nest reduces to an expression of the form:
for time = time min to time max do for p 2 E(time) do in parallel P(p) enddo enddo
The external loop corresponds to an iteration time and E(time) is the set of all the points computed at the step time. The search for a schedule that obtains the above form is complex. To be sure that the new loop nest computes the same thing as the original nest, the direction of the dependences has to be preserved. Lamport 7] proposes simplifying the problem by restricting the search to linear schedules.
In the case of a uniform loop nest, the search for an admissible scheduling vector can be done by looking for a vector with rational components such that for each dependence vector d, we have d 1 To solve this problem, we can use the simplex method provided by packages such as Maple 2] . We obtain the solution: X = (7; 1), X 1 = (0; 7; 0; 1) and X 2 = (7; 0; 1; 0). The total execution time is T linear = N (7 + 0 + 1 + 0) = 8N.
Adding a scheduling constant to each statement
We have seen in the previous section how to compute the optimal scheduling vector for a uniform loop nest. Sofar, we have treated the k statements within the nest as a whole block. But several re nements are possible when trying to schedule these statements separately. A rst technique consists of introducing a di erent constant for each statement: instance p of statement S i is executed at time b :p+c i c. In this section, we study the impact of introducing such constants. Owing to this simple modi cation, we retrieve and improve the results of the Index Shift Method 10, 17] for cycle shrinking.
The Index Shift Method
The Index Shift Method (ISM) 10]) is best explained using our target example. We have found that the optimal linear scheduling vector is = (7; 1) and that T linear = 8N.
Consider the dependence graph of Figure 1 N. We point out that the improvement over the ISM method is due to the larger search space that we leave for nding a scheduling vector when determining it simultaneously with the constants, instead of a priori: indeed the constraints :d i;j 1 no longer need to be satis ed.
Example 1 demonstrates the great interest of extending the linear scheduling technique (which corresponds to the hyperplane method) by adding a separate constant to schedule each statement. Intuitively, these consants provide a \temporal alignment" of the statements within the nest. This idea was only partially exploited in the cycle shrinking method combined with ISM. We obtain better results ( 12 7 N instead of 2N in Example 1).
Finally, we point out that the duality method can solve the new optimization problem as easily as for linear scheduling, thereby providing a powerful extension to previous techniques.
A ne scheduling functions for each statement
In this section, we deal with the second natural generalization of the scheduling method: the idea is to use a di erent scheduling vector (and an alignment constant) for each statement within the nest. We check that such a schedule satis es the dependence constraints and gives an execution time of 2n. Actually, we have looked for a solution among the a ne-by-statement schedules. These schedules o er the same advantages as linear schedules. Their implementation is quite similar, one has just to consider the computation domain as k (number of statements) identical computation domains synchronized by k scheduling functions.
However, the method for constructing the optimal a ne-by-statement schedule is more involved than in previous sections. We explain it below.
General optimization problem
How can we express dependence constraints for a ne-by-statement sche- Determining the best a ne-by-statement scheduling is not easy. We show that it can be done by solving the linear problem given in gure 5.
We call this problem the general problem. We would have found for the matrix-matrix product: c 1 = 0, c 2 = 0 and c 3 = n.
Comparison
We have considered three scheduling techniques for a uniform loop nest. 16, 11, 15] and is the most powerful. We have shown that determining the optimal solution can still be cast into a linear optimization problem (the price to pay being an increase in the number of unknowns). The computation domain is a square of size N. The dependence graph is represented in Figure 6 .
The optimal execution time for each technique is the following: 1. They t well into a framework that encompasses many loop parallelization techniques.
2. They are very important from a practical point of view, as they preserve the regularity which is required for e cient data mapping and code generation.
However, very few methods were available to determining the optimal solution within each class, i.e. the scheduling which minimizes total execution time.
The main contribution of this paper is a new, constructive and e cient method to determine the optimal scheduling for each of the three classes.
For linear scheduling (and the extension with constants), our technique is much more e cient than the one proposed by Shang and Fortes 19] which amounts to solving one linear optimization problem per pair of vertices in the computation domain.
For a ne-by-statement scheduling our technique is the rst one available (to our knowledge): previous results as in 11] were able to characterize the search space for solutions but no constructive method was proposed to compute the optimal solution.
Needless to say, the scheduling of uniform loop nests represents a small step toward the design of a powerful compiler-parallelizer ... but we believe it is a sine-qua-non for such an exciting enterprise !
