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Abstract
This paper presents a novel Radio Interferometric Po-
sitioning System (RIPS), which we call Stochastic RIPS
(SRIPS). Although RIPS provides centimeter accuracy, it is
still not widely adopted due to (1) the limited set of suit-
able radio platforms and (2) the relatively long measurement
and calibration times. SRIPS overcomes these practical lim-
itations by (1) omitting the calibration phase of the exist-
ing RIPS and by (2) applying a novel positioning algorithm.
SRIPS exploits the phenomenon of the small but stable dif-
ference between two transmitted frequencies that often exists
when two radios are tuned to the same frequency. We obtain
an experimental measure for this stability. This approach
enables the implementation of RIPS on commonly available
radio platforms, such as the CC2430, because fine-tuning in
small steps relative to the beat frequencies for calibration is
not required. In addition, we show that SRIPS calculates
the position that provides the best fit to the set of measure-
ments, given the underlying statistical and propagation mod-
els. Therefore, SRIPS converges more accurately to the true
locations in a variety of situations of practical interest. Ex-
periments in a 20×20m2 set-up verify this and show that our
SRIPS CC2430 implementation reduces the number of re-
quired measurements by a factor of three, and it reduces the
measurement time to less than 0.1 seconds, while providing
accuracy similar to that of the existing RIPS implementation
on the CC1000 platform, which requires seconds.
Categories and Subject Descriptors
C.2.4 [Computer-Communications Networks]: Dis-
tributed Applications
General Terms
Algorithms, Experimentation, Theory
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1 Introduction
This paper describes a novel approach for Radio Inter-
ferometric Positioning of devices in wireless networks that
we call Stochastic RIPS, or SRIPS. Localization in wireless
networks is the process of finding a physical location in an
automated manner using wireless communication.
Practically, localization can be a stand-alone application
(e.g. inventory tracking in a distribution center), or it can
provide support to the network service (e.g. routing). To-
day, such applications have evolved into real-time location
systems (RTLS) using a wide range of wireless technolo-
gies. Many of these localization applications are based on
Received Signal Strength (RSS) measurements because RSS
information is obtained without additional hardware and en-
ergy costs. Other localization systems use techniques such as
Time Difference Of Arrival (TDOA), Time Of Flight (TOF),
and Angle Of Arrival (AOA). In general, these techniques
can be more accurate than RSS-based localization, but they
require specialized hardware, more processing, more com-
munication, and thus more energy (e.g. [6]).
Radio Interferometric Positioning does not depend on the
received signal strength as a measure for the location of un-
known nodes as in standard RSS-based localization. Rather,
it depends on the stability of two slightly different frequen-
cies of a pair of carrier waves and on the nonlinear permit-
tivity of a pair of receiving antennas to generate beat sig-
nals. Electromagnetic Interferometric Positioning was first
developed with the same propagation models in the optical
regime with the advent of Zeeman Lasers ([1]). The Zee-
man Laser Interferometer generates two laser frequencies
relatively close to each other, generating a frequency beat
at the detector. The stability of the frequency beat is a di-
rect measure for the positioning accuracy ([1]). As this fre-
quency beat is derived from the same source, you can obtain
nanometer accuracy over a range of one meter ([3]).
RIPS ([8]) relies on two independent sources. These
sources, called sender pairs, simultaneously transmit unmod-
ulated carrier waves at slightly different frequencies that
must be stable during the measurement time of one fre-
quency beat signal. Receiving node pairs that are within
transmission range measure the energy of the frequency beat
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signal. The phase offsets of the beat signals are a function
of the distances between the nodes involved relative to the
carrier wavelengths. These phase offset measurements are
performed for all sending and receiving node pairs over a
range of discrete carrier frequencies. This set of phase off-
set measurements serves to calculate the unique geometrical
path differences between each sending and receiving node
pair. Each path difference is called a q-range ([9]). RIPS
calculates the position estimate by fitting it to the q-ranges.
[8] shows that RIPS can achieve centimeter accuracy over a
range of 100 meters.
[8] calculates each q-range separately, by fitting the phase
offset measurements of each sending and receiving pair sep-
arately. Then it fits the position estimate to these calculated
q-ranges. This approach does not always provide the best
fit given the set of phase offset measurements and underly-
ing statistical and propagation models. A more rigorous ap-
proach is to fit all phase offset measurements together, rather
than fitting the phase offset measurements of each sending
and receiving pair separately. That approach should con-
verge to the best fit of all phase offset measurements, and
that is what SRIPS does. It fits all the phase offset mea-
surements by evaluating the q-ranges as stochastic functions
instead of deterministic ones.
RIPS achieves its centimeter accuracy at the cost of (1)
a strict requirement on the radio platform that limits the set
of suitable radio platforms and (2) relatively long measur-
ing and calibration times. SRIPS overcomes these practical
limitations by (1) omitting the calibration phase and by (2)
applying its new algorithm. The RIPS calibration phase re-
quires that the radio tune its frequency in steps smaller than
the desired frequency beat, so that the frequency beat can be
calibrated. Most Commercial-Off-The- Shelf (COTS) radios
do not comply with this tuning requirement. As a result,
RIPS can be implemented only on a few radio platforms,
such as the CC1000 ([8]-[16]). To our knowledge, there are
no IEEE 802.15.4 radios in the 2.4 GHz range that comply
with the frequency tuning requirement of the original RIPS
implementation (e.g. [21]-[24]).
One of the reasons we implemented SRIPS on a CC2430
radio platform is that it operates in the 2.4 GHz range. The
CC1000 platform ([20]) operates in the 400 and 800/900
MHz range. The allocated bandwidth (ISM band) within
these frequencies is non-overlapping for different regions in
the world. For instance, in Europe the allocated bandwidths
are limited to 433.05-434.79 MHz and 868.0−868.6 MHz.
The existing RIPS implementation uses a bandwidth of 60
MHz ([400,460] MHz, [8]), which is outside the allocated
bandwidth below the 1 GHz range.
The contributions of this paper are as follows:
• The accuracy of Electromagnetic Interferometric Posi-
tioning depends on the stability of the generated fre-
quency beat ([1]). This paper experimentally verifies
that the stability of the generated frequency beat signal
is sufficient for at least 80 milliseconds, which provides
the required stability for a position accuracy of centime-
ters.
• We introduce a novel Radio Interferometric Position-
ing System called SRIPS. Measurements on a CC2430
platform in a 20× 20 m2 outdoor environment show
that SRIPS provides an accuracy of ∼ 0.3 meters. We
show that our SRIPS CC2430 implementation provides
results similar to those of the existing RIPS CC1000
implementation, while reducing the measurement time
from 1 to 0.06 seconds and reducing the number of
measurements by a factor of 3.
• We compare the performance of our SRIPS algorithm
with a typical RSS-based localization algorithm ([6]).
Measurements on a CC2430 platform in a 20× 20 m2
outdoor environment show that SRIPS improves the
accuracy from ∼ 6 to ∼ 0.3 meters compared with a
typical RSS-based positioning algorithm .
Section 2 of this paper reviews the existing work in the
field of Optical and Radio Interferometric Localization. Sec-
tion 3 describes how we implemented the Radio Interfero-
metric Position System on the CC2430 platform. In addition,
it shows that the CC2430 platform provides the required sta-
bility for a position accuracy of centimeters. Section 4 de-
scribes the SRIPS positioning algorithm and shows how our
algorithm copes with the varying distance estimate accura-
cies. Section 5 evaluates RIPS and SRIPS on a CC2430 plat-
form. In addition, it compares our CC2430 SRIPS imple-
mentation with the existing CC1000 RIPS implementation.
Section 6 provides a conclusion.
2 Background
This section presents a brief summary on Interferometric
Positioning. Because the propagation models for Optical and
Radio Interferometric Positioning are essentially the same,
and because the former was developed thirty years earlier, we
start with positioning based on Optical Interferometry. Then
we describe the measurement set-up we use throughout this
paper. Section 2.3 provides the theoretical background on
Radio Interferometric Positioning. At the end of this section,
we compare the process flows of RIPS and SRIPS.
2.1 Interferometric Positioning in the Optical
Regime
In Optical Interferometric Positioning Systems, the two
interference signals are generated by one coherent laser
source that is split into two Zeeman modes ([1]). These two
modes are split by a special beam splitter into a reference and
signal mode, with the signal mode reflected by a moving tar-
get that must be positioned. The frequency beat (Δ f ) of these
two modes is on the order of a few hundred MHz. The posi-
tioning is derived from the Doppler shifted phase difference
between the two modes. The resolving power of this posi-
tioning device is directly related to the stability of the beat
signal: δ(Δ f )Δ f ([1]). Hence, the error increases linearly with
the distance: (dBC − dBD) · δ(Δ f )Δ f ([1]). The Zeeman Laser
provides a high frequency beat stability because both modes
are derived from the same source. Inherent instabilities in
the source are canceled out at the detector. This results in
nanometer resolving power on a range of one meter ([3]).
RIPS uses two independent radio transmitters with two inde-
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pendent receiving pairs, and this seriously limits the stability
of the resulting beat signals compared to the Optical Interfer-
ometer. As we see later, the resulting resolving power is on
the order of 10−2 . . .10−3 as compared with 10−9 in the opti-
cal case. In this paper, we empirically measure the resolving
power of our radio platform by determining the stability of
the beat signals (see Section 3.2).
2.2 Radio Interferometric Positioning Set-up
This paper focuses on Radio Interferometric Positioning
of a target node using a network infrastructure. This set-up
distinguishes two types of nodes: the infrastructure nodes
and the target nodes. The infrastructure nodes know their lo-
cation and support the target nodes to position themselves.
In general, this set-up provides decimeter accuracy in a mea-
surement time of one second (see Section 5.5). The target
node can be either a transmitter or receiver. We implement
the target-as-receiver implementation, so that we can posi-
tion multiple target nodes in parallel without increasing the
measurement time. This scalability is not possible with the
target-as-sender implementation, because in that set-up the
measurement time increases with the number of target nodes
([11] and [12]). We consider the scalability of increasing the
number of target nodes without affecting the measurement
time as an important aspect in wireless positioning systems.
Figure 1 shows the RIPS/SRIPS set-up used throughout
this paper. The circles represent the infrastructure nodes
(A/B/C/E) and the triangle (D) represents the target node.
Red indicates transmitting nodes and green receiving nodes.
The diagram in Figure 2 shows which measurements are
performed to estimate the position of one or several target
nodes:
• Phase Offset Measurements
Two infrastructure nodes form a sender pair and gener-
ate a beat signal; two or more receivers sample the beat
signal with ’O’ sample points. RIPS uses 256 sample
points. We vary this amount for analysis (see Section
5). The CC1000 has a sampling frequency of 9 kHz,
and the CC2430 has a sampling frequency of 62.5 kHz.
The beat frequency and phase offset is then calculated
from these sampled beat signals for each receiver pair.
Each receiver pair includes one infrastructure node and
one target node. Note that all participating nodes must
be accurately synchronized (microsecond synchroniza-
tion, [8]).
• Measurement round
This phase consists of performing N phase offset mea-
surements at N different frequencies to calculate the
q-range between the sending and receiving node pair
(see Section 2.3). However, calculating q-ranges is
computationally intensive. Therefore, the calculated
phases and frequencies are sent to a computer for post-
processing at the end of each measurement round ([8]-
[13]). Each measurement round is identified by a
unique sender pair.
• Positioning of the target node
The position of the target node is calculated on a
central computer on the basis of the data of two or more
dAC
dAD
E
dBD
BC dBC
A
q-range=dAD-dBD+dBC-dAC
t-range=dAD-dBD
D
Figure 1. Measurement set-up: red = transmitting, green
= receiving, circle = infrastructure node, triangle = target
node
Measurement
Round (K) Senders Receivers
Frequencies
(N)
1
2
3
4
5
6
A / B C / E / D 38
A / C B / E / D 38
A / E B / C / D 38
B / C A / E / D 38
B / E A / C / D 38
C / E A / B / D 38
Measurement Round
Phase Offset Measurements
Senders:
Transmit unmodulated carrier
Receivers:
Sample ‘O’ sample points
Calculate phase offset
Perform over N frequencies
Perform for K sender pairs
Figure 2. Measurement phases
measurement rounds (independent q-ranges).
The table in Figure 2 shows which nodes are send-
ing/receiving during each measurement round in the mea-
surement set-up shown in Figure 1. For instance in the first
measurement round, infrastructure nodes A and B are trans-
mitting unmodulated carriers. Nodes C, E and D measure
the beat signal (R = 3 Receivers). Each beat signal is mea-
sured over 38 frequencies in our set-up. Figure 2 shows that
there are K = 6 measurement rounds, each allowing for two
receiver pairs. In this example, we assume that the receivers
sample the beat signal with O = 500 sample points. Then
the total number of sample points used to position the target
node equals:
K ·R ·N ·O = 6 ·3 ·38 ·500 = 342000 (1)
The total measurement time to position the target node
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does not depend on the number of receivers:
Total measurement time = K ·N ·O · 1
fs
(2)
Here fs is the sampling frequency of the hardware used.
Therefore, increasing the number of receiving infrastructure
nodes increases the total number of sample points used to
position the target node. This increases the positioning ac-
curacy (e.g. [12]), without increasing the total measurement
time, and therefore energy consumption of the target nodes.
2.3 Radio Interferometric Positioning
Nodes A and B in Figure 1 transmit an unmodulated car-
rier signal with frequencies fA and fB. Receivers C and D
measure the energy of the composite signal with a frequency
beat of Δ f = | fA− fB|. The measured phase offset is a func-
tion of the distances between sender pair A/B and receiver
pair C/D, assuming that fA > fB:
Δϕi = 2π
(
dAD−dAC
λA
− dBD−dBC
λB
)
mod (2π) (3)
≈ 2π
(
dABCD
λi
)
mod (2π) . (4)
Here:
q-range = dABCD = dAD−dBD+dBC −dAC , (5)
and:
t-range = dABCD−dBC +dAC = dAD−dBD . (6)
Here Δϕi is the relative phase offset; dAD is the distance
between node A and D; [8] defines λi as λi = 2cfA+ fB with
c representing the speed of light. We define dABCD as the
q-range, as in [9]. The locations of infrastructure nodes A,
B and C are known, so the distances between these nodes
are also known (dBC and dAC). We use this information to
transform the q-range into the t-range, so that all the values
of the variables on the left side of the equation are known.
Throughout this paper, we use the q-range in the equations
and the t-range in the figures, because the t-range is indepen-
dent of the location of the receiving infrastructure node. This
is useful for comparing q-ranges of the same sender pair, as
we show in Section 4.3.
Equation 3 does not define a unique solution for the q-
range (dABCD) due to mod (2π)-related ambiguity of the
q-range. Therefore, RIPS implementations perform phase
offset measurements over N frequencies for the same sender
pair: f1 . . . fN . The squared error of a q-range estimate is
given by ([9]):
ERROR(q-range j) =
N
∑
i=1
(q-range j −di, j)2 (7)
Where:
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Figure 3. t-range error distribution, local optimum
di, j = round
(
q-range j − γi, j
λi, j
)
·λi, j + γi, j
minimizes Equation 7 for a given q-range; γi, j represents the
phase offset relative to the wavelength γi, j = λi, j
Δϕi, j
2π . Figure
3 shows the t-range error distribution calculated by Equation
7 as a function of the t-range.
The Most-Likelihood-Estimator of the q-range is the
global minimum of the q-range error distribution, minimiz-
ing the squared error between the calculated and measured
phase offsets:
qest, j = arg min
q-range j
N
∑
i=1
(Δϕi, j − Δ̂ϕi, j)2
= arg min
q-range j
N
∑
i=1
(q-range j −di, j)2
= arg min
q-range j
ERROR(q-range j)
(8)
Most RIPS algorithms use this deterministic approach for
estimating one q-range on the basis of the calculated q-range
distribution (e.g. [8]). Figure 3 shows an example of a t-
range error distribution of one sending pair. It shows that
the real t-range is located in a local minimum instead of the
global minimum. Such error distributions seriously limit the
accuracy of RIPS but can be handled by SRIPS. We discuss
this further in Section 4.
The position is estimated by minimizing the squared dif-
ference between the calculated and estimated q-ranges:
{xˆ, yˆ}= argmin
xˆ,yˆ
M
∑
j=1
(qest, j − ̂q-range j)2 (9)
Here, M is the number of q-range estimates; ̂q-range j is
the calculated q-range as a function of the estimated position
(xˆ, yˆ). Although the present literature shows that Equation
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9 converges with increasing N (phase offset measurements
over different frequencies) and M (q-range estimates), they
don’t necessarily converge to the true positions, as shown in
Section 4.
2.4 Process flow of RIPS and SRIPS
Figure 4 shows the individual phases of the CC1000
RIPS and the CC2430 SRIPS implementations:
• Calibration Phase
The calibration phase ensures that the frequency beat
is measurable given the user-defined sample time
(28 . . .40 ms) and the hardware-defined sampling rate
(9 KHz). However, the calibration phase requires that
the radio set the frequency in small steps relative to the
desired beat frequencies. The CC1000 can tune its fre-
quency in steps of 65 Hertz, which is sufficient for a
frequency beat of 300 to 400 Hertz ([8]). The CC2430
does not comply with this tuning requirement; there-
fore, SRIPS follows another approach (see Section 3.1).
• Measurement Phase
In this phase, the receivers measure the phase and fre-
quency of the beat signals. RIPS and SRIPS use a sim-
ple threshold-crossing technique ([2]) for estimating the
phase offset between the receivers, to keep the compu-
tational costs low.
• Calculate Distance Distributions
The q-range error distribution is calculated using Equa-
tion 7.
• Estimate Distances (Deterministic)
In this phase, the q-range is estimated on the basis of the
calculated q-range error distribution. Figure 3 shows
an example where the real q-range lies in a local min-
imum, which is a known problem of RIPS (e.g. [9]).
Most RIPS algorithms assume that the real q-range is
determined by this global minimum (Equation 8). [9]
and [11] try to solve this problem, however they are de-
pendent on parameter settings that can only be deter-
mined empirically. SRIPS does not estimate q-ranges,
but evaluates the q-range error distribution directly for
estimating the position. Therefore, it does not have this
distance estimation phase (for details we refer to Sec-
tion 4).
• RIPS and SRIPS Positioning Algorithms
In this phase, RIPS estimates the position on the basis
of the q-range estimates (Equation 9). SRIPS estimates
the position on the basis of the calculated q-range error
distributions.
Figure 4 shows that the only difference between RIPS
and SRIPS is the omitted calibration phase and the local-
ization algorithm. Otherwise, RIPS and SRIPS perform the
same measurements and use the same input for localization.
3 SRIPS Measurement Phase and Error
Characterization
In this section, we focus on the measurement phase. In
addition, we empirically verify whether the CC2430 hard-
ware is suitable for radio interferometric positioning.
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Figure 4. RIPS vs SRIPS
3.1 CC2430 Measurement Phase
A typical target-as-receiver RIPS and SRIPS set-up is
shown in Figure 1. Although our SRIPS implementation
tunes each sender pair to the same frequency, in practice
these frequencies are never exactly the same. There is of-
ten a small but stable difference between the transmitted fre-
quencies caused by small and stable differences between the
crystal oscillators. We measure the beat frequencies at re-
ceiver pairs in our user-defined measurement time of 8 ms
per frequency at the hardware-defined sampling rate of 62.5
KHz.
The measurement time per frequency determines the
lower bound of the measurable frequency beat: 10.008 ≈ 125
Hz. The Nyquist frequency determines the upper bound of
the measurable frequency beat: 62.52 ≈ 30 KHz. Measure-
ments with 48 different sender pairs show that 85% of these
pairs generate measurable frequency beat signals.
Our CC2430 SRIPS test bed contains a master node,
which controls and collects the SRIPS measurements. The
master node can be a transmitter or receiver. Our SRIPS
implementation consists of the following steps in order to
perform one phase offset measurement:
1. The master node sends a synchronization message,
which synchronizes the nodes and identifies the trans-
mitters and receivers. We use the CC2430 MAC con-
troller in order to obtain at least 208 ns synchroniza-
tion accuracy at the reception of the synchronization
message ([21]). The time (1.4 ms) between the syn-
chronization message and sampling the beat signal in-
troduces an additional error. This error depends on the
accuracy of the crystal oscillator and the 1.4 ms waiting
time. [17] shows that this introduces an extra error of
approximately 60 ns.
2. 1 ms after receiving the synchronization message, the
transmitters start sending unmodulated carrier signals.
3. 1.4 ms after receiving the synchronization message, the
receivers start sampling the beat signal. We use the
CC2430 DMA controller to perform the measurements
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Platform CC1000 CC2430
Calibration Yes Not available
Sample time 28.4 . . .40 ms 0.8 . . .8 ms
RSS sampling rate 9 kHz 62.5 kHz
Frequency beat 200 . . .800 Hz 0.2 . . .14 kHz
Frequency range 400 - 800/900 MHz 2.4 GHz
Positioning algorithm RIPS SRIPS
Table 1. Platform characteristics
with clock tick accuracy. This means that the accuracy
of the crystal oscillator determines the measurement jit-
ter. [17] shows that the maximum measurement jitter is
on the order of 320 ns when sampling 500 consecutive
sample points over 8 ms.
4. At the end of each phase offset measurement, the
master node collects the 500 sample points from each
receiver for analysis.
RIPS and SRIPS use the same methodology to obtain the
required phase offset measurements. The only difference is
that in our current SRIPS implementation, we send the raw
sample points to a computer for analysis. In a commercial
implementation, these computations can be distributed to the
local processors of the nodes. Table 1 compares the charac-
teristics of the CC1000 and CC2430 platform.
3.2 CC2430 Error Characterization
Before we further analyze SRIPS and its performance
in a practical localization set-up, we perform several fre-
quency beat measurements in a limited set-up to show that
our CC2430 hardware with a 20 ppm crystal oscillator is
suitable for radio interferometric positioning. This limited
set-up consists of four nodes placed in the corners of a 1×1
m2 square. The short-range and line-of-sight measurements
minimize the influence of the environment on the received
signals, so that we practically measure the performance of
the CC2430 hardware. We place all radios on tripods at the
same height of 1.5 meters, and we do not place objects in
the vicinity of the radios, to minimize the influence of inter-
fering reflections ([9]). The conditions during the measure-
ments are static (temperature, humidity, no moving objects).
Receiving nodes sample the beat signals with 5000 sample
points at a sample rate of 62.5 KHz. All nodes are tuned
over 38 frequencies in a bandwidth of 2.406 . . .2.480 GHz.
The frequency beat signals are measured with all possible
sender and receiver pairs (6). Each node is equipped with a
widely used omnidirectional dipole antenna with a vertical
orientation.
Minimum bandwidth is the inverse of the maximum co-
herence time or stability of the beat signals. Therefore, in-
creasing the measurement time beyond the coherence time
does not provide reliable phase measurements as expressed
by Equation 3. We calculate the bandwidth of the first 500
sample points and over all 5000 sample points. Figures 5
and 6 show the Fourier transform of the corresponding fre-
quency beat signals. In each figure, the red curve repre-
sents the Fourier transform of the first 500 sample points and
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Figure 5. Single-Sided Amplitude Spectrum, FT stands
for Fourier Transform
the black curve represents the Fourier transform of the 5000
sample points. These figures clearly show that the bandwidth
of the spectrum of the black curve (∼ 20 Hz) is a factor of 10
smaller than the corresponding bandwidth of the red curve
(∼ 200 Hz). Only coherent signals reduce the frequency
bandwidth proportional to the measurement time. This is
a direct result of the Heisenberg-Pauli-Weyl inequality, be-
cause the product of the variance of time and frequency re-
mains constant. This means that the stability of our beat sig-
nals is at least 80 ms.
[8] states that the interferometric range of the CC1000
carrier waves is on the order of a few hundred meters. Our
SRIPS algorithm measures a frequency stability of at least
80 ms, which corresponds to a theoretical coherence length
of at least 2400 km for the plane waves of our propagation
model that have an infinite range in free space. However, the
energy transmitted from the antenna is not concentrated into
a narrow beam, so that in the far field this energy decreases
inversely proportionally to the square of the distance from
the radio transmitters. This path loss in free space limits the
application of RIPS and SRIPS to localization areas with a
diagonal of a few hundred meters. Therefore, both RIPS and
SRIPS can determine the positions with a relative accuracy
of roughly (dBC−dBD) · δ(Δ f )Δ f ≈ (dBC−dBD) ·10−3 when the
measurement times are adapted to approach the coherence
times of the radio transmitters. In principle, it is possible to
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Figure 6. Zoomed in Single-Sided Amplitude Spectrum,
FT stands for Fourier Transform
work with an array of sending emitters that relay the carrier
waves at the points of maximum decay, so that the localiza-
tion space can be extended by several orders of magnitude.
This is a subject for future research.
4 Stochastic Radio Interferometric Position-
ing
This section describes our novel SRIPS positioning algo-
rithm. It first analyzes and compares the optimization func-
tions of RIPS and SRIPS. Then it describes the implementa-
tion of the localization algorithm of SRIPS. In the last sub-
section, it provides a typical example of the performance of
RIPS and SRIPS.
4.1 RIPS versus SRIPS
RIPS ([8], [12] and [14]) estimates the position by se-
quentially minimizing two cost functions. First it calculates
the q-ranges by minimizing the cost function described in
Equation 8. This equation calculates the q-range that mini-
mizes the squared difference between the phase offsets mea-
sured at N frequencies associated with one sender and re-
ceiver pair. This minimum is equal to the global minimum
of the q-range error distribution. Then RIPS calculates the
position by minimizing the cost function described in Equa-
tion 9. This latter cost function calculates the position by
minimizing the squared difference between the calculated
and estimated q-ranges. RIPS ([8], [12] and [14]) uses a
Least Squares Method to calculate the position that best fits
the measurements. In Radio Interferometric Positioning, the
measured values are the phase offset measurements. How-
ever, the position calculated by Equations 8 and 9, does not
minimize the squared difference between all measured and
estimated phase offsets. The best fit to all measurements is
obtained by:
{xˆ, yˆ}= argmin
xˆ,yˆ
M
∑
j=1
N
∑
i=1
(Δϕi, j − Δ̂ϕi, j)2 (10)
Here, Δ̂ϕi, j is the estimated phase offset calculated by the
position estimate. In other words, Equation 10 calculates the
best position (fit) given the set of measurements and under-
lying propagation and statistical models, rather than first tak-
ing the minimum of a subset and substituting it in the total.
Note that Equation 10 corresponds to the Maximum Likeli-
hood Estimator when the phase offset measurements follow
a normal distribution. This results in the following practical
differences between RIPS and SRIPS:
• The original RIPS algorithm cannot cope with false
global optimums and q-ranges located in local opti-
mums in the q-range error distribution (e.g. [9]). This is
because Equation 8 calculates each q-range separately
on the basis of the phase offset measurements associ-
ated with that q-range. Equation 10 can cope with false
global optimums and local optimums when the other
phase offset measurements (those not associated with
that specific q-range) can discriminate between the true
and false optimums.
• The original RIPS algorithm cannot cope with varying
q-range estimate precisions. It implicitly assumes that
the precisions are equal for the estimated q-ranges,
because it minimizes the equally weighted squared
difference between the calculated and fitted q-ranges
(Equation 9). SRIPS discriminates against such less
precise or wider q-range error distributions, because
these provide a constant contribution to the squared
errors of Equation 10.
The advantage of Equations 8 and 9 over Equation 10
is that Equations 8 and 9 require significantly fewer compu-
tations using the analytic solver ([10]), while providing the
required localization performance on the CC1000 (e.g. [12]).
4.2 SRIPS implementation
This section describes the implementation of the local-
ization algorithm of SRIPS. Equation 10 is rewritten as:
{xˆ, yˆ}= argmin
xˆ,yˆ
M
∑
j=1
N
∑
i=1
(Δϕi, j − Δ̂ϕi, j)2 (11)
= argmin
xˆ,yˆ
M
∑
j=1
N
∑
i=1
(di, j − ̂q-range j)2 (12)
= argmin
xˆ,yˆ
M
∑
j=1
ERROR( ̂q-range j) (13)
SRIPS minimizes Equation 13. However, Equation
13 has a rapidly oscillating behavior as can be seen
from the t-range error distribution shown in Figure 3
(∑Mj=1 ERROR( ̂q-range j)). Therefore, the calculated errors
for a given position estimate become unpredictable. SRIPS
solves this problem by taking the envelope of the minimum
of the q-range error distribution:
ERRORSRIPS( ̂q-range j) =
min
(
ERROR([ ̂q-range j −W, ̂q-range j +W ])) (14)
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Figure 7. Smoothed t-range error distribution
Here W is a constant dependent on the fre-
quency band used of the radio, in our case 2.4
GHz; [ ̂q-range j − W, ̂q-range j + W ] is an interval;
min
(
ERROR([ ̂q-range j −W, ̂q-range j +W ])) is the mini-
mum value of Equation 7 over the specified interval. We
numerically determine the value of W as 12.5 centimeters.
We rewrite Equation 13 with the aid of Equation 14 as:
{xˆ, yˆ}= argmin
xˆ,yˆ
M
∑
j=1
ERRORSRIPS( ̂q-range j) (15)
Figure 7 shows an example of the smoothed t-range er-
ror distribution using Equation 14. Figure 8 shows this
smoothed t-range error distribution over the localization sur-
face using Equation 15. In Figure 8, the cross is the true lo-
cation of the target node; red represents large errors and blue
represents small errors. Note that the two minimums shown
in Figure 7 are represented by the two darker blue lines in
Figure 8.
The SRIPS localization algorithm uses a grid-based
Monte Carlo approach to minimize Equation 15. It accu-
mulates the M smoothed q-range error distributions over the
localization area represented by the Monte Carlo samples. In
other words, it treats the q-ranges as stochastic variables to
minimize Equation 15. We implemented SRIPS in Matlab,
which post-processed all the data obtained by the CC2430
test bed. The main purpose of this implementation is to pro-
vide a tool for analysis; therefore, it does not minimize the
computational or memory costs.
4.3 Typical Example of RIPS versus SRIPS
For reasons discussed in Section 5.5, our CC2430 plat-
form test bed produces roughly 25% outliers in estimating
the q-range, even at relatively long measurement times. Fig-
ure 9 shows an example where a t-range with a clear distinct
minimum in its smoothed error distribution (blue curve) is
combined with an outlier that has its global minimum about
30 meters away. These two t-range measurements belong
to the same sender pair but have different receiver pairs. In
Figure 8. Smoothed t-range error distribution over the
localization surface
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Figure 9. Two separate smoothed t-range error distribu-
tions (blue curve and red curve)
other words, they share the same t-range (see Section 2.3).
RIPS calculates the t-range based on these two measure-
ments as the average of the global minimums of the two t-
ranges, which is about 302 ≈ 15 meters away from the true
t-range. SRIPS averages the two error distributions as in
Equation 15. This average is represented by the blue curve
in Figure 10 and still has its global minimum at the true lo-
cation.
Figure 10 shows an example in one dimension (error as a
function of the t-range). Note that SRIPS discriminates be-
tween true and false minimums in a similar way when all
t-range error distributions are summed over the localization
surface as defined in Equation 15. Figure 11 shows that
SRIPS discriminates between the two minimums shown in
Figures 7 and 8 by including the t-range error distributions
from the other sender and receiver pairs. In this particular
case, the resulting positioning error is 3 centimeters.
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distribution as calculated by SRIPS
Figure 11. 2 s. total measurement time, error distribution
over localization surface
Figure 12 illustrates the sensitivity of SRIPS to the total
measurement time as defined by Equation 2. When reducing
the total measurement time by a factor of 20, the error plot
of Figure 12 becomes less discriminating. The positioning
error increases to 60 centimeters. The advantage of these
error distribution plots is that, at a glance, they give a quick
impression of the accuracies of the position estimates.
5 Performance Evaluation
Section 5.1 describes the measurement set-up. Section
5.2 presents the performance evaluations of the RIPS and
SRIPS positioning algorithms on the CC2430 platform with
the various measurement settings of interest. Section 5.3
briefly discusses the amplitude filtering as applied by RIPS
on the CC1000 platform. Section 5.4 compares the SRIPS
results with ranged-based RSS results in a similar set-up.
Section 5.5 summarizes the differences between SRIPS and
RIPS on the CC2430 platform, and Section 5.6 compares the
Figure 12. 100 ms. total measurement time, error distri-
bution over localization surface
Figure 13. Measurement environment
RIPS and SRIPS results on the different platforms. Finally,
Section 5.7 discusses the performance of SRIPS in indoor
environments.
5.1 Measurement Set-up
The measurements were conducted in a 20×20 m2 out-
door environment, shown in Figure 13, with six CC2430 ra-
dios (Figure 14). We used four CC2430 radios as reference
nodes, which were located at the corners of the localization
area; these reference nodes were fixed during and between
measurement rounds. We used two CC2430 radios as tar-
get nodes; these target nodes measured the frequency beat
signals at 12 different locations in a 4× 4 grid. We deter-
mined the locations of the reference and target nodes with a
measuring tape. We estimate the accuracy of the node place-
ments as 10 cm. The receiving nodes measured 500 sample
points per phase offset measurement in 8 ms per frequency
over a total of 38 frequencies in a range of 2406 to 2480
MHz. All of the radios were placed at the same height of
1.5 m to minimize reflection noise (e.g. [9]). All individ-
ual sample points were sent to a computer and logged for
post-processing. These measurements were performed over
a period of two days with changing weather conditions. We
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Figure 14. CC2430 radio
used this set-up because it is similar to the set-up described
in [8].
This measurement set-up also performed 500 RSS mea-
surements at the same 38 frequencies using individual sender
rather than paired senders to compare the performance of
RIPS and SRIPS with a typical RSS-based localization al-
gorithm.
5.2 Performance Evaluation
This section analyzes the performance of SRIPS as a
function of the total number of sample points to position one
target node. We calculate this number and the measurement
time using Equations 1 and 2. Figures 15 and 16 show the
performance of the RIPS and SRIPS positioning algorithms
as a function of the number of sample points per phase offset
measurement. The horizontal axis represents the number of
measured sample points per phase offset measurement. The
four curves show the performance of the RIPS positioning
algorithm using a different number of frequency measure-
ments (N = 38/19/13/10) per sender pair (M = 6) and us-
ing the full frequency bandwidth of the available frequency
band (2.406 . . .2.480 GHz). This means that we increase
the frequency hop length to {2,4,6,8} MHz instead of de-
creasing the frequency bandwidth. We use this strategy be-
cause experiments show that it provides better results than
the frequency-bandwidth strategy.
Figures 15 and 16 show that SRIPS converges faster and
more accurately to the true locations than RIPS. These em-
pirical numerical results indicate that beat signals on the
CC2430 platform can be roughly collected over 0.8 ms (50
sample points) at 19 different frequencies and 6 sender pairs
to have SRIPS yield reliable results on the order of 50 cm
accuracy.
Figure 17 shows the number of measurable phase offset
measurements as a function of the number of measured sam-
ple points per phase offset measurement. Not every mea-
surement provides a measurable phase offset measurement
due to noise or due to the fact that not every frequency beat
is measurable given the measurement time and sampling rate
(see Section 3.1). Figure 17 shows that the number of mea-
surable phase offsets decreases when the number of sample
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Figure 15. RIPS performance as a function of sample
points (O) per phase measurement
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Figure 16. SRIPS performance as a function of sample
points (O) per phase measurement
points per phase offset measurement decreases below 200,
especially from 100 to 50 sample points. Two sender pairs
do not generate measurable frequency beats given the mea-
surement time per phase offset measurement (50 samples,
0.8 ms), because one period of the generated beat signals is
larger than the measurement time per phase offset measure-
ment. So the effective total measurement time reduces from
0.09 to 0.06 s when sampling the beat signal with 50 sam-
ple points. This then implies that our nodes and environment
must be static during the total measurement time of all beat
signals, which is on the order of 0.1 seconds.
5.3 Amplitude Filtering
In this section we analyze whether the amplitude filter
implemented on the CC1000 RIPS platform provides similar
results on the CC2430 platform. The amplitude filter filters
frequency beat signals with an amplitude smaller than a cer-
tain threshold ([8]). Figure 18 shows the performance of the
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Figure 17. Number of valid phase measurements
RIPS and SRIPS positioning algorithms as a function of this
threshold. It shows that the amplitude filter does not sig-
nificantly affect the performance of both algorithms on our
platform, and that it can decrease the performance when it
is set too high. This decreasing performance with increasing
threshold filtering appears to be logical because increasing
the threshold decreases the amount of evaluated phase mea-
surements, which in turn decreases the localization perfor-
mance.
5.4 Performance of Typical RSS-based Local-
ization Technique
Recent studies ([18] and [19]) show that range-based lo-
calization ([6]) outperforms or provides similar results to
other typical localization methods in line-of-sight environ-
ments (e.g. [5], [7]). Therefore, we evaluated the perfor-
mance of the range-based localization algorithm described in
[6]. First, we calibrated the propagation model ([4]) by the
localization measurements. Then we used the same local-
ization measurements for evaluating the performance. This
ensures that [6] provides the best performance. [6] provides
a mean error of ∼ 6 meters, so SRIPS outperforms ranged-
based RSS localization by an order of magnitude in this mea-
surement set-up.
5.5 Discussion of CC2430 RIPS versus
CC2430 SRIPS Results
Figures 15 and 16 show that:
• RIPS provides a localization accuracy of several meters
rather than centimeters reported on the CC1000 plat-
form.
• SRIPS outperforms the RIPS positioning algorithm in
all cases investigated.
As described in Section 4.3, these differences are mainly
caused by the fact that RIPS uses a least-squares method,
which does not cope well with the 25% outliers produced in
the q-range error distributions by our test bed.
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Figure 18. Performance as a function of the amplitude
filter threshold
As a first candidate for the cause of these outliers, we
eliminated multipath effects, which is further explained in
Section 5.7. Except for random spontaneous hardware ef-
fects, it is unlikely that the cause can be traced to the hard-
ware. It is unlikely because the same hardware produces re-
liable measurements and outliers in the same locations at dif-
ferent times without any noticeable changes in the environ-
ment. As a possible cause for these outliers, we suspect the
busy 2.4 GHz band, which carries a lot of traffic. All sorts
of interferences, such as those from a nearby WiFi network,
might have produced outliers in our test bed at unexpected
times. The real world always has outliers and the good thing
is that our localization algorithm dealt with them in an ade-
quate way.
RIPS uses a least-squares method, which is known to be
susceptible to outliers. If we use a Least-Absolute Deviation
(LAD) rather than a least-squares optimization algorithm:
{xˆ, yˆ}= argmin
xˆ,yˆ
M
∑
j=1
∣∣qest, j − ̂q-range j∣∣ ,
it adequately manages the 25% outliers (∼ 30 cm accuracy
when evaluating all measurements). However, the perfor-
mance of LAD decreases rapidly when decreasing the to-
tal number of sample points. LAD still provides decimeter
accuracy when sampling 100 sample points per phase mea-
surement at 38 frequencies. The error increases directly to
several meters when we further decrease the total number
of sample points. For example, when sampling 50 sample
points per phase measurement at 38 frequencies, the local-
ization accuracy decreases to ∼ 9 meters while SRIPS still
provides a localization accuracy of ∼ 30 cm. Moreover,
LAD needs a factor of six more measurements than SRIPS
for providing decimeter accuracy, as we show in the next
section.
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References Measurement time Total sample points Error Area Frequencies Sender Pairs Platform
[8] 88747 ms NA 3 cm 324 m2 13 240 CC1000
[9] 69518 ms NA 10 cm 8000 m2 13 188 CC1000
[11] 440 ms 43560 61 cm 7200 m2 11 1 CC1000
[12] 1252 ms 33972 70 cm 780 m2 22 2 CC1000
[14] 1024 ms 46080 70 cm 100 m2 18 2 CC1000
SRIPS 60 ms 11400 50 cm 400 m2 19 4 CC2430
RIPS 730 ms 136800 410 cm 400 m2 38 6 CC2430
RIPS(LAD) 365 ms 68400 50 cm 400 m2 38 6 CC2430
TYPICAL 2000 ms 76000 620 cm 400 m2 38 4 senders CC2430
Table 2. CC1000 RIPS and CC2430 SRIPS performance
5.6 CC1000 RIPS versus CC2430 SRIPS Re-
sults
Table 2 summarizes the results obtained by the CC1000
RIPS implementation and our CC2430 SRIPS implementa-
tion. This table consists of eight columns:
• References is the reference used or the name of the po-
sitioning algorithm evaluated.
• Measurement time is the total measurement time of
one target node. We use Equation 2 to calculate the
total measurement time.
• Total sample points is the total number of sample
points used to position one target node. We use Equa-
tion 1 to calculate the total number of sampling points.
• Error is the mean of the positioning error.
• Area is the surface area of the localization surface.
• Frequencies is the number of frequencies used per
sender pair.
• Sender pairs is the number of sender pairs used by
RIPS and SRIPS.
• Platform is the radio platform used.
The first two rows show the performance of the RIPS net-
work localization ([8] and [9]). This set-up characterizes it-
self by the relatively long sampling time (minutes) and high
accuracy (centimeters). The remaining rows represent the
performance using the infrastructure approach as described
in Section 2.2. The difference between the two approaches
clearly shows that the performance improves with increasing
sampling time. [8]/[9] increase the performance by a fac-
tor of 10 compared to [11]/[12]/[14]/SRIPS at the cost of an
increased sampling time by a factor of 250.
[11] differs from [12]/[14]/SRIPS in that it implements
the target-as-sender instead of the target-as-receiver ap-
proach. It is difficult to compare the results between these
two implementations because [11] calculates 55 q-ranges on
the basis of one measurement round. The disadvantage of
this approach is that the measurement time increases linearly
with the number of target nodes, which is not the case with
the target-as-receiver approach. In addition, [11] estimates
positions of mobile nodes, while [12]/[14]/SRIPS estimate
the positions of static nodes. Note that [12] and [14] also
estimate the position of mobile nodes, but we leave these re-
sults out of the table. For completeness, we added the results
of the Least-Absolute Deviation method described in Section
5.5.
Table 2 shows that SRIPS provides comparable results
as reported by [11]/[12]/[14], while reducing the sampling
time by a factor of 15 compared with a target-as-receiver
implementation. A factor of 7 is explained by the seven
times faster sampling rate of the CC2430. In general, SRIPS
requires a factor of 3 fewer measurements compared with
the CC1000 implementation. This is because RIPS requires
q-range measurements with a relatively high precision (the
global minimum is required to be at the true q-range). This
high precision is obtained by increasing the measurement
time per sender pair ([12] and [14]). SRIPS does not have
this requirement as we have seen. Therefore, SRIPS can re-
duce the required measurement time per sender pair signif-
icantly, while increasing the number of sender pairs. This
finally results in requiring a factor of 3 fewer measurements,
excluding the seven times higher sampling rate available
with our CC2430 radio platform.
5.7 Radio Interferometric Positioning in In-
door Environments
Both RIPS and SRIPS use the same propagation model
that models the electromagnetic energy as scalar plane
waves. This scalar approach neglects the polarization effects
that start to play a role when the dimensions of the obstacles
that meet these propagating waves become of the order of
the wavelengths of the carrier waves. In addition, the propa-
gation model does not account for multiple reflections, such
as those that are commonly modeled in the area of image re-
construction. Hence, both RIPS and SRIPS cannot reliably
localize in such environments. Our preliminary set of indoor
measurements in a hall with metal frames confirms this. The
results were especially unreliable when the nodes were near
these metal frames. But we did obtain decimeter accuracy
in those cases where only a few nodes suffered from inter-
fering reflections. Hence, when multiple reflections are not
dominating the measurements, SRIPS holds the promise of
the ability to discriminate between those reflections.
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6 Conclusion
In this study, we experimentally verified that it is possible
to perform Radio Interferometric Positioning on commonly
available radio platforms, such as the CC2430. Such radio
platforms do not comply with the frequency tuning require-
ments of the existing RIPS implementation on the CC1000
platform.
Experiments on the CC2430 platform showed that the
RIPS positioning algorithm does not provide decimeter ac-
curacy, because it cannot cope with the outliers generated by
the CC2430 platform. This paper introduced a novel RIPS
algorithm, which we call Stochastic Radio Interferometric
Positioning (SRIPS). SRIPS was shown to cope with the
varying accuracies of the distance estimates without any cal-
ibration and with relatively short measurement times com-
pared with the existing CC1000 RIPS implementation. Ex-
periments in a 20× 20 m2 set-up showed that our SRIPS
CC2430 implementation reduces the measurement time to
less than 0.1 seconds, while providing an accuracy similar to
the existing RIPS implementation on the CC1000 platform.
Future work consists of evaluating SRIPS on more radio
platforms in more diverse environments.
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