Abstract. For spectrally negative Lévy processes, we prove several results involving a general draw-down time from the running maximum. In particular, we find expressions of Laplace transforms for the two-sided exit problems involving the draw-down time. We also find the Laplace transforms for the hitting time and the creeping time over a maximum related draw-down level, and an associated potential measure. The results are expressed in terms of scale functions.
Introduction
As part of fluctuation theory, exit problems for spectrally negative Lévy processes and the associated reflected processes have been studied extensively over the past ten years. Typically, such problems concern the joint distributions of the process when it first leaves a fixed finite or semi-finite interval, or when its draw-down (from the running maximum) or its draw-up (from the running minimum) first exceeds a fixed level. These results are often expressed in terms of scale functions. We refer to [8] and references therein for a collection of such results; also see [11] , [1] , [14] and [9] for research on the draw-down times and the draw-up times for spectrally negative Lévy processes reflected from the respective running maximum and running minimum processes. We refer to [13] for recent work on draw-down (up) times of regular diffusions.
Exit problems involving more general first passage times have been considered earlier for time homogeneous diffusions. In [10] an exit problem with exit level depending on the running maximum process of the diffusion was studied and a joint Laplace transform was found for such a general drawdown time. The general draw-down times find interesting applications in [3] of defining Azéma-Yor martingales to solve the Skorokhod embedding problem. More recent work on applications of draw-down times can be found in [5] and references therein.
The general draw-down times for spectrally negative Lévy processes had been studied in [12] with an excursion theory approach to obtain the Skorohod embedding for spectrally negative Lévy process and for the reflected process from its maximum. In [2] we considered a perturbed spectrally negative Lévy risk process with a draw-down time that is a linear function of the running maximum, and identified expressions of the present values of tax for this process. To this end we applied both the excursion theory and an approximation approach using solutions to the exit problems with fixed boundaries.
In this paper we further investigate the exit problems associated with general draw-down times for spectrally negative Lévy processes. Applying excursion theory we obtain an expression of joint Laplace transform for the process at the draw-down time. We also find the Laplace transforms for the hitting time and the creeping time of a random level that depends on the running maximum. In addition, we obtain expression for a potential measure associated to the draw-down time.
This paper is structured as follows. After the introduction, in Section 2 we review preliminaries on spectrally negative Lévy processes to prepare for the main proofs. The main results are presented in Section 3. Section 4 focuses on results with linear draw-down functions where the results are more apparent and the previous results can be easily recovered. Proofs of the main results are deferred to Section 5.
Spectrally negative Lévy processes
Let X = (X t ) t≥0 = (X(t)) t≥0 be a spectrally negative Lévy process (SNLP in short), i.e. a stochastic process with stationary independent increments and with no positive jumps, defined on a filtered probability space (Ω, F , (F t ) t≥0 , P). We also assume that X is not the negative of a subordinator. Denote by P x the probability law of X given X 0 = x, and the corresponding expectation by E x . Write P and E when x = 0. Its Laplace transform always exists with the Laplace exponent given by
for λ ≥ 0, where
for µ ∈ R, σ ≥ 0 and the σ-finite Lévy measure Π on (−∞, 0) satisfying
Scale functions play a central role in the fluctuation theory of SNLP. For q ≥ 0, the q-scale function W (q) of X is defined as the function R + → R + satisfying
For convenience, we extend the domain of W (q) to the whole real line by setting W (q) (x) = 0 for all x < 0. Given W (q) , the second scale function is defined by
It is well-known that log W (x) on R + is continuous and strictly increasing. W (0) > 0 if and only if X has paths of bounded variation, and if and only if σ = 0 and 0 −1 |x|Π(dx) < ∞. The scale function W is continuously differentiable on (0, ∞) if the process X has paths of unbounded variation (and in particular, if it has a nontrivial Gaussian component) or if X has paths of bounded variation and the Lévy measure has no atoms. Moreover, if σ > 0, W has continuous derivative of second order on (0, ∞) and W ′ (0) = 2/σ 2 . We refer the readers to [6] for more detailed discussion on the smoothness of scale functions. Similar conclusion to W (q) can be found from the relation that W (q) (x) = e Φ(q)x W Φ(q) (x) where W Φ(q) is to be defined below.
For c ≥ 0, {e cXt−ψ(c)t } t≥0 is a martingale under P. Introducing the change of measure
it is well-known that X is still an SNLP under P (c) . Denoting the associated Laplace exponent and scale functions with a subscript c under P (c) , a straightforward calculation shows that, for
The following results can be found in [8] . For any c, b ∈ R, defining the first passage times 
where p = u − ψ(v), and
In addition, the resolvent of X killed at exiting [c, b] is given by
Let τ {a} := inf{t > 0, X t = a} be the first hitting time. We could not find the following result in references and provide a proof for the readers' convenience.
Proof. As observed in [7] that {τ
, applying the Markov property of X at τ {a} , we have
And the hitting formula (5) follows by applying (2).
Main results
WriteX t := sup 0≤s≤t X s for the running maximum process. The process of X reflected at its running maximum is defined by Y t =X t − X t . Let ξ be a measurable function on R. Define the draw-down time with respect to the draw-down function ξ as
whereξ(t) := t − ξ(t). We assume throughout the paper thatξ(t) > 0 for all t ∈ R.
In this section we first present expressions for the solutions to the two-sided exit problems involving τ ξ . Since only those events on X up to time τ 
For any u, v > 0, x < b and r ∈ R, with p = u − ψ(v) we have
Actually, ifξ(a) = 0 for some a ∈ (x, b), one can find that τ ξ ≤ τ + a a.s-P x by definition, and (6) and (7) fail to hold. Remark 3.2. For the process X whose scale function is not differentiable, the conclusions above and thereafter also hold with W (q)′ replaced by its right-derivative
Nevertheless, we assume throughout the paper that W (q)′ (x) exists on (0, ∞) for simplicity.
For the potential measure up to τ
Remark 3.3. The resolvent density in (8) consists of two parts, where the second term degenerates if X has sample paths of unbounded variation. One can further find that it is contributed by the time spent in L :
And for the case W (0) = 0, we have P Les(L) = 0 = 1.
Actually, applying Fubini's theorem, we have
On the other hand, by Proposition 3.2, we also have
which coincides with (9) by Proposition 3.1.
Remark 3.4. For the case ξ ≡ c < x, we have from Proposition 3.2 that the support of the resolvent is [c, b]. While for y ∈ (c, b), since y > ξ(t) for all t ∈ (x, b), we have
Making use of the fact that W (q) (z) = 0 for z < 0 again, we recover the expression of the well known potential density:
We now consider the hitting probability of a maximum dependent level. Denote by
the first time for X to hit level ξ(X). A particular interesting case of hitting is creeping, {τ {ξ} = τ ξ }, which happens for an SNLP when the first downward passage over a level occurs by hitting the level with a positive probability. It is well known that the creeping of a fixed level happens only if σ > 0, i.e. process X has a nontrivial Brownian component, so will be the case for creeping ξ and W is then twice differentiable.
Proposition 3.3. For any x < b, we have
Let c be a constant such that c < ξ(u) for u ∈ [x, b], we have 
and E e −qτ {ξ} ; τ {ξ} = τ ξ < τ
Further, for ξ > 0 the following resolvent measure has a support [−d, b] and is given by
and for ξ < 0 the following resolvent measure has a support [ξb − d, b] and is given by
Proof. For this case,ξ ′ (t) = 1 − ξ, we have
which gives (12) by (6) . Similarly, we have
which gives (13) by (7) .
By (10) we have
which gives (14) and completes the proof.
For ξ > 0 the support of resolvent is [−d, a]. {y > ξ(t)} = {(d+y)ξ −1 > t}. Applying Proposition 3.2 and by integration by parts we have for y ∈ (−d, b)
Note that W (z) = 0 for z < 0. Identity (15) then follows. Identity (16) can be proved similarly. For the case ξ = 1, τ ξ reduces to the first passage times of SNLP reflected at its supremum which was investigated in [1, 11] , that is, τ ξ = κ
where κ {d} := inf{t > 0, Y t = d} is the first hitting time for Y . We also have for y ∈ (−d, b) 
Taking r = −v in (18) and letting b → ∞, we have 
thus, P X eq ∈ dy, e q < κ
Therefore, for z ∈ (0, d) we have P Y eq ∈ dz, e q < κ P(e q < κ
y dy.
Therefore,
P(e q < κ
a .
It follows that
which coincides with [11, Thm.1.(ii)].
Proof of main results
This section is dedicated to the proofs for our main results, where we base our discussions on the excursion theory of a Markov process, and appeal to the compensation formula for Poisson point processes. We first restate the formula concerned in terms of excursions, then the compensation formula is applied. For this we use the following notations from [4, IV] , [1] and [12] , and refer the readers to them for more detailed introductions on related excursion theory. Moreover, by spatial homogeneity of X, we mainly focus on the cases under P, general results for P x can be derived by a shifting argument as shown in the proof of Proposition 3.1.
WriteX t := sup 0≤s≤t X s , t ≥ 0 for the running maximum of process X. It is known that Y t :=X t − X t is a 'nice' Markov process with 0 being instantaneous whenever W (0) = 0. Let L := {t > 0, Y t = 0} be the zero set of Y and L be its closure. A local time process L of Y at 0 is a continuous process that increases only on L and is unique except a multiplicative factor. Thus, for some ν ≥ 0, t 0 1 {s∈L } ds = νL(t) for all t ≥ 0; see [4, Cor.IV.6]. Write L −1 t := inf{s > 0, L(s) > t} for its right inverse. Under the new time scale, the excursion process of Y away from zero, associated to L and denoted by ǫ ≡ {ǫ t , t ≥ 0}, takes values in the so-called excursion space of paths away from 0 with an additional isolated point γ, E ∪ {γ}, and is defined by
t , and ǫ t = γ otherwise. ǫ is a Poisson point process, possibly stopped at time L(∞) with a sample path of infinite lifetime, and characterized by a measure n(·) on E . L c consists of countable excursion intervals, and L differs from L at most countable points. In particular,
For an SNLP X under P, its supremum processX is usually chosen to be the Local time of Y at 0, see [4, VII] . We write ρ t (c) and ζ t for the passage time and the life time with respect to ǫ t .
Proof of Proposition 3.1. Under P, it can be observed from their definitions that • on the set {τ
• on the set {τ ξ < ∞}, τ ξ = L
From the idea of the proof of [4, Thm.VII.8] , it holds that {τ
Therefore, we have from the exponential compensation formula that
For the case ξ ≡ c < 0, we have
Differentiating in b on both sides of the equation above gives
Plugging the formula into the previous equation gives (6) under P.
For the event {τ ξ < τ + b }, by change of measure we have for
e rt−pL
where the compensation formula is applied in the third equation, we use the fact that L −1
for at most countable t, and n (v) denotes the corresponding excursion measure under P (v) . Considering the case that ξ ≡ c < 0, u = q and v = r = 0, we have
× n e −qρ(t−c) ; ε > (t − c) dt
Differentiating in b on both sides of the above equation gives
Plugging (6) and (22) into the equation gives the formula (7) under P. The general result for u, v > 0 and r ∈ R follows by analytic extension. To obtain the formulas (6) and (7) under P x for b > x, we apply the spatial homogeneousness of X. Putξ(t) = ξ(t+x)−x. Then (X,X, τ ξ )| Px = (x+X, x+X, τξ)| P andξ(t) = t+x−ξ(t) =ξ(t+x). It follows that
which gives (6) . Similarly, we have by the spatial homogeneousness of X that
This concludes the proof of Proposition 3.1.
In the following proofs, we only focus on the case under P and b > 0.
Proof of Proposition 3.2. For the resolvent of X killed at τ + b ∧ τ ξ defined in the formula (8) , let f ≥ 0 be a bounded and continuous function on R, we have
Applying Fubini's Theorem and change of variable, we have
since L
On the other hand, we have
where e q is an independent exponential variable with parameter q, andX eq = L(e q ) = t on the set. By the memoryless of e q , we further have
For the case of ξ ≡ c < 0, t < τ ξ × n e −qρ(ξ(t)) ; ε(ρ(ξ(t))) =ξ(t) dt.
For the case of ξ ≡ c < 0, we have t ≤ τ ξ × n e −qρ {ξ(t)} ; ρ {ξ(t)} < ρ(t − c) dt.
For the case of ξ ≡ a ∈ (c, 0), we have
= E e −qτ {a} ; τ {a} < τ which leads to formula (11) .
