Abstract Wildfire is a primary forest disturbance. A better understanding of wildfire susceptibility and its dominant influencing factors is crucial for regional wildfire risk management. This study performed a wildfire susceptibility assessment using multiple methods, including logistic regression, probit regression, an artificial neural network, and a random forest (RF) algorithm. Yunnan Province, China was used as a case study area. We investigated the sample ratio of ignition and nonignition data to avoid misleading results due to the overwhelming number of nonignition samples in the models. To compare model performance and the importance of variables among the models, the area under the curve of the receiver operating characteristic plot was used as an indicator. The results show that a cost-sensitive RF had the highest accuracy (88.47%) for all samples, and 94.23% accuracy for ignition prediction. The identified main factors that influence Yunnan wildfire occurrence were forest coverage ratio, month, season, surface roughness, 10 days minimum of the 6 h maximum humidity, and 10 days maxima of the 6 h average and maximum temperatures. These seven variables made the greatest contributions to regional wildfire susceptibility. Susceptibility maps developed from the models provide information regarding the spatial variation of ignition susceptibility, which can be used in regional wildfire risk management.
Introduction
As global temperatures warm, wildfires in China have become a significant concern because of their increasing frequency and severity, which has expanded the area that is affected by wildfires. Understanding wildfire susceptibility-defined as the likelihood of suffering harm-and its dominant influencing factors at a regional scale is necessary for improving wildfire management. The precision of wildfire forecasts needs to be improved, and understanding the driving forces of wildfires is of great importance for devising better strategies to mitigate wildfires and to identify at-risk areas (Finney 2005) .
Wildfire susceptibility analyses are useful for fire occurrence prediction, zonation, and follow-up management. Statistical models, such as regression models, which have been developed from historical data to estimate the probabilities of fire occurrence under various local environmental conditions, are valuable for understanding general historical trends. These models can be used to predict outcomes, such as the expected number of fires in an area, from explanatory variables such as vegetation patterns, landforms, meteorological factors, and past fire history (Weinstein and Woodbury 2010) .
Despite an abundance of studies that predict wildfire occurrence, many of these studies have employed traditional generalized linear models (GLMs), whose prediction accuracy is relatively low. In recent years, machinelearning methods have drawn researchers' attention because of their high modeling precision. Artificial neural networks (ANNs) are widely accepted machine-learning methods, and they are often used as references with which to evaluate the performance of other machine-learning methods. ANNs are inspired by the sophisticated functionality of the human brain, where hundreds of billions of interconnected neurons process information in parallel, and researchers have successfully demonstrated that ANNs possess certain levels of intelligence (Hagan et al. 1996; Wang 2003) . ANNs are capable of identifying complex, nonlinear relationships between input and output datasets. They have been used widely, particularly to address problems in which the characteristics of the underlying processes are difficult to describe using physical equations (Hsu et al. 1995) .
Random forest (RF) algorithms are more recently developed, but they are some of the most mature machinelearning algorithms. RF algorithms have been used widely in data mining, bioinformatics, management, economics, and the medical sciences (Fang and Jian-Bina 2011) . RF algorithms are ensemble classifiers that use decision trees as base classifiers, as proposed by Breiman (2001) . They are based on Breiman's previous ensemble classifier bagging predictor (Breiman 1996) , and they add more randomness by randomly selecting a subset of explanatory variables at each split node. This improves model accuracy and robustness simultaneously. Because of their high classification precision and stability, RF algorithms have been widely applied in economics, bioinformatics, environmental modeling of earthquakes or landslide susceptibilities (Catani et al. 2013) , and forest fire susceptibility, and most of these algorithms have achieved better results than other methods (Aldersley et al. 2011; Oliveira et al. 2012; Massada et al. 2013; Rodrigues and de la Riva 2014) .
Considering the extreme data imbalance regarding wildfire ignitions and nonignitions, a cost-sensitivity analysis is usually used in the models. Unlike most standard classifier learning algorithms that assume a relatively balanced class distribution and equal misclassification costs, a cost-sensitivity analysis ranks the importance of the classes and assigns different misclassification errors different penalties (Domingos 1999; Elkan 2001; Sun et al. 2007 ). This method resolves a great deal of the poor model classification performance that results from data imbalances (Del Río et al. 2014) .
In this study, we established wildfire susceptibility models using logistic regression, probit regression, an ANN, a RF algorithm (RF-original), and a cost-sensitive RF algorithm (RF-cost sensitive). All of the models were fitted using the same explanatory and dependent variables, and they used the same randomly selected training samples. To evaluate model performance, we compared the five models in terms of their prediction accuracy, the importance of the explanatory variables, and their predicted spatial patterns of wildfire susceptibility.
Study Area and Data
Yunnan Province is located in southwestern China between 97°31 0 -106°11 0 E and 21°08 0 -29°15 0 N. It belongs to the plateau type of the tropical monsoon climate zone, with cool summers and warm winters, and a mean annual temperature of 16°C. Yunnan has distinct dry and wet seasons, with a significantly uneven annual precipitation distribution. Winter and spring account for approximately 20% of the 1100 mm annual precipitation. Yunnan has three drought seasons: January to March, which affects two-thirds of the province; November to December, which affects one-half of the province; and April to early June, which affects 22% of the province (Peng et al. 2009 ). The continuous winter to spring drought is one of the main causes of wildfires in Yunnan (Chen et al. 2012) . Since 2000, droughts from September to December and January to March have been more severe compared with historical records, which has led to a more frequent and intense winter to spring drought and increased wildfires in Yunnan. The occurrence of droughts of greater magnitude and longer duration suggests that megadroughts may occur in parts of Asia (including Yunnan) that are affected by the tropical monsoon. Such megadroughts can increase the risk of wildfires, as well as their scope and severity.
The forests in Yunnan include tropical and subtropical evergreen broad-leaved forests and temperate coniferous forests growing in cold mountain areas (Fig. 1a) . Except for broad-leaved forests in southwestern Yunnan, coniferous forests are the dominant tree species in most areas. Wildfires in Yunnan mainly occur in winter and spring from December to May, and they are concentrated in spring from mid-February to mid-May (Chen et al. 2014) .
The forest data in Yunnan used in this research were derived from the Vegetation Map of the People's Republic of China (1:1,000,000) (Zhang 2007) . The wildfire ignition data in Yunnan used in this research were obtained from the 9-year time series of the maps of national thermal source distribution 1 from the National Satellite Meteorological Center of China with an interval of 10 days, from 2002 to 2010, with 324 images in total. The wildfire ignition vector points were gained by overlaying the boundary of Yunnan upon the forest distribution data. The distribution of the wildfire ignitions is shown in Fig. 1b . To demonstrate the difference between wildfires in different areas in Yunnan, we divided the study area into four parts, according to their integrated physical geographic characteristics (Huang 1989) as shown in Fig. 1a . Figure 2 shows that wildfire ignitions were concentrated in winter and spring, and that very few wildfires occurred in summer and autumn. There was a gradually increasing , with a significant increase in winter wildfires. Satellite-detected fire ignitions included medium and large fires, which were the focus of this research, while the large number of small fires (usually less than 1 ha) were not considered. In addition, we also obtained the wildfire ignition statistical data for Yunnan Province between 1990 and 2015 from the China Forestry Statistical Yearbook (State Forestry Administration 1990 -2015 .
Three categories of variables that can potentially influence the susceptibility of wildfire ignitions were considered. They include meteorologically-related variables, vegetation-related variables, and landform-related variables. The meteorologically-related variables, which are the most important explanatory variables, were obtained from the climate forecast system reanalysis (CFSR) (Saha et al. 2010 ). The CFSR is the latest global reanalysis produced by the National Centers of Environmental Prediction (NCEP) 2 of the United States. As the latest generation of reanalysis data, the atmospheric-, oceanic-, and land surface-analyzed products of the CFSR have some of the highest horizontal resolutions, which reach approximately 0.312°9 0.312°from 0°E to 359.688°E and 89.761°N to 89.761°S (1152 grids 9 576 grids, longitude/Gaussian latitude), with a 6 h resolution. Compared with other reanalysis data, such as ERA-40, 3 JRA, 4 MERRA, 5 and NCEP/NCAR, 6 the CFSR 6 h products exhibit good performance in capturing daily variability (Aldersley et al. 2011; Ebisuzaki and Zhang 2011) .
Based on a review of the literature (Bonazountas et al. 2005; Thompson and Spies 2009; Braun et al. 2010; Li et al. 2012; Miller and Ager 2013) , 10 measurements were selected directly from the CFSR dataset for assessing wildfire susceptibility in Yunnan Province: 6 h average temperature (T 6h ), 6 h maximum temperature (T max 6h ), 6 h minimum temperature (T min 6h ), 6 h average surface temperature (ST 6h ), 6 h precipitation rate (prate 6h ), 24 h precipitation (P 24h ), 6 h average specific humidity (H 6h ), 6 h maximum specific humidity (H max 6h ), 6 h minimum specific humidity (H min 6h ), and 6 h average wind speed (WS 6h ). The 10 measurements are integrated into 10 days mean/max/ min of 6 h and 10 days max and min of 24 h corresponding variables (Table 1) because of the wildfire ignition data are at 10 days temporal scale.
Because the majority of the model inputs are meteorological variables, wildfire point and forest data were rescaled to better incorporate the scale of the meteorological variables (the horizontal resolutions is approximately 38 km). A grid was classified as an ignition grid if at least one wildfire ignition occurred in the grid during the 10 days period, whereas a grid was classified as a nonignition grid if no wildfire ignition occurred. New forest features of a grid due to gridding are characterized by forest coverage ratio and maximum vegetation percentage (Table 1) .
The altitude and surface roughness from the CFSR were used as the landform factors in the analysis, while the vegetation classes/subclasses and forest coverage ratio in each cell were used as the vegetation factors. A list of all the variables is shown in Table 1 . To illustrate the characteristics of the meteorological and geographical 
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Wind speed 10 days mean of 6 h average wind speed mean 10d WS 6h f g 10 days max of 6 h average wind speed max 10d WS 6h f g 10 days min of 6 h average wind speed min 10d WS 6h f g 10 days max of 24 h mean of average wind speed max 10d WS 24h f g 10 days min of 24 h mean of average wind speed min 10d WS 24h f g environment of this study area, the spatial distributions of the main influencing indicators are shown in Fig. 3 . Yunnan Province is divided into 783 grids according to the CFSR meteorological reanalysis data and 419 of the grids cover the forest area, so we have 419 samples from each image. We obtained a 9 years time series of the wildfire ignition data with an interval of 10 days, from 2002 to 2010, with 324 images in total. Hence, there is a total of 419 9 324 = 135,756 samples. Among this large sample, there are only 1665 ignition samples, indicating an extreme imbalance between the number of ignition and nonignition samples. To address the imbalance issue, 3330 nonignition samples were randomly selected to form the training samples with the 1665 ignition samples for the ANN, RF, and RF-cost sensitive models. A larger sample of nonignition samples was used because the analysis requires more information to capture the complete distribution of the environmental variables across the entire study area.
Methods
We adopted four modeling methods to establish fire ignition models of Yunnan Province: traditional generalized linear models (GLMs)-logistic regression and probit regression, a machine-learning ANN algorithm, and a RF algorithm.
GLMs are extensions of linear regression models that can deal with dependent variables that follow non-normal distributions (McCullagh and Nelder 1989) . For binomial distributions, logistic regression is most frequently used, and probit regression is also often used in natural hazard modeling.
A flow chart demonstrating the estimation of wildfire susceptibility using the various methods is shown in Fig. 4 . The flow chart provides information regarding data processing, modeling, and performance evaluation.
Logistic Regression
Logistic regression is the most fully developed and widely used model to predict qualitative variables, especially binary ones. A logistic regression model assumes that the two-category response variable obeys a binomial distribution, and it specifies a logit link between the dependent and independent variables. The mathematical expression of a logistic regression model is:
where pðxÞ is the expectation of random variable x, especially in the binomial case. pðxÞ is the probability of class ''1'' (fire ignitions); 1 À pðxÞ is the probability of class ''0'' (nonignitions); and the link function of the model is gðyÞ ¼ log y 1Ày
. If we solve the equation, the model also can be expressed as: Considering the strong collinearity of the variables, we developed a logistic regression model using a stepwise procedure, while the best model was selected according to the Akaike information criterion (AIC) (Posada and Buckley 2004; Symonds and Moussalli 2011) . Then, we calculated the importance of the variables according to the best model. All of the logistic regression processes were performed using the logistic regression procedure in SAS 9.2 software (SAS Institute 2002 -2003 .
Probit Model
A probit model is another generalized regression model that is commonly used to fit binary results. Probit models and logistic regression models both belong to the generalized regression model family. A probit model assumes that the response variable obeys a normal distribution. The mathematical expression of a probit model is:
where U is the cumulative distribution function of the standard normal distribution. The function curves of probit and logit models are very close to each other so the estimation of the two models can be close. The probit model is more accurate when the dependent variable is normally distributed, and the logit model is more robust when the dependent variable is not normally distributed.
Similar to the logistic regression model, we established the probit model using a stepwise procedure, and we selected the best model based on the AIC. Then, we calculated the importance of the variables according to the best model. All of the probit regression processes were performed using the probit procedure in SAS 9.2 software.
Artificial Neural Network
Artificial neural networks (ANNs) are a computational model that is loosely analogous to axons in a biological brain. ANNs are widely used in machine learning, computer science, and other research disciplines and are often used as references with which to evaluate the performance of other machine-learning methods. To improve the performance of ANNs, we optimized the structure of the ANN according to the following empirical formula (Wang 2003) :
where l denotes the node number of the hidden layer, and n denotes the node number of the input layer. We established the ANN models using nnet R package (Venables and Ripley 2002) .
For testing the model effectiveness, an ''out of sample'' data subset was created to provide an independent backtesting view. In the training samples, we randomly selected 1500 out of 1665 fire samples and 330 out of 134,091 nonfire samples, and in the testing samples, the unpicked 165 fire samples and 330 out of 134,091 non-fire samples were used.
Random Forest
A RF algorithm is basically an ensemble nonlinear classification and regression machine-learning algorithm, which was first proposed by Breiman (2001) . The algorithm improves model robustness and prediction accuracy by aggregating classification or regression trees. The algorithm also increases diversity and predictive power by modifying the tree construction method. Each node of the tree is split by the best variable, instead of all of the input variables, from several randomly selected variables.
In terms of model performance, a RF algorithm provides an indicator called an out-of-bag (OOB) error, which is the prediction error of the observations that were not selected by bootstrapping (referred to as OOB data). To evaluate the importance of a variable in the RF algorithm, the difference in the OOB error/mean square error or the Gini index was calculated in each tree when the variable was randomly permuted while all of the other variables remained the same. Then the differences were averaged among all of the trees, and they were used as the measurement indicator of the importance of the variables in the RF algorithm. The difference tells us the extent to which the predictive power of a model is reduced when a given explanatory variable is removed. As detailed in our model, we used the decrease of the OOB error to evaluate the importance of each variable.
Compared with other more frequently used multivariate regression or classification methods, the RF algorithm has several advantages: (1) it is more robust to noise because it randomly selects variables to split at each node; (2) it does not require any assumption regarding the input variables; (3) it allows interactions and nonlinearities among the variables; and (4) it uses the dataset to the utmost. Furthermore, it has a high tolerance of multicollinearity in the input variables, which is very common in wildfire susceptibility assessments.
Because the model input data were extremely unbalanced between ignition and nonignition samples, we also introduced a cost-sensitivity analysis into the RF model (RF-cost sensitive) in addition to the standard RF model (RF-original). The Yunnan wildfire susceptibility models based on RF were established using the R packages randomForest (RF-original) (Liaw and Wiener 2002) and CORElearn (RF-cost sensitive) (Robnik-Sikonja 2004) . The randomForest package is based on Breiman and Cutler's original Fortran code, which was used to implement Breiman's RF algorithm for classification and regression.
The CORElearn package improves the classification results for imbalanced class data by introducing a cost-sensitive algorithm into the RF algorithm.
Model Evaluation and Comparison
The performance of the five models was evaluated and compared from three aspects: prediction accuracy, variable importance, and spatial pattern of ignition susceptibility. Here we describe the methods and indicators used for the model evaluation and comparison.
Prediction Accuracy
To compare the precision of the results of the five models, we used the prediction accuracy for each class and the whole model, and the area under the curve (AUC) of the receiver operating characteristic (ROC) plot (Hanley and McNeil 1982 ) as indicators of model performance. The class prediction accuracy of fire ignitions is also known as the model sensitivity or the true-positive rate (TPR), while the class prediction of nonignitions is also known as the model specificity or the true-negative rate (TNR).
The ROC plot is a graphical representation of the falsepositive error rate and the TPR for a binary classification model, and it includes all possible threshold values (Zhou et al. 2009 ). The x axis of the ROC plot represents the false-positive error rate, which is equal to 1 minus the model specificity, where the model specificity is the class prediction accuracy of nonignitions. The y axis of the ROC plot represents the TPR, which equals the model sensitivity, where the model sensitivity is the class prediction accuracy of fire ignitions. The AUC of the ROC plot is a popular standard metric to assess model classification prediction accuracy because of the ease of interpreting its results, as well as its threshold independence. AUC values range from 0.5 to 1, where 0.5 equals a completely random prediction and 1 means a perfect prediction without misclassification. According to previous research (Bradley 1997; McCune and Grace 2002) , an AUC between 0.5 and 0.7 denotes poor model prediction accuracy and performance, an AUC between 0.7 and 0.9 denotes moderate model prediction accuracy and performance, and an AUC greater than 0.9 denotes excellent model prediction accuracy and performance.
Variable Importance Evaluation
We adopted two methods to measure the importance of the variables in the models. The first method was the original variable importance measurement in each model (except ANN, which cannot evaluate variable importance): the R 2 decrease for the GLM and percentage increment in OOB error for the RF. The percentage increase in the OOB error is the mean of the difference in the OOB error in each tree when the variable is randomly permuted while all of the other variables remain the same. This tells us the extent to which the predictive power of a model is reduced when a given explanatory variable is removed.
The second method was a jackknife estimator of the variable importance based on the change in the AUC using the testing data (Massada et al. 2013) . This estimator provides directly comparable results among the models because any binary classification system can be used to calculate ROC curves and to determine the precision of a diagnostic test. The method separately establishes a full model and a partial model (without the variable), and it calculates the AUC using the testing data. The jackknife estimator is the difference between the AUC of the full model and the AUC of the partial model, as the below equation shows:
where i denotes the test sample that is dropped, and j denotes the variable that the partial model excludes.
The jackknife estimator represents the information provided by a given variable that is not present in the other variables. In addition, we calculated the AUC of the model by excluding one variable at a time, and we compared the AUC values of the models that lacked a single variable, and ranked the variables accordingly.
Spatial Pattern
We calculated every 10 days wildfire ignition susceptibility for each grid using the five models. We used the maximum wildfire ignition susceptibility for the 9 years as the wildfire ignition susceptibility of the grid. Then we compared the wildfire ignition susceptibility spatial patterns predicted by the five models both qualitatively (using graphic images) and quantitatively (by calculating the Spearman correlation coefficient between each pair of maps).
Results
Here we present the results from the five models, including two traditional generalized linear models (GLMs)-logistic regression and probit regression, and three machinelearning models-ANN, RF-original, and RF-cost sensitive. The prediction accuracy, variable importance, and spatial pattern of each model result are evaluated and compared, followed by the model sensitivity analysis. Table 2 .
Prediction Accuracy
The GLMs, including the logistic regression and probit regression, performed the worst, with accuracies of only 77.60 and 78.20%, respectively, for wildfire ignition and 66.24 and 65.99%, respectively, for all samples. The ANN performed well when predicting wildfire ignitions, with an accuracy of 83.78%, but it performed poorly when predicting nonignitions, with an accuracy of only 78.44%. The RF-original exhibited the most balanced prediction accuracy, with an accuracy of 84.26% for ignitions and 88.35% for nonignitions. The RF-cost sensitive model performed the best, with an accuracy of 88.47% for all of the samples and 94.23% accuracy for wildfire ignition prediction. Compared with traditional models, such as the logistic regression model, the probit model, and the ANN, the RFcost sensitive model increased the total accuracy by 22.23, 22.48, and 9.56%, respectively, and by 16.63, 16.03, and 10.45%, respectively, for the wildfire ignition prediction.
All five models exhibited excellent prediction performances. We drew ROC curves of the five models, as shown in Fig. 6 . The ROC curves clearly show that the RF-cost sensitive model had the best performance, with an AUC of 0.9848, followed by the RF-original model, the ANN, the probit regression model, and the logistic regression model, with AUCs of 0.9651, 0.9346, 0.9297, and 0.9296, respectively.
Importance of the Variables
The variable importance rank of each model is listed in Table 3 . The results show that forest coverage ratio, month, season, surface roughness, 10 days minimum of the 6 h maximum specific humidity (min 10d H max 6h È É ), and 10 days maxima of the 6 h average and maximum temperatures (max 10d T 6h f g and max 10d T max 6h È É , respectively) contributed most to the susceptibility to wildfire ignition. Moreover, the seven most important variables appeared in all four of the optimal models, indicating that they are dominant influencing variables of wildfire ignition under different modeling methods.
The most important variable, forest coverage ratio, which is the ratio between the forest cover area and the area of the whole grid, was the most important variable in the GLMs, and it was very important in the RFs. The forest coverage ratio accounted for 0.0454 and 0.0449 of the R 2 values in the logistic regression and probit models, respectively, and it accounted for approximately 6.9 and 6.8%, respectively, of the R 2 values of the full models. The forest coverage ratio also accounted for 3.24 and 2.69% of the OOB error decrease in the RF-original and RF-cost sensitive models, respectively.
The second important variable, month, was most important in the RFs, and it was very important in the GLMs. The third most important variable, season, ranked second or third in all four models. Together, month and season accounted for 0.0223 and 0.0253 of the R 2 values in the logistic regression and probit models, which accounted for approximately 3.4 and 3.8%, respectively, of the R 2 values of the full model. They also collectively accounted for 12.67 and 12.10% of the OOB error decrease in the RForiginal and RF-cost sensitive models, respectively. The high importance of month and season very likely results from the distinct monthly and seasonal patterns of wildfire ignitions (Fig. 2b) in which winter and spring accounted for an overwhelming majority of the wildfire ignitions. Detailed by month, we observed a gradual increase in wildfire ignitions from December to March (peak), and a gradual decrease from March to May. The pattern is mainly the result of the distinct dry and wet seasons in Yunnan Province.
The rainy season in Yunnan usually starts from the midMay and lasts until the end of October, and the dry season starts in early November and lasts until around 20 May. At the beginning of the dry season, although the precipitation declines substantially, there is sufficient water in plants and soil because of the accumulation of water during the rainy season and the low evaporation rate that results from low temperatures. Therefore there were few wildfire ignitions in November because the forest was reasonably humid. As the dry season continues, the plants and soil continue to lose water, and the forest dries out until wildfires break out in December and increase in number in January. By the following spring, most of Yunnan is under a dry and warm tropical continental air mass. The steady air mass leads to warmer temperatures, more sunny days, and greater evaporation, which results in continuously accelerating water loss. The wildfire ignition risk increased significantly in February and peaked in March. After April, the rainfall intensity and frequency increase gradually in Yunnan as the wet season approaches. Hence, the wildfire ignition risk decreased significantly until June, when there were only a few wildfire ignitions in Yunnan. In July through September (the middle of the wet season), no wildfire ignitions were observed in Yunnan Province.
In addition, temperature and moisture were vital drivers of wildfire ignitions. The 10 days minimum of the 6 h maximum specific humidity (min 10d H max 6h È É ) in each grid ranked fifth in terms of importance to wildfire ignition susceptibility; the 10 days maxima of the 6 h average and maximum temperatures (max 10d T 6h f g and max 10d T max 6h
È É of the grid ranked sixth and seventh, respectively. Figure 7 shows the spatial patterns of wildfire ignition susceptibility estimated by the five models. Southern Yunnan, Wenshan and Baoshan, and some areas south of the Hengduan Mountain exhibited the highest wildfire ignition susceptibilities. All of the models, except the ANN, predicted the two high ignition susceptibility areas, while the ANN only predicted a small part of southern Yunnan to have high susceptibility. We observed a similar result from the Spearman correlation coefficient of each pair of the five models (Table 4 ). The two GLMs (the logistic regression and probit models) exhibited highly correlated results. The GLMs and RFs produced similar wildfire ignition susceptibility maps with strong correlations (Spearman correlation coefficients [0.75), and the ANN produced a different map that was only moderately correlated with the rest of the models. This corresponds to the comparison of the susceptibility maps shown in Fig. 7 .
Spatial Pattern
The map of wildfire ignition susceptibility can be further used to generate an ignition probability map by using the Monte Carlo approach (Metropolis 1987; Ye et al. 2017) . To illustrate this, we used the annual ignition data from 1990 to 2015 of Yunnan Province to fit a distribution and randomly generated the number of annual ignitions for 1000 years. The specific location point of each wildfire event was generated based on ignition susceptibility maps derived from Fig. 7e by using the acceptance-rejection method (Casella et al. 2004) . Figure 7f shows some spatial similarity to the ignition susceptibility map but it provides information about the probability of ignition.
Model Sensitivity
The optimization of the models may also influence their prediction accuracy and model performance. Apart from the GLMs with fixed optimal method, the optimization of the ANN and RF algorithm needs more discussion. In the ANN model, the node number of the input layer was n = 50; according to the empirical formula (Wang 2003) , l ¼ log 2 n, the optimized node number of the hidden layer was close to l = 6. Therefore we simulated l = 5-9, and for each l, we built 100 ANN models. The highest accuracies occurred when l = 5 or 9, but considering the prediction of ignition, l = 6 was the best model, although it had a rather high failure ratio (Table 5) . But the main shortcoming of the ANN is its lack of robustness. The failure ratio in Table 5 represents the ratio of the ANN models that predicted that all of the samples belonged to the nonignition class, almost more than half of the models cannot predict at all.
We simulated the RF-original models with different number of trees (Table 6 ). The table shows that the total accuracy of all of the models was greater than 80%, and when the number of trees was greater than 20, the total accuracy was greater than 85%. The maximum total accuracy was 86.85% for 80 trees, which is more than the 85.57% accuracy for 20 trees. The increased precision is not worth it, given the increased computation complexity. In conclusion, the OOB error for the model prediction precision was not sensitive to the number of trees. We trained the RF-cost sensitive model using different ratios of ignition and nonignition samples to find the best sample ratio, the results of which are shown in Table 7 . As the number of nonignition samples increased, the accuracy of ignition prediction decreased, while the accuracy of nonignition and total predictions increased. Considering the balance between the prediction accuracy of the ignition and nonignition samples, 1:2 is the best ratio for the ignition and nonignition samples.
Discussion
The purpose of evaluation and comparison of the models is to find appropriate models for better prediction accuracy and better understanding of regional wildfire ignition susceptibility. In this study, we show that susceptibility is highly influenced by meteorological variables such as humidity and precipitation. Regional drought in Yunnan has a connection with wildfire ignition susceptibility and we discuss this susceptibility in greater detail, as well as explore forest management practice using the analyzed ignition susceptibility.
Wildfire and Drought
Yunnan's yearly variation in wildfire (Fig. 2b) is considerable, because there is a very strong connection between the number of wildfire ignitions and drought. Severe droughts in winter and spring, early summer, or midsum- Studies of Yunnan droughts have found that in the twenty-first century droughts between September and December have been more severe than those occurring before 2000. Droughts between January and March have remained at the same level since 2000, but have been more severe than the droughts of the 1990s (Zhang et al. 2013) . Both these trends led to more frequent, intense, and continuous winter to spring droughts, which aggravate wildfires in Yunnan. There is evidence that more megadroughts occurred historically in those parts of Asia (including Yunnan) that are subject to the influence of the tropical 
Wildfire Susceptibility and Forest Management
The spatial patterns of the wildfire susceptibility estimated by the five models (Fig. 7) indicate that the high susceptibility areas in Yunnan are southern Yunnan, Wenshan and Baoshan, and some areas south of the Hengduan Mountains. The high susceptibility of southern Yunnan and Wenshan and Baoshan can be explained by their higher forest fuel loads than other areas. These areas have the best water and heat condition and the highest vegetation density, which leads to faster accumulation of combustible material. The Hengduan Mountains play an important role in the spatial pattern of wildfire susceptibility in the region. Yunnan is controlled by warm and dry westerly winds and a northerly air current in the dry season. When the westerly wind passes over the Hengduan Mountains, the air current descends, leading to an increase in air temperature and a decrease in humidity. At the same time, the mountain ranges block the entry of cold air from the north and warm and moist air from the south, which results in very limited rainfall. Therefore, the Hengduan Mountains intensify wildfire susceptibility in Yunnan, especially in the southern area of the Hengduan Mountains. The wildfire susceptibility maps generated in this study provide objective and clear guidance for wildfire management in Yunnan from the aspect of spatial variation. Special attention should be paid to the region's high susceptibility areas. The most important variables include temporal, vegetation, and meteorological factors that are directly linked to the wildfire susceptibility. These variables must be correctly understood and perceived by regional and local wildfire managers in order to mitigate the area's serious wildfire hazard.
Conclusions
This study has confirmed that of the five models investigated, the RF-cost sensitive analysis was the best method for predicting wildfire ignition susceptibility. The RF-cost sensitive analysis had the highest accuracy (88.47%) for all of the samples, and 94.23% accuracy for wildfire ignition Failure ratio means the ratio of the ANN models that predict all samples as belonging to the nonignition class. Ignition represents the average prediction precision of the fire samples, while nonignition represents the average prediction precision of the nonignition samples; total accuracy stands for the average predict precision of all samples. All of the averages were calculated without failure models prediction in Yunnan. Compared with widely used GLM models (logistic regression and probit regression models) and the ANN, the RF-original model increased total accuracy by 22.23, 22.48, and 9.56%, respectively, and the wildfire ignition prediction by 16.63, 16.03, and 10.45%, respectively. Wildfire susceptibility can be assessed using various models, which range from conventional regressions to more recently developed machine-learning models. Careful processing of data samples is needed, however, to resolve issues of data imbalance and to avoid potentially misleading results due to the overwhelmingly large number of nonignition samples. The tradeoff between overall accuracy and ignition prediction also needs special attention. High sensitivity (the TPR) should be obtained for good ignition prediction, and the specificity (the TNR) and accuracy factors should also be given consideration. Although the performance of machine-learning methods (the ANN and RF models) investigated in this study was better than that of the logistic and probit regressions, the numbers of layers in the ANN and trees in the RF should be further tested to achieve optimized results. The importance of variables in the RF models indicates that the factors mainly influencing Yunnan wildfire occurrence are forest coverage ratio, month/season, surface roughness, 10 days minimum of the 6 h maximum specific humidity, as well as the 10 days maxima of the 6 h average and maximum temperatures. The most susceptible areas were located in southern Yunnan and some areas south of the Hengduan Mountains. Under a future global warming scenario, wildfire susceptibility in Yunnan could further increase, particularly in terms of frequency and duration. Grow of this potential hazard threat is a result of the increasing severity of continuous, large-scale winter to spring droughts in the region. The identified dominant influencing factors help us to better understand wildfire occurrence, and the developed susceptibility map provides guided spatial information for regional wildfire risk management.
