Abstract. We introduce here the notion of syntactic lattice algebra which is an analogy of the syntactic monoid and of the syntactic semiring. We present a unified approach to get those three structures.
Introduction
The Eilenberg like theorems establish bijections between the class of all (in some sense generalized) varieties of regular languages and the class of all pseudovarieties of certain algebraic structures -see Eilenberg [3] , Pin [6] , Straubing [11] , Polák [9] . The classical result concerns the varieties of regular languages and pseudovarieties of finite monoids. The goal is an algorithmic procedure for deciding the membership of a given language in various significant classes of regular languages. A basic source of that theory is the book by Pin [8] .
The aim of the present contribution is to introduce modifications of the notion of the syntactic monoid which would be useful in other variants of Eilenberg type theorems. As well-known the syntactic monoid of a language L over the alphabet A can be viewed as the transformation monoid of the minimal complete deterministic automaton A L of L. More precisely, we let words of A * to act on states of A L and the composition of such transformations corresponds to multiplication in the syntactic monoid.
To get analogues of A * with the multiplication we consider structures with more operations, namely we use here the following three term algebras:
-F is the absolutely free algebra over the alphabet A with the operation symbol · and nullary symbol λ, -to get F ′ we enrich the previous signature by binary ∧ and nullary 0, -to get F ′′ we enrich the last signature by binary ∨ and nullary ▽.
Now we let to act our terms on the set 2 A all our considerations concern three worlds: world of monoids -the classical one (Pin [7, 8] ), world of semirings (considered also in Polák [9, 10] ), and that of lattice algebras -a new contribution.
When generating subalgebras in 2
A * by a single regular language L using elements of those algebras of transformations and choosing the final states appropriately, we get the classical minimal complete deterministic finite automaton of L (here called the canonical finite automaton of L), the canonical meet automaton of L, see Section 6 of Polák [9] , and the canonical lattice automaton of L, respectively. Then transforming those automata accordingly we get the corresponding syntactic structures.
Our construction are also accompanied by examples. Finally, we present some instances of future Eilenberg type theorems.
Preliminaries
By an idempotent semiring we mean the structure (S, +, ·, 0, 1) where (S, +, 0) is a commutative idempotent monoid with the neutral element 0, (S, ·, 1) is a monoid with the neutral element 1 and the zero element 0, and the operations + and · satisfy the usual distributivity laws. The set S can be ordered by a ≤ b iff a + b = a (a, b ∈ S). Then 0 becomes the greatest element.
The elements of the free idempotent semiring A over the set A can be represented by finite subsets of A * . This representation is one-to-one. Operations are the operation of union and the obvious multiplication, ∅ is the neutral element for +, the zero for · and {λ} is the neutral element for ·. The interpretation of
Next structure is the free bounded distributive lattice A ⋄ over A * . Its elements can be represented as
Taking the inner sets incomparable we get the unique representatives. The interpretation of the above element is (
See Grätzer [2] . Notice that {∅} is the greatest element and ∅ is the smallest one. The structure A ⋄ is equipped also with a multiplication, namely extend the multiplication from A * to A ⋄ using
Similarly for the dual operation ∨. If we use symbols U, V for elements from A ⋄ , we assume that
where k, r 1 , . . . , r k , ℓ, s 1 , . . . , s ℓ ≥ 0, and all u i,j 's and v i,j 's are from A * .
We consider various kinds of automata. All of them are deterministic and complete and could have infinite number of states. When using the term semiautomata, no initial nor final states are specified.
Having an equivalence relation ρ on a set G and an element a ∈ G, we denote by aρ the class of G/ρ containing a.
Transformation structures
Let A be a finite non-empty set. We consider the actions of term algebras mentioned above on languages over the alphabet A.
Monoids. Let F be the absolutely free algebra (that is, the algebra of all terms) over A with respect to the binary operational symbol · and nullary operational symbol λ.
We define inductively the actions of elements of F on subsets of A * :
Proposition 1. The relation ρ * is a congruence relation on F and F/ρ * is isomorphic to the free monoid A * over A via the extension of the mapping aρ * → a, a ∈ A.
Thus ρ * is a congruence relation on F . Now we prove that, for each u, v, w ∈ F , we have (
Thus we can omit brackets in elements of F and λ acts as a neutral element. Therefore every element of F/ρ * can be represented by a word from A * . It remains to show that different words u and v represent different elements of F/ρ * . Indeed, for u = v, we have 1 ∈ {u} • u but 1 ∈ {u} • v.
⊓ ⊔
The structure (2 A * , A, •) is called here the canonical semiautomaton on A. Due to Proposition 1, given a regular language L over A, we can generate by L in (2
the set of all final states, we get the canonical finite automaton of L. This is the famous Brzozowski's construction of the minimal complete automaton for L-see [1] . For the sake of completeness we prove a part of that result.
Proposition 2 ([1])
. Given a regular language L over the alphabet A, the au-
is finite and accepts L.
Proof. Take a finite automaton (Q, A,
Semirings. Let F ′ be the absolutely free algebra over A with respect to the operational symbols ·, λ, binary symbol ∧ and nullary symbol 0. We define inductively the actions of elements of F ′ on 2
A * : we use the formulas from ( * ) for u, v ∈ F ′ and
Proposition 3. The relation ρ is a congruence relation on F ′ and F ′ /ρ is isomorphic to the free idempotent semiring A over A via the extension of the mapping aρ → a, a ∈ A.
In the same way we can prove that w ∧ u ρ w ∧ v. Thus ρ is a congruence relation on F ′ . Now we show that (F ′ /ρ , ∧, 0ρ ) is an commutative idempotent monoid with the neutral element 0ρ . The commutativity and associativity of ∧ is clear as the fact that 0ρ is a neutral element for the operation ∧. To show the idempotency of ∧ notice that, for each L ⊆ A * and
The proof of the associativity of · on F ′ /ρ and the fact that λρ is a neutral element for the operation · is similar to that for monoids. The fact that 0ρ is a zero element for · is clear.
Finally, we prove the distributivity laws. Let
We have proved that F ′ /ρ is an idempotent semiring. Therefore every element of F ′ /ρ can be represented by u 1 ∧· · ·∧u k with k ≥ 0 and u 1 , . . . , u k ∈ A * . To get the unique representation of such element we use the idempotency and commutativity law and represent the element in F ′ /ρ by the set {u 1 , . . . , u k }.
The structure (2 A * , A, •, ∩) forms the canonical meet semiautomaton on A. Moreover, given a regular language L over A, we can generate by L in (2
Taking L as the unique initial state and all states containing 1 as the set of all final states, we get the canonical finite meet automaton of L.
Lattice algebras. Let F ′′ be the absolutely free algebra over A with respect to the operational symbols ·, λ, ∧, 0, binary ∨ and nullary ▽. We use ( * ), ( ) with u, v ∈ F ′′ and
Proposition 4. The relation ρ ⋄ is a congruence relation on F ′′ and F ′′ /ρ ⋄ is isomorphic to the free distributive lattice A ⋄ over A * with (⋄⋄) (see Section 2) and their duals via the extension of the mapping aρ ⋄ → a, a ∈ A.
In the same way we can prove that w ∨ u ρ ⋄ w ∨ v. Thus ρ ⋄ is a congruence relation on F ′′ . Now we state the properties of operations ∧, ∨, ·, 0, ▽ and λ on F ′′ /ρ ⋄ . Proofs of all statements are straightforward and omitted. The operation ∧ is commutative, associative and idempotent, 0 is the neutral element and ▽ is the zero. The operation ∨ is commutative, associative and idempotent, ▽ is the neutral element and 0 is the zero. The operations ∧ and ∨ are connected by the distributivity laws. The operation · is associative, λ is the neutral element, 0 and ▽ are right zeros, and 0 · a ρ ⋄ 0, ▽ · a ρ ⋄ ▽ for all a ∈ A. Finally, the distributivity u · (v ∨ w) = u · v ∨ u · w holds for arbitrary u, v, w ∈ F ′′ and the distributivity (u ∨ v) · w = u · w ∨ v · w for u, v ∈ F ′′ and w ∈ A * . Similarly for the operation ∧. We have proved that every element of F ′′ /ρ ⋄ can be represented as (u 1,1 ∧ · · ·∧u 1,r1 )∨· · ·∨(u k,1 ∧· · ·∧u k,r k ), where k, r 1 , . . . , r k ≥ 0 and u i,j ∈ A * for all i = 1, . . . , k, j = 1, . . . , r i . (Here k = 0 corresponds to the element ▽ and k = 1,r 1 = 0 corresponds to the element 0.) Using the idempotency and commutativity of ∧ and ∨ we can write such element even as {{u 1,1 , . . . , u 1,r1 }, . . . , {u k,1 , . . . , u k,r k }}. To get canonical forms remove the richer one from each pair of comparable inner sets. We show that such different sets U and V represent elements of
The structure (2 A * , A, •, ∩, ∪) forms the canonical lattice semiautomaton on A. Moreover, given a regular language L over A, we can generate by L in (2
This structure is already mentioned in Klíma [4] . Taking L as the unique initial state and all states containing 1 as the set of all final states, we get the canonical finite lattice automaton of L.
An example
To show examples of three types of the canonical finite automata, we consider the language L = a + b + over the alphabet A = {a, b}. At first, in the canonical finite automaton A L , we have four states
There is just one final state containing the empty word, namely the state b * . The automaton is depicted on Figure 1 . To construct the canonical finite meet automaton M L of the same language L = a + b + we need to consider all possible intersections of states from A L . There are two new states: the intersection K ∩b * = b + and the intersection of the empty system ∅ = A * . The canonical finite meet automaton is depicted on Figure 2 . Dashed lines indicate the inclusion relation on the set of all states. The inclusion relation completely describes a semilattice structure of the meet automaton M L .
Finally, we consider the canonical finite lattice automaton L L of the language L = a + b + , which is depicted on Figure 3 . There is only one new state, which is K λ = K ∪ b * = K ∪ {λ} in addition to the canonical finite meet automaton M L . Now, the inclusion relation describes a lattice structure of L L . 
Syntactic structures
The basic tool of the algebraic language theory is the concept of the syntactic monoid of a regular language. It is a certain finite quotient of the free monoid on the corresponding alphabet. We recall here its definition and its construction. Then we consider modifications for the remaining two worlds.
Monoids. Given a regular language L over the alphabet A, we define the so-
The following is a folklore result.
L is isomorphic to the transformation monoid of the canonical finite semiautomaton of L.
Proof. Clearly, the relation ∼ * L is reflexive, symmetric and transitive. Further-
Semirings. Given a regular language L over the alphabet A, we define the so-called syntactic (semiring) congruence ∼ L of L on A as follows: Proof. To show that the relation ∼ L is a congruence relation on A is easy and similar to the case of monoids. Clearly, the fact U ∼ L V is equivalent to
The examples of syntactic semirings can be found e.g. in [9] . In the paper [10] it is described how one can compute the syntactic semiring algorithmically from the syntactic monoid. For the hand made computations we can use Proposition 6. For example, in the case of the language L = a + b + , we can choose the words λ, a, b, ab, and ba to represent five different transformations. There are no others, because both a and b are idempotent elements of both syntactic monoid and semiring and ba is a zero element. Moreover, ba is the minimum element in the syntactic semiring, because ba transforms all states, with exception of A * , to the state ∅. So, if we want to compute all elements of the syntactic semiring, it is enough to consider only intersections of the elements λ, a, b and ab. The crucial observation is that both λ ∧ ab and a ∧ b give the same transformation as the intersection of any triple of elements. Hence in the syntactic semiring there are, besides the element 0 and elements λ, a, b, ab, and ba, just five elements given by intersections λ∧a, λ∧b, λ∧ab, a∧ab and b ∧ab. In Table 1 we present how all these elements transform the canonical finite meet automaton. The semilattice part of the syntactic semiring is fully described by Figure 4 . Lattice algebras. Given a regular language L over the alphabet A, we define the so-called
L of L is isomorphic to the algebra of transformation of the canonical finite lattice semiautomata of L.
Proof. To show that the relation ∼ ⋄ L is a congruence relation on A ⋄ is easy and similar to the case of monoids.
Clearly
L is called the syntactic lattice algebra of L. Due to the space limitations, we are not able to present here the syntactic lattice algebra of the language L = a + b + . We mention here just the following aspect. In the syntactic lattice algebra of L the elements given by λ ∧ ab and by
Interestingly, these two terms λ ∧ ab and a ∧ b give the same element of the syntactic semiring. This example shows, that the syntactic lattice algebra can not be viewed as an extension of the syntactic semiring by adding joins.
General algebras
The Eilenberg like theorems establish bijections between certain varieties of regular languages and pseudovarieties of certain algebraic systems. Not every finite monoid is isomorphic to a syntactic one, therefore we have to generate the appropriate pseudovariety. Similarly in remaining words.
Monoids. One considers varieties of languages and pseudovarieties of finite monoids. The Eilenberg theorem can be find in [7] .
Semirings. One considers the so-called conjunctive varieties and pseudovarieties of finite semirings. For more details see e.g. [9] .
Lattice algebras. The following new definition of a notion of lattice algebras is a part of an effort of formulation of Eilenberg like theorem using the notion of syntactic lattice algebra. Such a theorem is not formulated or even proved in this paper. On the other hand Section 3 and 5 should validate the concept of the following formalism. In that definition we try to follow the basic properties of the structure F ′′ /ρ ⋄ which is isomorphic to A ⋄ by Proposition 7. In particular, we must take into account that some distributivity laws have certain values restricted to words, which must be viewed as products of generators. Simply speaking, the finitely generated lattice algebras should be exactly homomorphic images of the free lattice algebras over appropriate finite alphabet.
A lattice algebra is 8-tuple (K, ∧, ∨, ·, P, ⊥, ⊤, 1) where (K, ∧, ∨) is a bounded distributive lattice with the bottom element ⊥ and the top element ⊤, (K, ·, 1) is a monoid with right zero elements ⊥ and ⊤, P is a finite subset of K such that the lattice (K, ∧, ∨) is generated by the set of all products of elements from P and ⊤ · p and ⊥ · p hold for p ∈ P , and finally such that the distributivities q · (r ∧ s) = q · r ∧ q · s, q · (r ∨ s) = q · r ∨ q · s , (q ∧ r) · p = q · p ∧ r · p, (q ∨ r) · p = q · p ∨ r · p hold for q, r, s ∈ K and p ∈ P .
Notice that, considering A ⋄ , take P equal to the image of A, ⊤ the image of {∅} and ⊥ the image of ∅.
Examples
We show an example of a class of regular languages which can be characterized by the properties of their syntactic semirings. The class consisting of complements of these languages was mentioned in [5] , where a similar characterization was given, however in a slightly different way.
Example 2. We consider the class C consisting from all regular languages for which syntactic semirings have the binary operations · and ∧ equal on all elements different from 0. In other words, the syntactic semirings satisfy the equation x · y = x ∧ y for all x = 0 = y. We could mention here that the case when the operations · and ∧ are completely equal means that the zero element 0 for ·, which is neutral element for ∧ is equal to the neutral element λ for ·. Notice that the zero element is equal to the neutral element only in trivial monoids.
We claim that a language L over the alphabet A belongs to C if and only if L = B * for some B ⊆ A or L = ∅. Let M L = (Q L , A, •, ∩) be the canonical finite meet semiautomaton of a regular language L ∈ C, where Q L = { L • U | U ∈ A }. Since the syntactic semiring of L satisfies x · y = x ∧ y for all x = 0 = y, the meet semiautomaton
It follows that
( ∀q ∈ Q L , a 1 , a 2 , . . . , a n ∈ A ) q • a 1 . . . a n = q • a 1 ∩ q • a 2 ∩ · · · ∩ q • a n .
Now for u = a 1 . . . a n , with n > 0, a 1 , . . . , a n ∈ A, we have u ∈ L ⇐⇒ 1 ∈ L • u ⇐⇒ ( ∀i = 1, . . . , n ) 1 ∈ L • a i ⇐⇒ a 1 , a 2 , . . . , a n ∈ L. If we denote B = L ∩ A, then we can deduce that L = B + or L = B * . If B = ∅, then both cases L = ∅ and L = ∅ * = {λ} are possible. Now assume that B = ∅. If we take some b ∈ L ∩ A, then λ ∈ L • b = L • b ∩ L • λ and we have λ ∈ L. Thus, in the case B = ∅, we can conclude that L = B * .
