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Abstract
Partitioned fluid-structure interaction simulations of the arterial system
are difficult due to the incompressibility of the fluid and the shape of the
domain. The interface artificial compressibility method (IAC) mitigates the
incompressibility constraint by adding a source term to the continuity equa-
tion in the fluid domain adjacent to the fluid-structure interface. This source
term imitates the effect of the structure’s displacement as a result of the fluid
pressure and disappears when the coupling iterations have converged. The
IAC method requires a small modification of the flow solver but not of the
black box structural solver and it outperforms a partitioned quasi-Newton
coupling of two black box solvers in a simulation of a carotid bifurcation.
Keywords: fluid-structure interaction, interface artificial compressibility, interface
block quasi-Newton, carotid bifurcation.
1 Introduction
Numerical simulation of various biomedical topics has gained in interest over the
last decade [1]. In particular, fluid-structure interaction (FSI) in the arterial system
is studied with the aim of improving artificial heart valves [2, 3, 4] and predicting
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the rupture of aneurysms or the outcome of surgical procedures [5, 6]. In multi-
scale simulations, a detailed three-dimensional simulation of the area of interest
is coupled with one-dimensional models which act as boundary conditions and
represent the rest of the cardiovascular system [7]. Moreover, patient-specific
data are used for both material models and geometry to increase the fidelity of the
simulations [8, 9].
FSI simulations in general can be solved in a monolithic or partitioned way.
The monolithic approach is to solve the flow equations and the structural equa-
tions simultaneously [10]. In a partitioned simulation, the governing equations
in the flow domain and in the structural domain are solved with a separate flow
solver and structural solver so coupling iterations have to be performed between
these solvers and the exchange of information is limited to the fluid-structure in-
terface. The main advantage of the monolithic approach is that no coupling iter-
ations within the time step are required. On the other hand, existing flow solvers
and structural solvers can be employed in a partitioned simulation, reducing soft-
ware development efforts and improving manageability.
It is common to use a Dirichlet-Neumann partitioning for FSI simulations
which means that the flow problem is solved for a given displacement of the
fluid-structure interface and that a stress boundary condition is applied on the
wet boundary of the structural problem [11]. This partitioning is chosen because
most flow solvers cannot calculate both the flow variables and the mesh position
for a given stress on a boundary.
In a block Gauss-Seidel scheme with Dirichlet-Neumann partitioning, the flow
problem is solved for a given position of the fluid-structure interface, followed by
a calculation of the deformation of the structure due to the fluid stress on the fluid-
structure interface and subsequently iterations are performed until convergence is
obtained. The convergence of this simple scheme is however very slow for FSI
simulations with flexible structures and incompressible fluids, if it converges at
all, but it can be accelerated by using Aitken relaxation [12]. Other techniques
to accelerate the convergence include the interface block quasi-Newton technique
with least-squares reduced-order models (IBQN-LS) [13, 14] and the interface
quasi-Newton technique with inverse Jacobian from a least-squares model (IQN-
ILS) [15] which provide superior convergence of the coupling iterations between
two black-box solvers in comparison with relaxation methods.
Block Newton-Raphson methods can also be used in both monolithic [16, 17,
10] and partitioned [18, 19, 20] solution techniques for FSI problems. These meth-
ods solve the nonlinear flow equations and the structural equations for the vari-
ables in the entire fluid and solid domain with the Newton-Raphson method. The
linear system within the Newton-Raphson iteration can be solved without knowl-
edge of the Jacobian with a matrix-free Krylov solver, using a finite-difference
approximation of the Jacobian-vector product [10]. Both monolithic and parti-
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tioned Newton-Raphson methods for FSI problems are described by Tezduyar et
al. [21, 22].
To calculate the flow in a deforming domain, the flow equations are frequently
written in arbitrary Lagrangian-Eulerian formulation and solved on a moving
mesh. The deformation of the fluid mesh due to a displacement of the fluid-
structure boundary can be calculated with a structural analogy. If the mesh be-
comes too distorted, remeshing has to be performed. An alternative is the im-
mersed boundary method of Peskin [23, 24] which is also common in FSI for
biomedical problems. In this method, the flow equations are solved on an Eule-
rian mesh and the effect of the immersed boundary on the fluid is given by a force
density function. A disadvantage of the latter method and other fictitious domain
methods is that it is harder to calculate stresses on the fluid-structure interface ac-
curately, which can be mitigated by adaptive meshing [25]. However, fictitious
domain methods are practical in heart valve simulations where the fluid domain is
divided in separate regions by the motion of the structure [26].
Causin et al. [11] demonstrated the difficulties of partitioned FSI with in-
compressible fluids and flexible structures by rewriting the flow equations as an
added-mass operator in the structural equations. Substitution of a linear reduced-
physics model of the flow into the structural equations approximates the added-
mass operator and thus it accelerates the convergence of the coupling iterations
[27]. In [28], block Gauss-Seidel iterations between the flow solver and the struc-
tural solver and the effect of substituting a linearized model for the structure in the
flow equations are analyzed with Fourier error analysis. This analysis on a one-
dimensional flexible tube shows that the perturbations of the interface’s position
with a low wavenumber are most unstable due to the incompressibility constraint
of the fluid. Especially the substitution of the linearized structural model in the
continuity equation of the flow problem proved to stabilize the coupling iterations.
This substitution term in the continuity equation of the flow problem can be
interpreted as compressibility but the term disappears completely when the block
Gauss-Seidel iterations have converged such that the solution of the incompress-
ible flow equations is found. Hence, this technique was named artificial compress-
ibility method and it has previously been applied to two- and three-dimensional
problems with simple geometries [29, 30, 31, 32]. The artificial compressibil-
ity method has been improved by limiting the compressibility to the fluid cells
adjacent to the fluid-structure interface, which is called interface artificial com-
pressibility (IAC), and it has been demonstrated briefly how the compressibility
coefficients can be obtained from a black-box structural solver [33, 34]. Due to
the addition of the substitution term, the IAC method cannot be combined with the
above mentioned acceleration techniques for block Gauss-Seidel iterations like the
IBQN-LS method.
The concept of the artificial compressibility method for FSI is similar to the
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artificial compressibility method of Chorin [35] and Te´mam [36] who introduced
compressibility in pseudo-time to calculate steady flow of incompressible flu-
ids. This concept was later extended to unsteady simulations by Peyret [37] and
Merkle and Athavale [38] who used a calculation in pseudo-time within every
time step. In the artificial compressibility method for FSI, the iterations between
the flow solver and the structural solver within the time step can also be consid-
ered as pseudo-time. It will be shown that if the artificial compressibility is only
used at the interface, this corresponds to an implicit treatment of the boundary
displacement while the flow equations are solved.
In this paper, the IAC method is applied to an FSI simulation of a patient-
specific carotid bifurcation geometry which is a much larger and more complex
problem than those previously studied with IAC. The procedure to calculate the
compressibility coefficients for a black-box structural solver is explained in detail
and the performance of the IAC method is compared with interface block quasi-
Newton.
Several studies on bifurcations of arteries have been performed before with
other methods. Some were limited to flow calculations [39] or prescribed mo-
tion of the artery wall [40] while Scotti et al. [41] performed FSI simulations of
patient-specific abdominal aortic aneurysms with an iliac bifurcation and local-
ized intraluminal thrombus using the monolithic solver of ADINA (Adina R&D,
Inc., Watertown, MA, U.S.A.) [17]. Perktold et al. [42] simulated a carotid artery
bifurcation with block Gauss-Seidel iterations between the flow solver and the
structural solver and Yang et al. [43] studied the pulmonary arterial bifurcation
with the same technique [44].
The remainder of this paper is outlined as follows. The governing equations
for the flow and the structure are given in section 2 and subsequently the IAC
and IBQN-LS method are explained in section 3. In section 4, both coupling
techniques are verified by performing a simulation of a three-dimensional straight
elastic tube and finally the results for the carotid bifurcation are given.
2 Governing equations
In this section, the governing equations for the fluid flow and the structure are
outlined briefly. The fluid domain and structural domain are indicated as Ωf and
Ωs, respectively, and their boundaries as Γf and Γs. The fluid-structure interface
Γi = Γf ∩ Γs is the common boundary of these domains.
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2.1 Flow equations
The unsteady flow of an incompressible, isothermal fluid is governed by the con-
servation of mass and the Navier-Stokes equations, given by
∇ · v = 0 (1a)
ρf
∂v
∂t
+ ρf∇ · (vv)−∇ · τ f = f f (1b)
for x ∈ Ωf . The flow velocity is denoted by v, ρf is the fluid density, t the time
and f f the body forces per unit of volume on the fluid. For a Newtonian fluid, the
stress tensor is defined as τ f = −pI + 2µγ with γ = 12(∇v + (∇v)T) the rate
of strain tensor and µ the dynamic fluid viscosity. Using the Dirichlet-Neumann
partitioning, the flow problem is subject to the kinematic boundary condition
v = u˙ (2)
for x ∈ Γi with u the structural displacement and appropriate conditions on the
remainder of the boundary Γf\Γi.
In FSI calculations, these equations have to be solved on a moving mesh due to
the deformation of the structure and therefore they are discretized in the arbitrary
Lagrangian-Eulerian formulation. For the discrete equations in a control volume
to be conservative in time, the volume swept by the control volume’s boundaries
must be calculated in such a way that it is consistent with the time discretization of
the change of its volume. Therefore, every discretization has its own requirement
with respect to a consistent calculation of the time-dependent geometric quantities
which is commonly referred to as the geometric conservation law [45].
Equations (1), integrated over an arbitrary, deforming control volume V are
given by
∂V
∂t
+
∫
∂V
(v − vb) · dA = 0 (3a)
ρf
∂
∂t
∫
V
vdV + ρf
∫
∂V
v(v − vb) · dA−
∫
∂V
τ f · dA =
∫
V
f fdV (3b)
with ∂V the the control volume’s boundary, A the area vector pointing outward
and vb the velocity of the control volume’s boundary.
The process of solving the flow equations (3) for a given position of the fluid-
structure interface is indicated by the function
T = F(X) (4)
which is referred to as the flow solver and which concisely represents several
operations. The discretized positionX ∈ RN of the entire fluid-structure interface
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Γi is passed to the flow code and the grid of the fluid domain adjacent to the
interface is adapted accordingly. Subsequently, the flow equations are solved for
the fluid state and the distribution of the fluid stress on Γi is returned as T ∈ RM .
Both X and T are at the new time level tn+1, as is F such that the boundary
conditions and other settings of F are also adapted to the new time level. In the
remainder of this paper, all values and functions are at the new time level n + 1,
unless indicated otherwise with a superscript. A subscript indicates the coupling
iteration within the time step.
2.2 Structural equations
The deformation of the structure is determined by the conservation of momentum
ρs
∂2u
∂t2
−∇ · τ s = f s (5)
for x ∈ Ωs with ρs the structural density and f s the body force per unit volume
on the structure. The relation between the stress tensor τ s and the strains is given
by the constitutive equation of the material. Again using the Dirichlet-Neumann
partitioning, the structural problem is subject to the dynamic boundary condition
τ s · ns = −τ f · nf (6)
for x ∈ Γi with ns and nf the unit normal vectors pointing outwards of Ωs and
Ωf , respectively, and suitable boundary conditions on Γs\Γi.
The structural solver is represented by the function
X = S(T ), (7)
which indicates that the fluid stress on Γi is passed to the structural code which
then solves the entire structural problem and returns the new position of the fluid-
structure interface Γi. With these definitions, the coupled FSI problem is to find
X (and T ) such that
X = S ◦ F(X) or R(X) = S ◦ F(X)−X = 0 (8)
with R the residual of the coupled problem.
If the flow problem and the structural problem are not discretized in the same
way on the fluid-structure interface, an interpolation between the variables of both
solvers is required. In this paper, it is assumed that this interpolation is included
in one of the solvers if necessary. An overview of interpolation techniques can be
found in [46, 47]. When different time discretizations are used by both solvers, it
is possible that spurious oscillations in time are present in the acceleration of the
fluid and the structure and thus also in the stresses on the interface [48].
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3 Coupling techniques
In partitioned fluid-structure interaction simulations with an incompressible fluid
and a structure of comparable density, coupling iterations between the flow prob-
lem and the structural problem have to be performed to obtain the coupled solution
[11, 49]. The block Gauss-Seidel scheme mentioned in the introduction is an im-
plicit coupling technique as the equilibrium between the flow and the structure is
enforced in every time step by performing coupling iterations between the flow
solver and structural solver. However, the coupling iterations themselves are ex-
plicit because the interface’s position is not adapted during the solution of the flow
problem and the stress on the interface does not change while the structural prob-
lem is solved. Consequently, the block Gauss-Seidel scheme converges slowly, if
at all.
To accelerate the convergence of the coupling iterations, some degree of im-
plicitness or relaxation has to be added during the solution of the flow problem
and structural problem. The IAC method introduces implicitness through a source
term in the mass conservation of the flow problem with a similar effect on the flow
field as the displacement of the fluid-structure interface due to the pressure. On
the other hand, the IBQN-LS method creates a least-squares reduced-order model
of the black box flow solver and structural solver. The coupled solution of both
models can be calculated because their Jacobians with respect to all variables are
known.
Both coupling techniques begin a time step with an extrapolation of the inter-
face’s position
X0 =
5
2
(Xn)− 2(Xn−1) + 1
2
(Xn−2), (9)
based on the previous time steps. Lower order extrapolations are used for the first
two time steps. The residual of the FSI problem is calculated as
Rk+1 = Xk+1 −Xk (10)
and the coupling iterations in a time step have converged when ||Rk||2 ≤ o with
o a fraction of ||R1||2.
3.1 Interface artificial compressibility (IAC)
Due to the incompressibility of the fluid, a perturbation of the interface’s position
with a low wavenumber accelerates most of the fluid and consequently large pres-
sure gradients arise in the fluid. The resulting stress on the interface frequently
causes an even larger displacement of the structure and thus leads to divergence
of the iterations. This instability is reduced by adding artificial compressibility in
a way that mimics the displacement of the structure [28].
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To determine the suitable amount of compressibility, the deformation of the
structure in the first time step due to two different pressure distributions on the
fluid-structure interface is calculated with the black box structural solver.
X1a = S(T 1a ) (11a)
X1b = S(T 1b ) (11b)
In this paper, T 1a and T
1
b are a constant pressure on the entire interface but a
varying pressure is also possible. The pressures p1a and p
1
b that have been used are
estimations for the lowest and highest pressure during the entire simulation but
the method is robust with respect to this choice because it also performs well with
only a small difference between p1a and p
1
b as will be demonstrated in Section 4.1.
The calculations with the structural solver in equations (11) are performed in the
same way as a normal time step, with the same time step and the corresponding
inertia forces.
The positionsX1a andX
1
b are subsequently transferred to the flow solver which
results in two different deformations of the control volumes adjacent to the fluid-
structure interface. The volume ∆vol swept by the fluid-structure interface as
the interface is displaced from X1a to X
1
b is calculated for every control volume
adjacent to the fluid-structure interface as shown in figure 1 and the artificial com-
pressibility coefficient c is then calculated as
c2 =
pb − pa
∆vol
vol
ρ
(12)
with vol the volume of the control volume and ∆t the time step. Equation (12) is
similar to the Bramwell-Hill equation for the wave speed cBH in a straight elastic
tube with cross sectional area S
c2BH =
dp
dS
S
ρ
(13)
and the latter is a more general form of the Moens-Korteweg equation for small
deformations of thin-walled tubes.
The compressibility of the fluid near the fluid-structure interface is obtained
by adding a source term in the continuity equation∫
Vk
1
ρc2
pk+1 − pk
∆t
dV +
∂Vk
∂t
+
∫
∂Vk
(vk+1 − vb,k) · dA = 0 (14)
for the control volumes adjacent to the fluid-structure interface. The flow equa-
tions are solved for pk+1 and vk+1 and the additional source term is treated im-
plicitly. When the coupling iterations converge, pk+1 is equal to pk such that the
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source term disappears and consequently the solution of the time step corresponds
with an incompressible fluid. The flow solver with the artificial compressibility
is further indicated as F˜ and the block Gauss-Seidel scheme with artificial com-
pressibility is shown in algorithm 1.
Algorithm 1 Interface artificial compressibility method
1: X0 = 5/2(X
n)− 2(Xn−1) + 1/2(Xn−2)
2: X1 = S ◦ F˜(X0)
3: R1 = X1 −X0
4: k = 1
5: while ||Rk||2 > o do
6: Xk+1 = S ◦ F˜(Xk)
7: Rk+1 = Xk+1 −Xk
8: k = k + 1
9: end while
Substitution of equation (12) in equation (14) gives
∆vol
pb − pa
pk+1 − pk
∆t
+
∂Vk
∂t
+
∫
∂Vk
(vk+1 − vb,k) · dA = 0. (15)
The first term in the previous equation thus represents a linear approximation for
Vk+1 − Vk
∆t
. (16)
The similarity with artificial compressibility methods for the simulation of incom-
pressible flows is that the different coupling iterations can be conceived as steps
in a pseudo-time. From that point of view, equation (16) is a time derivative in the
pseudo-time (with pseudo-time step equal to∆t) which is added to the continuity
equation.
If a first-order differencing scheme is used for the second term in equation (15)
∂Vk
∂t
≈ Vk − V
n
∆t
, (17)
the first two terms of this equation become
Vk+1 − Vk
∆t
+
Vk − V n
∆t
=
Vk+1 − V n
∆t
. (18)
Consequently, the continuity equation with the IAC term is given by
∂Vk+1
∂t
+
∫
∂Vk
(vk+1 − vb,k) · dA = 0. (19)
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such that the time derivative of V due to the displacement of the interface is now
treated implicitly during the solution of the flow equations, albeit in an approxi-
mate, linearized way.
If the pressure in a control volume next to the interface changes, the source
term mimics how much the structure will move due to that change and it causes a
modification of the velocity field such that the velocity already corresponds with
the approximated position of the structure. The fluid mass that will be displaced
by the motion of the structure is temporarily stored in the pressure field of the
control volumes adjacent to the interface as can be seen in equation (19).
Equation (19) also demonstrates that the IAC source term only has to be added
to the continuity equation of the control volumes adjacent to the interface. Only
the cells next to the interface can take into account the position of the interface
in an implicit way. The fluid mass that is stored in the IAC source term will be
replaced by real fluid mass in the next coupling iteration once the structural solver
has calculated the new position of the interface. For the other control volumes
which are not adjacent to the interface, it consequently seems like the interface
is already on the approximated position. It is thus important to limit the artificial
compressibility to the control volumes adjacent to the fluid-structure interface. If
compressibility is added in the entire fluid domain [29, 30, 31, 32], the difference
in mass is distributed over the entire fluid domain while the change in volume
occurs only at the interface.
The coefficients c are calculated once at the beginning of the unsteady simu-
lation and the same coefficients are used for all time steps. However, these lin-
earized relations between the displacement of the elements on the interface and
the pressure are only valid in some range around the pressure for which they have
been obtained. If the pressure at the interface changes significantly during the
simulation (e.g. due to time-varying boundary conditions), it is possible that new
linearization in the neighbourhood of the new pressure have to be calculated.
3.2 Interface block quasi-Newton (IBQN-LS)
The interface block quasi-Newton method with two least-squares reduced-order
models is explained in detail in [14] and is outlined below for completeness.
In block Gauss-Seidel iterations, the flow problem is solved for different po-
sitions of the fluid-structure interface in consecutive iterations. For each of those
positions, the flow solver calculates the corresponding stress distribution on the
interface. With this sequence of interface positions and the corresponding stress
distributions, a least-squares approximation for the Jacobian of F is calculated.
In every subsequent coupling iteration, the flow solver F calculates the stress dis-
tribution on the interface for another position of the interface and this information
is used to improve the approximate Jacobian. With the approximate Jacobian of
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the flow solver, the change of the stress distribution on the interface due to a dis-
placement of the interface can be predicted.
The same procedure is followed for the structural solver to obtain an approx-
imate Jacobian for S such that also the change of the interface’s position due to
a change of the stress distribution can be estimated. With the approximate Jaco-
bians of F and S, the coupled solution of the flow solver and the structural solver
can be calculated in an approximate but nevertheless implicit way by solving a
linear system with as dimension the number of degrees of freedom on the inter-
face. As the accuracy of the least-squares Jacobian improves during the coupling
iterations, also the coupled solution becomes more accurate.
The algorithm described in [14] has been extended by reusing the information
from the previous r time steps to improve the least-squares estimation for the Ja-
cobians. Moreover, the least-squares problems are solved with QR-decomposition
instead of with the normal equations [50] and the above-mentioned linear systems
are solved with a matrix-free version of the generalized conjugate residual method
[51].
The IBQN-LS method couples two black-box solvers whereas a source term
has to be added to the continuity equation in the IAC method. However, the latter
is possible in some flow solvers by means of user-defined functions without access
to the source code .
4 Results
In this section, the implementation of both coupling techniques is verified by sim-
ulating the pressure wave propagation in a straight cylinder followed by the sim-
ulation with the geometry of a carotid bifurcation. The examples presented below
are confined flow problems but both the IAC method and the IBQN-LS method
have also been applied successfully to immersed bodies. A simulation of the os-
cillating beam attached to a rigid cylinder in a laminar flow from the benchmark
of Turek et al.[10] results in the same conclusion about the coupling techniques
as the examples below (not presented).
4.1 Tube
The IAC method and the IBQN-LS method have both been used to simulate a
straight elastic tube with inner radius 0.005m, length 0.050m and wall thickness
0.001m as described by Fernandez et al. [52] among others [7, 27]. The solid is
linear elastic with a Young modulus of 3·105N/m2 and a Poisson ratio of 0.3 and it
has a density of 1200 kg/m3. The structure is clamped at both ends. The viscosity
of the fluid is 0.003 Pa·s and its density is 1000 kg/m3. At the inlet of the tube, a
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pressure of 1333.2 Pa is applied during 0.003 s and 0 Pa afterwards. At the outlet a
pressure of 0 Pa is imposed and the fluid-structure interface is a no-slip boundary.
The wave propagation is followed during 0.01 s with time steps of 0.0001 s.
All simulations have been performed with the flow solver Fluent (Ansys, Inc.,Lebanon,
NH, U.S.A) and structural solver Abaqus (Simulia, Inc., Providence, RI, U.S.A.).
The finite volume flow solver uses second order discretization for the pressure
and second order upwind for the momentum and solves the flow equations for the
pressure and velocity in a coupled way with first order time accuracy. The mesh
of the fluid domain is adapted to the position of the fluid-structure interface with a
spring analogy. The finite element structural solver uses implicit time integration
of quadrilateral shell elements with 8 nodes and takes into account the geometric
nonlinearities due to the large deformation of the structure. The fluid and structure
meshes match each other at the interface.
The mesh for the flow calculation consists of 9282 cells and the mesh on the
fluid-structure interface of the fluid model with 1632 rectangular elements has
been exported to obtain the mesh for the structural calculation. The coupling
algorithm is executed on one core, the flow solver on three cores and the structural
solver on two cores of a dedicated machine with two Intel Xeon 5160 dual-core
processors.
The pressure contours on the fluid-structure interface in figure 2 show the wave
propagation in the straight elastic tube and they compare well with those in [52].
Figure 3 demonstrates that the rate of change of the tube’s volume V corresponds
excellently with the net volumetric influx throughout the simulation with the IAC
method and also with the net volumetric flux in the simulation with the IBQN-LS
method. The compressibility has thus disappeared completely once the coupling
iterations have converged. The compressibility coefficients are calculated with
pa = 0Pa and pb = 1333.2Pa.
The number of coupling iterations per time step averaged over an entire sim-
ulation is given in table 1 for both the IAC method and the IBQN-LS method
with a convergence tolerance of o = 10−3||R1||2. The simulation with the IAC
method required least CPU time and the duration of the simulations with the
IBQN-LS method relative to this simulation is also tabulated. The simulation
with the IBQN-LS method is greatly accelerated by reusing information from the
previous time steps but this technique becomes counterproductive when too much
time steps are reused because too old information will cause errors in the least-
squares Jacobians. In this case, no more than 12 time steps should be reused but
the variation near the optimum is limited.
To demonstrate that the IAC method is robust with respect to pa and pb, this
simulation has also been performed with pa = 500Pa and different values of pb,
namely pb = pa+1000Pa, pb = pa+100Pa, pb = pa+10Pa and pb = pa+1Pa.
All these simulations gave the same result and they all required on average 5
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coupling iterations per time step.
4.2 Carotid bifurcation
The model for the carotid artery is based on a geometry from a healthy volunteer in
which an eccentric plaque in the interna was added. Starting from CT-scans, the
geometry was three-dimensionally reconstructed with Mimics (Materialise NV,
Leuven, Belgium). The fluid domain is discretized with 87613 cells and it has the
same mesh on the fluid-structure interface as the structural model that consists of
one layer with 8299 quadrilateral shell elements with 8 nodes as shown in figure 4.
The distance between the inlet at the common carotid artery and the two outlets
(interna and externa) is 0.095m.
The same flow solver and structural solver as in the previous example have
been used, with the same material properties and boundary conditions. The pres-
sure contours on the fluid-structure interface are shown in figure 5.
The average number of iterations and the relative duration of the simulations
with the IAC and IBQN-LS method are given in table 2. For these simulations
with a longer and more complex domain, the difference in duration between both
methods is much larger than for the straight tube because the convergence of the
flow solver is significantly slower in the simulations of the bifurcation with IBQN-
LS. On the other hand, the difference in number of coupling iterations is similar
to the simulations of the flexible tube. The number of coupling iterations in every
time step is shown in figure 6.
5 Conclusion
Both the IAC method and the IBQN-LS can be used to simulate FSI in the geom-
etry of a carotid bifurcation. The IAC method is faster because information about
the structural solver is included within the flow solver by adding a source term
in the continuity equation whereas the IBQN-LS method couples two black box
solvers by approximating their Jacobians.
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7 Figures and tables
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Figure 1: Volume ∆vol swept by the interface as the latter is displaced from X1a
to X1b with nf the unit normal pointing outward of the fluid domain.
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(a) t = 0.0025 s (b) t = 0.0050 s
(c) t = 0.0075 s (d) t = 0.0100 s
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Figure 2: Pressure contours on the fluid-structure interface for the simulation of
the wave propagation in the straight elastic tube. The deformations have been
magnified by a factor 10. These results compare well with those presented in
[52].
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Figure 3: Comparison of the rate of change of the tube’s volume V and the net
volumetric influx for the simulation of the wave propagation in the straight elas-
tic tube with the IAC and IBQN-LS method. The maximal difference between
the curves for the IAC method is 1.85·10−9m3/s which proves that the artifi-
cially added compressibility has disappeared once the coupling iterations have
converged.
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Figure 4: Mesh on the fluid-structure interface for the simulation of wave propa-
gation in the carotid bifurcation.
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(a) t = 0.0050 s (b) t = 0.0100 s
(c) t = 0.0150 s (d) t = 0.0200 s
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Figure 5: Pressure contours on the fluid-structure interface for the simulation of
the wave propagation in the carotid bifurcation.
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Figure 6: Number of coupling iterations per time step for the simulation of wave
propagation in the carotid bifurcation.
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Algorithm Iterations Duration
IAC 4.99 1.00
IBQN-LS(0) 10.48 2.33
IBQN-LS(1) 8.88 1.97
IBQN-LS(5) 7.16 1.57
IBQN-LS(10) 6.27 1.41
IBQN-LS(11) 6.16 1.39
IBQN-LS(12) 6.04 1.36
IBQN-LS(13) 6.06 1.37
Table 1: Number of coupling iterations per time step and relative duration with
respect to the IAC method (4 hours and 22 minutes) for the simulation of the
wave propagation in the straight elastic tube. The number of iterations per time
step has been averaged over the entire simulation. IBQN-LS(r) denotes that in-
formation from r time steps is reused to improve the least-squares estimation of
the Jacobians.
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Algorithm Iterations Duration
IAC 5.58 1.00
IBQN-LS(2) 12.56 5.68
IBQN-LS(7) 8.94 3.96
IBQN-LS(12) 7.87 3.45
Table 2: Number of coupling iterations per time step and relative duration with
respect to the IAC method (2 days, 11 hours and 46 minutes) for the simulation
of the wave propagation in the carotid bifurcation. The number of iterations per
time step has been averaged over the entire simulation. IBQN-LS(r) denotes that
information from r time steps is reused to improve the least-squares estimation of
the Jacobians.
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