Abstract. We consider and completely solve the parametrized family of Thue equations
Introduction
Let R be a commutative ring, R × its group of units and F ∈ R[X, Y ] be a binary irreducible form of degree d ≥ 3. An equation F (X, Y ) = m with m ∈ R × is called a Thue equation since Thue proved in 1909 [13] the finiteness of solutions x, y ∈ R of such equations for R = Z. Nowadays, it is known how to solve algorithmically a Thue equation over a ring R that is finitely generated over Z. The study of Thue equations over function fields started with Gill's paper [4] . In the next 50 years several authors such as Schmidt [11] , Mason [8, 9] and Dvornicich and Zannier [1] considered the problem to determine effectively all solutions of a given Thue equation over some function field. In contrast to the number field case R is not necessarily finitely generated over Z, so Thue equations over function fields may have infinitely many solutions. A criterion for the finiteness of solutions of a given Thue equation was shown by Lettl [7] .
Since 1990, when Thomas [12] investigated a parametrized family of cubic Thue equations with positive discriminant, several families of parametrized Thue equations F λ (X, Y ) = m have been studied (see a survey [5] for further references). Usually, such a family of equations has finitely many families of solutions depending on the parameter λ and finitely many sporadic solutions for certain values of λ. This is however not true in general. It was shown by Lettl in [6] that a family of Thue equations can have sporadic solutions for infinitely many values of the parameter λ. The first family of Thue equations over a function field was solved by the first author and Ziegler [2] . In [3] they went a step further and solved a family where the parameter itself is a polynomial. Further results were obtained later by Ziegler in [15, 14] . We mention that the problem for function fields can be viewed as looking for families of solutions parametrized by polynomials resp. algebraic functions and this point of view is behind Lettl's result mentioned above.
In this paper we again consider a family, now with degree d = 4, where the solutions x, y and the parameter λ come from the commutative ring R = C[T ] and the right hand side is a unit in R. In the integer case, this family was considered and completely solved by Mignotte, Pethő and Roth [10] . We prove:
Then the set of solutions in C[T ]×C[T ] of the parametric Thue equation
The family of Thue equations that we consider is a family of splitting type over the ring C[T ], i.e., it has the form
where p i ∈ C[T ], for i = 1, . . . , d − 1, and ξ ∈ C × . Ziegler [14] proved that such equations have only the trivial solutions
For the equation in Theorem 1.1, those conditions are not satisfied, so beside the trivial solutions we also have a non-trivial one, namely (−ζ, ζλ) above.
In order to prove Theorem 1.1 we partially follow the original ideas of Mason [8] . In Section 2 we give a decomposition of F (X, Y ), and define the relevant ring and determine its unit group. The decomposition used differs from the simple one suggested by Mason's method, making the relevant ring smaller, and thus making the calculation of the unit group easier. In Section 3 we finish the proof of Theorem 1.1. Here we avoid the use of height bounds, hence the whole proof is very elementary.
A remark about the notation: throughout the paper, if A is a ring, then A 2 denotes the set {a 2 ; a ∈ A}.
Determining the unit group
It is clear that the elements of S are solutions of the equation
The left hand side is either zero or it has positive degree. Thus y 4 = ξ and x ∈ {0, ±y, λy}, so (x, y) ∈ S. Suppose that y / ∈ C and x ∈ C. Then y(y − x)(y + x)(y + λx) = ξ − x 4 ∈ C, and deg(y) > 0, so x 4 = ξ and y = −λx, hence (x, y) ∈ S. So if x or y is in C, then (x, y) ∈ S. We will show that if x, y ∈ C[T ] and f (x, y) ∈ C × , then x or y is in C, thus proving the theorem.
. Suppose indirectly that u ∈ K. Using that R is integrally closed and u 2 −λu+1 = 0, we obtain u ∈ R.
is a degree 2 extension of K. Using the equation u 2 − λu + 1 = 0 we obtain that O = R ⊕ Ru, and that O is integral over R. The ring R is integrally closed, so O ∩ K = R and 
The following crucial lemma determines the unit group O × .
Remark 1. We could further decompose F (X, Y ) as
where α 1 , . . . , α 4 are elements of a fixed algebraic closure
Then one would proceed by determining the structure of the unit group R[α 1 ]
× . However this is probably more difficult to calculate than
× , because K(u)/K is a degree 2 Galois extension, while K(α 1 )/K is a degree 4 non-Galois extension.
3. Finishing the proof of Theorem 1.1
Using Lemma 2.1 we get that x 2 − y 2 − xyu = cu m for some c ∈ C × and m ∈ Z. After multiplying x, y by a nonzero scalar, we may assume that c = 1. Following Mason's approach, one could try to get an upper bound for |m| using height bounds. Then one could check the finitely many remaining cases one by one. Here instead we only do the second step, but for a general m, which allows us to omit the height bounds.
For every n ∈ Z there are unique A n , B n ∈ R such that u n = A n + B n u.
If n ∈ Z, then u n+1 = (A n + B n u)u = A n u + B n (λu − 1) = −B n + (A n + λB n )u, so A n+1 = −B n and B n+1 = A n + λB n . One can see easily that A n and B n are polynomials in λ. We introduce the sequences (U n ) n∈Z and (V n ) n∈Z in Z[X], defined by the following recursion: U 0 = 1, V 0 = 0, and U n+1 = −V n and V n+1 = U n +XV n for every n ∈ Z. Furthermore, let G n = U n +2iV n ∈ C[X] and
The following lemma is very useful in this situation. 
