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STABLE COHOMOLOGY OF ALTERNATING GROUPS
FEDOR BOGOMOLOV1 AND CHRISTIAN BO¨HNING2
Abstract. In this article we determine the stable cohomology
groups Hi
s
(An, Z/pZ) of the alternating groups An for all integers
n and i, and all primes p.
1. Introduction and preliminaries
Let G be a finite group, V a finite-dimensional generically free complex
representation of G, and let V L ⊂ V be the nonempty open subset of V
on which the G-action is free. There is then a natural homotopy class of
maps from the classifying space BG to V L/G which, for each nonempty
G-invariant Zariski open subset U ⊂ V L gives maps H i(G, Z/pZ) →
H i(U/G,Z/pZ). It turns out that the kernel KG, V of
H i(G, Z/pZ)→ lim
−→
U
H i(U/G, Z/pZ)
is independent of V , and the stable cohomology H is(G, Z/pZ) is de-
fined to be the quotient H i(G, Z/pZ)/KV, G. Let K = C(V )G. Alge-
braically, H is(G, Z/pZ) can be identified with the image ofH i(G, Z/pZ)
in H i(Gal(K), Z/pZ).
More accessible computationally and stable birational invariants of the
function field K are the unramified cohomology groups Hinr(G, Z/pZ)
defined as follows: geometrically, the unramified cohomology classes a
inside His(G, Z/pZ) are those for which, given any divisorial valuation
νD of K, there exists a normal model X = XD of K on which νD has
a center, an isomorphism i : UX → UV L/G between nonempty open
subsets UX of X and UV L/G of V
L/G, and a representative a′ of a in
H i(UV L/G, Z/pZ) such that there is a class b ∈ H i(X, Z/pZ) whose
image in H i(UX , Z/pZ) coincides with i∗(a′). More algebraically, if
Oν ⊂ K is the valuation ring of ν, κν = Oν/mν its residue field,
S = Spec(Oν) with open subset the generic point U = Spec(K) ⊂ S
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and complement the closed point Z = Spec(κν) ⊂ S, one can write
down the long exact sequence of e´tale cohomology with supports
· · · → H i(S,Z/p)→ H i(U,Z/p)→ H i+1Z (S,Z/p)→ H
i+1(S,Z/p)→ . . .
where H i(U, Z/p) ≃ H i(Gal(K), Z/p) and there is the cohomological
purity isomorphism
HjZ(S, Z/p) ≃ H
j−2(Z, Z/p)
whence the preceding sequence becomes the Gysin sequence
· · · → H ie´t(S, Z/p)
rν→ H i(Gal(K), Z/p)
∂ν→ H i−1(Gal(κν), Z/p)→ H i+1e´t (S, Z/p)→ . . . .
A class in H i(Gal(K), Z/p) is clearly unramified according to the geo-
metric definition if and only if it is in the image of all maps rν for ν
running over the divisorial valuations of K, i.e. equivalently if it is in
the kernel of all maps ∂ν , the residue maps. The preceding sequence
has as topological analogue the Borel-Moore long exact sequence. The
residue map
∂ν : H
i(Gal(K), Z/p)→ H i−1(Gal(κν), Z/p)
agrees -up to a sign- with the following map defined entirely within the
framework of Galois cohomology (see e.g. [GMS], Chap. II of Serre’s
part, §6 and §7): extend ν in some way to a valuation ν∗ on K¯ which
is possible by Chevalley’s theorem; all such extensions are conjugate
under Γ = Gal(K), and ν∗ defines subgroups ΓZ ⊂ Γ (the decom-
position group, Zerlegungsgruppe) and ΓT ⊂ Γ (the inertia subgroup,
Tra¨gheitsgruppe) by the conditions that σ ∈ Γ is in ΓZ if σ · ν
∗ and
ν∗ are equivalent valuations, i.e. have the same valuation ring, and ΓT
consists of those σ such that σ · x− x ∈Mν∗ for all x in the valuation
ring of ν∗ whose maximal ideal we denoted by Mν∗ . The decomposi-
tion group can be identified with the Galois group Gal(K¯ν/Kν) of the
completion of K with respect to ν. The residue map ∂ν then factors
over the restriction to the decomposition group
∂ν : H
i(Gal(K), Z/p)→ H i(Gal(Kν), Z/p)
r
→ H i−1(Gal(κν), Z/p)
where the second arrow has the following description in the local situ-
ation: the Galois group ΓKν = Gal(Kν) sits in the exact sequence
1→ I → ΓKν → Γκν = Gal(κν)→ 1
where the surjection is given by the fact that ν extends uniquely to
K¯ν and the residue field of the extension is an algebraic closure of
κν . The kernel is the inertia subgroup which we denote by I in this
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context, and it is topologically cyclic, I ≃ Zˆ, corresponding to tak-
ing roots of the uniformizing parameter, and the preceding sequence
splits, ΓKν ≃ Zˆ ⊕ Gal(κν). As Zˆ has cohomological dimension 1, one
gets H i(ΓKν , Z/p) ≃ H i(Γκν , Z/pZ) ⊕ H i−1(Γκν , Z/pZ) and a pro-
jection, which is independent of the splitting, H i(Gal(Kν), Z/p)
r
→
H i−1(Gal(κν), Z/p), defining the second arrow in the sequence of maps
yielding ∂ν . More precisely, the Hochschild-Serre spectral sequence of
the group extension of Γκν by I
Hp(Γκν , H
q(I, Z/p)) =⇒ H(ΓKν , Z/p)
reduces to a long exact sequence asH i(I,Z/p) = 0 for i ≥ 2,H0(I,Z/p) =
Z/p, H1(I, Z/p) = Hom(I, Z/p) = Z/p, which reads
· · · → H i(Γκν , Z/p)→ H
i(ΓKν , Z/p)→ H
i−1(Γκν , Hom(Zˆ, Z/p))→
→ H i+1(Γκν , Z/p)→ H
i+1(ΓKν , Z/p)→ . . .
and the fact that the extension splits implies that this long exact se-
quence breaks into short exact sequences
0→ H i(Γκν , Z/p)→ H
i(ΓKν , Z/p)
r
→ H i−1(Γκν , Z/p)
where r can also be explicitly described in terms of cocycles, see[GMS],
p.16.
In [B-P] the following theorem was proven (loc. cit, Theorem 5.1):
Theorem 1.1. There is a natural isomorphism H∗s (A2n+1, Z/2Z) ≃
H∗s (A2n, Z/2Z), and as a Z/2Z-vector space
H∗s (A2n, Z/2Z) =
⊕
0≤i≤n
Z/2Z · w2i ⊕
⊕
0<i≤n
Z/2Z · u1 ∧ w2i
where wj are the (images in stable cohomology of) the Stiefel-Whitney
classes in Hj(A2n, Z/2Z) obtained from the cohomology ring of the real
orthogonal group O(2n) via the inclusions A2n ⊂ S2n ⊂ O(2n). The
class u1 is a one-dimensional cohomology class which can be described
as follows:
Putting N = 2n, the group SN acts generically freely on the comple-
ment CN−1−H of the braid hyperplane arrangement H in the standard
permutation representation CN−1, and (CN−1 −H)/SN ≃ CN−1 −∆,
the complement of the discriminant. Taking a nonramified double cov-
ering ˜CN−1 −∆ of CN−1−∆ corresponding to the inclusion AN ⊂ SN ,
one gets a description of u1 as the generator of H
1( ˜CN−1 −∆) given
by the root of the discriminant.
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In our Theorem 3.6 we determine H∗s (AN , Z/pZ) completely for odd
primes p.
We base our approach to the computation of the stable cohomology of
alternating groups on the following lemmas.
Lemma 1.2. Suppose a group is a product G × A of finite groups G
and A with A abelian. Then there is the Ku¨nneth decomposition
Hns (G× A, Z/p) ≃
⊕
i+j=n
H is(G, Z/p)⊗H
j
s (A, Z/p) .
Proof. It is known ( [Bogo93], Lemma 7.1) that if we choose a free
presentation π : Zn ։ A of A, then the kernel of the stabilization
map coincides with the kernel of π∗. In other words, if one realizes
Zn as the fundamental group of some algebraic torus T , with cover
T ′ → T ≃ T ′/A corresponding to A, and realizes T ′ as a maximal
torus in some GL(W ), then stabilization is achieved by considering
the image of the cohomology of A in the cohomology of T ≃ T ′/A ⊂
WL/A. This is so because one can find a product of circles (S1)m in
the complement of any divisor D in T ≃ (C∗)m, the inclusion being a
homotopy equivalence, so the cohomology of T is already stable. The
product of circles can be found by induction on the dimension m of
T ; if m = 1, one chooses a circle in the complex plane C not passing
through the finite number of points which D consists of. If m > 1, one
views T as a subset of W , which is stratified into torus orbits of lower
dimension. Each of these is isomorphic to an algebraic tori. Choose a
codimension 1 torus orbit T1 adjacent to T . The closure D¯ inside W
of a divisor D ⊂ T meets T1 in a proper algebraic subset, and by the
induction hypothesis there is a real submanifold M ≃ (S1)m−1 in the
complement of D¯ ∩ T1. If x1, . . . , xm are coordinates in W such that
T = {xi 6= 0 ∀ i}, T1 = {x1 = 0 ∧ xj 6= 0 ∀ j 6= 1}, then W = W
′ ⊕ C
where W ′ = {x1 = 0}. If we choose a small circle Sǫ ⊂ C, then
M × Sǫ ⊂ W will be in a small neighbourhood of M hence will not
intersect D.
This argument can be made relative: note first that there is always a
natural surjection H∗s (G, Z/p) ⊗ H∗s (A, Z/p) → H∗s (G × A, Z/p) as
the Zariski topology on a product is finer than the product topology,
and to show it is an isomorphism, it suffices to note the following:
suppose T ≃ (C∗)m ≃ T ′/A is as before, and V is a generically free
G-representation, V L the open part where the action is free. Then if
D ⊂ (V L/G)× T is any divisor, there is always a divisor D′ ⊂ V L/G
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and a relatively compact subset UL/G ⊂ V L/G − D′ with a (trivial)
iterated circle fibration UL/G× (S1)m ⊂ ((V L/G)× T )−D such that
UL/G× (S1)m and ((V L/G)× T )−D are homotopy equivalent.
Indeed, viewing V L/G × T ⊂ V L/G ×W , the latter being a vector
bundle, we have a zero section V L/G ⊂ V L/G ×W . Moreover, D¯ ∩
V L/G, where D¯ is the closure of D in V L/G×W , will be contained in
some divisor D′. Shrinking V L/G−D′ slightly, we can find a relatively
compact open subset UL/G ⊂ V L/G − D′ homotopy equivalent to
V L/G−D′ and with the claimed circle fibration. 
We say that the stable cohomology H∗s (G,Z/p) is detected by abelian
subgroups if the map induced by the restriction to abelian subgroups
H∗s (G, Z/pZ) −→
∏
A
H∗s (A, Z/pZ)
is injective (where A ranges over all abelian subgroups of G). We will
then also use the following principle which follows from Lemma 1.2.
Lemma 1.3. Suppose G1 and G2 are finite groups such that at least
one of H∗s (G1, Z/p) or H∗s (G2, Z/p) is detected by abelian subgroups.
Then one has a Ku¨nneth formula in stable cohomology
H∗s (G1 ×G2, Z/p) ≃ H
∗
s (G1, Z/p)⊗H
∗
s (G2, Z/p) .
Proof. There is always the natural surjection
H∗s (G1, Z/p)⊗H
∗
s (G2, Z/p)
p
։ H∗s (G1 ×G2, Z/p) .
Without loss of generality, we can assume that abelian subgroups Ai
are a detecting family for the stable cohomology of G1:
H∗s (G1, Z/p) →֒
∏
i∈I
H∗s (Ai, Z/p) .
Now by Lemma 1.2, there is an injection
H∗s (G1, Z/p)⊗H
∗
s (G2, Z/p)
i
→֒
∏
i
H∗s (Ai ×G2, Z/p) .
But i = (
∏
resAi×G2) ◦ p where∏
resAi×G2 : H
∗
s (G1 ×G2, Z/p)→
∏
i
H∗s (Ai ×G2, Z/p)
is the product of restriction maps. Hence p is also injective. 
Lemma 1.4. Let G be a finite group such that H inr(G, Z/pZ) = 0
for all i > 0. Then every stable class a ∈ H∗s (G, Z/pZ) is nontrivial
on the centralizer C(g) of some element g ∈ G, i.e. the restriction
res : H∗s (G, Z/pZ)→ H∗s (C(g), Z/pZ) is nonzero.
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Proof. With the notation established above we have the maps of groups
I ⊂ Gal(Kν) ⊂ Gal(K)։ G ,
and the image of the inertia subgroup I in G is cyclic, generated by g
say, and the image of the decomposition group Gal(Kν) in G belongs
to the centralizer C(g). As the residue map ∂ν factors over Gal(Kν),
we obtain the assertion. 
Recall the exact sequence
1→ I → ΓKν → Γκν → 1
where I is the inertia subgroup of the decomposition group ΓKν asso-
ciated to the valuation ν of K = C(V )G. The following Lemma allows
one to increase the usefulness of Lemma 1.4 in inductive arguments
further.
Lemma 1.5. Let G be a finite group and let a ∈ H∗s (G, Z/p) be a stable
class. For ν a divisorial valuation of K, the image of the topologically
cyclic inertia subgroup I in G is cyclic, generated by h say. There
is a natural class dν(a) ∈ H
n−1
s (ZG(h), Z/p) such that the residue
∂ν(a) ∈ H
n−1(Γκν , Z/p) is the pull-back of dν(a) to Γκν via the maps
Γκν ⊂ ΓKν ≃ I ⊕ Γκν → Z(h).
Proof. Consider the commutative diagram
1 // I

//
f
✽
✽
✽
✽
✽
✽
✽
✽
✽ ΓKν

// Γκν

////
g
  
 
 
 
 
 
 
 
 
 
1
1 // 〈h〉 // Z(h) // Z(h)/〈h〉 // 1
1 // 〈h〉
a
OO
// 〈h〉 × Z(h)
b
OO
// Z(h)
c
OO
// 1
where the arrow a is the identity, b is the couple (i〈h〉, idZ(h)) where
i〈h〉 : 〈h〉 → Z(h) is the inclusion, and c is the projection. Here
f and g are defined as follows: the extension defining ΓKν splits,
ΓKν ≃ Zˆ ⊕ Γκν , so the map Γκν → Z(h)/〈h〉 lifts to a map g1 :
Γκν → Z(h). The map g is simply (1, g1). The map f is (f1, 1)
where f1 : I → 〈h〉 is the natural map. As Zˆ has cohomological
dimension one, H i(ΓKν , Z/p) ≃ H i−1(Γκν , Z/p) ⊕ H i(Γκν ,Z/p) and
the residue map ∂ν was defined by the restriction of a to ΓKν and
projecting to H i−1(Γκν , Z/p). By the commutativity of the diagram,
we may thus define a class dν(a) with the requested properties as fol-
lows: we restrict a ∈ Hns (G, Z/p) to Z(h), and then take the pull-back
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b∗(resGZ(h)(a)) ∈ H
n
s (〈h〉 × Z(h), Z/p) and project this unto the com-
ponent Hn−1s (Z(h), Z/p) in the Ku¨nneth decomposition, using Lemma
1.2. This defines dν(a) ∈ H
n−1
s (Z(h), Z/p). 
Define a subgroup H of G recursively to be an iterated centralizer if
it is the centralizer of an element in G or a centralizer of an element
inside another iterated centralizer.
Corollary 1.6. Assume that G is such that each iterated centralizer
has trivial unramified cohomology. Then any element a ∈ Hns (G, Z/p)
is nontrivial on some abelian p-subgroup.
Proof. We use induction on the cohomological degree, hence assume
that every element in H is(H, Z/p), for all i < n, and for all iterated
centralizers H in G, is nontrivial on some abelian subgroup. By as-
sumption, we get from Lemma 1.5 that dν(a) ∈ H
n−1
s (Z(h), Z/p) is
nontrivial for some h. Hence dν(a) is nontrivial on some abelian p-
subgroup A of Z(h). By the construction of dν(a) in Lemma 1.5 we
have that a will then be nontrivial when restricted to Hns (〈h, A〉, Z/p)
where 〈h, A〉 is the abelian subgroup of G generated by h and A. 
The Steenrod power operations Sqi, P j (see [Steen], [A-M] II.2) are
natural transformations
Sqi : Hj(X, Z/2)→ Hj+i(X, Z/2),
P i : Hj(X, Z/p)→ Hj+2i(p−1)(X, Z/p), p an odd prime ,
on the category of CW-complexes with continuous maps f : X → Y .
By functoriality, applied to the map BG → (V L/G) − D, where D is
some divisor, Sqi, P j induce operations on H∗s (G, Z/p).
For later use, we recall here the structure theorem for the cohomol-
ogy of wreath products due to Steenrod [Steen], Section VII, see also
[Mann78], Theorem 3.1 and [A-M], IV. 4, Theorem 4.1. We suppress
the Z/pZ-coefficients in cohomology groups now, i.e. write H∗(X) for
H∗(X,Z/pZ).
Theorem 1.7. Let H be a group, and let H ≀Z/p = (H)p⋊Z/p be the
wreath product where Z/pZ acts by cyclically permuting the copies of H.
Let id×∆p : Z/pZ×H → Z/p⋉(H)p be the inclusion (id×∆p)(z, a) =
(z; (a, . . . , a)) (p-times a) and denote by t : H∗(Hp) → H∗(H ≀ Z/p)
the transfer. Then the sequence
H∗(Hp)
t
→ H∗(H ≀ Z/p)
(id×∆p)∗
−→ H∗(Z/pZ×H)
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is exact.
Moreover, for any u ∈ Hj(H) there is a class P (u) ∈ Hjp(H ≀ Z/p)
(constructed by Steenrod) such that
(i) If j : Hp → Z/pZ⋉(H)p is the natural inclusion, then j∗(P (u)) =
u⊗p.
(ii) In the Ku¨nneth decomposition of (id×∆p)∗(P (u)) in H∗(Z/pZ×
H) we have
(id×∆p)∗(P (u)) = Σwk ⊗Dk(u)
where wk is a generator of H
k(Z/pZ) and Dk : Hq(H) →
Hpq−k(H) are homomorphisms which satisfy
(iii)
βD2k(u) = D2k−1(u), βD2k−1(u) = 0, βD0(u) = 0
where β is the Bockstein homomorphism, i.e. connecting ho-
momorphism in the long exact sequence coming from the short
exact sequence
0→ Z/pZ→ Z/p2Z→ Z/pZ→ 0 .
The maps Dk are used originally by Steenrod to define the Steen-
rod powers P i, hence the Hopf algebras (Steenrod algebras) A(p).
More precisely,
P i(u) = (−1)i+mj(j+1)/2(m!)jD(p−1)(j−2i)(u) ∈ H
j+2(p−1)i(H, Z/pZ) .
In this setting, any c ∈ H∗(H ≀ Z/p) can be written as
c = t(c1) + c2 · P (c3)
with c1 ∈ H
∗(Hp), c2 ∈ H
∗(Z/pZ) and c3 ∈ H∗(H).
Here we view H∗(H ≀ Z/p) as a module over H∗(Z/pZ) via the coho-
mology pull-back induced by the surjection H ≀ Z/p → Z/pZ. The
Steenrod operations P i have the following formal properties:
(1) P 0 = id.
(2) If dim(x) = 2n, then P n(x) = xp.
(3) If 2i > dim(x), then P i(x) = 0.
(4) (Cartan formula) P i(x ∪ y) =
∑i
j=0 P
j(x) ∪ P i−j(y).
A consequence of the Bloch-Kato conjecture (now a theorem by the
work of Voevodsky, Rost and many others) is
Lemma 1.8. The Steenrod cohomology operations Sqi, P j are zero in
stable cohomology H∗s (G, Z/pZ).
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Proof. Any stable class a ∈ H∗s (G, Z/pZ) ⊂ H∗(Gal(K), Z/p) arises
as the pull-back from some torus T ≃ (C∗)m, more precisely, a has
a representative a′ in the cohomology of H∗((V L/G) − D, Z/p) and
there is a regular map f : (V L/G) − D → T together with a class
aˆ ∈ H∗(T, Z/p) with f ∗(aˆ) = a′. This follows from the fact, which is a
consequence of the Bloch-Kato conjecture, that H∗(Galab(K), Z/p)→
H∗(Gal(K), Z/p) is surjective where Galab(K) is the abelianized Galois
group Gal(K)/[Gal(K), Gal(K)].
Since the Steenrod power operations are trivial in the cohomology al-
gebra of the torus T (which is an exterior algebra on one-dimensional
generators), the assertion of the Lemma will then follow from the func-
toriality of the cohomology operations.
It remains to explain in some more detail how from the surjection
H∗(Galab(K), Z/p)→ H∗(Gal(K), Z/p) we get the map f : (V L/G)−
D → T . There is a finite abelian quotient Gal(K) ։ A such that a
is induced from a class a′′ in the cohomology of A. The group A cor-
responds to an unramified abelian covering X˜ of some nonempty open
affine subvariety X ⊂ V L/G. The coordinate ring C[X˜ ] contains an
arbitrary finite dimensional representation of A as the regular func-
tions on an A-orbit in X˜ are precisely the regular representation C[A]
and this is also a subrepresentation (not only a quotient) because A
is reductive. In particular, embedding A in a torus of diagonal ma-
trices in some GLm(C), one obtains a dominant regular map from an
open subset X ′ of X = X˜/A, hence some (V L/G) − D to a torus
T = (Cm)L/A ≃ (C∗)m for which it holds by construction that the
image of the class a′′ in the cohomology of T induces a representative
a′ ∈ H∗((V L/G)−D, Z/p) of a. 
Thus the techniques used in the present article are mainly topologi-
cal in flavour; for the connection to motivic cohomology and further
developments the reader may consult [Kahn-Su00], [Kahn11], [Ngu1],
[Ngu2], [TY11].
2. Detection by elementary abelian p-subgroups
In this section we want to prove the following Theorem.
Theorem 2.1. Let p as always be an odd prime and AN the alternat-
ing group on N letters. Then H∗s (AN , Z/p) is detected by elementary
abelian p-subgroups.
We denote by Gn = Z/pZ ≀ · · · ≀ Z/pZ (n factors) the iterated wreath
product of n cyclic p-groups. This is the p-Sylow of Apn . If N is
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arbitrary (not necessarily a power of p) expand it in base p:
N = a0 + a1p+ · · ·+ amp
m
with 0 ≤ aj < p, am 6= 0, and note that this gives rise to a natural
inclusion
ia1,...,am : Aa1,...,am :=
a1∏
1
Ap ×
a2∏
1
Ap2 × · · · ×
am∏
1
Apm →֒ AN
and that a p-Sylow subgroup in AN is given by the product of p-Sylow
subgroups in the factors in Aa1,...,am . Hence it follows from Lemma 1.3
that it is enough to prove Theorem 2.1 for N = pn.
First we will prove the weaker
Theorem 2.2. The stable cohomology H∗s (AN , Z/p) is detected by
abelian p-subgroups.
The proof of Theorem 2.2 will follow from the structures of centralizers
in complete monomial groups.
Definition 2.3. Let H be a group. The complete monomial group of
degree m on H is the group Σm(H) := H ≀Sm = (H)
m ⋊Sm, where
Sm is the symmetric group on m letters.
A monomial cycle in Σm(H) is an element of the form ((h1, . . . , hm); σ)
where σ ∈ Sm is a cycle. The determinant class of a monomial cycle
is the conjugacy class in H of the product h1 · . . . · hm. The length of
a monomial cycle is the length of the underlying cycle σ.
We have to recall some results from [Ore] on the structure of conjugacy
classes and centralizers in groups Σm(H):
(1) Two monomial cycles in Σm(H) are conjugate if and only if they
have the same length and determinant class ([Ore], Theorem 6).
(2) Any element x ∈ Σm(H) can be written uniquely as a product
of commuting monomial cycles (the underlying cyles inSm have
no common variables) ([Ore], Theorem 3).
(3) From (1) and (2) follows the description of conjugacy classes
in Σm(H): two elements x
′, x in Σm(H) are conjugate if the
monomial cycles in their decompositions in (2) can be matched
in such a way that corresponding cycles have the same length
and determinant class.
(4) Let c = ((h, . . . , 1, 1); σ) be a monomial cycle of length m in
Σm(H). Then its centralizer in Σm(H) is an extension
1→ ZH(h)→ ZΣm(H)(c)→ Z/m→ 0
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([Ore], p.20, 21). In other words, the centralizer ZΣm(H)(c) is
generated by c and the group ZH(h) embedded diagonally into
Hm ⊂ Σm(H).
(5) ([Ore], Theorem 8): Let
x = x1 · . . . · xl, xi = y
(i)
1 · . . . · y
(i)
ki
be the decomposition of an element x in Σm(H) into disjoint
monomial cycles y
(i)
j as in (2), where we group the cycles of
equal length and determinant class together: for fixed i, all y
(i)
j
have determinant class hi and length ni. Then the centralizer
of x in Σm(H) has a description as
ZΣm(H)(x) =
l∏
i=1
Σki(ZΣni(H)(y
(i)
1 ))
where as in (4) the centralizer of y
(i)
1 (or any y
(i)
j ) in the group
Σni(H) is an extension
1→ ZH(hi)→ ZΣni(H)(y
(i)
1 )→ Z/niZ→ 0 .
From the last fact (5) we get immediately
Lemma 2.4. Let Σm(A) be a complete monomial group with A abelian.
Then the centralizer of any element x in Σm(A) is a product of groups
of the same type
ZΣm(A)(x) =
M∏
h=1
Σkh(Ah)
where the Ah are abelian.
Proof. It suffices to remark that any central extension of a cyclic group
by an abelian group is again abelian. 
To prove Theorem 2.2 it suffices, by the technique of Lemma 1.5 ex-
posed above, to show the following.
Lemma 2.5. Let p be an odd prime and let x be an element of order a
power of p in a group A ≀Am = A
m⋊Am where A is an abelian p-group.
Then there is a group
Z ′ =
M∏
h=1
Ah ≀ Akh
where all the Ah are abelian p-groups, and with the property that Z
′
is contained in the centralizer ZA≀Am(x) and contains a p-Sylow of
ZA≀Am(x).
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Proof. We consider the group A ≀ Am as a subgroup of the complete
monomial group Σm(A). By Lemma 2.4 itsuffices to determine the
intersection of ZΣm(A)(x) =
∏M
h=1Σkh(Ah) and A ≀ Am. As p is odd, it
is clear that the intersection contains
Z ′ =
M∏
h=1
Ah ≀ Akh
and that the complete centralizer ZA≀Am(x) is an extension
1→ Z ′ → ZA≀Am(x)→ (Z/2)
r → 0
where (Z/2)r is an elementary abelian 2-group which can be identified
with the kernel of the sign
M∏
h=1
Skh ⊂ S
∑
kh → {±1}
modulo the subgroup
∏M
h=1Akh . The statement follows as p is odd. 
Thus we obtain
Proof. (of Theorem 2.2) We will prove more generally that H∗s (G, Z/p)
is detected by abelian p-subgroups where G is any group which is a
product of groups A ≀ Am with A an abelian p-group. We have that
H∗s (G, Z/p) is detected by H∗s (Sylp(G), Z/p), and the higher unram-
ified cohomology of Sylp(G) is trivial. This follows immediately from
[B-P], Lemma 2.4, namely, if one forms a wreath product of groups,
each of which has stably rational generically free linear quotients, then
the wreath product inherits this property.
Hence every element a in Hns (G, Z/p) will, in the notation of Lemma
1.5, give a nontrivial dν(a) ∈ H
n−1
s (ZG(h),Z/p) for some element h ∈ G
of p-power order. Thus it will be enough to show thatHn−1s (ZG(h),Z/p)
is detected by abelian p-subgroups. But Hn−1s (ZG(h), Z/p) is detected
by Hn−1s (Sylp(ZG(h)), Z/p) and, by Lemma 2.5, Sylp(ZG(h)) is con-
tained in a group which in turn is contained in ZG(h) and is again a
product of groups of type A ≀Am. Hence we can conclude by induction
on the cohomological degree n. 
Now we prove Theorem 2.1. It will follow immediately from
Proposition 2.6. Let N = pn, and suppose that A is an abelian p-
subgroup of AN . Thus one can write
A =
k∏
i=1
(Z/(pli))ri, li, ri ∈ N .
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If A is not reduced to a single cyclic group Z/(pl), then A is contained
in a product of alternating groups
∏h
j=1Ath ⊂ AN with th < N for all
h.
Once we have this Proposition, the proof of Theorem 2.1 is an in-
duction: it suffices to prove it for N = pn, and we may assume that
detection by elementary abelian subgroups holds for the stable coho-
mology of all Aj with j < N . Now clearly, H
1
s (AN , Z/p) is detected
by elementary abelian p-subgroups, for H1(AN , Z/p) can be identified
with characters χ : AN → Z/p whence H1s (AN , Z/p) = 0 unless p = 3
and N = 3 so that AN = Z/3. So we have to show that any stable
class a ∈ H is(AN , Z/p) for i ≥ 2 is nontrivial on an elementary abelian
p-subgroup. By Theorem 2.2 a is nontrivial on an abelian p-subgroup
A with rk(A/pA) ≥ 2 (as the stable cohomology of A is an exterior
algebra on rk(A/pA) generators). Such an A is contained in a product
of smaller alternating groups by Proposition 2.6. Thus the proof is
complete by induction.
Proof. (of Proposition 2.6)
Denote by XN = {1, . . . , N} the set of letters on which the ambient
SN ⊃ A acts. Let
XN =
∐
α
XN, α
be the decomposition of XN into A-orbits. Let XN,α0 =: X be a fixed
orbit. This orbit is isomorphic to a quotient A¯ of A, hence a group of
the same form
A¯ =
k¯∏
i=1
(Z/(pl¯i))r¯i
and the action of A on this orbit is via the regular representation of
A¯ on itself. In other words, A embeds into a subgroup
∏
α A¯α of AN
where each A¯α is embedded into a subgroup Aord(A¯α) via the regular
representation.
In summary, it suffices to prove the statement of Proposition 2.6 for the
case that the group A in its statement is embedded into the ambient
AN via the regular representation. We can write A = A
′ × Z/(pk)
with rk(A′/pA′) < rk(A/pA). Moreover, by definition of the regular
representation, the composition of arrows
A = A′ × Z/(pk) →֒ A|A′| × Z/(pk) →֒ A|A′| ≀ Z/(pk) →֒ A|A′|·pk ≃ A|A|
gives the regular representation of A where the first arrow →֒ from
the left is induced by the regular representation of A′, the second such
arrow embeds A|A′| × Z/(pk) into the wreath product A|A′| ≀ Z/(pk) by
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sending (a; σ) to (a, a, . . . , a; σ) as usual, and the last arrow embeds
the wreath product A|A′| ≀Z/(pk) into A|A′|·pk by partitioning the set of
|A′| · pk objects which A|A′|·pk permutes into p
k disjoint groups of |A′|
objects, and letting Z/(pk) act by cyclically rotating these groups, and
letting (A|A′|)
pk act via permutations within these groups. It follows
that
A ⊂ A|A′| × Apk
where now Apk is embedded into A|A| as arbitrary alternating (not only
cyclic) permutations of the pk groups of items. Note that elements of
the two subgroups Apk and A|A′| of the group A|A| commute, and the
two subgroups intersect trivially, so that we do have a direct product.
Moreover, if A is not reduced to a single cyclic group, we have that A′
is not the trivial group, and pk < |A|. 
3. Stable cohomology of alternating groups
Let An be, as in the previous section, the alternating group on n letters,
and let p be an odd prime (the case p = 2 has been treated in [B-P]).
We assume first n = pm for simplicity.
We have to know the way elementary abelian p-subgroups sit inside An
for the following. We summarize everything in the following Lemma
which is proven by arguments analogous to those already used in the
proof of Proposition 2.6.
Lemma 3.1. Suppose n = pm and denote by Im := {i = (i1, . . . , im) ∈
Nm} the set of all nonnegative integer sequences i with
pm = i1p+ i2p
2 + · · ·+ imp
m =
m∑
j=1
ijp
j .
Then there is a natural bijection between Im and the set of conjugacy
classes of maximal elementary abelian p-subgroups in Spm. The sub-
group T (i1, . . . , im) corresponding to i can be described as follows: parti-
tion the set of integers X = {1, . . . , n} into segments of p power lengths
according to i:
X =
m⋃
j=1
ij⋃
s=1
Xjs
where Xjs is a set with p
j elements,
Xjs = {i1p+ · · ·+ ij−1p
j−1 + (s− 1)pj, . . . , i1p+ · · ·+ ij−1p
j−1 + spj}
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for definiteness. The subset Xjs corresponds to a subgroup Spj =(
Spj
)Xjs ⊂ Spm fixing all elements in X outside Xjs . Inside
(
Spj
)Xjs
there is a copy of (Z/pZ)j, which we denote by ((Z/pZ)j)X
j
s , embedded
via the regular representation, i.e. we identify the elements in Xjs with
the elements of ((Z/pZ)j)X
j
s and the permutation action is then given
by left multiplication.
We denote T (0, . . . , pm−k, . . . , 0) (a single nonzero entry pm−k in the
k-th place) by Tk,m.
Hence every maximal elementary abelian p-subgroup in An is conjugate
-inSn or An, it is the same thing- to one contained in Apn−1×· · ·×Apn−1
(p factors) or conjugate to Tm,m.
The proof is immediate if one notices that under the action of some
elementary abelian p-subgroup A the set X breaks up into A orbits of
cardinality a p power, and the action of A restricted to an orbit embeds
A into the permutation group of the elements of the orbit in such a way
that the image is conjugate to the image of the regular representation.
The result is in [A-M] VI. 1, Thm. 1.3, but also [Mui], Chapter II, §2,
where it is ascribed to Dixon. For the statement that the conjugacy
classes of maximal elementary abelian p-subgroups in An are the same
as in Sn one can appeal to the following Lemma which we will also use
in other instances below (it is e.g. in [Mann85], p. 269).
Lemma 3.2. For n = pm the Weyl groupsWSn(Tm,m) = NSn(Tm,m)/Tm,m
resp. WAn(Tm,m) of Tm,m ≃ (Z/pZ)m inside Sn resp. An are
WSn(Tm,m) = GLm(Fp), WAn(Tm,m) = GL
+
m(Fp)
where GL+m(Fp) is the kernel of the map GLm(Fp) → Z/2Z given by
the determinant raised to the power (p− 1)/2.
In fact it is true that the Weyl group of any group H in the embedding
H →֒ S|H| given by the regular representation is the group of outer
automorphisms of H , which become all inner in S|H|. Both statements
of the Lemma follow from this remark as Aut((Z/pZ)m) = GL(m, Fp).
Likewise, Lemma 3.2 implies that in the normalizer of any maximal
elementary abelian p-subgroup in Sn there are elements which do not
lie in An. Hence conjugacy classes of these in the two groups coincide.
We will also use in an essential way the Ca´rdenas-Kuhn Theorem to
calculate the stable cohomology of An, so we recall the precise state-
ment (see [A-M] III.5 for the proof).
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Theorem 3.3. Let E $ S $ G be a closed system of finite groups,
where the closedness means that every subgroup of S which is conjugate
to E in G is already conjugate to E in S. Let WG(E) = NG(E)/E resp.
WS(E) = NS(E)/E be the Weyl groups of E in G resp. S, and suppose
that E is p-elementary and that WS(E) contains a p-Sylow of WG(E).
Then the image of the restriction map
resGE : H
∗(G, Z/pZ)→ H∗(E, Z/pZ)
is equal to
im
(
resSE : H
∗(S, Z/pZ)→ H∗(E, Z/pZ)
)
∩H∗(E, Z/pZ)WG(E) .
We will mostly use this in the form of the following
Corollary 3.4. Let S be a p-Sylow of a finite group G, and let E be
an elementary abelian p-subgroup of S. Suppose that any subgroup of
S conjugate to E in G is conjugate to E in S. Then we have
im
(
resGE : H
∗(G, Z/pZ)→ H∗(E, Z/pZ)
)
= im
(
resSE : H
∗(S, Z/pZ)→ H∗(E, Z/pZ)
)
∩H∗(E, Z/pZ)WG(E) .
Proof. It suffices to remark that [G : S] ≡ [NG(E) : NS(E)] 6≡ 0 (mod
p). 
Now if n is arbitrary (not necessarily a power of p), to understand
H∗s (An, Z/pZ), expand n in base p:
n = a0 + a1p+ · · ·+ amp
m
with 0 ≤ aj < p, am 6= 0, and note that this gives rise to a natural
inclusion
ia1,...,am : Aa1,...,am :=
a1∏
1
Ap ×
a2∏
1
Ap2 × · · · ×
am∏
1
Apm →֒ An
and that a p-Sylow subgroup in An is given by the product of p-Sylow
subgroups in the factors in Aa1,...,am . In the notation of Lemma 3.1, the
group Aa1,...,am contains an elementary abelian p-subgroup
E :=
a1∏
1
T1,1 ×
a2∏
1
T1,2 × · · · ×
am∏
1
T1,m ≃ (Z/pZ)
n−a0
p .
Proposition 3.5. The group E detects the stable cohomology of An,
i.e.
H∗s (An, Z/pZ)→ H
∗
s (E, Z/pZ)
is injective.
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Proof. It will be sufficient to prove this for n = pm as a Ku¨nneth theo-
rem holds in stable cohomology for groups whose stable cohomology is
detected by abelian subgroups, cf. Lemma 1.3. Now Apm contains the
wreath product
Apm−1 ≀ Z/pZ
which detects the stable cohomology of Apm as it contains a p-Sylow.
Using induction, it will be sufficient to prove that
H∗s (Apm , Z/pZ)→ H
∗
s (Apm−1 × · · · × Apm−1)
is injective for m > 1. By Lemma 3.1 and because H∗s (An, Z/pZ)
is detected by elementary abelian p-subgroups, it will be sufficient to
show that all positive-dimensional classes in H∗(Tm,m, Z/pZ) coming
as restrictions from H∗(Apm , Z/pZ) are unstable. This follows from the
calculation in [Mann85], Theorem 1.9, and the fact that the Bocksteins
are zero in stable cohomology. 
Theorem 3.6. Let p be an odd prime as before. Then H∗s (An, Z/pZ) =
0 in positive degrees unless p = 3. For p = 3 one has for k ∈ N
H∗s (A3k, Z/3Z) ≃ H
∗
s (A3k+1, Z/3Z), H
d
s (A3k+2, Z/3Z) = 0, d > 0 ,
and
Hds (A3k, Z/3Z) 6= 0 for d > 0 ⇐⇒ d = k, and
Hks (A3k, Z/3Z) ≃ 〈detk〉 where res
A3k
E (detk) = e1 ∧ · · · ∧ ek
where H∗s (E, Z/3Z) = H∗s ((Z/3Z)k, Z/3Z) is an exterior algebra on
one-dimensional generators e1, . . . , ek.
Basically, we would like to use the Carde´nas-Kuhn Theorem with the
elementary abelian subgroup E, and S = Sylp(An), G = An, but it will
be more transparent to break it up into several steps.
Lemma 3.7. For p 6= 3 an odd prime we have in positive degrees
H∗s (An, Z/pZ) = 0.
Proof. The Weyl group WAn(E) contains two obvious subgroups: (1)
the group AN permuting the N := (n − a0)/p copies of Z/pZ in E,
(2) a product
∏N
1 (Z/pZ)
∗,+ where (Z/pZ)∗,+ is the subgroup of the
group of units in Z/pZ given as the kernel of a 7→ a(p−1)/2. The stable
cohomology of E is an exterior algebra over Z/pZ on N generators
e1, . . . , eN . The AN -invariants are concentrated in degrees 0, 1, (N −
1), N , one-dimensional in each case and generated by
1, e1 + · · ·+ eN , f1 ∧ · · · ∧ fN−1, e1 ∧ · · · ∧ eN ,
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where f1, . . . , fN−1 is a basis of the AN -invariant complement to e1 +
· · · + eN in H
1(E, Z/pZ). All of these are not invariant under the
scalings in
∏N
1 (Z/pZ)
∗,+ unless p = 3 when (Z/pZ)∗,+ is reduced to
{1}. 
Lemma 3.8. One has
(1) Hds (A3k+2, Z/3Z) = 0, d > 0 .
(2) There is a natural embedding
H∗s (A3k+1, Z/3Z) →֒ H
∗
s (A3k, Z/3Z) .
Proof. This is already contained in [B-P], Lemmas 4.1 and 4.2. For
completeness, let us repeat the argument: the restriction res
A3k+2
Syl3(A3k+2)
factors through the restriction map induced from the embeddingS3k →֒
A3k+2; but H
∗
s (S3k, Z/3Z) = 0 in positive degrees as the stable coho-
mology of S3k is detected by its elementary abelian 2-subgroup gener-
ated by a maximal set of commuting transpositions. This proves (1),
and (2) follows from the fact that the 3-Sylows in A3k and A3k+1 are
the same. 
Lemma 3.9. Let n = 3k or n = 3k+1. Then the Weyl group NAn(E)
of E ≃ (Z/3Z)k in An sits in an extension
1→ (Z/2Z)k−1 → WAn(E)→ Sk → 1
where Sk acts by permuting the copies of Z/3Z in E ≃ (Z/3Z)k, and
the group (Z/2Z)k−1 acts by sending an even number of the generators
gi in the ith copy of Z/3Z to their inverses g−1i . In stable cohomology
H∗s (E, Z/3Z) = E(e1, . . . , ek) (exterior algebra), the action of the group
WAn(E) is generated by the (signed) transpositions sending ei, ej to
ej, −ei, and transformations corresponding to elements in (Z/2Z)k−1
acting via sign changes ei 7→ −ei on an even number of the ei.
Proof. Any element of the normalizer NAn(E) induces a well-defined
permutation of the copies of Z/3Z in E. This gives a map to Sk
which is onto: note that conjugating the 3-cycle (123) by τ = (23)
exchanges the two nontrivial elements g, g−1 in Z/3Z = 〈(123)〉, so
we can also transpose two copies of Z/3Z in E by conjugating by an
element in An. Now suppose n ∈ NAn(E) induces the trivial element
in Sk, so fixes all the copies of Z/3Z in E (though not necessarily
elementwise). Then the only possible nontrivial automorphism of each
copy of Z/3Z is exchanging g and g−1 as before. To conclude the proof,
it suffices to note that if n induces the identity in Aut((Z/3Z)k), then
n ∈ (Z/3Z)k. 
We can now turn to the
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Proof. (of Theorem 3.6) The remaining assertion not covered by Lemma
3.7 and Lemma 3.8 are that
Hds (A3k, Z/3Z) 6= 0 for d > 0 ⇐⇒ d = k, and(1)
Hks (A3k, Z/3Z) ≃ 〈detk〉 where res
A3k
E (detk) = e1 ∧ · · · ∧ ek .
and that
H∗s (A3n+1, Z/3Z)→ H
∗
s (A3n, Z/3Z)(2)
is surjective (it is injective by (2) of Lemma 3.8).
We prove first the assertions in the displayed formula 1 above, and
2 will follow easily (we just have to check that the determinant class
comes fromH∗s (A3n+1, Z/3Z)). We apply the Carde´nas-Kuhn Theorem
3.3 with S = Syl3(A3k) containing E and G = A3k. Then
• The fact that E ≃ (Z/3Z)k ⊂ Syl3(A3k) ⊂ A3k is a closed
system has been checked in [Mui], Prop. 2.2: in fact, he checks
that if A is any maximal elementary abelian p-subgroup of a
symmetric group Sn, then any subgroup of a p-Sylow Sylp(Sn)
containing A which is conjugate to A in Sn is conjugate to A in
Sylp(Sn). This implies clearly the statement for the alternating
groups we need.
• By the Carde´nas-Kuhn Theorem or rather its Corollary 3.4, we
get that the image of the cohomology of A3k in the cohomology
of E is
im
(
res
Syl3(A3k)
E : H
∗(Syl3(A3k, Z/3Z)→ H
∗(E, Z/pZ)
)
∩H∗(E, Z/3Z)WA3k (E) .
• By Theorem 1.7 and induction
resA3kE : H
∗(A3k, Z/3Z)→ H∗(E, Z/3Z)WA3k (E)
is surjective (compare also the argument in [Mui], Prop. 3.9
and Lemma 3.11).
Thus
resA3kE : H
∗
s (A3k, Z/3Z) ≃ H
∗
s (E, Z/3Z)
WA3k (E)
and by the description of the action of WA3k on the stable cohomology
of E, we find that only e1 ∧ · · · ∧ ek remains spanning the positive
dimensional invariants.
Finally, to prove the surjectivity of the arrow in the displayed formula
2 above, consider the inclusions E ⊂ A3n ⊂ A3n+1. Then Syl3(A3k) =
Syl3(A3k+1) and, in exact analogy to the argument above, by [Mui],
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Prop. 2.2, E ⊂ Syl3(A3k+1) ⊂ A3n+1 is a closed system, so that by
Carde´nas-Kuhn the image of the cohomology of A3n+1 in the coho-
mology of E coincides with the image of the cohomology of A3n in E
(because also WA3n(E) ≃WA3n+1(E)). 
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