For discrete-time iterative learning control systems, the discrete Fourier transform (DFT) is a powerful technique for frequency analysis, and Toeplitz matrices are a typical tool for the system input-output transmission. This paper first exploits z-transform and DFT-based frequency properties for iterative learning control systems and studies the convergence property of a Toeplitz matrix to the power of iteration index. The exploitation exhibits that for the finite-length discrete-time iterative learning control systems, the time-domain convolution theorem for the z-transform and DFT is no longer true, and the Toeplitz matrix to the power of iteration index converges if and only if the identical diagonal element lies in the unit circle. Then, by considering the DFT to a finite-length sequence as a linear transform, it is easy to equivalently reform the input-output equation of linear discrete time-invariant and time-varying ILC systems as an algebraic discrete-frequency equation. Thus the derivative-type (D-type) iterative learning control (ILC) converges in a discrete-frequency domain if and only if it converges in a discrete-time domain. Numerical simulations are carried out to exhibit the validity and effectiveness.
Introduction
Since the iterative learning control (ILC) has been invented three decades before, it has been acknowledged as an efficacious intelligent strategy for a robot manipulator to repetitively execute a desired trajectory tracking over a finite time interval [1] [2] [3] . The mechanism is iterative generating an upgrading control input for the next iteration by means of compensating the control input at the current iteration with its proportional, integral, and/or derivative tracking discrepancy between the current output and the desired trajectory [4] [5] [6] [7] [8] [9] [10] [11] [12] . The pursuing aim is that the generated control input may drive the system to track the desired trajectory as precise as possible as the iteration index goes on, or in other words, the ILC is convergent.
Reviewing the contributions of the ILC convergence for discrete-time systems, the analytical techniques are mainly the time-and frequency-domains. In terms of convergence in a discrete-time domain, the kernel idea is to express the ILC dynamics as an algebraic input-output equation by the lift vector technique, and thus the ILC convergence is equiv-alent to the stability of the transmit matrix as shown [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . The idea is innovative, and the results are progressive. However, the convergence only involves the asymptotical tracking behavior measured in the sense of some fixed norm [26, 27] but does not much concerns with the transient performance evolution along the iteration axis. In fact, it is worth noticing that the input-output transmit matrix of a linear ILC-driven system is Toeplitz, and thus along the iteration axis the evolution behavior of the Toeplitz matrix to the power of iteration index must convey the learning performance evolution behaviors, including the transient overshooting, asymptotical convergence, or convergence monotonicity. Therefore the inherent significant property of the Toeplitz matrix is advantageous to ILC convergence analysis in a direct manner but not well discussed yet. This paper addresses it.
Despite the ILC convergence explorations in the time domain, the ILC convergence analysis in the frequency domain is necessary for filtering and cut-off frequency computation. For this, one existing analytical technique is the z-transform as adopted in [28] [29] [30] [31] , where the z-transform-based frequency-domain ILC convergence and robustness have been made basing on the postulation that the time-domain convolution theorem holds, which converts the convolution of two infinite-length discrete-time sequences into an algebraic multiplication of two z-transforms. However, as the input and output of a discretetime ILC-driven system are of finite length, the z-transform, which is fit to an infinitelength signal [32] , may not precisely deliver the frequency information. In the authors' opinion, iis regarded as an approximate computation. This opinion has also been commented in [33] .
Recall that the ILC system is repetitive. Then, the one-iteration ILC-driven system output can be regarded as a segment of a periodic sequence. It is thus feasible to make use of the discrete Fourier transform (DFT) to compute the output spectrum. For the regard, Owens' group has firstly introduced the DFT for error spectrum analysis [34] , which has regarded the finite-length discrete-time output as a truncation of an infinite-length system output, where, by defaulting the time-domain convolution theorem for a finite-length ILC system, the frequency-wise input-output relation is described as an algebraic equation. For the circumstance, the Owens' DFT technique is still z-transform-based. The socalled frequency-wise algebraic equation looks so brief that it has inspired a number of frequency-relevant ILC convergence and robustness investigations [35] [36] [37] [38] [39] [40] [41] . But, by careful comparison, one acquired that the complexity and premise of the ILC convergence as well as the robustness in discrete-time domain [17] are quite different from that made by Owens' DFT technique [34] in frequency domain, so that it is hard to match their equivalence. This is not mathematically logic and very possibly makes confusion and puzzlement for practical applications. In authors' opinion, the confusion is incurred by the approximate computation of z-transform-based Owens' DFT technique. As a matter of fact, by reviewing the concept of z-transform, we see that it fits an infinite-length sequence whose spectrum at each frequency is relevant to the sequence terms at all sampling times [32] . This means that the spectrum computed by the z-transform-based Owens' DFT technique is just an approximation because the finite-length truncation of an infinite-length system has lost last part of information. The approximation precision is relevant to the truncation length and stability of the system. Generally speaking, for a given system, the longer the truncation length, the better the precision. However, for a fixed truncation length and a given input, the precision of an unstable system is worse than that of a stable system because the energy loss of the last part information of an unstable system is larger.
Actually, by virtue of the repetition feature of the ILC system, the iteration-wise output can be regarded as a segment of a periodic sequence whereas for a periodic sequence, the DFT is a well-known powerful technique, which expresses the sequence with the fundamental N period as a summation of a fundamental sine wave plus (N -1) harmonic sine waves. Its equivalent form is in exponential complex-variable functions. Then the frequency-domain spectrum can be precisely computed by DFT in a direct manner. This motivates the paper firstly to investigate DFT properties for linear discrete time-invariant (LDTI) derivative-type (D-type) ILC systems and the convergence of the Toeplitz matrix to the power of the iteration index. The followed works are the frequency-domain convergence derivation of LDTI D-type ILC systems and its generalization to linear discrete time-varying (LDTV) D-type ILC systems.
The rest of the paper is organized as follows. Section 2 exhibits properties of the ztransform and DFT for truncated LDTI systems together with convergence property of Toeplitz matrix to the power of iteration index. Section 3 presents frequency-domain convergence analysis of LDTI and LDTV D-type ILC systems, respectively. Numerical simulations are made in Sect. 4, and Sect. 5 concludes the paper. 
where z is a complex variable, and R h-< |z| < R h+ refers to the region of convergence (ROC). Then the inverse z-transform ofĥ(z) is defined as a contour integration:
where C represents a closed contour within the ROC: R h-< |z| < R h+ and j 2 = -1.
By derivation it is easy to testify the additivity and homogeneity for both z-transform and inverse z-transform. 
whereĝ(z),û(z), andŷ(z) denote the z-transform transfer function, input, and output, respectively.
By the time-domain convolution theorem the discrete time-domain dynamics of system (1) is equivalently formulated as
where
, and u(n) = Z -1 (û(z)).
Let I = [ε 1 |ε 2 | · · · |ε N ] denote the N th-order unit matrix, and let S = [ε 2 |ε 3 | · · · |ε N |0] be a shift matrix.
Define the truncation operator
Here the integer (n 2 -n 1 + 1) is the assigned truncation length. Denote the lifted vectors as
Define the matrix operator for a truncation as
Proposition 2 ε l = S l-1 ε 1 for l = 2, 3, . . . , N , and SW = WS. Here ε l = S l-1 ε 1 is assigned as the (l -1)th shift impulse signal.
By making the truncation operator to system (2), a lift-vector form description becomes
Denote the z-transform truncations with respect to the sequences {(Φ [1,N] 
Proposition 3 The relationship of the z-transform truncations with respect to (2) is as
follows:
Additionally,
Taking Eqs. (3) and (4) into account achieves the result.
Remark 1 Proposition 3 exhibits that the time-domain convolution theorem, which is fit for infinite-length sequences, is no longer guaranteed for truncated finite-length sequences. Therefore the spectrum at each frequency for a finite-length sequence computed by the z-transform making use of time-domain convolution theorem is only an approximate formulation. The approximation precision depends on the truncation length and the stability of the impulse response. Thus the validity of the existing z-transform-based controller design, convergence analysis, and robustness for ILC systems in [28] [29] [30] [31] needs to be clarified in a rigorous manner.
Discrete Fourier transform for LDTI SISO systems
Definition 2 (Discrete Fourier transform [32] ) For a finite-length discrete
its discrete Fourier transform (DFT) is defined as
Its inverse discrete Fourier transform (IDFT) takes the form
For simplicity, denote s = e j 2π
N . Then e j 2π N mn = s mn , and formula (5) becomes
Analogously, its inverse discrete Fourier transform (IDFT) (6) can be rewritten as
Then V = Qv and, equivalently, v = Q -1 V, where
It is no difficult to derive the famous Parseval energy formula
Moreover,
We further calculate the DFT for a class of LDTI single-input-single-output (SISO) systems described by
y(n + 1) = Cx(n + 1),
where N is a finite positive integer denoting the total sampling number, x(n), u(n), and y(n) are p-dimensional state vector, scalar input, and scalar output, respectively, and A, B, and C are matrices of appropriate dimensions.
T be the impulse signal and stimulate systems (9) . Then the output takes the form
where the vector g 1 is assigned as the impulse response of system (9). Thus, for any input
T , the output of system (9) is expressed as
For simplicity, denote y + (n) = y(n + 1). Then the DFT of the sequence y + = [y(1), y(2), . . . ,
y(N)]
T is computed as
In addition, according to DFT formula (5a), the DFTs for the sequences
T are computed as
Comparing the summation expression on the right side of Eq. (11) with that of (12) It is testified that ρ(A) = 0.8869 < 1. This implies that the system is stable. 
Relationship formulation in discrete-frequency domain
In what follows, we derive the discrete-frequency relationship among output, shift impulse responses, and input.
Figure 4 Energy tendency of output and its approximation
For simplicity, denote
From (10) we have
Denote
ThenḠ l = g l =Ḡε l for l = 2, . . . , N , which means that the lth column of the matrixḠ is the response of system (10) with respect to the shift impulse ε l , named as the (l -1)th shift impulse response. HenceḠ is called the impulse response matrix. Then (10) becomes
where 
Equivalently, Eq. (14) becomes
Equation (16) formulates the discrete-frequency relationship of output, shift impulse responses, and input.
Properties of Toeplitz matrix

Proposition 4 For a lower triangular Toeplitz matrix
Proof In view of the expression
Then, for an index k (k < N ), Eq. (17) induces
For a sufficiently large iteration index k (k ≥ N ), by considering S N = 0 Eq. (18) results in
.
Necessity is obvious.
Sufficiency: Recall the assumption that λ = |a 1 | < 1. Case 1: For the case where λ = |a 1 | = 0, from expression (18) we see that M N = 0.
Case 2:
For the case where 0 < λ = |a 1 | < 1, note that
By multiple adopting L. Hospital's rule for limiting times, we have
As the number N is fixed, Eq. (18) gives rise to
Remark 2 It should be pointed out that Proposition 4 can be regarded as a corollary of Schur complementary. However, the derivation of Schur complementary is too complicated to easily acquire the evolution of elements of the Toeplitz matrix to the power of iteration index as the power index k increases. The proof of Proposition 4 is given in a straightforward mode, which explicitly presents the evolution of elements of the Toeplitz matrix to the power of iteration index in a clear way. This is helpful in observing the evolution behavior of the transient learning performance of the iterative learning control system because the transmit matrix of the tracking errors of the two adjacent iterations turns to be a lower triangular Toeplitz matrix.
Proposition 5 If the matrices
M 1 and M 2 are Toeplitz, then M 1 M 2 = M 2 M 1 is Toeplitz. Proof Let M 1 = a 1 I + a 2 S + a 3 S 2 + · · · + a N S N-1 and M 2 = b 1 I + b 2 S + b 3 S 2 + · · · + b N S N-1 . Then M 1 M 2 = a 1 I + a 2 S + a 3 S 2 + · · · + a N S N-1 b 1 I + b 2 S + b 3 S 2 + · · · + b N S N-1 = a 1 b 1 I + (a 1 b 2 + a 2 b 1 )S + (a 1 b 3 + a 2 b 2 + a 3 b 1 )S 2 + · · · + (a 1 b m + a 2 b m-1 + · · · + a m-1 b 1 )S m-1 + · · · + (a 1 b N + a 2 b N-1 + · · · + a N b 1 )S N-1 = M 2 M 1 .
Proposition 6 For a lower triangular matrix
where |A| = (|a ij |) ≤ |B| = (|b ij |) if and only if |a ij | ≤ |b ij |. By multiplication of matrices it is no difficult to yield
From Proposition 4 we have lim k→+∞ R k = 0.
3 Convergence analysis 3.1 DFT-based convergence for LDTI systems
First-order D-type ILC scheme and convergence
Provided that system (10) attempts to track a predetermined desired trajectory y d (n + 1) while it repetitively operates, let u 1 (n) be an arbitrary initial input, and let e 1 (n + 1) = y d (n + 1) -y 1 (n + 1) denote the output error of systems (10) driven by u 1 (n), n = 0, 1, 2, . . . , N -1. By compensating u 1 (n) with its output error e 1 (n + 1), u 2 (n) is generated. In recursion, the first-order derivative-type iterative learning control (D-type ILC) updating law is formulated as u 1 (n), arbitrary given, u k+1 (n) = u k (n) + Γ e k (n + 1), n = 0, 1, 2, . . . , N -1, (20) where the subscript k = 1, 2, . . . denotes the iteration index, and Γ is assigned as the derivative learning gain.
Inferring the derivation of Eq. (14), we have
Analogously, the first-order D-type ILC (20) becomes 
Proof Taking Eqs. (21) and (22) into account yields
Then
Therefore
In Eqs. (23) and (24),
Noting that the matrix I -ΓḠ is lower triangular Toeplitz, from Proposition 4 the sufficiency and necessity are immediate.
Remark 3 Because the matrix Q is invertible, lim k→+∞ E k+1 = 0 in the discrete-frequency domain if and only if lim k→+∞ e k+1 = 0 in the discrete-time domain. This is theoretically logic and thus convincing. Thus the robustness of the ILC algorithm to the system parameters uncertainty may be addressed in the time domain in a direct manner. This issue is involved in our future work. As for the existing frequency-domain convergence analysis by means of the z-transform, the convergence equivalence to the discrete-domain result is quite obscure, the robustness analysis such as of the system parameter uncertainty by the z-transform needs to be refined in a rigorous manner, as mentioned in Remark 1.
Remark 4 Though the frequency-domain relationship of (16) is not simpler than the relationship in the time domain, Theorem 1 of the paper conveys that the lifted tracking error vector converges itself. This means that the tracking error may converge while measured in any form of norm. This is benefited from the property of the lower triangular Toeplitz matrix addressed by Proposition 4. However, in many existing convergence results, the discrete-time convergence of the traditional D-type iterative learning control algorithm is ensured in the sense of the lifted tracking error measured in some of but not a preferred norm.
Remark 5 The derivation of Theorem 1 conveys that the convergence condition ρ 1 = |1 -Γ g 1 (1)| < 1 depends upon the systems input matrix B, output matrix C, and the derivative learning gain Γ , but no relevance to the system matrix A. This coincides with the existing conclusion in the literature [31] .
Remark 6 From the proof of Lemma 1 we found that the magnitude of tracking error would grow extremely at the first finite iterations. This makes the use of ILC cautious for practical applications. A preferred candidate guarantees the ILC algorithm (22) to be monotonously convergent. (22) is applied to system (10) and satisfies the conditionρ 1 = I -ΓḠ 2 < 1. Then E k+1 2 < E k 2 and lim k→+∞ E k+1 2 = 0.
Theorem 2 Assume that the D-type ILC
Proof Calculating the 2-norm of both sides of expression (23), we have
From Parseval's energy formula (7), (27a) is equivalently reformed as
According to the 2-norm of matrix I -ΓḠ,
where ρ((I -ΓḠ)
) denotes the spectral radius of the matrix (I -ΓḠ) T 
(I -ΓḠ).
Considering the assumptionρ 1 = I -ΓḠ 2 < 1, the results are ensured.
Remark 7 From the above-mentioned convergence condition, the choice of learning gain Γ is one degree of freedom but depends upon the impulse response at all sampling instants. This makes the choice of learning gain Γ difficult. For the regard, a possible manner is to adaptively construct a time-varying iteration-dependent ILC algorithm.
DFT-based convergence for LDTV systems
Consider the class of LDTV systems described as
y(n + 1) = C(n + 1)x(n + 1),
where N is the total sampling number, x(n), u(n), and y(n) are p-dimensional state vector, scalar input, and output, respectively, and A(n), B(n), and C(n) are time-varying matrices of appropriate dimensions. Next, we derive a discrete-frequency relationship among output, shift impulse responses, and input for LDTV system (28) .
From (29) we have
Denotẽ g l = Hε l for l = 1, 2, . . . , N and
Then H l =g l = Hε l for l = 2, . . . , N , which means that the lth column of the matrix H is the response of system (29) with respect to the shift impulse ε l , called the (l -1)th shift impulse response. Then (29) becomes
Equivalently, Eq. (31) becomes
Equation (33) formulates the discrete-frequency relationship of output, shift impulse responses, and input.
Comparing the input-output equation (33) for LDTV system (28) with the input-output equation (16) for LDTI system (10), the constructive forms of the input-output transmit matrices are identical, except that the elements G l (m) expressed by (32) are different from G l (m) given by (15) . By considering the difference and using Proposition 6, we analogously achieve the following convergence results. Remark 8 Theorem 3 reveals that the convergence is guaranteed in the vector form either for the time-domain tracking error or for the frequency-domain tracking error. This implies that the tracking error converges in any form of norm. However, the existing results are only for a fixed but unknown norm [26, 27] , although they are equivalent. (28) and satisfies the conditionρ 2 = I -Γ H 2 < 1. Then E k+1 2 < E k 2 and lim k→+∞ E k+1 2 = 0.
Theorem 4 Assume that the D-type ILC (22) is applied to system
Remark 9 Theorem 4 obtains frequency-domain sufficient conditions for the monotonic convergence of a class of LDTV D-type ILC systems, whilst the z-transform-based frequency analysis is very hard to compute the tracking error spectrum either for the infinitelength or for the finite-length time-varying system. The result is marvelous for practical applications.
Numerical simulations
Example 1 Consider the LDTI SISO system 
, n ∈D. The sampling number of system (34) is set asD = {0, 1, 2, . . . , 99}. The desired trajectory is chosen as y d (n) = 1 -exp(-0.048n), n ∈D, and the beginning control input is chosen as u 1 (n) = 1, n ∈D. The initial state is set as
It is obvious that e k (0) = 0. For the D-type ILC algorithm (22), we choose the derivative learning gain Γ = 40. It is computed that ρ 1 = |1 -Γ g 1 (1)| = 0.9276, which means that the convergent condition ρ 1 < 1 holds. Figure 5 exhibits the tracking behavior of system (34) driven by the D-type ILC (22) , where the dash curve stands for the desired trajectory, and the dash-dotted and solid ones are the outputs at the fiftieth and eightieth iterations, respectively, which shows that the output tracks the desired trajectory closer as the iteration goes on. Figure 6 depicts the tracking error tendency along iteration direction in the sense of 2-norm of e k 2 = 100 n=1 |e k (n)| 2 in the discrete-time domain. Figure 7 exhibits the frequency-wise spectra of the tracking error at the fiftieth, eightieth, and hundredth iterations, respectively. Example 2 Consider the other LDTI SISO system
, n ∈D. (22), we select the derivative learning gain Γ = 5.6. It is computed thatρ 1 = I -ΓḠ 2 = 0.9423, which means that the monotone convergence conditionρ 1 < 1 holds. Figure 9 exhibits the tracking behavior of the system (35) driven by the D-type ILC (22) , where the dash curve stands for the desired trajectory, and the dash-dotted and solid ones are the outputs at the sixth and twentieth iterations, respectively, which shows that the output tracks the desired trajectory more and more closer as the iteration goes on. Fig-Figure 10 Tracking error tendency in discrete-time domain Figure 11 Frequency-wise error spectra Figure 11 exhibits the frequency-wise spectra of the tracking error at the sixth, twentieth, and thirtieth iterations, respectively, which shows that, for each harmonic frequency 
Conclusion
The paper firstly exploits DFT properties of iterative learning control systems and the property of a Toeplitz matrix. The exploitation exhibits that, for repetitive finite-length iterative learning control systems, the time-domain convolution theorem either for the ztransform or for the DFT form is no longer true by rigorous reduction. This challenges the existing methodologies and results in deed. Though the derived DFT-based frequencydomain relationship among the input, impulse response, and the output looks complicated, it objectively reveals their inherent features, and thus it is not difficult to achieve the equivalence of the convergence in the frequency domain to the existing results in the time domain. Besides, the adopted DFT-based frequency technique is feasible for linear discrete time-variable systems. This will greatly extend the applicable scope. In addition, the convergences for LDTI systems and for LDTV systems have been made in a straightforward manner by means of investigating the convergence property of a Toeplitz matrix to the power of iteration index. This is important for an ILC system to present its tracking behavior evolution along the iteration direction. However, this paper does not involve the frequency-domain robustness to system uncertainties and external noise perturbations. This will be addressed in future works.
