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Abstract
Experimental studies have observed that particulate composite systems experience damage in three
principal modes: failure of the interface between particle and binder; tearing of the matrix; and
fracture of the particle. Interfacial debonding is often a precursor to the other failure processes and
plays a key role in the constitutive response of solid propellant, a compliant elastomeric matrix
containing a high volume fraction of stiff particles. These particles range from a few micrometers
to several hundred micrometers in diameter. Since solid propellant structures are on the scale of
meters, a multiscale method is necessary to accurately simulate damage and failure.
This work has focused on using two homogenization approaches to investigate the relationship
between microstructural damage and macroscopic constitutive response: a nonlinear finite element
solution incorporating the Mathematical Theory of Homogenization (MTH) and a micromechan-
ics model based on Mori-Tanaka homogenization. The rigorous mathematical framework of MTH
couples the macroscale and the microscale through asymptotic analysis. MTH-based finite ele-
ment simulations, performed on a periodic unit cell, capture details of particle interactions, local
stress concentrations and asymmetries in the microstructural processes. Comparatively inexpen-
sive micromechanics models, on the other hand, ignore many of these complexities but accurately
reproduce important features of the constitutive response and provide additional insights into the
physics of dewetting.
The two modeling approaches are compared for the axisymmetric case of circular particles
debonding under equibiaxial loading. MTH simulations were used to provide a reference solution
against which the micromechanics results could be evaluated. The comparison was made for small
strain; a similar comparison performed using nonlinear kinematics found comparable results. The
interaction between the two methods differentiates those features of the model which significantly
impact the results from those which do not. It was demonstrated that for material systems with
large differences between particle diameters, it is unnecessary to model the debonding of smaller
particles; it is sufficient to represent their contribution to damage nucleation and to the stiffness of
the matrix.
The small strain micromechanics approach is subsequently extended to consider the multiaxial
response of composites containing elliptical particles. Unlike the axisymmetric case, the microme-
chanics model does not permit a purely analytic solution because both the loading and the geometry
are two-dimensional. The interfacial traction field is therefore approximated by a Fourier series
ii
decomposition. The stresses and displacements are found using Muskhelishvili’s method of com-
plex potentials. The model was verified by comparison with the previously obtained results for
circular inclusions. The macroscopic response is influenced by the particle size and aspect ratio as
well as the applied loading condition. Refinement of the model is necessary in order to investigate
the effect of loading direction.
Finally, the MTH-based finite element framework is used to evaluate the performance of peri-
odic boundary conditions and minimal kinematic boundary conditions applied to the unit cell of
a particulate composite material. Contrary to the predictions of some research, it is demonstrated
that both boundary conditions capture localization even under inherently non-periodic loading.
iii
To Ross, my better half
and
Nicholas, my other great adventure
iv
Acknowledgments
This work was supported by the Center for Simulation of Advanced Rockets (CSAR) under con-
tract number B341494 by the U.S. Department of Energy. Some support was also provided by
the MechSE Alumni Board Teaching Fellowship and by the National Aeronautics and Space Ad-
ministration (NASA) and Boeing through the Illinois Space Grant Consortium’s Undergraduate
Research Opportunity Program (UROP).
I feel very fortunate to have been guided through my doctoral studies by Professor Philippe
Geubelle, for whom I have the highest regard as a mentor and a researcher. I hope that my graduate
students will one day learn as much from me. I am also grateful for all I have learned under
the guidance of my committee members, Professor Armand Beaudoin, Professor Young Huang,
Professor Iwona Jasiuk, Dr Karel Matousˇ, and Professor Petros Sofronis. Thank you too to my
colleagues and collaborators, Laurence Brassart and Dr. Henry Tan.
I have benefited greatly over the years from the vibrant and opinionated debates of the Compu-
tational Mechanics group, as well as from occasional focused discussions. Thank you to Jay Patel,
Mohan Kulkarni, Karthik Srinivasan, Alejandro Arago´n, Scot Breitenfeld, Fernando Stump and all
the other denizens of 322 Talbot Lab. I have also received considerable assistance in the matters
of optimization and Octave from my colleagues at the University of Pretoria, in particular my PhD
buddy, Carl Sandrock.
It is impossible to mention all the people who have enriched my life while I have been at the
University of Illinois. The Women’s Therapy Group at the UIUC Counselling Center, the Some-
thing Society and the Chapel of St John the Divine have all been constant supports. I have loved
sharing studying and social time with our great neighbors, Emily Evans and So¨ren Wiesenfeldt,
and drinking wine with Jessica Horn and Sarah Kiefer. We are very grateful to the families who
have shared their homes with us during our move: the Webers, Smythes and Dominys.
My family have provided inspiration and encouragement throughout my life and especially
through this process. Thank you to Mum and Dad for my foundations, and to Marie, Martha
and Ross, Christa and Steven, Robert, Hilary, Ruby, Martin and Jonathan, and Michael for your
encouragement and your faith in me over the years. I would not have completed this project with-
out you and without the supportive butt-kicking and constant love provided by my husband, Ross
Musselman.
v
Contents
List of tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
List of symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Micromechanics vs. Finite Element Analysis . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Micromechanics model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 MTH-based multiscale finite element method . . . . . . . . . . . . . . . . . . . . 17
2.5 Comparative assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Finite strain modeling of debonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Simplified modeling based on mean-field homogenization (MFH) . . . . . . . . . 35
3.4 Full-field FE modeling based on the Mathematical Theory of Homogenization
(MTH) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4 Debonding of elliptical particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Muskhelishvili Complex Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Micromechanics model for debonding of rigid elliptical particle . . . . . . . . . . 59
4.5 Numerical Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.7 Planned reformulation of the problem . . . . . . . . . . . . . . . . . . . . . . . . 82
4.8 Preliminary conclusions and possible extensions . . . . . . . . . . . . . . . . . . . 83
vi
5 Boundary Condition Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Multiscale formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Finite element implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4 Shear loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5 Uniaxial strain loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.1 Key contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.1 Cauchy Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.2 Muskhelishvili complex potentials . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
vii
List of tables
2.1 Cohesive interface properties for micromechanics comparison. . . . . . . . . . . . 11
2.2 Volumetric material properties for micromechanics comparison. . . . . . . . . . . 11
4.1 Material and interface properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1 Volumetric material properties for boundary condition study. . . . . . . . . . . . . 96
5.2 Cohesive interface properties for boundary condition study. . . . . . . . . . . . . . 97
5.3 Pack specifications: packs without cohesive elements . . . . . . . . . . . . . . . . 97
5.4 Pack specifications: packs containing cohesive elements . . . . . . . . . . . . . . 98
viii
List of figures
2.1 Bilinear cohesive law for opening in the normal direction. The unloading path
is always directed towards the origin. . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Schematic comparison of dilute (left) and Mori-Tanaka (right) assumptions. . . . . 13
2.3 Comparison between dilute and Mori-Tanaka solutions; f=0.2, a=40µm. . . . . . . 15
2.4 Effect of volume fraction on the macroscopic stress-strain curve: Mori-Tanaka
solution, a = 40µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Macroscopic stress strain-curve for a material with two different particle sizes,
a1 = 50µm, f1 = 0.26, a2 = 20µm, f2 = 0.18. . . . . . . . . . . . . . . . . . . . 16
2.6 Effect of particle radius: Mori-Tanaka solution, with volume fraction f = 0.2. . . . 17
2.7 Schematic of the multiscale model. The deformed contours drawn on the RVE
(dashed curves) emphasize the periodic nature of the microscale solution and
the displacement jump along the cohesive fiber-matrix interface. . . . . . . . . . . 18
2.8 (a) Typical RVE mesh, incorporating 3- and 4-noded elements, with refinement
in areas of high heterogeneity. (b) Particle size distribution. . . . . . . . . . . . . . 21
2.9 (top) MTH prediction of macroscopic stress-strain and damage evolution curves
for equibiaxial strain case. (bottom) Von Mises stress distributions plotted on
the deformed shape (displacements magnified by 10) of the RVE at the four
stages in the damage process denoted by open circles in the top figure. . . . . . . . 23
2.10 Uniaxial macroscopic strain: (a) Macroscopic stress-strain curve, including
damage evolution; (b) Von Mises stress distribution at ε¯11 = 0.6%. The dis-
placements have been magnified by 10 to emphasize the interface failure. . . . . . 24
2.11 Macroscopic shear stress state: (a) Macroscopic stress-strain curve, including
damage evolution; (b) Von Mises stress distribution at ε¯11 = 2.3%. Displace-
ments magnified by 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.12 Comparison between micromechanics and MTH solutions for (a) a < acr, (b)
a > acr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.13 Comparison between micromechanics and MTH solutions for a unit cell con-
taining 18 particles. The failure of each particle is a discrete event. . . . . . . . . . 28
2.14 Comparison between micromechanics and MTH solutions for a = 40µm, with
varying volume fraction: (a) f = 0.3,(b) f = 0.5, (c) f = 0.7. (d) is a
magnification of the first part of the curve in (c). . . . . . . . . . . . . . . . . . . . 29
2.15 Comparison between micromechanics and MTH solutions for two different
particle sizes: (a) shows a system in which the particles are of the same or-
der of magnitude. In (b) the difference in size is more marked. The small
particles have not yet failed at ε¯ = 0.02, hence the MTHFE is still below the
Mori-Tanaka prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
ix
3.1 Exponential traction-separation law showing an unloading path directed to-
wards the origin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 The original boundary condition problem is subdivided into several isolated
inclusion problems, each of them seeing the average strain in the matrix as
far-field strain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Schematic representation of the multiscale problem with P¯ and F¯ denoting
the macroscopic nominal stress and deformation fields, respectively. Hetero-
geneities and discontinuties are visible only at the microscale. t0 represents the
cohesive traction vector acting along the particle-matrix interface Γc. . . . . . . . 39
3.4 Comparison between the macroscopic constitutive curves obtained by mean-
field homogenization (MFH) and finite element analysis (FEM) for different
values of the critical opening displacement; f = 0.2, a = 10µm. . . . . . . . . . . 41
3.5 Effect of particle volume fraction on the macroscopic stress-strain responses
from mean-field homogenization (MFH) and finite element analysis (FEM);
χc = 1µm, a = 10µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Effect of unit cell size on (a) the macroscopic constitutive response and (b) and
(c) the microscale response for packs containing 6 and 10 particles respectively.
In (b) and (c) the stress field S11 is plotted on the deformed shape at total
deformation F¯ − 1 of 10%, 20% and 30%; v = 0.2, a = 10µm, χc = 5µm. . . . . 43
3.7 Macroscopic response of the composite from mean-field homogenization for
2 different sizes of particles, with the response for a single particle solution
shown as a solid line for reference; a1 = 20µm, v1 = v2 = 10%, χc = 2µm. . . . . 44
4.1 An ellipse (with major semi-axis a and minor semi-axis b) in an infinite matrix
subjected to far-field loading N1, N2 at an angle ω. . . . . . . . . . . . . . . . . . 47
4.2 Conformal map which transforms the unit circle γ into an ellipse. . . . . . . . . . . 48
4.3 Each point on the ellipse can be associated uniquely with three different angles:
α is the polar angle, β is the angle of the normal to the ellipse, and θ is the
parametric angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Relationship between angles for an ellipse with a
b
= 10. (a) Circles denote
52 points defined on the high aspect ratio ellipse, which are equally spaced (at
constant dθ) on the corresponding unit circle γ. (b) The variation of polar angle
α and normal angle β with respect to the index angle θ. . . . . . . . . . . . . . . 50
4.5 Superposition of a traction-free hole subjected to far-field loading and an ellipse
with cohesive tractions acting on the hole. . . . . . . . . . . . . . . . . . . . . . . 51
4.6 The deformed shape of the ellipse under far-field loading. (a) Uniaxial loading
at ω = pi
3
, with N1 = 10 MPa and N2 = 0 MPa. (b) N1 = 10 MPa, N2 = 5
MPa at ω = pi
3
. The matrix has material properties Em = 2 GPa and νm = 0.3,
and the ellipse semi-axes are a = 20 mm and b = 10 mm; displacements are
magnified 10 times. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.7 Comparison between Timoshenko solution and Fourier sum solution for a
b
= 2.
(a) Schematic of the geometry and loading; (b) deformed shape; (c) potential
φ; (d) potential ψ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
x
4.8 Cohesive law for the micromechanics model. Stage 1 is the undamaged re-
sponse, Stage 2 represents the damaged response, and Stage 3 is the failed
response. The response under unloading is directed linearly towards the origin. . . 61
4.9 Equibiaxial loading of a circular particle. (left) Macroscopic response showing
the effect of particle size. (right) Displaced shape for large particle, a
∆nc
=
50, plotted at intervals of 0.2% strain, with displacements magnified 10 times.
Volume fraction f = 0.4, material ratio E
m
σmax
= 100. . . . . . . . . . . . . . . . . 68
4.10 Schematic illustrating loading ratio α, which ranges from 1 for equibiaxial
loading through to 0 for uniaxial loading and to -1 for shear loading. . . . . . . . . 68
4.11 Effect of loading ratio α on (a) a small circular particle, size a
∆nc
= 20 and (b)
a large circular particle, size a
∆nc
= 50. Volume fraction f = 0.4, material ratio
Em
σmax
= 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.12 Effect of particle size for a circular particle under different applied loading
conditions. The deformed shape for the large particle, a
∆nc
= 50, is plotted at
intervals of 0.2% strain, with displacements magnified 10 times. (a) σ¯2 = 12 σ¯1;
(b) Uniaxial stress, σ¯2 = 0; (c) σ¯2 = −12 σ¯1; (d) Shear loading, σ¯2 = −σ¯1.
Volume fraction f = 0.4, material ratio E
m
σmax
= 100. . . . . . . . . . . . . . . . . 70
4.13 Effect of particle size on the macroscopic response and deformed shape for
elliptical particles with varying aspect ratios. (a) Circular particle, a
b
= 1; (b)
Low aspect ratio particle, a
b
= 2; (a) High aspect ratio particle, a
b
= 5; (a)
Very high aspect ratio particle, a
b
= 10. Displaced shape for small particle,
a
∆nc
= 20, plotted at intervals of 0.2% strain, with displacements magnified 10
times. Volume fraction f = 0.4, material ratio E
m
σmax
= 100, uniaxial stress. . . . . 72
4.14 Effect of aspect ratio on the constitutive response of packs with different parti-
cle sizes. (a) Small particle a
∆nc
= 20; (a) Large particle a
∆nc
= 50; (b) Largest
particle a
∆nc
= 100. Volume fraction f = 0.4, material ratio E
m
σmax
= 100,
uniaxial stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.15 Investigation of series convergence (a) Magnitude of the Fourier coefficients
at different levels of ε¯11. (b) Macroscopic stress strain response, with vertical
lines indicating the macroscopic strain at which the Fourier coefficients are
examined. Results are plotted for aspect ratio a
b
= 5 and particle size a
∆nc
= 50,
volume fraction f = 0.4, material ratio E
m
σmax
= 100, uniaxial stress. . . . . . . . . 73
4.16 Effect of the number of modes in the Fourier series on the magnitude of the
Fourier coefficients, |sk|, plotted on semilog axes for (a) ε¯11 = 0.1% and (b)
ε¯11 = 1.0%. Results are plotted for aspect ratio ab = 5 and particle size
a
∆nc
=
50, volume fraction f = 0.4, material ratio E
m
σmax
= 100, uniaxial stress, 100
integration points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.17 Effect of the number of integration points around the half-ellipse on the mag-
nitude of the Fourier coefficients, |sk| for (a) ε¯11 = 0.1% and (b) ε¯11 = 1.0%.
Results are plotted for 40 modes, aspect ratio a
b
= 5 and particle size a
∆nc
= 50,
volume fraction f = 0.4, material ratio E
m
σmax
= 100, uniaxial stress. . . . . . . . . 75
xi
4.18 Effect of loadstep size on reliability of solver convergence, shown for a large
particle ( a
∆nc
= 50) at varying aspect ratios under uniaxial stress (cf. Fig-
ure 4.14 (b)). Decreasing linewidth indicates decreasing step size, and the ter-
mination point of each simulation is indicated with a unique symbol. . . . . . . . . 77
4.19 Effect of the loading angle on the constitutive response and deformed shape
of elliptical particle microstructures. (a) Small particle a
∆nc
= 20; (b) Large
particle a
∆nc
= 50. (c) Deformed shapes plotted for the points indicated, with
displacements magnified twenty times. Aspect ratio a
b
= 2, volume fraction
f = 0.4, material ratio E
m
σmax
= 100, uniaxial stress. . . . . . . . . . . . . . . . . . 78
4.20 Effect of the loading angle on the error in the symmetry of the particle stress,
|σ¯p12 − σ¯p21|. (a) Small particle a∆nc = 20; (b) Large particle a∆nc = 50. Aspect
ratio a
b
= 2, volume fraction f = 0.4, material ratio E
m
σmax
= 100, uniaxial
stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.1 Schematic representation of the multiscale problem with σ¯ and ε¯ denoting the
macroscopic stress and strain fields, respectively. Heterogeneities and discon-
tinuties are visible only at the microscale. T represents the cohesive traction
vector acting along the particle-matrix interface Γc. . . . . . . . . . . . . . . . . . 89
5.2 Bilinear cohesive law. (a) Mode I loading (∆t = 0). (b) Mode II loading
(∆n = 0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Finite element discretisation of one of the microstructures used in this study
with inclusion volume fraction of 43.76%. The inset shows in more detail the
areas of refinement between particles. . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4 Coordinate system conventions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.5 Comparison of fluctuating displacement fields for a simple four-particle pack
under uniaxial strain aligned with the cell boundaries. (a) Macroscopic stress-
strain responses. At 0.4% strain, the fluctuating displacement field u(1)1 is plot-
ted on the deformed shape with displacements magnified ten times for (b) PBC
and (c) MKBC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.6 Effect of RVE size L (normalised by the particle diameter) on the shear mod-
ulus of the undamaged pack, for PBC (triangles) and MKBC (diamonds). (a)
shows upper and lower bounds on the shear modulus, (b) is scaled to the data
and shows only the lower bounds. . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.7 Macroscopic shear loading (pack A). (a) The macroscopic principal stress (solid
line) is plotted against the macroscopic principal strain on the same graph as the
damage (dashed) and failure (dotted) evolution curves. The von Mises stress
distribution at ε¯1ˆ1ˆ = 1% (vertical dotted line in (a)) is plotted on the deformed
packs with displacements magnified ten times for (b) periodic and (c) minimal
kinematic boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
xii
5.8 Macroscopic uniaxial strain (pack B). (a) Constitutive response and damage
evolution. At 0.4% strain, the deformed microstructures under (b) periodic
(PBC) and (c) minimal kinematic (MKBC) boundary conditions have formed
localisation bands. At 1.4% strain, (d) PBC and (e) MKBC both exhibit ex-
tensive damage, and many particles have completely unloaded, making them
difficult to distinguish from voids. Displacements are magnified ten times in
all microstructures, which are shown with the von Mises stress distribution. . . . . 105
5.9 Macroscopic uniaxial strain at 22.5◦ (pack D). (a) Principal stress is plotted
against principal strain, with damage evolution curves on the same graph. The
von Mises stress distribution is plotted on deformed microstructures for ε¯1ˆ1ˆ =
0.4% under (b) periodic and (c) minimal kinematic boundary conditions, with
displacements magnified by a factor of ten. . . . . . . . . . . . . . . . . . . . . . 107
5.10 Macroscopic uniaxial strain (pack C). Constitutive response in the principal
direction, as well as damage and failure evolution curves, are shown for loading
at (a) 0◦, (b) 11.25◦, (c) 22.5◦ and (d) 45◦ to the pack coordinates. . . . . . . . . . 108
5.11 Macroscopic uniaxial strain (pack C). The von Mises stress distribution is plot-
ted on deformed microstructures at ε¯1ˆ1ˆ = 0.4%, with displacements magnified
ten times. Loading at θ = 11.25◦ for (a) PBC and (b) MKBC. Loading at
θ = 45◦ for (c) PBC and (d) MKBC. . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.12 Averages (thick curves) and standard deviations (dotted curves) calculated for
results from 6 packs under macroscopic uniaxial strain at 22.5◦. (a) Macro-
scopic stress-strain response. (b) PBC damage and failure evolution curves
with the standard deviation indicated as error bounds. (c) MKBC damage and
failure evolution curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.13 Macroscopic uniaxial strain at 22.5◦ on a small pack. (a) Principal stress is
plotted against principal strain, with damage evolution curves on the same
graph. The von Mises stress distribution is plotted on deformed microstruc-
tures for ε¯1ˆ1ˆ = 0.4% under (b) periodic and (c) minimal kinematic boundary
conditions, with displacements magnified by a factor of ten. . . . . . . . . . . . . . 112
A.1 Schematic showing a curve γ with enclosed region S+ and infinite region S−. . . . 119
xiii
List of abbreviations
2-D Two-Dimensional.
3-D Three-Dimensional.
BC Boundary Condition.
CSAR Center for the Simulation of Advanced Rockets.
FEM Finite Element Method.
MFH Mean-field homogenization.
MKBC Minimal Kinematic Boundary Condition.
MTH Mathematical Theory of Homogenization.
MTHFE Mathematical Theory of Homogenization-based Finite Element.
PBC Periodic Boundary Conditions.
PVW Principle of Virtual Work.
RVE Representative Volume Element.
SP Solid Propellant.
xiv
List of symbols
Chapter 2
•m Quantity associated with the matrix.
•pI Quantity associated with particle I .
•int Quantity associated with the interface.
Ω Total domain; Macroscopic domain.
Ωm Domain of matrix.
ΩpI Domain of particle I .
SpI Particle-matrix interface for particle I .
Sint Particle-matrix interface.
fI Volume fraction of particle I .
f Total particle volume fraction.
σ Stress.
ε Strain.
σ¯ Macroscopic stress.
ε¯ Macroscopic strain.
JurK Interface opening in the radial direction; Displacement discontinuity.
σint Interface traction.
σmax Tensile interface strength.
τmax Shear interface strength.
kσ Interface modulus.
k˜σ Interface softening modulus.
xv
Tn Normal cohesive traction.
Tt Tangential cohesive traction.
∆n Normal displacement jump.
∆t Tangential displacement jump.
∆nc Critical opening displacement.
∆tc Critical sliding displacement.
γint Interface toughness.
S Interface damage parameter; remaining capacity of the local interface to sustain
tractions.
Sinit Initial value of the interface damage parameter.
M Material compliance tensor.
〈σp〉I Stress average over particle I .
〈εint〉I Strain average over interfaces around particle I .
n Normal vector.
aI Radius of particle I .
σm Stress in the matrix.
E Young’s modulus.
ν Poisson’s ratio.
αI Function of the material properties.
α′I Function of the material properties.
Kpl−ε Plane strain bulk modulus.
ε¯D Macroscopic strain for the dilute case.
ε¯MT Macroscopic strain for the Mori-Tanaka case.
x Position vector in macroscale.
y Position vector in microscale.
ξ Asymptotic scaling parameter.
Θ Microscale domain.
xvi
Γ Boundary of macroscale domain.
Γt Boundary of macroscale domain on which tractions are prescribed.
Γd Boundary of macroscale domain on which displacements are prescribed.
Γc Fiber-matrix interfaces.
ui(x,y) i-th term in the asymptotic expansion of multiscale displacement field.
∂S•i
∂xj
Symmetric gradient operator.
E Material stiffness tensor.
t External tractions applied on Γt.
T Cohesive tractions on Γc.
v Admissible virtual displacement.
ε˜ Fluctuating strain; Microscale strain.
u0 Macroscopic displacement.
u1 Fluctuating displacement; Microscopic displacement.
Chapter 3
F¯ Macroscopic deformation gradient.
ω0 Matrix phase.
ωI Reinforcing phase I .
v0 Initial volume fraction of the matrix phase.
vI Volume fraction of the reinforcing phase.
W¯ Stored energy function per unit reference volume.
X Position vector in the reference configuration; Undeformed macroscale configu-
ration.
C Right Cauchy-Green strain tensor.
F Deformation gradient.
I1 First invariant of C.
xvii
J Jacobian of F .
µ Lame´ modulus.
κ Bulk modulus.
E Young’s modulus.
ν Poisson’s ratio.
S Second Piola-Kirchhoff stress.
1 Second-order identity tensor.
χ Displacement jump; Interface opening.
t0 Cohesive traction.
N Outward unit normal to the boundary of the particle.
χ˜ Effective opening displacement.
β Weighting parameter.
χ˜s Sliding opening displacement.
χ˜n Normal opening displacement.
t˜ Effective cohesive traction.
χc Reference opening displacement.
σc Maximum effective cohesive traction.
χ˜max Maximum cohesive displacement that has been attained during previous loading.
t˜max Cohesive traction corresponding to χ˜max.
γint Interface fracture toughness.
u¯ Prescribed displacement.
ω Volume element; Representative volume element.
∂ω Boundary of volume element ω.
< F >ω Average deformation gradient over the RVE.
< F int >∂ωI Average deformation gradient over the interfaces around particles ωI] due to
debonding.
V (ωI) Volume of particles I.
xviii
P¯ Nominal stress.
P¯MF Macroscopic nominal stress.
P 0 Average nominal stress in the matrix phase.
P I Average nominal stress in particle I .
ω∗0 Fictitious matrix.
∂ω∗0 Boundary of fictitious matrix.
aI Radius of particle I .
uIr Radial displcement in particle I .
[ur]I Radial opening displacement for particle I .
σintI Interface traction for particle I .
b Outer radius of fictitious matrix.
v Admissible displacement.
N Number of linear elements.
Nφ Number of reinforcing phases.
Y Undeformed configuration at the microscale.
ξ Asymptotic scaling parameter.
0u Macroscopic displacement term.
1u Fluctuating displacement term.
F˜ Microscale deformation gradient.
Chapter 4
a Ellipse major semi-axis.
b Ellipse minor semi-axis.
N1, N2 Remote principal stresses.
ω Angle to the major axis of the ellipse at which remote principal stresses are
applied.
xix
∆nc Critical interface opening displacement.
σmax Cohesive interface strength.
λ Cohesive damage parameter.
λc Critical damage parameter.
β Scaling parameter.
Em Matrix Young’s modulus.
νm Matrix Poisson’s ratio.
a
∆nc
Size effect ratio.
Em
σmax
Material stiffness ratio.
z = x+ iy Complex coordinate.
ζ = ξ + iη Complex coordinate in the mapped plane.
w(ζ) Mapping function.
γ Unit circle in the mapped plane.
R Conformal mapping parameter accounting for size of the ellipse.
m Conformal mapping parameter accounting for shape of the ellipse.
σ Point on the unit circle in the mapped plane.
φ Polar angle in the mapped plane.
α Polar angle of the ellipse.
β Angle of the normal to the ellipse.
θ Parametric angle of the ellipse.
φ(z), ψ(z) Muskhelishvili potentials.
f(x, y) Resultant force acting on an arc.
Γ Function of the far-field stress state.
Γ′ Function of the far-field stress state.
µ Material parameter.
κ Material parameter.
T Interfacial traction vector.
xx
Tn Normal component of interfacial traction vector.
Tt Tangential component of interfacial traction vector.
sk = pk + iqk Fourier coefficients of the traction vector.
tk k-th contribution to the traction vector.
U Interfacial displacement vector.
Un Normal component of interfacial displacement vector.
Ut Tangential component of interfacial displacement vector.
dk = vk + iwk Fourier coefficients of the displacement vector.
uk k-th contribution to the displacement vector.
φ Cohesive energy.
γint Total interface energy.
∆tc Tangential critical opening displacement.
τmax Tangential interface strength.
k Slope in Stage 1 of cohesive law.
k˜ Slope in Stage 2 of cohesive law.
kˆ Slope for unloading in cohesive law.
λmax Largest value of damage parameter λ achieved prior to unloading.
T cn Cohesive normal traction.
T ct Cohesive tangential traction.
sck Fourier coefficients of cohesive traction.
ε¯ Macroscopic strain.
σ¯ Macroscopic stress.
σp Average stress in the particle.
εint Debonding strain.
f Particle volume fraction.
Mm Matrix compliance tensor.
M p Particle compliance tensor.
xxi
n Normal vector to the ellipse.
σ¯1, σ¯2 Macroscopic principal stresses.
α Loading ratio for principal stresses.
α1 Loading ratio for σ¯22.
α2 Loading ratio for σ¯12.
Chapter 5
Ω Macroscale domain.
Γ Boundary of the domain.
Γt Traction boundary.
Γd Displacement boundary.
Γc Particle-matrix interface.
Θ Microscale domain.
x Material point in Ω.
y Material point in Θ.
ξ Asymptotic scaling parameter.
Θsolid Solid region.
Θvoid Void region.
T Cohesive tractions.
u Displacement field.
u(i) Displacement term of asymptotic order i.
ε Strain.
C Material stiffness tensor.
t External tractions applied on Γt.
v Admissible virtual displacement.
b•e Discontinuity notation.
xxii
u(0) Macroscopic displacement.
u(1) Fluctuating displacement.
ε¯ Macroscopic strain.
ε˜ Fluctuating strain.
E Imposed macroscopic strain.
n Outward normal of voids.
σmax Tensile interface strength.
τmax Shear interface strength.
Tn Normal cohesive traction.
Tt Tangential cohesive traction.
∆n Normal displacement jump.
∆t Tangential displacement jump.
∆nc Critical opening displacement.
∆tc Critical sliding displacement.
S Interface damage parameter; remaining capacity of the local interface to sustain
tractions.
Sinit Initial value of the interface damage parameter.
L Minimal kinematic boundary operator.
d Nodal displacement vector.
g(d) Lagrange multiplier constraint equation.
K Finite element stiffness matrix.
R Finite element load vector.
λ Lagrange multiplier vector.
εiˆjˆ Strain in transformed coordinate system.
ε1, ε2 Principal strains.
σ1, σ2 Principal strains.
L Pack dimension.
xxiii
d Particle diameter.
µ Shear modulus.
θ Angle between loading direction and pack coordinate system.
xxiv
1 Introduction
Experimental studies have observed that particulate composite systems experience damage in three
principal modes: failure of the interface between particle and binder; tearing of the matrix; and
fracture of the particle [1, 2, 3, 4]. The competition and interaction between these failure processes
result in microstructural damage. Interfacial failure, resulting in debonding, or dewetting, of the
particle from the matrix, is often the first mode of failure to occur. The work of this dissertation
is to simulate debonding damage of heterogeneous microstructures using finite element-based ho-
mogenization methods and semi-analytical micromechanics techniques, thereby enabling a more
sophisticated understanding of the effect of debonding on macroscopic material response.
Energetic materials are an important class of particulate composite materials, for which the
ability to accurately simulate damage and failure is highly desirable, since experiments on these
materials are complicated and expensive. The larger research project in which my work is situated
aims to model the behavior of solid propellant, an energetic material consisting of stiff particles
(ammonium perchlorate and alumina) bonded together in a compliant, incompressible elastomeric
matrix. The particles range from a few micrometers to several hundred micrometers in diameter,
with a total particle volume fraction as high as 75%.
Failure in solid propellant is dominated by particle debonding at a scale of several hundred
microns, orders of magnitude smaller than the scale of solid propellant structures. To model a
typical component with sufficient resolution to capture the failure processes would thus require
prohibitively large computational resources. It is necessary to consider a multiscale approach, in
which the effects of two or more characteristic scales are separated.
The method adopted in this work is based on the assumption that the effective macroscopic be-
havior of a composite material can be characterized by two distinct scales [5]. At the microscale
the heterogeneous microstructure experiences damage, while the macroscale is represented by a
homogenized continuum. The two scales are bridged by homogenization of the microstructural
response, in which the complexity of the microstructure is represented through an average consti-
tutive response at the macroscale.
A fully multiscale procedure would perform coupled analyses at both the micro- and macroscales.
Further, some authors reserve the term multiscale to refer to systems where more than two scales
are considered in a hierarchical scheme [6]. In this dissertation, calculations are performed only
on the microstructure, and homogenization methods are used to extract the macroscopic material
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response from the microscale. Nonetheless, we occasionally describe our methods as multiscale,
since both the micromechanics models and the finite element scheme based on the Mathematical
Theory of Homogenization (MTH) fit within a multiscale framework.
Micromechanics models are attractive as they give rise to closed-form or semi-analytic solutions.
Relying on simplifying material and model assumptions, they are computationally inexpensive
while still capturing essential features of material response. Microstructural phenomena such as
heterogeneities and discontinuities are related in an average sense to the mechanics of material
behavior at the continuum level. The solution to the problem of an isolated inclusion in an infinite
matrix, extended by accounting for interactions between particles, gives rise to the homogenized
macroscopic behavior.
The micromechanics studies performed in this work (introduced in detail in Section 2.3) are
based on the models developed by Tan et al. [7, 8], which implement interface debonding into a
Mori-Tanaka homogenization scheme using a bilinear cohesive law [9]. In contrast to many other
micromechanics models of interfacial debonding [10, 11], this work allows different parts of the
interface to be at different stages of debonding and continues to account for the stiffening effect of
the particle under compression even once debonding is complete.
Unlike the micromechanics method, the MTH-based finite element scheme allows for detailed
numerical simulation of periodic microstructures. The Mathematical Theory of Homogeniza-
tion [12, 13, 14] provides a powerful mathematical framework for linking multiple length scales.
It is based on the asymptotic expansion of solution fields and results in a rigorous separation of
scales. The coupled equations of equilibrium at the microscale and macroscale are readily dis-
cretized, making the method well suited for computation. The theoretical development and numer-
ical implementation underlying the MTH are given in detail in Section 2.4.
Numerical simulation is performed on a sample region of the heterogeneous material, which
is small enough to be computationally tractable. This calculation region is the base cell of a
periodically repeating microstructure. The simplest possible base cell contains a single inclusion
and thus represents an ordered particle distribution. By increasing the size and complexity of
the cell, random media can be approximated increasingly accurately. In the limit, the region of
calculation becomes a Representative Volume Element (RVE).
To be representative of material behavior, the RVE must be sufficiently large to include all the
physical processes taking place at the microstructural level and sufficiently small to be idealised as
a material point at the macroscale [15]. How large the window of observation should be to ensure
that the results obtained are representative of the material behaviour depends on the choice of
boundary conditions, with periodic or mixed boundary conditions generally resulting in a smaller
region than either traction or displacement boundary conditions [16]. The RVE is that region whose
response is independent of the applied boundary conditions [17]. The RVE size depends also on
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the stiffness mismatch between the constituent phases, and on the extent and nature of accumulated
damage [18].
For disordered microstructures the RVE is costly to determine and may be unattainable. Swami-
nathan and Ghosh [19] perform their calculations on a Statistically Equivalent RVE (SERVE),
which does not meet the strictest definition of an RVE but is nonetheless a meaningful represen-
tation of the statistics of the microstructure. Kanit et al. [15] observe that the RVE size varies
depending on the chosen physical property, the acceptable error range and the number of realiza-
tions which can be generated. In this work the base cell on which calculations are performed is
sometimes referred to as an RVE when it should more correctly be called the window of observa-
tion since representativity is not proved.
The bulk of this dissertation (Chapters 2, 3 and 5) is made up of three separate journal articles,
representing a variety of homogenization studies, which are reproduced verbatim. Chapter 2 [20]
explores the debonding of a circular particle under equibiaxial loading. The small-strain microme-
chanics model is compared with results from MTH-based finite element analysis, showing that the
micromechanics model captures important features of the material response, even at high particle
volume fraction. Both methods are able to capture the effect of the particle size on debonding
response, observed experimentally, while the finite element results demonstrate a loss of axisym-
metry due to the fundamental instability of the problem.
In Chapter 3 [21] a finite strain version of the multiscale finite element model is used as a
reference solution for a finite deformation micromechanics model based on mean-field homoge-
nization, developed by Laurence Brassart and co-workers at the Universite´ catholique de Louvain.
In the final micromechanics component of this work, Chapter 4 presents the development of a two-
dimensional micromechanics model for the debonding of elliptical particles under any loading
condition. This is new work which has not yet been published.
Returning to the finite element framework, in Chapter 5 [22] the effects of the base cell bound-
ary conditions on the macroscopic constitutive response of a composite undergoing interfacial
debonding are explored. Results obtained using periodic boundary conditions are compared with
less restrictive minimal kinematic boundary conditions.
I restrict my studies to two dimensions, in order to examine the processes of damage in differ-
ent microstructures and for different loading conditions without incurring the high computational
cost of the full three-dimensional model. Under the assumption of plane strain the inclusions
are actually fibers rather than spheres, however, I will often refer to “particles” and “particulate
composites”.
Interfacial debonding is modeled using a mathematically convenient bilinear interface law [23]
in the small strain regime. In the case of finite deformation simulations, an exponential cohesive
law is employed [24]. The bilinear law has the advantage that one can control directly the initial
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undamaged stiffness, but for nonlinear analysis using an implicit solver, it is unsuitable due to the
discontinuities in slope.
While every attempt is made to maintain consistent notation between chapters, there is some
inevitable variation. In general, however, the following rules apply. Bold quantities represent
vectors, tensors or matrices. Lower-case Roman letters (e.g., u) indicate vectors, lower-case Greek
letters (e.g., σ) denote second-order tensors, and upper-case Roman letters (e.g., K) denote either
higher-order tensors or matrices. Barred symbols (e.g., σ¯) denote macroscopic quantities. Indicial
notation is used, with indices taking values of 1, 2 and 3, in a 3-D setting, and 1 and 2 in a 2-D
setting, and with summation implied.
Since several discrete journal articles are included in full, there is some unavoidable repetition
in content, which I hope the reader will excuse.
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2 Micromechanics vs. Finite Element Analysis
Reprinted from Mechanics of Materials, Vol 39, H. M. Inglis, P. H. Geubelle, K. Matousˇ, H.
Tan and Y. Huang, “Cohesive modeling of dewetting in particulate composites: micromechanics
vs. multiscale finite element analysis,” Pages 580-595, Copyright (2007), with permission from
Elsevier.
The effect of damage due to particle debonding on the constitutive response of highly filled com-
posites is investigated using two multiscale homogenization schemes: one based on a closed-form
micromechanics solution, and the other on the finite element implementation of the mathematical
theory of homogenization. In both cases, the particle debonding process is modeled using a bilin-
ear cohesive law which relates cohesive tractions to displacement jumps along the particle-matrix
interface. The analysis is performed in plane strain with linear kinematics. A detailed comparative
assessment between the two homogenization schemes is presented, with emphasis on the effect of
volume fraction, particle size and particle-to-particle interaction.
2.1 Introduction
This paper focuses on the modeling of particle debonding (sometimes referred to as dewetting)
in particulate composites, with special emphasis on systems characterized by high reinforcement
volume fraction and substantial modulus mismatch between constituents. Examples include solid
propellants (SP), energetic materials and other reinforced elastomers, which are typically com-
posed of stiff particles (such as ammonium perchlorate and aluminum for SP) bonded together in a
very compliant elastomeric matrix. The particles in these materials range from a few micrometers
to several hundred micrometers in diameter, with a total volume fraction as high as 75%.
Bencher et al. [25] and Ide and Ho [3] have studied fracture processes in solid propellants at low
strain rates (∼ 10−3s−1) and temperatures ranging from −55 ◦C to 70 ◦C. They report a damage
process which begins with particle dewetting and formation of matrix fibrils ahead of the crack
tip followed by void coalescence and fibril rupture leading to crack advancement. Temperature
decrease results in strengthening of the elastomeric matrix and increased occurrence of particle
debonding rather than matrix tearing, leading to an increase in the size of the process zone and
higher fracture toughness.
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In experiments on an inert comparison material, Trumel et al. [4] also noted particle debonding
as the origin of the damage process in uniaxial quasi-static tests. This is in contrast to the behav-
ior under high strain rates (103s−1), in which particle fracture is the dominant failure mode, and
high pressures (∼ 500 MPa), in which grain plasticity is observed. Rae et al. [1, 2] performed
experiments on high explosive, another closely packed particulate composite system. Their results
show clearly that the damage process is dominated by failure of the particle-matrix interface, with
failure initiating at multiple sites perpendicular to the applied loading direction, especially along
the boundaries of large particles.
Thus, failure in energetic materials is dominated by processes which occur at a scale of sev-
eral hundred microns, orders of magnitude smaller than the scales of the structural components
in which they are commonly used. It is prohibitively expensive to model a typical component
with sufficient resolution to capture the failure processes, hence it is customary to model differ-
ent scales separately and introduce simplifying assumptions to bridge them. The most common
assumption is that it is possible to represent the complexity of the microstructure through some
average material characterization at the macroscale, a process of “smearing” or homogenization
of the microstructural response. We consider hereafter two complementary homogenization ap-
proaches — an analytical method based on micromechanics, and a numerical scheme based on the
Mathematical Theory of Homogenization (MTH).
Micromechanics relates microstructural phenomena such as heterogeneities to the mechanics of
material behavior. Building on Eshelby’s detailed analytical solution of the problem of an ellip-
soidal inclusion in an infinite matrix [26], the method is extended by considering boundary con-
ditions which account for some interactions between particles. In the Mori-Tanaka method [27],
the inclusion is subjected to the local strain in the surrounding matrix, while the self-consistent
method, attributed to Hill [28] and Budiansky [29], embeds the particle in a material with the
properties of the homogenized composite. The Hashin-Shtrikman bounds [30] are computed by
comparing the composite to a reference material, with stiffness either greater than any element in
the composite (upper bound) or less than every element (lower bound). Similar bounds on material
properties are obtained numerically by imposing either traction or displacement on the boundaries
of a Representative Volume Element (RVE). In recent work, Kanit et al. [15] compare such results
to those obtained when the unit cell is assumed to be the base cell of a periodic microstructure and
periodic boundary conditions are imposed.
Homogenization methods based on asymptotic expansions of solution fields were presented by
Bensoussan et al. [12] and Sanchez-Palencia [13] to study periodic heterogeneous media. As out-
lined by Guedes and Kikuchi [14], the mathematical theory of homogenization (MTH) provides
a powerful framework for linking multiple length scales, well suited to computation. This ap-
proach has been used extensively by various research groups; see, for example, work by Ghosh
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and colleagues and Fish and coworkers [31, 32, 33].
When an analytical solution is available, a micromechanics model is substantially cheaper than
a numerical solution. However, the assumptions required for an analytical solution to be tractable
tend to reduce the accuracy of the model. In this work, we are interested in evaluating the extent
to which the simplified model still provides valid material representation, or, at the least, useful
physical insights in the case of particle dewetting.
The micromechanics model can be validated through comparison with experimental results.
However, when the analytical and empirical results differ, to what do we attribute the error? The
error may be a consequence of material assumptions (i.e., linear elasticity, small strain) or of sim-
plifications used to arrive at the micromechanics model (i.e., spherical particles, hydrostatic stress,
uniform fields in phases). Often, due to the limitations of experimentation, only a single macro-
scopic comparison can be made quantitatively, while microscopic comparison is qualitative at
best. Hence comparison with experimental data is not always sufficient to identify errors in the
model and consequently improve it. There is a role for solution verification by comparison with
a reference numerical solution. In this paper, we therefore perform such a comparison between a
micromechanics model and a numerical MTH scheme that incorporates the same material and fail-
ure models, but accounts for heterogeneous fields and particle interactions and allows for complex
loading paths.
The micromechanics model follows that used by Tan et al. [7, 8] to investigate the debonding
of spherical particles under remote hydrostatic tension. Debonding at the particle-matrix inter-
face was modeled through the use of a bilinear cohesive law. Beginning with a dilute homoge-
nization assumption [8], the model was subsequently extended to a Mori-Tanaka homogenization
procedure [7], which is valid for a larger range of volume fractions. Although based on highly
simplifying assumptions (linear kinematics and material response), the micromechanics models
captured the size effect observed experimentally, with large particles debonding before small par-
ticles. The authors identified a critical particle radius acr above which the composite softens rather
than hardens after debonding, causing the interface to undergo continuous debonding even under
static load.
The other homogenization approach considered in this paper, the MTH-based finite element
scheme, served as the foundation of the analysis performed by Matousˇ and Geubelle [34] in a fi-
nite strain setting with cohesive zone modelling of interface failure. The finite element formulation
was stabilized to handle the near-incompressible behavior of the matrix. Simulations of one- and
four-particle unit cells of an idealized solid propellant allowed microscale failure processes to be
linked with macroscopic stress-strain curves, including an example in which load path bifurcation
occurs. The results presented in [34] are not predictive, as the size and simplicity of the unit cell
adopted in that study do not approach the statistical representativity required of an RVE except for
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very organized microstructures. Increasing problem size would substantially increase the computa-
tional costs. In order to further study the physics of particle debonding in closely packed materials
with much larger unit cells, a simpler computational model, based on assumptions of linear kine-
matics and plane strain, is developed in this paper. This simpler model provides a useful tool for
investigation of multiple physical phenomena, while not attempting to approach the accuracy of
the above work.
The objective of this paper is thus to perform a detailed comparative study between these two
modeling approaches to assess the range of validity of the micromechanics model in the cohesive
modeling of dewetting in particulate composites. As it was the case in the micromechanics study,
this comparative analysis relies on linear kinematics (small strain), linear elasticity and equibiaxial
loading assumptions, although the numerical homogenization scheme can readily incorporate finite
kinematics, nonlinear material response and more complex loading cases [34]. The comparison is
performed under the plane strain assumption, in which the inclusions are actually fibers rather
than spheres, although we will continue to refer to “particles” and “particulate composites”. Both
approaches use identical constitutive models for the constituents and their interface.
Section 2.2 sets out the general problem to be solved, and defines the cohesive law and material
properties which will be used. In Section 2.3, we develop the plane strain version of the microme-
chanics model introduced by [7, 8] and present the key results of this homogenization scheme.
Section 2.4 is devoted to the presentation, implementation and application of the MTH-based fi-
nite element method. Simulated damage evolutions obtained on a variety of loading conditions and
their effect on the macroscopic constitutive response of the composite are also presented. However,
the comparison between these two homogenization schemes, discussed in Section 2.5, is limited to
the equibiaxial loading case. In Section 2.6, we evaluate the performance of the micromechanics
model, and present conclusions.
2.2 Problem Description
The problem of interest consists of a heterogeneous material composed of particles ΩpI embedded
in a matrix Ωm and subjected to a macroscopic stress σ¯ or strain ε¯. The volume fraction of particle
I is given by fI = ΩpI/Ω, satisfying
∑
I fI = f . Superscripts m, pI and int denote the matrix,
particle I and interface, respectively. The composite experiences damage through debonding of the
particle-matrix interface, denoted SpI . We aim to determine the macroscopic stress-strain response
of the composite during damage evolution.
The debonding of the particle from the surrounding matrix is modeled through a traction-
separation law at the cohesive interface. Tan et al. [9] present experimental results justifying the
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use of a bilinear cohesive law, specified in terms of interface properties,
σint =

kσJurK, for JurK < σmax
kσ(
1 +
k˜σ
kσ
)
σmax − k˜σJurK, for σmax
kσ
< JurK < σmax( 1
kσ
+
1
k˜σ
)
0, for JurK > σmax( 1
kσ
+
1
k˜σ
)
(2.1)
where σmax, kσ and k˜σ respectively represent the interface strength, modulus and softening modu-
lus of the interface, and JurK is the interface opening (or displacement jump) in the radial direction,
making use of the discontinuity notation J•K. Since the loading condition is hydrostatic, they con-
sider only normal extension and do not account for tangential opening or for normal compression.
The bilinear irreversible cohesive law used in the numerical simulations presented in Section 2.4
is that described by Geubelle and Baylor [23], which, at each point along the interface, relates
the normal (Tn) and tangential (Tt) cohesive tractions to the normal (∆n) and tangential (∆t)
displacement jumps through
Tn =

σmax
Sinit
S
1− S
∆n
∆nc
for ∆n ≥ 0,
σmax
1− Sinit
∆n
∆nc
for ∆n < 0,
(2.2)
Tt =
τmax
Sinit
S
1− S
∆t
∆tc
. (2.3)
The coupling between normal and tangential failure is achieved through an interface damage pa-
rameter S, which degrades from its initial value Sinit, chosen close to unity, to 0 with increased
interface opening according to
S =
〈〈
1−
∥∥∥∆˜∥∥∥
2
〉〉
=
〈〈
1−
√(
∆n
∆nc
)2
+
(
∆t
∆tc
)2〉〉
(2.4)
when ∆n is positive. In the case of compression (∆n < 0), no further accumulation of damage
is allowed. In the above expression, 〈〈 a 〉〉 = a if a > 0 and 〈〈 a 〉〉 = 0 otherwise. S represents
the remaining capacity of the local interface to sustain tractions. The parameters σmax and τmax
9
entering (2.2) and (2.3) denote the tensile and shear interface strengths respectively, while ∆nc and
∆tc represent the critical normal and tangential values of the opening displacements beyond which
complete failure is assumed.
!n c
"max
"max
Sinit
k~"
k"
#int
"int
!n c
u r
1 1
(1!S    )init
Figure 2.1 – Bilinear cohesive law for opening in the normal direction. The unloading path
is always directed towards the origin.
As shown in Figure 2.1, the cohesive laws used in the micromechanics model and in the numeri-
cal simulations are identical for the normal opening direction in the absence of shear failure, when
cohesive stiffnesses are related through
kσ =
σmax
(1− Sinit)∆nc , (2.5)
k˜σ =
σmax
Sinit∆nc
, (2.6)
and the interface fracture toughness, (i.e., the area under the traction-separation curve) is given by
γint =
σ2max
2
(
1
kσ
+
1
k˜σ
)
= 1
2
σmax∆nc. (2.7)
The interface properties, given in Table 2.1, and volumetric material properties, given in Ta-
10
ble 2.2, have been chosen to ensure that failure occurs within the limit of small strain, as the
linear kinematics assumption is invoked in both the micromechanics and MTH models. This is
acceptable, since we are interested in comparing two models using identical material properties.
Throughout the paper, all results are normalized with respect to the chosen properties. Note the
large mismatch between the material properties of the matrix and the particles.
Table 2.1 – Cohesive interface properties for micromechanics comparison.
Property Symbol Value
Interface strength [MPa]
Normal σmax 0.02
Tangential τmax 0.02
Critical opening displacement [µm]
Normal ∆nc 1.0
Tangential ∆tc 1.0
Linear modulus [MPa/µm] kσ 1.00
Softening modulus [MPa/µm] k˜σ 0.02
Initial damage [ – ] Sinit 0.98
Interface energy [MPaµm] γint 0.01
Table 2.2 – Volumetric material properties for micromechanics comparison.
Constituent E [MPa] ν
Particles 150 0.3
Binder 1 0.4
2.3 Micromechanics model
The micromechanics model with debonding presented by Tan et al. [7, 8] is reformulated here
for plane strain conditions. Only the key plane strain results are summarized hereafter: for more
detail, the reader is referred to the above references. In this section and the remainder of this
paper, uppercase subscripts denote the particle number and are not summed over unless explicitly
specified, while lowercase indices follow conventional summation rules and in this plane strain
setting take the values 1 and 2.
To find a relationship between macroscopic strain, ε¯, and macroscopic stress, σ¯, we begin with
11
the following expression for the macroscopic strain taken from Benveniste and Aboudi [35]:
ε¯ = Mm : σ¯ +
∑
I
fI
{
(M pI −Mm) : 〈σp〉I +
〈
εint
〉
I
}
, (2.8)
where M is the material compliance tensor, 〈σp〉I represents the stress average over particle I ,
and 〈εint〉I represents the strain average over interfaces around particle I ,
〈
εint
〉
I
=
1
2ΩpI
∫
SpI
(JuK⊗ n+ n⊗ JuK) dA, (2.9)
where n is the normal to the cohesive interface. In other words, the macroscopic (or average)
strain can be considered as the strain due to the average stress applied to the matrix material, with
perturbations due to the stress in each particle and due to the displacement discontinuity at the
damaged particle-matrix interfaces. Note that this relation is general and only assumes linearity of
the matrix and particle constitutive laws.
In order to find the macroscopic stress-strain relationship, we need to investigate the stress within
particles and the strain across particle interfaces. We make simplifying assumptions in order to
proceed with an analytical solution: isotropy of particles and matrix, equibiaxial applied strain ε¯
and cylindrical particles of radius aI . These assumptions reduce the problem to an axisymmetric
one and ensure uniform stress fields in the particles. The average stress in a particle is then given
by
1
2
〈σpkk〉I = σintI , (2.10)
while the interface strain (2.9) reduces to
〈
εintkk
〉
I
=
2 〈JurK〉I
aI
. (2.11)
The relationship between interface traction and displacement jump is the cohesive interface law
(2.1). The relationship between displacement jump and macroscopic stress requires a further as-
sumption about the stress in the matrix surrounding the particle. The dilute assumption considers
the particle to be embedded in an infinite matrix subjected to remote hydrostatic stress σ¯. The
Mori-Tanaka assumption, by contrast, considers a particle embedded in the local matrix and sub-
jected to stress σm, with the macroscopic stress balanced by
σ¯ = (1− f)σm +
∑
I
fIσ
pI . (2.12)
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It is clear that, for small f , the Mori-Tanaka and the dilute assumptions converge, as we would
expect. The two assumptions are represented schematically in Figure 2.2.
!m
!
!
!m!p
!p5 !p4
!p1
!p3
!p6
!p2
!
Figure 2.2 – Schematic comparison of dilute (left) and Mori-Tanaka (right) assumptions.
The displacement discontinuity is readily determined [36] to be
JurK = aI [2(1− νm)(1 + νm)σE − (1 + νm)σint
Em
− σ
int
2KpIpl−ε
]
, (2.13)
where Kpl−ε is the plane strain bulk modulus expressed in terms of the Young’s modulus E and
Poisson’s ratio ν as
Kpl−ε =
E
2(1− 2ν)(1 + ν) , (2.14)
and σE denotes the macroscopic applied equibiaxial stress,
σE =
σ¯ for the dilute modelσm for the Mori-Tanaka model .
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We use (2.13) to rewrite the cohesive law (2.1) as
σint =

αIσ
E Undamaged
(
1 +
α′I
αI
)
σmax − α′IσE Transition
0 Fully Damaged
(2.15)
where αI and α′I are functions of the material properties:
αI =
2(1− νm)(1 + νm)
Em
kσaI
+
Em
2KpIpl−ε
+ 1 + νm
, (2.16)
α′I = −
2(1− νm)(1 + νm)
− E
m
k˜σaI
+
Em
2KpIpl−ε
+ 1 + νm
. (2.17)
The macroscopic strain in the composite can now be found by substituting (2.10) through (2.13)
in (2.8) for the dilute and Mori-Tanaka cases, respectively:
ε¯D =
2(1 + νm)(1− νm)
Em
[(
1− 2νm
2(1− νm) + f
)
σ¯ −
∑
I
fIσ
int
I
]
, (2.18)
ε¯MT =
2(1 + νm)(1− νm)
Em(1− f)
[
1− 2νm + f
2(1− νm) σ¯ −
∑
I
fIσ
int
I
]
, (2.19)
where σintI is related to σ¯ through (2.15). The dilute and Mori-Tanaka macroscopic stress-strain
curves obtained for the volumetric and cohesive properties described in Section 2.2 and for a
relatively small volume fraction (f = 0.2) of 40µm radius particles are shown in Figure 2.3.
For a single particle size (I = 1) and the equibiaxial loading case, the constitutive response is
trilinear, with the undamaged and fully damaged portions of the curve passing through the origin
(as indicated by the dotted lines in Figure 2.3). The fully damaged solution, for which all interfaces
have debonded (i.e., σintI = 0 ∀I), corresponds to the response of a linearly elastic material with
a void volume fraction f (i.e. porous medium). The sign of the coefficient α′I defined in (2.17)
determines the slope of the transitional stage of the macroscopic stress-strain curve.
The predicted undamaged response and onset of the transition between undamaged and fully
14
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damaged states are, for this value of f , very similar between the dilute and the Mori-Tanaka mod-
els. However, as is apparent in Figure 2.3 even for this relatively low volume fraction, substantial
differences exist between the two micromechanics models in the transition and fully damaged re-
sponses. Since we are primarily interested in composite systems with moderate to high particle
volume fractions, we will focus the remainder of this discussion on the Mori-Tanaka model.
The effect of the volume fraction on the σ¯-ε¯ curve is shown in Figure 2.4. As expected, due
to the stiffness mismatch between the particles and the matrix, an increasing value of f leads
to a stiffening undamaged response and a more compliant fully damaged response. Note that
the maximum theoretical packing density of circles of a single size in a plane is f ≈ 0.91, in
contrast to the maximum for spheres, which is f ≈ 0.78. In practice, the high volume fractions
in energetic materials are achieved by using a distribution of particle sizes. When there is more
than one particle size, as in Figure 2.5, the macroscopic stress-strain curve becomes more complex,
with critical points corresponding to damage initiation and complete failure for each of the phases,
starting with the larger particles, as observed experimentally.
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Figure 2.5 – Macroscopic stress strain-curve for a material with two different particle sizes,
a1 = 50µm, f1 = 0.26, a2 = 20µm, f2 = 0.18.
Figure 2.6 shows the effect of the particle radius on the macroscopic stress-strain curve for a
fixed volume fraction. Increasing the radius decreases the slope of the transitional stage, which
suggests the existence of a critical radius, acr, below which the composite hardens in the transi-
tional phase, and above which the material softens. Tan et al. [8, 7] differentiate between stable and
16
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unstable paths, with catastrophic debonding possible under load control for particles larger than
the critical particle size. However, as we will see in Section 2.5, even the monotonically increasing
macroscopic responses show instability under equibiaxial loading.
2.4 MTH-based multiscale finite element method
Consider the multiscale structural problem shown in Figure 2.7. The macroscopic scale x is related
to the microscopic scale y through an asymptotic scaling parameter ξ, as y = x/ξ. The macro-
scopic domain Ω with boundary Γ is subject to mixed boundary conditions. Tractions are applied
to Γt and displacements are imposed on Γd, with Γ = Γt ∪ Γd. No body forces are considered in
this work. The heterogeneous microscopic domain Θ is assumed to be periodic and contains fibers
embedded in a surrounding matrix. The progressive failure of the fiber-matrix interfaces, denoted
by Γc, is characterized by the cohesive law given in (2.2) - (2.4).
We define an asymptotic expansion of the displacement field,
u(x,y) ≈ u(0)(x,y) + ξ1u(1)(x,y) + ξ2u(2)(x,y) + · · · , (2.20)
where superscripts in parentheses (0),(1),··· indicate the asymptotic order. Next, we use the differen-
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Figure 2.7 – Schematic of the multiscale model. The deformed contours drawn on the RVE
(dashed curves) emphasize the periodic nature of the microscale solution and the displacement
jump along the cohesive fiber-matrix interface.
tiation operator
∂φ(x,y)
∂x
=
∂φ
∂x
+
1
ξ
∂φ
∂y
(2.21)
to derive the asymptotic expansion of the displacement gradient
∂ui
∂xj
≈ ∂u
(0)
i
∂xj
+
1
ξ
∂u
(0)
i
∂yj
+ ξ
∂u
(1)
i
∂xj
+
∂u
(1)
i
∂yj
+ ξ2
∂u
(2)
i
∂xj
+ ξ
∂u
(2)
i
∂yj
+ · · · (2.22)
The strain, defined to be the symmetric part of the strain operator in the small strain setting, is
thus given by
εij ≈ ξ−1
(
∂Su
(0)
i
∂yj
)
+ ξ0
(
∂Su
(0)
i
∂xj
+
∂Su
(1)
i
∂yj
)
+ ξ1
(
∂Su
(1)
i
∂xj
+
∂Su
(2)
i
∂yj
)
+ · · · (2.23)
≈ ξ−1ε(−1)ij + ξ0ε(0)ij + ξ1ε(1)ij + · · · , (2.24)
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where we have introduced the symmetric gradient operator
∂S•i
∂xj
=
1
2
(
∂•i
∂xj
+
∂•j
∂xi
)
. (2.25)
In terms of the material stiffness tensor, E, the external tractions applied on Γt, t, and the
cohesive tractions present on Γc, T , the Principle of Virtual Work (PVW) for this problem is∫
Ω
Eijklεkl
∂Svi
∂xj
dΩ−
∫
Γt
tividS +
∫
Γc
TiJviKdS = 0, (2.26)
for all admissible displacements v satisfying
v ∈ [H1]2, v = 0 on Γd, (2.27)
where [H1]2 is the Sobolev space for the 2-D problem. Expanding (2.26) and grouping by powers
of ξ leads to
1
ξ2
∫
Ω
Eijkl
∂Su
(0)
k
∂yl
∂Svi
∂yj
dΩ = 0, (2.28)
1
ξ
∫
Ω
Eijkl
[(
∂Su
(0)
k
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂yj
+
∂Su
(0)
k
∂yl
∂Svi
∂xj
]
dΩ +
∫
Γc
TiJviKdS = 0, (2.29)
∫
Ω
Eijkl
[(
∂Su
(1)
k
∂xl
+
∂Su
(2)
k
∂yl
)
∂Svi
∂yj
+
(
∂Su
(0)
k
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂xj
]
dΩ =
∫
Γt
tividS. (2.30)
We make use of the integration operators for y-periodic functions
lim
ξ→0+
∫
Ω
φ(x,y)dΩ =
1
|Θ|
∫
Ω
∫
Θ
φ(y)dΘdΩ, (2.31)
lim
ξ→0+
ξ
∫
Γ
φ(x,y)dA =
1
|Θ|
∫
Ω
∫
∂Θ
φ(y)dAΘdΩ, (2.32)
in evaluating (2.28) and (2.29). Equation (2.30) represents equilibrium at the macroscale and is
used to fully couple the macro- and microscale solutions. However, this relation is not used in this
work, as we assume a macroscopic strain history ε¯ and extract from the periodic RVE the effect of
the microscale damage evolution on the macroscopic stress σ¯.
As described in detail by Guedes and Kikuchi [14], from (2.28) we establish that u(0) depends
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only on the macroscale,
u(0)(x,y) = u(0)(x) (2.33)
with no y-dependence, and is hence a continuous field. From (2.33) and (2.29), we obtain an
expression of equilibrium at the microscale:
1
|Θ|
∫
Θ
Eijkl
[(
∂Su
(0)
k (x)
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂yj
]
dΘ+
1
|Θ|
∫
Γc
TiJviKdS = 0, (2.34)
for all admissible displacements v satisfying
v ∈ [H1]2, v(y) is Y-periodic on ∂Θ. (2.35)
Defining the macroscopic strain, ε¯ = ∂
Su(0)
∂x
, and the fluctuating strain, ε˜ = ∂
Su(1)
∂y
, and considering
the macroscopic strain as having the effect of a loading term at the microscale, we can rearrange
(2.34) in the following form:
1
|Θ|
∫
Θ
Eijkl ε˜kl
∂Svi(y)
∂yj
dΘ +
1
|Θ|
∫
Γc
TiJviKdS = − 1|Θ|
∫
Θ
Eijkl
∂Svi(y)
∂yj
dΘ ε¯kl, (2.36)
which serves as the basis for the finite element solution for the discontinuous displacement field
u(1). In the following, we refer to u(0) as the macroscopic displacement, and u(1) as the fluctuating
displacement. The macroscopic stress σ¯ is given by the volume average of the local stress field.
Note that the macroscopic stress and strain defined in this section have the same meaning as those
defined in Section 3.
A sample Representative Volume Element (RVE) of a simulated particulate composite contain-
ing fifty circular particles is shown in Figure 2.8(a). The RVE is square, with edges of length
693.5µm. The particle radius distribution is bimodal, as shown in Figure 2.8(b), with peaks at
a = 50 and 30µm, and with volume fractions of 0.26 and 0.18, respectively. The total particle vol-
ume fraction is thus 0.44. The particles and matrix are discretized with 3- and 4-noded elements
using the T3D meshing tool [37], which creates a periodic mesh. The particle-matrix interfaces
are modeled with 4-noded cohesive elements. To enforce periodicity, corresponding nodes on op-
posite edges are assigned the same equation number. The nonlinear system of equations resulting
from (2.36) is solved using the stiffness matrix from the previous load step, with an adaptive load
stepping scheme to ensure accuracy and efficiency of computational effort. The mesh is checked
to ensure that there are sufficient cohesive elements within the cohesive zone. More details on the
packing and discretization methodologies can be found in Matousˇ et al. [38].
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Figure 2.8 – (a) Typical RVE mesh, incorporating 3- and 4-noded elements, with refinement
in areas of high heterogeneity. (b) Particle size distribution.
21
Figure 2.9 shows results from this RVE under an imposed macroscopic equibiaxial strain,
ε¯ = (ε¯11, ε¯22, ε¯12) = (0.0045, 0.0045, 0.0000). (2.37)
The macroscopic stress-strain (left axis) and cohesive damage evolution (right axis) are plotted
on the same graph to allow for a direct correlation between microscale damage and macroscopic
constitutive response. The macroscopic stresses σ¯11 and σ¯22 are normalized by the critical opening
stress σmax. Below the graph, a sequence of von Mises stress fields, σvm, are plotted on the de-
formed shape, with displacements magnified ten times. The gray scale maps have been normalized
and the range limited to allow clear discernment of variations in the fields. For this reason, the
signal saturates in regions of particularly high stresses.
The dash-dotted curve corresponds to the evolution of the fraction of cohesive elements which
are damaged, i.e., those which are in the downward portion of the cohesive curve in Figure 2.1,
while the dashed and dotted curves denote the fraction of fully failed cohesive elements on the
boundaries of large and small particles, respectively. As apparent in Figure 2.9, a substantial
fraction (about 40%) of the particle-matrix interfaces is damaged before we can discern a deviation
from linearity in the stress-strain curves. Under the highly unstable macroscopic equibiaxial strain,
the damage evolution curve rises rapidly up to the point at which the first interfaces fail completely
leading to a sudden dropoff in macroscopic stresses, as indicated by (a). Failure commences at
the large particles and in regions of locally high volume fraction and is a sudden event. The
initial interfacial failure drives a localization process, visible in (b), resulting in a loss of stress
equibiaxiality, with σ¯11 < σ¯22 since the system becomes more compliant in the direction normal
to the localization band. Localization continues until all the particles across the height of the
RVE have failed, at (c). At this point, we note that, in reality, the small remaining ligaments of
matrix between the decohered particles would tear, causing complete failure of the component.
However, since matrix tearing is not considered in this study, continuing loading causes a new
process of localization to initiate perpendicular to the orginial localization direction, as shown
in (d), resulting in a return to near equibiaxiality of the macroscopic stresses. Throughout this
sequence, the periodicity of the domain is evident, with displacements and stresses at opposite
boundaries of the RVE being identical. Failure occurs preferentially at the interfaces of large
particles, in agreement with experimental observations.
Figure 2.10 presents the macro- and micro-scale results associated with ε¯ = (0.006, 0, 0). The
uniaxial state of macroscopic strain leads to a more stable macroscopic solution. In this case,
failure initiates at large particles, with opening normal to the applied loading direction. Due to the
lower level of stress biaxiality, the failure process is less sudden, although localization of damage
still appears in the direction perpendicular to the applied macroscopic strain. Note the presence of
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Figure 2.9 – (top) MTH prediction of macroscopic stress-strain and damage evolution curves
for equibiaxial strain case. (bottom) Von Mises stress distributions plotted on the deformed
shape (displacements magnified by 10) of the RVE at the four stages in the damage process
denoted by open circles in the top figure.
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been magnified by 10 to emphasize the interface failure.
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stress concentrations in the vicinity of interfacial crack tips.
The solution is quite different in the shear loading case (Figure 2.11), for a macroscopic strain
of ε¯ = (0, 0, 0.023). The maximum principal stress is at a 45◦ angle to the RVE axes, and the
openings are again normal to the applied load. The large negative principal stress results in con-
siderably less failure of the cohesive interfaces than in the two other loading cases, and prevents
crack propagation along the interfaces. Instead of the damage localization observed in the other
two loading cases, we observe much more distributed damage in the RVE, which leads to a very
limited deviation from linearity in the macroscopic σ¯12-ε¯12 curve (Figure 2.11(a)). As in the uni-
axial strain case, damage initiates around the larger particles. Some of the cohesive failure is in
rotation, particularly evident in those particles which are on the periodic boundaries.
2.5 Comparative assessment
In order to compare the micromechanics and MTH-based finite element (MTHFE) models, we
consider first a single particle unit cell subjected to equibiaxial loading. Periodic boundary condi-
tions impose a regular stacking of unit cells, thus the single particle cell represents a regular array
of particles. The volume fraction can be easily controlled by changing the size of the unit cell
while keeping the particle size constant. Figure 2.12 shows the results of this comparison for low
volume fraction (f = 0.2) for particles smaller (a) and larger (b) than the aforementioned critical
particle size, acr = 27µm for this material system. In all the comparative curves, dashed lines
represent the micromechanics prediction, and solid curves are used for the results of the MTHFE
simulation.
As apparent in Figure 2.12 the Mori-Tanaka solution captures the essential features of the
MTHFE result, with the initial slope and damage initiation point in good agreement between the
two, and the final slope of the MTHFE tending toward that predicted by the Mori-Tanaka model.
However, the two solutions differ substantially in the transition phase. Although the MTHFE curve
initially follows the slope of the micromechanics prediction, there is an instability present in the
solution regardless of whether the predicted material response is monotonic or not. This instability
can be related to variations in stress concentration around the particle boundary, a consequence of
the periodic arrangement of particles, where points at the top, bottom, left and right of the particle
are the closest to a neighboring particle. Slight differences in cohesive tractions experienced at
different points of the particle-matrix interfaces, coupled with randomness in the mesh (analogous
to randomness in the particle shape or local variations in material properties in a real material)
cause the problem to lose axisymmetry. The instability of the loading conditions and the soften-
ing cohesive law create a system which drives rapid failure of the portion of the interface which
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a = 40µm
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Figure 2.12 – Comparison between micromechanics and MTH solutions for (a) a < acr, (b)
a > acr.
was initially perturbed. We see that, while the Mori-Tanaka solution assumes that failure occurs
axisymmetrically and uniformly, MTHFE allows failure to occur non-uniformly, through crack
initiation at a random location, followed by crack propagation around the interface. The interface
never fails completely, hence the final slope of the MTHFE solution does not decline to that pre-
dicted by micromechanics. Once a considerable portion of the interface has failed, little driving
force remains to debond the last few elements.
To investigate the effect of non-regular particle distribution, we perform the same comparison on
a periodic unit cell containing 18 particles in a random array, shown in Figure 2.13. (This locally
random particle arrangement is, however, repeated through periodicity.) For reference, the solution
for a single particle with the same volume fraction and particle size is plotted on the same graph,
with a dotted curve. While the beginning of instability occurs at almost the same point for both
simulations, the dropoff is much more sudden for the multi-particle system than it is for a single
particle, due to particle interaction and localization. As failure initiates in one particle, that drives
failure for all the particles across the height or width of the cell. The failure process is discrete,
as an ongoing failure process relieves stresses elsewhere in the RVE, delaying the failure of other
particles.
Thus far, we have considered only microstructures with low volume fractions. Figure 2.14 shows
results for volume fractions as high as f = 0.7 (close to the maximum possible for a rectangular
array). As seen earlier, for low volume fraction, the models are in good agreement about key
features of the solution. As the volume fraction increases, the level of agreement between the two
models in the transition region decreases. The difference is particularly obvious in Figures 2.14(c)
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Figure 2.13 – Comparison between micromechanics and MTH solutions for a unit cell con-
taining 18 particles. The failure of each particle is a discrete event.
and (d). This is expected since the Mori-Tanaka assumption is known to be valid only for low to
moderate volume fractions. The Mori-Tanaka model also underpredicts the initial slope slightly.
The sharp damage initiation point, a consequence of the bilinear cohesive law, is present in the
solutions at low volume fraction, but becomes less marked as f increases. The increasing packing
density results in an increase in stress concentration at localized points on the particle boundary,
causing damage to begin earlier than predicted. The transitional phase does not display the same
sudden dropoff as observed for lower volume fraction and the slope is significantly more negative
in the entire region, since failure is not occurring at the same rate everywhere around the boundary.
Real material systems have multiple particle sizes. Figure 2.15 shows the results of a simulation
with two different particle sizes. For particles of similar sizes, shown in (a), stress concentrations
and localization processes play a significant role. The failure processes for large and small particles
are not independent, as predicted by the micromechanics solution. However, once the difference
between particle sizes becomes significant, as in (b), the effect of the smaller particles on the
failure process is reduced substantially. The smaller particles serve merely to stiffen the binder
and to trigger damage nucleation through local stress concentration. This is evident in both the
MTHFE and micromechanics results, indicating that the micromechanics model, while not fully
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Figure 2.14 – Comparison between micromechanics and MTH solutions for a = 40µm, with
varying volume fraction: (a) f = 0.3,(b) f = 0.5, (c) f = 0.7. (d) is a magnification of the
first part of the curve in (c).
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Figure 2.15 – Comparison between micromechanics and MTH solutions for two different
particle sizes: (a) shows a system in which the particles are of the same order of magnitude.
In (b) the difference in size is more marked. The small particles have not yet failed at ε¯ = 0.02,
hence the MTHFE is still below the Mori-Tanaka prediction.
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capturing the failure process, can nonetheless give useful information about which particles need
to be modeled.
2.6 Conclusions
We have performed a detailed comparative assessment of micromechanics and finite element based
homogenization schemes for the problem of debonding damage in a plane strain particulate com-
posite system. Special emphasis has been placed on the ability of the two schemes to capture
particle-to-particle interactions and the effect of dissimilar particle sizes.
The plane strain micromechanics model developed by Tan et al. [7] is effective at capturing key
features of the macroscopic stress-strain response for minimal computational effort. The short-
comings of this model are that it cannot capture the instability inherent in the system or the het-
erogeneous stress and strain fields. In a highly filled composite, interactions between particles are
a significant contributor to failure through local stress concentrations and the occurrence of local-
ization. The micromechanics model does not capture these interactions during the failure process,
and hence ceases to be predictive under high volume fraction, f > 0.5, when stress concentra-
tions begin to play a significant role in the solution, or when the particle distribution is random,
resulting in localization. Both models demonstrate that, for large differences in particle diameters,
it is unnecessary to model the debonding of smaller particles, but it is sufficient to represent their
contribution to damage nucleation and to the stiffness of the matrix.
The ability of the MTHFE code to function as a direct numerical simulation for validation of
simpler models has been demonstrated. The MTH-based code has an ability to capture a richness of
details about the physical response of the system. The method is capable of solving more complex
loading cases, and can be extended to include different material models and nonlinear kinematics,
which is of particular interest in the modeling of damage in energetic materials.
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3 Finite strain modeling of debonding
Reprinted from Computational Materials Science, Vol 45, L. Brassart, H. M. Inglis, L. Delannay,
I. Doghri and P. H. Geubelle, “An extended Mori-Tanaka homogenization scheme for finite strain
modeling of debonding in particle-reinforced elastomers,” Pages 611-616, Copyright (2009), with
permission from Elsevier.
Note: This paper represents work done in collaboration with Laurence Brassart as part of her
undergraduate thesis for the Universite´ catholique de Louvain. She spent some months at the
University of Illinois, where I worked with her in her initial development of the finite strain mi-
cromechanics model. All the MTH-based finite element simulations are my work.
In the present study, the strength and failure of elastomeric composites are predicted by extend-
ing the Mori and Tanaka model [27] from the case of perfectly adherent, linear elastic constituents
to the case of nonlinear (hyperelastic) constituents subjected to particle debonding. A finite strain
formalism is adopted, and an exponential cohesive zone model is used at the particle-matrix inter-
face. Instead of relying on Eshelby’s solution, the isolated inclusion problem is solved numerically
using a finite element discretization. The proposed homogenization scheme is applied to a solid
propellant in which the particles are much stiffer than the matrix. The analysis is performed in
plane strain under axisymmetric tensile loading conditions, and the predictions are compared to
reference full-field solutions obtained by finite element simulations on unit cells with periodic
boundary conditions. It is demonstrated that the new method yields acceptable predictions until
the onset of damage, while dramatically reducing the computational time.
3.1 Introduction
This paper addresses particle debonding in hyperelastic particulate composites such as solid pro-
pellants, explosives and other reinforced elastomers, in which the matrix can be ten thousand times
more compliant than the particles. The modeling aims to predict the influence of particle debonding
on the load bearing capacity of the composite. The model relies on a cohesive traction-separation
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law that reproduces experimental observations, according to which decohesion of large particles
precedes that of smaller particles [1].
Mori and Tanaka [27] modeled particle-reinforced composites by assuming that each particle
behaves as an ellipsoidal inclusion isolated within a fictitious, infinite matrix, seeing the average
strain of the real matrix as a far-field strain (see also Benveniste [39]). For linear (thermo-) elastic
composites with perfectly bonded interfaces, the strain in the isolated inclusion is uniform and
given by Eshelby’s seminal work [26]. However, transposing this result to the case of nonlinear
hyperelastic composites is not trivial and requires appropriate linearization procedure, see for in-
stance [40, 41, 42] and references therein. Particle debonding, if it occurs, is another source of
discrepancy with regard to Eshelby’s reference solution.
In the mean-field homogenization (MFH) model proposed here, the deformation of the iso-
lated inclusion is computed numerically, using an axisymmetric finite element (FE) discretization.
Debonding is modeled by means of a traction-separation law, while the response of individual
phases is not linearized (contrarily to conventional mean-field theories). Note that Tan et al. [7]
and Inglis et al. [20] adopted the same methodology for the case of linear material response, in-
finitesimal strains and a bilinear cohesive law [9]. Under these assumptions, they could rely on an
analytic solution of the isolated inclusion problem.
From a computational viewpoint, the proposed method is much cheaper than a full-field FE
solution of the stress and strain fields throughout a representative volume element (RVE) [43, 44].
Indeed, statistically meaningful, full-field predictions require that the model microstructure (i.e.
the FE mesh) comprise many particles in a range of different sizes. Full-field predictions are
presented here within the framework of the mathematical theory of homogenization (MTH), which
links multiple length scales based on asymptotic expansions of solution fields [34]. Here, MTH
delivers reference solutions that the simplified mean-field theory aims to reproduce. We consider
only the simplest case of spherical particles and axisymmetric tensile loading in plain strain.
The paper is organized as follows. The problem and the constitutive laws are presented in
Section 3.2. Section 3.3 details the mean-field procedure whereas Section 3.4 describes the full-
field modeling of the RVE. Numerical predictions are discussed in Section 3.5.
3.2 Problem description
Consider a heterogeneous material subjected to the macroscopic deformation gradient F¯ . The
matrix phase ω0 has an initial volume fraction v0, and each reinforcing phase ωI (representing all
particles having the same shape, size and material properties) has a volume fraction vI , satisfying
v0 +
∑
I vI = 1. We aim to determine the overall mechanical response of the composite while
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accounting for damage evolution.
Although the modeling is not restricted to this special case, individual phases are considered
hyperelastic. The constitutive laws are derived from a stored energy function per unit reference
volume: W¯ (X,C), whereX is a position vector in the reference configuration and C = F TF is
the right Cauchy-Green strain tensor. In the compressible case, the hyperelastic potential for the
modified Neo-Hookean model is written in terms of I1, the first invariant ofC, and J = det(F ) as
[45]:
W¯ =
µ
2
(J−2/3I1 − 3) + κ
2
(J − 1)2, (3.1)
where µ = E
2(1+ν)
and κ = E
3(1−2ν) are material constants. The second Piola-Kirchhoff stress S is
found to be:
S = 2
∂W¯
∂C
= µJ−2/3(1− 1
3
I1C
−1) + κ(J2 − J)C−1, (3.2)
where 1 is the second-order identity tensor.
Debonding at particle/matrix interfaces is modeled by a traction-separation law [34], which
relates the displacement jump χ (also known as the interface opening) to the cohesive traction t0
through:
t0 =
t˜
χ˜
tˆ, tˆ = βχ+ (1− β)(χ ·N )N , (3.3)
where N is the outward unit normal to the boundary of the particle. The effective opening dis-
placement χ˜ is:
χ˜ =
√
β2χ˜2s + χ˜
2
n, (3.4)
where β assigns different weights to the sliding and normal opening displacements χ˜s and χ˜n. In
the current study, β is set equal to 1.
The present work adopts an exponential cohesive law:
t˜ = σc
χ˜
χc
exp (1− χ˜/χc) , (3.5)
where χc denotes a reference opening displacement and σc is the maximum effective cohesive
traction, as shown in Figure 3.1. Unloading of the cohesive law is allowed, and directed towards
the origin according to:
t˜ =
t˜max
χ˜max
χ˜, (3.6)
where χ˜max is the maximum opening displacement that has ever been attained during previous
loading, and t˜max is the corresponding cohesive traction. This feature of the cohesive law is es-
sential since smaller particles often unload during the debonding of larger ones, even when macro-
scopic loading is monotonic. The interface fracture toughness for the cohesive law (3.5) is given
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Figure 3.1 – Exponential traction-separation law showing an unloading path directed towards
the origin.
by γint =
∫∞
0
t˜ dχ˜ = exp(1)σcχc.
3.3 Simplified modeling based on mean-field homogenization
(MFH)
This section is devoted to mean-field modeling of particle debonding. If a displacement u¯ = F¯ ·X
is prescribed at the boundary ∂ω of a volume element ω, it has been shown [46] that the average
deformation gradient over the RVE is equal to F¯ :
< F >ω= v0 < F >ω0 +
∑
I
vI(< F >ωI + < F
int >∂ωI ) = F¯ , (3.7)
where < F int >∂ωI represents the average deformation gradient over the interfaces around parti-
cles ωI due to debonding:
< Fint >∂ωI=
1
V (ωI)
∫
∂ωI
χ⊗NIdS, (3.8)
and V (ωI) represents the volume of particles I .
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In a first-order mean-field model, the macroscopic nominal stress is computed as:
P¯MF = v0P
0 +
∑
I
vIP
I , (3.9)
where P 0 and P I are estimations of < P >ω0 and < P >ωI obtained by applying the constitutive
laws to < F >ω0 and < F >ωI , respectively. Thus, estimations of the average strains in each
material phase are required.
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Figure 3.2 – The original boundary condition problem is subdivided into several isolated
inclusion problems, each of them seeing the average strain in the matrix as far-field strain.
In order to determine< F >ωI and< F
int >∂ωI , let us consider that for each reinforcing phase,
each particle can be treated as an isolated inclusion embedded in a fictitious matrix ω∗0 . The RVE is
then replaced by several sub-problems, as depicted in Figure 3.2. In every sub-problem, the volume
fraction of the inclusion is infinitesimal and — extending the original Mori-Tanaka scheme [27]
— the far-field strain imposed on ∂ω∗0 corresponds to the average effective deformation gradient
in the real matrix < F >ω0 [39]. The displacement field u(X) through ω
∗ is the solution of the
following boundary value problem:
DIV(P ) = 0 in ω∗ (equilibrium)
u¯ = (< F >ω0 −1)X on ∂ω∗ (displacement B.C.)
F = 1 +∇u (kinematics)
(constitutive equations and interface behavior)
(3.10)
where DIV(P ) is the divergence of the nominal stress tensor with respect to the reference coordi-
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nates. The system of equations (3.10) is solved by the FE method, permitting the nonlinear material
properties and inhomogeneities to be incorporated while reducing computation costs dramatically
as compared to a full resolution of the original multiple inclusions problem (see Section 3.4).
The remainder of this section describes the numerical implementation of this method in the case
of equibiaxial (2-D) or hydrostatic (3-D) loading conditions. For simplicity, only circular particle
geometries are considered: spherical particles in 3-D or infinitely long fibres in 2-D (plane strain).
Each phase ωI is then characterized by a radius aI . With lowercase indices taking the values
1, 2 and 3 in 3-D, and 1 and 2 in 2-D, the macroscopic deformation gradient is simply written:
F¯ij = F¯ δij , where δij is Kronecker’s symbol.
Let us rewrite average quantities taking advantage of the symmetry. The isolated inclusion
problem is axially symmetric, and second-order tensors become diagonal. Hence, integrating the
deformation gradient over each particle domain and around each interface yields:
(< F >ωI )ij = (1 +
uIr(aI)
aI
)δij and (< F int >ωI )ij =
[ur]I
aI
δij, (3.11)
where uIr(aI) is the radial displacement in the particle at r = aI , and [ur]I = χ˜ is the radial opening
displacement. It is deduced from the previous considerations together with (3.7) that the average
deformation gradient in the matrix is also diagonal:
(< F >ω0)ij = F
0δij. (3.12)
Therefore, the phase strains are fully determined by the radial displacement in the particles at
r = aI and by the radial displacement jump [ur]I .
Assuming infinitesimal strains and linear elastic behavior of the (very rigid) particles, the stress
field inside the particles is uniform: P Iij = σ
int
I δij , with σ
int
I = t˜ around interfaces I . In 2-D, the
radial displacement of the particle at r = aI is readily found analytically using Airy’s functions
(see for instance [45]):
EI
(1 + νI)(1− 2νI)
uIr(aI)
aI
= σintI . (3.13)
Hence, the displacement field u(r) = ur(r)er must be computed numerically only within the
fictitious matrix of outer radius b, with aI
b
 1. The domain ω∗0 is subject to mixed boundary
conditions: displacements are imposed at r = b:
ur(b) = b(F
0 − 1), (3.14)
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while the cohesive traction t0 is applied at the particle-matrix interface:
P · (−er) = t0. (3.15)
The principle of virtual work states that:∫
ω∗0
P : ∇(v)dV −
∫
r=aI
t0 · vdS = 0 (3.16)
for all admissible displacements v ∈ [H1] satisfying v = 0 on r = b, where [H1] is the Sobolev
space for the 2-D or 3-D problem. Equation (3.16) serves as the basis for an axisymmetric (1-D)
finite element solution.
In the 2-D axisymmetric setting, equation (3.16) reduces to:∫ b
aI
(
Prr
∂vr
∂r
r + Pθθvr
)
dr = −aIσintI vr(aI). (3.17)
In 3-D, integration of equation (3.16) using spherical coordinates yields:∫ b
aI
(
Prr
∂vr
∂r
r2 + (Pφφ + Pθθ)vr
)
dr = −a2IσintI vr(aI), (3.18)
while the analytical displacement of the particle at r = aI is analytically found to be:
EI
1− 2νI
uIr(aI)
aI
= σintI . (3.19)
Equation (3.17) in 2-D (or (3.18) in 3-D) is discretized over N elements using linear shape func-
tions. The N equations (per phase) are coupled to equation (3.13) (or (3.19) in 3-D), and to
equation (3.7), which links the strain averages in the different phases to the macroscopic strain. A
total ofNφ(N+1)+1 non-linear equations is obtained, withNφ the number of reinforcing phases.
The system is solved using the Newton-Raphson scheme.
3.4 Full-field FE modeling based on the Mathematical Theory of
Homogenization (MTH)
This section describes the MTH-based FE method providing reference results for the verification of
the MFH approach presented in Section 3.3. The mathematical theory of homogenization [12], ex-
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Figure 3.3 – Schematic representation of the multiscale problem with P¯ and F¯ denoting
the macroscopic nominal stress and deformation fields, respectively. Heterogeneities and
discontinuties are visible only at the microscale. t0 represents the cohesive traction vector
acting along the particle-matrix interface Γc.
tended to the case of finite deformations with cohesive failure in [34], is represented schematically
in Figure 3.3. It is based on an asymptotic expansion of the displacement field,
u(X,Y ) ≈ 0u(X) + ξ 1u(X,Y ) + h.o.t., (3.20)
where X represents the undeformed configuration at the macroscale, Y the undeformed config-
uration at the microscale, and ξ the asymptotic scaling parameter (X = ξY ). The macroscopic
displacement term 0u(X) is continuous, while discontinuities and heterogeneities are modeled by
the fluctuating displacement term 1u(X,Y ). The deformation gradient can then be written
F = 1 +∇X 0u+∇Y 1u = F¯ + F˜ , (3.21)
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with the macroscopic deformation gradient F¯ = 1 + ∇X 0u and the microscale deformation
gradient F˜ = ∇Y 1u. On the microscale, we solve the equation of equilibrium for the fluctuating
displacement field 1u
1
|Θ0|
∫
Θ0
S : F T ∇Y δ 1u dΘ0 + 1|Θ0|
∫
S0
t0 · [δ 1u] dS = 0, (3.22)
with [1u] = χ and the imposed macroscopic deformation gradient having the effect of a loading
term.
The periodic domain Θ is discretised with linear 3-noded volumetric elements and 4-noded
cohesive elements. Equation (3.22) is solved using a fully implicit formulation with a Newton-
Raphson procedure.
The macroscopic stress P¯ is then computed as the “exact” volume average of the nominal stress
over the RVE:
P¯ FE =< P >ω , (3.23)
where the nominal stress P is computed as: P = SF T .
3.5 Numerical Results
In this section, approximate results provided by the mean-field homogenization (MFH) approach
(Section 3.3) are compared to full-field FE predictions (Section 3.4) in 2-D meshes using periodic
boundary conditions. Volumetric material properties are the following: Em = 2.4 MPa, νm = 0.4
for the hyperelastic matrix, and Em = 30 GPa, νm = 0.1433 for the hard particles. The cohesive
strength σc is set to 0.5 MPa. Taken together, these properties ensure that debonding occurs in the
large strain regime.
We consider first a unit cell containing a single particle subjected to 2-D axisymmetric tensile
loading. Figure 3.4 shows the result of the comparison for different values of the characteristic
opening displacement χc, for a composite with 20% of particles of radius 10µm. It clearly appears
that the Mori-Tanaka solution correctly captures the initial slope and damage initiation. However,
the two solutions diverge substantially after the debonding, with an overestimation of the macro-
scopic stress by the mean-field approach. A similar behavior of the Mori-Tanaka solution is also
observed in Figure 3.5 which shows the macroscopic response resulting from both approaches for
different volume fractions, with χc = 1µm.
Random arrangement of particles are investigated in Figure 3.6, showing results from cells con-
taining 1, 6, and 10 particles, respectively. The macroscopic responses for all four cases agree with
each other and with the Mori-Tanaka predictions. Unit cells containing more particles give rise to
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Figure 3.4 – Comparison between the macroscopic constitutive curves obtained by mean-
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an earlier onset of strain localization. At 20% total strain, the 6 particle cell still has nearly uniform
failure around each particle, while the 10 particle case already shows marked loss of axisymmetry.
This is correlated to the localization process: interactions between particles are more pronounced
at some specific points of the interface. The instability of the loading conditions at the interface,
coupled with the sharp cohesive law, lead to rapid failure of the portion of the interface which was
initially perturbed. This effect was reported in [20] for similar comparisons in the small strain
regime.
The size effect due to debonding is predicted by the mean-field approach, as shown in Figure 3.7.
Two particle sizes are considered, with volume fractions v1 and v2, keeping the radius of large
particles and the total volume fraction constant: a1 = 20µm and v1 = v2 = 10%, for several radii
of small particles. Results are compared with the response of the composite with large particles
only, a2 = a1 = 20µm. Here, χc is set equal to 2µm. As expected, the debonding of large particles
precedes the debonding of small ones. Moreover, the reinforcing role of small particles during
debonding of large ones is obvious in this figure.
3.6 Conclusions
The proposed MFH scheme is based on a numerical resolution of the isolated inclusion problem.
In this way, particle debonding can be addressed using a traction separation law which reproduces
the experimentally observed size effect. Predictions are verified against FE simulations performed
on periodic unit cells containing several particles.
The results from the two solution methodologies agree with each other until the onset of fail-
ure in the large strain domain (10% of deformation). Particle clustering and the associated stress
concentrations influence the onset of damage (Figure 3.6). Overlooking this is obviously inherent
to any mean-field approach. The MFH method also fails to capture the macroscopic strength after
debonding. The inability of such method to apprehend a porous matrix is actually common in first-
order homogenization schemes, as already reported in [40, 47]. Indeed, first-order schemes assume
that the average stress in each phase may be related to the average strain through the local constitu-
tive law. In reality, the effective behavior of porous materials strongly depends on heterogeneities
in the local stress field of the matrix. These two shortcomings of the MFH method are thus ob-
served even in the absence of a linearization procedure. Nevertheless, the MFH method provides
useful approximate predictions of the influence of microstructural parameters on the debonding
process.
The method has been presented in the case of axisymmetric, plane strain loading conditions
for hyperelastic composites. Extending the scheme to more general microstructures (e.g. non-
42
1 particle
6 particles
10 particles
MFH
!
cP
F
 1.0  1.1  1.2  1.3
 1.6
 1.2
 0.8
 0.4
 0.0
20% 30%10%
30%20%10%
(a)
(b)
(c)
No
rm
ali
ze
d s
tre
ss,
 
Macroscopic deformation gradient, 
Figure 3.6 – Effect of unit cell size on (a) the macroscopic constitutive response and (b) and
(c) the microscale response for packs containing 6 and 10 particles respectively. In (b) and (c)
the stress field S11 is plotted on the deformed shape at total deformation F¯ − 1 of 10%, 20%
and 30%; v = 0.2, a = 10µm, χc = 5µm.
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Figure 3.7 – Macroscopic response of the composite from mean-field homogenization for 2
different sizes of particles, with the response for a single particle solution shown as a solid
line for reference; a1 = 20µm, v1 = v2 = 10%, χc = 2µm.
spherical inclusions), material laws (e.g. elasto-plasticity) or loading conditions is under way. The
development of a second-order instead of first-order MFH method will also be attempted, which
should enable to account for intra-phase fluctuations of the stress and strain fields.
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4 Debonding of elliptical particles
A primary failure mode for particulate composites is the dewetting of particles from the surround-
ing matrix. This nonlinear process in an inherently multiscale system results in complex physical
behaviour. In previous work, Tan et al. [48], Inglis et al. [20] and Patel [49] have developed mi-
cromechanics models to study the debonding of spherical and circular particles, making use of
the Mori-Tanaka homogenization scheme and a bilinear cohesive interface law. We extend this
method to consider the dewetting of elliptical particles, which are representative of a wider range
of physical geometries, making use of Muskhelishvili complex potentials [50]. We investigate the
constitutive response due to debonding of both circular and elliptical particles under different ap-
plied loadings aligned with the inclusion axes. The macroscopic response for elliptical particles
depends on the aspect ratio as well as the inclusion size. We identify changes in the formulation
which will be required to solve the problem of debonding for elliptical inclusions oriented at an
angle to the loading direction.
4.1 Introduction
Inclusions in particulate composite microstructures are often better approximated by ellipses than
by circles, as ellipses can represent not only particle size, but also shape and orientation. This
additional complexity in the microstructure significantly impacts on the macroscopic constitutive
response of such systems. Lopez-Pamies and Ponte Castan˜eda [51, 52], in their analysis of fiber-
reinforced hyperelastic composites subjected to finite deformations, observe that, in the case where
fibers have an elliptical cross-section, the character of the material constitutive response depends
on the orientation of the applied load relative to the fibers. Rigid rotation of the fibers can result
in a macroscopic softening response. Lee and Mear [53] show that the particle aspect ratio affects
whether the primary failure mechanism is interface debonding or particle fracture. In experimental
work on carbon nanotubes, which can be modeled by high aspect ratio ellipses, Tai et al. [54]
observe that the interfacial bond between the fibers and surrounding matrix has a marked effect on
the macroscopic properties and failure modes of the composite.
Solutions for a range of problems involving elliptical holes and inclusions in two dimensions
are developed in depth in the illuminating work by Muskhelishvili [50]. Making use of the tools
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of complex analysis, one can formulate complex potential functions corresponding to any loading
condition. The Muskhelishvili potentials have hence been widely utilized. Interactions between
multiple perfectly bonded elliptical inclusions, as well as between inclusions and a free surface
have been studied by Mogilevskaya and Crouch [55] and by Kushch et al. [56, 57]. Tsukrov
and Novak [58] perform a similar analysis for irregularly shaped inclusions. Wang et al. [59]
approximate arbitrary boundary tractions with a Fourier series in their investigation of the effect of
multiple inclusions and voids in a domain with a finite boundary.
Discontinuities are introduced into the problem by Chen and Nakamichi [60], who investigate
the stress concentrations arising from an interface crack along the interface of an elliptical inclu-
sion. Shen et al. [61] use Muskhelishvili potentials to develop a semi-analytic solution for an
elliptical inclusion with a homogeneously imperfect interface in anti-plane shear. They subse-
quently consider the thermal stresses in elliptical inclusions [62], which depend on the aspect ratio
of the ellipse as well as the interface properties. Mogilevskaya and Crouch [63] extend their earlier
result by including a homogeneously imperfect interface. Schmid and Podladchikov [64] develop
a closed-form analytical solution for an isolated inclusion in general shear far-field flow, with im-
perfect bonding modeled through an interface layer. Bertoldi et al. [65] model fiber bridging of
elliptical voids with a generic distribution of discrete fibers. The solutions for an elliptical hole
loaded by remote uniform stress, and an arbitrary self-equilibrated distribution of tractions acting
on an elliptical void are superposed. In this chapter, we employ a similar approach for the problem
of debonding.
The problem of interest, introduced in Section 4.2, involves the interface debonding of rigid
elliptical inclusions embedded in a linearly elastic matrix. The geometry and material properties
are defined, and the conformal map for an ellipse onto a unit circle is determined. Muskhel-
ishvili’s method of complex potentials is presented in Section 4.3, and used to solve the problem
of a traction-free elliptical hole in an infinite medium under the application of far-field loading
in Section 4.3.1. This is superposed with the solution for an arbitrary traction distribution along
the boundary of the hole, expressed as a Fourier series expansion, in Section 4.3.2. The traction
distribution arising from the cohesive debonding of an elliptical inclusion from an infinite matrix is
determined in Section 4.4, and implemented in a Mori-Tanaka homogenization procedure to extract
the macroscopic behavior of the microstructure from the isolated inclusion problem. The numeri-
cal implementation is described in Section 4.5 and results for a range of problems are presented in
Section 4.6.
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4.2 Problem Description
The micromechanics model is based on the solution of an elliptical particle in an infinite matrix,
shown in Figure 4.1. The ellipse has major and minor semi-axes a and b, respectively, and the
matrix is subjected to remote principal stresses N1 and N2, at an angle ω to the major axis of the
ellipse.
!
N
N 2
N 12
N
b a
1
Figure 4.1 – An ellipse (with major semi-axis a and minor semi-axis b) in an infinite matrix
subjected to far-field loading N1, N2 at an angle ω.
The matrix is modeled as an isotropic linear elastic material under the small strain assumption.
The particle is assumed to be rigid, a reasonable assumption for particles many orders of magnitude
stiffer than the binder material. The interface between the particle and the matrix is modeled using
a bilinear cohesive law, described in detail in Section 4.4. Our earlier experience with circular
particles has demonstrated that two key ratios play a large role in determining solution charac-
teristics. The first is the size effect ratio, a
∆nc
, relating the particle size a to the critical opening
displacement of the interface ∆nc. The second is the material stiffness ratio, E
m
σmax
, which expresses
the matrix Young’s modulus Em as a multiple of the cohesive interface strength σmax. The inves-
tigation is formulated in terms of these ratios. The remaining material and interface properties
are summarized in Table 4.1. Plane strain conditions are assumed in order to reduce the problem
to two dimensions. Under this assumption, inclusions actually represent fibers, although we will
occasionally refer to them as particles.
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Table 4.1 – Material and interface properties.
Property Symbol Value
Critical opening displacement [µm] ∆nc 1.0
Interface strength [MPa] σmax 1.0
Critical damage parameter [-] λc 0.01
Scaling parameter [-] β 1
Matrix Poisson’s ratio [-] νm 0.3
It is convenient to map the ellipse to a unit circle on which calculations are performed (Fig-
ure 4.2). This is done by a change of variables, in which a general complex variable z is replaced
by a new complex variable ζ through the mapping function z = w(ζ). If the function w(ζ) is
chosen such that the mapping is conformal, the transformation will preserve local angles.
b
z = w
z !plane ! !plane
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Figure 4.2 – Conformal map which transforms the unit circle γ into an ellipse.
The mapping of the unit circle γ in the ζ-plane to an ellipse in the z-plane with major semi-axis
a and minor semi-axis b is given by
z = R
(
ζ +
m
ζ
)
, (4.1)
where positive constants R and m account for the shape and size of the ellipse, and are found
through
R =
a+ b
2
, m =
a− b
a+ b
. (4.2)
The semi-axes a and b of the ellipse are found conversely by
a = R(1 +m), b = R(1−m). (4.3)
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Note that 0 ≤ m ≤ 1, with extremum values representing a circle and a straight line, respectively.
A circle concentric with γ maps to a confocal ellipse. Points on the unit circle are denoted by
ζ = σ, and are given in terms of the polar angle in the ζ-plane by σ = eiφ.
!
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Figure 4.3 – Each point on the ellipse can be associated uniquely with three different angles:
α is the polar angle, β is the angle of the normal to the ellipse, and θ is the parametric angle.
It is necessary to define the angles associated with the ellipse. Each position z = x + iy on the
ellipse can be represented by three distinct angles, as can be seen in Figure 4.3. The polar angle of
z is α, β is the angle of the normal to the ellipse at point z, while θ is the parametric variable in the
parametric representation of the ellipse,
x = a cos θ, y = b sin θ.
We want to find the angle which will be the most convenient basis for computation under the
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conformal map. Recalling that φ is the polar angle in the unit circle, we can write
z = x+ iy = R
(
σ +
m
σ
)
= R
(
eiφ +me−iφ
)
= R (cosφ+ i sinφ+m cosφ− im sinφ)
= R cosφ(1 +m) +Ri sinφ(1−m)
= a cosφ+ ib sinφ
= a cos θ + ib sin θ.
Thus, φ = θ. Henceforth we will call the polar angle in the ζ-plane θ.
The three angles shown in Figure 4.3 can be related to each other through
tanα =
b
a
tan θ =
1−m
1 +m
tan θ (4.4)
tan β =
a
b
tan θ =
1 +m
1−m tan θ. (4.5)
The variation around an ellipse with m = 0.82, corresponding to an aspect ratio of 10:1, is shown
in Figure 4.4. Note that for m ∼ 1, evenly-spaced points around the unit circle in the ζ-plane are
concentrated around the tips of the ellipse in the z-plane.
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Figure 4.4 – Relationship between angles for an ellipse with a
b
= 10. (a) Circles denote 52
points defined on the high aspect ratio ellipse, which are equally spaced (at constant dθ) on
the corresponding unit circle γ. (b) The variation of polar angle α and normal angle β with
respect to the index angle θ.
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4.3 Muskhelishvili Complex Potentials
2N N 1
N 2
1N
+
Figure 4.5 – Superposition of a traction-free hole subjected to far-field loading and an ellipse
with cohesive tractions acting on the hole.
We will solve the problem of debonding of an ellipse as the superposition of two problems, as
illustrated in Figure 4.5: a traction-free elliptical hole subjected to far-field loading (Section 4.3.1),
and an elliptical hole with self-equilibrating tractions along the boundary and no stresses at infinity
(Section 4.3.2). The problems are solved using Muskhelishvili complex potentials [50]. Key ideas
necessary to solve these problems are presented here, while the detailed derivations, given by
Muskhelishvili, are included in Appendix A.2 for completeness.
The familiar Airy stress function F (x, y) can be simply represented by two functions of the
complex variable z = x+ iy, φ(z) and ψ(z), through
f(x, y) =
∂F
∂x
+ i
∂F
∂y
= φ(z) + zφ′(z) + ψ(z), (4.6)
where a prime denotes differentiation, and an overbar represents complex conjugation. The com-
plex functions φ(z) and ψ(z) are known as the Muskhelishvili potentials. The function f(x, y) in
(4.6) is a measure of the resultant force acting on an arc. It is obtained in our case by integrating
over the ellipse from an arbitrary fixed point to the moveable point (x, y). If we know the force
f(x, y) applied to the boundary γ of an elliptical hole, we can find the corresponding potential
functions and hence solve the boundary value problem. Using the conformal mapping z = w(ζ),
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(4.6) can be rewritten as
f(x, y) = φ(ζ) +
w(ζ)
w′(ζ)
φ′(ζ) + ψ(ζ). (4.7)
On the boundary of the ellipse, w(σ) = R(σ +m/σ). Hence, the fraction in (4.7) becomes
w(σ)
w′(σ)
=
1
σ
σ2 +m
1−mσ2 , (4.8)
which gives
f(σ) = φ(σ) +
1
σ
σ2 +m
1−mσ2φ
′(σ) + ψ(σ). (4.9)
We will require two results in this derivation: firstly, the problem of an elliptical hole with
self-equilibrating loading along the boundary, and secondly, the case where the elliptical hole is
subjected to far-field loading. The essential elements in the derivation of these results are presented
below.
For the case where the resultant force acting on the boundary of the hole is zero (i.e., the forces
acting on the hole are self-equilibrating), and when the stresses and rotations at infinity are zero,
the potential functions can be found from the boundary condition f(σ) through
φ(ζ) = − 1
2pii
∫
γ
f(σ)
σ − ζ dσ (4.10)
ψ(ζ) = − 1
2pii
∫
γ
f¯(σ¯)
σ − ζ dσ − ζ
1 +mζ2
ζ2 −m φ
′(ζ). (4.11)
These integrals are evaluated using the Cauchy integral formula. The formula and key results
summarized by Muskhelishvili are included in Appendix A.1.
In the case when there are non-zero stresses at infinity, the potentials are found from
φ(ζ) = ΓRζ + φ0(ζ) (4.12)
ψ(ζ) = Γ′Rζ + ψ0(ζ), (4.13)
where Γ and Γ′ represent the far-field stress state and φ0(ζ) and ψ0(ζ) are analytic functions for
ζ inside γ. For a remote principal stress state of N1 and N2 acting at an angle ω from the ellipse
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coordinate system, shown schematically in Figure 4.5 (a), we find
Re[Γ] = 1
4
(N1 +N2) (4.14)
Γ′ = −1
2
(N1 −N2)e−2iω. (4.15)
The imaginary part of Γ, which does not affect the stresses, represents the rotation at infinity.
Analogous to (4.10) and (4.11), φ0(ζ) and ψ0(ζ) are given by
φ0(ζ) = − 1
2pii
∫
γ
f0(σ)
σ − ζ dσ (4.16)
ψ0(ζ) = − 1
2pii
∫
γ
f0(σ)
σ − ζ dσ − ζ
1 +mζ2
ζ2 −m φ
′
0(ζ), (4.17)
where f0 accommodates the additional loading,
f0(σ) = f(σ)−ΓR
(
σ +
σ2 +m
σ(1−mσ2)
)
− Γ¯
′R
σ
. (4.18)
Once we know the potentials, we can find the stresses (expressed in cylindrical coordinates)
anywhere in the domain through the following relationships
σrr + σθθ = 4Re[Φ(ζ)] = 2
[
Φ(ζ) + Φ(ζ)
]
, (4.19)
σθθ − σrr + 2iσrθ = 2ζ
2
r2w′(ζ)
[
w(ζ)Φ′(ζ) + w′(ζ)Ψ(ζ)
]
, (4.20)
where
Φ(ζ) =
φ′(ζ)
w′(ζ)
, Ψ(ζ) =
ψ′(ζ)
w′(ζ)
, (4.21)
and Φ′(ζ) can be found, using the chain rule, to be
Φ′(ζ) =
φ′′(ζ)w′(ζ)− φ′(ζ)w′′(ζ)
(w′(ζ))2
. (4.22)
The cylindrical components of the displacements are found everywhere through
2µ(ur + iuθ) =
ζ¯
r
w′(ζ)
|w′(ζ)|
[
κφ(ζ)− w(ζ)
w′(ζ)
φ′(ζ)− ψ(ζ)
]
, (4.23)
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where the material constant κ is given by
κ =

3 + 4ν for plane strain
3− ν
1 + ν
for plane stress.
(4.24)
The displacements on the boundary of the hole are found by substituting ζ = σ = eiθ into (4.23),
ur + iuθ =
σ¯
2µ
w′(σ)
|w′(σ)|
[
κφ(σ)− w(σ)
w′(σ)
φ′(σ)− ψ(σ)
]
(4.25)
ur + iuθ =
e−iθA1(θ)
2µ
[
κφ(σ)− A2(θ)φ′(σ)− ψ(σ)
]
, (4.26)
where, for the conformal map given in (4.1), A1(θ) and A2(θ) are evaluated as
A1(θ) =
(1−mσ2)∣∣1− m
σ2
∣∣ = 1−me2iθ√1− 2m cos 2θ +m2 , A2(θ) = σ2 +mσ(1−mσ2) = eiθ +me−iθ1−me2iθ . (4.27)
4.3.1 Traction-free elliptical hole subjected to far-field loading
To solve the first problem illustrated in Figure 4.5 (a), we follow the general method outlined
above. The system is subjected to a far-field loading with principal stresses N1 and N2. N1 is
oriented at an angle ω from the major axis of the ellipse.
Substituting (4.14) and (4.15) in (4.18) we find
f0 = −(N1 +N2)R
4
(
σ +
σ2 +m
σ(1−mσ2)
)
+
(N1 −N2)Re2iω
2σ
(4.28)
f¯0 = −(N1 +N2)R
4
(
1
σ
+ σ
1 +mσ2
σ2 −m
)
+
(N1 −N2)Re−2iω
2
σ. (4.29)
Substituting (4.28) in (4.16) and computing the integrals using the Cauchy integral formula, we
find
φ0(ζ) = −(N1 +N2)Rm
4ζ
+
(N1 −N2)Re2iω
2ζ
, (4.30)
and thus
φ′0(ζ) =
(N1 +N2)
4
Rm
ζ2
− (N1 −N2)
2
Re2iω
ζ2
. (4.31)
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Similarly, substituting (4.29) in (4.17)
ψ0(ζ) =− (N1 +N2)R
4ζ
− (N1 +N2)R
4
ζ(1 +m2)
ζ2 −m
− (N1 +N2)Rm
4ζ
1 +mζ2
ζ2 −m +
(N1 −N2)Re2iω
2ζ
1 +mζ2
ζ2 −m . (4.32)
This result allows us to calculate the potentials, using (4.12) and (4.13), as
φ(ζ) =
R
4
[
(N1 +N2)
(
ζ − m
ζ
)
+ 2 (N1 −N2) e
2iω
ζ
]
(4.33)
ψ(ζ) = −R
2
[
(N1 +N2)
ζ(1 +m2)
ζ2 −m + (N1 −N2)
(
e−2iωζ − e
2iω
ζ
(1 +mζ2)
ζ2 −m
)]
. (4.34)
Finally, using (4.19) to (4.23) to find the stresses and displacements, the problem is solved. Fig-
ure 4.6 shows the deformed shape of the traction-free elliptical hole under uniaxial loading applied
at an angle to the major axis of the ellipse.
Undeformed shape
Deformed shape
(a) (b)
Figure 4.6 – The deformed shape of the ellipse under far-field loading. (a) Uniaxial loading
at ω = pi
3
, with N1 = 10 MPa and N2 = 0 MPa. (b) N1 = 10 MPa, N2 = 5 MPa at ω = pi3 .
The matrix has material properties Em = 2 GPa and νm = 0.3, and the ellipse semi-axes are
a = 20 mm and b = 10 mm; displacements are magnified 10 times.
4.3.2 Elliptical hole subjected to general boundary tractions
We now want to solve the general problem of any self-equilibrating traction distribution applied to
the boundary of the ellipse, illustrated in Figure 4.5 (b). We approximate the traction field on the
boundary of the ellipse by the Fourier sum
T (θ) =
∞∑
−∞
ske
ikθ =
∞∑
−∞
tk(θ), (4.35)
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where sk = pk + iqk is complex and tk(θ) is the k-th contribution to the traction vector T (θ), with
a sign convention that positive tractions act to close the hole. Similarly, for complex dk = vk + iwk
and uk(θ) representing the k-th contribution to the displacement vector U(θ), we can write
U(θ) = Un(θ) + iUt(θ) =
∞∑
−∞
dke
ikθ =
∞∑
−∞
uk(θ). (4.36)
We can decompose both T (θ) and tk(θ) into their normal and tangential components, writing
T (θ) = Tn(θ) + iTt(θ),
tk(θ) = tnk(θ) + ittk(θ).
The Fourier coefficients sk are found from the traction field through the Fourier transform
sk =
1
2pi
∫ 2pi
0
T (θ)e−ikθdθ, k = · · · − 3,−2,−1, 0, 1, 2, 3, · · · (4.37)
The traction field T (θ) is periodic in θ with period pi, since both the geometry and the far-field
loading are periodic with period pi. Thus,
sk =
1
2pi
∫ 2pi
0
T (θ)e−ikθdθ
=
1
2pi
{∫ pi
0
T (θ)e−ikθdθ +
∫ 2pi
pi
T (θ)e−ikθdθ
}
=
1
2pi
{∫ pi
0
T (θ)e−ikθdθ +
∫ pi
0
T (θ + pi)e−ik(θ+pi)dθ
}
=
1
2pi
{∫ pi
0
T (θ)e−ikθdθ +
∫ pi
0
T (θ)e−ikθe−ikpidθ
}
.
Note that, when k is even, e−ikpi = 1. When k is odd, e−ikpi = −1. Thus, for odd k,
sk =
1
2pi
{∫ pi
0
T (θ)e−ikθdθ −
∫ pi
0
T (θ)e−ikθdθ
}
= 0,
and for even k
sk =
1
2pi
{∫ pi
0
T (θ)e−ikθdθ +
∫ pi
0
T (θ)e−ikθdθ
}
=
1
pi
∫ pi
0
T (θ)e−ikθdθ.
Consequently, due to the periodicity of T (θ), only the even terms in the Fourier sum survive.
For the k-th term in the Fourier sum, the force transmitted over a portion of the ellipse is given
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by
fk =
∫
ske
ikθdz = sk
∫
eikθdz. (4.38)
Using the conformal mapping for a point σ = eiθ on the ellipse, we can complete the change of
variables in the integral by substituting
dz = iR
(
eiθ −me−iθ) dθ, (4.39)
giving
fk = sk
∫
eikθiR
(
eiθ −me−iθ) dθ
fk = iRsk
∫ (
ei(k+1)θ −mei(k−1)θ) dθ
fk = Rsk
[
ei(k+1)θ
k + 1
−me
i(k−1)θ
k − 1
]
. (4.40)
Since k is even, there is no singularity in (4.40). Rewriting (4.40) in terms of σ, we find
fk(σ) = Rsk
[
σk+1
k + 1
− mσ
k−1
k − 1
]
, (4.41)
and, taking the complex conjugate of (4.41),
fk(σ) = Rs¯k
[
σ−(k+1)
k + 1
− mσ
1−k
k − 1
]
. (4.42)
Now that we have the expression of force along the boundary, we can find the Muskhelishvili
potentials (4.10) and (4.11), for which we need to evaluate expressions of the form
I1 = − 1
2pii
∫
γ
σk+1
k + 1
dσ
σ − ζ ,
I2 = − 1
2pii
∫
γ
σk−1
k − 1
dσ
σ − ζ ,
where k can take on even integer values from −∞ to ∞. In general, for ζ outside γ, Cauchy
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integrals (A.2) and (A.3) give
− 1
2pii
∫
γ
σn
dσ
σ − ζ =

0 for n ≥ 0
ζn for n < 0.
(4.43)
Thus from (4.10) and (4.11) we find
φk(ζ) =

Rsk
[
ζk+1
k + 1
− mζ
k−1
k − 1
]
−∞ < k ≤ −2
Rs0
m
ζ
k = 0
0 2 ≤ k <∞,
(4.44)
ψk(ζ) =

−Rsk 1 +mζ
2
ζ2 −m
(
ζk+1 −mζk−1) −∞ < k ≤ −2
Rs0
ζ(1 +m2)
ζ2 −m k = 0
Rs¯k
[
ζ−k−1
k + 1
−mζ
−k+1
k − 1
]
2 ≤ k <∞.
(4.45)
In order to compute the displacements, we need to know φ′(ζ), while for the stresses we require
φ′′(ζ) and ψ′(ζ). These are found by differentiation to be
φ′k(ζ) =

Rsk
[
ζk −mζk−2] −∞ < k ≤ −2
−Rs0m
ζ2
k = 0
0 2 ≤ k <∞,
(4.46)
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φ′′k(ζ) =

Rsk
[
kζk−1 −m(k − 2)ζk−3] −∞ < k ≤ −2
2Rs0
m
ζ3
k = 0
0 2 ≤ k <∞,
(4.47)
and
ψ′k(ζ) =

−Rsk−2ζ(m
2 + 1)
(ζ2 −m)2
(
ζk+1 −mζk−1)
+
1 +mζ2
ζ2 −m
(
(k + 1)ζk −m(k − 1)ζk−2) −∞ < k ≤ −2
−Rs0 (ζ
2 +m)(1 +m2)
(ζ2 −m)2 k = 0
−Rs¯k
[
ζ−k−2 −mζ−k] 2 ≤ k <∞.
(4.48)
The complex potentials for a general traction expessed as a Fourier sum, found in this section,
are verified against a problem with a known analytical solution. Timoshenko and Goodier [36] (pp.
215-217, Fig 125) present the solution to the problem of an elliptical hole with pressure applied to
a part of the boundary. Results obtained for a pressure defined over an angle pi/5 of the ellipse,
shown in Figure 4.7, demonstrate that both the calculated displacement fields and the potentials
calculated using Fourier modes match the analytical solution.
4.4 Micromechanics model for debonding of rigid elliptical
particle
Using the complex potentials found in Section 4.3, we are able to model the debonding of an
isolated rigid elliptical inclusion from an infinite matrix. The imperfect particle-matrix interface
is modeled mathematically through a cohesive traction-separation law [9, 23]. The cohesive law
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shown in Figure 4.8 relates the derivative of the cohesive energy φ to a damage parameter λ
dφ
dλ
=

kλ (0 ≤ λ ≤ λc) Stage 1
k˜ (1− λ) (λc ≤ λ < 1) Stage 2
0 (λ > 1) Stage 3,
(4.49)
where the damage parameter is given in terms of the displacement jump across the cohesive inter-
face by
λ =
√
U2n
∆n2c
+
U2t
∆t2c
. (4.50)
Note that since the particle is rigid, the interfacial displacement jump is simply the displacement
of the matrix, U = Un + iUt.
λc
2γ int
d
d λ
φ
λmax
k~
1
k^
0 1
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ag
e 1
Stage 2
Stage 3 λ
1
k
1
Figure 4.8 – Cohesive law for the micromechanics model. Stage 1 is the undamaged response,
Stage 2 represents the damaged response, and Stage 3 is the failed response. The response
under unloading is directed linearly towards the origin.
The critical damage parameter λc is the point at which nonlinear effects begin, and the total
cohesive energy γint determines the area under the cohesive curve. Other key interface properties
are the normal critical opening displacement ∆nc and the Mode I interface strength σmax, given by
σmax =
2γint
∆nc
. (4.51)
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The tangential and normal cohesive properties are related through the cohesive scaling parameter
β:
∆tc = β∆nc, τmax =
2γint
∆tc
=
σmax
β
. (4.52)
In this work, β is chosen to be 1.
The slopes in Stages 1 and 2, denoted k and k˜ respectively, are found from
k =
2γint
λc
, k˜ =
2γint
1− λc . (4.53)
Unloading is directed towards the origin, with the unloading stiffness in Stage 2 defined as
kˆ = k˜
1− λmax
λmax
, (4.54)
where λmax is the largest value of the damage parameter λ achieved prior to unloading. The slope
in Stage 3 is zero. Note that no failure is allowed to occur when Un is negative.
The interfacial tractions are found from
T cn =
∂φ
∂Un
=
dφ
dλ
∂λ
∂Un
=
dφ
dλ
Un
∆n2cλ
T ct =
∂φ
∂Ut
=
dφ
dλ
∂λ
∂Ut
=
dφ
dλ
Ut
∆t2cλ
. (4.55)
Writing the cohesive traction field as a Fourier sum
T c(θ) =
∞∑
−∞
scke
ikθ, (4.56)
where the coefficients sck are given by the Fourier transform
sck =
1
2pi
∫ 2pi
0
T c(θ)e−ikθdθ, (4.57)
the results given in Section 4.3 allow us to solve the isolated inclusion problem of debonding of an
ellipse.
In order to move from the isolated inclusion problem to a micromechanics problem, we need to
apply some averaging scheme to obtain a homogenized result. Benveniste and Aboudi [35] express
the macroscopic strain ε¯ in terms of the imposed macroscopic stress σ¯, the average stress in the
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particles σp and the debonding strain εint as
ε¯ = Mm : σ¯ + f
{
(M p −Mm) : σp + εint} , (4.58)
where f is the particle volume fraction, andMm andM p are the compliance tensors of the matrix
and particle respectively. The macroscopic stress is found through the volume average of the
average stresses in the matrix and in the particle,
σ¯ = (1− f)σm + fσp, (4.59)
which can be rearranged to write the matrix stress as a function of the far-field stress
σm =
σ¯ − fσp
1− f . (4.60)
Under the Mori-Tanaka assumption, the remote applied stresses on the isolated inclusion problem
are the principal matrix stresses (i.e., N1 = σm1 , N2 = σ
m
2 ). The angle of the applied stresses ω is
the angle between the ellipse and the principal directions, found through Mohr’s circle,
N1,2 =
σm11 ± σm22
2
+
√(
σm11 − σm22
2
)2
+ (σm12)
2, ω =
1
2
arctan
(
2
σm12
σm11 − σm22
)
. (4.61)
The interfacial strain εint is given in terms of the displacement jump across the cohesive interface
U by
εint =
1
2Ωp
∫
Sint
(U ⊗ n+ n⊗U) dS, (4.62)
where U is found in the Cartesian coordinate system to be
U1 + iU2 = e
iβ (Un + iUt) = e
iβ
∞∑
−∞
dke
ikθ.
Similarly, the normal vector n in the Cartesian coordinate system is given by
n1 + in2 = e
iβ = cos β + i sin β.
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Therefore, the components of the interfacial strain are found to be
εint11 =
1
Ωp
∫
Sint
U1 cos β dS
εint22 =
1
Ωp
∫
Sint
U2 sin β dS
εint12 =
1
2Ωp
∫
Sint
[U1 sin β + U2 cos β] dS. (4.63)
We perform a change of variables, as was derived in (4.39),
dS =
∥∥R(eiθ −me−iθ)∥∥ dθ
= R
∥∥(eiθ −me−iθ)∥∥ dθ
= Rdθ
√
1− 2m cos 2θ +m2, (4.64)
resulting in the first component of (4.63), for example, becoming
εint11 =
1
Ωp
∫ 2pi
0
U1 cos βR
√
1− 2m cos 2θ +m2 dθ.
The average stress in the particles is converted from a volume integral to a surface integral
through the divergence theorem
σp =
1
Ωp
∫
Ωp
σdΩ =
1
Ωp
∫
Sint
σn⊗ x dS = 1
Ωp
∫
Sint
T ⊗ x dS. (4.65)
As before, the traction vector and position vector are found in Cartesian coordinates from
T1 + iT2 = e
iβ (Tn + iTt) = e
iβ
∞∑
−∞
ske
ikθ, x1 + ix2 = a cos θ + ib sin θ.
Therefore, the average stress in the particle is found to be
σp11 =
1
Ωp
∫
Sint
T1 a cos θ dS
σp22 =
1
Ωp
∫
Sint
T2 b sin θ dS
σp12 =
1
2Ωp
∫
Sint
[T1 b sin θ + T2 a cos θ] dS, (4.66)
to which we apply the same change of variables, (4.64), developed for the strain.
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Recalling that, for plane strain conditions, the constitutive relationship is given by
ε11
ε22
2ε12
 = 1 + νE
 1− ν −ν 0−ν 1− ν 0
0 0 2


σ11
σ22
σ12
 , (4.67)
and noting that for the rigid particle 1
Ep
≈ 0, we can rewrite each equation in (4.58) as
ε¯11 =
1 + νm
Em
[(1− νm)σ¯11 − νmσ¯22] + f
{
−1 + ν
m
Em
[(1− νm)σp11 − νmσp22] + εint11
}
ε¯22 =
1 + νm
Em
[(1− νm)σ¯22 − νmσ¯11] + f
{
−1 + ν
m
Em
[(1− νm)σp22 − νmσp11] + εint22
}
ε¯12 =
1 + νm
Em
σ¯12 + f
{
−1 + ν
m
Em
σp12 + ε
int
12
}
, (4.68)
using εint and σp calculated in equations (4.63) and (4.66) respectively.
4.5 Numerical Implementation
We are looking for solutions to the problem of debonding of elliptical inclusions under known far-
field loading. Since the macroscopic constitutive response may exhibit softening behavior, it is not
feasible to increment the applied macroscopic stress. We thus increment the applied macroscopic
strain ε¯11.
However, to control the shape of the applied macroscopic stress, we define the ratio between the
principal stresses σ¯2 = ασ¯1. Converting these principal stresses, applied at an angle ω1, to stresses
in the coordinate directions, we obtain
σ¯11 =
σ¯1
2
[(1 + α) + (1− α) cos 2ω1]
σ¯22 =
σ¯1
2
[(1 + α)− (1− α) cos 2ω1]
σ¯12 =
σ¯1
2
(1− α) sin 2ω1,
allowing us to compute ratios with respect to σ¯11
α1 =
σ¯22
σ¯11
, α2 =
σ¯12
σ¯11
. (4.69)
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We can now rearrange the first equation of (4.68) to find σ¯11 as a function of ε¯11:
ε¯11 =
1 + νm
Em
[1− νm(1 + α1)] σ¯11
+ f
{
−1 + ν
m
Em
[(1− νm)σp11 − νmσp22] + εint11
}
σ¯11 =
Em
(1 + νm) [1− νm(1 + α1)] {ε¯11
−f
[
−1 + ν
m
Em
[(1− νm)σp11 − νmσp22] + εint11
]}
. (4.70)
The solution algorithm is outlined below:
• Given: σ¯1, α, ω1;
• Increment ε¯11 by an amount ∆ε from the previous loadstep;
– Guess: sk, εint, σp. Start from converged value from previous loadstep;
– Compute σ¯11 (as well as σ¯22 and σ¯12) from (4.70) and (4.69), using guessed values of
σp and εint;
– Compute matrix stresses σm using (4.60);
– Compute N1, N2 and ω from (4.61);
– Compute assumed traction field T (θ) by inverse Fourier transform of guessed values
of sk;
– Compute complex potential functions for the superposed problems using (4.33), (4.34),
(4.44), (4.45);
– Compute interfacial displacements U(θ) from potentials using (4.26);
– Compute cohesive tractions T c(θ)in response to U(θ) through cohesive law (4.55);
– Compute sck through Fourier transform of T
c(θ);
– Compute interfacial strain εintnew from (4.63);
– Compute average stress in particle σpnew from (4.66);
– Compute residuals Rk = sck − sk, Rε = εintnew − εint, Rσ = σpnew − σp;
– Solve forR = 0 by iteration;
– Compute converged macroscopic stress and strain using (4.70).
The code was written in GNU Octave, with nonlinear solution using the built-in “fsolve” func-
tion, a generalized Newton solver with trust region. The code was implemented in a rigorous
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testing framework, ensuring that each component performed as expected. Data input and output
was handled using JSON (JavaScript Object Notation) through JSONlab. Problems were solved
using forty modes of the Fourier series (4.35), with one hundred integration points evenly spaced
between θ = 0 and θ = pi. The convergence of the Fourier series is further discussed in Sec-
tion 4.6.3.
4.6 Results
4.6.1 Verification: Circular inclusions
As a verification of the model, results are first obtained for a circular particle, allowing comparison
with previous studies. The circle under equibiaxial loading was modeled with an axisymmetric
constraint in Chapter 2. Beginning with the fully two-dimensional framework presented in this
chapter, the derivation was completed analytically for a circular particle experiencing equibiaxial
loading, and the result obtained in Chapter 2 was recovered. Numerical results showed perfect
agreement with the response predicted analytically. Figure 4.9 (a) shows the effect of particle size
on the macroscopic response of the composite. The three stages of the cohesive law can be seen to
produce three distinct slopes in the material plot. For a
∆nc
= 20 (a particle smaller than the critical
particle size), a hardening response is observed, while for a
∆nc
= 50 (particle larger than the critical
particle size), the material experiences softening. The initial slope is almost identical for the two
curves, as is the final slope. The displaced shape of the large particle is plotted at intervals of 0.2%
strain in Figure 4.9 (b).
Results from a circle under general in-plane loading are computed for comparison with work of
Patel [49], and also show good agreement. The effect on the macroscopic response of the loading
ratio α = σ¯2
σ¯1
(illustrated in Figure 4.10) is shown for a small and a large particle in Figure 4.11.
Again, the difference between the hardening response for a small particle and the softening behav-
ior of the large particle is immediately apparent. The extreme loading cases of shear and equib-
iaxial stress show a sharp response, as already observed. However, for the intermediate loading
cases, the three-stage nature of the curve is softened, since different points on the interface are at
different stages of the cohesive law.
The effect of particle size is compared directly for each loading case in Figure 4.12. In addition
to the macroscopic responses, the deformed shape for a large particle is plotted for each loading
condition, to help with visualization. In each case, the initial slope is very similiar for all particle
sizes, and all curves tend towards the same fully damaged slope as debonding is completed. In the
intermediate phase, the response changes from hardening to softening as the particle size increases.
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loading through to 0 for uniaxial loading and to -1 for shear loading.
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Note that the solution for the largest particles is sometimes difficult to obtain, as the response
becomes sharper. Solver convergence is discussed in more detail in Section 4.6.3, but for now we
note that as there is no part of the interface which experiences cohesive unloading, and the problem
is therefore not history-dependent, the remainder of the curves can be obtained by restarting the
simulation after the point of instability.
4.6.2 Elliptical inclusions under aligned loading
Turning now to elliptical particles, we begin to explore the solution space by examining their
response under uniaxial stress aligned with the ellipse major axis. The particle size effect is again
observed as the aspect ratio changes. Figure 4.13 shows the effect of changing particle size for
inclusions with different aspect ratios. Each figure also includes the deformed shape for the small
particle, a
∆nc
= 20. As seen for circular particles, the macroscopic responses in the initial phase
are coincident, but as damage progresses the smaller particles exhibit monotonic loading behavior,
while the larger particles enter a softening phase.
As apparent in these results, as the aspect ratio of the particles increases, the peak stress increases
to a value considerably higher than the interface strength σmax. In addition, the sharp peak observed
for the largest circular particle becomes smoother as the aspect ratio of the particle increases.
Looking at the deformed shapes, it can be seen that under uniaxial loading the top and bottom of
the inclusion are under compression, and not allowed to debond. As the aspect ratio increases, only
the tips of the ellipse are experiencing tensile interface tractions. The apparent radius of the particle
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which is interacting with the load is thus smaller than the ellipse major semi-axis a, resulting in
less of a softening response. Since the rigid inclusion is resisting Poisson compression, a larger
macroscopic stress is necessary to cause debonding.
The effect of aspect ratio on macroscopic stress-strain response is shown in Figure 4.14 for three
differently sized particles. The aspect ratio ranges from a
b
= 1, for a circle, to a
b
= 10, a narrow
ellipse. The material was subjected to a uniaxial stress aligned with the major axis of the ellipse.
As previously observed, the stress carried by the particle increases with an increase in the aspect
ratio. In this format, it is also clear that the stiffness of the material response increases. This is
since a large portion of the ellipse volume is under compression, and as the inclusion is rigid this
adds considerably to the stiffness of the composite. The transition in response from circular to
elliptical particles is marked, with the elliptical particles showing a considerable smoothing of the
sharp response at the peak stress. As discussed earlier, this is because an increase in aspect ratio
causes a decrease in the apparent radius of the particle.
4.6.3 Convergence studies
In studying the convergence characteristics of the method it is important to begin by distinguishing
three distinct types of convergence.
1. The convergence of the Fourier series is demonstrated when
|sk| → 0 as k →∞. (4.71)
That is, the magnitude of Fourier coefficients decreases as the mode number increases. We
will refer to this as series convergence.
2. The convergence of the computed Fourier modes, denoted mode convergence, is demon-
strated when an increase in the number of terms in the Fourier series doesn’t change the
magnitude of the lower mode number coefficients. This limits the error made by truncating
the infinite Fourier series.
3. The convergence of the nonlinear solver ensures that the nonlinear equations have been
solved with a residual smaller than the allowed tolerance. The nonlinear solver fails to
converge on occasions when the problem becomes ill-conditioned. We call this the solver
convergence.
Throughout this discussion, we will consider the uniaxial loading of a large elliptical particle with
aspect ratio a
b
= 5. Similar results are obtained for other geometries, and where relevant they will
be discussed.
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Figure 4.13 – Effect of particle size on the macroscopic response and deformed shape for
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b
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We begin by investigating the convergence of the Fourier series. Figure 4.15 (a) shows the mag-
nitude of the Fourier coefficients |sk| as the function of the coefficient number k at three different
levels of macroscopic strain, corresponding to the vertical lines on the macroscopic response in
Figure 4.15 (b). Note that, since the Fourier series considers modes −∞ < k < ∞, the lowest-
order modes are in the centre of the graph. For all values of the macroscopic strain, the highest
magnitude coefficients surround s0, with neighboring modes becoming successively smaller, and
the higher order modes are close to zero, demonstrating that the Fourier series is converged.
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Figure 4.16 – Effect of the number of modes in the Fourier series on the magnitude of the
Fourier coefficients, |sk|, plotted on semilog axes for (a) ε¯11 = 0.1% and (b) ε¯11 = 1.0%.
Results are plotted for aspect ratio a
b
= 5 and particle size a
∆nc
= 50, volume fraction f = 0.4,
material ratio E
m
σmax
= 100, uniaxial stress, 100 integration points.
For mode convergence to be demonstrated, the magnitudes of lower order coefficients sk should
remain unchanged when the number of terms in the Fourier series is increased. Further, the new
coefficients which are added should be smaller than those already obtained. To better visualize the
relative magnitudes of the smaller coefficients, the results for 20, 40 and 60 terms in the Fourier
series are plotted on semilog axes in Figure 4.16. For small values of the macroscopic strain,
shown in Figure 4.16 (a), the magnitudes of the coefficients for 20 modes in the Fourier series are
almost identical to those computed using 40 and 60 modes. At higher values of the macroscopic
strain, Figures 4.16 (b), it becomes clear that the solution using 20 modes is not fully converged.
For small applied strain, the decreasing magnitude of successive coefficients is very evident, but as
the failure progresses, the higher order modes do not decay as rapidly. The slope of the decrease
in coefficient magnitude is affected by the aspect ratio, with low aspect ratio particles exhibiting
more rapid decay than high aspect ratio particles.
The effect of the number of integration points on the convergence is studied in Figure 4.17 for
an elliptical particle under aligned loading. The integration points are evenly spaced on the interval
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Figure 4.17 – Effect of the number of integration points around the half-ellipse on the mag-
nitude of the Fourier coefficients, |sk| for (a) ε¯11 = 0.1% and (b) ε¯11 = 1.0%. Results are
plotted for 40 modes, aspect ratio a
b
= 5 and particle size a
∆nc
= 50, volume fraction f = 0.4,
material ratio E
m
σmax
= 100, uniaxial stress.
0 ≤ θ ≤ pi, hence around half the ellipse. At all stages of loading, the solutions generated using 50
and 80 integration points do not exhibit series convergence, with the magnitudes of higher order
coefficients increasing rather than decreasing. The solution obtained using 100 integration points
is stable and is close to that obtained using 150 integration points. As a general rule, we choose the
number of integration points to be greater than twice the number of modes in the Fourier series.
Based on Figures 4.16 and 4.17, we can be satisfied that solutions obtained using 40 Fourier
modes and 100 integration points exhibit both series and mode convergence. Future work should
investigate how to improve the convergence rate of the Fourier series once damage has occurred.
We now investigate the convergence of the nonlinear solver. The code makes use of the built-in
nonlinear solver in Octave, “fsolve”, which is a generalized Newton solver with a trust region [66].
It is not possible to compute analytic gradients for this problem as the residual includes complex
conjugates of the input variables, so the solver computes numeric gradients. The solver terminates
if it has converged to a solution (indicated with an exit flag of 1) or if it has failed to converge for
any reason. If the solver exits with an exit flag other than 1, therefore, the solution is taken to be
non-converged. The code allows for a limited number of restarts, solving the same loadstep again
with a different randomized starting guess. If these are unsuccessful, the code terminates. For this
solver, it is my observation that when the solver fails to converge it is generally a consequence of
an ill-conditioned numerical system.
The problem becomes more difficult to solve for various reasons, usually a consequence of
increasing nonlinearity — at the onset of cohesive damage; for large particle sizes; for high aspect
ratios; for loading conditions which result in more localized failure; when the loading is not aligned
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with the particle. When the problem difficulty increases, the solver does not converge reliably. As
is generally true for Newton methods, convergence can be improved by starting near to the solution.
Reliable convergence can therefore be restored by reducing the size of the loadsteps. To illustrate
this, the analyses shown in Figure 4.14 (b) are repeated with varying loadstep size in Figure 4.18.
Four different step sizes were used, and the results are overlaid. In order to distinguish the different
curves, both the color intensity and the linewidth decrease for an increasing number of loadsteps.
A unique symbol is used to mark the termination point of each simulation. For all aspect ratios,
the analysis with the smallest loadsteps (D) ran successfully to the end, while the analysis with
the largest loadsteps (A) terminated before the end of the run, indicating that step size contributes
to convergence reliability. However, it was not in general true that an analysis with a larger step
size failed before one with a smaller step size. This can be seen on the curve for aspect ratio
a
b
= 2, where the order of failure was first C, then A, with B and D both successfully completing.
This indicates that there are other interacting factors contributing to numerical stability. For a
large system of coupled nonlinear equations, these fundamental causes are difficult to isolate, but
their effect is an ill-conditioned numerical system, or a solution space characterized by many local
minima or insufficient smoothness.
A final observation on the solver convergence is appropriate. For all step sizes, up to the point
of termination, the analyses give identical solutions, indicating that when the solver converges, it
converges to a unique solution. Since no unloading is observed, this solution is independent of the
loading history. This implies that a new simulation can be started after the point of termination,
with no loss of accuracy in the results.
4.6.4 Elliptical inclusions loaded at an angle to the ellipse axis
Results from elliptical inclusions under uniaxal loading applied at an angle ω to the major axis of
the ellipse are presented in Figure 4.19. The deformed shapes associated with certain points on
the macroscopic response curves (indicated by letters A - F ) are shown in Figure 4.19 (c). Two
problems are immediately apparent in these graphs. The first is the numerical instability, demon-
strated by the premature termination of the analyses in Figure 4.19 (a), and by the discontinuity in
the curve corresponding to ω = 20◦ in Figure 4.19 (b). The second issue is the alternative solution
path for ω = 10◦ in Figure 4.19 (b). The results near ε¯11 = 0 show that this path is non-physical,
nonetheless it is a solution to the system of nonlinear equations. Neither of these problems is ame-
liorated by changing the size of loadsteps, number of Fourier coefficients or number of integration
points, and they suggest deeper problems in the formulation.
It is instructive to examine the deformation at key instances. The deformed shapes for the small
particle immediately prior to the numerical instability show the maximum opening aligning with
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the loading angle of ω = 10◦ (A) and ω = 20◦ (B), as expected. In contrast, C shows the
large particle experiencing maximum opening orthogonal to the applied loading angle, ω = 10◦.
This occurs at the first loadstep, and correlates with a non-physical macroscale response. As the
simulation advances, the direction of opening becomes aligned with the applied loading, as seen
in D. However, as a consequence of the damage to the cohesive interface incurred during the first
loadstep, the interface around the particle is softened, resulting in a more compliant macroscopic
response. Evidence of this softened interface can be seen by comparing the deformation at the top
and bottom of the ellipse with that observed in A for the small particle under the same loading
angle. For the large particle with ω = 20◦, E and F show the deformed shapes immediately
before and after a sharp drop in the macroscopic stress. From these it is clear that the increase
in compliance correlates with peeling open the interface along the top and bottom surfaces of the
elliptical particle.
An investigation has identified three significant issues:
• σp is not symmetric.
• The choice of Fourier coefficients allows insufficient freedom to capture the physics.
• The problem is history-dependent
Symmetry of σp The stress in the particle, σp, is calculated from the tractions along the particle-
matrix interface using:
σp =
1
Ωp
∫
Sint
T ⊗ x dS. (4.72)
However, for a general traction field T , there is no expectation that this should give rise to a
symmetric stress. The principle of conservation of angular momentum requires
σp12 = σ
p
21∫
Sint
T1x2 dS =
∫
Sint
T2x1 dS. (4.73)
This represents an additional condition which must be met by the interfacial traction field in order
to be a valid solution to the problem. Figure 4.20 shows the error in the symmetry of the particle
stress for elliptical particles under oblique uniaxial loading (the same loading cases as Figure 4.19).
For cases where the uniaxial stress is applied at an angle to the elliptical inclusion, the error in the
symmetry of the particle stress is many times larger than the applied macroscopic stress, and peaks
at points of numerical instability. In contrast, for ω = 0◦, the symmetry error is in general small.
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The initial approach to correct this problem was to add equation (4.73) as an additional equation
to the residual function. While this did not present a problem for aligned loading, the solver
could not find a solution to the augmented system of nonlinear equations when the loading was
applied at an angle. Under aligned loading, the particle shear stress remains zero and thus the
symmetry condition is easily satisfied. With loading at an angle, the particle shear stress can be
large, leading to correspondingly large errors in the angular momentum. Correctly incorporating
this physics necessitates a reformulation of the problem, imposing the requirement for symmetry
of the particle stress directly in the derivation of the Fourier coefficients and subsequent potential
functions. The problem would also be ameliorated if the particle were modeled as elastic rather
than rigid, since the constitutive law of the particle material would then enforce symmetry of the
particle stress. Either solution would fundamentally change the algorithm.
Choice of Fourier coefficients In the initial formulation, the choice was made to represent the
interfacial traction field using the following Fourier decomposition:
T = Tn + iTt =
∞∑
−∞
ske
ikθ =
∞∑
−∞
(pk + iqk)e
ikθ. (4.74)
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Writing the real and imaginary parts separately, we find
Tn =
∞∑
−∞
(pk cos kθ − qk sin kθ)
Tt =
∞∑
−∞
(pk sin kθ + qk cos kθ).
Note that this imposes an artificial relationship between Tn and Tt, since they are both defined
in terms of the same coefficients. The normal and tangential traction fields should be capable
of being specified independently. It is proposed that the problem should be reformulated with a
Fourier decomposition of the form
Tn =
∞∑
−∞
(nk cos kθ + pk sin kθ)
Tt =
∞∑
−∞
(qk cos kθ + rk sin kθ). (4.75)
These additional degrees of freedom will enable any relationship which may exist between Tn and
Tt to emerge from the physics rather than being imposed mathematically.
The question arises as to why this did not present a problem for the case of aligned loading. The
aligned loading case has additional spatial symmetry — the geometry and loading are periodic with
period pi
2
rather than periodic with period pi. Following a similar methodology to that employed
in Section 4.3.2, it can be proved that for a pi
2
-periodic function, the only non-zero modes in the
Fourier series are those whose mode number is divisible by 4. This implies that every second
coefficient calculated using the current formulation should be zero. Examining the coefficients
in Figure 4.16, we see that this is not the case, suggesting that the intermediate coefficients are
providing some additional degrees of freedom.
History dependence Unlike the case of aligned loading where the interface never experiences
unloading, there is a much higher probability that parts of the interface will undergo unloading
when the applied load is at an angle to the ellipse axis. This increases the nonlinearity of a problem
which is already unstable due to the softening in the cohesive law. While this does not represent a
problem in the formulation, it results in additional complexity.
None of the three issues identified affect the solutions found for the simpler case of aligned
loading, although it is likely that they contribute to ill-conditioning and affect the convergence
characteristics of the solution. The results presented in Sections 4.6.1 and 4.6.2 are correct, but
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the formulation must be modified to successfully characterize the debonding of an ellipse under
angled loading.
4.7 Planned reformulation of the problem
In studying the results of the current algorithm, it is clear that the problem needs to be reformulated
to enable the solution of the full range of problems of debonding of elliptical inclusions under any
plane loading. Key elements which should be incorporated in the new formulation are discussed
here.
The symmetry of the particle stress imposes a constraint on the admissible interfacial traction
field, and hence a constraint on the coefficients used in the Fourier decomposition of that traction
field. This constraint should be implemented in the determination of those coefficients. It is further
proposed that the Fourier series representation should use real rather than complex coefficients,
with the normal and tangential components of the traction being specified separately. An example
of such a decomposition is given in equation (4.75). The use of real coefficients will make it
possible to compute the gradients of the residual functions analytically, which will improve the
solver efficiency. In completing the derivation of the algorithm, the convergence of the Fourier
series should be proved mathematically.
A much wider range of interactions between the model parameters could be investigated by im-
plementing the arc length method. Using the current framework, the solution could not be obtained
for problems where the macroscopic strain is not monotonic (i.e., when there is switchback in the
constitutive response).
Furthermore, the model would be enhanced by introducing flexibility in the specification of both
spatial symmetry and geometry. The current formulation limits the spatial symmetry to the case
of pi-periodicity. It is desirable to develop an approach in which the spatial symmetries can be se-
lected as required for each simulation. This means that the derivation of potential functions should
be done with no assumptions about periodicity. By selecting different levels of spatial symme-
try within the simulation (i.e. axisymmetric, pi
2
-periodic, pi-periodic) the effects of symmetry on
possible bifurcation paths can be investigated. The present implementation fixes the major and
minor axes as well as the primary loading direction. This does not permit the application of uni-
axial loading along the minor axis. Introducing more flexibility in the geometry would allow a
more complete investigation of the interaction between loading and geometry, as well as serving
as verification for the angled loading solutions.
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4.8 Preliminary conclusions and possible extensions
A micromechanics model for debonding of elliptical inclusions has been developed using Muskhe-
lishvili complex potentials coupled with a bilinear cohesive law. The traction field at the particle-
matrix interface is approximated by a Fourier series expansion. The Muskhelishvili potentials
arising from each Fourier coefficient have been computed, and the algorithm verified by compar-
ison with a closed-form analytical problem. A generalized Newton solver is used to solve the
system of nonlinear equations to find the unknown Fourier coefficients.
The code has been verified by comparing the solutions for debonding of circular particles to
those found in previous work by the author (Chapter 2) and by Patel [49]. The macroscopic re-
sponse exhibits the well-known size effect, and the variation in response under different applied
macroscopic loading is captured. Elliptical inclusion debonding under aligned loading also ex-
hibits a size effect, although the macroscopic response for the largest particles shows less of a
sharp peak as the inclusion aspect ratio increases. The effect of increasing aspect ratio on a particle
under uniaxial tension is to place more of the interface under compression, resulting in a smaller
apparent particle radius and a stiffer macroscopic response. Other loading conditions should also
be investigated to fully understand the interactions between particle size, inclusion aspect ratio
and applied loading. The convergence characteristics of the solution have been investigated, and
the number of modes and integration points required for convergence has been established. The
problem has been shown to be ill-conditioned, requiring small loadsteps to improve reliability of
solver convergence.
When the loading is applied at an angle to the axis of the ellipse, it has been shown that the
solver does not converge, or else obtains multiple solutions. An investigation has established that
the current formulation is not capable of solving the problem of loading at any orientation. A
reformulation is required that will explicitly enforce conservation of angular momentum and will
provide sufficient degrees of freedom for the normal and tangential traction fields to be specified
independently.
This has proved to be a rich problem, and many possible avenues for further investigation have
been identified in addition to the proposed reformulation. Alternative material models could be
investigated to improve the accuracy of the micromechanics formulation. The particle should be
modeled as elastic rather than rigid, and consideration given to modeling the binder as a nonlinear
material, or as an incompressible material, depending on the physical problem of interest. The
cohesive traction-separation law should initially be changed to an extrinsic model (i.e., a model
with an infinite slope in Stage 1). It will later be interesting to see the effect of choosing an
exponential cohesive law.
At present, the problem is solved by requiring that the cohesive tractions at the inclusion-matrix
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interface satisfy equilibrium. It may be fruitful to develop an energy formulation of the problem,
in which equilibrium is obtained when energy is minimized. This would allow the use of nonlinear
minimization approaches, and may give additional insight into the problem.
Finite element simulations of composites containing elliptical particles should be performed
to serve as reference solutions for the micromechanics model, as well as revealing the effects of
multiple particle sizes, aspect ratios and orientations on the constitutive response.
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5 Boundary Condition Study
Reprinted from Philosophical Magazine, Vol 88, H. M. Inglis, P. H. Geubelle and K. Matousˇ,
“Boundary condition effects on multiscale analysis of damage localisation,” Pages 2373-2397,
Copyright (2008), with permission from Taylor and Francis.
The choice of boundary conditions used in multiscale analysis of heterogeneous materials af-
fects the numerical results, including the macroscopic constitutive response, the type and extent
of damage taking place at the microscale and the required size of the Representative Volume Ele-
ment (RVE). We compare the performance of periodic boundary conditions and minimal kinematic
boundary conditions [67] applied to the unit cell of a particulate composite material, both in the
absence and presence of damage at the particle-matrix interfaces. In particular, we investigate
the response of the RVE under inherently non-periodic loading conditions, and the ability of both
boundary conditions to capture localisation events that are not aligned with the RVE boundaries.
We observe that, although there are some variations in the evolution of the microscale damage
between the two methods, there is no significant difference in homogenised responses even when
localisation is not aligned with the cell boundaries.
5.1 Introduction
In multiscale numerical schemes, microscale simulations are performed on a base cell that repre-
sents the microstructure but is small enough to be computationally tractable. This Representative
Volume Element (RVE) may be as simple as a cell containing a single particle for an ordered mi-
crostructure, but is usually larger and more complex. Theoretically, the RVE must be sufficiently
large to include all the physical processes taking place at the microstructural level, and sufficiently
small to be idealised as a material point at the macroscale [15]. Determining the size at which a vol-
ume element is representative has been the topic of much study. Among the many tools employed
to investigate the geometric statistics of the RVE are the pair distribution function introduced by
Pyrz [68] and the two-point probability function used by Zeman and Sˇejnoha [69] and by Kumar
et al. [70]. Considering mechanical properties, Kanit et al. [15] have shown that the required RVE
size depends on the choice of boundary conditions. Additionally, Swaminathan and Ghosh [18]
have shown that RVE size is dependent on the presence of damage in the microstructure.
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A key aspect of RVE-based multiscale modeling is the boundary conditions used to capture the
effect of the surrounding medium. The true traction or displacement fields at the boundary of
an RVE in a surrounding microstructure cannot be evaluated without solving the larger problem,
which is prohibitively expensive. One must therefore make simplifying assumptions about the way
in which load is transferred between a cell in a heterogeneous microstructure and the surrounding
material. Since the cell is sufficiently small to be considered a material point at the macroscale, it
is reasonable to assume that it should experience macroscopically uniform stress and strain fields.
The simplest way to impose this condition at the microscale is as a uniform traction field or a linear
displacement field on the cell boundaries. It is immediately apparent that such boundary condi-
tions will not be accurate, since we do not expect straight lines in an undeformed heterogeneous
microstructure to remain straight under deformation. Linear displacement and uniform traction
boundary conditions provide an upper bound (Voigt bound) and lower bound (Reuss bound) for
the solution, respectively.
Another approach to account for interactions between the RVE and surrounding microstructure
is based on the assumption that the RVE is periodic, representing one cell in an infinite array of
repeating cells. Under the action of a macroscopic strain applied to every point of the microscale
domain, the cell is free to deform in any manner, subject only to the constraint that homologous
points on opposite boundaries experience the same fluctuating displacements and opposite trac-
tions. Periodic boundary conditions are widely used in multiscale analysis, see for example the
work by Guedes and Kikuchi [14], Ghosh et al. [31], Fish et al. [33] and Matousˇ and Geubelle [34].
They offer some benefits over other boundary conditions, the most significant advantage being the
extensive mathematical and theoretical framework that supports them [12, 13, 71]. Periodic bound-
ary conditions naturally simulate the constraining effect of the surrounding material, although that
constraint is in error when the microstructure is other than periodic.
Kanit et al. [15] compare uniform traction and linear displacement boundary conditions with
periodic boundary conditions for undamaged particulate composites. They study the convergence
results for increasing RVE size, averaged over a number of different realisations of the random mi-
crostructure, and show that the stiffness response for an RVE under periodic boundary conditions
falls between the bounds provided by the two other boundary conditions. They note, however,
that the error bars on periodic boundary conditions are higher than for the other two boundary
conditions. In a comparison with mixed boundary conditions, van der Sluis et al. [72] observe
that periodic boundary conditions are more appropriate for modeling periodic or nearly periodic
structures.
Mesarovic and Padbidri [67] contend that periodic boundary conditions impose unphysical con-
straints on the unit cell. Under loading conditions which are not inherently periodic, such as shear
loading, periodic boundary conditions result in a stiffer constitutive response and inhibit locali-
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sation that is not aligned with the cell boundaries. They propose the use of Minimal Kinematic
Boundary Conditions (MKBC), in which the macroscopic loading is satisfied in a weak sense
through a boundary integral, rather than at every point in the material domain. They demonstrate
results for an undamaged polycrystal, showing slightly faster convergence of the shear modulus
RVE size for minimal kinematic as opposed to Periodic Boundary Conditions (PBC). Fast Fourier
transforms of the PBC shear stress fields show a spurious wavelength due to the unit cell size,
which disappears under MKBC. They argue that localisation behavior will be improved by using
MKBC.
Prompted by the results of Mesarovic and Padbidri, we investigate in this paper the effect of
boundary conditions on the response of a 50% volume fraction particulate composite system with
linear elastic constituents. We start by revisiting their comparison of shear stiffness calculated
under PBC and MKBC for an undamaged material. We then extend their study to consider local-
isation behavior in a composite system with damage to the particle-matrix interface. We compare
the effectiveness of each boundary condition in capturing the macroscopic and microstructural
behaviour of the RVE. We present figures which compare the deformed shape of the RVE under
each boundary condition for both uniaxial strain and shear loading. We aim to determine which
boundary conditions should be used in modeling microstructures that might experience localisa-
tion. The numerical results are built on an analytical comparison between the two results enabled
by expressing MKBC in the same asymptotic framework as PBC. It should be emphasised that
since only particle-matrix debonding is considered in this work, only weak or partial localisa-
tion is observed. To observe true localisation, matrix tearing would also need to be modeled.
However, once complete localisation has occurred, the RVE will no longer be statistically homo-
geneous, and multiscale analysis will require the transfer of additional gradient-based measures to
the macroscale [73, 74].
Failure of the interface between inclusions and binder is modeled using a bilinear cohesive law.
We use linear kinematics and linear elastic material models, and admit only the nonlinearity due
to the cohesive failure of the particle-matrix interface. The material properties chosen include a
large stiffness mismatch between the inclusions and the compressible matrix. The comparison is
performed in two dimensions using a plane strain assumption, under which the circular inclusions
represent fibers rather than particles, although we often refer to the inclusions as particles. We also
refer to the base cell used in multiscale computations as an RVE without actually proving that it is
representative, as the determination of the representativity of the unit cell is not the focus of this
study. The primary objective of the present work is instead to compare the multiscale predictions
associated with the two boundary conditions on the same unit cells with and without damage.
The mathematical formulation of the multiscale scheme associated with the two boundary con-
ditions is presented in Section 5.2, and the numerical implementation follows in Section 5.3. The
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two boundary conditions are then compared under shear loading in Section 5.4 and under uniaxial
loading in Section 5.5.
5.2 Multiscale formulation
Consider the system shown in Figure 5.1, a macroscale body Ω consisting of a matrix containing
particles which are very small by comparison with the body. The deformation of a material point,
x ∈ Ω, depends not only on the traction and displacement boundary conditions imposed on the
boundary Γ = Γt∪Γd, but also on the microstructure in the immediate neighbourhood of x, which
we denote by Θ. Particles are permitted to debond from the matrix, with cohesive tractions T at the
particle-matrix interface Γc given by a traction-separation law, which is described in Section 5.3.1.
Note that the heterogeneities and discontinuities present at the microscale are not visible at the
macroscale, where the analysis is performed on the homogenised medium.
Bold quantities represent vectors, tensors or matrices. Lower-case Roman letters (e.g., u) indi-
cate vectors, lower-case Greek letters (e.g., σ) denote second-order tensors, and upper-case Roman
letters (e.g., K) denote either higher-order tensors or matrices. Indicial notation is used, with in-
dices taking values of 1, 2 and 3, and summation implied. Although the numerical analysis is
performed in 2-D, the mathematical formulation is presented in a fully 3-D setting.
5.2.1 Periodic boundary conditions
Microscale points y ∈ Θ are related to points at the macroscale through y = x/ξ, where ξ is an
asymptotic scaling parameter, |ξ|  1. Domain Θ is assumed to be y-periodic. The displace-
ment field, u = u(x,y), which has both macro- and micro-scale dependence, can be expanded
asymptotically [71] as
u(x,y) ≈ u(0)(x,y) + ξ1u(1)(x,y) + ξ2u(2)(x,y) + · · · , (5.1)
where superscripts in parentheses represent the asymptotic order of the terms. Applying the differ-
entiation operator
∂φ(x,y)
∂x
=
∂φ
∂x
+
1
ξ
∂φ
∂y
, (5.2)
we find the asymptotic expansion of the strain,
εij ≈ ξ−1ε(−1)ij + ξ0ε(0)ij + ξ1ε(1)ij + · · · . (5.3)
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Figure 5.1 – Schematic representation of the multiscale problem with σ¯ and ε¯ denoting the
macroscopic stress and strain fields, respectively. Heterogeneities and discontinuties are visi-
ble only at the microscale. T represents the cohesive traction vector acting along the particle-
matrix interface Γc.
Introducing the symmetric gradient operator
∂S•i
∂xj
=
1
2
(
∂•i
∂xj
+
∂•j
∂xi
)
, (5.4)
it can easily be verified that
ε
(−1)
ij =
∂Su
(0)
i
∂yj
, ε
(0)
ij =
∂Su
(0)
i
∂xj
+
∂Su
(1)
i
∂yj
, ε
(1)
ij =
∂Su
(1)
i
∂xj
+
∂Su
(2)
i
∂yj
. (5.5)
The Principle of Virtual Work for this system is given by∫
Ω
Cijklεkl
∂Svi
∂xj
dΩ−
∫
Γt
tividS +
∫
Γc
TibviedS = 0, (5.6)
whereC(x,y) is the material stiffness tensor, t are the external tractions applied on Γt and v is any
admissible virtual displacement. The notation b•e indicates the discontinuity in the field •. Note
that u is assumed to be continuous in x, with all discontinuities occuring only at the microscale.
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Substituting (5.1) and (5.3) into (5.6), expanding and grouping by powers of ξ, we find
1
ξ2
∫
Ω
Cijkl
∂Su
(0)
k
∂yl
∂Svi
∂yj
dΩ = 0, (5.7)
1
ξ
∫
Ω
Cijkl
[(
∂Su
(0)
k
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂yj
+
∂Su
(0)
k
∂yl
∂Svi
∂xj
]
dΩ +
∫
Γc
TibviedS = 0, (5.8)
∫
Ω
Cijkl
[(
∂Su
(1)
k
∂xl
+
∂Su
(2)
k
∂yl
)
∂Svi
∂yj
+
(
∂Su
(0)
k
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂xj
]
dΩ =
∫
Γt
tividS. (5.9)
The development of these terms is presented in considerable detail by Guedes and Kikuchi [14],
and only the pertinent results are described here.
We make use of the first of the integration operators for y-periodic functions
lim
ξ→0+
∫
Ω
φ
(
x
ξ
)
dΩ =
1
|Θ|
∫
Ω
∫
Θ
φ(y)dΘdΩ
lim
ξ→0+
ξ
∫
∂Ω
φ
(
x
ξ
)
dS =
1
|Θ|
∫
Ω
∫
∂Θ
φ(y)dSdΩ (5.10)
and the arbitrariness of v to reduce (5.7) for one macroscopic point to
∫
Θ
Cijkl
∂Su
(0)
k
∂yl
∂Svi
∂yj
dΘ = 0 (5.11)
and then integrate by parts, resulting in
∫
∂Θ
Cijkl
∂Su
(0)
k
∂yl
vinj dS −
∫
Θ
∂
∂yj
(
Cijkl
∂Su
(0)
k
∂yl
)
vi dΘ = 0. (5.12)
The boundary term in (5.12) vanishes due to y-periodicity of C, u(0) and v. Arbitrariness of v
requires
∂
∂yj
(
Cijkl
∂Su
(0)
k
∂yl
)
= 0, (5.13)
hence the first-order displacement term u(0) is permitted to have neither microscale dependence
nor discontinuities:
u(0)(x,y) = u(0)(x). (5.14)
We refer to u(0) as the macroscopic displacement. The above relation allows us to simplify (5.8),
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resulting in an expression of equilibrium at the microscale:
1
|Θ|
∫
Θ
Cijkl
[(
∂Su
(0)
k (x)
∂xl
+
∂Su
(1)
k
∂yl
)
∂Svi
∂yj
]
dΘ+
1
|Θ|
∫
Γc
TibviedS = 0, (5.15)
where admissible virtual displacements v(y) must be y-periodic. Recalling (5.5), we note that the
first-order strain term ε(0) contained in (5.15) consists of the macroscale gradient of the macro-
scopic displacement, and the microscale gradient of the second order displacement term, u(1),
referred to in this paper as the fluctuating displacement. This motivates us to rewrite the strain ε(0)
into macroscopic (ε¯) and fluctuating (ε˜) components as
ε(0)(x,y) =ε¯(x) + ε˜(x,y), (5.16)
where
ε¯ =
∂Su(0)
∂x
, ε˜ =
∂Su(1)
∂y
. (5.17)
Rearranging (5.15), we find the following relation for the fluctuating displacement u(1):
1
|Θ|
∫
Θ
Cijkl ε˜kl
∂Svi(y)
∂yj
dΘ +
1
|Θ|
∫
Γc
TibviedS = − 1|Θ|
∫
Θ
Cijkl ε¯kl
∂Svi(y)
∂yj
dΘ, (5.18)
where the macroscopic strain ε¯ appears as a forcing term at the microscale.
Equation (5.9), the expression of equilibrium at the macroscale, is trivially satisfied in this work
as we solve the microscale problem under the action of a prescribed macroscopic strain history,
but do not solve the fully coupled multiscale problem.
5.2.2 Minimal kinematic boundary conditions
As discussed in Section 5.1, Mesarovic and Padbidri [67] identify unnecessary additional con-
straints when periodic boundary conditions are used to model shear loading. Their proposed mini-
mal kinematic boundary conditions impose no constraint on the deformed shape of the body other
than that it satisfy the imposed macroscopic strain.
They begin by adopting the definition of the imposed macroscopic strainE proposed by Bishop
and Hill [75]:
Eij =
1
|Θ|
∫
Θ
εijdΘ. (5.19)
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In the case of a domain containing voids, this definition is extended [5], giving
Eij =
1
|Θ|
∫
Θsolid
εijdΘ +
1
2|Θ|
∫
Γc
(uinj + ujni)dS, (5.20)
where the domain is partitioned into solid and void regions with Θ = Θsolid
⋃
Θvoid The surface of
the voids is given by Γc = ∂Θvoid with outward normal n. Using the strain-displacement relation
and the divergence theorem on the first term of (5.20), and noting that the contributions from the
voids cancel out, we find
Eij =
1
2|Θ|
∫
∂Θ
(uinj + ujni) dS , (5.21)
where n is the unit outward normal of ∂Θ, the outer boundary of Θ. Thus one can impose the
macroscopic strain E by imposing the integral boundary conditions (5.21), provided that rigid
body motion be eliminated through requiring selected points to remain fixed. Uniqueness of the
solution has been proved for nonporous media by Mesarovic and Padbidri [67] and for porous
media by Gurson [76].
The minimal kinematic boundary conditions can be recast within the MTH framework, begin-
ning by assuming a first order asymptotic expansion of the displacement field,
u(x,y) ≈ u(0)(x,y) + ξ1u(1)(x,y). (5.22)
Note that, in contrast to the development in Section 5.2.1, no assumption of microscale periodicity
is made in this formulation. This results in a similar system of three scale-separated equilibrium
equations as (5.7)-(5.9). Based on (5.21), the admissible virtual displacement field under MKBC
must satisfy ∫
∂Θ
(vinj + vjni) dS = 0. (5.23)
The first scale separated equation (5.7) leads again to (5.12), which can be rewritten
1
2
∫
∂Θ
(vinj + vjni)Cijkl
∂Su
(0)
k
∂yl
dS −
∫
Θ
vi
∂
∂yj
(
Cijkl
∂Su
(0)
k
∂yl
)
dΘ = 0. (5.24)
Noting (5.23), (5.24) is satisfied when
Cijkl
∂Su
(0)
k
∂yl
= constant in y ⇒ u(0)(x,y) = u(0)(x) (5.25)
exactly as we have previously shown in the case of periodic boundary conditions. Here u(0) can
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be identified with Ex, and (5.22) becomes
u(x,y) ≈ Ex+ ξ1u(1)(x,y). (5.26)
We see that the definitions ofE and ε¯ coincide, facilitating comparison between the two boundary
conditions. Miehe [5] shows that constant stress boundary conditions, linear displacement bound-
ary conditions and periodic boundary conditions all satisfy the constraints required of a fluctuating
displacement field in a homogenization problem. It is clear that minimal kinematic boundary con-
ditions are an additional class of boundary conditions which satisfy the constraint identified by
Miehe by construction. We shall compare fluctuating displacement fields obtained under each
boundary condition in Section 5.3.4.
5.3 Finite element implementation
The problem is solved using a cohesive finite element formulation. The material models are linear
elastic, with particles much stiffer than the matrix. The simulations are performed using linear
kinematics, in a two-dimensional plane strain setting. Details of the implementation are presented
hereafter.
5.3.1 Cohesive law
Failure of the particle-matrix interface is modeled using four-noded cohesive elements which obey
the bilinear traction-separation law described by Geubelle and Baylor [23] and shown in Figure 5.2.
Under Mode I loading (Figure 5.2(a)), the two surfaces of the cohesive element begin to separate
(A), with a constant initial stiffness. Once the interface strength, σmax, is reached, the interface
becomes weaker with increasing separation (B), until achieving the critical separation ∆nc, at
which point failure is complete and the interface can no longer sustain tractions (C). Unloading
and reloading prior to complete failure follow the damaged path (D). Negative normal displacement
results in a stiff response with no accumulation of damage (E), which serves as a simple penalty
response to possible contact or interpenetration. The model is similar for the case of Mode II
loading (Figure 5.2(b)), except that the response is antisymmetric. The two modes are coupled
through a state variable, the interface damage parameter S.
The normal (Tn) and tangential (Tt) cohesive tractions are related to the normal (∆n) and tan-
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Figure 5.2 – Bilinear cohesive law. (a) Mode I loading (∆t = 0). (b) Mode II loading
(∆n = 0).
gential (∆t) displacement jumps through
Tn =

σmax
Sinit
S
1− S
∆n
∆nc
for ∆n ≥ 0,
σmax
1− Sinit
∆n
∆nc
for ∆n < 0,
(5.27)
Tt =
τmax
Sinit
S
1− S
∆t
∆tc
, (5.28)
where S is the monotonically decreasing interface damage parameter, representing the remaining
capacity of the local interface to sustain cohesive tractions,
S =
〈〈
1−
√(
∆n
∆nc
)2
+
(
∆t
∆tc
)2〉〉
(5.29)
when ∆n is positive. In (5.29), 〈〈 a 〉〉 = a if a > 0 and 〈〈 a 〉〉 = 0 otherwise. No damage is
permitted to accumulate in the presence of a compressive normal displacement (∆n < 0). An
undamaged interface has S = Sinit, a damaged interface has Sinit > S > 0, and for a fully failed
interface S = 0. Sinit is chosen to be 0.98 for these studies. The choice of Sinit < 1, which defines
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an intrinsic cohesive law, eliminates numerical instabilities associated with rigid elements [77]. An
adaptive loadstepping scheme is used to capture the failure process accurately.
5.3.2 Applying boundary conditions
In order to apply periodic boundary conditions, we require a periodic mesh. Periodicity is en-
forced by assigning the same equation number to corresponding nodes on opposite boundaries. As
indicated by (5.18) the macroscopic strain term acts as a loading term.
In the small strain finite element setting, the minimal kinematic boundary conditions (5.21)
become
2|Θ|E = Ld, (5.30)
where
L =
∂
∂d
[∫
∂Θ
(uinj + ujni) dΘ
]
and d is the nodal displacement vector. Mesarovic and Padbidri [67] report enforcing (5.30)
through the direct method. Based on their suggestion we adopt here an alternative method based
on Lagrange multipliers, defining the constraint equation as
g(d) = Ld− 2|Θ|E, (5.31)
and solving the resulting augmented system K¯d¯ = R¯,[
K LT
L 0
]{
d
λ
}
=
{
R
2|Θ|E
}
. (5.32)
In (5.32), λ contains the Lagrange multipliers, three additional degrees of freedom in the two-
dimensional problem. The three fixed degrees of freedom, imposed to eliminate rigid body trans-
lation and rotation, are handled through the standard partitioning of the problem into free and
prescribed degrees of freedom.
5.3.3 Problem Definition
To examine the differences and similarities between periodic and minimal kinematic boundary
conditions, we perform simulations on periodic two-dimensional particle packs with particle di-
95
ameter d ranging from 80 to 100 µm. The pack generation and meshing procedure are described
in detail by Matousˇ et al. [38]. Packs are generated using a packing algorithm [78] which starts
from randomly generated seeds, allowing the generation of a range of packs with similar volume
fraction but different packing arrangements. A high quality periodic mesh, with sufficient mesh
refinement to satisfy requirements on the number of volumetric elements between particles, and
with cohesive elements inserted at all particle-matrix boundaries, is created using the T3D meshing
tool [37], and shown in Figure 5.3. Volumetric material properties and cohesive interface proper-
ties are given in Tables 5.1 and 5.2 respectively. Note the large stiffness mismatch between the
inclusions and the moderately compressible matrix. The interface properties are chosen such that
failure occurs within the limits of small strain.
L µ= 800   m
µd = 100   m
Figure 5.3 – Finite element discretisation of one of the microstructures used in this study with
inclusion volume fraction of 43.76%. The inset shows in more detail the areas of refinement
between particles.
Table 5.1 – Volumetric material properties for boundary condition study.
Constituent E [MPa] ν
Particles 3700 0.1433
Binder 2.4 0.4
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Table 5.2 – Cohesive interface properties for boundary condition study.
Property Symbol Value
Interface strength [MPa]
Normal σmax 0.05
Tangential τmax 0.05
Critical opening displacement [µm]
Normal ∆nc 0.75
Tangential ∆tc 0.75
To study the undamaged stiffness, we use meshes with volumetric elements only, and consider
packs of size L = 400, 800 and 1200 µm, as detailed in Table 5.3. Table 5.4 summarises the six
packs containing cohesive elements, which are used to examine the development of localisation.
The cohesive packs are of size L = 800 µm (i.e. about eight times the particle diameter), since
this choice offers a compromise between accuracy of results and computational cost [79]. Each
cohesive pack is labeled for reference when evaluating results.
Table 5.3 – Pack specifications: packs without cohesive elements
Pack Size Number of Number Volume Particle PBC Average MKBC Average
Packs of Particles Fraction Diameter Modulus Modulus
[µm] [%] [µm] [MPa] [MPa]
400 10 9-10 44.7-49.1 80.56-100.00 8.06 ± 1.08 6.99 ± 0.78
800 10 34-41 38.9-46.9 80.06-100.00 7.73 ± 0.32 7.19 ± 0.25
1200 10 77-91 38.3-45.8 80.88-100.00 7.87 ± 0.22 7.41 ± 0.21
The mesh generation tool allows particles to be cut by the boundaries, facilitating a closer pe-
riodic pack. However, under MKBC, once a particle on the boundary debonds the solution is no
longer unique. For that reason, we consider only packs which have no particles intersecting the
boundaries in the localisation study. Note that periodicity of the mesh is not required for MKBC.
A focus of this work is the investigation of the performance of periodic boundary conditions
in capturing localisation that is not aligned with the periodic boundaries. In order to compare
results from the same loading case applied at different angles relative to the sample, all stresses
and strains will be shown in rotated coordinates, following the convention illustrated in Figure 5.4.
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Table 5.4 – Pack specifications: packs containing cohesive elements
Number of Volume Largest Smallest Average
Pack Particles Fraction Particle Diameter Particle Diameter Particle Diameter
[%] [µm] [µm] [µm]
A 38 43.76 100.00 89.78 96.81
B 38 46.34 100.00 88.47 96.44
C 39 47.56 100.00 82.85 96.45
D 40 48.78 100.00 81.84 96.79
E 39 44.03 100.00 86.36 96.12
F 39 44.52 100.00 84.14 96.66
!
!
1
2
"1
2
!12
!22
!11
!22
!11
!12
(b)(a)
Figure 5.4 – Schematic illustrating coordinate numbering conventions. (a) A sample pack
is loaded with uniaxial macroscopic strain ε¯ at an angle θ from the horizontal. The original
coordinate system, which is aligned with the boundaries of the pack, is denoted by indices
1 and 2. The rotated coordinate system, aligned with the direction of loading, is denoted by
indices 1ˆ and 2ˆ. (b) Material elements show strains expressed in the pack coordinates (top)
and in the rotated coordinates (bottom).
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The macroscopic strains are transformed using the familiar expressions
ε¯1ˆ1ˆ =
ε¯11 + ε¯22
2
+
ε¯11 − ε¯22
2
cos 2θ + ε¯12 sin 2θ,
ε¯2ˆ2ˆ =
ε¯11 + ε¯22
2
− ε¯11 − ε¯22
2
cos 2θ + ε¯12 sin 2θ, (5.33)
ε¯1ˆ2ˆ = −
ε¯11 − ε¯22
2
sin 2θ + ε¯12 cos 2θ,
with similar relations for the coordinate transformation of the macroscopic stresses. In all cases,
the coordinate transformation recovers the principal strains, ε¯1ˆ1ˆ and ε¯2ˆ2ˆ, with ε¯1ˆ2ˆ = 0.
5.3.4 Comparison of fluctuating displacement fields
The fluctuating displacement fields and macroscopic stress-strain response obtained from a simple
four particle unit cell are compared in Figure 5.5. As might be expected for a unit cell which
is unlikely to be representative, the two curves do not coincide. The horizontal component of the
fluctuating displacement is shown on the microstructures in Figures 5.5(b) and (c). In the displaced
shapes, the contrast between the periodicity of PBC and the minimal constraint of MKBC is clear.
The relative rigid displacement between the two cases has been subtracted from the result to allow
for direct comparison. Note that the corners of the MKBC domain experience extreme values
while those of the PBC domain experience the average value of the fluctuating displacement field.
5.4 Shear loading
5.4.1 Shear stiffness
Mesarovic and Padbidri [67] observed a higher shear modulus from periodic boundary conditions
(PBC) than from minimal kinematic boundary conditions (MKBC). In addition, MKBC converged
to a smaller RVE size than PBC. Before moving to the case with damage, we revisit their study
for a two-dimensional particulate composite with significant stiffness mismatch, computing the
undamaged shear stiffness for ten packs at each of three different sizes under both periodic and
minimal kinematic boundary conditions. Table 5.3 summarises the statistics of the pack geome-
tries. Figure 5.6 shows the shear modulus, µ¯12 = σ¯12/ε¯12, plotted against the normalised pack
size L/d. Filled triangles indicate PBC results, while MKBC results are plotted as diamonds. For
clarity, the two datasets are offset slightly to the left and right of the RVE size at which they were
computed. For each dataset, the average and standard deviation has been computed and listed in
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Figure 5.5 – Comparison of fluctuating displacement fields for a simple four-particle pack un-
der uniaxial strain aligned with the cell boundaries. (a) Macroscopic stress-strain responses.
At 0.4% strain, the fluctuating displacement field u(1)1 is plotted on the deformed shape with
displacements magnified ten times for (b) PBC and (c) MKBC.
Table 5.3.
To place the results in context, Figure 5.6(a) is scaled out to show the theoretical upper and
lower bounds on the shear modulus; the results are shown in detail in Figure 5.6(b). The dotted
lines on the graphs indicate theoretical bounds calculated from a simple rule of mixtures analysis,
the Voigt and Reuss bounds. The solid lines denote the Hashin-Shtrikman bounds, calculated
from the principle of energy minimisation. The width of the bounds is a consequence of the
mismatched material stiffnesses listed in Table 5.1. The results are close to the lower bounds and,
in Figure 5.6(a), the lower bounds as well as the data set are collapsed close to the x-axis and are
indistinguishable from one another. The self-consistent scheme [80] predicts a shear stiffness of
12.7 MPa, close to the theoretical lower bounds.
100
Normalized RVE size, L/d
Sh
ea
r S
tif
fne
ss 
[M
Pa
]
Periodic
Minimal kinematic
Sh
ea
r S
tif
fne
ss 
[M
Pa
]
Normalized RVE size, L/d
Hashin!Shtrikman UB
Voigt Bound
Reuss Bound
Hashin!Shtrikman LB 
(a) (b)
2
1
 600
 400
200
 0  4  8  12
 12
 10
 8
 6
 4  4  8  12
Figure 5.6 – Effect of RVE size L (normalised by the particle diameter) on the shear modulus
of the undamaged pack, for PBC (triangles) and MKBC (diamonds). (a) shows upper and
lower bounds on the shear modulus, (b) is scaled to the data and shows only the lower bounds.
The results shown in Figure 5.6(b) are in general agreement with those obtained by Mesarovic
and Padbidri [67] for a polycrystalline material. All stiffness results fall between the Hashin-
Shtrikman theoretical bounds. The PBC stiffness is always higher than the MKBC stiffness for
the same pack. Notice that the stiffest PBC response arises from the pack which has the stiffest
MKBC response (points 1 and 2 respectively in Figure 5.6(b), from a pack with higher than average
inclusion volume fraction). With increasing pack size L, the scatter associated with both boundary
conditions decrease, and the stiffness value predicted by MKBC appears to converge faster than
its PBC counterpart. The difference between the two results also converges with increasing pack
size. For packs with L/d = 12, the PBC stiffness is consistently 6%-7% greater than the MKBC
stiffness, contrasting with differences of 7%-25% for L/d = 4.
5.4.2 Shear loading with damage
To investigate the possible restriction of localisation under periodic boundary conditions, hypoth-
esised by Mesarovic and Padbidri [67], we subject a sample pack to a macroscopic shear strain,
ε¯11 = ε¯22 = 0, ε¯12 = 0.02. Figure 5.7(a) shows the macroscopic stress-strain response and the
evolution of cohesive damage and cohesive failure. The stress-strain curve relates the principal
stress σ¯1ˆ1ˆ to the principal strain ε¯1ˆ1ˆ. The coordinate transformation is necessary since plotting
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σ¯12 against ε¯12 masks the nonlinearity of the solution. The imposed macroscopic shear strain is
equivalent to the principal strain state ε¯1ˆ1ˆ = 0.02, ε¯2ˆ2ˆ = −0.02, ε¯1ˆ2ˆ = 0.
In Figures 5.7-5.13, results obtained with PBC are denoted by grey lines, while those corre-
sponding to MKBC are shown with black lines. The solid curves indicate the stress response,
shown on the left axis. The fraction of the cohesive interface which has experienced damage is
given by dashed curves, while the fraction of the cohesive interface which has failed completely is
given by dotted curves. Both the dashed and dotted curves refer to the right axis of the graph. The
damaged fraction of the interface is computed by calculating the length of all cohesive elements for
which S < Sinit, normalised by the total length of cohesive elements, i.e., the sum of all particle
boundaries. Similarly, the failed fraction of the cohesive interface arises from cohesive elements
for which S = 0.
The constitutive response observed in Figure 5.7(a) is initially linear, becoming nonlinear as
a result of the onset of damage in cohesive elements (at about 0.2% principal strain). The onset
of failure in cohesive elements (occurring at about 0.4% principal strain) coincides with the local
maximum of the macroscopic stress. A plateau in the stress-strain response, as damage and failure
accumulate, is followed by a stiffening response as the damage saturates. Notice that half of the
cohesive interfaces remain undamaged, since they are shielded by the compressive strain.
Figures 5.7(b) and (c) show von Mises stress fields plotted on deformed packs at 1% princi-
pal strain. The microstructures show considerable distributed damage, but no localisation. Since
localisation is absent, the microstructures look similar at all loading stages, with only the inten-
sity of the von Mises stress field and the degree of cohesive interface opening increasing as the
applied macroscopic strain increases. Figure 5.7(b) has periodic boundary conditions, which are
evident in comparison of the deformed profiles of the left and right edges. Figure 5.7(c) presents
the displaced shape of the pack under minimal kinematic boundary conditions. To eliminate rigid
body motion, the bottom left node is fixed in both directions, and the bottom right node is fixed
in the vertical direction. The deformed shapes under these two different boundary conditions are
therefore equivalent except for a rigid body rotation.
The macroscopic responses and the stress distributions in the microstructures show a marked
similarity. The initial stiffness of PBC is fractionally higher than that of MKBC, and PBC shows
small local increases in stress in the corners of the domain, due to the additional constraint of
periodicity. The compressive principal strain inhibits the localisation of damage equally for both
methods.
102
!
1 1
M
ac
ros
co
pic
 st
res
s, 
    
   [
kP
a]
"1 1Macroscopic strain,       [%]
PBC
MKBCFailed
Damaged
!vm [kPa]
0.00
0.33
0.67
1.00
(a)
(c)(b) 0
300
150
Fr
ac
tio
n o
f c
oh
esi
ve
 in
ter
fac
e
 0
 60
 40
 20
 0.0  0.5  1.0  1.5  2.0
Figure 5.7 – Macroscopic shear loading (pack A). (a) The macroscopic principal stress (solid
line) is plotted against the macroscopic principal strain on the same graph as the damage
(dashed) and failure (dotted) evolution curves. The von Mises stress distribution at ε¯1ˆ1ˆ = 1%
(vertical dotted line in (a)) is plotted on the deformed packs with displacements magnified ten
times for (b) periodic and (c) minimal kinematic boundary conditions.
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5.5 Uniaxial strain loading
5.5.1 Uniaxial loading aligned with cell boundaries
For the shear loading case discussed in Section 5.4, localisation was inhibited by the presence of a
compressive principal strain. In order to promote the appearance of localisation, we impose a uni-
axial strain on the microstructure. The uniaxial macroscopic strain is first applied in the 1-direction
(θ = 0◦), aligned with the cell boundaries. This loading case, in which PBC do not limit local-
isation, will serve as a control case for future comparison. Figure 5.8(a) shows the macroscopic
response, which differs significantly from the response under shear loading. As was the case for
shear loading, the first deviation from linearity in the stress-strain curve is correlated with the onset
of damage, the peak stress is coincident with the first failure of cohesive interfaces, and the final
slope is attained once the damage has saturated. Unlike the shear case, the entire cohesive interface
is eventually damaged, and two-thirds of the cohesive interface fails completely. The stress-strain
response following the initial peak is jagged, an artefact of the non-smooth bilinear cohesive law,
and the explicit finite element formulation. The deformed microstructure shows the presence of
localisation bands.
There is more variation between the responses under different boundary conditions than was
observed previously. While the initial slope and the peak stress are similar, the specific profiles
of the stress-strain curves are different. The same final slope is attained under both boundary
conditions, but the MKBC curve shows a lower stress for the same strain than the PBC curve.
The differences between the constitutive responses can be elucidated by considering the damage
evolution curves. From 0.3% to 1.2% applied strain, the periodic case has a higher fraction of
damaged interface than the minimal kinematic case, with a correspondingly lower stress. From
1.2% applied strain onwards, the minimal kinematic case has a much higher fraction of failed
interface, corresponding to the lower stress in that region.
Considering the deformed microstructures gives us additional insight. At 0.4% applied strain
(Figures 5.8(b) and (c)), both cases have formed a localisation band near the right edge of the
domain. The formation of the band corresponds with the initial dropoff in the macroscopic stress
at around 0.3% strain. The von Mises stress distributions and displaced shapes are very similar
between the two cases, although the differing constraints around the boundary give rise to slightly
different stress concentration and deformation patterns in the vicinity of the localisation band. Each
subsequent dip in the stress-strain curves corresponds to the formation of another localisation band
or semi-band. For this reason, the variance between the loading cases is not significant in this
region, since the random statistics of particle arrangement and interactions will trigger slightly
different localisation events. At 1.4% applied strain (Figures 5.8(d) and (e)), there is distributed
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Figure 5.8 – Macroscopic uniaxial strain (pack B). (a) Constitutive response and damage evo-
lution. At 0.4% strain, the deformed microstructures under (b) periodic (PBC) and (c) mini-
mal kinematic (MKBC) boundary conditions have formed localisation bands. At 1.4% strain,
(d) PBC and (e) MKBC both exhibit extensive damage, and many particles have completely
unloaded, making them difficult to distinguish from voids. Displacements are magnified ten
times in all microstructures, which are shown with the von Mises stress distribution.
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damage throughout the domain, with the individual localisation bands no longer discernible. With
no further undamaged cohesive interfaces, the stress in the domain begins to increase once more.
The deformed microstructures at 1.4% applied strain show that the additional failure possible in
the minimal kinematic case is due to the compliance of matrix ligaments around the boundary,
which bulge considerably to accommodate the applied strain, indicating that MKBC may not apply
sufficient constraint to the boundary.
It should be noted that these results are for a model which does not allow damage or failure of
the matrix material. Were matrix failure permitted, the pack would fail completely long before
the stress capacity began to increase again. The formation of multiple localisation bands might
therefore be viewed as an artefact of the linearly increasing imposed macroscopic strain. In a fully
coupled multiscale simulation, the macroscopic strain field would be altered as a consequence of
damage localisation.
5.5.2 Uniaxial loading at an angle to cell boundaries
As shown in the previous section, periodic boundary conditions can capture localisation as effec-
tively as minimal kinematic boundary conditions under uniaxial strain with loading aligned with
the axis of the domain. Consider now the case where the macroscopic loading direction is not
aligned with the pack boundaries. Figure 5.9 shows the response to uniaxial strain loading at
θ = 22.5◦. The macroscopic response (Figure 5.9(a)) is basically the same as for the θ = 0◦ case,
contradicting the assumption that periodic boundary conditions are not able to capture localisation
if that localisation is not inherently periodic. Looking at the PBC microstructure in Figure 5.9(b),
we can see how localisation is achieved. A primary localisation band, approximately vertical, joins
a secondary band at 45◦. Together, these bands give an average response at 22.5◦. The bands reach
the cell boundaries in the top left and bottom right corners, and can thus satisfy periodicity. Note
that the region of high stress in the matrix at the bottom right corresponds with a similar region
in the top left corner. The need to accommodate periodicity leads thus to more extensive damage
under PBC than MKBC, which is evident in the macroscopic damage curves, with the periodic
case showing more damage and failure at most stages of the loading. In contrast, the MKBC mi-
crostructure, Figure 5.9(c), shows only a single band of localisation, and the boundary conditions
permit bulging of the left edge during the localisation. However, the difference in the type and ex-
tent of damage does not appear to affect the macroscopic response significantly. The lower MKBC
curve after 1.5% strain is due to the reduced constraint on particle failure close to the boundary,
resulting in extra straining of narrow matrix ligaments without additional damage, as discussed
previously. Note that only weak localisation is observed, since we model only decohesion and not
matrix failure.
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Figure 5.9 – Macroscopic uniaxial strain at 22.5◦ (pack D). (a) Principal stress is plotted
against principal strain, with damage evolution curves on the same graph. The von Mises
stress distribution is plotted on deformed microstructures for ε¯1ˆ1ˆ = 0.4% under (b) periodic
and (c) minimal kinematic boundary conditions, with displacements magnified by a factor of
ten.
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The ability of the periodic boundary conditions to capture localisation is consistent across all
loading angles. Figure 5.10 shows the macroscopic stress-strain and damage evolution responses
for a range of loading angles from θ = 0◦ to θ = 45◦. For clarity, the responses are plotted
separately for each loading case. In all cases, the curves are very similar, with the same initial
stiffness and the same stress and strain values at the initial peak. The key features of the earlier
results are also present. In all the curves, MKBC damage lags PBC damage due to the somewhat
unphysical constraints imposed by periodicity. While the slope in the final stages of the stress-
strain curve is the same for both boundary conditions, the MKBC curve is consistently lower than
the PBC curve in that region.
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Figure 5.10 – Macroscopic uniaxial strain (pack C). Constitutive response in the principal
direction, as well as damage and failure evolution curves, are shown for loading at (a) 0◦, (b)
11.25◦, (c) 22.5◦ and (d) 45◦ to the pack coordinates.
Figure 5.11 shows the deformed microstructures for loading angles of 11.25◦ and 45◦. When
θ = 11.25◦ (Figures 5.11(a) and (b)) the specific pack geometry favours a wide localisation band,
satisfying the periodic requirement naturally. The localisation bands form in the same location for
both boundary conditions, and the deformed microstructures are nearly identical. This similarity
can also be seen in the very close correspondence between the first half of the stress-strain curves in
Figure 5.10(b). Under uniaxial loading at 45◦ (Figures 5.11(c) and (d)) the localisation behaviour
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Figure 5.11 – Macroscopic uniaxial strain (pack C). The von Mises stress distribution is
plotted on deformed microstructures at ε¯1ˆ1ˆ = 0.4%, with displacements magnified ten times.
Loading at θ = 11.25◦ for (a) PBC and (b) MKBC. Loading at θ = 45◦ for (c) PBC and (d)
MKBC.
is very different for the two boundary conditions. The PBC microstructure shows two localisation
bands, which together satisfy the requirement of periodicity. The MKBC cell localises in the top
right corner, the same location as localisation initiated under PBC. Since the area of localisation
is very close to the domain boundaries, further strain is accomodated by excessive straining of the
localised region, rather than by additional straining of the remainder of the microstructure. This
is also apparent in the stress-strain curve, Figure 5.10(d), where a higher macroscopic stress under
MKBC results from the distortion of the microstructure. For all the microstructures considered,
the specific packing geometry plays a large role in the nature of the localisation and macroscopic
stress-strain response.
Statistical comparison of results for uniaxial loading at θ = 22.5◦ shows consistency across
different pack geometries. The averages (solid curves) and standard deviations (dotted curves)
of the macroscopic stress response in Figure 5.12(a) are very similar for the two loading condi-
tions. The standard deviation is at most 5% of the average stress and has a very similar profile
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for both PBC and MKBC. Note that the minimum value of standard deviation occurs at the peak
in the macroscopic stress-strain response, suggesting that the values at the peak are characteristic
for the volume fraction and material properties, and are not dependent on the details of the pack
microstructure. Figure 5.12(b) shows the damage evolution (top curve) and failure evolution (bot-
tom curve) averages and error bounds for PBC, while Figure 5.12(c) shows the same results for
MKBC. The narrow error bounds indicate repeatability of the data. The damage evolution curve
is slightly higher for PBC than MKBC, consistent with the observations from individual results,
while the failure evolution curves are nearly identical.
Finally, to demonstrate that the ability of PBC to capture weak localisation under non-periodic
loading conditions is not simply a consequence of using a sufficiently large unit cell, Figure 5.13
shows results from uniaxial loading at θ = 22.5◦ applied to a base cell of size L = 400µm. There is
a slight difference between the stress-strain peaks in the two responses, and there is somewhat more
variation between the curves in Figure 5.13(a) than was observed for the larger base cells, but to a
large extent the two boundary conditions agree. As was the case for θ = 11.25◦, the localisation
band is wide in order to accommodate the non-periodic localisation under periodic constraints.
5.6 Conclusions
We have compared the behaviour of a particulate composite system under periodic boundary con-
ditions and under the minimal kinematic boundary conditions introduced by Mesarovic and Pad-
bidri [67]. For an undamaged material system, the computed shear stiffness is 6-7% higher with
periodic boundary conditions than with minimal kinematic boundary conditions, consistent with
the results obtained by Mesarovic and Padbidri. In a system where interfacial damage is modeled,
periodic boundary conditions successfully capture weak localisation associated with the particle
debonding process even when that weak localisation is not aligned with the domain axes. For
some pack geometries and some loading cases, the additional constraint of periodicity is satis-
fied by the formation of more than one band of partial localisation. Characteristic features of the
homogenized solution, including the initial slope, the initial peak, and evolution of damage and
failure, are similar for the two boundary conditions across multiple packs.
The results suggest that the multiscale scheme based on periodic boundary conditions, which
is supported by a wealth of theoretical development and is attractive because of its mathematical
tractability, can be used even in the case of off-axis damage localisation. The multiscale scheme
based on MKBC presents the key advantage of not requiring periodic RVE’s, and can therefore
be applied to a wider range of microstructures, especially those extracted directly from actual
micrographs.
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Figure 5.12 – Averages (thick curves) and standard deviations (dotted curves) calculated for
results from 6 packs under macroscopic uniaxial strain at 22.5◦. (a) Macroscopic stress-strain
response. (b) PBC damage and failure evolution curves with the standard deviation indicated
as error bounds. (c) MKBC damage and failure evolution curves.
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Figure 5.13 – Macroscopic uniaxial strain at 22.5◦ on a small pack. (a) Principal stress is
plotted against principal strain, with damage evolution curves on the same graph. The von
Mises stress distribution is plotted on deformed microstructures for ε¯1ˆ1ˆ = 0.4% under (b)
periodic and (c) minimal kinematic boundary conditions, with displacements magnified by a
factor of ten.
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The multiscale scheme based on minimal kinematic boundary conditions does not perform well
when particles are too close to the boundaries. The integral constraint is then satisfied by excessive
straining of a narrow ligament, rather than by deformation of the entire domain. The introduction
of a penalty term in the integral boundary condition may improve the performance of this method.
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6 Conclusions and Future Work
The aim of this dissertation has been to gain insight into the physics of debonding of heterogeneous
materials through the use of mathematical and numerical homogenization models. Since the mod-
els are in general less complex than the reality which they attempt to represent, it has been possible
to investigate explicitly the effects of modeling decisions and of physical properties on the results.
The physical insights gained through this process give guidance for more detailed modeling and
prioritization of computational resources, and suggest directions for future investigation.
I will begin by summarizing the work which has been presented in this dissertation. The key
contributions I have made to the numerical and theoretical study of debonding in heterogeneous
composites are outlined in Section 6.1. The directions for future investigation are described in
Section 6.2. Finally, I conclude by presenting my thoughts in Section 6.3.
A finite element code was developed based on the Mathematical Theory of Homogenization
to perform microscale analysis within a multiscale framework (MTHFE). Simulations were con-
ducted on periodic microstructures of a simulated particulate composite. Damage at the interface
between the linear elastic particles and matrix was captured by a cohesive law, which introduced
nonlinearity into the system. MTHFE simulations were able to capture interactions between par-
ticles, heterogeneous stress and strain fields, and localizations within the microstructure. The
macroscopic constitutive response could be related to damage and failure of the particle-matrix
interface. Both small strain and finite deformation versions of MTHFE were developed. The finite
deformation code incorporated an exponential traction-separation law, while the small strain model
employed a bilinear cohesive description.
Micromechanics models rely on simplifying assumptions about the geometry and the physics,
making it possible for closed-form or semi-analytic solutions to be found, and resulting in com-
putational efficiency. The isolated inclusion problem is homogenized by considering the average
effects of particle interactions rather than the specific geometry of a particular microstructure. In
this work, the Mori-Tanaka homogenization approach has generally been used. For the axisym-
metric problem of debonding of circular particles under equibiaxial loading, MTHFE was used
as a direct numerical simulation to evaluate the closed-form micromechanics model, which was
found to capture key features of the macroscopic response, including the initial and final slopes
and the load at which damage initiates. The MTHFE solution showed inherent geometric insta-
bility which could not be captured by the axisymmetric micromechanics model, which assumes
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failure proceeds evenly around the interface. The Mori-Tanaka material response was strongly
affected by the size of inclusions, with particles smaller than the critical particle size failing mono-
tonically, while particles larger than the threshold exhibited a softening response. The macroscopic
behaviour found by MTHFE showed instability (and hence softening) for all inclusion sizes. The
onset of instability was earlier for larger inclusions or for a base cell containing more particles. For
systems containing particles of dissimilar sizes, it was shown that the smaller particles contribute
by stiffening the matrix and causing stress concentrations, but that it is not necessary to model
debonding of smaller particles.
A micromechanics model for debonding of elliptical particles under multiaxial loading was
developed using Muskhelishvili’s complex potentials, mapping the ellipse to a unit circle through
a conformal map. The cohesive tractions at the particle-matrix interface were represented by a
Fourier series decomposition. The Fourier coefficients, as well as the interfacial strain and particle
stress, were found using a nonlinear solver. The model was verified for circular inclusions by
comparison with the earlier axisymmetric solution as well as with results for uniaxial loading
from Patel [49]. The effect of particle size and aspect ratio were studied for elliptical particles
subjected to uniaxial loading aligned with the major axis of the ellipse. Increasing the size of the
ellipse caused the macroscopic constitutive behaviour to have an increasingly negative slope in the
transitional region. Increasing the aspect ratio of the ellipse resulted in a stiffening of the material
response, with higher macroscopic stresses and a less sharp peak at the onset of damage.
The micromechanics model proved unable to solve the problem of debonding of an elliptical
inclusion when the applied loading was at an angle to the axis of the ellipse. An investigation
established that this was a result of weaknesses in the formulation which did not affect the results
for the simpler cases of circular particles and aligned loading. It will be necessary to reformulate
the model to explicitly enforce the symmetry of the particle stress tensor and to include more
degrees of freedom in the Fourier series representation of the interfacial tractions. Based on the
experience gained from this formulation, a number of additional enhancements to the model have
been proposed.
The MTH-based finite element code was used to study the effect of boundary conditions on the
constitutive response of heterogeneous microstructures undergoing interfacial debonding. Minimal
kinematic boundary conditions were formulated within the MTH framework, and implemented
in the finite element code, allowing direct comparison with periodic boundary conditions. The
periodic constraints gave rise to a slightly stiffer shear response for undamaged systems. Both
boundary conditions led to similar macroscopic behavior for systems where interfacial damage
was present. Periodic boundary conditions do not limit localization even when that localization is
not aligned with the domain axes.
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6.1 Key contributions
The notable contributions made by this dissertation to the modeling of debonding in heterogeneous
materials are highlighted here.
• A two-dimensional finite element code for analysis of debonding in periodic microstructures
has been implemented. The MTHFE code was developed in the Mathematical Theory of
Homogenization framework, and accounted for both small strains and finite deformations.
• The Minimal Kinematic boundary conditions of Mesarovic and Padbidri [67] were formu-
lated in the MTH framework, and included in the finite element code, where their their
advantages and performance in comparison with periodic boundary conditions were evalu-
ated.
• Through comparison between periodic boundary conditions and minimal kinematic bound-
ary conditions, it has been established that the mathematically convenient periodic boundary
conditions can be used even for off-axis damage localization.
• The MTHFE code was used to develop the reference solution for micromechanics modeling,
functioning as a direct numerical simulation. This allowed the detailed evaluation of the
performance of the analytical solution.
• Both the micromechanics and numerical results for equibiaxial debonding of circular par-
ticles demonstrated that when composites contain particles of dissimilar sizes, only the
debonding of the larger particles needs to be modeled.
• This dissertation has contributed to the development of a range of plane strain micromechan-
ics models for debonding of circular and elliptical inclusions. What sets these models apart
from much other work in the discipline is that debonding around the interface is inhomoge-
neous, and the progress of damage is captured explicitly.
• A micromechanics model for the debonding of elliptical particles under multiaxial loading
has been developed. The semi-analytic solution relied on a Fourier series approximation for
the interfacial traction field. The initial investigations considered the effect of inclusion size
and aspect ratio on the constitutive response of the composite under conditions of aligned
uniaxial loading.
6.2 Future Work
The immediate next steps in my research are:
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• The elliptical particle debonding micromechanics model must be reformulated so that load-
ing can be applied at any orientation. The proposed rework, addressing known issues and
including additional enhancements, is outlined in Section 4.7.
• The increase in generality of both the applied loading and the geometry of the inclusions
which have been incorporated into the models has opened up a wide solution space, which
is yet to be fully explored.
• The micromechanics results for elliptical particles should be compared with numerical sim-
ulations using the MTHFE code.
The investigation has also raised a broader range of issues for investigation:
• There will be value in developing micromechanics models which better capture interactions
between particles with different geometries, material properties and orientations. A stochas-
tic study was performed for circular particles under general plane loading by Patel [49], and
this provides a good starting framework for a similar investigation with elliptical particles.
• Another way of capturing the varying response of real materials within a micromechanics
model is to consider different failure responses. As observed in the comparison between
micromechanics and finite element results in Chapter 2, the axisymmetric opening mode of
a circular inclusion under equibiaxial loading is very unstable. The micromechanics model
enforced axisymmetry, but axisymmetric failure was not sustained in the numerical simu-
lations. When applying the general formulation of Chapter 4 to circular particles different
displacement modes were occasionally observed, since the formulation was less constrained
(only periodicity with period pi was enforced). A rigorous bifurcation analysis, considering
all possible displacement modes which solve an unconstrained formulation, would provide
a framework for exploiting different local failure responses and incorporating them into a
homogenized macroscopic response.
• The validity of finite element simulations on periodic base cells is limited once the mi-
crostructure becomes damaged. The development and implementation of second order macro-
scopic variables, such as gradient-based measures, would extend the utility of the finite
computational domain, and greatly enhance the capability of the multiscale finite element
framework.
• This research has investigated ways to determine macroscopic quantities based on microstruc-
tural calculations. The ultimate goal must be to incorporate this into a fully coupled mul-
tiscale framework, which could be based on numerical simulations at the microscale, (such
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as that implemented by Kulkarni et al. [81]), or could include an embedded micromechan-
ics model. Future work will investigate the implementation of a micromechanics model of
debonding into a finite element framework.
Alternative applications for heterogeneous material modeling are being explored:
• Both numerical [82] and micromechanics [83, 84] approaches are of interest to predict fail-
ure in steel fiber reinforced concrete, with fiber bridging and pullout providing increased
toughness.
• Designers of polymer-clay nanocomposite systems are concerned about the effect of stiffen-
ing inclusions on the impact properties and toughness of the composite material [85, 86].
6.3 Concluding remarks
The issue of the greatest concern in finite element analysis of heterogeneous microstructures is the
choice of the window of observation on which computations are performed. This base cell should
ideally be a representative volume element (RVE), but that can be difficult to obtain for disordered
microstructures. Once the microstructure becomes damaged, the size of the window of observation
required to be representative increases or becomes unattainable, calling into question the validity
of the results obtained on a finite base cell. Nonetheless, even for computational domains which do
not meet all the requirements of representivity, simulation results can lead to valuable qualitative
observations.
Micromechanics models are attractive because, by making appropriate simplifications, complex
problems can be solved exactly. The mathematical formulation of the physical problem makes ex-
plicit the relationships between model parameters, and allows sensitivities to be studied directly. As
micromechanics models are extended to more complicated geometries, applied loading conditions
and material behavior, their computational advantage over finite element simulation is reduced or
eliminated. However, they remain a valuable tool to gain insight into the underlying mechanisms
of nonlinear problems.
Micromechanics and multiscale numerical methods each make important and complementary
contributions to our understanding of failure in heterogeneous materials. Through my doctoral
research, I have found myself increasingly drawn to micromechanics as my preferred homoge-
nization method. This reflects my preference to solve geometrically simple problems with compli-
cated physics. I hope that I may be able to contribute to developing equations and models which
illuminate our understanding, in the tradition of the great mechanicians.
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A Appendix
A.1 Cauchy Integrals
S+
S!
!+
!!"
#
Figure A.1 – Schematic showing a curve γ with enclosed region S+ and infinite region S−.
The Cauchy integral formula is an important result in complex analysis. In Figure A.1, the
contour γ divides the space into an enclosed region S+ and an infinite region S−. A point on the
contour is denoted σ, while any other point will be denoted ζ+ if it is in S+ or ζ− if it is in S−.
Cauchy’s integral formula states that for a function φ(ζ) analytic in S+ and a point ζ+ inside γ [87]
φ(ζ) =
1
2pii
∫
γ
φ(σ)
σ − ζ dσ. (A.1)
Recall that a function is holomorphic or analytic at a point ζ0 if the partial derivatives of the real
and imaginary parts exist at ζ0 and if it satisfies the Cauchy-Riemann equations at ζ0.
This theorem forms the basis for complex integral theory. It can be extended to consider external
regions, and has wide applications in residue theory. A more detailed consideration of the result is
beyond the scope of this work; rather, we rely on Muskhelishvili’s summary of the key results for
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four cases which pertain to our analysis [50].
Case 1 Let φ(ζ) be a function holomorphic in S+ and continuous in S+ + γ. Then
1
2pii
∫
γ
φ(σ)dσ
σ − ζ =
φ(ζ) for ζ ∈ S+0 for ζ ∈ S−. (A.2)
Case 2 Let φ(ζ) be a function holomorphic in S−, including at infinity and continuous in S−+γ.
Then
1
2pii
∫
γ
φ(σ)dσ
σ − ζ =
−φ(ζ) + φ(∞) for ζ ∈ S−φ(∞) for ζ ∈ S+. (A.3)
Case 3 Let φ(ζ) be a function holomorphic in S+ and continuous in S+ + γ, except possibly
at points a1, a2, . . . , an ∈ S+, where it may have poles with the principal parts G1(ζ), G2(ζ),
. . . Gn(ζ). Then
1
2pii
∫
γ
φ(σ)dσ
σ − ζ =
φ(ζ)−G1(ζ)−G2(ζ)− · · · −Gn(ζ) for ζ ∈ S+−G1(ζ)−G2(ζ)− · · · −Gn(ζ) for ζ ∈ S−. (A.4)
Case 4 Let φ(ζ) be a function holomorphic in S− and continuous in S− + γ, except possibly at
points a1, a2, . . . , an ∈ S− and also the point ζ = ∞ where it may have poles with the principal
parts G1(ζ), G2(ζ), . . . Gn(ζ), G∞(ζ). Then
1
2pii
∫
γ
φ(σ)dσ
σ − ζ =
−φ(ζ) +G1(ζ) + · · ·+Gn(ζ) +G∞(ζ) for ζ ∈ S−+G1(ζ) + · · ·+Gn(ζ) +G∞(ζ) for ζ ∈ S+. (A.5)
A.2 Muskhelishvili complex potentials
In developing the expressions for the complex potentials in terms of the boundary condition f(σ),
we followed closely the derivation given by Muskhelishvili [50]. It is included here for complete-
ness.
The boundary condition for the Muskhelishvili potentials is given by
f(x, y) =
∂F
∂x
+ i
∂F
∂y
= φ(z) + zφ′(z) + ψ(z). (A.6)
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Under the conformal mapping z = w(ζ), applying the chain rule where necessary, (A.6) can be
rewritten as
f(x, y) = φ(ζ) +
w(ζ)
w′(ζ)
φ′(ζ) + ψ(ζ). (A.7)
For the elliptical mapping z = w(ζ) = R (ζ +m/ζ). Noting that on the boundary of the ellipse
ζ = σ = eiθ, we obtain
w(σ)
w′(σ)
=
1
σ
σ2 +m
1−mσ2 , (A.8)
which, combined with (A.7), gives
f(σ) = φ(σ) +
1
σ
σ2 +m
1−mσ2φ
′(σ) + ψ(σ) (A.9)
f(σ) = φ(σ) + σ
1 +mσ2
σ2 −m φ
′(σ) + ψ(σ). (A.10)
A.2.1 Special case: zero resultant forces and far-field loading
When there are no resultant forces across the boundary of the hole (i.e., the forces acting on the
hole are self-equilibrating) and when the stresses and rotations at infinity are zero, then φ(ζ) and
ψ(ζ) are holomorphic outside γ, and we assume φ(∞) = 0.
A necessary and sufficient condition for the function ψ(σ), continuous on γ, to be the boundary
condition of some function ψ(ζ), holomorphic outside γ, is
1
2pii
∫
γ
ψ(σ)dσ
σ − ζ = 0 for all ζ outside γ. (A.11)
Since ψ(σ) is the boundary value on γ of ψ(ζ), (A.9) and (A.11) imply
1
2pii
∫
γ
fdσ
σ − ζ −
1
2pii
∫
γ
φ(σ)dσ
σ − ζ +
1
2pii
∫
γ
1
σ
σ2 +m
1−mσ2φ
′(σ)
dσ
σ − ζ = 0, (A.12)
where ζ is a point outside γ. By (A.3),
− 1
2pii
∫
γ
φ(σ)dσ
σ − ζ = φ(ζ). (A.13)
Notice that 1
σ
σ2+m
1−mσ2φ
′(σ) is the boundary value of the function 1
ζ
ζ2+m
1−mζ2φ
′(1
ζ
) which is holomorphic
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inside γ, hence, by (A.2),
1
2pii
∫
γ
1
σ
σ2 +m
1−mσ2φ
′(σ)
dσ
σ − ζ = 0. (A.14)
Thus, (A.12) becomes
1
2pii
∫
γ
fdσ
σ − ζ + φ(ζ) = 0, (A.15)
resulting in the simple expression for φ(ζ)
φ(ζ) = − 1
2pii
∫
γ
f(σ)
σ − ζ dσ. (A.16)
Returning to (A.3),
ψ(ζ) = − 1
2pii
∫
γ
ψ(σ)dσ
σ − ζ + ψ(∞). (A.17)
Neglecting ψ(∞), which does not affect the stress distribution, and substituting (A.10),
ψ(ζ) = − 1
2pii
∫
γ
f¯dσ
σ − ζ +
1
2pii
∫
γ
φ(σ)dσ
σ − ζ +
1
2pii
∫
γ
σ
1 +mσ2
σ2 −m φ
′(σ)
dσ
σ − ζ . (A.18)
By (A.2),
1
2pii
∫
γ
φ(σ)dσ
σ − ζ = 0, (A.19)
while by (A.3),
1
2pii
∫
γ
σ
1 +mσ2
σ2 −m φ
′(σ)
dσ
σ − ζ = ζ
1 +mζ2
ζ2 −m φ
′(ζ). (A.20)
Thus, (A.18) gives the following result for ψ(ζ)
ψ(ζ) = − 1
2pii
∫
γ
f¯(σ¯)
σ − ζ dσ − ζ
1 +mζ2
ζ2 −m φ
′(ζ). (A.21)
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A.2.2 General formulation
The potentials in the general case, with non-zero loading on the boundary of the elliptical hole,
and non-zero loading at infinity, are given by the modified equations
φ(ζ) = ΓRζ − Fx + iFy
2pi(1 + κ)
log ζ + φ0(ζ) (A.22)
ψ(ζ) = Γ′Rζ − κ(Fx − iFy)
2pi(1 + κ)
log ζ + ψ0(ζ), (A.23)
where Γ and Γ′ represent the far-field stress state, Fx and Fy are the resultant forces on the boundary
of the hole, and φ0(ζ) and ψ0(ζ) are analytic functions for ζ inside γ, and we assume φ(∞) = 0.
We will explore the origins of these terms a little more closely. Γ and Γ′ are a measure of the
bounded stresses at infinity. If we writeN1 andN2 for the values of the principal stresses at infinity
and ω for the angle between the direction of N1 and the major axis of the ellipse, then
RΓ = 1
4
(N1 +N2) (A.24)
Γ′ = −1
2
(N1 −N2)e−2iω. (A.25)
The imaginary part of Γ, which does not affect the stresses, represents the rotation at infinity and
is assumed to be zero.
The second term in (A.22) and (A.23) represents the contributions of boundary tractions on
the elliptical hole to the potentials. The log ζ contribution to the second term arises because the
domain is multiply-connected, and, hence, in the presence of non-zero resultant forces on the hole
the results will be multi-valued.
Substituting these expressions in (A.9), we can see that φ0(ζ) and ψ0(ζ) satisfy the boundary
condition (A.9), provided that f is replaced by f0, where
f0 = f−ΓR
(
σ +
σ2 +m
σ(1−mσ2)
)
− Γ¯
′R
σ
+
Fx + iFy
2pi
log σ +
Fx − iFy
2pi(1 + κ)
σ2 +m
1−mσ2 . (A.26)
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Then, as for (A.16) and (A.21), φ0(ζ) and ψ0(ζ) are given by
φ0(ζ) = − 1
2pii
∫
γ
f0
σ − ζ dσ (A.27)
ψ0(ζ) = − 1
2pii
∫
γ
f¯0
σ − ζ dσ − ζ
1 +mζ2
ζ2 −m φ
′
0(ζ). (A.28)
124
Bibliography
[1] P. J. Rae, H. T. Goldrein, S. J. P. Palmer, J. E. Field, and A. L. Lewis. Quasi-static studies
of the deformation and failure of β-HMX based polymer bonded explosives. Proc. R. Soc.
Lond. Ser. A, 458:743–762, 2002.
[2] P. J. Rae, S. J. P. Palmer, H. T. Goldrein, J. E. Field, and A. L. Lewis. Quasi-static studies of
the deformation and failure of PBX 9501. Proc. R. Soc. Lond. Ser. A, 458:2227–2242, 2002.
[3] K. M. Ide and S.-Y. Ho. Fracture behaviour of accelerated aged solid rocket propellants. J.
Mater. Sci., 34:4209–4218, 1999.
[4] H. Trumel, A. Dragon, A. Fanget, and P. Lambert. A constitutive model for the dynamic and
high-pressure behaviour of a propellant-like material: Part I: Experimental background and
general structure of the model. International Journal for Numerical and Analytical Methods
in Geomechanics, 25:551–579, 2001.
[5] C. Miehe, J. Schroder, and M. Becker. Computational homogenization analysis in finite
elasticity: material and structural instabilities on the micro- and macro-scales of periodic
composites and their interaction. Comput. Methods Appl. Mech. Engrg., 191:4971–5005,
2002.
[6] Helmut J. Bo¨hm. A short introduction to basic aspects of continuum micromechanics. Tech-
nical Report ILSB Report 206, Institute of Lightweight Design and Structural Biomechanics,
Vienna University of Technology, 2008.
[7] H. Tan, Y. Huang, C. Liu, and P. H. Geubelle. The Mori-Tanaka method for composite
materials with nonlinear interface debonding. International Journal of Plasticity, 21:1890–
1918, 2005.
[8] H. Tan, C. Liu, Y. Huang, and P. H. Geubelle. The effect of nonlinear interface debond-
ing on the constitutive model of composite materials. International Journal for Multiscale
Computational Engineering, 4:147–168, 2006.
[9] H. Tan, C. Liu, Y. Huang, and P. H. Geubelle. The cohesive law for the particle/matrix
interface in high explosives. J. Mech. Phys. Solids, 53:1892–1917, 2005.
[10] Zhu-Ping Huang, Jian-Kang Chen, Hui-Ling Li, and Yi Liu. A constitutive model of a particle
reinforced viscoelastic composite material with debonded microvoids. In IUTAM Symposium
on Rheology of Bodies with Defects, 1999.
[11] Napo Bonfoh and Paul Lipinski. Ductile damage micromodeling by particles debonding in
metal matrix composites. International Journal of Mechanical Sciences, 49:151–160, 2007.
125
[12] A. Bensoussan, J. L. Lions, and G. Papanicolaou. Asymptotic Analysis for Periodic Struc-
tures. North-Holland, 1978.
[13] E. Sanchez-Palencia. Non-Homogeneous Media and Vibration Theory. Lecture Notes in
Physics No. 127. Springer-Verlag, 1980.
[14] J. M. Guedes and N. Kikuchi. Preprocessing and postprocessing for materials based on the
homogenization method with adaptive finite element methods. Comput. Methods Appl. Mech.
Engrg., 83:143–198, 1990.
[15] T. Kanit, S. Forest, I. Galliet, V. Mounoury, and D. Jeulin. Determination of the size of the
representative volume element for random composites: statistical and numerical approach.
International Journal of Solids and Structures, 40:3647–3679, 2003.
[16] M. Jiang, M. Ostoja-Starzewski, and I. Jasiuk. Scale-dependent bounds on effective elasto-
plastic response of random composites. J. Mech. Phys. Solids, 49:655–673, 2001.
[17] K. Sab. On the homogenization and the simulation of random materials. European Journal
of Mechanics - A/Solids, 11:585–607, 1992.
[18] S. Swaminathan and S. Ghosh. Statistically equivalent representative volume elements for
unidirectional composite microstructures: Part II: With interfacial debonding. Journal of
Composite Materials, 40(7):605–621, 2006.
[19] S. Swaminathan, S. Ghosh, and N. J. Pagano. Statistically equivalent representative volume
elements for unidirectional composite microstructures: Part I: Without damage. Journal of
Composite Materials, 40(7):583–604, 2006.
[20] H. M. Inglis, P. H. Geubelle, K. Matousˇ, H. Tan, and Y. Huang. Cohesive modeling of
dewetting in particulate composites: Micromechanics vs. multiscale finite element analysis.
Mechanics of Materials, 39:580–595, 2007.
[21] L. Brassart, H. M. Inglis, L. Delannay, I. Doghri, and P. H. Geubelle. An extended Mori-
Tanaka homogenization scheme for finite strain modeling of debonding in particle-reinforced
elastomers. Computational Materials Science, 45:611–616, 2009.
[22] H. M. Inglis, P. H. Geubelle, and K. Matousˇ. Boundary condition effects on multiscale
analysis of damage localisation. Philos. Mag., 88:2373 2397, 2008.
[23] P. H. Geubelle and J. S. Baylor. Impact-induced delamination of composites: a 2D simulation.
Composites: Part B, 29B:589–602, 1998.
[24] M. Ortiz and A. Pandolfi. Finite-deformation irreversible cohesive elements for three-
dimensional crack-propagation analysis. International Journal for Numerical Methods in
Engineering, 44:1267–1282, 1999.
[25] C. D. Bencher, R. H. Dauskardt, and R. O. Ritchie. Microstructural damage and fracture pro-
cesses in a composite solid rocket propellant. Journal of Spacecraft and Rockets, 32(2):328–
334, 1995.
126
[26] J. D. Eshelby. The determination of the elastic field of an ellipsoidal inclusion, and related
problems. Proc. R. Soc. Lond. Ser. A, 241(1226):376–396, 1957.
[27] T. Mori and K. Tanaka. Average stress in matrix and average elastic energy of materials with
misfitting inclusions. Acta Metall., 21:571–574, 1973.
[28] R. Hill. A self-consistent mechanics of composite materials. J. Mech. Phys. Solids, 13:213–
222, 1965.
[29] B. Budiansky. On the elastic moduli of some heterogeneous materials. J. Mech. Phys. Solids,
13:223–227, 1965.
[30] Z. Hashin and S. Shtrikman. A variational approach to the theory of the elastic behaviour of
polycrystals. J. Mech. Phys. Solids, 1962.
[31] S. Ghosh, K. Lee, and S. Moorthy. Multiple scale analysis of heterogeneous elastic structures
using homogenization theory and Voronoi cell finite element method. International Journal
of Solids and Structures, 32(1):27–62, 1995.
[32] Prasanna Raghavan, Suresh Moorthy, Somnath Ghosh, and N.J. Pagano. Revisiting the com-
posite laminate problem with an adaptive multi-level computational model. Composites Sci-
ence and Technology, 61:1017–1040, 2001.
[33] J. Fish, K. Shek, M. Pandheeradi, and M. S. Shephard. Computational plasticity for compos-
ite structures based on mathematical homogenization: Theory and practice. Comput. Methods
Appl. Mech. Engrg., 148:53–73, 1997.
[34] Karel Matousˇ and Philippe Geubelle. Multiscale modeling of particle debonding in reinforced
elastomers subjected to finite deformations. Int. J. Numer. Meth. Engng., 65:190–223, 2006.
[35] Y. Benveniste and J. Aboudi. A continuum model for fiber reinforced materials with debond-
ing. International Journal of Solids and Structures, 20:935–951, 1984.
[36] S. P. Timoshenko and J. N. Goodier. Theory of Elasticity. McGraw-Hill, International Student
Edition edition, 1970.
[37] D. Rypl and Z. Bittnar. Hybrid method for generation of quadrilateral meshes. Engineering
Mechanics, 9:49–64, 2002.
[38] K. Matousˇ, H. M. Inglis, X. Gu, D. Rypl, T. L. Jackson, and P. H. Geubelle. Multiscale
modeling of solid propellants: From particle packing to failure. Composites Science and
Technology, 67:1694–1708, 2007.
[39] Y. Benveniste. A new approach to the application of Mori-Tanaka’s theory in composite
materials. Mechanics of Materials, 6:147–157, 1987.
[40] Amna Rekik, Franc¸ois Auslender, Michel Bornert, and Andre´ Zaoui. Objective evaluation of
linearization procedures in nonlinear homogenization: A methodology and some implications
on the accuracy of micromechanical schemes. International Journal of Solids and Structures,
44:3468–3496, 2007.
127
[41] I. Doghri and A. Ouaar. Homogenization of two-phase elasto-plastic composite materials and
structures study of tangent operators, cyclic plasticity and numerical algorthms. International
Journal of Solids and Structures, 40:1680–1712, 2003.
[42] J. L. Chaboche, P. Kanoute´, and A. Roos. On the capabilities of mean-field approaches for
the description of plasticity in metal matrix composites. International Journal of Plasticity,
21:1409–1434, 2005.
[43] Karel Matousˇ and Philippe Geubelle. Finite element formulation for modeling particle
debonding in reinforced elastomers subjected to finite deformations. Comput. Methods Appl.
Mech. Engrg., 196:620–633, 2006.
[44] J. Segurado and J. Llorca. A computational micromechanics study of the effect of interface
decohesion on the mechanical behavior of composites. Acta Mater., 53:4931–4942, 2005.
[45] Issam Doghri. Mechanics of Deformable Solids: Linear and Nonlinear, Analytical and Com-
putational Aspects. Springer, 2000.
[46] S. Govindjee and J. Simo. A micro-mechanically based continuum damage model for carbon
black-filled rubbers incorporating Mullin’s effect. Journal of the Mechanics and Physics of
Solids, 39:87–112, 1991.
[47] R. Masson, M. Bornert, P. Suquet, and A. Zaoui. An affine formulation for the prediction of
the effective properties of nonlinear composites and polycrystals. Journal of the Mechanics
and Physics of Solids, 48:1203–1227, 2000.
[48] H. Tan, Y. Huang, G. Ravichandran, H. M. Inglis, and P. H. Geubelle. The uniaxial tension
of particulate composite materials with nonlinear interface debonding. International Journal
of Solids and Structures, 44:1809–1822, 2007.
[49] Jay J. Patel. Deterministic and stochastic analysis for debonding of fibrous composites us-
ing micromechanics modeling. Master’s thesis, University of Illinois at Urbana-Champaign,
2009.
[50] N. I. Muskhelishvili. Some basic problems of the mathematical theory of elasticity. P. No-
ordhoff Ltd, 1953.
[51] O. Lopez-Pamies and P. Ponte Castan˜eda. On the overall behavior, microstructure evolution,
and macroscopic stability in reinforced rubbers at large deformations: I - Theory. J. Mech.
Phys. Solids, 54:807–830, 2006.
[52] O. Lopez-Pamies and P. Ponte Castan˜eda. On the overall behavior, microstructure evolution,
and macroscopic stability in reinforced rubbers at large deformations: II - Application to
cylindrical fibers. J. Mech. Phys. Solids, 54:831–863, 2006.
[53] B. J. Lee and M. E. Mear. Stress concentration induced by an elastic spheroidal particle in a
plastically deforming solid. J. Mech. Phys. Solids, 47:1301–1336, 1999.
128
[54] N.-H. Tai, M.-K. Yeh, and J. H. Liu. Enhancement of the mechanical properties of carbon
nanotube/phenolic composites using a carbon nanotube network as the reinforcement. Car-
bon, 42:2735–2777, 2004.
[55] S. G. Mogilevskaya and S. L. Crouch. A Galerkin boundary integral method for multiple
circular elastic inclusions. Int. J. Numer. Meth. Engng, 52:1069–1106, 2001.
[56] V. I. Kushch, S. V. Shmegera, and V. A. Buryachenko. Interacting elliptic inclusions by the
method of complex potentials. International Journal of Solids and Structures, 42:54915512,
2005.
[57] V. I. Kushch, S. V. Shmegera, and V. A. Buryachenko. Elastic equilibrium of a half plane
containing a finite array of elliptic inclusions. International Journal of Solids and Structures,
43:34593483, 2006.
[58] I. Tsukrov and J. Novak. Effective elastic properties of solids with two-dimensional inclu-
sions of irregular shapes. International Journal of Solids and Structures, 41:6905–6924,
2003.
[59] J. Wang, S. G. Mogilevskaya, and S. L. Crouch. A numerical procedure for multiple circu-
lar holes and elastic inclusions in a finite domain with a circular boundary. Computational
Mechanics, 32:250–258, 2003.
[60] D.-H. Chen and S. Nakamichi. Stress intensity factors for an interface crack along an elliptical
inclusions. International Journal of Fracture, 82:131–152, 1996.
[61] H. Shen, P. Schiavone, C. Q. Ru, and A. Mioduchowski. An elliptic inclusion with imperfect
interface in anti-plane shear. Int. J. Solids Struct., 37:4557–4575, 2000.
[62] H. Shen, P. Schiavone, and S. Potapenko. Thermal behavior of an elliptic inhomogeneity
surrounded by a compliant interphase layer. Mech. Mater., 37:663–675, 2005.
[63] S. G. Mogilevskaya and S. L. Crouch. A Galerkin boundary integral method for multiple
circular elastic inclusions with homogeneously imperfect interfaces. International Journal of
Solids and Structures, 39:4723–4746, 2002.
[64] D. W. Schmid and Y. Y. Podladchikov. Analytical solutions for deformable elliptical inclu-
sions in general shear. Geophys. J. Int., 155:269–288, 2003.
[65] K. Bertoldi, D. Bigoni, and W. J. Drugan. A discrete-fibers model for bridged cracks and
reinforced microvoids. Journal of the Mechanics and Physics of Solids, 55:1016–1035, 2007.
[66] David Bateman John W. Eaton and Sren Hauberg. GNU Octave Manual Version 3. Network
Theory Limited, 2008.
[67] S. Mesarovic and J. Padbidri. Minimal kinematic boundary conditions for simulations of
disordered microstructures. Philos. Mag., 85(1):65–78, 2005.
[68] R. Pyrz. Correlation of microstructure variability and local stress field in two-phase materials.
Materials Science and Engineering A, 177:253–259, 1994.
129
[69] J. Zeman and M. Sˇejnoha. Numerical evaluation of effective elastic properties of graphite
fiber tow impregnated by polymer matrix. J. Mech. Phys. Solids, 49:69–90, 2001.
[70] N. C. Kumar, K. Matousˇ, and P. H. Geubelle. Reconstruction of periodic unit cells of mul-
timodal random particulate composites using genetic algorithms. In press. Computational
Materials Science, 42:352–367, 2008.
[71] J. L. Lions. Some Methode in the Mathematical Analysis of Systems and their Control. Gor-
don and Breach, Science Publishers, Inc., New York, 1981.
[72] O. van der Sluis, P. J. G. Schreurs, W. A. M. Brekelmans, and H. E. H. Meijer. Overall
behaviour of heterogeneous elastoviscoplastic materials: effect of microstructural modelling.
Mechanics of Materials, 32:449–462, 2000.
[73] Thomas E. Lacy, David L. McDowell, and Ramesh Talreja. Gradient concepts for evolution
of damage. Mechanics of Materials, 31:831–860, 1999.
[74] I. M. Gitman, H. Askes, and L. J. Sluys. Representative volume: Existence and size determi-
nation. Engineering Fracture Mechanics, 74:2518–2534, 2007.
[75] J. F. W. Bishop and R. Hill. A theory of the plastic distortion of a polycrystalline aggregate
under combined stresses. Philos. Mag., 42:414–427, 1951.
[76] A. L. Gurson. Continuum theory of ductile rupture by void nucleation and growth: Part
I—Yield criteria and flow rules for porous ductile media. ASME Journal of Engineering
Materials and Technology, 99:2–15, 1977.
[77] D. V. Kubair and P. H. Geubelle. Comparative analysis of extrinsic and intrinsic cohesive
models of dynamic fracture. International Journal of Solids and Structures, 40:3853–3868,
2003.
[78] G. M. Knott, T. L. Jackson, and J. Buckmaster. Random packing of heterogeneous propel-
lants. AIAA Journal, 39(4):678–686, 2001.
[79] P. H. Geubelle, H. M. Inglis, J. D. Kramer, J. J. Patel, N. C. Kumar, and H. Tan. Multiscale
modeling of dewetting damage in highly filled particulate composites. In Proceedings of the
Multiscale and Functionally Graded Materials Conference, Hawaii, October 15 - 18, 2006.
[80] R. M. Christensen. A critical evaluation for a class of micro-mechanics models. J. Mech.
Phys. Solids, 38(3):379–404, 1990.
[81] M. G. Kulkarni, K. Matousˇ, and P. H. Geubelle. Coupled multi-scale cohesive modeling of
failure in heterogeneous adhesives. International Journal for Numerical Methods in Engi-
neering, 84:916–946, 2010.
[82] E. Denneman, R. Wu, E. P. Kearsley, and A. T. Visser. Discrete fracture in high performance
fiber reinforced concrete materials. Engineering Fracture Mechanics, 78:2235–2245, 2011.
130
[83] J. W. Ju and K. Yanase. Micromechanical elastoplastic damage mechanics for elliptical fiber-
reinforced composites with progressive fiber debonding. International Journal of Damage
Mechanics, 18:639–668, 2009.
[84] B. W. Xu, J. W. Ju, and H. S. Shi. Progressive micromechanical modeling for pullout energy
of hooked-end steel fiber in cement composites. International Journal of Damage Mechanics,
20:922–938, 2011.
[85] B. Chen and J. R. G. Evans. Impact strength of polymer-clay nanocomposites. Soft Matter,
5:3572–3584, 2009.
[86] N. Sheng, M. C. Boyce, D. M. Parks, G. C. Rutledge, J. I. Abes, and R. E. Cohen. Multiscale
micromechanical modeling of polymer/clay nanocomposites and the effective clay particle.
Polymer, 45:487–506, 2004.
[87] John H. Mathews and Russell W. Howell. Complex Analysis for Mathematics and Engineer-
ing. Wm C. Brown Publishers, 1996.
131
