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Abstract
The aim of this paper is to investigate some general properties of common zeros of orthogonal polynomi-
als in two variables for any given region D ⊂R2 from a view point of invariant factor. An important result
is shown that if X0 is a common zero of all the orthogonal polynomials of degree k then the intersection of
any line passing through X0 and D is not empty. This result can be used to settle the problem of location of
common zeros of orthogonal polynomials in two variables. The main result of the paper can be considered
as an extension of the univariate case.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Π2 be the space of all polynomials in two variables, Π2n the subspace of polynomials of
total degree  n in two variables. Let D ⊂R2 be a given simply connected and bounded region,
and ρ(x, y) a weight function on D. Let {ωn0 ,ωn1 , . . . ,ωnn}∞n=0 be an orthogonal polynomial basis
of Π2 related to ρ(x, y) on D.
In general, a zero of a polynomial in two variables can be either a single point or an algebraic
curve on the plane. To extend the theory in one variable to several variables, common zeros of
orthogonal polynomial are introduced. A common zero of a set of polynomials is a zero for every
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extended, such as their being real and simple (cf. [1]). However, the location of the common
zeros remains unknown yet. In the univariate case, it is well known that all of the zeros of any
orthogonal polynomial on [a, b] are located in the interior of the interval [a, b]. This leads to
some interesting questions concerning the common zeros location as follows:
• Are the common zeros of ωn0 ,ωn1 , . . . ,ωnn located in the interior of D?• If the answer to the first question is not always yes, then what kind of conclusion holds on
the location of the common zeros?
It is easy to see that the conclusion of front to the first question is not always true. For example,
let D = {(x, y) | 1  x2 + y2  2} and ρ(x, y) = 1, then (0,0) is a common zero of all the
orthogonal polynomials with odd degree. But it is obvious that (0,0) is not in D.
In the following we will see that there exists a set only dependent on D such that all the
common zeros are located in this set.
For convenience, if X0 is a common zero of ωk0,ω
k
1, . . . ,ω
k
k , then we call it a zero of
−→ωk with
−→ωk = {ωk0,ωk1, . . . ,ωkk}.
To find the location of the common zeros, we shall introduce some basic notations, definitions
and results.
Definition 1. [3] For a −→ωk = (ωk0,ωk1, . . . ,ωkk),
Δ
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is said to be an invariant factor in y.
Similarly, we can define the corresponding invariant factor in x (see [3]). The invariant factor
plays an important role in our following research. We now show some properties of the invariant
factor as follows:
Theorem 2. [3,4]
(a) Δyk(x) is a polynomial in x, independent of y. Furthermore, up to a constant multiple, Δyk(x)
depends on the region D and the weight function ρ(x, y) and is independent of the collection
of orthogonal polynomial vector −→ωk .
(b) x0 is a root of Δyk(x) = 0 if and only if there exists an orthogonal polynomial of degree k
such that x − x0 | pk(x, y).
We have presented the proof of the first part of the theorem in [3], but the proof of the second
is not given. For the completeness of the proof, in what follows we give a simple proof of the
second part of the theorem.
Proof. Using Taylor expansion formulas ωk(x, y), we havei
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It follows from the properties of the invariant factor that Δyk(x0) = det[δyk (x0, y)] = det[δyk (x0,0)].
Hence, Δyk(x0) = 0 if and only if δyk (x0,0) is singular. Furthermore, δyk (x0,0) is singular is equiv-
alent to ωk0(x0, y),ω
k
1(x0, y), . . . ,ω
k
k(x0, y) are linearly dependent.
On the other hand, ωk0(x0, y),ω
k
1(x0, y), . . . ,ω
k
k(x0, y) are linearly dependent, if and only if
there exists a series of real numbers c0, . . . , ck such that
c0ω
k
0(x0, y) + c1ωk1(x0, y) + ckωkk(x0, y) = 0
where c20 +· · ·+ c2k = 0. Thus pk(x, y) = c0ωk0(x, y)+ c1ωk1(x, y)+ ckωkk(x, y) is an orthogonal
polynomial of degree k satisfying x − x0 | pk(x, y), which completes the proof. 
In what follows, we will denote Δyk(ρ(x, y),D,x) instead of Δ
y
k(x). Let X0 = (x0, y0) be
a common zero of all the orthogonal polynomials of degree k, then x0 is a zero of Δyk(x) which
follows from the definition of the invariant factor. Thus, by Theorem 2, there exists an orthogonal
polynomial pk(x, y) of degree k such that x − x0 | pk(x, y). In fact, we have much nicer result
concerning the common zeros.
Theorem 3. Let l(x, y) = 0 be a line passing through X0, then there exists an orthogonal poly-
nomial pk(x, y) such that l(x, y) | pk(x, y).
To prove the above theorem, we need the following lemmas.
Lemma 4. Let
T :D → D′, (x, y) → (u, v) = (l(x, y), l⊥(x, y))
be a linear map, where l⊥(x, y) = 0 is a vertical line of l(x, y) = 0. Write its converse map as
follows:
T −1 :D′ → D, (u, v) → (x, y) = (l−1(u, v), l−⊥(u, v)).
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to ρ(x, y) on D, then ωk0(l
−1(u, v), l−⊥(u, v)),ωk1(l−1(u, v), l−⊥(u, v)), . . . ,ω
k
k(l
−1(u, v),
l−⊥(u, v)) must be also a basis of orthogonal polynomials of degree k related to ρ(l−1(u, v),
l−⊥(u, v)) on D′. Furthermore, X0 is a zero of −→ωk(x, y) if and only if T (X0) is a zero of−→ωk(l−1(u, v), l−⊥(u, v)).
The proof of Lemma 4 is very straightforward and omitted. Now we will present our proof of
Theorem 3.
Proof of Theorem 3. In this proof, all the notations denote the same meaning as in Lemma 4,
and l(x, y), l⊥(x, y) both vanish at X0.
By Lemma 4, we know that ωk0(l
−1(u, v), l−⊥(u, v)),ωk1(l−1(u, v), l−⊥(u, v)), . . . ,
ωkk(l
−1(u, v), l−⊥(u, v)) must be a basis of orthogonal polynomials of degree k related
to ρ(l−1(u, v), l−⊥(u, v)) on D′. Thus we can compute the corresponding invariant factor
Δvn(ρ(l
−1(u, v), l−⊥(u, v)),D,u) as Definition 1. We see that (0,0) is a zero of −→ωk(l−1(u, v),
l−⊥(u, v)), since X0 is a zero of −→ωk(x, y), and thus 0 is a zero of Δvk(ρ(l−1(u, v), l−⊥(u, v)),
D,u). Hence, it follows from Theorem 2 that there must exist an orthogonal polynomial pk(u, v)
of degree k such that u | pk(u, v). Write pk(u, v) = u ·qk−1(u, v), where degqk−1(u, v) = k −1.
By using Lemma 4 again, pk(l(x, y), l⊥(x, y)) is also an orthogonal polynomial of degree k
related to ρ(x, y) on D. On the other hand,
pk
(
l(x, y), l⊥(x, y)
)= l(x, y) · qk−1(l(x, y), l⊥(x, y))
which implies l(x, y) | pk(l(x, y), l⊥(x, y)). The proof is completed. 
Now we can present our main result about the common zero location.
Theorem 5. Denote by conv(D) the convex closed hull of D. If X0 is a zero of −→ωk(x, y), then
X0 ∈ conv(D) (see Fig. 1).
Before giving the proof, we will state two lemmas first.
Lemma 6. [2] Suppose that D ⊂ R2 is a simply connected bounded region, and ρ(x, y) a non-
negative weight function on D. pm(x, y) is an orthogonal polynomial of degree m related to
ρ(x, y) on D. If
Fig. 1.
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m = m1 + m2 + · · · + ms, mi  1, i = 1, . . . , s,
where pmi (x, y) is irreducible over R, then
(1) All the pmi (x, y) are distinct.
(2) For each i the intersection of the curve pmi (x, y) = 0 with the interior of D is nonempty.
Lemma 7. [5] Let S ⊂R2 be a nonempty convex closed set, and y ∈R2 − S, then there exists a
vector p = 0 and a real number α such that
pT y > α and pT x  α, ∀x ∈ S.
Proof of Theorem 5. Suppose X0 = conv(D). It follows from Lemma 7 that there exists a line
l(x, y) = 0 and a real number α such that
l(X0) > α and l(x, y) α, ∀(x, y) ∈ conv(D).
We see that l(x, y) − l(X0) = 0 is a line vanishing at X0. Furthermore, for all (x, y) ∈ D, we
have
l(x, y) − l(X0) α − l(X0) < l(X0) − l(X0) = 0
which implies that the intersection of the line l(x, y)− l(X0) = 0 and the interior of D is empty.
Hence, l(x, y) − l(X0) cannot be a factor of any orthogonal polynomial of degree k, which
contradicts Theorem 3. The theorem is proved. 
As a special case, we have
Corollary 8. If D is a convex set, then all the common zeros of orthogonal polynomials of degree
k (k  1) lie on D where D is the closed collection of D.
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