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Abstract: Microfluidic biochips are devices that are designed for high throughput screening
and hybridization in genomics, protein profiling in proteomics, and cell analysis in cyto-
metry. They are used in clinical diagnostics, pharmaceutics and forensics. The biochips
consist of a lithographically produced network of channels and reservoirs on top of a glass
or plastic plate. The idea is to transport the injected DNA or protein probes in the amount
of nanoliters along the network to a reservoir where the chemical analysis is performed.
Conventional biochips use external pumps to generate the fluid flow within the network. A
more precise control of the fluid flow can be achieved by piezoelectrically agitated surface
acoustic waves (SAW) generated by interdigital transducers on top of the chip, traveling
across the surface and entering the fluid filled channels. The fluid and SAW interaction
can be described by a mathematical model which consists of a coupling of the piezoelectric
equations and the compressible Navier-Stokes equations featuring processes that occur on
vastly different time scales. In this contribution, we follow a homogenization approach in
order to cope with the multiscale behavior of the coupled system that enables a separate
treatment of the fast and slowly varying processes. The resulting model equations are the
basis for the numerical simulation which is taken care of by implicit time stepping and
finite element discretizations in space. Finally, the need for a better efficiency and cost
effectiveness of the SAW driven biochips in the sense of a significant speed-up and more
favorable reliability of the hybridization process requires an improved design which will
also be addressed in this contribution. In particular, the challenge to deal with the resul-
ting large scale optimal control and optimization problems can be met by the application of
projection based model reduction techniques.
1. INTRODUCTION
Microfluidics is the science dealing with the beha-
vior, precise control, and manipulation of fluids in
the sub-millimeter scale. We are all familiar with
the revolution brought to us by the advancement in
microelectronics in our day to day life by providing,
smaller, cheaper, and highly efficient devices. One
should expect microfluidic sciences to follow the
same path.
In life sciences, a popular concept is “labs-on-a-
chip” which is defined as chip-based miniature la-
boratories that can be controlled electronically. Mi-
crofluidic biochips represent an important example
(cf. Fig. (1)). The miniaturized chip laboratories are
able to perform complex tasks within a few micro-
meters for which usually a full-size laboratory is
required. Often only a very tiny amount of sam-
ple is available, e.g., in forensics and in gene ex-
pression profiling analysis. Microfluidic biochips
are used in pharmaceutical, medical, and forensic
applications for high throughput screening, geno-
typing, and sequencing in genomics, protein pro-
filing in proteomics, and cytometry in cell analysis
[88, 90, 101].
Fig. (1): Microfluidic biochip placed on a substrate
They provide a much better sensitivity and a greater
flexibility than traditional approaches. More impor-
tantly, they give rise to a significant speed-up of the
hybridization processes and allow the in-situ inves-
tigation of these processes at an extremely high time
resolution. This can be achieved by integrating the
fluidics on top of the chip by means of a lithograph-
ically produced network of channels and reservoirs
(cf. Fig. (2)).
Fig. (2): Microfluidic biochip
The idea is to inject a DNA or protein containing
probe and to transport it in the fluid to a reservoir
where a chemical analysis is performed. The fluid
flow can be taken care of by external pumps which,
however, do not guarantee a very precise control of
the fluid flow and are subject to wear. A new genera-
tion of biochips is based on a surface acoustic waves
(SAW)-driven fluid flow [45, 56, 104, 105, 108].
Surface acoustic waves are generated by interdigital
transducers (IDT), well-known from Micro-Electro-
Mechanical Systems (MEMS). An IDT, which is at-
tached to a chip holder (cf. Fig (3)) is placed on
top of the substrate. The chip holder holds an RF-
input connection for receiving the high frequency
signal produced by the signal generator. This high
frequency signal (around 100 MHz) causes the IDT
to excite and launch SAWs.
Fig. (3): Interdigital Transducer (IDT) on a substrate
The SAWs propagate through the base of the device
with amplitudes in the range of nanometers and en-
ter the fluid-filled microchannels creating sharp jets
(cf. Fig. (4)). This happens within nanoseconds.
Fig. (4): Sharp jet created by surface acoustic waves
In the microchannels, the SAW get significantly
damped so that an almost stationary fluid pattern
emerges which is called acoustic streaming. This re-
laxation process occurs on a time scale of millisec-
onds. We are thus faced with a multiscale, multi-
physics problem whose mathematical modeling and
numerical simulation represents a significant chal-
lenge. The multiscale character of the problem can
be appropriately taken care of by a homogenization
approach. Following [3, 4, 71], after homogeniza-
tion we obtain a linearized compressible Navier-
Stokes equation and a compressible Stokes system.
Other challenging problems are various optimiza-
tion issues such as the optimal design of the mi-
crochannels in order to achieve a maximum pum-
ping rate or the design of pressure-driven capillary
barriers between the channels and the reservoirs to
guarantee a precise filling of the reservoirs with the
probes (cf. Fig. (5)).
Fig. (5): Pressure-driven capillary barriers between
microchannels and reservoirs
This amounts to the solution of a shape optimiza-
tion problem where the mathematical model for
the acoustic streaming consists of the compressible
Stokes system. For the efficient solution of the op-
timal design problems, we have developed an adap-
tive multilevel interior-point method of barrier type
featuring a predictor-corrector continuation method
with an adaptive choice of the barrier parameter
along the barrier path. The prediction step relies
on a nested-iteration type tangent continuation, and
the correction step is a Newton-multigrid method for
the KKT system. Despite the fact that this approach
leads to a considerable reduction in the computa-
tional work compared to more standard optimiza-
tion strategies, the amount of computational time is
still significant, and there is a need for further reduc-
tions. Such reductions can be achieved by model re-
duction based optimization methods using reduced
order models for the underlying state equations
generated, e.g., by Proper Orthogonal Decomposi-
tion (POD), Balanced Truncation Model Reduction
(BTMR), Krylov subspace methods, or reduced ba-
sis methods (cf., e.g., [11, 13, 17, 19, 26, 27, 35, 42,
46, 49, 51, 52, 72, 73, 74, 75, 80, 82, 89, 102, 111]).
In this contribution, we provide a survey on the
mathematical modeling, analysis, numerical simu-
lation, and optimal design of SAW driven microflu-
idic biochips based on recent results by the authors.
In particular, in section 2 we will address in de-
tail the multiphysics and multiscale aspects with re-
gard to a proper modeling of the operational beha-
vior of such biochips. Section 3 is devoted to the
analysis of the model equations as given by a cou-
pled system consisting of the linearized equations of
piezoelectricity and the compressible Navier-Stokes
equations, whereas section 4 deals with the deve-
lopment and implementation of efficient algorithmic
tools for the numerical simulation [3, 4, 47]. The op-
erational behavior can be substantially improved by
optimal design. This amounts to shape optimization
problems associated with the underlying acoustic
streaming subproblem featuring bilateral constraints
on the design variables. In section 5, we are con-
cerned with the numerical solution of such problems
using primal-dual interior-point methods by means
of a path-following continuation method with an
adaptive choice of the continuation parameter along
the barrier path [5, 9, 10, 63]. Significant savings
in computational time can be further achieved by
model reduction based optimization which is real-
ized by a combination of domain decomposition and
balanced truncation [2, 6, 7, 8].
2 Modeling
2.1. Piezoelectricity
The direct piezoelectric effect in piezoelectric mate-
rials is a process characterized by the internal gene-
ration of electrical charge due to an applied mecha-
nical force, whereas the reverse piezoelectric effect
means the internal generation of a mechanical force
resulting from an applied electrical field. The origin
of the direct and reverse piezoelectric effect is re-
lated to an asymmetry in the unit cell of a piezoelec-
tric crystal and can be observed only in materials
with a polar axis. This means that in face of a rota-
tional symmetry around the polar axis differences in
the two directions of this axis can be observed (see
Fig. (6)).
Fig. (6): Polar axis of a piezoelectric crystal
In crystallography, there are thirty-two classes of
crystals. Twenty among them exhibit the piezo-
electric effect. Fig. (7) (right) shows a traditional
PZT (lead zirconate titanate) piezoelectric material
consisting of a small, tetravalent metal ion, usually
titanium or zirconium, in a lattice of larger diva-
lent metal ions, usually lead or barium, and O2-
ions. Such materials show a simple cubic symmetry
above the Curie temperature and are thus isotropic
before poling. After poling, they exhibit a tetrago-
nal symmetry below the Curie temperature (see Fig-
ure (7) (right). Above this temperature, they lose the
piezoelectric properties again.
Fig. (7): Crystallographic structure of a PZT mate-
rial: Temperature above (left) and below (right) the
Curie point
The magnitudes of piezoelectric voltages or forces
are small and often require amplification. For ex-
ample, a typical disc of piezoelectric ceramic will
increase or decrease in thickness by only a small
fraction of a millimeter. Nevertheless, piezoelectric
materials have been adapted to a wide range of ap-
plications: The direct piezoelectric effect is used in
sensing applications such as force or displacement
sensors. The inverse piezoelectric effect is used in
actuation applications, for instance in motors and
devices that precisely control positioning, and in
generating sonic and ultrasonic signals. Standard
piezoelectric materials are quartz (SiO2), lithium
niobate (LiNbO3), or barium titanate (BaTiO3).
In the sequel, we will consider a linear model for
piezoelectricity in which the elastic, piezoelectric,
and dielectric coefficients are treated as constants in-
dependent of the magnitude and the frequency of the
applied mechanical stresses and the electric fields.
The model is macroscopic in the sense that only
mean values of the relevant physical magnitudes are
incorporated. Real materials involve microscopic
effects as well as mechanical and electric dissipa-
tion and nonlinear behavior. For a thorough discus-
sion we refer to [40, 79] and the references therein.
In piezoelectric materials, the mechanical stress σ
depends linearly on the electric field E, in contrast
to non-piezoelectric materials where the effect is
quadratic.
We refer to Ω ⊂ Rd ,d = 2 or d = 3 as a Lipschitz
domain and to [0,T ] ⊂ R+ as a time interval. The
mechanical displacement u = u(x, t) of a piezoelec-
tric material of density ρ in Ω that is exposed to a
volume force b can be described by the wave equa-
tion
ρ
∂ 2u
∂ t2
− ∇ ·σ = b in Q := Ω× [0,T ]. (1)
Here, σ = (σi j) stands for the stress tensor which is
related to the linearized strain tensor ε(u) = (∇u+
(∇u)T )/2 by the generalized Hooke’s law
σi j(u,E) = ci jklεkl(u) − eki jEk . (2)
Here, E denotes the electric field, c = (ci jkl) is the
symmetric, positive definite forth-order elasticity
tensor and e = (eki j) refers to the symmetric third-
order piezoelectric tensor. Note that here and in the
sequel we adopt Einstein’s summation convention.
In piezoelectric materials, the frequency of the oc-
curring electric field wave is considered so small
that the coupling of electromagnetic waves and elas-
tic waves can be neglected. In other words, local
perturbations in the electromagnetic field are felt al-
most instantaneously throughout the domain. Con-
sequently, the electric field can be treated as quasi-
static. In the model, this can be achieved by setting
the magnetic permeability µ to zero which corre-
sponds to an infinite speed of the electromagnetic
wave. Maxwell’s second equation then reduces to
∇∧E = 0. Hence, the electric field is irrotational
and can be represented as the gradient of a scalar
electric potential Φ according to
E =−∇Φ. (3)
The known electric field E determines the magnetic
field H via Maxwell’s first equation. However, in
general, the magnetic field is not of interest in piezo-
electric applications and is therefore not considered
further. Further, piezoelectric substrates are nearly
perfect insulators, i.e., the density of the free electric
charges and the current density can be completely
neglected. Consequently, the only relevant Maxwell
equation is ∇ ·D = 0 with D = D(x, t) denoting the
electric displacement that is related to the electric
field E by the constitutive equation
D = εE+P. (4)
Here, P is the electric polarization and ε = (εi j)
stands for the symmetric, positive definite permit-
tivity tensor. In piezoelectric materials, the polariza-
tion according to external strain is linear. In analogy
to the inverse effect (2), we set
Di(u,E) = eiklεkl(u)+ εi jE j . (5)
Summarizing, the linear field equations of piezo-
electricity are given by
ρ
∂ 2ui
∂ t2
− ci jkl uk,l j− eki j Φ,k j = bi in Q , (6)
eikl uk,li − εi j Φ, ji = 0 in Q, (7)
and the constitutive equations
σi j(u,Φ) = ci jklεkl(u) + eki jΦ,k , (8)
Di(u,Φ) = eiklεkl(u) − εi jΦ, j . (9)
The boundary ∂Ω is partitioned into two disjoint
sets according to
∂Ω = Γu ∪ Γσ , Γσ = ∂Ω\Γu ,
∂Ω = ΓΦ ∪ ΓD , ΓD = ∂Ω\ΓΦ ,
where the Dirichlet boundaries Γu and ΓΦ are as-
sumed to be closed and with non-vanishing d− 1-
dimensional measure. The piezoelectric equations
are supplemented by the decoupled boundary con-
ditions
u|Γu = uΓ , σ ·n|Γσ = σn, (10a)
Φ|ΓΦ = ΦΓ , D ·n|ΓD = Dn, (10b)
and by the initial conditions
u(x,0) = u0(x) ,
∂u
∂ t
(x,0) = u1(x) . (11)
Sometimes, it is useful to adopt a compressed nota-
tion for the piezoelectric moduli, the Voigt notation
(see, e.g., [40, 79]). By utilizing the symmetry pro-
perties of the third- and forth-order tensors they can
be reduced to higher dimensional second-order ma-
trices. To this end, we use the identification I = (i j),
where
(i j) (11) (22) (33) (23) (13) (12)
I 1 2 3 4 5 6
i.e., cIK = ci jkl , eiK = eikl and εI = εi j. With this no-
tation, the characteristic properties of a linear piezo-
electric substrate are completely determined by the
material matrix
(
cIK eTiK
eiK εi j
)
=

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66


e11 e21 e31
e12 e22 e32
e13 e23 e33
e14 e24 e34
e15 e25 e35
e16 e26 e36

e11 e12 e13 e14 e15 e16e21 e22 e23 e24 e25 e26
e31 e32 e33 e34 e35 e36
 ε11 ε12 ε13ε12 ε22 ε23
ε13 ε23 ε33


where the matrices cIK and εi j are symmetric with
respect to the main diagonal. Hence, there are
21 + 18 + 6 = 45 independent moduli for the most
general piezoelectric substrates.
The piezoelectric material used for the SAW chip in
our calculations is lithium niobate (LiNbO3). Usu-
ally, one is interested in very large monocrystals
appearing only randomly in nature. However, so-
phisticated production procedures for all technolo-
gically relevant materials are at hand. Depending on
the cut used for the special device the monocrystals
are sawed. For details concerning production pro-
cedures, natural appearances and the material con-
stants stated here we refer to [110] and the refer-
ences therein.
The material moduli are given here in a way such
that the coordinate x3-axis is identical with the polar
axis Z along which rotatory polarization occurs (the
crystallographic Z-axis). By convention, the crys-
tallographic axes are denoted by X,Y,Z, while the
coordinate axes are denoted by x1,x2,x3.
Lithium niobate is an extremely versatile crystal
material. It possesses a very high Curie temper-
ature and excellent piezoelectric coupling coeffi-
cients making it attractive for ultrasonic device ap-
plications. Lithium niobate possesses a number of
useful cuts that are extensively used in transducer
applications, e.g. YZ LiNbO3 (i.e. Y-axis crys-
tal cut, Z-axis propagation) or 128o rotated YX
c c11 c12 c13 c14 c33 c44 c66
1010 Nm2 20.3 5.3 7.5 0.9 24.5 6.0 7.5
e e15 = e24 e22 =−e21 e31 = e32 e33
C
m2 3.7 2.5 0.1 1.3
ε ε11 = ε22 ε33
10−12 Fm 749.0 253.2
Table 1: Material Moduli for 128o rotated YX
LiNbO3 (note that c11 = c22,c13 = c23,c14 =−c24 =
c56,c44 = c55 and e22 =−e16)
LiNbO3. Material moduli are given for room tem-
perature (20oC) in the following table:
The constants given here are for crystal geometries
coinciding with the coordinate planes. For some
technological reasons, different cuts of crystals are
preferred in practice, i.e. an coordinate transforma-
tion is realized by x¯
¯
= x¯
¯
(x
¯
). The material moduli in
the new coordinate system are then regained by the
tensor transformations
c¯i¯ j¯k¯l¯ = ci jkl
∂ x¯i¯
∂xi
∂x j
∂x j¯
∂ x¯k¯
∂xk
∂ xl
∂xl¯
, (12)
e¯i¯ j¯k¯ = ei jk
∂ x¯i¯
∂xi
∂ x¯ j¯
∂x j
∂xk
∂xk¯
, (13)
ε¯i¯ j¯ = εi j
∂ x¯i¯
∂xi
∂x j
∂x j¯
. (14)
Usually, a simple rigid rotation is undertaken, i.e.,
the coordinate transformation is linear, x¯
¯
= T
¯
x
¯
, and
∂ x¯i¯
∂xi
= Ti¯i represent the direction cosines between the
two frames of reference.
In this setting, the relationship between the so-called
crystallographic fundamental orthogonal system of
axes X,Y,Z and the coordinate axes x1,x2,x3 must
be known. Note that there are piezoelectric mate-
rials where the orientations of the crystallographic
unit cell axes do not align with the fundamental co-
ordinate system, but usually constants are given for
the fundamental coordinate system and we will not
consider such materials anyway.
In transducer design, there is a simple standardized
way [67] to provide this information: Here, the first
two letters (out of X,Y,Z) denote the initial plate
orientation, the first indicating the plate thickness,
the second the plate length before any rotations. The
remaining three symbols (t =thickness, w =width,
l=length) are used to indicate the plate edges used
for rotation, followed by a list of corresponding ang-
les (see Fig. (8) (left) for a YZ-plate and Fig. (8)
(right) for a rotated YZw−φ plate).
XY
Z
X
Y
Z
w
l
t
f
X
Y
Z
w
l
t
Fig. (8): Piezoelectric plate in crystallographic
X,Y,Z coordinate system; YZ orientation (left) and
YZw−φ orientation (right)
2.2. Compressible Navier-Stokes
Equations
Due to the propagation of sound waves, compres-
sible effects dominate the SAW induced fluid flow
and hence, it has to be described by the compressible
Navier-Stokes equations. We denote by Ω2(t), t ∈
[0,T2], the time dependent domain occupied by the
fluid with boundary
Γ2(t) = Γ(t)2,D∪Γ(t)2,N ,
Γ2,D(t)∩Γ2,N(t) = /0,
where Γ2,D(t) stands for that part of the boundary
where the SAWs enter the microchannels. As a
model simplification, we neglect the impact of the
deflection of the walls of the microchannels on the
propagation of the SAWs so that the coupling bet-
ween the piezoelectric and the Navier-Stokes equa-
tions is unilateral. We denote by v and p the velocity
and the pressure, and we refer to ρ f ,η , and ξ as the
density of the fluid and the standard and bulk vis-
cosities. Then, the pair (v, p) satisfies the following
initial-boundary value problem
ρ f
(∂v
∂ t
+ v ·∇v)= ∇ ·σ , (15a)
∂ρ f
∂ t
+∇ · (ρ f v) = 0, (15b)
in Q2 := Ω2(t)× (0,T2),
v(·+u(·, t), t) = ∂u
∂ t
(·, t), (15c)
on Γ2,D(t), t ∈ (0,T2),
σn = 0 on Γ2,N(t) , t ∈ (0,T2) , (15d)
v(·,0) = v0, p(·,0) = p0 in Ω2(0) , (15e)
where σ = (σi j)di, j=1 with
σi j :=−p δi j +2ηεi j(v)+δi j(ξ −2η/3)∇ · v
in (15d). Since the deflection of the walls of the mi-
crochannels by the SAWs is approximately 10−9 m
compared to lengths, widths, and heights of the mi-
crochannels in the range of µm to mm, in the sequel
we will neglect the time dependence of Ω2.
The SAW induced fluid flow exhibits two different
time scales. When the SAWs enter the fluid filled
microchannels, sharp jets and vortices are created
within nanoseconds (cf. Fig. (4)). The SAWs propa-
gate along the channels and experience a significant
damping which results in a stationary flow pattern,
called acoustic streaming. This relaxation process
happens on a time scale of milliseconds. The mul-
tiscale character can be appropriately taken care of
by a homogenization approach. Following [3, 71],
we introduce a scale parameter ε > 0 which repre-
sents the maximum deflection of the walls of the mi-
crochannels, and we consider the asymptotic expan-
sions
ρ f = ρ f ,0 + ε ρ ′f + ε
2 ρ ′′f + O(ε
3) ,
v = v0 + ε v′ + ε2 v′′ + O(ε3) ,
p = p0 + ε p′ + ε2 p′′ + O(ε3) .
Collecting all terms of order O(ε), assuming v0 ≡ 0
(fluid at rest, if no SAW actuation), and setting
ρ f ,1 = ερ ′f ,v1 := εv′, p1 := ε p′, we find that the
triple (ρ f ,1,v1, p1) satisfies the linear system
ρ f ,0
∂v1
∂ t
− ∇ ·σ1 = 0 in Q2 , (16a)
∂ρ f ,1
∂ t
+ ρ f ,0 ∇ · v1 = 0 in Q2 , (16b)
v1 = g1 on Γ2,D, (16c)
σ1n = 0 on Γ2,N , (16d)
v1(·,0) = 0 , p1(·,0) = 0 in Ω2 , (16e)
where σ 1 = ((σ1)i j)di, j=1 , (σ1)i j := −p δi j +
2ηεi j(v1)+ δi j(ξ − 2η/3)∇ · v1 , g1 := ∂u/∂ t and
where p1 and ρ f ,1 are related by the constitutive
equation
p1 = c20 ρ f ,1 in Q2 . (17)
Here, c0 stands for the small signal sound speed in
the fluid. The system describes the propagation and
damping of the acoustic waves in the microchannels.
Collecting all terms of order O(ε2), neglecting the
time derivative with respect to the pressure, and per-
forming the time-averaging
〈w〉 := T−12
∫ t0+T2
t0
wdt,
we arrive at the compressible Stokes system
ρ0
∂v2
∂ t
−∇ ·σ 2 = 〈−ρ1 ∂v1∂ t −ρ0(∇v1)v1〉, (18a)
ρ0∇ · v2 = 〈−∇ · (ρ1v1)〉, (18b)
in Ω2× (0,T ],
v2 = g2 on ΓD× (0,T ], (18c)
σ2n = 0 on ΓN × (0,T ], (18d)
v2(·,0) = 0, p2(·,0) = 0 in Ω2, (18e)
where g2 :=−〈(∇v1)u〉 in (18c) and
σ2 = ((σ2)i j)2i, j=1, (σ2)i j :=−p2 δi j
+2ηεi j(v2)+δi j(ξ −2η/3)∇ · v2.
The density ρ2 can be obtained via the constitutive
equation
p2 = c20 ρ2 in Ω2× (0,T ] . (19)
The compressible Stokes system (18a)-(18e) is used
as a model for the acoustic streaming.
Remark 2.1 As a stationary version of (18a)-(18e)
we may drop the time derivative ∂v2∂ t and consider
the Stokes system
−∇ ·σ2 = 〈−ρ1 ∂v1∂ t −ρ0(∇v1)v1〉, (20a)
ρ0∇ · v2 = 〈−∇ · (ρ1v1)〉, (20b)
in Ω2× (0,T ],
v2 = g2 on ΓD× (0,T ], (20c)
σ2n = 0 on ΓN × (0,T ]. (20d)
ρ f (kg/m3) η (kg/(ms)) ξ (kg/(ms)) c0 (m/s)
1.0 ·103 1.002 ·10−4 7.97 ·10−4 1.484 ·103
Table 2: Microfluidic material data (water at 20o)
Table 2 contains relevant physical parameters for the
acoustic streaming problem.
3 Analysis
In the sequel, we adopt standard notation of
Lebesgue and Sobolev space theory (cf., e.g.,
[95]). We denote by L2(Ω) (L2(Ω)) the Lebesgue
space of square integrable complex valued func-
tions (vector fields) on Ω with inner product (·, ·)0,Ω
and norm ‖ · ‖0,Ω and by Hk(Ω) (Hk(Ω)) the
Sobolev space of complex valued square integrable
functions (vector fields) having square integrable
weak derivatives up to order k ∈ N with inner
product (·, ·)k,Ω and norm ‖ · ‖k,Ω. For Γ′ ⊆
∂Ω, we refer to H1/2(Γ′) (H1/2(Γ′)) as the trace
space associated with H1(Ω) (H1(Ω)). The sub-
space H10,Γ′(Ω) (H
1
0,Γ′(Ω)) stands for the subspace
of functions (vector fields) on Ω with vanishing
trace on Γ′ (omitting the subindex Γ′, if Γ′ =
∂Ω). Moreover, we denote by H1/200 (Γ
′)⊂ H1/2(Γ′)
(H1/200 (Ω) ⊂ H1/2(Γ′)) the subspace of functions
(vector fields) whose extension by zero to all of
∂Ω belongs to H1/2(∂Ω) (H1/2(∂Ω)) and defines a
bounded linear operator. The associated dual spaces
are referred to as H−1/2(Γ′) (H−1/2(Γ′)).
For the ease of notation, we set V :=H10,Γu(Ω),W :=
H10,ΓΦ(Ω) and denote by V
∗ and W ∗ the associated
dual spaces.
3.1. Piezoelectric Equations
The SAWs are usually excited by an interdigital
transducer located at ΓΦ which operates at some
fixed frequency ω > 0. The excitation is treated as a
Dirichlet boundary condition for the electric poten-
tial Φ. Under the assumption that there is no further
volume force b, the piezoelectric equations reduce
to
ρ
∂ 2ui
∂ t2
− ci jkl ∂
2uk
∂xl∂x j
− eki j ∂
2Φ
∂xk∂x j
= 0, (21)
eikl
∂ 2uk
∂xl∂xi
− εi j ∂
2Φ
∂x j∂xi
= 0. (22)
We are interested in time-harmonic solutions
u(x, t) = Re(u(x)exp(−ßωt)) , (23)
Φ(x, t) = Re(Φ(x)exp(−ßωt)) (24)
with complex valued functions u and Φ. The elastic
and electric Dirichlet and Neumann boundary data
are given according to
uΓ ∈H1/2(Γu), ΦΓ ∈ H1/2(ΓΦ),
σn ∈H− 12 (Γσ ), Dn ∈ H− 12 (ΓD).
We introduce the subspaces
VΓu := V + EΓu(uΓ), (25a)
WΓΦ :=W + EΓΦ(ΦΓ), (25b)
where
EΓu : H
1/2(Γu)→H1(Ω),
EΓΦ : H
1/2(ΓΦ)→ H1(Ω)
are uniquely defined extension operators, and we
refer to RΓσ : H1(Ω) → H−1/2(Γσ ) and RΓD :
H1(Ω)→ H−1/2(ΓD) as trace operators.
The variational formulation of the problem of piezo-
electrically actuated SAWs then reads: Find u∈VΓu
and Φ ∈WΓΦ such that for all v ∈ V and ψ ∈W
a(u,v)+b(Φ,v) (26a)
−ω2(u,v)0,Ω = < σn,v >,
b(ψ,u)− c(Φ,ψ) = < Dn,ψ > . (26b)
Here, a,b and c stand for the sesquilinear forms
a(v,w) :=
∫
Ω
ci jkl εkl(v)εi j(w) dx ,
b(ϕ,v) :=
∫
Ω
eki j
∂ϕ
∂xk
εi j(v) dx ,
c(ϕ,ψ) :=
∫
Ω
εi j
∂ϕ
∂xi
∂ψ
∂x j
dx,
where v,w ∈ H1(Ω),ϕ ,ψ ∈ H1(Ω) and w,ψ de-
notes complex conjugation. Moreover, < ·, · >
refers both to the dual pairing between H−1/2(Γσ )
and H1/200 (Γσ ) and to the dual pairing between
H−1/2(ΓD) and H
1/2
00 (ΓD).
The above sesquilinear forms define linear operators
A : H1(Ω)→V∗, B : H1(Ω)→V∗ and C : H1(Ω)→
W ∗ so that the operator theoretic form of (26a),(26b)
is given by: Find u ∈ V and Φ ∈W such that
(A−ω2I)u + BΦ = f , (28a)
B∗u − CΦ = g. (28b)
Here, I stands for the injection I : V → V∗, and the
right-hand sides f ∈ V∗,g ∈W ∗ are given according
to
f := R∗Γσ (σn)− (A−ω2I)EΓu(uΓ)−BEΓΦ(ΦΓ) ,
g := R∗ΓD(Dn)−B∗EΓu(uΓ)+CEΓΦ(ΦΓ) .
Lemma 3.1 The operators A, B and C are
bounded linear operators. Moreover, the operator
A is symmetric and V-elliptic, and the operator C is
symmetric and W-elliptic.
Proof: The continuity of A,B and C is obvious.
The symmetry of A follows from the symmetry of
the elasticity tensor c, and the V-ellipticity of A is
a direct consequence of the positive definiteness of
c and Korn’s inequality. Likewise, the symmetry of
C follows from the symmetry of the piezoelectric
tensor ε and the W -ellipticity can be deduced from
the positive definiteness of ε . ¤
Elimination of Φ from (28a),(28b) results in the
Schur complement system
Su−ω2Iu = F, (30)
where the Schur complement S : V → V∗ and the
right-hand side F are given by
S := A+BC−1B∗ (31)
and
F := f+BC−1g. (32)
Lemma 3.2 The Schur complement S is a bounded,
symmetric and V-elliptic linear operator. For the
the norm ‖S‖ and the ellipticity constant γS of S we
have the estimates
‖S‖ ≤ ‖A‖+ ‖B‖
2
γC
, γS ≥ γA, (33)
where γA and γC are the ellipticity constants of A
and C, respectively.
Proof: The symmetry of S is obvious. For v,w∈V
we have
< Sv,w > = < Av,w >+< C−1B∗v,B∗w >
≤
(
‖A‖+‖C−1‖‖B‖2
)
‖v‖1,Ω‖w‖1,Ω.
Hence, taking ‖C−1‖ ≤ γ−1C into account, this gives
the upper bound for ‖S‖ in (33). The lower bound
for γS can be readily deduced from
< Sv,v > = < Av,v >
+ < C−1B∗v,B∗v > ≥ γA ‖v‖21,Ω.
¤
By introducing the operator S−1R : L
2(Ω) → V ⊂
L2(Ω) according to
S−1R v := S
−1v, v ∈ L2(Ω), (34)
and rewriting (30) as
Su−ω2u =−ω2S
(
S−1R −ω−2
)
u = F, (35)
it can be shown that the following Fredholm alter-
native holds true.
Theorem 3.3 a) For ω2 ∈ R exactly one of the fol-
lowing alternatives holds true:
(i) u = 0 is the only solution of the eigenvalue pro-
blem Su = ω2Iu. In this case, for every F ∈ V∗ the
equation (S−ω2I)u = F admits a unique solution
u ∈ V depending continuously on F.
(ii) There is a finite number M of linearly inde-
pendent eigenfunctions u1, . . .uM satisfying Sum =
ω2Ium. In this case, if u solves (S−ω2I)u= F (i.e.,
if the equation is solvable), the general solution can
be obtained with arbitrary αm ∈ R by
u = u +
M
∑
m=1
αmum .
b) The spectrum of S consists of a sequence of coun-
tably many real eigenvalues 0 < ω21 < ω22 < .. . ten-
ding to infinity, i.e., lim j→∞ ω2j = ∞.
c) If ω2 ∈ R is an eigenvalue of S, the equation
(S−ω2I)u = F is solvable if and only if F ∈ (S−
ω2I)(V), i.e., iff F ∈ Ker(S−ω2I)0 where
Ker(S−ω2I)0 :=
{v∗ ∈ V∗ | < v∗,v >= 0 , v ∈ Ker(S−ω2I)} .
Proof: The operator S−1R (cf. (34)) is symmetric in
L2(Ω) which follows easily from the symmetry of
S. It is bounded, since for v ∈ L2(Ω)
γS‖S−1R v‖20,Ω ≤ γS‖S−1R v‖21,Ω
≤ < SS−1R v,S−1R v >= (v,S−1R v)0,Ω
≤ ‖v‖0,Ω‖S−1R v‖0,Ω.
Moreover, for a generalized eigenvalue ω2 6= 0 and
a corresponding eigenfunction u ∈V of S, the oper-
ator S−1R satisfies the inverse eigenvalue problem
S−1R u =
1
ω2
u. (36)
On the other hand, if u ∈ L2(Ω) satisfies (36), then
u ∈ V and u is an eigenfunction of S. Due to the
compactness of the embedding V ⊂ L2(Ω), the
operator S−1R is compact. Consequently, S
−1
R is
a compact self-adjoint endomorphism on L2(Ω).
Hence, in view of (35) the assertions can be deduced
from the Hilbert-Schmidt theory and the Fredholm
alternative (cf., e.g., [109]). ¤
3.2. Acoustic Streaming
For the weak formulation of the periodic linearized
compressible Navier-Stokes equations (16a)-(16e),
we introduce the function spaces
Vg1 := {v ∈ H1((0,T1);H−1(Ω))∩
L2((0,T1);H1(Ω)) | v|ΓD = g1},
W := H1((0,T1);L2(Ω)).
The weak formulation of (16a)-(16e) amounts to the
computation of (v1, p1) ∈ Vg1 ×W such that for all
w ∈H10,ΓD(Ω) and q ∈ L2(Ω)
〈ρ0 ∂v1∂ t ,w〉+a(v1,w)+b(p1,w) = 0, (37a)
(ρ−10 c
−2
0
∂ p1
∂ t
,q)0,Ω2 −b(q,v1) = 0, (37b)
v1(·,0) = 0, p1(·,0) = 0. (37c)
Here, 〈·, ·〉 stands for the respective dual pairing, and
the bilinear forms a(·, ·) and b(·, ·) are given by
a(v,w) := η
∫
Ω2
∇v : ∇wdx (38a)
+ (ξ +
η
3
)
∫
Ω2
∇ ·v∇ ·wdx ,
b(p,w) := −
∫
Ω2
p∇ ·wdx. (38b)
Theorem 3.4 For the solution of the variational
problem (37a)-(37c) there holds:
If g1 ∈ L2((0,T1);H1/200 (ΓD)), then there exists a
unique solution (v1, p1) ∈ Vg1 ×W of (37a)-(37c)
satisfying the stability estimate
‖(v1, p1)‖Vg1×W ≤CT1 ‖g1‖L2((0,T1);H1/200 (ΓD)), (39)
where CT1 > 0 is a constant depending on T1.
Proof: The existence can be shown by the Galerkin
method, whereas the uniqueness and the stability
estimate (39) can be derived using the ellipticity of
the bilinear form a(·, ·) and the fact that the bilinear
form b(·, ·) satisfies an inf-sup condition. ¤
On the other hand, setting
Vg2 := {v ∈ H1((0,T2);H−1(Ω))∩
L2((0,T2);H1(Ω)) | v|ΓD = g2},
W := H1((0,T2);L2(Ω)),
the weak formulation of the compressible Stokes
system (18a)-(18e) requires the computation of
(v2, p2) ∈ Vg2 ×W such that for all w ∈ H10,ΓD(Ω)
and q ∈ L2(Ω)
〈ρ0 ∂v2∂ t ,w〉+a(v2,w)
+b(p2,w) = (f,w)0,Ω, (40a)
b(q,v2) = ( f ,q)0,Ω, (40b)
v2(·,0) = 0, p2(·,0) = 0. (40c)
Here, the bilinear forms a(·, ·),b(·, ·) are as in
(38a),(38b), and the right-hand sides f, f are given
by
f := −〈ρ1 ∂v1∂ t +ρ0 (∇v1)v1〉,
f := −〈ρ−10 ∇ · (ρ1 v1)〉.
Theorem 3.5 If f ∈ L2(Ω), f ∈ L2(Ω), and g2 ∈
H1/200 (ΓD), the weak formulation (40a)-(40c) of the
compressible Stokes system admits a unique solu-
tion (v2, p2) ∈ Vg2 ×W. Moreover, there exists a
constant CT2 > 0 depending on T2 such that
‖(v2, p2)‖Vg2×W ≤ (41)
CT2
(
‖f‖0,Ω + ‖ f‖0,Ω + ‖g2‖H1/200 (ΓD)
)
.
Proof: The proof follows along the same lines as
that of Theorem 3.4. ¤
4 Numerics
4.1. Surface Acoustic Waves
We consider the case where the computational do-
main Ω ⊂ Rd is a polygonal resp. polyhedral do-
main. We assume Th(Ω) to be a simplicial triangu-
lation of Ω that aligns with Γu and Γφ and denote by
S(k)0,Γ′(Ω;Th(Ω)),k ∈N,Γ′ = Γu or Γ′ = ΓΦ the finite
element space of continuous functions vh : Ω → C
vanishing on Γ′ and satisfying vh|T ∈ Pk(T ),T ∈
Th(Ω), where Pk(T ) stands for the linear space of
complex valued polynomials of degree ≤ k on T ∈
Th(Ω). We approximate the space V of displace-
ments and the space W of electric potentials by
Vh := S
(k)
0,Γu(Ω;Th(Ω))
d , (42a)
Wh := S
(k)
0,ΓΦ(Ω;Th(Ω)) . (42b)
We refer to Ah : Vh → V∗h,Bh : Wh → V∗h and
Ch : Wh →W ∗h as the operators associated with the
sesquilinear forms a|Vh×Vh ,b|Wh×Vh and c|Wh×Wh .
These operators inherit their properties from their
continuous counterparts. In particular, Ah,Bh and
Ch are bounded linear operators. Moreover, Ah is
symmetric and Vh-elliptic, whereas Ch is symmetric
and Wh-elliptic having the same ellipticity constants
γA and γC. We further define fh ∈ V∗h and gh ∈W ∗h
by
< fh,uh > := < f,uh >, uh ∈ Vh,
< gh,Φh > := < g,Φh >, Φh ∈Wh.
The finite element approximation of (28) requires
the computation of uh ∈ Vh and Φh ∈Wh such that
(Ah−ω2Ih)uh+BhΦh = fh, (43a)
B∗huh−ChΦh = gh, (43b)
where Ih is the injection Ih : Vh → V∗h.
Static condensation of Φh results in the discrete
Schur complement system
(Sh−ω2s Ih)uh = Fh, (44)
where Fh := fh +BhC−1h gh, and the discrete Schur
complement Sh is given by
Sh := Ah+BhC−1h B
∗
h. (45)
Obviously, Sh as given by (45) is the Galerkin ap-
proximation of S, i.e.,
< Shvh,wh > = < Svh,wh >, vh,wh ∈ Vh.
If ω ∈ R is not an eigenvalue, then it is well-known
that the operator Sω := S−ω2I satisfies the inf-sup
condition (cf., e.g., [25])
inf
0 6=v∈V
sup
06=w∈V
|< Sω v,w > |
‖v‖1,Ω‖w‖1,Ω ≥ β > 0, (46)
and for sufficiently small h a discrete inf-sup condi-
tion holds true as well [70].
Theorem 4.1 Assume that for some ω ∈ R the op-
erator Sω satisfies the inf-sup condition (46). Then,
there exist h0 > 0 and βmin > 0 such that for all
h≤ h0 the operator Sh,ω := Sh−ω2Ih satisfies
inf
06=vh∈Vh
sup
0 6=wh∈Vh
|< Sh,ω vh,wh > |
‖vh‖1,Ω‖wh‖1,Ω ≥ βh ≥ βmin.
The discrete system (43a),(43b) represents an alge-
braic saddle point problem of the form(
A B
BT −C
)(
u
Φ
)
=
(
f
g
)
, (47)
or ZU= `, where A∈Rn×n and C∈Rm×m are sym-
metric, positive definite matrices satisfying
γ1vT v ≤ vT Av≤ Γ1vT v, v ∈ Rn , (48a)
γ2ΦT Φ ≤ ΦT CΦ≤ Γ2ΦT Φ, Φ ∈ Rm (48b)
with constants 0< γi ≤ Γi,1≤ i≤ 2. Moreover, B∈
Rn×m and f ∈ Rn,g ∈ Rm whence Z ∈ RN×N , ` ∈
RN where N := n+m. We further assume that Z
satisfies
inf
U6=0
sup
V6=0
|VT ZU|
‖U‖‖V‖ ≥ γZ > 0, (49)
where ‖ · ‖ stands for the Euclidean norm in RN .
Generalized saddle point problems such as (47)
arise in the framework of stabilized Stokes systems
[92, 93] or in mixed finite element approximations
of boundary value problems for elliptic equations
and systems [25]. We refer to [20, 32, 83] for ba-
sic results and to [14, 23, 30, 38, 70] for efficient it-
erative solution techniques including multilevel pre-
conditioning.
In the sequel, following [70, 93] we consider block-
diagonal preconditioners of the form
P−1 :=
(
A˜ 0
0 C˜
)
, (50)
where we assume that A˜ ∈ Rn×n and C˜ ∈ Rm×m are
symmetric, positive definite matrices satisfying
γ˜1vT v ≤ vT A˜v≤ Γ˜1vT v, v ∈ Rn , (51a)
γ˜2ΦT Φ ≤ ΦT C˜Φ≤ Γ˜2ΦT Φ, Φ ∈ Rm (51b)
with constants 0 < γ˜i ≤ Γ˜i,1≤ i≤ 2.
As a consequence from (51) we deduce that P−1 is
positive definite with
Γ−1P z
T z ≤ zT P−1z≤ γ−1P zT z, z ∈ RN , (52)
where γ−1P := max(Γ˜1, Γ˜2) and
Γ−1P := 1/(min(γ˜1, γ˜2)).
In view of (49) and (52), lower and upper bounds
for the spectrum of the preconditioned matrix
P1/2ZP1/2 follow readily.
Theorem 4.2 Under the assumptions (49) and (52),
for V ∈ RN there holds
γPZ VT V≤ VT P1/2ZP1/2V≤ ΓPZ VT V, (53)
where γPZ := γPγZ and ΓPZ := ΓP‖Z‖.
Proof: By straightforward computation
inf
W6=0
sup
V6=0
|VT P1/2ZP1/2W|
‖V‖‖W‖
= inf
W˜6=0
sup
V˜6=0
|V˜T ZW˜|
(V˜T P−1V˜)1/2(W˜T P−1W˜)1/2
≥ γP inf
W˜6=0
sup
V˜ 6=0
|V˜T ZW˜|
‖V˜‖‖W˜‖ ≥ γPγZ .
Similar arguments result in the upper bound in
(53). ¤
We allow the following inf-sup condition for the
sesquilinear form b(·, ·) restricted to Vh×Wh:
inf
vh∈Vh
sup
ϕh∈Wh
|b(vh,ϕh)|
‖vh‖V‖ϕh‖W ≥ βh ≥ βmin ≥ 0, (54)
i.e., βmin = 0 is admitted. In this case, the associated
matrix B may have a non-trivial kernel.
Lemma 4.3 Under the assumptions (48b) and (54),
for v ∈ Rn,v 6= 0 there holds
β 2min
‖C‖ ≤
vT BC−1BT v
vT v
≤ ‖B‖
2
γ2
. (55)
Proof: The assertion follows from
vT BC−1BT v = sup
Φ 6=0
(ΦT C1/2C−1/2BT v)2
ΦT CΦ
,
≥ 1‖C‖ supΦ6=0
(ΦT BT v)2
ΦT Φ
≥ β
2
min
‖C‖v
T v,
and
vT BC−1BT v ≤ 1
γ2
‖BT v‖2 ≤ ‖B‖
2
γ2
vT v.
¤
The preconditioned saddle point system is given by(
A˜−1A A˜−1B
C˜−1BT −C˜−1C
)(
u
Φ
)
= (56)(
A˜−1f
C˜−1g
)
.
The Schur complement matrix of the precondi-
tioned system reads S˜ = A˜−1S. The spectrum of
A˜−1S can be determined from the eigenvalues of
A˜−1/2SA˜−1/2.
Theorem 4.4 The following lower and upper
bounds apply
γPS ≤ v
T S˜v
‖v‖2 ≤ ΓPS, (57)
where
γPS :=
1
‖A˜‖
(
γ1+
β 2min
‖C‖
)
,
ΓPS :=
1
γ˜1
(
‖A‖+ ‖B‖
2
γ2
)
.
Proof: Setting w := A˜−1/2v, we have
vT A˜−1/2SA˜−1/2v
vT v
=
vT A˜−1/2AA˜−1/2v
vT v
+
vT A˜−1/2BC−1BT A˜−1/2v
vT v
=
wT Aw
wT A˜w
+
wT BC−1BT w
wT A˜w
.
The first term can be estimated by the ellipticity
properties of A and A˜,
γ1
‖A˜‖ ≤
wT Aw
wT A˜w
≤ ‖A‖
γ˜1
.
In view of Lemma 4.3 and the ellipticity of A˜, for
the second term we obtain
β 2min
‖A˜‖‖C‖ ≤
wT BC−1BT w
wT A˜w
≤ ‖B‖
2
γ˜1 γ2
.
The assertion follows from the above estimates. ¤
Particular interest is in such preconditioners where
the lower and upper bounds γPZ and ΓPZ for the
spectrum of the preconditioned saddle point matrix
PZ and the corresponding bounds γPS and ΓPS for
the spectrum of the preconditioned Schur comple-
ment A˜−1S as well as the bounds for the spectrum
of C˜−1C are independent of the mesh size h. Such
preconditioners are provided by multilevel precon-
ditioners of PBX-type with respect to a nested
hierarchy of simplicial triangulations of the compu-
tational domain Ω (cf., e.g., [24, 85]).
For the surface acoustic wave device we have used
a reduced model in the (x1,x3)-plane assuming that
all variables do not depend on x2 and have no impact
in the x2-direction. The piezoelectric material is
lithium niobate (LiNbO3) with density ρ = 4630 kgm3 .
The used crystal cut is YXl 128o LiNbO3. The
length ` and the height h of the SAW chip have been
chosen according to ` = 1.2mm and h = 0.6mm so
that Ω = (0,1.2)× (0,0.6). The Dirichlet and Neu-
mann boundary conditions have been specified ac-
cording to
uΓ(x, t) = 0 on Γu , σ n(x, t) = 0 on Γσ ,
ΦΓ(x, t) = Φˆ sin(
2pi
λIDT
) sin(ωt) on Γ(1)Φ ,
ΦΓ(x, t) = 0 on Γ
(2)
Φ , Dn(x, t) = 0 on ΓD,
where the Dirichlet boundaries are Γu := [0,1.2]×
{0}, Γ(1)Φ := [0.2,0.4]× {1.2} , Γ(2)Φ := [0,1.2]×
{0}, whereas Γσ := ∂Ω\Γu and ΓD = ∂Ω\ (Γ(1)Φ ∪
Γ(2)Φ ) stand for the Neumann boundaries.
Concerning the wavelength λIDT of the interdigital
transducer and its operating frequency f , we have
made the realistic choice λIDT = 40µm and f =
ω
2pi = 100MHz.
The computational domain has been discretized by
a nested hierarchy of simplicial triangulations of the
computational domain Ω generated by uniform re-
finement of a given coarse mesh. It is well-known
that for time-harmonic waves with increasing an-
gular frequency ω = 2pi fλ the finite element error
grows, even if we account for a condition on the
meshsize like h . λ . A common choice is h . λ2 .
However, an intrinsic analysis shows that an addi-
tional condition like h.
√
λ 3 is needed, if we want
to control the finite element error (cf. [68]). There-
fore, we have chosen the meshsize for the coarsest
grid of the nested hierarchy accordingly.
Fig. (9): Electric potential wave
Fig. (9)-(11) display the amplitudes of the electric
potential and the polarized Rayleigh waves. The
amplitudes of the displacement waves are in the re-
gion of nanometers. The SAWs are strictly confined
to the surface of the substrate with a penetration
depth in the range of one wavelength.
One of the most outstanding properties of surface
Fig. (10): Displacement wave amplitudes in x1-
direction
Fig. (11): Displacement wave amplitudes in x2-
direction
acoustic wave propagation on piezoelectric materi-
als is that the velocity of the SAW is independent of
the applied frequency. In case of YXl 128o LiNbO3,
the SAW velocity is given by v = 3992 ms , cf. [29].
Thus, for an excitation at frequency f = 100 MHz
the theoretical wavelength of the SAW is given by
λ = vf ≈ 40 µm. The computations show the same
wavelength for the SAW. Fig. (12) also illustrates
the piezoelectric wave for f = 50MHz. The wave-
length of the SAW for f = 100 MHz is half of that
for f = 50 MHz.
Fig. (12): Electric potential wave for f = 50 MHz
Remark 4.5 The wavelength of an occurring
electro-magnetic wave is in the region of approxi-
mately 0.3 m. Hence, the negligence of this electro-
magnetic wave in the modeling of piezoelectric SAW
devices is justified.
Rayleigh surface waves characteristically show an
elliptical displacement, i.e., the displacements in the
x1- and x2-direction are 90o out of phase with one
another. Additionally, the amplitude of the surface
displacement in the x2-direction is larger than that
along the SAW propagation axis x1. These observa-
tions are confirmed by the numerical computations
as can be seen in Fig. (13) and (14). In Fig. (13), the
displacements in the x1- and x2-direction for a cer-
tain surface area are depicted. The x2-displacements
are flipped vertically for easier comparability. In
Fig. (13): Phaseshift of x1- and x2- (flipped) dis-
placements
Fig. (14) a certain surface area is magnified and the
vectors indicate the surface displacements.
Fig. (14): Displacement vectors for the SAW
The excitation of an IDT on the surface of a piezo-
electric material leads to the generation of bulk
acoustic waves (BAWs) as well as surface acoustic
waves. These bulk waves can also be observed in
our simulations in Fig. (9)-(12).
Fig. (15): Bulkwave Excitation
Technologically, they are desirably employed in
solid-state circuits [29]. We refer to [39, 41, 57, 61,
62, 76, 99] for finite element approximations of sur-
face acoustic wave propagation in signal processing.
For the SAW devices under consideration, however,
the occurrence of BAWs is unwanted, since the in-
terference of BAWs with SAWs can lead to a com-
plete loss of functionality of the device. The ap-
proach used here is sufficiently general to simulate
every kind of piezoelectric resonator. In Fig. (15)
we have used an YXl 38o cut of LiNbO3 to generate
a strong bulk acoustic wave at a frequency f = 200
MHz.
All numerical computations show relatively strong
reflections from the boundaries of the SAW de-
vice. In real devices these reflections are usually
avoided by attaching some adhesive material to the
side boundaries. An easy way to model such a
damping is to introduce an additional term (the so-
called gyroscopic term) into the piezoelectric equa-
tions which now become
ρ
∂ 2ui
∂ t2
− ∂βi
∂x j
∂ 3ui
∂ 2x j∂ t
−
− ci jkl ∂
2uk
∂xl∂x j
− eki j ∂
2Φ
∂xk∂x j
= bi ,
eikl
∂ 2uk
∂xl∂xi
− εi j ∂
2Φ
∂x j∂xi
= βi,
cf. e.g. [15, 69]. Introducing such a damping at
the boundaries of the bottom and left-hand side we
indeed get less reflections and thus less disturbances
for the SAW (compare the x1-displacements in Fig.
(10) (computations without damping) with the new
computations with a damping term in Fig. (16)).
Fig. (16): x1-displacements with damping
4.2. Acoustic Streaming
For the simulation of the SAW induced fluid flow
in the microchannels of the biochip, we have nu-
merically solved the two systems (16a)-(16e) and
(18a)-(18e) obtained from the compressible Navier-
Stokes equations (16a)-(16d) by the homogeniza-
tion approach as described in subsection 2.2.
For discretization in space, we have used Taylor-
Hood P2-P1 elements with respect to a geometri-
cally conforming simplicial triangulationTh(Ω2) of
the computational domain Ω2 occupied by the fluid,
i.e., we have chosen the finite element spaces
Vh := {vh ∈C(Ω2)3|vh|T ∈ P2(T )3,T ∈Th(Ω2)},
Wh := {wh ∈C(Ω2)|wh|T ∈ P1(T ),T ∈Th(Ω2)},
and Vgh,i := Vh ∩Vgh,i with gh,i being a piecewise
quadratic approximation of gi,1 ≤ i ≤ 2 (cf., e.g.,
[50, 55]). The boundary data have been chosen
according to the computation of the displacements
uh obtained by the numerical solution of the piezo-
electric equations as described in subsection 3.1. For
discretization in time of (16a)-(16e), we have used
the Θ-scheme with respect to a uniform partitio-
ning of the time interval of step size k and a pre-
ferred choice of Θ = 1 (backward Euler scheme) or
Θ = 1/2 (Crank-Nicolson). The chosen discretiza-
tions amount to the numerical solution of algebraic
saddle point problems of the form(
A B
BT 0
)(
v
p
)
=
(
b1
b2
)
,
which has been done using a multilevel precondi-
tioned inexact Uzawa algorithm [37] with respect
to a hierarchy {Thi}`i=0 of triangulations. The fluid
in the microchannels has been assumed to be water
with the relevant constants ρ f ,η , and ξ as well as
the sound velocity c0 listed in Table 2 (cf. section
2).
For the simulations we have chosen Ω2 := (0,L)×
(0,W )×(0,H) and Γ2,D := [0,L1]× [0,W ]×{0} as-
suming a maximal displacement of the lower wall of
ε = 1.0 ·10−9 m.
Fig. (17): Effective force (left) and associated veloc-
ity field (right)
For L = W = H = 2.5 · 102 µm and L1 = 0.25 ·
102 µm, Fig. (17) (left) shows the effective force
which is the time-averaged sound velocity in the
fluid, whereas Fig. (17) (right) displays the asso-
ciated velocity field, both at the longitudinal section
[0,L]×{1.25}× [0,H].
Fig. (18) illustrates the computed propagation of the
SAWs in a microchannel where the SAWs penetrate
the channel at its lower left end. The SAWs propa-
gate from the left to the right and undergo a signifi-
cant damping.
Fig. (18): Propagation and damping of SAWs in a
microchannel
For model validation and verification of the compu-
tational results, we have compared the results of the
numerical computations based on the numerical so-
lution of our model equations with experimentally
available data. The experimental setup consists of a
part of a biochip with an IDT placed below its right
lower corner (cf. Fig. (19) (left)). The SAW induced
velocity field is visualized by tracer particles using
a light microscope. Fig. (19) (right) displays the
computed velocity field based on numerical compu-
tations for the discretized system (16a)-(16e) using
the physical data underlying the experimental setup.
Fig. (19): Experimentally observed SAW in a mi-
crofluidic channel (left) and visualization of numer-
ical computations (right).
5 Optimization
5.1. Path-Following Barrier Methods
Optimal design problems associated with fluid flow
problems play an important role in a wide variety
of engineering applications (cf., e.g., [81] and the
references therein). A typical example is to design
the geometry of the container of the fluid, e.g., a
channel, a reservoir, or a network of channels and
reservoirs, in such a way that a desired flow velo-
city and/or pressure profile is achieved. The solution
of the problem amounts to the minimization of an
objective functional that depends on the state vari-
ables (velocity, pressure) and on the design variables
which determine the geometry. The state variables
are supposed to satisfy the underlying fluid mecha-
nical equations, and there are typically further con-
straints, e.g., bilateral constraints on the design vari-
ables which restrict the shape of the fluid filled do-
main.
Shape optimization problems have been extensively
studied and are well documented in the literature
(cf., e.g., the monographs [1, 16, 31, 33, 58, 59,
81, 87, 94] ). The traditional approach relies on a
separate treatment of the design objective and the
state equation by an iterative cycle that starts from
a given design, computes an approximate solution
of the state equation for that design, invokes some
sensitivity analysis for an update of the design, and
continues this way until convergence is achieved.
In contrast to this successive approximation, ’all-at-
once methods’ or ’one-shot methods’ have attracted
considerable attention in PDE constrained optimiza-
tion whose characteristic feature is that the numeri-
cal solution of the state equation is an integral part
of the optimization routine. In particular, it has
been shown that this novel approach may lead to
significant savings of computational time (see, e.g.,
[21, 22, 64, 65, 66, 91]).
With the acoustic streaming subproblem (20a)-(20d)
in mind, we focus on the optimal design of sta-
tionary fluid flow problems where for simplicity we
consider the classical (incompressible) Stokes equa-
tions. The objective is to design the geometry of a
channel or a particular geometric feature of a chan-
nel such that a desired profile of the velocity and/or
the pressure can be achieved as closely as possible.
The design variables are chosen as the Bézier con-
trol points of a globally continuous Bézier curve
representation of the walls of the channel subject
to bilateral constraints. We follow an ’all-at-once
method’ based on a barrier method where the Stokes
system is coupled by Lagrange multipliers and the
constraints on the design variables are taken care
of by parameterized logarithmic barrier functions.
This gives rise to a family of minimization sub-
problems parameterized by the barrier parameter.
The optimality conditions represent a parameter de-
pendent nonlinear system whose solution is the so-
called barrier path (cf., e.g., [44, 106]). The nu-
merical challenge is to follow the barrier path as the
barrier parameter goes to zero. We use an adaptive
continuation method with tangent continuation as a
predictor and Newton’s method as a corrector adopt-
ing ideas from [34].
In particular, we consider Stokes flow in a bounded
domain Ω(α)⊂ R2 with boundary
Γ(α) = Γin(α)∪Γlat(α)∪Γout(α),
depending on the design variable α =
(α1, · · · ,αm)T ∈ Rm which are chosen as the
Bézier control points of a Bézier curve represen-
tation of the lateral boundaries of the domain.
Denoting the viscosity of the fluid by ν , the velocity
by u and the pressure by p, we refer to
J(v, p,α) :=
κ1
2
∫
Ω(α)
|v− vd |2 dx+ κ2
2
∫
Ω(α)
|p− pd |2 dx
as the objective functional. Here, vd , pd are desired
velocity and pressure profiles, and κi,1 ≤ i ≤ 2,
stand for appropriately chosen weight factors. The
shape optimization problem reads
minimize J(v, p,α) (59)
subject to the Stokes system (state equations)
−∇ ·σ(v) = 0 in Ω(α), (60a)
∇ · v = 0 in Ω(α),
σ(v) = −p I+νD(v) , (60b)
σ(v) ·n = 0 on Γout(α) , (60c)
n · v =
{
uin on Γin(α)
0 on Γlat(α)
, (60d)
t · v = 0 on Γ(α). (60e)
Here, Γin(α),Γout(α),Γlat(α) are the inflow, out-
flow, and lateral boundaries with n, t denoting the
exterior unit normal vector and the tangential unit
vector, respectively. Moreover, we impose the bilat-
eral constraints
αmini ≤ αi ≤ αmaxi , 1≤ i≤ m. (61)
It is well-known that the the weak formulation of
(60a)-(60d) admits a unique solution (cf., e.g., [78]).
For the finite element approximation of (59)-(61)
we choose αˆ ∈ K as a reference design and refer
to Ωˆ := Ω(αˆ) as the associated reference domain.
Then, the actual domain Ω(α) can be obtained from
the reference domain Ωˆ by means of a mapping
Ω(α) = Φ(Ωˆ;α). The advantage of using the refer-
ence domain Ωˆ is that finite element approximations
can be performed with respect to that fixed domain
without being forced to remesh for every new set of
the design variables.
For the discretization of the velocity v and the pres-
sure p, we use Taylor-Hood P2/P1 elements with re-
spect to a shape regular family of simplicial triangu-
lations of Ωˆ.
We denote by v∈Rn1 and p∈Rn2 the vectors stand-
ing for the velocity components and the pressure in
the nodal points associated with the Taylor-Hood fi-
nite element approximation of the Stokes system,
and we refer to J(v,p,α) as the discretized objec-
tive functional. Then, the discrete optimal design
problem can be stated as follows:
minimize J(v,p,α) (62)
subject to the algebraic system (discretized Stokes
equations)
S(α)y := (63)(
A(α) BT (α)
B(α) 0
)(
v
p
)
= g,
and subject to the inequality constraints (61).
Due to the nonlinear dependence on the design vari-
ables, (62), (63) and (61) represents an inequality
constrained nonlinear programming problem. For
its numerical solution we use a path-following bar-
rier method as described below.
We couple the inequality constraints (61) by lo-
garithmic barrier functions with a barrier parameter
β = 1/µ > 0, µ → ∞, and the PDE constraint (60)
by a Lagrange multiplier λ = (λ v,λp)T . This leads
to the saddle point problem
inf
y,α
sup
λ
L(µ)(y,λ ,α) , (64)
where L(µ) stands for the Lagrangian
L(µ)(y,λ ,α) = B(µ)(y,α) + 〈S(y,α)−g,λ 〉 ,
and B(µ)(y,α) is the so-called barrier function as
given by
B(µ)(y,α) := (65)
J(y,α)− 1
µ
m
∑
i=1
[ln(αi−αmini )+ ln(αmaxi −αi)].
(for details cf., e.g., [106]). The barrier path
µ 7−→ x(µ) := (y(µ),λ (µ),α(µ))T
is given as the solution of the nonlinear system
F(x(µ),µ) =
 L
(µ)
y (y,λ ,α)
L(µ)λ (y,λ ,α)
L(µ)α (y,λ ,α)
= 0. (66)
Here, the subindices refer to the derivatives of the
Lagrangian with respect to the primal, the dual, and
the design variables. The choice of the barrier pa-
rameter strongly influences the performance of the
method. There are static strategies with the Fiacco-
McCormick approach as the most prominent one
(cf. [43]), where the barrier parameter is fixed until
an approximate solution of (64) has been obtained,
and there is a variety of dynamic update strategies
(cf. [12, 36, 48, 84, 96, 97, 98]). Convergence prop-
erties of the Fiacco-McCormick approach have been
studied in [28] and [100], whereas a convergence
analysis of dynamic update strategies has been ad-
dressed in [12, 36, 84, 97].
We consider the solution of (66) by an adaptive
continuation method based on the affine invariant
convergence theory of Newton-type methods.
The adaptive continuation method is a predictor-
corrector method featuring an adaptively deter-
mined continuation step size in the predictor and
Newton’s method as a corrector. It relies on the
affine invariant convergence theory of Newton and
Newton-type methods (cf., e.g., [34]) and ensures
that the iterates stay within a neighborhood of the
barrier path so that convergence to a local mini-
mum of the original minimization problem can be
achieved (cf. Fig. (20)).
.
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Fig. (20): Predictor step of the adaptive continuation
method.
Predictor Step: The predictor step relies on tangent
continuation along the trajectory of the Davidenko
equation
Fx(x(µ),µ) x′(µ) =−Fµ(x(µ),µ). (67)
It amounts to the implementation of an explicit Eu-
ler step: Given some approximation x˜(µk) at µk > 0,
compute x˜( j0)(µk+1), where µk+1 = µk +∆µ
( j)
k , ac-
cording to
Fx(x˜(µk),µk) δx(µk) = − Fµ(x˜(µk),µk) , (68a)
x˜( j0)(µk+1) = x˜(µk) + ∆µ
( j)
k δx(µk) , (68b)
starting with j = 0 ( j ≥ 1 only if required by the
correction step (see below)). We use ∆µ(0)0 = ∆µ0
for some given initial step size ∆µ0, whereas for k≥
1 the predicted step size ∆µ(0)k is chosen by
∆µ(0)k := (69)( ‖∆x( j0)(µk)‖
‖x˜(µk)− x˜( j0)(µk)‖
√
2−1
2Θ(µk)
)1/2
∆µk−1.
Here, ∆µk−1 is the computed continuation step size,
∆x( j0)(µk) is the first Newton correction (see be-
low), and Θ(µk) < 1 is the contraction factor asso-
ciated with a successful previous continuation step.
Corrector step: As a corrector, we use New-
ton’s method applied to F(x(µk+1),µk+1) = 0 with
x˜( j0)(µk+1) from (68b) as a start vector. In particu-
lar, for `≥ 0 (Newton iteration index) and j` ≥ 0 ( j
being the steplength correction index) we compute
∆x( j`)(µk+1) according to
Fx(x˜( j`)(µk+1),µk+1) ∆x( j`)(µk+1) = (70)
− F(x˜( j`)(µk+1),µk+1) ,
update x˜( j`+1)(µk+1) := x˜( j`)(µk+1) + ∆x( j`)(µk+1)
and compute ∆x( j`)(µk+1) as the associated simpli-
fied Newton correction
Fx(x˜( j`)(µk+1),µk+1) ∆x
( j`)(µk+1) = (71)
− F(x˜( j`)(µk+1)+∆x( j`)(µk+1),µk+1) .
.
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Fig. (21): Correction step of the adaptive continua-
tion method.
Convergence of Newton’s method is monitored by
means of
Θ( j`)(µk+1) := ‖∆x( j`)(µk+1)‖/‖∆x( j`)(µk+1)‖ .
In case of successful convergence, we set
x˜(µk+1) := x˜( j`)(µk+1) with ` being the cur-
rent Newton iteration index, accept the current step
size ∆µk := ∆µ
( j)
k with current steplength correction
index j and proceed with the next continuation step.
However, if the monotonicity test
Θ( j`)(µk+1) < 1 (72)
fails for some j` ≥ 0, the predicted steplength ∆µ( j)k
has been chosen too large so that the predicted so-
lution x˜( j0)(µk+1) is not situated within the Kan-
torovich neighborhood of x(µk+1), i.e., it is outside
the contraction tube around the barrier path (cf. Fig.
(21)). In this case, we perform a correction of the
steplength for the tangent direction δx(µk) such that
the new iterate stays within the contraction tube. To
do so, the continuation step from (68b) has to be re-
peated with the reduced step size
∆µ( j+1)k :=
( √2−1
g(Θ( j`))
)1/2
∆µ( j)k , (73)
g(Θ) :=
√
Θ+1−1
until we either achieve convergence or for some
prespecified lower bound ∆µmin observe
∆µ( j+1)k < ∆µmin .
In the latter case, we stop the algorithm and report
convergence failure.
The Newton steps are realized by an inexact Newton
method featuring right-transforming iterations (cf.,
e.g., [64, 65]). The derivatives occurring in the KKT
conditions and the Hessians are computed by auto-
matic differentiation (cf., e.g., [53]).
As mentioned before, one of the issues in the opti-
mal design of the biochips is to make sure that the
reservoir is filled with a very precise amount of the
probe containing liquid. This is taken care of by a
capillary barrier placed between a channel and the
reservoir.
Since the acoustic streaming can be modeled by sta-
tionary Stokes flow, the optimal design of the cap-
illary barriers fits the framework developed in this
subsection.
As computational domain we have chosen part of a
channel with a capillary barrier at its end and part of
a reservoir connected with the channel by the cap-
illary barrier. In the objective functional, we have
chosen κ1 = κ2 = 1 and vd ,pd based on information
provided by the design engineers at the cooperating
company producing the biochips. The problem has
Fig. (22): Optimal shape of the capillary barrier and
underlying finite element mesh
Fig. (23): Velocity field for the optimal configura-
tion when the barrier is not in stopping mode
Fig. (24): Velocity field (back flow) for the optimal
configuration when the barrier is in stopping mode
been discretized by P2/P1 Taylor-Hood elements.
Fig. (22) displays the computed optimal shape of
the barrier together with an underlying finite ele-
ment mesh. The channel additionally has passive
outlet valves (cf. Fig. (22)) that are activated when
the barrier operates in stopping mode and back flow
occurs. Fig. (23) provides a visualization of the
velocity field for the optimized channel under con-
ditions of flow from the channel into the reservoir.
Likewise, Fig. (24) displays the velocity field for
the optimized channel under back flow conditions,
i.e., when the capillary barrier operates in stopping
mode.
Below we report the convergence history and execu-
tion time of the algorithm for a sufficiently fine finite
element mesh with a total of Ndo f = 62916 degrees
of freedom. We used 16 Bézier control points for the
Bézier curve representation of the capillary barrier
as design variables and a tolerance tol = 1.0E−03
as termination criterion. Table 3 displays the con-
vergence history of the algorithm.
k µ ∆µ ∆J Time
0 2.0E+02 5.0E+02 –
1 6.9E+02 4.9E+02 2.83E+00
2 1.2E+03 5.3E+02 4.58E-05 747 min
Table 3: Capillary barrier: convergence history of
the adaptive continuation method
5.2. Model Reduction
The optimal design of structures and systems based
on reduced order modeling techniques can be used
to significantly decrease the computational com-
plexity while maintaining the desired accuracy of
the approximation. In particular, we consider a
shape optimization problem for the time-dependent
Stokes system where the design only affects a rel-
atively small area of the computational domain.
Within the context of this contribution, the optimal
design of capillary barriers in SAW driven microflu-
idic biochips is a good example for such a scenario.
We will use a combination of domain decomposition
and balanced truncation model reduction (BTMR)
for the reduced order modeling based optimal de-
sign.
We consider the shape optimization problem
inf
α∈K
J(α) :=
1
2
T∫
0
∫
Ω(α)
`(v, p,x, t,α) dxdt, (74a)
subject to the Stokes flow
∂v
∂ t
−νF ∆v+∇p = f in Q(α), (74b)
∇ · v = 0 in Q(α), (74c)
with appropriate boundary conditions and the initial
condition
v(·,0) = v(0) in Ω(α), (74d)
where Ω(α) ⊂ R2 is a bounded domain depending
on the design parameters α = (α1, · · · ,αm)T ∈ K,
where αi,1 ≤ i ≤ m, are the Bézier control points
of a Bézier curve representation of the boundary
∂Ω(α) and K stands for the convex set
K := {αi ∈ R | αmini ≤ αi ≤ αmaxi ,1≤ i≤ m},
Moreover, ` is a given function of the state variables
v, p, the independent variables x, t and the design
variables α , and νF stands for the viscosity of the
fluid.
Since balanced truncation [11, 19] applies to dy-
namical systems, we perform a semi-discretization
in space of (74a)-(74d) by stable continuous ele-
ments such as the Taylor-Hood P2-P1 element with
respect to a simplicial triangulation of the spatial do-
main. The semi-discrete optimization problem reads
inf
α∈K
J(α) :=
T∫
0
`(v,p,α, t) dt, (75a)
where the integrand ` in (75a) stems from the
semidiscretization of the inner integral in (74a), and
the pair (v,p) is assumed to solve the Hessenberg
index 2 system(
M(α) 0
0 0
)
d
dt
(
v(t)
p(t)
)
(75b)
= −
(
A(α) BT (α)
B(α) 0
) (
v(t)
p(t)
)
+
(
K(α)
L(α)
)
f(t), t ∈ (0,T ],
M(α)v(0) = v0. (75c)
Here, M(α),A(α) ∈ Rn1×n1 stand for the mass and
stiffness matrices, B(α) ∈ Rn2×n1 ,n2 < n1, refers
to the discrete divergence operator, and K(α) ∈
Rn1×k,L(α) ∈ Rn2×k, f(t) ∈ Rk, t ∈ (0,T ). A Hes-
senberg index 2 system is an index 2 differential al-
gebraic system where the algebraic variable is ab-
sent from the algebraic equation.
We have the following stability result for the solu-
tion of (75b),(75c) (cf. Theorem 5.1.1 in [2]):
Theorem 5.1 Assume that M ∈ Rn1×n1 is symmet-
ric positive definite, A ∈ Rn1×n1 is symmetric posi-
tive definite on Ker B, i.e.,
vT Av≥ θ ‖v‖2 , v ∈ Ker B, (76)
B ∈ Rn2×n1 has full row rank n2 and f = (f1, f2)T .
Then, there exist positive constants Ci,1 ≤ i ≤ 8,
such that
‖v‖L2 ≤C1
(
‖v(0)‖+C2‖f2(0)‖
)
+C3‖f1‖L2
+C4‖f2‖L2 , (77)
‖p‖L2 ≤C1C5
(
‖v(0)‖+C2‖f2(0)‖
)
+C6‖f1‖L2
+C7‖f2‖L2 +C8
∥∥∥∥ ddt f2
∥∥∥∥
L2
. (78)
Here, the constants Ci are given by
C1 =
√
2
∥∥M¯−1/2∥∥∥∥M¯1/2∥∥√
θ
,
C2 =
∥∥BT (BM−1BT )−1∥∥ , C3 = 2∥∥M¯−1∥∥θ ,
C4 =
2
∥∥M¯−1∥∥
θ
∥∥AM−1BT (BM−1BT )−1∥∥
+
∥∥M−1BT (BM−1BT )−1∥∥ ,
C5 =
∥∥(BM−1BT )−1BM−1∥∥‖A‖ ,
C6 =
∥∥(BM−1BT )−1BM−1∥∥(
2
θ
∥∥M¯−1∥∥‖A‖+1) ,
C7 =
∥∥(BM−1BT )−1BM−1∥∥∥∥AM−1BT (BM−1BT )−1∥∥(
2
θ
∥∥M¯−1∥∥‖A‖+1) ,
C8 =
∥∥(BM−1BT )−1∥∥ ,
and M¯ = ΠMΠT , where Π stands for the oblique
projection
Π := I−BT (BM−1BT )−1BM−1 (79)
onto Ker BT along Im B.
We assume that the integrand ` in (75a) is of the
form
`(v,p,α, t) := (80)
1
2
|C(α)v(t)+D(α)p(t)+F(α)f(t)−d(t)|2,
where C(α) ∈ Rq×n1 and D(α) ∈ Rq×n2 are obser-
vation matrices, F(α) ∈ Rq×k is a feedthrough ma-
trix, and d(t) ∈ Rq, t ∈ (0,T ). For ease of notation,
we drop the dependence on α . The semi-discretized
Stokes optimality system consists of the state equa-
tions(
M 0
0 0
)
d
dt
(
v(t)
p(t)
)
(81a)
= −
(
A BT
B 0
) (
v(t)
p(t)
)
+
(
K
L
)
f(t),
z(t) = Cv(t)+Dp(t)+Ff(t), (81b)
Mv(0) = v0, (81c)
and the adjoint equations
−
(
M 0
0 0
)
d
dt
(
λ (t)
κ(t)
)
(82a)
= −
(
A BT
B 0
) (
λ (t)
κ(t)
)
+
(
CT
DT
)
z(t),
q(t) = KT λ (t)+LT κ(t)+FT z(t), (82b)
Mλ (T ) = λ (T ). (82c)
For the realization of the balanced truncation,
we compute the controllability and observability
Gramians P,Q ∈ Rn1×n1 as the solutions of the ma-
trix Lyapunov equations
A¯PM¯+M¯PA¯+ K¯K¯T = 0, (83a)
A¯QM¯+M¯QA¯+ C¯T C¯ = 0, (83b)
where
A¯ := −ΠAΠT , M¯ := ΠMΠT , K¯ := ΠK˜,
C¯ := ΠC˜, C˜ := C−D(BM−1BT )−1BM−1A,
K˜ := K−AM−1BT (BM−1BT )−1L.
The Lyapunov equations (83a),(83b) can be solved
approximately by multishift ADI techniques (cf.,
e.g., [18, 54, 77, 86]). We factorize P = UUT ,Q =
EET and perform the singular value decomposition
UT ME = ZSn1 Y
T , Sn1 := diag(σ1, · · · ,σn1),
(84)
where σi > σi+1,1≤ i≤ n1−1. We compute V,W
according to
V := UZpS
−1/2
p , W := EYpS
−1/2
p , (85)
where 1≤ p≤ n1 is chosen such that σp+1 < τσ1 for
some threshold τ > 0 and Yp,Zp are the matrices
built by the leading p columns of Y,Z.
The projection matrices satisfy
V = ΠT V , W = ΠT W , WT MV = I.
Multiplying the state equations by WT and the ad-
joint equations by VT results in a reduced order op-
timality system, where the reduced order state equa-
tions turn out to be
d
dt
v̂H(t) =−Âv̂H(t)+ K̂f(t), (86a)
ẑ(t) = Ĉv̂H(t)+ F˜f(t)− H˜ ddt f(t), (86b)
v̂H(0) = v̂0H , (86c)
whereas the reduced order adjoint state equations
are given according to
− d
dt
λ̂ H(t) =−ÂT λ̂H(t)+ ĈT ẑ(t), (87a)
q̂(t) = K̂T λ̂ H(t)+ F˜T ẑ(t)+ H˜T
d
dt
ẑ(t), (87b)
λ̂ H(T ) = λ̂
(T )
, (87c)
with appropriately defined Â, Ĉ,G˜,H˜, and K̂. Due
to the stability of WT AV, the classical BTMR esti-
mate for the error in the observations and the outputs
can be shown to hold true.
Theorem 5.2 Let z(t),q(t), t ∈ [0,T ], and ẑ(t),
q̂(t), t ∈ [0,T ], be the observations and outputs of
the full order and the reduced order optimality sys-
tem as given by (81b),(82b) and (86b),(87b), and let
σi,1 ≤ i ≤ n1, be the Hankel singular values from
the singular value decomposition (84). Moreover,
suppose that vH(0) = 0 and λ H(T ) = 0. Then, there
holds
‖z− ẑ‖L2 ≤ 2 ‖f‖L2
(
σp+1+ · · ·+σn1
)
, (88a)
‖q− q̂‖L2 ≤ 2 ‖ẑ‖L2
(
σp+1+ · · ·+σn1
)
. (88b)
Proof: We refer to section 7 in [60]. ¤
Let us now consider a domain Ω(α) such that
Ω(α) = Ω1∪Ω2(α), Ω1∩Ω2(α) = /0, (89)
Γ(α) := Ω1∩Ω2(α), (90)
where the local area of interest is Ω2(α), whereas
the design variables α do not apply to the rest Ω1 of
the computational domain. Since the design only af-
fects Ω2(α) which is assumed to be relatively small,
the nonlinearity is thus restricted to that part and
motivates to consider a combination of domain de-
composition and BTMR. We suppose that the fine-
scale model results from a spatial discretization by
P2-P1 Taylor-Hood elements with respect to a sim-
plicial triangulation of the computational domain
which aligns with the decomposition of the spatial
domain. In order to ensure that the solutions of
the Stokes subdomain problems associated with Ω1
and Ω2(α) are the restrictions of the solution of the
global problem to the subdomains, the subdomain
pressures pi,1 ≤ i ≤ 2, are split into a constant p0,i
and a pressure with zero spatial average. The latter
is uniquely determined as the solution of the subdo-
main problem, whereas p0 = (p0,1,p0,2)T is deter-
mined through the coupling of the subdomain prob-
lems via the interface. The fine-scale model is used
only in the local area of interest. The rest of the
domain is taken care of by a reduced order model
based on balanced truncation. The objective func-
tional
J(v,p,α) := J1(v,p)+J2(v,p,α) (91)
=
T∫
0
|C1v1(t)+D1p1(t)+F1f(t)−d(t)|2 dt
T∫
0
`(v2(t),p2(t),vΓ(t),p0(t), t,α) dt
is assumed to consist of an objective functional J1
of tracking type for subdomain Ω1 and an objective
functional J2 for subdomain Ω2(α).
Grouping the state variables according to xi :=
(vi,pi)T ,1 ≤ i ≤ 2, and xΓ := (vΓ,p0)T , the semi-
discretized domain decomposed Stokes system can
be written in block structured form according to
 P1x1P2(α)x2
PΓ(α)xΓ
 := (92)
 E1 0 00 E2(α) 0
0 0 EΓ(α)
 d
dt
 x1x2
xΓ

+
 S11 0 S1Γ0 S22(α) S2Γ(α)
ST1Γ S
T
2Γ(α) SΓΓ(α)
 x1x2
xΓ

= N1N2(α)
NΓ(α)
 f.
Here, the singular block matrices E1,E2(α) and
EΓ(α) are given by
E1 :=
(
M1 0
0 0
)
, E2(α) :=
(
M2(α) 0
0 0
)
,
EΓ(α) :=
(
MΓ(α) 0
0 0
)
,
whereas S11,S22(α) and SΓΓ(α) are the Stokes ma-
trices associated with the subdomains Ω1,Ω2(α)
and the interface Γ(α)
S11 :=
(
A11 BT11
B11 0
)
,
S22(α) :=
(
A22(α) BT22(α)
B22(α) 0
)
,
SΓΓ(α) :=
(
AΓΓ(α) BT0
B0 0
)
,
and S1Γ,S2Γ(α) are of the form
S1Γ :=
(
A1Γ 0
B1Γ 0
)
,
S2Γ(α) :=
(
A2Γ(α) 0
B2Γ(α) 0
)
.
Finally, N1,N2(α) and NΓ(α) are given by
N1 :=
(
K1
L1
)
, N2(α) :=
(
K2(α)
L2(α)
)
,
NΓ(α) :=
(
KΓ(α)
L0(α)
)
.
Introducing Lagrange multipliers
λ 1(t),λ 2(t),λ Γ(t) and κ1(t),κ2(t),κ0(t)
and partitioning them by means of µ i(t) :=
(λ i(t),κ i(t))T ,1 ≤ i ≤ 2,µΓ(t) := (λ Γ(t),κ0(t))T ,
the Lagrangian associated with (91),(92) is given by
L (x,µ ,α) := J(v,p,α) (93)
+
T∫
0
 µ1(t)µ2(t)
µΓ(t)
 ·
 P1x1(t)−N1fP2(α)x2(t)−N2(α)f
PΓ(α)xΓ(t)−NΓ(α)f
dt.
The optimality conditions for the domain decom-
posed problem can be derived directly in terms of
the derivatives of the Lagrangian L . The opti-
mality system with respect to the subdomain Ω1 is
amenable to the application of BTMR. In particu-
lar, there exist projection matrices V1,W1 such that
the reduced state equations associated with Ω1 are
of the form
d
dt
v̂1(t) = (94a)
−WT1 A11V1v̂1(t)+WT1 K˜1
 v̂Γ(t)p̂0(t)
f(t)
 ,
 ẑv,Γ(t)ẑp,Γ(t)
ẑ1(t)
= C˜1V1v̂1(t) (94b)
+ F˜1
 v̂Γ(t)p̂0(t)
f(t)
− H˜1 ddt
 v̂Γ(t)p̂0(t)
f(t)
 ,
whereas the reduced adjoint state equations are
given by
− d
dt
λ̂ 1(t) = (95a)
−VT1 A11W1λ̂ 1(t)+VT1 C˜1
 λ̂ 1(t)κ̂0(t)
−ẑ1(t)
 ,
 q̂v,Γ(t)q̂p,Γ(t)
q̂1(t)
=−B˜T1 W1λ̂ 1(t) (95b)
+ F˜T1
 λ̂ 1(t)κ̂0(t)
−ẑ1(t)
+ H˜T1 ddt
 λ̂ 1(t)κ̂0(t)
−ẑ1(t)
 .
Since we neither apply BTMR to subdomain Ω2(θ)
nor to the interface Γ(α), the corresponding state
and adjoint state equations can be derived in a
straightforward way. The state and the adjoint state
equations associated with the subdomain Ω2(α)
read as follows:
E2(α)
d
dt
(
v̂2
p̂2
)
=− S22(α)
(
v̂2
p̂2
)
(96a)
− S2Γ(α)
(
v̂Γ
p̂0
)
+N2(α)f(t),
−E2(α) ddt
(
λ̂ 2
κ̂2
)
= (96b)
−S22(α)
(
λ̂ 2
κ̂2
)
−S2Γ(α)
(
λ̂ Γ
κ̂0
)
−
(
∇v̂2`(v̂2, p̂2, v̂Γ, p̂0, t,α)
∇p̂2`(v̂2, p̂2, v̂Γ, p̂0, t,α)
)
.
The state and the adjoint state equations associated
with the interface Γ(α) are given by
EΓ(α)
d
dt
(
v̂Γ
p̂0
)
=−SΓΓ(α)
(
v̂Γ
p̂0
)
(97a)
+
(
ẑv,Γ
ẑp,Γ
)
−ST2Γ(α)
(
v̂2
p̂2
)
+NΓ(α)f(t),
−EΓ(α) ddt
(
λ̂ Γ
κ̂0
)
=−SΓΓ(α)
(
λ̂ Γ
κ̂0
)
+
(
q̂v,Γ
q̂p,Γ
)
−ST2Γ(α)
(
λ̂ 2(t)
κ̂2(t)
)
−
(
∇v̂Γ`(v̂2, p̂2, v̂Γ, p̂0, t,α)
∇p̂0`(v̂2, p̂2, v̂Γ, p̂0, t,α)
)
. (97b)
The equations (96a),(96b) and (97a),(97b) are com-
plemented by the variational inequality
T∫
0
∇α`(v2,p2,vΓ,p0, t,α) dt (98)
+
T∫
0
(
µ̂2(t)
µ̂Γ(t)
)T ( (Dα P2(α)(α˜−α))x̂2(t)
(Dα PΓ(α)(α˜−α))x̂Γ(t)
− (Dα N2(α)(α˜−α))f(t)(Dα NΓ(α)(α˜−α))f(t)
)
dt ≥ 0,
which is supposed to hold true for all α˜ ∈ K.
Here, x̂2 := (v̂2, p̂2), x̂Γ := (v̂Γ, p̂0). Moreover,
N2(α),NΓ(α) and P2(α),PΓ(α) are given by as in
(92).
Under some assumptions on the data of the shape
optimization problem under consideration we can
establish an upper bound for the error in the opti-
mal design between the full order and the reduced
order model.
(A1) There exists a constant γ > 0 such that for all
α̂,α ∈ K there holds(
∇Ĵ(α̂)−∇J(α)
)T
(α̂−α) ≥ γ ‖α̂−α‖2.
(A2) The objective functional J1 does not explicitly
depend on the pressure, i.e., it is supposed to
be of the form
J1(v1) =
1
2
T∫
0
|C1v1(t)+F1f(t)−d(t)|2 dt.
(A3) Treating the states x2 := (v2,p2)T and xΓ :=
(vΓ,p0)T in the integrand ` of the objective
functional
J2(x2,xΓ,α) =
1
2
T∫
0
`(x2,xΓ, t,α) dt,
as implicit functions of α , we assume that for
some positive constant L1 the Lipschitz condi-
tion
‖∇α`(x2,xΓ, t,α)−∇α`(x′2,x′Γ, t,α)‖ ≤
L1
(
‖x2−x′2‖2+‖xΓ−x′Γ‖2
)1/2
is satisfied uniformly in α ∈ K and t ∈ [0,T ].
(A4) There exists a constant L2 > 0 such that for all
α ∈ K and all α ′ with ‖α ′‖ ≤ 1 there holds
max{‖Dα P2(α)α ′‖,‖Dα PΓ(α)α ′‖,
‖Dα N2(α)α ′‖,‖Dα NΓ(α)α ′‖} ≤ L2.
(A5) The matrix A(α) ∈ Rn1×n1 is symmetric
positive definite and B(α) ∈ Rn2×n1 has
rank n2. The generalized eigenvalues of
(A(α),M(α)) have positive real part.
A11(α) ∈ Rn11×n11 is symmetric positive
definite and B11(α) ∈ Rn21×n11 has rank
n21. The generalized eigenvalues of
(A11(α),M11(α)) have positive real part.
Theorem 5.3 Under assumptions (A1)− (A5) let
α∗ and α̂∗ be the optimal designs obtained by the
solution of the full order and the reduced order op-
timization problem. Then, there exists C > 0 such
that
‖α∗− α̂∗‖ ≤ C
γ
(
σp+1+ · · ·+σn1
)
, (99)
where
C =
{
T L1+ γ
∥∥∥∥( µ̂2µ̂Γ
)∥∥∥∥
+L2 (cλ + cκ) (σp+1 + · · · + σn1)
}
(cv+ cp)
+L2 (cλ + cκ)
{∥∥∥∥( x̂2x̂Γ
)∥∥∥∥+‖f‖
}
.
Here, cv,cp,cλ ,cκ are positive constants.
Proof: The assertion follows from Theorem 5.1
and Theorem 5.2 in conjunction with the assump-
tions (A1)− (A5). For details we refer to Lemma
5.5.1-2, Theorem 5.5.3 and Corollary 5.5.4 in [2]. ¤
Remark 5.4 In general, we cannot expect the strict
convexity assumption (A1) to hold true globally,
since the dependence of the objective functional on
the design variable α typically is nonconvex such
that there is a wide variety of critical points. How-
ever, we may assume the validity of (A1) in some
neighborhood U (α∗) of a local minimum α∗ ∈ K.
In this sense, the result of Theorem 5.3 has to be
understood as a local convergence result.
Remark 5.5 The constant C in Theorem 5.3 de-
pends on quantities like θ in (76), the derivative
of A(α) with respect to α , etc., which in turn de-
pends on the viscosity νF of the fluid. Therefore,
one might have to choose a smaller truncation level
τ > 0 for the balanced truncation model reduction
σp+1 < τσ1.
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Fig. (25): Reference domain Ωref (left) and optimal
domain (right).
We have considered Stokes flow in a network of mi-
crochannels and reservoirs on top of a microfluidic
biochip with capillary barriers between the channels
and the reservoirs to guarantee a precise filling of
the reservoirs with the DNA or protein probes. The
objective was twofold: Firstly, we wanted to design
the walls of the barriers in such a way that a de-
sired velocity profile vd is attained and secondly,
we wanted to minimize the vorticity ∇∧ v in sub-
domain Ωobs of the network. The chosen computa-
tional domain Ω ⊂ R2 is displayed in Figure (25)
(left). It has been decomposed into subdomains
Ω1 = Ω \ Ω2, and Ω2 = (1.5,2.5) × (9,10) and
boundaries Γin = {0}×(9,10),Γout = {10}×(0,1),
and Γlat = ∂Ω \ (Γin ∪ Γout) (units in 10−3). The
data of the problem have been chosen according
to f = 0 in Ω× (0,T ), a Poiseuille velocity profile
vin((x1,x2), t) = 4(x2 − 9)(10− x2)(1− 0.815 t)sin(t)
on Γin × (0,T ), outflow boundary conditions on
Γout×(0,T ), and no-slip conditions on Γlat×(0,T ).
We have used a parametrization Ω2(α) of Ω2 by
means of Bézier control points α ∈ Rm,m = mT +
mB, of Bézier curve representations of Γ2,T and Γ2,B,
where mT and mB refer to the number of control
points for Γ2,T and Γ2,B, respectively. The follow-
ing shape optimization problem had to be solved
J(α) =
T∫
0
∫
Ωobs
|∇∧v(x, t)|2dxdt
+
T∫
0
∫
Ω2(α)
|v(x, t)−vd(x, t)|2dxdt,
subject to the Stokes equations (74b)–(74d) with
T = 15,ν = 1/50,v(0) = 0 and the constraints
αmini ≤ αi ≤ αmaxi ,1 ≤ i ≤ m,, where the bounds
αmini ,αmaxi on the design variables have been cho-
sen such that the constraints were never active in
this example. We have selected mT = 6,mB =
6 Bézier control points for the top and the bot-
tom boundary of Ω2(α) with the respective first
and last control points being fixed. The desired
velocity vd has been chosen as the restriction to
Ω2(α) of the velocity computed on Ω(α˜) for α˜ =
(9.9,9.75,9.75,9.9,9.1,9.25,9.25,9.1). For spatial
discretization, we have used P2-P1 Taylor-Hood
elements with respect to simplicial triangulations
Th(Ω) of different granularity aligning with the de-
composition into Ω1 and Ω2. The Lyapunov equa-
tions have been solved by a multishift ADI method
with four shifts that have been computed as in [60].
For the model reduction, we have selected all Han-
kel singular values σ j with σ j ≥ 10−3σ1. Further,
we have used automatic differentiation [53] to com-
pute the derivatives with respect to the design vari-
ables α and we have solved the discretized opti-
mization problems by a projected BFGS method
with Armijo line search. The optimization algo-
rithm has been terminated when the norm of the pro-
jected gradient was less than 10−4.
The results in Figure (25)(right) and Figure (26)-
(27) and Table 5 have been generated with respect
to the finest mesh with a total of Nv,do f = 16806 de-
grees of freedom. In particular, the computed opti-
mal domain Ω(α∗) is shown in Figure (25) (right).
We note that the optimal shape α∗ is close, but not
equal to α˜ , since the objective J(α) also includes
the term
∫
Ωobs
|∇∧v(x, t)|2dx.
Fig. (26) (left) shows the convergence history of the
multishift ADI in terms of the normalized residu-
als for the approximate solution of the controllabil-
ity and observability Lyapunov equations, whereas
Fig. (26) (right) displays the largest Hankel singular
values with respect to the threshold 10−3σ1 (indi-
cated by the solid line). In this case, twenty-nine
Hankel singular values and corresponding singular
vectors have been chosen to determine the reduced
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Fig. (26): Normalized residuals generated by the
multishift ADI for the approximate solution of the
controllability Lyapunov equation (o) and of the ob-
servability Lyapunov equation (∗) (left). Largest
Hankel singular values and the threshold 10−3σ1
(right).
order model.
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Fig. (27): Convergence history of the objective
functionals for the full (+) and reduced (o) order
model (left) and convergence history of the pro-
jected gradients for the full (+) and reduced (o) order
model (right).
The convergence histories of the projected BFGS al-
gorithm are shown in Fig. (27). We note that except
for the final iterations, the convergence behavior of
the optimization algorithm is nearly identical. This
can be explained as follows: The DDBTMR ap-
proach approximates the objective function as well
as the gradient of the full order problem with an ab-
solute error that is proportional to the sum of the
truncated singular values. The objective function
values begin to differ when the full order objective
function value drops below 10−4. However, we have
stopped the iteration when the gradient norms were
less than 10−4. If we had required a stricter stop-
ping criteria, then the gradient norms between the
full and the reduced order model would have started
to differ as well.
Table 4 displays the sizes of the reduced and the
full order problems (in Degrees of Freedom (DoF))
for an initial coarse grid and three levels of refine-
grid
number q N(1)v,do f N
(1)
v̂,do f Nv,do f Nv̂,do f
1 149 4752 23 4862 133
2 313 7410 25 7568 183
3 361 11474 26 11700 252
4 537 16472 29 16806 363
Table 4: The number q of observations in Ω1, the
numbers N(1)v,do f ,N
(1)
v̂,do f of velocity DoF in Ω1 (full
and reduced order), and the numbers Nv,do f ,Nv̂,do f
of velocity DoF in Ω (full and reduced order) for
four meshes.
α∗ α̂∗ α∗ α̂∗
9.8987 9.9026 9.7510 9.7498
9.7496 9.7484 9.8994 9.9021
9.0991 9.0940 9.2499 9.2514
9.2504 9.2511 9.0989 9.0956
Table 5: Optimal shape parameters α∗ and α̂∗
(rounded to 5 digits) computed by minimizing the
full and the reduced order model
ment. We observe that the size of the reduced or-
der model is nearly independent of the grid size and
that the model reduction achieved by BTMR on the
linear subproblem corresponding to Ω1 is substan-
tial. Finally, the optimal shapes α∗ and α̂∗ for the
full and the reduced order model are shown in Ta-
ble 5. For the finest grid problem, the error be-
tween the full and the reduced order model solution
is ‖α∗− α̂∗‖2 = 8.0751 ·10−3.
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