, "Convolutional neural network extreme learning machine for effective classification of hyperspectral images," J. Appl. Remote Sens. 12(3), 035003 (2018) Abstract. Due to its excellent performance in terms of fast implementation, strong generalization capability, and straightforward solution, extreme learning machine (ELM) has attracted increasing attention in pattern recognition such as face recognition and hyperspectral image (HSI) classification. However, the performance of ELM for HSI classification remains a challenging problem especially in effective extraction of the featured information from the massive volume of data. To this end, we propose a method to combine convolutional neural network (CNN) with ELM (CNN-ELM) for HSI classification. As CNN has been successfully applied for feature extraction in different applications, the combined CNN-ELM approach aims to take advantages of these two techniques for improved classification of HSI. By preserving the spatial features while reconstructing the spectral features of HSI, the proposed CNN-ELM method can significantly improve the accuracy of HSI classification without increasing the computational complexity. Comprehensive experiments using three publicly available HSI datasets, Pavia University, Pavia center, and Salinas, have fully validated the improved performance of the proposed method when benchmarking with several state-of-the-art approaches.
Introduction
With spectral information in hundreds of continuous narrow bands and spatial information acquired simultaneously, hyperspectral imaging has facilitated a number of applications, such as agricultural, military defense, agriculture, medical diagnosis, and analyses of crime scene details, 1,2 especially in remote sensing earth observation. As the spectral profiles can reflect certain physical (i.e., moisture/temperature) or chemical differences of the objects, this has been widely used in land mapping for classification of the images. 1 Although hyperspectral image (HSI) data classification is conceptually similar to image labeling in computer vision, 3 one fundamental challenge here is the curse of dimensionality or Hughes phenomenon 4 caused by limited labeled data samples (in spatial domain) but too many spectral bands (feature dimensions). 5, 6 To tackle this problem, a number of techniques have been proposed for feature extraction and dimensionality reduction, 7, 8 such as principal component analysis (PCA), 9 singular spectrum analysis, [10] [11] [12] low-rank representation, 13 and segmented autoencoder. 14 For data classification, typical approaches include support vector machine (SVM), 15 multikernel classification, 16 k-nearest-neighbors, 17 and multinomial logistic regression (MLR). 18, 19 Among these approaches, spatial-spectral analysis becomes a trend as it extracts information in both spatial domain and spectral domain. While spectral information measures the physical/chemical characteristics, it is the spatial structuring information that groups pixels into objects. Therefore, fusion of these two modalities of information is essential for classification of HSI data.
For effective spatial-spectral analysis of HSI, convolutional neural network (CNN)-based deep learning is employed for its success in feature extraction and extraction of the hidden structures of the data. 20 As one of the most popularly used model in deep learning, CNN can exploit spatially local correlation by enforcing a local connectivity pattern between neurons of adjacent layers. [21] [22] [23] [24] [25] Although CNN has already been successfully applied for HSI classification, [26] [27] [28] the training process is overcomplicated due to the lengthy iterations over the high data volume. For practical applications, especially with airborne-or satellite-based systems, the computational cost needs be cut down to meet the requirement for real-time data analysis.
In this paper, a convolutional neural network extreme learning machine (CNN-ELM) approach is proposed for hyperspectral image classification. Inspired by Ref. 29 , we get the idea of the complete architecture and the purpose of each layer and training parameters of CNN. Rather than using a lengthy process for iterative feature extraction, we apply CNN for only one iteration in training, followed by ELM for data classification under significantly reduced time for feature extraction. CNN has been combined with other methods for classification. For example, CNN and SVM have been combined and successfully applied for HSI classification, where CNN was used for feature extraction followed by SVM for classification. 30 However, compared with SVM, ELM has more efficient computation and comparable classification accuracy. 31 As a single-hidden layer feedforward neural network, ELM has been successfully applied in a number of application areas for merits in terms of fast implementation, straightforward solution, and strong generalization capability. 32, 33, 34 As a result, the combination of these two methods is expected to produce much improved data classification results in our proposed CNN-ELM approach. Furthermore, as can be seen from Refs. 1 and 2, HSI classification methods can be applied for many applications. Hence, the proposed methods can also be applied for many applications, such as land map classification, medical diagnosis, etc.
The main contributions of the proposed CNN-ELM approach can be highlighted as follows. First, the combination itself is rare, especially for HSI classification with CNN used for feature extraction and ELM for data classification. Second, the proposed method can not only reconstruct the spectral features but also preserve the spatial information. Third, applying CNN only for one iteration has significantly reduced the computational cost while still improving the classification accuracy. The experiment results on three well-known publicly available HSI datasets, Pavia University, Pavia center, and Salinas, have validated the efficacy of the proposed approach when benchmarking with several the-state-of-art techniques.
The remainder of this paper is organized as follows. Section 2 introduces briefly the background knowledge of ELM and CNN. Section 3 discusses in detail the proposed CNN-ELM approach in three steps, i.e., normalization, CNN-based spectral feature reconstruction, and ELM-based classification. The experimental results and analysis are presented in Sec. 4, followed by some concluding remarks drawn in Sec. 5.
Reviews of ELM and CNN for Data Classification in HSI
In this section, the background knowledge of CNN and ELM is presented. Discussions are followed to show how they can be applied in HSIs for data classification.
Background Introduction of ELM
Let x ¼ ðx 1 ; x 2 ; : : : ; x N Þ ∈ R N×d denote training samples of an HSI, which has N samples of spatial pixels and each sample is a d-dimension vector, we also define y ¼ ðy 1 ; y 2 ; : : : ; y N Þ ∈ R N×M as the desired output of M different labels for the N samples. As shown in Fig. 1 , ELM is a single-hidden layer feedforward neural network, and an ELM with L hidden nodes can be modeled as 35 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 1 1 6 ; 5 3 9
where T is the transpose operation, we i ¼ ðwe i1 ; we i2 ; : : : ; we id Þ and bi i are the weight vector and the bias connecting the input layer and hidden layer of the i'th sample of his, respectively. In addition, β j is the ouput weight vector of i'th sample of his, and g is the activation function. For data classification, there are three key steps in ELM as detailed below.
Step 1: Assign random inputs for the weight vector we i and the bias bi i , where i ¼ 1; 2; : : : ; L.
Step 2: Using Eq. (1) to calculate the output matrix of the hidden layer G where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 4 3 0 Gðwe 1 ; we 2 ; : : : ; we L ; x 1 ; x 2 ; : : : ; x N ; bi 1 ; bi 2 ; : :
: : : : : :
Step 3: Calculate the output weight matrix β ¼ ½β 1 ; : : : ; β L L×M as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 3 4 5
where G † denotes Moore-Penrose generalized inverse of matrix G, 34 and y represents the desired output in Eq. (1).
Any piecewise continual function can be used as the hidden layer activation function. 34 The input weight and bias of ELM are randomly generated and the output weight matrix can be computed as β ¼ G † Ã y, so the time-consumption can be greatly reduced.
Background Introduction of CNN
CNN is considered to be one of the relatively successful machine learning method because of its good performance. As shown in Fig. 2 , a typical CNN consists of several layers. 21, 36 The first layer is the input layer, while the second and third layers are the convolution layer and the max pooling layer, respectively. The convolution layer convolutes the input data to form the feature map to reduce the training parameters. That is to say, each hidden activation function of CNN is computed by multiplying a small local input with the weights W. The neurons belonging to the same layer share the same weights, which can be described as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 1 2 8
where b i is the bias of the convolutional layer. The max pooling layer partitions the feature map from convolutional layer into a set of nonoverlapping windows and outputs the maximum value.
The final layer is a fully connected layer that outputs the classification results. Fig. 1 The architecture of an ELM.
Adapting CNN and ELM in HSI
Comparing with SVM and other state-of-the-art data classification algorithms, ELM is considered as a promising method with the following advantages. 37 First, it has a simpler structure and higher generalization performance than SVM and most others. Second, it has a very high computational efficiency for greatly shortened training time. Third, it needs no tuning of additional parameters when the network structure is set. Fourth, there are many available piecewise continual functions that can be used as the activation function, such as sine function, radial basis function, sigmoid function, etc. As a result, ELM has been successfully applied in many applications. 37 However, the classification results are not high when applying ELM directly to HSI. The reason of low-recognition rate mainly is that the ELM cannot catch the depth features of HSI. For example, as reported by Lv et al., 38 the overall classification accuracy of ELM for Pavia University datasets is only 79.58%. Therefore, it is a critical problem how to maintain fast speed of ELM and improve the accuracy for HSI classification.
As mentioned above, CNN can extract the spectral features of depth of HSI data very well. So, we use CNN to extract the depth feature of HSI, then the reconstructed pixels of HSI are used as the input of ELM. The combination of these two methods is expected to obtain good classification results and maintain the fast speed for HIS classification.
Proposed CNN-ELM Approach
The proposed method can be divided into three parts: normalization, spectral feature reconstruction using CNN, and classification using ELM.
Normalization
Let x ≡ ðx 1 ; x 2 ; : : : ; x N Þ ∈ R N×L be an HSI data that has N samples and L feature. Normalization is a preprocessing process that it makes the HSI data remain in the range of [0, 1]. Since the normalization is an important preprocessing step for HSI classification, many normalization approaches have been proposed. Here, we choose the following widely used normalization method, 31 which can be described as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 1 1 6 ; 1 8 9
x ij ¼ x ij maxðXÞ i ¼ 1; 2; : : : ; N; j ¼ 1; 2; : : : ; L;
where x ij is any pixel of the HSI data, and max() gets the largest one of all the data.
Spectral Feature Reconstruction using CNN
In order to maintain the high speed of the algorithm, we let CNN iterate only one time to reduce the consuming time. The hierarchical structure of CNN has been shown to be the most successful and efficient method to learn visual features. HSI data have hundreds of spectral bands so that we can think of the spectral feature of pixels as a two-dimensional curve. We use CNN to extract the spectral feature of the depth of the pixel to reconstruct the spectral feature, and then improve the classification accuracy of ELM with little consuming time.
As show in Table 1 , CNN consists of eight layers. The first layer is the input layer that represents the spectral vector of one pixel of HSI dataset. The second and third layers are the convolution layer and the max pooling layer, respectively. The fourth layer and the fifth layer are also convolution and max pooling layer. The data from convolutional layer after max pooling operation are a series of feature map, but the input received by the multilayer perceptron is a vector. So, the elements in these feature maps should be arranged in a vector. The sixth layer is the rasterization layer that is a fully connected layer, followed by another fully connected layer, and then the final layer is the output layer. Table 1 shows an example of the number of maps/ filters and the kernel sizes in each layer, where K1, K2, K3, and K4 are the kernel size in the corresponding layer, which will be given the exact sizes for different datasets in the experimental section. The output layer of CNN is just used for training. The purpose is to update the weights and bias for backpropagation, which would allow deeper features to be extracted. We will not use the output layer when we test our labeled sample. θ is assumed to represent all training parameters, θ ¼ fθ i g and i ¼ 2, 3, 4, 5, 6, 7, 8, where θ i is the parameters set between the (i − 1)'th and the i'th layers. Assuming x i is the input of the i'th layer and the output of the th (i þ 1)'th layer, we can compute x iþ1 by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 1 1 6 ; 2 7 4
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 1 1 6 ; 2 3 1
and T is the transpose operation, w i and b i are the weight matrix and bias of the i'th layer acting on the input data, respectively. For the output layer, we use softmax function as the activation function, which is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 1 1 6 ; 1 6 8
The backpropagation updates the weights until the error is acceptable. The error is the deviation between the actual response of the training sample in the forwardpropagation phase and the target output corresponding to the sample. The training parameters are updated by minimizing the loss function, which is achieved by gradient descent. The loss function in our work is defined as follows:
where p is the total number of training samples, Y and y ðiÞ j are the desired output and the actual output of the j'th sample, respectively. The probability value of the desired output of the j'th sample is 1, and the probability values of the others are 0. The expression 1fj ¼ Y ðiÞ g ¼ 1 if j is equal to the desired output Y ðiÞ of the i'th training sample, otherwise its value is equal to 0. The training parameters are updated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 1 1 6 ; 6 0 0
where α is the learning factor, which is set to be 0.05 in our experiment, and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 1 1 6 ; 5 5 7
and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 1 1 6 ; 5 0 0
Classification using ELM
As mentioned above, when applying to HSI dataset, ELM cannot extract the spectral feature of depth. This causes low-recognition rate. To improve the accuracy, we use CNN to reconstruct the spectral features. Then, the spectral features of depth are used as the input of ELM. Let x Ã ≡ ðx 1 ; x 2 ; : : : ; x N Þ ∈ R N×Q be the reconstructed spectral feature datasets, i.e., every pixel of HSI is reconstructed to be Q-dimensions, y ¼ ðy 1 ; y 2 ; : : : ; y N ÞR N×M be the corresponding target label, L be the hidden neuron numbers and g Ã ðwe Ã x Ã þ bi Ã Þ be the activation function of hidden layer, then the process of classification by ELM can be described as follows:
Step 1: Generate the input weight matrix w Ã and bias vector b Ã randomly using the uniform distribution function.
Step 2: Compute the output matrix of the hidden layer E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 1 1 6 ; 3 0 0
Step 3: Calculate the output weights E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 1 1 6 ; 2 1 5
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 1 1 6 ; 1 7 2
and † is the Moore-Penrose generalized by the inverse of the hidden layer matrix.
The final classification result can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 1 1 6 ; 5 4 8
We use different numbers of hidden nodes of ELM for different HSI datasets. Better results are achieved using different hidden nodes according to different HSI data. Figure 3 shows the flowchart of our proposed method.
Experiments and Analysis
In this section, we apply the proposed method to three well-known HSI datasets. We use different architectures of CNN for different HSI datasets. The CNN architectures of Pavia University, Fig. 3 The flowchart of the proposed CNN-ELM. Table 2 . The architectures of CNN we used are very effective and our experiment results in three wellknown HSI datasets demonstrate the feasibility of the architecture.
Dataset
The three HSI datasets and the experiment results are described as follows:
(1) ROSIS Pavia University HSI: The first HSI 39 dataset was collected in 2001 by the Reflective Optics System Imaging Spectrometer (ROSIS) optical sensor, which provides 103 bands after removing 12 noisiest bands with a spectral range coverage ranging from 0.43 to 0.86 μm. The size of the image in pixels is 610 × 340 with very high spatial resolution of 1.3 m and nine ground truth classes. The numbers of training samples is 3921 (about 9%) of all labeled data, and all the labeled data are used for testing. Table 3 shows the number of train samples and test samples in our experiments. (2) ROSIS Pavia Center HSI: The second HSI 40 dataset was the other urban image collected in 2001 by the ROSIS sensors over the center of the Pavia city. The dataset has 1096 × 715 pixels that each has 102 spectral bands after removing 13 noisy bands. There are also nine classes of images, and the number of training and test samples of each class of the HSI in our experiments is shown in Table 3 . There are about 7456 labeled samples used for training, which accounts for about 5% of the total sample. In order to compare the classification accuracy with other state-of-the-art methods, we use the rest of the labeled samples for testing. Table 6 . In order to compare with other state-of-the-art method, we also use rest labeled samples for testing.
It is worth noting that in our experiments, the final output layer of the CNN architectures is only used during training. It facilitates the update of the weights and bias in the backpropagation process so that it can extract spectral feature of depth. We do not need to use the final output layer in the test process. We directly use the reconstructed spectral feature of the seventh layer as input of ELM. In order to maintain the high speed of the algorithm, we let CNN iteration for only one time to reduce the consuming time in the experiment. It is found that it can obtain high classification accuracy with little consuming time. For the three HSI datasets, all the training samples are randomly selected, and all the experiment results were averaged by 10 times in Monte Carlo runs. The number of hidden neuron of ELM in each HSI dataset is shown in Table 4 .
Experiments Results and Analysis of Pavia University Dataset
In this section, we evaluate the proposed method by comparing with other state-of-the-art methods of HSI classification using the University of Pavia dataset. Figures 4(a) and 4(b) show the training sample and the classification results with 3921 training samples and all the labeled samples, respectively. Table 5 shows the overall accuracy (OA), average accuracy (AA), The results of DAFE (use the mean vector and the covariance matrix of each class for classification) and DBFE (features are extracted from the decision boundary between two classes) are taken from Ref. 44 . The results of OMP (orthogonal matching pursuit), SOMP (simultaneous orthogonal matching pursuit), FOMP (first-order neighborhood system weighted constraint OMP), ELM are directly taken from Ref. 45 .
k (kappa coefficient), and individual class accuracies of the proposed method and other state-ofthe-art methods. In contrast to other methods, our proposed method obtains the best results with the same training samples (about 9% of available samples). Table 3 shows the number of training samples and test samples of Pavia University dataset in this experiment (Table 4) . Compared with ELM, 38 our proposed method is superior to ELM for the classification accuracy of each class. In Table 5 , we can see that for each class, we improve all the classification accuracy, and for the OA, AA, and k, we improve 13.72%, 9.85%, and 17.95%, respectively. It shows that our method improves the classification accuracy a lot.
Experiments Results and Analysis of Pavia Center Dataset
In this experiment of HSI datasets, we evaluate the classification accuracy of the proposed method by comparing with other state-of-the-art methods of HSI classification. Figures 5(a) and 5(b) show the training sample and the classification results of the proposed method with 7456 training samples and remaining samples, respectively. Table 6 shows the OA, AA, k, and each class' accuracy. In contrast to other methods, the experiment results demonstrate that our proposed method yields the best results with the same training samples (about 5% of available samples) and test samples. The number of training samples and test samples of this experiment is shown in Table 3 . The experiment results demonstrate our proposed method achieves higher accuracies than other method. Compared with ELM 45 in Table 6 , we can see that our proposed method not only improve the classification accuracies of each class but also improve the OA, AA, and k. For the OA, AA, and k, we improve 4.33%, 12.98%, and 8.23%, respectively. The experiment results demonstrate the feasibility of the proposed method again.
Experiments Results and Analysis of AVIRIS Salinas Dataset
In this HSI set of experiments, we evaluate our proposed method using the Salinas datasets. Table 7 shows the OA, AA, and k statistic of our methods and the other methods using 10% training samples. Figures 6(a) and 6(b) show the training sample and the classification results of the proposed method with 5403 training samples and remaining samples, respectively. Table 3 shows the number of training samples and the test samples of each class. It can be seen that our proposed method achieved better performance than other state-of-the-art HSI classification method. From Table 7 , we can see that the proposed method achieves better performance than ELM. 45 For the OA, AA, and k, the proposed method is higher than ELM with 6.22%, 4.98%, and 6.94%, respectively.
Impact of Hidden Neurons of ELM
In this experiment, we conduct an evaluation of the impact of the numbers of hidden neurons of ELM using Pavia University, Pavia Center, and Salinas. The number of hidden neurons of ELM is an important parameter for HSI classification, so it is worthy to discuss. Figures 7(a)-7(c) show the OA, AA, and kappa statistic results as a function of variable l (the numbers of hidden neurons of ELM) with 3921, 7456, and 5403 training samples for the three datasets, respectively. From Figs. 7(a)-7(c), we can see that l is an important parameter for HSI classification. For Pavia University and Pavia Center datasets, we should choose 900 hidden neurons. But for the Salinas dataset, we should choose 1100 hidden neurons. By choosing appropriate hidden layer nodes, we obtain the best classification accuracy for ELM. For the training samples, we choose them randomly of each class in the all labeled samples.
From Figs. 7(a) and 8, we can see that the classification results are different with different l. The classification results of OA, AA, and kappa statistic of Pavia University is 93.30%, 94.02%, and 91.21%, respectively, when the hidden neurons of ELM is set to 900, and the classification result with 900 hidden neurons of ELM outperforms other classification results with 300, 600, 1200, and 1500 hidden neurons.
From Figs. 7(b) and 9, although the AA of 1200 and 1500 hidden neurons are higher than 900 hidden neurons, the 900 hidden neurons achieve the best OA and kappa statistic. The OA, AA, and kappa statistic with 900 hidden neurons is 98.85%, 97.50%, and 98.34%, respectively. So, we can say that 900 hidden neurons are the best choice for Pavia datasets.
The same as Pavia Center, from Figs. 7(c) and 10, we can know that the AA is higher with 1400 hidden neurons than AA with 1100 hidden neurons, but the 1100 hidden neurons achieve the best classification results. So, 1100 hidden neurons are the best choice for Salinas datasets. 
Conclusion
In this paper, we have proposed a new method for HSI classification by combining CNN with ELM. First, we used CNN for HSI spectral feature reconstruction. Then, the reconstructed feature was used for the input of ELM. Finally, it was classified by ELM. This is the first time to use the reconstructing spectral of CNN as the input of ELM for HSI classification. Through the experiment results on three HSI datasets, it shows that the reconstructed spectral greatly improves the classification accuracy of HSI datasets. From the last experiment, we can see that the hidden neurons of ELM are important for HSI classification results and we achieve best results for appropriate hidden neurons. We have improved the classification accuracy by reconstructing the spectral features, but spatial information is also important for HSI classification, so the future work will focus on using the spatial information for improve the accuracy. 
