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ЗАДАЧА ПРОГНОЗУВАННЯ І КЕРУВАННЯ ПРОЦЕСОМ ЕВОЛЮЦІЇ ЗНАНЬ                            
У СКЛАДНИХ НАВЧАЛЬНИХ СИСТЕМАХ 
Relying on studies of systematic approach, we investigate the issue of forecasting and control for the model describing 
the knowledge evolution in complex training systems. We obtain the substantial mathematical results for the proposed 
nonlinear evolution equation. These results depend on conditions of parameters of a non-smooth function of the 
reaction system that ensures saving a fixed level of knowledge, the terms of the dissipation at this level, the existence 
of global attractor, and the ability to approximate the optimal control process of the evolution of educational 
knowledge. 
Вступ 
Актуальною задачею, що стоїть перед ви-
щою школою на теперішньому етапі станов-
лення інформаційного суспільства, є системне 
формування концептуальних засад такої мето-
дології керування навчальним процесом, яка б 
дала можливість принципово по-новому вибу-
дувати саму стратегію підготовки фахівців у 
вищих навчальних закладах. Мова йде про так 
звані резонансні, топологічно правильно орга-
нізовані та своєчасні впливи в навчальному 
процесі на основі вивчення феноменів самоор-
ганізації в освітньому просторі. 
Труднощі, через які педагогічній науці дов-
гий час не вдається повноцінно вписатись у за-
гальну теорію систем, пов’язані насамперед з 
проблемою математичної формалізації та моде-
лювання основних категорій педагогіки і в пер-
шу чергу такої фундаментальної категорії, як 
“навчальні знання” — динамічної системи, що 
формується в результаті навчального процесу 
(цілеспрямованого та організованого навчан-
ня). Незважаючи на всю складність такої сис-
теми (нелінійність, відкритість, ієрархічність 
тощо), її унікальність визначає в першу чергу 
сама людина як носій цієї системи та її па-
м’ять. 
Аналіз науково-педагогічної літератури по-
казує, що більшість питань, пов’язаних із сис-
темним моделюванням процесів накопичення 
та дисипації знань у складних навчальних сис-
темах, поки що не отримали необхідного ви-
світлення та вивчення. 
У статті досліджується модель, що описує 
еволюцію знань у складній навчальній системі. 
Запропонована модель є принципово неліній-
ною і базується на загальній концепції моде-
лювання складних ієрархічних структур, запро-
понованій у [1], а при її дослідженні викорис-
товуються методи нелінійного аналізу та сис-
темної математики [2—7]. Важливість такого 
дослідження зумовлена, зокрема, необхідністю 
створення науково обґрунтованих методологіч-
них засад незалежного моніторингу якості під-
готовки фахівців у вищих навчальних закладах 
України.  
Центральне місце в запропонованій моделі 
посідає так звана функція “реакції” системи — 
функція, що задає нелінійність поставленої за-
дачі і акумулює всю відому інформацію про 
поведінку суб’єктів системи. Природно, що 
умови на таку функцію мають диктуватись вла-
стивостями навчальної системи і повинні бути 
якомога більш загальними з математичної точ-
ки зору. Це зумовлює необхідність розгляду не-
гладких функцій реакції системи та вимагає  
застосування апарату многозначного оператор-
ного аналізу, детально розробленого в [2—7]. 
Оскільки означена проблема пов’язана із 
подальшим створенням відповідних діагностич-
них технологій, що спираються на специфіку 
масових явищ, то побудова математичної моде-
лі еволюції знань у складних навчальних сис-
темах має ґрунтуватися на попередніх мас-            
штабних системних моніторингових дослі-
дженнях закономірностей накопичення та збе-
рігання навчальних знань великими групами 
індивідуумів [8]. 
У праці [9] запропоновано систему аксіом, 
які пов’язують між собою швидкість зміни на-
явного рівня знань з механізмами перерозподі-
лу знань у навчальній системі і дають змогу за-
писати математичну модель процесу, що є кра-
йовою задачею відносно невідомої функції 
( , )u x t , яка характеризує рівень навчальних 
знань: 





























В [9—11] проведено аналіз системи (1) як з 
точки зору якісної поведінки, так і з точки зо-
ру можливості керування процесом еволюції 
знань.  
Основні результати 
Вважатимемо, що функція μ , яка характе-
ризує інтенсивність потоку знань, задовольняє 
умову  
  0(0, ), ( ) > 0 м.с. на (0, ).L l x l
∞μ ∈ μ ≥ μ   (2) 
Функція ( , , ) : [0, ) [0, ] [0, ]f f u x t l T= +∞ × × a 
( , )−∞ +∞a , яка характеризує реакцію системи, 
задовольняє умови 
 aвідображення ( , ) ( , , ) неперервнеt u f u x t   
 ∈для м.в. (0, );x l   (3) 
 aвідображення ( , , ) вимірнеx f u x t   
 ∈ +∞ ×для всіх ( , ) [0, ) [0, ].u t T   (4) 
  11| ( , , ) | (1 | | ),
pf u x t C u −≤ +   (5) 
  2( , , ) | | ,
pf u x t u u C≤ −α +   (6) 
де 2p ≥ , 1 2, , > 0C Cα .  
Введемо простори 2: (0, )H L l=  з нормою 
|| ||⋅  і 1: (0, )V H l=  з нормою || ||
V
⋅ . 
За умов (2)—(6) аналогічно [7, 12] можна 
довести розв’язність задачі для довільних почат-
кових даних 0u H∈  у класі I(0, ; (0, ))
p pL T L l  
I I2(0, ; ) ([0, ]; )L T V C T H . При цьому єдиність 
відповідного розв’язку не гарантується з огляду 
на негладку залежність f  від фазової змінної 
u  [7].  
З’ясуємо, за яких умов для навчальних 
знань на часовому проміжку [0, ]T  зберігається 
деякий гарантований рівень >( ) 0q t , де ⋅ ∈()q  
∈ 1([0, ])C T  — задана функція.  
Теорема 1 [9, 10]. Нехай для задачі вико-
нуються умови (2)—(6), і, крім того,  
  ≥ ∈0( ) (0) для м.в. (0, ),u x q x l   (7) 
  ′> ∈( ( ), , ) ( ) для м.в. (0, ),f q t x t q t x l    
 ∈для всіх [0, ].t T   (8) 
 
∀ ε > ∃ δ δ ε >
∀ − + − < δ
0 = ( ) 0
, , , , | | | |t s u v t s u v





ess | ( , , ) ( , , ) | .sup
x l
f u x t f v x s   (9) 
Тоді існує розв’язок = ( , )u u x t  задачі, 
= 0(0, ) ( )u x u x , для якого 
  ≥ ∈( , ) ( ) для м.в. (0, ),u x t q t x l   
 ∈для всіх [0, ].t T  (10) 
Таким чином, для збереження гарантова-
ного рівня знань достатньо вимагати, щоб рі-
вень у початковий момент часу = 0t  був не 
нижче показаного (0)q  (умова (7)), щоб у ко-
жен момент ∈ [0, ]t T  швидкість зміни рівня 
( )q t  визначалася реакцією системи на цей рі-
вень (умова (8)) і щоб виконувалася умова (9), 
яка фактично означає, що більшість студентів 
однаково реагують на один і той самий рівень 
знань. 
Однією з основних задач, що виникають 
при дослідженні еволюційних дисипативних не-
лінійних задач, є з’ясування асимптотичної по-
ведінки розв’язків у фазовому просторі. Згідно 
з [3], наявність у фазовому просторі системи, 
що описує кількісну характеристику засвоєної 
в процесі навчання інформації, — глобального 
атрактора, може трактуватись як поява в сис-
темі якісно нової інформації за рахунок внут-
рішньої самоорганізації. Класична теорія гло-
бальних атракторів нелінійних дисипативних 
еволюційних систем викладена в [14], її уза-
гальнення на багатозначний випадок — у [7]. 
Позначимо для метричного простору X ( )P X  — 
сукупність всіх непорожніх підмножин X , 
β( )X  — сукупність всіх непорожніх, обмежених 
підмножин X , + += τ ∈ ≥ τ
2{( , ) | }dR t R t . 
Означення 1. Відображення + × a: dU R X  
a ( )P X  називається многозначним напівпро-
цесом (МHП) на X , якщо  
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1) τ τ =( , , )U x x  ∀ ∈x X , ∀τ ≥ 0 ;  
2)  τ ⊆ τ( , , ) ( , , ( , , ))U t x U t s U s x  ∀ τ ∈( , ), ( , )t s s  
+∈ dR , ∀ ∈x X , де для ⊂A X  =( , , )U t s A  
∈
= U ( , , )
x A
U t s x . 
Розглянемо сім’ю МНП σ σ ∈ ∑{ | }U , де ∑  — 
деяка множина, і означимо відображення 
Σ σ
σ∈Σ
τ = τU( , , ) ( , , ).U t x U t x  
Означення 2. Множина ∑Θ ⊂ X  назива-
ється рівномірним глобальним атрактором сім’ї 
МHП σ σ ∈ ∑{ | }U , якщо ∑Θ  є рівномірно при-
тягувальною множиною, тобто ∀ ε > 0 , τ ≥ 0  і 
∈β( )B X  існує τ ε= ( , , )T T B  таке, що  
  ∑ τ → → +∞dist( ( , , ), ) 0, ,U t B A   (11) 
і є мінімальною множиною в класі замкнених 
рівномірно притягувальних множин. 
Перейдемо до побудови сім’ї МНП на 
розв’язках задачі. Клас розв’язків = ( , )u u x t  за-
дачі, для яких  
≥ ∈ ≥ τ( , ) ( ) для м.в. (0, ), для всіхu x t q t x l t  
будемо позначати τ ( )W q .  
Розглянемо найбільш загальні умови на 
функції f  і h , при яких на розв’язках (1) з 
класу τ ( )W q  вдається побудувати сім’ю МНП. 
При цьому важливо, що запропоновані умови 
будуть близькими до загальних умов глобальної 
розв’язності і природно вкладаються в рамки 
моделі. 
Розглянемо простір ∞= −∞ +∞( , ; (0, ))M C L l  
з топологією рівномірної збіжності на компак-
тах і простір +∞2, 2loc ([0, ); (0, ))
wL L l  з топологією 
локальної слабкої збіжності. Розглянемо мно-
жину  
+⋅ +⋅ +⋅ ≥
+∞ × +∞ +∞
= ×Σ 2, 2loc
{( ( ), ( ), ( ) | 0}
([0, ); ) ([0, ); (0, )) ([0, ))
.w
f t h t q t t
C M L L l C
cl  
Для довільного σ σ σσ = ∈ ∑( , , )f h q  розгля-
немо задачу σ(1)   
σ σ
= =
⎧∂ ∂ ∂⎛ ⎞= μ + +⎜ ⎟⎪ ∂ ∂ ∂⎝ ⎠⎪
⎪ ∈ > τ⎨
⎪
⎪∂ ∂
= =⎪∂ ∂⎩ 0
( ) ( , , ) ( , ),
(0, ), ,
| | 0.x x l
u u






Якщо для довільних σ ∈ ∑ , τ ≥ 0 , τ ≥( )u x  
σ≥ τ( )q  існує розв’язок = ( , )u u x t  задачі σ(1) , 
для якого 
σ≥ ∈ ≥ τ( , ) ( ) для м.в. (0, ), для всіх ,u x t q t x l t  
то в класі   
+= = ξ ∈ ξ ≥ ∈2{ (0, ) | ( ) 0 для м.в. (0, )}X H L l x x l  
можна означити сім’ю відображень { : dU Rσ + ×   
( )}H P H+ + σ∈∑× a :  
  σ τ σ τ στ = − ⋅ ∈ −( , , ) { ( ) ( ) | ( ) ( )U t u u t q t u W q    
 σ σ ττ − τ =розв’язок (1) , ( ) ( ) }.u q u   (12) 
 Теорема 2 [9, 10]. Нехай виконані умови 
теореми 1 і такі:  
∀ > 0R , ∀ε > 0 =∃ Ω 1{ }
m









∀ ∈( , ) ( )t r Q R , ∀ = 1, ,i m  
  
≥ ∃ Φ Φ = ∀ ∈Ω Φ
− ≤ < ε
1 2
1 2
inf { 0 | , | | 0, , \
| ( , , ) ( , , ) | } ,
ic x x
f t x r f t x r c











h x s dxds ,  (14) 
  
′∃ > ∀ ≥ + ≤
∀ ε > ∃ δ ∀ ≥
′ ′− < δ − < ε
0 0 | ( ) | | ( ) | ,
0 > 0 , 0,
| | | ( ) ( ) | .
Q t q t q t Q
t s
t s q t q s
  (15) 
Тоді сім’я відображень σ σ∈∑{ }U , означена 
формулою (12), породжує сім’ю МНП, для якої 
у фазовому просторі +H  існує компактний, 
напівінваріантний, зв’язний глобальний атрак-
тор +∑Θ ⊂ H . 
Зауважимо, що умова (13) в рамках моделі 
означає, що множина студентів може бути роз-
битою на скінченну кількість груп, у межах 
кожної з яких реакція системи в один і той са-
мий момент часу t  на один і той самий рівень 
знань r  є фактично однаковою. Умова (14) 
означає, що в одиничному часовому інтервалі 
сумарний вплив тих компонент реакції систе-
ми, які не залежать від рівня знань, є рівно-
мірно обмеженим.  
Нехай Λ  — метричний простір параметрів, 
λ ∈ Λ0  — неізольована точка. Розглядається за-
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дача (1) з функціями λ( , , , )f u x t , λ( , , )h t x , 
λ( , )q t , що задовольняють умови теореми 2 з 








0 ( , , ) ,sup
t l
t R t
K h s x dsdx K   (16) 
для всіх ≥ 0t , для м.в. ∈ ( 0, )x l  і для всіх 
λ ∈ Λ  
  ′λ λ + λ ≥ λ( ( , ), , , ) ( , , ) ( , ),f q t x t h t x q t   (17) 
для всіх +> η ∈
2 2
loc0, ( ; (0, ))R L R L l  
∈ ≤ ∈+
λ − λ →
λ → λ
0
| | (0, )
0
ess | ( , , , ) ( , , , ) | 0,supsup sup
,
t R v R x l






λ − λ η →
λ → λ






( ( , , ) ( , , ), ( , )) 0,sup
,




h t x h t x t x dt
q t q t
  (18) 
Тоді сім’я відображень +σ + × a{ : dU R H  
+
σ∈∑ λa ( )( )}P H , побудованих за формулою 
(12), задовольняє умови теореми 2, а отже, має 
глобальний атрактор +∑ λΘ ⊂( ) H . 
Теорема 3 [9, 10]. За умов (16)—(18) маємо 
  ∑ λ ∑ λΘ Θ → λ → λ( ) 0( 0
dist( , ) 0,) .  
Оскільки в реальній освітній системі зав-
жди існує певний керівний орган, що здійснює 
зовнішнє керування системою з метою забез-
печити в певному сенсі оптимальний рівень 
знань, то швидкість зміни рівня знань визнача-
ється наявними в системі параметрами керу-
вання. Щоб врахувати можливий розривний 
характер функції реакції системи, перейдемо до 
відображення  
  = κ θ( , , ) [ ( , , ), ( , , )],f u x t u x t u x t   (19)  
що приводить до іншого математичного об’єк-
та — диференціального включення. Сучасні ме-
тоди дослідження нескінченновимірних вклю-
чень, зокрема і в задачах керування, розвинуті 
в працях [2—5, 7], дають можливість при до-
сить загальних умовах стверджувати розв’яз-
ність задачі (1) з многозначною функцією (19). 
В контексті системних досліджень [2—5] у рам-
ках моделі (1) розглядається задача про набли-
жену формулу оптимального керування у фор-
мі оберненого зв’язку (синтезу). Для розв’я-
зання цієї задачі будемо вважати, що  
  = ε +( , , ) : ( , ) ( ),f u x t F u t h x   
де ε > 0  — малий параметр,  
= κ θ( , ) [ ( , ), ( , )]F u t u t u t  
і виконані умови  
1) ∀ ≥ 0t  функція κ ⋅( , )t  — напівнеперерв-
на знизу; 
2) ∀ ≥ 0t  функція θ ⋅( , )t  — напівнеперерв-
на зверху; 
3) ∃ ≥1 2, 0C C  κ + θ ≤ +1 2| ( , ) | | ( , ) | | |u t u t C C u ; 
4) ∃ ≥ κ − κ + θ −1 2, 0 | ( , ) ( , ) | | ( , )D D u t u s u t  
− θ ≤ + γ −1 2( , ) | ( | | ) (| | )u s D D u t s , де γ ⋅( )  — непе-
рервна функція, така, що γ →( ) 0t , 0t → + . 
Розглянемо задачу оптимального керуван-
ня на скінченному ( < ∞T ) або нескінченому 
( = ∞T ) проміжку часу: 
= =
=









( ) ( , ) ( ) ( ) ( ),






x F u t h x g x v t
t x x







де ∈ 2( ) (0, )g x L l  — задана функція, ( )v t  — ке-
руючий параметр. При цьому керування 
  ⋅ ∈ = ∈ ≤ ξ2() { (0, ) :| ( ) |v U v L T v t    
 п.в. на [0; ]}T   (21) 
має розв’язувати задачу  
  →( , ) infJ u v .  (22) 
Нехай вже доведена розв’язність (20)—(22), 
ε ε
) )
{ , }u v  — оптимальний процес у цій задачі, 
ε ε ε=
) ) )
( , )J J u v  — значення задачі. Нехай при 





[ , ]v t u , на якому реалізується значення 
)
0J  
цієї задачі.  
Основною метою є доведення того, що 
формула [ , ]v t u  дає наближений розв’язок ви-
хідної задачі при малих ε > 0 , тобто що задача  
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є розв’язною і для довільного її розв’язку εu  
справедлива гранична рівність  
  ε ε ε− → ε →
)
( , [ , ]) 0, 0J u v t u J .  (24) 
Згідно з методологією [15] побудовано фор-
мули точного синтезу при 0ε =  задачі (20)—
(22) =
) )
[ , ]v v t u  в термінах коефіцієнтів Фур’є 
відповідної спектральної задачі для функціонала 
⎛ ⎞







( , ) ( )( ( , ) ( )) ( )
l T
J u v q x u x T z x dx v t dt  




⎜ ⎟= + γ
⎜ ⎟
⎝ ⎠
∫ ∫ 2 2
0
( , ) ( , ) ( )J u v u x t dx v t dt  
при = ∞T . На основі цих формул за виконан-
ня умов 1—4 в [11] доведено граничну рівність 
(24). 
Висновки 
На основі запропонованої системи аксіом 
побудовано математичну модель еволюції знань 
у складній навчальній системі; розв’язано зада-
чу про збереження гарантованого рівня знань. 
На знайдених розв’язках побудовано бага-
тозначну неавтономну динамічну систему, для 
якої доведено існування глобального атрактора 
та досліджено його стійкість відносно зовніш-
ніх збурень і збурень початкових даних. 
Для многозначної функції реакції системи 
доведено розв’язність задачі оптимального ке-
рування рівнем знань як на скінченному, так і 
на нескінченному проміжку часу та обґрунто-
вано формулу наближеного оптимального ке-
рування у формі оберненого зв’язку. 
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