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Abstract
We prove the existence of weak solution for the $itlCOI\mathfrak{n}preSSibIe$ alld viscous non-Newtonian
two-phase fluid flow with surface t,ension whcn $d=2,3$ . An approximation schcme combining
the Galerkin method and the phase field method is adopted. This is a joint work with Chun
Liu (Pen State) and Norifumi Sato $(F\iota\iota rano$ IIS $)$ and is the main part of Sato $s$ doctoral thesis.
1 Introduction
In this paper we describe some existence results for incompressible viscous $twc\succ phase$ fluid flow
with surfacc tension in thc torus $\Omega=T^{d}=(\mathbb{R}/\mathbb{Z})^{d},$ $d=2,3$ . A frccly moving $(d-1)$-dimensional
phase boundary $\Gamma(t)$ separates the domain $\Omega$ into two domains $\Omega^{+}(t)$ and $\Omega^{-}(t),$ $t\geq 0$ . The fluid
flow is described by means of the velocity field $u$ : $\Omega\cross[0, \infty)arrow \mathbb{R}^{d}$ and the pressure $\Pi$ : $\Omega\cross[0, \infty)arrow$
$\mathbb{R}$ . We assume the stress tensor of the fluids is of the form $T^{\pm}(u, \Pi)=\nu^{\pm}(|e(u)|)e(u)-\Pi$ $I$ on
$\Omega^{\pm}(t)$ , respectively. Here $2e(u)=\nabla u+\nabla u^{T}$ and $I$ is the $d\cross d$ identity matrix. We assume that
the functions $\nu^{\pm}:\mathbb{R}^{+}arrow \mathbb{R}$ is locally Lipschitz and satisfy for somc $\nu_{0}>0$ and $\nu_{1},$ $\nu_{2}\geq 0$
$\nu_{0}s^{p-2}+\nu_{1}\leq\nu^{\pm}(s)\leq\nu_{0}^{-1}s^{p-2}+\nu_{2}$ , $(\nu^{\pm}(.s)s)’\geq 0$ , $p> \frac{d+2}{2}$ . (1.1)
A typical example is $\nu^{\pm}(s)=(a^{\pm}+b^{\pm}s^{L_{2}^{-\underline{2}}})^{2}$ with $a^{\pm}\geq 0$ and $b^{\pm}>0$ . We set $\tau^{\pm}(e(u))=$
$\nu^{\pm}(|e(u)|)e(u)$ .
We assume that the velocity field $u(x, t)$ satisfies the following non-Newtonian fluid flow equa-
tion:
$\frac{\partial u}{\partial t}+u\cdot\nabla u=div\tau^{\pm}(e(u))-$ vn, $divu=0$ in $\Omega^{+}(t)\cup\Omega^{-}(t),$ $t>0$ , (1.2)
$u^{+}=u^{-}$ , $n\cdot(T^{+}(u, \Pi)-T^{-}(u, \Pi))=\kappa_{1}H$ on $\Gamma(t),$ $t>0$ . (1.3)
The upper script $\pm$ indicates the limiting values approaching to $\Gamma(t)$ from $\Omega^{\pm}(t)$ , respectively, $n$
is the unit outer normal vector of $\partial\Omega^{+}(t),$ $H$ is the mean curvature vector of $\Gamma(t)$ and $\kappa_{1}>0$ is a
constant. The conditions (1.3) represents the force balance with an isotropic surface tension effect
of the free boundary. The phase boundary $\Gamma(t)$ moves with the velocity given by
$V_{\Gamma}=(\tau\iota\cdot n)n+\kappa_{2}H$ on $\Gamma(t)$ , $t>0$ , (1.4)
where $\kappa_{2}>0$ is a constant. This differs from the conventional kinematic condition $(\kappa 2=0)$ and
is motivated from the phase boundary motion with hydrodynamic effect. The reader is referred to
[22] and the rcferences therein for the physical background. By setting $\varphi=1$ on $\Omega^{+}(t),$ $\varphi=-1$
on $\Omega^{-}(t)$ and
$\tau(\varphi, e(u))=\frac{1+\varphi}{2}\tau^{+}(e(u))+\frac{1-\varphi}{2}\tau^{-}(e(u))$
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on $\Omega^{+}(t)\cup\Omega^{-}(t)$ , the equations $(1.2)-(1.3)$ are expressed in the distributional sense as
$\frac{\partial\tau\iota}{\partial t}+u\cdot\nabla u=div\tau(\varphi, e(u))-\nabla\Pi+\kappa_{1}H\mathcal{H}^{d-1}L_{\Gamma(t)}$ in $\Omega\cross(0, \infty)$ , (1.5)
where $\mathcal{H}^{d-1}$ is the $(d-1)$-dimensional Hausdorff measurc. We remark that thc sufficiently smooth
solutions of $(1.2)-(1.4)$ satisfy the following energy equality,
$\frac{d}{dt}\{\frac{1}{2}\int_{\Omega}|u|^{2}dx+\kappa_{1}\mathcal{H}^{d-1}(\Gamma(t))\}=-\int_{\zeta)}\tau(\varphi, c(u))$ : $e(u)dx- \kappa_{1}\kappa_{2}\int_{\Gamma(t)}|H|^{2}d\mathcal{H}^{d-1}$ . (1.6)
This follows from the first variation formula for the surface measure
$\frac{d}{dt}\mathcal{H}^{d-1}(\Gamma(t))=-\int_{\Gamma(t)}V_{\Gamma}\cdot Hd\mathcal{H}^{d-1}$ (1.7)
and by the equations $(1.2)-(1.4)$ .
In this paper we give an almost complete outline of [21] which shows the time-global existence
of the weak solution for $(1.2)-(1.4)$ (see Theorem 2.3 for the precise statement). In establishing
(1.4) we adopt the formulation due to Brakke [7] where he proved the existence of moving varifolds
by mean curvature. We have the extra transport effect $(u\cdot n)n$ which is not very regular in the
present problem. Typically we would only have $u\in L_{loc}^{p}([0, \infty);W^{1,p}(\Omega)^{d})$ . This poses a serious
difficulty in modifying Brakke’s original construction in [7] which is already intricate and involved.
Instead we take advantage of the recent progress on tlie understanding 011 the Allen-Calm equation
with transport term,
$\frac{\partial\varphi}{\partial t}+u\cdot\nabla\varphi=\kappa_{2}(\triangle\varphi-\frac{W’(\varphi)}{\epsilon^{2}})$ . (ACT)
Here $W$ is the equal depth double-well potential and we set $W(\varphi)=(1-\varphi^{2})^{2}/2$ . When $\epsilonarrow 0$ , we
have proved in [20] $t1_{1}at$ the interface moves according to the velocity (1.4) in the sense of Brakke
with a suitable regularity assumptions on $u$ . To be more precise, we use a regularized version of
(ACT) as we present later for the result of [20] to be applicable. The result of [20] was built upon
those of many earlier works, most relevant being [14, 15] which analyzed (ACT) with $u=0$ , and
also [13, 35, 30, 29].
We mention a number of results related to the two-phase flow problem. In the case without
surface tension $(\kappa_{1}=\kappa_{2}=0)$ , Solonnikov [32] proved the time-local existence of classical solution.
The time-local existence of weak solution is proved by Solonnikov [33], Beale [5], Abels [1], and
others. For time-global existence of weak solution, Beale [6] proved in the case that the initial
data is small. Nouri-Poupaud [27] considered the case of multi-phase fluid. Giga-Takahashi [11]
considered the problem within the framework of level set method. When $\kappa_{1}>0,$ $\kappa_{2}=0$ , Plotnikov
[28] proved the time-global existence of varifold solution for $d=2,$ $p>2$ , and Abels [2] proved
the time-global existence of measure-valued solution for $d=2,3,$ $p> \frac{2d}{d+2}$ . When $\kappa_{1}>0,$ $\kappa_{2}>0$ ,
Maekawa [23] proved the time-local existence of classical solution with $p=2$ and for all dimension.
Abels-R\"oger [3] considered a coupled problem of Navier-Stokes and Mullins-Sekerka (instead of
motion by mean curvature in the present paper) and proved the existence of weak solutions. As
for related phase field approximations of sharp interface model which we adopt in this paper, Liu
and Walkington [22] considered the case of fl$\iota iids$ containing visco-hyperelastic particles. Perhaps
the most closely related work to the present paper is that of Mugnai and R\"oger [26] which studied
$t1_{1}e$ identical problem with $p=2$ (linear viscosity case) and $d=2,3$ . There they introduced
the notion of $L^{2}$ velocity and showed that (1.4) is satisfied in a weak sense different from that
of Brakke for the limiting interface. The additional property which we have with $p> \frac{d+2}{2}$ is the
density upper bound obtained in [20]. Kim-Consiglieri-Rodrigues [16] dealt with a coupling of
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Cahn-Hilliard and Navier-Stokes equations to describe the flow of non-Newtonian two-phase fluid
witli $p1_{1}abe$ transitions. Soner [34] dealt with a coupling of Alleii-Calln and heat equations to
approximate the Mullins-Sekerka problem with kinetic undercooling.
Finally we should note that we perhaps raised more questions than answers by proving our
main rcsults. Wc expcct that the solution $u$ would be morc rcgular than what wc proved. So
would be the moving interface, which we expect to be smooth a.e. in space-time under some mild
dcnsity conditions. The case $d=2$ and $p=2$ corrcsponds to the critical exponcnt casc wliicli our
result does not cover. This is the linear viscosity case and is naturally the very interesting one. We
expect that some smallness assumption on the initial energy should suffice to show the existence
of a time-global weak solution in Brakke $s$ sense, but it remains an open question.
The organization of this paper is as follows. In Section 2, we summarize the basic notations and
main rcsults. Scction 3 describes the rcsult of [20] which establishes the upper dcnsity ratio bound
for surface energy and which proves (1.4). In Section 4 we construct a sequence of approximating
solution for the two-phase flow problem via Galerkin method and phase field method. In the last
Section 5 we combine the results from Section 3 and 4 and obtain the desired weak solution for
the two-phase flow problem.
2 Preliminaries and Main results
For $A,$ $B\in \mathbb{R}^{d^{2}}$ we denote $A:B= \sum A_{ij}B_{ij}$ and $|A|$ $:=\sqrt{A:A}$ . For $a\in \mathbb{R}^{d}$ , we denote by $a\otimes a$
the matrix with the entries $a_{i}a_{j},$ $i,j=1,$ $\ldots,$ $d$ .
2.1 Function spaces
Set $\Omega=T^{d}$ throughout this paper. We set function spaces for $p> \frac{d+2}{2}$ as follows:
$\mathcal{V}=\{v\in C^{\infty}(\Omega)^{d};divv=0\}$ ,
for $s\in \mathbb{Z}^{+}\cup\{0\},$ $W^{s,p}(\Omega)=\{c)$ : $\nabla^{j}v\in L^{p}(Jl)$ for $0\leq j\leq s\}$
$V^{s,p}=$ closure of $\mathcal{V}$ in the $W^{s,p}(\Omega)^{d}$-norm,
We denote the dual space of $V^{s,p}$ by $(V^{s,p})^{*}$ and similarly for other spaces. The pairing between
the dual spaces is tacitly denoted by $(\cdot,$ $\cdot)$ whenever there should be no confusion.
2.2 Varifold notations
We recall some notions from geometric measure theory and refer to [4, 7, 31] for more details.
A geneml k-varifold in $\mathbb{R}^{d}$ is a Radon measure on $\mathbb{R}^{d}\cross G(d, k)$ , wll$creG(d, k)$ is the space of
k-dimensional subspaces in $\mathbb{R}^{d}$ . We denote the set of all general k-varifolds by $V_{k}(\mathbb{R}^{d})$ . When $S$ is
a k-dimensional subspace, we also use $S$ to denote the orthogonal projection matrix corresponding
to $\mathbb{R}^{d}arrow S$ . The first variation of $V$ can be written as
$\delta V(g)=\int_{\mathbb{R}^{d}xG(d,k)}\nabla g(x):SdV(x, S)=-\int_{\mathbb{R}^{d}}g(x)\cdot H(x)d\Vert V\Vert(x)$ if $\Vert\delta V\Vert\ll\Vert V\Vert$ .
Here $V\in V_{k}(\mathbb{R}^{d}),$ $\Vert V\Vert$ is the mass measure of $V,$ $g\in C_{c}^{1}(\mathbb{R}^{d})^{d},$ $H=H_{V}$ is the generalized mean
curvature vector if it cxists and $\Vert\delta V\Vert\ll\Vert V\Vert$ denotes that $\Vert\delta V\Vert$ is absolutely continuous with
respect to 1 $V\Vert$ .
We call a Radon measure $\mu$ k-integml if $\mu$ is represented as $\mu=\theta \mathcal{H}^{k}\lfloor x$ , where $X$ is a locally
k-rectifiable, $\mathcal{H}^{k}$-measurable set, and $\theta\in L_{1oc}^{1}(\mathcal{H}^{k}\lfloor_{X})$ is positive and integer-valued $\mathcal{H}^{k}$ a.e on $X$ .
We denote the set of k-integral Radon measure by $\mathcal{I}\mathcal{M}_{k}$ . We say that a k-integral varifold is of
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unit density if $\theta$ is $\mathcal{H}^{k}$ a.e. equal to 1 on $X$ . For each such k-integral measure $\mu$ corresponds a
unique k-varifold $V$ defined by
$\int_{\mathbb{R}^{d}\cross G(d,k)}\phi(x, S)dV(x, S)=\int_{\mathbb{R}^{d}}\phi(x, T_{x}\mu)d\mu(x)$ for $\phi\in C_{c}(\mathbb{R}^{d}\cross G(d, k))$ ,
where $T_{x}\mu$ is the approximate tangent k-plane. Note that $\mu=\Vert V\Vert$ . We make such identification
in the following. For this reason we define $H_{\mu}$ as $H_{V}$ (or simply $H$ ) if the latter exists. When $X$
is a $C^{2}$ submanifold without boundary and $\theta$ is constant on $X,$ $H$ corresponds to the usual mean
curvature vector for $X$ . In $t1_{1C}$ following we suitably adopt the abovc notions on $\Omega=T^{d}$ such as
$V_{k}(\Omega)$ , which present no essential difficulties.
2.3 Weak formulation of hee boundary motion
For sufficiently smooth surface $\Gamma(t)$ moving by the velocity (1.4), the following holds for any
$\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ due to the first variation formula (1.7):
$\frac{d}{dt}\int_{\Gamma(t)}\phi d\mathcal{H}^{d-1}\leq\int_{\Gamma(t)}(-\phi H+\nabla\phi)\cdot\{\kappa_{2}H+(u\cdot n)n\}d\mathcal{H}^{d-1}$ . (2.1)
One can check that having this inequality for any $\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ implies (1.4) thus (2.1) is
equivalent to (1.4). This is Brakke’s approadi for the mean curvature flow and we suitably nlodify
it to incorporate the transport term $u$ . To do this we recall
Theorem 2.I. (Meyers-Ziemer inequality) For a Radon measure $\mu$ on $\mathbb{R}^{d}with$
$D=$ $\sup$ $\frac{\mu(B_{r}(x))}{d-1}$ ,
$r>0,x\in \mathbb{R}^{d\omega_{d-1}r}$
$\int_{\mathbb{R}^{d}}|\phi|d\mu\leq c_{MZ}D\int_{\mathbb{R}^{d}}|\nabla\phi|dx$ (2.2)
for $\phi\in C_{c}^{1}(\mathbb{R}^{d})$ . Here $c_{MZ}=CMZ(d)$ .
See [25] and [36, p.266]. By localizing Theorem 2.1 to $\Omega=T^{d}$ we obtain (with $r$ in the definition





where the constant $C_{MZ}$ may be different due to the localization but depends only on $d$ . The
inequality allows us to define $\int_{\Omega}|\phi|^{2}d\mu$ for $\phi\in W^{1,2}(\Omega)$ by the standard density argument.
We define for any Radon measure $\mu,$ $u\in L^{2}(\Omega)^{d}$ and $\phi\in C^{2}(\Omega : \mathbb{R}^{+})$
$\mathcal{B}(\mu, u, \phi)=\int_{\Omega}(-\phi H+\nabla\phi)\cdot\{\kappa_{2}H+(u\cdot n)n\}d\mu$ (2.4)
if $\mu\in \mathcal{I}\mathcal{M}_{d-1}(\Omega)$ with generalized mean curvature $H\in L^{2}(\mu)$ and with $\sup_{\frac{1}{2}>r>0,x\in\Omega}\frac{\mu(B_{r}(x))}{\omega_{d-1}r^{d-1}}<$
$\infty$ and $u\in W^{1,2}(\Omega)$ . It gives a well-defined finite value due to the stated conditions and (2.3). If
any one of the conditions is not satisfied, we define $\mathcal{B}(\mu, u, \phi)=-\infty$ .
Next we note
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Proposition 2.2. For any $0<T<\infty$
$\{u\in L^{q}([0,T];V^{1,q})|\frac{\partial u}{\partial t}\in L^{\Delta}\overline{q}-\overline{1}([0, T];(V^{1,q})^{*})\}arrow C([0,T], V^{0,2})$
for $q> \frac{2d}{d+2}$ .
The Sobolev embedding gives $V^{1,q}arrow V^{0,2}$ for such $q$ and we may apply the result [24, p. 35,
Lemma 2.45] $)$ to obtain the above embedding. Thus for this class of $u$ we may define $u(\cdot, t)\in V^{0,2}$
for all $t\in[0, T]$ instead of a.e. $t$ and we may tacitly assume that we redefine $u$ in this way for all
$t$ .
Finally for $\{\mu_{t}\}_{t\in[0,\infty)},$ $u\in L_{loc}^{q}([0, \infty);V^{1,q})$ with $\frac{\partial u}{\partial t}\in L_{loc}^{q-\overline{1}}s([0, \infty);(V^{1,q})^{*})$ for $q\geq 2$ and
$\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ , we define $\mathcal{B}(\mu_{t}, u(\cdot, t), \phi)$ for all $t\geq 0$ .
2.4 The main results
Our main results are the following.
Theorem 2.3. Let $d=2$ or 3 and $p> \frac{d+2}{2}$ . Let $\Omega=T^{d}$ . Assume that $\tau^{\pm}$ satisfy (1.1). For any
initial data $u_{0}\in V^{0,2}$ and $\Omega^{+}(0)\subset\Omega$ having $C^{1}$ boundary $\partial\Omega^{+}(0)$ , there exist
(i) $u\in L_{loc}^{\infty}([0, \infty);V^{0,2})\cap L_{loc}^{p}([0, \infty);V^{1,p})$ with $\frac{\partial t}{\partial t}\in L_{loc}^{\overline{p}-1}L([0, \infty);(V^{1,p})^{*})$,
(ii) a family of Radon measures $\{\mu_{t}\}_{t\in[0,\infty)}$ with $\mu_{t}\in \mathcal{I}\mathcal{M}_{d-1}$ for $a.e$ . $t\in[0, \infty)$ and
(iii) $\varphi\in BV_{loc}(\Omega\cross[0, oo))\cap L_{loc}^{\infty}([0, \infty);BV(\Omega))\cap C_{loc}^{\frac{1}{2}}([0, oo); L^{1}(\Omega))$
such that the following properties hold:
(i) The triplet $(u(\cdot, t), \varphi(\cdot, t), \mu_{t})_{t\in[0,\infty)}$ is a weak solution of (1.5). More precisely, for any
$T>0$ we have
$\int_{0}^{T}\int_{\Omega}-u\cdot\frac{\partial v}{\partial t}+(u\cdot\nabla u)\cdot v+\tau(\varphi, e(u))$ : $e(v)dxdt= \int_{\Omega}u_{0}\cdot v(O)dx+\int_{0}^{T}\int_{\Omega}\kappa_{1}H\cdot vd\mu_{t}dt$
(2.5)
for any $v\in C^{\infty}([0, T];\mathcal{V})$ such that $v(T)=0$ . Here $H\in L_{loc}^{2}([0, \infty);L^{2}(\mu_{t})^{d})$ is the geneml-
ized mean curvature vector corresponding to $\mu_{t}$ .
(ii) For all $0\leq t_{1}<t_{2}<\infty$ and $\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ we have
$\mu_{t_{2}}(\phi)-\mu_{t_{1}}(\phi)\leq\int_{t_{1}}^{t_{2}}\mathcal{B}(\mu_{t}, u(\cdot, t), \phi)dt$. (2.6)
Moreover $\sup_{0<r<1/2,x\in\Omega}\frac{\mu\iota(B_{r}(x))}{\omega d-1r^{d-1}}\in L_{loc}^{\infty}([0, \infty))$ and $\mathcal{B}(\mu_{t}, u(\cdot, t), \phi)\in L_{loc}^{1}([0, \infty))$ .
(iii) The function $\varphi$ satisfies the following properties.
(1) $\varphi=\pm 1$ a.e. on $\Omega$ for all $t\in[0, \infty)$ .
(2) $\varphi(x, 0)=\chi_{\Omega^{+}(0)}-\chi_{\Omega\backslash \Omega^{+}(0)}$ a.e. on $\Omega$ .
(3) spt $|\nabla\chi_{\{\varphi(\cdot,t)=1\}}|\subset$ spt$\mu_{t}$ for all $t\in[0, \infty)$ .
(iv) There exists
$T_{1}=T_{1}(\Vert u_{0}\Vert_{H}, \Omega^{+}(0),p)$
such that $\mu_{t}$ has unit density for $a.e$ . $t\in[0, T_{1}]$ . In addition $|\nabla\chi_{\{\varphi=1\}}|=\mu_{t}$ for $a.e$ .
$t\in[0, T_{1}]$ .
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Remark 2.4. Somewhat different from $u=0$ case we do not expect that
$\lim_{\Delta tarrow}\sup_{0}\frac{\mu_{t+\triangle t}(\phi)-\mu_{t}(\phi)}{\Delta t}\leq \mathcal{B}(\mu\iota, \uparrow\iota(\cdot, t), \phi)$
holds for all $t\in[0, T]$ and $\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ in general. While we know that the right-hand side is
$<\infty$ (by definition) for all $t$ , we do not know in generul if the left-hand side is finite. One may even
expect that at a time when $\int_{\Omega}|\nabla u(\cdot, t)|^{2}dx=\infty$ , it is infinite. Thus we should be content with the
integml form (2.6) for the definition of Brakke’s flow, which in its original form is infinitesimally
defined.
Remark 2.5. The difficulty of multiplicities have been often encountered in the measure-theoretic
setting like ours. Varifold solutions constructed by Brakke $[7/have$ the same properties in this
regard. On the other hand, (iv) says that there is no ‘folding’, where $\theta_{t}\geq 2$ , for some time.
Remark 2.6. In $tl\iota e$ following we set $\kappa_{1}=\kappa_{2}=1$ without loss of generality.
2.5 Theorems to be used
We use the following
Theorem 2.7. (Korn’s inequality) Let $1<p<\infty$ . Then there exists a constant $C_{K}=c(p, d)$
such that
$\Vert v\Vert_{W^{1,p}(\Omega)}\leq c_{K}(\Vert e(v)\Vert_{L^{p}(\Omega)}+\Vert v\Vert_{L^{1}(\Omega)})$
holds for all $v\in W^{1,p}(\Omega)^{d}$ .
See [24, p.196] and the reference therein.
3 Results from [20]
In this section we summarize the results from [20] which are the essential ingredients to obtain
the velocity law (1.4). First we state the upper density bound of the diffused surface energy. Sinice
the estimate is of independent interest and is true for all dimensions, we state the assumptions
in the form independent of the present aim. Also we warn that $u$ in Theorem 3.1 will not be the
same $u$ , but will be a regularized $u$ .
Theorem 3.1. Suppose $d\geq 2,$ $\Omega=T^{d},$ $p> \frac{d+2}{2},$ $\frac{1}{2}>\gamma\geq 0,1\geq\epsilon>0$ and $\varphi$ satisfies
$\frac{\partial\varphi}{\partial t}+u\cdot\nabla\varphi=\Delta\varphi-\frac{W’(\varphi)}{\epsilon^{2}}$ on $\Omega\cross[0, T]$ , (3.1)
$\varphi(x, 0)=\varphi_{0}(x)$ on $\Omega$ , (3.2)
where $\nabla^{i}u,$ $\nabla^{j}\varphi,$ $\nabla^{k}\varphi_{t}\in C(\Omega\cross[0, T])$ for $0\leq i,$ $k\leq 1$ and $0\leq j\leq 3$ . Let $\mu_{t}$ be the Radon
measure on $\Omega$ defined by
$\int_{\Omega}\phi(x)d\mu_{t}(x)=\frac{1}{\sigma}\int_{\Omega}\phi(x)(\frac{\epsilon|\nabla\varphi(x,t)|^{2}}{2}+\frac{W(\varphi(x,t))}{\epsilon})dx$
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for $\phi\in C(\Omega)$ , where $\sigma=/-11\sqrt{2W(s)}ds$ . We assume also that
$su^{P}\varphi_{0}|\leq 1$ and $S11P^{\epsilon^{i}|\nabla^{i}\varphi 0|}\Omega\leq c_{1}$ for $1\leq i\leq 3$ , (3.3)
$\sup_{\Omega}(\frac{\epsilon|\nabla\varphi_{0}|^{2}}{2}-\frac{W(\varphi_{0})}{\epsilon})\leq\epsilon^{-\gamma}$ , (3.4)
$\sup$ $\{\epsilon^{\gamma}|u|, \epsilon^{1+\gamma}|\nabla u|\}\leq c_{2}$ , (3.5)
$\Omega\cross[0,T]$
$\int_{0}^{T}\Vert u(\cdot, t)\Vert_{W^{1p}(\Omega)}^{p}dt\leq c_{3}$ . (3.6)
Define for $t\in[0, T]$
$D(t)= \max\{\sup_{x\in\Omega,0<r\leq\frac{1}{2}}\frac{1}{\omega_{d-1}r^{d-1}}\mu_{t}(B_{r}(x)),$ $1\}$ , $D(0)\leq D_{0}$ . (3.7)
Then there exist $\epsilon_{1}>0$ which depends only on $d,$ $p,$ $W,$ $c_{1},$ $c_{2},$ $c_{3},$ $D_{0},$ $\gamma$ and $T$ , and $c_{4}$ which
depends only on $c_{3},$ $d,$ $p,$ $D_{0}$ and $T$ such that for all $0<\epsilon\leq\epsilon_{1}$ and $t\in[0, T]$ ,
$D(t)\leq c_{4}$ . (3.8)
Once above is established, the following two theorems can be obtained with some minor mod-
ification of the argument in [20].
Theorem 3.2. Suppose that sequences $\varphi^{\epsilon}$ . and $u^{\hat{c}}i$ with $\lim_{iarrow\infty}\epsilon_{i}=0$ satisfy all the assumptions
in Theorem 3.1 where $\epsilon,$ $\varphi_{0}$ and $\mu_{t}$ there are replaced by $\epsilon_{i},$ $\varphi_{0}^{\epsilon_{t}}$ and $\mu_{t}^{\epsilon_{i}}$ , respectively. We assume
that $c_{1}.’ c_{2},$ $c_{3},$ $D_{0},$ $\gamma$ and $T$ are independent of $i$ . In addition we assume that $d=2$ or 3 and that
$u^{\epsilon_{i}}arrow u$ weakly in $L^{p}([0, T];W^{1,p}(\Omega)^{d})$ , $u^{\epsilon_{i}}arrow u$ strongly in $L^{2}([0, T];L^{2}(\Omega)^{d})$ . (3.9)
Then there exists a subsequence (denoted by the same index) and and a family of measures
$\{\mu_{t}\}_{0\leq t\leq T}$ such that
$(a) \lim_{iarrow\infty}\mu_{t}^{\epsilon_{i}}(\phi)=\mu_{t}(\phi)$ for all $t\in[0, T]$ and $\phi\in C(\Omega)$ ,
$(b)\mu_{t}\in \mathcal{I}\mathcal{M}_{d-1}$ for $a.e$ . $t\in[0, T]$ ,
$(c)H\in L^{2}(0, T;L^{2}(\mu_{t})^{d})$ where $H(\cdot, t)$ is the genemlized mean curvature of $\mu_{t}$ ,
$(d)$ for any $0\leq t_{1}<t_{2}\leq T$ ,
$i arrow\infty 1i_{I}n\frac{1}{\sigma}\int_{1}^{t_{2}}\int_{\Omega}\epsilon_{i}u^{\epsilon_{i}}\cdot\nabla\varphi^{\epsilon_{i}}(-\Delta\varphi^{\epsilon_{i}}+\frac{W’(\varphi^{\epsilon}\dot{\cdot})}{\epsilon_{i}^{2}})dxdt=\int_{\ell_{1}}^{t_{2}}\int_{\Omega}$ $H$ . $ud\mu\downarrow dt$ , (3.10)
$(e)$ for any $\phi\in C^{2}(\Omega;\mathbb{R}^{+})$ and $0\leq t_{1}<t_{2}\leq T$ ,
$\mu_{t_{2}}(\phi)-\mu_{t_{1}}(\phi)\leq\int_{t_{1}}^{t_{2}}\mathcal{B}(\mu_{t}, u(\cdot, t), \phi)dt$. (3.11)
Theorem 3.3. Under the same assumptions as in Theorem 3.2 we have a subsequence $\{\varphi^{\epsilon_{i}}\}$ and
a function $\varphi\in BV(\Omega\cross[0, T])\cap L^{\infty}([0, T];BV(\Omega))\cap C^{\frac{1}{2}}([0, T];L^{2}(\Omega))$ such that
(i) $\lim_{iarrow\infty}\Vert\varphi^{\epsilon_{t}}-\varphi\Vert_{L^{\alpha}(\Omega\cross[0,T])}=0$ for $1\leq\alpha<\infty$ and pointwise $a.e$ . on $\Omega\cross[0, T]$ ,
(ii) $\varphi=\pm 1a.e$ . on $\Omega\cross[0, T]$ .
(iii) Define $\Gamma(t)$ by $\mu_{t}=\theta_{t}\mathcal{H}^{d-1}L_{\Gamma(t)}$ . Then $\mathcal{H}^{d-1}(\partial^{*}\{\varphi(\cdot, t)=1\backslash \Gamma(t))=0$ for $a.e$ . $t\in[0, T]$ .
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4 Existence of approximate solution
In this section we construct the weak solution of approximate solution to $(1.2)-(1.4)$ by the
Galerkin method. Thc proof is a suitable modification of [18] for thc non-Newtonian sctting but
we include the proof for the completeness.
First we prepare a few definitions. We fix a sequence $\{\epsilon_{i}\}$ with $\lim_{iarrow\infty}\epsilon_{j}=0$ and fix a radially
symmetric function ( $\in C_{c}^{\infty}(\mathbb{R}^{d})$ with spt $\zeta\subset B_{1}(0)$ and $\int(dx=1$ . For a fixed $0< \gamma<\frac{1}{2}$ we
define
$\zeta^{\epsilon_{i}}(x)=\frac{1}{\epsilon_{i}^{\gamma}}\zeta(\frac{x}{\epsilon_{i}^{\gamma/d}})$ . (4.1)
We defined $(^{\epsilon_{i}}$ so that $\int\zeta^{\epsilon_{i}}dx=1,$ $|(^{\epsilon_{i}}|\leq c(d)\epsilon_{i}^{-\gamma}$ and $|\nabla\zeta^{\epsilon_{i}}|\leq c(d)\epsilon_{i}^{-1-\gamma}$ .
For a given initial data $\Omega^{+}(0)\subset\Omega$ with $C^{1}$ boundary $\partial\Omega^{+}(0)$ , we can approximate $\Omega^{+}(0)$ by a
sequence of domains with $C^{3}$ boundaries. Thus we may assume that $\partial\Omega^{+}(0)$ is $C^{3}$ in the following.
Let $d(x)$ be the signed distance function to $\partial\Omega^{+}(0)$ so that $d(x)>0$ on $\Omega^{+}(0)$ and $d(x)<0$ on
$\Omega^{-}(0)$ . Choose $b>0$ so that $d$ is $C^{2}$ function on the b-neighborhood of $\partial\Omega^{+}(0)$ . Let $h\in C^{\infty}(\mathbb{R})$
be a function such that $h$ is monotone increasing, $h(s)=s$ for $0\leq s\leq b/4$ and $h(s)=b/2$ for
$b/2<s$ , and define $h(-s)=-h(s)$ for $s<0$ . Then define $\tilde{d}(x)=h(d(x))$ and
$\varphi_{0}^{\epsilon_{i}}(x)=\tanh(\tilde{d}(x)/\epsilon_{i})$ . (4.2)
For all sufficiently small $\epsilon_{i},$ $\varphi_{0}^{\epsilon_{i}}\in C^{3}(\Omega)$ and
$\lim_{iarrow\infty}\varphi_{0}^{\epsilon_{i}}=\chi_{\Omega+}(0)-\chi_{\Omega^{-}(0)}$ , $\frac{1}{\sigma}\int_{\Omega}(\frac{\epsilon_{i}|\nabla\varphi_{0}^{\epsilon_{i}}}{2}+\frac{W(\varphi_{0}^{\epsilon_{i}})}{\epsilon_{i}})dx\leq \mathcal{H}^{d-1}(\partial\Omega^{+}(0))+1$ . (4.3)
For $V^{s,2}$ with $s> \frac{d}{2}+1$ let $\{\omega^{i}\}_{i=1}^{\infty}$ be a set of complete orthogonal basis of $V^{s,2}$ such that it
is orthonormal in $V^{0,2}$ . The choice of $s$ is made so that the Sobolev embedding theorem implies
$W^{s-1,2}(\Omega)arrow L^{\infty}(\Omega)$ thus $\nabla\omega^{i}\in L^{\infty}(\Omega)^{d^{2}}$
Let $P_{i}:V^{0,2}arrow V_{i}^{0,2}=$ span $\{\omega_{1}, \omega_{2}, , . . , \omega_{i}\}$ be the orthogonal projection. We then project
the problem $(1.2)-(1.4)$ to $V_{i}^{0,2}$ by using the orthogonality in $V^{0,2}$ . Note that just as in [18], we
approximate the mean curvature term in (1.5) by the appropriate phase field approximation. For
any $0<T<\infty$ we consider the following problem:
$\frac{\partial u^{\epsilon_{t}}}{\partial t}=P_{i}(div\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon_{i}}))-u^{\epsilon_{t}}\cdot\nabla u^{\epsilon_{i}}-\frac{\epsilon_{i}}{\sigma}div((\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{i}})*\zeta^{\epsilon_{i}}))$ in $\Omega\cross[0, T],(4.4)$
$u^{\epsilon_{i}}(\cdot, t)\in V_{i}^{0,2}$ in $\Omega\cross[0, T],(4.5)$
$\frac{\partial\varphi^{\epsilon_{i}}}{\partial t}+(u^{\epsilon_{i}}*\zeta^{\epsilon_{i}})\cdot\nabla\varphi^{\epsilon_{i}}=\Delta\varphi^{\epsilon_{i}}-\frac{W’(\varphi^{\epsilon_{i}})}{\epsilon_{i}^{2}}$ in $\Omega\cross[0, T],(4.6)$
$u^{\epsilon_{i}}(x, 0)=P_{i}u_{0}(x)$ , $\varphi^{\epsilon_{i}}(x, 0)=\varphi_{0}^{\epsilon_{i}}(x)$ in $\Omega$ . (4.7)
Here $*$ is the usual convolution. We first prove the following theorem.
Theorem 4.1. For any $i\in \mathbb{N},$ $T\in(0, \infty),$ $u_{0}\in V^{0,2}$ and $\varphi_{0}^{\epsilon_{i}}$ , there exists a weak solution
$(u^{\epsilon_{i}}, \varphi^{\epsilon_{i}})$ of $(4.4)-(4.7)$ on $\Omega\cross[0, T]$ such that $u^{\hat{c}}i\in L^{\infty}([0, T];V^{0,2})\cap L^{p}([0, T];V^{1,p}),$ $|\varphi^{\epsilon_{i}}|\leq 1$ ,
$\varphi^{\epsilon_{i}}\in L^{\infty}([0, T];C^{3}(\Omega))$ and $\frac{\partial\varphi^{\epsilon_{i}}}{\partial t}\in L^{\infty}([0, T];C^{1}(\Omega))$ .
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We write the above system in terms of $u^{\epsilon_{i}}= \sum_{k=1}^{i}c_{k}^{\epsilon_{i}}(t)\omega_{k}(x)$ first. Since
$( \frac{d}{dt}u^{\epsilon_{i}})\omega_{j})=(\frac{d}{dt}\sum_{k=1}^{l}c_{k}^{\epsilon_{l}}(t)\omega_{k},$ $\omega_{j})=\frac{d}{dt}c_{j}^{\epsilon_{i}}(t)$ ,
$(u^{ci}’ \cdot\nabla u^{\epsilon_{i}}, \omega_{j})=\sum_{k,l=1}^{i}c_{k}^{\epsilon_{l}}(t)c_{l}^{\epsilon_{i}}(t)(\omega_{k}\cdot\nabla\omega_{l}, \omega_{j})$,
$\epsilon_{i}(div((\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{t}})*\zeta^{\epsilon_{i}}), \omega_{j})=-\epsilon_{i}\int_{\Omega}(\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{i}})*\zeta^{\epsilon_{i}}:\nabla\omega_{j}dx$,
$( div\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon_{i}})), \omega_{j})=-\int_{\Omega}\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon_{i}})):e(\omega_{j})dx$




Moreover, the initial condition of $c_{j}^{\epsilon_{i}}$ is





for all $i$ by (4.3).
We use the following lemma to prove Theorem 4.1.
Lemma 4.2. There exists a constant $T_{0}=T_{0}(E_{0}, i)>0$ such that $(4.4)-(4.7)$ has a weak so-
lution $(u^{\epsilon}\cdot, \varphi^{\epsilon}:)$ in $\Omega\cross[0, T_{0}]$ such that $u^{\epsilon_{i}}\in L^{\infty}([0, T_{0}];V^{0,2})\cap L^{p}([0, T_{0}];V^{1,p}),$ $|\varphi^{\epsilon_{i}}|\leq 1$ ,
$\varphi^{\epsilon_{i}}\in L^{\infty}([0, T_{0}];C^{3}(\Omega))$ and $\frac{\partial\varphi^{\epsilon_{\mathfrak{i}}}}{\partial t}\in L^{\infty}([0, T_{0}];C^{1}(\Omega))$ .
Proof. Assume that we arc given a function $u(x, t)= \sum_{j=1}^{i}c_{j}^{\epsilon_{i}}(t)\omega_{j}(x)\in C([0, T];V^{s,2})$ with
$c_{j}^{\epsilon_{i}}(0)=(u_{0}, \omega_{j})$ , $t \in[0,T]II1ax\frac{1}{2}\sum_{j=1}^{i}|c_{j}^{\epsilon_{1}}(t)|^{2}\leq 2E_{0}$ . (4.10)





The existence of such $\varphi$ with $|\varphi|\leq 1$ is guaranteed by the standard theory of parabolic equations
([17]). By (4.11) and $c_{auchy-Sd_{lwarz}}$ inequality, we can estimate
$\frac{d}{dt}\int_{\Omega}(\frac{\epsilon_{i}|\nabla\varphi|^{2}}{2}+\frac{W(\varphi)}{\epsilon_{i}^{2}})dx\leq-\frac{\epsilon_{i}}{2}\int_{\Omega}(\Delta\varphi-\frac{W’(\varphi)}{\epsilon_{i}^{2}})^{2}dx+\frac{\epsilon_{i}}{2}\int_{\Omega}\{(u*\zeta^{\epsilon_{\iota}})\cdot\nabla\varphi\}^{2}dx$ .
Since for any $t\in[0, T]$
$\Vert u*\zeta^{\epsilon_{i}}\Vert_{L^{\infty}(\Omega)}^{2}\leq\epsilon_{i}^{-2\gamma}\Vert u\Vert_{L^{\infty}(\Omega)}^{2}\leq i\epsilon_{i}^{-2\gamma_{l\leq j\leq i}}n1ax\Vert\omega_{j}(x)\Vert_{L^{\infty}(\Omega)}^{2}\sum_{j=1}^{i}|c_{j}^{\epsilon_{i}}(t)|^{2}\leq c(i)E_{0}$ .
$\frac{d}{dt}\int_{\Omega}(\frac{\epsilon_{i}|\nabla\varphi|^{2}}{2}+\frac{W(\varphi)}{\epsilon_{i}})dx\leq c(i)E_{0}\int_{\Omega}\frac{\epsilon_{i}|\nabla\varphi|^{2}}{2}dx$.
This gives
$\sup_{0\leq t\leq T}\frac{1}{\sigma}\int_{\Omega}(\frac{\epsilon_{i}|\nabla\varphi|^{2}}{2}+\frac{W(\varphi)}{\epsilon_{i}})dx\leq e^{c(i)E_{O}T}E_{0}$. (4.12)
Hence as long as $T\leq 1$ ,
$|D_{j}^{\epsilon_{i}}(t)| \leq c\Vert\nabla\omega_{j}\Vert_{L^{\infty}(\Omega)^{\frac{1}{\sigma}}}\int_{\Omega}\int_{\Omega}\epsilon_{i}|\nabla\varphi(y)|^{2}\zeta^{\epsilon_{i}}(x-y)dydx\leq c(i)e^{c(i)E_{0}}E_{0}$
by $\nabla\omega_{j}\in L^{\infty}(\Omega)^{d^{2}}$ and (4.12).
Next we substitute the above solution $\varphi$ into the place of $\varphi^{\epsilon_{i}}$ , and solve (4.8) with the initial
condition $c_{j}^{\epsilon_{i}}(0)=(u_{0}, \omega_{j})$ . Since $\tau$ is locally Lipschitz with respect to $e(u)$ , there is at least
some short time $T_{1}$ such that (4.8) has a unique solution $\overline{c}_{j}^{\epsilon_{i}}(t)$ on $[0, T_{1}]$ with the initial condition
$\tilde{c}_{j}^{\epsilon_{i}}(0)=(u_{0}, \omega_{j})$ for $1\leq i\leq i$ . We show that the solution exists up to $T_{0}=T_{0}(i, E_{0})$ satisfying
(4.10). Let $\tilde{c}(t)=\frac{1}{2}\sum_{j=1}^{m}|\tilde{c}_{j}^{\epsilon_{i}}(t)|^{2}$ . Then,
$\frac{d}{dt}\tilde{c}(t)=A_{j}^{\epsilon_{i}}\tilde{c}_{j}^{\epsilon_{i}}+B_{klj}^{i}\tilde{c}_{k}^{\epsilon_{i}}\tilde{c}_{l}^{\epsilon_{i}}\tilde{c}_{j}^{\epsilon_{i}}+D_{j}^{\epsilon_{i}}\tilde{c}_{j}^{\epsilon}i$.
By (1.1) $A_{j}^{\epsilon_{t}}\tilde{c}^{\epsilon_{i}}\leq 0$ hence
$\frac{d}{dt}\tilde{c}(t)\leq c(i, E_{0})(\tilde{c}^{3/2}+\tilde{c}^{1/2})$ .
$T1_{1}erefore$ ,
$\tanh\sqrt{\tilde{c}(t)}\leq\tanh\sqrt{E_{0}}+2c(i, E_{0})t$ .
Then, by choosing $T_{0}$ small depending only on $i$ and $E_{0}$ we have the existence of solution for
$t\in[0, T_{0}]$ satisfying (4.10). We then prove the existence of a weak solution on $\Omega\cross[0, T_{0}]$ by using
Leray-Schauder fixed point theorem (see [17]). We define
$\tilde{u}(x, t)=\sum_{j=1}^{i}\tilde{c}_{j}^{\epsilon_{1}}(t)\omega_{j}(x)$
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and we define a map $\mathcal{L}$ : $u\mapsto\tilde{u}$ as in the above procedure. Let
$V(T_{0})$ $:= \{u(x, t)=\sum_{j=1}^{i}c_{j}^{\epsilon_{i}}(t)\omega_{j}(x)$ :
$\frac{1}{2}\sum_{j=1}^{i}|\tilde{c}_{j}^{\epsilon}.(t)|^{2}\leq 2E_{0}$ for $t\in[0, T_{0}],$ $c_{j}^{\epsilon_{i}}(0)=(u_{0}, \omega_{j}),$ $c_{j}^{\epsilon_{i}}\in C([0,T_{0}])$ .
Then $V(T_{0})$ is a closed, convex subset of $C([0, T_{0}];V_{i}^{0.2})$ equipped with the norm
$\Vert u\Vert_{V(T_{0})}=\sup_{0\leq t\leq T_{0}}(\sum_{j=1}^{i}|c_{j}^{\epsilon_{i}}(t)|^{2})^{\frac{1}{2}}$
and by the above argument $\mathcal{L}$ : $V(T_{0})arrow V(T_{0})$ . Moreover by the Ascoli-Arzel\‘a compactness
theorem $\mathcal{L}$ is a compact operator. Therefore by using the Leray-Schauder fixed point theorem, $\mathcal{L}$
has a fixed point $u^{\epsilon:}\in V(T_{0})$ . We denote by $\varphi^{\epsilon_{i}}$ the solution of (4.6) and (4.7). Then $(u^{\epsilon_{i}}, \varphi^{\epsilon_{i}})$ is
a weak solution of $(4.4)-(4.7)$ in $\Omega\cross[0, T_{0}]$ . $\square$






$\int_{0}^{T}\Vert u^{\epsilon}.(\cdot, t)\Vert_{W^{1,p}(\Omega)}^{p}dt\leq c\kappa^{\nu_{0}^{-1}(E_{0}+TE_{0^{2}}^{\epsilon})}$ . (4.14)
Proof. Since $(u^{\epsilon_{i}}, \varphi^{\epsilon_{1}})$ is the weak solution of $(4.4)-(4.7)$ , we derive
$\frac{d}{dt}\int_{\Omega}\frac{1}{\sigma}(\frac{\epsilon_{i}|\nabla\varphi^{\epsilon_{i}}|^{2}}{2}+\frac{W(\varphi^{\epsilon_{i}})}{\epsilon_{i}})+\frac{|u^{\epsilon_{t}}|^{2}}{2}dx$
$= \int_{\Omega}-\frac{\epsilon_{i}}{\sigma}\frac{\partial\varphi^{\epsilon_{1}}}{\partial t}(\Delta\varphi^{\epsilon_{i}}-\frac{W’(\varphi^{\epsilon}\dot{\cdot})}{\epsilon_{i}^{2}})+\frac{\partial u^{\epsilon}}{\partial t}\cdot u^{\epsilon_{i}}dx$
(4.15)
$= \int_{\Omega}-\frac{\epsilon_{i}}{\sigma}(\Delta\varphi^{\epsilon_{i}}-\frac{W’(\varphi^{\epsilon}\cdot)}{\epsilon_{i}^{2}}-(u^{\epsilon_{i}}*\zeta^{\epsilon_{i}})\cdot\nabla\varphi^{\epsilon_{i}})(\triangle\varphi^{\epsilon_{i}}-\frac{W’(\varphi^{\epsilon_{i}})}{\epsilon^{2}})dx$
$+ \int_{\Omega}\{div\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon_{i}}))-u^{\epsilon_{i}}\cdot\nabla u^{\epsilon_{i}}-\frac{\epsilon}{\sigma}div((\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{i}})*\zeta^{\epsilon_{i}})\}\cdot u^{\epsilon_{i}}dx=I_{1}+I_{2}$ .
Since $div(u^{\epsilon}\cdot*\zeta^{\epsilon_{i}})=(divu^{\epsilon_{i}})*\zeta^{\epsilon_{i}}=0$ ,
$\sigma I_{1}=-\int_{\Omega}\epsilon_{i}(\Delta\varphi^{\epsilon_{i}}-\frac{W’(\varphi)}{\epsilon_{i}^{2}})^{2}dx+\epsilon_{i}\int_{\Omega}(u^{\epsilon_{i}}*\zeta^{\epsilon_{i}})\cdot\nabla\varphi^{\epsilon_{i}}\Delta\varphi^{\epsilon_{i}}dx$.
For $I_{2}$ , with (1.1)
$\int_{\Omega}div\tau(\varphi^{\epsilon}., e(u^{\epsilon_{i}}))\cdot u^{\epsilon_{i}}dx=-\int_{\Omega}\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon_{i}})):e(u^{\epsilon_{i}})dx\leq-\nu_{0}\int_{\Omega}|e(u^{\epsilon}.)|^{p}dx$.
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Moreover the second term of $I_{2}$ vanishes by $divu^{\epsilon_{i}}=0$ and




Integrating with respect to $t$ and taking supremum over all $t\in[0, T]$ , we obtain (4.13). The proof
of (4.14) follows from (4.13) and Theorem 2.7. $\square$
Proof of Theorem 4.1. For each fixed $i$ we have a short time existence for $[0, T_{0}]$ where $T_{0}$
depends only on $i$ and $E_{0}$ at $t=0$ . By Lemma 4.3 the energy at $t=T_{0}$ is again bounded by $E_{0}$ .
By repeatedly using Lemma 4.2 Theorem 4.1 follows. $\square$
5 Existence of weak solution
Finally in this section, we take the limit $iarrow\infty$ and establish the main result. The necessary
steps for the proof of the convergence of the phase boundary are all resolved in Section 3 and 4.
The proof of the convergence of the velocity field can be handled by the standard method (see [19,
p.207] $)$ combined with the observation on the varifold convergence ([28]). Here we only sketch the
outline of the proof with reference to [19]. First using the equation (4.4) and energy inequalities
(4.3) one can show
$\int_{0}^{T}\Vert\frac{\partial u^{\epsilon}}{\partial t}\Vert_{(V^{s2})}^{\overline{p}\overline{1}}\underline{R}$. $dt\leq c$
where $c$ depends only on $E_{0},$ $c\kappa$ and $\nu_{0}$ and is independent of $i$ . Tfie application of Aubin-Lions
compactness Theorem [19, p.57] with $B_{0}=V^{s,2},$ $B=V^{0,2},$ $B_{1}=(V^{s,2})^{*},$ $p_{0}=p$ and $p_{1}=\overline{p}-\overline{1}B$
there shows the existence of a subsequence still denoted by $\{u^{\epsilon_{i}}\}_{i=1}^{\infty}$ such that
$u^{\epsilon_{i}}arrow u$ in $L^{p}([0, T];V^{0,2})$ . (5.1)
Since $p>2$ and $L^{\infty}([0, T];L^{2}(\Omega)^{d})$ bound, we also have the strong convergence in $L^{2}([0, T];L^{2}(\Omega)^{d})$ .
As for the convergence of $\{\mu^{\epsilon_{i}}\}_{i=1}^{\infty}$ we have all the assumptions on $\varphi^{\epsilon_{i}}$ and $u^{\epsilon_{i}}*\zeta^{\epsilon_{i}}$ satisfied to
apply Theorem 3.1. Thus we have the upper density ratio bound, and then we can apply Thcorem
3.2 and Theorem 3.3 since $u^{\epsilon_{i}}*\zeta^{\epsilon_{i}}$ also converges in the sense of (3.9). We may extract a further
subsequence so that
$\frac{\partial u^{\epsilon_{i}}}{\partial t}arrow\frac{\partial u}{\partial t}$ weakly in $L^{1}\overline{p}-\overline{1}([0, T];(V^{s,2})^{*})$ ,
(5.2)
$\tau(\varphi^{\epsilon}\cdot, e(u^{\epsilon_{i}}))arrow\hat{\tau}$ weakly in $L^{Z}p-\overline{1}([0, T];L^{R}\overline{p}-\overline{1}(\Omega)^{d^{2}})$.
For $\omega_{j}\in V^{s,2}(j=1, \cdots)$ and $h\in C_{c}^{\infty}((0, T))$ we have
$\int_{\Omega}div((\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{i}})*\zeta^{\epsilon_{i}})\cdot h\omega_{j}dx=\int_{\Omega}(\triangle\varphi^{\epsilon_{i}}-\frac{W’(\varphi^{\epsilon_{l}})}{\epsilon_{i}^{2}})\nabla\varphi^{\epsilon_{i}}\cdot h\omega_{j}*\zeta^{\epsilon_{i}}dx$
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by $div\omega_{j}=0$ . Thus the argument in [19, p.212] and the similar convergence argument in Section
4
$\int_{0}^{T}\{(\frac{\partial u}{\partial t},$ $h \omega_{j})+\int_{\Omega}(Tl. \nabla u)\cdot h\omega_{j}+h\hat{\tau}$ : $e( \omega_{j})dx\}dt=\int_{0}^{T}\int_{\Omega}$ H. $h\omega_{j}d\mu\iota^{dt}$ . (5.3)
Again by the similar argument using the density ratio bound and Theorem 2.1 one show by the
density argument and (5.3) that $\frac{\partial u}{\partial t}\in L^{L}\overline{p}-1([0,T];(V^{1,p})^{*})$ and
$\int_{0}^{T}\{(\frac{\partial u}{\partial t},$ $v)+ \int_{\Omega}(u\cdot\nabla u)\cdot v+\hat{\tau}$ : $e(v)dx \}dt=\int_{0}^{T}\int_{\Omega}H\cdot vd\mu_{t}dt$ . (5.4)
for all $v\in L^{p}([0, T];V^{1,p})$ . The only thing to be left now is to prove that
$\int_{0}^{T}\int_{\Omega}\hat{\tau}$ : $e(v)dxdt= \int_{0}^{T}\int_{\Omega}\tau(\varphi, e(u)):e(v)dxdt$ (5.5)
for all $v\in C_{c}^{\infty}((0, T);\mathcal{V})$ . As in [19, p.213 (5.43)], we may deduce that
$\frac{1}{2}\Vert u(t_{1})\Vert_{L^{2}(\Omega)}^{2}+\int_{0}^{t_{1}}\int_{\Omega}\hat{\tau}$ : $e(u)dxdt \geq\int_{0}^{t_{1}}\int_{\Omega}H\cdot ud\mu_{t}dt+\frac{1}{2}\Vert u(0)\Vert_{L^{2}(\Omega)}^{2}$ (5.6)
for a.e. $t_{1}\in[0, T]$ . We set for any $v\in V^{1,p}$
$A_{i}^{t_{1}}= \int_{0}^{t_{1}}\int_{\Omega}(\tau(\varphi^{\epsilon_{i}}, e(u^{\epsilon}.))-\tau(\varphi^{\epsilon_{i}}, e(v)))$ : $(e(u^{\epsilon_{i}})-e(v))dxdt+ \frac{1}{2}\Vert u^{\epsilon}(t_{1})\Vert_{L^{2}(\Omega)}^{2}$. (5.7)
The monotonicity property of $e(\cdot)(1.1)$ shows that the first term of (5.7) is non-negative. We may
further assume that $u^{\epsilon_{i}}(t_{1})$ converges weakly to $u(t_{1})$ in $L^{2}(\Omega)^{d}$ thus we have
$\lim\inf A_{i}^{t_{1}}iarrow\infty\geq\frac{1}{2}\Vert u(t_{1})\Vert_{L^{2}(\Omega)}^{2}$ . (5.8)
By (4.4) we have
$A_{\dot{t}}^{t_{1}}= \frac{1}{2}\Vert u^{\epsilon_{i}}(0)\Vert_{L^{2}(\Omega)}^{2}-\frac{\epsilon_{\mathfrak{i}}}{\sigma}\int_{0}^{\iota_{1}}\int_{\Omega}div((\nabla\varphi^{\epsilon_{i}}\otimes\nabla\varphi^{\epsilon_{t}})*\zeta^{\epsilon_{i}})\cdot u^{\epsilon_{i}}$
$- \int_{0}^{t_{1}}\int_{\Omega}\tau(\varphi^{\epsilon}{}^{t}e(u^{\epsilon_{i}})):e(v)+\tau(\varphi^{\epsilon}{}^{t}e(v)):(e(u^{\epsilon_{i}})-e(v))dxdt$
which converges to
$A^{t_{1}}= \frac{1}{2}\Vert u(0)\Vert_{L^{2}(\Omega)}^{2}+\int_{0}^{t_{1}}\int_{\Omega}H\cdot ud\mu_{t}dt-\int_{0}^{t_{1}}\int_{\Omega}\hat{\tau}$ : $e(v)+\tau(\varphi, e(v))$ : $(e(u)-e(v))dxdt$ . (5.9)
Here we used that $\varphi^{\epsilon}$ . converges to $\varphi$ a.e. on $\Omega\cross[0, T]$ . By (5.6), (5.8) and (5.9), we deduce that
$\int_{0}^{t_{1}}\int_{\Omega}(\hat{\tau}-\tau(\varphi, e(v)))$ : $(e(u)-e(v))dxdt\geq 0$ .
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