Abstract. Fully computable a posteriori error estimates in the energy norm are given for singularly perturbed semilinear reaction-diffusion equations posed in polygonal domains. Linear finite elements are considered on anisotropic triangulations. To deal with the latter, we employ anisotropic quadrature and explicit anisotropic flux reconstruction. Prior to the flux equilibration, divergence-free corrections are introduced for pairs of anisotropic triangles sharing a short edge. We also give an upper bound for the resulting estimator, in which the error constants are independent of the diameters and the aspect ratios of mesh elements, and of the small perturbation parameter.
‚ Our estimator is explicitly and fully computable in the sense that it involves no unknown error constants (unlike other estimators on anisotropic meshes, such as in [10, 14, 15] ). ‚ In contrast to [10] , an upper bound for our estimator involves no matching functions (which we discuss below). In fact, the error constant C in the upper bound (1.2) is independent not only of the diameters and the aspect ratios of mesh elements, but also of the small perturbation parameter ε. ‚ Unlike [1, 3, 4, 7] , and also [23, 18, 20, 19] , we consider the semilinear case, which mostly simplifies the presentation (as f may include a few linear terms). ‚ By contrast, dealing with anisotropic elements requires some non-incemental changes in the flux construction and also a more intricate analysis compared to the isotropic-mesh case. ‚ The efficiency of error estimators on anisotropic meshes was addressed in [18, 20, 19] using the standard bubble function approach. However, a numerical example will be given in §9 that clearly demonstrates that short-edge jump residual terms in such bounds are not sharp. So, under additional restrictions on the anisotropic mesh, we shall give a new bound for the short-edge jump residual terms, and thus show that at least for some anisotropic meshes the error estimator constructed in the paper is efficient. The robustness of our estimator, denoted by E, with respect to the mesh aspect ratios, as well as the small perturbation parameter ε, is demonstrated by the following upper bound (which follows from Theorems 4.1 and 4.3):
where C is independent of the diameters and the aspect ratios of elements in the triangulation T , and of ε. Here N is the set of nodes in T , and ω z is the patch of elements surrounding any z P N , while J z is the maximum within ω z of the standard jump in the normal derivative of the computed solution u h across an element edge, f h " f p¨; u h q and f I h is its standard piecewise-linear Lagrange interpolant. We also use λ T " mint1, H T ε´1u, H T » diampT q, h T » H´1 T |T |, and h z » |ω z |{diampω z q (and some notation defined in the final paragraph of this section). The boundary subset NB Ω of N is defined in (2.4) .
To relate (1.2) to interpolation error bounds (as well as to possible adaptivemesh construction strategies), note that |J z | may be interpreted as approximating the diameter of ω z under the metric induced by the squared Hessian matrix of the exact solution (while f I h approximates ε 2 u). Note also that the right-hand side in (1.2) is similar to the estimator in the recent paper [15] , and reduces, in the case of shape-regular meshes, to a version of the estimator given by [23] .
Explicit residual-type a posteriori error estimates for problems of type (1.1) were also given in [23, 9] on shape-regular meshes, [22, 12, 6] on anisotropic tensor-product meshes, and [18, 20, 19, 14, 15, 16] on more general anisotropic meshes (for ε " 1 in [22, 18] ). All these estimates are not fully guaranteed in the sense that they involve unknown error constants. (The cited papers deal with the energy norm, except for [6, 9, 12, 14] addressing the maximum norm.)
Note that the error constants in the estimators of [18, 19, 20] (as well as the upper bound for the estimator [10] that we already mentioned) involve the so-called matching functions. The latter depend on the unknown error and take moderate values only when the grid is either isotropic, or, being anisotropic, is aligned correctly to the solution, while, in general, they may be as large as mesh aspect ratios. The presence of such matching functions in the estimator is clearly undesirable, and is entirely avoided in recent papers [14, 15, 16] , as well as in our upper bound (1.2) .
Finally, note that a posteriori error estimation on anisotropic meshes presents a more serious challenge not only compared to the shape-regular-mesh case, but also to the a priori error estimation. Indeed, there is a vast number of papers showing that a-priori-chosen anisotropic meshes offer an efficient way of computing reliable numerical approximations of solutions that exhibit sharp boundary and interior layers. In the context of singularly perturbed differential equations, such as (1.1) with ε ! 1, see, for example, [8, 11, 17, 21] and references therein.
The paper is organized as follows. In §2, we list all triangulation assumptions. Next, §3 describes the considered finite element discretization with quadrature. The structure of the reconstructed flux and the main results are presented in §4. The case h z À ε is addressed in § §5-6, while §7 deals with the case h z Á ε. The efficiency of the constructed estimator is illustrated by some numerical results in §8. We conclude the paper by discussing lower error bounds on anisotropic meshes in §9.
Notation. We write a » b when a À b and a Á b, a " Opbq when |a| À b, and a À b when a ď Cb with a generic constant C depending on Ω and f , but C does not depend on either ε or the diameters and the aspect ratios of elements in T . Also, we write a ! b when a ă c 0 b with a fixed small constant c 0 (used to distinguish between anisotropic and isotropic elements). The indicator function 1 A takes value 1 if condition A is satisfied, and vanishes otherwise. For any D Ă Ω, we let }¨} D " }¨} L2pDq , and oscpv; Dq " sup D v´inf D v @v P L 8 pDq, while ν and µ, possibly subscripted, denote the unit vectors on BD in the outward normal and counterclockwise tangential direction, respectively. For any triangles T and T 1 sharing an edge, a standard notation is used:
2. Triangulation assumptions. We shall use z, S and T to respectively denote particular mesh nodes, edges and triangular elements, while N , S and T will respectively denote their sets. For each T P T , let H T be the maximum edge length and h T :" 2H´1 T |T | be the minimum altitude in T . For each z P N , let ω z be the patch of elements surrounding any z P N , S z the set of edges originating at z, and H z :" diampω z q, h z :" max (With slight abuse of notation, such as in the latter formula, we occasionally treat subsets of N , S and T as sets of points.) Throughout the paper we make some triangulation assumptions. All of them are automatically satisfied by shape-regular triangulations.
‚ Maximum Angle condition. Let the maximum interior angle in any triangle T P T be uniformly bounded by some positive λ 0 ă π.
‚ Let the number of triangles containing any node be uniformly bounded.
‚ For any z P N , one has
We also distinguish subsets N ani , N iso and NB Ω of N (see Fig. 2 .2). Note that N ani X N iso " H, while N zpN ani Y N iso q is not necessarily empty.
(1) Anisotropic nodes, whose set is denoted by N ani , are such that
Note that (2.3) implies (2.2), while z P N ani impliesh z » h z .
(2) Isotropic nodes, to whose set we shall refer as N iso , are such that h z » H z . (3) One may expect anisotropic elements near the boundary to be aligned along it. To distinguish some boundary nodes for which it is not the case, we introduce
Occasionally, we shall make additional assumptions that we describe below.
A1
Each z P N with h z À ε satisfies z P N ani ztcorners of Ωu and condition A1 ani , or it satisfies condition A1 mix ; see below.
A1 ani Quasi-non-obtuse anisotropic elements. Let the maximum triangle angle at z P N ani be bounded by
Hz for some positive constant λ 1 .
respectively denoting the sets of edges and isotropic triangles of diameter »h z within ω z , let pω z YS z qztzu be connected.
A2
Each z P N with h z Á ε satisfiesh z ě ? 6ε.
Note that A1 ani is always satisfied by isotropic elements, so it requires only some of the anisotropic part of the mesh to be close to a non-obtuse triangulation. A1 mix is also always satisfied on shape-regular meshes (as thenω z " ω z ). For anisotropic nodes, A1 mix may be satisfied if z P BΩ (in this case,ω z " H, whileS z ztzu is connected only ifS contains a single edge). Note also that A2 is satisfied for any z R N iso , while for isotropic nodes it does impose a mild restriction (as for the latter, h z » H z , so whenever H z Á ε, within ω z we impose h T ě ? 6ε).
We shall also consider a weaker version of A1. A1˚Each z P N with h z À ε satisfies z P N ani zBΩ and condition A1å ni , or z P NB Ω and satisfies A1 ani , or it satisfies condition A1 mix . A1å ni Local Element Orientation condition. For z P N ani , there exists a rectangle R z Ą ω z such that |R z | » |ω z |. Examples of anisotropic nodes z P N ani (left), nodes z P N zpN ani Y N iso q (centre), an isotropic node z P N iso (right), and a node z P NB Ω (bottom left). Examples of nodes that satisfy A1å ni (top left), A1 ani (bottom left), and A1 mix (centre and right).
3. Finite element method with quadrature. We discretize (1.1) using linear finite elements. Let S h Ă H 1 0 pΩq X CpΩq be a piecewise-linear finite element space relative to a triangulation T , and let the computed solution u h P S h satisfy
Here x¨,¨y is the L 2 pΩq inner product, and x¨,¨y h is its quadrature approximation. We now describe xf h , v h y h used in (3.1). For the integral over T P T , a quadrature formula Q T is employed, which is anisotropic on a certain subset T˚of anisotropic elements:
2) Here tz j u 3 j"1 are the vertices of T , with z 3 ": z˚opposite the shortest edge, while
with T 0 Ă tT P T : z˚P N iso and z 1 , z 2 R N ani zBΩu (so, unless one wants to minimize T˚, the simplest option is T 0 :" H). Now, let
where
Note that the discretization (3.1), (3.2), (3.3), (3.4) can be written as
where F T ;z :" f h pzq for T P T zT˚and F T ;z :"f h;T for T P T˚. It will be sometimes convenient to replace the second sum here using an average s F z of F T ;z , associated with z, defined by
Remark 3.1. The above quadrature yields the standard linear lumped-mass finite element discretization on T zT˚. On T˚, a special anisotropic quadrature is employed (designed to address certain convergence issues reported in [13] ). The resulting method may be also interpreted as the vertex-centered finite volume method (or the box method) with a special choice of control volumes, applied to the approximation of our equatioń ε 2 u`Ğ f p¨; uq " 0. A related interpretation as a Petrov-Galerkin method is also possible.
Remark 3.2. Our results remain valid, if Q T pf h v h q is replaced by Q T p s f h v h q in the first sum in (3.4). However, using Q T pf h v h q for h T " ε yields a superior discretization (as in this case the local stiffness matrices become negligible so diagonal mass matrices are preferable). On the other hand, replacing Q T p s f h v h q by Q T pf h v h q in the second sum in (3.4) yields a less standard lumped-mass discretization on T˚. For the latter choice, our estimator will enjoy a version of the upper bound (1.2) with λ T replaced by 1 whenever h T ! H T À ε. Furthermore, all our results remain valid without any changes if Q T p s f h v h q is used only for T P T˚: H T À ε.
4.
A posteriori error estimator. Main Results. We start with a relatively standard auxiliary result, a version of which can be found, for example, in [3, Lemma 1] and [7, Theorem 3.1] .
Then, for a solution u of (1.1), with C f ą 0, one has
Proof. With v :" u h´u , one has u h´u~2 ε ;Ω ď ε 2 x∇pu h´u q, ∇vy`xf p¨; u h q´f p¨; uq, vy " ε 2 x∇u h , ∇vy`xf p¨; u h q, vy ,
which immediately implies (4.2). Here we employed the observation (obtained using u h " 0 in any T , and (4.1)) that
Note that here (as well as in (4.2)), with slight abuse of notation, we understood u h and divτ as regular functions in Ω defined elementwise.
Remark 4.2 (Cases C f ě 0 and C f " C f px, yq). An inspection of the above proof shows that the estimator E in (4.2) can be replaced by a more general
where C Ω is the Poincaré constant, and ϑ P r0, 1q is an arbitrary constant, with ϑ ą 0 unless C f ą 0. Note also that if C f " C f px, yq, the above result remains valid with an obvious modification of the energy norm to~v~ε ;Ω :"
( 1{2 and a similar modification of E. Our task in this paper is to explicitly define τ to be used in (4.2) in a way that is appropriate for anisotropic meshes. We introduce a suitable τ in the form (i) Under conditions A1 and A2, one can construct τ , subject to (4.1), in the form (4.3) with S˚" H, where τ z and an associated function g z , both with support in ω z , satisfy, for any z P N , ÿ
while τ f T from (4.6) satisfies (4.5), and, for any T P T ,
(ii) Under conditions A1˚and A2, one can construct τ , subject to (4.1), in the form (4.3) with S˚‰ H, such that the above relations (4.7), (4.8), (4.9) hold true and, in addition, for any edge S " BT X BT 1 P S˚with an endpoint z,
Proof of (4.9). If
; T q, so we again get (4.9). Remark 4.4. Note that for z P NB Ω , the bound (4.8) involves λ T |f h pzq| » mintε´1, H´1 z u H z |f h pzq|, where ε´2H z |f h pzq| may be interpreted as the diameter of ω z under the metric induced by the squared Hessian matrix of the exact solution at z P BΩ. Indeed, as u " 0 on BΩ, the Hessian matrix involves only the normal derivatives, while ε´2f h " ε´2f p¨; 0q " B 2 ν u on BΩ; see also the definition of NB Ω . 5. Construction of τ z for h z À ε under condition A1. Let the patch ω z be formed by N z triangles tT i u Nz i"1 Ă T , numbered counterclockwise so that γ z is formed by the edges BT i´1 X BT i for i " 1, . . . , N z if z R BΩ (with the notation T 0 :" T Nz ), and for i " 2, . . . , N z if z P BΩ (see Fig. 5 .1 (left, centre)). For each T i Ă ω z , let z be opposite to the edge denoted S i , with the outward normal and the counterclockwise tangential unit vectors denoted ν i and µ i (see Fig. 5 .1 (right)).
Define τ z associated with z by
where, using F T ;z and s F z from (3.6), (3.7),
Here we require tβ i u
for i " 1, . . . , N z if z R BΩ, and for i " 2, . . . , N z if z P BΩ. We use the notation Sȋ :" BT i X BT i˘1 , as well as νȋ and µȋ for the outward normal and the counterclockwise tangential unit vectors of the edge Sȋ in triangle T i (see Fig. 5 .1 (right)). Lemma 5.1. Let h z À ε. Then relations (5.1) for τ z imply (4.4) and
The system (5.1c) for tβ i u Nz i"1 is consistent and has infinitely many solutions.
Combining this with (5.1b) and (3.7), one gets (5.2b) Next, note that (4.4), combined with (5.1a), is equivalent tò
Multiplying this by |Sì´1| " |Sí | and noting that d i " µ i¨| Sì |νì "´µ i¨| Sí |νí , one gets (5.1c). So (5.1c) is, indeed, equivalent to (4.4). Finally, consider the system (5.1c) for tβ i u Nz i"1 . For this system to be consistent, it suffices to show that it is under-determined (as then, taking any specific β 1 , one can uniquely compute all other tβ i u). For z P BΩ, there are N z´1 equations, so this system is clearly under-determined. For z R BΩ, this is also the case as an application of ř Nz i"1 to (5.1c) yields 0. To check the latter, one first employs the observation that ν i¨`| Sì |νì`|Sí |νí˘`2|T i |d´1 i " 0, and then recalls (5.1b), as well as (3.6) and (3.7).
Remark 5.2 (Anisotropic flux equilibration).
The choice of a particular solution tβ i u of (5.1c) is crucial, as our estimator, roughly speaking, involves the component
, while, unless the mesh is shape-regular, d´2 i |T i | "
may vary very significantly within ω z . One simple and useful approach is to minimize this component, i.e. given any particular solution tβ i u of (5.1c), let
(Alternatively, one can set β i :" 0 for the element T i with the largest d´2 i |T i | within ω z , or choose tβ i u as in the proof of Lemma 5.6.) Examples of nodes that satisfy A1 mix with the set tT i u n i"1 (used in the proof of Lemma 5.6) highlighted by the grey color: n " 5 (top left), n " 3 (bottom left), n " 4 (right).
Remark 5.3 (Computing τ z via optimization). More generally, for h z À ε, one can construct τ z using (5.1a) in which tα i u and tβ i u are chosen to minimize Remark 5.4. It is assumed throughout this section that any z P N ani with h z À ε also satisfies ω z Ă T˚. This is consistent with the definition (3.3) of T˚as long as the somewhat imprecise condition h T À ε used in (3.3) always follows from h z À ε.
5.1. Proof of (4.7) and (4.8) in Theorem 4.3(i) for h z À ε. Our findings in this section are presented as two lemmas.
Lemma 5.5. Let tτ z u satisfy (5.1a), (5.1b) for any z P N with h z À ε. Then for any z P N , there is a function g z with support on ω z that satisfies (4.7) and (4.8).
Proof. In any T Ă ω z , let g z :" ε 2 divτ z`θT ;z F T ;z if h z À ε, and g z :" θ T ;z F T ;z otherwise. In view of (3.2), (3.6) ,
zPNB Ω f h pzq, where we also used (3.7). At the same time,
. Combining these observations with |T | » |ω z | for any T Ă ω z yields }g z } ωz À the second line in (4.8).
Lemma 5.6. Under condition A1, for any z P N with h z À ε, there is a solution
Proof. Our task is to show that }ετ z } ωz satisfies (4.8), in which the right-hand side involves mint1, εh´1 z u » 1 and mint1, h z ε´1u » h z ε´1. So it suffices to prove
An inspection of the proof of Lemma 5.1 reveals that if r
where for the first relation we used (3.6) combined with (3.2), (3.3), and for the second,
One gets a similar conclusion for the case r F T ;z " s F z in (5.1b) (in fact, the latter case is more straightforward as then z P N ani so |T i | » |ω z | for any T i Ă ω z ). Now, in view of (5.2b), to get the desired assertion (5.5), it suffices to show that
with someσ z such that }εσ z } ωz satisfies a version of (5.5). For (5.6), we start with a straightforward observation that follows from (5.1c):
Consider three cases (a), (b) and (c).
(a) Suppose that z satisfies A1 mix . Then the N z triangles in ω z can be numbered counterclockwise so that the set tT i u n i"1 ‰ H, with some n " n z ď N z , is formed by all triangles having at least one edge inS z (see Fig. 5 .2). To be more precise, this set will include all triangles fromω z , and, possibly, one or two anisotropic triangles that either share an edge withω z ‰ H or, ifω z " H and soS z includes a single edge, touch this edge. Note that then d i »h z for i " 1, . . . , n z and d i » H z for i ą n z , while |Sí | »h z for i " 2, . . . , n z . So setting β 1 :" 0 and applying (5.7) for i ą 1, we arrive at (5.6) withσ z :" 0.
(b) Next, consider z P N ani zBΩ that satisfies A1 ani (and so not A1 mix ). ThenS z includes exactly two edges of length »h z » h z . Let the triangles tT i u
Note that d i » h z only for i " 0, 1, m, m`1 and d i » H z otherwise, while |Sí | » h z for i " 1, m and » H z otherwise. Hence, one can employ (5.7) for i ‰ 0, m. So it remains to get the desired bound (5.6) only for i " 0, m. For this, let
(compare with (3.6)). Now, an application of ř m i"1 to (5.1c) (and also noting that ν i¨`| Sì |νì`|Sí |νí˘`2|T i |d´1 i " 0) yields
So, for example, one can set β 0 :" 0 and compute and then estimate β m from (5.9). Or, one can choose β 0 and β m , in agreement with (5.9), but in a more balanced way. Importantly, one can ensure for
Consequently, we get (5.6) for all i withσ z :" h´1 z r σ z . Finally, similarly to (3.7), define a version of (5.8):
By (5.1b), unless r σ z " σ z , one has r F Ti;z ‰ s F z and so H z ε´1 » mint1, H z ε´1u » λ T (the latter is also because z P N ani ), so εh´1 z |r σ z´σz | À ř T Ăωz λ T oscpf I h ; T q. Combining this with a technical result (5.13) (obtained below in §5.2), one arrives at
), so we have again obtained (5.6) with }εσ z } ωz now satisfying a version of (5.5) . This completes the proof of (5.5) for this case.
(c) It remains to consider z P NB Ω , which satisfies A1 ani but not A1 mix . This case is similar to case (b), with a version of (5.9) becoming
Again, using (5.13), we get a version of (5.11) with an additional term H z ε´1| s F z | in the right-hand side. As, by (3.7), unless s F z " 0, one has s F z " f h pzq and H z ε´1 » mint1, H z ε´1u » λ T for z P NB Ω , we again get (5.5).
Estimation of σ z .
Here we give one technical result on σ z . Throughout this section, we use the notation from the proof of Lemma 5.6.
Lemma 5.7. (i) If z P N ani zBΩ, with h z À ε, satisfies A1å ni , then for σ z of (5.10) one has
where i ξ is the unit vector that points from z in the direction of any edge from tSí u
Proof. (i) For any scalar w, let w BTi´1XBTi :" wˇˇB Ti´wˇBTi´1 . Furthermore, for fixed z P N , introduce the local cartesian coordinates pξ, ηq such that z " p0, 0q, and i ξ points in the ξ direction (see Fig. 5.3 (left) ). In these coordinates, let pξ i , η i q be the endpoint of the edge Sí " BT i´1 X BT i on Bω z . Now, a calculation shows that |Sí | " 
Here we also used θ Ti;z " 0 for i " 2, . . . , m´1 and θ Ti;z "
Next, multiplying (3.6) combined with (3.7) by 2ε´2, then subtracting σ z and applying a similar argument, one getś
Here Hź :" min i"m`2,...N |ξ i | » H z , and we also used |Sí | » h z for i " 1, m`1.
Finally, using |T 1 | "
z q (where |ξ 1 |`|η 2 | À h z ) and similar observations for the other triangle areas, we arrive at Fig. 5.3 . Notation used in Lemma 5.7 (left): the edges tSí u m i"2 (here m " 4) are highlighted, the unit vector i ξ in the direction of any of these edges (here S3 ), local coordinates pξ, ηq, the endpoint pξ 2 , η 2 q of the edge S2 . Notation used in the definition (6.2) of τ J S (right).
Combining this with (5.14), (5.15) and
The desired assertion (5.12) follows in view of Hz " H Ti`O ph z q for i " 1, m and a similar relation with Hź for i " m`1, N , as well as
The latter follows from B η " i η¨∇ combined with ∇u h BTi´1XBTi " νí rB ν u h s BTi´1XBTi and νí¨i η " µì´1¨i ξ .
(ii) If z P N ani zBΩ, then A1 implies |µì´1¨i ξ | À h z H´1 z , so (5.12) implies (5.13). It remains to consider z P NB Ω . In view of A1 and (2.4), one may choose the unit vector i ξ in part (i) of this proof to be normal to BΩ. As u h " B η u h " 0 on BΩ so ř m i"2 B η u h BTi´1XBTi " 0, so (5.14) again yields the desired assertion (5.13).
6. Construction of τ z for h z À ε under weaker condition A1˚. Proof of Theorem 4.3(ii). This section deals with a weaker version A1˚of A1. For this we need to address the terms subtracted from σ z in (5.12) (which are À h z |J z | under assumption A1, but not under A1˚).
Let S˚Ă S in the definition (4.3) of τ be S˚:" S is shortest edge in T and
Roughly speaking, S˚Ă S is the set of short edges shared by pairs of anisotropic triangles. Now, we include a non-trivial component ř SPS˚τ J S in τ , where τ J S has support on T Y T 1 for any S " BT X BT 1 P S˚, and
Here dT :" 2|T ||S|´1, µT is the tangential unit vector along S in the counterclockwise direction in T , the edge S joins the nodes z 1 and z, with µT pointing from z 1 to z, and iT is the unit vector in the direction from zT 1 to zT , the latter being the vertices opposite to S in T 1 and T respectively; see Fig. 5.3 (right) . Note that µT "´µT 1 and iT "´iT 1 so the definition of κ S is consistent for T and T 1 .
Now that ř
SPS˚τ J S is included in τ , we need to ensure that τ still satisfies (4.1). For this, the definition of τ z should be updated to take into account the possibly non-trivial jumps rτ Proof. One can easily check that, indeed, the results of Lemmas 5.1 and 5.5 remain true, while for Lemma 5.6, it suffices to obtain (5.6). That the normal jumps in τ satisfy (4.1) can be checked by a direct calculation using (6.3) and taking into account that if pBT i´1 X BT i q Ă pγ z X S˚q, then β i´βi´1 " βi´βi´1 (in view of κ i´1 " κ i`1 " 0). Note that in the latter case (5.7) is still true.
Otherwise, i.e. for pBT i´1 X BT i q Ć pγ z X S˚q, a version of (5.7) will be employed:
Next, consider two cases (a) and (b), as in the proof of Lemma 5.6, to get the bound (5.6) for β i d´1 i and thus complete the proof.
(a) Suppose that z satisfies A1 mix . Unless γ z X S˚" H (and so the results of Lemma 5.6 apply),ω z " H andS z " γ z X S˚contains exactly one edge BT 1 X BT 2 . Then note that κ i " 0 unless i " 2. Set β 1 :" 0 and use (5.7) with i " 2 as in the proof of Lemma 5.6. For i ą 2, use (6.5), where d i » H z , so the additional term max |κ j |d´1 i " |κ 2 |H´1 z À |J z |. So we get (5.6) withσ z :" 0.
(b) It remains to consider z P N ani zBΩ under condition A1å ni (as z P N ani X BΩ satisfies either A1 ani or A1 mixed , so have been considered in part (a) or in Lemma 5.6). We shall imitate part (b) from the proof of Lemma 5.6. Note that pBT i´1 X BT i q Ă pγ z XS˚q (and so κ i ‰ 0) only for i " 1, m`1. Hence, we employ (5.7) for i " 1, m`1, 
From this bound, one gets (5.6) only nowσ z :" h´1 z pr σ z`κ1´κm`1 q. As |r σ z´σz | was bounded in the proof of Lemma 5.6, to complete the proof, it remains to show
The above follows from (5.12) using the following observations. For
Construction of τ z for h z Á ε under condition A2. Throughout this section, for any T Ă ω z , we use S T , ν T and µ T , as well as ST , νT and µT , defined as in §5 (see Fig. 5 .1 (right)) only with subscript T in place of i when dealing with element T . We start with two useful technical results.
6ε. For any triangle T with a vertex z, there exist two functions τz ;T and τź ;T in T such that τz ;T¨ν " 0 on BT zST , τz ;T¨ν " φ z on ST , (7.1a)
ε|ST |ς´1 T ;z , ς z;T :" sin =pST , ST q.
Proof. Let ε 1 :" ? 6ε and, skipping the subscripts when there is no ambiguity, set τ`:"´ς´1ϕz µ´, τ´:" ς´1ϕź µ`.
Here ϕz is a barycentric coordinate in the triangle T`formed by the edge ST " Sà nd the point z`ε 1 µ´such that ϕzˇˇz " 1; see Fig. 7 .1. Similarly, ϕź is a barycentric coordinate in the triangle T´formed by the edge ST " S´and the point z´ε 1 µ`. The boundary properties (7.1a) are satisfied as µ˘¨ν˘" 0 and ς "´µ´¨ν`" µ`¨ν´. Next, using |T`| "
ες´1|S`|,
T . Remark 7.2 (Version of A2). In A2, one can impose that each z P N with h z Á ε satisfiesh z ě c 1 ε for any fixed positive constant c 1 (rather thanh z ě ? 6ε). For this case, one can employ a version of the above lemma under the condition h T ě c 1 ε. Choosing ε 1 :" c 1 ε in the proof, one, indeed, arrives at the following version of (7.1b):
6ε, there exists a function ϕ z;T P CpT q such that
Proof. Introduce the two triangles T´, T`Ă T , each T˘formed by the edge ST and a common vertex lying on the median of T originating at z, subject to |T˘| " ?
6ε|T ||S T |´1 ă 1 4 |T | (see Fig. 7 .2). Now, define a unique ϕ z;T P CpT q that (i) satisfies ϕ z;T " φ z on BT ; (ii) has support in T´Y T`; (ii) is linear in each T˘. Clearly, }ϕ z;T } 2 T " 1 6 p|T´|`|T`|q. Furthermore, a calculation shows that
in T´Y T`. Combining these observations, one gets (7.2) (with the final relation in (7.2) easily following from |T | » h T H T À |S T |H T ).
7.1. Definition of τ z for h z Á ε. Introduce a subset ωz of ω z and, using ϕ z;T from Lemma 7.3, a related function φz :
3) Thus, ωz includes only triangles with extremely small angles at z, so ω z zωz ‰ H (see Fig. 7.3 ). Note also that φz " φ z on γ z . Now, using τz ;T from Lemma 7.1, set
where, with the convention rB ν u h s BΩ :" 0,
otherwise. (7.5) Fig. 7.3 . For various nodes, the set ωz (defined in (7.3)) is highlighted by the grey color.
To define γz ;T in (7.5), it is convenient to assume that ωz includes triangles with their boundaries. Now, let ωz ;T be the maximal connected subset of ωz ztzu that shares the edge ST with T . The set of all edges originating at z that are contained in this subset ωz ;T (including ST ) is denoted γz ;T . The unique set of values tβ T u for T Ă ωz in (7.4) is chosen to satisfy (4.4). For example, consider a bundle of m triangles ωz ;T " ωź ;T 1 " tT i u m i"1 , numbered counterclockwise, that touches T, T 1 Ă ω z zωz . Now, (4.4) is equivalent to a version of (5.1c):
where the notation β i :" β Ti is used for i " 1, . . . , m, while
Note that the above system involves m`1 equations for tβ i u m i"1 , but is consistent and has a unique solution. This becomes clear on application of ř m`1 i"1 to (7.6a) which yields a relation for β 0´βm`1 consistent with (7.6b).
If for a bundle of m triangles Y m i"1 T i " ωz ;T , numbered counterclockwise, one has Sm Ă BΩ, then we use (7.6a) with i ‰ m`1, and β 0 from (7.6b) (while β m`1 remains undefined). Similarly, if S1 Ă BΩ, then use (7.6a) with i ‰ 1 combined with the definition of β m`1 from (7.6b) (and β 0 remaining undefined).
Remark 7.4 (γ z X S˚‰ H). Note that S˚, defined by (6.1), can be chosen so that γ z X S˚" H whenever h z Á ε under condition A2 (as then h T Á ε). If, however, γ z XS˚‰ H, then the non-trivial jumps rτ J S¨ν s across γ z are easily taken into account by replacing rB ν u h s BTi´1XBTi with rB ν u h s BTi´1XBTi`| Sí |´1pκ i´1´κi`1 q in (7.5) and (7.6) (where κ i is defined in (6.4) ). With this modification, Lemma 7.5 below remains valid as |κ i | À H z |J z | @i (the latter follows from (6.2)).
7.2. Proof of (4.8) in Theorem 4.3 for h z Á ε. It suffices to prove the following.
Lemma 7.5. Under condition A2, for any z P N with h z Á ε, the function τ z defined by (7.1), (7.2), (7.3) (7.4), (7.5), (7.6) satisfies (4.4) and
where ε|S| » mintε|S|, |ω z |u for any S P γ z . Proof. Condition (4.4) is satisfied by the construction of τ z in §7.1, so it remains to establish (7.7).
First, for each fixed S P γ z XS z (i.e. |S| »h z ), we shall trace the contribution of rB ν u h s S to τ z of (7.4). In this case, rB ν u h s S is involved in τ z only on the triangles adjacent to S (such triangles are not in ωz ) in the form of the terms J zˇS " rB ν u h s S . Hence, the contribution of the considered rB ν u h s S to the left-hand side of (7.7) is indeed bounded by ε|S|pεrB ν u h s S q 2 , as can be shown by an application of (7.1b) with |ST | " |S| and ς´1 z;T » 1. Furthermore, |S| À H z implies ε|S| À εh´1 z |ω z | and so
ωz . It remains to bound the contribution to the left-hand side of (7.7) of rB ν u h s S for the edges S RS z . In this case,
This observation implies that it now suffices to prove only the second relation in (7.7), or, equivalently, show that
T À εH z |J z | 2 for any T Ă ω z , to which we proceed.
Suppose T Ă ωz . By (7.3), d T » H T » H z , and, by (7.6),
follows from (7.2) combined with εH T ď εH z . Otherwise, φz " φ z in T implies divτ z " 0 (see the proof of Lemma 5.1), and also h T À ε (in view of the definition of φz in (7.3)), so again
Finally, suppose T Ă ω z zωz . Note that |J z | À |J z |, which follows from (7.5) as |S| » |H T | for all edges S P γz ;T including ST . Now, the desired bound on
T follows from (7.1b) with |ST | À H z and ς´1 z;T » 1.
8. Numerical results. Our estimator is tested using a simple version of (1.1) with Ω " p0, 1q
2 and f " u´F px, yq, where F is such that the unique exact solution u " 4y p1´yq rC u cospπx{2q´pe´x {ε´e´1{ε q{p1´e´x {ε qs (the latter exhibits a sharp boundary layer at x " 0); the constant parameter C u in u will take values 1 and 0. We consider an a-priori-chosen layer-adapted non-obtuse triangulation, as on ; otherwise, χptq " 3ε ln 1 1´2t for t P p0, 1 2´3 εq and is linear elsewhere subject to χp1q " 1. Furthermore, to test our estimator on a mesh with obtuse triangles and, in particular, the role of the estimator components τ J S in (4.3) for S P S˚, we distort the initial non-obtuse triangulation by moving some of the nodes upwards/downwards by minth z , 
(right).
In our numerical experiments, we set T 0 :" H in (3.3) and replace À by ď in (3.3), (4.3), and when dealing with the two cases h z À ε and h z Â ε, as well as with h T À ε in (6.1). Also, we understand a ! b as a ď 1 5 b for any two quantities a and b (so, for example, (3.3) becomes T˚:" tT P T : h T ď 1 5 H T and h T ď εu). We compute the estimator E from (4.2) with C f :" 1 and τ from (4.3), (4.6). For the non-obtuse mesh of Fig. 8.1 (left) , conditions A1 and A2 are satisfied, so we set S˚" H. The component τ z in (4.3) is computed by (5.1) combined with (5.3) for h z ď ε, and, otherwise, using (7.3), (7.4), (7.5) combined with (7.6). Note that instead of explicitly including the components involving τz ;T (from (7.4)) in τ , we use (7.1b) (as well as Remark 7.2). This somewhat simplifies the computations, but yields a slightly less sharp estimator. Similarly, whenever φz ‰ φ z in (7.4), we employ the bounds from (7.2). When computing the error and the estimator, we replace ∇u by its linear Lagrange interpolant, and u and f h by their quadratic Lagrange Fig. 8.1, left) . Table 8 .2 Test problem with Cu " 1, mesh with obtuse triangles (see Fig. 8.1, right) . interpolants. When using the mesh with obtuse triangles of Fig. 8 .1 (right), we consider Sd efined by (6.1), and also compare the latter with a simpler choice S˚" H. Whenever S˚‰ H, the estimator involves τ J S computed by (6.2), while the computation of τ z employs (6.4) and Remark 7.4. Test problem with Cu " 0, mesh with obtuse triangles (see Fig. 8.1, right) . For the test problem with C u " 1, the errors~u h´u~ε ;Ω are compared with the corresponding estimators E in Tables 8.1 and 8.2. One observes that the effectivity indices (computed as the ratio of the estimator to the error) do not exceed 1.633, as long as S˚‰ H for the mesh with obtuse triangles. By contrast, S˚" H on the mesh with obtuse triangles larger and less stable effectivity indices. But the superiority of the estimator with S˚‰ H is particularly evident for the test problem with C u " 0 on the mesh with obtuse triangles; compare the effectivity indices for the two choices of S˚in Table 8 .3. Some additional numerical results are given in Appendix A.
Overall, for the considered ranges of ε and N , the aspect ratios of the mesh elements take values between 2 and 3.6e+8. Considering these variations, our estimator E performs quite well and its effectivity indices do not exceed 1.63 and stabilize as ε Ñ 0 and N increases (as long as S˚‰ H is used for the mesh with obtuse triangles). We have also observed that the inclusion of the estimator components τ J S in (4.3) for S P S˚‰ H, in general, yields a superior estimator. A more comprehensive numerical study of the proposed estimator certainly needs to be conducted, and will be presented elsewhere.
9. Lower error bounds. Estimator efficiency. Throughout this section, we additionally assume that f px, y; uq´f px, y; vq À |u´v|, and use the additional notation J S :" rB ν u h s S and ω S :" T Y T 1 for any S " BT X BT 1 P S (with the obvious modification ω S :" T for the case S Ă BT X BΩ).
9.1. Standard lower error bounds are not sharp. Numerical example. Consider a simple test problem (1.1) with ε " 1, the unique exact solution Table 9 .1 Lower error estimators for test problem with u " sinpπaxq and ε " 1. u " sinpπaxq (for a " 1, 3), and f " u´F px, yq on Ω " p0, 1q 2 . We employ the triangulation obtained by drawing diagonals from the tensor product of the uniform grids t i N u N i"0 and t j M u M j"0 respectively in the x-and y-directions (with all diagonals having the same orientation). The standard lumped-mass quadrature, i.e. T˚:" H in (3.2), will be used in numerical experiments in this section (while the anisotropic quadrature with T˚:" T produces very similar results on this mesh).
For this problem, we compare two lower error estimators: obtained using the standard bubble function approach [19] (see also Lemma 9.1 in §9.2) and the one obtained in §9.3 (combine Theorem 9.4 with Lemma 9.1). They can be described by
where the weight S for S P SzBΩ is defined by
th T u, [19] using bubble functions (also §9.2),
(9.1b) (To be more precise, when Sp §9.3q is used, the term }h T pf h´f I h q} Ω in the right-hand side of (9.1a) should be replaced by a larger }H T oscpf h ; T q} Ω ; see §9.3 for details.)
To address whether the left-hand side E in (9.1a) is sharp, the errors~u h´u~ε ;Ω (as well as }h T pf h´f I h q} Ω ) are compared with E in Table 9 .1. Clearly, the standard lower estimator using the weights Spr19sq is not sharp. Not only its effectivity indices strongly depend on the ratio M {N , but, perhaps more alarmingly, E converges to zero as M {N increases, i.e. the mesh is anisotropically refined in the wrong direction (while the error remains almost independent of M {N ). By contrast, the estimator of §9.3 performs quite well, with the effectivity indices stabilizing. When comparing the two estimators, note that Spr19sq » Sp §9.3q when |S| » diam ω S , however, Spr19sq ! Sp §9.3q when |S| ! diam ω S , i.e. for short edges. Hence, our numerical experiments suggest that it is the short-edge jump residual terms in the standard lower estimator that are not sharp. We shall address this theoretically in §9.3.
9.2. Lower error bounds using the standard bubble approach. Here, for completeness, we prove a version of the lower error bounds from [19, Theorem 4.3] for the semilinear case (similar, but less sharp bounds can also be found in [18, 20] ).
Lemma 9.1. For a solution u of (1.1) and any u h P S h , one has
Remark 9.3 (Estimator efficiency under an adaptive-mesh-alignment condition). It appears that the above result is as sharp as one can get using the bubble function approach, while in §9.1 we have seen that the short-edge jump residual terms are not sharp in such bounds. On the other hand, the interpolation error bounds suggest that a reasonably optimal and correctly-aligned mesh may be expected to satisfyJ z À p J z . Consequently, it appears reasonable to impose a mild version of this condition:
when constructing a mesh adaptively. Clearly, if both (9.4) and the condition of the above corollary are satisfied for all z P N , then the upper error estimator from (1.2) is efficient.
Proof of Lemma 9.1. (i) On any T P T , consider w :" f 
Here we also used |f I h´f p¨; uq| À |u h´u |`|f h´f I h |. The desired result (9.2a) follows in view of }w} T À }f I h } T and εh´1 T`1 » mint1, h T ε´1u´1.
(ii) For each of the two triangles T Ă ω S , introduce a triangle r T Ď T with an edge S such that | r T | » mintε, h T u|S|. Next, set w :" J S r φ
T u T Ăω S associated with the two end points of S (with w :" 0 on each T z r T for T Ă ω S ). A standard calculation using u h " 0 in T Ă ω S and (1.1), yields
Next, invoking }∇w} T À mintε, h T u´1}w} T for any T Ă ω S , we arrive at
{2 , one gets (9.2b).
9.3. New lower error bound with sharp short-edge jump residual terms. Throughout this section, we make additional restrictions on the anisotropic mesh as follows. Let Ω :" p0, 1q
2 , and tx i u n i"0 be an arbitrary mesh in the x direction on the interval p0, 1q. Then, let each T P T , for some i, (i) have the shortest edge on the line x " x i ; (ii) have a vertex on the line x " x i`1 or x " x i´1 (see Fig. 9 .1). Also, let N " N ani , i.e. each z P N be an anisotropic node in the sense of (2.3) and satisfy A1 ani . The above conditions essentially imply that all mesh elements are anisotropic and aligned in the x-direction. The main result of this section is the following. Theorem 9.4 (Short-edge jump residual terms). Let u and u h respectively satisfy (1.1) and (3.1), and Ω i :" px i´1 , x i`1 qˆp0, 1q. If either no no quadrature is used in To prove this theorem, we shall use an auxiliary result. (ii) If γ z X tx " x i u is formed by a single edge S`, then J S´i n (9.6) is replaced by 0. Proof. (i) Note that in this case z R BΩ. Using the notation tT i u of §5 (see Fig. 5.1, centre) , let ∇u h BTi´1XBTi :" ∇u hˇB Ti´∇ u hˇB Ti´1 . Then ř SPγz ∇u h S " 0. Multiplying this relation by the unit vector i x in the x-direction, and noting that ∇u h S˘¨ix "˘J S˘, one gets the desired assertion. We also use the observation that for S P γ z ztx " x i u, one has | ∇u h S¨ix | » |J S ν S¨ix |, where ν S is a unit vector normal to S, where, in view of A1 ani , one has |ν S¨ix | À h z H´1 z .
(ii) Now z P BΩ, so extend u h to R 2 zΩ by 0 and imitate the above proof with the modification that now ř SPSz ∇u h S " 0. When dealing with the two edges on BΩ, note that for S P S z X BΩ, one gets ν S¨ix " 0.
Proof of Theorem 9.4. Set H :" x i`1´xi´1 , and θ :" min εH´1, 
(
, and then r x i˘1 :" x i˘θ |x i˘1´xi | and r Ω i :" pr x i´1 , r x i`1 qˆp0, 1q (so Ω i is a rectangular domain, at least, twice as narrow as Ω i ). Furthermore, define a triangulation r T i on r Ω i by dividing each trapezoid in the partition T X r Ω i into two triangles. Now, define v P CpΩq with support in r Ω i (so v " 0 on B r Ω i ) using the standard piecewise-linear interpolation on r T i . Its node values in the interior of r Ω i are defined by vpzq :" J S for any z P N on tx " x i uzBΩ, where S P γ z X tx " x i u is any vertical short edge originating at z. (For definiteness, let S connect z with the node above it.) Also, let v h P S h be the piecewise-linear interpolant of v on the original triangulation T (then v P CpΩq has support in Ω i ), and w :" v´θv h . Now, a standard calculation yields ε 2 x∇pu h´u q, ∇vy`x p f h´f p¨; uq, vy loooooooooooooooooooooooomoooooooooooooooooooooooon
Here we used a function p f h « f h , which will be specified later subject to the condition
With ν x :" pν¨i x qi x (which is the standard vector projection of the outward normal vector ν onto i x ), one gets
where for S Ă S X Ω i ztx " x i u, we used ş
v h " 0 (as each of v and v h is linear on its support on S, and v " v h on tx " x i u). Next, note that for S Ă S X tx " x i u, one has |S| » H´1|ω S |, while r∇u h¨νx s " J S and w " p1´θqv with v ě J S´o scpv ; Sq (as v " J S at one of the end points of S), so
Combining the latter with (9.7) multiplied by θH, and noting that 1´θ ě 1 2 , one now gets
We claim that, to complete the proof, it suffices to get a somewhat similar bound:
Indeed, this implies (9.5), as here in the left-hand side, θ|ω S | » mintε|S|, |ω S |u. Furthermore, using Lemma 9.5 to estimate oscpv ; Sq, the sum in the right-hand side of (9.9) is bounded by
. The latter assertion follows from (9.2b) in view of θ|ω S | » mintεh T , |ω S |u À mintε|S|, h T |S|u for any T Ă ω S . So it remains to derive (9.9) from (9.8).
For ψ 1 , defined in (9.7), in view of |f h´f p¨; uq| À |u h´u | and }λ
Here, recalling the definition of v, note that B y v " 0 in any triangle in r T i with a single vertex on tx " x i u, while B y v "˘|S|´1oscpv ; Sq and | r T | » θ|ω S | for any triangle r T P r T i sharing an edge S with tx " x i u, so
Furthermore, any triangle r T P r T i touches an edge S Ă tx " x i u such that |ε B x v| À εpθHq´1 max r T |v| " εpθHq´1J S , while λ´1 T » εpθHq´1 implies a similar bound for |λ´1 T v|. Combining these observations with | r T | » θ|ω S | yields
(9.10c) To estimate ψ 2 (defined in (9.7)), set p f h px, yq :" f τ z :"
where tα i u and tβ i u are chosen to minimize (5.4) subject to the constraints (5.1c), in which " B ν u h ‰
BTi´1XBTi
for i " 1, m z are replaced by 0; see Appendix B. It appears, however, that in most practical situations, this modification of τ z will not improve the estimator, as the short-edge jump residual terms in the upper error estimator are expected to be dominated by the other terms (as discussed in Remark 9.3). in (A.1) (see Table A .2). Indeed, for the estimator components in Tables A.1 and A.2 (for the latter, when ε ď 2´5) on the non-obtuse mesh, the effectivity indices do not exceed 1.382 (related results are given in Table 8 .1). For the mesh with obtuse triangles, analogous results are presented in Tables A.3 and A.4 (with related results in Table 8 .
2).
Appendix B. Justification of Remark 9.6. To get a sharper version of the upper bound (1.2) for our estimator, with mint1, εh´1 z u}εJ z } 2 ωz replaced by a sharper term ř SPγz mintε|S|, |ω z |u pεJ S q 2 , we need to tweak the definition of τ z in (5.1). To be more precise, whenever h z À ε À H z andh z fi H z , let
Here we use the notation of (5.1a) and (7.1) (see Fig. 5 .1 and Fig. 5.3 (left) ), assuming that τz ;T P L 2 pΩq has support on T , while m " m z , n " n z are defined in the proof of Lemma 5.6. If z P NB Ω , or z P BΩ satisfies A1 mix and n z " 1, the definition (5.1) of τ z remains unchanged.
Lemma B.1. Let τ z be modified to (B.1) whenever h z À ε À H z andh z fi H z . Set tα i , β i u Nz i"1 in (B.1) to minimize (5.4) subject to the constraint rτ z¨ν s " φ z rB ν u h s on γ z . Then Theorem 4.3(i) is valid with the term mint1, εh´1 z u 1{2 }εJ z } ωz in (4.8)
replaced by a sharper ř SPγz mintε|S|, |ω z |u pεJ S q 2 ( 1{2 .
Proof. For the case h z Á ε, the sharper version of (4.8) follows from the first relation in (7.7). Otherwise, if h z ď H z À ε, this follows from |ω z | À ε|S|.
For the remaining case h z À ε À H z , using the notationJ z and p J z of (9.3), we need to show (4.8) with mint1, εh´1 z u 1{2 }εJ z } ωz replaced by tεh z u 1{2 εJ z`} ε p J z } ωz . For τ z´τ 1 z , we employ Lemma 7.1; in particular, (7.1b) implies }ε 2 divpτ z´τ Recalling that g z " ε 2 divτ z`θT ;z F T ;z for h z À ε, it suffices to prove the desired version of (4.8) for }ετ 1 z } ωz`} ε 2 divτ 1 z`θT ;z F T ;z } ωz . In fact, it suffices for the latter to be established for one specific set tα i , β i u Nz i"1 subject to rτ z¨ν s " φ z rB ν u h s on γ z . Here the constraint is equivalent to a version of (5.1c) taking into account the possibly non-trivial jumps rpτ z´τ 1 z q¨νs across γ z . As in the proof of Lemma 5.6, consider three cases (a), (b) and (c). Now, the constraint rτ z¨ν s " φ z rB ν u h s on γ z yields a version of (5.1c), in which 1 2h zJz p1 i"2`1i"n q is subtracted from the right-hand side. Note that the described version of (5.1c) gives a consistent system for tβ i u N i"1 with infinitely many solutions, which is shown as in the proof of Lemma 5.1. In particular, if z R BΩ, the consistency of this system can be shown by adding all N equations in this system (and also using ν i¨`| Sì |νì`|Sí |νí˘`2|T i |d´1 i " 0), which yields the second relation in (B.2). Note that the latter uniquely defines A z and implies |A z | À ε 2 |ω z |´1h zJz . Next, set β 1 :" 0, and imitate the proof of Lemma 5.6. Now an application of ř n i"2 to the current version of (5.1c) yields |β n d´1 n | » |β nh´1 z | À max j"1,...,n |α j |. Consequently, a version of (5.7) implies |β i d´1 i | ÀJ z`m ax j"1,...,i |α j | for i " 2, . . . , n´1, and |β i d´1 i | À p J z`m ax j"1,...,i |α j | for i " n`1, . . . , N . Note that for i " 2, . . . , n´1, one has |T i | »h 2 z À εh z so }εJ z } Ti À tεh z u 1{2 εJ z . Note also that }ε p J z } Ti ď }ε p J z } ωz for i " n`1, . . . , N . Comparing these observations with the desired version of (4.8) implies that to bound }ετ Now, the constraint rτ z¨ν s " φ z rB ν u h s on γ z yields a version of (5.1c), in which 1 iPt1,mu |Sí |J Sí is subtracted from the right-hand side. Note that the described version of (5.1c) gives a consistent system for tβ i u N i"1 with infinitely many solutions, which is shown as in the proof of Lemma 5.1. To be more precise, adding all N equations in this system (and also using ν i¨`| Sì |νì`|Sí |νí˘`2|T i |d´1 i " 0) yields the second relation in (B.3) . Set 
