Abstract. This paper aims at generalizing various formulae valid for theta functions of Jacobian varieties for theta functions of moduli spaces of vector bundles of rank r > 1, i.e. non-abelian theta functions. The addition formula and the variations of the values of theta functions under cyclic coverings are given.
Introduction
Classically, the study of the geometric properties of Jacobians varieties required a deep knowledge of theta functions of Jacobians as well as the identities satisfied by them. In the last decades this interest on theta functions was renewed because it was observed that these functions gave explicit solutions to several differential equations with physical relevance.
More precisely, if we look at the proof of the trisecant identity and at the explicit construction of solutions of some systems of differential equations (e.g. KdV, KP, Sine Gordon, non-linear Schrödinger, . . . ; see [M] ), we find out that there is a common cornerstone in both cases; namely, the "addition formula" proved by Fay (Corollary 2.19 in [F] ).
In the late 80's, it began the study of non-abelian theta functions, which are the natural generalization of theta functions of Jacobians for moduli spaces of vector bundles. It was proved that abelian and nonabelian theta functions were closely related and that there was thus a "connection" between the geometry of such moduli spaces and that of Jacobians ( [BNR, Li] ).
Motivated by these facts, we wonder about the identities that might be generalized for non-abelian theta functions. In this paper a number of such identities is given.
Following the classical book of Fay ([F] ) we are concerned firstly with the "addition formula". If U(r, d) denotes the moduli space of semistable vector bundles of rank r and degree d on an algebraic curve C and Θ is a generalized theta divisor on it, the "addition formula" gives the pullback of Θ by the addition morphism (see Theorem 3.1):
As a first application of this result the pullback of the polarization of the moduli space by:
is computed (see Corollary 3.3).
The second application consists of an explicit expression for nonabelian theta functions (see Theorem 3.4), which generalizes Proposition 2.16 of [F] . Although a similar formula has been obtained by one of the authors in the framework of infinite grassmannians and multicomponent KP hierarchy in [P] , it is now clear that this kind of expressions is intrinsic to the geometry of U(r, d). For the applications and consequences of the r = 1 case, we refer the reader to [MP] .
Classically the study of how theta functions vary under morphisms of curves has shed light on their properties, on the one hand, and has been helpful in several questions, on the other. There have been two cases especially fruitful: cyclic coverings (e.g. chapters IV and V of [F] ) and spectral covers (e.g. [BNR] ).
Our § 4 deals with the first of them, cyclic coverings (ramified or not). More precisely, we compare the "values" of the theta functions at M and γ * M where γ : C → C is a cyclic covering and M is a vector bundle on C. A similar result is obtained for M and γ * M for a vector bundle on C. Since our methods are valid for all r ≥ 1, some of our results generalizes formulae of the Jacobian case (r = 1) given by Fay (see Remark 7).
Let us make some comments on the notation. If M is a bundle on X, its pull-back to a product X × Y by the natural projection will be also denoted by M (when no confusion arises). Similarly, O X , the structural sheaf on X, will be simply denoted by O if it is clear from the context.
Both authors wish to express their gritude to Prof. J. M. Muñoz Porras for his valuable suggestions and comments.
Background
This section fixes notations and summarizes some known results from [BNR, DN, L, Po] , especially those concerned with the determinantal construction of the generalized theta divisor.
Let C be a irreducible proper smooth algebraic curve of genus g ≥ 2 over C. Given two integers, r, d, let U C (r, d) (or simply U(r, d)) denote the moduli space of semistable vector bundles on C of rank r and degree d.
Recall that there is a closed subscheme of U(r, r(g − 1)) of codimension 1 given by:
It thus defines a polarization which is called the generalized theta divisor ( [DN] ). Moreover, it holds that (Theorem 2 of [BNR] ):
From [Po] we learn that in order to define a polarization on the moduli space U(r, d) for an arbitrary d, we need to fix a vector bundle, F , satisfying one of the following equivalent conditions:
It is quite common (e.g. [DN] ) to consider F of rank r δ and degree
From now on, we will fix a theta characteristic η on C. For a given a vector bundle F , let F η denote the product F ⊗ O(η).
Then, one shows that:
defines a polarization, that depends only on the class of F in the Grothendieck group of coherent algebraic sheaves on C ( [Po] ). Letr be r · rank F . Note that Θ [Fη] coincides with the pull-back of Θr by the morphism:
and that there is therefore a restriction morphism:
However, the construction of these divisors as determinantal subvarieties ( [L] ) turns out to be an essential tool when proving statements about them.
Let S be a scheme and M be a semistable vector bundle on C × S of rank r and degree r(g − 1). Fix a divisor D of degree big enough. Then, tensorialize with M the pull-back to C ×S of the following exact sequence on C:
and consider the induced cohomology sequence on S:
Since deg(D) >> 0, the last morphism is surjective, and the two middle terms are locally free sheaves of the same rank. Therefore, R • p S * M is a perfect complex on S and its determinant is thus well defined. Furthermore, it holds that ( [DN] ):
) is the morphism canonically induced by M.
In particular, if g.c.d.(r, d) = 1, there exists a universal (or Poincaré) bundle M on C × U(r, d), and the polarization Θ [Fη] is given by:
Moreover, in this situation the morphism α above yields a global section:
For arbitrary rank and degree, a similar construction of the polarization and a global section may be carried out (with the help of a bundle F ). However, such a construction is also obtained from that given for U(r, r(g − 1)) restricted by the morphisms 2.1 and 2.2.
Addition Formula
Recall that Fay, when proving several statements on Jacobian theta functions in chapter II of [F] , uses repeatedly his Corollary 2.19 (see also his Proposition 2.16). That Corollary is known as the "addition formula". Thus, our first goal is to obtain a generalization of such formula for higher rank but in terms of sheaves rather than functions.
Let us compute the pullback of the polarization by the following "addition morphism":
where S is a scheme, M is a semistable vector bundle on C × S of rank r and degree r(g − 1), and
If no confusion arises, α M n will be simply denoted by α n . Theorem 3.1. Let M be a semistable vector bundle on C × S of rank r and degree r(g − 1).
There is an isomorphism of line bundles on C n × S:
where the i-th and the j-th components coincide, p i (resp. π i ) is the projection from C n ×S onto the i-th copy C i of C, (resp. to C i ×S), ∧M denotes the exterior algebra of highest degree of a locally free module M, and ω C is the canonical sheaf of C.
Proof. We may proceed by induction on n since:
In order to compute (α
, we consider the two following exact sequences on C × C 1 :
Pulling them back to C × C 1 × S, tensoring with π * M, where π is the projection onto C × S, and pushing them forward by q, the projection onto C 1 × S, one gets two long exact sequences:
and:
Let ι j (j = 1, 2) be the embedding C × C ≃ ∆ 0j ⊂ C × C 1 . Note that one has the following identifications:
The behaviour of the determinant with respect to exact sequences and tensor products imply now the statement for n = 1. The general case follows from the base change property for the determinant and for Θ r and the relation 3.2.
Remark 1. For arbitrary r, d an analogous statement is obtained by taking the pullback of the one above by the morphism 2.1. More precisely, if F and η are chosen as in § 2, and M is a semistable vector bundle on C × S of rank r and degree d, then:
where r ′ is the rank of F . In particular, if g.c.d.(r, d) = 1, the theorem may be written for the universal bundle M on C × U(r, d).
Let consider the morphism:
where E is a semistable vector bundle of rank r and degree d + r. Li proves in [Li] that the map φ is an embedding if E is stable and End 0 (E) has no line bundle summand.
Corollary 3.3. If E is a semistable vector bundle of rank r and degree
Proof. It is enough to restrict to {x 0 } × C the isomorphism given by the above Remark when consider the vector bundle M = E(−x 0 ) on C for some point x 0 ∈ C.
Once we have obtained the isomorphism of bundles we are concerned with identities among their sections. Recall from chapter II of [F] that the line bundle O(∆) con C × C has a unique section E(x, y), which is known as the prime form. 
, and S is the following matrix:
Proof. The proof is modelled on that given by [F] for the case r = 1. Observe that the previous theorem implies that both functions are holomorphic sections of the same line bundle and that there is no nonconstant global sections of the trivial bundle on U(r, d), since it is proper. It will be thus enough to check that the zero divisor of the first function contains that of the second. Furthermore, note that it can be assumed that r =r, d = 0 and F = O. Since the general case is easily deduced form this one using 2.2. So, from now on, M ∈ U(r, 0).
Let us first check that
and therefore:
On the other hand, if we choose B = m−n i=1 b i with the condition h 1 (C, M(D + B)) = 0, which is generic (the proof of this fact is the same as that given by Fay for r = 1), Riemann-Roch Theorem implies:
From the symmetry of both functions on the x's, it follows that it is enough to compute the zero divisors as x 1 varies on C Σ , where Σ denotes the generic point of the product C m−1 , and regarding x 2 , . . . , x m as generic points.
Let us begin with the zero divisor of the determinant. It is clear that x 1 = x i (i ≥ 2) is a zero of order r. There is one more type of zeroes. Since x i (i ≥ 2) is generic, we know that the inclusion:
has codimension r. This yields a filtration of H 0 (C, M(D + B)), that renders the matrix of the determinant as a diagonal matrix of r × rblocks. Writing the determinant as the product of these blocks it is easy to compute the remaining zeroes: x 1 is a zero of order k if and only if:
Since i<j E(x i , x j ) r has zeros of order r at x 1 = x i (2 ≤ i ≤ m), to conclude it is enough to verify that θ η (M(D + B − m i=1 x i − η)) as function of x 1 ∈ C Σ has the following zeroes:
1. x ∈ C of order (at least)
Bearing in mind the morphism:
C −→ U(r, r(g − 1))
it is easy to check that the first case is a consequence of the generalization of the Riemann Theorem on the singularities of the theta divisor proved by Lazslo ( [L] ): the multiplicity of the theta divisor Θ r at a pointM ∈ U(r, r(g − 1)) coincides with h 0 (C,M). The second case also follows from this result since the choice of B implies that:
Remark 2. It is worth mentioning that the result above is a generalization of Proposition 2.16 of Fay ( [F] ), on the one hand, and an analogue to the "addition formula" obtained in [P] in the framework of infinite Grassmannians, on the other.
Remark 3. Obsere that the morphism:
factors through:
where J 0 is the Jacobian of C of degree 0. Then, from Theorem 3.1 one recovers the well-known result (e.g. [BNR] ):
) Finally, observe that such an isomorphism yields the following homomorphism between global sections:
and thus:
which is known to be an isomorphism (Theorem 3 of [BNR] ). Its explicit expression could possibly be written down using Theorem 3.4.
Cyclic coverings
From now on, it will be assumed that g.c.d.(r, d) = 1. Let γ : C → C be a cyclic covering of degree n between two complete non-singular curves and σ be an automorphism of C over C such that C/ < σ >= C. Let us denote the product C × m . . . × C by C m , and ∆ (resp. ∆) denote the diagonal of C × C (resp. C × C). Let E (resp. E) be the prime form of C (resp. C).
Let σ i be the i-th power of the automorphism σ, σ i,j be σ
, and x i denote σ i ( x) for x ∈ C. Finally, let R γ = x∈ C (nx − 1) x be the ramification divisor of γ, where nx is the ramification index at x.
Let us begin with some computations for the ideal sheaf of the diagonal.
Lemma 4.1. Let γ 1 be γ × γ and
There is an exact sequence on C 1 = C × C:
and a canonical isomorphism of line bundles:
where p i : C 1 → C are the projections.
Proof. Since there is an inclusion γ
, it follows the exact sequence:
By symmetry, it is enough to show that the length of T at { x} × C ( x ∈ S) is nx − 1. Recalling the exact sequence 4.2, one observes that this can be done by comparing the zero divisors of γ * 1 E and i (σ 0,i ) * E as global sections of O( i D 0j ). One checks now that if ( x, y) ∈ S × C, then ( x, y) is a simple zero of γ * 1 E and a zero of order nx of i (σ 0,i ) * E. For the second claim, it suffices to take determinants in the exact sequence of the first claim (see [KM] ).
Lemma 4.3. Let M be a vector bundle on C of rankr, then there is an exact sequence:
nR γ → 0 and a canonical isomorphism:
where g (resp. g) is the genus of C (resp. C).
Proof. The adjunction formula gives a morphism γ * (γ * M ) → M and, since γ * (γ * M ) is invariant under σ, there is also a morphism to (σ i ) * M for 0 ≤ i < n; that is:
Since this is a morphism between two locally free sheaves of the same rank which is an isomorphism at the stalk of any point x ∈ C − R γ , it follows that there is an exact sequence:
where supp(T ) ⊆ supp R γ . Note that the computation of T is a local problem, so it can be assumed M to be trivial. Furthermore, observe that T = r · T ′ where:
However, for the case M = O C some results on cyclic coverings are needed. From Theorem 3.2 of [G] we learn that the covering γ : C → C is defined by a line bundle L on C and a divisor D = a i q i on C where:
, and q i is a branch point of γ. It is also known that all the points on the fibre of a q i have the same multiplicity, say m i , and that s i :=
n denotes the remain of a divided by n and D k is [ka i ] n q i , it then holds ( §2 of [G] ) that the coefficients of γ −1 (D i ) are multiple of n and that:
Now, one checks that the morphism 4.5 is given by the divisors −
It only remains to compute the length of T ′ at a ramification point. Let p ∈ γ −1 (q i ) be given. Then, the length of the cokernel of 4.5 at p is given by the sum:
nR γ and the conclusion follows. Observe that the coefficients of n times R γ are even.
Once the technical lemmas have been proved, we are prepared to study how the theta functions vary under a cyclic covering:
First of all, we must fix some data. Define:
then, the following two conditions hold:
We also fix theta characteristics η on C and η one C where η is defined by
To begin with, we consider a vector bundle M ∈ U C ( r, 0) whose direct image is a semistable vector bundle on C of rank r = n · r. Now, Lemma 4.3 implies that γ * M has degree d = − r( g − 1 − n(g − 1)); that is, γ * M ∈ U C (r, d). We have the following diagramm:
where
given by γ on each component, and ρ m is the embedding induced by the morphism:
Since the vector bundle F = (γ * O C ) * has degree g − 1 − n(g − 1), it allows us to define a generalized theta divisor on U C (r, d) as in §2.
The following theorem gives the difference between the pullbacks of the polarizations Θη on U C ( r, 0) and Θ [Fη] on U C (r, d).
Theorem 4.6. There is an isomorphism of line bundles on C m : For instance, Lemma 4.3 implies that the pullback of:
by γ * m is:
Recalling that γ * γ * O C is direct sum of n line bundles, the previous expression results isomorphic to:
Using Lemma 4.3 and the properties of L γ , this turns out to be:
Similarly, the pullback of:
or what amounts to the same:
On the other hand, from Lemma 4.1 it follows an isomorphism:
Remark 4. Observe that if γ is non-ramified, then d = 0 and one can consider on U C (r, 0) the generalized theta divisor defined by the bundle F = O C . Similarly to the previous theorem, the pullback of this polarization can be compared with (
A consequence of this result is the following identity between global sections of the line bundles in the statement:
If γ is non ramified and M / ∈ Θr, then:
where λ is a non-zero constant independent of all the data.
Proof. Since both sides are holomorphic sections of isomorphic line bundles on C m , it will be enough to show that both have the same zero divisor. By [L] , we know that the order of the zeroes is given by the dimension of the space of global sections.
Given a point ( x 1 , . . . , x m , y 1 , . . . , y m ) ∈ C m , let (x 1 , . . . , x m , y 1 , . . . , y m ) be γ m ( x 1 , . . . , x m , y 1 , . . . , y m ), and D be the divisor i (x i − y i ).
The projection formula yields an isomorphism: 8) Recall now that γ is non-ramified and thus γ * γ * O C ≃ O ⊕n C and γ * η = η. Then, 4.8 is equal to:
Noting that the order of a zero of the left hand side of the statement is given by the dimension of 4.8 and that of the right hand side is given by the dimension of 4.9, one concludes that both sections are equal up to a constant λ ′ . Bearing in mind Remark 1, one sees that
θr(M ) n λ with λ independent of M.
Remark 5. Note that Theorem 4.6 and Corollary 4.7 are related to Proposition 4.1 of [F] .
Remark 6. Observe that if one is able to give global sections O(R γ ), then Corollary 4.7 admits a generalization when γ is ramified. Lemma 4.1 allows us to write down a global section of O(R γ ) in terms of the prime forms E and E. More precisely, if we choose q ∈ C − γ(R γ ) then:
x ∈ C (where γ −1 (q) = {p 1 , . . . , p n }) is a global section of O(R γ ).
We finish with a similar study for the inverse image. Let M ∈ U C (r, 0) be a vector bundle on C such that γ * M ∈ U C (r, 0). Consider the following diagramm:
Theorem 4.10.
Proof. The claim follows from Remark 1 for α m and for α m and from
Corollary 4.11. [F] .
