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Abstract 
In this paper we describe an algorithm to classify a given surface diffeomorphism in the sense ot 
Thurston. We show that the algorithm can be put into a computer with exponential time in terms of 
the length of the word representing the diffeomorphism. The algorithm is based on the piecewise 
linear action of the mapping class group on the space of measured train-tracks (measured geodesic 
laminations), which was first noticed by Thurston. We use a new coordinate system for the space of 
measured train-tracks, which is based on the action of the mapping class group on the fundamental 
group of the surface, first used by Nielsen. We first discuss the algorithm for a punctured surface. 
and then describe the necessary modifications in the case of a closed surface. We will also indicate 
the relation with the Birman-Series conditions for linear action of a diffeomorphism on a set of 
simple closed curves. We also present some open questions. 
Keywords: Mapping class group; Measured train-track; ?rl-train-track; Dehn twist; 
Pseudo-Anosov; Birman-Series conditions 
AMS class$cation: 57805; 57N05 
0. Introduction 
In what follows we describe an algorithm to answer this question: Given a diffeomor- 
phism ,f of a closed or punctured surface, is f reducible, pseudo-Anosov, or of finite 
order. up to isotopy? (See Section 3.) This algorithm also finds all the isotopy classes 
of simple closed curves fixed by f, if f is reducible. If f is pseudo-Anosov, it will find 
the invariant train-tracks (measured foliations) and the stretching factor. If f is of finite 
order, it will find the order. 
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Fig. I. 
There are other algorithms to carry out Thurston classification for surface diffeomor- 
phisms. There is an algorithm described in [8] which decides whether a map of a punc- 
tured disc is pseudo-Anosov or not. A more general algorithm is given in [2], which also 
gives an algorithmic proof of the Thurston’s Theorem, using Perron-Frobenius theory of 
nonnegative matrices. 
Our main technique is using the action of the space of diffeomorphisms (respectively 
the mapping class group) on the space of measured train-tracks on the surface. The new 
coordinate we use for the space of measured train-tracks is based upon the action of the 
mapping class group on the fundamental group of the surface, an approach first used by 
Nielsen and then put in modern setting by [3]. Our Proposition 2.1 first appeared in [ 121. 
Also, Mosher’s Thesis [9] is relevant. 
We will be considering once punctured surfaces (which have free fundamental groups). 
The same techniques can be applied for surfaces with more punctures. We will show how 
to deal with a closed surface in Section 6. 
To fix the notation, S will always be an oriented once punctured surface of genus 
g 3 2, unless otherwise indicated. All the diffeomorphisms are assumed to be orientation 
preserving. We always fix a polygon R as a fundamental domain in the universal covering 
H* of S and work within R. Notice that since S is once punctured the vertices of R lie in 
aH2, and all get identified to the puncture, under the projection (Fig. 1). Let MT(S) be 
the space of measured train-tracks on S, modulo isotopy and a set of moves, called splits, 
collapses and shifts. For definition of these moves see Section 1. For more details see 
[ 111. The mapping class group M(S) of S acts on MT(S). If S is of genus 1, the action 
is piecewise linear, and this action is described in [3]. We want to investigate this action 
in the case of higher genus, and as we’ll see in Section I, it’s a piecewise-linear action. 
We will be able to compute with this action. This is given in Section 3. In Section 4 we 
discuss how to work out our algorithm for understanding the type of a diffeomorphism 
of a surface, in the sense of Thurston. 
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1. Basic definitions 
Definition 1.1 (Train-track). (See [l I].) Let S be a surface. A compact, connected subset 
r of S is called a train-track if r is a smooth branched l-manifold embedded smoothly 
in S. At each branch point ‘u (also called switch points) there is a well-dehned tangent 
space. Every connected component of 7 - {branch points} is called a branch. There is a 
natural partition for the branches b coming to a switch u (i.e., v E 6) depending on which 
direction they become tangent at the switch point. We call these two sets incoming and 
outgoing. The particular choice does not matter. 
Definition 1.2 (Measured train-track). A measured train-track (T, p) consists of a train- 
track 7, and an assignment of a nonnegative number p(b) for each branch b of T, so that 
the following condition holds: For any switch v of 7, 
c {p(b) / b an incoming branch to v} = c {p(b) / b an outgoing branch to v} . 
The above condition is called the switch condition. We also use the term switch condition 
for a particular switch v. 
Definition 1.3 (7ri-train-track). Suppose S is a once-punctured surface of genus g > 1. 
Fix a polygon R in the hyperbolic plane H2 as a fundamental domain for the action of 
~1 (S) on H2. Notice that R is naturally identified with S cut open along a number of 
arcs. Let r be a train-track in S. We call 7 a rri-train-track (with respect to the choice of 
R) if the folowing conditions hold: If we look at r in the cut-open surface R, there is at 
most one switch point on each edge of R, no switch points in the interior of R, and all 
the branches are properly embedded in R, joining distinct vertices in R. (Not necessarily 
distinct in S.) 
We denote by MT(S) the space of all measured train-tracks on a surface S, modulo 
an equivalence relation which is generated by the following three moves: 
(i) Isotopy. 
(ii) Right or left split (Fig. 2). 
(iii) Shift (Fig. 3). 
Left split _=Rz_,_ 
- 
Fig. 2. 
Fig. 3. 
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We have only shown the relevant piece of the train-track in Figs 2, 3. Notice that the 
converse of a split is called a collapse. 
2. The piecewise linear action 
There is a rather nice parameterization of ,447(S), g’ tven in [3], described as follows: 
Any measured train-track r can be put in a unique normal form, called 7rl-train-track. 
We will prove this in Section 5. But let’s explain here what it says about train-tracks. 
A rrt -train-track has at most one vertex on each edge of R, and all branches join vertices 
on distinct edges of R. So MT(S) can be interpreted as the space of measured 7rl -train- 
tracks. For any Tt-train-track r, the space of (positive) measures on 7, denoted V(T), 
is a (possibly trivial) set in Euclidean space defined by a set of linear inequalities and 
equalities. Also, MT(S) can be considered as the cone over the Thurston boundary for 
the Teichmtiller space 77. This interpretation in fact gives a piecewise integral linear 
chart for a’&. 
Unfortunately when a diffeomorphism acts on a YT~-train-track it need not map it to 
a rr-train-track. But there is some algebraic linearity, if we consider the action of a 
diffeomorphism f on MT(S). See [3]. Let’s explain what we mean by linearity. Every 
nontrivial (i.e., nonhomotopic to a point or nonparallel to the puncture) isotopy class of 
a simple closed curve can be represented by an integral measure on a ~1 -train-track. By 
an integral measure we just mean assignment of a nonnegative integer to each branch of 
the train-track, so that they satisfy the switch conditions [ 111. In the space of positive 
measured (or just measures) on a train-track T, denoted V(T), we can add, or multiply 
by nonnegative scalars. Using this structure, for a positive integer 71 and isotopy classes 
of multiple simple closed curves Ct and C2 carried on some train-track r, we can define 
multiple simple closed curves Ct + C, and nCt , and they’ll be carried on 7. Let V be 
a subset of V(T). W e call V a cone if V is closed under positive linear combinations. 
Say ,f acts linearly on a cone V if 
f(kPI + X2P2) = Xlf(Pl) + W(P2), 
for any nonnegative real numbers Xt 1 X2 and any ~11: p2 E V. Say f acts linearly on a 
set of simple closed curves C = {Ct ( , C,,} if ,f is linear on the cone generated by C 
(denoted Span+(C)). 
In [3], they give sufficient conditions for f to act linearly on Span+(C), for a C as 
above. For that they look at geodesics representing the curves in C in the universal 
cover. The mapping ?(a lift of f to the universal cover) must have a kind of orientation- 
compatibility in mapping these geodesics, to guarantee that f will act linearly on C. For 
the precise statement see Section 7 and [3]. 
In Proposition 2.1 is proved that MT(S) can be ‘partitioned’ into finitely many cones 
so that f acts linearly on each of them. 
Proposition 2.1 (Thurston). 
i. r., any di’eonzorphisnz f 
MT(S). 
Fig. 4. 
The action ofM(S) on M7(S) is piecectaise integral linear; 
induces a piecewise integral linear map f* : MT(S) + 
The proof we give is as follows: We use the fact that M(S) is finitely generated. In fact 
we use a basic set of curves, consisting of 2.9 + 1 curves {bz, b4, , bzg, ~1, . i cg- 1, bl , 
b~+l} (Fig. 4). It is known that Dehn twists along these curves generate the whole 
mapping class group [5]. 
It’s enough to show that each Dehn twist corresponding to one of bj or cj and its 
inverse acts as a piecewise linear map on MT(S). So let f be such a map, and suppose 
7 is a 7r-train-track on S. Let V(T) be the space of measures on 7. Then the map 
,f* : V(T) + V(f(7)) IS a linear isomorphism. (For each branch b with measure p(b), 
the map ,f* assigns the same measure p.(b) on the image f(b).) Now the idea is as 
follows. By Theorem 4.1, there is a sequence of splits and isotopies which change f(7) 
to a train-track which can be collapsed to a xl-train-track. Suppose we perform a single 
split move on f(7). Then we claim we can write V(r) = VI(T) U V~(T), each V%(T) 
being closed under positive linear combinations (i.e., they are subcones of MT(S)), 
such that the restriction of f* to each V%(T) is linear. That is, the image of f*lv,(7) is 
contained in a chart, such that in this chart, f* IVY is linear. To prove this we just note 
that each V%(T) is defined by a linear inequality in V(T) making sure all the measures 
on the branches are nonnegative, and depending on the fact that we make right or left 
split, WC get different linear integral maps. Arguing in the same way we get that f* is a 
piecewise linear map. 0 
In Section 4 we are going to investigate these maps in much more detail, in fact we’re 
able to write down all the linear maps together with a finite decomposition 
V(7) = ij & 
1=I 
into subcones Vi each defined by a finite set of linear inequalities, so that 
f*lv, : V, t M7-(S) 
is linear. Putting these all together for all 7rl-train-tracks, gives the piecewise linear 
homeomorphism ,f* : MT(S) --t MT(S). 
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3. The algorithm 
In what follows we discuss an algorithm for how to find the subcones. In particular 
we will be able to find exactly the subsets of &7(S) on which f* acts linearly (see 
Section 2). 
3.1. Some notation 
(i) Let n be the number of edges in the polygon R, and call the edges el, e2, , erL 
in clockwise order. Give each ei the orientation induced by the clockwise orientation on 
3R. If e, is identified with eJ in S (obviously with the opposite orientation, since 5’ is 
orientable), we denote that by e, = e;‘. 
Notice that the notation ei = e,’ is logical, because ei can be used to denote the 
covering transformation which pairs e3 with ei. It’s easily seen that now we have ei = 
ej -I, as covering transformations. In Section 5 we will look at elements of rri (S) as 
covering transformations, and the set of ej *I is used as a set of generators for rri (S). 
(ii) For each edge e = ei of R fix two disjoint closed subintervals e+ and e- in int(e) 
so that e- comes before e+ in the orientation induced by the clockwise orientation of 
i3R. We assume all the nl-train-tracks T we consider have the following property: If a 
vertex v of r lies on an edge e then v is between e- and e+ and v 4 e- U e+. Also, 
clearly we assume e$ = (ej)-’ and ei = (eT)-‘, so that the intervals match. 
(iii) A simple closed curve C can be given by a cyclic word ez, . e$k where 1 < 
ai < n and &i = i according as C crosses the edge e,, in the subinterval ez*. To 
draw the curve in R from the given word, just start on the interval e”,‘, and connect it to 
(e&I )P, so that it’ll come out of ez>, etc. All the curves that we consider are assumed 
to be tight, i.e., oi # (~i+i for all i (consider i to be a cyclic index). Although changing 
+ or - signs doesn’t change the isotopy class of C, we’ll need the &i’s to keep track of 
the intersection points of C with a given 7ri-train-track. 
Now assume that a “1 -train-track r is given. We would like to represent r as a matrix. 
Let A(T) be an n x n matrix where there is an indeterminate variable a,j on position 
(i, j) if there is a branch of r from e; to ej. If there is no branch from e, to e3 then 
the (i, j) position of A( T IS zero (see Fig. 16 and Example 3.9). Also, we make the ) 
following natural assumptions: 
(1) A(T) is symmetric. 
(2) All the equations corresponding to the switch conditions hold. 
Note 3.1. In fact, MT(S) can be identified with the subset of all nxn matrices A = [a,,] 
with nonnegative entries defined by the following conditions: 
(i) A is symmetric. Its diagonal entries are zero. 
(ii) If a~ > 0, with j < i, then aif3t = 0 if j’ < j < i’ < i or j < j’ < i < i’. (This 
corresuonds to the fact that the branches of T do not cross each other.) 
(iii) If e7 = ej’ then CL=, a& = CT=, akj. (Switch conditions.) 
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Fig. 5 
If we projectivize this set by adding the condition C,Gi,jG, aij = 1, then PM’T(S) 
(the space of projectivized measured train-tracks) will be identified with a polyhedron in 
lRn’, and therefore gives a PL-atlas for 87s, the Thurston boundary of the Teichmtiller 
space. Notice that f has a piecewise linear action on this polyhedron. 
Remark 3.2. In practice when we are working with A(7) we always solve the switch 
equations in terms of a bunch of independent variables and replace each entry of A(T) 
in terms of those. That’11 make it easier to work with the linear maps coming up in 
Section 4. 
Now suppose we are given a rr-train-track r as a matrix A(7), and a simple closed 
curve C as a cyclic word e’,‘, . e2k. Let f = DC. We want to be able to investigate 
the map f* : V(T) + MT(S). So we have to describe f(r), which can be represented 
by different YT~-train-tracks, depending on the measure on it. We have to consider all 
possibilities. For example, when we do a split on f( T we have to do both right and left ) 
splits (the trivial split is a special case of both), and correspondingly we get a partition 
of V(T) into 2 subcones, simply by the inequalities that should hold so that we’re able 
to do certain splits. We will only deal with the Dehn twists along curves in a basic set of 
generators (Fig. 4). If we open the surface up we get a 4g-gon R with edges ei ? , tt+ 
where e&-2 = e4-,’ and e4k-3 = eTk’_, k = I,. , g (Fig. 5). 
Our approach is to express f as a product of Dehn twists on the curves of Fig. 4 and 
compute the action of each elementary Dehn twist separately. 
3.2. The action of a single Dehn twist f = Db, on a train-track A(r), i = 1, . ,2g 
As Fig. 5 shows, b, is opposite to an edge ek(i) where lc(i) = 2i for i odd and 
k(i,) = 2i- 1 for i even. If we apply f, then f( ) 7 IS collapsible to a YT~ -train-track unless 
ak(z),k(?.)+l # 0 (Fig. 6). 
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e 
k(r)+1 e 
k(t)+ I 
Fig. 6. 
Fig. 7. 
In this case, we have to push the little curve going from ek(i)+l to itself (we call such 
a curve a bud curve), through ek(Z)+l. It’ll come out near e,-l,)+, = ek(i)_i, and we get a 
local picture like Fig. 7 and Fig. 8 near ek(i)_l. Let n be the number of branches coming 
out of ek(i)_I, i.e., the number of nonzero entries of the (k(i) - 1)st row in A(T). The 
claim is that f” : V(T) + MT(S) can be broken up into n linear maps. In other words, 
there are exactly rz ways to split the train-track in Fig. 9, so that the resulting train-track 
is collapsible to a rri-train-track. 
To prove the claim, we argue as follows: Since a split is equivalent to choosing a 
number 1 6 j < 12 and connecting the first j branches from the top to the first vertex in 
the bottom, there are exactly n ways of doing the split. In Fig. 10 we see a few of these 
splits and corresponding conditions for measures. 
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Fig. 8. Near ek(i)-l. 
Fig. 9. 
After collapsing to 7rl-train-tracks, this gives a partition V(T) = Uy=, K(T), so that 
f*lv, is linear. We call this the f-partition of V(T). 
Corollary 3.3. Let f = Db, , i = 1, ,2g. If ~1, ~2 are measured train-tracks carried 
by the same TI-train-track r, then f(pl + ~2) = f(p1) + f(p2) ifand only ifpl,pz E 
V~(T) for some t, where V, is one of the sets in the f-partition of V(T). 
Proof. The ‘if’ part follows from the previous discussion. To see the ‘only if’ part, notice 
that if ~1 and I_LZ are not in the same Vt, then by construction we have to use different 
splits to get f(pl) and f(p2) into the 7rl-form. But two different splits as in Fig. 8 makes 
it impossible for f(pl) and f(p2) to be carried by the same train-track. So f(p~) +f(p2) 
doesn’t even give a measured train-track, so it’s distinct from f(pI + ~2). q 
Remark 3.4. Corollary 3.3 shows that there is an integer N(g) only depending on g so 
that for a Dehn twist f along a nonseparating curve b there is a PL-atlas for MT(S) 
with N(g) connected charts such that f* acts linearly on two elements of MT(S) if 
and only if they are in the same chart. It’s not hard to compute N(g). 
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++A,>$>+ 
Fig. 10 
Question 3.5. Can Remark 3.4 be carried out for a Dehn twist along a separating curve, 
or in general, for any diffeomorphism f? I.e., is there a PL-atlas for M7(S) with 
connected charts, such that f acts linearly on two elements if and only if they belong 
to the same chart? If the answer is yes (which we doubt), the least number of charts 
necessary to do so is a good ‘measure of complexity’ of the diffeomorphism f. 
3.3. The action of = D,% on a train-track A(T), i = 1,. . . , g - 1 
The curve ci can be given by the word e;eL+3, this has the advantage that the XI- 
train-tracks can only intersect the arc going from e&+3 to e<_2. The action of f on T 
looks like Fig. 11. 
If there are edges from e4%+2 to edr+4,. , ed9, el, . . , ed2+], then there are going to 
be bad curves (at most 4g - 6). Let’s say there are m bad curves. After pushing all of 
them to e&L2 = e4i, we have the following local picture Fig. 12. 
We consider two cases: 
Case 1. U4i,4ifJ = 0. 
In this case we can do the splits in the same way we did before. The only difference 
is that, if there are n branches coming out of e4%+1, we have to split (Fig. 13). 
And there are going to be (“+,“-I) ways, because there are (“+,“-‘) ways to split n 
into sum of m + 1 ordered nonnegative integers, the first one being positive. 
Case 2. (The case of a bad pair.) ad2,d2+1 # 0. 
Here if we split as we did in Case 1, the resulting train-track wouldn’t be collapsible 
to a 7rl-train-track. The local picture is Fig. 14. 
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e4i+3 \/ e4~+2 
Fig. 1 I. 
Fig. 12 
Let A, B1 , . , B, be the measures for the corresponding branches as in Fig. 14. 
Either there is a 1 < t < m - I such that 
BI + + Bt < A < B, + . + Bt+, (subcase t) 
or 
B,+,..+B,<A (subcase m) 
or 
A < B, (subcase 0). 
In subcase j (0 < j < m), 
--I 
we can push the branches labeled B1, , Bj along A to 
e4i+l = e4%+3. The branch A will be reduced to A - c: Bt. If j < m then we can push 
A - Cf Bl along Bj+l also. Then the picture would be like Fig. 15. 
Now it’s easily seen that there are no more bad pairs, and we can split near e4i and 
edi+s. In this case we are going to get many more linear maps, but this complication 
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Fig. 13. 
Fig. 14 
only arises because our coordinates have been set up to simplify the action of Db, the 
most. 
We have written a computer program which computes the action of Db, and DcJ, i = 
1 1”‘) 29, j = l,..., g - 1, on MT(S). W ‘t’ rr mg a similar program to compute the 
action of a Dehn twist along a (presumably complicated) curve in the given coordinates 
seems hard, and might need arbitrarily large memory, since there is no bound on the 
number of bad pairs or bad curves which occur after applying the Dehn twist. However, 
we can extend the program to find the action of ‘sufficiently simple’ curves in the given 
coordinates. The show how this can be done, and in particular how the above algorithm 
works, let’s look at an example. 
Example 3.6. Suppose S is the once punctured surface of genus 2, and let R be an 
octagon with edges et, , es where et = es -‘,ez = e4 -1 -l,es = e, and e6 = es -‘. Let 7 
be the following train-track (Fig. 16) which is given by the matrix 
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Subcase j , j<m. 
A(T) = [a,,] = 
Subcase m. 
Fig. 15. 
-0 CL12 0 0 0 0 0 o- 
a12 0 0 a24 0 0 a27 a28 
0 0 0 a34 0 0 0 0 
0 a24 a34 0 a45 a46 a47 0 
0 0 0 a45 0 a56 0 0 
0 0 0 a46 a56 0 0 0 
0 a27 0 a47 0 0 0 a78 
_ 0 a28 0 0 0 0 a78 0 - 
After solving the switch-condition equations in terms of 6 variables ICI,. . , 26 we see 
that V(T) is the space of matrices of the form 
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Fig. 16. 
A(Q). . , X6) = [a,,] 
0 23 00 0 0 0 0 
X1 0 0x1 0 0 X2 .X4 + Xs 
0 0 0 X3 0 0 0 0 
0 51 23 0 22 X4 XS 0 
0 0 022 0 ZS + X6 0 0 
0 0 0 X4 X5 + X6 0 0 0 
0 X2 0x5 0 0 0 X6 
0 X4+25 0 0 0 0 X6 0 
Where 51,. , 26 3 0. We want to perform a Dehn twist along the curve C given by 
the cyclic word elei depicted in the Fig. 16. Notice that this curve is not among the 
elementary curves in Fig. 4, but we chose it to show how our methods can be easily 
worked out for all ‘fairly simple’ curves, besides the elementary curves in Fig. 4. Let’s 
show how to find the image f(~). We only have to look at a neighborhood of C because 
everything else stays the same (Fig. 17). 
From this we can read off what f(r) is going to be. The only thing that makes the 
situation complicated is that there is a bad curve going from es to es. To get rid of that, 
we have to push it by isotopy through es and by looking at Fig. 16 we can see that 
it’s going to be an edge from e; to e6 attaching ‘backwards’. In fact, in the computer 
program, we record all the information given by Fig. 17 and work with that. After 
splitting, we get Fig. 18. 
Therefore, if we write 
v,(T) = {A(s,, . ,X6) E v(T): X6 > X4} = {A(r): a78 3 a46}> 
v*(7) = {A(~~,...,~6) E v(7): 26 <X4} = {A(T): a78 < a46}, 
f; = f*IK,f; = f”lvz> 
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‘S e4 ‘4 e2 e8 
C f=D, - - - _. - _ - - _. - - - - _ > 
aS6 a46 a47 a2l a78 
eS+ e6 e6 el el 
e7 ei =e+6 e- 7= e+ 
5 
es+ 
e6 e6 e7 e7 
e, e,- =e+, e- 7= e-k, 
Fig. 17. 
a46 
/ 
/ 
Split Split 
\ 
Fig. 18. 
then obviously V(T) = V(T) U V~(T) and f;, f,* are linear functions given by: 
f; (bijl) = 
0 
aI2 
0 
0 
0 
0 
0 
0 
aI2 
0 
0 
a24 
0 
0 
0 
a21 + a28 
0 
0 
0 
a34 
0 
0 
0 
0 
0 0 00 0 
a24 0 00 a27 + a28 
a34 0 00 0 
0 a45 0 0 a46 + a41 
a45 0 Y fzl a56 
0 Y 0 P 0 
0 QI PO 0 
a46 + a47 a56 0 0 0 
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wherea:=a46ia47ta27_ta78, P=a46+U47+U27+U56andy=CL56+a46-a78. 
0 aI2 
aI2 0 
0 0 
0 a24 
0 0 
0 0 
0 0 
0 a27 + a28 
0 0 0 0 0 
0 (124 0 0 0 
0 a34 0 0 0 
a34 0 a45 0 0 
0 a45 0 Y af’ 
0 0 
0 0 
0 a46 a47 + a56 0 0 
0 
a27 f a28 
0 
a46 + a47 
a.56 
0 
0 
0 
where Q’ = a47 + a27 + 21178, P’ = a46 i a47 + a27 + a56. We can write the corresponding 
equations in terms of zi, i = I,. ,6. 
Remark 3.7. We can also consider other fundamental domains for the surface S. For 
example, as in [3], we can take a fundamental domain as a 4g-gon with identifications 
-I -1 albla2bz.. . a,b,a, b, a, g -lb-‘. We can also show the curves in the basic set of 
generators as cyclic words of length 2, but now different train-tracks may intersect both 
of the arcs in each curve simultaneously. This makes it harder to analyze the action in 
this setting. 
On the other hand, it’s been recently proved that M(S) can be generated with 2 
elements [13]. Namely, with the notation as in Fig. 4, the elements 
x = Db, &DC, Db.,DCl . . Dcg_, Dbzg 
and 
y=D;’ D 29+1 bzp-1 
generate M(S). Th’ 1s would not help in simplifying our algorithm, because we still 
have to analyze the action of these two diffeomorphisms (instead of two ‘kinds’ that we 
analyzed, see Sections 3.4 and 3.8). Also, for a general diffeomorphism f, the length of 
f as a word in 5, y is presumably much longer than its length in the set of generators 
the we considered, although the situation is not completely clear. 
Now let’s explain how we can find a decomposition of MT(S) for a given diffeomor- 
phism. As we said before, we can write every diffeomorphism f as a word ‘pk (~1 in a 
basic set of generators, up to isotopy. By the above procedure construct the decomposition 
MT(S) = ilIj v,(j) 
j=l 
into subcones Vi (.i) so that for each 1 < j 6 m,i, (pi induces a linear isomorphism 
,!j) : v,(j) + @A 
z z 
(:= (p(&q) 
z z 
Then it’s easily seen that the map f is the linear map (P?~) . cpp’) on the sets VJkr...J1 := 
(pp’)-l(wfk)) ” ” ((p-l ($5’), and in fact these sets give a decomposition 
of MT(S) into ml . . . mk subcones such that f acts linearly on each piece. 
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4. Thurston theory 
Assume f E Diff+(S) is given by a word in {f,“, . . , f2:L I }. According to Thurston 
classification of surface diffeomorphisms, exactly one of the following holds: 
(1) f is reducible, i.e., f(C) N C, where C is a finite collection of disjoint essential 
simple closed curves on S. 
(2) f is (isotopic to) a pseudo-Anosov diffeomorphism. 
(3) f is isotopic to a finite order diffeomorphism. 
Here we want to show that, using Section 3, we can decide which category the given 
diffeomorphism f belongs to. Furthermore, we will be able to find all simple closed 
curves that f fixes in Case 1, the foliations and the stretching factor in Case 2, and the 
order of f in Case 3. 
Suppose f = Cpk. cp1 where cpz E {f,“’ , , fi’,\l}. As we saw, f* : MT(S) + 
MT(S) is piecewise linear. Every (pi gives rise to at most N linear maps, where N only 
depends on g. Suppose (Pi acts by a linear map A,(j) on Vy), where MT(S) = Uj V,(j). 
These we can find using the program based on Section 3. Now look at all linear maps of 
the form Atk) . Ai”l). Picking any of those see if it has an eigenvalue 1. Find the space 
X of eigenvectors in V,(“) for X = 1. Check if Ali’). . . Aii’)X c V$i’), for 1 = 1,. . , lc. 
Take an appropriate subspace of X so that all these conditions hold. If X # 0 then you 
have found a multiple simple closed curve which is fixed componentwise by f. You can 
write down all the multiple curves fixed by f in this fashion. We have to check that the 
multiple curves that we find are not simple closed curves parallel to the puncture. Now 
suppose we didn’t find any curve fixed by f in this procedure, Then we start looking 
at eigenspaces for eigenvalues X > 1. In this way we find out if there is any measured 
train-track p mapped to Xp by f *. If so, that will show that f is pseudo-Anosov and 
,u obviously gives rise to a measured foliation. Note that this implies X has to be an 
eigenvalue of an integral matrix, i.e., an algebraic integer. 
We can also find the other foliation 1-1’ with property f *p’ = l/Xp’, by looking at 
eigenspaces of l/X. 
If we don’t find any fixed curve or foliation, then f must be of finite order. To find 
the order, we need a little lemma. 
Lemma 4.1. For a surface S of genus g, there are 6g - 6 simple closed curves on S such 
that any diffeomorphism$xing these curves (up to isotopy) is itself isotopic to identity. 
Proof. As in [4], take a permissible pair of pants decomposition for S, and take all 
3g - 3 curves yi, , y3s_3 appearing as boundaries of the pairs of pants, and also a 
‘yellow curve’ Cri for each yi as shown in Fig. 19. Now if a diffeomorphism f fixes all 
yi, f must fix all the pairs of pants. Therefore f is a composition of Dehn twists in yi. 
But if f fixes Cyi too, f can not have any twist along pi either, so f must be isotopic to 
identity. 0 
Now keeping the notations as in the Lemma 4.2, we look at the images of the curves 
yi , . , yyg_3 and (~1, , (~3~~3 under the iterates of f. The first n so that f n acts by 
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Fig. 19. 
identity on these curves is the order of f. Now concerning the time for this algortihm, 
we have the following theorem. 
Theorem 4.2. Keeping the genus fixed, the time this algorithm takes to iden@ the 
diffeomorphism f is exponential in the length qf f as a word in the set of basic generators. 
I.e., there is a constant M (depending on the genus of the sulfate), such that for any 
f = cpk ‘..(PI where Cpi E {f,“‘;. , f&i,}, the time is < 111”. 
Note 4.3. By time of the algorithm we mean the following: Suppose each basic oper- 
ation (addition, multiplication, etc.) of two numbers takes 1 unit of time. Then what 
Theorem 4.2 is claiming is that the total time needed for the algorithm to come up with 
the answer is 6 M” for some constant M. 
Proof of Theorem 4.2. Assume every Dehn twist in a basic set of generators splits into 
at most N linear maps. Then we have to deal with the eigenvalues of < Nk matrices, 
which obviously takes exponential time. The only problem is when f is of finite order, 
because we don’t know how much we have to wait until a power of f acts as identity 
on the set of curves introduced in the lemma. But here a famous upper bound comes to 
rescue, as follows. First, every finite order diffeomorphism can be realized as an isometry 
for a suitable hyperbolic metric [7]. On the other hand, a finite group of isometries of a 
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Riemann surface has order < 84(g - 1) ( see, for example, [ 1, pp. 45-461). Therefore, f 
has order at most 84(g - l), and the time will still stay exponential. 0 
5. New coordinate system for the space of measured train-tracks 
In this section we prove 
Theorem 5.1. Any measured train-track on a once-punctured sugace S of genus g 3 2 
is equivalent to a unique ~1 -train-track. 
To prove this theorem, we need some definitions. We denote measured train-tracks by 
(7, CL) etc., where r is train-track and p is a measure on r. 
Let 
be a sequence of moves. Then we say that ~1 is carried by the chain r -+ rt + . . + r,. 
Call p rational if h(b) is rational for every branch b of T. If (7, p) and (r,, pun) are 
measured train-tracks, say lim, pn = p if limn+oo pn (b) = p(b) for any branch b of 7. 
Lemma 5.2. Let p be an irrational measure on I-. Then there is a sequence of rational 
measures on r, such that lim, pL, = p. 
Proof. Recall that the space of measures V(7) is a set defined by linear inequalities with 
rational coefficients. Therefore, if p E V(7) is irrational, the line tp (t E Iw) can not be 
isolated in V(T), hence there must be a sequence pn E V(T) of rational measures such 
that lim, pn = p. 0 
Lemma 5.3. Let (71,pl) + . . . -+ (T,, pn) be a sequence of measured train-tracks and 
moves. Then there is a sequence 
of rational measured train-tracks such that limk pi (k) = p. %. 
Proof. Without loss of generality, we can assume n = 2. The space of measures ~1 at 
which we can perform the move, forms a set defined by linear inequalities with rational 
coefficients. Again as in the proof of Lemma 1, if ~1 is not rational, one can find a 
sequence of rational measures converging to ~1 so that we can still perform the same 
move. 0 
Proof of Theorem 5.1. Let (T, p) be a measured train-track. 
Step 1. The measured train-track (T, p) is equivalent to a rrt -train-track. 
Assume 7 is transversal to 8R. As in Section 3, we will try to eliminate bad pairs and 
bad arcs. We can eliminate a bad pair by splitting. This will not increase the number of 
bad curves. Eliminating a bad curve might not decrease the number of the bad curves, 
but it definitely reduces #(aR n r), which is a finite number by transversality. Therefore 
using #(bad pairs) + #(C)R n T) as a measure of complexity, we see that the procedure 
of simplifying the measured train-track ends, and therefore after collapsing, we arrive at 
a rri -train-track. 
Step 2. Uniqueness. Suppose (7; p), (7’: p’) are two rr-train-tracks, and there is a 
sequence of moves 
(r, PL) + (71) PI) + + (7771, h) = CT’, 1”‘). 
We have to show (7,~) = (T/,/L’). 
(5.1) 
Let’s prove this first in case where p is an integral measure. In this case all klI, , pT1 
are integral as well. Using 11 we can construct a multiple simple closed curve, by just 
replacing each branch of measure N by N parallel strands. We denote this curve by 
c(p). Then the sequence (5.1) will correspond to 
c(p) + C(PI) + . + C(h) = c(d) 
and all the moves will just correspond to isotopy. So c(p) is isotopic to c($). Without 
loss of generality, we can assume that c(p) has only one component. Hence c(p) and 
c(~L’) can be represented by cyclic words in a set of generators of ~1 (S) (namely, the 
generators obtained by the edge pairing isometries of the fundamental domain R. See 
Section 7). But two different cyclic words can not represent the same simple closed 
curve, because n](S) is free. This shows p = CL’, and the uniqueness is proved in the 
case of integral (or rational) measures. 
Now suppose that p is no longer rational. By Lemma 5.3, there is a sequence of 
rational measured train-tracks 
-8 7, P (k)) --t (7,) pLjk)) -_j . i (T,,, p,;l;q = (T’, /dk))} k 
such that liml; pL1 (k) = LL,,. By the proof in the special case, p(k) = ~‘(~1 for all k. 
Therefore, p = liml, ~_l(~) = limk IL’(~) = 1~‘. This finishes the proof of the theorem. 0 
6. The case of a closed surface 
In this section we want to show how to carry out our algorithm in the case of a closed 
surface. The section in [3] on closed surfaces is relevant. Also look at [12]. 
Let M be a closed surface of genus g > 1 (the case g = 1 being trivial). Let 
f E Diff+(M) be given as a word ~1 in the basic set of generators (Dehn twists along 
the curves in Fig. 4, except the surface is closed now). Since none of the curves in 
Fig. 4 pass through the puncture, the word 11) can be considered as a diffeomorphism 
of the punctured surface S. If the algorithm (see Sections 3 and 4) says 711 is isotopic 
to a reducible or finite order diffeomorphism of S, then the same can bc said in M. 
So let’s concentrate on the case when 111 is a pseudo-Anosov diffeomorphism of S. We 
can construct a measured foliation S using the invariant train-track (see 1121 or [lo]). 
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> 
Fig. 20. A neighborhood of the puncture. Straight lines are parts of the boundary of R coming 
together. 
This measured foliation is allowed to have a finite number of singularities of order > 3 
except for the puncture point, which is allowed to have a singularity of order 3 1. If the 
order of singularity at the puncture is 3 3, the foliation can be considered as a measured 
foliation on the closed surface M, and w gives a pseudo-Anosov diffeomorphism on M. 
If the order of singularity at the puncture is 2, then by changing the puncture to another 
singular point (which always exists if g > 1) and treating the singularity of order 2 as a 
regular point we get the same result that w is pseudo-Anosov on M. 
If the order of the singularity at the puncture is 1, then by the uniqueness of stable and 
unstable invariant measured foliations [4], f can not be a pseudo-Anosov diffeomorphism 
of M, because then f will keep invariant (up to isotopy) two measured foliations of 
different combinatorial type. So by Thurston classification (Section 4), f g Diff’(M) is 
either reducible or isotopic to a finite order diffeomorphism. 
Before we indicate how to find the isotopy classes of simple closed curves fixed by 
f (in case f is reducible), we have to discuss how to represent simple closed curves on 
M. 
6.1. Shortest length representative for a simple closed curve 
Suppose a simple closed curve pi is given on the closed surface M. Also assume 
that cti does not pass through the puncture. The curve cy can be considered as a curve 
on the punctured surface S, and can be given by a word as in Section 3.l(iii). Notice 
that by isotoping CY in M, we might obtain a shorter word. We want to discuss here a 
geometric analogue of Dehn’s well-known algorithm (see [6], e.g.) for getting a shortest 
representative. The shortest representative is not unique, as we will see below. 
First isotope cy so that the word representing cy in the punctured surface does not have 
back-tracking. During the procedure, always reduce back-trackings as they come along. 
By following the path of the curve, start replacing arcs which go around the puncture 
more than half way by arcs going the other way (Fig. 20). 
Every move like this reduces the length of the word, so in the end we get a word 
which can not be reduced any further. The only nonuniqueness comes from the fact that 
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Fig. 21. Left to right: nonsimple, simple, simple. 
there is no preferred choice between the arcs that go half-way around the puncture. This 
is because any such IY is carried by a 7rl-train-track T, and for a 7rl-train-track, there is 
a canonical sequence to put it in a simple form, as we will see in 6.2. 
6.2. How to detect when a diffeomorphism is reducible 
By arguments as in Section 4, we only have to answer this question: 
Suppose f E Diff+(M). L e 71,72 be ~1 -train-tracks, and VI c V(q), V2 c V(Q) be t 
linear subspaces such that f induces a linear map 
f* : v, + v2. 
How can we find all the simple closed curves QI carried on 71 such that the corresponding 
measure is P(Q) E VI and f*(p(cr)) = P(Q)? 
Notice that this problem is more subtle than just looking at the eigenspace of f* 
corresponding to X = 1, since a curve on the closed surface M can be represented by 
integral measures on different ~1 -train-tracks. 
To solve this problem, first we have to put both 71 and 5-2 in a simple form. Let’s see 
what we mean by a simple form. 
Definition 6.1 (Simple 7~1-train-track). A XI-train-track 7 on a once punctured surface 
S is called simple if there is no smooth path in 7 going around the puncture more than 
half-way. 
For examples, look at Fig. 21. 
Description of the move 6.2. Now we want to describe a move to put a measured 
-rrl-train-track in a simple form, so that the closed curves on the closed surface can be 
carried along with the move. 
So let’s start with a nonsimple measured 7~1 -train-track 71. So there is a unique maximal 
path in ~1 going around the puncture more than half-way. The path is made of a finite 
number of branches bl, , bk. Let z, = I be the measure on each branch b,, i = 
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Fig. 22. 
1, . , k. We have to use a move as illustrated in Fig. 22 to put 71 in the most simplified 
form. To be able to do that move, we have to assume zi = min{st , . , z,}. 
This means that we have to consider n different cases, and continue in the same manner 
until there is no smooth path of 71 going around the puncture more than half-way. The 
important thing is the number of cases is bounded by a function N(g) of the genus g. 
Thus we get a sequence 
where (Vi )j, (Vz), are subspaces of the space of measures on simple rri -train-tracks 
(T,)~, (7~)~. The index j varies in an index set J with IJI < N(g). The train-tracks 
(~t)~, (~)j are derived from 71, ~2 by a sequence of moves described in Fig. 22, and the 
linear map (f*)j is the map derived from f*. There are two possibilities for (71 )3. The 
first possibility is that around the puncture, (rt)j has 2 smooth paths, each one going 
half-way around the puncture. This is the case that nonuniqueness comes in, so let’s 
discuss this case later. If this not the case, the problem is easy. Just look at the cases 
which (rl)j = (rz)j, and find the eigenspace of (f*)j corresponding to X = 1, and then 
intersect it with (Vj)j and (V2)j. All the integral nonnegative measures gotten this way 
will give a family of simply closed curves fixed by f up to isotopy. 
Now let’s discuss the case where nonuniqueness occurs. The following example will 
illustrate the general solution. 
Example 6.3. Suppose r is a 7ri-train-track and F : U1 t iIJ2 is a linear map, where 
Ut, U2 are linear subspaces of V(T) (Fig. 23). 
Any simple closed curve a carried on r can be represented by many measures on r. 
Namely, if you replace 2, by zi + t and yi by yi - t for all i = 1, . ,4, you get the 
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same curve. By this it is easily seen that finding fixed systems of curves for F reduces 
to solving the system of linear equation 
F(. . , xi + t,. , yi - t,. ..) = (...) zi+s )..‘, yi-s ,...) 
The nonzero solutions of the above system with all measures nonnegative integers (s, t 
are allowed to be any integers) give all collections of curves fixed by F carried on 7. 
Remark 6.4. Notice that if a diffeomorphism f fixes a collection of simple closed curves, 
it has to occur as one of the cases discussed, since any collection of simple closed curves 
can be put in a shortest form and hence can be carried by a simple 7rr-train-track. This 
provides us with an algorithm to find out if a diffeomorphism f of a closed surface 
is reducible. The algorithm is still of exponential time because of the existence of the 
function N(g). 
6.3. How to detect when a diffeomorphism is isotopic to aJinite order diffeomorphism 
This is now very easy. Lemma 4.1 is still true for a closed surface. As in the case of 
punctured surface, check if f’“, n = 1,. ,84(9 - 1) (see the proof of 4.2) fixes any of 
the 6g - 6 closed curves mentioned 4.1 and its proof. Have in mind that to find out if a 
curve cy is fixed under f, you have to put both o and f(a) in the shortest form, and see 
if they are the same curve. 
7. Relation with Birman-Series conditions 
In this section we prove 
Theorem 7.1. Let C = {cl,. , c,} be a set of simple closed curves in some cone 
produced as in Proposition 2.1 for a d#eomorphism f. Then the action of f on C 
satisjes the Birman-Series conditions. In particular; f acts linearly on C. 
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First let’s explain briefly what Birman-Series conditions are. For further details and 
proofs see [3]. Choose a fixed hyperbolic metric on S, and a fundamental domain R 
in HZ. Elements of r = 7-rt(S) will be thought of as isometries of H2. Use the set 
of generators r~ formed by edge-pairing transformations of R. Make r~ symmetric, 
i.e, so that 9 E rR iT@ieS 9-l E- rR. Let N be the image of aR under r. Each 
edge in N is labeled by an element in rR. If N is an oriented simple closed curve 
on S, let G be any lift of cy to H2. Then we can associate to cy a cutting sequence 
(7(O) = . ..e_te()et .‘., ei E rR. This sequence does not depend on the particular 6 
chosen, up to shifting. Call Cu tight if each finite subsequence of a(o) is freely reduced. 
A family c of tight curves is called tight if each two curves in c intersect in at most 
one point, and no more that two curves pass through each point. Let f be a lift of f to 
n2 = H’ U 3H”. Let ~1 and ~2 be two simple loops supported on a 7rt-train-track 7. 
Assume ,f(ot) and f(ol) are supported on a 7rt-train-track T’ as well. Let Cut and & be 
any lifts of ot and CY~, such that Gi n?& = {p}. If p E gR, then (Yt and 62 hit a common 
side of gR (otherwise they can’t be supported on the same train-track). So ~(cyt) and 
o(Q?) have a common block. We say Cut and Cuz have coherent orientation if they have 
the same orientation on the common block. Notice that y(5t) and 7(6$) intersect in 
one point too. They are supported on r’ by assumption, so we can see if the orientation 
induced by ,f and a coherent orientation on Cut and 62 on f((Yt) and 7(&) is coherent 
or not. In the case this orientation is coherent, we say that f preserves T-orientation 
on 51 and Cul (or (~1 and ~1). If C is a family of simple closed curves supported on T 
such that ,f(C) is supported on T’, we say f preserves r-orientation on C if f preserves 
r-orientation for every pair 01, cw2 E C and any lifts Cut, 132 such that #(iEt n &) = I. 
Suppose now that cyt! ~22, al are simple closed curves supported on r, and 
.f(w),.f(fi2),.f( -1 cyq are supported on ‘T’. Assume 6% is a lift of cy, such that they are tight, 
and each two of them intersect at one point. Moreover, assume that all the intersection 
points lie in the same polygon gR (we can always make this happen by using finger 
moves; see [3]). Give Cri orientations such that the triangle n formed by the intersection 
points and segments of Cui has clockwise orientation. We can look at the corresponding 
triangle for f(&). If the orientation induced by f on this triangle is clockwise, we say 
that f preserves r-orientation on the trigon A. If C is a collection of simple closed curves 
on S. we say that f preserves r-orientation on C-trigons if for any cyt ,cr2,cv? E C and 
any trigon n formed by some lifts of the cri lying entirely in a polygon gR(g E ~1 (S)), 
the diffcomorphism f preserves r-orientation on ~5. 
Now we are ready to state the Birman-Series conditions. Suppose C is a collection of 
simple closed curves supported on a ?rt-train-track 7. Also assume that all the curves in 
,f (C) are supported on 7rt-train-track 7’. Then we say that C satisfies the Birman-Series 
Conditions for f if 
(i) The diffeomorphism f preserves T-orientation on C. 
(ii) The diffeomorphism f preserves r-orientation on C-trigons. 
Proof of Theorem 7.1.. Take C = { ct , , c,} to be a family of simple closed curves on 
S and choose the representatives c, in their isotopy class so that the intersection number 
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of each pair is minimal (e.g., take all of them be geodesics in a fixed hyperbolic metric). 
Let C, be a (tight) lift of ci to the universal cover H*. The curves C, are supported on 
-- 
7, the lift of T. Suppose C, n ?j = {p}. Orient ci, cj coherently. The image under f of 
;T, T(F), might not be a 7rt-train-track, but by Theorem 5.1. There are (possibly many) 
sequences of moves to make it a 7rt-train-track. Since ci and cj are in the same cone 
(see Proposition 2.1), this means that they both satisfy the same types of inequalities. 
For example, when we shift or split, we can do it for both curves in the same way. This 
means that the angle between f(E%), F(cj) will not be altered much in the process of 
isotoping them onto 7’. In particular, we can keep the angle always acute. This implies 
that f preserves -r-orientation on C. 
To prove part (ii) of the Birman-Series Conditions for C, let c~, cJ, ck E C. Assume 
--- 
cz, c3, Ck specify a triangle n in some gR. Orient the curves so that n has clockwise 
orientation_: The trigon A corresponds to a trigon in ?, so F(A) will correspond to a 
trigon in f(7). But again as before, since c,, c 3, ck are in the same cone, they all can be 
isotoped using exactly the same moves onto 7’ equivariantly. This proves part (ii) of the 
Birman-Series Conditions. 
Let’s now look at the relation between the Birman-Series conditions and decomposition 
into cones (Proposition 2.1). 
Theorem 7.2. Birman-Series conditions are necessary and suficient in case when f 
is a Dehn twist along a nonseparating simple closed curve c~. Namely, if f is a Dehn 
twist along cy, and C = {cl, , ck} is a set of nontrivial isotopy classes of simple closed 
curves on S then f acts linearly an Span+(C) if and only if the diffeomorphism f satisfies 
Birman-Series conditions on C. 
Proof. This a direct consequence of Theorem 4.2 and Corollary 3.3. 0 
Remark 7.3. Theorem 7.2 will not be correct in case of a general diffeomorphism. To 
give a counterexample, all we have to do is to find a diffeomorphism f, a rrt -train-track 
71, such that f(q) can be changed to some 7rt-train-track 72 using the moves in two 
different ways. Then find appropriate curves carried on 71. 
Question 7.4. Is there a theorem corresponding to Theorem 7.2 for a general diffeomor- 
phism f? I.e., what is a necessary and sufficient condition for a set of simple closed 
curves C so that f acts linearly on C? 
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