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1Abstract
This project concerns the analysis of mathematical model of classical scattering. I
consider a 2-dimensional model of a particle that is scattered through a symmetric
lattice and interact through the Lennard-Jones potential. The model is investigated as
a Hamiltonian system and simulations are done in the context of molecular dynamics.
The analysis is done following the formalism of chaotic scattering. In particular, the
fractal dimension dc of the scattering function and the mean exit time τ from the
scattering region are computed. By increasing the lattice size from 2-by-2 to 4-by-4, I
find an increase in both τ and dc. This is an indication of an increase in the positive
Lyapunov exponent χ1 with increasing lattice size.
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1 Introduction
In physics, scattering is a method commonly used in the study of structure. A typical
experiment consists of a sample being illuminated by a beam of monochromatic x-rays
and a detector measuring the intensity of the scattered light. If the sample has a periodic
structure, the measured intensity can be used to obtain information about characteristic
length scales. Due to technical advancements in neutron and x-ray sources, scattering
physics is a central part of modern physics.
A central problem in scattering physics is the fact that we cannot measure the phase
of an electromagnetic wave. This means that typical scattering problems have a “nat-
ural” loss of information that has to be dealt. For this reason (and others) scattering
physics has a number of mathematical theories and models that exploit certain charac-
teristics of the experiment. An elementary model of scattering from a periodic lattice
is Bragg’s Law [1]
mλ = 2d sin θ ,
which gives us the condition for constructive interference of the scattered wave. m is
an integer, d is the distance between lattice points, λ is the wavelength of the incident
beam, and θ is the angle of incidence. In an experiment we can look for “bright” spots
on the detector and use Bragg’s Law to determine the characteristic distance d.
An important assumption in the application of Bragg’s Law, is that we have a
periodic lattice with a infinite of atoms to scatter off. As the number of point-scatterers
increase, the effect of the constructive interference is amplified. This, in effect, allows
measurements in experiments. Because scattering experiments describe interaction at
a molecular level, the derivation of these models are done in the context of quantum
mechanics.
This project is tasked with examining the aforementioned amplification effect in a
classical system. In particular, I will study interactions through a soft potential in a
two-dimensional lattice of a finite size. The physical interpretation is a gas particle
travelling through a symmetric nanostructure.
The problem will be investigated in the context of dynamical systems. This ap-
proach allows me to examine characteristics of the system. Rather than trying to find
a “Bragg’s Law for classical interactions”, this project will attempt to quantify changes
in the system with an increased number of point-scatterers. These considerations have
led to an investigation of the following problem:
“Given a classical scattering problem, how does the number of symmetric
scatterers in the scattering region affect the dynamical properties of the
scattering function?”
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Figure 1.1 The 2-dimensional scattering problem. From [8].
Chaotic scattering is a mathematical formalism that deals with this type of problem.
An interesting result is that the dynamics of the scattering region qualitatively changes
the scattering intensity [8]. Chaotic scattering is a topic of great interest in nonlinear
physics that has seen numerous recent advancements [9]. In the context of chaotic
scattering, the “scattered intensity” is the functional relationship between an impact
parameter b and a scattering angle φ. This relationship is called the scattering function
and is illustrated in Figure 1.1.
With this in mind, there is a number of interesting questions to investigate. What
is the relationship between the dynamics of the scattering region and the scattering
function? How does this relationship depend on the number of point-scatterers in the
system? How do different symmetries affect this relationship?
As touched upon earlier, the problem is posed in order to investigate the finite
nature of any scattering experiment. This project is focused on investigating dynamics
of the scattering region and scattering function as the lattice size increases.
It’s important to note that this project investigates an idealized mathematical model.
This is not by accident and, in fact, part of the motivation is to draw representative con-
clusions about periodicity in classical scattering. While the investigation of a periodic
lattice is interesting on its own, this project also tackles a more complicated potential
than earlier works on “model systems”. The Lennard-Jones potential is special because
of the doubly-interactive potential and the infinite repulsive potential.
1.1 Structure of the project
Chapter 2 serves as a brief introduction to dynamical and, in particular, Hamiltonian
systems. Chapter 3 describes the model and present some needed tools from Molecular
Dynamics. Chapter 4 deals with simulations and dynamical systems analysis in order
to characterize the specifics of our problem. Chapter 5 discusses the significance of the
results and chapter 6 summarize the results in a condensed way.
2 Theory
This chapter is essentially a brief introduction to dynamical and Hamiltonian systems.
The methods developed here will serve as a tool to an initial analysis of the model
described in chapter 3. The formalism of chaotic scattering will not be discussed here,
but rather introduced throughout the analysis in chapter 4.
2.1 Dynamical systems
A dynamical system is a way to describe how a system evolves forward in time, where
time can be either continuous or discrete. This distinction gives rise to two kinds of
dynamical systems: Differential equations and iterated maps. For the purposes of this
project, we are only interested in dynamical systems described by differential equations.
In general, this type of dynamical system is described by the system of N equations
[10].
dx1
dt = F1(x1, x2, . . . xN )
dx2
dt = F2(x1, x2, . . . xN )
...
dxN
dt = F2(x1, x2, . . . xN )
or in vector form
dx(t)
dt = F [x(t)] .
Given an initial condition x(0), this system of equations can, in principle, be solved for
any time t > 0. At a time t the system is in a state represented by the vector x(t). The
space spanned by x ∈ RN is called phase space. Paths in phase space are referred to as
trajectories.
When investigating a dynamical system, determining arbitrary trajectories are usu-
ally not satisfactory. An analysis of a dynamical system is typically based on the
behaviour of trajectories in regions of phase space. A starting point for this analysis is
to find and determine the nature of fixed points.
A fixed point p in a dynamical system is, as the name suggests, a point in phase
space that is constant in time, such that F (p) = 0. Fixed points come in different
varieties and are classified through linear stability analysis. Specifically, the orbits of
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Figure 2.1 Supercritical pitchfork bifurcation. From [5].
trajectories near p are of interest. Given a small quantity η(t) orbits near the fixed
point are defined as
x(t) = p+ η(t) ,
the linearised system can be written [7]:
F (p+ η) = F (p) +DF (p) · η +O(η2)
where DF is the Jacobian matrix of F . The stability of the fixed point p is then
determined by the eigenvalues of DF at the point. As this project only deals with two
kinds of fixed points, I will refer to [10] for a full discussion on fixed point classification.
In many cases, dynamical systems depend on a number of parameters. In this
project, one parameter is the distance between lattice atoms. Bifurcation analysis is
the study of how fixed points change with changing system parameters. This, in effect,
gives a qualitative measure of changes in dynamics and helps identify regions of interest
for the analysis.
The bifurcations that appear in this project are of the “pitchfork” type. This signifies
that a stable fixed points changes into a an unstable fixed point and two new stable
fixed points appear symmetrically around the original fixed point (or vice versa). Figure
2.1 shows an example of this situation. A change in the parameter r gives rise to a
bifurcation along the x-axis. Solid lines represent stable fixed points and dashed lines
represent unstable fixed points.
2.2 Hamiltonian systems
This project deals with a special kind of dynamical system called a Hamiltonian system.
The dynamics of this system is completely specified through a single function H(q,p, t),
where q and p denote “position” and “momenta”, respectively. The system follows the
trajectory given by Hamiltons equations [7]
2.2 Hamiltonian systems 9
dq
dt =
∂H(q,p, t)
∂p
dp
dt = −
∂H(q,p, t)
∂q
.
In cases where the Hamiltonian H has no explicit time dependence, it remains constant
and can be identified as the total energy of the system E. Systems of this type are con-
servative. This project deals with a model that can be described through a Hamiltonian
that is the sum of kinetic and potential energy in two spatial dimension:
H(x, y, vx, vy) =
1
2m(v
2
x + v2y) + V (x, y)
where V (x, y) is the potential energy surface. The dynamical system is conservative
and can be written on the form
dx
dt = vx
dy
dt = vy
dvx
dt = −
∂V (x, y)
∂x
dvy
dt = −
∂V (x, y)
∂y
.
(2.1)
While the equations of motion are described through 4 differential equations, it is
important to note our phase space is, in fact, 3 dimensional. This is due to the fact
that the constant Hamiltonian removes one degree of freedom. Due to the form of H,
one variable can arbitrarily be described in terms of the other 3. Fixed points in this
system are only possible when ∇V = (0, 0) and are thus found in horizontal tangent
planes of the potential energy surface.
As described in section 2.1, the classification of fixed points are found through the
Jacobian. At fixed points, the Jacobian of equation 2.1 becomes
J =

0 0 1 0
0 0 0 1
−∂2V∂x2 − ∂
2V
∂x∂y 0 0
− ∂2V∂y∂x −∂
2V
∂y2 0 0

and the classification of the fixed points are obtained through the eigenvalues of J .
Eigenvalues of Hamiltonian systems come in pairs of ±σ [2]. If both pairs of eigenvalues
are imaginary, the fixed points is a center. If one pair is imaginary and the other is
real, the fixed point is a saddle. These are the only types of fixed points that exist in
Hamiltonian systems [7].
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3 Model
This chapter contains the details of the model. The model is inspired primarily from
[3] and [4].
3.1 Formal description
As mentioned in Chapter 1, the model has two spatial and consists of a free-moving
particle and a lattice of stationary atoms. The system is Hamiltonian, so the phase
space of the dynamical system is 3-dimensional. Due to the intuitive nature of position
and velocity, I will describe the system through the 4 variables (x(t), y(t), vx(t), vy(t)).
In accordance with the theory of Hamiltonian systems from chapter 2, the model can
be fully described through the Hamiltonian:
H(x, y, vx, vy) =
1
2m(v
2
x + v2y) +
N∑
i=1
U(|x− xi|, |y − yi|) ,
where m is the particle mass and N is the number of lattice atoms. The position of
the ith lattice atom is given by (xi, yi). As this project deals with the mathematical
dynamics of the system, I set m = 1 for all purposes. The functional form of the
potential energy U is given by the Lennard-Jones potential in reduced units [6]
U(x, y) = 4
(
1
(x2 + y2)6 −
1
(x2 + y2)3
)
.
The potential U(x, y) has a couple of noteworthy properties. The minimum occurs at a
distance r = 2 16 and has the value −1 and at r = 1 the potential is zero. At a distance
r = 2.5, the potential has decayed to about − 160 . This distance is used as a cut-off and
I consider the potential to be essentially zero at distances greater than r = 2.5. The
dynamical system can be written as
dx
dt = vx
dy
dt = vy
dvx
dt = −
∂
∂x
N∑
i=1
U(|x− xi|, |y − yi|)
dvy
dt = −
∂
∂y
N∑
i=1
U(|x− xi|, |y − yi|)
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Figure 3.1 Sketch of the model with N = 9.
3.2 System parameters
The above formulation givse a complete description of the dynamical system without
any restrictions on particle initial conditions or placement of the lattice atoms. To suit
the model for investigations of scattering, I will construct the model using a number of
system parameters.
Figure 3.1 shows a sketch of the system. The N lattice atoms are placed symmet-
rically around the origin and spaced by a distance 2d. The particle starts a distance
2.5 orthogonal to the first lattice atom and has initial velocity v parallel to the x-axis.
The initial placement of the particle on the y-axis is given by the impact parameter b.
3.3 Scattering function
Following the formalism of chaotic scattering in [7], the scattering angle is defined as
the angle φ that the particle makes with the x-axis. This angle is measured when
the particle has exited the scattering and is moving to infinity with little change in
φ. Because of the functional form of the Lennard-Jones potential, this happens rather
when we are at a distance of 2.5 from the outermost lattice-points.
The scattering function is then the functional relationship between the impact pa-
rameter b and the scattering angle φ. This functional relationship serves as a way to
quantify the nature of the scattering.
Coincidently the scattering angle also gives us a tool to show that the phase space
is, in fact, 3-dimensional. Because energy is conserved (H is constant), the speed of our
particle is a function of x and y given by:
|v| = 2
(
H −
∑N
i=1 U(|x− xi|, |y − yi|)
m
) 1
2
.
The phase space is therefore uniquely determined by x, y and φ.
3.4 Simulation Specifics
In order to find trajectories of the particle in phase space, a way to integrate the
equations of motion are needed. A popular algorithm in molecular dynamics is the
3.4 Simulation Specifics 13
verlet algorithm [6]. The position at time t+ ∆t is given by:
r(t+ ∆t) = 2r(t)− r(t−∆t) + f(t)
m
∆t2 +O(∆t4)
and the velocity at time t is
v(t) = r(t+ ∆t)− r(t−∆t)2∆t +O(∆t
2) .
The quantity ∆t is the time step in the molecular dynamics program. The force f(t)
is found as the negative gradient of the potential energy and is thus fairly simple to
calculate. While the verlet algorithm has an error associated with each step, conserved
quantities are preserved over time. To verify this, the total energy of the system is
recorded during simulations.
Simulations are written in the MATLAB programming language, and the code can
be found in the appendix.
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In this Chapter, I will conduct an analysis of the model described in Chapter 3. Initially
I will produce plots of particle trajectories to give an idea of the system behaviour.
The purpose of this is to get a feel for what parameter spaces are of interest. This
will be followed by a fixed point analysis, which eventually leads to a classification of
bifurcations in the system.
With these findings in mind, the analysis of the scattering function can be carried
out in relevant parameter spaces. Finally, the behaviour of the scattering function with
changing lattice size will be analysed. This will hopefully illuminate features of the
scattering in order to answer the question posed in Chapter 1.
4.1 Initial results
An initial simulation of the model is shown in Figure 4.1. The asterisks indicate lattice
atoms, the coloured lines are the particle trajectories and the circle is where the particles
start out. Figure 4.1 has a couple of interesting features. First of all, the trajectories
seem to diverge heavily with small changes in initial conditions, which could indicate
chaos. It is also worth noting that the trajectories manage to be scattered away from
all of the 4 “exits” in the scattering region. Lastly, the number of “bounces” within the
scattering region is changing.
This particular simulation was done with d = 1.3 and N = 4. The impact parameter
Figure 4.1 Example of different particle trajectories with small changes in initial conditions.
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Figure 4.2 Energy drift and associated trajectory
starts at b = 1 and is incremented by 0.004 with each new simulation. The features
of Figure 4.1 serve as a starting point for my analysis. In particular, I have chosen to
focus on the wild variations of scattering angles and the time spent in the scattering
region.
4.2 Energy considerations
With regards to the energy of the system, there are a few things to consider. First of
all we have to pick the energy regimes which are interesting to our analysis. Since there
is no upper bound on the potential energy of the Lennard-Jones potential, there are
essentially two regimes of interest; high and low energies. I have chosen to focus on high
energies, since the scattering simulations take a lot of time at low starting velocities.
I have chosen to set my total energy at E = 2 which corresponds to an initial
velocity in the x-direction of 2. While I consider this the high energy regime, it is
still low enough for the attractive parts of the potential to impact the simulations. As
mentioned in chapter 3, the verlet algorithm should conserve energy. To check that it
does not drift, the total energy is monitored throughout simulation. Figure 4.2 shows
an example trajectory and a plot of the total energy.
Since the verlet algorithm has an error that scales with ∆t, this analysis helps us
to determine acceptable time steps. Figure 4.2 is done with ∆t = 0.001, which then
becomes the standard time step for the rest of my simulations. It is, However, important
to note that the error is primarily associated with the velocity (i.e. the kinetic energy)
due to the verlet algorithm. When inside the scattering region, I am only interested in
the position of the particle, so the error shown in 4.2 is an upper bound in relation to
the analysis that follows.
4.3 Fixed point analysis
An important starting point for any analysis of a dynamical system is to classify the
fixed points. In order to do this, I will only study the system with N = 4, as any
increase in symmetric lattice atoms will only contribute with symmetric fixed points.
As pointed out in chapter 2 Hamiltonian systems have some important features.
Fixed points can only be saddle or center points and they can be found as extrema
of the potential energy surface. In practice, this means that fixed points are found by
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Figure 4.3 Potential energy surface.
solving the equation
∇U(x, y) = (0, 0) ,
where U(x, y) is the potential energy surface. Figure 4.3 shows a 3-dimensional plot of
the energy surface in the model. In order to find the fixed points, I will take advantage
of the geometry of the lattice.
Because of the functional form of the Lennard-Jones potential, an infinite number
of fixed points will exist where it takes a minimum. If only one potential is present this
takes place at a distance of 2 16 ≈ 1.12. In my analysis i will focus on the fixed points
that appear because of interactions between the different potentials in the lattice.
Because the total potential surface is symmetric around the origin, fixed points will
be present along x = 0 and y = 0. Furthermore, the two directions will have symmetric
fixed points.
Considering the model with N = 4, the four lattice points are placed at (−d,−d),
(−d, d), (d,−d) and (d, d), respectively. Setting x = 0, gives the following expression
for the potential:
U(0, y) = 8
(
1
(d2 + (y − d)2)3 −
1
(d2 + (y − d)2)6
)
+ 8
(
1
(d2 + (d+ y)2)3
− 1
(d2 + (d+ y)2)6
)
.
Finding the fixed points can be carried out numerically using the Newton-Rhapson
method in one variable.
I will now try to characterize the nature of the fixed points. As shown in chapter 2
The linearisation around a fixed point in a conservative system is given by the Jacobian
18 Analysis
J =

0 0 0 1
0 0 1 0
−∂2U∂x2 − ∂
2U
∂x∂y 0 0
− ∂2U∂y∂x −∂
2U
∂y2 0 0
 .
By evaluating the eigenvalues of L, the nature of the fixed points can be determined.
Figure 4.4 shows contour plots of the potential energy surface with fixed points super-
imposed on the graph. Saddle points are marked with an x and center points with an
o.
The 3 d-values in figure 4.4 form bifurcations that are both of the pitchfork type
[10]. The dynamics of the system are qualitatively different in the 3 regions and these
values will serve as a starting point in the analysis that follows. The bifurcation from
d = 1.2 to d = 1.3 is explained by the fact that center points appear towards the lattice
points.
4.4 Scattering function
Based on the analysis thus far, the scattering functions can now be evaluated. As
described in chapter 3 the scattering function is a plot of impact parameters versus
scattering angles. Since the velocity components are evaluated during simulation, the
scattering angle can be found using simple trigonometry:
φ = arccos
 vx√
v2x + v2y
 · sgn(vy) ,
where sgn() is the sign function. This way angles are measured from −pi to pi. φ is
evaluated at the end of the simulation. To get proper resolution on the following plots,
they are done through 104 simulations each. In Figures 4.5, 4.6 and 4.7 are scattering
functions for the values of d found in the previous section.
While the scattering functions in the different regimes have distinct features, they
are also very similar in the overall structure. Generally speaking, there are sections of
smooth variation and sections where φ varies wildly. As suggested earlier, we suspect
the scattering function to be fractal. In figure 4.8 I have blown up figure 4.7 in two
successive steps. Again, the plots are obtained through 104 simulations so the result
has a similar resolution to the previous figures. Figure 4.8 is the motivation for the
investigation of fractal dimension in section 4.6.
Because the scattering functions for different distance parameters are similar in
overall structure, I have chosen to focus the rest of the analysis on a single distance
parameter d = 1.3.
4.5 Differential cross-section
When doing scattering experiments in physics, an important measure is the differential
cross-section. The differential cross-section ∆φ∆b is the fraction of particles that scatter
4.5 Differential cross-section 19
Figure 4.4 Contour plots of the potential energy surface at different values of d. Fixed points
are superimposed on the graph. x indicates saddle points and o indicates center points.
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Figure 4.5 scattering function with d = 1.05
Figure 4.6 scattering function with d = 1.2
Figure 4.7 scattering function with d = 1.3
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Figure 4.8 Illustration of the fractal structure of the scattering function through two successive
“zoom-ins”.
Figure 4.9 Differential cross-section of model with d = 1.3. Left graph has resolution
∆φ = 0.009 and the right graph has resolution ∆φ = 0.018
into a range of angles ∆φ from a range of impact parameters ∆b1. Qualitatively, the
differential cross-section can be thought of as the data collected by a detector, as it
measures the “intensity” as a function of scattering angle.
Computing the differential cross-section is done following [4]. For every φ, the
number of b values that scatter into φ ± ∆φ is counted. ∆φ is then the resolution of
the plot. Since the data for these plots can be obtained directly from the scattering
function data, it is a fairly painless procedure to implement.
Figure 4.9 shows differential cross-sections of the data from Figure 4.7 with 2 dif-
ferent resolutions ∆φ. While not overwhelmingly clear, there is an indication that the
fractal nature of the scattering functions carry over to the differential cross-section.
4.6 Fractal dimension dc
I will now determine the fractal dimension of the scattering function. Using the box-
counting method can be cumbersome, so I have chosen to follow the method outlined
in [4].
Small changes in impact parameter can change the scattering angle dramatically. To
quantify this fact, a distinction is made between b-values that scatter “up” (0 < φ < pi)
1 The true differential cross-section is the infinitesimal limit of this fraction dφdb .
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Figure 4.10  versus f() for d = 1.3.
and “down” (−pi < φ < 0). Given  > 0, and an impact parameter b, the scattering is
said to be -certain if b, b+  and b−  all scatter up or all scatter down. If this is not
the case, the scattering is -uncertain.
To find the fractal dimension, I need the fraction of -uncertain b-values f(). f()
is found by choosing a large number of b-values at random for each . f() follows a
power law f() ∼ α and the exponent α is related to the fractal dimension by [4].
dc = D − α ,
with D = 1, since I have a 1-dimensional parameter space.
In practice 500 b-values are chosen at random in a fractal part of the graph and
 takes on 11 values spaced logarithmically between 5 · 10−3 and 5 · 10−7. To reduce
simulation time, only one of ± are chosen at random. Figure 4.10 shows  versus f()
for d = 1.3 in a double logarithmic plot. Linear regression gives α ≈ 0.3062 which
corresponds to a fractal dimension of dc ≈ 0.6938.
4.7 Mean exit time τ
As indicated in the beginning of this chapter, there seems to be a connection between
the number of “bounces” in the scattering region and the scattering function. In order
to quantify this, I will look at the time particles spend inside the scattering region.
The mean exit time τ is deinfed as follows: Given a symmetric lattice centred at
the origin and an energy E, particles are placed in the scattering region. The initial
conditions of these particles is varied in a uniform way and I measure the time they
take to leave the scattering region. N(t) then counts the number of particles left in the
scattering region at time t. In similar systems N(t) has been shown [4] to follow
N(t) ∼ N0 exp
(
− t
τ
)
.
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Figure 4.11 ln(N(t)) versus t for d = 1.3. Initial conditions are varied as x ∈ (−0.5,−0.9)
and θ ∈ (1.4, 1.8). Each initial condition is varied 40 times, so the total number of particles is
1600.
Figure 4.11 shows a plot of ln(N(t)) versus t. Linear regression gives τ ≈ 1.4782.
4.8 Changing the number of periodic scatterers N
In this section I will conduct a similar analysis on a scattering geometry with N = 16
and d = 1.3. The reason for choosing N = 16 is mainly related to the mean exit time.
Since I want to start at the origin when calculating τ , having a lattice-point in the
center would be detrimental.
Figure 4.12 is a plot of the scattering function with N = 16. The fractal nature of
the scattering is seemingly still present, but is separated in a periodic manner. Figure
4.13 shows the relevant differential cross-section. This has a similar structure to the
one found in figure 4.9, but the peaks seems to have smoothed out a bit.
I would expect the mean exit time to increase simply due to the increase in scattering
region. Not surprisingly I find τ ≈ 2.8873, which happens to be approximately twice
that of the N = 4 system. As one might be able to infer from the differential cross
section, the fractal dimension has increased to dc ≈ 0.9385.
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Figure 4.12 Scattering function with N = 16.
Figure 4.13 Differential cross-section of model with d = 1.3 and N = 16. Left graph has
resolution ∆φ = 0.009 and the right graph has resolution ∆φ = 0.018
5 Discussion
This chapter contains a discussion of the results obtained in chapter 4. This discussion
mainly concerns some of the choices made in regards to what parameters to focus on
in the analysis. The chapter concludes with a discussion of increasing lattice size and
a connection is made to the notion of chaos.
5.1 Parameter space
During the analysis, several choices were made with regard to system parameters. First
of all, a relatively high starting energy was chosen and never varied. It is, however,
still in the order of the attractive part of the potential, so the subtleties that arise from
the dynamics still impact the results. This is especially clear from the difference in
scattering function that arise with changing the distance d.
However, the overall features of the scattering remain similar. The changes in dy-
namics via bifurcations are most likely more prevalent at lower energies. To illustrate
this, I have traced out a sample of low-energy trajectories in figure 5.1. The starting
positions and velocities in figure 5.1 has been chosen as a function of d as follows:
x0 = −0.01 · d
y0 = 0.02 · d
θ = pi2 − 0.15
v0 = 0.02 .
There is a point to be made for a deeper investigation of these effects, but in order to
focus on the increase in lattice size, d = 1.3 has been, somewhat arbitrarily, chosen for
the analysis.
As mentioned, the analysis has been carried out in a relatively high energy regime
E = 2. The reason for this is mainly a result of experimenting with simulations.
Low energies have a greater tendency to get “stuck” in the scattering region and in
effect will have a significantly longer simulation time. In order to get reliable statistics,
simulations are usually run in the order of 104 times, hence going to lower energies
would be detrimental to simulation time.
5.2 The finite nature of scattering
An interesting feature of scattering dynamics is that there are two regions with signif-
icantly different dynamics. Outside the scattering region the dynamics are essentially
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Figure 5.1 Low energy trajectories for different values of d.
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Figure 5.2 Power spectrum of y(t) for a system with d = 1.3 and E = −0.4.
“boring”, while the scattering region has shown some interesting dynamics.
This relationship has a significant impact on the analysis of the dynamics and is the
main reason to follow the methods outlined in [4]. While this deviates from standard
methods (such as finding power spectra or Lyapunov exponents), it has very direct
interpretations in regards to scattering. The fact that there seems to be a connection
between the dynamics of the scattering region and the differential cross-section is, to
me, a very attractive feature of this formalism.
With that in mind, standard methods can still be used with energies small enough
for the particle to be trapped. Using similar initial conditions as figure 5.1, Figure 5.2
shows a power spectrum of the dynamical variable y(t) with total energy E = −0.4.
Even at this low energy, there seems to be a broad spectrum of frequencies, which is an
indication of chaos.
5.3 Lattice size
By analysing the scattering dynamics through a 4-by-4 lattice, a number of interesting
features appear. The scattering function seems to be periodic, at least with regards to
the smooth parts of the graph. While interesting, I do not find this terribly surprising.
The smooth parts are mainly a feature of particles being scattered back, and the two
extra atoms along the y axis give rise to two extra smooth parts in the scattering func-
tion. Similarly, the increase in mean exit time τ is not surprising, since the scattering
region increases in size.
The differential cross-section seems to smooth out a bit, which could be an indication
of decrease in the fractal nature of the scattering function. While not conclusive on its
own, the measure of fractal dimension does agree with this observation. The fractal
dimension moves significantly closer to 1. While the exact numbers are not completely
accurate, the fact that the fractal dimension changes is hard to ignore. In similar
systems, the fractal dimension have been shown to follow [7]:
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dc = 1− 1
τχ1
,
where χ1 is the positive Lyapunov exponent. Rearranging and plugging in values for τ
and dc, I find the following values
χ1(N = 4) ≈ 2.2093
χ1(N = 16) ≈ 5.6316 .
The Lyapunov exponent appears to increase when the lattice size is increased. It is
important to note, however, that this quantity is found in an indirect way and is thus
only an indication of its existence. Further studies could compute the value numerically,
in order to confirm the existence of chaos in the scattering region.
These results are interesting because the effect of scattering from different lattice-
sizes manifests itself in a measurable quantity: the differential cross-section. It would
be interesting to do further simulations with better statistics to properly quantify the
changes due to lattice size.
6 Conclusion
The work presented in this project is in the context of classical scattering. I have
constructed a model where a particle is scattered through a symmetric lattice. The
interactions between the particle and the lattice are modelled through the Lennard-
Jones potential.
The model is treated in the context of dynamical systems and is specified as a
conservative, Hamiltonian system. The work was focused around quantifying changes
in dynamics with an increasing size of the symmetric lattice.
An analysis of the dynamical system was performed, in which fixed points and
bifurcations of the systems were found. This analysis led to a specification of relevant
parameters. In particular, a choice was made to do simulations with constant lattice
distance d and total energy E.
The equations of motion were solved using methods from molecular dynamics and
trajectories have been produced through a number of simulations. At first glance, the
trajectories are very complex in nature and a quantification of this complexity is needed.
The analysis was done in the context of chaotic scattering, a formalism used in
a similar systems. Rather than investigating the dynamics of the scattering geometry
directly, chaotic scattering deals with functional relationship between an impact param-
eter b and the scattered angle φ. This functional relationship is related to the dynamics
of the scattering region and supplies me with a tool to quantify the scattering. Data
from the scattering function can also be represented as a differential cross-section that
more directly illustrates a scattering measurement.
The scattering function of our model is fractal. By using methods from chaotic
scattering, the fractal dimension dc of the scattering function can be found. The char-
acteristic time a particle takes to exit the scattering region τ is also found through
simulations. In similar systems, τ , dc have been related to the Lyapunov exponent χ1.
This is an indication of chaos in the scattering region.
The analysis is repeated in two circumstances; a 2-by-2 and a 4-by-4 lattice with the
same energies and lattice-distances. By increasing the lattice size, the fractal dimension
and mean exit time both increase. This indicates an increase of the Lyapunov exponent
and hence chaos in the scattering region.
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7.1 MATLAB code
The first three scripts are the core of the simulations. Everything else calls these
functions in order to work.
mdsim.m
1 % molecular dynamics
2 % mdsim( l a t t i c e , n , dt , xp , yp , theta , v0 )
3 % cr ea t e l a t t i c e with c r e a t e_ l a t t i c e .m
4 % n i s number o f s t ep s
5 % dt i s time step
6 % xp , yp i s s t a r t i n g po s i t i o n f o r p a r t i c l e
7 % v0 , theta i s s t a r t i n g v e l o c i t y f o r p a r t i c l e
8 % outputs the phase space r , v
9 %
10 % symbol ic v e r s i on
11 % takes the symbol ic p o t en t i a l U depending on symbol ic v a r i a b l e s
12 % x and y
13
14 func t i on [ r , v ] = mdsim(n , dt , xp , yp , theta , v0 ,U, x , y )
15
16 % cr ea t e i n i t i a l p a r t i c l e
17 r = ze ro s (n+1 ,2) ;
18 r (1 , 1 ) = xp ;
19 r (1 , 2 ) = yp ;
20
21 %with i n i t i a l v e l o c i t y
22 v = ze ro s (n+1 ,2) ;
23 v (1 , 1 ) = v0∗ cos ( theta ) ;
24 v (1 , 2 ) = v0∗ s i n ( theta ) ;
25
26 % i n i t i a l i z e r_prev
27 r_prev = r ( 1 , : ) − v ( 1 , : ) .∗ dt ;
28
29 forceX_mlab = matlabFunction(− d i f f (U, x ) ) ;
30 forceY_mlab = matlabFunction(− d i f f (U, y ) ) ;
31
32 f o r i =1:n %time
33 % f o r c e i s the minus the grad i ent o f the po t en t i a l
34 % so we i n t e g r a t e d i r e c t l y
35 f o r c e = [ forceX_mlab ( r ( i , 1 ) , r ( i , 2 ) ) forceY_mlab ( r ( i , 1 ) , r ( i , 2 ) ) ] ;
36 r_new = 2.∗ r ( i , : ) − r_prev + f o r c e . ∗ ( dt . ^ 2 ) ;
37 v ( i +1 , :) = (r_new − r_prev ) /(2∗ dt ) ;
38 r_prev = r ( i , : ) ;
39 r ( i +1 , :) = r_new ;
40 end
create_lattice.m
1 % l a t t i c e = c r e a t e_ l a t t i c e (N1 ,N2 , d , x0 , y0 )
2 % c r e a t e s l a t t i c e with (N1)x (N2) points , d i s t ance d between them
3 % lower−r i gh t l a t t i c e po int w i l l s t a r t at x0 , y0
4 func t i on l a t t i c e = c r e a t e_ l a t t i c e (N1 ,N2 , d , x0 , y0 )
5
6 l a t t i c e_ s i z e = N1∗N2 ;
7 l a t t i c e = ze ro s ( l a t t i c e_ s i z e , 2 ) ;
8
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9 f o r i =1:N1
10 f o r j =1:N2
11 lattice_num = ( i −1)∗N2 + j ;
12 l a t t i c e ( lattice_num , 1 ) = x0 + ( i −1)∗d ;
13 l a t t i c e ( lattice_num , 2 ) = y0 + ( j−1)∗d ;
14 end
15 end
sym_potential.m
1 % [U, x , y ] = sym_potential ( l a t t i c e ,P)
2 % given a l a t t i c e us ing c r e a t e_ l a t t i c e .m
3 % and a po t en t i a l P ( depending on x , y , lx , l y )
4 % where lx and ly i s d i s t ance to the l a t t i c e po in t s
5 % cr ea t e a symbol ic l a t t i c e U depending on x and y
6 % in c a r t e s i a n coo rd ina t e s
7 func t i on [U, x , y ] = sym_potential ( l a t t i c e ,P, x , y , lx , l y )
8 U = 0 ; %i n i t
9
10 % cr ea t e the t o t a l p o t en t i a l as a sum of i t s par t s
11 f o r i =1: l ength ( l a t t i c e )
12 dlx = l a t t i c e ( i , 1 ) ;
13 dly = l a t t i c e ( i , 2 ) ;
14 U = U + subs ( subs (P, ly , dly ) , lx , dlx ) ;
15 end
fp_analysis.m
This piece of code classifies the fixed points in an N = 4 system. Uses symmetry as
described in the report.
1 % f i x ed point ana l y s i s a long the symmetric axes .
2
3 % p lo t the po t en t i a l s u r f a c e g iven a l a t t i c e and a symbol ic p o t en t i a l
4 c l e a r a l l
5 %c l o s e a l l
6
7 % b i f u r c a t i o n s at d=1 .05 ,1 . 2 , 1 . 3
8 d = 1 . 3 ;
9 t i t l e_ s t r i n g = ’ Fixed po in t s o f model with d=1.3 ’ ;
10 r_values = d/2 :1 e−2:3∗d/2 ;
11 r_vector = ze ro s (1 , l ength ( r_values ) ) ;
12
13 syms y
14 U = 8∗(1/(d^2+(y−d) ^2) ^3 − 1/(d^2+(y−d) ^2) ^6) + 8∗(1/(d^2+(y+d) ^2) ^3 − 1/(d^2+(y+d)
^2) ^6) ;
15 dU = d i f f (U, y ) ;
16 dU_mlab = matlabFunction (dU) ;
17 d2U = d i f f (dU, y ) ;
18 d2U_mlab = matlabFunction (d2U) ;
19
20 % newton−rhapson i n i t , with gues s e s
21 ep = 1e−10;
22 n_max = 100 ;
23
24 f o r j =1: l ength ( r_values ) ;
25
26 r = r_values ( j ) ;
27
28 f o r i =1:n_max
29 r_new = r − dU_mlab( r ) . / d2U_mlab( r ) ;
30 e r r o r = abs (dU_mlab( r_new) ) ;
31 i f e r r o r < ep
32 %disp ( i )
33 %disp ( e r r o r )
34 %disp ( r_new) ;
35 %disp (d) ;
36 r_vector ( j ) = r_new ;
37 break
38 end
39
40 r = r_new ;
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41 end
42 end
43
44 % f ind the unique va lues to the p r e c i s i o n de f ined by newtons method
45 % by us ing round ( ) and unique ( ) . Quite ugly code , but i t seems to work .
46 f ixed_po int s = ep∗unique ( round ( r_vector ( r_vector < 2∗d & r_vector > 0) .∗ ( 1/ ep ) ) ) ;
47 d i sp ( f ixed_po int s ) ;
48
49 % f i g u r i n g out the nature o f the f i x ed po int s
50
51 % having found the symmetric f i x ed points ,
52 % we w i l l now draw them on a contour p lo t
53 % th i s code i s a b i t messy because o f over lap from code used in other
54 % p lac e s
55
56 % l a t t i c e parameters
57 N = [2 2 ] ;
58 d = 2∗d ;
59 % cente r the l a t t i c e
60 x0 = −d∗(N(1)−1) ∗ 0 . 5 ;
61 y0 = −d∗(N(2)−1) ∗ 0 . 5 ;
62
63 % de f i n e our po t en t i a l s ymbo l i c a l l y
64 syms x y lx ly
65 P = 4∗ (1/( ( x−l x ) ^2 + (y−l y ) ^2) ^3) ∗ ( ( 1/ ( ( x−l x ) ^2 + (y−l y ) ^2) ^3)−1) ;
66
67 % cr ea t e l a t t i c e
68 l a t t i c e = c r e a t e_ l a t t i c e (N(1) ,N(2) ,d , x0 , y0 ) ;
69
70 % get the s p e c i f i c p o t en t i a l V
71 [V, x , y ] = sym_potential ( l a t t i c e ,P, x , y , lx , l y ) ;
72 V_mlab = matlabFunction (V) ;
73 L11 = d i f f ( d i f f (V, x ) , x ) ; L11_mlab = matlabFunction (L11 ) ;
74 L12 = d i f f ( d i f f (V, x ) , y ) ; L12_mlab = matlabFunction (L12 ) ;
75 L21 = d i f f ( d i f f (V, y ) , x ) ; L21_mlab = matlabFunction (L21 ) ;
76 L22 = d i f f ( d i f f (V, y ) , y ) ; L22_mlab = matlabFunction (L22 ) ;
77
78 spac ing = 1e−2; %p r e c i s i o n o f p l o t
79
80 X = (x0−d) : spac ing : ( l a t t i c e ( end , 1 )+d) ;
81 Y = (y0−d) : spac ing : ( l a t t i c e ( end , 2 )+d) ;
82 [Xg ,Yg ] = meshgrid (X,Y) ;
83
84 Z = V_mlab(Xg ,Yg) ;
85
86 % con s t r a i n t on the graph
87 Z(Z>0.5) = 0 . 5 ;
88
89 f i g u r e
90 hold on
91 contour (Xg ,Yg , Z , 1 5 ) ;
92 x l ab e l ( ’ x ’ )
93 y l ab e l ( ’ y ’ )
94 %t i t l e ( t i t l e_ s t r i n g ) ;
95
96 % plo t the f i x ed po in t s
97 f o r k=1: l ength ( f ixed_po int s )
98 L = [ L11_mlab (0 , f i xed_po int s (k ) ) L12_mlab (0 , f i xed_po int s (k ) ) ;
99 L21_mlab (0 , f i xed_po int s (k ) ) L22_mlab (0 , f i xed_po int s (k ) ) ] ;
100 L_ev = e i g (L) ; % Eigenvalues o f L
101 di sp (L_ev) ;
102 i f s i gn (L_ev (1) ) == s ign (L_ev (2) )
103 % cente r point , p l o t with a o
104 p lo t (0 , f i xed_po int s (k ) , ’ ko ’ , ’ MarkerSize ’ ,10 , ’ LineWidth ’ , 2 . 5 ) ;
105 p lo t (0 ,− f i xed_po int s (k ) , ’ ko ’ , ’ MarkerSize ’ ,10 , ’ LineWidth ’ , 2 . 5 ) ;
106 p lo t ( f ixed_po int s (k ) ,0 , ’ ko ’ , ’ MarkerSize ’ ,10 , ’ LineWidth ’ , 2 . 5 ) ;
107 p lo t (− f i xed_po int s (k ) ,0 , ’ ko ’ , ’ MarkerSize ’ ,10 , ’ LineWidth ’ , 2 . 5 ) ;
108 e l s e
109 % saddle point , p l o t with an x
110 p lo t (0 , f i xed_po int s (k ) , ’ kx ’ , ’ MarkerSize ’ ,12 , ’ LineWidth ’ , 2 . 5 ) ;
111 p lo t (0 ,− f i xed_po int s (k ) , ’ kx ’ , ’ MarkerSize ’ ,12 , ’ LineWidth ’ , 2 . 5 ) ;
112 p lo t ( f ixed_po int s (k ) ,0 , ’ kx ’ , ’ MarkerSize ’ ,12 , ’ LineWidth ’ , 2 . 5 ) ;
113 p lo t (− f i xed_po int s (k ) ,0 , ’ kx ’ , ’ MarkerSize ’ ,12 , ’ LineWidth ’ , 2 . 5 ) ;
114 end
115 end ;
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scattering_function.m
This finds the scattering function and differential cross section.
1 %s c a t t e r i n g func t i on ana l y s i s .
2 c l e a r a l l
3 c l o s e a l l
4
5 % steps ( t o t a l time n∗dt )
6 n = 5e4 ;
7 dt = 0 . 0 01 ;
8
9 % l a t t i c e parameters
10 N = [4 4 ] ;
11 d = 1 . 3 ;
12 x0 = 2 . 5 ;
13 y0 = 0 ;
14
15 % pa r t i c l e parameters
16 xp = 0 ;
17 yp = 0 ;
18 theta = 0 ;
19 v0 = 2 ;
20
21 b_num = 10000; %number o f t imes we change the impact parameter
22 p r e c i s i o n =6∗d/b_num; %the r e s u l t i n g p r e c i s i o n
23 b_values = l i n spa c e (0 ,6∗d ,b_num) ;
24 phi = ze ro s (1 , l ength (b_num) ) ;
25
26 % de f i n e our po t en t i a l s ymbo l i c a l l y
27 syms x y lx ly
28 P = 4∗ (1/( ( x−l x ) ^2 + (y−l y ) ^2) ^3) ∗ ( ( 1/ ( ( x−l x ) ^2 + (y−l y ) ^2) ^3)−1) ;
29
30 l a t t i c e = c r e a t e_ l a t t i c e (N(1) ,N(2) ,2∗d , x0 , y0 ) ;
31
32 % get the s p e c i f i c p o t en t i a l U
33 [U, x , y ] = sym_potential ( l a t t i c e ,P, x , y , lx , l y ) ;
34 r_end = ze ro s (b_num, 2 ) ;
35 %track progress , s imu la t i on s take a whi le
36 waitbar_handle = waitbar (0 , ’ I n i t i a l i z i n g waitbar . . . ’ ) ;
37
38 par f o r i =1:b_num
39 t i c ;
40 [ r , v ] = mdsim(n , dt , xp , p r e c i s i o n ∗ i , theta , v0 ,U, x , y ) ;
41 r_end ( i , : ) = [ r ( end , 1 ) ; r ( end , 2 ) ] ;
42 phi ( i ) = s ign (v ( end , 2 ) ) ∗ acos (v ( end , 1 ) / sq r t ( v ( end , 1 ) ^2 + v( end , 2 ) ^2) ) ;
43 waitbar ( i /b_num, waitbar_handle , s p r i n t f ( ’%d out o f %d done . . . ’ , i ,b_num) ) ;
44 toc ;
45 end
46
47 c l o s e ( waitbar_handle ) ;
48
49 %% Plots . Requires the f o l l ow ing data : phi , l a t t i c e , r_end , b_values
50 c l o s e a l l
51
52 % plo t endpoints and l a t t i c e as a check
53 f i g u r e
54 hold on
55 p lo t ( l a t t i c e ( : , 1 ) , l a t t i c e ( : , 2 ) , ’ k∗ ’ , ’ MarkerSize ’ ,10) ;
56 p lo t ( r_end ( : , 1 ) , r_end ( : , 2 ) , ’ bo ’ ) ;
57
58 % plo t the s c a t t e r i n g func t i on
59 f i g u r e
60 p lo t ( b_values , phi , ’ . ’ ) ;
61 t i t l e ( ’ S ca t t e r i ng func t i on with d=1.3 ’ ) ;
62 x l ab e l ( ’b ’ ) ;
63 y l ab e l ( ’ \phi ’ ) ;
64 ax i s t i gh t
65
66 %s c a t t e r i n g c r o s s s e c t i on
67 r e s o l u t i o n = [ 0 . 0 1 8 ; 0 . 0 0 9 ] ;
68
69 f o r j =1: l ength ( r e s o l u t i o n )
70 dcs_s ize = f l o o r (2∗ pi / r e s o l u t i o n ( j ) ) ;
71 dcs = ze ro s (0 , dcs_s ize ) ;
72 f o r k=1: dcs_s ize
73 dcs (k ) = length ( phi ( phi > r e s o l u t i o n ( j ) ∗k − pi & phi < r e s o l u t i o n ( j ) ∗( k+1) −
pi ) ) ;
74 end
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75
76 f i g u r e
77 p lo t ( l i n s pa c e (−pi , pi , dcs_s ize ) , dcs , ’− ’ , ’ LineWidth ’ ,2 )
78 x l ab e l ( ’ \phi ’ ) ;
79 y l ab e l ( ’ d i f f . c r o s s s e c t i on ’ ) ;
80 ax i s t i gh t
81 end
82
83 %%
fractal_dimension.m
1 % fracta l_dimens ion
2 c l e a r a l l
3 c l o s e a l l
4
5 % steps ( t o t a l time n∗dt )
6 n = 5e4 ;
7 dt = 0 . 0 01 ;
8
9 % l a t t i c e parameters
10 N = [4 4 ] ;
11 d = 1 . 3 ;
12 x0 = 2 . 5 ;
13 y0 = 0 ;
14 b_domain = [ 3 . 5 ; 4 . 3 ] ; % look at the f r a c t a l part o f the graph
15
16 % pa r t i c l e parameters
17 xp = 0 ;
18 yp = 0 ;
19 theta = 0 ;
20 v0 = 2 ;
21
22 % de f i n e our po t en t i a l s ymbo l i c a l l y
23 syms x y lx ly
24 P = 4∗ (1/( ( x−l x ) ^2 + (y−l y ) ^2) ^3) ∗ ( ( 1/ ( ( x−l x ) ^2 + (y−l y ) ^2) ^3)−1) ;
25 l a t t i c e = c r e a t e_ l a t t i c e (N(1) ,N(2) ,2∗d , x0 , y0 ) ;
26
27 % get the s p e c i f i c p o t en t i a l U
28 [U, x , y ] = sym_potential ( l a t t i c e ,P, x , y , lx , l y ) ;
29
30 ep s i l o n = [5 e−8;1e−7;5e−7;1e−6;5e−6;1e−5;5e−5;1e−4;5e−4;1e−3;5e−3] ;
31 b_num = 500 ; %number o f t imes we change the impact parameter per ep s i l o n value
32 f_eps i l on = ze ro s (1 , l ength ( ep s i l o n ) ) ;
33
34 %track progress , s imu la t i on s take a whi le
35 %waitbar_handle = waitbar (0 , ’ I n i t i a l i z i n g waitbar . . . ’ ) ;
36
37 par f o r i =1: l ength ( ep s i l o n )
38 count = 0 ;
39 f o r j =1:b_num
40 t i c ;
41 b1 = rand ( ) ∗ d i f f (b_domain ) + b_domain (1) ;
42 i f randi (2 ) == 1
43 b2 = b1 + ep s i l o n ( i ) ;
44 e l s e
45 b2 = b1 − ep s i l o n ( i ) ;
46 end
47 [ r , v ] = mdsim(n , dt , xp , b1 , theta , v0 ,U, x , y ) ;
48 s1 = s ign (v ( end , 2 ) ) ;
49 [ r , v ] = mdsim(n , dt , xp , b2 , theta , v0 ,U, x , y ) ;
50 s2 = s ign (v ( end , 2 ) ) ;
51
52 i f s1 ~= s2
53 count = count + 1 ;
54 end
55 %waitbar ( j /b_num, waitbar_handle , s p r i n t f ( ’%d out o f %d done . . . ’ , i , l ength (
ep s i l o n ) ) ) ;
56 toc ;
57 end
58 f_eps i l on ( i ) = count/b_num;
59 end
60
61 %%
62
63 c l o s e a l l
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64 %f ind f r a c t a l dimension
65 f r a c t a l _ f i t = p o l y f i t ( l og ( ep s i l o n ) , l og ( f_eps i lon ’ ) ,1 ) ;
66 alpha = f r a c t a l _ f i t (1 ) ;
67 beta = f r a c t a l _ f i t (2 ) ;
68
69 f i g u r e
70 l o g l o g ( eps i l on , f_eps i lon , ’ rd ’ , ’ MarkerSize ’ ,10 , ’ LineWidth ’ ,2 ) ;
71 hold on
72 l o g l o g ( eps i l on , exp ( beta + log ( ep s i l o n ) ∗ alpha ) , ’b− ’ , ’ LineWidth ’ , 2 . 5 ) ;
73 %p lo t ( l og ( ep s i l o n ) , l og ( f_eps i l on ) , ’ rd ’ , ’ MarkerSize ’ , 1 0 , ’ LineWidth ’ , 2 ) ;
74 %p lo t ( l og ( ep s i l o n ) , beta + log ( ep s i l o n ) ∗alpha , ’ b− ’ , ’ LineWidth ’ , 3 ) ;
75 x l ab e l ( ’ \ ep s i l o n ’ )
76 y l ab e l ( ’ f (\ ep s i l o n ) ’ ) ;
77
78 d i sp ( alpha )
time_delay.m
1 % ca l c u l a t i o n o f mean ex i t time
2 c l e a r a l l
3 c l o s e a l l
4
5 % steps ( t o t a l time n∗dt )
6 n = 5e4 ;
7 dt = 0 . 0 01 ;
8
9 % l a t t i c e parameters ( remember to cente r )
10 N = [4 4 ] ;
11 d = 1 . 3 ;
12 x0 = −3∗d ;
13 y0 = −3∗d ;
14 l a t t i c e = c r e a t e_ l a t t i c e (N(1) ,N(2) ,2∗d , x0 , y0 ) ;
15
16 % de f i n e our po t en t i a l s ymbo l i c a l l y
17 syms x y lx ly
18 P = 4∗ (1/( ( x−l x ) ^2 + (y−l y ) ^2) ^3) ∗ ( ( 1/ ( ( x−l x ) ^2 + (y−l y ) ^2) ^3)−1) ;
19 [U, x , y ] = sym_potential ( l a t t i c e ,P, x , y , lx , l y ) ;
20
21 % chose how we sp r i n k l e the i n i t i a l c ond i t i on s about the o r i g i n .
22 v0 = 2 ; % held constant
23 num_ic = 40 ;
24 yp = 0 ;
25 xp = l i n spa c e (−0.5 ,−0.9 ,num_ic ) ;
26 theta = l i n spa c e ( 1 . 4 , 1 . 8 , num_ic ) ;
27
28 % s i z e o f the r eg i on R ( r ad i a l )
29 R_size = 2 .5 + d/ sq r t (2 ) ;
30 % i n i t i a l i z e vec tor that conta in s the t imes p a r t i c l e l e av e s
31 left_R = ze ro s (num_ic , num_ic ) ;
32
33 %track progress , s imu la t i on s take a whi le
34 waitbar_handle = waitbar (0 , ’ I n i t i a l i z i n g waitbar . . . ’ ) ;
35
36 %f i g u r e
37 %hold on
38
39 f o r i =1:num_ic
40 f o r j =1:num_ic
41 t i c ;
42 [ r , v ] = mdsim(n , dt , xp ( i ) , yp , theta ( j ) , v0 ,U, x , y ) ;
43 %plo t ( r ( : , 1 ) , r ( : , 2 ) )
44 % f i g u r e out when we l eave the s c a t t e r i n g reg ion
45 f o r k=1: l ength ( r )
46 i f s q r t ( r (k , 1 ) ^2 + r (k , 2 ) ^2) > R_size
47 left_R ( i , j ) = k ;
48 break ;
49 end
50 end
51
52 waitbar ( j /num_ic , waitbar_handle , s p r i n t f ( ’%d out o f %d done . . . ’ , i , num_ic ) ) ;
53 toc ;
54 end
55 end
56
57 c l o s e ( waitbar_handle ) ;
58
7.1 MATLAB code 37
59 left_R = left_R ( : ) ;
60 N_T = zero s (1 , n+1) ;
61 N_T(1) = num_ic ^2 ;
62
63 f o r l =1:n
64 N_T( l +1) = N_T( l ) − l ength ( left_R ( left_R == l ) ) ;
65 end
38
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