In this paper we consider reaction-diffusion systems in which the conditions imposed on the nonlinearity provide global existence of solutions of the Cauchy problem, but not uniqueness. We prove first that for the set of all weak solutions the Kneser property holds, that is, that the set of values attained by the solutions at every moment of time is compact and connected. Further, we prove the existence and connectedness of a global attractor in both the autonomous and nonautonomous cases. The obtained results are applied to several models of physical (or chemical) interest: a model of fractional-order chemical autocatalysis with decay, the Fitz-Hugh-Nagumo equation and the Ginzburg-Landau equation.
Introduction
In this paper we study reaction-diffusion systems from the point of view of the connectedness of the set of values attained by the solutions at every moment of time and also from the point of view of the theory of global attractors.
When a differential equation does not possess the property of uniqueness of the Cauchy problem we have a set of solutions corresponding to each initial data. We can speak then about a set of values attained by the solutions for every fixed moment of time. It is interesting to study the topological properties of such set, and, in particular, to know if it is connected and compact. This property is known as Kneser property in the literature. In this direction some results are known for scalar reaction-diffusion equations in the case where the nonlinearity has at most linear growth [15, 21] . We prove that the Kneser property holds for reaction-diffusion systems in which the growth of the nonlinearity can be more than linear. The general result is applied to some models of chemical and physical interest as a model of fractional-order chemical autocatalysis with decay and the Fitz-Hugh-Nagumo equation.
We note also that several authors have studied this property for ordinary differential equations [12, 31] , delay differential equations [13] [14] [15] , differential inclusions [29, 33, 35] , phase-field equations [35] or wave equations [3] .
On the other hand, we are interested also in the asymptotic behaviour of the solutions and, in particular, in the existence and topological properties of the global attractor. There exists in the literature a great number of results concerning global attractors for reaction-diffusion systems with uniqueness of solutions (see [10, 32] and the references therein). However, if we wish to relax the restrictive conditions imposed in the nonlinearity the uniqueness of solutions is lost. This problem appears in relevant from the physical point of view models, as, for example, the Ginzburg-Landau equation. The existence of the global attractor for a scalar reaction-diffusion equation without uniqueness is proved in [17, 19] using the theory of multivalued semiflows [24] . The case of reaction-diffusion systems in unbounded domains is considered in [27] . In [9] (see also [10] ) it is studied the existence of a trajectory attractor for reaction-diffusion systems. The main difference with the semiflow approach is the fact that a new phase space is defined. In this space the whole trajectory of any solution is a point, and the global attractor is obtained for the translation semigroup and with respect to some weak topology. We prove, using the same conditions as in [10] , that the reaction-diffusion system possess a global compact attractor in the strong topology of the space (L 2 (Ω)) d . As far as we know this is the first result in this direction. We consider both the autonomous and nonautonomous cases. The obtained theorems are applied to a model of fractional-order chemical autocatalysis with decay, the Fitz-HughNagumo equation and the Ginzburg-Landau equation.
As we have already remarked, one important reason which justifies the interest of the researches in equations without uniqueness is the fact that we can weaken the conditions imposed in the nonlinear functions involved in the equations, which are in many cases very restrictive. On the other hand, they contain important models coming from Mathematical Physics, as we can see in the example of the relevant three-dimensional Navier-Stokes equation, the Ginzburg-Landau equation or the wave equation. In the last years several results concerning attractors in the case of equations without uniqueness have been obtained for differential inclusions [20, 24, 25] , parabolic problems [8, 34] , phase-field equations [16, 18] , wave equations [3, 10] , the three-dimensional Navier-Stokes equation [2, 4, 5, 10, 28, 30] , delay ordinary differential equations [7] or degenerate parabolic equations [11] .
Setting of the problem
Let d > 0 be an integer and Ω ⊂ R N be a bounded open subset with smooth boundary. We shall denote by | · | the norm in the space R d (or R), and by (· , ·) the scalar product in
where
and satisfies the following conditions:
where p i 2, α, C 1 , C 2 > 0. We assume also the existence of M > 0 such that f (t, u) is continuously differentiable with respect to u for any t ∈ [τ, T ], |u| > M, and
We shall use the following standard notation:
for Neumann boundary conditions), V is the dual space of V . By · we denote the norm in H .
We set q = (q 1 , . . . , q d ), where
Under conditions (2)-(3) it is known [10, p. 283 ] that for any u τ ∈ H there exists at least one weak solution u = u(t, x) of (1). It follows also that any weak solution satisfies
It is well known [10, p. 285 
and for any t ∈ [τ, T ] define
Our aim is to prove the connectedness of the set K t (u τ ) ⊂ H for any t ∈ [τ, T ]. Note, that from Lemma 2 we immediately obtain the compactness of K t (u τ ) in H .
In the applications we can be interested in the case where the variables u i take only nonnegative values. For this situation we define the space
and assume that for any u 0 ∈ H + there exists at least one weak solution
. We conclude this section by checking that translation and concatenation of weak solutions are also solutions. We have:
Proof. The proof is straightforward by using the definition of solution (5). 2
The Kneser property
In this section we shall check that the set
, k 1, and that for any compact subset
First we shall prove that the functions f k satisfy also conditions (2)- (3), and (4) holds for all u.
Lemma 4. The following inequalities hold:
Proof. First we note that from (2) we get the following inequalities:
Hence, (7) holds. Further, (2)- (3) imply
Thus (8) is proved. Finally, for all |u| > M + 1 we have
For |u| M + 1 we obtain that
so that (9) is satisfied. 2
We are now ready to prove one of the main theorems of the paper.
Proof. The case t = τ is obvious. Suppose then that for some t * ∈ (τ, T ] the set K t * (u τ ) is not connected. Then there exist two compact sets
if t ∈ [γ, T ]. In view of Lemma 4 for all k 1 the function f k satisfies the same type of conditions as f , so that problem (10) has at least one weak solution from W γ,T . We shall check that this solution is unique. Indeed, let w = v − u, where v, u ∈ W γ,T are solutions of (10) . Then (9) and the properties of the matrix a imply
Hence, from Gronwall lemma we obtain
and then we have
We shall prove now that the maps u k i (t, γ ) are continuous on γ for each fixed k 1 and t ∈ [τ, T ]. We shall omit the index i for simplicity of notation.
Let γ → γ 0 . Consider first the case where
To finish the proof of the continuity, we have to check that u k (γ 0 , γ ) − u(γ 0 ) → 0, as γ γ 0 . We note that using (7)- (8), one can easily obtain that the functions u k satisfy the estimate
Since (12) we can find a constant R > 0, which does not depend neither on γ nor k, such that
For the difference
for a.a. t ∈ (γ , T ). Using conditions (3), (8) and integrating (14) over (γ , γ 0 ), we obtain
It follows from (13) and (
, and define the function
For some subsequence it is equal to one of them, say u k
. We define the functioñ (12) and (7) the sequence {u k (·)} is bounded in W τ,T , and
By the compactness lemma [22] we have that for some function u = u(t, x):
Moreover, [22] . Let us prove that u(·) is a weak solution of (1). We note first that
L q (Ω)), passing to the limit we obtain that u(·) ∈ W τ,T is a solution of (1) and u(τ ) = u τ . Finally, we shall prove that up to a subsequence we have
From (6) and (12) we have 
For any ε > 0 there exist t m and k 0 (t m ) such that J k (t * ) − J (t * ) ε, for all k k 0 , and the result follows. Hence,
Consider now the case of nonnegative variables u i . Denote
Assume also the following conditions:
• the matrix a is diagonal; 
where f k is the same function as before. We have seen in the proof of Theorem 5 that the system (21) has a unique solution that will be denoted by u k (t). It is well known (see [10, p. 30] ) that u k (t, x) 0, for all t and a.e. x ∈ Ω. Repeating the same arguments of the proof of Theorem 5 we obtain that (up to a subsequence) u k converges to a weak solution of (1) in the sense of (15)- (19) . In view of (17) we have that the limit function u belongs to D 
Corollary 7. If A ⊂ H is an arbitrary connected set, then K t (A) = {u(t): u(·) ∈ D τ,T (A)} ⊂ H is connected.
Proof. In view of Theorem 5 and Lemma 2 for all t ∈ [τ, T ] the multivalued map u τ → K t (u τ ) ⊂ H , u τ ∈ H , has connected and compact values. We shall prove that this map is ε-upper semicontinuous (and then upper semicontinuous) in the space H . Suppose that it is not true, that is, there exist u τ ∈ H , > 0, δ n → 0 and u n ∈ B δ n (u τ ) such that K t (u n ) B (K t (u τ ) ). Therefore, there exist v n ∈ K t (u n ) such that v n / ∈ B (K t (u τ )). Since u n → u τ and v n = v n (t), where v n (·) ∈ D τ,T (u n ), it follows from Lemma 2 that v n (t) → v(t) ∈ K t (u τ ), which is contradiction. Since and upper semicontinuous map with connected values maps connected sets into connected ones [6] , we obtain that the set K t (A) is connected. 2 Remark 8. In the case of Dirichlet boundary conditions, if p i = 2, for all i, then we can change condition (3) by the weaker one
where ε > 0 and λ 1 is the first eigenvalue of −Δ in H 1 0 (Ω). The result of Theorem 5 remains valid with little changes in the proof. Hence, the result proved in [21] for the equation
is a particular case of our theorem.
Existence and connectivity of the global attractor
In this section we shall prove first the existence of a global compact attractor for Eq. (1), extending in this way the results of [17] , in which the scalar case is considered. Then, using the result from the previous section we shall prove that the global attractor is connected.
The autonomous case
Consider the case where f and h do not depend on t, and let us define a multivalued semiflow. Denote by P (H ) (B(H )) the set of all nonempty (nonempty bounded) subsets of H . We recall that the multivalued map G : R + × H → P (H ) is said to be a multivalued semiflow if: G(s, x) ), for all x ∈ H, t, s ∈ R + .
It is called a strict multivalued semiflow if G(t + s, u 0 ) = G(t, G(s, u 0 )).
We consider now Eq. (1) with τ = 0. From Lemma 3 it follows that any weak solution can be extended to a global one, i.e., it is defined for t ∈ [0, +∞). Let D(u 0 ) be the set of all weak solutions (defined for t 0) such that u(0) = u 0 . Define the map G as
If nonnegative solutions exist for any u 0 ∈ H + , then we define also D + (u 0 ) = {u(·) ∈ D(u 0 ): u(t) ∈ H + , for all t 0} and the map G + :
Lemma 9. G and G + are strict multivalued semiflows. G(s, u 0 ) ).
Let now y ∈ G(t, G(s, u 0 )). Then there exist u(·) ∈ D(u 0 ) and v(·) ∈ D(u(s)) such that y = v(t). Define the function
For G + the proof is the same. 2
We recall that the set A is said to be a global attractor of G if:
(
1) It is negatively semiinvariant (i.e., A ⊂ G(t, A), for all t 0). (2) It is attracting, that is, dist G(t, B), A → 0, as t → +∞, ∀B ∈ B(H ),
where dist(C, A) = sup c∈C inf a∈A c − a is the Hausdorff semidistance. Proof. In a standard way by using (3) we obtain the inequality
whereα > 0. Gronwall's lemma gives
so that the ball B 0 = {u ∈ H : u √ K 3 + ε} is absorbing, i.e.,
for any B ∈ B(H ) there exists T (B) such that G(t, B) ⊂ B 0 , for t T . It follows also from (24) that the set t 0 G(t, B) is bounded for any B ∈ B(H ).
We note also that Lemma 2 implies that G(t, ·) has compact values and that it is a compact operator if t > 0, that is, it maps bounded sets into precompact ones. We have checked in the proof of Corollary 7 that the map u 0 → G(t, u 0 ) is upper semicontinuous. Then the existence of the global attractor follows from [24, Proposition 2, Theorem 3 and Remark 8].
Finally, since the phase space H is connected, G has connected values (see Theorem 5) and [24, Theorem 5] that the global attractor is connected.
The proof for the semiflow G + is the same. 2
Remark 11. Since f does not depend on t, it is clear that in condition (4) C 3 (t) ≡ C 3 is a constant.
Remark 12.
For the map G + conditions (2)- (4) have to be satisfied only for u ∈ R d + .
Let us consider now several models of physical interest to which the previous results can be applied.
A model of fractional-order chemical autocatalysis with decay
Consider the following scalar equation:
where u 0, N = 1, Ω = (0, L), and k > 0, 0 < m, r < 1. This equation models an isothermal chemical autocatalysis (see [23] ). In [23] the authors study the travelling waves of the equation in the case where Ω = (0, +∞) with Neumann boundary conditions at x = 0. The variable u is nonnegative, since it is a concentration. Clearly, conditions (2)- (4) hold (with p = m + 2) for u 0. Hence, Theorems 6 and 10 imply that the set K + t (u 0 ) is connected for all u 0 and t, and the existence of a global compact invariant connected attractor.
Fitz-Hugh-Nagumo equation
Consider the following Fitz-Hugh-Nagumo system, which is a well-known model of transmission of signals across axons:
We assume that g is a continuous function satisfying
Also, g is continuously differentiable for |u| > M and
It is easy to show that conditions (2)- (4) hold with p = (r, 2). Hence, Theorems 5 and 10 imply that the set K t (u 0 ) is connected for all u 0 and t, and the existence of a global compact invariant connected attractor.
The existence of the global attractor is well known in the standard case g(u) = u(u − β) × (u − 1), where the solutions are unique and one can construct a semigroup (see [10, p. 41] , [32, p. 97]). If, for example, g(u) = u 3 + αu 2 + βu + γ |u| 1/2 , then conditions (27) - (28) hold, but we are not able to prove the uniqueness of solutions.
Ginzburg-Landau equation
This equation appears, for example, in the theory of superconductivity and in chemical turbulence. The equation is
where (29) can be written as the system
and conditions (2)- (3) hold with p = (4, 4) (see [10, p. 42] ). Hence, Theorem 10 implies the existence of a global compact invariant attractor. We note that in the case where N = 1, 2 or N 3 and |β| √ 3 the solutions are unique and the existence of the global attractor is well known (see [10, p. 42] , [32, p. 223] ). In the case N 3, |β| > √ 3, some results are obtained in the phase space (L k (Ω)) 2 with k > N, if (α, β) ∈ P (N), and P (N) is some subset of C (see [26] ). In the general case the existence of a trajectory attractor is proved in [10] . However, as far as we know, this is the first time in which the existence of the global attractor in the strong topology of the phase space H = (L 2 (Ω)) 2 for the general case N 3 is proved.
Condition (4) is not satisfied in this case, so that the question about the connectivity of the global attractor remains open.
Remark 13. Our result on the existence of the global attractor can be also applied to other reaction-diffusion systems as, for example, the Lotka-Volterra system with diffusion or the Belousov-Zhabotinsky reaction type system (see [10, pp. 13-14] ).
The nonautonomous case
Consider Eq. (1) when τ 0. Suppose now that h ∈ L 2 loc (R + , H ) and In the sequel we assume that the constants C 1 , C 2 , α defined in (2)- (3) do not depend on t 0. Instead of condition (4) let us consider now the following stronger one: there exist C 4 0, M > 0 such that
We shall assume also that the function f :
where ω(l, K) → 0, as l → 0 + . Let
where K j , α j are positive sequences such that K j → +∞ and
We put s) ), s 0, and that this map is continuous. Moreover, it is evident that if (2)- (3), (31) and (30)- (32) hold, then for any σ = (h σ , f σ ) ∈ Σ we have that f σ satisfies also (2)- (3), (31) and (32) with the same constants C 1 , C 2 , C 4 , α and the same function ω. Also, h σ b h b , so that (30) holds. Denote R 2 a = {(t, τ ): 0 τ t}. We recall that the multivalued map U : R 2 a × H → P (H ) is said to be a multivalued semiprocess if: s, U(s, τ, x) ), for all x ∈ H, t, s, τ ∈ R + , τ s t.
It is called a strict multivalued semiprocess if U(t, τ, x) = U(t, s, U(s, τ, x)).
We denote by D τ,σ (u τ ) the set of all global weak solutions (defined for t τ ) of the problem (1) with data (h σ , f σ ) instead of (h, f ), such that u(τ ) = u τ . For each σ ∈ Σ we define the map:
If nonnegative solutions exist for any u τ ∈ H + , then we define also
Lemma 14. U σ and U + σ are strict multivalued semiprocesses. Moreover,
Proof. The first part of the proof is similar to that of Lemma 9 and we omit it.
For U + σ the proof is similar. 2
We shall need the following lemma:
Lemma 15. Let conditions (2)- (3), (30), (32) hold and let {u n } ⊂ D τ,σ n (η n ) be an arbitrary sequence of solutions of (1) with u n (τ ) → η weakly in H , σ n → σ in Σ . Then for any T > τ and t n → t 0 , t n , t 0 ∈ (τ, T ], there exists a subsequence such that u n (t n ) → u(t 0 ) in H , where
is a weak solution of (1) and u(τ ) = η.
Proof. We note that the solutions u n satisfy (6) with constants that do not depend on n, i.e.,
where σ n = (h n , f n ). Hence, in a similar way as in the proof of Theorem 5 we can prove that (up to a subsequence) u n converges to a weak solution u such that u ∈ D τ,σ (η) in the sense of (15)- (19) .
It is also easy to see that u n and u satisfy the following inequalities:
, where σ = (h σ , f σ ) and the constant K 2 > 0 does not depend on n. Therefore, the functions
are continuous and nonincreasing on and t T (B, τ ) . It follows that any sequence {ξ n } such that ξ n ∈ U σ n (t n , τ, B), σ n ∈ Σ , t n → +∞, B ∈ B(H ), is precompact in H . It is a consequence of Lemma 15 that the map U σ has compact values for any σ ∈ Σ. Finally, let us prove that the map (σ, x) → U σ (t, τ, x) is upper semicontinuous for each fixed t τ 0. Suppose that it is not true, that is, there exist u 0 ∈ H , t τ 0, σ 0 ∈ Σ , > 0, δ n → 0, u n ∈ B δ n (u 0 ), σ n → σ 0 , and ξ n ∈ U σ n (t, τ, u n ) such that ξ n / ∈ B (U σ 0 (t, τ, u 0 )). But Lemma 15 implies that (up to a subsequence) ξ n → ξ ∈ U σ 0 (t, τ, u 0 ), which is a contradiction.
The existence of the uniform global compact attractor follows then from Theorem 2 in [25] . Let now (31) also holds. It is proved in [18, Theorem 3.12 ] that if Σ is a connected space, the map (σ, u) → U σ (t, τ, u) is upper semicontinuous with connected values, and the global attractor A is contained in a connected bounded subset of H , then A is a connected set. It follows from Theorem 5 that U σ has connected values, and A is obviously contained in a ball in H of sufficiently big radius. Hence, it remains to prove only that Σ is connected. We note that the map s → T (s)σ is continuous for each σ ∈ Σ . The continuity of s → T (s)f in the space C(R + , M) is evident from (32) . The continuity of s → T (s)h in the space L 2 loc,w (R + , H ) can be proved in exactly the same way as in [18, p. 1982] . Hence, the set s 0 σ (· + s) is connected, so that Σ is connected.
The proof for the semiprocess U + σ is the same. 2
Remark 17. The case where τ ∈ R can be studied in exactly the same way.
Remark 18.
For the map U + σ conditions (2)-(3), (31) , (32) have to be satisfied only for u ∈ R d + .
Finally, let us consider the application of the obtained results to several reaction-diffusion systems.
A model of fractional-order chemical autocatalysis with decay
Consider the following scalar equation: 
where u 0, N = 1, Ω = (0, L), and 0 < m, r < 1. We assume that the function k(·) ∈ C(R + , R + ), k(t) 0, satisfies
k(t) − k(s) a |t − s| , for all t, s 0,
where a(l) → 0, as l → 0 + . Clearly, conditions (2)- (3), (31) hold (with p = m + 2) for u 0. Also, (36)-(37) imply that (32) is satisfied. Hence, Theorems 6 and 16 imply that the set K + t (u τ ) is connected for all u τ and t, and the existence of a uniform global compact connected attractor.
Fitz-Hugh-Nagumo equation
Consider the nonautonomous Fitz-Hugh-Nagumo system:
where N = 1 or 2, d i > 0, h i ∈ L 2 loc (R + ; L 2 (Ω)). We assume that (30) holds, g is a continuous function satisfying (27) - (28) It is easy to show that conditions (2)- (3), (31) and (32) hold with p = (r, 2). Theorems 5 and 16 imply that the set K t (u τ ) is connected for all u τ and t, and the existence of a uniform global compact connected attractor.
Ginzburg-Landau equation
The nonautonomous equation is the following:
where g = g 1 + g 2 i ∈ L 2 (Ω, C), α ∈ R, R(t) > 0. We assume that g i ∈ L 2 loc (R + ; L 2 (Ω)) and (30) holds. Also, the continuous functions R(t) and β(t) satisfy (36)-(37). For v = (u 1 , u 2 ), u = u 1 + iu 2 , Eq. (29) and conditions (2)-(3) and (32) hold with p = (4, 4) . Hence, Theorem 16 implies the existence of a uniform global compact attractor.
Remark 19.
Our result on the existence of the global attractor can be also applied to other reaction-diffusion systems as, for example, the Lotka-Volterra system with diffusion or the Belousov-Zhabotinsky reaction type system (see [10, pp. 13-14] ).
