Introduction
An important step in any software development methodology is the elimination of defects by the software testing process [6] . This is crucial for improving the quality of software being developed. The objective of the software testing process is the creation of a minimal set of test data, satisfying a given adequacy criteria, that can be used to uncover maximum errors. A test adequacy criterion indicates the level of testing that the software has been subjected to and is an important measure as it eliminates need of exhaustive testing. Software testing is divided into two categories: functional and structural testing. Structural testing is more efficient because of its capability of finding more defects in the software. Structural testing involves testing the code in such a manner that each statement, branch, path and/or structure is tested at least once. Data flow test adequacy criteria is based on the definitions and uses of various data items. It is a more efficient and robust test adequacy criterion [23] .
The efforts made till date to economize the software testing process have been hampered by the increasing complexity of the software being developed. Test Data Generation can be viewed as an optimization problem and as such heuristic and metaheuristic algorithms have been employed at improving the test data generation process. A wide variety of algorithms including Tabu Search, Simulated Annealing (SA), Genetic Algorithm (GA), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), etc. have been used with mixed results [9] . Search Based Software Testing has been the name given to the approach to test data generation using these search based algorithms [20] . Simulated Annealing and Genetic Algorithm have been widely used by the researchers for generating test data. These algorithms have chances of obtaining local optima in the search space solution and the slow conversion rate.Due to the adaptive nature of PSO and ACO algorithms, many researchers have applied these algorithms for test data generation problem. Form literature, it is observed that PSO algorithm has shown better performance in comparison to same class of algorithms and best suited for test data generation [7] .
The main contribution of the work as follows:
 To propose an adaptive PSO algorithm for automatic generation of test suite.
 To make the proposed algorithm more efficient, reliable and also to overcome local optima problem by integrating adaptiveness in PSO algorithm.
 An improved fitness function is proposed for test suite optimization problem.
The proposed methodology is based on adaptive PSO for generating test data automatically for a program using the data flow methodology. Adaptive PSO is used because of its capability of balancing in exploration and exploitation. The value of inertia weight is adjusted as per the value of the fitness function. For this purpose we have proposed an novel fitness function based on dominance concepts, branch distances and branch weight. The proposed fitness function is an improvement of the fitness function given by Varshney and Mehrotra [27] . The proposed fitness function includes weight of a branch while calculating branch distance thereby taking into account the nesting level and complexity of a branch. This provides a more robust fitness value. Upon comparison with random search, GA and PSO proposed by Varshney and Mehrotra, the proposed methodology has given better results in terms of success rate, speed of convergence (in terms of generations/iterations) and coverage attainable by the algorithm. This paper is organized as follows: Next section starts by providing background on automated software test data generation and related work in this field. Section 3 details the data flow analysis and Particle Swarm Optimization and section 4 describes the Adaptive Particle Swarm Optimization. Section 5 details the proposed approach. The experiments conducted in order to validate and observe the impact of the Adaptive Particle Swarm Optimization Section 6. Section 7 discusses threats to validity and limitations of the proposed approach. The concluding Section presents some final considerations and summarizes the most relevant contributions.
Related Work
Generating test data based on any adequacy criteria has been a challenging work. In past few decades, a lot of research has been done on test data generation. Here, we focus, primarily, on test data generation approaches based on meta-heuristic algorithms in structural testing.
In early 90s, Jones etc. al. [13] and Pargas et. al., [22] used GA for automatically generating test data using Branch Testing. But their research was restricted to the small programs. McMinn [20] and Harman [10] applied GA on larger programs, validating its efficiency over other Meta Heuristic algorithms. Ahmed and Hermadi [5] used control flow graph information for identifying the paths to be traversed and generated test data for such paths using GA. But, for programs that have loops or infeasible paths, path oriented test data generator was inefficient. However, data flow coverage approach has not got the same attention because of its difficulties to find test cases around data flow dependencies of a program [28] . GA is mostly preferred in data flow testing techniques [1] [2] [17] [18] [24] , butGA has chances of obtaining local optima in the search space solution and the slow convergence rate. To overcome the demerits of GA, Kennedy and Eberhart [12] proposed PSO.
PSO and PSO variants have also been applied for test data generation. Windisch [3] , Mao [7] and Jiang [25] applied PSO for test data generation according to branch adequacy criteria and their research shows that PSO works efficiently compared to GA. Agarwal et. al., [14] applied binary PSO for generating test data based on branch coverage adequacy criteria.
Nayak and Mahapatra [21] applied PSO for data flow coverage adequacy criteria but their fitness function does not rank the test cases as their fitness function assigns same fitness value to all the test cases that cover the same number of def-use paths and a fitness value of 0 to all the test cases that does not cover any def-use path or cover a partial path. Hence their fitness function was not efficient for guiding the search.
Varshney and Mehrotra [27] have proposed a PSO-based technique to generate test data for data-flow dependencies of a program using dominance concepts and branch distance. The proposed approached improved their fitness function by including weight of a branch while calculating branch distance thereby taking into account the nesting level and complexity of a branch. This provides a more robust fitness value.
In the proposed approached, an adaptive PSO algorithm guided by a novel fitness function is proposed to generate test data using data flow coverage criteria. The fitness function's design based on dominance relations between nodes of a program's control flow graph with branch distance and branch weight. In proposed adaptive PSO, inertia weight is adjusted according to the fitness function value; higher fitness values support exploitation (increasing the value of w) and lower fitness values support exploration (decreasing value of w). Experimental and statistical analysis on benchmark programs and ERP modules were performed, and the results are promising and infer that the proposed adaptive PSO algorithm is more suitable to generate structural test cases as compared to Random, GA and PSO.
Background

Data Flow Analysis
Data flow testing uses the data flow information extracted from the analysis of the program under test with the help of its control flow graph. Rapps and Weyuker [23] were the first to explore coverage criteria based on the data flow relationships in programs. For the purpose of data flow analysis each variable of the program is defined either as a -definition‖ occurrence (def) or a‖ use‖ occurrence. When a value is associated with the variable it is called as the -definition‖ of a variable and when the value of the variable is referred it is knows as use of the variable. The usage of a variable can be further subcategorized as a computational use (c-use) or a predicate use (p-use). If the value of the variable is used in a conditional statement like if, when etc., to decide whether a predicate is true or not for selecting execution paths, the occurrence is called a predicate use, otherwise, the occurrence is called a computational use. Figure 1 and Figure 2 shows the example program and control flow graph (CFG) of example program. Table 1 provides definition and use nodes for each variable in the example program. Table 2 provides the list of all def-use paths for the example program.
Dominator Tree
In a CFG, node a is said to dominate node b if every path from start node (source) to b contains a. where each node's children are the nodes it immediately dominates. This forms a dominator tree [16] . Dominator tree (DomT), denoted as DomT(G), for a program is constructed using the CFG of the program.Dom(b) contains every node a that dominates b. For x, y ∈Dom(b), either x ∈ Dom(y) or y ∈ Dom(x). By definition, for any node b, b ∈Dom(b).
For the CFG given in Figure 2 , the dominator tree DomT (G) is shown in Figure 3 . As an example, Dom(10) = {1, 2, 7,8,9,10}. 
Particle Swarm Optimization
In 1995, Kennedy and Eberhart introduced the Particle Swarm Optimization algorithm based on the social and cognitive behaviour of different swarms [12] . Their algorithm was inspired by how the different members of a swarm are poised to achieve the best, or say optimal, food locations. PSO is useful to solve many continuous space problems in the field of Computer Science and Engineering. A Flock of birds, herd of animals or a school of fishes are all living examples of PSO. Unlike GA, PSO aims at optimizing each member of the swarm (called particle) to attain the most optimized results using their own experience and the experience of other members of the swarm. Every particle keeps the . Position of p th -particle in the d-dimensional space is denoted as X p = (X p1 , X p2 , X p3 ,...X pd ). As every particle moves, a velocity vector is associated with it denoted as V p = (V p1 , V p2 , V p3 ,...V pd ) at different positions in d-dimensional space. Now pbest and gbest of the p-particle is denoted as pbest p and gbest p . The velocity and position of the p-particle can then be updated using the following equations:
Where, c 1 and c 2 are positive learning constants called cognitive and social scaling parameters, chosen in away such that their sum never exceeds 4, and r 1 and r 2 are the random numbers uniformly distributed in (0,1). w is the inertia weight which controls the impact of the previous history on the new velocity. The position and velocity of each particle are updated until an optimal solution is obtained.
Adaptive Particle Swarm Optimization
Various PSO based test data generation strategies have been proposed in the literature [3] [7] [27] .PSO has an advantage of having a fast converge rate but has a drawback that it can easily get trapped in local minima and require a higher number of function evaluations [8] [11] . To improve this weakness many variants of PSO have been proposed [8] [11] [30] but it is found that achieving both the simultaneously goals is very difficult. To achieve both the goals, an adaptive PSO is developed [31] .
In the PSO algorithm, inertia weight plays a vital role in providing a balance between the global and local search. Large value of inertia weight facilitates exploration (global search) and a small value facilitates exploitation (local search) of the input search space for the optimal solution. Many researchers proposed the different inertia weight strategies. They can be categorised as constant, random, time varying and adaptive inertia weight strategies [4] . In constant inertia weight strategies, large value of inertia weight facilitates global search and a small value facilitate local search. Random inertia weight strategies increase the convergence of PSO in early stage of the algorithm. In time varying inertia weight strategies, the inertia weight is defined as a function of time. But all these strategies have the weakness of premature convergence to the local minimum. To overcome the weakness, adaptive inertia weight strategies have been proposed. It is used to improve the searching capability and to maintain the diversity of the population by adjusting the inertia weight.
In this study, fitness value of particles is used to adjust the inertia weight. Ratio 'α', of the particle's fitness to the average fitness of the swarm is calculated as shown in eq. 3 and 4 below:
Where f i =fitness of i th particle and n is the number of particles in the swarm.
ismore than 1 for individuals whose current fitness is more than the average fitness of the swarm. Performance of these particles is better and they are closer to the optimal solution. So, a smaller inertia weight should be used and calculated by eq. 5.
is less than 1 for poor individuals i.e., when the particle's fitness is less than the average fitness of the swarm. Increasing inertia weight can strengthen the particle's search capability and enables it to jump out of local minimum. So, a higher inertia weight should be used and calculated by eq. 6.
Where X is a constant. The experimental results show that at X=1.4 particle convergence rate is better [7] .
Proposed Approach
Adaptive PSO based Test Data Generation
The framework of automatic test data generation is mainly consists of two phases i.e., test environment construction and adaptive particle swan optimization algorithm. The first phase of this framework is the test environment construction. In this phase we perform the following:
 Static analysis on program under test (PUT)  Construct fitness function,  Instrument the PUT  Extract the def-use paths and dom paths.
In the APSO phase, initialization of the population and updation of the particle position and velocity is performed. It leads the particle to evolve into the next population and converge towards the target solution. Details are given in Section 4.
The proposed adaptive PSO-based test data generation frameworkaccepts the CFG of the program, the dominator tree of the program, list of def-use paths and killing nodes if any, number of input variables, and the range of each input variable as input. Other inputs are the PSO parameters: population size, acceleration parameters and maximum velocity. The output is an optimal test suite and a list of def-use paths marked as covered or uncovered, if any. A tool is developed in C programming language for automated instrumentation of programs (CFG), and generation of the program def-use paths and the dom paths [26] . This tool is also used to remove the infeasible paths, if any. Details steps of the proposed approach are as follows:
Figure 4. Proposed APSO Based Test Data Generation Framework
Step-1 Initialize the population of particle position and velocity randomly.
Step-2 Compute fitness, average fitness and value of for all the particle of the population using eqn. no. 3 and 4.
Step-3 Identify pbest and gbest position of the current particles and save them.
Step-4 Update inertia weight w according to the value of using eq. 5 and 6.
Step-5 Update position of the particle using the eq. 1 and 2.
Step-6 Compare fitness of each particle with that of pbest and if the current particle fitness is better, the fitness and position of the current particle is saved.
Step-7Compare fitness of each particle with that of gbest and if the current particle fitness is better the fitness and position of the current particle is saved.
Step-8 Stop the algorithm if the termination condition is reached. Otherwise repeat step 2 to 7.
Fitness Function
Fitness function is significant in finding the optimal solution in search based test data generation as fitness information is used to direct the search process. The performance of the particle in a PSO is judged on the basis of the fitness function. Every particle's fitness value is compared to every other particle's fitness value in order to calculate the optimal solution.
In the proposed work, test data generation is taken up as a fitness maximization problem. Data flow testing coverage criteria is selected to derive the fitness function. Def- use paths of a program are the combination of use node and definition node. Def-use paths does not have concrete path between the nodes in control flow graph, and thus represents a node-node fitness function [29] . This implies that the first objective to reach is the definition node and then the use node, without specifying a path through the control flow graph. There should not be any killing node between the definition node and the usenode. The fitness function proposed by Varshney and Mehrotra [27] is improved by including branch weight to evaluate test data for data flow coverage criteria. The improved fitness function takes into account the difficulty of branch predicates, thereby assigning better fitness value to test data.
In the proposed work test cases are consider as input to the PUT, and make a record of covered nodes after execution of PUT. If a test case covers all the nodes of the dominance paths of the two objectives for the selected def-use path (dcu-path or dpu-path), the fitness value is 1. However, if only a partial aim is covered, the higher the number of nodes covered of the dominance path of the missed objective, the better is the fitness of the input test case. In such a case, branch distance and branch weight is also calculated. If a killing node is traversed between the source definition node and the target use node, a fitness value of 0 is assigned to the test case and it is discarded. node respectively using eq.9‖.
 wbd i (d, t i ),wbd i (m 1 , t i ) and wbd i (m 2 , t i ) : -branch weight for the definition node and the p-use node respectively using eq.9‖.
The target is covered if the fitness value of t i is 1.
Branch distance and branch weight are also used if only partial aim is achieved. Branch distance and branch weight are calculated using eq. 10 and 15.Weight branch distance wbd(x, t i ), where x is the target node and t i (i=1...p) is a member of the current population (test case) is calculated (for fitness maximization) as follows: {
Branch Distance Computation
Branch distance of a node is calculated by eq. 10.
Where, approach level is the closest point of a given execution to the target point [15] . If the target node is not executed, branch distance is calculated at the node, where control flow deviated on the basis of values of the variables and constants involved in predicates used at that node [20] . If the predicate holds true branch distance is set to 0, otherwise k, where k refers to the penalty factor for deviating from its expected path to the real executed path. The value of the branch distance is normalized between range 0 and 1 using normalized function v. To compute branch distance for single and multiple predicates having logical and arithmetic expressions Table 3 is used as below: 
*K is a failure constant that is added to branch distance if predicate is false
Branch Weight Computation
Branch weight plays major role in calculating fitness function in the proposed study. In order to drive the efficient fitness function of a particle, it is required that a branch is assigned weight based on the reachable difficulty of the branch in execution. Branch weight is directly proportional to nesting weight and predicate weight [7] .
It is difficult to reach the branch having deep nesting level. For branch i (bh i ) (1<=i<=z) nesting weight of the branch can be calculated as below:
Where, w nest is the weight of i th nested branch, nest i is the i th nesting level, and nest max is the max nesting level.
Nesting weight can be normalized by using eq 12.
The predicate conditions are also accountable for satisfying the difficulty level. There could be many predicate conditions in a program, which will have different difficulties in satisfying it. The predicate condition ‗ ' will be more difficult to satisfy as compared to ‗>' '<' or ‗! '. Table 4 depicts the reference weights for different predicate conditions. For each predicate ofbhi (1<=i<=z), the associated corresponding weight w i can be calculated as the joint sum of w' nest (bh i ) and w' pd (bh i ). (15) Where β is the adjustment coefficient and it is set to 0.5 for the experiment. The 5 th and 7 th branches are taken from the example program for detailed analysis. (bh5Real Roots)(bh7Equal Roots)
Nesting level of bh5 denoted in code is 4. The maximum nesting level in code is 5, therefore the nesting weight of bh5 is 4/5. Let's discuss predicate weight of bh5, predicate of bh5 is (d<0) whose weight according to reference table is 0.6. If statement in the fifth branch is to be executed, both predicate in bh5 and the predicates in its bypass branches (i.e., bh1, bh3, bh4) must be considered. 
Result and Discussion
Experimental Setup
To validate the proposed APSO based test data generation approach, experimental analysis is performed on some widely used benchmark programs [2, 7, 25, 27] and four modules of KIET ERP system details of these benchmark programs and ERP modules are shown in the Table 6 and 7. The parameters tuning of these four algorithms in our experiments are shown in Table 8 .
Performance Evaluation Parameter
To compare the efficiency and the effectiveness of proposed APSO with PSO, GA and random search, the following performance evaluation parameter is defined.
 Average number of generations:
It is the average of evolutionary generations for achieving the 100% data flow paths  coverage. The termination criterion for each experiment is either 100% def-use coverage or 10 3 generations, whichever occurs first.  Average percentage coverage achieved: It is the average of data flow paths coverage of all test input in each experiments.  Average success rate: It is the probability of achieving 100% data-flow path coverage for each run. 
Research Questions
For this study, we aim to answer the following research questions:
RQ1: How effective is the proposed adaptive PSO-based approachin terms of generating an optimal test suite and reducing the number of generations to achieve 100% data-flow coverage of a program?
RQ2: Does the inclusion of branch weight in the fitness function improve the performance of the proposed adaptive PSO-based approach?
RQ3: Does the calculation of inertia weight according to the fitness of particles improve the performance of the proposed adaptive PSO-based approach?
Results
This sub section describes the results of proposed APSO based test data generation based on performance evaluation parameters as explained above. To assess the performance of Proposed approach ten benchmark programs and ERP modules are considered. The proposed approach is implements in C language on a core i3 processor with 2 GB RAM using window operating system. For every program each algorithm runs 1000 times individually to check the effectiveness of proposed approach. The proposed adaptive PSO-based approach is compared with PSO proposed by Varshney and Mehrotra, GA and random search. The overall experimental results for the APSO, PSO, GA and Random with respect to 10 benchmark programs on population size 10 are shown in Table 9 , 10 and 11. 
Experiment on ERP Module
For the further verification of the effectiveness of proposed APSO approach we select four modules of KIET ERP System. These modules contain many conditions and loops. The details description of these modules is shown in Table 8 . The first column of the table indicate the name of the module and the other column indicates the LOC, number of variables, DU-paths and the number of generation. To compare the proposed APSO approach to PSO-based, GA-based and Random test data generation approach on these four module some parameter setting is changed. The maximum number of generation is set to 10 5 , population size is set to 100. In the experiment the average number of generation and average coverage is recorded. The results are shown in the Table 12 and 13. 
Figure 7. Box Graphs for Average Generation on Benchmarks Program
The experimental results shows that proposed APSO approach takes less number of generations and achieved higher average coverage as compare to PSO-based, GA-based and random test data generation approach. On the basis of experiment results we can conclude that proposed APSO based test data generation approach is more suitable for more complex program also as compared to PSO-based, GA-based and random test data generation approach. 
Discussion
Experimental results as presented above in Tables 9-11 and Figures 5-7 are discussed in this section with respect to the research questions that were formulated for this study.
RQ1:
How effective is the proposed adaptive PSO-based approach in generating an optimal test suite and reducing the number of generations to achieve 100% data-flow coverage of a program?
The experimental results of four algorithms are shown in Tables 9 and Figures 5 . It can be seen that the proposed adaptive PSO-based approach, PSO and GA guided by the new fitness function, achieved 100% data-flow coverage for all the programs and for all population sizes considered.
For each program, infeasible def-use paths (if any) were eliminated by careful analysis of the program. This resulted in a full data-flow coverage. However, the proposed adaptive PSO-based approach outperformed PSO and GA with respect to the convergence speed in all the cases.
Random search did not achieve 100% data-flow coverage for smaller population size and for more complex programs such as ‗Triangle Classifier' ‗Quadratic Equation' ‗Next Date' and ‗Day of the Calendar'. This has resulted in high average number of generations as then the algorithm terminates only after 10 3 generations. From the experimental results in Table 9 , it can be seen that random search achieved full data-flow coverage only for Programs 7, 8, 9 and 10 but with significantly higher number of generations as compared to the proposedadaptive PSO-based approach.
The proposed adaptive PSO-based approach achieved 100% data-flow coverage in least number of generations as compared to other algorithms for all the subject programs and for all population sizes that are considered. The mean number of generations is reported over 100 experiments for each subject program. The proposed algorithm performed significantly better for more complex programs such as ‗Triangle Classifier' ‗Quadratic Equation' and ‗Next Date'. The mean number of generations decreased as the population size increased as a consequence of a wider search space.
The performance of random search is worst for the measure mean number of generations for smaller population sizes and for more complex programs such as ‗Triangle Classifier' ‗Quadratic Equation' ‗Average Marks' and ‗Next Date' programs. random search achieved full data-flow coverage only for Programs 7 and 8 but with significantly higher number of generations.
From the experimental results as presented in Tables 9-11 and Figures 5-8 , it can be seen that the proposed adaptive PSO-based approach achieved full data-flow coverage with least number of generations for all the subject programs and population sizes considered as compared to other algorithms. The performance of random search is worst with respect to the measures collected as already discussed before. There is an increasing performance gap between random search and the other evolutionary algorithms applied in this study for increasingly complex programs.
The adaptive inertia weight has improved the searching capability of the PSO algorithm resulting in promising solutions with faster convergence rate. It can therefore be claimed that the adaptive inertia weight is effective in improving the performance of the proposed algorithm. 
Statistical Analysis of Proposed Approach
The proposed adaptive PSO-based approach is not significantly different than the PSO-based, GA-based and random test data generation approach with respect to average number of generations?
The proposed adaptive PSO-based approach is not significantly different than the PSO-based, GA-based and random test data generation approach with respect to average coverage?
The proposed adaptive PSO-based approach is not significantly different than the PSO-based, GA-based and random test data generation approach with respect to success rate?
The results of ANOVA Test are shown in Tables 14, 15 and 16 below. For null hypothesis H 2 , the p-values of proposed APSO Vs GA and APSO Vs Random are less than 0.05 for six benchmark programs. While the p-values of proposed APSO Vs PSO in program no. 1, 2, 3, and 4 is less than 0.05 and for program no 5 and 6 the p-value is grater then 0.05.so we can say that they have no significant difference. But most of the programs proposed APSO is significantly better the PSO, GA and Random to achieve average coverage for test data generation.
For null hypothesis H 3 , the p-values of proposed APSO Vs GA and APSO Vs Random are less than 0.05 for six benchmark programs and difference is significant. While comparing proposed APSO with PSO it is less or equal in all the programs. But the difference in program no 5 and 6 is not significant. So we can conclude the proposed APSO significantly better the PSO, GA and Random to achieve higher success rate for test data generation.
The box graph is also plotted in Figure 7 to compare the distribution of Avg. Number of generation over 100 trials or six complex benchmark program It can be observed for the graphs that the median value of mean number of generations (in100 trials) for the proposed adaptive PSO-based approach is always less than the corresponding values for PSO based, GA-based and random test data generation approach. Also, the interval between the first and third quartile of mean number of generations for the proposed adaptive PSO-based approach is always the shortest according to the statistical results. The difference between the first quartiles of all the approaches is quite conspicuous. The same is true for the difference between the third quartiles of all the approaches.
According to the above statistical analysis, we can conclude that the proposed adaptive PSO-based approach is significantly different and has stronger ability to generate test data with higher data-flow coverage as compared to PSO based, GA-based and random approaches.
The experimental results shows that proposed APSO approach takes less number of generations and achieved higher average coverage as compare to PSO-based, GA-based and random test data generation approach. On the basis of experiment results we can conclude that proposed APSO based test data generation approach is more suitable for more complex program also as compared to PSO-based, GA-based and random test data generation approach.
Threats to Validity and Limitations
For the proposed algorithm, threats to internal validity rise from the choice of parameters such as population size, acceleration constants and maximum velocity. Inertia weight is adaptively changed in the proposed algorithm according to the fitness of the particles. To evaluate the performance of the proposed algorithm, the measures considered are the total number of generations, and percentage coverage achieved; other measures such as total number of fitness evaluations and average search time may also be used. The main external threat to validity is that the chosen subject programs have only scalar inputs.
However, the proposed algorithm has been tested on benchmark programs as well as real programs. The proposed algorithm should therefore be able to handle programs with real inputs. The claim is, however, a matter of further investigation.
Conclusion
Automated test data generation has been the focus of the researchers in the field of search based software testing. Meta-heuristic optimization search techniques such as GA have been applied to automate test data generation task for path coverage and branch coverage. Data-flow coverage, however, has not received much attention. In this paper, our main work is to generate test data for data-flow coverage by applying an adaptive PSO-based technique which utilizes the fitness function, based on branch distance and branch weight.
Experiments have been carried out to evaluate and compare the performance of the proposed adaptive PSO-based algorithm with random search, GA and PSO for data-flow coverage. The experimental results showed that the proposed adaptive PSO-based approach outperformed random search, GA and PSO for data-flow coverage for all the subject programs with respect to the measures collected. In future, we intend to perform the study on more real and industrial programs.
