I. INTRODUCTION
Fair scheduling is of critical importance to provide quality of service (QoS) guarantee in integrated service networks. In the case of wireline networks, several proposals have appeared in the literature addressing the problem of fair bandwidth allocation on shared links. The common goal of these algorithms is to serve the packets arriving at a server in an order that is as close to the Generalized Processor Sharing (GPS) discipline [1] as possible. These algorithms assume that channels are error-free, and that all users achieve the same channel capacity. Such assumptions are no longer applicable in a wireless environment, due to bursty and location-dependent channel errors. In addition, in wireless ad hoc networks, the control of the network must be distributed among the various nodes, each of which has only local knowledge of the network status.
Recently, some solutions to fair scheduling for wireless ad hoc networks have been presented [2] , [3] , [4] , [5] , [6] . Our work differs from previous scheduling algorithms in the following aspects.
• Most existing works either assume an error-free channel, or that channel conditions can be predicted with high accuracy, without taking into account the interactions between the flows due to interference. For example, a flow f 1 may experience a bad or a good channel depending on whether flow f 2 is actively transmitting or not. Thus, in a network dominated by co-channel interference, the channel conditions experienced by a flow depend on the scheduling algorithm.
• Often it is assumed that only one transmission can take place within a geographical area.
• In most works power expenditure is not considered, in spite of the fact that wireless nodes rely on limited battery power and power-efficient algorithms are highly desirable.
• In order to compensate a lagging flow (i.e., a flow that is behind its bandwidth share), most algorithms equally penalize the leading flows (i.e., the flows that are ahead of their bandwidth share). In other words, they attempt at giving each flow exactly its bandwidth share. This is not an efficient solution, as shown later in the paper.
• There is a conflict between maximizing network throughput and achieving fairness. Our algorithm allows us to easily trade-off between these two objectives. The paper is organized as follows. We introduce our system model in Section II. In Section III we present the details of the proposed distributed fair scheduling framework and we show that long term fairness is guaranteed. Section IV presents some simulation results; finally, some conclusions are drawn in Section V.
II. SYSTEM MODEL
For the sake of simplicity, we describe our framework in a single-hop environment where a pair of nodes, the transmitter and receiver, are associated with only one flow. However, it can be shown that the framework can be extended to a multihop environment, where a node may be involved in several flows (omitted due to the lack of space).
We define P t k as the transmit power used by the transmitter of flow f k . Every transmitter causes interference to any receivers; the amount of interference depends on the node's transmit power and on the signal attenuation experienced over the wireless channel.
Most existing works in fair scheduling and MAC protocols use the collision reception model. In this model, if two packet transmissions happen at the same time and they are within the range of each other, both packets are destroyed. This reception model allows for a simple protocol design, however it also results in poor channel utilization. Here, we consider a CDMA-based system, which allows for an efficient channel utilization by assigning different codes to the existing traffic flows and using multi-user detection techniques.
We assume that a generic flow f i requires a service rate equal to R i , which determines the minimum required Signalto-Interference-plus-Noise-Ratio (SINR), γ i . For example, if the Shannon capacity is used, we have:
where W is the bandwidth of the system. Transmission of flow f i is successful if the corresponding SINR at the receiver is equal to or greater than the threshold γ i ,
where q ki is the signal attenuation due to propagation from the transmitter of f k to the receiver of f i , σ 2 n is the noise power, and L is the processing gain.
Then, let us consider a set of r backlogged flows, denoted by F, and assume that the generic flow f i has a bandwidth share of φ i . Ideally, the goal of fair scheduling is,
where N i (t) is the total number of packets belonging to flow f i successfully transmitted in the time interval [0, t]. We define 
III. DISTRIBUTED JOINT FAIR SCHEDULING AND POWER CONTROL
In this section, first we briefly present the unicast version of the Distributed Joint Scheduling and Power Control (DJSPC) algorithm, that was proposed for multicast traffic in [7] . However, since DJSPC does not provide fairness, we introduce a fair scheduling scheme and propose a framework providing both fair scheduling and power control.
A. Joint Scheduling & Power Control w/o Fairness
Let us for now leave the fairness issue aside and focus on power control -a critical aspect in wireless ad hoc systems.
Given the set of traffic flows in the network, we re-write the SINR constraint in (1) as
where
T . Ideally, we would like the total power expenditure to be minimized and all flows in F to meet (3), i.e.,
P : minimize
] is the vector of maximum allowed transmit power. Unfortunately in many cases (4) is not feasible; in these situations some flows should not be allowed to transmit. In [7] , we proposed the DJSPC algorithm for multicast traffic, which enables the candidate flows to independently determine which flow is admissible and the associated transmit power so as to minimize the total power expenditure. The DJSPC algorithm is based on an iterative procedure that aims at maximizing the number of admitted flows; it has been shown that the performance of the DJSPC algorithm is close to that of the best known centralized heuristic algorithm [7] .
We now briefly describe how the unicast version of DJSPC works. At the beginning, every connection is assumed to be admissible. At the n+1-th iteration, the receiver of f i estimates SIN R i (n + 1) and sends this value to the transmitter. The algorithm performed at the transmitter of flow f i is as follows:
, mark f i as non-admissible and set P t i (n + 1) = 0 (b) Otherwise, mark f i as admissible and set
Thus, a flow has zero transmit power if it is not admitted; while, in the case of an admitted flow, the transmitter communicates with the receiver using the computed value of transmit power.
B. Fairness Issues
It is easy to see that the DJSPC algorithm is not fair; indeed, if the network topology remains constant and the channel noise is dominated by interference, some flows always get admitted while others never have chance to transmit. In order to provide fairness, we introduce a flow's probability to participate in the DJSPC procedure; this probability shall depend on the flow transmission status as well as on the other flows' status. We highlight that a fundamental conflict between maximizing network throughput and achieving fairness exists. This can be seen in the simple example shown in Fig. 1 . When f 2 has zero bandwidth share, the network can achieve full capacity of 2C, but if f 2 's share is positive the system capacity is less than 2C. Then, assuming that there is a central scheduler that has full information about the flows' status, how should we compensate the lagging flows? Consider the example shown in Fig. 2 . f 1 and f 3 are leading flows while f 2 is a lagging flow. f 3 interferes with f 2 but f 1 has only weak interference on f 2 . Most existing works equally penalize the leading flows f 1 and f 3 . However, by using the SINR reception model, we can increase the network throughput by penalizing f 3 more than f 1 , since f 1 produces little interference on f 2 , and penalizing f 1 does not significantly help f 2 . This suggests that in wireless ad hoc networks we should not attempt to achieve absolute fairness as in the GPS discipline; indeed, traffic flows can achieve higher throughput if we allow some disparity in their bandwidth allocation.
Based on the above observation, we proceed as follows. We divide time into rounds. We assume that at the beginning of each round the flows adjust their probability to participate in the DJSPC procedure according to the obtained flows information. Denote with p i (t) the probability that flow f i participates in round t. We obtain p i (t + 1) as
where: β ≥ 0 is a design parameter; ε is a small positive value that prevents p i (t + 1) from being zero for all flows; g(·) is a penalty function s.t.: (i) it is non-decreasing, (ii)
Here are some remarks on (5).
• If β is zero, p i (t) is constant and no fairness is provided.
• If f i is a leading flow, i.e., M i (t)/φ i is large, the summation is negative and p i (t + 1) decreases; the opposite is true in the case of a lagging flow.
• Various penalty functions can be used to achieve different fairness performance. Examples of penalty functions are the following:
Note that, with respect to g 1 (x), g 2 (x) penalizes the leading flows more, thus yielding better fairness performance. g 3 (x) does not penalize leading flows at all up to a certain extent, while it introduces a huge penalty if a given threshold is exceeded. Thus, depending on the chosen penalty function, different levels of fairness, as well as trades-off between fairness and throughput, can be found.
• Recall that q ki is the signal attenuation between the transmitter of f k and the receiver of
, large values of q ki result into significant increases in p i (t + 1). If q ki = 0, f k 's transmission status has no direct influence on f i 's scheduling, though it might still influence f i through intermediate flows whose interference on f i is non-zero.
C. Our Framework
We propose a distributed framework that combines fair scheduling and medium access control. The framework consists of a fairness admission phase and a MAC phase. The fairness admission phase takes care of fairness, and the MAC phase determines which flows will be actually admitted. In this study, the DJSPC algorithm is applied in the MAC phase, thus the transmit power of the admitted flows is also determined.
In the following we present the assumptions that we made while developing our scheme. Then, we describe the proposed framework and prove that it guarantees long term fairness. Finally, we make some remarks on the presented framework.
Assumptions
• We assume that there are two channels in the network: the data and the control channel. The propagation properties of the two channels are the same; they can be implemented through a Time Division Multiplexing (TDM) technique so that each node requires only one radio interface. The data channel is used for normal data transmission.
• On the data channel, the CDMA code of the intended receiver is used for packet transmission. In the control channel, a common CDMA code is employed. by at least σ (larger σs reduce collisions in the control channel). When it accesses the control channel, it sends the following information: its own ID and CDMA code, the flow ID i, the receiver's ID, M i (t), φ i , as well as the transmit power it is using (P i ).
• The receiver of flow f i listens to the control channel constantly. When it receives a packet from the transmitter of f k , it estimates the received power P r and updates the attenuation factor q ki to the value P r /P k . Whenever a packet from a new flow is received or q ki changes significantly, the receiver sends to the transmitter of f i the propagation information and its CDMA code. This can be done using the control channel or the ACKs sent to the transmitter on the data channel. 
An update is also performed whenever the node acquires fresh information from the received ACKs on the data channel. Note that the transmitter of f i has always an updated status of its own flow.
Framework Description
Consider that time is divided into rounds and each round is divided into a fixed number of slots, as shown in Fig. 3 . At the begin of round t + 1, the transmitter of the generic flow f i evaluates its probability to participate in the MAC phase, p i (t + 1). To do so, it substitutes M d k (t) and q ki in (5). Then, with probability 1 − p i (t + 1) the sender of f i does not participate in round t + 1 and remains idle until the next round; with probability p i (t + 1) it participates and enters the MAC phase. If f i is admitted by the MAC protocol, the sender increments its bandwidth allocation as follows:
The procedure is summarized in Fig. 4 .
Note that not all flows participating in the MAC phase are admitted to transmit. When the DJSPC algorithm is adopted, the MAC aims at admitting the maximum number of flows that can be successfully transmitted and tries to minimize the total transmit power. Now, assume β > 0. As long as the MAC protocol admits at least one flow with non-zero probability, we can show that the fair scheduling framework discussed in this paper is long term fair. Let us define M k (t)
as the normalized bandwidth allocation, and
as the delayed version of M k (t). We can prove the following theorem. MAC protocol admits at least one participating flow with nonzero probability; 2) the network is fully connected; 3) at the beginning, M k (0) = 0 for every flow k ∈ F (this is only necessary for a tighter bound on fairness); 4) flows receive other flows' status updates (via the control channel) in finite time, i.e.,
Then the proposed fair scheduling framework is long term fair, i.e.,
Proof: See the appendix.
Remarks (i)
The fair scheduling framework is fully distributed. A generic flow f i needs to keep track only of the status of nearby flows. Indeed, as is clear from (5), the transmitter of f i is only concerned with the flows for which q ki > 0. (ii) The local flow status may not be always updated due to collisions on the control channel. For example, if the last time f k successfully transmitted a packet on the control channel was τ rounds ago, the other transmitters' local information about f k is:
. However, the update delay is usually small compared to the time period during which a certain level of fairness has to be maintained. In addition, higher fairness is achieved when the flow status update is delayed. This seems to be counter-intuitive, but from (5) it can be seen that the delayed update of flow status leads to a lower p i (t); it follows that the flows will be less persistent and higher fairness can be achieved. The drawback is that the update delay may have a negative impact on the network throughput. We highlight that when we use the DJSPC algorithm alone under the considered network scenario, only five flows are actually admitted, while the other five are never admitted due to interference.
We study the performance of the proposed framework by using the following metrics,
Note that the smaller M std (t), the higher the achieved fairness, while M max (t) and M sum (t) account, respectively, for the maximum flow throughput and the total system throughput.
The first set of results (see Figs. 5-6) is derived assuming that the flow transmitters have updated status information about all flows. Fig. 5 shows M std (t) for different βs. For β = 0, no fairness is provided and only a fixed subset of flows are admitted, thus M std (t) increases linearly. For larger βs, higher fairness is obtained. Indeed, when β > 0, all curves eventually flatten out, which confirms Theorem 1 (this is even more evident in Fig. 7 ). Fig. 6 shows M sum (1000), i.e., the total system throughput from round 0 to 1000, versus β. By looking at Figs. 5 and 6, it is clear that a tradeoff between throughput and fairness exists.
In Fig. 7 , we compare M std (t) in the case where the transmitters have updated status information about all flows, against the case where they have delayed status information about the other flows. In the latter case, we assume that only the flows, whose bandwidth allocation has increased by σ = 1, attempt to broadcast their status on the control channel, and, in every round, only one of the competing flows successfully broadcasts its status with probability 0.3. With probability 0.7 no packet carrying flow status goes through, due to collisions. section. The plot also shows that long term fairness is obtained, indeed M std (t)/M max (t) approaches zero as t increases. We would like to mention that the delayed update of the flows status has minor impact on system throughput (not shown here due to the lack of space).
We now consider the three different penalty functions reported in (6) . The obtained results are shown in Fig. 8 . As expected, different fairness performances are achieved. With g 1 (x), i.e., the linear penalty function, we obtain the least fairness level. While, using g 2 (x) and g 3 (x) (with x 0 = 40), M std (t)/M max (t) goes to zero very quickly, suggesting that higher fairness is achieved. Therefore, we can obtain different fairness performance by varying the parameter β and/or the type of penalty function that is used. 
V. CONCLUSIONS
In this paper we proposed a distributed framework for wireless ad hoc networks, which combines fair scheduling and medium access control. The framework consists of two phases: a fairness admission phase followed by a MAC phase. It is shown by analysis that under the proposed framework long term fairness is guaranteed. When the DJSPC algorithm is used in the MAC phase, fairness, high throughput, and power efficiency are obtained. Furthermore, the proposed framework allows us to easily compromise between the need of maximizing throughput and providing fairness.
