We derive a closed form description of the convex hull of mixed-integer bilinear covering set with bounds on the integer variables. This convex hull description is completely determined by considering some orthogonal disjunctive sets defined in a certain way. Our description does not introduce any new variables. We also derive a linear time separation algorithm for finding the facet defining inequalities of this convex hull. We show the effectiveness of the new inequalities using some examples.
Introduction
Consider the following mixed-integer bilinear covering set with bounds on the integer variables.
x i y i ≥ r, x ≤ u , where r > 0 and u ∈ N n are given.
S U is a nonconvex set and even its continuous relaxation is nonconvex for n ≥ 2. These constraints appear in the nonlinear formulation of the trim-loss problem [3, 7] . In a trim-loss problem, we want to determine the best way to cut large rolls of raw materials into smaller pieces (or finals) using different patterns, so that the demand of finals is met. Let N = {1, . . . , n} be the index set that denotes the cutting patterns used, and F be the index set of different sizes of the finals that are to be cut. Let L be the size of each large roll and l j , j ∈ F be the lengths of the finals. The demands of the finals, say d j , j ∈ F are known. Let x ij be the number of final j cut according in the pattern i, i ∈ N, j ∈ F , and y i be the number of rolls cut with cutting pattern i, i ∈ N . Therefore, we have the following constraints.
significantly affecting the optimal value. When integrality of y can not be ignored then S U is a relaxation. Bounds on the variables x ij , i ∈ N, j ∈ F can be either given explicitly or be implicit from the knapsack constraints (2) . Let us consider a related set S = (x, y) ∈ Z n + × R n + :
n i=1 x i y i ≥ r , r > 0, i.e., the set S U without the upper bounds on the variable x. Tawarmalani et al. [15] developed a scheme to get a tighter convex relaxation using orthogonal disjunctive subsets for a class of sets including S. They applied the scheme to obtain the convex hull description of S (denoted as conv(S)) using facet defining inequalities. The description consists of countably infinite number of facet defining inequalities. But these facet defining inequalities of conv(S) are not sufficient to describe conv S U . This is shown by the following example:
min − x 1 + 10y 1 − 2x 2 + 12y 2 s.t. x 1 y 1 + x 2 y 2 ≥ 20,
Here, r = 20, n = 2, u = (5, 6). The point (x 1 , y 1 , x 2 , y 2 ) = (5, 4, 6, 0) is a global optimal solution with optimal value 23. But, if we solve the relaxation defined by the facet defining inequalities of conv(S) (which we describe later), along with the bound constraints on x, we get the solution ω = 5, 1, 6, 5 6 . As expected, ω is not feasible for S, and the objective value at this point is 3. The point ω ∈ conv(S) because this point is the mid point of the two points (10, 2, 0, 0) , 0, 0, 12, 5 3 ∈ S. Therefore, no facet defining inequality of conv(S) can cut off the point ω from conv S U . It will be shown later that the inequality 20 ≥ 1 is a valid inequality for S U which cuts off the point w. In fact we show that this inequality is a facet defining inequality for conv S U .
Optimizing a linear function over S U is a special case of nonconvex (global) optimization problems. These are known to be generally NP-Hard [14, 22] . In almost all the algorithms for global optimization, we take a convex relaxation of the feasible region and solve it over successively refined partitions of the domain of the variables [1, 9, 17, 18] . A tighter relaxation enables us to obtain tighter lower bounds on the problem and possibly converge faster in a branch and bound framework.
There are different ways to get a convex relaxation depending on the function in a constraint. A bilinear function is a particular case of quadratic functions, for which there are several ways to get convex relaxations. McCormick relaxation [4] , Reformulation Linearization Technique (RLT) [5, 6] , Semidefinte relaxation [10, 11, 25] , Lagrangian relaxation [24] etc. are mostly used relaxation strategies of bilinear functions. Among these, McCormick and RLT give linear relaxations. However, these relaxations are generally weak in dimensions more than two.
The above mentioned relaxation strategies were devloped for continuous variables. These strategies can still be applied to get a convex relaxation when some of the variables have integral restriction, but the relaxation is generally even weaker. Furthermore, they introduce new variables which naturally takes the problem to a higher dimensional space. In order to obtain better bounds, one needs to exploit problem specific structures, like we do here. For example, if f is a general quadratic function, and we consider the inequality f (x) ≥ r, r ∈ R, then almost all the relaxation strategies do not consider r. Tawarmalani et al. [15] gave an example where considering the right hand side parameter in a suitable way gives us a tight convex relaxation.
In this article, we derive the closed form description of the convex hull of the mixed-integer bilinear covering set S U . We note that, the orthogonal disjunctive technique of Tawarmalani et al. [15] is not directly applicable for the set S U to find conv S U . So, we relax the orthogonal subsets of S U in such a way that the result is applicable. Our work mainly addresses the following issues of the model of Tawarmalani et al. Their model has infinitely many facet defining inequalities and these inequalities along with the bound constraints gives us a weak relaxation of our set. We show that conv S U is a polyhedron. We derive both V-Polyhedron and H-Polyhedron description of conv S U . We provide separation algorithms to find a violated facet defining inequality for both the sets conv S U and conv(S). Our separation algorithm runs in linear time in the input size for both the cases. Lastly, we provide some computational results that show the effectiveness of our cuts.
Unless otherwise mentioned, we use the following notations throughout this article. For a given set A, we use cl(A) to denote the closure of A, conv(A) to denote the convex hull of A and 0 + (A) to denote the recession cone of A. R n + = [0, ∞) n = {x ∈ R n : x ≥ 0}. We use N to denote the set {1, 2, . . . , n}. For a point (x, y) ∈ R n + × R n + , we write (x, y) in the form (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ). We use L(i, x i , y i ) to denote the point (0, 0, . . . , x i , y i , . . . , 0, 0), i.e., x j = 0, y j = 0, ∀j ∈ N, j = i.
Convexification via Orthogonal Disjunction
We start by a general result derived by Tawarmalani et al. [15] for which some more notation is required. We will use the same notation as in [15] for convenience.
where J, K and L are some index sets. Let us also define the sets A t J , v K , w L and C t J , v K , w L as below:
To describe the results, we need to additionally define positively-homogeneous functions. Following definition is taken from Rockafellar (1970) [19] .
Definition 1 (Positively Homogeneous function). Let f : R n → [−∞, ∞] be a function. f is said to be a positively homogeneous function if, f (λx) = λf (x), ∀λ > 0.
For example, any linear function is positively homogeneous, f (x, y) = √ xy is also positively homogeneous.
The Convexification Theorem
.., n}. Now let us consider the following assumptions:
Using the above theorem, we can derive the convex hull for those sets which satisfy assumptions A1 -A4. Checking whether A1, A3 and A4 are satisfied by a given set is relatively easy. Verifying A2 might be difficult in practice. To overcome this difficulty, Tawarmalani [15] have used an alternative criterion called convex extension property which is more general than the assumption A2.
The Convex Extension Property
The convex extension property, as seen in [16] , plays an important role in the derivation of the convex hull description of a set Z using orthogonally restricted subsets of Z. The property is defined as follows.
Definition 2 (Convex Extension Property). Let Z be a set in R n and Z i ⊆ Z, i ∈ N . We say that the convex extension property holds for Z if it satisfies the following two properties.
(i) If z ∈ Z i , then z j = 0 for all j ∈ N, j = i.
(ii) If z ∈ Z, then z can be expressed as a sum of convex combination of some points χ i ∈ cl(conv(Z i )), i ∈ N and a conic combination of rays
where µ i ∈ R + , i ∈ N and λ i ∈ R + , i ∈ N with i∈N λ i = 1.
A collection of sets Z i , i ∈ N that satisfy condition (i) in Definition 2 are known as orthogonal sets. It is clear that if a set is defined as the union of orthogonal sets, then the convex extension property must hold. There are some other sets that are not defined as such, but still satisfy the property. For example, bilinear mixed-integer and pure-integer covering sets without variable bounds satisfy this property. The convex extension property is equivalent to the following criterion given in [15] .
Now, if we assume CE or CE-P instead of the assumption A2 in Theorem 1, we get [15] . Since in many cases we only need cl(conv(Z)), it is useful to consider CE or CE-P instead of the assumption A2.
3 On The Mixed-Integer Bilinear Covering Set S We start by revisiting the set S = (x, y) ∈ Z n + × R n + : n i=1 x i y i ≥ r , r > 0, and the facet defining inequalities of its convex hull. Then we derive a property of extreme points of conv(S) that we will later extend to conv S U .
The Convex Hull Description of S
Tawarmalani et al. [15] showed that the set S satisfies the assumptions A1, A3 and A4 of Theorem 1 and the convex extension property CE with respect to the orthogonal disjunctive subsets S i , i ∈ N , where,
Therefore, we can apply Theorem 1 to construct the description conv(S). For this, first, we have to find the description of conv (S i ). Note that the set S i is a two dimensional convex set as all variables other than x i and y i are fixed to zero. It can also be seen that the points on the curve, x i y i = r, which are of the form L i, k, r k , k ∈ N are the extreme points of conv (S i ). It is depicted in Figure 1 . Furthermore, the line passing through L i, k, gives a facet defining inequality for conv (S i ) for all k ∈ N, and x i ≥ 1 is the only remaining facet defining inequality. Therefore, the convex hull description conv(S i ) can be given as, 
We note that conv(S i ) has countably infinite number of extreme points and facet defining inequalities. Consequently, conv(S i ) is not a polyhedral set. We also note that the recession cone 0 + (conv(S i )) of conv (S i ) is the set (x, y) ∈ R n + × R n + : x j = 0, y j = 0, j ∈ N, j = i . All sets S i , i ∈ N are identical to each other except for relabeling of indices. Thus, the coefficients a k and b k , k ∈ N are identical for each conv (S i ) , i ∈ N . Therefore, finding the coefficients a k , b k , k ∈ N for conv (S 1 ) is sufficient to get all the facets of conv(S). The following collection of columns (M ) with countably infinite number of rows can be used to generate all the facets defining inequalities of conv(S).
Theorem 1 states that a facet defining inequality of conv(S) is constructed by adding n terms from the above matrix (M ) taking exactly one term from each column and constraining their sum to be greater than or equal to one. All the facet defining inequalities are constructed this way. It is also clear that conv(S) also has countably infinite number of facet defining inequalities, and the recession cone 0 + (conv(S)) is the entire non-negative orthant R n
Properties of The Extreme Points of conv(S)
Here we will derive a few properties of the extreme points of conv(S) that we use later. We first note that conv(S) is a closed set. This is because, if (x, y) / ∈ conv(S), there exists a facet defining inequality of conv(S) that strongly separates the point (x, y) from conv(S). Therefore, the point (x, y) can not be a limit point of conv(S), and consequently conv(S) is a closed set. Theorem 2. Let (x,ȳ) ∈ R n × R n be an extreme point of conv(S), where S is the mixed-integer bilinear covering set defined above. Then, there exists an index t ∈ N such thatx tȳt = r and x i = 0, y i = 0, ∀i ∈ N, i = t, i.e., exactly one pair of the components of (x,ȳ) is positive.
Proof. Since S is a mixed-integer set and (x,ȳ) is an extreme point of conv(S), thenx is an integral vector and (x,ȳ) lies on the surface n i=1 x i y i = r. If possible, let there exist two pairs of components of (x,ȳ) that are strictly greater than zero. Without loss of generality let (x 1 ,ȳ 1 ) and (x 2 ,ȳ 2 ) have all their components greater than zero. Also letx 1ȳ1 +x 2ȳ2 = α.
Without loss of generality let us assumex 1ȳ1 ≥ α 2 . We now consider the following two points with all non negative components,
and see that
and,x
Thus, x 1 ,
. . ,x n ,ȳ n lie in S and consequently in conv(S).
This shows that (x,ȳ) can not be an extreme point of conv(S). Therefore, our assumption must be wrong which proves thatx iȳi = 0 for all i ∈ N, i = t. We still have to show thatx i = 0 andȳ i = 0 simultaneously for all i ∈ N, i = t. Now letx tȳt = r. If possible, let there exist j ∈ N, j = t such thatȳ j > 0. Therefore, using the above arguments,x j = 0. Let > 0 be such thatȳ j − > 0. Then (x,ȳ) lies in the middle of two points (x,ȳ) 1 and (x,ȳ) 2 such that (x,ȳ) 1 and (x,ȳ) 2 have the same components as (x,ȳ) except the j th component of the variable y andȳ 1
is not an extreme point of conv(S), which is a contradiction.
Similarly, let there exist i ∈ N, i = t such thatx i > 0. Then from the first part of the proof, y i = 0. Therefore, (x,ȳ) lies in the middle of two points (x,ȳ) 1 and (x,ȳ) 2 such that (x,ȳ) 1 and (x,ȳ) 2 have the same components as (x,ȳ) except the i th component of the variable x, wherē
is not an extreme point of conv(S), which is again a contradiction.
Theorem 3. (x,ȳ) is an extreme point of conv(S) if and only if
Proof. If (x,ȳ) is an extreme point of conv(S), then it is an extreme point of conv(S i ) for some i ∈ N . This immediately follows from Theorem 2.
Conversely, let (x,ȳ) be an extreme point of conv(S i ) for some i ∈ N . Then,x j = 0,ȳ j = 0, ∀j ∈ N, j = i. If possible, let (x,ȳ) be expressed as a convex combination of two distinct points (x,ȳ) 1 and (x,ȳ) 2 in S. Since S ⊂ R n + × R n + , thenx t j = 0,ȳ t j = 0, ∀j ∈ N, j = i, t = 1, 2. This implies that (x,ȳ) 1 and (x,ȳ) 2 belong to S i . This is a contradiction to the fact that (x,ȳ) is an extreme point of conv(S i ). Therefore, (x,ȳ) must be an extreme point of conv(S).
It is clear from Theorem 3 that any point of the form L i, k, r k , k ∈ N is an extreme point of conv(S) and vice versa, for all i ∈ N .
4 On The Mixed-Integer Bilinear Covering Set S U In this section we obtain a description of the convex hull of S U defined in Section 1. We show that unlike conv(S), conv S U is a polyhedron. We derive the description of conv S U in both the ways -the V-Polyhedron description (i.e., in terms of the extreme points and the recession cone); and, the H-Polyhedron description (i.e., a linear inequality description). Proposition 1. The set conv S U is a polyhedron.
Proof. Since there is an upper bound u on the integer variable x, we have finitely many choices for x in S U . For each i ∈ N , we have u i + 1 different choices for x i . Since x = 0 is not a feasible choice for S U , therefore, the total number of different choices for x is n i=1 (u i + 1) − 1 = η (say). Let us denote them by x k , k = 1, . . . , η. Now, define the following sets:
Note that the set F k is constructed by fixing x = x k to the set S U . Therefore, F k is a polyhedron for each k = 1, . . . , η and, S U = η k=1 F k . Also note that the recession cone 0 + (F k ) of F k is the set {y : y ≥ 0} for all k = 1, . . . , η. Therefore, S U is a union of finite number of nonempty polyhedra with identical recession cones. So, from Corollary 4.44 in [12] , we have conv S U is a polyhedron.
The Extreme Points Description of conv S

U
Since conv S U is a polyhedron, it is closed and, therefore, it contains all its extreme points. Note that all the extreme points of the polyhedral set {(x, y) ∈ R n + × R n + : x ≤ u} have all components of the variable y equal to zero, none of them lie in S U . Therefore, all the extreme points of the set conv S U satisfy n i=1 x i y i = r. Let us consider a more general set W defined below:
where G is a given m × n rational matrix and h is a given n × 1 rational vector. By the same logic as in the proof of Proposition 1, the set conv(W ) is closed. We describe a property of the extreme points of conv(W ) like that in Theorem 2.
Theorem 4. Consider the set W defined above. Let (x,ȳ) be an extreme point of conv(W ). Then there exists an index t ∈ N such thatx tȳt = r andȳ i = 0 for all i ∈ N, i = t.
Proof. The proof is similar to the steps of the proof of Theorem 2. The only difference is that, since we have additional linear constraints on the variable x, the values of the variables x i , i ∈ N, i = t at an extreme point may not be zero.
Theorem 4 gives us an idea about the description of the extreme points of conv S U which we provide next.
Theorem 5. Let (x,ȳ) be an extreme point of conv S U . Then,x t = p t ,ȳ t = r pt for some t ∈ N , where p t ∈ {1, . . . , u t }, andx j ∈ {0, u j },ȳ j = 0, ∀j ∈ N, j = t, i.e., (x,ȳ) has the following form,
where p t ∈ {1, . . . , u t } for some t ∈ N,x j ∈ {0, u j }, ∀j ∈ N, j = t.
Proof. It is easy to verify that any point (x, y) such that x i = p, y i = r p , x j = 0, y j = 0 for all j ∈ N, j = i, where p ∈ {1, . . . , u i } is an extreme point of conv S U . From Theorem 4, we see that at any extreme point of conv S U only one component of the variable y is nonzero. Now, suppose (x,ȳ) is an extreme point of conv S U . Then (x,ȳ) ∈ S U . Also let the t th component of the variable y of (x,ȳ) be positive. Then from Theorem 4 we havex tȳt = r,x i ∈ N,x i ≤ u i , y j = 0, ∀j ∈ N, j = i.
We now show thatx j ∈ {0, u j } for ∀j = i. Ifx j ∈ (0, u j ), j ∈ N, j = i, thenȳ j = 0, and therefore, (x,ȳ) can be written as a convex combination of the two points (x,ȳ) 1 and (x,ȳ) 2 having the exact same components as (x,ȳ), except for the j th components of the variable x, and x 1 j = 0, x 2 j = u j . Multipliers 1 − λ and λ respectively provide the convex combination of (x,ȳ) 1 and (x,ȳ) 2 , where λ =x
. This is a contradiction to the supposition that (x,ȳ) is an extreme point of conv S U .
Moreover, ifx j ∈ {0, u j } for j = i, then we can not write (x,ȳ) as a convex combination of two different points in S U . This is because, if two such points exist, one of the points' j th component of the variable x has to be more than u j or less than 0, which is not allowed. Corollary 1. conv S U has 2 n−1 n i=1 u i extreme points and n extreme rays.
Proof. We see from the proof of Theorem 5, for a single choice ofx i ∈ {1, . . . , u i }, we have 2 n−1 different extreme points, and we have n i=1 u i distinct such choices. Therefore, the total number of extreme points of conv S U is 2 n−1 n i=1 u i , which is exponentially large, but finite. Consequently, conv S U is a polyhedral set.
On the other hand, we see that the recession cone 0 + conv S U of conv S U is the set {(x, y) ∈ R n + × R n + : x = 0} which has n extreme rays.
Note that Theorem 5 and Corollary 1 give us the V-Description of conv S U . We now turn our attention to the H-Description of conv S U .
A Polyhedral Relaxation of conv S U
We have the following orthogonal disjunctive subsets of S U , for all i ∈ N .
We note that S U i ⊂ S U , and the recession cone of cl conv S U i is the following set:
We see that the assumption A1 of Theorem 1 is satisfied by the set S U with respect to the orthogonal disjunctive subsets S U i defined above. Again, we have a polyhedral description of conv S U i .
conv S
where K i = {1, . . . , u i }, and as defined earlier,
r(2k−1) , k ∈ K i . Therefore, assumption A3 of Theorem 1 is satisfied by the set S U with respect to the orthogonal disjunctive subsets S U i . But we do not know whether the assumption A2 is satisfied. Also, verifying the convex extension property CE or CE-P in this case looks difficult. So, we can not apply Theorem 1 directly to construct the description of conv S U .
In order to find the description of conv S U , we use the following observation. There are two inequalities x i y i ≥ r and x i ≤ u i in the description of S U i , and they together imply y i ≥ r u i . Let r u i =ū i . Let us now define the following set: The description of conv S L i using the facet defining inequalities is quite straight forward. We have
Let us now define the following set.
We will later show that the description of conv S L is easy to obtain using orthogonal disjunctive technique and we will derive the description of conv S U using conv S L .
We observe that, since
i.e., the set S L satisfies the condition CE-P which is equivalent to the convex extension property with respect to the orthogonal disjunctive subsets
Proposition 2. The set S L satisfies all the assumptions A1 -A4 of Theorem 1 with respect to the orthogonal disjunctive subsets S L i , i ∈ N .
Proof. We see that the assumption A1 holds from the definition of S L . For the assumption A2, we have the convex extension property that is satisfied as observed above. Since we have the polyhedral description of conv S L i , the assumption A3 is satisfied. Lastly, we see that
is the entire non-negative orthant, which implies that the assumption A4 is also satisfied.
We can now use Theorem 1 to construct the convex hull description of the set
. . , u i }. Let us write it using a single index set as following,
where,
. Therefore, applying Theorem 1 we have,
The set conv S L is a polyhedral set as it has finite number of facet defining inequalities in its description, and the number of facets is
, which is exponentially large. Also, it can be seen clearly that 0 + conv S L is the entire non-negative orthant R n + × R n + . Let us now analyze some properties of the set conv S L and its relation with the set S U . Proof. Since conv S L is a closed set, we have conv
. Now, let (x,ȳ) be an extreme point of conv S L . Then, we have,
Now the claim is that (x,ȳ) is an extreme point of conv S L i . If not, then there must exist two points in conv S L i and thus in S L other than (x,ȳ) whose convex combination is (x,ȳ). This contradicts the fact that (x,ȳ) is an extreme point of conv S L . Therefore, (x,ȳ) is an extreme point of conv S L i . Conversely, let (x,ȳ) be an extreme point of conv S L i for some i ∈ N . Then,x j = 0,ȳ j = 0, ∀j ∈ N, j = i. If possible, let (x,ȳ) be expressed as a convex combination of two distinct points (x,ȳ) 1 and (x,ȳ) 2 in S L . Since S L ⊂ R n + × R n + , we havex t j = 0,ȳ t j = 0, ∀j ∈ N, j = i, t = 1, 2. This implies that (x,ȳ) 1 and (x,ȳ) 2 belong to S L i . This contradicts the fact that (x,ȳ) is an extreme point of conv S L i . Therefore, (x,ȳ) is an extreme point of conv S L . Moreover, these are also extreme points of conv S U as discussed in Theorem 5. Hence, we have the following result.
Proposition 3. The set conv S U is a proper subset of conv S L , i.e., conv S L is a polyhedral relaxation of S U .
Proof. Since conv S L is a convex set, it is sufficient to show S U ⊂ conv S L . Let (x, y) ∈ S U . We will show that (x, y) can be written as a sum of convex combination of some points in S L and positive combination of rays in 0 + conv S L , i.e., (x, y) can be written as following way.
for all i ∈ Ψ. Here Ξ and Ψ are some finite index sets. Without loss of generality we can assume x 1 y 1 ≥ x 2 y 2 ≥ · · · ≥ x n y n , because interchanging the indices of two pairs of variables (x i , y i ) and (x j , y j ), i, j ∈ N does not change the problem.
Let t ∈ N be the largest index such that x t y t > 0. Let T = {1, . . . , t}. Therefore, k∈T x k y k = r. Now, let us consider the following points.
Now consider the following multipliers,
It is easy to verify that λ i ≥ 0, i ∈ T and i∈T λ i = 1, and µ i ≥ 0 for all i ∈ N . Now we have, (x, y) =
Since (x, y) is arbitrary, we have S U ⊂ conv S L , which implies conv S U ⊂ conv S L . Now, for n = 2 clearly the point u 1 + 1,
which implies
conv S U is a proper subset of conv S L . Thus proved.
Here we observe that conv S L is a polyhedral relaxation of S U such that each extreme point of conv S L lies in S U . Moreover, both the sets S U and conv S L are subsets of the non-negative orthant. Therefore, minimizing a linear function c T x + d T y such that c ≥ 0 over S U and over conv S L are equivalent.
The Convex Hull Description of S
U
From the above results, we have a polyhedral relaxation conv S L of S U . We also note that all the extreme points of conv S L lie in S U even though conv S L is a relaxation of S U . Here, we construct a closed form expression of conv S U by adding back the bound constraints to conv S L .
Proof. We know from the Minkowski Resolution Theorem (Theorem 4.15 in [2] ) that any polyhedral set having at least one extreme point can be completely described by its extreme points and its recession cone.
The sets conv S U andS are polyhedral and have the same recession cone {(x, y) ∈ R n + × R n + : x = 0}. We have to show that the sets conv S U andS have the same set of extreme points.
Theorem 5 states that any extreme point (x,ȳ) of conv S U must have the form,
where p i ∈ {1, . . . , u i } for some i ∈ N,x j ∈ {0, u j }, ∀j ∈ N, j = i.
We have also seen earlier that any extreme point of the set conv S L is of the form 0, 0, . . . , 0, 0, p i , , 0, 0, . . . , 0, 0 is the only extreme point of conv S L the hyperpalne x i = u i passes through. Therefore, the constraint x i ≤ u i does not remove any extreme points of conv S L having only the i th components nonzero. Also, x i ≤ u i does not cut off any other extreme points of conv S L since all of them have the x i coordinate zero. Therefore, adding the constraints x ≤ u only creates new extreme points without cutting off any from conv S L , and they are of the following form,
where, w j ∈ {0, u j }, j ∈ N, j = i, p i ∈ {1, . . . , u i }, i ∈ N . One can verify that the points of the above form are extreme points ofS using the same arguments as in the proof of Theorem 5. Therefore, two polyhedra conv S U andS have exactly same set of extreme points and the same recession cone. Thus, conv S U =S.
Facet Defining Inequalities of conv S U
We note that all the facet defining inequalities for the set conv(S) are also valid inequalities for conv S U . Here, we will focus our attention on the new inequalities that are generated by our procedure and their efficiency.
We have seen from Theorem 7 that each facet defining inequality of conv S U is either a bound constraint x i ≤ u i for some i ∈ N or a facet defining inequality of conv S L . Recall from Proposition 2 that the facet defining inequalities of conv S L are of the form,
is identical to one of the facet defining inequalities of conv(S)
. Now let Q ⊆ N be a non-empty index set such that k i = (u i + 1) i for all i ∈ Q. Then, the inequalities of the following form
are generated by applying our approach. They are not valid for conv(S). For a given point (x, y) ∈ R n + ×R n + , we now discuss how to check whether (x, y) ∈ conv S U , and how to find a facet defining inequality (if any) to cut off the point.
The Separation Problem
We now have the closed form description of the conv S U , and it is clear that it consists of finitely many facet defining inequalities, even though the number is exponentially large. The immediate question is, how do we solve the associated separation problem? We just saw that the facets of conv S U are either the bound constraints on the variable x or the facets of the set conv S L . Let (x,ȳ) be a point in R n × R n . Ifx u, then a bound constraint is sufficient to separate (x,ȳ). Since the bound constraints can be checked and added easily, we will define the separation problem for the facets defining inequalities of conv S L only.
The facet defining inequalities of conv S L can be listed in a different way for easier understanding.
conv S
where,K i = K i {u i + 1}, K i = {1, . . . , u i }. Consider the following collection of columns.
Note that M X may have different number of elements in each column depending upon u. The facet defining inequalities of conv S L can be constructed by adding n terms from M X , taking exactly one term from each column and constraining the sum to be at least one.
Let us reconsider the example in Section 1.
Note that the point 5, 1, 6, is not feasible for this problem. As discussed in Section 1, this point can not be cut off by any of the facet defining inequalities of conv(S) and the objective value at this point is 3. But we see that this point is violated by the inequality Let us suppose that (x,ȳ) / ∈ conv S U . Then, there exists an inequality of the following form:
which is violated by (x,ȳ). This implies
i . We define the following separation problem which is a binary linear program.
For each i ∈ N , the constraint k i z ik i = 1 implies that exactly one term from the column i of M X should be selected to construct the inequality.
Note that the value of ζ is greater than or equal to one if and only if (x,ȳ) lies in conv S U . Now suppose ζ < 1. Therefore, at the corresponding solutionz, exactly n components will be 1 and all others be zero. So adding the corresponding l k i (x i , y i ) for which z ik i = 1 and setting the sum to greater or equal to one will give one such most violated inequality. Mathematically we can write it as,
Efficient Separation for conv S U
As we have seen earlier, the separation problem for this case is a 0−1 problem with i∈N (u i +1) binary variables and n linear equality constraints. Generally, such problems are hard to solve. But, in this case we can solve this separation problem efficiently. We find the minimum element from each column of M X at (x,ȳ) and add them. Clearly, if the the sum is greater than or equal to 1, the point (x,ȳ) is feasible to conv S U . On the other hand, if the sum is less than 1, adding the corresponding terms from each column and setting it to greater than or equal to 1, will give us a violated facet defining inequality. Column i of M X has (u i + 1) terms, i ∈ N . To solve the separation problem, we need to find the minimum value at (x,ȳ) from each column. This step takes O(u i + 1) time which is pseudo-polynomial in the size of input. We now present a polynomial time algorithm for the separation problem. Proof. Let (x,ȳ) ∈ R n + × R n + be a given point. For each column of M X , we want to find the term which gives the minimum evaluation at the point (x,ȳ), i.e., minimum value of the column i at (x i ,ȳ i ). Let
Note that ξ i ≥ 0. To find ξ i , we consider the following cases. 
Our goal is to find a positive integer q that minimizes f (w) among all the integers in [1, u i ]. The function f is continuously differentiable in the domain w ≥ 1 with
We have the following two subcases. Therefore, whenw ≤ 1, the integral value at which f is minimized is q = 1. When u i > w > 1, q = w or w whichever gives a lower f (q), and whenw > u i , q = u i . Case 3.2 : When 4x i r −ȳ i ≤ 0, the function f is concave for w ≥ 1. Therefore, the minimum value will be attained at a boundary point, i.e., either at 1 or at u i . Moreover, we see that
This shows that f is strictly increasing function, and f is minimized at q = 1. Now one more comparison is required to find the value of ξ i . Ifx end if 34: end for 35: R = i∈N :ŵ i ≤u ix
The point (x,ȳ) is feasible to conv S U . 38: else
39:
The inequality i∈N :ŵ i ≤u i Proof. Since there is a polynomial time separation algorithm of the facet defining inequalities of conv(S), the optimization of a linear function over S U or equivalently over conv S U can also be done in polynomial time [13] . We have presented in Appendix B an efficient algorithm for the optimization problem that does not use these facet defining inequalities.
Efficient Separation for conv(S)
The separation problem is slightly different as each column of the matrix M consists of countably infinite number of elements. But, we will use similar technique to solve the separation problem as conv S U .
Proposition 5.
There exists an efficient separation of the facet defining inequalities of conv(S).
Proof. We have to find the minimum of each column of the matrix M at (x,ȳ), i.e., minimum value of the column i at (x i ,ȳ i ). Mathematically we can write,
Note that ξ ≥ 0 for w ≥ 1. Our goal is to find a positive integer that minimizes f (w). Below, we present an efficient way to solve this problem. We consider the following cases.
Case 1 : Whenx i = 0, then clearly ξ i = 0 atŵ i = 1. Case 2 : Whenȳ i = 0,x i = 0, then inf
Therefore ξ i can be taken as 0 in this case.
Case 3 : Whenx i > 0,ȳ i > 0, by the same logic described above for the case conv S U , here also we have the same solution. Letŵ i be the desired integer value.
wherew is derived for the case conv S U . Now, clearly if n i=1 ξ i ≥ 1, the point (x,ȳ) is feasible to conv(S), and if n i=1 ξ i < 1, the point (x,ȳ) is infeasible. Let (x,ȳ) be infeasible to conv(S). Then we have to find a facet defining inequality that is violated by this point. For the cases whenx i = 0; andx i > 0,ȳ i > 0, we know the value ofŵ i from Case 1 and 3. Let t ∈ N such that the following holds,
Such a t can always be found by the Archimedian property. A simple calculation shows that the least value of t is 1−ξ+v 2(1−ξ) + 1, where ξ = n i=1 ξ i , v = i∈N :x i >0,ȳ i =0x i . Therefore, the following inequality is violated by the point (x,ȳ):
The above inequality is a facet defining inequality for conv(S) from the discussion in Section 3.1. The separation algorithm is given below. The point (x,ȳ) is feasible to conv(S). The inequality n i=1
Algorithm 2 Separation of the facet defining inequalities of conv(S)
r(2ŵ i −1) ≥ 1 cuts off the point (x,ȳ).
38: end if
It is clear that for any natural number γ, Algorithm 2 gives us a violated facet defining inequality. Depending on the objective function, suitably chosen value of γ may improve the bound rather than one randomly chosen.
Corollary 4. The optimization problem having a linear objective function over the set S (or equivalently over conv(S)) can be solved in polynomial time.
Since there is an efficient separation algorithm of the facet defining inequalities of conv(S), optimization of a linear function over S (or equivalently over conv(S)) is also efficiently solvable [13] . In Appendix A, we have presented a polynomial time algorithm for the optimization problem.
Computational Results
We now study the effectiveness of our cuts by doing computational experiments on cutting stock instances of the following form.
where the notation is the same as that in Section 1. These instances have stocks of one length from which n different sizes of finals are to be cut. So, there are n number of mixed-integer bilinear covering constraints modeling demand satisfaction. The upper bounds x ij ≤ L l j , ∀i ∈ N, j ∈ F of the integral variables are implicit from the knapsack constraints present in the formulation. Here, our objective is to minimize the total number of different patterns that are used.
We have selected for our experiments few instances used in [21] taken from applications in a chemical fiber company in Japan (Fiber-xx-xxxx), few instances generated by CUTGEN [23] (CutGen-xx-xx) and some randomly generated instances (Rand-xx).
In our computational study we compare the bounds generated by our cuts for conv S U to those cuts derived by Tawarmalani et al. [15] for (conv(S)). In both the cases we consider the facet defining inequalities of each mixed-integer bilinear covering constraint. Adding some facet defining inequalities for each mixed-integer bilinear covering constraint together gives a polyhedral relaxation for the actual problem. For each instance, in both the cases, we start our iterations with the facet defining inequalities n i=1 x ij ≥ 1, for all j ∈ N , the bound constraints and the knapsack inequalities, i.e., we start our iterations by solving the following LP relaxation.
Then, we add violated inequalities (if any) and resolve the LP. This process is continued until we can not find any more violated inequalities, or the number of LPs solved exceeds a limit (800). We run the above experiment in two different settings using facet defining inequalities derived (i) for conv S U and (ii) for conv(S). We consider the sets S U and S by looking at each bilinear covering constraint separately and add one most violated cut for each such constraint using Algorithm 1 and Algorithm 2 respectively. So, we add at most n cuts in every iteration (LP solve) which are not deleted in further iterations. This means, at iteration k, we solve an LP relaxation of the instance with at most kn number of linear inequalities in addition to those in ILP.
We have used PuLP [20] We observe that the lower bounds improve by at least 30% and upto 400% by using facet defining inequalities for conv S U as compared to conv(S). In the above three graphs, we present stepwise bound comparisons for the instances Fiber-15-5180, CutGen-01-25 and Rand-16. We see that the cuts for conv S U improve bounds much more quickly than those for conv(S).
Concluding Remarks and Future Work
When bounds on integer variables in a bilinear covering set are finite, we are able to obtain the polyhedral description of the convex hull. Even though one can not directly apply the orthogonal disjunctive procedure here, we are still able to compute the convex hull by first creating a suitable relaxation and then applying the procedure. It would be interesting to see if similar procedure can be applied to other restrictions of the set as well. Our examples and experiments show that the new facet defining inequalities improve the bounds significantly as compared to the case when bounds are not considered.
The procedure of finding facet defining inequalities to separate a given point from the convex hull is fast, and the experiments suggest that it is effective. Our results can be applied in a straight-forward manner to the following set also:
where r > 0, u ∈ N and δ i > 0 for all i ∈ N . Using our analysis, we can show that for this case also the facet defining inequalities of conv S δ can be separated in O(n) time.
In this work we did not consider the knapsack constraint in our set. Including it and also considering multiple bilinear constraints together can be taken up as future work.
The cuts generated by our criterion of 'maximum violation' without any normalization may not be the cut that improves the lower bound the most. Consider the following example:
The point (x 1 , y 1 , x 2 , y 2 ) = (5, 4, 0, 0) is a global optimum solution with optimal value 9. At the first iteration, the LP solution is (1, 0, 0, 0) with objective value 1. The best cut generated by Algorithm 1 to cut this point off is
2 ≥ 1. After adding this, the solution is (1, 2, 0, 0) with objective value 3. But, if we instead add the facet defining inequality 50 ≥ 1, we get a better solution (5, 0, 0, 0) with objective value 5. Also, the distance of the latter from the point (1, 0, 0, 0) is nearly 2.7 as compared to 1.41 for the former. Finding the cut that improves the bound the most or that is farthest from the given point is another interesting question.
A Optimization over S
Minimizing a linear function c T x + d T y over S is equivalent to minimizing it over conv(S). For the following cases, we can solve the optimization problem by inspection. . This is because, in either case we can choose y t arbitrary small such that x t y t = r and all other components are zero, i.e., L(t, x t , y t ) is an optimal solution in either case.
Case 3 : Suppose, c ≥ 0, d = 0. Let c t ≤ c j , ∀j ∈ N . Then L(t, 1, r) is an optimal solution with optimal value c t . Now, the only remaining case is, when c > 0, d ≥ 0, d = 0, which we consider in the following proposition. Proof. From the definition, each (x, y) ∈ S i is of the form L(i,
is an optimal solution with optimal value c i . Now, we only have to consider
be an extreme point optimal solution. Clearly, this point should lie on the surface x i y i = r. We note that the continuous relaxation of the set S i is a strictly convex set. Therefore, the optimal solution L(i,x i ,ȳ i ) (say) over the continuous relaxation is unique, and we have, . This can be done in constant time.
Now we consider the set S. Since the objective function is linear, it is equivalent to minimize over conv(S). There must be an extreme point optimal solution, provided an optimal solution exists. Suppose optimal solution exists. Then by Theorem 3, there must be an optimal solution that is an extreme point of conv(S i ) for some i ∈ N , because each extreme point of conv(S) is an extreme point of conv(S i ) for some i ∈ N . So, if we solve the n problems min L(i,x i ,y i )∈S i c i x i +d i y i for i ∈ N and pick the minimum of the n objective values, we will get the optimal value and corresponding optimal solution. We have seen earlier that each subproblem takes constant time to solve. So, we can solve this problem in linear time. The algorithm is presented in Algorithm 3 The problem is unbounded. L(t, 1, r) is an optimal solution with optimal value c t . 7: else (i.e., when c > 0, d ≥ 0) 8: for i = 1, . . . , n do
9:
Solve the problem min L(i,x i ,y i )∈S i c i x i + d i y i .
10:
Let L i (i, x i , y i ) be an optimal solution with optimal value v i .
11:
end for
12:
Find the minimum of v i , i ∈ N . Let t ∈ N such that v t ≤ v i for all i ∈ N .
13:
Then L t (t, x t , y t ) is an optimal solution with optimal value v t . 14: end if B Optimization over S U Now we consider the following problem:
This problem is equivalent to minimizing the objective function over conv S U . Also, there must be an extreme point optimal solution, provided an optimal solution exists. We know the description of conv S U in terms of the facet defining inequalities, and the number of facet defining inequalities in exponential. The extreme point descriptions of conv S U is also known. In the following discussion we will see that the problem is efficiently solvable and we will also present the algorithm.
Like the problem of optimization over S discussed earlier, here also by inspection we can solve the problem for the following cases.
Case 1 : When d t < 0 for some t ∈ N , the problem is unbounded. , u 2 , 0, . . . , u n , 0 is an extreme point optimal solution. Now the remaining case is d ≥ 0. We note that i∈N :c i ≤0 c i u i is a lower bound on the objective value. To solve this problem, we will only consider the extreme points and compare their corresponding objective values to find the optimal solution. We first partition the set of extreme points of conv S U and optimize over those partitions. Let us define the following set for each i ∈ N . E i = (x, y) ∈ Z n + × R n + : x i ∈ {1, . . . , u i }, y i = r x i , x j ∈ {0, u j }, y j = 0, ∀j ∈ N, j = i .
From the discussion in Section 4.1, all the points in E i are extreme points of conv S U and E = i∈N E i gives the complete set of extreme points of conv S U , i.e., the sets E i , i ∈ N defines a partition of the set E. If we minimize c T x + d T y over each set E i , i ∈ N and compare their values, we will get the optimal solution. Now our goal is to solve the following problem. The problem is unbounded. for i = 1, . . . , n do
7:
Use Algorithm 4 to solve the problem P i .
8:
Let (x,ȳ) i be an optimal solution with optimal value ζ i .
9:
end for 10: Find the minimum of ζ i , i ∈ N . Let t ∈ N such that ζ t ≤ ζ i for all i ∈ N .
11:
Then (x,ȳ) t is an optimal solution of P with optimal value ζ t .
12: end if
Since the running time of the Algorithm 4 is O(n) time, and finding the minimum among ζ i , i ∈ N takes O(n) time, therefore the Algorithm 5 runs in O n 2 time of the input size.
