MmWave communications aim to meet the demand for higher data rates by using highly directional beams with access to larger bandwidth. An inherent challenge is acquiring channel state information (CSI) necessary for mmWave transmission. We consider the problem of adaptive and sequential learning of the CSI during the mmWave initial alignment phase of communication. We focus on the single-user with a single dominant path scenario where the problem is equivalent to acquiring an optimal beamforming vector, where ideally, the resulting beams point in the direction of the angle of arrival with the desired resolution. We extend our prior by proposing two algorithms for adaptively and sequentially selecting beamforming vectors for learning of the CSI, and that formulate a Bayesian update to account for the time-varying fading model. Numerically, we analyze the outage probability and expected spectral efficiency of our proposed algorithms and demonstrate improvements over strategies that utilize a practical hierarchical codebook.
I. INTRODUCTION
Communications at mmWave bands are a promising approach to meeting the demand for increasingly higher data rates due to the availability of larger bandwidth at these frequencies. However, due to higher pathloss than traditional communications at sub 6 GHz with conventional antennas [1] - [2] , mmWave communications must be developed to overcome these challenges. A way to counter this problem is by increasing the signal gains at the transmitter and/or user ends. This can be achieved by leveraging the small wavelengths to fit many antennas in a small space that propagate highly directional beams [3] . Under these highly directional beams, the challenge becomes learning the necessary channel state information (CSI). We consider a single-path, and low-power single RF chain set-up where this initial alignment procedure is equivalent to acquiring directionality (i.e. learning the angle of arrival AoA). We are particularly concerned with enabling robustness to variations of the channel dynamics.
Initial alignment is well studied with many approaches implementing for example: Compressive Sensing (CS), Least squares (LS), Approximate Message Passing (AMP) or Matching Pursuit (MP) techniques, see [4] , [5] , [6] and references therein. For a fixed power allocation and fixed very low overhead setting these approaches can handle alignment with no prior CSI despite a time-varying fading model with the caveat a sufficiently large SNR, or custom codebooks for improving SNR. This work follows most closely [7] , where a fixed size hierarchical codebook and a bisection algorithm for sequentially selecting beamforming vectors to obtain the AoA are proposed. Our prior work [8] , which proposes a fully adaptive initial alignment method based on posterior matching, theoretically characterizes an upper-bound on the probability of error in the AoA acquisition under a known static fading coefficient α, and shows a significant improvement in the system communication rate over [7] and random beamforming method of [4] . For a slightly mismatched estimate of the fading coefficient α (i.e. a very good estimate) these improvements hold even under a time-varying channel. However, the performance is highly dependent on the quality of the channel knowledge. In fact, in the absence of a good estimate of α and under a time-varying fading model the performance is quite poor.
In this study, we extend our prior work by proposing two methods that simultaneously and adaptively learn the fading coefficient as well as the AoA. The idea is to mitigate the effects of imperfect channel knowledge under a dynamic channel by augmenting the detection of the AoA to include simultaneous estimation of α for a given user. We propose two algorithms that work with the searching methods of our prior work [8] in order to fully learn the CSI (AoA and α). Specifically, the contributions of the paper are as follows:
• First, we propose a direct extension of our prior work [8] to be robust to a time-varying fading model by adapting the posterior matching based strategy to include estimation of α. • In light of excessive computations required to compute a Baysian posterior, we develop a heuristic approximation with low memory complexity. This strategy compliments the sequential detection of AoA with estimation of the fading coefficient via a Kalman filter. • The proposed algorithms are compared to our prior work [8] and the bisection algorithm of [7] using the performance measures of outage probability and expected spectral efficiency. Numerically, we show improvements over [7] and [8] , which suggests promising performance by our strategies for combining the learning of the AoA of the fading coefficients in the relevant regime of low (−10dB to +5dB) raw SNR.
NOTATIONS:
We use boldface letters to represent vectors.We denote the space of probability mass functions on set X as P (x). CN (µ, Σ) denotes the complex circularly symmetric Gaussian distribution. Re{c}, Im{c} denote the real and imaginary parts of a complex number c, respectively.
II. PROBLEM SET-UP
We consider a set-up with a Base Station (BS), equipped with N antennas, serving K users (UE), each with a fixed beamforming acting as single virtual antenna. We consider a low-power set-up where the BS and all users use a single RF Chain. We use a pilot-based procedure where the users send pilots to the BS while the BS combines the signal from the antenna elements to the RF chain by the beamforming vector w t at time t = 1, 2, . . . , τ , where each time represents a beamforming slot.
For small-scale channel modelling, we use the stochastic multi-path modelling (see Ch.7 in [9] ) assumption with a single dominant path. Assumption 1. The small-scale channel can be described as:
where α t ∈ C is the time-varying fading coefficient and
is the array manifold created by the Angle-of-Arrival (AoA) φ ∈ [θ min , θ max ] with antenna spacing d.
During the pilot procedure, we assume that the sequences corresponding to different users are orthogonal. i.e. for user k ∈ K sending sequence s k we have the following:
The code-matched signal from a particular user is given by
where √ P is the combined transmit power and large scale fading, and the additive noise vector n t := N t s * k ∼ CN (0 N ×1 , σ 2 I). We consider perfect knowledge of operating raw SNR, defined as P σ 2 which is the SNR that would be received without beamforming. In this work we focus on relative performance, although the physical properties corresponding to this range of raw SNR (like cell size, and bandwidth) can be defined as in ( Fig. 6 in [8] ).
A. Sequential Initial Alignment
For the setup above, the BS must find the best directional beamforming vectors in order to establish a link to a given user, it does so via the process of initial alignment. The initial alignment procedure consists of selecting the best beamforming vector at each beamforming time slot t = 1, 2, . . . , τ , possibly sequentially in an adaptive manner. After τ beamforming slots, a final beamforming vectorŵ is selected for subsequent transmission. In order to reduce reconfiguration time between beamforming slots, we utilize a codebook where: Assumption 3. The beamforming vector is chosen from a predesigned beamforming codebook W S with finite cardinality. Fig. 1 : Active initial alignment is the process of sequentially selecting the beamforming vectors w t (y t ), for a pilot-based procedure, based on prior observations y t , after which the best directional beamforming vector for transmission is selected.
The quality of the established link, under assumption 1, is determined by the accuracy of the final point estimate, φ, of φ. In particular, a point estimateφ together with a confidence interval δ provides robust beamforming with a certain outage probability. Hence, we measure the performance by the resolution and reliability of the final estimateŵ:
Under Assumption 1, a sequential beam search strategy duration τ , and final AoA estimateφ is said to have resolution 1 δ with error probability if
In this paper, we focus on strategies with sequential refinement of the beamforming vectors achieved by using the hierarchical beamforming codebook W S of [7] -described in Sect. II-B. More specifically, at any given time t, a beamforming vector w t ∈ W S is selected sequentially as a function of previously observed signals (y t−1 ). We focus on strategies based on posterior matching, where the problem is connected to channel coding over a binary input channel with ([10], [11] , [12] ) and without ([13]) feedback. We use the hierarchical posterior matching (hieP M ) scheme from our prior work [8] , described in detail in Sect. III-A, where the choice of w t is such that the probability of φ lying in the area covered by w t is closest to 1 2 . The effect is a sequential scanning of the angular space, where beamforming vectors become refined over time.
B. Hierarchical Codebook
The hierarchical codebook W S consists of S = log 2 (1/δ) levels that didactically partition the search space such that each level l consists of a set W l of 2 l possible beamforming vectors whose main beam width is |θmax−θmin| 2 l . Beamforming vectors have decreasing beam width as l increases, resulting in a codebook with a hierarchical structure 1 . The resulting beamforming weight vectors, applied with phase and gain control at each element, produce beam patterns with improved 1 Note that individual beamforming vectors w(D k l ) ∈ W l are designed with the objective of near constant gain for directions φ ∈ D k l and almost zero otherwise. This is approximately achieved via a pseudo inverse approximation. 
III. JOINTLY LEARNING AOA AND FADING COEFFICIENT
We propose to use the sequential refinement adaptive strategy hieP M from our prior work [8] in two proposed algorithms that extend hieP M to simultaneously learn the CSI consisting of the AoA φ, and the time-varying fading coefficient α t . First, we briefly review the hieP M algorithm.
A. Brief Review of hiePM
HieP M [8] is a method of sequentially selecting beamforming vectors w t+1 from the codebook W S based on the posterior probability vector for active learning of the AoA φ. We resolve the AoA with a resolution 1/δ from a range of angles [θ min , θ max ]. For ease of exposition, we restrict the AoA to the discretized set φ ∈ {θ 1 , ..., θ 1/δ }, θ i = θ min + (i − 1) × δ × (θ max − θ min ). The prior probability vector of φ, is defined as π φ (t) ∈ [0, 1] 1/δ , where each element is:
and the probability of φ ∈ D k l (where D k l is the range covered by the k th codeword in level l) can be computed as:
HieP M selects w t+1 (π φ (t)) ∈ W S in a manner that sequentially refines the width of the beamforming vectors over time corresponding to the accumulated belief around the correct AoA φ as described by probability vector π φ (t), which is a sufficient statistic. hieP M algorithm selects a codeword at either level l * or l * + 1 based on which codeword has probability closest to 1 2 . That is, w t+1 (π φ (t)), is the k th t+1 codeword in level l t+1 covering D kt+1 lt+1 where:
In this section, we propose a Bayesian update as an extension to our prior work [8] which accounts for the random yet time-varying fading coefficient α t . Let us model the channel state at time t as a random vector (φ,
The belief vector π φ (t) can be computed sequentially:
where
where dη = d Re{η}d Im{η}, dα = d Re{α}d Im{α},
and (a) is by a change of variables, (b) follows by assumption of i.i.d noise, and where g( y−µ σ ) is CN (0, 1) evaluated at ( y−µ σ ). f α t |φ,Y t−1 (α|θ i , y t−1 ) can be obtained as a one-step prediction from f α t−1 |φ,Y t−1 (α|θ i , y t−1 ). It follows that computation of π φ (t) depends on knowledge of f α t |φ,Y t (α|θ i , y t ), a one-step prediction formulation for each time t, and may require infinite precision. We approach this computation by considering the following special cases.
1) Known and static fading coefficient α t = α * :: For the case that the fading coefficient is static and known to the BS, we can write
Plugging into Eq. (10) gives π φ (t) as:
which is finite, and does not require a one-step prediction of the conditional density of α. This is recovers the formulation of our prior work [8] .
2) i.i.d. complex Gaussian fading coefficient with mean µα and variance σ 2 α .: In this case:
is i.i.d for all t. Plugging into Eq. (10) gives the update π φ (t):
.
Note that E.q. (17) differs from the perfect knowledge scenario E.q. (15) only in f Yt|φ,Y t−1 (y t |θ i , y t−1 ). E.q. (17) accounts for the uncertainty on the knowledge of the fading coefficient by increasing the variance by (σ 2 α |G i | 2 ), where the effect is a more conservative update.
3) Static fading coefficient α t = α: Here we make the simplification that the fading coefficient is static in time
Of course the Bayes' joint posterior probability update, detailed in Eq. (10), may be computed directly for a continuous density f α|φ,Y t (α|θ i , y t ), however, this may be computationally infeasible. In our first proposed Alg. 1, we approach the computation of π φ (t) by first discretizing α over a finite number of sets. To do this, let us make the simplification that α = r j + iz k for j = {1, 2, . . . , 1 r } and k = {1, 2, . . . , 1 z } denotes that
Re{α} ∈ [r j − r /2, r j + r /2]
for Re{α} ∈ [r min , r max ], and Im{α} ∈ [z min , z max ]. Under this discretization, the probability is:
We note that this discretization becomes tight as r , z → 0.
Coarser choices of ( r , z ) reduce complexity and memory requirements. (see Sect. IV for a discussion of practical values for these resolution parameters used in our simulations). In this paper, we propose two strategies developed for this case of a static fading. In the first, given in Alg. 1, beamforming vectors are sequentially selected according to hieP M , where the posterior belief on φ, π φ (t), is used to make the beam selection from W S . For a received observation y t each element of the posterior update on the belief on φ, π φ (t), can be obtained by Eq. (10) and (21):
(22) Note, we are required to keep track of the joint probability
z at all times t, defined as:
Alg. 1 rewrites Eq. (22) in two steps first with an update to get π φ,α (t), and then a marginalization to get π φ (t) and thus has computational cost on the order of O( 1 r × 1 z × log 1 δ ). We also propose an alternative method, detailed in Alg. 2, Algorithm 1: Joint Posterior Matching 1 Input: target resolution (δ, r , z ), codebook W S (S = log 2 (1/δ)), τ (length of the initial access phase) 2 Output: Estimate of the AoAφ 3 Initialization: π φ,α (0) : π i,j,k (0) = δ r z ∀i, j, k 4 for t = 1, 2, ..., τ do 5 # Marginal posterior of φ, π φ (t): which reduces the computational cost to O( 1 δ × log 1 δ ) by implementing the Kalman filter [14] . First, we assume the conditional probability density Eq.(18) is complex Gaussian:
with known prior (µ α,i (0), σ 2 α,i (0)) for all i. The proposed algorithm (summarized in Alg. 2) selects beamforming vectors sequentially according to hieP M , where a marginalized probability over φ, π φ (t), is used to make the beam selection from W S . Upon receiving a new observation y t+1 , the mean and variance of this conditional probability are updated by the Kalman filter:
(27) Next, Alg. 2 uses the estimate of the fading coefficient to obtain π φ (t) by Eq. (10) and (27):
(28) (µ α (t + 1), σ 2 α (t + 1)) ← y t+1 , µ α (t), σ 2 α (t) 10 # Posterior update by Bayes' Rule Eq. (28)
IV. NUMERICAL RESULTS Our numerical simulations analyze the proposed algorithms using the performance measures of outage probability and achieved spectral efficiency in the the relevant regime of low (-10dB to +5dB) raw SNR.
A. Simulation Scenario
We consider a scenario where the BS is equipped with a uniform linear array with N = 64 antenna elements with spacing λ 2 . We focus on the single user case, where the UE has fixed beamforming acting as a single virtual antenna. We aim to learn the AoA with resolution 1/δ = 128. Even though Alg. 1 and Alg. 2 are developed for the case of static fading Sect. III-B3, we apply these over a more practical AR-1 time correlated model, described below. Under perfect knowledge of the operating SNR (large-scale fading) as well as perfect frequency/phase synchronization, the fading coefficient is given as:
where γ = 1, k r is the Rician fading factor, g is the correlation parameter, and e t ∼ CN (0, 1) is the independent noise term. The correlation parameter g is set such that coherence time T c = 2 ms (equivalent to τ = 28 total slots using the 5G NR PRACH format B4 [15] ), and a Rician factor k r = 10 (this is a reasonable value, e.g. indoor mmWave channel models [16] ). For these parameters, we assume a conservative range for α t to be: [r min , r max ] = [0, 2], [z min , z max ] = [−0.7, 0.7], with resolution parameters 1 r = 1 z = 50 3 .
B. Probability of error
First, we analyze the performance of our proposed algorithms in terms of the probability of error in choosing the correct final beamforming vector, defined as:
In Fig. 3 we compare performance to the Bisection algorithm of [7] , which utilizes no prior knowledge of of the fading coefficient, and to our prior work hieP M of [8] which utilizes the mismatched guessα = (α 0 ∼ CN (α 0 , σ 2 α )) for all t. First, we note that while hieP M with mismatch can be robust to the time-varying fading, this performance is highly dependent on the quality of the estimate. Our proposed Alg. 1 closely approaches the performance of perfect knowledgeα t = α t and outperforms [8] and [7] . This suggests that Alg. 1 is in fact learning α while simultaneously beamforming to detect φ in the duration τ . Similarly, Alg. 2 also improves on [8] and [7] . However, as expected the performance is not a good as Alg. 1 due to the assumption we make about shape of the estimate f α|φ,Y t (α|θ i , y t ) in order to reduce the computation complexity. As a result, the proposed algorithms highlight a trade-off between computational complexity and performance in terms of probability of error.
C. Spectral Efficiency
Next, we analyze the practical metric of spectral efficiency. Given a total communication time frame T 4 , the expected spectral efficiency achieved using the final beamforming vector w(φ) is:
In Fig. 4 we plot the performance in spectral efficiency Eq. (31) of our proposed algorithms compared to hieP M with mismatch of [8] and the Bisection algorithm of [7] . The results mimic closely the results we observed in performance of probability of error. Our proposed Alg. 1 and Alg. 2 achieve improvements spectral efficiency over [8] and [7] due to the mistakes that these make in the selection of the correct final beamforming vector. We see how critical these mistakes are in the regime low (−10dB to +5dB) raw SNR where correct selection of the beamforming vector enables much higher spectral efficiency.
V. CONCLUSION AND FUTURE DIRECTIONS This work considers the problem of sequential beamforming design for MmWave initial alignment. We propose two algo-rithms that extend our prior work to learn the CSI made up of the fading coefficient and AoA. As a first step to demonstrate robustness under a practical time-varying fading model, our numerical results show that under a practical hierarchical codebook the proposed algorithms outperform our prior work, hieP M with mismatched estimate of α and a strategy for sequential beam refinement in the literature (the Bisection algorithm of [7] ). Our ongoing work considers development of a kalman prediction for complexity reduction in Alg. 2 and a prediction formulation in the posterior for Alg. 1 for even better performance under a dynamic fading. Comparison to strategies that utilize larger, user specific, or carefully designed codebooks is left as a future work. Analysis under other types of fading with more complicated models like multi-path fading, and mobile users is also of practical interest.
