Abstract: Individually, ground-based, in situ observations, remote sensing, and regional climate modeling cannot provide the high-quality precipitation data required for hydrological prediction, especially over complex terrains. Data assimilation techniques can be used to bridge the gap between observations and models by assimilating ground observations and remote sensing products into models to improve precipitation simulation and forecasting. However, only a small portion of satellite-retrieved precipitation products assimilation research has been implemented over complex terrains in an arid region. Here, we used the weather research and forecasting (WRF) model to assimilate two satellite precipitation products (The Tropical Rainfall Measuring Mission: TRMM 3B42 and Fengyun-2D: FY-2D) using the 4D-Var data assimilation method for a typical inland river basin in northwest China's arid region, the Heihe River Basin, where terrains are very complex. The results show that the assimilation of remote sensing precipitation products can improve the initial WRF fields of humidity and temperature, thereby improving precipitation forecasting and decreasing the spin-up time. Hence, assimilating TRMM and FY-2D remote sensing precipitation products using WRF 4D-Var can be viewed as a positive step toward improving the accuracy and lead time of numerical weather prediction models, particularly over regions with complex terrains.
Introduction
Precipitation plays an indispensable role in global and regional hydrological cycles [1, 2] . However, it is currently difficult to develop an accurate precipitation product with high spatiotemporal resolution at the watershed scale for complex terrains using solely the traditional ground-based observations, remote sensing products, or regional climate modeling [3, 4] .
Traditional ground-based observations include rain gauge, disdrometers and radar. Rain gauge is well known to underestimate precipitation because of the uncertainty in precipitation measurement resulting from blockage of the airflow, the saturation effect, evaporation losses and wind-induced losses [5] . Furthermore, the cost and difficulty of setting up or maintaining very dense observational networks over a complex terrain are much higher than for flat regions; thus, the poor point-to-area representativeness and sparse distribution of rain gauges over a complex terrain limit the development of accurate precipitation products with high spatiotemporal resolution at watershed-scale. The limitations of rain gauge are also exit for disdrometers and radar. Radar is also known to have high reflectivity with beam blockage caused by the terrain in mountainous regions, which hinders its application to complex regions.
Because of the sparse distribution of rain gauges and the limited coverage of ground-based disdrometers and radar stations, satellite-retrieved precipitation has become one of the major sources of rainfall observations, especially in global studies. Since the first satellite-derived precipitation observations were made in the 1970s [6] , various hydrological and meteorological satellites have provided large quantities of valuable weather and climate data. A number of techniques have been developed to estimate precipitation from visible and/or infrared satellite observations based on the concept that cold/bright clouds are related to convection and are likely to produce rain. However, the limitations of visible/infrared precipitation estimation in deciphering the nonlinear inverse relationship between cold cloud tops and surface precipitation, the relatively coarse resolutions of microwave remote sensing of precipitation, which fail to characterize the heterogeneity of complex mountainous regions, and the cascading uncertainties of merged, multifrequency satellite precipitation products have restricted the application of remote sensing precipitation products at the watershed scale to complex terrains.
Numerical simulation can provide a consistent spatial and temporal precipitation product with high spatial-temporal resolution. Generally, global climate models are limited by the computer power with 100-300 km spatial resolution. Regional climate models provided initialization and boundary conditions by global climate models yield much finer spatial resolutions based on 1-50 km spatial resolution. However, precipitation is considered the most difficult parameter to simulate in numerical models because our understanding of precipitation phenomena is not sophisticated enough [7] [8] [9] . Because of the considerable randomness of precipitation at both the spatial and temporal scales, the quality of precipitation data simulated using atmospheric models is far worse than the quality of other atmospheric elements, especially over complex terrains.
Therefore, it is of critical importance to integrate in situ and remote sensing observations, as well as RCMs, to improve the predictability of precipitation.
Data assimilation, as a method for incorporating observations into a model of a real system, is considered a key approach to improving the prediction of precipitation [10] . Rainfall is considered as a synthetic variable including the atmospheric information in terms of humidity, temperature, and winds and also contributing to the model atmospheric energy budget [11] , so rainfall assimilation is considered as one of the important approaches to improve the weather forecasts. Assimilating precipitation products can yield more accurate initial and boundary conditions for numerical weather predictions (NWPs), with the greatest impacts on water vapor and cloud hydrometeorological mixing ratios in the middle and upper troposphere [12] [13] [14] . Županski and Mesinger [15] were the first to assimilate precipitation data in an NWP model. Many other studies have shown that the assimilation of precipitation observations in climate models can improve the NWP simulating capabilities at the global scale [16] [17] [18] [19] [20] and at the continental scale [15, [21] [22] [23] [24] [25] [26] . However, few studies on precipitation assimilation aim to produce high spatiotemporal precipitation products over complex terrains at the regional scale.
Therefore, based on the abovementioned analysis, high-resolution precipitation forecasting for a complex terrain via the assimilation of precipitation observations into NWPs is still rare. Here, we simulate precipitation with 5 km spatial and 1 h temporal resolution by assimilating the Tropical Rainfall Measuring Mission (TRMM) and Fengyun-2D (FY-2D) satellite-derived precipitation products into weather research and forecasting (WRF) model for the Heihe River Basin (HRB), an inland river basin located in both arid and semi-arid regions, where complex terrain is prominent: the latitudes distribute from 5000 m to 800 m, the landscapes from glacier to glacier, the annual precipitation volume fluxes from 1000 mm to 40 mm, where the intense land-air interaction has strong effect on water and energy exchange between land surface and atmosphere, and over where precipitation, as the main scare water resource input, is the key factor to determine the population supporting capacity of land resources.
Therefore, the purpose of this study is to assimilate precipitation data derived from multisatellite remote sensing into a WRF model via four-dimensional variational (4D-Var) data assimilation to improve precipitation forecasting for an inland river basin with a complex mountainous region. This work will be regarded as a guide for producing high spatiotemporal precipitation gridded data for complex terrains via merging traditional observational data, remote sensing data and numerical models.
The next section describes the WRF model configuration, assimilation methodology, and experimental design. The remote sensing-derived precipitation products, including TRMM and FY-2D, are introduced in Section 2. The results are shown in Section 3 and discussed in Section 4, and conclusions are drawn in Section 5.
Methods and Data

Research Region and Data
The study area is the Heihe River Basin (HRB), which is regarded as an ideal test bed and field laboratory for land surface or hydrological experiments. The HRB originates from glacial melt water and precipitation in the Qilian Mountains, and flows through the provinces of Qinghai, Gansu and Inner Mongolia. It can be divided into three parts: the upper reaches, with elevations ranging 2000-5500 m and precipitation ranging 250-500 mm; the middle reaches, with elevations ranging 1000-2000 m and precipitation ranging 100-250 mm; and the lower reaches, with elevations of less than 1000 m and precipitation of less than 100 mm. From the upper reaches to the lower reaches, glacier, permafrost, oasis, bare and Gobi desert areas are distributed. The diverse landscape makes the Heihe River Basin an ideal watershed for scientific research. Comprehensive experiments including Heihe Basin Field Experiment (HEIFE) [27] , Watershed Allied Telemetry Experimental Research (WATER) [28] and Heihe Watershed Allied Telemetry Experimental Research (HiWATER) [29] have been conducted in the HRB.
The observational data used to evaluate the results of WRF data assimilation included the precipitation observations recorded at national meteorological stations and nine sets of HOBO rain gauge data provided by the WATER project [28] . The HOBO rain gauges were established to provide reference data and determine the relationships between the measured rainfall rate and raindrop size based on Doppler radar and to evaluate Doppler radar data assimilation in the WRF models and remote sensing data assimilation in the WRF 4D-Var. The date 21 June 2008 was selected as the analysis date for this study. Prior to this time, the HOBO rain gauges were set to collect rainwater, and it rain fell heavily during and after the analysis date. The gauges are named R01, R02, . . . , and R09, the exact location of these gauges refer to the Figure 1 of reference [30] .
Note that the rain gauge observations have inherent uncertainties, which include random and systematic errors due to wind, wetting, evaporation, and splashing. Errors are larger at higher wind speeds, at which the gauge-observed rainfall rate is generally lower than the actual rainfall rate by 2-18%. Therefore, these rainfall data have been corrected according to the method used by Pan et al. [8] . Note that the rain gauge observations have inherent uncertainties, which include random and systematic errors due to wind, wetting, evaporation, and splashing. Errors are larger at higher wind speeds, at which the gauge-observed rainfall rate is generally lower than the actual rainfall rate by 2-18%. Therefore, these rainfall data have been corrected according to the method used by Pan et al. [8] .
WRF Physical Configuration
The Advanced Research WRF [31] (ARW) version 3.5 modeling system was used in this study. The model includes Arakawa-C grid staggering for a horizontal grid, a fully compressible system of equations, terrain-following hydrostatic pressure with vertical grid stretching, and a third-order Runge-Kutta scheme for time-split integration. The WRF physical configuration (Table 1 ) used in this study consisted of the WRF single-moment 5-class scheme [32] as the microphysics option, the KainFritsch scheme [33] as the cumulus convection parameterization option, the Yonsei University scheme [34] as the planetary boundary layer (PBL) option, a five-layer thermal diffusion scheme as the land surface model option, and the Dudhia scheme [35] and the rapid radiative transfer model scheme [36] as the shortwave and longwave radiation options, respectively. 
The Advanced Research WRF [31] (ARW) version 3.5 modeling system was used in this study. The model includes Arakawa-C grid staggering for a horizontal grid, a fully compressible system of equations, terrain-following hydrostatic pressure with vertical grid stretching, and a third-order Runge-Kutta scheme for time-split integration. The WRF physical configuration (Table 1 ) used in this study consisted of the WRF single-moment 5-class scheme [32] as the microphysics option, the Kain-Fritsch scheme [33] as the cumulus convection parameterization option, the Yonsei University scheme [34] as the planetary boundary layer (PBL) option, a five-layer thermal diffusion scheme as the land surface model option, and the Dudhia scheme [35] and the rapid radiative transfer model scheme [36] as the shortwave and longwave radiation options, respectively.
This study used two-way nested computational domains with 60 × 60 × 40 and 130 × 130 × 40 grid points and horizontal resolutions of 25 km and 5 km, respectively. Two-way nesting was used to perform the model simulations ( Figure 1 ) in a scheme where domains at different grid resolutions are run simultaneously and communicate with each other. Remote sensing rainfall assimilation was performed in the outer domain only. The coarser assimilated domain provides more precise initial and boundary conditions than that without assimilation for the finer nested domain, which feeds its calculations back to the coarser domain. 
Assimilation Methodology
In this study, 4D-Var data assimilation was used in the WRF model [31, [37] [38] [39] to assimilate the remotely sensed precipitation data. Further information regarding the developmental history of WRF_DA was provided by Barker et al. [38] . The cost function equations for 4D-Var are shown in Equations (1) and (2) .
In Equation (1), X 0 is the model state of the optimal analysis at the initial time in the time window, i is the time of each observation, and S is the time window (span). Here, H(X) computes the surface accumulated rainfall from atmospheric control variables (i.e., variables of T and q) using the WSM5 microphysical scheme:
where P aut (kg kg −1 s −1 ) is the production rate of the autoconversion of cloud water to rain and P res (kg kg −1 s −1 ) is the production rate of the sublimation and deposition of snow/evaporation from rain.
In Equations (3) and (4), W is the Heaviside step function, g is the gravitational acceleration, E c is the mean collection efficiency (0.55), µ (µ = 1.718 × 10 −5 kg m −1 s −1 ) is the dynamic viscosity of air, N c is the concentration of cloud water droplets (3 × 10 8 m −3 ), ρ 0 is the air density based on a reference state, ρ w is the water density, q c (kg kg −1 ) is the mixing ratio of cloud water, q c0 (kg kg −1 ) is the critical mixing ratio of cloud water, r cr is the critical mean droplet radius at which autoconversion begins, and ρ is the air density.
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In Equations (5)- (7), N 0s is the intercept parameter for snow, S I is the ice saturation, A I and B I are thermodynamic functions, S c is the Schmidt parameter, µ = 1.718 × 10 −5 and is the dynamic viscosity of air, b s = 0.41 and is an exponent, a s = 11.72 and is a multiplier in the snowfall-speed formula, λ s is the slope of the snow size distribution, T is temperature, T 0 is the freezing point (273.15 K), ρ s is the density of snow, and q s is the mixing ratio of snow. Additional details regarding the conversion between rain, cloud water, snow, cloud ice, and water vapor can be found in Hong et al. [32, 33] .
Identical frameworks were used for both WRF 4D-Var and 3D-Var, including the same observation operators, background error covariance, and minimization algorithm. The most well-known difference between 4D-Var and 3D-Var is that 4D-Var requires integration of the tangent linear model and adjoint model during the minimization process to achieve a dynamical balance during assimilation of the observational data in time windows. Conversely, 3D-Var uses a finite difference method to approximate the tangent linear operator when merging one-time observations during an assimilation process. Because of its low computing costs, 3D-Var can yield a much higher spatial resolution than 4D-Var [40] . However, compared to WRF 3D-Var, WRF 4D-Var has the following advantages: the ability to merge multiple observations at the time of measurement in the WRF model, the implicit definition of the flow-dependent error covariance associated with WRF forecasting, and the ability to enhance the dynamic balance of the final analysis using the WRF model as a constraint [39] . Furthermore, an automatic differentiation tool called TAPENADE [41] (Hascoët and Pascual 2004) was adopted in WRFPLUS (a necessary part of the WRF 4D-Var model) to generate a tangent linear model and an adjoint model for a given model based on its source code [42, 43] .
Experimental Design
Our real case is for assimilating 6-h accumulated precipitation. WRFDA 4D-Var is able to assimilate hourly, 3-hourly and 6-hourly precipitation data. According to experiments and related scientific papers [23] , 6-h precipitation accumulations are the ideal observations to be assimilated, as this leads to better results than directly assimilating hourly data.
Three experiments were performed with and without assimilation of the remote sensing precipitation data: (1) CTL (no precipitation data assimilation in the WRF model); (2) TRMM_DA (TRMM 3B42v6 precipitation data assimilation in the WRF model); and (3) FY_DA (FY-2D precipitation data assimilation in the WRF model). In the TRMM_DA and FY_DA assimilation experiments, the assimilation time window spanned from 00:00 UTC to 06:00 UTC on 21 June 2008. The rainfall observation file containing rainfall data accumulated during the assimilation time window was assimilated at 06:00 UTC using the WRF 4D-Var assimilation system.
In the CTL experiment, the conventional WRF model simulation was performed without observed data assimilation. The TRMM_DA experiment included the TRMM remote sensing precipitation product, which was assimilated from 00:00 UTC to 06:00 UTC on 21 June using the WRF 4D-Var method. The FY_DA experiment was similar to the TRMM_DA, except the FY-2D remote sensing precipitation product was used for assimilation rather than the TRMM product. In all the experiments, the model was integrated for 48 h from 00:00 UTC on 21 June to 00:00 UTC on 23 June 2008.
Characteristic of the Background Error Covariance
Background error covariance is an important component of a data assimilation system and plays a critical role in successful assimilation by determining the information distribution of data in space and between variables, describing the weights of the observations and background fields in an analysis, controlling the spread of the observed information from the observation position to its surroundings, and ensuring that the model variables remain dynamically coordinated [44] [45] [46] . Since the release of WRF_DA version 3.1, the NMC method has been provided to users to define the domain-dependent background error covariance, including CV5, CV6, and CV7. The main differences between CV5, CV6, and CV7 are described in "Running gen_be" in Chapter 6: WRF Data Assimilation in the ARW version 3 modeling system user's guide (v3.7, July 2015). In this study, values of the background error covariance were generated using the NMC-CV5 (local statistical method in WRF) method [47] with a (T+24) minus (T+12) forecasting difference. The input data used to statistically generate background errors were WRF forecasts from 21 May 2008, to 21 June 2008. Figure 2 shows the first five feature vectors of the control variables, including the stream function, velocity potential, horizontal wind component in the x-direction, and relative humidity resulting from the vertical autocovariance matrix based on recursive filters. The background error length scaling parameter was 0.5, and the background error variance was 0.5 for all variables.
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Remote Sensing Precipitation Products
2.6.1. TRMM TRMM was launched in November 1997 [48] . The rainfall measuring instruments on the TRMM satellite include precipitation radar (PR; an electronic scanning radar system operated at 13.8 GHz), the TRMM microwave imager (TMI; a nine-channel passive microwave radiometer), and a visible [48] . The rainfall measuring instruments on the TRMM satellite include precipitation radar (PR; an electronic scanning radar system operated at 13.8 GHz), the TRMM microwave imager (TMI; a nine-channel passive microwave radiometer), and a visible and infrared scanner (VIRS; a five-channel visible/infrared radiometer). TRMM 3B42 [49] consists of multisatellite (TRMM, AMSR, SSM/I, AMSU, Geo-IP) precipitation data calibrated based on TRMM PR/TMI (combined). TRMM 3B42 has the goal of producing TRMM-merged high-quality infrared precipitation and root-mean-square precipitation error estimates at a 0. 
Remote Sensing Data Preprocessing
Both TRMM 3B42 precipitation and FY-2D precipitation products are stored in hierarchical data format, the former with a latitude-longitude geographical projection and the latter with a geostationary satellite normalized projection. A Fortran program was written to convert observational data in a hierarchical format to the standard format used in WRFDA. Data from both precipitation products are given in text format and include the following fields: PLATFORM, DATE, LEVELS, LATITUDE, LONGITUDE, ELEVATION, ID., HEIGHT, RAINFALL DATA, QC, and ERROR. Among these fields, HEIGHT and QC are assigned "missing values", and ERROR in the TRMM product is based on the TRMM 3B42 precipitation product. Figure 3 shows the spatial distributions of the TRMM and FY-2D remote sensing precipitation products accumulated between 00:00 UTC and 06:00 UTC on 21 June 2008. The two groups of remote sensing precipitation data were interpolated from their original projections to the Lambert projection, which was used in the WRF model in the present study, to compare data from these two groups in one standard framework. The distributions of these two types of satellite precipitation are slightly different, although they have common characteristics. Notably, the accumulated precipitation in the southern part of the study area is larger than that in the northern part. This observation suggests that the rain vapor moves from the southern part to the northern part of the study area, especially over the upstream portion of the HRB. 
Comparison between the TRMM and FY-2D Remote Sensing Precipitation Products
Results
Single Observation Test
The single observation test enables researchers to understand how the background and observational error statistics work in a framework within which the data assimilation system is linked to a specific model. Single observation tests must be performed before the real data experiments. In the current single observation test, num_pseudo was set to 1 for each control variable at the grid point (9, 30, 30) , which is the location relative to the total (40, 60, 60) . The first dimension is the vertical model layer (9/40), the second dimension is latitude (30/60), and the last dimension is longitude (30/60 ). This test (Figure 4) shows that the statistical covariance of background and observational error can be applied in the real case of a WRF 4D-Var analysis.
Observation Correlation Analysis in the First Domain
Because the satellite precipitation data have been assimilated into the first domain in the WRF model, the initial and boundary conditions of the second domain are provided by the first domain. Using this criterion, we calculated the correlations derived from the satellite precipitation data and the assimilation results within the first domain along the vertical layer, which are shown in Figure 5 . 
Because the satellite precipitation data have been assimilated into the first domain in the WRF model, the initial and boundary conditions of the second domain are provided by the first domain. Using this criterion, we calculated the correlations derived from the satellite precipitation data and the assimilation results within the first domain along the vertical layer, which are shown in Figure 5 . The variability in the correlations between the FY-2D precipitation and hydrometeorological variables or temperature is greater than that associated with the correlations between the TRMM precipitation and hydrometeorological variables or temperature. The correlations between temperature and the satellite precipitation products are negative in the upper vertical layers but positive in the lower vertical layers (especially in the middle and upper troposphere). These correlations then gradually decrease in the lower troposphere. The absolute values of the correlations between FY-2D and temperature are far greater than those between TRMM and temperature. The correlation profiles between the satellite precipitation products and VAPOR are mostly positive, suggesting that higher precipitation corresponds to higher hydrometeorological mixing ratios. Additionally, the correlation between FY-2D and VAPOR is far higher than that between TRMM and VAPOR. The correlation profiles between the TRMM precipitation product and QRAIN (blue lines) or QCLOUD (red lines) are positive. The correlation profiles between the TRMM precipitation product and QSNOW (green lines) and QICE (purple lines) are negative. The correlation profiles between the FY-2D precipitation product and the hydrometeorological variables are mostly positive.
As time advances from 10:00 UTC to 24:00 UTC on 21 June 2008, the correlation profiles between the TRMM precipitation product and temperature increase, while those between the TRMM precipitation product and VAPOR decrease. Additionally, the correlation between the FY-2D precipitation product and VAPOR decreases.
Control Variable Simulation in the Second Domain
The spatial distributions of the temperature forecasting difference and water vapor mixing ratio forecasting difference over 6 h, 12 h, 24 h, and 48 h at the ninth layer (out of 40 layers) between the assimilation and control experiments are shown in Figures 6 and 7 , respectively. A strong negative temperature difference is obvious in the middle stream of the HRB after 12 h forecasting in both assimilations. A much stronger negative temperature difference can be observed over the whole region after 48 h, especially in the southern part of the Qilian Mountains, midstream areas, and downstream areas. The temperature difference between the FY-DA and CTL experiments is much larger than that between the TRMM-DA and CTL experiments. The mixing ratio increases over the entire HRB region, especially based on the 24 h and 48 h forecasting. An evident positive difference in the water vapor mixing ratio between the DA and CTL experiments can be observed after 24 h and 48 h in the upstream and midstream areas, but this observation is not evident in downstream areas. Figure 8 shows the accumulated precipitation at 12 h, 24 h, and 48 h based on TRMM, FY, and other precipitation data obtained via a control simulation, TRMM assimilation, and FY assimilation. Compared with the WRF simulation without assimilation, after 24 h of simulation, the accumulated precipitation forecasts with assimilated remote sensing precipitation products were slightly higher than those of the control model (no assimilation) for the southeastern part of the upper HRB. After 48 h of simulation, the accumulated precipitation forecasts with assimilated remote sensing precipitation products were considerably higher than those of the control model (no assimilation) for the southeastern upper HRB, especially the forecast based on the assimilation of the FY-2D precipitation product.
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region after 48 h, especially in the southern part of the Qilian Mountains, midstream areas, and downstream areas. The temperature difference between the FY-DA and CTL experiments is much larger than that between the TRMM-DA and CTL experiments. The mixing ratio increases over the entire HRB region, especially based on the 24 h and 48 h forecasting. An evident positive difference in the water vapor mixing ratio between the DA and CTL experiments can be observed after 24 h and 48 h in the upstream and midstream areas, but this observation is not evident in downstream areas. region after 48 h, especially in the southern part of the Qilian Mountains, midstream areas, and downstream areas. The temperature difference between the FY-DA and CTL experiments is much larger than that between the TRMM-DA and CTL experiments. The mixing ratio increases over the entire HRB region, especially based on the 24 h and 48 h forecasting. An evident positive difference in the water vapor mixing ratio between the DA and CTL experiments can be observed after 24 h and 48 h in the upstream and midstream areas, but this observation is not evident in downstream areas. precipitation forecasts with assimilated remote sensing precipitation products were slightly higher than those of the control model (no assimilation) for the southeastern part of the upper HRB. After 48 h of simulation, the accumulated precipitation forecasts with assimilated remote sensing precipitation products were considerably higher than those of the control model (no assimilation) for the southeastern upper HRB, especially the forecast based on the assimilation of the FY-2D precipitation product. Figure 9 shows the accumulated precipitation curves for the period from 00:00 UTC to 15:00 UTC on 21 June 2008. The figure compares rainfall observations, the control simulation, the TRMM assimilation, and the FY assimilation at nine rain gauges. The accumulated precipitation simulated by the control experiment (black lines) was far less than what was observed (red lines). The accumulated precipitation forecast of WRF 4D-Var with assimilated TRMM and FY remote sensing precipitation products agreed well with the observed data. At most gauges, the accumulated precipitation volumes simulated by assimilating the FY products (blue) were much greater than those simulated by assimilating TRMM (green). At gauges N01, N02, N05, N07, and N09, the accumulated precipitation values simulated by assimilating the FY products were greater than the observed values, but the observations were greater than the observed values, however, the observations were greater than the values simulated by assimilating the TRMM products. This result suggests that the assimilation of remote sensing precipitation products into a WRF model using 4D-Var can improve the initial and boundary conditions of the model [51] . Figure 9 shows the accumulated precipitation curves for the period from 00:00 UTC to 15:00 UTC on 21 June 2008. The figure compares rainfall observations, the control simulation, the TRMM assimilation, and the FY assimilation at nine rain gauges. The accumulated precipitation simulated by the control experiment (black lines) was far less than what was observed (red lines). The accumulated precipitation forecast of WRF 4D-Var with assimilated TRMM and FY remote sensing precipitation products agreed well with the observed data. At most gauges, the accumulated precipitation volumes simulated by assimilating the FY products (blue) were much greater than those simulated by assimilating TRMM (green). At gauges N01, N02, N05, N07, and N09, the accumulated precipitation values simulated by assimilating the FY products were greater than the observed values, but the observations were greater than the observed values, however, the observations were greater than the values simulated by assimilating the TRMM products. This result suggests that the assimilation of remote sensing precipitation products into a WRF model using 4D-Var can improve the initial and boundary conditions of the model [51] . Figure 9 shows that the accumulated precipitation simulated by the control experiment was far less than that simulated by assimilating the remote sensing precipitation products into the WRF model using the 4D-Var method. A potential reason for this result is that initialization took longer in the control experiment than in the data assimilation experiments. A certain initialization time is required in NWP models to develop accurate mesoscale and large-scale circulations. The initialization time can be reduced by using data assimilation to steer the model toward the observed state, and a data assimilation cycle can shorten the initialization time by ensuring that the modeled values of the water vapor mixing ratio are close to the actual values. Figure 10 shows the 6 h accumulated precipitation root mean squared error at the between guage observation and control experiment, precipitation assimilating experiments including TRMM and FY, at the second domain. The RMSEs of FY and TRMM assimilation are much smaller than that of control experiment. Figure 9 shows that the accumulated precipitation simulated by the control experiment was far less than that simulated by assimilating the remote sensing precipitation products into the WRF model using the 4D-Var method. A potential reason for this result is that initialization took longer in the control experiment than in the data assimilation experiments. A certain initialization time is required in NWP models to develop accurate mesoscale and large-scale circulations. The initialization time can be reduced by using data assimilation to steer the model toward the observed state, and a data assimilation cycle can shorten the initialization time by ensuring that the modeled values of the water vapor mixing ratio are close to the actual values. Figure 10 shows the 6 h accumulated precipitation root mean squared error at the between guage observation and control experiment, precipitation assimilating experiments including TRMM and FY, at the second domain. The RMSEs of FY and TRMM assimilation are much smaller than that of control experiment.
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Evaluation of Other Variables Using Observation Data
In addition to the improvement achieved in estimating hydrometeorological variables by assimilating remote sensing precipitation products, the effect of this assimilation on other meteorological land surface variables was assessed using a Taylor diagram ( Figure 11 ) for hourly observation stations based on the WATER projection (shown in Figure 1 as red dots). These variables included pressure (PSFC), temperature (T2), relative humidity (RH2), wind speed (WS10), longwave downward radiation (GLW), and shortwave downward radiation (SWDOWN). 
In addition to the improvement achieved in estimating hydrometeorological variables by assimilating remote sensing precipitation products, the effect of this assimilation on other meteorological land surface variables was assessed using a Taylor diagram (Figure 11 ) for hourly observation stations based on the WATER projection (shown in Figure 1 as red dots) . These variables included pressure (PSFC), temperature (T2), relative humidity (RH2), wind speed (WS10), longwave downward radiation (GLW), and shortwave downward radiation (SWDOWN). Figure 11 shows that the pressures and temperatures produced by the CTL and DA simulations match well with those observed. The simulated wind speed and longwave downward radiation have much lower cross-correlation coefficients than did other atmospheric variables. The improvements in relative humidity (No. 3 in Figure 11 ), wind speed (No. 4 in Figure 11 ), and shortwave downward radiation (No. 6 in Figure 11 ) are notable. Temperature and relative humidity simulated by FY 4DVar is better than those by TRMM 4DVar or control simulation. The radiation including downward longwave and shortwave simulated by TRMM 4DVar is much better than those by FY 4DVar or control simulation. Figure 11 shows that the pressures and temperatures produced by the CTL and DA simulations match well with those observed. The simulated wind speed and longwave downward radiation have much lower cross-correlation coefficients than did other atmospheric variables. The improvements in relative humidity (No. 3 in Figure 11 ), wind speed (No. 4 in Figure 11 ), and shortwave downward radiation (No. 6 in Figure 11 ) are notable. Temperature and relative humidity simulated by FY 4DVar is better than those by TRMM 4DVar or control simulation. The radiation including downward longwave and shortwave simulated by TRMM 4DVar is much better than those by FY 4DVar or control simulation.
One More Case Study on 1 July 2015
This case study assimilates TRMM 3B42, Global Precipitation Measurement dataset (GPM), and FY-2G precipitation dataset (accumulated rainfall between 00:00 UTC and 06:00 UTC) on 1 July 2015. The model is integrated for 72 h starting from 00:00 UTC from 1 July to 4 July 2015. Here, FY-2D has been suspended since 30 June 2015, so FY-2G precipitation products takes place of FY-2D in this case study. GPM was launched on 27 February 2014, carrying an advanced radar/radiometer system to measure precipitation from space [52] , here the near-real time product in the IMERG suite of products that currently runs about 6 h after observation time named the Integrated Multi-satellitE Retrievals for GPM (IMERG) Early Run product was used to do GPM assimilation experiment. The validation data is collected at HiWATER super stations [29] .
Same as the first case study, Figures 12-14 show the comparisons of daily precipitation spatial distribution, accumulated rainfall curves and 6 h accumulated precipitation root mean squared error between control experiment and precipitation assimilating experiments including TRMM, FY and GPM. The accumulated precipitation simulated by control experiment is far less than those by assimilating experiments. The RMSEs of assimilating experiments are, much smaller than that of control experiment.
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Discussion
Comparing Precipitation Products between Satellite-retrieved and NWPs' Simulation
Compared with the precipitation yielded by the WRF simulation, satellite-retrieved precipitation products cannot describe the watershed scale in detail, erasing the heterogeneity caused by the diverse landscape and complex terrain of the inland river basin. The reasons for this deficiency are as follows: (1) the spatial resolution is too coarse to express the complex terrain effect on precipitation; and (2) no interaction mechanism between the atmosphere and the land surface during precipitation retrieval process. The WRF model coupled with the land surface model can embody the interaction between a complex land surface and the atmosphere and then reflect the effect of the local complex terrain on precipitation, especially over the upstream area. However, the quality of precipitation simulated by WRF model should be further improved by assimilating the remote sensing precipitation data presented in this paper. 
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Effect of Remote Sensing Product Assimilation on WRF Forecasting
Temperature and water vapor were considered as two key elements when evaluating the data assimilation results of this study. The probability of precipitation increases if there is sufficient moisture in the air and a forcing mechanism, such as a cold front, is approaching the area. A cold front is helpful in cooling rising warm air, condensing moisture, and forming clouds and precipitation. Simultaneously, clouds and precipitation may not occur if the lower levels of the atmosphere do not contain sufficient moisture. Therefore, we discuss the forecasting difference between the data assimilation experiments and the control experiment with respect to temperature and the water vapor mixing ratio. Figures 6  and 7 show that the temperature simulated by the remote sensing precipitation assimilation is much lower than that simulated by the control simulation. As time progresses, the difference is further increased. The forecasting difference of the average temperature at 06:00 UTC on 21 June 2008 over the 2nd domain between the FY-2D assimilation and the control experiment is −0.14 K, which reaches −2.83 K at 00:00 UTC on 23 June 2008. The forecasting differences of the average temperature between the TRMM assimilation and the control experiment are not too large, but are obvious. Conversely, the water vapor mixing ratio simulated by the assimilation is much higher than that simulated by the control simulation. The lower precipitation and higher water vapor mixing ratio contribute to the development of precipitation. The forecasting difference of the average vapor water mixing ratio between the FY-2D assimilation and the control experiment is 0.02 g/kg at 06:00 UTC on 21 June 2008, which reaches 1.17 g/kg after two days. The forecasting differences of the average vapor water mixing ratio between the TRMM assimilation and the control experiment is not so big but is also obvious.
The assimilation of the remote sensing precipitation products caused other simulated variables to be more in agreement with the observations. The biases in the relative humidity simulated in both the CTL and DA experiments were small. Moreover, the DA results yielded much higher cross-correlation coefficients, especially for FY_DA (No. 3 in blue in Figure 11 ). Relative humidity has a prominent positive correlation with precipitation. Therefore, improving the simulations of relative humidity can improve precipitation forecasting. Conversely, shortwave downward radiation, in particular, generally has a strong negative correlation with precipitation. Thus, improving the simulations of shortwave radiation can indirectly improve precipitation forecasting. The shortwave radiation estimates of the DA experiment (No. 6 in red and blue) are much better than those of the CTL experiment. Additionally, the cross-correlation coefficients of wind speed simulated in both the CTL and DA experiments are poor, but although the bias in DA was much less than that in the CTL experiment.
Effect of Assimilating Remote Sensing Precipitation Products on Spin-Up Time
Typically, a 12-24 h spin-up time is required in mesoscale NWPs to achieve optimal operation and avoid instabilities. However, efficient and time-saving forecasting is important in NWP modeling. Some studies have shown that model spin-up time can be shortened by data assimilation in the NWP models [53, 54] . In our case study, Figures 6 and 7 show that the differences in the hydrothermal variables between the data assimilation and CTL experiments are obvious at 12 h. Additionally, Figures 9 and 13 show that the accumulated volumes of precipitation at nine gauge sites from 00:00 UTC to 15:00 UTC on 21 June 2008, and at six HiWATER super stations from 00:00 UTC to 15:00 UTC on 1 July 2015, are different based on the estimates of various data assimilation and CTL experiments. Notably, the accumulated volumes of precipitation yielded by the CTL experiment (black lines) are much lower than those yielded by the data assimilation (green and blue lines in Figure 9 , green, purple and blue lines in Figure 13 ), which exhibit good agreement with the observational data (red lines). In the CTL experiment, although the water vapor mixing ratio is integrated quickly using the Richardson balance equation, its initial value is zero at 00:00 UTC and requires 12 h to reach the real state. In the data assimilation experiments, the water vapor mixing ratio initial data are updated and closer to real state because the precipitation remote sensing data are assimilated into the WRF model. In practice, a 12 h spin-up time is very slow for weather forecasting of a few days into the future. Therefore, the spin-up time of our WRF model can be shortened by assimilation using remote sensing precipitation products.
Influence of the Accuracy of Remote Sensing Precipitation Products on Data Assimilation Result
By assimilating the TRMM and FY-2D precipitation products into the WRF model, both data assimilation experiments yielded better estimates of the hydrothermal variables compared to those of the CTL experiment. However, a further distinction can be observed between these two data assimilation experiments. The accumulated precipitation estimate of FY-2D (Figure 4b ) is higher than that of TRMM ( Figure 4a) ; therefore, the temperature and water vapor mixing ratio differences between the FY-2D assimilation and CTL experiments are much larger than those between the TRMM assimilation and CTL experiments at 6 h (first columns in Figures 6 and 7) . Over time, these differences increase (right three columns in Figures 6 and 7) . Furthermore, compared to the observational data in Figure 8 , the accumulated volumes estimated using the FY-2D precipitation product at 24 h and 48 h are larger than those based on the TRMM data in the upper HRB. Additionally, the accumulated volumes of precipitation estimated based on the FY-2D assimilation are much higher than those yielded by the TRMM assimilation. One possible reason is that the merged TRMM 3B42V6 precipitation flux over the HRB was underestimated; some evaluations of the TRMM precipitation over the HRB have proved the underestimation [55, 56] . The accumulated volumes of 6 h remote sensing precipitation from 00:00 UTC on 21 June 2008, based on the TRMM and FY-2D satellite-retrieved are 0.75 km 3 and 0.86 km 3 , respectively, over the 1st domain (60 × 60 × 625 km 2 ). The accumulated volumes of the simulated 48 h precipitation from 00:00 UTC on 21 June 2008, based on the TRMM assimilation and FY-2D assimilations are 1.63 km 3 and 1.75 km 3 , respectively, over the 2nd domain (130 × 130 × 25 km 2 ). Compared with the ratio of the remote sensing precipitation between the FY-2D and TRMM satellite-retrieved data, the ratio of the simulated precipitation between the FY-2D and TRMM assimilations is smaller; however, the accumulated precipitation flux difference cannot be ignored. The precipitation assimilation in the WRF model is affected greatly by the remote sensing precipitation, which can be seen as the constraint over the whole research region; finer details can be characterized by the WRF model. Therefore, accurate remote sensing precipitation products are essential for precise NWP data assimilation at the mesoscale.
At the second case study, the spatial distributions of precipitation of assimilation reflect those of remote sensing precipitation products, especially over upstream region, which can be found in Figure 12 . The peak center of TRMM is located at the western upstream, the same center can be found at the TRMM assimilation simulation. The peak center of FY-2G is located at the eastern upstream, either for the FY-2G assimilation simulation. The same peak center can be found for GPM precipitation product and its assimilation simulation.
Comparison of Measurements of Remote Sensing Precipitation Products
In Figures 3 and 8 , it can be found that the spatial patterns of TRMM 3B42V6 and FY-2D are rather different. The accumulated precipitation product on 21 June 2008 of FY-2D is much more homogenous than that of TRMM 3B42V6 over the upstream of the HRB. The possible reason is that the FY-2D precipitation product retrieved by optical and NIR sensors which has much higher spatial resolution with overestimation on precipitation, and the TRMM 3B42V6 is derived in part from radar active sensing as well as microwave sensors, which partly reflect the orography enhancement with lower spatial resolution. It is necessary to use a fusion method to merge variety precipitation data to develop a precipitation product which is better than any individual product at any given spatial or temporal location.
In Figure 12 , we can find that GPM real time remote sensing precipitation products can provide more detail info than TRMM over the upstream of the HRB, which is helpful for WRF data assimilation to yield better precipitation forecasting over complex region.
At same time, it is clear that assimilating remote sensing data into WRF model is effective and yielding better simulation, however, it is hard to say which remote sensing product is more suitable to be adopted in NWP when the case study is based on solo WRF model. Thus, in the future, it is necessary to use multiple NWPs to obtain better precipitation product at a certain region.
Conclusions
The WRF model was used to assimilate satellite precipitation products (TRMM 3B42, FY-2D series and GPM) using the 4D-Var data assimilation method to improve precipitation simulation and forecasting over complex terrain in an inland river basin. Two case studies were performed and a few experiments were included in each case study, including control simulations, TRMM data assimilation, FY series data assimilation and a GPM data assimilation. The results of these experiments were evaluated against rain gauge data and HiWATER super station data. The new approach produced more reliable and more high-resolution precipitation compared with using the model alone or the remote sensing products. The following conclusions were drawn from this study: (1) The assimilation of remote sensing precipitation products can improve the initialization of the humidity and temperature fields in the WRF model, and, therefore, yields a better precipitation simulation which can express the spatial heterogeneity caused by diverse landscape and complex terrain of an inland river basin, thereby improving the WRF forecasting ability over a complex terrain. (2) The spin-up time is shortened and precipitation forecasting is improved by assimilating remote sensing precipitation products. Therefore, assimilating remote sensing precipitation products using WRF 4D-Var can be viewed as a positive step toward improving the accuracy and lead time of NWP models, particularly over regions with complex terrains.
