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We show that evaporation from a quasi-stable molecular cluster may be treated as a kinetic problem involving
the stochastically driven escape of a molecule from a potential of mean force. We derive expressions for the
decay rate, and a relationship between the depth of the potential and the change in system free energy upon loss
of a molecule from the cluster. This establishes a connection between kinetic and thermodynamic treatments
of evaporation, but also reveals differences in the prefactor in the rate expression. We perform constant energy
molecular dynamics simulations of cluster dynamics to calculate potentials of mean force, friction coefficients
and effective temperatures for use in the kinetic analysis, and to compare the results with the directly observed
escape rates. We also use the simulations to estimate the escape rates by a probabilistic analysis. It is much
more efficient to calculate the decay rate by the methods we have developed than it is to monitor escape directly,
making these approaches potentially useful for the assessment of molecular cluster stability.
I. INTRODUCTION
Vapours are not simply collections of separated molecules or monomers: they also contain molecular clusters, growing and
evaporating by molecular gain and loss. These ephemeral condensed structures play a central role in the nucleation of aerosols
from metastable, or supersaturated vapours. The bulk condensed phase is thermodynamically more stable than the metastable
vapour, but the transition can only proceed through the growth of molecular clusters, and so their stability is crucial. If a cluster
manages to grow larger than a certain critical size, it stands a good chance of becoming a macroscopic droplet, but the dynamical
route by which molecules cluster and form a condensed phase is rather complicated. Given a configuration of N molecules (a
specification of the positions and momenta of all the atoms) and a set of intermolecular forces, we need to know how many
large (supercritical) molecular agglomerates are likely to be produced after a certain time. We need to compute this number
for an arbitrary choice of initial condition consistent with the constraints applied to the system, such as average density and
temperature. The need to consider all possible initial states requires a use of statistics: an ensemble average.
The full characterisation of the dynamics would require knowledge of the complete trajectory of all N particles. This is
huge amount of information, and the traditional simplification is to classify the system in terms of the populations of molecular
clusters contained within it as time progresses. Rather than following the time evolution of 6N positions and momenta, the
dynamics are represented by the evolution of the cluster populations. Often it is sufficient to monitor the cluster populations
up to a maximum cluster size of the order of 100, and the amount of information involved is then considerably less than a full
dynamical description.
The dynamics of population evolution for an ensemble of trajectories, starting from all conceivable initial states, can be
modelled using a simple set of rate equations proposed by Becker and Döring1. The evolution of ni(t), the mean population at
time t of clusters consisting of i molecules, is described by
dni
dt = βi−1ni−1− γini−βini+ γi+1ni+1, (1)
where βi is the mean rate at which monomers attach to cluster of size i, and γi is the rate at which they detach from the same
cluster. The terms on the right hand side in equation (1) represent gain of i-clusters from the growth of (i− 1)-clusters, loss
by the decay to (i− 1)-clusters, loss by growth to (i+ 1)-clusters, and gain by decay of (i+ 1)-clusters. The growth rates βi
are proportional to the monomer population n1. The attachment of dimers and larger clusters is ignored. The Becker-Döring
equations may be solved for a metastable vapour to give a steady state nucleation rate, which is related to the proportion of all
initial molecular configurations that evolve to produce a large growing agglomerate in a certain time interval.
Let us not forget, though, that the nucleation phenomenon is an example of irreversible thermodynamics, the statistical
physics of systems far from equilibrium, and rigorous methods do not exist to treat such systems mathematically2, though
near-equilibrium approximations are available. The complicated real molecular dynamics are represented in the Becker-Döring
treatment by the simple rate equations shown above. The growth and decay processes are assumed to proceed at rates that depend
only on the gross properties of the system (temperature, etc) and not on the previous history of individual clusters, or indeed of
populations of clusters. This is equivalent to saying that the transition processes are Markovian: there is a constant probability
per unit time that a cluster will gain or lose a molecule. So it is important to note that the Becker-Döring equations are empirical
equations constructed to solve an idealised problem: the validity of the approximations when applying them to real nucleating
systems has not been established. Despite these simplifying assumptions, the Becker-Döring model (and its various extensions)
is a very useful approach. The equations can be solved analytically, which is a great advantage. It is a true kinetic treatment of
nucleation, requiring only knowledge of the mean rates of cluster growth and decay.
2The main alternative point of view for describing the nucleation process is based on thermodynamics, or more particularly the
theory of free energy fluctuations. One identifies a transition state, again a molecular cluster, which is in unstable thermodynamic
equilibrium with the metastable vapour3. According to the theory of free energy fluctuations, such a state is formed with
probability proportional to exp(−∆W ∗/kT ), where ∆W ∗ is the reversible work of formation of the cluster. This approach is
very useful, though it is often implemented using continuum thermodynamics ideas4, and applying these to small molecular
agglomerates raises a number of questions and problems. The classical theory of nucleation may be derived in this way, by
treating the transition state as though it were a macroscopic droplet. Microscopic calculations of cluster free energies are more
acceptable, but more laborious.
One can establish a connection between the free energy fluctuation theory and the Becker-Döring treatment if the rate coeffi-
cients in the latter are expressed as differences in free energy between various cluster sizes5. Although there is some uncertainty
in the mapping, this connection can be usefully exploited. The decay rate in a kinetic treatment of cluster population dynamics
is difficult to calculate, and so it is useful to be able to relate it to a thermodynamic quantity and then to calculate this quantity
through equilibrium statistical mechanics6–12.
There is also scope for calculating a decay rate using the near-equilibrium statistical mechanical techniques mentioned above,
which employ a mix of equilibrium thermodynamic properties of clusters and the kinetics of change. This brings a notion of time
into equilibrium thermodynamics which is otherwise absent, and which has to be added by ad-hoc arguments from the kinetic
theory of gases. The methods are based on linearised non-equilibrium thermodynamics going back to Onsager13, and developed
for this application by Reguera et al14 and by Schenter et al.15.
Implicit in any microscopic theory of nucleation, however, is the need for a clear definition of what is meant by a cluster.
This is a subtle matter, and one which has received considerable attention6,7,15–26. Intuitively, a cluster should comprise a set
of molecules located close to one another. The simplest definitions employed are indeed geometric, requiring the molecules to
lie within a specified volume, or within a certain distance of one another. Selecting the arbitrary confining volume or maximum
molecular separation is not necessarily a problem: these are essentially variational parameters, chosen to match the free energy
of the system described by cluster populations to the true free energy of the system described by the 6N degrees of freedom.
However, with geometric definitions no attempt can be made to eliminate situations where component molecules are not ener-
getically bound to the cluster. This has a consequence that the decay of a cluster defined in such a manner is then not Markovian.
The rogue decays consist of situations where a molecule is unbound and simply passing by the other molecules. When it passes
out of range, the ‘cluster’ would decay. However, the probability of cluster decay in these circumstances is not independent of
time: it depends on when the passer-by first came within range of the other molecules. The required time independence of a
Markovian decay rate is a characteristic of dynamics where molecules are bound for times much longer than the time taken for
a molecule to cross the cluster at a typical velocity. Escape is stochastic, caused by the concentration of energy in one molecule
by a random series of collisions.
We have recently developed a definition of a cluster involving energy rather than position24. It is widely recognised that an
energetic rather than a positional criterion is an indicator of a quasi-bound structure19,23,27. We have added the essential feature
that in order to escape from a cluster, a molecule needs not only to acquire positive energy, through thermal fluctuations, but
must also be able to move away from the cluster, avoiding recapture. In order to check this second requirement, it is necessary
to perform molecular dynamics to determine the future trajectory of the system. It is possible to implement such a scheme,
and to determine mean decay rates as a function of cluster energy and size24. Similar studies of the molecular dynamics of
condensation and escape have been performed by others, notably Schaaf et al26. We find that the decay rate is Markovian, so
that clusters defined in our physically realistic scheme show the necessary features for use in the Becker-Döring equations.
This paper takes our ideas a stage further. Calculating mean decay rates by counting escaping molecules in molecular dy-
namics is quite time-consuming, and it would be valuable to be able to extract this information in some other way. This would
allow our methodology to be extended to more complex systems that would be too computationally demanding to treat by direct
simulation. Our strategy is to represent the decay as a stochastic process, described by a suitable mathematical scheme, and then
to determine the parameters which enter that scheme by studying the cluster trajectory.
In this paper we also illustrate the connection between kinetic and thermodynamic treatments of nucleation. Kinetic theories
of nucleation are based on models of the elementary rates of cluster growth and decay, while thermodynamic models rely
on calculating the work of formation ∆W ∗ of an unstable critical cluster. In section II, we consider the Langevin dynamics
of molecular escape from a cluster, and show that the rate of escape depends on the depth of the potential of mean force
holding a particle in the cluster. The potential of mean force is also related to the steady state one-particle density profile.
A statistical mechanical analysis is then used in section III to establish that the depth of this potential is related to a change
in free energy associated with cluster decay. Using these results, we can show that the kinetic nucleation rate is proportional
to exp(−∆W ∗/kT ), and hence that the Becker-Döring kinetic treatment is equivalent to the thermodynamic treatment, at least
in certain circumstances. Furthermore, we can avoid the calculation of cluster free energies7–10,12 if we wish, and compute
potentials of mean force from molecular dynamics simulations instead, and hence calculate decay rates. This could be a more
convenient route to the determination of nucleation rates.
In section IV we illustrate these connections by estimating cluster decay rates in various ways. We calculate potentials of
mean force, friction coefficients and particle density profiles, and hence a kinetic decay rate. We consider two versions of the
3rate prefactor: one involving the Langevin friction coefficient, and the other based on the principle of detailed balance. We
go on to describe a further approach to the problem based on purely probabilistic arguments. The information needed for all
these schemes can be extracted efficiently from the molecular dynamics simulations. We show that the estimated mean lifetimes
closely match the lifetimes obtained by direct counting of molecular escapes. In section V we draw our conclusions and comment
on the application of our methods to more complex situations.
II. KINETIC THEORY OF CLUSTER DECAY
We begin by taking the point of view that cluster decay corresponds fundamentally to the escape of a molecule from a
three dimensional potential well created by the other molecules, driven by a random force. Nowakowski and Ruckenstein28,29
developed models of cluster decay starting from a similar assumption. However, they modelled the escape as a diffusive process
along an energy coordinate, while we consider the motion of a molecule in real space.
We model the radial motion of an individual molecule, with respect to the cluster centre of mass, using a stochastic differential
equation:
mr¨ = f (r)−mγr˙+ ˜f (r, t), (2)
where r is the radial position, m is the molecular mass. The right hand side of equation (2) is the stochastic force on the molecule,
representing the interactions with the other molecules in the cluster. f (r) is the mean (time- and velocity-averaged) force on the
molecule at position r. The second and third terms on the right hand side of equation (2) introduce deviations from the mean
force: the velocity dependence of this deviation is described using a dissipative term involving the friction coefficient γ (not to
be confused with the cluster decay rate γi). It represents the drag experienced by a molecule moving through a cloud of other
molecules. The stochastic nature of the problem is represented by ˜f , a velocity- and position-independent random force, with
zero mean and correlation function
〈
˜f (r,t) ˜f (r,t ′)〉 = (2γkT/m)δ(t− t ′), where k is Boltzmann’s constant and where T has the
characteristics of a temperature, as we shall see. Equation (2) clearly takes the form of Langevin’s equation for noise-driven
dissipative motion in a potential well.
It is a standard manipulation30 to convert the Langevin description, with large friction coefficient, into a Fokker-Planck, or
Smoluchowski equation:
∂W
∂t =
1
mγ
(
−∂( fW )∂r + kT
∂2W
∂r2
)
, (3)
which represents the evolution ofW (r, t), the probability density that the molecule should lie at radial position r. The right hand
side of the above equation may be written as −∂J /∂r where J is a radial probability current given by
J =
1
mγ
(
fW − kT ∂W∂r
)
, (4)
and so the steady state solution of equation (3) for the case when J = 0 is
W (r) ∝ exp(−Φ(r)/kT ) , (5)
where Φ(r) is the potential of mean force, related to the mean force f (r) through
f =−dΦdr . (6)
We see now how the parameter T in the random force plays the role of temperature, since equation (5) looks like a Boltzmann
distribution. The J = 0 solution is not what we are seeking, however. The escape problem has a characteristic boundary condition
W (re) = 0, where re is the radius at which a particle escapes (is removed) from the system. We can implement this boundary
condition by first writing the steady state current in the form
J =−kT
mγ exp(−Φ/kT )
d
dr (W exp(Φ/kT )) . (7)
The current J is found by integrating equation (7):
kT
mγ exp(Φ(0)/kT )W (0) =
∫ re
0
J exp(Φ(r)/kT )dr (8)
4which leads to
J =W (0)kT
mγ
(∫ re
0
exp((Φ(r)−Φ(0))/kT )dr
)−1
. (9)
This theory has been extensively applied31 to the case of particle escape over a barrier from a one-dimensional potential
well, as illustrated in Figure 1(a). By expanding Φ(r) as Φ(r) ≈ Φ(re)− 12 mω2e(r− re)2 near the peak in the potential at a
radius re, one can evaluate the integral in equation (9). Assuming further that the potential well is harmonic near r = 0, so that
Φ(r)≈ Φ(0)+ 12 mω2r2, and deep compared with kT , one can also approximate W (r)≈ (2/pi)1/2r−10 exp(−r2/2r20), where the
profile width r0 is given by r0 = (kT/m)1/2ω−1, where ω is the natural angular frequency of oscillation of a particle close to the
bottom of the well. Recall that we are here considering a one dimensional problem so that W has dimensions of inverse length.
Hence W (0)≈ (2m/pikT )1/2ω and we obtain the escape rate32
J =
2ωωe
piγ exp(−∆Φ/kT ) , (10)
where ∆Φ = Φ(re)−Φ(0) is the depth of the potential well.
In our case, however, we need to consider the escape of a molecule from a three dimensional potential of mean force into
free space, as shown in Figure 1(b). W (r) is a probability per unit volume and the escape rate is γkin = 4pir2eJ , where re
is the radius (apparently arbitrary at this point) at which escape is considered to take place. As before, we have W (0) =(∫ re
0 4pir2 exp(−(Φ(r)−Φ(0))/kT )dr
)−1
and the escape rate is
γkin = kTr
2
e
mγ
exp(−∆Φ/kT )(∫ re
0 exp((Φ(r)−Φ(re))/kT )dr
)(∫ re
0 r
2 exp(−(Φ(r)−Φ(0))/kT )dr) . (11)
The value of re seems arbitrary, but in fact it is related to the cluster definition; the mathematical scheme which determines
whether a molecule may be classed as part of a cluster or not. We shall return to this point later. The principal feature of equation
(11) is the exponential dependence on the depth ∆Φ of the potential of mean force. The shape of the potential determines the
integrals in the denominator. The time scale in the escape rate is provided by the friction coefficient. Therefore, if we can
establish the potential of mean force, the effective temperature and the friction coefficient, by studying a molecular dynamics
trajectory, for example, then we can use this Langevin analysis to determine the kinetic decay rate γkin.
III. THERMODYNAMIC THEORY OF CLUSTER DECAY
A. Detailed balance in equilibrium
We now turn our attention to relating the kinetic description of cluster decay just described to standard treatments of the
problem starting from equilibrium thermodynamics. Such treatments involve free energy differences between clusters of various
sizes. How does the cluster free energy relate to the potential of mean force, and what is the fundamental inverse timescale in
the theory corresponding to the friction coefficient?
The thermodynamic, or equivalently statistical mechanical treatment of cluster decay is based on the following detailed bal-
ance condition in the population dynamics of clusters described by equation (1):
βi−1nei−1 = γinei , (12)
where nei is the population of clusters of size i in thermodynamic equilibrium with a vapour, which for convenience we take to
be a saturated vapour. To a good approximation5, these populations are given by
nei = Zi exp(iµs/kT ), (13)
where µs is the chemical potential of the saturated vapour, and Zi is the cluster canonical partition function, given by
Zi =
1
i!h3i
∫ ′ i∏
k=1
drkdpk exp(−Hi/kT ) , (14)
where h is Planck’s constant, rk and pk are the position and momentum of particle k, and Hi ({rk,pk}) is the cluster Hamiltonian,
which takes the usual form Hi =U ({rk− rl})+∑i1 p2k/2m with m representing the particle mass. The prime on the integral sign
denotes the limitation of the phase space integration to molecular configurations satisfying a prescribed cluster definition. Zi is,
5of course, related to the cluster free energy Fi through Zi = exp(−Fi/kT ). The growth rate βi−1 is proportional to the population
of monomers in the vapour, and so we can write βi−1 = β′i−1n1. Hence, according to equation (13)
γi = β′i−1 exp(−(F1+Fi−1−Fi)/kT ) = β′i−1 exp(−∆F/kT ), (15)
where ∆F = F1+Fi−1−Fi is the free energy change associated with monomer loss. It remains to evaluate the growth coefficient
β′i−1, but this is not straightforward. In the absence of a better approach, the kinetic theory of collisions between a monomer
and a spherical cluster is often used to provide the estimate β′i−1 =
(
R2/V
)
(8pikT/m)1/2, where R is the somewhat ill-defined
(i−1)-cluster radius, and V is the system volume.
We now have two expressions, equations (11) and (15), for the cluster decay rate. These must be consistent with each other, at
least in some circumstances. The principal similarity is the presence in each of an exponential of, respectively, the depth of the
potential of mean force, and the change in free energy upon decay. We seek now to demonstrate that these quantities are related.
B. The potential of mean force in statistical mechanics
The strategy we shall follow is to evaluate the potential of mean force acting on a particle in the cluster using canonical
statistical mechanics, and to see how it relates to cluster free energies.
Let us consider the mean radial force on a molecule at a distance r1 from the centre of mass of a cluster of i molecules.
Without loss of generality, let us fix the origin of coordinates at the centre of mass of the system, and also set the total linear
momentum to zero. The mean radial force is then given by the following phase space integral:
f (r1) = 1ξ(r1)
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)(
−∂Hi∂r1
)
exp(−Hi/kT ) , (16)
where the function
ξ(r1) =
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)
exp(−Hi/kT ) , (17)
when normalised is related to the equilibrium one-particle probability density:
ρ(r) = ξ(r)
/∫ ′ ξ(r1)dr1 . (18)
By symmetry, ξ is a function of radius only. We proceed by considering its radial derivative:
dξ
dr1
=
1
kT
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)(
−∂Hi∂r1
)
exp(−Hi/kT )
+
∫ ′ i∏
k=2
drkdpkdp1
∂
∂r1
(
δ
(
i
∑
k=1
rk
))
δ
(
i
∑
k=1
pk
)
exp(−Hi/kT ) , (19)
assuming the integration limits do not depend on r1. Fortunately, the second term on the right hand side of equation (19) can be
simplified. We represent the derivative of the delta function as the limit of
(
δ
(
∑i2 rk +(r1+ ε) rˆ1
)−δ(∑i2 rk +(r1− ε) rˆ1))/2ε
as ε→ 0, where rˆ1 is a unit vector in the direction of r1. Consider the integral
I =
1
2ε
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=2
rk +(r1+ ε) rˆ1
)
δ
(
i
∑
k=1
pk
)
exp(−Hi/kT ) , (20)
and make the transformation rk → rk − εr1/(i− 1) for k = 2, i. If Hi is a function of spatial differences (rk− rl) this term
becomes
I =
1
2ε
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)
exp(−Hi (r1+ εr1/(i−1))/kT ) , (21)
which may be expanded as
I =
1
2ε
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)
exp(−Hi (r1)/kT )
(
1− ε
(i−1)kT
∂Hi
∂r1
)
. (22)
6Hence
dξ
dr1
=
1
kT
(
1+
1
i−1
)∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)(
−∂Hi∂r1
)
exp(−Hi/kT ) , (23)
or more simply
dξ
dr1
=
1
kT
(
i
i−1
)
f (r1)ξ(r1), (24)
which can be integrated to give
ξ(r1) = ξ(0)exp
(−i(Φ(r1)−Φ(0))
(i−1)kT
)
, (25)
thus establishing through equation (18) a connection between the potential of mean force Φ and the equilibrium one-particle
density profile:
ρ(r1) ∝ exp
(
− iΦ(r1)
(i−1)kT
)
. (26)
This is the analogue of the particle probability density W (r) in the Langevin problem, which is related to the potential of
mean force according to equation (5). In equation (26) we see an additional factor of i/(i− 1). It appears because the mean
force on a particle in the cluster is created by the remaining i− 1 particles with the added constraint that the centre of mass of
the entire system lies at the origin. If the first delta function in equation (16) had not included r1 in the sum, then the factor
i/(i− 1) in equation (26) would not have arisen. Thus the fixed centre of mass constraint is responsible for the difference
between equations (5) and (26). As a check, consider a two particle system with interaction potential φ(r). When the radial
displacement of particle 1 from the centre of mass is r1, the mean force is f (r1) = −φ′(2r1). The potential of mean force
is Φ(r1) = −
∫ r1 f (r)dr = ∫ r1 φ′(2r)dr = (1/2)∫ 2r1 φ′(y)dy = φ(2r1)/2. Hence ρ(r1) ∝ exp(−φ(2r1)/kT ) in agreement with
elementary expectations.
Now let us establish a connection between ξ and a cluster partition function. Let us consider
1
h3
∫
Zi−1 exp(−p21/2mkT )dp1 =
1
h3
1
(i−1)!h3(i−1)
∫ ′ i∏
k=2
drkdpkdp1 exp
(−(Hi−1+ p21/2m)/kT) , (27)
and then insert unit integrals
∫ δ(∑i1 rk−R)dR and ∫ δ(∑i1 pk−P)dP into the right hand side. Particle 1 introduced here is
assumed to lie far away from the other particles. Next make a transformation of coordinates {rk → rk−R/i, R→ R} for k= 1, i,
and {pk → pk−P/i, P→ P} for k = 1, i, for which the Jacobean is unity, giving
Zi−1
λ3 =
1
(i−1)!h3i
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
dR δ
(
i
∑
k=1
pk
)
dP exp
(−(Hi−1+ p21/2m+P2/2mi2)/kT) , (28)
where λ is the thermal de Broglie wavelength λ = h/(2pimkT )1/2. The particle positions r1 are measured with respect to the
centre of mass R/i, and the momenta with respect to the total momentum P. Now, if particle 1 is very distant from the remaining
particles, Hi−1+ p21/2m≈ Hi. Performing the integrals over R and P then gives
Zi−1
λ3 =
V
(i−1)!h3(i−1)
i3
λ3
∫ ′ i∏
k=2
drkdpkdp1 δ
(
i
∑
k=1
rk
)
δ
(
i
∑
k=1
pk
)
exp(−Hi(r1 → ∞)/kT ) , (29)
where V is the system volume, or equivalently
Zi−1 =
Vi3
(i−1)!h3(i−1) ξ(∞). (30)
Therefore we have established the connection
ξ(∞) = h
3(i−1)(i−1)!
Vi3
exp(−Fi−1/kT ). (31)
7Similarly, ξ(0) is related to Fi. Equation (14) may be written, using the same insertions and transformations:
Zi =
1
i!h3i
∫ ′ i∏
k=1
drkdpk δ
(
i
∑
k=1
rk
)
dR δ
(
i
∑
k=1
pk
)
dP exp
(−(Hi+P2/2mi2)/kT) , (32)
which yields
Zi =
1
i!h3i
h3Vi3
λ3
∫ ′ ξ(r1)dr1, (33)
so that
∫ ′ ξ(r1)dr1 = (h3(i−1)i!λ3/Vi3)exp(−Fi/kT ). However, ∫ ′ ξ(r1)dr1 = ξ(0)/ρ(0) from equation (18), so
ξ(0) = ρ(0)h
3(i−1)i!λ3
Vi3
exp(−Fi/kT ). (34)
Hence from equations (25), (31) and (34) we can establish our prime result
1
λ3 exp(−(Fi−1−Fi)/kT ) = iρ(0)exp
(−i(Φ(∞)−Φ(0))
(i−1)kT
)
, (35)
or equivalently
Fi−Fi−1 = kT ln
(
iρi(0)λ3
)− i
i−1∆Φi, (36)
where ∆Φi = Φ(∞)−Φ(0). The subscript i on ∆Φi indicates that the depth of the potential of mean force depends on cluster
size, and similarly the one-particle density at the centre of mass is i-dependent, and hence the need for a subscript on ρ(0).
The expression for the free energy change in equation (36) makes perfect physical sense, particularly if we rewrite it in the
form
∆F = F1+Fi−1−Fi = ii−1∆Φi− kT ln(iρi(0)V ) , (37)
with F1 =−kT ln(V/λ3). The left hand side is the change in free energy upon evaporation. The first term on the right hand side
may be written as a sum of two terms
(
1+ 1i−1
)
∆Φi. The first term ∆Φi is the reversible work done on a molecule by external
forces when it is slowly dragged out of an i-cluster, but work is also done on the remaining molecules in order to keep the total
centre of mass stationary. The total force on the remaining molecules is equal and opposite to that on the single molecule, but
the distance their centre of mass moves is i− 1 times smaller. The free energy change will therefore include this reversible
work. This accounts for the second contribution to the sum. Furthermore, there is entropic change in free energy upon first
identifying and holding one of the component molecules of the cluster stationary at the centre of mass, and then releasing it from
the position outside the cluster to which it has been pulled. Considering the cluster for the moment to be a bag of volume v(i),
the first change is roughly kT ln(v(i)/i) (the factor of 1/i to account for the choice in molecule) and the second is −kT lnV . We
note that v(i)∼ 1/ρ(0) and therefore recover the last term on the right hand side of equation (37).
Equation (35) is an exact relation between the depth of the potential of mean force confining a molecule to a cluster, and the
difference in cluster free energy before and after the loss of that molecule. It suggests a method for calculating differences in free
energy between i- and (i−1)-clusters by evaluating the depth of the potential of mean force confining particles to an i-cluster,
together with the particle probability density at the centre of mass. It is an alternative to methods such as umbrella sampling,
which has been applied to this very problem9,12.
We now combine equation (37) with the detailed balance expression (15) to get the i-cluster decay rate:
γthermi =
[(
8pikT
m
)1/2
R2
]
iρ(0)exp
( −i∆Φi
(i−1)kT
)
. (38)
This result is based on the assumption that the decay rate in a situation of detailed balance would apply for cases when the
system is out of equilibrium. The prefactor in square brackets is an approximation based on kinetic theory for the collision rate
of a monomer onto a spherical cluster of radius R.
Equation (38) should be compared with equation (11), the result from Langevin kinetics. First, though, we need to multiply
the potential in equation (11) by a factor i/(i− 1), to take account of the condition of fixed centre of mass, and we must also
8multiply γkin by i since any one of the i confined particles might escape. We should also add suffices i to the well depth and the
escape rate. We arrive at
γkini =
ikTr2e
mγ
exp(−i∆Φi/(i−1)kT )(∫ re
0 exp(i(Φ(r)−Φ(re))/(i−1)kT )dr
)(∫ re
0 r
2 exp(−i(Φ(r)−Φ(0))/(i−1)kT )dr) . (39)
The principal difference between equations (38) and (39) then lies in the prefactors multiplying the exponential terms. This
should not be a surprise since the Langevin equation approach, and the friction coefficient which appears in equation (??), is
a phenomenological representation of the molecular dynamics, and as we have just noted, the prefactor in the thermodynamic
escape rate is only approximate. The radii re and R in each expression ought to take approximately the same value, but they
might differ. The reliability of the two prefactors may be judged by comparison with real escape rates, which we shall address
in the next section.
First, though, there are some interesting further connections to draw between the potential of mean force and cluster prop-
erties. In the i → ∞ limit, Fi − Fi−1 is equal to the chemical potential of the condensate and hence the chemical potential
µs = kT ln
(
psλ3/kT
)
of a saturated vapour, where ps is the saturated vapour pressure. If we employ equation (36), and use
iρi(0)≈ ρl in the limit of large i, where ρl is the density of the condensate, then
∆Φ∞ =−kT ln
(
ps
ρlkT
)
. (40)
This is similar to the Clausius-Clapeyron equation, showing that ∆Φ∞ is related to the molecular latent heat of evaporation.
Another useful procedure is to construct the equilibrium population nei of an i-cluster by repeated use of equation (36). We
write
Fi−Fi−1−µs = ∆Φ∞− ii−1∆Φi+ kT ln
(
iρi(0)
ρl
)
, (41)
so that through equation (13),
nei = exp(−(Fi− iµs)/kT ) = ne2
i
∏
j=3
ρl
jρ j(0) exp
(
− 1kT
i
∑
j=3
(
∆Φ∞− jj−1∆Φ j
))
. (42)
The reference population chosen here is that of the dimer rather than the monomer since ρ2(0) is zero. However, the dimer
population can be related to the monomer population through ne2 ≈ −B2V ρ2v , where B2 is the second virial coefficient of the
vapour, defined through the equation p = kT
(
ρv+B2ρ2v
)
, with p and ρv the vapour pressure and density respectively. Equation
(42) is therefore an expression for the equilibrium population of i-clusters given in terms of quantities readily determined from
molecular dynamics studies of clusters: densities at the centre of mass and depths of potentials of mean force. We do not need
to calculate free energies explicitly. We intend to explore equation (42) in future work.
IV. CALCULATING THE ESCAPE RATE FROM MD SIMULATION
A. Cluster definition and molecular simulation
We have previously described microcanonical molecular dynamics (MD) simulations of clusters of argon atoms24. These
were performed both to implement new ideas for a realistic cluster definition and to compute cluster lifetimes for a variety of
sizes and energies. Our aim is now to calculate the lifetime of these clusters indirectly by studying the simulation trajectory and
evaluating the cluster properties needed in the theoretical formulae described in the previous section. We shall also develop here
a third, simplified procedure for estimating the lifetime, using a probabilistic approach. These studies will demonstrate that the
complex dynamical behaviour of molecular clusters can be described in terms of a simple model, parametrised through detailed
MD simulations.
Any scheme to estimate the lifetime must implement a cluster definition. We consider that a particle becomes unbound when
its kinetic energy K becomes greater than the modulus of its potential energy U (i.e. total energy is positive), but only if the
dynamics subsequently carry the particle far away from the cluster, avoiding recapture. Not all particles that acquire positive
energy necessarily escape. This is illustrated in Figure 2, which shows the total energy K +U of a particle near the edge of
a cluster as a function of time. Only one of the three positive energy excursions (indicated by arrows) lead to decay, giving a
recapture probability Rc = 2/3 in this example. From counting the proportion of positive energy excursions that lead to cluster
decay in extensive MD simulations, the success factor 1−Rc was found to be about 0.12 for clusters of about 50 atoms. Only
about one in eight positive energy excursions leads to escape. A higher proportion of particles escape when the clusters are
smaller and the surface curvature is greater, as would be expected.
9B. Potential of mean force approach
1. Langevin-derived prefactor
We can use the MD simulations to calculate the potential of mean force, friction coefficient and temperature for use in the
theoretical expressions for the decay rate derived in previous sections. The potential of mean force Φ(r) is found by averaging
the force on a particle when at a radius r from the cluster centre of mass. The temperature T of the cluster is obtained by
numerically fitting a Maxwell-Boltzmann distribution to the particle velocity distributions obtained from each trajectory.
The friction coefficient is found by mapping the actual molecular dynamics onto the Langevin dynamics. The radial com-
ponent of the apparent acceleration of a particle a = (v(t + δt/2)− v(t − δt/2))/δt for a given time interval δt along the MD
trajectory will not in general equal the radial component of the actual force on the particle at time t divided by the mass, due to
the finite value of δt. We ascribe the discrepancy to the sum of the friction force and the random force in the Langevin equation
(2). It is clear then what to do: we average the mean discrepancy force, and plot it against particle velocity to extract the friction
force element.
In Figure 3 we give such a plot for an example dataset with δt = 0.4 ps, demonstrating the linear correlation between friction
force and velocity. The slope of the dotted line fit to this behaviour is our estimate for γ. For different values of δt a similar
correlation is found, and the slope of the linear fit is shown against δt in Figure 4. For δt → 0 molecular dynamics and not
Langevin dynamics then holds so there is no discrepancy force and the apparent γ goes to zero. For large δt, the correlation
between force discrepancy and velocity is lost in noise from the random force contribution. There is a regime between these
limits where the apparent friction coefficient is about 2.5 ps−1, suggesting that Langevin dynamics is an adequate description
for timescales δt in the region of 0.4 ps.
A typical profile of potential of mean force Φ(r) for a cluster of 50 argon atoms at -2.98 kJ/mol per particle (or about T ≈ 50.6
K24) is shown in Figure 5. The profile for this size is reasonably flat at the cluster centre and then rises to a plateau. The one-
particle density profile given by equation (26) is therefore approximately uniform out to a radius of about 6 Å, and then falls to
zero, as shown in Figure 6. This density profile is reminiscent of the density profiles calculated in density functional treatments
of cluster structure33.
Now we can calculate the kinetic decay rate using equation (11). The results are shown in Figure 7. We employ escape radii
re of 11, 12, 14.5 and 17 Å for i= 10, 25, 50 and 100 respectively. These are estimates of the radii at which the potential of mean
force first reaches zero for each cluster size, averaged over cluster energy. The condition for particle escape is therefore that the
particle is able to reach the top of the free energy barrier, though this is a very rough treatment of a complicated problem. The
idea is illustrated in Figure 5 for the case of the i = 50 cluster at -2.98 kJ/mol per particle. The escape radius re is in the region
of the 14.5 Å quoted. Plots for different energies show slightly different escape positions, and rather than complicate the model
by using an energy dependent value of re, we choose a value dependent only on cluster size. Also note that it is rather delicate
to determine the position of the ‘lip’ of the potential well when the data are noisy. The uncertainties are less crucial than any
uncertainty in the depth of the well, however.
An energy-independent escape radius is equivalent to imposing a cluster definition that requires particles to lie within a given
distance of the centre of mass, irrespective of energy. We have previously demonstrated that a geometric cluster definition with
an energy-independent Stillinger radius cannot account for the observed cluster stabilities24. Therefore, deviations are therefore
to be expected.
We can simplify the model so that only the depth of the well and not its shape enters the theoretical expression. We can
parameterise of the model to fit to the data. If we assume the potential of mean force is a square well with depth ∆Φi and radius
Rs, then equation (39) reduces to
γkini =
3irekT
mγR3s (1− (Rs/re))
exp(−i∆Φi/(i−1)kT ), (43)
if ∆Φi  kT . We can estimate the range of the square well Rs using the one-particle profile ρ(r) and the escape radius takes a
position about one Lennard-Jones σ (∼3.4 Å) beyond this. Reasonable choices of the representative radii for the various cluster
sizes can produce lifetimes in as good agreement with the directly observed data as the lifetimes given in Figure 7. Working
with equation (43) has some advantages over equation (11) since the required input is easier to determine.
2. Detailed balance-derived prefactor
An alternative approach to estimating the decay rate is to employ equation (38), based on detailed balance and thermodynam-
ics. This time we need to estimate the radius R of a shell defining the capture cross-section of the cluster. Symmetry would
suggest that we should estimate R by determining the radius at which the particle escape is most likely. This radius is obtained
for each cluster size using the probabilistic method described in the following section. This gives capture radii R of 8, 10, 11
and 12 Å for i = 10, 25, 50 and 100 respectively, as ilustrated for i = 50 in Figure 9(e).
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We need estimates of the one-particle density at the origin ρ(0) in order to use equation (38). For example, Figure 6 suggests
a value of 5.0×10−4 Å−3 for the i = 50 cluster. Similar analyses of data can provide ρ(0) for all cluster sizes and energies in
our simulations. We can then calculate the mean lifetimes shown in Figure 8. Once again, agreement with the directly observed
mean lifetimes is reasonable, bearing in mind the estimation of R. Choosing R on a different basis might improve the fit. The
error in the predicted values is energy dependent, which is consistent with our previous conclusions that a geometric cluster
definition cannot reproduce the correct energy dependence of decay rates.
We note that the prefactors in equations (38) and (43) have similar structure. If γ−1 is a relaxation time, which we estimate
to be a typical molecular separation R/i1/3 divided by a typical thermal velocity (kT/m)1/2, and if we estimate the central one-
particle density to be ρ(0) ∼ R−3 then the prefactor in (38) reduces to (8pi)1/2kTi2/3/(mγR2), showing clear similarities to the
prefactor in equation (43).
C. Probabilistic approach
The value of MD simulation is that a wealth of information is available about the system under consideration. We have already
exploited this in fixing the parameters for the kinetic and thermodynamic treatments. But we can go further and develop a third,
probabilistic approach to estimate the cluster decay rate. It turns out that this approach reproduces the observed decay rates as
well as if not better than the approaches described in the previous section, and involves fewer assumptions.
The simulation trajectories are used to calculate the probability density P(r)= 4pir2ρ(r) for a particle to be found at a particular
distance r from the centre of mass. An example is shown in Figure 9(a). Similarly, the means and variances of the single particle
kinetic and potential energies K and U , respectively, can be obtained as a function of r. The distribution of the potential energy
of a particle at a given radius r is approximately Gaussian. The mean potential energy U(r) as a function of r is shown in Figure
9(b). Note however that it is the potential of mean force Φ(r) and not U(r) that is responsible for the binding, and one should
contrast the shapes of U and Φ in Figure 5.
Let us now calculate how often particles violate our cluster definition. First, they must acquire a total energy greater than
zero. The probability P(K > |U |;r) that a particle has K > |U | at a given r can be calculated by combining the kinetic and
potential energy probability distributions as shown schematically in Figure 9(c), and integrating over the states whose total
energy is positive. For convenience, we make the approximation that the kinetic energy distribution can be treated as a Gaussian.
The total energy distribution can then be characterised by adding the means of the individual distributions and their variances
in quadrature. This simplification only introduces a small error since it is the larger variance of the potential energy which
dominates the combined energy distribution. The resulting probability profile P(K > |U |;r), is shown in Figure 9(d). As would
be expected, if a particle is close to the top of the well then there is a good probability that its total energy will be positive.
Conversely, particles very close to the centre of mass will always be energetically bound. The probability density that a particle
will be found at position r with positive energy is then obtained by multiplying P(r) by P(K > |U |;r). The probability Ppos that
a particle in the cluster possesses positive energy is then given by integrating the resulting distribution over r as shown in Figure
9(e). The probability that it might then escape is Ppos(1−Rc).
A correction must then be made to account for the fact that the probability density function P(r) acquired from the MD is
depleted by the exclusion of configurations corresponding to decay events, since the trajectories are post-processed to remove
unbound states as described in reference (24). Therefore, we only see the positive energy excursions that do not lead to decay:
in Figure 2 the excursion leading to escape would be ignored and we would count only two events instead of three. The
actual number of such events should be obtained from the apparent number by renormalisation by a factor of 1/Rc, or about
1/0.78 ≈ 1.28 for the 50-cluster. This method also provides the velocity distribution for the escaping atoms at the instant of
decay and when they have completely separated from the cluster, as shown in Figure 10.
It remains to determine a timescale τ for the decay rate, or equivalently an attempt rate for escape 1/τ. We have seen that this
timescale is provided in the kinetic approach by the Langevin friction coefficient; in the thermodynamic approach by a capture
rate of monomers by a cluster, together with a detailed balance condition, and in other ways in other treatments15. We estimate
the timescale from our MD simulations in the following way. Encounters with neighbouring particles cause fluctuations in the
energy of a particle. These fluctuations drive the slower diffusion of the particle’s position within the potential well, but are also
the driving force behind the excursion of a particle into a positive energy state. We regard the energy fluctuation timescale as
the inverse of the frequency of attempts to achieve positive energy. The timescale τ(r) is therefore obtained by calculating the
average time for the total energy of a particle to pass through its mean value at a given value of r, and it is the timescale τedge for
r near the edge of the cluster that is relevant to the escape process. The decay rate of a cluster of size i is then given by:
γprobi =
Ppos(1−Rc)
τedge(i)Rc
(44)
Figure 11 shows the mean lifetimes obtained using this probabilistic scheme for a range of cluster sizes and energies. There is
clearly an excellent agreement with the results obtained previously24 through direct simulation. The probabilistic, single particle
model of the cluster dynamics therefore provides a very good representation of the complex many body problem.
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V. CONCLUSIONS
In this paper we have developed a two statistical models, one based on stochastic kinetics and the other on probabilities, to
account for the observed rates of decay of simple molecular clusters. The stochastic kinetics approach is based on a representation
of single molecule motion using a Langevin equation of motion, and the probabilistic model uses data acquired from molecular
dynamics simulations to determine the statistics of how often molecules violate the imposed cluster definition and leave.
These statistical models enable us to view the evaporation of a molecule from a quasi-bound many-body system as a single
particle escape problem. Both the kinetic and the probabilistic models can reproduce the measured cluster lifetimes to a high
degree of accuracy. This suggests that it should be possible to develop methods to obtain decay rates for clusters that are so long
lived that their lifetime would be impossible to measure directly. The accuracy of the methods in predicting cluster lifetimes
for such systems will depend upon the amount of data available for use in the analysis. In particular, it is necessary to generate
some nearly unbound configurations in order to determine the depths of the potential energy well and the potential of mean
force. Simulation data where molecules are extracted slowly from the cluster by an external force, or allowed to drift towards
the cluster from outside the simulation cell, could be employed where necessary to provide the required information.
These schemes are very similar in spirit to the potential of mean force calculations that are routinely used in MD studies
to obtain thermodynamic quantities for complex systems34. Our methods are precisely designed to enable us obtain accurate
kinetic data for the study of non-equilibrium processes, such as nucleation.
We have taken the view here that kinetic or probabilistic modelling provides perhaps the most realistic basis for determining the
rate of decay, though equilibrium thermodynamic methods have traditionally been the principal tools in this area. However, we
have made some progress towards establishing connections between the kinetic and thermodynamic approaches. In particular,
we have shown that the depth of the confining potential of mean force, which is a major ingredient in the kinetic statistical
decay rate, may be related to the difference in free energy of the clusters with and without the departing molecule, as long as
the cluster is to a large degree in internal thermal equilibrium. The kinetic rate of escape is therefore related to equilibrium
thermodynamic properties of the cluster. This conclusion has been suggested in the past by identifying nucleation rates derived
by kinetic schemes with rates derived on the basis of thermodynamic transition state theory. The uncertainty in the calculated
decay rate lies, as has often been found before, in determining the so-called kinetic prefactor, or equivalently a timescale. In
our kinetic approach, the timescale is provided by the phenomenological Langevin friction coefficient, while the thermodynamic
methods used here appeal to a principle of detailed balance and employ a timescale from the collision rate between monomers
and clusters. Other thermodynamic approaches provide timescales in different ways. In the probabilistic approach used here, the
timescale is extracted from the fluctuation behaviour of single particle energies. Ultimately, it is a comparison with the decay
rates determined by microscopic molecular simulation that test the validity of each of these approaches.
This connection between kinetic and thermodynamic approaches reveals potential points of departure too. The solutions to
the Langevin equation we employ are valid in the strong friction regime. How does the kinetic decay rate compare with a free
energy difference when particle inertia is taken into account (weak friction)? In this situation, the relatively slow collision rate
between particles within the cluster may mean that the full range of microcanonical states is not explored over the timescale of
cluster decay. Similarly, systems that are slow to equilibrate after cluster growth may not fully explore conformational space
before a subsequent monomer collision occurs, so that the current state of the cluster (and hence its decay rate) becomes coupled
to cluster growth. In both of these situations, the relationship between the free energy and the decay rate becomes less obvious.
There are clearly several areas where the relationship between the kinetics and thermodynamics of cluster decay is yet to be
explored.
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Figures
Figure 1. In the Kramers problem, the escape of a particle is considered for the type of potential shown in (a), with a locally
harmonic well centred at r = 0 and a locally harmonic barrier at r = re. For particle escape from a cluster, the confining
potential of mean force is more like (b). The escape radius re is arbitrary, but can be related to a typical position at which
the cluster definition is violated.
Figure 2. The total energy and distance from centre of mass of a particle near the edge of a cluster, in a typical example. The
vertical arrows indicate the three energy excursions. Only the last of these events leads to cluster decay.
Figure 3. The average radial discrepancy force per unit mass on a particle in the cluster, plotted against particle radial velocity,
obtained by analysing the dynamics on a time interval δt = 0.4 ps. The dotted line represents a fit to the expected linear
behaviour. The slope is the negative of the friction coefficient.
Figure 4. The apparent friction coefficient in the Langevin interpretation of the molecular dynamics, for a range of timesteps
δt used in the evaluation of the particle acceleration. The expected behaviour at large and small δt is seen, and the plateau
region centred at about δt = 0.3 ps represents the optimal value of the friction coefficient γ.
Figure 5. The potential of mean force for a 50 atom argon cluster at T ≈ 50.6 K, obtained from averages of the mean force as a
function of radius, derived from MD simulation.
Figure 6. The one particle density profile ρ(r) for the 50 atom argon cluster at an energy of -2.98 kJ mol−1 per particle (T ≈ 50.6
K), obtained from MD simulation.
Figure 7. Mean lifetimes of argon clusters of various sizes and at a range of total energies, calculated using the kinetic approach
of equation (39) (open circles) and measured directly by MD simulation (filled circles).
Figure 8. Mean lifetimes of argon clusters of various sizes and at a range of total energies, calculated using the thermodynamic
approach of equation (38) (open circles) and measured by MD simulation (filled circles).
Figure 9. These plots illustrate the probabilistic method for estimating escape probability Pesc. In (a) the one-particle probability
density P(r) is shown as a function of distance r from the centre of mass. The data shown is for the 50 particle cluster at
an energy of -2.98 kJ mol−124. In (b) we show the mean potential energy well created by this 50 particle cluster. In (c),
we give, on the left, the normalised probability distributions for the potential energy U (full line) and the kinetic energy K
(dashed line) at r = 12 Å. For convenience, the observed Maxwell-Boltzmann kinetic energy distribution is approximated
by a Gaussian, as shown. The normalised probability distribution for the total energy, shown on the right, is obtained by
combining these two distributions. Integrating this distribution for positive energies gives the probability that K > |U | for
this value of r. The derived probability that a particle has positive energy at a given position r is shown in (d), again for
a 50 particle cluster at an energy of -2.98 kJ mol−1 particle−1. The probability density that a particle at position r has
positive energy is then the product of the distributions in (a) and (d). Two cases are shown in (e), for 50 particle clusters
at temperatures of T = 50.6 K (full line) and T = 55.4 K (dashed line). The probability that a particle should acquire
positive energy Ppos is then the area under these curves.
Figure 10. The velocity distribution for the escaping atoms at the instant of cluster decay (dashed line) compared with that for
particles bound within the cluster (dotted line). The data shown is for a 50 particle cluster at T ≈ 50.6 K. The particles
that escape are ‘colder’ than the average: they have given up kinetic energy in favour of potential energy as the bonds with
their neighbours are loosened. The energy distribution of the escaped particles when far from the cluster is shown as a
solid line. It clearly does not take the equilibrium shape.
Figure 11. A comparison of the cluster lifetimes calculated using the probabilistic method (open circles) with those measured
from the MD simulations (filled circles).
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