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PIERI OPERATORS ON THE AFFINE NILCOXETER ALGEBRA
CHRIS BERG, FRANCO SALIOLA, AND LUIS SERRANO
Abstract. We study a family of operators on the affine nilCoxeter algebra.
We use these operators to prove conjectures of Lam, Lapointe, Morse, and
Shimozono regarding strong Schur functions.
1. Introduction
The k-Schur functions of Lapointe, Lascoux and Morse [LLM03] first arose in
the study of Macdonald polynomials. Since then, their study has flourished; see for
instance [LM03, LM05, LM07, LS07, LLMS10, Lam10] and the references therein.
This is due, in part, to an important geometric interpretation of the Hopf algebra
Λ(k) of k-Schur functions and its dual Hopf algebra Λ
(k): these algebras are iso-
morphic to the homology and cohomology of the affine Grassmannian in type A
[Lam08]. Under this isomorphism, the k-Schur functions map to the Schubert ba-
sis of the homology and the dual k-Schur functions (also called the affine Schur
functions) map to the Schubert basis of the cohomology.
An important problem in the theory of k-Schur functions is to find a k-Littlewood–
Richardson rule, namely, a combinatorial interpretation for the (nonnegative) coef-
ficients in the expansion
(1) s(k)µ s
(k)
ν =
∑
λ
cλ,(k)µ,ν s
(k)
λ .
The c
λ,(k)
µ,ν are called the k-Littlewood–Richardson-coefficients, and are of high rele-
vance in combinatorics and geometry. It was proved by Lapointe and Morse [LM08]
that special cases of these coefficients yield the 3-point Gromov–Witten invariants.
The 3-point Gromov–Witten invariants are the structure constants of the quantum
cohomology of the Grassmanian; they count the number of rational curves of a fixed
degree in the Grassmannian.
As an approach to finding the k-Littlewood–Richardson coefficients, Lam [Lam06]
identified Λ(k) with the affine Fomin–Stanley subalgebra B of the affine nilCoxeter
algebra A of the affine symmetric group W . Specifically, he constructed a family of
elements s
(k)
λ ∈ B that map under this isomorphism to the k-Schur functions s
(k)
λ .
Furthermore, he proved [Lam06, Proposition 42] that finding the k-Littlewood–
Richardson rule is equivalent to finding the expansion of the s
(k)
λ in the “standard
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basis” uw of A. Explicitly, he proved that the coefficients in (1) appear as coefficients
in the expansion
(2) s
(k)
λ =
∑
w∈W
dwλuw.
In this article, we develop a family of operators on A, which will facilitate the
study of the s
(k)
λ , and we prove certain conjectures regarding a family of functions
that generalize the k-Schur functions s
(k)
λ . Each of these is described in more detail
below.
1.1. The Pieri operators. Lam, Lapointe, Morse, and Shimozono [LLMS10] con-
structed a labelled directed graph G↓ on the elements of W , which encompasses the
strong order in W . In this article we study the operators on A induced by the Pieri
operators of G↓ in the spirit of [BMSvW00]. In Section 4, we develop the main
properties of these operators. More specifically, in Theorem 4.9 we prove that these
operators are determined by their restriction to B, in Theorem 4.7 we determine this
restriction, and in Theorem 4.10 we prove that the operators commute pairwise.
1.2. Properties of strong Schur functions. Lam, Lapointe, Morse, and Shimo-
zono [LLMS10] generalized the s
(k)
λ to a larger set of functions called the strong
Schur functions Strongu/v, where u and v is any pair of elements inW . In Section 5,
we use the Pieri operators to prove a series of conjectures of Lam, Lapointe, Morse,
and Shimozono [LLMS10, Conjecture 4.18] regarding these functions. Specifically,
(a) in Theorem 5.2 we prove that the Strongu/v are symmetric functions;
(b) in Theorem 5.4 we prove that they belong to the algebra Λ(k); and
(c) in Theorem 5.5 we describe the coefficient of s
(k)
λ in Strongu/v, when u and
v are 0-Grassmannian elements, in terms of the structure constants of the
cohomology ring of the affine flag variety.
Note that (c) provides a combinatorial description of the skew k-Schur functions.
1.3. Acknowledgements. We would like to thank Nantel Bergeron, Sergey Fomin,
Thomas Lam, Jennifer Morse, Anne Schilling, and Mike Zabrocki for helpful dis-
cussions.
This research was facilitated by computer exploration using the open-source
mathematical software system Sage [S+12] and its algebraic combinatorics features
developed by the Sage-Combinat community [SCc12].
2. Background and Notation
2.1. Affine symmetric group. Fix a positive integer k. Let W denote the affine
symmetric group with simple generators s0, s1, . . . , sk. There is an interpretation of
W as the group of permutations w : Z→ Z satisfying w(i+k+1) = w(i)+k+1 for
all i ∈ Z and
∑k+1
i=1 w(i) =
∑k+1
i=1 i. Let ti,j be the element of W that interchanges
the integers i and j and fixes all integers not congruent to i or j modulo k + 1.
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LetW0 denote the subgroup ofW generated by s1, . . . , sk and letW
0 denote the
set of minimal length coset representatives of W/W0. Elements of W
0 are called
affine Grassmannian elements or 0-Grassmannian elements. There are bijections
between 0-Grassmannian elements, k-bounded partitions, and (k+1)-cores. We will
not review these here, but refer the reader to [LM05]. For a k-bounded partition
λ, we let wλ denote the corresponding element of W
0. Let B(k) denote the set of
k-bounded partitions.
2.2. Affine nilCoxeter algebra. Let A denote the affine nilCoxeter algebra of
W : this is the algebra generated by u0,u1, . . . ,uk with relations:
u2i = 0 for all i;
uiui+1ui = ui+1uiui+1 with i+ 1 taken modulo k + 1;
uiuj = ujui if i− j 6= ±1 modulo k + 1.
It follows that a basis of A is given by the elements uw = usi1usi2 · · ·usil , where
w = si1si2 · · · sil is a reduced word for w ∈W . We define an inner product on A by
〈uv,uw〉A = δu,v.
2.3. Affine Fomin–Stanley subalgebra. An element w ∈W is said to be cycli-
cally decreasing if there exists a reduced factorization si1 · · · sij of w satisfying:
each letter occurs at most once; and, for all m, if sm and sm+1 both appear in the
reduced factorization, then sm+1 precedes sm. If D ( {0, 1, . . . , k}, then there is a
unique cyclically decreasing element wD with letters {sd : d ∈ D}. Let uD = uwD
denote the corresponding basis element of A. For i ∈ {0, 1, . . . , k}, let
hi =
∑
D⊂I
|D|=i
uD ∈ A.
By a result of Thomas Lam [Lam06], the elements {hi}i≤k commute and freely
generate a subalgebra B of A called the affine Fomin–Stanley subalgebra. The ele-
ments hλ = hλ1 . . .hλt , for all k-bounded partitions λ = (λ1, . . . , λt), form a basis
of B.
2.4. Symmetric functions. Let Λ denote the ring of symmetric functions. For a
partition λ, we let mλ, hλ, eλ, pλ, sλ denote the monomial, homogeneous, elemen-
tary, power sum and Schur symmetric function, respectively, indexed by λ. Each of
these families forms a basis of Λ. We recall the following change of bases formulae:
hµ =
∑
λ
Kλ,µsλ and sλ =
∑
µ
Kλ,µmµ
where Kλ,µ, called the Kostka number, is the number of semistandard tableaux of
shape λ and content µ [Sta99].
Let Λ(k) denote the subalgebra of Λ generated by h0, h1, . . . , hk. The elements
hλ with λ1 ≤ k form a basis of Λ(k). Let Λ
(k) = Λ/Ik denote the quotient of Λ by
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the ideal Ik generated by mλ with λ1 > k. The equivalence classes in Λ
(k) of the
elements mλ with λ1 ≤ k form a basis of Λ
(k).
The Hall inner product of symmetric functions is defined by
〈hλ,mµ〉Λ = 〈sλ, sµ〉Λ = δλ,µ.
Observe that every element of the ideal Ik is orthogonal to every element of Λ(k)
with respect to this inner product. Hence, it induces a pairing 〈·, ·〉 between Λ(k)
and Λ(k). In particular, 〈f, g〉 = 〈f, g˜〉 for f ∈ Λ(k), g ∈ Λ
(k) and any preimage g˜ of g
under the quotient map Λ→ Λ(k). For an element f in Λ(k), write f⊥ : Λ(k) → Λ(k)
for the linear operator that is adjoint to multiplication by f with respect to 〈·, ·〉.
2.5. Affine Schur functions. The affine Schur functions form a distinguished
basis of Λ(k). For w ∈W , the affine Stanley symmetric function is defined as
F˜w =
∑
λ∈B(k)
〈
hλ,uw
〉
A
mλ,(3)
where mλ is the monomial symmetric function indexed by λ. These functions are
elements of Λ(k), but they are not linearly independent. For a k-bounded partition
λ, let F˜λ = F˜wλ , where wλ denotes the 0-Grassmannian element corresponding to
λ. The functions F˜λ are called affine Schur functions (or dual k-Schur functions)
and they form a basis of Λ(k). See for instance [Lam06, LM08].
2.6. k-Schur functions. The k-Schur functions are a distinguished basis of Λ(k).
They are defined as the duals of the affine Schur functions with respect to the inner
product 〈·, ·〉 on Λ(k)×Λ
(k). That is, they satisfy 〈s
(k)
λ , F˜µ〉 = δλ,µ for all k-bounded
partitions λ and µ. Equivalently, they are uniquely defined by the k-Pieri rule:
his
(k)
λ =
∑
s(k)ν
where the sum ranges over all k-bounded partitions ν such that wνw
−1
λ is cyclically
decreasing of length i. It follows from duality and (3) that
hµ =
∑
λ∈B(k)
〈
hλ,uwµ
〉
A
s
(k)
λ .
2.7. Noncommutative k-Schur functions. The algebras Λ(k) and B are iso-
morphic with isomorphism given by hλ 7→ hλ. We denote by s
(k)
λ the image of
the k-Schur function s
(k)
λ under this isomorphism. In the literature, s
(k)
λ is called
a noncommutative k-Schur function. They have the following expansion [Lam06,
Proposition 42]:
s
(k)
λ =
∑
w∈W
〈
s
(k)
λ , F˜w
〉
uw.(4)
That is, the coefficient of uw in s
(k)
λ is equal to the coefficient of F˜λ in F˜w:〈
s
(k)
λ , F˜w
〉
=
〈
s
(k)
λ ,uw
〉
A
(5)
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and so
F˜w =
∑
λ∈B(k)
〈
s
(k)
λ ,uw
〉
A
F˜λ.
Consequently, s
(k)
λ contains exactly one term uw with w ∈W
0 and its coefficient is
1. Furthermore, if
∑
w cwuw is known to lie in B, then
∑
w cwuw =
∑
λ cwλs
(k)
λ .
3. Definition of the operators
In this section, we define operators on the affine nilCoxeter algebra A. The defi-
nitions are dependent upon the combinatorics introduced by Lam, Lapointe, Morse,
and Shimozono in [LLMS10].
3.1. Up operators. Define an edge-labelled oriented graph G↑ with vertex set W :
there is an edge from v to w labelled by i whenever ℓ(w) = ℓ(v) + 1 and siv = w.
(See Figure 1.) So, G↑ is the graph for the (left) weak order on W .
s0s1s2 s2s1s0
s2s1
s1s2s1s0
s1s2 s1s0
s2 s1
s0s1s0s1s2s0
s0
1
s0s1s2s0
s2s0 s0s1s0s2
s0s2s1s0
s1s2s1 s0s2s1s0s2s0
Figure 1. A subgraph of G↑ for k = 2; cf. Figure 2.
A weak strip of length j from w to v, denoted by w  v, is a pair of elements
w, v ∈ W such that w precedes v in weak order and vw−1 is a cyclically decreasing
word of length j.
For any non-negative integer j, define a linear operator Uj : A→ A by
Uj(uw) =
∑
w v
size(w v)=j
uv = hjuw
where the sum ranges over all weak strips of length j that begin at w. Equivalently,
Uj is multiplication on the left by hj .
Example 3.1. With k = 2: U1(u0) = u2u0+u1u0 and U2(u0) = u0u2u0+u2u1u0.
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3.2. Down operators. Define a second edge-labelled oriented graph G↓, themarked
strong order graph, with vertex set W : there is an edge from x to y labelled by
y(j) = x(i) whenever ℓ(x) = ℓ(y)+1 and there exists i ≤ 0 < j such that y ti,j = x.
Example 3.2. (k = 2) There are two edges from x = s0s1s2s0 to y = s1s2s0 since
y−1x can be written as ti,j with i ≤ 0 < j in two ways: y
−1x = t−4,1 = t−1,4. These
edges are labelled by y(1) = −2 and y(4) = 1. See Figure 2.
Remark 3.3. [LLMS10] defined a similar graph except that they oriented their
edges in the opposite direction and labelled the edges by the pair (i, j): they write
y
i,j
−→ x whereas we write x
y(j)
−→ y; and they call our label y(j) the marking of the
edge.
s0s1s2 s2s1s0
s2s1
s1s2s1s0
s1s2 s1s0
s2 s1
s0s1s0s1s2s0
s0
1
s0s1s2s0
s2s0 s0s1s0s2
s0s2s1s0
s1s2s1 s0s2s1s0s2s0
1
0
2
2
10 3−12
1
0
−1
2
1−12
1
1
1 2
0
−2 1 4
23
3 4
3
143 14
Figure 2. G↓ for k = 2 truncated at the affine Grassmannian
elements of length 4.
A strong strip of length i from w to v, denoted by w _ v, is a path
w
ℓ1−→ w1
ℓ2−→ · · ·
ℓi−→ wi = v
of length i in G↓ with decreasing edge labels: ℓ1 > · · · > ℓi. For non-negative integers
i, define Di : A→ A as
Di(uw) =
∑
w_v
size(w_v)=i
uv
where the sum ranges over all strong strips of length i that begin at w. In particular,
the coefficient of uv in Di(uw) is the number of strong strips of length i that begin
at w and end at v.
Example 3.4. With k = 2, using the graph from Figure 2, one can verify that:
D1(u0u1u2u0) = 2u0u2u0 + u0u1u2 + 2u1u2u0 + u0u1u0;
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D2(u0u1u2u0) = u0u2 + u1u2 + u2u0 + u1u0.
More generally, we define an operator DJ for any composition J of positive
integers; the operator Di defined above is DJ for the composition J = [i]. We need
some additional notation. The ascent composition of a sequence ℓ1, ℓ2, . . . , ℓm is the
composition [i1, i2−i1, . . . , ij−ij−1,m−ij], where i1 < i2 < · · · < ij are the ascents
of the sequence; that is, the elements in {1, . . . ,m − 1} such that ℓia < ℓia+1. For
example, the ascent composition of the sequence 3, 2, 0, 3, 4, 1 is [3, 1, 2] since the
ascents are in positions 3 and 4.
If w0
ℓ1−→ · · ·
ℓm−→ wm is a path in G
↓, then we let ascomp(w0
ℓ1−→ · · ·
ℓm−→
wm) denote the ascent composition of the sequence of labels ℓ1, . . . , ℓm. It is a
composition of the length of the path.
For a composition J = [j1, j2, . . . , jl] of positive integers, define
DJ(uw) =
∑
ascomp
(
w
ℓ1−→w1
ℓ2−→···
ℓm−→wm
)
=J
uwm
where the sum ranges over all paths in G↓ of length m = j1 + · · ·+ jl beginning at
w whose sequence of labels has ascent composition J .
Example 3.5. With k = 2 one can verify using Figure 2 that:
D[3](u1u2u1u0) = u2 + u0,
D[2,1](u1u2u1u0) = u2 + 2u0 + u1,
D[1,2](u1u2u1u0) = u2 + 2u0 + u1,
D[1,1,1](u1u2u1u0) = u0 + u1.
For two compositions I = [i1, . . . , ir] and J = [j1, . . . , js], let
I ⊞ J = [i1, . . . , ir−1, ir + j1, , j2, . . . , js]
I  J = [i1, . . . , ir, j1, . . . , js]
Proposition 3.6. If I and J are compositions, then
DI ◦DJ = DI⊞J +DIJ .
Proof. If w → · · · → v and v → · · · → u are two paths in G↓ with ascent compo-
sitions J and I, respectively, then the path w → · · · → v → · · · → u has ascent
composition either I  J or I ⊞ J . 
Corollary 3.7. Suppose I = [i1, . . . , ir] is a composition. Then∑
JI
DJ = Di1 ◦ · · · ◦Dir
where  denotes reverse refinement order on compositions1.
1With respect to this order, the composition [1, 1, . . . , 1] is the maximal element and the com-
position [n] is the minimal element.
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Proof. Proceed by induction on r. This is trivially true for r = 1. Suppose the result
holds for compositions of length less than r. Then
Di1 ◦ · · · ◦Dir = Di1
 ∑
J′[i2,...,ir ]
DJ′
 = ∑
J′[i2,...,ir ]
(
D[i1,j1,...,js] +D[i1+j1,...,js]
)
which is
∑
JI DJ since the first part of a composition J that satisfies J  I is
either i1 or i1 + (i2 + · · ·+ il) for some l ≥ 2. 
4. Properites of the operators
In this section we develop properties of the operators Uj and Di.
4.1. Extensions of linear endomorphisms of B to A. SinceW 0 is a set of coset
representatives ofW0 inW , every element w ofW factors uniquely as w = w
(0)w(0)
with w(0) ∈ W 0 and w(0) ∈ W0. We call this the 0-Grassmannian factorization of
w. Since the elements of W 0 are in bijection with k-bounded partitions, we can
write this factorization as w = wλw(0), and we let
bw = s
(k)
λ uw(0) .
Proposition 4.1. The set {bw : w ∈ W} is a basis of A.
Proof. We will define a total order on the elements of W in such a way that the
leading term of bw is uw. Then, with respect to this ordering, the transition matrix
from {bw} to {uw} is uni-triangular, from which the result follows.
Informally, we need an order in which v precedes u whenever ℓ(u) > ℓ(v) or
the “Grassmannian part” of u is bigger than that of v. Define v to precede u if:
ℓ(u) > ℓ(v); or ℓ(u) = ℓ(v) and ℓ(u(0)) > ℓ(v(0)). Note that this is only a partial
order, but any linear extension of this partial order will do the trick.
First we argue that the leading term of bwλ = s
(k)
λ is uwλ . Indeed, s
(k)
λ expanded
in the basis {uv} is a linear combination of terms uv with the v all of the same
length |λ|, and it contains exactly one term uw with w ∈W
0, namely wλ (see §2.7).
Next, we prove that the leading term of bw is uw. If uv appears in bw = s
(k)
λ uw(0)
with nonzero coefficient, then uv = uv˜uw(0) with uv˜ appearing in s
(k)
λ . It follows
that v = v˜w(0) with ℓ(v) = ℓ(v˜) + ℓ(w(0)) and that v
(0) = v˜(0). Hence, to compare
terms uv and uu of bw, it suffices to compare the corresponding terms uv˜ and uu˜
of s
(k)
λ . So, the leading term of bw is the leading term of s
(k)
λ times uw(0) , which is
precisely uwλuw(0) = uw. 
Corollary 4.2. The set {hλuw(0) : w = wλw(0) ∈W} is a basis of A.
Proof. Follows from Proposition 4.1 and the fact that {hλ} is a basis of B. 
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The above results allow us to extend linear endomorphisms of B to linear endo-
morphisms of A. Let f : B → B be a linear transformation of B. Then we get a
linear transformation f̂ : A→ A by defining f̂ on the basis {bw} by
f̂ (bw) = f̂
(
s
(k)
λ uw(0)
)
= f
(
s
(k)
λ
)
uw(0) ,
where w = wλw(0) is the 0-Grassmannian factorization of w.
4.2. Commutation relation. We prove a commutation relation between the op-
erators Uj and Di. This relation will allow us to bootstrap properties of D1 and Uj
to every operator Di via an inductive argument.
Proposition 4.3 (Commutation Relation).
Di ◦ Uj =
∑
e≥0
Uj−e ◦Di−e
Proof. First note that the right hand side is a finite sum. The coefficient of uv in
(Di ◦ Uj) (uu) =
∑
u w
size(u w)=j
∑
w_v
size(w_v)=i
uv
is the number of tuples (u w,w _ v) consisting of a weak strip u w of length
j and a strong strip w_ v of length i. The coefficient of uv in∑
e≥0
Uj−e ◦Di−e
 (uu) =∑
e≥0
∑
u_x
size(u_x)=i−e
∑
x v
size(x v)=j−e
uv
is the number of triples (e, u _ x, x  v) consisting of a nonnegative integer e, a
strong strip u_ x of length i− e and a weak strip x v of length j − e.
By [LLMS10, Proposition 4.1], these two numbers are the same. Indeed, that
proposition establishes a bijection between the sets:(W ′, S′) :
W ′ is a weak strip beginning at u,
S′ is a strong strip ending at v,
with W ′ ending where S′ begins.

←→
(W,S, e) :
W is a weak strip ending at v,
S is a strong strip beginning at u,
e ≥ 0 satisfies size(W ) + e ≤ k,
with S ending where W begins.

such that
size(S) = size(S′)− e
size(W ) = size(W ′)− e. 
Corollary 4.4 (Bracket).
Di ◦ Uj − Uj ◦Di = Di−1 ◦ Uj−1
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Proof.
Di ◦ Uj =
∑
e≥0
Uj−e ◦Di−e = Uj ◦Di +
∑
e≥1
Uj−e ◦Di−e = Uj ◦Di +Di−1 ◦ Ui−1

4.3. Di stabilizes B. We use the commutation relation of the previous section to
prove that Di(B) ⊆ B. First we determine the image of hr under Di.
Lemma 4.5. For r ≤ k and all i,
Di(hr) = hr−i.
Proof. If i > r, then Di(hr) = 0 since there are no strong strips of size i beginning
at elements w of length r. Also, by definition, hr−i = 0. So suppose that i ≤ r.
Proceed by induction on i. If i = 1, then
D1(hr) = (D1 ◦ Ur)(1A) = (Ur ◦D1)(1A) + (D0 ◦ Ur−1)(1A) = 0A + hr−1.
Suppose the result holds for i− 1. Then
Di(hr) = (Di ◦ Ur)(1A) = (Ur ◦Di)(1A) + (Di−1 ◦ Ur−1)(1A)
= 0A +Di−1(hr−1) = hr−i. 
Theorem 4.6. Let J be a composition. Then DJ stabilizes B; that is,
DJ(B) ⊆ B.
Proof. It suffices to prove this for the operatorsDi since DJ is a linear combination
of compositions of these operators. Since B is spanned by the products hj1hj2 · · ·hjl ,
it suffices to show that Di(hj1hj2 · · ·hjl) ∈ B. Proceed by induction on i and l. If
l = 1, then by Lemma 4.5, Di(hj1) = hj1−i ∈ B. For i = 1 this was proved in
[BSS11, Theorem 3.9]. If l > 1, then
Di(hj1hj2 · · ·hjl) = (Di ◦ Uj1) (hj2 · · ·hjl)
= (Uj1 ◦Di) (hj2 · · ·hjl) + (Di−1 ◦ Uj1−1) (hj2 · · ·hjl)
= hj1Di(hj2 · · ·hjl) +Di−1(hj1−1hj2 · · ·hjl) ∈ B. 
Since the noncommutative k-Schur functions form a basis of B, it is natural to
ask for the expansion of Di(s
(k)
λ ) in terms of noncommutative k-Schur functions. We
obtain the following combinatorial description in terms of strong strips. Recall that
wλ denotes the 0-Grassmannian element corresponding to the k-bounded partition
λ under the bijection between B(k) and W 0.
Theorem 4.7.
Di
(
s
(k)
λ
)
=
∑
size(wλ_wµ)=i
s
(k)
µ .
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Proof. SinceDi(s
(k)
λ ) ∈ B, to compute its expansion in terms of k-Schur functions, it
suffices to compute the coefficient of uw for 0-Grassmannian elements w (see §2.7).
This is the number of strong strips v _ w of length i with uv appearing as a term in
s
(k)
λ . But a strong strip that ends at a 0-Grassmannian element necessarily begins at
a 0-Grassmannian element [LLMS10, Proposition 2.6], and there is a unique term
uv appearing in s
(k)
λ with v a 0-Grassmannian element, namely uwλ . 
4.4. Restriction to B. We prove that DJ is determined by its restriction to B
and we identify this restriction as a linear operator adjoint to multiplication by a
symmetric function with respect to the pairing on Λ(k) × Λ
(k).
Theorem 4.8. Suppose w ∈W and v ∈ W0. Then
Uj(uwuv) = Uj(uw)uv
Di(uwuv) = Di(uw)uv
Consequently, Uj and Di are completely determined by their restriction to B.
Proof. Since Uj is left-multiplication by hj , associativity implies that Uj(uwuv) =
Uj(uw)uv, establishing the first equality. By Corollary 4.2, it suffices to show that
Di(hj1hj2 · · ·hjluv) = Di(hj1hj2 · · ·hjl)uv. Proceed by induction. The case i = 1
was proved in [BSS11, Theorem 3.10]. Suppose the result holds for Di−1. We prove
the result also holds for Di by induction on l. If l = 1, then
Di(hj1uv) = (Di ◦ Uj1)(uv) = (Uj1 ◦Di)(uv) + (Di−1 ◦ Uj1−1)(uv).
Note that Di(uv) = 0 because there is no strong strip starting from v ∈ W0. And
since the result holds for Di−1, we have
(Di−1 ◦ Uj1−1)(uv) = Di−1(hj1−1uv) = Di−1(hj1−1)uv = Di(hj1)uv.
For l > 1, use the identity Di ◦ Uj1 = Uj1 ◦Di +Di−1 ◦ Uj1−1 to write
Di(hj1hj2 · · ·hjluv) = (Uj1 ◦Di)(hj2 · · ·hjluv) +Di−1(hj1−1hj2 · · ·hjluv).
Since the product hj2 · · ·hjl involves less than l terms, by induction we have that
(Uj1 ◦Di)(hj2 · · ·hjluv) = Uj1 (Di(hj2 · · ·hjl)uv) = (Uj1 ◦Di)(hj2 · · ·hjl)uv.
Since the result holds for Di−1, we have that
Di−1(hj1−1hj2 · · ·hjluv) = Di−1(hj1−1hj2 · · ·hjl)uv.
Hence, Di(hj1hj2 · · ·hjluv) = Di(hj1hj2 · · ·hjl)uv, as desired. 
We next identify the restriction of DJ to B. For a composition J , let sJ denote
the ribbon Schur function indexed by J (for a good introduction to ribbon Schur
functions, see for instance [BTvW06]) and let sJ denote its image in Λ
(k). Recall
that sJ
⊥ : Λ(k) → Λ(k) is the linear operator adjoint to multiplication by sJ in
Λ(k). We also denote the corresponding linear operator on B by sJ
⊥.
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Theorem 4.9. The restriction of DJ to B is sJ
⊥. Consequently, DJ is the exten-
sion to A, as defined in §4.1, of sJ
⊥ : B→ B.
Proof. In the following, let DJ(s
(k)
λ ) denote the image DJ(s
(k)
λ ) under the isomor-
phism B→ Λ(k). We will prove, for all s
(k)
λ and F˜µ,〈
DJ
(
s
(k)
λ
)
, F˜µ
〉
=
〈
s
(k)
λ , sJ F˜µ
〉
.
Proceed by induction on the length of J = [j1, j2, . . . , jl]. Suppose l = 1. Then it
suffices to prove that 〈
Dj
(
s
(k)
λ
)
, F˜µ
〉
=
〈
s
(k)
λ , hjF˜µ
〉
.
But this follows immediately from Theorem 4.7 and the Pieri rule: hjF˜wµ =
∑
F˜wλ
with the sum running over all strong strips wλ _ wµ of size j (see [LLMS10,
Theorem 4.13]).
Now suppose the result holds for compositions of length less than l. Let J =
[j1, j2, . . . , jl]. Observe that
DJ = Dj1 ◦D[j2,...,jl] −D[j1+j2,...,jl],
so by induction and the product rule for ribbon Schur functions [Mac16, §169],
DJ = sj1
⊥ ◦ s[j2,...,jl]
⊥ − s[j1+j2,...,jl]
⊥,
= sj1s[j2,...,jl] − s[j1+j2,...,jl]
⊥
= sJ
⊥. 
Theorem 4.10. The operators DJ and DK commute.
Proof. A is spanned by elements of the form buw with b ∈ B and w ∈W0 (Propo-
sition 4.1), so it suffices to prove this for these elements. Combining Theorems 4.8
and 4.9, we have
(DK ◦DJ) (buw) = (DK ◦DJ) (b)uw =
(
sK
⊥ ◦ sJ
⊥
)
(b)uw
=
(
sJ
⊥ ◦ sK
⊥
)
(b)uw = (DJ ◦DK) (b)uw = (DJ ◦DK) (buw) ,
where the third equality comes from the commutation of symmetric functions. 
5. Strong Schur functions
Lam, Lapointe, Morse, and Shimozono [LLMS10] generalized the k-Schur func-
tions to a larger set of functions called the strong Schur functions. We use the
properties of the operators developed in the previous section to prove a series of
their conjectures [LLMS10, Conjecture 4.18] regarding these functions.
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5.1. Strong Schur functions are symmetric functions. For u, v ∈ W , define
the strong Schur function
Strongu/v =
∑
u→···→v∈G↓
Fascomp(u→···→v),
where FJ denotes the fundamental quasi-symmetric function indexed by the com-
position J . In [LLMS10], it was shown that Strongu/id is a symmetric function; and
that when u is 0-Grassmannian, it is a k-Schur function.
Remark 5.1. The definition given here is a reformulation of that in [LLMS10].
They defined Strongu/v as the generating function of “strong tableaux”; the above
definition is obtained from theirs by lumping together tableaux of the same “weight”,
yielding the expansion in terms of monomial quasisymmetric functions below.
Theorem 5.2 ([LLMS10, Conjecture 4.18(1)]). Strongu/v is a symmetric function.
Furthermore, it expands positively in the monomial basis mλ of Λ:
Strongu/v =
∑
λ
〈
Dλ(uu),uv
〉
A
mλ,
where Dλ = Dλ1 ◦ · · · ◦Dλl .
Proof. The coefficient of the fundamental quasi-symmetric function FJ in Strongu/v
is the number of paths in G↓ from u to v with ascent composition equal to J . This
is precisely the coefficient of uv in DJ(uu). Hence,
Strongu/v =
∑
J|=ℓ(u)−ℓ(v)
〈DJ (uu),uv〉AFJ .
Recall that FJ =
∑
IJ MI , where MI denotes the monomial quasi-symmetric
function indexed by the composition I = [i1, . . . , ir]. Thus,
Strongu/v =
∑
J
〈DJ (uu),uv〉A
∑
IJ
MI
=
∑
I
∑
JI
〈DJ(uu),uv〉A
MI
=
∑
I
〈DI(uu),uv〉AMI
where DI = Di1 ◦ · · · ◦Dir . Since the operators Di and Dj commute for all i and
j, the operator DI depends only on the underlying partition λ(I) of I. Hence,
Strongu/v =
∑
λ
∑
λ(I)=λ
〈DI(uu),uv〉AMI
=
∑
λ
〈Dλ(uu),uv〉A
∑
λ(I)=λ
MI
=
∑
λ
〈Dλ(uu),uv〉Amλ,
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where mλ is the monomial symmetric function. In particular Strongu/v ∈ Λ. 
If u and v are 0-Grassmannian elements, we write Strongµ/ν instead of Strongu/v,
where µ and ν are the k-bounded partitions corresponding to u and v, respectively.
It follows from §2.7 (as in the proof of Theorem 4.7) that the coefficient of uv in
Dλ(uu) is the coefficient of s
(k)
ν in the expansion of Dλ(s
(k)
µ ) in terms of k-Schur
functions. Thus, 〈
Dλ(uu),uv
〉
A
=
〈
Dλ(s(k)µ ), F˜ν
〉
=
〈
s(k)µ , hλF˜ν
〉
where the last equality follows from the fact that the restriction of Dλ to B is the
adjoint to multiplication by hλ (Theorem 4.9).
Corollary 5.3. If u and v are 0-Grassmannian elements corresponding to the k-
bounded partitions µ and ν, respectively, then
Strongµ/ν =
∑
λ
〈
s(k)µ , hλF˜ν
〉
mλ.
5.2. Strong Schur functions belong to Λ(k). Next we verify the second part of
Conjecture 4.18 from [LLMS10]. Recall that for a linear operator f on B, we denote
by f̂ its extension to A as defined in §4.1.
Theorem 5.4. Let u, v ∈ W . The strong Schur function Strongu/v lies in Λ(k).
Furthermore, we have the expansion in homogeneous symmetric functions:
Strongu/v =
∑
λ∈B(k)
〈
m̂⊥λ (uu),uv
〉
A
hλ.
Proof. Since the mµ form a basis of Λ, there exist coefficients Lλ,µ for which hλ =∑
µ Lλ,µmµ. Hence,
Strongu/v =
∑
λ
〈
Dλ(uu),uv
〉
A
mλ
=
∑
λ
〈
ĥ⊥λ (uu),uv
〉
A
mλ
=
∑
λ,µ
〈
Lλ,µm̂⊥µ (uu),uv
〉
A
mλ
=
∑
µ
〈
m̂⊥µ (uu),uv
〉
A
∑
λ
Lλ,µmλ
=
∑
µ
〈
m̂⊥µ (uu),uv
〉
A
hµ
Since m⊥µ = 0 for any partition µ that is not k-bounded, the above summation runs
over k-bounded partitions. 
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5.3. Expansions of strong Schur functions. Since Strongu/v lies in Λ(k), it has
an expansion in terms of k-Schur functions. The third part of Conjecture 4.18 of
[LLMS10] deals with the coefficients in this expansion.
Theorem 5.5. Let u, v ∈W .
Strongu/v =
∑
λ∈B(k)
〈̂˜
F⊥λ (uu),uv
〉
A
s
(k)
λ
Proof. By using the expansions hλ =
∑
τ K
(k)
τ,λs
(k)
τ and F˜τ =
∑
λK
(k)
τ,λmλ,
Strongu/v =
∑
λ∈B(k)
〈
m̂⊥λ (uu),uv
〉
A
hλ
=
∑
λ∈B(k)
〈
m̂⊥λ (uu),uv
〉
A
∑
τ∈B(k)
K
(k)
τ,λs
(k)
τ
=
∑
τ∈B(k)
〈 ∑
λ∈B(k)
K
(k)
τ,λm̂
⊥
λ (uu),uv
〉
A
s(k)τ
=
∑
τ∈B(k)
〈̂˜
F⊥τ (uu),uv
〉
A
s(k)τ . 
If u and v are 0-Grassmannian, with u = wµ and v = wλ, then the coefficient in
the above expression reduces to〈̂˜
F⊥λ (uu),uv
〉
A
=
〈
F˜⊥λ
(
s(k)µ
)
, F˜ν
〉
=
〈
s(k)µ , F˜λF˜ν
〉
.
This establishes the third part of Conjecture 4.18 of [LLMS10] for 0-Grassmannian
elements.
Corollary 5.6 ([LLMS10, Conjecture 4.18(3)]). Let µ and ν be k-bounded parti-
tions. The coefficient of s
(k)
λ in Strongµ/ν is the coefficient of F˜µ in F˜λF˜ν :
Strongµ/ν =
∑
λ∈B(k)
〈
s(k)µ , F˜λF˜ν
〉
s
(k)
λ .
Corollary 5.7. Let µ and ν be k-bounded partitions. Then the skew k-Schur func-
tion is:
s
(k)
µ/ν := F˜
⊥
ν
(
s(k)µ
)
= Strongµ/ν .
Proof. By Corollary 5.6, we have Strongµ = s
(k)
µ . Thus, the coefficient of s
(k)
λ in
the left-hand side is 〈F˜⊥ν (s
(k)
µ ), F˜λ〉 = 〈s
(k)
µ , F˜νF˜λ〉, which is the coefficient of s
(k)
λ in
Strongµ/ν . 
Consequently, we obtain an explicit combinatorial description of the skew k-Schur
function s
(k)
λ/µ since the strong Schur function Strongµ/ν has an explicit combinato-
rial description in terms of “strong tableaux” (see [LLMS10] for details).
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