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General second-order parabolic and hyperbolic equations on a bounded domain 
are considered. The input is applied in the Neumann or mixed boundary condition 
and is expressed as a finite-dimensional feedback. In the parabolic case, the 
feedback acts, in particular, on the Dirichlet frace of the solution: here it is shown 
that the resulting closed loop syslem defines a (feedback) C,,-semigroup on L>(D) 
(in fact, on H3’2~2’(sZ), p > 0), that is both analytic and compact for positive times, 
and whose generator has compact resolvent. In the hyperbolic case, the feedback 
acts on the position vector only, or on its Dirichlet trace in a special case: here a 
similar result is established regarding the existence of a feedback C,,-cosine 
operator. Moreover, an example is given, which hints that the class of prescribed 
feedbacks acting on the Dirichlet trace cannot be substantially enlarged. Functional 
analytic techniques are employed, in particular perturbation theory. However, 
perturbation theory for the original variable fails on Lz(0), the space in which the 
final result is sought. Therefore, our approach employs perturbation theory, after a 
suitable continuous extension, on the larger space [H”“‘“(a)]‘. 
I. INTRODUCTION AND STATMENT OF MAIN RESULTS 
Let Q be a bounded open domain in R” with boundary I-, assumed to be 
an (V - l)-dimensional variety with B locally on one side of r. Here, r may 
have finitely many conical points [ 131. Let A (& a) be a uniformly strongly 
elliptic operator of order two in Q of the form A(& a) = C,,, sz a,(C) P, 
with smooth real coefficients a,, where the symbol a denotes differentiation. 
We shall consider well-posedness and regularity of both parabolic and hyper- 
bolic boundary feedback closed loop equations. 
* Research partially supported by Air Force OfFice of Scientific Research under Grant 
AFOSR 77-3338 through Iowa State University. 
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Parabolic Case 
The diffusion open-loop system based on 0 
in (0, T] X Q, (1.1) 
40, r> = x,(C) <Efl (1.2) 
w4 i) 
arl + b(C) xk i) = f(r,C) in (0, T] x r (Mixed B.C.). (1.3)’ 
becomes a boundary feedback closed loop system’ once we demand-as 
motivated by recent developments in boundary control theory-that the 
boundary input function f(i, LJ be expressed in a feedback form as a linear 
operator (of finite-dimensional range) acting, in particular, on the (Dirichlet) 
trace of the solution vector x(t, <); that is, if y denotes any continuous 
operator: Hz”(R) +““to L,(Z), for any 2a < i, we demand in the parabolic 
case that the feedback operator F be a continuous operator from H2”(R) into 
a J-dimensional subspace of L,(f) of the form: 
f(l, 0 = ” (oJx>(tv *),Wj(.))r Sj(C) ’ Fx(t, *) 
.JZ 
on (0, T] Xl-. (1.4) 
Here, wj(.) and gj(.) are fixed vectors in L2(IJ and the symbol (a, .)r denotes 
the inner product in L,(T). The vectors {g;};,, are assumed to be linearly 
independent. For J = 1, we write w and g instead of wr and g, . 
The special situation when y is the (Dirichlet) trace operator yh = h Ir is 
covered when 20 = f + 2s, 0 < E < f , in which case, we write explicitly 
fCt, Cl = " (CxCt> '>lr 3 Wj('))r gj(C) 
15 
on (0, T] X K (1.4’) 
parabolic 
boundary input equation solution x(f, .) 
f (4 0 
I 
i 
’ In (1.3), b(.) is also a real function defined on r and a/&l is the (outward) normal 
derivative. The Neumann case is obtained when b = 0. 
* For the closed-loop system (l.l)-(1.3), (1.4’), the qualification “boundary” feedback is 
248 LASIECKA AND TRIGGIANI 
The Feedback Parabolic System 
As to the free system (i.e.,f(t, c) E 0), it is known that: the operator --A, 
consisting of -A(& a) with zero mixed boundary conditions, generates a C,- 
semigroup on Lz(J2) [7] denoted by the convenient notation ePAf, t > 0, 
which is analytic and compact for t > 0; moreover, the resolvent R(II, -A) of 
the generator -A is compact as an operator on L2(J2). These properties are 
preserved under the feedback (1.4). 
THEOREM 1.1. For all gj, wj E L,(T) the feedback closed-loop solutions 
x(t, x,,) of (l.l)-(1.3), (1.4) can be expressed simply as x(t, x,) = TF(t) x0, 
x,, E L*(Q), t > 0, where Tr(t) defines a C&feedback) semigroup, which is 
analytic and compact on L2(Q) for t > 0, and whose generator A, has 
compact resolvent on L,(R). Actually, the feedback semigroup 
extends/restricts to a C,-, analytic, compact semigroup for positive times on 
each (fixed) interpolation space, defined by (2.19) below, between 
[@(A 1/4+~)]’ = [~““‘~(fi)] and g(A314-O) = H3/2-2p(Q) (see (2.2)).3 
Remark 1.1. The present result complements the well-posedness and 
regularity results of [26] obtained for the feedback (1.4), in that they are 
neither fully implied by, nor fully imply, Theorem 1.1. See Remark 2.3. 
We also note that the restriction 2~7 ( 3, imposed on y in the parabolic 
case is genuine. In fact, the Neumann trace case y = a/an gives rise to a 
feedback system that is not well-posed [26, Remark 2.3 and p. 3601. Our 
motivation for studying boundary feedback parabolic equations comes from 
the aim, relevant for instance in system or control theory, to stabilize them. 
Qualitatively, this means that: given a parabolic equation assumed unstable 
when acting as a free (i.e., f(t, [) = 0) system (say, given -A(r, 8) = A + c2, 
for suitable large constant c), we seek to determine, if possible, suitable 
boundary vectors gj such that, under the fewest assumptions on the vectors 
wj, the corresponding feedback solutions x(t, x,,) for all initial data x0 decay 
exponentially to zero at t + cc in the strongest possible norm. Should such 
boundary vectors exist, we can then conclude that the original unstable free 
system, once operating as a boundary feedback system, has the same 
qualitative behavior as that of a free stable system. 
twofold in that the feedback term (1.4’) is (i) defined (picked up or measured) at the 
boundary and (ii) acting on the boundary (and not, say, on the right-hand side of the 
equation, as in 1321). 
’ Y’ denotes the dual space of Y. Analyticity is generally in a triangular sector containing 
the positive real axis. 
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This boundary stabilization problem is solved in [ 15].4 
To illustrate some consequences, specialize to the canonical situation, 
where -A(& a) = A t c* and b = 0 in (1.3) (Neumann B. C.). Then, for 
x E g(A,), Green’s theorem gives5 for the Dirichlet trace feedback (1.4’): 
Re(A,x, x)~ = (Ax,x), + C21X12 = - IVXl’+Ci”=t(XIr,Wj)r(gj,XIr)r t 
c2 1x12. Pick a function h E C:(Q) so that h 1,. = ah/&l, = 0. Then 
h E Q(A,), since 
i 




Green’s formula becomes for such h: Re(A,h, h)n = - / Vh I2 + c2 I h I2 > 0 
where positivity is achieved, provided c2 is sufftciently large, the case of 
interest for the stabilization problem. Having fixed such c*, we thus 
conclude: for all vectors gj, wj E L2(r), the corresponding operator A, 
cannot be dissipative, and hence (Lumer-Philips theorem) the corresponding 
feedback semigroup TF(t) of Theorem 1.1 cannot be a contraction on L2(12). 
Next, as mentioned above, it is established in [ 151 at least for parallelepipeds 
and spheres that, under mild verifiable algebraic assumptions on the vectors 
wj at the unstable eigenvalues, there exist suitable vectors gj E L,(T) 
(stabilizing vectors), for which the corresponding feedback semigroup 
satisfies 
1 S,(t)1 < M, e - St for some 6 > 0, t > 0. 
From the above considerations, it follows that the constant M, cannot be 
< 1: we thus obtain a (not so “common”) analytic C,-semigroup, which is 
not a contraction, and yet decays exponentially. 
For further bibliography on boundary feedback parabolic equations, see 
the references cited in [ 15, 271. 
4 In view of Theorem 1.1, the boundary stabilization problem amounts to: given the original 
generator -A assumed unstable, select suitable vectors gj such that the spectrum (i.e., the 
eigenvalues) of the corresponding feedback generator A, be on the left of some vertical line 
Re 1= -S, with 6 > 0 preassigned. Under the additional assumption that the unstable -A be 
self-adjoint, we prove in [ 151 when y is continuous H2”(SZ)+L,(SZ), u < 3/4, that the 
boundary vectors gj can be further restricted as to force the eigenvalues of the corresponding 
A, to be on the negufiue ray: -co < Re 1< -6; in this case, A, has a (nonorthogonal, 
Schauder) basis of eigenvectors, even though A, cannot be self-adjoint, as it would otherwise 
be dissipative, contrary to the illustration which follows. The resulting semigroup solution 
eA*‘x is then an infinite sum of decaying exponentials for t > 0. 
’ Here ( , )h and ( , )r are the inner products in L*(R) and L,(T), respectively, while 1 / is 
the L,(R)-norm. 
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Hyperbolic Case 
Similarly, we consider the boundary feedback closed loop system 
qt(t, 4 = --AK 3) 44 t) in (0, T] X Q, 
x(0,0 = &J(r); x,(0, r> = x,(r), (EQ, 
(1.5) 
(1.6) 
y + b(c) x(t, c) = f(t, c) in (0, T] X I-, (1.7) 
where the boundary input f(t, 0 is a feedback only of the “position” vector 
x(t, a) and not of the “velocity” vector x,(t, .) (no damping): 
ftt, Cl = i ((Yx>(f, ')Y Wj('))r gj(t;)* (1.8) 
j=l 
We shall assume that the operator -A consisting of -A((, a) with zero 
mixed boundary conditions is the generator of a Co-cosine operator on 
L,(Q): this assumption 6 is necessary and sufficient for the free system 
(f(t, [) = 0) to be uniformly well-posed and of type < w [5, I, Theorem 5.91. 
(In case -A is self-adjoint, this amounts to the requirement that its spectrum 
is bounded above.) Moreover, y is now any continuous operator: 
H’“(O) -+ L2(Z), for admissible ranges of 20 that will be specified each time 
when appropriate. Part (a) of the next theorem is a special situation which 
includes the Dirichlet trace feedback (1.4’): it follows as an immediate 
corollary of the parabolic Theorem 1.1. Part (b) instead is the general 
situation which excludes the feedback (1.4’): it will require an independent 
proof. For insight on the optimality of these results, we refer to the 
comments in Remark 3.2, following the proof. 
THEOREM 1.2. In the following two cases, the feedback closed loop 
solutions x(t, x,,, x,) of (1.5)-(1.8) can be expressed simply as 
44 x0 5 x,) = C,(f) x0 + S,(t) Xl 9 --oo<t<co, 
where C,(t) is a Co-(feedback) cosine operator on L2(fi) with infinitesimal 
generator A,, and S,(t) is the corresponding time integral ((‘sine” operator): 
(a) with A(c, a) = -A, when gj = constj wj and for 2a < 4, in which 
case A, is selfadjoint (and dissipative if constj < 0), 
(b) with general A(<, a) for otherwise arbitrary gj and wj E L,(T), and 
for 20 < +. 
6 If --A generates a C,-cosine operator, then -A generates a fortiori a C,-semigroup which 
is analytic for Re I > 0 [5, I]. 
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A fortiori, the operator 1 A”, k / generates a C,-group G(t) on 
%((-A,)“*) @ L2(R), ---co < t < a~, in the usual way [5, 121. Actually, the 
feedback C,-cosine operator extends/restricts as such to each (fixed) inter- 
polation space, defined by Eq. (2.19) below, between ]@(A’r4+p)]’ = 
[H’~2+2p(~)]’ and g(A 3’4Pp) = H3’*-*“(L!) (see (2.2)).’ The important case 
where y is the Dirichlet trace: yx = x],. is discussed in Remark 1.2 below. 
Note that although A, can be dissipative as an operator: L,(Q) 3 &?(A,) 
into L*(Q), the boundary term (which acts only on the position vector) is not 
a dissipative perturbation for the feedback hyperbolic equation written as a 
first-order system: see, e.g., the more technical comments of Remark 3.1. 
As to the claim in (a), this follows simply from Green’s theorem: For 
x, y E %(A,) 
(Ai+ ~>a - &A,Y)o = YI 
and A, is symmetric gor gj = constj wj ; in fact self-adjoint, since the trace 
operator ./,. is onto. Moreover, that the spectrum of A, is bounded above is a 
consequence of A, being a C,-semigroup generator by Theorem 1.1. Hence, 
A,. is a generator of a self-adjoint C,-cosine operator on L,(B). 
Remark 1.2. A well-posedness result for the hyperbolic feedback system 
(1.5~( 1.8) in the important case where y is the Dirichlet trace, p = x]r, can 
also be given when A(<, S) has constant coefftcients and is defined over the 
halfspace~={(x,y),~ER’,yER”~~,x>O) withboundaryT={(x,y), 
xER’, yER”-‘, x=0}. However, it requires techniques quite different 
from the ones used in the present paper: application of Laplace transform in 
t and Fourier transform in y. Therefore, it will not be included here. 
2. PROOF OF THEOREM 1.1 (Parabolic case) 
Let (-A) be the operator: L*(Q) I 59-A)+ L,(a), defined by 
(-Ay/)(<) = -A(r, a) w(r), for I,V E 9(-A), where %(-A) consists of the 
closure in H*(R) of functions w in C*(a) that satisfy the boundary condition 
’ It is assumed in this statement that all fractional powers are well defined; otherwise the 
operator in question is replaced by a suitable translation. Also %((-A, )I’*) is topologized by 
Il(-4)“*4,~~,,. 
252 LASIECKA AND TRIGGIANI 
((aw/aq) + by& = 0. The operator (--A) generates an analytic (holomorphic) 
C,-semigroup on L&2) conveniently denoted by epAf. Moreover, the 
(holomorphic) semigroup generated by a suitable translation of (--A) to the 
left is also a contraction semigroup [21]. Therefore, at the expenses of 
considering, if necessary a suitable translation of (--A) rather than (--A) 
itself (which does not change the local regularity in the time variable: the 
object of this paper), we may assume throughout, without loss of generality, 
that (--A) is the generator of an analytic contraction semigroup e-*‘, t > 0 
on I&2) and that 0 E p(-A), the resolvent set of (-A). The Lumer-Phillips 
theorem then guarantees that (--A) and (-A *) are maximal dissipative [20]. 
The approach taken in this paper, in studying the boundary feedback 
closed loop system (l.lk(1.3) (1.4), is based on a recently developed 
operator theoretic model that provides a “variation of parameter-type” 
formula, for non-smooth boundary-input open loop systems like (1.1~( 1.3). 
Such a model, in the case under study, is a semigroup rooted abstract 
version of (l.l)-( 1.3), which takes the following input-solution integral form: 
x(t, x0) = e pA’xO + (_I Ae-*“-“‘Mf(.r) dt, 
JO 
(2.1) 
with, say, f(s) E L,(O, CL,(T)), to be interpreted as x(t,x,) E 
MO, T; fwQ)) ( see the original account in [ 1,2,29] for the Dirichlet 
case. The “mixed” case can be treated similarly; see also the very general 
and unifying treatment given in [ 141). Here, M is the “mixed” map: that is 
(see [ 17, 22]), the continuous linear operator L2(r) + H3’*(0), which solves 
the corresponding homogeneous elliptic problem. This map is defined by 
y = Mg, where A(r, a) y = 0 in R and ay/@ + by = g on II Following our 
previous treatments [ 14, 16, 26, 271, however, we prefer to rewrite (2.1) in 
an optimal way by using fractional powers of A, which are well defined [ 111. 
The following relations, which we shall apply crucially below, hold: 
B(A 314-q = ~.z~/*-*P(Q), 0 < p < 314 
the identification being set theoretical 
and topological, with norm (2.2) 
equivalent to the graph norm of 9(A 3’4p0). Relation (2.2) is contained in the 
literature of fractional powers [8; 14, App. B; 17; 18, Thm. 5.11. Therefore, 
it follows that 
range of Mc H-“‘(0) c IY~‘~-‘~(I?) = 9(A3’4-p). (2.3) 
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Consequently, (2.1) can be written in an optimal way as 
i 
f 
x(2, x0) = CA1xo + A 1’4+pe-A”-r’A 3’4-pMf(r) dz. (2.4) 
0 
No further fractional power of A can be moved over to the right-hand side of 
the semigroup. Therefore, any attempt to provide a differential version of 
(2.4) in the space L,(a) of the form i = -Ax t rr, f is bound to fail (by 
contrast, see Remark 2.1). What we propose is an extension of (2.4) to a 
space larger than L2(fl), which we now proceed to identify, following 
[ 14, 191. (An alternative but parallel procedure is sketcked in Remark 2.2.) 
Since (-A) and (-A *) are maximal dissipative operators and 0 E p(A), 
then A (resp., A *) defines an isomorphism from a(A) (resp., @(A*)) onto 
L,(Q) (see [25, p. loll), and by standard isomorphism techniques [ 14, 191, 
it follows that A (resp., A*) can be extended to define an isomorphism from 
L&J) onto [Q(A*)]’ (resp., [g(A)]‘). Moreover, since the operators A” 
and A *j’ are bounded over some interval, 1 t] < const. [ 11, Thm. 5, p. 2471, 
Theorem 1.15.3 in [25, p. 1031 applies, leading to the important conclusion 
that: the domains G(A”) and g(A**), a E [0, 11, can in fact be expressed 
as interpolation spaces: 
@(A*>= [W),W31,-a; WI**)= [a(A*),L,(Q)],_,, aE [O, 11, 
(2.5) 
where [., .I, d eno es t as usual the appropriate interpolation space between 
Q(A) and L2(R). Moreover, the following identify holds for the operator A, 
as defined at the beginning of this section’: a(A*) = g(A*“), a E [0, 3/4) 
[S]. We now apply the interpolation theory (see [ 17; vol. I, Thm. 5.1, 
p. 271) to the right-hand side of (2.5) and also duality theory (see [ 17; vol. I, 
Thm. 5.2, p. 291) to obtain that, for l/4 < a < 1, the map 
A: WA”)-1 [LD), [WA*)]‘],-, = [~(A*),~,Wlh 
= [D(A *(‘-aI)]/ E [g(A’-“)I’ 
is also an isomorphism. Such an extension of A, acting from @(A*) + 
[%‘(A’-“)]’ and viewed as an unbounded operator on the basic space 
(g(A lMn)]‘, will be denoted by A”, . Thus, 
6, : %‘(A”,) = a(A”)+ [9QP”)]’ and A”,x = Ax for x E Q(A”). (2.6) 
* We thank a referee for pointing out that the correct range of a is only 0 < a < 3/4, and 
not, in general, 0 < a < 1. It is only in the correct range of a that the equality is needed in our 
proof. 
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Similarly, since the maps A*(L, A” : @(A*)=SJ(A*“)~L,(R), O<a < 3/4 
are also isomorphisms (125, p, loll), so are the maps A*n, A”: from 
L2(Q) + [@(A*“)]’ = [g(A”)] (#), and likewise their inverses 
A*-“, A-“: from [g(A*“)]’ = [g(A”)]’ -‘L*(Q), as well as from L?(0) -+ 
g(A *“) = g(A”). Thus, the following topological equivalences are 
obtained: 
I-4 a(.s,a) = IAa&n; I+&P~,’ = IA -LL~I/.zul,~ (2.7) 
It follows from (2.3) that the value of a relevant to our problem is a = i -p 
(from 1 - a = $ + p), in which case we introduce throughout the present 
section the simpler notation for a = i -,o, 
A”,d, a(x) = Q((A3/4-0 )- [CS(A’-“)I’ = [g(A”4+p)]‘s E, (2.8) 
and thus x=x”4+pAA -“4-p. We then specialize (2.7) to 
lxI~(~~i4-~~ = IA 3’4--P~l~,2(aj; l-4, = IA “4~pXIL.*(R,’ (2.7’) 
It then follows from the above extensions, particularly from (2.6) and (#), 
that as a dfirential form of Eq. (2.4) in the variable x we can take the 
equation 
.f = -ix + A’ 1/4+0/j 3/4hM-, x(0) =x,, E [@(A “4+p)]’ = E (2.9) 
with xEa(A 3’4pp), 1~ E, f EL,(T), and A3’4PPMfELz(fl). When f is 
required to be in the feedback form as specified by (1.4), the open loop 
model (2.9) specializes to the closed loop abstract equation 
J 
i = -Jx + \’ 21/4+PA3/4-Pj,,f 
Jr, 
gj(Yx9 wj)r 7 x(O) = x, 3 (2.10) 
with x E g(A 3/4-p), i E E, which models Problem (l.lt( 1.3), (1.4). For 
simplicity of notation, we carry out our further analysis only in the case 
J = 1, in which case we drop the subindex 1. In this section, with u < a fixed 
in advance by y (see (1.4) in Section l), we choose p > 0 once and for all, to 
satisfy 
We next extend the semigroup T(t) = epA’, t > 0. As we shall see below, 
we may likewise, by continuity, extend Z(t), t > 0, originally defined on 
L*(Q) to f(:ct), with 
f(<t) = x1/4+Pe-.4tA --1/4--P, t>o 
= a bounded operator from E into itsev. 
(2.12) 
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The proof of the following proposition is then standard using the above 
apparatus and known facts on C,-semigroups. 
PROPOSITION 2.1. The extension operator -2: E 3 g(A314-O) -P E of 
-A (see (2.6) and (2.8)) is the generator of a C,-semigroup on E, which is 
analytic and contraction on E for t > 0, and which is precisely the extension 
f(t) of the original semigroup T(t) defined on L*(Q). 
From (2.10), with J= 1, it is then natural to introduce the perturbation 
operator p as an unbounded’ operator in [Q(A1’4+P)]’ = E: 
Fx E ~“4+pA3’4--PMg(~x, w),.; p’: g(F) = H*“(R) -+ E. (2.13) 
We then proceed to prove the analyticity and compactness of the feedback 
semigroup generated by the closed operator [ 10, p. 1901 
A;. z -2 + i? 4n(&) = Q(J) = g(A 3’4-p) -i E, 
(set theoretical equality) 
(2.14) 
as claimed in Theorem 1.1. Our overall strategy will be as follows: we prove 
that the operator A;. generates a C,-, analytic, compact semigroup: (i) on the 
space [@(A 1’4+p)]r = E, moreover (ii) on the space g(A3’4PP), finally 
(iii) on the interpolation spaces 5J(A 3’4-p-e), 0 < 8< 1, from which L,(R) 
is obtained when 8 = 5 -p. 
Analyticity of the Feedback Semigroup 
We begin with the analyticity result on E. 
LEMMA 2.2. The operator p defined by (2.13) is relatively bounded with 
respect to A’ (or A--bounded) in the norm of E, with A--bound equal to zero. 
Proof: After denoting by 1 y ( the norm of y from H’“(a) into L,(T), we 
compute 
9 Therefore unclosable 111, p. 166, Prob. 5.181 
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where we have set the constant c,- equal to 
$=(A 3’4-PwIL2(R~ IYI ML*(r) IA”+~-3’41L2(R)-‘L*(R) (2.16) 
since, by (2.11), the operator AutP-3’4 is bounded from L*(Q) into itself. 
Furthermore, the J-bound of P’ is zero since P” has finite-dimensional range 
[lo; Prob. 1.14, p. 1961. 
From Proposition 2. I and Lemma 2.2, via the standard perturbation result 
[ 10; p. 4971 applied on the space E, with g(F) 2 g(J) (compare (2.13) 
with (2.14) via (2.1 l)), we then obtain the following proposition. 
PROPOSITION 2.3. The (closed loop feedback) operator xF defined by 
(2.13) generates a C,-, analytic semigroup on E, denoted by FF(t). This 
provides the unique (closed loop feedback) solution of (2.10), that is, of the 
closed loop system (l.l)-(1.3), (1.4): x(t) = ?;(t) x,, E g(xF), t > 0, for all 
x0 E E. 
This takes care of the first step (i). As to step (ii), consider an invertible” 
translation of the generator 
A-,,, E A;. - 1,I: Gi&,) = G9(A3’4-p) -+ E 
(set theoretical equality) 
(2.17) 
for some positive ;1,, henceforth kept fixed, which moves the spectrum of 2, 
strictly to the left of the complex plane. It then follows, in the vein of 
Proposition 2.1, that A’ F,O generates a Co-, analytic semigroup on the space 
g(A-,,,) equipped with its natural norm derived from its underlying space E 
IGOXIE9 x E GqfQ,). (2.18) 
But, the set B(xF,,) coincides (set theoretically) with %?(A”,) and, thus, with 
the set L9(A 3’4-p) (cf. (2.14)). Th e original norm of the latter is given by 
(2.2). Plainly, the two norms (2.18) and (2.2) on g(A3’4Pp) are equivalent: 
in fact, A),,J- ’ is bou n e on E by the closed graph theorem and, thus, d d 
IA-,.oxl, G II&,o~-’ IIE lb% = II&oA”-’ IL IA3’4-P4~>(w 
IA 
3/4-p 
ILzuw = ILN G II~‘&,bllE I&,OXIE~ 
where ]] ]IE denotes the operator norm from E into itself. Therefore, 
JF,,and hence A;---generates a Co-, analytic semigroup on the space 
I0 Here and henceforth, invertible means that the inverse operator exists and is bounded as 
an operator on the range space. 
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@(A 3’4-p) (with norm (2.2)). As to the final step, we now apply the inter- 
polation theorem [ 17, Thm. 5.1, p. 271, with 
X=.x’= [&T(A”4+“)]1 -E, y= y rz g(A 3’4--p), ~=R(L&.O) 
in the notation of [ 171, to say, the Hille-Yosida’s characterizations in X and 
Y of R(n,A-,.,,)_: to obtain that for all L in a suitable triangular sector C, the 
operator R(1, A,,,) is a continuous operator from the interpolation space 
[G(A 3’4--p), [GJ(A ‘/4+“)]‘le = a(A3/4-O-o), O<O< 1, (2.19) 
into itself (see Appendix and its convention on the notation @(A -“) = 
[GZ(A’)]’ for s > 0) and satisfies the analogous characterization 
for some const,. l1 depending on 8, proportional to max{c,, c2} (see final 
estimate in the proof of [ 17]), where ci and c2 are the analogous constants in 
X and Y. Thus, 2 F,O generates a C,-analytic semigroup on 63(A3’4-“-0), 
0 < B,< 1, in particular on L,(Q), which is obtained when 0 = i -p. The 
same is then true for its translation A;- ((2.17)). If the restriction of ?;-(t) on 
L,(Q) is denoted by TF(f), the C,- and analyticity claim for rfi-(t) in L,(Q) 
made in Theorem 1.1 is thus proved. 
Compactness 
Compactness (for t > 0) of the feedback semigroup and, independently, of 
the resolvent of its generator can be seen in many ways. Actually, the two 
properties are equivalent in our present case with analytic semigroup [23, 
Thm. 3.4, p. 471. For instance, compactness of R(L,xF) as an operator from 
T~(A~‘~-~-‘) into itself, at least for 0 < 8< 1, follows quickly from 2,: 
being a continuous (bounded) operator from E, and hence from G9(A3’4PP--B) 
into &!(A 3’4-p), combined with the injection of GZ(A3’4-P) into @(A3’4-p-0) 
being compact. The remaining case 0 = 0 on GS(A 3’4-p) then follows from, 
say, the L,(Q) case after noting that 2,; on B(A3’4Pp) is equal to 
AP3’4+PA;,hA3’4PP, with A,\ in LZ(R). 
In the next two remarks, we complement the statement in the paragraph 
following Eq. (2.4). 
Remark 2.1. We note that a differential version on the space L,(a) in 
I’ Alternatively, one may, of course, use the identification (2.2) and interpolate Sobolev 
spaces, rather than domains of fractional powers, by means of the standard result of 
Theorem 12.5 in [ 17, p. 761. This procedure, however, requires smooth boundaries, which we 
do not assume throughout this paper. 
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the variable x of the integral equation (2.4) is indeed vailable, and it is given, 
in fact, (for J = 1) by 
i=A,x, x0 E b(Q), Ji E L,(Q), (2.20) 
where 
A,=-AIZ-Mg(.l,.,w)r]: L,(R)~G2(AF)-,L,(SZ), 
O(A,.) = (x E I!&‘): x - Mg(xl,, w)~ E Q(A)]. 
In Zabczyk’s paper [30] the question of generation was discussed that an 
operator of the form, in Zabczyk’s notation, &(.P -%Y-) or (Y --,F) J.&’ be 
the generator of a Co- or of an analytic semigroup, if the same property 
holds for J&: when, as in our case, Sp is an analytic semigroup generator, his 
analysis relies on the very same standard perturbation theorem [ 10, p. 497 ] 
that we have used in our Proposition 2.3, which he applies to the pertur- 
bation XL&; it requires, however, the crucial assumption that F be a 
compact operator. The case &‘(.P -Y) is then reduced to the case 
(Y - LF) .M’ by means of a bounded finite-dimensional range operator <F. 
with range in g’(d) and with (IX -Yo]j < 1. In the boundary feedback 
parabolic case of the present paper however, Zabczyk’s crucial assumption 
on .F is violated, as the counterpart of 3 is now the operator Mg(. Ir, w), 
which is unbounded and unclosable in L,(Q), and for which the expression 
AW(. lr 3 w)r 3 corresponding to dcFo, makes no sense on any finite- 
dimensional subspace of L&2), except the trivial subspace. 
Remark 2.2. An anonymous referee has suggested, on the basis of our 
differential model (2.20), to introduce the new variable y(t) = A -“4ppx(t) in 
order to avoid the extension outside the space L,(G). This yields 
4’0) = --AYW + p, Y(t)? P,y=A- 3’4-V4g(A-“4+‘yIr, w)r (2.21) 
in L,(Q). A treatment on L,(0) conceptually and in most technical points 
parallel to the one carried out above on E applies to (2.21): P, is A-bounded 
with A-bound equal to zero on L,(Q). Thus, a generation result in the 
variable y holds: A + P, generates a Co-, analytic semigroup on L,(Q). 
While this change of variable makes the whole treatment intelligible within 
spaces contained in L2(G), it does now, however, avoid the other key 
ingredients of our approach (in addition to perturbation theory) when it 
comes “to pass from results on y(t) to results on x(t),” particularly at the 
level of showing strong continuity at t = 0 in the x variable. For instance: 
(i) the set theoretical and topological equality: Q(-x + 8) = D(A3’4-p) of 
our approach (see below (2.18)) is replaced by the set theoretical and 
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topological equality S?(A) = 9?(--A + P,) in the change of variable 
approach; 
,p(/f .@) 
interpolation theory that we apply between: [GS(A “4+p)]’ and 
1/4Pp) in our approach is replaced by interpolation theory between: 
L?(Q) and %?(A) in the change of variable approach. 
We conclude this section by presenting some results on “genuine” 
solutions of the given closed loop feedback parabolic system (with J = 1). To 
obtain higher regularity properties of the feedback solutions guaranteed by 
Theorem 1.1, we shall consider two versions of a Compatibility Relation at 
t = 0 involving the initial datum x,, (in the style of [ 14, 261; 
(i) the condition: 
which, for smooth boundaries r, is equivalent in the nontrivial case to the 
requirements that 
x0 E HZ(Q) 
so that g E H”‘(T); 
(ii) the condition (see identification in (2.3)) 
A [x0 - Mg(yxo, w),.] E g(A 3’4 - “‘) = H3” - “(Q) for E > 0 (C.R,) 
which, for smooth boundaries r, is equivalent in the nontrivial case to the 
requirements that 
x0 E G712-” with (yxo , w)~ f 0, 
[$+bxo]r=g(~xo,W)r sothat gEH2-E(0). * 
COROLLARY TO THEOREM 1.1. Let x0 and g satisfy the Compatibility 
Relation (C.R;) [resp. (C.R;)]. Then, the following regularity results holdfor 
the unique solution of the closed loop feedback system (1. 1 )-( 1.3), (1.4) (with 
J = 1) guaranteed by Theorem 1.1: 
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resp’* 
x(t, x0) E C( [0, T]; H”*-“(Q)) 
i(t, x0) E C( [O, Z-1; H3’* “(Q)) 
for & > 0 . 
I 
ProoJ: Theorem 1.1 and the input-solution formula (2.4) with f(.) given 
by (1.4’) yield in our present case 
x(c x0) = TF(t) x0 7 (2.22) 
.t 
=e pAtxO + J P4+‘e 
-A(t -“‘A 3’4-pMg(yx(r, x0), iv),. dz. (2.22’) 
0 
Hence differentiating (after a change of variable t - r = u under the integral 
sign) gives 
i(t, x0) = epAtA [Mg(yx,, w)~ -x0] 
+ 
J 
~tA’i4+oe~d(t~“‘A3’4-P~g(~~(r,~o), w), (2.23) 
0 
where we have made use of (C.R,). By comparison with (2.22)-(2.22’) we 
conclude that $6 x0) = TF(I) Y, 7 with initial condition 4’0 = 
A [Mg(yx,, w)r - x0]. Thus, both desired conclusions on x(t, x0) follow easily 
from Theorem 1.1 and (C.R,). To obtain regularity results for x(t, x0), we 
return to (2.22’) with the vector-valued function under the integral now 
written as d(e- A”-“l\;lg)/dr. Integrating by parts on (2.22’) then gives 
x(t, x0) = eeAt[Mg(y x0, ~1~ - x01 i fwdw, x0), wh- + X,(C x0) (2.24) 
with 
A”-“Mg(yi(t, x0), w)~ dr. 
Also, in view of Theorem 1.1, the first two terms in (2.24) are clearly in 
C([O, Tl; H*(Q)) under assumption (C.Ri), and in fact in C([O, T]; 
H “*-“(Q)) under assumption (C.R;). As to the third term, we have, by 
comparison with the regularity on (2.23~(2.23’), that Ax,(t, x0) E C([O, T]; 
L*(R)) under (C.R:), and Ax,(t, x0) E C([O, T]; H3’2-E(R)) under (C.R;). 
By imposing higher-order Compatibility Relations, one will obtain higher 
regularity properties of the solutions. 
Remark 2.3. It may be instructive to compare the regularity results of 
Theorem 1.1 with those of [26], which were obtained through a different 
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technique; i.e., through a fixed point technique. The common starting point 
of both analyses, however, is the theoretic semigroup model (2.4) for the 
boundary input problem. 
Let .F denote a sector in C based on (0, T), say the open symmetric 
sector of C delimited by the four line segments pe *‘@, pe* i(nP’) + T, 
OGPGP,,, for some suitable 4: 0 < d < 7r/2. Moreover, let &(,F, H*“(Q)) 
be the Banach space of all H2e(Q)-functionsf(z) that are 
(i) analytic (holomorphic) on ,F and (ii) continuous on 9, equipped 
with the norm max,,y lf(~)(~~~(~). We extend the solution x(t, x0) of the 
feedback problem (1.1~( 1.3), (1.4) from t E [0, T] into z E ST, by means of 
the input solution formula (2.4). Then, for x0 E H3’*-‘(12), the very same 
contraction argument of say, Theorem 2.1, in [26] can be carried out in 
exactly the same way over the space .&‘(,F, H3’2-E(D)) rather than over 
C([O, T]; H3’2PE(fl)) as in [ 261. As a result, the conclusion of 1261 can be 
strengthened at no extra effort: the H 3’2-E R ( ) -function x(t, x0) is analytic in 
(0, T), and continuous at t = 0 and t = T. Since it satisfies the semigroup 
property 126, Remark 2.11, this amounts to the analyticity part of 
Theorem 1.1 here (with E = 2~). However, the same fixed point technique 
shows in [26] that if x0 is slightly smoother, that is, if x0 E 58(A 3’4-p) = 
~3/2-2p (Q), with 0 < 2p < E, then 
i(t, x0) E L,([O, T]; H3’2-E(L’)); (2.25) 
with 1 < 1 < l/(1 + p - s/2). On the other hand, the relation 
which follows from Theorem 1.1 here, is not enough to deduce the regularity 
in the time variable of (2.25). Note, from (2.14), that g(A,) is properly 
smaller than GJ(A 3/4-p); hence, for arbitrary x,, E Q(A 3’4--p), A, and S, do 
not commute. 1 
3. PROOF OF THEOREM 1.2(b) (HYPERBOLIC CASE) 
In part (b), y is a continuous operator: H*“(fJ) + L,(T), for 20 < 4. Let A 
and M be the same operators as in Section 2. Now, however, -A is assumed 
to be the generator of a C,-cosine operator C(t) on L*(a), with 
corresponding “sine” operator S(t) x = Ib C(r) x dz, t E iR. Conceptually, our 
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proof here will be a parallel treatment of the one given in Section 2, with 
many technical points in common. This approach is made possible because 
of our recent cosine operator “variation of constant” formula, developed in 
[ 161, which models non-smooth boundary-input hyperbolic equations. As we 
have shown in [ 161, we can take as an abstract model of the hyperbolic 
feedback problem (IS)-( 1.8) (with J = 1, for simplicity) the following input- 
solution formula in L,(B): 
x(t) = C(t)x, + S(t)x, + \‘A “4+pS(f -p)A 3’4-pMg(yx(7), w)r d7.(3.1) 
‘0 
(This is the counterpart of the parabolic Eq. (2.4).) As in Section 2, it then 
follows that as differential version of the integral model (3.1) we can take 
.f:= -kc + ,?‘4+pA3/4-p M&x, w)~, x0,x1 E 6 (3.2) 
with x E B(A3’4-p), i E E, which is the counterpart of the parabolic 
Eq. (2.10): here 1 and E are the same as in Section 2 (see (2.8)). In this 
section, with (3 < d fixed in advance by y, we choose p > 0 once and for all, 
so that 
CT<+-/I. (3.3) 
Two approaches are now available: we can either work with the second- 
order equation (3.2) using cosine operator theory, or else we can rewrite the 
second-order equation as a first-order system on a suitable product space, 
and use on this semigroup (group) theory. As cosine operator theory seems 
to be-regrettably-much less established, we prefer to follow the first route 
and leave to Remark 3.1 a sketch of the second approach. Our choice will 
also afford us the opportunity to present an improvement of perturbation 
results for cosine generators available in the literature, by removing the 
assumption (false in our case) that the perturbation operator be closed. The 
result corresponding to Proposition 2.1 will now be 
PROPOSITION 3.1. The extension operator -A”: ES@)= 
G’(A 3’4--p) -+ E (see (2.8)) is the generator of a Co-cosine operator on E, 
which is precisely the extension C(t) on E of the Co-cosine operator C(t) 
originally defined on L*(Q): c”(t) = J1’4+pC(t) A ~ “4--p. 
The proof is standard and combines the apparatus at the beginning of 
Section 2 with known facts about Co-cosine operators, in particular the 
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D’Alambert identity. From (3.2), proceeding along the same approach as in 
Section 2, we then let P” be the perturbation: G(p) = H’“(Q) -+ E defined in 
(2.13) by 
Fx = v(llx, w),, v =A-1/%A3/4-PMg E E. (3.4) 
We then study the question of generation of a C,-cosine operator by d,. = 
-AI + P’ (as in (2.14)) first on E, next on Q9(A3’4-p), and finally on all inter- 
polation spaces in (2.19) in between. 
Generation of a Cosine Operator on E = [Q(A “4 ‘“)I ’ 
As a counterpart of the perturbation theorem for analytic semigroups used 
in Section 2, we shall make use of a suitable extension of a perturbation 
result for cosine generators, due to Fattorini, [6, Theorem 2.11, see also 
[ 28]-which is the analog of a well-known perturbation result for semigroup 
generators [4, VIII.1.19, Theorem 19, p. 631; 9, Corollary 1, p. 4001. ‘* As 
space E in [6], we take E = [g(A “4+p)]‘. The extension that is needed here 
consists in removing the assumption made in [6] that the perturbation be 
closed, since-as remarked before-our p in (3.3) is not even closable on E. 
By combining Fattorini’s proof with results of [9, $13.31, we can establish, 
in fact, the following claim which suits our purposes: let E be a Hilbert 
space, or an L, space, 1 < p < 00, -A the inj%itesimal generator of a 
strongly continuous cosine operator on E, and P a possibly unclosable 
operator”: 
EI%(P)= (xEE: ji? PlR(&A)xexists}~5?(A)+E. 
Then -A + P, with domain g(-A + P) = g(-A), generates a strongly 
continuous cosine operator on E, provided that 
(i) PS(t) is bounded on E (for t sufficiently small, and hence as in 
16, p. 2021, for all t E I?) and ]PS(t)] < Ke4’ for some constants K and j3. 
(ii) P is A-bounded (or PR(A, A) is bounded on E) in addition to the 
assumption of [6] that 
(iii) lim,i,, PS(t) x = 0, for all x E E. 
I* The assumption of closed perturbation is made also in the semigroup treatment of [4] 
(after which, in fact, Fattorini’s cosine proof is patterned). However, closedness is dispensed 
within the more technical semigroup treatment of 19, $13.31. 
” If the linear operator P obeys only (ii) and G(P) IP(A), this condition is always 
satisfied by its unique extension 19, Thm. 13.31, p. 3921. The conclusion of our claim then 
applies to such an extension (still possibly unclosable). 
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Note that (i) and (ii) are implied by 
(i’) P is A “*-bounded (or PR@, A “‘) is bounded on E). In fact, since 
the map: t --) A “‘S(t) x, x E E is well defined and continuous 15, II], we 
have 
PS(t) = PA - “2A “‘S(t) where 1 A “‘S(t)/ < M,eY’ 
(for this last inequality, see Eq. (6.12), p. 98 in [S, II]. Close examination of 
the proof of [6] reveals that closedness of the perturbation operator is used 
only to make the following assertions, as they apply to our present case: 
(a) that the operator PS(t) can be extended to a bounded operator on E, 
which is already assumed in (i); (b) that in applying P to both sides of 
R(1’,-A)x=JFe pA’S(t) x dt, x E E, ,J sufficiently large, it is legitimate to 
move P inside the integral sign (this would be standard if P were closed). To 
show this we shall invoke [9, Lemma 13.3.2, p. 3931. Assuming that the 
reader has 191 at hand, we compute accordingly to an assumption of 19, 
Lemma 13.3.21: 
IkPR(/1, -A) ep*‘SS(t)xlE < IPS(t)l ILR(l, -A)1 e-” Ix/, 
,< Ke”’ . const ePnt /xl& 
and, thus, we verify that for A > /I the right-hand side of the above inequality 
is integrable on (0, co), as desired. Note that IkR(l, -A)) < const, as -A, 
being a generator of a C,- cosine operator, is a fortiori a generator of a C,-, 
analytic semigroup. Our claim is proved. 
To apply the above claim to our present case, we only have to check 
assumptions (i’) and (iii), with P = P” and E = [kb(A “4+p)]‘. Let x E E, then 
from (3.4), (2.2) and (2.7)-(2.7’) we get 
IpxlEG lolE 14 1~1 IxI~w~ = const IA”4,2cR, 
= const IA- 1’4fptoA-“4--pA1’2~IL1(I~) < const IA”‘xl, 
since, by (3.3), A-“4ip+” is bounded on L2(Q): (i’) is proved. To see (iii), 
first note that the statment: “the map t 4 A “‘S(t) x, x E L,(B) is well 
defined and continuous [5, II],” implies a gain of i in the fractional power of 
A for L?(t) E, i.e., implies g(t) E E g(A”4-p) and, moreover, that the map: 
t +x”*g(t) x, x E E, is continuous. But, by (3.3), Gi3(A”4-p) c g(A”) = 
H’“(D), and, thus, 
A!?(t) x = v@(t) x, w)r 
is well defined; moreover the limit as t 1 0 is zero, as desired. The claim is, 
thus, applicable and we conclude that the operator A”, = -A” + P’: g(A,) = 
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@(A 3’4Pp) + E is the generator of a C,-cosine operator cF(t) on E, as 
desired. 
Generation of a C,-Cosine Operator on ~TS(A”~~~) 
This follows as in Section 2. 
Generation of a Cosine Operator on Q(A3/4PP-0), 0 < 0 < 1 
It follows as in Section 2 via the same interpolation theorem [ 17, 
Thm. 5.1, p. 271, this time, however, with the operator 
applied to, say, the known characterization of cosine generators [3; 5, II; 241 




ReJ. > w>O, k= 1,2 ,..., 
gT(A l/4 -0 -0) 
for some constant M, depending on 0, on the spaces (Appendix) 
[[WA “4+p)]‘, g(A 3/4-O)],mo = 9j(A3/4-O-9, o<e< 1. 
The proof of Theorem 1.2 is complete. 
Remark 3.1. Equation (3.2) can be written as a first-order system in the 
usual way: 
j = 2y + 9y, 
where 
Y= [Y~,Y,] E Y- VOE, V E @(A 1’4-p) 
and where, with g(g) = 9(x) @ V and 9(LP) = B(P) @ V, 
: G(2)+ Y and .P= 
0 0 
I I 
p” o :G(.P)+Y. 
Since -A’ is a C,-cosine generator, then 2 is a C,-group generator on Y 
(and conversely [5; 121): in particular if A is (positive) self-adjoint on 
L,(G), so is 2 on E, and Re(Jy, JJ)~ = 0 for y E g(g). Thus, 2 generates 
a unitary group on Y. One readily checks that L? is not dissipative, nor is 
J& = ST? + 3 dissipative. However, under our present assumption 20 < 4, .B 
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is bounded on Y, as a consequence of p being 2”‘-bounded in E (in 
agreement with final remark in [6]): 
IPyIy= IFy,l, < c IAI”2y,IE = c IA”4-oY21Lz(R, = c lYlI,< const IvliJ. 
Thus, J& generates a Co-group eJFf on Y (and -2 + p generates a C,- 
cosine operator on E-[5, 121). To complete the proof in this approach, one 
then has to restrict edFt as a C,-group on g(g) = g(x) @ %J(A 1’4--p). This 
is accomplished, for y E g(d), via 
where 22; ’ is bounded as an operator from Y into itself, by the closed 
graph theorem. (Invertibility of L&i can be assumed without loss of 
generality, modulo a suitable translation.) 
As in the parabolic case, we present next some results on “genuine” 
solutions of the given closed loop feedback hyperbolic system (with J= 1). 
Of the initial data x,,, x,, we shall impose that X, and g satisfy the 
Compatibility Relation (C.R;), or else (C.R;), already defined at the end of 
Section 2, while x, will be assumed either to be in H’(Q) = 4n(A ‘I*), or else 
to satisfy the following Compatibility Relation: 
Alx, -~g(Yx,~ w>,l well defined and E H1’2-E(fi) = Q(A “4-2’) for F > 0 
(C*R,) 




so that g E H’-“(R) 
COROLLARY TO THEOREM 1.2. Let x0 and g satisfy the Compatibility 
Relation (C.R:) [resp. (C.R;)] at the end of Section 2. Let x, E H’(Q) = 
9(A”2) [resp. let x, and g satisfy’4 (C.Ri)]. Then, the following regularity 
I4 Under both (C.R;) and (C.R;) we must have, necessarily, 
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results hold for the unique solution of the closed loop feedback system 
(lSt(1.7), (1.8) (with J= 1) 
x(t; x,, Xl> E NO, q: HZ@)) 
i(t; x0, x,) E C([O, Tl; H’(Q)) 
f(c x0, x1) E C([O, Tl; b(fi)) 
x(t; x0, x,) E C([O, T); H”‘-yfl>> 
resp. I(t; x0, x1) E C([O, T]; H”2-E(L?)), for E > 0. 
z?(t; x0, xl) E C([O, 7-l; H3’2--(Q)). 
Proof. We shall mostly write x(t) for x(t; x0, x,) throughout. 
Theorem 1.1 and the input-solution formula (3.1) yield 
x(t) = C,;(t) x0 + S,:(t) x1 (3.5) 
= C(t)x, + S(t)x, + [‘A”4+TS(t - ~)A”‘~~“Mg(yx(t), w)~~s (3.5’) 
-0 
which makes sense for, say, x0 E L,(Q) and x, E [%‘(A “2)]‘. Below we shall 
repeatedly use that under assumption (C.R:) [resp. (C.R;)] for x0, g, and 
under the assumption that x, E H’(Q) = @(A “2) (resp. that X, satisfy 
(C.R;)], it automatically follows that 
x, - Mg(yx,, w)~ E H’(R) = 2(A I”) 
[resp. y, = A [--x1 + Mg(yx,, w)r E H”2-E(0)] = g(A “4pE’2)]. 
(3.6) 
We now differentiate (3.5’) twice by using standard properties of C(t) and 
S(t). We first obtain 
qt) = s(t) A [-x0 + m(Yxo, w>r + C(t) Xl 1 
+/;A 1’4+pS(t - r) A3’4-PMg(yi(t), w),. dr. (3.7) 
This, by comparison with (3.5~(3.5’), can be rewritten as 
i(t) = C,(t) x, + S,.(t) y,, (3.7’) 
where x1 E GS(A”2) and y,, E A[-x0 + Mg(yx,, w),] EL,(Q) [resp. x1 E 
H 5’2--E(R), and y, E Q(A 314-E/2) from (C.R,)]. By Theorem 1.2, the desired 
conclusions on i(t) now follow. Next we obtain 
a(t) = C(t)y, + S(t)y, + j; A1/4+pS(t - z) A3’4-PMg(y2(t), w),- dr. (3.8) 
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This, by comparison with (3.5~(3.5’), can be rewritten as 
f(t) = C,.(t) Y, + S,(t) Y, 5 (3.8’) 
where, by (3.6), y, E L2(Q) and y, E [G!J(A “‘)I’ [resp. y, E g(A 3/4PE’2) by 
(C.R,), and y, E %J(A “4PE’2) by (3.6)]. By Theorem 1.1, the desired 
conclusions on .-Z(t) now follow. To obtain regularity result for x(t), we 
return to (3.5’) with AS(t - r)Mg = d[C(t - t) Mg]/ds and integrate by 
parts twice (in the second integration we use AC(t - r) Mg = 
d’C(t - t) Mg/dr2). We obtain 
with 
x4(f) = A -’ 1’ A1’4+pS(t - r) A3’4+i4g(y.?(-‘(t), w)~ dz. (3.9) 
0 
In view of (3.8t(3.8’) and Theorem 1.2, we deduce that: under assumption 
(C.Ri) [resp. (C.R;)], we have: 
Ax4(t) E C([O> Tl; ~52CQn)) [resp. Ax4(t) E C([O, T]; g(A3’4mE’2)); 
hence 
x4(t) E C([O, T]; G&4)) = C([O, T]; H*(W 
[resp. x.,(t) E C([O, T]; GJ(A”~-~‘~)) c C([O, T]; H”‘-“Q))I. 
Similarly from (3.5) and (C.Ri) (resp. (C.Ri)]: 
~&x(0, w>j- E qo, q; ff2(W [resp. E C([O, T]; H”‘-“(R))] 
and analogous considerations apply to the first two terms in (3.9); e.g., 
C@>Y, E C([O, T]; &(fi)), h ence A-‘C(t)y, E C([O, T]; H’(0)) 
[resp. C(t) E C([O, T]; G9(A 3’4-E’2), hence A -‘C(t)yo E C([O, T]; H”‘-‘(fin)) 
if Y, E L,(R) [resp. %J(A3’4-E’2)]. 
The proof of the corollary is complete. 
Remark 3.2. With respect to the perturbed operator JF = -A’+ p, the 
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undesirable limitation that 20 < 4, imposed in part (b) of Theorem 1.2 was 
crucially used in the cosine operator approach above, in the proof of 
property (i/)--or (i)-that j be A” ‘12-bounded on E, or that d”*s”(t) E be 
well defined and continuous in t (or, in the group approach, that the 
nondissipative perturbation 2 be bounded: if 2 is unbounded, even with ,Es’- 
bound equal to zero, the available perturbation theorem [lo, p. 499; 23, 
p. 841 of contraction semigroups fails). Since the “i gain in fractional power 
of A” is optimal, i.e., s(t) L,(Q) c .Q(A I”) but S(t) L2(R) & .G(A “2+ “), 
E > 0, one may wonder whether this limitation of our approach in the 
applicability of the perturbation result for C,-cosine generators (or for C,- 
group generators) is responsible for possibly weaker results in the general 
well-posedness question of the corresponding hyperbolic equation 2 = 
(-A” + p) x on E; equivalently of Problem (1.5)-(1.8).‘5 That this is not the 
case in the general situation where neither self-adjointness nor dissipativity of 
the perturbed operator is invoked, is illustrated by the following example. 
EXAMPLE. Let A, be the self-adjoint operator on the complex space 
L,(B) defined, say, by the Laplacian with zero boundary conditions. 
Consider the perturbed operator A = A, + i(-A,)“*+’ in L,(Q). Then neither 
A is self-adjoin& nor &’ = 1,” t 1 is dissipative on Y = c~((-A,)“~) @ L2(R) 
(in fact: Re(,i;Sy, JJ), = Re i((-A,)“” ‘xi, x~)~~(~, and take x2 = fix,). If p, 
is a (real) eigenvalue of A, with corresponding eigenvector @,, , then v, = 
P, + j(-P,) liZtt is an eigenvalue of A with the same eigenvector. For c = 0, 
the (v,} are on the parabola ReJ. = -(Im A)’ of the complex plane as 
required by A being a generator of a C,-cosine operator on L,(0) [S, I]. 
However, for E > 0, the (v,} are not contained in any parabolic sector of the 
form 
(A’; Re 1 Q w} = {A: Re A < o2 - (Im A)2/4w2}. 
Hence [5, I], A cannot be a generator of a C,-cosine operator for E > 0; 
equivalently, J/ cannot be in this case a generator of a C,-group on Y 
(5; 121. It remains to examine whether J#’ is at least a generator of a C,- 
semigroup on Y. That the answer is in the negative follows from showing 
that from the eigenvalues (A,} of AS?‘, one can extract a subsequence with 
Re 1, -+ cg as n”; or /A,/-+ co and argA, + n/4. The eigenvalue problem for 
.d gives Y2, =A,, Y,, and A!?‘,, =/1, Y,,; i.e., 2;: = (a, + iw,)’ = 
p, + i(-p,)“2+C where Y,, is the eigenvector of A, corresponding to ,u,, . One 
then obtains that both A,(i) = ]a,] + i/w,] and Anc2, = ---A,,(,) are eigenvalues 
of -4, with corresponding eigenvectors [ Yy,i, An(i) Y,,] and [ ul,, , A,,(*) Y,,] 
I’ We have also worked out a Laplace transform approach as applied to the integral 
version (2.4) using convolution on the right-hand side; however, it works for 20 < f, but 
appears to fail for 20 > t, as the perturbation approach. We omit the details. 
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where, however, (on] = Re A,,,, -+ co as I,B~]“‘* - ns’dim” 125, pp. 392-3951; 
or w A(,) -+ 7114. Thus, ..d cannot generate a C,-semigroup on Y and the 
corresponding equation Z= [A, + i(-A ,)“2tE] x is not well-posed either as 
second-order equation in L,(Q), or as first-order system in Y, for any E > 0. 
APPENDIX 
The following interpolation result (Theorem A.1 below) concerning the 
space [%‘(A”), [g(A4)]‘le 0 <a, ,8 < 3/4, BE [0, 11, whose special case for 
a = 3 -p and p = 4 + p is needed crucially in the proof of analyticity of 
S,(t) on G(A3’4-p-B ), 0 < 0 < 1 (see (2.19)), is probably a “folk” theorem. 
In fact, the most general result in this vein that we wre able to find in the 
literature is the one in Triebel’s treatise [25; Thm. 1.15.3, p. 1031, which 
concerns however the interpolation space [$?(A “), Q(A 4)]e, 0 < 8 < 1, for 
0 < Re a ( Re /I, and does not allow dual spaces of domains of fractional 
powers. 
Following [ 14, 21 and recalling G((A”)=LG(A*“) O<a < i, we 
introduce I6 convenient unifing notation: Q(A -“) i [G(A *n)]’ = [B(A”)]’ 
for all a < i, a > 0 which” will avoid the nuisance of distinguishing the 
cases a-positive and a-negative. 
THEOREM A. 1. For the operator A, introduced at the beginning of 
Section 2, the following interpolation holds for real constants 0 < a, /I < a 
For a proof one may start with the spatial case 
[@(A), g(A *-1)],,2 = .@(A **U-W))444 
which follows from [25; p. 1031 applied to the isomorphism A2 = 
A**A = (A* *) defined from L%(A) onto g(A* -I). The other cases can be 
readily reduced to this. 
I6 Not to be confused with the domain of the bounded operator (A-‘)“, which is all of 
L,(n) and, hence, is contained in B(A -“) for a > 0. 
” In the preceding part of this paper, where the exponent of the fractional power is unam- 
biguously either positive or negative, we felt no need to introduce this convention; it would 
indeed have simplified the notation at the expense of clarity. 
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