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Abstract
In this paper we provide the final steps in the proof of quasi-
isometric rigidity of a class of non-nilpotent polycyclic groups. To
this end, we prove a rigidity theorem on the boundaries of certain
negatively curved homogeneous spaces and combine it with work of
Eskin-Fisher-Whyte and Peng on the structure of quasi-isometries of
certain solvable Lie groups.
1 Introduction
A class of finitely generated groups C is said to be quasi-isometrically rigid
if any group quasi-isometric to a group in C is also in C (up to extensions of
and by finite groups). In this paper we provide the final steps in the proof
of the following theorem.
Theorem 1 [EFW1] Suppose M is a diagonalizable matrix with detM = 1
and no eigenvalues on the unit circle. Let GM = R ⋉M R
n. If Γ is a
finitely generated group quasi-isometric to GM then Γ is virtually a lattice
in R⋉M ′ R
n where M ′ is a matrix that has the same absolute Jordan form
as Mα for some α ∈ R.
The absolute Jordan form differs from the usual Jordan form in that com-
plex eigenvalues are replaced by their absolute value. The group GM is a
solvable Lie group and therefore admits only cocompact lattices. Therefore,
in the language of quasi-isometric rigidity, Theorem 1 says that CM , the
class of lattices in groups GM ′ whereM
′ has the same absolute Jordan form
as some power of M , is quasi-isometrically rigid.
∗Supported in part by NSERC PGS B
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Lattices in GM are examples of (virtually) polycyclic groups. By a theorem
of Mostow [Mo], any polycyclic group is virtually a lattice in some solv-
able Lie group and conversely any lattice in a solvable Lie group is virtually
polycyclic. So Theorem 1 is a step towards proving a standard conjecture,
first officially stated in [EFW1], that the class of all polycyclic groups is
quasi-isometrically rigid.
Theorem 1 was first conjectured by Farb-Mosher in [FM3] and first an-
nounced by Eskin-Fisher-Whyte in [EFW1]. In the special case when M
is a 2 × 2 matrix, GM is the usual three dimensional Sol geometry. Quasi-
isometric rigidity of lattices in Sol was the first breakthrough in the study
of quasi-isometric rigidity of polycyclic groups. The proof can found in
[EFW2, EFW3].
The first step in proving Theorem 1 is the following theorem which was
proved in the special case of Sol in [EFW2, EFW3] and in full generality by
Peng in [P1, P2].
Theorem [EFW1] Suppose M is a diagonalizable matrix with detM = 1
and no eigenvalues on the unit circle. Let GM = R⋉M R
n and let h : GM →
R be projection to the R coordinate. Then every quasi-isometry of GM per-
mutes level sets of h up to bounded distance. (We call such a map “height
respecting”.)
In the case of Sol, the second step in proving Theorem 1 is Theorem 3.2
in [FM1]. For the general case, the second steps in proving Theorem 1
are the main results of this paper (Theorem 2 and Proposition 3 below).
Theorem 2 involves studying maps of (Rn,D) where D denotes a “metric”
on Rn ≃ Rn1 ⊕ Rn2 ⊕ · · · ⊕ Rnr of the form
D(x, y) = max{|x1 − y1|
1/α1 , . . . , |xr − yr|
1/αr}
where 0 < αi < αi+1, and xi, yi ∈ R
ni . We consider QSimD(R
n), the group
of quasisimilarities of Rn with respect to the metric D. A quasisimilarity is
simply a bilipschitz map F that satisfies
K1D(x, y) ≤ D(F (x), F (y)) ≤ K2D(x, y)
where we keep track of both K1,K2. A uniform group of quasisimilarities
is one where the ratio K2/K1 is fixed. If K2/K1 = 1 we call F a similarity.
We also consider ASimD(R
n), the group of almost similarities of Rn. An
2
almost similarity is a similarity composed with an almost translation, a map
of the form
(x1, x2, · · · , xr) 7→ (x1 +B1(x2, · · · , xr), x2 +B2(x3, · · · , xr), · · · , xr +Br)
that is also a QSimD map. For more information on the maps Bi and other
definitions see Section 2.3.
The main theorem of this paper is the following:
Theorem 2 Let G be a uniform separable subgroup of QSimD(Rn) that acts
cocompactly on the space of distinct pairs of points of Rn. Then there exists
a map F ∈ QSimD(R
n) such that
FGF−1 ⊂ ASimD(R
n).
Geometry. Although at first sight Theorems 1 and 2 seem unrelated, there
is a geometric connection. The solvable Lie group GM has natural foliations
by negatively curved homogeneous spaces. These negatively curved homoge-
nous spaces in turn have boundaries which can be identified with the space
(Rn,D). Quasi-isometries of GM induce QSimD maps of (R
n,D) whereas
isometries induce SimD maps, similarities, of (R
n,D) . We will discuss
this geometric connection in more detail in Section 2. We will also use this
connection in Section 2.6 to describe the quasi-isometry group QI(GM ) in
terms of QSimD maps.
In Section 3 we prove Theorem 2. The proof of Theorem 2 is modeled after
Tukia’s theorem [T] on quasiconformal maps of Sn. Tukia’s theorem states
that, for n ≥ 2, any uniform group of quasiconformal maps of Sn that acts
cocompactly on the space of distinct triples of Sn can be conjugated by a
quasiconformal map into the group of conformal maps of Sn.
Conformal structures. The key ingredient in the proof of Tukia’s theorem
is that quasiconformal maps are almost everywhere differentiable. This al-
lows one to define a measurable conformal structure on Sn. For our theorem,
new ideas are needed since QSimD maps are not necessarily differentiable.
QSimD maps do, however, preserve a certain flag of foliations and along
the leaves of these foliations, they are differentiable. This allows us to de-
fine the notion of a “D-foliated” conformal structure on Rn (see Section 3.4).
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Proof outline. We prove Theorem 2 by induction on the number of dis-
tinct αi occuring in D. The base case, when there is only one distinct αi,
is discussed in Section 3.1. The induction step is proved in several parts.
First, we set up the induction step in Section 3.2. In Section 3.4, we treat
the case when the multiplicity of the smallest eigenvalue is greater than one.
This case follows the outline of Tukia’s proof. When the multiplicity is equal
to one, we provide a new proof (see Section 3.3). The next two parts of the
proof of the induction step are treated in 3.5 and 3.6.
In Section 4 we finish the proof of Theorem 1. Given a finitely generated
group Γ quasi-isometric to GM we use Theorem 2 and work of Peng [P2] to
get an action of Γ on GM by almost isometries (see Section 4.1 for details and
definitions). The reason the action of Γ on GM is by almost isometries and
not by actual isometries is precisely because in Theorem 2 we are unable to
conjugate a uniform group of quasisimilarities into the group of similarities
but only into the group of almost similarities. If the action were actually by
isometries then we would be done (see Section 4.1). Instead, in Section 4.2,
we use the structure of the almost isometries to prove that Γ is polycyclic.
The main tool we use is the following proposition:
Proposition 3 Suppose a group N quasi-acts properly on Rn by K-BilipD
almost translations. Then N is finitely generated nilpotent.
This proposition is also used by Peng in [P2] to show that a larger class of
polycyclic groups is rigid (see also Theorem 18 in Section 4.2).
Finally, since Γ is polycyclic, then as mentioned earlier, Γ is virtually a lat-
tice in some solvable Lie group G. In Section 4.3, we finish the proof of
Theorem 1 by showing that G ≃ R ⋉M ′ R
n where M ′ is a matrix that has
the same absolute Jordan form as Mα for some α ∈ R.
Acknowledgments. I would especially like to thank my advisor Benson
Farb along with Alex Eskin, David Fisher and Kevin Whyte for giving me
the opportunity to work on this project and for all of their guidance. I also
took great benefits from the advice and ideas of Bruce Kleiner, Pierre Pansu,
Irine Peng, and Juan Souto. I would also like to thank Anne Thomas and
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2 Preliminaries
In this section we collect some definitions and preliminary results that will
be used in the proofs of Theorem 1 and Theorem 2. In Section 2.1 we
collect some standard terminology whereas in Section 2.2 we introduce new
notation. In Section 2.3 we prove some facts about the structure of QSimDM
maps that are needed in the proof of Theorem 2. In Section 2.4 we describe
the geometry of the solvable Lie groups defined in Theorem 1. Finally, in
Section 2.5 we relate GM and QSimDM maps.
2.1 Standard definitions.
The following are standard definitions. For more details see for instance
[BH].
Quasi-isometry. A map ϕ : X → Y between metric spaces is said to be a
(K,C) quasi-isometry if there exists K,C such that
−C + 1/K d(x, y) ≤ d(ϕ(x), ϕ(y)) ≤ K d(x, y) + C
and the C neighborhood of ϕ(X) is all of Y.
Bounded distance. We say two maps ϕ,ϕ′ : X → Y are at a bounded
distance from each other if there exists some C > 0 such that
sup
x∈X
d(ϕ(x), ϕ′(x)) < C.
Then we write d(ϕ,ϕ′) < C or d(ϕ,ϕ′) <∞ if we do not need to specify C.
Coarse inverse. Every quasi-isometry ϕ : X → Y has a coarse inverse
ϕ¯ : Y → X
which is a quasi-isometry with the property that d(ϕ¯ ◦ ϕ, IdX ) < ∞ and
d(ϕ ◦ ϕ¯, IdY ) <∞.
Quasi-isometry group. Given metric spaceX we define the quasi-isometry
group QI(X) to be set of equivalence classes of quasi-isometries ϕ : X → X
where ϕ and ϕ′ are identified if d(ϕ,ϕ′) < ∞. Multiplication is given by
composition.
Quasi-action. A group G quasi-acts on a metric space X if there exist
constants K,C > 0 and a map A : G ×X → X such that:
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• AG : X → X is a (K,C) quasi-isometry for each G ∈ G
• d(AG ◦AF , AGF ) < C for all G,F ∈ G
The quasi-action is said to be cobounded if there exists a constant R ≥ 0 such
that for each x ∈ X the R-neighborhood of the orbit G · x is all of X. The
quasi-action is proper if for each R ≥ 0 there exists a C ′ ≥ 0 such that for
all x, y ∈ X the cardinality of the set {G ∈ G | (G ·N(x,R)) ∩N(y,R) 6= ∅}
is at most C ′. Here N(x,R) denotes the R-neighborhood of x.
Quasi-conjugacy. If a group G is endowed with a left-invariant metric and
ϕ : G → X is a quasi-isometry then we can define a quasi-action of G on X
by setting
AG = ϕLGϕ¯
where LG denotes left multiplication byG ∈ G. This quasi-action is cobounded
and proper.
Word metric. Any finitely generated group Γ can be viewed as a metric
space by fixing a generating set S and defining a left invariant word metric
as follows:
d(γ, η) = ||γ−1η|| for all γ, η ∈ Γ
where ||γ|| denotes the minimum number of generators in S required to write
γ.
Quasi-isometric rigidity. A class of finitely generated groups C is said
to be quasi-isometrically rigid if whenever a finitely generated group Λ is
quasi-isometric to Γ ∈ C, then Λ is virtually in C. We say a group Γ virtually
has a property P if up to extensions of and by a finite group Γ has P .
Bilipschitz, similarity and quasisimilarity. A map f : X → Y between
metric spaces is said to be
• a K-bilipschitz map if
1/K d(x, y) ≤ d(f(x), f(y)) ≤ Kd(x, y)
• an N -similarity if
d(f(x), f(y)) = N d(x, y)
• an (N,K)-quasisimilarity if
N/K d(x, y) ≤ d(f(x), f(y)) ≤ NK d(x, y).
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2.2 The metric DM and associated maps and groups.
The Metric DM. Fix M an n × n diagonal matrix with real eigenvalues
eαi with αi+1 > αi > 0. We will write (x1, . . . , xr) ∈ R
n, with xi ∈ R
ni
where ni is the multiplicity of the eigenvalue e
αi . Define the “metric” DM
as follows:
DM (x, y) = max{|x1 − y1|
1/α1 , . . . , |xr − yr|
1/αr}.
The map DM is not quite a metric, as it does not satisfy the triangle in-
equality, but some power of it does. We write DM instead of simply D as
we did in the introduction because DM will be connected with the solvable
Lie group GM in section 2.4. These metrics were also considered by Tyson
in [Ty].
Special maps. We call a map F : Rn → Rn a
• BilipDM map if it is bilipschitz with respect to DM ,
• SimDM map if it is a similarity with respect to DM ,
• QSimDM map if it is a quasisimilarity with respect to DM .
• ASimDM map if it is a SimDM map composed with a almost transla-
tion, i.e. a BilipDM map of the form
F (x1, x2, . . . , xr) = (x1+B1(x2, . . . , xr), x2+B2(x3, . . . , xr), . . . , xr+Br).
We write K-BilipDM , N -SimDM , or (K,N)-QSimDM if we want to keep
track of the constants. If F is an N -SimDM map, we refer to N as the
similarity constant of F .
Special subgroups. We write BilipDM (R
n) to denote the group of all
BilipDM maps of R
n. The groups SimDM (R
n), QSimDM (R
n) andASimDM (R
n)
are defined similarly.
Uniform subgroups. A uniform subgroup of
• QSimDM (R
n) is a group of (K,N)-QSimDM maps where K is fixed.
• BilipDM (R
n) is a group of K-BilipDM maps where K is fixed.
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Note that BilipDM (R
n) and QSimDM (R
n) are equal as groups but their uni-
form subgroups are not the same. We say that G acts on Rn by QSimDM
maps, or that we have a QSimDM action of G on R
n, if there is a homomor-
phism
φ : G → QSimDM (R
n).
Similarily, we can define BilipDM , SimDM and ASimDM actions.
Standard dilation. For t > 0, the map
δt(x1, x2, . . . , xr) = (t
α1x1, t
α2x2, . . . , t
αrxr)
satisfies
DM (δt(p), δt(q)) = tDM (p, q)
for all p, q ∈ Rn. Therefore δt ∈ SimDM (R
n). We will call δt the standard
dilation of Rn with respect to DM .
2.3 Properties of QSimDM maps.
In this section we examine the structure of QSimDM maps. Recall that a
QSimDM map is simply a BilipDM maps composed with SimDM . Proposi-
tion 4 can also be found in [Ty], Section 15.
Proposition 4 A BilipDM map has the form
(x1, x2, · · · , xr) 7→ (f1(x1, · · · , xr), · · · , fr(xr))
where fi(xi, · · · , xr) is bilipschitz as a function of xi with respect to the
standard metric on Rni and, for l > i, is Ho¨lder continuous in xl, with
exponent αi/αl.
Proof. For two points p, q ∈ Rn define △β(p, q) ≥ 0 to be the infimum over
all finite sequences {pj}
m
j=0 where p = p0 and q = pm of
m∑
j=1
[DM (pj−1, pj)]
β .
For each 1 ≤ i ≤ r define
D−i (x, x
′) = max{|x1 − x
′
1|
1/α1 , · · · , |xi−1 − x
′
i−1|
1/αi−1}, and
D+i (x, x
′) = max{|xi − x
′
i|
1/αi , · · · , |xr − x
′
r|
1/αr},
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t t
t t
t
1
k
1
k
· · · 1
k
∆3(p0, p
∗
1) = lim
k→∞
∑ 1
k3/2
= 0
∆3(p
∗
1, p1) = |y1 − y|
s s s
p = p0 = (x, y) p
∗
1
p1 = (x1, y1)
p∗2
p2 = q = (x
′, y′)
Figure 1: Here DM (p, q) = max{|x− x
′|1/2, |y − y′|1/3}
so that we can write
DM (x, x
′) = max{D−i (x, x
′),D+i (x, x
′)}.
Lemma 5 △αi(p, q) = 0 if and only if p, q ∈ R
n may be written in the form
p = (x, y) and q = (x′, y) where y = (xi, · · · , xr).
Proof. Suppose p = (x, y) and q = (x′, y) where x = (x1, · · · , xi−1) and
x′ = (x′1, · · · , x
′
i−1). For k > 0 pick pj = (xj , y) such that |xj−1−xj| = 1/k.
Then
[DM (pj−1, pj)]
αi = [D+i (xj−1, xj)]
αi ≤ 1/kαi/αl
where αl < αi. Hence
lim
k→∞
m∑
j=1
[DM (pj−1, pj)]
αi ≤ lim
k→∞
m∑
j=1
1
kαi/αl
= 0.
Conversely, suppose p = (x, y) and q = (x′, y′) where y 6= y′. (See figure 1
above.) Given an arbitrary sequence {pj = (xj , yj)}, define a new sequence
by inserting a point p∗j = (xj , yj−1) between pj−1 and pj . Now pj−1 and p
∗
j
have the same second coordinate and therefore △αi(pj−1, p
∗
j) = 0. Also, p
∗
j
and pj have the same first coordinate so
[DM (p
∗
j , pj)]
αi = [D+i (yj−1, yj)]
αi .
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We refine our sequence further by inserting points between pj−1 and p
∗
j as
above to form a sequence {qi} such that
m∑
j=1
[DM (pj−1, pj)]
αi + ǫ ≥
∑
[DM (qj−1, qj)]
αi ≥
∑
[D+i (yj−1, yj)]
αi > 0
demonstrating that △αi(p, q) > 0.
Now suppose F is a K-BilipDM map. Then, given a sequence points {qi}
m
i=1
in Rn, where q0 = F (p) and qm = F (q), define a sequence {pi} such that
F (pi) = qi. By definition we know that for all β > 0
1
Kβ
m∑
j=1
[DM (pi−1, pi)]
β ≤
m∑
j=1
[DM (F (pi−1), F (pi))]
β ≤ Kβ
m∑
j=1
[DM (pi−1, pi)]
β
and therefore by the definition of △β
1
Kβ
△β(p, q) ≤ △β(F (p), F (q)) ≤ K
β△β(p, q).
This shows, by Lemma 5, that F (x1, · · · , xr) = (f1(x1, · · · , xr), · · · , fr(xr)).
Furthermore, the proof of Lemma 5 shows that
△αi((x1, · · · , xi, xi+1, · · · , xr), (x
′
1, · · · , x
′
i, xi+1, · · · , xr)) = |xi − x
′
i|
so that fi(xi, · · · , xr) is K
αi bilipschitz with respect to xi:
1
Kαi
|xi − x
′
i| ≤ |fi(xi, xi+1, · · · , xr)− fi(x
′
i, xi+1, · · · , xr)| ≤ K
αi |xi − x
′
i|.
Also, to see that fi(xi, · · · , xr) is Ho¨lder continuous in xl with exponent
αi/αl for l > i, we fix xj where j 6= l and let
y = (xi+1, · · · , xl, · · · , xr), y
′ = (xi+1, · · · , x
′
l, · · · , xr).
Then
DM (F (x1, · · · , xi, y), F (x1, · · · , xi, y
′)) =
max{· · · , |fi(xi, y) − fi(xi, y
′)|1/αi , · · · } ≤ K|xl − x
′
l|
1/αl
and so
|fi(xi, y)− fi(xi, y
′)| ≤ Kαi |xl − x
′
l|
αi/αl
which demonstrates that fi is Ho¨lder continuous.
As a consequence of Proposition 4, we get the following corollary:
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Corollary 6 SimDM (R
n) consists of maps which are the composition of a
standard dilation δt along with a map of the form
(x1, x2, . . . , xr) 7→ (A1(x1 +B1), . . . , Ar(xr +Br))
where Ai ∈ O(R
ni) and Bi ∈ R
ni.
Proof. Let F be a SimDM map. Then for some t ∈ R, DM (F (p), F (q)) =
tD(p, q) for all p, q ∈ Rn. If we write p = (x1, . . . , xr) then by Proposition 4
F (p) = (f1(x1, . . . , xr), . . . , fi(xi, . . . , xr), . . . , fr(xr))
where fi is a similarity of R
ni with similarity constant tαi . Therefore fi has
the form
fi(xi, . . . , xr) = t
αiA(xi+1,...,xr)(xi +B(xi+1,...,xr))
where A(xi+1,...,xr) ∈ O(R
ni) and B(xi+1,...,xr) ∈ R
ni . Now by Proposition
14 in Section 3.6 we can conclude that A(xi+1,...,xr) does not depend on
(xi+1, . . . , xr). We will show that B(xi+1,...,xr) is also fixed for all (xi+1, . . . , xr).
First, consider f1 and suppose that B(x2,...,xr) 6= B(x′2,...,x′r). Then pick x1, x
′
1
such that for all j 6= 1 we have
|x1 − x
′
1|
1/α1 ≥ |xj − x
′
j |
1/αj
and
|f1(x1, . . . , xr)− f1(x
′
1, . . . , x
′
r)|
1/α1 ≥ |fj(xj , . . . , xr)− fj(x
′
j , . . . , x
′
r)|
1/αj .
This is possible because fj does not depend on x1 for j 6= 1. Then we would
have the contradiction
|x1 − x
′
1 +B(x2,...,xr) −B(x′2,...,x′r)| = |x1 − x
′
1|.
Now suppose for j < i that each fj does not depend on xl for all l > j.
Then we can repeat the above argument to show that B(xi+1,...,xr) does not
depend on (xi+1, . . . , xr).
2.4 Geometry of the solvable Lie group GM .
We will briefly describe the construction and geometry of the solvable Lie
group
GM = R⋉M R
n
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from Theorem 1. Then we will describe the notions of height respecting
quasi-isometries of GM and define a boundary for GM .
Geometry. After squaring M if necessary, we can ensure that M lies
on a one parameter subgroup M t in GL(n,R). Then the group GM has
multiplication given by
(t, x) · (s, y) = (t+ s, x+M ty)
for all (t, x), (s, y) ∈ R ⋉M R
n. We endow GM with the left invariant Rie-
mannian metric given by the symmetric matrix:(
1 0
0 QM (t)
)
where QM (t) = (M
−t)TM−t. For each t, this metric gives us a distance
formula
dt(x, y) = ||M
−t(x− y)||.
In fact, it is possible to define GM not only when detM = 1 but also for
any matrix M with detM > 0. When M is a scalar matrix λI with λ > 1,
the group GM is isometric to hyperbolic space with curvature depending on
λ. When M has all eigenvalues greater than 1 (or all eigenvalues less than
1), the group GM is a negatively curved homogeneous space. When M has
eigenvalues both greater than, and less than 1, as in the case of Theorem 1,
GM admits two natural foliations by negatively curved homogeneous spaces,
one arising from the eigenvalues greater than one, and the other arising from
the eigenvalues less than one. For more details see Section 4 from [FM2].
Absolute Jordan form. Any lattice in GM is also a lattice in in the
isometry group of GM¯ where M¯ is the absolute Jordan form of M (see
[FM2] for details). Therefore, we will replace M with its absolute Jordan
form and reorder the eigenvalues so that
M =
(
Ml
M−1u
)
where Ml is an nl × nl matrix with diagonal entries e
αi with αi+1 > αi > 0
and Mu is an nu × nu matrix with diagonal entries e
βi with βi+1 > βi > 0.
Consider GM with the coordinates (t, x1, · · · xr, z1, · · · , zs). Now the Rie-
mannian metric on GM is given by
dt2 + e−2α1tdx21 + · · · e
−2αrtdx2r + e
2β1tdz21 + · · ·+ e
2βstdz2s .
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Negatively curved homogeneous spaces. IfM =Ml orM =M
−1
u then
GM is a negatively curved homogenous space. Otherwise, for each fixed
z = (z1, . . . , zs) we obtain a totally geodesic embedded negatively curved
homogeneous space isometric to GMl . If we vary z then we get a foliation of
GM by spaces isometric to GMl . Call this foliation Fl. Similarly by fixing
x = (x1, . . . , xr) and replacing t by −t we get another foliation; this time by
spaces isometric to GMu . Call this foliation Fu.
Height respecting. Let h : R ⋉M R
n → R be projection onto the first
factor:
(t, x1, . . . xr, z1, . . . , zs) 7→ t.
We will call this the height function and call t the height of the point
(t, x1, . . . xr, z1, . . . , zs). A quasi-isometry of GM = R ⋉M R
n is height re-
specting if it permutes the level sets of h, up to bounded distance. By
proposition 5.8 in [FM2], a height respecting quasi-isometry induces a map
that is a bounded distance from a translation on the height factor.
Key Theorem. The main ingredient in the proof of Theorem 1 is Eskin-
Fisher-Whyte’s Theorem 2.2 in [EFW1] which states that if detM = 1 then
all quasi-isometries of GM are height respecting. The proof of this theorem
can be found in [P2].
Vertical geodesics. We say ξ ∈ GM is a vertical geodesic if it is one of
the form ξ(t) = (−t, a1, · · · ar, b1, · · · , bs) or ξ(t) = (t, a1, · · · ar, b1, · · · , bs).
In the first case we say ξ is downward oriented ; in the second case we say ξ
is upward oriented.
Boundaries. If M has all eigenvalues greater than one then GM is a neg-
atively curved homogeneous space and so its (visual) boundary is simply
Sn. However, since all of the maps we are interested in fix a common point,
we can make the identification ∂GM ≃ R
n. Another way of describing this
boundary is to identify ∂GM with the space of vertical geodesics in GM .
Even when GM is not negatively curved, we still have a useful notion of a
boundary for GM . The lower boundary ∂lGM (upper boundary ∂
uGM ) can
be defined as equivalence classes of vertical geodesic ξ which are downward
oriented (upward oriented). Two downward (upward) oriented geodesics
ξ, ξ′ are equivalent if dGM (ξ(t), ξ
′(t))→ 0 as t→∞.
Boundary maps induced by quasi-isometries. In Section 2.5 we will
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show that if M is a diagonal matrix with all eigenvalues greater than one
then any height respecting quasi-isometry of GM induces a QSimDM map
of ∂GM .
For general GM , we use Proposition 4.1 from [FM2] which says that any
height respecting quasi-isometry ϕ of GM is a bounded distance from a
quasi-isometry which preserves the two foliations Fl and Fu. So if ϕ is a
height respecting quasi-isometry that maps L ∈ Fl to within a bounded
distance of L′ ∈ Fl then there is an induced map ϕ¯ : ∂L → ∂L
′. Since
L is isometric to GMl and since ϕ is a height-respecting quasi-isometry,
ϕ¯ is a QSimDMl map. Note that since L is isometrically embedded and
totally geodesic in GM then ∂L ⊂ ∂lGM . To see that the opposite inclu-
sion also holds, note that for any downward oriented vertical geodesic ray
ξ(t) = (xo, zo,−t) there is a downward oriented geodesic ξ
′(t) = (xo, z
′
o,−t)
contained in L and at a bounded distance from ξ. Therefore we can identify
∂L with ∂lGM and so a height respecting quasi-isometry induces a QSimDMl
map of ∂lGM ≃ R
nl . Similarily, a height respecting quasi-isometry induces
a QSimDMu map of ∂uGM ≃ R
nu.
2.5 Relating (Rn, DM) to ∂GM .
In this section, let M be a diagonal matrix with all eigenvalues greater
than one. Recall that this condition on the eigenvalues ensures that GM
is a negatively curved homogeneous space. We show how to relate height
respecting quasi-isometries of GM with QSimDM maps of R
n.
Lemma 7 A height respecting quasi-isometry (resp. isometry) of GM in-
duces a QSimDM map (resp. SimDM map) of ∂GM ≃ R
n.
Proof. Given two points p, q ∈ Rn, let t be the height at which the two
vertical geodesics emanating from p and q are at distance one apart. Now
at height t the distance between p and q is given by
dt(p, q) = ||M
−t(p− q)||
where M−t is the n× n diagonal matrix
M−t =

e−tα1 0 · · · 0
0 e−tα2 · · · 0
...
. . .
...
0 · · · 0 e−tαr

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and so
dt(p, q) = max{e
−tα1 |x1 − y1|, · · · , e
−tαr |xr − yr|}.
Now, if this maximum occurs in the ith coordinate then we have
e−tαi |xi − yi| = 1
and so
et = |xi − yi|
1/αi .
Setting DM (p, q) = e
t, we get that
DM (p, q) = max{|x1 − y1|
1/α1 , · · · , |xr − yr|
1/αr}.
A height respecting isometry maps level sets of height t to level sets of height
t+ a. Therefore, if φ is the boundary map induced by this isometry then
DM (φ(p), φ(q)) = e
t+a = eaDM (p, q).
A height respecting quasi-isometry, after composing with a height respecting
isometry, induces a map which is at a bounded distance from the identity
on the t coordinate. Let ǫ be this bound. Let F be the boundary map
induced by a height respecting quasi-isometry and t′ is the height at which
the vertical geodesics emanating from F (p) and F (q) are distance one apart.
Then
t− ǫ ≤ t′ ≤ t+ ǫ.
Hence,
e−ǫet ≤ et
′
≤ eǫet.
Since dt′(F (p), F (q)) = 1, for some j we have e
−t′αi |xj − yj| = 1 and so
et
′
= |xj − yj|
1/αi .
Therefore,
1/K ′ DM (p, q) ≤ DM (F (p), F (q)) ≤ K
′ DM (p, q)
where K ′ = eǫ. Thus F is a QSimDM map as required.
Boundary versus GM. Lemma 7 allows us to view a group that acts
on GM by height respecting quasi-isometries as acting by QSimDM maps
on Rn ≃ ∂GM . In fact, the proof of Lemma 7 shows that a (K,C)-quasi-
isometry that induces the map t 7→ t + a on the height factor induces a
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(ea,K ′)-QSimDM map of R
n where K ′ depends only on K and C.
Defining a quasi-action. The converse to Lemma 7 is also true. If G is a
QSimDM map of R
n then for any a ∈ R
φ(x1, · · · , xr, t) = (G(x1, · · · , xr), t+ a)
is a quasi-isometry of GM . The quasi-isometry constants of φ depend on
the QSimDM constants of G as well as on a. In particular, if G is a (N,K)-
QSimDM map then for a = logN the map φ is a (K, 1) quasi-isometry of
GM .
Space of distinct pairs. However, if our goal is to define a quasi-action on
GM by a uniform group of QSimDM maps then this formula is insufficient.
The problem with defining a quasi-action using this method is that you have
to know the QSimDM constants in order to define φ and these constants are
not unique. To facilitate going back and forth between groups acting on the
space GM and ∂GM , we define the following space:
P = {(p, q) | p, q ∈ ∂GM ≃ R
n, p 6= q}.
This is the space of distinct pairs of points of Rn. We define a map
ρ : P → GM
as follows: for any (p, q) ∈ ∂GM consider the vertical geodesics in GM
emanating from p and q. At some height to, these two geodesics are distance
one apart. Define ρ by setting ρ(p, q) = (p, to). This map is onto and has
compact kernel. Furthermore, if φ is a height respecting quasi-isometry
of GM and F is the induced QSimDM boundary map, then there exists a
constant C, depending only on the quasi-isometry constants of φ, such that
for all (p, q) ∈ P
dGM (φ(z), ρ(F (p), F (q))) < C
where ρ(p, q) = z ∈ GM , and dGM denotes distance in GM . In this way,
any uniform group of QSimDM maps that acts cocompactly on the space of
distinct pairs of points of Rn can also be treated as a group which quasi-acts
coboundedly on GM by height-respecting quasi-isometries.
2.6 The quasi-isometry group QI(GM)
In this section we return to the case whereM is a diagonalizable n×nmatrix
with detM = 1. We will describe the quasi-isometry group QI(GM ).
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Proposition 8 Up to finite index,
QI(GM ) ≃ QSimDMl (R
nl)×QSimDMu (R
nu)
where Ml and Mu are as defined in Section 2.4.
Proof. From Section 2.4 we know that any quasi-isometry φ : GM →
GM induces a QSimDMl map Gl of R
nl and a QSimDMu map Gu of R
nu .
Furthermore, if two quasi-isometries are a bounded distance apart then they
induce the same maps Gl and Gu. If two quasi-isometries are not at a
bounded distance then they induce different boundary maps. Therefore we
have an injection
QI(GM ) →֒ QSimDMl (R
nl)×QSimDMu (R
nu).
To see that this map is actually onto we can use the same ideas as in Section
2.5. Namely, given any Gl ∈ QSimDMl (R
nl) and Gu ∈ QSimDMu (R
nu) we
can construct a quasi-isometry φ of GM by setting
φ(x, z, t) = (Gl(x), Gu(z), t).
Finally, note that if Ml = Mu then GM has an extra isometry: (x, z, t) 7→
(z, x,−t) so that in this case
QI(GM ) ≃ QSimDMl (R
nl)×QSimDMu (R
nu)⋊ Z2.
3 Proving Theorem 2
We will write DM instead of D as in the statement of the Theorem in order
to emphasize the relationship between the metric D and the solvable Lie
group GM (see Section 2.2 for details). Note that in this section M has all
eigenvalues greater than 1. (The results of this section will be applied to
M = Mu and M = Ml.) We prove Theorem 2 by induction on the number
of distinct αi occuring in DM . The base case, when there is only one distinct
αi, is discussed in Section 3.1. We set up the induction step in Section 3.2.
In Section 3.3 we start proving the case when n1 = 1 and in Section 3.4
when n1 > 1 . In Sections 3.5 and 3.6 we combine both n1 = 1 and n1 > 1
to finish the proof of Theorem 2.
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3.1 Base Case.
In this section, we prove the base case of Theorem 2. In other words, we
will prove Theorem 2 in the case where DM is of the form
DM (x, y) = |x− y|
1/α.
From Section 2.5, we know that SimDM and QSimDM maps of R
n corre-
spond to height-respecting isometries and quasi-isometries of the solvable
Lie group
GM = R⋉M R
n
where M is the scalar matrix eαI. In this case, GM with the coordinates
(t, x) has a Riemannian metric give by
dt2 + e−2αtdx2
which makes GM isometric to hyperbolic space H
n+1 with curvature de-
pending on α. Notice that in this special case a K-BilipDM map of R
n
is simply a Kα-bilipschitz map of Rn with respect to the standard metric
on Rn. Likewise, a K-QSimDM map of R
n is a Kα-quasisimilarity of Rn
with respect to the standard metric. Therefore, we are reduced to study-
ing uniform groups of quasisimilarities of Rn with respect to the standard
metric.
Proposition 9 Let G be a uniform group of quasisimilarities of Rn. If
n > 1, assume further that G acts cocompactly on the space of distinct pairs
of points of Rn. Then there exists a quasisimilarity F : Rn → Rn such that
FGF−1 ⊂ Sim(Rn).
Proof. The case when n = 1 is Theorem 3.2 in [FM1]. When n > 1, we can
apply Tukia’s theorem as follows: any uniform group of quasisimilarities of
R
n can be treated as a uniform group of quasiconformal maps of Sn. Also,
the action of G on the space of distinct triples of Sn is cocompact since G
has a universal fixed point and acts cocompactly on the space of distinct
pairs of points of Rn. Applying Tukia’s theorem, we get a quasiconformal
map F such that
FGF−1 ⊂ Conf(Sn).
However, we need something stronger; we need F to be a quasisimilarity.
Luckily, Tukia constructs F explicitly and in the case when G is a group of
quasisimilarities, F is also a quasisimilarity. Therefore
FGF−1 ⊂ Conf(Sn) ∩QSim(Rn) ≃ Sim(Rn).
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See Section 3.4 for more details on the construction of F .
3.2 Setting up the induction step.
In this section, we set up the induction step needed to prove Theorem 2.
We consider the space (Rn,DM ) where
DM (x, y) = max{|x1 − y1|
1/α1 , · · · , |xr − yr|
1/αr}
where 0 < αi < αi+1 and x = (x1, · · · , xr), y = (y1, · · · , yr) with xi, yi ∈ R
ni .
From Section 2.5, we know that QSimDM maps of R
n are the maps we need
to consider when studying height-respecting isometries and quasi-isometries
of the solvable Lie group
GM = R⋉M R
n
whereM is the diagonal matrix with diagonal entries eαi . Note that each eαi
occurs ni times in M . In this case, GM with the coordinates (t, x1, · · · , xr)
has a Riemannian metric give by
dt2 + e−2α1tdx21 + · · ·+ e
−2αrtdx2r
which makes GM isometric to a negatively curved homogeneous space. From
Proposition 4 in Section 2.2, we know that a QSimDM map F has the form
F (x1, x2, · · · , xr) = (f1(x1, · · · , xr), · · · , fr(xr))
where fi is bilipschitz in the variable xi.
Next, set n′ = n− n1 and consider the metric DM ′ on R
n′ given by
DM ′(x
′, y′) = max{|x2 − y2|
1/α2 , · · · , |xr − yr|
1/αr}
where x′ = (x2, · · · , xr) and y
′ = (y2, · · · , yr). With this notation we can
write
DM (x, y) = max{|x1 − y1|
1/α1 ,DM ′(x
′, y′)}.
Induced representations. We have an induced representation
φ : QSimDM (R
n)։ QSimDM′ (R
n′),
given by
(f1(x1, · · · , xr), · · · , fr(xr)) 7→ (f2(x2, · · · , xr), · · · , fr(xr)).
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Given a uniform subgroup G ⊂ QSimDM (R
n), we can consider the image
φ(G) ⊂ QSimDM′ (R
n′).
By induction, since DM ′ has fewer distinct αi’s, there exists a QSimDM′
map F ′ such that each element of F ′φ(G)F ′−1 is an ASimDM′ map. We can
pick some element of φ−1(F ′) and conjugate G by this element. This gives
us an action on Rn by maps of the form
G(x1, y) = (gy(x1), g(y))
where y = (x2, · · · , xr), and g(y) is a ASimDM′ map. We can now focus on
altering gy(x1) to make G into a ASimDM map. We treat the one dimen-
sional case (n1 = 1) in Section 3.3 and higher dimensional cases (n1 ≥ 2) in
Section 3.4. In each of these cases, we first show that we can conjugate G
to a group where gy(x1) is a similarity of R
n1 for each fixed y; that is,
gy(x1) = λyAy(x1 +B(y))
where Ay ∈ O(n1), B(y) ∈ R
n1 and λy ∈ R+. In Section 3.5, we show that
we can conjugate G again so that not only does λy not depend on y but it
also matches up with the similarity constant of g(y). We also show that Ay
must be independent of y. This is done in Section 3.6 and concludes the
proof of Theorem 2.
3.3 One-dimensional case.
At this point, we have a group G acting uniformly by QSimDM maps on
R
n ≃ R⊕ Rn
′
where each group element G ∈ G is of the form
G(x, y) = (gy(x), g(y))
where x ∈ R, y ∈ Rn
′
, and g(y) is an ASimDM′ map. We also know from
Section 2.2 that for y fixed gy(x) is a bilipschitz map of R. In fact, we have
a foliation F of Rn by copies of R where each leaf corresponds to a fixed
y ∈ Rn
′
.
The main idea of this section is to find a G-invariant measure along each
leaf of this foliation. To this end, we will use Rademacher’s Theorem that
any Lipschitz function, in particular gy(x), is almost everywhere differen-
tiable.
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Bounded derivative. Since gy is bilipschitz, g
′
y(x) is bounded, but it is
not uniformly bounded over all elements G ∈ G. However, since g(y) is an
ASimDM map, it has a well-defined similarity constant tg. This allows us
to write
G(x, y) = δtg (g¯y(x), g¯(y))
where g¯′y(x) is now uniformly bounded over all G ∈ G. Set
G = δ−1tg G.
Finding an invariant measure. Let U ⊂ R⊕Rn
′
be a G invariant set of
full measure such that g′y(x) 6= 0 for all G ∈ G and for all (x, y) ∈ U . For
each G ∈ G, define a map µG on U by
µG(x, y) = g¯
′
y(x).
We will construct a G invariant measure from the µGs. Let
M(x,y) = {µG(x, y) | G ∈ G} = {g¯
′
y(x) | G ∈ G},
then if H ∈ G
MH(x,y) = {g¯
′
h(y)(hy(x)) | G ∈ G}
=
{
(g ◦ h)
′
y(x)
h¯′y(x)
| G ∈ G
}
=
1
h¯′y(x)
M(x,y).
Since M(x,y) is bounded, we can define
µ(x, y) = supM(x,y)
which satisfies
µ(H(x, y)) =
1
h¯′y(x)
µ(x, y).
Finding a conjugating map. First, we define a family of metrics νy on
R so that for all H ∈ G the map hy is a similarity with respect to these
metrics. For y ∈ Rn
′
and x1, x2 ∈ R define
νy(x1, x2) =
∫ x2
x1
µ(t, y)dt.
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We check that
νh(y)(hy(x1), hy(x2)) =
∫ hy(x2)
hy(x1)
µ(H(t, y))dhy(t)
=
∫ x2
x1
µ(H(t, y))δthh
′
y(t)dt
= δth
∫ x2
x1
µ(t, y)dt
= δthνy(x1, x2).
If we set
F (x, y) = (νy(x, 0), y)
then F is a QSimDM map and for each H ∈ FGF
−1 the map hy is a
similarity of R.
3.4 Higher dimensional case.
In this section, G is a group that acts uniformly by QSimDM maps on
R
n ≃ Rn1⊕Rn
′
where n1 > 1, and acts cocompactly on the space of distinct
pairs of points of Rn. Also, each group element G ∈ G is of the form
G(x, y) = (gy(x), g(y))
where x ∈ Rn1 , y ∈ Rn
′
and g(y) is an ASimDM′ map. From Section 2.3
we also know that gy(x) is a quasisimilarity of R
n1 , hence differentiable
almost everywhere with derivative bounded in terms of the quasisimilarity
constants. Again, by fixing y, we have a foliation of Rn by copies of Rn1 .
In this case, we follow Tukia’s proof, found in [T], on conjugation groups
of quasiconformal maps of Sn into the group of conformal maps. First,
we define a notion of a DM -foliated conformal structure on R
n: a confor-
mal structure defined on the sub-bundle of the tangent bundle consisting of
subspaces corresponding to the directions parallel to the leaves of the Rn1
foliation.
Next, we define an action of G on the space of all DM -foliated conformal
structures on Rn. In section 3.4.3, we show there exists a G invariant DM -
foliated conformal structure on Rn (Theorem 12). Using this structure, in
section 3.4.4, we prove that we can find a conjugating map F such that each
element G ∈ FGF−1 has the form
G(x, y) = (gy(x), g(y))
where gy(x) is a similarity of R
n1 and g(y) is an ASimDM′ map.
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3.4.1 Notation and Definitions.
DM -foliated conformal structure. A DM -foliated conformal structure µ
is an assignment for almost every (x, y) ∈ Rn,
µ(x, y) ∈ SL(n1,R)/SO(n1,R),
such that µ(x, y) is a measurable map. We can identify SL(n1,R)/SO(n1,R)
with the space of all symmetric, positive definite n1× n1 real matrices with
determinant one via the map M 7→ MTM . If we make this identification
then the group GL(n1,R) acts on SL(n1,R)/SO(n1,R) by
X[A] = |detX|−2/nXTAX.
We can define a distance on SL(n1,R)/SO(n1,R) by
k(I,A) = max{log λmax, log 1/λmin}
where λmax is the largest eigenvalue of A, and λmin is the smallest eigenvalue.
Alternatively,
d(I,A) =
√
(log λ1)2 + · · ·+ (log λn1)
2.
We can extend either of these metrics to all of SL(n1,R)/SO(n1,R) by
requiring them to be invariant under the action of GL(n1,R). We define the
dilation of a matrix A to be
K(A) = exp k(I,A).
Conformal. We will say that a QSimDM map F (x, y) = (fy(x), f(y)) is
conformal in µ if
µ(x, y) = f ′y(x) [µ(F (x, y))] .
We write
µF (x, y) = f
′
y(x)[I]
µFG(x, y) = g
′
y(x) [µF (G(x, y))]
F∗µ(F (x, y)) = f
′
y(x)
−1[µ(x, y)].
If µ is a conformal stucture and A the symmetric positive definite matrix
which represents µ(x, y) then define
K(µ(x, y)) = K(A)
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K(F (x, y)) = K(µF (x, y)).
Recall that if F (x, y) = (fy(x), f(y)) is a K-QSimDM map then fy(x) is a
K-quasisimilarity of Rn1 . This implies that K(F (x, y)) ≤ K.
We also have that if G is conformal in µ then
K(G(x, y)) ≤ K(µ(x, y))K(µ(G(x, y))). (1)
3.4.2 Lemmas on QSimDM maps.
In this section we collect some lemmas on how measurable sets behave under
QSimDM maps. In the statements of the lemmas, m will denote spherical
measure. However, since spherical measure and Lebesgue measure are com-
parable on bounded sets, we will prove the lemmas using Lebesgue measure.
Note that the measure induced by DM on R
n is the usual Lebesgue measure.
From [T] we have the following:
Lemma B1 in [T] Let F be a compact family of K-quasiconformal embed-
dings U → R¯n with U ⊂ R¯n open. Then there are positive a, a′ depending
on K and b, b′ depending on K and F such that
b′m(E)a
′
≤ m(f(E)) ≤ bm(E)a
for all measurable E.
For QSimDM maps, the following lemma replaces the previous one:
Lemma 10 Let F be a family of (N,K)-QSimDM maps where K,N is fixed
and each F ∈ F has the form
F (x, y) = (fy(x), f(y))
where fy(x) is bilipschitz and f(y) is a ASimDM′ map with similarity con-
stant N . Then there exists b and b′ such that for each F ∈ F and each
bounded measurable E ⊂ Rn,
b′m(E) ≤ m(F (E)) ≤ bm(E).
Proof. For any bilipschitz map f of Rn and any measurable set E ⊂ Rn,
we have
1
Kn
m(E) ≤ m(f(E)) ≤ Knm(E).
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We treat the usual Lebesgue measurem on Rn as a product measurem1×m2,
where m1 is Lebesgue measure on R
n1 and m2 is Lebesgue measure on R
n′ .
Using Fubini’s Theorem, we write
m(E) =
∫
Rn
′
m1(E|y)dm2, and m(F (E)) =
∫
Rn
′
m1(F (E)|y)dm2.
Since fy is bilipschitz, we have the following estimate on m1(F (E)|y):
1
K ′
m1(E|y) ≤ m1(F (E)|f(y)) ≤ K
′m1(E|y).
If f(y) were a similarity then to compute m(F (E)) we would need only to
calculate ∫
Rn
′
m1(F (E)|f(y))|f
′(y)|dm2.
Now a similarity has constant derivative |f ′(y)| = N ′ where N ′ depends only
on the similarity constant and on the dimension of Rn
′
. Combining these
two facts we would get
N ′
K ′
∫
Rn
′
m1(E|y)dm2 ≤
∫
Rn
′
m1(F (E)|f(y))|f
′(y)|dm2 ≤ N
′K ′
∫
Rn
′
m1(E|y)dm2
or rather
N ′
K ′
m(E) ≤ m(F (E)) ≤ N ′K ′m(E).
Note that in the general case, where f(y) is an ASimDM′ map, we can prove
this lemma by induction. Namely, if we have the following estimate for the
measure of f(E|x):
Rm2(E|x1) ≤ m2(f(E|x1)) ≤ R
′m2(E|x1)
then
m(F (E)) ≤
∫
Rn
′
R′ m1(F (E)|f(y))dm2 ≤ R
′N ′K ′m(E)
and
RN ′
K ′
m(E) ≤
∫
Rn
′
R′ m1(F (E)|f(y))dm2 ≤ m(F (E)).
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Lemma 11 Let Hi : U → R
n be a family of K-QSimDM maps such that
Hi → H for some H ∈ QSimDM (R
n). Suppose that for all ǫ > 0
m({(x, y) ∈ U : K(Hi(x, y)) ≥ 1 + ǫ})→ 0.
Then
H(x, y) = (hy(x), h(y))
where hy(x) is a similarity.
Proof. Set
Aǫi = {(x, y) ∈ U : K(Hi(x, y)) ≥ 1 + ǫ}.
Then for all β > 0 there exists an I such that if i > I then m(Aǫi) < β. We
want to show that for a fixed y the map hy is a similarity. We already know
that hy is a K-quasisimilarity of R
n1 and so is K-quasiconformal. Using the
Lemma B2 from [T], we will show that hy is conformal and so, must be a
similarity.
Lemma B2 Let fi : U → R
n be a family of K-quasiconformal embeddings
such that fi → f and for all ǫ > 0
m({x ∈ U : K(fi(x)) ≥ 1 + ǫ})→ 0.
Then, f is conformal.
Now hiy form a family of K-quasiconformal maps, and hiy → hy. We know
that m(Aǫi)→ 0 but we don’t know whether
m1(A
ǫ
i |y)→ 0.
Let i be large enough so that m(Aǫi) < Ck/k where Ck is the volume of the
ball of radius 1/k.
Claim: There exists a yk such that
|y − yk| < 1/k and m1(A
ǫ
i |yk) < 1/k.
If this were not the case, then we would get the the following contradiction:
m(Aǫi) >
∫
|y−z|<1/k
m1(A
ǫ
i |z)dm2(z) > Ck/k.
So now hyk → hy and
m({x : K(hyk(x)) ≥ 1 + ǫ}) < 1/k.
By Lemma B2, hy is conformal and hence a similarity.
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3.4.3 Invariant DM -foliated conformal structure.
The proof of the following theorem follows the proof found in [T].
Theorem 12 If G is a separable group of QSimDM maps then R
n has a
G-invariant DM -foliated conformal structure.
Proof. Assume first that G is countable. Then there is a set of full measure
U ⊂ Rn such that for every G ∈ G the map gy is differentiable with non-
vanishing and bounded Jacobian. Define the set
M(x,y) = {µF (x, y) | F ∈ G}.
Then
g′y(x)
[
MG(x,y)
]
= {g′y(x) [µF (G(x, y))] | F ∈ G}
= {µFG(x, y) | F ∈ G}
= M(x,y)
Recall from [T] that S = SL(n1,R)/SO(n1,R) is a non positively curved
space. So for each bounded subset X ⊂ S, there is a unique disk with center
PX of smallest radius containing X. Therefore, we can define a continuous
map
X 7→ PX .
Set
µ(x, y) = PM(x,y).
Then
µ(G(x, y)) = g′y(x) [µ(x, y)]
for all G ∈ G and so µ(x, y) is G invariant. To see that µ is measurable,
consider the following: First label the elements of G = {G0, G1, · · · } and
define
M j(x,y) = {µGi : i ≤ j}
and
µj(x, y) = PMj
(x,y)
.
Now since µG(x, y) is measurable, µj(x, y) is measurable for all j. But
µj(x, y)→ µ(x, y) so that µ is also measurable.
In general, let Go be a countable dense subset of G and let µ be a Go
invariant DM -foliated conformal structure. We will show that µ is G invari-
ant as well. To do this, we will follow Theorem D from [T]. We will state
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Theorem D in the language of QSimDM maps but we will not include any
proof since its proof is identical to the proof in [T].
Theorem D Let Fi : U → V be a sequence of K-QSimDM maps such that
Fi → F for some (QSimDM ) map F : U → V . Suppose that for all ǫ > 0
m({(x, y) ∈ U : Kµ,ν(Fi(x, y)) > 1 + ǫ})→ 0
as i→∞. Then F is (µ, ν) conformal.
Here
Kµ,ν(F (x, y)) = exp k(µ(x, y), f
′
y(x) [ν(F (x, y))])
and we say a QSimDM map F (x, y) = (fy(x), f(y)) is (µ, ν) conformal if
µ(x, y) = f ′y(x) [ν(F (x, y))] .
To show that µ is G invariant consider the following: Given F ∈ G, let
Fi ∈ Go be such that Fi → F . Since Fi ∈ Go we have that Kµ,µ(Fi(x, y)) = 1
and in particular
m({(x, y) ∈ U : Kµ,µ(Fi(x, y)) > 1 + ǫ}) = 0.
By Theorem D, F is also conformal in µ and so µ must be G invariant.
3.4.4 Conjugating the group.
In order to state the theorem we prove in this section, we need two defini-
tions:
Radial point. Recall that we have a map from the space of distinct pairs
of points of ∂GM to GM
ρ : P → GM .
We call a point p ∈ Rn ≃ ∂GM a radial point of G if there exists a sequence
of elements Gi ∈ G, a point z = ρ(q1, q2) ∈ GM and a geodesic L ∈ GM
with endpoint p such that zi = ρ(Gi(q1), Gi(q2)) → p and dGM (zi, L) ≤
C for all i. By an abuse of notation we will write zi = Gi(z) = ρ(Gi(q1), Gi(q2)).
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Approximate continuity. Let U ⊂ Rn and (X, d) be a metric space. An
open map f : Rn → X is approximately continuous at x ∈ U if for all ǫ > 0
lim
r→0
m({y ∈ B(x, r) ∩ U | d(f(x), f(y)) ≤ ǫ})
m(B(x, r))
= 1.
In [T], Tukia notes that ifX is a separable metric space and if f is measurable
with respect to the Borel sets of X and Lebesgue measurable sets of U ,
then f is a.e. (with respect to m) approximately continuous. We apply
this definition to the map that defines our G invariant D-foliated conformal
structure
µ : Rn → SL(n1,R)/SO(n1,R).
Recall that the metric on SL(n1,R)/SO(n1,R) is given by d(A,B) = log(K(A
−1B)).
So if µ is approximately continuous at p then
lim
r→0
m({q ∈ B(p, r) ∩ U | K(µ(q)) > 1 + ǫ})
m(B(p, r))
= 0.
Here B(p, r) is the ball of radius r around the point p.
Theorem 13 Let G be a uniform group of QSimDM maps that all have the
form
G(x, y) = (gy(x), g(y))
where g(y) is an ASimDM′ map. Let µ be a G-invariant DM -foliated confor-
mal structure. If p is a radial point for G and µ is approximately continuous
at p, then there exists a QSimDM map F such that every H ∈ FGF
−1 has
the form
H(x, y) = (hy(x), h(y))
where h(y) is again a ASimDM′ map and hy(x) is a similarity of R
n1.
Proof. First, we will construct the conjugating map F as a limit of
group elements composed with dilations. Without loss of generality, let
p = (0, · · · , 0) ∈ Rn be our radial point. Choose a map a ∈ QSimDM (R
n)
that fixes p and with the property that a∗µ(p) = Id. For instance, we can
choose a(x, y) = (Tx, y) where T is a linear map that sends the matrix µ(p)
to the identity matrix.
Let Gi ∈ G be the maps which make p a radial point. We write Gi(x, y) =
(giy(x), gi(y)). We can pick real numbers ti such that δti ◦Gi is actually K-
BilipDM . In particular, we can chose the ti so that t
−1
i is the similarity
constant of gi(y). Note that ti → ∞ but if we fix z ∈ P then the diameter
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of {(δtiaGi)(z)} is bounded by a constant that depends only on C. Define
Fi by
Fi(x, y) = δtiaGi(x, y) = aδtiGi(x, y).
Since each Fi is K-BilipDM for a fixed K, and since {Fi(z)} is bounded,
we have that Fi → F where F is also a K-BilipDM map. Next, we need to
show that for all G ∈ G, the map FGF−1(x, y) = (gy(x), g(y)) is such that
gy(x) is a similarity of R
n1 . Let
Hi = FiGF
−1
i = δtiaGiGG
−1
i (δtia)
−1
and consider the conformal structure
µi(x, y) = Fi∗µ(x, y).
Note that Hi is conformal in µi and that
µi(x, y) = Fi∗µ(x, y)
= δti∗a∗Gi∗µ(x, y)
= δti∗a∗µ(x, y)
= e−α1tiI[a∗µ(δ
−1
ti
(x, y))]
= a∗µ(δ
−1
ti
(x, y)).
Now since µ is approximately continuous at p, so is a∗µ. Therefore
lim
r→0
m({(x, y) ∈ B(p, tir) ∩ U : K(µi(x, y)) > 1 + ǫ})
m(B(p, r))
→ 0.
Let Ai ⊂ R
n be sets such that K(µi(x, y)) > 1 + ǫ, then m(Ai) → 0. Now
let Bi be the sets on which K(Hi(x, y)) > 1 + ǫ. Then, by Lemma 10 we
have m(Bi)→ 0 as well. Set Ci = Ai ∪Bi. Then, on R
n \ Ci, we have both
K(µi(x, y)) ≤ 1 + ǫ and K(µi(Hi(x, y))) ≤ 1 + ǫ.
So,
K(Hi(x, y)) ≤ K(µi(x, y))K(µi(Hi(x, y))) ≤ (1 + ǫ)
2.
Now we can apply Lemma 11 to show that H = limi→∞ FiGF
−1
i has the
form (hy(x), h(y)) where hy is a similarity of R
n1 .
Finally, since ASimDM′ maps form a group, we know that if G(x, y) =
(g(x, y), g(y)) ∈ G then, after conjugating by F , the map g(y) is still an
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ASimDM′ map. So, we only need to show that the conjugating map F (x, y) =
(f(x, y), f(y)) is such that f(y) is an ASimDM′ map. To see this, we note
that
F = lim
i→∞
Fi = lim
i→∞
δtiaGi
where Gi ∈ G, the map δti is a standard dilation with respect to DM , and
a is a linear map that is the identity on y. Since Gi ∈ G, we have that
Gi(x, y) = (gi(x, y), gi(y)) where gi(y) is an ASimDM′ map. Therefore, the
limiting map f(y) is a ASimDM′ map. This completes the proof of Theorem
13.
To complete the proof of the multidimensional case we observe that if G acts
cocompactly on the space of distinct pairs of points of Rn then every point
is a radial point (see [T] or [Ch] for details).
3.5 Uniform multiplicative constant.
At this point, we have a group G of QSimDM maps of the form
G(x, y) = (gy(x), g(y))
= (λg,yAy(x+By), g(y))
where Ay ∈ O(n1), λg,y ∈ R
+, and g(y) is an ASimDM′ map with similarity
constant tg ∈ R
+.
The goal of this section is to show that by conjugating with an appropriate
map we can eliminate the dependence of λg,y on y and determine the mul-
tiplicative constant to be tα1g .
By composing G(x, y) with the inverse of the standard dilation δtg we have
δ−1tg ◦G(x, y) = (ηg,yAy(x+By), g¯(y))
where
ηg,y =
λg,y
tα1g
.
Set
My = {ηg,y | G ∈ G}.
31
Since λ(g◦f),y = λf,yλg,f(y),
Mf(y) = {ηg,f(y) | G ∈ G}
=
{
λ(g◦f),y/λf,y
tα1g
| G ∈ G
}
=
{
λ(g◦f),y
tα1g t
α1
f
tα1f
λf,y
| G ∈ G
}
=
1
ηf,y
My.
Now, since ηg,y is universally bounded, we can define
µ(y) = supMy
which has the property
µ(f(y)) =
1
ηf,y
µ(y).
A simple calculation gives that conjugating G by F (x, y) = (µ(y)x, y) gives
an action by elements of the form
(x, y) 7→ δt(Ay(x+By), g¯(y))
where g¯ is an ASimDM′ with similarity constant one.
3.6 Uniform rotation constant.
At this point, we have a group G where each element has the form
G(x, y) = (gy(x), g(y)) = (t
α1Ay(x+By), g(y))
where Ay ∈ O(n1), and g(y) is an ASimDM′ map. The goal of this section
is to show that Ay does not depend on y. We do this by showing that if
Ay 6= Ay′ then G is not a K-QSimDM map.
Proposition 14 Let G(x, y) = (tα1Ay(x+By), g(y)) be a K-QSimDM map
as above. Then Ay = Ay′ for all y, y
′ ∈ Rn2.
Proof. Suppose that for some y, y′ we have that Ay 6= Ay′ . Pick z ∈ R
n1
such that Ayz 6= Ay′z. In fact, we can pick z so that for any N
|Ayz −Ay′z| > N.
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Next, pick x, x′ such that x+By = z and x
′ +By′ = z. Note that
|x− x′| = |By −By′ | ≤ K
α1DM ′(y, y
′)α1
so that
DM ((x, y), (x
′, y′)) = max{|x− x′|1/α1 ,DM ′(y, y
′)} ≤ KDM ′(y, y
′)
but
DM (G(x, y), G(x
′, y′)) = max{t|Ayz −Ay′z|
1/α1 ,DM ′(g(y), g(y
′))}.
We can now make DM (G(x, y), G(x
′, y′)) arbitrarily large by picking z such
that |Ayz −Ay′z| is arbitrarily large. In particular, there exists a z so that
DM (G(x, y), G(x
′, y′)) > K2DM ′(y, y
′) > KDM ((x, y), (x
′, y′)).
This violates the assumption that G was a K-QSimDM map.
4 Application: Quasi-isometric Rigidity.
In this section, we show how Theorem 2 and the work of Eskin-Fisher-Whyte
[EFW1] can be used analyze the structure of groups that are quasi-isometric
to lattices in the solvable Lie groups
GM = R⋉M R
n
where M is a diagonalizable matrix with detM = 1 and no eigenvalues on
the unit circle. Recall from Section 2.4 that we can replace M with its
absolute Jordan form so that
M =
(
Ml
M−1u
)
where Ml Mu are diagonal matrices with all eigenvalues greater than one.
Now, any lattice in a solvable Lie group must be a cocompact lattice.
Therefore, if Γ is quasi-isometric to a lattice in GM then Γ is also quasi-
isometric to GM itself. Let ϕ : Γ → GM be a quasi-isometry. Then, Γ
quasi-acts properly and coboundedly on GM by quasi-isometries of the form
ϕLGϕ¯
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where ρ¯ is a coarse inverse of ρ and LG denotes left multiplication in Γ.
Key Theorem [EFW1]. Let GM be as defined above. Then every quasi-
isometry of GM is height respecting.
Recall from section 2.4 that this key theorem allows us to construct a rep-
resentation
Γ 7→ G ⊂ QSimDMl (R
nl)×QSimDMu (R
nu).
In Section 4.1 we will use Theorem 2 to conjugate the image of this
representation G into a subgroup of ASimDMl (R
nl) × ASimDMu (R
nu). In
Section 4.2 we use this structure to show that if Γ is a finitely generated
group then Γ must be polycylic. In Section 4.3, we finsh the proof of The-
orem 1 by showing that Γ is virtually a lattice in R ⋉M ′ R
n where M ′ has
the same absolute Jordan form as Mα for some α ∈ R.
4.1 Action by almost isometries.
For our purposes right now, we can now suppose G′ is a group quasi-acting
by quasi-isometries on GM . (For our purposes right now we can assume
G′ is our Γ from above, however later on we will need the arguments from
this section to apply to more general groups, so we state the results in more
generality.) Then we have a representation of G′ onto G ⊂ QSimDMl (R
nl)×
QSimDMu (R
nu). That is, for G ∈ G′ we have
G 7→ (Gl, Gu) ∈ QSimDMl (R
nl)×QSimDMu (R
nu)
where Gl acts on the lower boundary and Gu acts on the upper boundary.
Since two quasi-isometries that are at a bounded distance from each other
induce the same boundary maps, the kernel of G′ → G may be non-trivial.
Note also that if G′ is a uniform group of quasi-isometries, then there is
an ǫ, fixed over all group elements, such that each element induces a map
on the height factor that is within ǫ of a translation. (For any height-
respecting quasi-isometry, the bound ǫ only depends on the quasi-isometry
constants.) Therefore, by the proof of Lemma 7 the maps Gu and Gl are
(N,K)-QSimDMl and (1/N,K)-QSimDMu maps respectively, where K = e
ǫ
is fixed and N is determined by the amount of translation on the height
factor. Finally, if the quasi-action of G′ on GM is cobounded, then the
action of G on the space of distinct pairs of points of ∂lGM , and on the
space of distinct pairs of points of ∂uGM , is cocompact. (See the end of
section 2.5 for details.)
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Proposition 15 If G ⊂ QSimDMl (R
nl) × QSimDMu (R
nu) is a separable
group that is induced by a uniform group of quasi-isometries which quasi-
acts coboundedly on GM , then there exists an
F ∈ QSimDMl (R
nl)×QSimDMu (R
nu)
such that FGF−1 consists of elements (Gl, Gu) where Gl is an ASimDMl
map and Gu is an ASimDMu map.
Proof. We will apply Theorem 2 twice. Consider the projection
πl : QSimDMl (R
nl)×QSimDMu (R
nu)→ QSimDMl (R
nl)
G = (Gl, Gu) 7→ Gl
and let Gl = πl(G) be the image of this projection. Then Gl is a uniform
subgroup of QSimDMl (R
nl) that acts cocompactly on the space of distinct
pairs of points of Rnl . By Theorem 2 there is a QSimDMl map Fl such that
FlGlF
−1
l consists of ASimDMl maps. Similarily, we can define Gu and apply
Theorem 2 again to get a QSimDMu map Fu such that FuGlF
−1
u consists of
ASimDMu maps. Then, setting F = (Fl, Fu), we have FGF
−1 as desired.
Proposition 16 Let FGF−1 be as above and let G ∈ FGF−1. That is,
G = (Gl, Gu) where Gl is an ASimDMl map and Gu is a ASimDMu map.
Let tl and tu be the similarity constants of Gl and Gu respectively. Then
tl = 1/tu.
Proof. The map G has the form
G = (Gl, Gu) = (FuG
′
uF
−1
u , FlG
′
lF
−1
l ) = (δtl ◦Hl, δtu ◦Hu)
where G′u is a (K,N)-QSimDMl map and G
′
l is a (K, 1/N)-QSimDMu map.
Also, Fu and Fl areK
′-BilipDMl andK
′-BilipDMu maps respectively, so that
if tu is the similarity constant of FuGuF
−1
u and tl the similarity constant of
FlGlF
−1
l then
tu ∈
[
N
KK ′2
,K ′2KN
]
and tl ∈
[
1
KK ′2N
,
KK ′2
N
]
.
In particular, the ratios of the interval endpoints is K ′′ = K2K ′4 and is fixed
over all group elements. So for the map G, we know that
1/K ′′ ≤ tu/tl ≤ K
′′.
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Furthermore, we know that Gk has upper boundary similarity constant tku
and lower boundary similarity constant tkl . Suppose that tu and tl were
not inverses of each other. Then for large enough k we could make (tu/tl)
k
arbitrarily large (or small) violating that 1/K ′′ ≤ tku/t
k
l ≤ K
′′.
Action on Rn. Explicitly, at this point, G acts on Rn = Rnl×Rnu by maps
of the form G(x,w) = (Gl(x), Gu(w)) where
Gl(x) = (t
α1
l A
l
1(x1 +B
l
1(x2, · · · , xrl)), · · · , t
αr
l A
l
r(x1 +B
l
r))
Gu(x) = (t
−β1
l A
u
1 (w1 +B
u
1 (w2, · · · , wru)), · · · , t
−βru
l A
u
r (w1 +B
u
r ))
where Ali ∈ O(nli) and A
u
i ∈ O(nui).
Action on GM . If Gl and Gu were actually SimDMl and SimDMu maps we
would be able to define an action of G on GM by isometries by setting
G(x, z, t) = (Gl(x), Gu(z), t+ log tl).
In our case, when Gl and Gu are ASimDMl and ASimDMu maps, we call
this an action by almost isometries. We call the group of all such maps
AIsom(GM ). We will treat
AIsom(GM ) ⊂ ASimDMl (R
nl)×ASimDMu (R
nu)
since AIsom(GM ) embeds into this group.
Height homomorphism. On AIsom(GM ) there is a well defined height
homomorphism h : AIsom(GM )→ R given by
h(G) = log tl = log 1/tu.
4.2 Showing Polycyclic.
Recall that a group is polycyclic if it has a has a descending normal se-
ries where all quotients of consecutive terms are finitely generated abelian.
In this section, we will show that if Γ is a finitely generated group quasi-
isometric to GM then Γ must be virtually polycyclic. We will state and
prove the theorems of this section in more generality than is needed for
groups quasi-isometric to GM since this work is also used by Peng in [P2]
to show rigidity of lattices in more general solvable Lie groups of the form
R
k
⋉R
n.
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For 1 ≤ i ≤ r let Mi be ni × ni diagonal matrices with entries greater than
one. Define
A = ASimDM1 (R
n1)× · · · ×ASimDMs (R
ns).
Let S = {~v1, . . . ~vr} be a spanning set for R
k such that no two vectors are
positive multiples of each other. Define the uniform subgroup of A with
respect S to be
US = {(G1, . . . , Gr) ∈ A | for some ~v ∈ R
k, log ti = 〈~vi, ~v〉 for i = 1, . . . , r}
where ti denotes the similarity stretch factor of Gi. Since S spans R
k the
vector v is uniquely determined for each G ∈ US and so we can define a
stretch homomorphism
σ : US → R
k
by σ(G) = v.
In the case when k = 1 and S = {1,−1} the uniform subgroup reduces to
our previous definition of AIsom(GM ):
US = {(Gl, Gu) | log tl = v, log tu = −v for some v ∈ R},
and the stretch homomorphism is the height homorphism from before.
Now each Gi ∈ ASimDMi (R
ni) has the form
δti ◦ (A1(x1 +B1(x2, · · · , xr)), · · · , Ar(xr +Br))
where (A1, . . . , Ar) ∈ O(R
ni) and δti is a standard dilation with respect to
DMi . For each i, we can define a homomorphism
ψi : ASimDMi (R
ni)→ O(Rni)
by ψi(Gi) = (A1, . . . , Ar) and we can combine the ψi to define the rotation
homomorphism on A by
ψ(G) = (ψ1(G1), . . . , ψs(Gs)).
Lemma 17 Suppose Γ ⊂ A is a finitely generated group quasi-isometric to
a polycyclic group. Then ψ(Γ) is abelian.
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Proof. This follows from the fact that the only amenable subgroups of
O(n) are abelian. Since amenability is a quasi-isometry invariant, and since
polycyclic groups are amenable, Γ is also amenable and so ψ(Γ) is amenable
and hence abelian [Gre].
Almost translations. Combining these two homomorphisms we get a map
σ × ψ : US → R
k ×O(n)
whose kernel consists of G = (G1, . . . , Gs) where each Gi is now an almost
translation with respect to DMi
Gi(x1, . . . , xr) = (x1 +B1(x2, · · · , xr), · · · , xr +Br).
Define M˜ to be the diagonal matrix obtained by combining the diagonal en-
tries of all of the matrices Mi and reordering them from smallest to largest.
We can now think of G ∈ ker(σ×ψ) as acting on Rn by aK-BilipDfM almost
translation.
In this section we will prove the following theorem:
Theorem 18 Suppose G ⊂ US is a finitely generated group that is quasi-
isometric to a polycyclic group. Let
N = ker(σ × ψ) ∩ Γ.
Suppose further that N quasi-acts properly on Rn by K-BilipDfM almost
translations. Then G is also (virtually) polycyclic.
We can then apply Theorem 18 to our situation where Γ is quasi-isometric
to a lattice in GM .
Corollary 19 Suppose Γ is quasi-isometric to a lattice in GM then Γ is
polycyclic.
Proof. We already have a finite kernel representation of Γ as a subgroup
G ⊂ US where k = 1 and S = {1,−1}. Now we need to show that N quasi-
acts properly on Rn. We already know that G quasi-acts properly on GM
so that any subgroup of G must also act properly on GM and on any subset
of GM it stabilizes. Since N stabilizes height level sets, and level sets are
isometric to Rn then N must quasi-act properly on Rn.
The key ingredient in the proof of Theorem 18 is the following proposition.
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Proposition 20 Suppose a group N quasi-acts properly on Rn byK-BilipDfM
almost translations. Then N is finitely generated nilpotent.
To prove Theorem 18 we only need to note that if G is as in the statement
of the theorem then by Lemma 17 G/N is finitely generated abelian. By
Proposition 20 we also have that N is finitely generated nilpotent. There-
fore G is (virtually) polycyclic.
Proof of Proposition 20. We will show thatN is a finitely generated nilpotent
group by studying its quasi-action on Rn. We start by proving two key
lemmas. The first one, Lemma 21, is due to Kevin Whyte. The second one,
Lemma 22, was made possible by an observation by Irine Peng.
Lemma 21 If a group N quasi-acts properly on Rn then any chain of
finitely generated subgroups of N where each subgroup in the chain has infi-
nite index in the next has length at most n.
Proof. Let N be a finitely generated group quasi-acting properly on a
metric space (X, d). Choose a basepoint x0 of X. Let
fN (k) = |{γ | d(γx0, x0) ≤ k}|
Claim: If H is an infinite index subgroup of N then, for some K and C,
KfN (Kk + C) + C ≥ nfH(k).
In other words, up to linear changes, the ratio grows linearly. In particular,
if fH has a polynomial lower bound of degree n then fG has a lower bound
of degree n + 1. If X is Rn then fG is bounded above by a polynomial of
degree n, and so the lemma follows. To prove the claim, consider the set of
γ ∈ N which move x0 at most k:
S = {γ | d(γx0, x0) ≤ k}.
Divide this collection into H cosets. Let γ1, ...., γj be a collection of coset
representatives. Now for any η which moves x0 at most k, and any γi, we
have
d(γiηx0, x0) ≤ d(γiηx0, γix0) + d(γix0, x0)
≤ Kd(ηx0, x0) + C + k ≤ (K + 1)k + C
so that
fN ((K + 1)k + C) ≥ jfH(k).
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What remains is to see that j, the number of cosets of H in N with rep-
resentatives moving x0 at most k, grows linearly with k. Pick any word
metric on N . Since each generator moves x0 at most some R, the ball Bk/R
is contained in S, the set of elements moving x0 at most k. Thus it suffices
to see that the number of H cosets represented in the ball of radius r in N
grows linearly in r.
Claim: For every r, there is a coset that intersects Br but does not intersect
Br−1.
Suppose not. Let V be a coset of H in N and let V = γH where γ has
minimal norm. Since H has infinite index in N , we can choose V so that
|γ| > r + 1. We write γ as γ = γ1γ2 where γ2 is the first r letters (from
the right) in a minimal length word for γ and γ1 is the rest of the word.
Then |γ1|+ |γ2| = |γ| adn |g2| = r . The coset γ2H is also represented by a
coset γ3H where d(γ3, e) < r by assumption. Since γ2H is in γ3H, we have
that γH = γ1γ2H = γ1γ3H. But |γ1γ3| < |γ1γ2| = |γ|. This contradicts the
minimality of the norm of γ.
This shows that if X has polynomial growth of degree n then any chain of
finitely generated subgroups each infinite index in the next can have length
at most n.
We will first show that N , the kernel of h×φ, is finitely generated polycyclic.
Once we show that N is finitely generated we will be able to conclude that
it is virtually nilpotent since it quasi-acts on Rn.
Lemma 22 If γ ∈ N , then Bi,γ(y) is bounded as a function of y and for
any (xi+1, · · · , xr) and (x
′
i+1, · · · , x
′
r)
|Bi,γ(xi+1, · · · , xr)−Bi,γ(x
′
i+1, · · · , x
′
r)| ≤ ǫi,γ
where
ǫi,γ = max
j>i
{2Kαi(Bmaxj )
αi/αj}
and
Bmaxj,γ = sup
y∈Rnj
{Bj,γ(y)}.
Proof. We will work by induction. The case i = r is clear, since the Br,γ
are constants. We now assume the statements for i + 1 and prove it for i.
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Let x = (x1, · · · , xi) and yi = (xi+1, · · · xr). For γ ∈ N we have
γ(x, yi) = (· · · , xi +Bi,γ(yi), · · · )
and
γn(x, yi) = (· · · , xi +Bi,γn(yi), · · · ).
By an abuse of notation we will also let
γyi = (xi+1 +Bi+1,γ(yi+1), · · · , xr +Br,γ).
Consider (x, yi) and (x, γyi). Then
DM ((x, y), (x, γy)) = max
j>i
{|Bj,γ(yj)|
1/αj}
≤ max
j>i
{(Bmaxj,γ )
1/αj}
Note that Bi,γn(yi) = Bi,γ(yi) +Bi,γ(γyi) + · · · +Bi,γ(γ
n−1yi) so that
DM (γ
n(x, yi), γ
n(x, γyi)) = max{· · · , |Bi,γ(yi)−Bi,γ(γ
nyi)|
1/αi , · · · }
But we also have that
DM (γ
n(x, y), γn(x, γy)) ≤ KDM ((x, y), (x, γy))
So that
|Bi,γ(yi)−Bi,γ(γ
nyi)| ≤ K
αi max
j>i
{(Bmaxj,γ )
αi/αj}
Now in general we know that
|Bi,γ(y)−Bi,γ(y
′)| ≤ KαiDMi(y, y
′)αi
and that
|Bi,γ(y) +Bi,γ(γy) + · · ·+Bi,γ(γ
n−1y)
−Bi,γ(y
′)−Bi,γ(γy
′) · · · −Bi,γ(γ
n−1y′)| ≤ KαiDMi(y, y
′)αi
But we also know that for all k
|Bi,γ(γ
ky)−Bi,γ(y)| < K
αi max
j>i
{(Bmaxj,γ )
αi/αj}
and
|Bi,γ(γ
ky′)−Bi,γ(y
′)| < Kαi max
j>i
{(Bmaxj,γ )
αi/αj}
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so that
|nBi,γ(y)− nBi,γ(y
′)| ≤ KαiDMi(y, y
′)αi + 2nKαi max
j>i
{(Bmaxj,γ )
αi/αj}
for all n. In particular
|Bi,γ(y)−Bi,γ(y
′)| ≤
KαiDMi(y, y
′)αi
n
+ 2Kαi max
j>i
{(Bmaxj,γ )
αi/αj}
so that as n→∞
|Bi,γ(y)−Bi,γ(y
′)| ≤ 2Kαi max
j>i
{(Bmaxj,γ )
αi/αj}.
Projection homomorphisms τj. Let N = Kr and define Kr−1 = ker(τr)
where
τr : Kr → R
nr
is given by τr(ζ) = Br,ζ . Now by Lemma 22 we know that ζ ∈ Kr−1 has the
form
ζ(x1, · · · xr) = (x1 +B1,ζ(x2, · · · , xr−1), · · · , xr−1 +Br−1,ζ , xr)
so that it possible to define
τr−1 : Kr−1 → R
nr−1
by τr−1(ζ) = Br−1,ζ . Repeating this argument, we can define τj and Kj−1 =
ker(τj) for all j ≤ r. Note also that Kj/Kj−1 ≃ τj(Kj) is abelian. We
will show that each Kj is finitely generated. This will give us a sequence of
subgroups each one normal in the next one
1 ⊆ K1 ⊆ · · · ⊆ Kr−1 ⊆ Kr
where the quotients are finitely generated abelian, thus showing that N is
polycyclic. We will proceed by induction.
Lemma 23 K1 = ker(τ2) is finitely generated abelian.
Proof. This follows from Lemma 22 and properness of the action. By
Lemma 22 any ζ ∈ K2 is of the form (x1+B1,ζ , x2, · · · , xr). If K1 were not
finitely generated then it would not act properly on Rn.
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Now suppose that Kj is finitely generated for j < r. We will show that
N = Kr is also finitely generated. Suppose Kr is generated by {γ1, γ2, · · · }
where the first d1 elements are generators of K1, the first d2 are generators
of K2 etc. Let Ni be the subgroup generated by {γ1, · · · , γi}. By Lemma 21
there is some d such that for i ≥ d we have
li+1 = [Ni+1 : Ni] <∞.
We will now state two propositions and explain how they can be used to
prove that N is finitely generated.
Proposition 24 For any p > d consider the pth generator γp and let l =
ldld+1 · · · lp−1, (i.e. the index of Nd in Np). Then there exists γ
′ such that
1. γp = γ
′η, where η ∈ Nd.
2. (γ′)l =
∏d
i=1 γ
ci
i , where 0 ≤ ci ≤ l.
3. Br,γ′ ≤ Br,γ1 + ...+Br,γd
Proposition 25 Suppose γ′ ∈ N satisfies conditions (2) and (3) of Propo-
sition 24 then there exists an R, depending only on N and d, such that for
all (x1, · · · , xr)
|γ′(x1, · · · , xr)| < R.
Since N acts properly on Rn any element of N that moves points at most
distance R must lie in some NdR where dR depends only on R. Without loss
of generality, we may assume that dR > d. Then, by part (1) of Proposition
24, for any p we can write γp = γ
′η where, by Proposition 25, γ′ moves
points at most distance R (in other words γ′ ∈ NdR) and η ∈ Nd ⊆ NdR so
that γp ∈ NdR . This shows that N = NdR and so N is finitely generated.
Proof. (of Proposition 24)
Approximating γp by an element γ
′
p ∈ Nd. First, compose γp with a
product of γi’s so that
|Br,γp | <
d∑
i=1
|Br,γi |.
Note that Br,γp must be in the R span of the Br,γi otherwise the subgroup
Nd would have infinite index in Np. Now since [Np : Nd] = l we have that
γlp ∈ Nd. We will now give an algorithm to define γ
′
p as the approximate lth
root of γlp in Nd. The following lemma will be useful in our calculations.
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Lemma 26 If ζ ∈ Kj then for γ ∈ N
Bi,γζ(y) = Bi,ζγ(y) = Bi,γ(y) if j < i
Bj,γζ(y) = Bj,ζγ(y)
Bj,ζ = Bj,γη ⇒ Bj,ζη−1(y) = Bj,γ(y)
Proof. This follows directly from the definition of the maps. If ζ ∈ Kj−1
then Bi,ζ(y) = 0 for i > j and when i = j we have Bi,ζ(y) = Bi,ζ . The third
property holds because γηζ−1 ∈ Kj−1.
Approximating lth roots algorithm. Set ηr = γ
l
p ∈ Nd. The algorithm
for defining the lth approximate root of γp is recursive. We will define
ηˆr, η
err
r ∈ Nd and ηr−1 ∈ Ndr−1 . Note that if j < r then by assumption
Ndj = Kj . First, since Nd is generated by {γ1, · · · γd} we can write
Br,ηr =
∑
dr−1<i≤d
aiBr,γi
Let
ηˆr =
∏
dr−1<i≤d
γ
⌊
ai
l
⌋
i
then
Br,ηˆr =
∑
dr−1<i≤d
⌊ai
l
⌋
Br,γi
and so
Br,ηr − lBr,ηˆr =
∑
dr−1<i≤d
ciBr,γi where 0 ≤ ci < l
Let
ηerrr =
∏
dr−1<i≤d
γcii
Then
Br,ηerrr =
∑
dr−1<i≤d
ciBr,γi = Br,ηr − lBr,ηˆr = Br,ηr(ηˆ−1r )l = Br,(γpηˆ−1r )l
This implies that
(γpηˆ
−1
r )
l(ηerrr )
−1 = ηr−1 ∈ Kr−1
Repeat this algorithm to get ηˆr−1 and η
err
r−1. Now we know
Br−1,ηr−1(ηˆlr−1)−1
= Br−1,ηerrr−1
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so that
Br−1,(γpηˆ−1r )l(ηerrr )−1(ηˆlr−1)−1
= Br−1,ηerrr−1
but by the second equality of Lemma 26 we have
Br−1,(γp(ηˆr ηˆr−1)−1)l(ηerrr )−1 = Br−1,η
err
r−1
So again
(γp(ηˆrηˆr−1)
−1)l(ηerrr )
−1(ηerrr−1)
−1 = ηr−2 ∈ Kr−2
Repeating this process we get ηˆr, ηˆr−1, · · · , ηˆ1 so that
(γp(ηˆr · · · ηˆ1)
−1)l(ηerrr )
−1 · · · (ηerr1 )
−1 = Id
Let η = ηˆ1 · · · ηˆr and γ
′ = γp(η)
−1 then γp = γ
′η and
(γ′)l = ηerr1 · · · η
err
r =
dr∏
i=1
γcii
as promised in (1) and (2).
To show (3) we need to simply note that Br,γη = Br,γ + Br,η for any γ, η.
Applying this to (γ′)l we get
lBr,γ′ = c1Br,γ1 + · · ·+ cdBr,γd ≤ l(Br,γ1 + · · ·+Br,γd).
Proof. (of Proposition 25)
We will show that for each 1 ≤ i ≤ r
Bi,γ′(yi) < Ri
so that we can take R = R1+R2 + · · ·+Rr. The following lemma will give
us an estimate on the maximum of Bi,γ′(yi).
Lemma 27 Recall that Bmaxi,γ = supy{Bi,γ(y)} and ǫi,γ = maxj>i{2K
αi(Bmaxj,γ )
αi/αj}.
The following inequalities hold:
Bmaxi,γη ≤ B
max
i,γ +B
max
i,η
lBmaxi,γ ≤ B
max
i,γl + lǫi,γ
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Proof. The first inequality follows from the fact that
Bi,γη(y) = Bi,γ(y
′) +Bi,η(y).
The second inequality follows from the above equality and from the following
estimate given in Lemma 22:
|Bi,γ(y)−Bi,γ(y
′)| < ǫi,γ
in other words
|Bi,γl(y)| ≥ |lBi,γ(y)| − lǫi,γ .
Now by Lemma 27 we know that
lBmaxi,γ′ ≤ B
max
i,(γ′)l + lǫi,γ′
≤ c1B
max
i,γ1 + · · ·+ crB
max
i,γr + lǫi,γ′
≤ l(Bmaxi,γ1 + · · ·+B
max
i,γr ) + lǫi,γ′
Claim: ǫi,γ′ does not depend on γ
′. Note that if Bmaxj,γ′ does not depend on
γ′ for j > i then ǫi,γ′ does not depend on γ
′. By part (3) of Proposition 25
we know that
Bmaxr,γ′ < B
max
r,γ1 + · · ·+B
max
r,γr
(since for j = r we have Bmaxr,γ = Br,γ). Using this and the above es-
timate we get that Bmaxr−1,γ′ does not depend on γ
′. Proceeding induc-
tively proves the claim and so we can write ǫi = ǫi,γ′ for any γ
′ and take
Ri = B
max
i,γ1
+ · · ·+Bmaxi,γr + ǫi.
4.3 Showing Γ is virtually a lattice in R⋉M ′ R
n
At this point we know that any finitely generated group Γ that is quasi-
isometric to GM must be virtually polycyclic. By a theorem of Mostow
[Mo], every polycyclic group Γ is virtually a uniform lattice in a simply con-
nected solvable Lie group L. We would like to conclude that L ≃ R⋉M ′ R
n
where M ′ is a matrix with the same absolute Jordan form as Mα for some
α ∈ R.
Nilradical and exponential radical. From [A] we know that any con-
nected simply connected solvable Lie group L has the form
1→ U → L → Rs → 1
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where U is the nilradical of L, the unique maximal connected normal nilpo-
tent subgroup. Related to the nilradical is Rexp(L) the exponential radical :
the set of exponentially distorted elements of L. From [O] and [Gu], we
know that Rexp(L) ⊂ U . Furthermore, in [Co] Cornulier shows that for a
simply connected solvable Lie group L the dimension dimL/Rexp(L) is a
quasi-isometry invariant. We can also compute that if M has all eigenvalues
off the unit circle then Rexp(R⋉M R
n) ≃ Rn. Putting these results together
we get
dim(L/Rexp(L)) = 1.
In particular, we must have L ≃ R⋉ U and Rexp(L) = U .
Representation into QI(GM ). Now L ≃ R⋉U is a locally compact topo-
logical group (virtually) containing Γ as a cocompact lattice. By Furman’s
construction 3.2 in [F] we have a representation
π′ : L → QI(Γ).
If Γ is quasi-isometric to GM via ρ : Γ → GM then this representation
extends to a map
π = Adρ ◦ π
′ : L → QI(GM )
where Adρ(q) = ρqρ¯ and ρ¯ is a coarse inverse of ρ. Each πh is a (M,A)
quasi-isometry where M and A are constants that do not depend on h. We
can assume that ρ is injective and that ρ¯ρ|Γ = Id and that ρ(eΓ) = eGM .
Showing Continuity. Since QI(GM ) ≃ QSimDMl (R
nl)×QSimDMu (R
nu),
we can compose ρ with the two obvious projections to get two maps
φl : L → QSimDMl (R
nl) ⊂ Homeo(∂lGM )
and
φu : L → QSimDMu (R
nu) ⊂ Homeo(∂uGM ).
Proposition 28 The maps φl and φu defined above are continuous with
respect to the topology of uniform convergence.
Proof. We will follow the argument found in [F]. For any v ∈ L define
a quasi-isometry qv of Γ as follows. Chose some open subset E ⊂ L with
compact closure, such that L = ∪γ∈ΓγE and fix a function p : L → Γ
satisfying v ∈ p(v)E. Define qv(γ) := p(vγ). Now let Bk be a ball of radius
k in GM and consider Fk = ρ¯(Bk). This is a finite subset of Γ so by Lemma
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3.3 (d) in [F] there is a neighborhood of the identity Vk ⊂ L such that
d(qv(γ), γ) ≤ B for all γ ∈ Fk and v ∈ Vk. Furthermore, the constant B
does not depend on Fk. In particular, for all γ ∈ Fk and v ∈ Vk
d(ρ(qv(γ)), ρ(γ)) ≤ KB + C.
So now for all x ∈ Br
d(ρqvρ¯(x), x) ≤ d(ρ(qv(γ)), ρ(γ)) + d(ρ(γ), x) ≤ KB + C + C.
Set B′ = KB + C + C. Let Le ⊂ Fl be the leaf of the foliation Fl (the
foliation defined by isometrically embedded copies of the negatively curved
homogeneous space GMl) containing the identity of GM . In coordinates Le
is simply given by {(x, y, t) | y = (0, . . . 0)}. Since Le is a negatively curved
space, we can consider the space of all unit speed geodesic rays emanating
from e. This space is equivalent to the visual boundary ∂Le which in turn
is equivalent to ∂lGM ∪∞.
Now let p ∈ ∂lGM and let ξ(t) be a geodesic ray emanating from e that
represents p. For any v ∈ L the map ρqvρ¯ is a quasi-isometry of GM and
so induces a quasi-isometry of GMl : the leaf Le ⊂ GM is mapped to witin a
bounded distance of L′ ⊂ GM where L
′ and Le are both isomorphic to GMl
so we can identify Le and L
′ via this isomorphism. We will treat ρqvρ¯ as
a quasi-isometry of GMl . (Note that really what is going on is that we are
projecting L′ onto Le and this projection is distance non increasing. That
is we are considering q′v = πLeρqvρ¯|Le where πLe : GM → Le is projection
onto Le.) Now ξ
′(t) = q′vξ(t) is a (K
′, C ′) quasi-geodesic ray representing
v(p) ∈ ∂lGM where K
′, C ′ depend only on K,C,B. By the “Morse Lemma”
there exists a geodesic uniformly bounded from ξ′. Let ξv(p) denote this
geodesic and C ′′ the uniform bound. Then for all t ∈ [0, k], since ξp(t) ∈ Bk
for t ∈ [0, k], we have
d(ξv(p)(t), ξp(t)) ≤ C
′′ + d(q′vξp(t), ξp(t)) ≤ C
′′ +B′.
Therefore if we define a uniform structure Uk ⊂ ∂lGM ×∂lGM to be all pairs
of geodesic rays (ξ1, ξ2) such that
d(ξ1(t), ξ2(t)) ≤ C
′′ +B′ for t ∈ [0, k]
then for all v ∈ Vk we have (v(p), p) ∈ Uk. This shows that
φl : L → Homeo(∂lGM )
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is continuous with respect to uniform convergence in Homeo(∂lGM ). Simi-
larily
φu : L → Homeo(∂uGM )
is also continuous.
Showing continuity of the height function. Now since both φl and
φu are continuous then π(L) = (φl × φu)(L) is a separable subgroup of
QSimDMl (R
nl)×QSimDMu (R
nu). By Propositions 15 and 16 we know that
we can conjugate π(L) into AIsom(GM ). Let φ : L → AIsom(GM ) be π
composed with this conjugation. Recall that on AIsom(GM ) there is a well
defined height homormorphism h sending each almost isometry to its height
translation. We will show that h is continuous in order to conclude that the
composition h˜ = h ◦ φ is also continuous.
Lemma 29 The height homomorphism
h : AIsom(GM )→ R
is continuous.
Proof. Let qi be a sequence of quasi-isometries in AIsom(GM ) such that
qi → id. Note that from the structure of AIsom(GM ) maps we can see that
qi induces a height respecting isometry of H
k for some k. If a sequence of
height respecting isometries converge to the identity then their height trans-
lation must be going to zero. Therefore, h(qi)→ 0.
Next we show that {0} × U ⊂ ker h˜. We use the fact that {0} × U is
exponentially distorted in R⋉ U and the following lemma:
Lemma 30 Let h˜ : L → R be a continuous homomorphism from a locally
compact, compactly generated group L to R. Then there exists a constant K
such that
|h˜(γ)| ≤ K|γ|L
where | · |L is the induced length in L.
Now let γ ∈ R ⋉ U be an exponentially distorted element and suppose
h˜(γ) = c. Then, for any n
cn = |h˜(γn)| ≤ K|γn| ≤ K log (n+ 1).
Therefore γ ∈ ker h˜ and so {0} × U ⊂ ker h˜.
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Next, we want to show that ker h˜ = {0} ×U . Suppose that (r, e) ∈ ker h˜
where r 6= 0. Then, by continuity, all of R⋉U is contained in ker h˜ but this
is impossible since h˜ must be onto, (otherwise the quasi-action would not
be cobounded).
So now we know that U quasi-acts on GM by quasi-isometries that fix
height. Let x ∈ GM . Then γ 7→ π(γ)(x) is a quasi-isometry from R⋉ U →
R ⋉ R
n. If we restrict this map to U we get a quasi-isometric embedding
U → Rn. Furthermore, since in our case cohomological dimension is a quasi-
isometry invariant [Ge], we know that U must be an n dimensional Lie group.
Now we can conclude, by Theorem 7.6 in [FM2], that this quasi-isometric
embedding must be coarsely onto as well. Therefore, U is quasi-isometric
to Rn and the only nilpotent Lie group that can be quasi-isometric to Rn is
R
n itself. Therefore, R⋉ U = R⋉S R
n.
Finally, note that γ → π(γ)(x) is actually a height respecting quasi-
isometry. Then by Theorem 5.11 from [FM2], we can conclude that for
some α, the matrix Mα has the same absolute Jordan form as S.
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