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Abstract
We consider a nonlinear semi-classical Schro¨dinger equation for which it is known that
quadratic oscillations lead to focusing at one point, described by a nonlinear scattering
operator. If the initial data is an energy bounded sequence, we prove that the nonlinear term
has an effect at leading order only if the initial data have quadratic oscillations; the proof relies
on a linearizability condition (which can be expressed in terms of Wigner measures). When the
initial data is a sum of such quadratic oscillations, we prove that the associate solution is the
superposition of the nonlinear evolution of each of them, up to a small remainder term. In an
appendix, we transpose those results to the case of the nonlinear Schro¨dinger equation with
harmonic potential.
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1. Introduction
Consider the initial value problem
i@tu þ 12Du ¼ 0; ðt; xÞARþ  Rn;
ujt¼0 ¼ ei
jxj2
2 :
(
ð1:1Þ
It is easy to see that at time t ¼ 1; the solution u is the Dirac mass at the origin.
For the nonlinear Schro¨dinger equation with attractive nonlinearity,
i@tu þ 12Du ¼ juj2su; ðt; xÞARþ  Rn;
ujt¼0 ¼ u0ðxÞ;
(
where sA½2=n; 2=ðn  2Þ½; and u0AH1ðRnÞ with jxju0AL2ðRnÞ; it is well known (see
e.g. [5]) that blow up in ﬁnite time may occur. Cazenave and Weissler [6] proved that
changing u0ðxÞ into u0ðxÞeibjxj2 for b sufﬁciently large ensures the existence of the
solution u globally in time. On the other hand, if u blows up in ﬁnite time because it
has negative energy, then changing u0ðxÞ into u0ðxÞeibjxj2 for b40 sufﬁciently large
makes the blow up happen sooner.
For the Schro¨dinger equation with focusing nonlinearity and critical power,
i@tu þ 1
2
Du ¼ juj4=nu; ð1:2Þ
Merle [20] proved that if the initial data u0 belongs to H
1ðRnÞ and its L2-norm is the
same as that of the solitary wave, then blow up in ﬁnite time T40 can occur only
under a very rigid assumption on u0; for it must be of the form
u0ðxÞ ¼ d
T
 n=2
eiyijxx1j
2=2Tþid2=T Q d
x  x1
T
 x0
  
;
for some yAR; d40; x0; x1ARn; where Q is a solution of the stationary problem. In
particular, blow up in ﬁnite time necessarily involves quadratic oscillations in the
initial data (but this condition is not sufﬁcient).
In [21], Merle and Vega notice that the defect of compactness in the two-
dimensional cubic nonlinear Schro¨dinger equation is due to quadratic oscillations,
eilx
2
; with l large. These oscillations are related to the Galilean invariance, as in
[20].
In [2], nonlinear Schro¨dinger equations are considered in the semiclassical limit, in
particular the initial value problem,
ie@tue þ 12 e2Due ¼ ensjuej2sue; ðt; xÞARþ  Rn;
uejt¼0 ¼ ei
jxj2
2e f ðxÞ;
8<: ð1:3Þ
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where eA
0; 1
; s42=ðn þ 2Þ; and so2=ðn  2Þ if nX3: The asymptotic behavior of
the solution ue is studied, as e goes to zero: quadratic oscillations cause focusing at
the origin at time t ¼ 1 (cf. (1.1)), and the scaling of the nonlinearity (in particular,
the presence of the factor ens) makes the inﬂuence of the right-hand side of (1.3)
negligible away from the focal point. On the other hand, the caustic crossing takes
some nonlinear effects into account, and is described at leading order by the
(nonlinear) scattering operator associated with
i@tcþ 1
2
Dc ¼ jcj2sc: ð1:4Þ
One may argue that this case is very particular, inasmuch as the initial oscillations
are associated with a speciﬁc geometry (the rays of geometric optics meet at the
origin at time 1), and ask: What if the initial data are more general? For instance,
what happens when more general oscillating initial data are considered,
uejt¼0 ¼
XJ
j¼1
fjðxÞei
jj ðxÞ
e ? ð1:5Þ
The aim of this paper is to study (a generalization of ) these cases. We prove
in particular that the nonlinear term ensjuej2sue can always be neglected if none
of the phases jj is quadratic (Theorem 1.2): this means that the framework
of [2] concerned a critical case as far as geometric optics is concerned. We also
study the case where all the phases jj are quadratic (Theorem 1.4), and prove
that the solution ue can be described as the superposition of the solutions vej of
problems (1.3), with
vejjt¼0 ¼ fjðxÞei
jj ðxÞ
e :
We now set up the framework we will keep throughout this paper, and state precisely
our results. We study the following Cauchy problem:
ie@tue þ 12 e2Due ¼ ensjuej2sue; ðt; xÞARþ  Rn;
uejt¼0 ¼ ue0;
(
ð1:6Þ
with the following assumptions.
Assumption. We suppose that
(H1) eA
0; 1
:
(H2) s42=n; and so2=ðn  2Þ if nX3:
(H3) The initial data ue0 belong to H
1ðRnÞ; uniformly in the following sense:
sup
0oep1
ðjjue0jjL2 þ jjerue0jjL2ÞoN:
Notice that this case includes the case of WKB data (1.5).
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(H4) There is no focusing at time 0. As we shall see later, that means that we
suppose that
lim sup
e-0
ensjjue0jj2sþ2L2sþ2 ¼ 0:
We deﬁne ve as the free evolution of ue0;
ie@tve þ 12 e2Dve ¼ 0; ðt; xÞARþ  Rn;
vejt¼0 ¼ ue0:
(
ð1:7Þ
We will also need the free evolution ‘‘without e’’,
i@tV þ 12DV ¼ 0; ðt; xÞARþ  Rn;
Vjt¼0 ¼ V0:
(
ð1:8Þ
We will deﬁne the associate linear operators U e0ðtÞ :¼ eie
t
2 D and U0ðtÞ :¼ ei t2 D:
Following some ideas introduced in [10], our ﬁrst result is the following.
Theorem 1.1. Let T40: The following properties are equivalent:
(1) The function ve is an approximation of ue on the time interval ½0; T 
;
sup
0ptpT
ðjjueðtÞ  veðtÞjjL2 þ jjerueðtÞ  erveðtÞjjL2Þ e-0
! 0:
(2) The function ve satisfies
lim sup
e-0
sup
0ptpT
ensjjveðtÞjj2sþ2L2sþ2 ¼ 0: ð1:9Þ
To check whether condition (1.9) is satisﬁed or not, one can compute the Wigner
measure of the initial data ue0: We shall state the corresponding result after having
analyzed more precisely condition (1.9) in Theorem 1.2.
For the sake of readability, we introduce the following notation.
Notation. (i) For a family ðaeÞ0oep1 of functions in H1ðRnÞ; deﬁne
jjaejjH1e :¼ jja
ejjL2 þ jjeraejjL2 ;
jjaejjL2sþ2e :¼ e
ns
2sþ2jjaejjL2sþ2 :
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We will say that ae is bounded (resp. goes to zero) in H1e if
lim sup
e-0
jjaejjH1eoN ðresp: ¼ 0Þ:
The same notions are obviously deﬁned in L2sþ2e :
(ii) If ðaeÞ0oep1 and ðbeÞ0oep1 are two families of positive numbers, we will write
aetbe ð1:10Þ
if there exists C independent of eA
0; 1
 (but possibly depending on other
parameters) such that for any eA
0; 1
;
aepCbe:
Remark. Notice that (1.9) means exactly that ve goes to zero in L2sþ2e ; uniformly for
tA½0; T 
:
Now we examine the case where (1.9) is not satisﬁed, that is when the evolution of
ue on ½0; T 
 takes some nonlinear effects into account at leading order. To state our
result, we adapt some techniques developed in [1,11,16] for instance. Before stating
the result, let us give the following deﬁnition: if ðzej ÞjAN is a family of sequences in Rd ;
dX1; then we shall say that it is an orthogonal family if
8jak; lim sup
e-0
jzej  zekj
e
¼N: ð1:11Þ
Theorem 1.2. Let T40 and assume that (1.9) is not satisfied. Then up to the extraction
of a subsequence, there exist an orthogonal family ðtej ; xej ÞjAN in Rþ  Rn; a family
ðCecÞcAN; bounded in H1e ðRnÞ; and a (nonempty) family ðjjÞjAN; bounded in fjAL2ðRnÞ;
jxjjAL2ðRnÞg; such that:
ue0ðxÞ ¼ CecðxÞ þ recðxÞ; with lim sup
e-0
jjU e0ðtÞrecjjLNðRþ;L2sþ2e Þ c-N

! 0; ð1:12Þ
and for every cAN; the following asymptotics holds in L2ðRnÞ; as e-0:
CecðxÞ ¼
Xc
j¼0
1
ðtej Þ
n
2
jj
x  xej
tej
 !
e
i
ðxxe
j
Þ2
2ete
j þ oð1Þ: ð1:13Þ
Moreover, we have lim supe-0
tej
e ¼ þN and lim supe-0 tejA½0; T 
 for all jAN:
Remark. In the case when xej and t
e
j have a limit as e goes to zero ( for example if one
has WKB initial data, in which case an immediate identiﬁcation gives the value of
those limits) then Theorem 1.4 gives the form of the solution ue for all times.
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Remark. From Theorem 1.1, (1.12) means that the obstruction for the initial data to
be linearizable comes from Cec: Eq. (1.13) asserts that this obstruction is due to
quadratic oscillations. Notice that a priori, the proﬁles jj do not belong to H
1ðRnÞ:
This information would require reﬁned geometric assumptions on the initial data ue0;
an issue which we will not pursue here.
Remark. From a geometrical optics point of view, quadratic oscillations cause
focusing at a point, which is the most degenerate caustic. In particular, if the initial
data oscillates differently, a caustic may be formed, but the nonlinear term will
remain negligible. This means that when the caustic is not a point, the scaling of the
nonlinearity is sub-critical. This is very much in the spirit of the results of [15], where
this type of phenomenon is encountered, in a different setting.
Theorem 1.2 enables us to give a sufﬁcient condition for condition (1.9) to be
satisﬁed. Recall the deﬁnition of a Wigner measure. The Wigner measure of a family
ð f eÞ0oep1 bounded in L2ðRnÞ is the weak limit (up to extraction) of its Wigner
transform,
W eð f eÞðx; xÞ ¼
Z
Rn
f e x  ve
2
 
f e x þ ve
2
 
eixv
dv
ð2pÞn:
This limit is a positive Radon measure, whose study has proved to be efﬁcient in
semiclassical analysis, and in homogenization issues (see e.g. [12,19]).
If m and n are two positive measures on the same measured space, the notation
m>n means that m and n are mutually singular, i.e. there exist measurable sets A and
B such that A-B ¼ | and, for every measurable set E; mðEÞ ¼ mðE-AÞ; nðEÞ ¼
nðE-BÞ:
Corollary 1.3. Let T40: Assume that for every Wigner measure m0 associated with u
e
0;
for every yARn; for every aA½0; T 
; we have
m0ðx; xÞ>dðx  y  axÞ#dx:
Then (1.9) holds, and in particular, ve is an approximation of ue on the time interval
½0; T 
:
We ﬁnally focus on the case where the initial data ue0 have quadratic oscillations.
We assume that
ue0ðxÞ ¼
XJ
j¼1
fjðxÞei
jxxj j2
2etj þ re0ðxÞ; ð1:14Þ
where
fjAS :¼ ffAH1ðRnÞ; jxjfAL2ðRnÞg; ð1:15Þ
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xjARn; tj40; with ðtj; xjÞaðtk; xkÞ if jak: We also assume that re0 is bounded in H1e
and that its free evolution re; deﬁned by
ie@tre þ 12 e2Dre ¼ 0; ðt; xÞARþ  Rn;
rejt¼0 ¼ re0;
(
ð1:16Þ
satisﬁes (1.9) for some T40: For 1pjpJ; we deﬁne vej as the solution of the initial
value problem
ie@tvej þ 12 e2Dvej ¼ ensjvej j2svej ; ðt; xÞARþ  Rn;
vejjt¼0 ¼ fjðxÞe
i jxxj j
2
2etj :
8<: ð1:17Þ
Deﬁne Z by
Z ¼F3S3F1; ð1:18Þ
where S is the nonlinear scattering operator associated to (1.4) (see e.g. [5]) and
Ff ðxÞ ¼ fˆ ðxÞ ¼ 1
ð2ipÞn=2
Z
Rn
eix:xf ðxÞ dx: ð1:19Þ
From [2], we know that for 1pjpJ; the following asymptotics holds in H1e as e goes
to zero:
vej ðt; xÞ ¼
1
ð1 t=tjÞn=2
fj
x  xj
1 t=tj
 
e
i
jxxj j2
2eðttj Þ þ oð1Þ if totj;
1
ðt=tj  1Þn=2
Zfj
x  xj
1 t=tj
 
e
i
jxxj j2
2eðttj Þ þ oð1Þ if t4tj:
8>><>>: ð1:20Þ
Our ﬁnal result is the following.
Theorem 1.4. Assume that ue0 is given by (1.14). Then for any T40 such that
lim sup
e-0
sup
0ptpT
ensjjreðtÞjj2sþ2L2sþ2 ¼ 0;
the following asymptotics holds in LNð0; T ; L2Þ as e goes to zero:
ue ¼
XJ
j¼1
vej þ re þ oð1Þ:
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Remark. As we shall see in the proof of Theorem 1.4, one can prove a result in the
space LNð0; T ; H1e Þ if one is prepared to suppose that erre is linearizable. This is the
case in particular if re0  0:
Remark. Compare for instance with the results of Oberguggenberger [24], and
Rauch and Reed [26]. They exhibited some cases where the solution of a nonlinear
hyperbolic equation could be approximated as the sum of a solution to a nonlinear
equation and of the free evolution of a linearizable data. As in our case, this was
possible thanks to strong geometric assumptions. In nonlinear geometric optics, this
phenomenon also occurs: in diffractive regime, an approximate solution is given by
Schro¨dinger like equations. Lannes [18] proved a splitting phenomenon in the
propagation of different modes, also explained by a reﬁned geometric analysis. This
leads to a similar nonlinear superposition, whose statement and geometrical
interpretation are similar to that of [1,16] or [9].
The rest of the paper is organized as follows. In Section 2, we introduce the tools
we will use throughout the paper, and in Section 3, we prove Theorem 1.1. In
Section 4, we prove Theorem 1.2, and in Section 5, we prove Theorem 1.4. Finally in
the appendix, we consider the analog to Eq. (1.6) with a harmonic potential, and we
transpose the above results to that case.
2. General results on NLS and applications
Before going into the proof of the theorems, let us recall some general tools and
results on nonlinear Schro¨dinger equations, and their consequences for our study.
First, recall the classical deﬁnition (see e.g. [5]),
Deﬁnition 2.1. A pair ðq; rÞ is admissible if 2pro 2n
n2 (resp. 2prpN if n ¼ 1;
2proN if n ¼ 2) and
2
q
¼ dðrÞ :¼ n 1
2
 1
r
 
:
Consider the initial value problem
i@tc
e þ 1
2
Dce ¼ jcej2sce; ðt; xÞAR Rn;
cejt¼0 ¼ ce0ðxÞ:
(
ð2:1Þ
Since s42=n; and so2=ðn  2Þ if nX3; we know that if ce0AH1ðRnÞ; then (2.1) has a
unique global solution ce; which satisﬁes
ceACðR; H1ðRnÞÞ-LqðR; W 1;rðRnÞÞ; 8ðq; rÞ admissible:
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If nX3; this result was proved by Ginibre and Velo [13,14] (see also [5]), and for
n ¼ 1 or 2; it was proved by Nakanishi [22] (see also [23]).
Moreover, if ce0 belong to a bounded domain of H
1ðRnÞ; then ce belongs to a
bounded domain of LqðR; W 1;rðRnÞÞ for any admissible pair ðq; rÞ: Using the scaling
ueðt; xÞ ¼ 1
en=2
ce
t
e
;
x
e
 
;
we get the following lemma.
Lemma 2.2. The functions ue and ve satisfy the following properties:
1. ue; veACðR; H1ðRnÞÞ:
2. For any admissible pair ðq; rÞ; there exists Cr such that
jjuejjLqðR;LrÞ þ jjvejjLqðR;LrÞ þ jjeruejjLqðR;LrÞ þ jjervejjLqðR;LrÞpCre1=q: ð2:2Þ
3. Recall that U e0ðtÞ :¼ eie
t
2 D: For any admissible pair ðq; rÞ; there exists Cq
independent of e such that
e
1
qjjU e0ðtÞjjjLqðR;LrÞpCqjjjjjL2 :
4. For any admissible pairs ðq1; r1Þ and ðq2; r2Þ and any interval I ; there exists Cr1;r2
independent of e and I such that
e
1
q1
þ 1
q2
Z
I-fsptg
U e0ðt  sÞFðsÞ ds




Lq1 ðI ;Lr1 Þ
pCr1;r2 jjF jjLq02 ðI ;Lr02 Þ: ð2:3Þ
Notation. For ae ¼ aeðt; xÞ and t40; we write jjaejjLqt ðLrÞ :¼ jjaejjLqð0;t;LrðRnÞÞ:
Remark. In the special case where ue0 does not depend on e; say u
e
0 ¼ fASðRnÞ a
function of the Schwartz space, it is easy to see, through stationary phase arguments,
that
jjveðt; :Þ  f jjL2-LN e-0
! 0; 8tX0:
In that case, the above estimate (2.2) is therefore far from being sharp, in terms of
powers of e: On the other hand, if we choose the same initial data as in [2], ue0ðxÞ ¼
f ðxÞeix2=ð2eÞ; then the computations of [2] show that for t41; jjvejjLqt ðLrÞ and
jjuejjLqt ðLrÞ are exactly of order e1=q; when ðq; rÞ is admissible. This shows that
Strichartz estimates are sharp in terms of powers of e; and suggests that the best
possible estimates are those of this case, which is that of the worst geometry from the
viewpoint of geometric optics (all the rays meet at one point). Bearing this credo in
mind can be helpful for the intuition in the proof of Theorem 1.1.
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The well-known conservations of mass and energy for (2.1) yield
Lemma 2.3. The following quantities are independent of time:
* Mass: jjueðtÞjjL2 ¼ jjveðtÞjjL2 ¼ jjue0jjL2 :
* Linear energy:
Ee0ðtÞ :¼
1
2
jjerxveðtÞjj2L2 ¼ Ee0ð0Þ:
* Nonlinear energy:
EeðtÞ :¼ 1
2
jjerxueðtÞjj2L2 þ
ens
sþ 1 jju
eðtÞjj2sþ2L2sþ2 ¼ Eeð0Þ:
In particular, since ue0 is bounded in H
1
e ; u
e and ve are bounded in H1e ; uniformly in time.
We conclude this section by stating the Gagliardo-Nirenberg inequalities we will
use.
Lemma 2.4. Let rX2; and if nX3; assume that ro2n=ðn  2Þ: Then there exists Cr
such that for any fAH1ðRnÞ;
jj f jjLrpCrjj f jj1dðrÞL2 jjrf jj
dðrÞ
L2
:
In particular, for any eA
0; 1
;
jj f jjLrpCredðrÞjj f jj1dðrÞL2 jjerf jj
dðrÞ
L2
;
and every solution bounded in H1e is bounded in L
2sþ2
e :
3. The linearizability condition
We can now prove Theorem 1.1. We ﬁrst prove that (1) implies (2). Let
R :¼ lim sup
e-0
sup
0ptpT
1
2
jjerxueðtÞjj2L2 þ
ens
sþ 1 jju
eðtÞjj2sþ2L2sþ2

 1
2
jjerxveðtÞjj2L2 
ens
sþ 1 jjv
eðtÞjj2sþ2L2sþ2
:
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On the one hand, assumption (1) implies that
Rp lim sup
e-0
sup
0ptpT
ens
sþ 1
Z
jjueðt; xÞj2sþ2  jveðt; xÞj2sþ2j dx
t lim sup
e-0
sup
0ptpT
ens
Z
ðjueðt; xÞj2sþ1 þ jveðt; xÞj2sþ1Þjueðt; xÞ  veðt; xÞj dx:
Ho¨lder’s inequality yields
Rt lim sup
e-0
sup
0ptpT
ensjjueðtÞ  veðtÞjjL2sþ2ðjjueðtÞjjL2sþ2 þ jjveðtÞjjL2sþ2Þ2sþ1:
From Lemmas 2.3 and 2.4, this implies
Rt lim sup
e-0
sup
0ptpT
ensjjueðtÞ  veðtÞjjL2sþ2ens
2sþ1
2sþ2
t lim sup
e-0
sup
0ptpT
edð2sþ2ÞjjueðtÞ  veðtÞjjL2sþ2
t lim sup
e-0
sup
0ptpT
jjueðtÞ  veðtÞjj1dð2sþ2Þ
L2
jjerueðtÞ  erveðtÞjjdð2sþ2Þ
L2
:
We conclude from (1) that R ¼ 0: On the other hand, the conservation of energy
stated in Lemma 2.3 yield
R ¼ lim sup
e-0
sup
0ptpT
ens
sþ 1 j jju
e
0jj2sþ2L2sþ2  jjveðtÞjj2sþ2L2sþ2 j;
and since ue0 is supposed to go to zero in L
2sþ2
e ; this proves that (1) implies (2).
To prove that (2) implies (1), introduce the (expected) remainder we :¼ ue  ve: It
solves,
ie@twe þ 12 e2Dwe ¼ ensjuej2sue; ðt; xÞARþ  Rn;
wejt¼0 ¼ 0:
(
ð3:1Þ
In a ﬁrst step, we prove that
sup
0ptpT
jjweðtÞjjL2 e-0
! 0:
Writing juej2sue ¼ juej2swe þ juej2sve suggests the use of a Gronwall type argument,
with juej2sve as a source term. Since in general (that is, when nX2) we cannot expect
LN-estimates of juej2s; the linear term juej2swe must be handled with care. The
following algebraic lemma, whose proof is left out, will help us.
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Lemma 3.1. Under the assumption 2=noso2=ðn  2Þ; one can find
%
q;
%
r;
%
s and
%
k such
that
1
%
r0
¼ 1
%
r
þ 2s
%
s
;
1
%
q0
¼ 1
%
q
þ 2s
%
k
;
8>><>:
and satisfying the additional conditions:
* the pair ð
%
q;
%
rÞ is admissible,
* 0o2
%
k
odð
%
sÞo1:
Apply the Strichartz inequality (2.3) with ðq1; r1Þ ¼ ð
%
q;
%
rÞ; and ðq2; r2Þ ¼ ð
%
q;
%
rÞ for
the ‘‘linear’’ term, ðq2; r2Þ ¼ ðN; 2Þ for the source term. This yields
jjwejj
L%
q
t ðL%rÞte
ns12=
%
qjj juej2swejj
L%
q0
t ðL%r0 Þ
þ ens11=%qjj juej2svejjL1t ðL2Þ:
Ho¨lder’s inequality, along with Lemma 3.1, implies
jjwejj
L%
q
t ðL%rÞte
ns12=
%
qjjuejj2s
L %
k
t ðL%sÞ
jjwejj
L%
q
t ðL%rÞ þ e
ns11=
%
qjj juej2svejjL1t ðL2Þ: ð3:2Þ
Our goal is to prove that up to increasing the constants (which we have not written
so far), the left-hand side of (3.2) can be estimated by the second term of the right-
hand side only.
Lemma 3.2. Define y1 by
y1 ¼ dð%sÞ  2=%kdð2sþ 2Þ :
Then y1A
0; 1½; and the pair ðq; rÞ defined as follows is admissible:
1
%
s
¼ 1 y1
r
þ y1
2sþ 2;
1
%
k
¼ 1 y1
q
þ y1
N
:
8><>>:
Ho¨lder’s inequality then yields, along with Lemma 2.2,
jjuejj2s
L%
k
t ðL%sÞ
p jjuejj2sð1y1Þ
L
q
t ðLrÞ jju
ejj2sy1LNt ðL2sþ2Þ
t e2sð1y1Þ=qjjuejj2sy1LNt ðL2sþ2Þ:
At this stage, we could estimate the last term thanks to Lemma 2.3; however, we
could not absorb the ﬁrst term of the right-hand side of (3.2) by the left-hand
side, for the constant in factor of jjwejj
L%
q
t ðL%rÞ need not be smaller than 1.
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We rather write
jjuejjLNt ðL2sþ2Þpjjv
ejjLNt ðL2sþ2Þ þ jjw
ejjLNt ðL2sþ2Þ:
From (1.9),
jjvejjLNt ðL2sþ2Þ ¼ e
 ns2sþ2oð1Þ;
where oð1Þ goes to zero as e goes to zero, uniformly for tA½0; T 
: From Lemma 2.4,
jjwejjLNt ðL2sþ2Þte
 ns2sþ2jjwejj1dð2sþ2Þ
LNt ðL2Þ jjerw
ejjdð2sþ2Þ
LNt ðL2Þ :
Gathering all these estimates, and using Lemma 2.2 to estimate erwe; estimate (3.2)
can be written as follows: there exist C; C independent of tA½0; T 
 and eA
0; 1
 such
that, for any tA½0; T 
;
jjwejj
L%
q
t ðL%rÞpC oð1Þ þ jjw
ejjg
LNt ðL2Þ
 
jjwejj
L%
q
t ðL%rÞ
þ Cens11=%qjj juej2svejjL1t ðL2Þ; ð3:3Þ
where we denoted g ¼ 2sy1ð1 dð2sþ 2ÞÞ: Notice that g40; with our construction,
it would not necessarily be so if we had s ¼ 2=n: Now, recall that we want to
prove that jjwejjLN
T
ðL2Þ ¼ oð1Þ: Thus for e sufﬁciently small, the term in factor
of jjwejj
L%
q
t ðL%rÞ in the right-hand side of (3.3) should be less than, say, 1=2; and the
left-hand side could be estimated by the second term of the right-hand side.
Let us make this argument rigorous. We know that at time t ¼ 0; we ¼ 0: From
Lemma 2.2, we is a continuous function of time with values in L2; thus there
exists te40 such that
jjwejjg
LNte ðL2Þ
o 1
4C
:
So long as
jjwejjg
LNt ðL2Þo
1
4C
ð3:4Þ
holds, (3.3) thus yields
jjwejj
L%
q
t ðL%rÞpðCoð1Þ þ
1
4
Þjjwejj
L%
q
t ðL%rÞ þ Ce
ns11=
%
qjj juej2svejjL1t ðL2Þ:
Taking e sufﬁciently small, we have
jjwejj
L%
q
t ðL%rÞp
1
2
jjwejj
L%
q
t ðL%rÞ þ Ce
ns11=
%
qjj juej2svejjL1t ðL2Þ;
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and we conclude that so long as (3.4) holds,
jjwejj
L%
q
t ðL%rÞte
ns11=
%
qjj juej2svejjL1t ðL2Þ: ð3:5Þ
Applying Strichartz inequality (2.3) again, with now ðq1; r1Þ ¼ ðN; 2Þ; yields, along
with Lemma 3.1,
jjwejjLNt ðL2Þte
ns11=
%
qjjuejj2s
L%
k
t ðL%sÞ
jjwejj
L%
q
t ðL%rÞ þ e
ns1jj juej2svejjL1t ðL2Þ: ð3:6Þ
Now from Lemmas 3.2, 2.2 and 2.3,
ens11=%
qjjuejj2s
L %
k
t ðL%sÞ
te1=%q:
Notice that at this stage, we do not decompose ue as ve þ we: Using (3.5), we have: so
long as (3.4) holds,
jjwejjLNt ðL2Þte
ns1jj juej2svejjL1t ðL2Þ: ð3:7Þ
From Ho¨lder’s inequality,
jj juej2svejjL1t ðL2Þpjju
ejj2sL2sþ1t ðL4sþ2Þjjv
ejjL2sþ1t ðL4sþ2Þ:
We use the analogue of Lemma 3.2.
Lemma 3.3. Define y2 by
y2 ¼ ð2sþ 2Þðns 2Þ
nsð2sþ 1Þ :
Then y2A
0; 1½; and the pair ðq1; r1Þ defined as follows is admissible:
1
4sþ 2 ¼
y2
2sþ 2þ
1 y2
r1
;
1
2sþ 1 ¼
y2
N
þ 1 y2
q1
:
8><>:
From Ho¨lder’s inequality, we now have
jjvejjL2sþ1t ðL4sþ2Þpjjv
ejjy2LNt ðL2sþ2Þjjv
ejj1y2
L
q1
t ðLr1 Þ
:
Using (1.9) and Lemma 2.2, it follows that, since y240;
jjvejjL2sþ1t ðL4sþ2Þpoð1Þe
nsy22sþ2eð1y2Þ=q1 :
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For ue; we can replace oð1Þ by a Oð1Þ; from Lemma 2.3. Therefore, so long as (3.4)
holds,
jjwejjLNt ðL2Þte
ns1oð1Þeð2sþ1Þ nsy22sþ2þð1y2Þ=q1
 
¼ oð1Þ:
Indeed, the powers of e cancel exactly, from Lemma 3.3. Taking 0oe51; (3.4) thus
holds up to time t ¼ T ; and the ﬁrst part of (1) is proved:
sup
0ptpT
jjweðtÞjjL2 e-0
! 0:
To complete the proof of Theorem 1.1, we must show that the same holds for
erwe: We have all the tools we need to do so, and we will see that it is a consequence
of the above asymptotics. Differentiating (3.1), we see that erwe solves the initial
value problem,
ie@tðerweÞ þ 12 e2DðerweÞ ¼ enserðjuej2sueÞ; ðt; xÞARþ  Rn;
erwejt¼0 ¼ 0:
(
ð3:8Þ
We can proceed with the same computations as before: notice that
jerðjuej2sueÞjtjuej2sjerwej þ juej2sjervej:
The ﬁrst term of the right-hand side plays the same role as juej2swe in the previous
step. We can claim at this stage that the second term is small: the reason is that from
the ﬁrst step, we know that ue goes to zero in L2sþ2e : Let us give some more
convincing details.
Repeating the computations of the ﬁrst step, but with a different admissible pair
for the source term, ð
%
q;
%
rÞ instead of ðN; 2Þ; yields the analogue of (3.3),
jjerwejj
L%
q
T
ðL%rÞpC
0 oð1Þ þ jjwejjg
LN
T
ðL2Þ
 
jjerwejj
L%
q
T
ðL%rÞ
þ C0ens12=%qjj juej2servejjL%q0T ðL%r0 Þ; ð3:9Þ
where we kept the notation g ¼ 2sy1ð1 dð2sþ 2ÞÞ; and possibly other constants
C0 and C0: From the ﬁrst step, if e is sufﬁciently small, then the factor C0ðoð1Þ þ
jjwejjg
LN
T
ðL2ÞÞ is smaller than 1=2; and (3.9) yields
jjerwejj
L%
q
T
ðL%rÞte
ns12=
%
qjj juej2servejj
L%
q0
T
ðL%r0 Þ
:
Plugging this estimate like in the ﬁrst step, we have
jjerwejjLN
T
ðL2Þtens11=%qjj juej2servejjL%q0T ðL%r0 Þ:
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From Lemma 3.1 and Ho¨lder’s inequality,
jj juej2servejj
L%
q0
T
ðL%r0 Þ
pjjuejj2s
L%
k
T
ðL%sÞ
jjervejj
L%
q
T
ðL%rÞ:
Using Lemmas 3.2 and 2.2, it follows
jj juej2servejj
L%
q0
T
ðL%r0 Þ
t jjuejj2sð1y1Þ
L
q
T
ðLrÞ jjuejj
2sy1
LN
T
ðL2sþ2Þe
1=
%
q
t e2sð1y1Þ=qjjuejj2sy1LN
T
ðL2sþ2Þe
1=
%
q:
But from (1.9) and the ﬁrst step,
jjuejjLN
T
ðL2sþ2Þp jjvejjLN
T
ðL2sþ2Þ þ jjwejjLN
T
ðL2sþ2Þ
t e ns2sþ2oð1Þ þ edð2sþ2Þjjwejj1dð2sþ2Þ
LN
T
ðL2Þ jjerwejj
dð2sþ2Þ
LN
T
ðL2Þ
t e ns2sþ2oð1Þ:
We conclude that jjerwejjLN
T
ðL2Þ ¼ oð1Þ; which completes the proof of Theorem 1.1.
Remark. Notice that in the proof of (1) ) (2), we did not use the assumption
s42=n; but only the conservations of mass and energy.
Remark. The proof of (2) ) (1) could have been achieved without knowing a
priori the Strichartz estimates for ue; stated in Lemma 2.2, (2.2). Indeed, we ex-
ploited these estimates for only a ﬁnite number of q: since the knowledge of
such estimates for ve is straightforward, these estimates could have been obtained
by a ‘‘so long’’ argument, as we used on the LNðL2Þ norm of the remainder.
Nevertheless, our proof relied at several steps on the assumption s42=n; so knowing
whether our result holds for instance when s ¼ 2=n seems to be a challenging
question.
4. When is the linearizability condition violated?
The goal of this section is to prove Theorem 1.2. We shall actually be proving a
slightly more precise result than that stated in Theorem 1.2: it is in fact not necessary
to assume that there is no focusing at time 0.
Theorem 4.1. Let T40; suppose that (H1)–(H3) are satisfied, but assume that (1.9) is
not satisfied. Then up to the extraction of a subsequence, there exist two orthogonal
families ðxej ; tej ÞjAN and ðx˜ej ÞjAN in Rn  Rþ and Rn; respectively, a family ðCecÞcAN
bounded in H1e ðRnÞ; a family ðFjÞjAN; bounded in H1ðRnÞ; and a family ðjjÞjAN;
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bounded in FðH1ÞðRnÞ; such that:
ue0ðxÞ ¼ CecðxÞ þ
Xc
j¼0
1
e
n
2
Fj
x  x˜ej
e
 
þ recðxÞ; with lim sup
e-0
jjU e0ðtÞrecjjLNðRþ;L2sþ2e Þ c-N

! 0;
ð4:1Þ
and for every cAN; the following asymptotics holds in L2ðRnÞ; as e-0:
CecðxÞ ¼
Xc
j¼0
1
ðtej Þ
n
2
jj
x  xej
tej
 !
e
i
ðxxe
j
Þ2
2ete
j þ oð1Þ: ð4:2Þ
We have also lim supe-0
tej
e ¼ þN:
In the case when (H4) is satisfied, then for every j; lim supe-0 t
e
jA½0; T 
; moreover Fj
is equal to zero for all jAN; and the family ðjjÞjAN is nonempty.
To prove Theorem 4.1, we shall mainly be using results of Keraani [16], and
in particular the proﬁle decomposition of a sequence of solutions to the
linear Schro¨dinger equation, bounded in energy. That result is only proved in
dimension 3, but it clearly holds in all dimensions. In order to avoid un-
necessary complications, and to use directly the theorem of [16], we shall suppose
in the proof of Theorem 4.1 that n ¼ 3; once again that is purely for the sake
of simplicity.
Let us start by rescaling our solution ve in order to apply directly Theorem 1.6 of
[16]. We deﬁne the rescaled function
V eðs; yÞ :¼ e32veðes; eyÞ;
which satisﬁes the linear equation (1.8) with data
V e0ðyÞ :¼ e
3
2ue0ðeyÞ:
By (H3), the family V e0 is obviously bounded in H
1; so one can apply Theorem 1.6 of
[16]: we shall prove the following proposition.
Proposition 4.2. Under the assumptions of Theorem 4.1, and up to the extraction of
a subsequence, there exist two families ðsej ÞjAN and ðyej ÞjAN in R and R3; respectively,
such that
8jak; lim sup
e-0
jsej  sekj þ jyej  yekj ¼ þN; ð4:3Þ
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and there exists a (nonempty) bounded family ðVjÞjAN of solutions to (1.8) in H1; such
that
V eðs; yÞ ¼
Xc
j¼0
Vjðs  sej ; y  yej Þ þ W ecðs; yÞ
with
lim sup
e-0
jjW ec jjLNðR;L2sþ2Þ ¼ 0 when c-N: ð4:4Þ
Let us prove that result. Applying directly Theorem 1.6 of [16], we have the
following decomposition for V e; up to an extraction:
V eðs; yÞ ¼
Xc
j¼0
1ﬃﬃﬃﬃ
Zej
p Vj s  sejðZej Þ2 ;
y  yej
Zej
 !
þ W ecðs; yÞ; ð4:5Þ
where ZejARþ\f0g are the scales of concentration, satisfying the following
orthogonality condition:
8jak; either lim sup
e-0
Zej
Zek
þ Z
e
k
Zej
¼ þN;
or
Zej ¼ Zek and lim sup
e-0
jsej  sekj þ jyej  yekj
Zej
¼ þN:
The remainder W ec satisﬁes
lim sup
e-0
jjW ec jjLqðR;LrÞ ¼ 0 when c-N; ð4:6Þ
and 2
q
þ 3
r
¼ 1
2
; with roþN: Such ðq; rÞ are said to be ’H1-admissible (as opposed to
the L2-admissible pairs of Deﬁnition 2.1, see [16]).
Finally the Vj ’s and W
e
c are solutions of (1.8) in L
NðR; ’H1Þ:
So we need to prove the following facts:
* (1) Up to an extraction, Zej is equal to one for all j:
* (2) The Vj’s and W
e
c are bounded in L
NðR; H1Þ:
* (3) Limit (4.4) holds.
* (4) The family ðVjÞjAN is not empty.
Note that the ﬁrst result implies (2) and (3). Indeed, suppose that Zej is equal to one
for all j: Then by the orthogonality properties (4.3), one has
V eðs þ sej ; y þ yej Þ,Vjðs; yÞ in D0ðR R3Þ:
ARTICLE IN PRESS
R. Carles et al. / Journal of Functional Analysis 203 (2003) 453–493470
But we know by Lemma 2.3 that V e is bounded in LNðR; L2Þ; so it follows that for
all jAN; the proﬁles Vj are bounded in LNðR; L2Þ; that implies also that
ðW ecÞ0oep1 is bounded in LNðR; L2Þ; uniformly in cAN: ð4:7Þ
Since L2- ’H1 ¼ H1; point (2) follows. Then to ﬁnd limit (4.4) (point (3)), we simply
use (4.6) with q ¼ þN and (4.7): the result follows by Ho¨lder’s inequality (using
assumption (H2)).
Point (4) is due to the following observation: we have
jjV ejjLNð½0;T 
;L2sþ2Þp
Xc
j¼1
jjVjjjLNð½0;T 
;L2sþ2Þ þ jjW ec jjLNð½0;T 
;L2sþ2Þ;
so since (1.9) is not satisﬁed, (4.4) implies that all of the Vj’s cannot be zero.
So to end the proof of Proposition 4.2, all we need to prove is that Zej is equal to
one for all j: In fact we shall prove that, up to an extraction,
8jAN; Zej ¼ ljARþ\f0g; ð4:8Þ
and the expected result will follow simply by rescaling Vj by lj : To prove (4.8), we
are going to use the notion of en-oscillating sequences. For more details on the
subject, we refer to [1,12].
Deﬁnition 4.3. Let ðenÞnAN be a given sequence in Rþ\f0g; and let ðV nÞ be a bounded
sequence in ’H1: Then the sequence ðV nÞ is en-oscillating if the following property
holds:
lim sup
n-N
Z
enjxjpR1
jxj2jFðVnÞðxÞj2 dxþ
Z
enjxjXR
jxj2jFðVnÞðxÞj2 dx
R-þN



! 0:
Remark. For a time-dependent sequence ðV nÞ; uniformly bounded in LNðRþ; ’H1Þ;
the deﬁnition holds taking the limit uniformly in time.
It is easy to see (see [11] or [16]) that V e is Zej -oscillating for every sequence Z
e
j
appearing in decomposition (4.5). So the proof of (4.8) is a consequence of the
following lemma.
Lemma 4.4. Suppose the sequence ðV eÞ is Ze-oscillating for some sequence Ze: Then up
to a subsequence, we can write Ze ¼ l for some lARþ\f0g:
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Proof. Suppose that ðV eÞ is Ze-oscillating. Then we can write, uniformly in time,
jjrV eðsÞjj2L2t
Z
R1pZejxjpR
jxj2jFðV eÞj2 dxþ dðe; RÞ
t R
Ze
 2
jjV eðsÞjj2L2 þ dðe; RÞ;
where lim supe-0 dðe; RÞ-0 as R-N: The conservation of the energy yields
jjrV eðsÞjj2L2 ¼ jjrV eð0Þjj2L2 ¼ jjerue0jj2L2 :
Up to a subsequence, we can suppose that this quantity is bounded from below by
some c40 independent of eA
0; 1
 (otherwise, Condition (1.9) could not be violated,
from Lemma 2.4). Fixing R such that
lim sup
e-0
dðe; RÞpc
2
;
yields, up to an extraction,
lim sup
e-0
Ze ¼ lARþ:
Now suppose that l ¼ 0: One can write, for all time,
V e ¼ V eR þ W eR; with FV eRðt; xÞ :¼ 1R1pZejxjpRFV eðt; xÞ;
and for all d40; if R is large enough uniformly in e and Ze; we have
jjW eRjjLNðR;H1Þpd:
The Gagliardo–Nirenberg inequality (see Lemma 2.4) implies that jjW eRjjLNðR;L2sþ2Þ
can be chosen arbitrarily small if R is large enough, uniformly in e and Ze: It follows
that one can write
jjV ejj2sþ2LNð½0;T 
;L2sþ2Þt jjV eRjj2sþ2LNð½0;T 
;L2sþ2Þ þ oð1Þ
t jjV eRjjð2sþ2Þð1dð2sþ2ÞÞLNð½0;T 
;L2Þ þ oð1Þ; ð4:9Þ
where the second inequality is due again to Gagliardo–Nirenberg inequality and the
boundedness of V e in H1:
Moreover, frequency localization once again implies that for all sA½0; T 
;
jjV eRðsÞjj2L2tðZeÞ2
Z
1
R
pZexpR
jxj2jFV eRðs; xÞj2 dx:
So the result follows, since by assumption the left-hand side in (4.9) does not go to
zero and ð2sþ 2Þð1 dð2sþ 2ÞÞ ¼ 2 s40: Lemma 4.4 is proved (and with it,
Proposition 4.2). &
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Now let us ﬁnish the proof of Theorem 4.1. Using the decomposition given by
Proposition 4.2 for s ¼ 0; we get
V eð0; yÞ ¼
Xc
j¼0
Vjðsej ; y  yej Þ þ W ecð0; yÞ;
and going back to the deﬁnition of ve; it follows that one can write
ue0ðxÞ ¼
Xc
j¼0
1
e
3
2
Vj 
tej
e
;
x  xej
e
 
þ wecðxÞ: ð4:10Þ
We have deﬁned
tej :¼ esej ; xej :¼ eyej and wec :¼
1
e
3
2
W ec 0;

e
 
: ð4:11Þ
Of course U e0ðtÞwec ¼ 1
e
3
2
W ecðte; eÞ; so (4.4) can also be written
lim sup
e-0
jjU e0ðtÞwecjjLNðR;L2sþ2e Þ c-N

! 0: ð4:12Þ
Remark. If one considers a family of initial data re0 going to zero in L
2 and uniformly
bounded in H1e ; then clearly that convergence to zero holds uniformly in time for
U e0ðtÞre0 (due to Lemma 2.3), and Lemma 2.4 implies that jjU e0ðtÞre0jjLNðR;L2sþ2e Þ goes
to zero.
Deﬁne the function
I ej ðt; xÞ :¼
1
e
3
2
Vj
t  tej
e
;
x  xej
e
 
:
We seek the asymptotic behavior of I ej ð0; xÞ as e goes to zero. For every j; Vj solves
(1.8), we recall some classical results we will need on that equation (see e.g. [5,25]).
Lemma 4.5. Consider the initial value problem (1.8).
* If V0AL2ðRnÞ; then (1.8) has a unique, global solution VACðR; L2Þ: Moreover, its
asymptotic behavior as t-7N is given by
Vðt; xÞ  e
i x
2
2t
tn=2
bV0 x
t
 



L2
t7N

! 0;
where the Fourier transform is defined by (1.19), and we use the notation
1
tn=2
¼ i
n
jtjn=2
if to0:
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* If V0AH1ðRnÞ; then (1.8) has a unique, global solution VACðR; H1Þ: Moreover, the
following quantities are independent of time:
Mass: jjVðtÞjjL2 ¼ jjV0jjL2 ;
Energy: jjrxVðtÞjjL2 ¼ jjrV0jjL2 :
* If V0AS; where S is defined in (1.15), then (1.8) has a unique, global solution
VACðR;SÞ; it satisfies
Vðt; xÞ  e
i x
2
2t
tn=2
bV0 x
t
 



H1
t-7N



! 0:
For cAN; deﬁne
Jc :¼ jAf0;y; cg; lim sup
e-0
tej
e
¼ þN
 
;
J˜c :¼ jAf0;y; cg; lim sup
e-0
tej
e
AR
 
;
and we denote by JN (resp. J˜N) the union of all these Jc (resp. J˜c).
The following proposition enables us to transform the proﬁles Vj of (4.10) into the
form given in Theorem 4.1.
Proposition 4.6. Up to extraction of a subsequence, still denoted e; we have:
* If jAJ˜N; then there exists FjAH1 such that, as e goes to zero, the following
asymptotics holds in H1e :
I ej ð0; xÞ ¼
1
e
3
2
Fj
x  xej
e
 
þ oð1Þ:
* If jAN\J˜N; then there exists cjAFðH1Þ such that, as e goes to zero, the following
asymptotics holds in L2:
I ej ð0; xÞ ¼
1
ðtej Þ
3
2
e

iðxxe
j
Þ2
2ete
j cj
x  xej
tej
 !
þ oð1Þ:
* For jAN\J˜N; if we assume moreover that Vjð0; ÞAS; then cjAS; and the above
asymptotics holds not only in L2; but also in H1e :
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* If jAN\ðJN,J˜NÞ; then under the assumptions of Theorem 4.1,
lim sup
e-0
jjI ej jjLNð½0;T 
;L2sþ2e Þ ¼ 0:
Proof. By deﬁnition of I ej ; we have
I ej ð0; xÞ ¼
1
e
3
2
Vj 
tej
e
;
x  xej
e
 
:
If jAJ˜N; then the ﬁrst point of Proposition 4.6 follows from the second point of
Lemma 4.5, with
FjðxÞ ¼ Vjðlj ; xÞ;
where lj :¼ lim supe-0 ðtej=eÞ:
If jAN\J˜N; then the second point of the proposition follows from the ﬁrst point of
Lemma 4.5, with
cjðxÞ ¼ bVjð0;xÞ;
where the Fourier transform is taken with respect to the space variable only.
Similarly, the third point of the proposition is a consequence of the last point of
Lemma 4.5.
For the last point of Proposition 4.6, we need to consider more precisely the case
when lj ¼ N: The idea of the result we want to prove is that if lj ¼ N; then for e
small enough, we have tejo0; so focusing for I ej has taken place at a negative time.
Since there cannot be more than one focusing time, the solution is linearizable for
positive times. Let us make that idea precise. For d40; there exists FjAS such
that
jjVjð0; Þ  FjjjH1pd:
Let V˜jðt; xÞ be the solution of the linear Schro¨dinger equation (1.8) with initial data
Fj : Then from the conservations of mass and energy, we have
jjVj  V˜jjjLNðR;H1Þpd: ð4:13Þ
Deﬁne I˜ej as the counterpart of I
e
j by
I˜ej ðt; xÞ :¼
1
e
3
2
V˜j
t  tej
e
;
x  xej
e
 
:
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From (4.13) and Lemma 2.4, we have,
sup
tA½0;T 

jjI ej ðt; Þ  I˜ej ðt; ÞjjL2sþ2e pC2sþ2d:
The uniformity in time stems from the fact that for every tA½0; T 
;
jtej  tj
e
¼ t  t
e
j
e
X
tej
e e-0

!þN;
since we assumed lj ¼ N:
On the other hand, the last part of Lemma 4.5 implies V˜jACðR;SÞ; and
I˜ej ðt; xÞ ¼
1
ðt  tej Þ
3
2
e
i
jxxe
j
j2
2eðtte
j
Þ bFj x  xej
t  tej
 !
þ oð1Þ; in LNð½0; T 
; H1e Þ:
This explicit expression and Lemma 2.4 yield
jjI˜ej jjLNð½0;T 
;L2sþ2e Þp sup
tA½0;T 

e
tej  t


3s
2sþ2
jjF˜j jjL2sþ2 þ oð1Þ: ð4:14Þ
We assumed lj ¼ N; thus for e small enough and all tA½0; T 
;
e
jtej  tj
¼ e
t  tej
p etej e-0

! 0:
Therefore,
lim sup
e-0
jjI ej jjLNð½0;T 
;L2sþ2e ÞpC2sþ2d;
and since d40 is arbitrary, this completes the proof of Proposition 4.6. &
Now let us deduce the theorem. Write
ue0ðxÞ ¼
X
jAJc
I ej ð0; xÞ þ
X
jAJ˜c
I ej ð0; xÞ þ recðxÞ:
The remainder rec satisﬁes limit (4.1): it is indeed the sum of w
e
c; which satisﬁes (4.12),
and of the proﬁles associated with lj ¼ N; which satisfy the desired limit by the
last point of Proposition 4.6.
For jAJ˜N; deﬁne x˜ej ¼ xej : From the ﬁrst point of Proposition 4.6, we also know
that there exists a family ðFjÞ in H1 such that for any cAN;
ue0ðxÞ ¼
X
jAJc
I ej ð0; xÞ þ
X
jAI˜c
1
e
3
2
Fj
x  x˜ej
e
 
þ recðxÞ; ð4:15Þ
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where rec satisﬁes limit (4.1), as the sum of r
e
c and of a term which is small in H
1
e :
From the second point of Proposition 4.6, we also know that there exists a family
ðjjÞ in L2 such that for any cAN; the following asymptotics holds in L2 as e-0:
X
jAJc
I ej ð0; xÞ ¼
X
jAJc
1
ðtej Þ
3
2
e

iðxxe
j
Þ2
2ete
j jj
x  xej
tej
 !
þ oð1Þ:
The orthogonality property on ðtej ; xej Þ and on ðx˜ej Þ is due to deﬁnitions (4.11) and
(4.3). The family ðjjÞjAN is the family ðcjÞjAN from which we have removed the
proﬁles associated to lj ¼ N: We used the obvious convention that cj  0 if
jAJ˜N; and similarly, we set Fj  0 if jAN\J˜N:
Now to end the proof of Theorem 4.1, we are left with the following proposition.
Proposition 4.7. Under the assumptions of Theorem 4.1, if additionally (H4) is
satisfied, then in decomposition (4.15) we have Fj ¼ 0 for every j; and the
family ðjjÞjAN is nonempty. Moreover, there is an integer jAJN such that
lim supe-0 t
e
jA½0; T 
:
Let us prove the result. It relies on the following lemma, which itself uses the
orthogonality of the x˜ej ’s. We shall postpone its proof to the end of this section.
Lemma 4.8. Fix cAN: If for 1pjpc; FjAH1; then we have
Xc
j¼0
1
e
3
2
Fj
  x˜ej
e
 



2sþ2
L2sþ2e
e-0

! Xc
j¼0
jjFjjj2sþ2L2sþ2 :
Now let us prove the ﬁrst part of Proposition 4.7. Let d40: For every jAJN; there
exists FjAS such that
jjVjð0; Þ  FjjjH1p
d
2 jþ1
:
Let V˜jðt; xÞ be the solution of the linear Schro¨dinger equation (1.8) with initial
data Fj: Then from the conservations of mass and energy, we have
jjVj  V˜jjjLNðR;H1Þp
d
2 jþ1
: ð4:16Þ
Deﬁne *I ej as the counterpart of I
e
j by
I˜ej ðt; xÞ :¼
1
e
3
2
V˜j
t  tej
e
;
x  xej
e
 
:
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From (4.16) and Lemma 2.4, we have, for every jAJN;
jjI ej ð0; Þ  I˜ej ð0; ÞjjL2sþ2e pC2sþ2
d
2 jþ1
:
Fix cAN: From (4.15), we have,
X
jAJ˜c
I ej ð0; Þ




L2sþ2e
p
X
jAJc
jjI˜ej ð0; ÞjjL2sþ2e þ jjue0jjL2sþ2e þ jjre0jjL2sþ2e þ C2sþ2d: ð4:17Þ
Proposition 4.6 yields proﬁles FjAH1 associated to Vj for jAJ˜N; and *jjAS
associated to V˜j for jAJN: The asymptotics in H1e imply in particular, from
Lemma 2.4,
X
jAJc
jjI˜ej ð0; ÞjjL2sþ2e ¼
X
jAJc
1
ðtej Þ
3
2
e

iðxe
j
Þ2
2ete
j *jj
  xej
tej
 !



L2sþ2e
þoð1Þ; as e-0:
But we have
1
ðtej Þ
3
2
e

iðxe
j
Þ2
2ete
j *jj
  xej
tej
 !



2sþ2
L2sþ2e
¼ e
tej
 !3s
jj *jjjj2sþ2L2sþ2 ;
so by deﬁnition of Jc we get
lim sup
e-0
1
ðtej Þ
3
2
e

iðxe
j
Þ2
2ete
j *jj
  xej
tej
 !



L2sþ2e
¼ 0:
Then (4.1), (H4) and (4.17) imply that
lim sup
c-N
lim sup
e-0
X
jAJ˜c
1
e
3
2
Fj
  x˜ej
e
 



L2sþ2e
pC2sþ2d:
In particular, for cXc0 sufﬁciently large,
lim sup
e-0
X
jAJ˜c
1
e
3
2
Fj
  x˜ej
e
 



L2sþ2e
p2C2sþ2d: ð4:18Þ
Lemma 4.8 along with the above estimate imply that for every cAN and every jAI˜c;
jjFjjjL2sþ2p2C2sþ2d:
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Since d40 is arbitrary, this means that all the Fj’s are zero. But Proposition 4.2
states that the family Vj is nonempty, so the jj’s cannot all be equal to zero. That
yields the ﬁrst part of Proposition 4.7.
Let us now prove the second part. We apply the operator U e0ðtÞ to decomposition
(4.15), and using the fact that all the Fj’s are zero, we get for c large enough, for all
times tA½0; T 
;
jjU e0ðtÞue0jjLNð½0;T 
;L2sþ2e Þp
X
jAIc
jjI ej jjLNð½0;T 
;L2sþ2e Þ þ dðT ; c; eÞ;
where lim supe-0 dðT ; c; eÞ-0 as c-N: Now suppose that for all integers jAJN;
lim sup
e-0
tej4T : ð4:19Þ
This contradicts the conclusion of the proposition. Reasoning as in the proof of
Proposition 4.6 (see in particular (4.14)), and using the inequality, for tA½0; T 
;
e
jtej  tj
¼ e
tej  t
p e
tej  T
;
we get, for every jAJN;
lim sup
e-0
jjI ej jjLNð½0;T 
;L2sþ2e Þ ¼ 0:
The contradiction follows, since the principal assumption of Theorem 4.1 is that
(1.9) is not satisﬁed. This proves that for at least one j; lim supe-0 t
e
jA½0; T 
: The
above argument also shows that indexes j’s which do not satisfy this property can be
incorporated into the remainder rec: So ﬁnally the theorem is proved, up to the proof
of Lemma 4.8.
Proof of Lemma 4.8. This lemma is very classical, and uses the orthogonality of the
x˜ej ’s (see for instance [11]). The only difference with the usual case is that the
nonlinearity is not polynomial; however it is C1 (see also Section 5). So let c be ﬁxed,
and let jak be in f1;y; cg: An immediate induction shows that is enough to prove
that for all jak;
lim sup
e-0
e3s
Z
1
e
3
2
Fj
x  x˜ej
e
   1e32ð2sþ1Þ Fk x  x˜
e
k
e
  2sþ1dx ¼ 0:
But a change of variables yields
e3s
Z
1
e
3
2
Fj
x  x˜ej
e
   1e32 ð2sþ1Þ Fk x  x˜
e
k
e
  2sþ1dx
¼
Z
jFjj y þ
x˜ek  x˜ej
e
 
jFkj2sþ1ðyÞ dy;
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and the result simply follows from the orthogonality of the family ðx˜ej Þ; since at this
stage, one can suppose that Fj is compactly supported. &
That concludes the proof of Theorem 4.1, hence of Theorem 1.2. &
5. Initial data with quadratic oscillations
In this section, we aim at proving Theorem 4.1. We set
veðt; xÞ :¼
XJ
j¼1
vej ðt; xÞ:
We ﬁrst recall an estimate obtained in [2].
Lemma 5.1. Let rX2; with ro2n=ðn  2Þ if nX3: For any jA½1; J
; there exists
C ¼ Cð j; rÞ such that for any tX0;
jjvej ðtÞjjLrpC
1
jt  tjj þ e
 dðrÞ
: ð5:1Þ
Proof. This estimate follows from the results of [2], and we brieﬂy recall its proof.
First, the conservation of energy (stated in Lemma 2.3) shows that vej is bounded in
H1e ; and from Lemma 2.4, there exists C ¼ Cð j; rÞ such that
jjvej ðtÞjjLrpCedðrÞ:
Introduce the Galilean operator Jej ðtÞ ¼ ðx  xjÞ=eþ iðt  tjÞrx: Then from the
pseudo-conformal conservation law (see e.g. [5]), Jej ðtÞvej remains bounded in L2
(this is straightforward in our case s42=n). On the other hand, Jej also writes
Jej ðtÞ ¼ iðt  tjÞe
i
jxxj j2
2eðttj Þrx ei
jxxj j2
2eðttj Þ
 !
;
so Lemma 2.4 yields
jjvej ðtÞjjLrpCjt  tjjdðrÞ;
which completes the proof of Lemma 5.1. &
We want to prove that the remainder deﬁned by we ¼ ue  re  ve remains small in
LNð0; T ; L2Þ: Notice that we satisﬁes the following Schro¨dinger equation:
ie@twe þ e
2
2
Dwe ¼ ensð f e þ seÞ;
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with
f e ¼ juej2sue  jve þ rej2sðve þ reÞ;
se ¼ jve þ rej2sðve þ reÞ 
XJ
j¼1
jvej j2svej ;
and is zero at time t ¼ 0: The key estimate is the Strichartz inequality (2.3), which
gives on any bounded interval I
jjwejjLq1 ðI ;Lr1 Þtens1
1
q1
 1
q2 jj f ejjLq02 ðI ;Lr02 Þ þ ens1
1
q1
 1q3 jjsejjLq03 ðI ;Lr03 Þ; ð5:2Þ
for all admissible pairs ðq1; r1Þ; ðq2; r2Þ; ðq3; r3Þ: Since
j f ejtðjvej2s þ juej2s þ jrej2sÞjwej;
this term will be treated as a Gronwall type term, while se is a source term. This
resumes the spirit of the proof of Theorem 1.1.
We will proceed as follows, decomposing ½0; T 
 as the union of different types of
intervals I and arguing differently with regards to I : First, we examine the Gronwall
type term, jj f ejjLq02 ðI ;Lr02 Þ: Then, we study the source term, jjsejjLq03 ðI ;Lr03 Þ: Finally, we
can conclude on jjwejjLNðI ;L2Þ:
The Gronwall type term: For L40; we denote by IL some interval included in
fjt  tjj4Le; 8jAf1;y; Jgg; and by IZ for Z40 any interval of length Ze disjoint
from all the intervals IL:
Lemma 5.2. Let ð
%
q;
%
rÞ be as in Lemma 3.1.
(1) Consider d40: There exist Z040 and e040; such that for all ZpZ0 and
0oepe0;
jj f ejj
L%
q0 ðIZ;L%r0 Þpde
1nsþ2=
%
qjjwejjL%qðIZ;L%rÞ:
(2) There exist C; g40 such that for any d40; there exist L0X1 and e140; such that
for all LXL0 and 0oepe1;
jj f ejj
L%
q0 ðIL;L%r0 ÞpCe
1nsþ2=
%
qðdþ jjwejjg
LNðIL;L2ÞÞjjw
ejjL%qðIL;L%rÞ:
Proof. Using Ho¨lder’s inequality and Lemma 3.1, we obtain for any interval I ;
jj f ejj
L%
q0 ðI ;L%r0 Þtðjju
ejj2sL %kðI ;L%sÞ þ jjv
ejj2sL %kðI ;L%sÞ þ jjr
ejj2sL%kðI ;L%sÞÞjjw
ejjL%qðI ;L%rÞ: ð5:3Þ
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(1) Let us study the case of an interval of the form IZ for some Z40: The
Gagliardo–Nirenberg inequality of Lemma 2.4 yields for any tAIZ;
jjueðtÞjjL%ste
dð
%
sÞjjueðtÞjj1dð%sÞL2 jjerxueðtÞjj
dð
%
sÞ
L2
;
and similarly for ve and re: Therefore, using the boundedness of the H1e -norm of the
solutions of Schro¨dinger equations, we obtain
jjuejj2sL %kðIZ;L%sÞt
Z
IZ
edð%sÞ %k dt
 !2s
%
k
t Z2s= %k e2s
1
%
k
dð
%
sÞð Þ:
Since 2sðdð
%
sÞ  1
%
k
Þ ¼ 2
%
q
þ ns 1; we obtain (1) in Lemma 5.2.
(2) Let us consider now intervals of the type IL for some L40: Using Lemmas 3.2,
2.2 and Ho¨lder’s inequality, we obtain
jjuejj2sL %kðIL;L%sÞt jju
ejj2sð1y1Þ
LqðIL;LrÞjjuejj
2sy1
LNðIL;L2sþ2Þ
t e2sð1y1Þ=qjjuejj2sy1LNðIL;L2sþ2Þ:
Since ue ¼ ve þ we þ re; we have,
jjuejj2sy1LNðIL;L2sþ2Þtjjwejj
2sy1
LNðIL;L2sþ2Þ þ jjvejj
2sy1
LNðIL;L2sþ2Þ þ jjrejj
2sy1
LNðIL;L2sþ2Þ:
By the Gagliardo–Nirenberg inequality (see Lemma 2.4), we obtain as in point (1),
jjweðtÞjjL2sþ2t edð2sþ2Þjjwejj1dð2sþ2ÞL2 jjerxwejj
dð2sþ2Þ
L2
;
t edð2sþ2Þjjwejj1dð2sþ2Þ
L2
;
by use of the boundedness of jjwejjH1e : Moreover by assumption,
jjrejjLNðIL;L2sþ2Þ e-0
! 0:
On the other hand, since fjt  tjjoLeg-IL ¼ | for all jAf1;y; Jg; we have, from
Lemma 5.1,
jjvejj2sy1LNðIL;L2sþ2Þt
1
Leþ e
 ns 2sy12sþ2
:
Since
2sð1 y1Þ=q þ ns2sy1=ð2sþ 2Þ ¼ 1 nsþ 2=
%
q;
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Eq. (5.3) reads
jj f ejj
L%
q0 ðIL;L%r0 Þte
nsþ1þ2=
%
qðLns 2sy12sþ2 þ oð1Þ þ jjwejjg
LNðIL;L2ÞÞjjw
ejjLqðIL;L2Þ;
with g ¼ 2sy1ð1 dð2sþ 2ÞÞ40: Hence (2) of Lemma 5.2. &
The source term: We prove the following lemma.
Lemma 5.3. Let T40 be such that
lim sup
e-0
sup
0ptpT
ensjjreðtÞjj2sþ2L2sþ2 ¼ 0:
Then we have
jjsejjL1
T
ðL2Þ ¼ oðe1nsÞ:
Proof. Decompose the source term se as se ¼ se1 þ se2 with
se1 :¼ jvej2sve 
XJ
j¼1
jvej j2svej :
Let us ﬁrst estimate se2: we have jse2jtjvej2sjrej þ jrej2sjvej; hence by Ho¨lder’s
inequality, we have
jjse2jjL1
T
ðL2Þtjjrejj2sL2sþ1
T
ðL4sþ2ÞjjvejjL2sþ1T ðL4sþ2Þ þ jjv
ejj2sL2sþ1
T
ðL4sþ2ÞjjrejjL2sþ1T ðL4sþ2Þ:
By Lemma 3.3, we have
jjvejjL2sþ1
T
ðL4sþ2Þte
nsy2
2sþ2eð1y2Þ=q1 :
By the smallness assumption on re; we have also
jjrejjL2sþ1
T
ðL4sþ2Þpoð1Þe
nsy2
2sþ2eð1y2Þ=q1 :
The conclusion is as in Section 3, and we get
jjse2jjL1
T
ðL2Þpoðe1nsÞ:
Now let us consider the term se1: We have the pointwise estimate
jse1jt
XJ
j¼1
jvej j2s
X
kaj
jvekj:
ARTICLE IN PRESS
R. Carles et al. / Journal of Functional Analysis 203 (2003) 453–493 483
This is proved by induction on J; as soon as it is known for J ¼ 2; in which case it is
a consequence of the following general estimate: let gðzÞ :¼ jzj2sz; then for every
ðz1; z2ÞAC2;
jgðz1 þ z2Þ  gðz1Þ  gðz2Þjtjz1j2sjz2j þ jz2j2sjz1j:
We ﬁrst reduce the estimate to proﬁle interactions, which is then treated by
orthogonality arguments. It is proved in [2] that for every cA½1; J
;
vecðt; xÞ ¼
1
en=2
Cc
t  tc
e
;
x  xc
e
 
þ decðt; xÞ ¼: cecðt; xÞ þ decðt; xÞ;
where CcACðR;SÞ-LqðR; W 1;rÞ for any admissible ðq; rÞ; and
8rA 2; 2n
n  2
 
; jjdecðtÞjjLrp
oð1Þ
ðeþ jt  tcjÞdðrÞ
; uniformly in tAR: ð5:4Þ
It follows that
jjse1jjL1
T
ðL2Þt
XJ
j¼1
X
kaj
jj jcej j2scekjjL1
T
ðL2Þ þ re;
where re is a linear combination of terms of the type jjðjcej j2s þ jdecj2sÞdekjjL1
T
ðL2Þ:
Let us start by showing that re is estimated by oðe1nsÞ: We have indeed
jjðjcej j2s þ jdecj2sÞdekjjL1
T
ðL2Þp ðjjcej jj2sL2sþ1
T
ðL4sþ2Þ þ jjdecjj2sL2sþ1
T
ðL4sþ2ÞÞ
 jjdekjjL2sþ1
T
ðL4sþ2Þ
and (5.4) yields the expected result.
Finally for jak; an obvious change of variables yields
jj jcej j2scekjjL1
T
ðL2Þ
pe1ns
Z
R
Z
Rn
jCjðs; yÞj2s Ck s þ tj  tke ; y þ
xj  xk
e
   2dy 1=2ds:
By density one can suppose that the Cc’s are compactly supported in time and space.
The fact that
tj  tk
e
 þ xj  xk
e
  e-0
!þN
shows that the above integral goes to zero as e goes to zero; the result follows. &
Proof of Theorem 1.4. We now have all the tools to complete the proof of Theorem
1.4. The idea is that on intervals of the form IL; we can use the linearizability
ARTICLE IN PRESS
R. Carles et al. / Journal of Functional Analysis 203 (2003) 453–493484
condition, provided that L is sufﬁciently large. This is quantiﬁed by the second point
of Lemma 5.2. The complementary of such intervals can be split into a ﬁnite number
of intervals of the form IZ (once L is ﬁxed). Choosing ﬁrst L sufﬁciently large, then Z
sufﬁciently small, Theorem 1.4 stems from Lemma 5.3.
Assume that the ﬁrst focusing time is t1: Let 0ptpt1  Le; for L to be ﬁxed later.
From (5.2) applied with ðq1; r1Þ ¼ ðq2; r2Þ ¼ ð
%
q;
%
rÞ; and ðq3; r3Þ ¼ ðN; 2Þ; we have,
using the second point of Lemma 5.2,
jjwejj
L%
q
t ðL%rÞpC1ðe
ns12=
%
qjj f ejj
L%
q0
t ðL%r0 Þ
þ ens11=%qjjsejjL1t ðL2ÞÞ
pC2ðdþ jjwejjgLNt ðL2ÞÞjjw
ejj
L%
q
t ðL%rÞ þ C1e
ns11=
%
qjjsejjL1t ðL2Þ;
where d40 is to be ﬁxed, and the constants C1; C2 are universal. We ﬁrst ﬁx
d ¼ 1=ð4C2Þ: Lemma 5.2 yields an associate L0; and we ﬁx L ¼ L0: As in the proof
of Theorem 1.1, we can absorb the ﬁrst term of the right-hand side so long as
jjwejjg
LNt ðL2Þp
1
4C2
: ð5:5Þ
So long as (5.5) holds and tpt1  Le; we deduce
jjwejj
L%
q
t ðL%rÞp2C1e
ns11=
%
qjjsejjL1t ðL2Þ;
and like in the proof of Theorem 1.1, we infer, along with Lemma 5.3, that (5.5)
holds up to time t ¼ t1  Le; and with IL ¼ ½0; t1  Le
; we have
jjwejjLNðIL;L2Þ ¼ oð1Þ: ð5:6Þ
Now we have to analyze the crossing of the small time interval ½t1  Le; t1 þ Le
: The
idea is to decompose that interval into a ﬁnite number (of the order L=Z) of intervals
IZ where Z is ﬁxed so that we can repeat a similar absorption argument. Indeed, with
IZ ¼ ½t1  Le; t1  Leþ Ze
; we have, using Lemma 2.2
jjwejjL%qðIZ;L%rÞpC1e
ns12=
%
qjj f ejj
L%
q0 ðIZ;L%r0 Þ
þ C1ens11=%qjjsejjL1ðIZ;L2Þ
þ C1e
1
%
qjjweðt1  LeÞjjL2 :
Choosing d ¼ 1=ð2C1Þ in the ﬁrst part of Lemma 5.2 ﬁxes the value of Z ¼ Z0; and we
have
jjwejjL%qðIZ;L%rÞp2C1ðe
ns11=
%
qjjsejjL1ðIZ;L2Þ þ e
1
%
qjjwejjLNðIL;L2ÞÞ:
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We also deduce, applying Strichartz inequality once more, as in Section 3,
jjwejjLNðIZ;L2ÞpCðens1jjsejjL1ðIZ;L2Þ þ jjwejjLNðIL;L2ÞÞ:
which implies, using (5.6), that
jjwejjLNðIZ;L2ÞpCens1jjsejjL1ðIZ;L2Þ þ oð1Þ:
Repeating this argument in order to cover the whole interval ½t1  Le; t1 þ Le
 by
intervals IZ; we ﬁnally come up with
jjwejjLNðt1Le;t1þLe;L2ÞpCecL=Zðens1jjsejjL1ðt1Le;t1þLe;L2Þ þ oð1ÞÞ ¼ oð1Þ;
from Lemma 5.3. At time t ¼ t1 þ Le; we are thus reduced to the same situation as at
time t ¼ 0; and we can repeat the same operations. Notice that the values of L and Z
are ﬁxed once and for all at the ﬁrst step, and condition (5.5) will hold on the whole
interval ½0; T 
; provided that e is sufﬁciently small. &
Remark. Under the assumptions of Theorem 1.4, one cannot obtain a result in the
space LNð½0; T 
; H1e Þ: indeed, if we differentiate the equation on we and then follow
the same method as above, all the terms can be estimated along the same lines except
for one, which is of the type ensjvej2serre: Far from focusing times, the linearizability
condition makes that term small, but the problem comes from the times tj; near
which ensjvej2s is not small. Under our assumptions, erre has no reason to be small,
in any sense. On the other hand, the asymptotics holds in LNð½0; T 
; H1e Þ if one
supposes that erre is linearizable (which is the case for instance if erre0 goes to zero
in L2).
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Appendix A. Nonlinear Schro¨dinger equation with harmonic potential
In this appendix, we transpose the previous results to the case of nonlinear
Schro¨dinger equations with harmonic potential. We replace (1.6) with
ie@tue þ 1
2
e2Due ¼ jxj
2
2
ue þ ensjuej2sue; ðt; xÞARþ  Rn;
uejt¼0 ¼ ue0:
8<: ðA:1Þ
We still suppose that s42=n; and so2=ðn  2Þ if nX3: The motivation in this study
relies in the fact that such equations are currently used to model Bose–Einstein
ARTICLE IN PRESS
R. Carles et al. / Journal of Functional Analysis 203 (2003) 453–493486
condensation (see e.g. [7]). In [17], it is proposed that the above equation models
Bose–Einstein condensation in space dimensions one (n ¼ 1; with s ¼ 2) and two
(n ¼ 2; with s ¼ 1), if e ¼ _; the Planck constant. In space dimension three, the
nonlinearity _2ju_j2u_ is usually considered, and does not ﬁt our scaling. Notice that
(A.1) meets the usual model when np2; and s ¼ 2=n; which is precisely the
borderline case for which we do not know whether all our results still hold.
Nevertheless, some results remain, and we believe that the information provided by
the case s42=n is interesting.
The corresponding linear solution satisﬁes
ie@tve þ 1
2
e2Dve ¼ jxj
2
2
ve;
vejt¼0 ¼ ue0:
8<: ðA:2Þ
It is natural to assume not only that ue0AH
1
e ðRnÞ; but also that jxjue0AL2ðRnÞ; so that
ue0 belongs to the domain of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2Dþ jxj2
q
: We denote
Se :¼ f eAH1ðRnÞ; sup
0oep1
ðjj f ejjL2 þ jjerxf ejjL2 þ jjxf ejjL2ÞoN
 
:
As before, we also suppose that there is no focusing at time 0,
lim sup
e-0
ensjjue0jj2sþ2L2sþ2 ¼ 0:
The expression of ve is given by Mehler’s formula (see e.g. [8]),
veðt; xÞ ¼ 1
ð2ipe sin tÞn=2
Z
Rn
e
i
e sin t
jxj2þjyj2
2 cos tx:y
 
ue0ðyÞ dy ¼: U eðtÞue0ðxÞ:
In particular, local dispersion estimates hold for the group U e and the same
Strichartz estimates as in the case with no potential hold, with a constant depending
on the size of the time interval considered (see for instance [5, Remark 3.4.4]).
Following [4], introduce
AeðtÞ ¼ x sin t  ie cos trx; BeðtÞ ¼ x cos t þ ie sin trx:
These two operators, usual in a linear context (they are the quantization of impulse
and momentum), commute with the operator
ie@t þ 1
2
e2D jxj
2
2
;
act on the nonlinearity juej2sue like derivatives, and satisfy the pointwise identity
jAeðtÞjðxÞj2 þ jBeðtÞjðxÞj2 ¼ jxjðxÞj2 þ jerxjðxÞj2: ðA:3Þ
Using the above remarks, we have the following preliminary results.
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Lemma A.1. Assume that ue0ASe: Let I be a bounded time interval. The functions u
e
and ve are the unique solutions of (A.1) and (A.2) in CðR;SeÞ; respectively, and satisfy
the following properties:
(1) ue; veACðR;SeÞ; with the following conservations:
 Mass: jjueðtÞjjL2 ¼ jjveðtÞjjL2 ¼ jjue0jjL2 :
 Linear energy:
Ee0ðtÞ :¼
1
2
jjerxveðtÞjj2L2 þ
1
2
jjxveðtÞjj2L2 ¼ Ee0ð0Þ:
 Nonlinear energy:
EeðtÞ :¼ 1
2
jjerxueðtÞjj2L2 þ
1
2
jjxueðtÞjj2L2 þ
ens
sþ 1 jju
eðtÞjj2sþ2L2sþ2 ¼ Eeð0Þ:
(2) For any admissible pair ðq; rÞ; there exists CrðIÞ independent of e such that
jjvejjLqðI ;LrÞ þ jjAevejjLqðI ;LrÞ þ jjBevejjLqðI ;LrÞpCrðIÞe1=q: ðA:4Þ
(3) For any admissible pair ðq1; r1Þ and ðq2; r2Þ; there exists Cr1;r2ðIÞ independent of e
such that
e
1
q1
þ 1
q2
Z
I-fsptg
U e0ðt  sÞFðsÞ ds




Lq1 ðI ;Lr1 Þ
pCr1;r2ðIÞjjF jjLq02 ðI ;Lr02 Þ:
We did not state Strichartz estimates for ue in (A.4). First, we noticed at the end of
Section 3 that they are not really needed, for knowing such estimates for ve is
enough. On the other hand, we could get these estimates for ue thanks to the
following change of unknown (see [3]). Deﬁne u˜e by
u˜eðt; xÞ ¼ 1
ð1þ t2Þn=4
e
i t
2eð1þt2Þ jxj
2
ue arctan t;
xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ t2p
 
: ðA:5Þ
Then u˜e solves
ie@tu˜e þ 1
2
e2Du˜e ¼ ensð1þ t2Þns21ju˜ej2su˜e:
Since we have to consider bounded values for t; Strichartz estimates for ue are a
consequence of Lemma 2.2, along with the remark that
Ae t þ p
2
 
¼ BeðtÞ:
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Using either one of the above two arguments, we have the ﬁrst result,
Theorem A.2. Let T40: The following properties are equivalent,
(1) The function ve is an approximation of ue on the time interval ½0; T 
;
sup
0ptpT
ðjjueðtÞ  veðtÞjjL2 þ jjerxueðtÞ  erxveðtÞjjL2
þ jjxueðtÞ  xveðtÞjjL2Þ e-0
! 0:
(2) The function ve satisfies
lim sup
e-0
sup
0ptpT
ensjjveðtÞjj2sþ2L2sþ2 ¼ 0: ðA:6Þ
This result is proved the same way as Theorem 1.1. Notice that from (A.3), (1) is
equivalent to
sup
0ptpT
ðjjueðtÞ  veðtÞjjL2 þ jjAeðtÞðue  veÞjjL2 þ jjBeðtÞðue  veÞjjL2Þ e-0
! 0:
Since Ae and Be commute with the linear equation and act on the nonlinearity like
derivatives, each of them plays the same role as erx in Theorem 1.1.
Remark. Notice that as in Theorem 1.1, the proof that ð1Þ ) ð2Þ does not rely on
the assumption s42=n; since it is a consequence of the conservation laws. In
particular, this result could be used to study Bose–Einstein condensation in space
dimensions one and two.
To state the analog of Theorem 1.2, notice that (A.5) turns (A.2) into (1.7).
Theorem A.3. Let T40 and assume that (1.9) is not satisfied. Then:
(1) There exists 0oT0pp such that
lim sup
e-0
sup
0ptpT0
ensjjveðtÞjj2sþ2L2sþ240:
(2) Up to the extraction of a subsequence, there exist an orthogonal family ðtej ; xej ÞjAN
in 
0; p½Rn; a family ðCecÞcAN; bounded in H1e ðRnÞ; and a (nonempty) family ðjjÞjAN
bounded in FðH1ÞðRnÞ; such that for all cAN and all xARn;
ue0ðxÞ ¼ CecðxÞ þ recðxÞ; with lim sup
e-0
jjU eðtÞrecjjLN
loc
ðRþ;L2sþ2e Þ c-N

! 0;
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and for every cAN; the following asymptotics holds in L2ðRnÞ; as e-0;
CecðxÞ ¼
Xc
j¼0
1
ðsin tej Þ
n
2
jj
x  xej cos tej
sin tej
 !
e
i
jxj2þjxe
j
j2
2e cot t
e
jþi
x:xe
j
2e sin te
j þ oð1Þ:
Moreover, we have lim supe-0
tej
e ¼ þN for all jAN; and there is an integer jAN such
that tejA½0; T0
:
Remark. In particular, if the nonlinear term remains negligible up to time
T ¼ p; then it is always negligible. Notice that the ﬁrst point of the theorem
is actually a consequence of the proﬁle decomposition stated in the second
point. This phenomenon can be compared with a result stated in [3], where
the special case s ¼ 2=n is considered. Let u be the solution of the initial value
problem (notice that the nonlinearity is attractive, and not repulsive as in the
present paper),
i@tu þ 1
2
Du ¼ jxj
2
2
u  juj4=nu; ðt; xÞARþ  Rn;
ujt¼0 ¼ u0:
8<:
If the mass of u0 is critical (that is, if its L
2-norm is that of the solitary wave
associated to (1.2)), then blow up in ﬁnite time may occur. But if the solution has not
collapsed up to time t ¼ p; then it never blows up.
Remark. Such initial data still make the nonlinear term relevant at time t ¼ tej
(concentration at the point xej ) in the case s ¼ 2=n; in particular for Bose–Einstein
condensation. The open question is: are they the only ones?
Corollary A.4. Assume that for every Wigner measure m0 associated with the data u
e
0
and for every yARn;
m0>dðx  yÞ#dx:
Assume moreover that there exists 0oTpp such for every yARn and for every
tA
0; T ½;
m0>dx#dðx x cot t  yÞ:
Then
lim sup
e-0
sup
0ptpT
ensjjveðtÞjj2sþ2L2sþ2 ¼ 0:
In other words, ue is linearizable on ½0; T 
: Moreover, if one can take T ¼ p; then ue is
linearizable on Rþ:
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We ﬁnally analyze the case where the initial data ue0 has the form displayed in
Theorem A.3,
ue0ðxÞ ¼
XJ
j¼1
1
ðsin ; tjÞ
n
2
fj
x  xj cos tj
sin tj
 
e
i jxj
2þjxj j2
2e cot tjþi
x:xj
2e sin tj þ re0ðxÞ; ðA:7Þ
where fjAS; xjARn; tjA
0; p½; with ðtj; xjÞaðtk; xkÞ if jak: We also assume that re0 is
bounded in Se and that its free evolution re; deﬁned by
ie@tre þ 1
2
e2Dre ¼ jxj
2
2
re;
rejt¼0 ¼ re0;
8<: ðA:8Þ
satisﬁes (A.6) for some 0oTpp: For 1pjpJ; we deﬁne vej as the solution of the
initial value problem
ie@tvej þ
1
2
e2Dvej ¼
jxj2
2
vej þ ensjvej j2svej ; ðt; xÞARþ  Rn;
vejjt¼0 ¼
1
ðsin tjÞ
n
2
fj
x  xj cos tj
sin tj
 
e
i jxj
2þjxj j2
2e cot tjþi
x:xj
2e sin tj :
8>><>>: ðA:9Þ
The asymptotics for vej is described in [4] for tj ¼ p=2: For tjap=2; it is similar and
can be deduced by a time translation.
Theorem A.5. Assume that ue0 is given by (A.7). Then for any T40 such that
lim sup
e-0
sup
0ptpT
ensjjreðtÞjj2sþ2L2sþ2 ¼ 0;
the following asymptotics holds in LNð0; T ; L2Þ as e goes to zero:
ue ¼
XJ
j¼1
vej þ re þ oð1Þ:
Remark. All the above results could be generalized to the case of an anisotropic
potential,
VðxÞ ¼ 1
2
ðo21x21 þ o22x22 þ?þ o2nx2nÞ;
with ojX0; not necessarily all equal. Mehler’s formula in that case is different
but analogous, hence Strichartz estimates are still available. The technical point
then consists in replacing the operators Ae and Be by their vectorial counterparts
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deﬁned by
Aej ðtÞ ¼ ojxj sinðoj tÞ  ie cosðoj tÞ@j; Bej ðtÞ ¼ ojxj cosðoj tÞ þ ie sinðoj tÞ@j:
The asymptotics of the corresponding vej ’s are discussed in some particular cases
in [4].
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