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Abstract
A flexible statistical approach for the analysis of time-varying dynamics of transaction
data on financial markets is here applied to intra-day trading strategies. A local adap-
tive technique is used to successfully predict financial time series, i.e., the buyer and the
seller-initiated trading volumes and the order flow dynamics. Analysing order flow series
and its information content of mini Nikkei 225 index futures traded at the Osaka Securities
Exchange in 2012 and 2013, a data-driven optimal length of local windows up to approxi-
mately 1-2 hours is reasonable to capture parameter variations and is suitable for short-term
prediction. Our proposed trading strategies achieve statistical arbitrage opportunities and
are therefore beneficial for quantitative finance practice.
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1 Introduction
Modelling and short-term forecasting of transaction data has become an important goal
in academia and in practice. While understanding high-frequency dynamics, researchers
suggest more accurate modelling solutions and provide more precise out-of-sample fore-
casting results. A successful application in intra-day trading practice similarly demands
carefully chosen trading strategies and financial solutions at any trading minute during
the trading hours at a securities exchange.
This paper introduces a flexible framework for an useful data-driven application of time-
varying dynamics for retrieving valuable information from transaction data at financial
markets. The proposed financial steps and trading execution strategies start by employing
the the so-called local adaptive multiplicative error models by Härdle et al. (2014) due
to their demonstrated predictive accuracy. In adaptive forecasting of aggregate trading
volume series these models statistically outperform benchmark models. Here we use them
to meet the demands of business practice as we discuss the information content of the
volume and the order flow series dynamics as well as the temporary imbalance between
buy and sell orders. Our paper thus contributes to the financial and banking literature,
as the dynamics of several (key) high-frequency financial time series is carefully analysed
and successfully applied in intra-day trading.
The modelling and the forecasting part of our study integrates the local parametric ap-
proach originally proposed by Spokoiny (1998) and the multiplicative error models intro-
duced by Engle (2002) and therefore accommodates time-varying parameters, see, e.g.,
Härdle et al. (2014). From statistical perspective, in (volume and order flow) time series
modelling, longer data intervals induce a large modelling bias and shorter ones lead to
quite volatile parameters. The aim is here to strike a balance between the bias and the
(in)efficiency at each point in time while finding an estimation window with potentially
varying length, the so-called interval of homogeneity, in which one can safely assume a
parametric multiplicative error model (with constant parameters) to hold. This is done
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by a sequential testing procedure and the resulting intervals are used in our study for
prediction and the performance evaluation of competing trading strategies.
Order flow dynamics provides valuable information for inferring the direction of price
moves, as documented in recent literature. Although trading activity is generally consid-
ered to be important and informative, its measurement is still contentious in the litera-
ture. For example, Jones et al. (1994) show that the positive relation between volume
and price moves is due to the number of trades and not the transaction size. They con-
clude that volume has no information content beyond that which is already impounded
in the number of transactions. On the contrary, Chan and Fong (2000) and Chordia et al.
(2002) find that trade size is more significant in explaining the volume-volatility relation,
particularly when it is employed to measure the aggregate order flow between buyer- and
seller-initiated trades. Moreover, Chordia et al. (2001) and Cairney and Swisher (2004)’s
papers highlight the importance of order flow as a measure of trading activity. Their re-
sults demonstrate that order flow is more valuable than volume in inferring the direction
of price moves for the next trading day. The implication of this finding in the context of
designing trading strategies that yield anomalous returns is obvious.
Adaptive order flow modelling is suitable for understanding of the imbalances in trades
initiated by market orders at transaction level. Order flow or order imbalance makes
sense, strictly speaking, when there is a middleman to make the market by holding an
inventory to accommodate temporary imbalance between buy and sell orders. For a fully
automated exchange that has no designated market maker, there is no order flow in
the sense of inventory management. As the underlying construct of order flow is trade
direction, one could still entertain order flow for trades executed by a computer. A market
order that hits a limit order at the ask price could be considered as buyer-initiated, and
seller-initiated trades are those executed at bid prices. The imbalance in trades initiated
by market orders is then defined analogously as the difference between those that hit the
ask and those that hit the bid. It is of our outmost interest to employ trading strategies
based on the predicted imbalances in trades.
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In summary, our paper’s objectives include short-term order flow forecasting and intra-day
trading. Adaptive order flow modelling provides a sound framework for the prediction of
transaction data. While employing numerous intra-day trading strategies, our method-
ology provides valuable insides into the dynamics of imbalances in trades initiated by
market orders for inferring the direction of price moves and represents a basic building
block in securities trading.
The remainder of the paper is structured as follows. After the data description in Section
2, the local adaptive multiplicative error model framework is introduced in Section 3.
Empirical results concerning the modelling and the forecasting of the order flow series
are provided in Sections 4 and 5. Section 6 concludes.
2 Data
In adaptive order flow time series forecasting we focus on the high-frequency dynamics of
mini Nikkei 225 index future contracts due to the availability of the intra-day data. Our
data originate from the Osaka Securities Exchange, where mini Nikkei 225 index futures
are actively traded in the regular session from 9:00 till 15:10 Japan time (UTC+9:00).
The contract size (also known as the price multiplier) of this futures contract is U100,
and the minimum tick size is 5 index points. The contract months follow a quarterly
cycle: Mar (H), Jun (M), Sep (U), and Dec (Z). The last trading day is the business day
preceding the second Friday of each contract month, whereas the final settlement day is
the business day preceding the second Friday of each contract month.
Our main data service provider is Bloomberg, which assigns the ticker symbol NO to the
mini Nikkei 225 index futures traded exclusively at the Osaka Securities Exchange. We
obtain the records of each trade and every best quote that enter into Bloomberg’s ticker
plant through the Excel API. The data fields are Date and Time, Type (whether it is
bid, ask or trade), Size (number of contracts), Condition Codes, and Exchange Code.
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Our sample period is from 28 June 2012 to 24 May 2013. We analyse the following series:
i. NO12U: 28 June - 13 September 2012
ii. NO12Z: 14 September - 13 December 2012
iii. NO13H: 14 December 2012 - 7 March 2013, and
iv. NO13M: 8 March - 24 May 2013.
The chronologically arranged data records allow us to infer the trade direction of each
trade. We check the best bid and the best ask price prior to each trade. If a trade occurs
at the ask price, it is classified as buyer-initiated trade, and the volume traded is called
the buyer-initiated volume. Conversely, if a trade occurs at the bid price, it is labelled
as seller-initiated trade, and seller-initiated volume accordingly. Data on 4 March 2013
are excluded because the trading stopped between 11:06 and 14:10, as well as the data
after 15:00 at all trading days to avoid the large price swings that typically occur during
market closing. In total, our high-frequency tick data span 218 trading days, and each
day starts from 09:01 to 15:00.
We use 1 minute as the time interval to aggregate the buyer- and seller-initiated volumes.
The 1-minute (absolute) order flow is computed as the aggregate buyer-initiated volume
minus the seller-initiated volume. The relative order flow equals the ratio between the
buyer-initiated volume to the aggregate volume. Over the sample period, a total of 78,480
minutes of observed order flows are obtained.
We denote the one-minute cumulated buyer-initiated volumes at day d and minute i by
y̆bi,d. Similarly, the seller-initiated volume are notated by y̆si,d. The price data includes the
ask Sad,i, the bid Sbd,i and the transaction price Sd,i at beginning of minute i.
Trading volume data displays an intraday pattern. To account for the intraday peri-
odicity effects we follow econometric literature and use a Flexible Fourier Series (FFS)
approximation, see, Gallant (1981). The seasonally adjusted volumes are given by
5
































Figure 1: Estimated intraday periodicity factors for the buyer-initiated (upper panel) and
the seller-initiated (lower panel) trades for the ’mini Nikkei 225 index futures’ traded at
the Osaka Securities Exchange on 13 December 2012 (NO12Z), 7 March 2013 (NO13H)
and 24 May 2013 (NO13M)
- Buyer-initiated volume, ybi,d = y̆bi,d/sbi,d−1
- Seller-initiated volume, ysi,d = y̆si,d/ssi,d−1
for d = 31, . . . , 218 (13 August 2012 - 24 May 2015), i = 1, . . . , 360 with periodicity com-
ponent si,d−1 at minute i and day d. The later are estimated based on a 30-day rolling
window basis, see, e.g., Engle and Rangel (2008). Consider (s1,d−30, . . . , s360,d−1)> and
si,d−1 = δı̄i +
M∑
m=1
{δc,m cos (̄ıi · 2πm) + δs,m sin (̄ıi · 2πm)}
where ı̄ = (̄ı1, . . . , ı̄360)> = (1/360, . . . , 360/360)> denotes the intraday time trend. The
estimated periodicity factors for the volume series on the last days of the NO12Z, NO13H
and NO13M series (13 December 2012, 7 March 2013 and 24 May 2013) are displayed on
Figure 1.
The estimated intraday periodicity factors for the buyer- and the seller-initiated volumes,
reveal typical intraday trading patterns: the volume is relatively high during the opening
hours and during the closing period. Less contracts are traded during midday phase.
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3 Local Adaptive Multiplicative Error Models
In financial econometrics it is a challenging task to understand the trading volume and
the order flow dynamics. Local adaptive multiplicative error models are used for analysing
and forecasting of high-frequency time series, see Härdle et al. (2014). Their framework
employs the local parametric approach (LPA) originally proposed by Spokoiny (1998) to
the multiplicative error models (MEM) introduced by Engle (2002). The underlying idea
is to find an estimation window, the so-called interval of homogeneity, in which one can
safely fit a parametric multiplicative error model with constant parameters. Since the
methodology accounts for time-varying MEM parameters and because it selects data-
driven estimation windows here we use it for high-frequency time series forecasting.
3.1 Multiplicative Error Models
The multiplicative error model by Engle (2002) plays an important role in the analysis
of positive valued financial market data, such as trading volumes, durations, bid-ask
spreads or price volatilities. In high-frequency financial data modelling Engle and Russell
(1998) used a special type of a MEM, i.e., the so-called autoregressive conditional duration
(ACD) model, see a comprehensive MEM literature overview by Hautsch (2012).
The MEM models a non-negative valued time series, denoted by y = {yi}ni=1, as a product
between its conditional mean µi and an unit mean positive valued error term εi
yi = µiεi, E [εi | Fi−1] = 1 (1)
conditional on the information set Fi up to observation i. The conditional mean µi follows
an ARMA-type specification







with parameter θ = (ω, α>, β>)> where α = (α1, . . . , αp)> and β = (β1, . . . , βq)> col-
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lect the parameters associated with lagged observations of the process and its lagged
conditional mean, respectively.
Motivated by econometric literature we assume that the error term follows a (standard)
exponential distribution and thus focus on the Exponential-ACD (EACD) model, see, e.g.,
Engle and Russell (1998) and Härdle et al. (2014). By utilising the (quasi) maximum
likelihood estimation, the (quasi) log-likelihood function over a (right-end) fixed interval
I = ( i0 − n, i0 ] of n observations at time point i0 is given by








I {i ∈ I} (3)
where I {•} denotes the indicator function. The (quasi) maximum likelihood estimate
over interval I is then given by
θ̃I = arg max
θ∈Θ
`I (y; θ). (4)
3.2 Local Adaptive Multiplicative Error Models
In modelling trading volume and order flow series we utilise the local adaptive multi-
plicative error model framework by Härdle et al. (2014) to meet the quantitative practice
demands. A data-driven approach in parameter estimation and hypothesis testing is pro-
posed with the focus on the selection of reasonable (tuning) parameter constellations for
each of the analysed high-frequency series. It is therefore expected that our empirical
results provide valuable insides into high-frequency dynamics. This part describes the
statistical modelling background while empirical evidence is provided in Section 4.
There are four basic steps in the application of the local adaptive multiplicative error
models. The statistical framework part discusses the underlying idea and introduces
the statistical background. A detailed description of the so-called local change point
detection test and the resulting testing procedure enable us to determine the interval of
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homogeneity. The adaptive estimation part finally defines the adaptive estimate, that is
used in further analysis, particularly in forecasting time series and in intra-day trading.
Statistical Framework
Including more observations in an estimation window enlarges the modelling bias and
reduces the variability of the estimate. The key idea is therefore to strike a balance be-
tween the modelling bias and the parameter variability, which can be accomplished by
approximating the ’true’ model by a parametric model with constant parameters over a
’relatively short’ time interval. This local parametric approach has been originally pro-
posed Spokoiny (1998) and since then it has been gradually introduced into econometric
time series literature. For an application to daily data, including exchange rates, index
returns and stock index returns, see, e.g., Mercurio and Spokoiny (2004), Čížek et al.
(2009) and Chen et al. (2010). The study by Härdle et al. (2014) applied the framework
to the high-frequency volume series.
The proposed framework covers the case of time-varying coefficients that are either
smooth functions of time or that are modelled as piecewise constant functions of time.
Parameters can thus vary over time as the interval changes and can account for discon-
tinuities and jumps as a function of time. The quality of the local approximation is
theoretically measured by the Kullback-Leibler divergence and in practice a sequential
testing procedure is developed to determine the ’optimal’ window. The later procedure
helps us to find the so-called interval of homogeneity at any fixed time point i0. It is thus
safe to assume the (multiplicative error) model to hold over the resulting interval.
The data intervals used in the sequential testing procedure include K+1 nested intervals
with fixed right-end point i0, i.e., Ik = [i0 − nk, i0] of length nk, I0 ⊂ I1 ⊂ · · · ⊂ IK . The
lengths of the underlying intervals are assumed to evolve on a geometric grid with initial





. Here a suitable selection of the
initial length n0 and the multiplier c is based on empirical results provided in Section 4.
Based on the test outcome at fixed time point i0, one of these K + 1 intervals will then
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be regarded as the interval of homogeneity. In the sequel the interval of homogeneity is
used for short-term adaptive forecasting of the order flow series.
Local Change Point Detection Test
Searching for the interval of homogeneity among the K + 1 interval candidates is based
on a sequential procedure, i.e., the local change point detection test is constructed as a
sequential test. The null H0 of the test at step k means that the (interval) sequence up
to Ik is homogeneous. The alternative hypothesis H1 states that there exists a change
point within Ik. Note that here we are not interested in the change point(s) position(s)
per se, i.e., we are searching if there exists a change point at all within the investigated
data interval Ik or not.
By assuming that the interval I0 is homogeneous, the test statistics at the first step (i.e.,

















with intervals J1 = I1 \ I0, A1,τ = [i0 − n2, τ ] and B1,τ = (τ, i0] that use only a part of the
observations within I2. As the location of the change point is unknown, the test statistic
considers the supremum of the corresponding likelihood ratio statistics over all τ ∈ J1.
The calculation of the test statistic at step k is conducted similarly as at the first step,
and the procedure is illustrated in Figure 2. By assuming that the null of parameter

















Data from the interval Ik+1 have been similarly used to determine the intervals Jk =
Ik \ Ik−1, Ak,τ = [i0 − nk+1, τ ] (coloured red in Figure 2) and Bk,τ = (τ, i0] (coloured
blue in Figure 2), whereas the test statistic considers the supremum of the corresponding
likelihood ratio statistics over all τ ∈ Jk. While testing for parameter homogeneity of the
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interval Ik, one considers the supremum over all points τ of the sum of the log likelihood
values over the intervals Ak,τ = [i0 − nk+1, τ ] and Bk,τ = (τ, i0] in relation to the fitted
likelihood for data within Ik+1 ranging from i0 to i0 − nk+1.
Local Parametric Approach 3-5
Frame
Local Parametric Approach 3-4
Local Change Point Detection Test
  Spokoiny (2009): x t0, sequentially test (k = 1, . . . ,K ):
H0 : ∀τ ∈ Jk , θt = θ vs. H1 : ∃τ ∈ Jk , θ1 6= θ2


















Figure 2: Graphical illustration of the intervals used in testing for parameter homogeneity
of the interval Ik of length nk = |Ik| ending at fixed time point i0. The search for a
possible change point τ is conducted within the interval Jk = Ik \ Ik−1. The red dotted
interval marks Ak,τ and the blue interval marks Bk,τ splitting the interval Ik+1 into two
parts depending upon the position of the unknown change point τ . Source: Härdle et al.
(2014)
Critical values for the local change point detection test at step k are simulated under
the null of the homogeneity of the interval sequence up to interval Ik. This simulation
became an integral part of the test since explicit distributional properties of the test
statistic (6) are difficult to assess. In the following Section 4 we provide and discuss the
simulated critical values for the test for the buyer- and seller-initiated trading volume
series, as well as for the order flow dynamics. As explained there, the critical values are
simulated for data-driven realized parameter constellation and are relatively insensitive
to the parameter selection after few steps of the procedure.
Testing Procedure
By comparing the test statistic at step k with the corresponding critical value, we can
define the interval of homogeneity I
k̂
as follows. If the null on parameter homogeneity of




is considered as homogeneous. By k̂ we denote the index of the interval of
homogeneity. Note that if the null has been rejected at the first step, then the interval of
homogeneity becomes the smallest considered data interval I0, and if the algorithm goes
until K, then IK is selected.
Adaptive Estimation
After finding the interval of homogeneity, denoted by I
k̂
, the adaptive estimate is the
(Q)MLE at the interval of homogeneity, thus θ̂ = θ̃I
k̂
. This adaptive estimate at fixed
observation i0 is then finally used for short-term prediction of the considered (volume
or order flow) time series. A short summary of the local adaptive multiplicative error
modelling framework, i.e., the local change point (LCP) detection test and the adaptive
estimation at fixed observation i0, is for convenience provided in Table 1.
LCP: step 1
- Select intervals: I2, I1, J1 = I1 \ I0, A1,τ = [i0 − n2, τ ] and B1,τ = (τ, i0]

















- Select intervals: Ik+1, Ik, Jk = Ik \ Ik−1, Ak,τ = [i0 − nk+1, τ ] and Bk,τ = (τ, i0]





















of the ’daily’ estimate θ̃K and the
desired tuning parameter constellation
- Compare Tk with the simulated critical value zk at step k
- Decision: reject the null of parameter homogeneity if Tk > zk
Adaptive Estimation
- Interval of homogeneity I
k̂
: the null has been firstly rejected at step k̂ + 1
- Adaptive estimate: θ̂ = θ̃
k̂
, i.e., (Q)MLE at the interval of homogeneity
Table 1: Summary of the local change point (LCP) detection test and the adaptive
estimation at fixed observation i0. Here τ denotes the unknown change point and nk
represents the length of the interval Ik. Source: Härdle et al. (2014). The table has been
slightly adjusted to our exposition.
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4 Order Flow Dynamics
Empirical results related to the adaptive modelling and forecasting of order flow series
are discussed in this section. The presented local adaptive methodology is now applied
to the analysed time series, namely, the (seasonally adjusted) buyer-initiated volume,
the (seasonally adjusted) seller-initiated volume, the order flow and the relative order
flow series. The order flow is given as the difference between the buyer and seller-initated
volume, whereas the relative order flow is calculated as a ratio between the buyer-initiated
volume and the total volume.
4.1 Adaptive Estimation
The simulation of the critical values is for the analysed time series based on the quartiles
of the corresponding estimated daily MEM parameters. For the period from 14 August
2012 to 24 May 2013, Table 2 illustrates the resulting quartiles. One observes higher
(daily) persistence α̃+ β̃ for the volume series, as compared to the order flow dynamics.
This nine cases build our starting point while simulating the critical values for the local
change point detection test. Since the values for the volume series exhibit similar results,
it is quite convenient to use the average parameter constellations for fixed persistence
level in the simulation.
By employing the local adaptive multiplicative error model testing procedure, one selects
(nested with right-end fixed) data intervals. A scheme with K + 1 = 15 intervals has
been employed. The lengths of the selected intervals are therefore:
{15, 19, 24, 30, 38, 48, 60, 75, 94, 118, 148, 185, 231, 289, 360}.
For convenience we use 360 observations (i.e., one trading day) in the last selected interval
and employ the EACD(1, 1) model.
Simulated critical values for parameters of the volume and order flow series are displayed
in Figure 3. As already pointed out, we focus on the average values between the buyer-
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Model Buyer-initiated Seller-initiated Order FlowLow Mid High Low Mid High Low Mid High
ω̃ 0.10 0.22 0.46 0.10 0.21 0.38 0.17 0.23 0.32
α̃ 0.11 0.16 0.19 0.12 0.15 0.17 0.12 0.18 0.22
β̃ 0.45 0.63 0.73 0.52 0.66 0.74 0.24 0.36 0.45
α̃ + β̃ 0.56 0.79 0.92 0.64 0.81 0.91 0.36 0.54 0.67
Table 2: Quartiles of estimated MEM parameters based on an estimation window covering
one day, i.e., 360 observations, for the buyer and seller initiated volume series, as well as
for the order flow series from 14 August 2012 to 24 May 2013 (187 trading days) using
the EACD model specification. The order flow series represents the ratio of the buyer
initiated volume to the total volume (buyer and seller initiated volume). We label the
first quartile as ’low’, the second quartile as ’mid’ and the third quartile as ’high’.
initiated and the seller-initiated series while simulating the critical values for the volume
series. The resulting critical value curves do not change significantly between different
persistence levels. Already after few steps the critical value curves exhibit stable patterns.
The presence of outliers significantly changes the length of the selected intervals of homo-
geneity, see Härdle et al. (2014). In the testing procedure we therefore carefully analysed
the effect of the largest observed three values (i.e., data points) within each interval. This
selection indeed provides identical evidence (for brevity these results are not shown here).
In order to account for potential sensitivity of the simulation results, we adopt a data
driven approach to select critical value curves in the testing procedure. At each minute
of the testing procedure we thus select the critical values that are closest to the reported
daily persistence level in Table 2. For example, the estimated parameter vector over
the past 360 observations for the buyer-initiated volume on 30 April 2013 at 14:00 is
(0.07, 0.22, 0.69)>. Since the persistence level equals α̃+ β̃ = 0.22+0.69 = 0.91, we select
the critical values based on the high persistence level.
It is a reasonable practice to use up to 2 hours of observed data in the modelling of trading
volume and (relative) order flow time series at a given trading minute, see, e.g., Figure
4. By selecting the interval lengths based on the interval of homogeneity, one strikes a




































Figure 3: Simulated critical values of an EACD(1, 1) model and chosen parameter con-
stellations according to Table 2. Volume series upper panel, order flow lower panel. For
the volume series, the average values between the buyer-initiated and seller-initiated se-
ries are selected. The curves are associated with the low (blue), mid (green) and high
(red) persistence levels (α̃ + β̃).
Sep 2012 Nov 2012 Jan 2013 Mar 2013 May 20130
60
120 Buyer−initiated volume
Sep 2012 Nov 2012 Jan 2013 Mar 2013 May 20130
60
120 Seller−initiated volume
Sep 2012 Nov 2012 Jan 2013 Mar 2013 May 20130
60
120 Relative order flow
Figure 4: Estimated length of intervals of homogeneity (in minutes) for buyer-initiated,
seller-initiated and the order flow series expressed as the ratio between the buyer-initiated



































Figure 5: Average estimated daily length of intervals of homogeneity (in minutes) and
average daily persistence for buyer-initiated volume, seller-initiated volume and relative
order flow series from 14 August 2012 to 24 May 2013 (186 trading days).

































Figure 6: Average estimated length of intervals of homogeneity (in minutes) and per-
sistence for buyer-initiated volume, seller-initiated volume and relative order flow series
over a course of a typical trading day.
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literature on adaptive high-frequency forecasting, this leads to significantly better results
as compared to the ad hoc selection of estimation windows.
Finally, the average values of the obtained resulting intervals of homogeneity are pro-
vided in Figures 5, across trading days, and 6, over the course of a typical trading day.
Apparently the length of the selected average daily intervals are relatively shorter at the
end of the respective futures series; recall that the contract months follow a quarterly
cycle: Mar (H), Jun (M), Sep (U), and Dec (Z). Even after accounting for intraday-
periodicity, we observe a slight increase in the length of the selected intervals during the
day. This observation is most likely caused by the overnight effect, since in modelling at
the beginning of a trading day we use previous day’s data.
4.2 Forecasting Order Flow Series
Based on the adaptive modelling results we proceed with the short-term adaptive fore-
casting as this represents an important step in intra-day trading. Our forecasting period
covers the period from 14 August 2012 to 23 May 2013 (e.g., 186 trading days). The
recursively computed forecasts are updated at each minute, and we consider the horizons
h = 1, . . . , 5 min. The selection of 5 minutes is motivated by significant outperformance
of the local parametric approach relative to the benchmark with an ad hoc selected in-
terval length, see Härdle et al. (2014). The forecasts of the seasonally adjusted series are
multiplied by the seasonality component associated with the previous 30 days in order to
avoid forward looking biases.
Figure 7 plots the predicted order flow and relative order flow series in 2012, i.e., during
the period from 14 August to 28 December 2012 (94 trading days), whereas Figure 8
displays the results during the remaining 92 trading days (in 2013), i.e., from 4 January
to 23 May 2013. The plots thus display the predictions of the (relative) order flow series
over the forecasting horizon (here set to 5 minutes) at each trading minute.
Our out-of-sample analysis shows that the predictions exhibit scale comparable results
17




x 105 Order flow
Sep 2012 Oct 2012 Nov 2012 Dec 20120
0.5
1 Relative order flow
Figure 7: Predicted (relative) order flow at each minute during the period from 14 August
to 28 December 2012 (94 trading days). The forecasting horizon is set to 5 minutes.




x 105 Order flow
Jan 2013 Feb 2013 Mar 2013 Apr 2013 May 20130
0.5
1 Relative order flow
Figure 8: Predicted (relative) order flow at each minute during the period from 4 January
and 23 May 2013 (92 trading days). The forecasting horizon is set to 5 minutes.
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during both trading periods. There are, however, far less atypically large (by magnitude)
observations while analysing the order flow series during the second period (i.e., in the
first half of 2013). The relative order flow series exhibits strikingly a relatively low
number of very low volume predictions during the second (evaluation) period. This is
here attributed to the relatively low persistence levels.
The appearance of outliers has a significant impact on the length of the selected intervals
of homogeneity, see Härdle et al. (2014). This effect is here again confirmed by comparing
the forecasting results displayed in Figures 7 and 8 with the series of selected intervals of
homogeneity, see Figure 5. In periods with relatively many outliers the selected interval
of homogeneity shrinks and vice versa. In the relatively calm periods it is consequently
safe to assume relatively longer intervals of homogeneity as opposed to periods with more
trading activity concentrated over relatively short time period.
5 Intra-Day Trading
The local adaptive multiplicative error model exhibits outstanding short term out-of-
sample forecasting performance, see Härdle et al. (2014). This section addresses the
research question to which extend this framework improves intra-day trading activities.
Our goal here is to analyse the performance of several trading strategies, as well as to
achieve statistical arbitrage opportunities. In order to avoid forward looking biases, the
sample period is split into two non-overlapping phases, namely, the calibration period and
the evaluation period. During the former phase we analyse the results of the proposed
(intra-day) trading strategies, whereas during the later period our results are evaluated.
5.1 Trading Strategies and the Calibration Phase
In market microstructure, order flow essentially suggests the direction of the market.
When there are more buy market orders than sell market orders, then the market direction
19
would be typically up. Accordingly, more sell orders would lead to a price decrease.
Recall, we measure the order flow as the difference between the aggregate sizes of buyer-
initiated and seller-initiated trades. The relative order flow is accordingly given by the
ratio of the buyer-initiated volume to the total volume (sum of the buyer-initiated and
the seller-initiated volume). This two series are observed and predicted at every minute
in our sample.
The profitability of the local adaptive multiplicative error models in futures trading is
here assessed through the profit or loss resulting from ’trading’ one futures contract
over the forecasted period. Our study starts with a new transaction at the end of the
current minute and the offset transaction is made at the end of the forecasted period of
5 minutes. For example, let us suppose that the trader starts the trading at 09:02. At
the beginning of 09:02 the volume and (relative) order flow series before (and including)
09:01 is observed. Using the methodology presented above, the (relative) order flow series
for minutes 09:02,..., 09:06 are predicted. Based on the the resulting forecasts, at end of
09:02 the trader enters a position which is closed at end of 09:06. This process continues
at 09:03 and goes until 14:54.
Motivated by the common suggestion that positive (negative) order flow suggests the mar-
ket to likely go up (down), we distinguish between the following three trading strategies:
- Strategy (i) ’Buy if positive and sell if negative’ - if the predicted order flow ex-
ceeds zero (or a given threshold) then the futures are ’bought’ now and ’sold’ after
5 minutes and if the predictions do not exceed the threshold then the opposite posi-
tions are entered. Concerning the relative order flow series, the futures are ’bought’
(’sold’) at the current minute if the predicted relative order flow exceeds 0.50 or
a given threshold and ’sold’ (’bought’) at the end of the forecasting period of 5
minutes. Effectively we select two threshold levels; either the threshold equals zero
or it is represented by the 95th percentile of the corresponding time series.
- Strategy (ii) ’Buy if positive’ - this strategy may be interesting to buyers that expect
the Nikkei Stock Average (Nikkei 225) index to rise. The contracts are ’bought’ only
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Figure 9: Cumulative profit in thousands Uper one contract during the calibration phase
between 14 August (09:01) and 28 December 2012 (15:00), 94 trading days. The equity
curves correspond to order flow predictions (upper panel) and to the relative order flow
predictions (lower panel). The strategies with zero threshold are shown with blue lines
and strategies with non-zero threshold are shown with red lines. The forecasting horizon
is set to 5 minutes.
if the predicted (relative) order flow series exceeds some threshold. The threshold
level equals zero or equals to the 95th percentile of the series of predicted (relative)
order flow series.
- Strategy (iii) ’Sell if negative’ - as opposed to Strategy (ii), this strategy may be
interesting to sellers that expect the Nikkei Stock Average (Nikkei 225) index to
fall. The contracts are ’sold’ only if the predicted (relative) order flow series does
not exceeds some threshold. Again, either the threshold equals zero or it equals to
the 95th percentile of the predicted (relative) order flow time series.
During the calibration period from 14 August to 31 December 2012 one observes that the
strategy (ii) can been considered best, see, e.g., Figure 9, as it leads to positive results
though the calibration phase. Interestingly, the results based on order flow series are
relatively insensitive to the threshold selection. Note, however, that the threshold may
improve the performance of strategy (iii). Performance of the strategies based on relative
order flow predictions reveals that the threshold leads to same final results at the end of
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Figure 10: Cumulative profit in thousands Uper one contract during the evaluation phase
between 4 January (09:01) and 23 May 2013 (15:00), 92 trading days. The equity curves
correspond to order flow predictions (upper panel) and to the relative order flow predic-
tions (lower panel). The strategies with zero threshold are shown with blue lines and
strategies with non-zero threshold are shown with red lines. The forecasting horizon is
set to 5 minutes.
the calibration, although the dynamics suggest that a zero threshold to be better. The
performance of the ’buy if positive and sell if negative’ strategy (i) is to a large extend
influenced by the (negative) results of ’buy if negative’ trading activity.
5.2 Trading Profit Evaluation
The previously discussed trading strategies are now applied to data following the calibra-
tion phase, i.e., here the sample period from 4 January to 23 May 2013 covers 92 trading
days. The results are presented in Figure 10.
Clearly the proposed trading strategy (ii) ’Buy if positive’ outperforms the other strate-
gies by a large margin. The cumulated profits are scale comparable to the results obtained
during the calibration phase. Based on the resulting profits, in most cases the threshold
values lead to slight improvements of the strategies. As with the calibration period, one
should be careful and not include the threshold component while employing the winning
strategy.
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There are no visible (quarterly) effects due to the different futures series, although this has
been indicated by the analysis of the selected intervals of homogeneity. This confirms that
adaptive selected methods indeed play a crucial role in order flow dynamics modelling.
It would be therefore inappropriate to use an ad hoc selected window length, see also
Härdle et al. (2014).
6 Conclusions
Adaptive order flow modelling is suitable for understanding of the imbalances in trades
initiated by market orders at transaction level. By employing the so-called Local adaptive
multiplicative error models by Härdle et al. (2014), the trading volume and order flow
dynamics of the analysed futures series has been captured successfully. Our flexible
adaptive approach yields potentially varying lengths of the ’optimal’ estimation windows.
Local windows of approximately 1-2 hours are reasonable to capture the dynamics of the
analysed order flow series. Interestingly, we found a slightly pronounced quarterly pattern
in the selected length of the so-called interval of homogeneity.
Order flow dynamics provides valuable information for inferring the direction of price
moves. In forecasting and intra-day trading, the proposed approach exhibits remarkable
results. The best statistical outperformance relative to a benchmark with ad hoc selected
intervals is achieved at forecasting horizons up to 3-5 minutes, see Härdle et al. (2014).
For this reason we used 5 minutes for the forecasting horizon in the intra-day trading
example. The most profitable in-sample based strategy (ii) ’Buy if positive’ (where the
contracts are ’bought’ only if the predicted (relative) order flow series exceeds zero) leads
also to best out-of-sample results.
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