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The study of dissipation and decoherence in generic open quantum systems recently led to the
investigation of spectral and steady-state properties of random Lindbladian dynamics. A natural
question is then how realistic and universal those properties are. Here, we address these issues by
considering a different description of dissipative quantum systems, namely the discrete-time Kraus
map representation of completely positive quantum dynamics. Through random matrix theory
(RMT) techniques and numerical exact diagonalization, we study random Kraus maps, allowing
for a varying dissipation strength, and their local circuit counterpart. We find the spectrum of the
random Kraus map to be either an annulus or a disk inside the unit circle in the complex plane,
with a transition between the two cases taking place at a critical value of dissipation strength.
The eigenvalue distribution and the spectral transition are well described by a simplified RMT
model that we can solve exactly in the thermodynamic limit, by means of non-Hermitian RMT
and quaternionic free probability. The steady-state, on the contrary, is not affected by the spectral
transition. It has, however, a perturbative crossover regime at small dissipation, inside which the
steady-state is characterized by uncorrelated eigenvalues. At large dissipation (or for any dissipation
for a large-enough system) the steady-state is well described by a random Wishart matrix. The
steady-state properties thus coincide with those already observed for random Lindbladian dynamics,
indicating their universality. Quite remarkably, the statistical properties of the local Kraus circuit
are qualitatively the same as those of the nonlocal Kraus map, indicating that the latter, which
is more tractable, already captures the realistic and universal physical properties of generic open
quantum systems.
I. INTRODUCTION
The controlled manipulation of a large number of quan-
tum degrees of freedom is becoming an experimental real-
ity, driven by quantum information processing and quan-
tum sensing applications. However, statistical deviations
to controlling protocols and interactions with the envi-
ronment are, to some degree, unavoidable. The ensu-
ing relaxation and decoherence effects are responsible for
computation errors and limit the accuracy of sensing de-
vices. Such processes are modeled by imperfect quan-
tum channels, which generalize unitary operations to an
open-system setup. Under rather general assumptions,
these completely positive maps can be considered memo-
ryless, thus acquiring the general form of so-called Kraus
maps [1]. However, in most cases, the exact non-unitary
dynamical map is not known, preventing concrete mod-
eling of these effects.
For closed quantum systems, a fruitful approach,
whenever the microscopic theory is unknown, has been
to rely on universal properties dictated solely by the sys-
tems’ symmetry and by their chaotic or integrable nature.
The agreement of quantities such as level spacing statis-
tics is so striking that the conformity of generic (i.e. non-
integrable) quantum systems to random matrix theory
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(RMT) has been formulated in the form of the quantum
chaos conjecture [2], whereas regular (integrable) dynam-
ics systems are expected to follow a Poissonian distribu-
tion [3].
While the quantum chaos conjecture has been exten-
sively used to model closed Hamiltonian systems (for a
comprehensive review see Ref. [4] and references therein),
a systematic application of RMT to open quantum se-
tups is more recent and still under development. Fol-
lowing pioneering works on non-Hermitian Hamiltoni-
ans [5–7], some studies focused on structureless discrete-
time quantum maps [8, 9], and decoherence effects in-
duced by a random environment [10, 11]. Recently, the
focus has shifted to continuous-time random Lindblad
dynamics of Markovian open quantum systems [12–16].
These efforts led to a thorough numerical characteriza-
tion of the spectral support, the spectral density, spec-
tral gaps, and steady-states, complemented by analytical
calculations based on perturbative arguments and non-
Hermitian RMT.
Given the wealth of recent results, two important over-
arching questions arise:
(i) How well do completely random models of open
quantum systems describe real physical systems?
(ii) How universal are the results found for the partic-
ular models studied so far?
A step towards answering question (i) has been taken
in Ref. [16] by including a notion of locality into the
random Lindbladian model. Notwithstanding, the study
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2of chaotic discrete-time quantum maps has, up to now,
been restricted to spatially structureless cases with no ad-
justable parameters controlling dissipation strength. Re-
garding question (ii), a new universal classification mea-
sure for non-Hermitian RMT was put forward in Ref. [17].
It was shown to apply to random matrices as well as to
realistic model examples, depending only on their sym-
metry — a result that provided some of the first ele-
ments to answer question (i) (see also Refs. [18, 19]).
Furthermore, the independence of the shape of the com-
plex Lindbladian spectral support from the particular
sampling scheme was discussed in Ref. [12]. Meanwhile,
other important questions remain unaddressed. One of
the most pressing is whether the universal nature of the
steady-state properties identified in Ref. [15] is indepen-
dent of the RMT ensemble or even from the continuous-
or discrete-time description of the dynamics.
The goal of this paper is to tackle the aforementioned
issues and make additional steps towards answering ques-
tions (i) and (ii). To this end, we consider a tractable
statistical model featuring periodic discrete-time dynam-
ics generated by a completely positive map as a model
for generic Floquet dynamics in an open quantum sys-
tem. We study the spectral and steady-state proper-
ties of structureless random Kraus maps and their local
circuit counterparts, built from matrices of the circular
unitary ensemble (CUE) [20, 21]. Our model is a more
structured refinement of that in Ref. [8], allowing for a
varying dissipation strength and to enforce locality onto
the evolution. It also enables direct comparison with pre-
viously studied random Lindblad dynamics through the
exponential map.
Remarkably, the spectral density (one-point function)
of the random quantum map can be analytically char-
acterized, including the spectral boundaries (as done for
random Lindblad dynamics [12]) and the spectral den-
sity (which was not yet accomplished in the Lindblad
case). We find the complex-valued spectrum to assume
either an annulus- or a disk-shaped distribution inside
the unit circle. Varying the strength of dissipation leads
to a transition from an annular to a disk spectral support.
While different from the spectrum of the random Lind-
blad Liouvillian (which assumes a lemon-like shape), the
disk/annular support we find here appears to be quite
ubiquitous for complex discrete-time quantum maps. In
contrast, the steady-state properties are essentially the
same as in the random Lindblad case, suggesting a high
degree of universality. The steady-state is not affected
by the spectral transition, displaying, however, the same
perturbative-to-RMT crossover regime at small dissipa-
tion, already observed for Lindbladian dynamics [15]. Fi-
nally, considering a 1D quantum dissipative circuit with
only local interactions does not qualitatively change the
results found in the unstructured case, pointing to a
common universality class for the statistical properties
of spatially unstructured random Kraus maps and local
circuits.
The paper is organized as follows. In Sec. II we define
the model studied. Nonlocal 0D Kraus maps and local
1D Kraus circuits are then separately analyzed in detail
in Sec. III and Sec. IV, respectively, before we draw our
conclusions in Sec. V. The Appendix presents a deriva-
tion of the spectral support and eigenvalue distribution
of the RMT model used to analytically describe the 0D
Kraus map.
II. PARAMETRIC RANDOM KRAUS
OPERATORS
Consider a quantum system in some initial state
ρ0. The action of a quantum dynamical map Φ
(with k decay channels) leads to a new state ρ1 =
Φ (ρ0) =
∑k
µ=1Kµρ0K
†
µ, where the Kraus operators
Kµ are subjected to the trace-preservation constraint∑k
µ=1K
†
µKµ = 1 [22, 23]. The successive action of
the quantum map, t times, leads to the final state ρt =
Φ (ρt−1) = Φt (ρ0). The superoperator Φ admits the ma-
trix representation
Φ =
k∑
µ=1
Kµ ⊗K∗µ. (1)
We parametrize the deviation of the Kraus map from
unitarity through a parameter p ∈ [0, 1], such that p = 0
corresponds to unitary evolution, while p = 1 corre-
sponds to the case of a structureless quantum map stud-
ied in Refs. [8, 9]. To this end, we consider two types of
Kraus operators Kµ (in total k = 1 + d):
K0 =
√
1− pU, with U†U = 1,
Kj =
√
pMj , with
d∑
j=1
M†jMj = 1.
(2)
Here, U is an N ×N unitary matrix, while the d Kraus
operators Mj are constructed as truncations of enlarged
Nd × Nd unitary matrices [24], following Ref. [8]: gen-
erate an Nd×Nd random unitary matrix V , formed by
d2 blocks Vij , i, j = 1, . . . , d, of dimension N ×N ,
V =

V11 V12 · · · V1d
V21 V22 · · · V2d
...
...
. . .
...
Vd1 Vd2 · · · Vdd
 , (3)
and take the d Kraus operators to be the blocks of the
first (block-) column, i.e. Mj = Vj1. The constraint∑d
j=1M
†
jMj = 1 is automatically satisfied because of
the orthonormality of the columns of V .1 By construc-
tion, the Kraus operators Kµ, µ = 0, . . . , d, satisfy
1 More generally, we could take the jth Kraus operator as any
(normalized) linear combination of (block-) columns of V , i.e.
Mj =
∑d
α=1 ψαVjα, with
∑d
α=1 |ψα|2 = 1. Without loss of
generality, we set ψ1 = 1 and ψα = 0 for α 6= 1 from now on.
3Figure 1. Global spectrum of the fully-connected quantum map, for different values of p ∈ [0, 1], N = 50, and d = 3. The
eigenvalues are obtained from exact diagonalization of the map (4). Ensemble averaging is performed such as to always obtain
at least 105 eigenvalues. (a)–(e): radial eigenvalue distribution (density); the dashed black line is given by the theoretical
prediction of Eq. (11). (f)–(j): eigenvalue density in the complex plane; the outer (inner) dashed line depicts the outer (inner)
circular boundary of radius R+ (R−), given by Eq. (10).
∑
µK
†
µKµ = 1. In what follows, to construct a random
Kraus map, we draw both U and V from the CUE.
III. 0D RANDOM QUANTUM MAPS
First, we consider the most general random quantum
map, without imposing any spatial structure. The quan-
tum system can be understood as N sites on a fully con-
nected graph (and hence interpreted either as a 0D or
∞D system). Quantum maps defined on a 1D lattice are
addressed in Sec. IV. The matrix representation of the
0D quantum dynamical map is given by
Φ = (1− p)U ⊗ U∗ + p
d∑
j=1
Mj ⊗M∗j . (4)
A. Spectral Properties
1. Numerical results
The spectrum of Φ in the complex plane, obtained by
exact diagonalization, is plotted in Fig. 1, for different
values of p, N = 50, and d = 3.
For p = 0 all the spectral weight lies on the unit cir-
cle and for p = 1 it uniformly covers the disk of radius
1/
√
d. For intermediate values, it forms an annulus with
well-defined inner and outer radius, R+ and R−, respec-
tively. The annulus closes to a disk, i.e. R− = 0, at a
finite value of pc < 1 depending only on d and not on
N , in the limit of large N . Using the ansatz explained in
Sec. III A 2, the value of pc, and more generally the func-
tions R±(p) can be computed analytically in the large-N
limit. Figure 2 shows the inner and outer radius of the
eigenvalue distribution for several values of d (d = 2, 3, 5
and 10). With increasing p, the spectrum first contracts
into a circle of radius smaller than 1/
√
d, before spread-
ing again and attaining a radius 1/
√
d at exactly p = 1.
The value of p for which the minimum value is attained
goes to p = 1 as d increases.
Because of the rotational invariance of the spectrum,
the spectral gap of Φ, corresponding to the slowest de-
caying mode, is given by ∆ = − log |R+|. The isolated
eigenvalue at λ = 1 corresponds to the fixed point of Φ,
i.e. the steady-state ρSS. This eigenvalue is not visible in
the plots due to its vanishing spectral weight. For asymp-
totic long times, ∆ is the rate at which a density matrix
approaches the steady-state ρSS under repeated applica-
tion of Φ, i.e ρt − ρSS ∝ e−∆t. Interestingly, ∆ is a non-
monotonous function of p, contradicting the naive ex-
pectation that a larger non-Hermitian component yields
faster relaxation. The eigenmodes of Φ with the fastest
decaying rates correspond to the smallest |λ|. For p > pc,
a number of such modes instantaneously vanish after the
first application of Φ. On the contrary, for p < pc all
modes have a finite lifetime.
2. RMT Model for the Quantum Map
The form of Eq. (4) makes it difficult to directly de-
termine the spectral density of Φ. Here, in order to an-
alytically characterize the eigenvalue distribution of this
quantum map, we analyze instead a tractable effective
RMT model given by
Φ˜ = (1− p)U+ p√
d
G, (5)
where U is an N2×N2 Haar-random unitary matrix and
G is an N2×N2 random matrix drawn from the Ginibre
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Figure 2. Inner and outer radius of the eigenvalue support
of the fully-connected quantum map, as a function of p, for
different d and N = 60. The points are the numerical results
from exact diagonalization of Φ from Eq. (4), the solid lines
give the analytical expressions from Eq. (10).
Unitary Ensemble (GinUE) [21, 25] with unit variance.2
The effective model (5) becomes exact in the double
limit N, d → ∞ and can be justified as follows. Start-
ing with the unitary contribution to Eq. (4), U ⊗ U∗ is
unitary, with eigenvalues exp{iϕαβ} ≡ exp{i(θα − θβ)},
α, β = 1, . . . , N , where exp{iθα} are the eigenvalues of
U , with flat spectral density %U (θ) = 1/(2pi) on the unit
circle. In the large-N limit, we can show that the spec-
tral density of U ⊗U∗ is also flat (we denote the spectral
density of U ⊗ U∗ by %⊗(ϕ) and the two-point function
of U by R2(θ1, θ2)):
%⊗(ϕ) =
∫
dθ1 dθ2R2(θ1, θ2) δ(ϕ− (θ1 − θ2)) = 2piR2(ϕ)
=
1
2pi
1
1− 1/N
(
1− 1
N2
(
sin(Nϕ/2)
sin(ϕ/2)
)2)
,
(6)
where we have used the translational invariance of the
CUE 2-point function,
R2(θ1, θ2) = R2(θ1 − θ2)
=
1
N(N − 1)
[(
N
2pi
)2
−
(
1
2pi
sin(N(θ1 − θ2)/2)
sin((θ1 − θ2)/2)
)2]
.
(7)
In the large-N limit, the second term inside the brackets
in Eq. (6) converges to (2pi/N) δ(ϕ), and hence, in this
limit, %⊗(ϕ) → 1/(2pi). The flatness of the spectrum is
all that is needed from the unitary contribution to allow
for the analytical computation.
Regarding the dissipative term in Eq. (5), it was con-
jectured in Ref. [8] that it can be approximated, for large
2 The effective model (5) does not account for the eigenvalue
1 (steady-state), thus describing only the annular/disk-shaped
bulk of the spectrum.
N and large d, by (1/
√
d)G.3 Alternatively, one can
note that each Mj is a truncation of a Haar-random uni-
tary and hence its entries are independent and identically
distributed Gaussian random variables with zero mean
and variance σ2M/N , where σ
2
M = 1/(2d) [24]. (Mj is
supported on a disk of radius 1/
√
d, but its eigenvalue
density is not flat inside this disk; it is instead flat on
the hyperbolic plane, whence there is an increase of the
spectral density near the boundary of the disk.) Now, let
Kj = Mj ⊗M∗j . Then, the first moment of Kj is
µK1 =
1
N2
〈TrKj〉 = 1
N2
〈
|TrMj |2
〉
=
2σ2M
N
=
1
Nd
,
(8)
which is zero in the large-N limit. The second moment
(equivalently the second cumulant) is
µK2 =
1
N2
〈
TrK2j − 〈TrKj〉2
〉
= 4σ4M =
1
d2
, (9)
plus corrections which vanish when N → ∞. So, we
arrive at the claim that Kj is represented by a ran-
dom matrix whose entries are random variables with zero
mean and variance 4σ4M/N
2. By the central limit theo-
rem of non-Hermitian matrices [26, 27], taking the sum
of d such matrices (which are almost independent since
the unitary constraints become less relevant as the di-
mensions of the matrices grow) results in a N2 × N2
(real) Ginibre matrix, whose matrix elements have vari-
ance 4dσ4M/N
2 = (dN2)−1, supported in a disk of radius
1/
√
d. If the matrix elements of Kj were normally dis-
tributed, then this result would also follow directly from
free probability at arbitrary and finite d. Since the entries
of Kj are not normally distributed, we have to resort to
the d → ∞ limit and then propose to extend the result
to small d. This last step is justified a posteriori by the
near-perfect agreement between numerical small-d results
and analytical large-d predictions.
In the Appendix, we study the general GinUE-CUE
crossover ensemble of matrices of the form Φ = aG+ bU,
a, b ∈ R, and compute its spectral support and eigenvalue
distribution. The results derived there can be readily
used to model the quantum map by setting a = p/
√
d
and b = (1− p).
Since the spectrum of both GinUE and CUE matrices
is isotropic in the large-N limit, so is that of the quantum
map. In perfect agreement with the numerical results of
the previous section, see Fig. 2, we find the spectrum to
be supported on an annulus whose inner and outer radii
are given by
R± =
1√
d
√
(1− p)2d± p2. (10)
The annulus-disk transition in the spectrum occurs at
R−(pc) = 0, i.e. pc = 1/(1 + 1/
√
d). For p < pc, R− is no
3 Our results show that d = 3 can already be considered as the
large-d limit if N is the order of a few tens.
5longer defined and the spectrum remains a disk (in which
case, we conventionalize R− ≡ 0). The function R+(p) is
not a monotonic function of p, its minimum, (d+ 1)−1/2,
being at pm = 1/(1 + 1/d) 6= pc. The radial eigenvalue
distribution, %(r) = 2pir%(r, θ), r ∈ [R−, R+], is given by,
%(r) = 2r
d
p2
(
1− (1− p)
2d√
p4 + 4(1− p)2d2r2
)
. (11)
The perfect agreement of the analytical radial distribu-
tion with the exact-diagonalization results can be seen in
Fig. 1 (a)–(e).
B. Steady-State Properties
The steady-state ρSS is the (in general unique) fixed
point of the quantum map Φ, Φ(ρSS) = ρSS. The model
described above supports nontrivial (i.e. non-fully mixed)
steady-states. We find that the steady-state properties
are similar to those of a random Lindbladian with non-
Hermitian jump operators [15]. This is an important
result as it corroborates that the properties of ρSS of non-
trivial generic quantum dynamical processes are solely
determined by universality arguments.
In order to characterize the steady-state, we consider
the following measures:
1. Steady-state spectrum (steady-state probability
distribution, PSS(λ) = Tr[δ(λ− ρSS)]).
2. Rényi entropies. We consider the nth moment of
the eigenvalue distribution through the nth Rényi
entropy Sn = Sn(ρSS):
Sn(ρ) = − 1
n− 1 log (Tr ρ
n) . (12)
In particular, the first Rényi entropy gives the von
Neumann entropy S1 = −Tr (ρSS log ρSS), while
the second Rényi entropy is related to the purity
of the steady-state, PSS = Tr ρ2SS = e−S2 .
3. Entanglement spectrum. We define an effective
Hamiltonian HSS = − log ρSS and study its spec-
trum, instead of the spectrum of the steady-state
itself. Of particular interest are its spectral statis-
tics (e.g. level spacing ratios), that can distinguish
an ergodic steady-state from a regular one.
In the following, we first analyze the limiting cases of
very large (p = 1) and very small (p → 0+) dissipation
separately, exactly determining their steady-state spec-
tral distributions. We then examine the crossover regime
interpolating between these two limits, paying special at-
tention to the purity and the correlations in the entan-
glement spectrum.
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Figure 3. Steady-state eigenvalue distribution (eigenvalues
centered at their mean, µSS, and rescaled by their standard-
deviation, σSS, at (a) small and (b) large dissipation, for
N = 40 and d = 2, 3, 5, 10. Coloured full lines correspond
to a smoothed histogram of eigenvalues obtained numerically
by exact diagonalization of 5000 steady-state density matri-
ces. The (rescaled and recentered) distributions conform to
a normal distribution N (0, 1) at small dissipation and to the
Marchenko-Pastur law (13) at large dissipation (black dashed
lines).
1. Large dissipation
At large dissipation, p → 1, the steady-state distribu-
tion conforms to a Marchenko-Pastur distribution [28],
see Fig. 3 (b), in agreement with general results of the en-
tanglement spectrum of random bipartite systems [29–33]
(where one takes the partial trace over all environment
degrees of freedom, after an infinite-time evolution under
joint system-environment unitary dynamics). More pre-
cisely, we have to consider a fixed-trace Wishart ensem-
ble to account for probability conservation, Tr ρSS = 1.
Fixing Tr ρSS = 1 leads to a rescaled Marchecko-Pastur
probability distribution [34, 35], given by
PSS(λ)
∣∣
p=1
= PMP(λ;λ±) =
1
2piκ
1
λ
√
(λ+ − λ)(λ− λ−),
(13)
where λ± = κ
(√
d± 1
)2
. The only free parameter, κ, is
fixed by the trace normalization (µSS = 1/N), yielding
κ = 1/(Nd), whence λ± = (1/N)(1 ± 1/
√
d)2. Higher
(non-central) moments of the distribution are readily
found to be [27]
µ˜n =
κn
n
n∑
`=1
(
n
`− 1
)(
n
`
)
d`. (14)
Of particular importance for what follows is the variance
σ2MP ≡ µ˜2 − 1/N2 = 1/(N2d).
2. Small dissipation
At small dissipation, p → 0+, the steady-state eigen-
values are not correlated, having instead independent
Gaussian distributions, see Fig. 3 (a). To show this,
we study the steady-state perturbatively. At exactly
p = 0 there is an N -fold degeneracy of the unit eigen-
value, which gets lifted by any amount of non-unitarity.
6Nonetheless, we expect the sector of degenerate eigen-
states to completely determine the steady-state proper-
ties as long as the shift in the eigenvalues due to dissi-
pation is smaller than the typical eigenvalue spacing at
unitarity, i.e. for Np . 2pi. We, therefore, expect a per-
turbative crossover regime (on the scale 1/N) towards the
Marchenko-Pastur regime. The crossover regime is thus
highly suppressed in the thermodynamic limit N →∞.
Let U be diagonal in the basis {|α〉}, α = 1, . . . , N ,
such that U |α〉 = exp{iθα} |α〉. We evaluate the steady-
state-defining equality ρSS = Φ(ρSS) in this basis:
ραβ =(1− p) exp{i(θα − θβ)}ραβ
+ p
d∑
j=1
N∑
γ,δ=1
〈α|Mj |β〉 ργδ 〈δ|M†j |β〉 .
(15)
From the preceding discussion, at very small p we can
restrict ourselves to the degenerate subspace (with zero
phase), i.e. to diagonal elements of ρSS. The constant-in-
p terms cancel and we obtain
ραα =
N∑
γ=1
 d∑
j=1
|(Mj)αγ |2
 ργγ ≡ N∑
γ=1
Tαγργγ . (16)
This equation has the immediate interpretation of a clas-
sical probability equation: the diagonal elements of ρSS
form the invariant probability measure of the random
bistochastic matrix T [36–38]. That T is a stochastic
matrix, i.e.
R 3 Tαγ ≥ 0, (17a)
N∑
α=1
Tαγ = 1, (17b)
follows immediately from its definition in Eq. (16) and
from the orthonormality of rows and columns of V (recall
from Sec. II that the Mj are truncations of the unitary
V ). The distribution of the entries of T can also be imme-
diately inferred. Given that (Mj)αγ = (Vj1)αγ are entries
of a (Nd ×Nd) Haar-random unitary, which are known
to be complex-normal distributed [39], the entries of T
are the sum of the squares of 2d real normal-distributed
random variables with zero mean and variance 1/(2Nd).
Therefore, (2Nd)Tαγ follows a χ2-distribution with 2d
degrees of freedom. Note that the matrix elements Tαγ
thus have mean 1/N , as required from Eq. (17).
By the Perron-Frobenius theorem [23], the maximal
eigenvalue of T is 1 and the corresponding eigenvector
(the invariant probability measure, or the diagonal en-
tries of ρSS in our case) has real non-negative entries.4
4 The conditions for the Perron-Frobenius theorem to hold,
namely thatM is irreducible and aperiodic are met almost surely
because the entries ofM are, with probability one, nonzero (since
they are the squares of the entries of a Haar-random unitary).
We now show that the steady-state probabilities of a
random stochastic matrix are normally-distributed, fol-
lowing Ref. [37]. We assume that, in the N → ∞
limit, ραα and Tαγ become independent random vari-
ables. Then, for fixed α and γ, Tαγργγ has a product
distribution. We denote the distributions of ραα, Tαγ ,
and Tαγργγ by Pρ, PT , and PTρ, respectively. The mean
and variance of these distributions are µρ, σ2ρ, etc. The
product-distribution moments satisfy µTρ = µTµρ and
σ2Tρ =
(
σ2T + µ
2
T
) (
σ2ρ + µ
2
ρ
)− µ2Tµ2ρ. (18)
Now, ραα is the sum of N such independently dis-
tributed matrices [recall Eq. (16)] and, when N → ∞,
by the central limit theorem, it is normally-distributed,
ραα ∼ N (µρ, σρ), with µρ = NµTρ and σ2ρ = Nσ2Tρ.
This procedure turned the stochastic steady-state equa-
tion into a self-consistent condition fixing σ2ρ: the Gaus-
sian distribution of ρ is completely determined by the
first two moments of PTρ, which in turn depend only on
the two lowest moments of PT and on Pρ itself. Substi-
tuting σ2ρ = Nσ2Tρ into Eq. (18), we find
σ2P ≡ σ2ρ =
σ2T
N
1
1−Nσ2T − 1N
=
1
N3d
1
1− 1N
(
1 + 1d
) ,
(19)
where we used σ2T = 1/(N
2d) for the χ2-distributed ran-
dom variable Tαγ and the subscript P distinguishes this
perturbative variance from the Marchenko-Pastur vari-
ance, σ2MP, obtained above.
The classical-probability-equation structure of the
quantum dynamical equation resulting from perturbation
theory in the degenerate subspace at small dissipation
was already identified in Ref. [15] (at the level of the
continuous-time classical Markov generator) and used to
study the spectral gap of a random Liouvillian; however,
its steady-state properties were not investigated. From
these results (see also the related Refs. [37, 40]), we see
that, at small deviations from unitarity, both spectral
and steady-state properties are found to depend solely
on the first two moments of a random matrix of small
size (i.e. of order N instead of N2).
3. Purity
Figure 4 shows the difference PSS − PFM between the
steady-state purity, PSS, and that of the fully mixed
state, PFM = 1/N , as a function of p (also note that
PSS − PFM = Nσ2SS). By rescaling the purity difference
by 1/N , curves of different N collapse to a universal
curve in the large-p limit. At exactly p = 1, Eq. (14),
gives 〈PSS − PFM〉 = Nσ2MP = PFM/d. This scaling
holds for a finite range of p, but as p is decreased, the
individual curves depart from the universal curve and
enter the perturbative crossover regime, characterized
by a purity difference proportional to 1/N2, as follows
from Eq. (19) in the large-N limit. Thus, in the small-p
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Figure 4. Difference between the steady-state purity and the
purity of the fully-mixed state, as a function of p. Numerical
results obtained by exact diagonalization of 5000 steady-state
density matrices. (a): fixed d = 2 and varying N . The purity
difference scales as 1/N for large-enough p and with 1/N2
in the small-p perturbative regime. (b): fixed N = 40 and
varying d. For large d, the purity scales as 1/d across all
dissipation regimes (the curves collapse to a single universal
curve for all p).
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Figure 5. Level spacing statistics of the entanglement Hamil-
tonian as a function of Np. (a): average of the NN/NNN
ratio. The dashed lines correspond to the theoretical values
for Poisson statistics (
〈∣∣rNN/NNN∣∣〉 = 1/2, exact) and RMT
statistics (
〈∣∣rNN/NNN∣∣〉 ≈ 0.617, approximate). (b): ratio
of the first two moments of the distribution of the consecu-
tive level spacing ratio, 〈r〉 /σr. The horizontal dashed line
corresponds to the theoretical RMT value for the unitary
symmetry class (〈r〉 /σr ≈ 0.928), while the other dashed
line gives the power-law decrease towards the Poisson limit
(〈r〉 /σr = 0). The curves of different colors correspond to
all the combinations of N = 30, 40, 50 and d = 2, 3, 5, 10,
collapsed to a single universal curve, clearly showing the
crossover regime to scale as p ∼ 1/N .
regime, the steady-state can be considered fully mixed,
since 〈PSS − PFM〉  PFM.
In the thermodynamic limit, the universal Marchenko-
Pastur curve covers the entire range of p, the fully-mixed
state, PSS−PFM = 0, being achieved only at exactly p =
0. Also in the thermodynamic limit, the purity scales as
1/d for all dissipation strengths, at least for large enough
d (see Fig. 4 (b)).
4. Perturbative crossover
The perturbative crossover is best seen in the spectral
statistics of the entanglement Hamiltonian HSS, which
are captured by level-spacing statistics [4]. Further-
more, to automatically unfold the spectrum, we con-
sider ratios of spacings. We denote the eigenvalues of
Figure 6. 1D local Kraus circuit. (a): “spacetime” structure
of the quantum circuit. The red and blue layers represent
the two copies of the system (i.e. one tensor-product factor
each in the matrix representation). A local Hilbert space
Hj , of dimension q, lives on each wire connecting two Kraus
operators Kµ, represented by a four-legged square. A full row
of the circuit is described by Kraus operators FM , while one
time-step of this Floquet Kraus circuit is given by two rows.
Periodic boundary conditions are imposed. (b): each “brick”
represents a two-body Kraus map with Kraus operators of
the form of Eq. (2). We consider two models (both with two-
body unitary dynamics) differing in whether the dissipative
contribution is a genuine two-body Kraus operator (model
KC2) or factors into one-body operators (KC1).
HSS by εi. The nearest-neighbour to next-to-nearest-
neighbour (NN/NNN) spacing ratio [17, 41] is defined
by rNN/NNN = (εNNi − εi)/(εNNNi − εi), where εNN(NNN)i
denotes the level nearest (next-to-nearest) to εi. In
Fig. 5 (a), we show the average value of
∣∣rNN/NNN∣∣ as
a function of dissipation strength, which clearly dis-
tinguishes the Poisson statistics of uncorrelated levels
(
〈∣∣rNN/NNN∣∣〉 = 1/2) from the random matrix statistics
in the unitary class (a Wigner-like surmise gives an ap-
proximate value of
〈∣∣rNN/NNN∣∣〉 ≈ 0.617 [17]). As the
size of the system increases, there is no sharp transi-
tion between both limits. Alternatively, we can consider
the ratios of consecutive spacings [42–44], ri = (εi+1 −
εi)/(εi−εi−1). For uncorrelated levels, the distribution of
r, which can be computed exactly, Pr(r) = 1/(1+r)2, has
all moments but the first undefined (diverging), whence
the ratio of the first two moments 〈r〉 /σr is zero. On
the other hand, for random matrix statistics, the latter
is given by a finite value of order one (a Wigner-like sur-
mise calculation gives the result 〈r〉 /σr ≈ 0.928 [43]).
This is illustrated in Fig. 5 (b): outside the perturbative
regime, Np & 2pi, 〈r〉 /σr has the RMT value, and there
is a power-law crossover to 〈r〉 /σr = 0, which is strictly
attained only for Np = 0. The exponent of the power-
law decay, 〈r〉 /σr ∼ (Np)α, is numerically found to be
α ≈ 0.3.
From the discussion above, we conclude that no signa-
ture of the spectral transition, at finite p, is imprinted on
8Figure 7. Spectral density of the one-dimensional Kraus circuit (L = 6 and q = 2), for different values of p ∈ [0, 1]. (a) and
(b): model KC1 with d = 3; (c) and (d): model KC2 with d = 15. (The radial histograms in (a) and (d) have a logarithmic
scale.) The qualitative features (including annulus-disk spectral transition) of the spectra of Fig. 1 are also present here. Note
that while for the global map the spectrum has sharp and well-defined boundaries (inner and outer radii), this is no longer the
case here, with several isolated eigenvalues lying outside a more diffusive boundary (a scatter plot of the individual eigenvalues
is superimposed on the spectral density). Note also that the circuit is more contractive here because we introduce interactions
by applying two layers of quantum maps.
the steady-state. On the contrary, the steady-state prop-
erties are highly universal, and strongly resembling those
of random Lindbladians once the different parametriza-
tions of non-unitarity are taken into account.
IV. 1D RANDOM KRAUS CIRCUITS
Next, we consider a one-dimensional system of L qudits
of dimension q, with local Hilbert space Hj = Cq. For
convenience L, is taken to be even. The time-evolution
superoperator corresponds to two rows of the Kraus cir-
cuit schematically depicted in Fig. 6 (a). Note that
the same local two-site Kraus map is applied everywhere
along the space and time directions. The composition of
two subsequent rows (even and odd) yields one time-step
of the Floquet Kraus dynamics. One row of the quan-
tum circuit (half a time-step), Φ, can be written in terms
of global Kraus operators FM , Φ(ρ) =
∑
M FMρF
†
M ,
where M = (µ1, µ2, . . . , µL/2) is a multi-index, which,
in our model, factorize into local two-body Kraus opera-
tors Kµj , of the form of Eq. (2), FM = Kµ1⊗· · ·⊗KµL/2 .
The full one-time-step quantum map (two rows of the cir-
cuit) is correspondingly given by TΦT†Φ, where we have
introduced the one-site translation operator T, defined
by its action on the computational-basis states:
T |s1, s2, . . . , sL〉 = |sL, s1, . . . , sL−1〉 , (20)
with the quantum number sj being the spin-q of each
site. We consider two models, both with two-site unitary
dynamics, but differing in the number of sites on which
the dissipative Kraus operators act: in model KC1 the
dissipative two-body Kraus operator Mj factorizes into
two one-body Kraus operatorsMj1⊗Mj2 , while in model
KC2 Mj is a genuine two-body operator, see Fig. 6 (b).
For the local Kraus circuit, we study the same quan-
tities analyzed for the fully-connected quantum map.
Quite remarkably, some of the properties of the local
version are qualitatively similar to those of the global
map. Furthermore, both models KC1 and KC2 also dis-
play essentially the same features. This indicates that
the statistical properties of chaotic quantum maps are
quite generic.
Figure 7 shows the spectrum of the quantum maps
TΦT†Φ for q = 2 and L = 6, increasing p, and both KC1
(d = 3) and KC2 (d = 15). As before, the spectrum
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Figure 8. Steady-state eigenvalue distribution (eigenvalues
centered at their mean, µSS, and rescaled by their standard-
deviation, σSS), for L = 6 and d = 2, 3, 5. We show results for
model KC1 [KC2] at (a) [(c)] small and (b) [(d)] large dissipa-
tion. The qualitative features are the same as in Fig. 3 are still
present, although an exact description in terms of Gaussian
or Marchenko-Pastur distributions is no longer possible.
evolves from being supported on the unit circle, at p = 0
to an annulus for 0 < p < pc, and then undergoing a tran-
sition at p = pc to a disk spectral support. While this
qualitative behavior is exactly that of the fully-connected
model, the effective RMT model discussed in Sec. III A 2
does not quantitatively describe the spectral density, be-
cause the map is built from tensoring several maps of
small dimension. In particular, while the boundaries of
the support were very sharp before, there are now sev-
eral isolated eigenvalues lying outside a diffuse boundary
(this can be seen in Fig. 7, where we have superimposed
a scatter plot of the individual eigenvalues on the spec-
tral density). Besides, the spectrum is not even approx-
imately flat inside its support. Another qualitative dif-
ference from the structureless random Kraus maps is the
appearance of a (zero-measure) set of eigenvalues along
the real positive axes. The spectral gap is determined by
the largest of these real eigenvalues and remains finite in
the thermodynamic limit for p < 0.
We now turn to the steady-state of the random Kraus
circuit. In Fig. 8 we show the spectrum of the steady-
state for small (p = 10−3) and large (p = 1) dissipa-
tion. As before, at small p, the steady-state spectrum
has a symmetric peak around 1/N , with a variance that
is again found to scale as 1/N3. For large p, the distribu-
tion is no longer symmetric, there being a longer tail on
the right, as the variance scales with 1/N2. Even though
the main qualitative features of the 0D fully-connected
model are still present, it is important to remark that
the steady-state spectrum is not accurately described by
a normal distribution (Marchenko-Pastur law), at small
(large) dissipation. These deviations, most notably the
bumps in the distribution at large p, should be attributed
to the small dimension of the local Hilbert space we could
access, hindering an exact description in terms of large-N
RMT.
V. CONCLUSIONS
We have analyzed the spectral and steady-state prop-
erties of two kinds of stochastic Floquet non-unitary dy-
namics: a 0D global (or spatially structureless) Kraus
map and a 1D circuit composed of local Kraus opera-
tors. By changing a single parameter p ∈ [0, 1], loosely
regarded as the dissipation strength, the family of Kraus
maps we consider interpolates between a random unitary
operator, at p = 0, and a generic stochastic map with d-
channels, at p = 1.
Although qualitatively similar, the 0D and 1D cases
show some important differences. For 0D, all the spec-
tral weight (except for the eigenvalue one corresponding
to the steady-state) is supported either on an annulus,
for p < pc, or on a disk, for p > pc. We determined the
exact eigenvalue density using an ansatz that perfectly
describes the numerical data. The spectral gap, which
determines the asymptotic decay rate to the steady-state,
coincides with the outer radius of the spectral support
and shows a curious non-monotonic behavior as a func-
tion of p. For 1D, the spectrum depicts the same over-
all features at low (annulus) and large (disk) values of p.
However, the support of the spectral weight is not sharply
defined, rendering the annulus-ring transition difficult to
determine numerically with the available system sizes.
The spectral gap is determined by a set of eigenvalues
of vanishing relative spectral weight laying along the real
positive axis.
Regarding the properties of the steady-state, the 0D
and 1D cases are again qualitatively very similar. For
the 0D case, at low dissipation, the steady-state eigen-
value distribution is Gaussian, whereas it conforms to
a Marchenko-Pastur law at large dissipation. These fea-
tures are in correspondence with a Poissonian (small p) or
GUE (large p) level-spacing distributions. The crossover
between these two regimes is captured by a scaling func-
tion of Np. Therefore, in the thermodynamic limit, an
infinitesimal amount of dissipation renders the spectrum
of the steady-state Marchenko-Pastur distributed with
GUE level-spacing statistics. The fact that the same be-
havior has previously been found for random Lindblad
operators [15] indicates that such steady-state features
are to be generically expected for stochastic open quan-
tum systems.
Our analysis shows that, although some global features
are similar, the unstructured or local nature of the evo-
lution operators imprints characteristic signatures in the
spectrum. Whether these are present in more realistic
physical models is an important question for further stud-
ies. It would also be interesting to search for signatures
of the annulus-ring transition on the dynamics.
Finally, our results point to the existence of rather
universal steady-state properties of stochastic Markovian
dissipative models. Here, again, further work is needed
to determine whether these are also present in realistic
models of open quantum systems.
10
ACKNOWLEDGMENTS
LS acknowledges support by FCT through PhD Schol-
arship SFRH/BD/147477/2019. PR acknowledges sup-
port by FCT through the Investigador FCT contract
IF/00347/2014 and Grant No. UID/CTM/04540/2019.
TP acknowledges ERC Advanced grant 694544-OMNES
and ARRS research program P1-0402.
APPENDIX: GinUE-CUE CROSSOVER
In this Appendix, we compute the spectral support and eigenvalue density for the general GinUE-CUE crossover
ensemble
Φ = aG+ bU, (21)
where G is a GinUE matrix, U a CUE matrix, and a, b real constants. To this end, we employ quaternionic free
probability [12, 45–57], which we start by briefly reviewing below.
1. Non-Hermitian free probability review
The quaternionic resolvent (Green’s function) of a random matrix φ is defined by
G(Q) =
〈
1
N
bTr(Q−H)−1
〉
, (22)
where Q is a general quaternion parametrized as
Q =
(
α β
−β α
)
, (23)
α, β ∈ C, H = diag(φ, φ†), and the block-trace bTr is a partial trace over the Hilbert space variables, returning a 2×2
matrix. When inside the block-trace, a quaternion Q is to be understood as Q ⊗ 1, where 1 is the N -dimensional
identity matrix. The Green’s function is also a quaternion which we parametrize as
G =
( G11 G12
−G12 G11
)
. (24)
Several quantities related to the Green’s function prove useful in the following. The functional inverse of the Green’s
function is the Blue’s function B(G(Q)) = G(B(Q)) = Q, which is related to the R-transform by R(Q) = B − Q−1.
The self-energy Σ(Q) is defined as usual by G(Q) = (Q − Σ(Q))−1. It then follows that the R-transform evaluated
on the Green’s function is nothing but the self-energy, Σ(Q) = R(G(Q)).
Next, we recall the scaling properties of the Green’s and Blue’s functions. If K is some quaternion, we have
GKH(Q) = GH(K−1Q)K−1. (25)
The Blue’s function and self-energy scale inversely:
BKH(Q) = KGH(QK), (26)
and identically for the R-transform.
Turning to the sum of two random matrices A+B, one can prove [26, 27] that the R-transform satisfies the additive
property RA+B(Q) = RA(Q) +RB(Q). From this property one derives the following non-Hermitian Pastur equation:
GB [Q−RA (GA+B(Q))] = GA+B(Q). (27)
At the end of the calculations, we are interested in returning to the complex plane and hence set α = z ∈ C, β = 0,
and obtain
GB
[(
z 0
0 z
)
−RA
[( G11(z, z) G12(z, z)
−G12(z, z) G11(z, z)
)]]
=
( G11(z, z) G12(z, z)
−G12(z, z) G11(z, z)
)
. (28)
Finally, to obtain the spectral density, we differentiate the upper-left block of the quaternionic Green’s function
%(z, z) =
1
pi
∂zG11(z, z). (29)
In our effective RMT model of the quantum map, the matrix A is a GinUE matrix, while B is drawn form the
CUE. Accordingly, we need the R-transform of the GinUE and the quaternionic Green’s function of the CUE.
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2. Quaternionic R-transform for the GinUE
The R-transform of the GinUE has been obtained in Refs. [45, 47, 48] by a variety of different methods. For
completeness, we briefly lay out the computation starting from the (Hermitian) Gaussian Unitary Ensemble (GUE).
A matrix A from the GinUE can be parametrized in terms of two Hermitian matrices H, H ′ from independent
Gaussian ensembles, A = (H + iH ′)/
√
2. The defining feature of the Gaussian ensembles is the additivity of its
Green’s functions (i.e. the sum of Gaussian matrices is still Gaussian, the result for random matrices analogous to the
central limit theorem for classical probability), which implies G = Σ or, equivalently, RH(Q) = Q. This fact, together
with the additivity of the R-transform and the scaling relation (26), yields
RA = RH/√2 +RiH′/√2 =
1
2
(Q+ IQI), (30)
where I = diag(i,−i). We then immediately obtain the R-transform for the GinUE,
RGinUE(Q) =
(
0 β
−β 0
)
. (31)
3. Quaternionic Resolvent for the CUE
We now consider the quaternionic resolvent for the CUE. Related results were given in Refs. [57, 58], but the end-
result of this computation, Eq. (36), is not explicitly given in the literature, to the best of our knowledge. Because U
is normal (i.e.
[
U,U†
]
= 0), its left- and right-eigenvectors coincide. We can then write
U =
∑
n
|n〉 eiθn 〈n| and U† =
∑
n
|n〉 e−iθn 〈n| , (32)
in some eigenbasis {|n〉}. The argument of the Green’s function G(Q) can then be easily inverted,
(Q−H)−1 =
∑
n
|n〉 1
(α− eiθn)(α− e−iθn) + ββ
(
α− e−iθn −β
β α− eiθn
)
〈n| . (33)
Taking the large-N limit, we can replace 〈(1/N)∑n F (θn)〉 by ∫ dθ%(θ) 〈F (θ)〉, where %(θ) = 1/(2pi) is the flat
density of the CUE on the unit circle. Performing the block trace, the quaternionic resolvent reads
G(Q) =
∫
dθ
2pi
1
(α− eiθ)(α− e−iθ) + ββ
(
α− e−iθ −β
β α− eiθ
)
. (34)
Although the spectrum of U is one dimensional, and hence depends only on a single real number θ, we next convert
the real integral into a contour integral. We define ζ = eiθ and, exploiting the fact that ζ = ζ−1 on the unit circle,
write
G(Q) = 1
2pii
∮
|ζ|=1
dζ
ζ
1
(α− ζ)(α− ζ−1) + ββ
(
α− ζ−1 −β
β α− ζ
)
. (35)
Since the integrand is a holomorphic function of ζ, the Green’s function is the sum of the residues of the poles inside
the unit circle. The integrand has three poles,
ζ0 = 0 and ζ± =
1 + αα+ ββ ± P
2α
,
where P =
√
(1 + αα+ ββ)2 − 4αα. Since ζ−ζ+ = α/α, i.e. |ζ−ζ+| = 1, one of ζ± is inside the unit circle, the other
outside. One can check that |ζ+| > |ζ−|, and hence conclude that ζ0 and ζ− are always inside the unit circle and ζ+
outside. Computing the residues of the integrand of Eq. (35), we find
G(Q) = 1
P
(
1
2α (αα− ββ − 1 + P ) −β
β 12α (αα− ββ − 1 + P )
)
(36)
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4. Crossover ensemble
a. Quaternionic Resolvent
We can now put the different pieces together. First, by recalling the scaling properties of G andR, Eqs. (25) and (26),
respectively, we have
RaA
[(
α β
−β α
)]
= a2
(
0 β
−β 0
)
(37)
and
GbB
[(
α β
−β α
)]
=
1
Pb
(
1
2α (αα− ββ − b2 + Pb) −β
β 12α (αα− ββ − b2 + Pb)
)
, (38)
where Pb =
√
(b2 + αα+ ββ)2 − 4b2αα. The non-Hermitian Pastur equation (28) then reads:
( G11 G12
−G12 G11
)
= GbB
[(
z −a2G12
a2G12 z
)]
=
1
Pb
(
1
2z (zz − a4|G12|2 − b2 + Pb) a2G12
−a2G12 12z (zz − a4|G12|2 − b2 + Pb)
)
. (39)
b. Spectral Support
The off-diagonal terms of the non-Hermitian Pastur equation yield the condition G12 = G12a2/Pb, which has two
solutions. The trivial solution G12 = 0 is valid outside the eigenvalue support, while the nontrivial solution Pb = a2
is satisfied inside. The value of G12 inside the support then satisfies
a4|G12|2 = −b2 − zz +
√
a4 + 4b2zz. (40)
The boundaries of the spectral support are found by matching the trivial and nontrivial solutions, i.e. setting
G12 = 0 in Eq. (40) and solving for zz. The solutions match for |z| =
√
b2 ± a2, and we therefore conclude that the
spectrum is supported on an annulus with inner (outer) radius R−(R+), where R± =
√
b2 ± a2. When |a| > |b|, there
is no inner boundary and the spectrum is supported on the disk with radius R+.
c. Eigenvalue density
The diagonal terms of the non-Hermitian Pastur equation (28) give the condition
G11 = 1
2z
(
1 +
zz − a4|G12|2 − b2
Pb
)
. (41)
Using Pb = a2 and Eq. (40), the value of G11 inside the spectral support is
G11(z, z) = a
2 + 2zz −√a4 + 4b2zz
2a2z
. (42)
Finally, the eigenvalue distribution can be obtained by differentiating G11:
%(z, z) =
1
pi
∂zG11(z, z) = 1
pia2
(
1− b
2
√
a4 + 4b2zz
)
. (43)
By setting a = p/
√
d and b = (1− p), the expressions given in the main text are immediately recovered.
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5. Connection to the Single-Ring Theorem
It is instructive to note that our results are in agreement with the single-ring theorem of Ref. [49]. In particular,
the single-ring theorem gives the inner and outer radii of the effective Kraus map from the moments
(R±)
±2
=
1
N2
〈
Tr
(
Φ˜†Φ˜
)±1〉
. (44)
Calculating these moments requires only the following result
limN→∞
〈
1
N2
Tr
(
U†G
)k (G†U)k′〉 = δkk′ , (45)
which follows by keeping only planar diagrams when Wick contracting over the G variables. Explicitly, for the outer
radius we have the mean singular value of the effective Kraus map
R2+ = (1− p)2
1
N2
〈
TrU†U
〉
+
p2
d
1
N2
〈
TrG†G
〉
= (1− p)2 + p2/d, (46)
whereas for the inner radius, we have
1
R2−
=
1
N2
〈
Tr
1
(1− p)2
(
1 +
p√
d(1− p)U
†G
)−1(
1 +
p√
d(1− p)G
†U
)−1〉
(47)
=
1
(1− p)2
∑
k
(
p2
d(1− p)2
)k
=
1
(1− p)2 − p2/d . (48)
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