A deterministic projector configuration interaction approach for the
  ground state of quantum many-body systems by Zhang, Tianyuan & Evangelista, Francesco A.
A deterministic projector configuration interaction approach for the ground
state of quantum many-body systems
Tianyuan Zhang1 and Francesco A. Evangelista1, a)
Department of Chemistry and Cherry L. Emerson Center for Scientific Computation, Emory University, Atlanta,
Georgia 30322, USA
In this work we propose a novel approach to solve the Schro¨dinger equation which combines projection onto the ground state
with a path-filtering truncation scheme. The resulting projector configuration interaction (PCI) approach realizes a deterministic
version of the full configuration interaction quantum Monte Carlo (FCIQMC) method [Booth, G. H.; Thom, A. J. W.; Alavi,
A. J. Chem. Phys. 2009, 131, 054106]. To improve upon the linearized imaginary-time propagator, we develop an optimal
projector scheme based on an exponential Chebyshev expansion in the limit of an infinite imaginary time step. After writing
the exact projector as a path integral in determinant space, we introduce a path filtering procedure that truncates the size of
the determinantal basis and approximates the Hamiltonian. The path filtering procedure is controlled by one real threshold
that determines the accuracy of the PCI energy and is not biased towards any determinant. Therefore, the PCI approach can
equally well describe static and dynamic electron correlation. This point is illustrated in benchmark computation on N2 at both
equilibrium and stretched geometries. In both cases, the PCI achieves chemical accuracy with wave functions that contain less
than 0.5% of the full CI space. We also report computations on the ground state of C2 with up to quaduple-ζ basis sets and
wave functions as large as 200 million determinants, which allow a direct comparison of the PCI, FCIQMC, and density matrix
renormalization group (DMRG) methods. The size of the PCI wave function grows modestly with the number of unoccupied
orbitals and its accuracy may be tuned to match that of FCIQMC and DMRG.
I. INTRODUCTION
The full configuration interaction (FCI) approach pro-
vides the exact solution to the electronic Schro¨dinger
equation within a finite one-particle basis set.1 However,
since the number of FCI wave function parameters grows
rapidly with system size, this approach is only feasible for
few electrons distributed in a small number of orbitals.2
Contrary to what is suggested by this observation, a large
body of evidence has been amassed that shows that the
information content of molecular wave functions is just a
small fraction of the size of the FCI basis.3 For example,
for wave functions dominated by one Slater determinant,
truncated coupled cluster theory can recover a large frac-
tion of the dynamical correlation energy at a cost that is
polynomial in the number of electrons.4 However, in the
case of strongly correlated electrons, the problem of find-
ing general polynomial-scaling wave function methods is
still open.5,6
Several strategies have been suggested to overcome the
exponential cost of FCI and FCI performed in a complete
active space (CASCI), including selected CI approaches
that truncate FCI space,7–21 tensor factorization,22–39 al-
ternative configuration interaction and coupled cluster
methods,40–43 symmetry breaking and restoration,44–46
and Monte-Carlo methods.47–63 Recently, Monte-Carlo
methods that stochastically sample the wave function
in the space of Slater determinants have received wide
attention. The Monte-Carlo CI method (MCCI) uses
stochastic sampling to find an optimal space of orthog-
onal Slater determinants.47–51 MCCI may be viewed
as a stochastic version of selected CI since at each
a)Electronic mail: francesco.evangelista@emory.edu
iteration the energy is obtained by diagonalizing the
Hamiltonian is a subset of the FCI space.7–10 Another
stochastic method is the auxiliary-field QMC (AFQMC)
approach.52–54,56 AFQMC uses a projector formalism
and differs from MCCI in its use of non-orthogonal
Slater determinants and the fact that the wave function
is sampled stochastically. Deterministic analogs of the
AFQMC approach have also been developed, including
the path-integral renormalization group method64,65 and
the non-orthogonal multicomponent adaptive greedy it-
erative compression approach of McClean and Aspuru-
Guzik.66
An alternative to the MCCI and AFQMC methods is
the FCI Quantum Monte-Carlo (FCIQMC) method de-
veloped by Alavi and co-workers.57–63 FCIQMC is a pro-
jector Monte-Carlo method that samples the imaginary-
time propagator in a space of orthogonal Slater deter-
minants. By working in a basis of Slater determinants,
FCIQMC can more easily account for the annihilation
of walkers of different sign. This feature ameliorates the
sign problem, but a large number of walkers are necessary
to accurately sample the FCI space of determinants. The
initiator approximation58 reduces the number of walkers
required in FCIQMC and increases the sign coherence
of the sampling. Furthermore, a semi-stochastic ver-
sion of FCIQMC (SFCIQMC) was later introduced,67–69
which shows that treating part of the imaginary-time pro-
jection deterministically accelerates convergence and re-
duces statistical uncertainty.
The improvements to the performance of FCIQMC
brought by treating part of determinant space deter-
ministically raises the interesting question of whether
a fully deterministic projector method might be even
more advantageous. As pointed out by Tubman and co-
workers,70 the stochastic dynamics of FCIQMC reinter-
preted in a deterministic way corresponds to a truncation
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2criterion for selected CI. In this work, we demonstrate
an alternative route to create a deterministic analog of
FCIQMC. An important feature of our new method is
the use of a projection scheme that simultaneously se-
lects an optimal CI space and approximately diagonalizes
the Hamiltonian. The resulting computational method
is named projector configuration interaction (PCI). The
PCI approach automatically identifies the most impor-
tant determinants that contribute to the ground state
wave function, therefore, it can treat both dynamic and
static electron correlation.
The PCI methods presents two major differences with
respect to FCIQMC. As in other projector Monte-Carlo
methods, FCIQMC relies on a linearized approximation
to the imaginary-time projector obtained by Taylor ex-
pansion. One of the major drawbacks of this approxi-
mation is that a small time step is required to guarantee
convergence to the ground state, the length of which is
bound by the inverse spectral radius of the Hamiltonian.
Following the work of Kosloff and Tal-Ezer71, we over-
come this limitation by using a Chebyshev expansion of
the exponential projector.72–76 In particular, we consider
the wall -Chebyshev projector, which is derived from the
Chebyshev representation of the imaginary-time propa-
gator in the limit of an infinite time step. In this re-
spect, our goal is analogous to that of the t expansion
method, in which the t→∞ limit of the imaginary-time
propagator is expressed using Pade´ approximants.77 The
wall -Chebyshev generator is shown to be equivalent to
a power method with alternating shifts, and it is more
efficient than the corresponding Taylor and Chebyshev
expansions of the exponential projector. We also address
the issue of replacing Monte-Carlo sampling with a deter-
ministic truncation of the determinant space. Since pro-
jection onto the ground state may be viewed as a path-
integral scheme, we apply the idea of path filtering78–81
in order to truncate CI space and control accuracy. In
the PCI, path filtering is applied to screen excited deter-
minants generated by projection onto the ground state.
Path filtering is controlled by one threshold parameter,
and as a consequence, the PCI forms a family of one-
parameter theories that are systematically improvable
and equivalent to FCI when path filtering is suppressed.
The paper is organized in the following way. In section
2, we introduce the formalism of ground state projection,
Chebyshev fitting of the imaginary-time propagator, and
path filtering. Section 3 details the PCI algorithm and
our implementation and analyzes the sources of error in
the PCI approach. In section 4 we demonstrate the abil-
ity of PCI to adapt to various regimes of electron correla-
tion by applying it to the dissociation of N2. In the same
section, we study the scaling of the PCI cost with respect
to basis set size and the size consistency error introduced
by the path-filtering approximation.
II. THEORY
A. General formalism of ground state projection
Given the Hamiltonian operator Hˆ, we write its eigen-
values and eigenfunctions as Ei and Ψi, respectively.
Within a finite computational basis, the Hamiltonian is
assumed to have N eigenfunctions, and its spectral ra-
dius (R) is defined as the difference between the largest
(EN−1) and smallest (E0) eigenvalues divided by two:
R =
EN−1 − E0
2
(1)
The goal of projector CI (PCI) is to obtain the ground
state wave function Ψ0 starting from a trial wave function
Ω via a projector operator Pˆ0:
|Ψ0〉 = NP Pˆ0 |Ω〉 (2)
The only assumption concerning the trial wave function is
that its overlap with the exact ground state is not zero,
that is 〈Ω|Ψ0〉 6= 0. In Eq. (2), NP is a normalization
factor introduced to guarantee that 〈Ψ0|Ψ0〉 = 1 and
the projector operator Pˆ0 is assumed to be idempotent
(Pˆ 20 = Pˆ0).
We restrict our discussion to a class of projectors that
can be written as the infinite product:
Pˆ0 = lim
n→∞ g
n(Hˆ) (3)
where g(·) is the generator of the projector Pˆ0 (also ab-
breviated as generator in the following). The projector
generator is assumed to be a real function g : R → R
extended to the domain of Hermitian operators. Given a
generic state vector |Ω〉, it may be decomposed as a sum
over the eigenfunctions of the Hamiltonian as:
|Ω〉 =
∑
i
ci |Ψi〉 (4)
so that the action of the projector generator g(Hˆ) onto
|Ω〉 may be written out:
g(Hˆ) |Ω〉 =
∑
i
cig(Hˆ) |Ψi〉 =
∑
i
g(Ei)ci |Ψi〉 (5)
Thus, the application of a generator onto a trial state
vector leads to a new state vector in which the coefficient
that multiplies each |Ψi〉 is amplified by a factor g(Ei),
where Ei is the eigenvalue corresponding to |Ψi〉.
For an appropriately chosen generator, the repeated
application of g(Hˆ) may be used to amplify the coefficient
of the ground state wave function and reduce that of
excited states. A necessary condition for the generator
to project a state onto Ψ0 is to satisfy the inequality:
|g(E0)| > |g(x)| ∀x ∈ (E0, EN−1] (6)
3so that the relative weight of the excited states is reduced
by a factor qi = g(Ei)/g(E0):
g(Hˆ) |Ω〉 = c0 |Ψ0〉+
N−1∑
i=1
qici |Ψi〉 |qi| < 1 (7)
where without loss of generality, we have assumed that
g(x) is scaled so that g(E0) = 1. In practical appli-
cations, the range of Hˆ is unknown, but as discussed
in section III, one may obtain upper bounds of E0 and
EN−1 (here denoted E˜0 and E˜N−1). In this case, it is
convenient to work with generators that decrease mono-
tonically in the left-neighborhood of E˜0, that is for any
two points x, y ∈ [E0, E˜0]:
|g(x)| > |g(y)| if x < y (8)
When the monotonicity condition expressed by Eq. (8)
is satisfied, the projector is guaranteed to converge to
the ground state even if E0 and EN−1 are approximated
with their respective upper bound estimates. Therefore,
in the following discussion we do not distinguish E˜0 from
E0.
B. Rate of convergence of generators.
The repeated application of the generator onto a trial
wave function Ω(0) generates a sequence of vectors:
|Ω(n)〉 = gn(Hˆ) |Ω(0)〉 (9)
which in the limit of n that goes to infinity converges to
the exact ground state:
|Ψ0〉 = lim
n→∞ |Ω
(n)〉 (10)
The asymptotic rate of convergence of this sequence is
defined as:
µ = lim
n→∞
‖Ω(n+1) −Ψ0‖
‖Ω(n) −Ψ0‖ = maxi |qi| (11)
and is given by the qi factor with the largest absolute
value.
When the rate of convergence is controlled by the first
excited state, that is µ = |q1|, and the energy difference
E1 − E0 is small compared to the spectral radius, then
we can approximate µ as:
µ =
∣∣∣∣g(E1)g(E0)
∣∣∣∣ ≈ |1 + g′(E0) · (E1 − E0)| (12)
where g′(E0) is the first derivative of g(x) at E0. Hence,
we can define the convergence factor γ for g(x) as
γ = −g′(E0) (13)
It is possible to show that the number of times one must
apply g(Hˆ) to a trial wave function in order to achieve
a certain level of accuracy is inversely proportional to
γ. Therefore, the convergence factor provides a quanti-
tative estimate of the numerical efficiency of a generator.
Generators with large convergence factors are in general
preferable as they are expected to reduce the computa-
tional cost of the PCI. The parameters that enter the
definition of all the generators discussed in this work and
their corresponding convergence factor are summarized
in Table I.
C. Taylor and Chebyshev expansions of the
imaginary-time propagator
The projector generator corresponding to the
imaginary-time propagator, limβ→∞ e−β(Hˆ−E0), is the
exponential generator (gexp), defined as:
gexp(x) = e
−τ(x−E0) (14)
This generator satisfies both conditions Eqs. (6) and (8).
Nevertheless, it is not expressed as a polynomial of the
Hamiltonian and therefore, to make its evaluation com-
putationally viable it must be approximated with a poly-
nomial expansion. To evaluate the projector based on the
exponential generator [Eq. (14)] it is necessary to expand
gexp(x) into a polynomial series.
An m-th order Taylor expansion of gexp(x) centered
around E0 yields the generator:
gexpTaylor(x) =
m∑
k=0
1
k!
(−τ)k(x− E0)k (15)
which has convergence factor γexpTaylor = τ independent
of the truncation order m. Consequently, there is not
gain in efficiency when gexpTaylor(x) is expanded beyond
m = 1. More importantly, the Taylor expansion is only
accurate near E0, and since the error grows as a power
of τ(x−E0), a very small value of τ may be required to
satisfy the necessary condition for the convergence of the
projector [see Eq. (6)].
Note, that the first-order Taylor expansion of the ex-
ponential:
glinear(x) = 1− τ(x− E0) = −τ(x− s) (16)
is equivalent to a power method with shift s = E0 +
1
τ . In
order to converge to the ground state wave function, the
shift must be chosen to satisfy s > R. The corresponding
convergence factor is bound by the inverse of the spectral
range of the Hamiltonian:
γlinear = τ <
1
R
(17)
An alternative approximation of the exponential with
better error control is an expansion in terms of Cheby-
shev polynomials (for example, see Refs. 71 and 76). Fol-
lowing Kosloff and Tal-Ezer,71 we write the m-th order
4Table I. Comparison of different projector generators. The form of the projector generator [g(x)] and convergence
factor (γ) is given as a function of the time step (τ), the spectral radius of the Hamiltonian (R), and the order of the
polynomial expansion (m).
Generator Parameters g(x) Convergence factor (γ)
Exponential τ e−τ(x−E0) τ
Linear τ 1− τ(x− E0) τ < 1R *
Exp-Taylor τ ,m
m∑
k=0
1
k!
(−τ)k(x− E0)k τ < m+12R **
Exp-Chebyshev τ ,R,m Cm(τR)
m∑
k=0
(2− δk0)Ik(τR)Tk
(
−x− E0 −R
R
) ∑m
k=1 2Ik(τR)k
2
R
∑m
k=0(2− δk0)Ik(τR)
<
m(m+ 1)
3R
Wall-Chebyshev R,m
1
2m+ 1
m∑
k=0
(2− δk0)Tk
(
−x− E0 −R
R
)
m(m+ 1)
3R
* In order to converge onto the ground state wave function, the time step must satisfy the condition: τ < 1
R
.
** In order to converge onto the ground state wave function, the time step must satisfy the condition: |∑mk=0 1k! (−τ)k(2R)k| <
1. From this expression one may derive the upper bound: τ < m+1
2R
.
Chebyshev polynomial fitting of the exponential genera-
tor as:
gexpCh(x) = Cm(τR)
m∑
k=0
(2− δk0)Ik(τR)Tk
(
−x− E0 −R
R
)
(18)
where Cm(τR) = 1/ (
∑m
k=0(2− δk0)Ik(τR)) is a scaling
factor that guarantees gexpCh(E0) = 1, δk0 is a Kronecker
delta, Ik is the k-th modified Bessel function of the first
kind, and Tk is the k-th order Chebyshev polynomial.
Figure 1A shows first- and second-order Taylor and
Chebyshev expansions of the exponential evaluated for
τ = 2 E−1h in the range [−1, 1] Eh. This plot illustrates
the points made above: i) the Taylor expansion of the
exponential is accurate only near the expansion point (in
this case E0 = −1 Eh) and ii) the Chebyshev expansion
is well behaved on the entire range. Figure 1B shows the
Chebyshev expansion for the same range but with τ = 10
E−1h . In this case the fitting error is larger and the con-
vergence of the Chebyshev expansion with respect to the
order m is slower than the case τ = 2 E−1h . Nevertheless,
even though the Chebyshev expansion for τ = 10 E−1h
does not accurately match the exponential function, it is
still a valid projector generator since it satisfies Eqs. (6)
and (8).
D. An improved generator: the wall generator and its
Chebyshev expansion.
In the previous subsection we discussed how to improve
the accuracy of the Taylor expansion of the exponential
generator via Chebyshev fitting. Ideally, the best projec-
tor generator is the the wall function, defined as:
gwall(x) =

0 for x > E0
1 for x = E0
∞ for x < E0
(19)
This generator may be viewed as the τ →∞ limit of the
exponential generator:
gwall(x) = lim
τ→∞ e
−τ(x−E0) (20)
Despite the fact that neither definitions of gwall(x) are
computationally viable, we can still approximate the wall
generator using a Chebyshev expansion, by taking the
τ → ∞ limit of the m-th order exponential Chebyshev
generator:
gwallCh(x) = lim
τ→∞ gexpCh(x)
=
1
2m+ 1
m∑
k=0
(2− δk0)Tk
(
−x− E0 −R
R
)
(21)
where we used the fact that limτ→∞ Ik+1(τR)/Ik(τR) =
1.82 Note that this polynomial is a special case of
the Chebyshev expansion of the delta distribution with
the origin translated to the lower bound of the fitting
range.72–75
The wall-Chebyshev generators of order 1, 2, 4, and
8 are plotted in Figure 1C. An important property of
the wall-Chebyshev generator is that for values of x less
than E0 these functions are monotonic and diverge when
x→ −∞. Therefore they satisfy Eq. (8) and are able to
converge onto the ground state even when the range of
Hˆ is not known precisely.
The Chebyshev expansion of the wall generator may
5shown to converge with factor
γwallCh =
m(m+ 1)
3R
(22)
which is the largest one among all the polynomial gen-
erators discussed in this work. It is important to note
that although we can design generators with even larger
convergence factors, an efficient generator must also ef-
ficiently suppress high energy excited states. For ex-
ample, the Chebyshev generator, defined as gCh(x) =
−1.0 −0.5 0.0 0.5 1.0
x
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
g(
x)
−1.0 −0.5 0.0 0.5 1.0
x
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
g(
x)
−1.0 −0.5 0.0 0.5 1.0
x
−0.4
−0.2
0.0
0.2
0.4
0.6
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1.0
g(
x)
1st order
Taylor
2nd order
Taylor
1st order
Chebyshev
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Chebyshev
exact
exact
1
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A
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16
wall generator
Figure 1. Polynomial approximations of the exponential gen-
erator [Eq. (14)] and the τ →∞ limit of the exponential gen-
erator (wall generator) [Eq. (20)] plotted in the range [−1, 1]
Eh. (A) Taylor and Chebyshev approximation of the exponen-
tial generator for τ = 2 E−1h at order 1 and 2. (B) Chebyshev
approximation of the exponential generator for τ = 10 E−1h
at order 1, 2, and 4. (C) Chebyshev approximation of the
wall generator at order 1, 2, 4, and 8.
Tk
(−x−E0−RR ) gives γCh = m2R , which is larger than the
convergence factor of the generators discussed previously.
However, the convergence of the projector generated by
gCh(x) is slow because the coefficients of high energy ex-
cited states are not efficiently reduced.
In each projection generation step, an m-th order
wall-Chebyshev generator involves the application of the
Hamiltonian m times, therefore, it has a cost that is m
times that of the linear generator (power method). Con-
sequently, the theoretical relative acceleration with re-
spect to the most efficient linear generator (τlinear = 1/R)
is:
γwallCh
mγlinear
=
m+ 1
3
(23)
For instance, an 8th-order wall-Chebyshev generator has
a computational cost that is a third of the linear gener-
ator with the largest allowed value of τ (1/R).
An important property of the m-th order gwallCh(x)
generator is that it has m distinct real roots in the range
(E0, EN−1). Therefore, it can be decomposed as a prod-
uct of m linear generators with real shifts:
gwallCh(x) =
m∏
i=1
x− si
E0 − si (24)
where the shifts si are the zeros of gwallCh(x). It is easy
to show that the zeros of gwallCh(x) can be expressed in
closed form as:
si = E0 +R
(
1− cos i
m+ 12
pi
)
(25)
Eq. (24) allows us to implement the wall generator as a
product of linear generators applied successively onto a
state vector. Hence, the projector associated with the
wall generator may be interpreted as an optimized power
method that uses a sequence of energy shifts. Besides its
high efficiency, there are two other advantages of the wall-
Chebyshev generator: i) Only two vectors (previous and
current) need to be stored during the calculation, in con-
trast to three vectors necessary for the exp-Chebyshev
generator (previous, current and accumulator) and ii)
the wall-Chebyshev generator is numerically more sta-
ble than the exp-Chebyshev generator since for τ → ∞
the numerical evaluation of Bessel functions introduces
numerical errors.
E. Determinant selection via path filtering.
The projector CI discussed in Section II A provides an
alternative approach to finding the exact ground state.
In this section we show how to combine this methods
with path filtering to generate an approach that diagonal-
izes the Hamiltonian in an optimal subset of FCI space.
We discuss path filtering only for the case of the linear
generator and report details for higher-order polynomial
generators in appendix A.
6Consider a normalized trial state Ω(n) that approxi-
mates the exact ground state in the subset S(n) of FCI
space:
|Ω(n)〉 =
∑
ΦJ∈S(n)
C
(n)
J |ΦJ〉 (26)
where C
(n)
J is the coefficient of determinant |ΦJ〉 at the
n-th step. The action of the linear generator onto Ω(n)
leads to a new state Ω˜(n+1):
glinear(Hˆ) |Ω(n)〉 = |Ω˜(n+1)〉 =
∑
I
C˜
(n+1)
I |ΦI〉 (27)
where, in general, the vector of coefficients C˜
(n+1)
I is not
normalized. The coefficients of C˜
(n+1)
I may be expressed
as a sum over spawning amplitudes, A
(n+1)
IJ :
C˜
(n+1)
I = 〈ΦI | 1− τ(Hˆ − E0) |Ω(n)〉
= τ
∑
ΦJ∈S(n)
A
(n+1)
IJ
(28)
where A
(n+1)
IJ is defined as:
A
(n+1)
IJ =
1
τ
〈ΦI | 1− τ(Hˆ − E0) |ΦJ〉C(n)J (29)
The spawning amplitude has the units of a rate and rep-
resents the contribution of the ΦJ component of Ω
(n) that
“flows” to the coefficient of ΦI for state Ω˜
(n+1).
The repeated application of the generator onto a trial
function generates paths in FCI space that may be fil-
tered (approximated) by thresholding the spawning am-
plitude. To this end we introduce a spawning threshold
η and truncate the off-diagonal spawning amplitude as:
A
(n)
IJ (η) =
{
A
(n)
II if I = J
A
(n)
IJ Θ(|A(n)IJ | − η) if I 6= J
(30)
where Θ(x) is the Heaviside step function. Consequently,
the PCI update equations for the wave function coeffi-
cients are:
C˜
(n+1)
I = τ
∑
ΦJ∈S(n)
A
(n+1)
IJ (η) (31)
and the determinant set at step n+1 includes only those
elements of the FCI space that may be reached from S(n)
via non-zero amplitudes:
S(n+1) = {ΦI : ∃ΦJ ∈ S(n), A(n+1)IJ (η) 6= 0} (32)
In other words, a determinant is included in S(n+1)
when there is at least one spawning amplitude that is
larger than the spawning threshold. Note that this selec-
tion criterion is analogous to the one used in heat-bath
sampling83 and accounts both for the weight of a parent
determinant, via the factor C
(n)
J , and for the coupling be-
tween parent and spawned determinant, via the matrix
element of the linearized generator 〈ΦI | 1−τ(Hˆ−) |ΦJ〉.
In order to further reduce the computation cost,
the so-called initiator approximation58 is introduced in
FCIQMC, which imposes a screening of the determinants
that may be spawned. Translated in the language of the
PCI approach, the initiator approximation is equivalent
to a path-filtering procedure in which the screening is
done according to the absolute value of a determinant
coefficient [C
(n)
I ]. Thus, the initiator approximation con-
siders only the importance of the parent determinant,
while as already mentioned selection performed by the
PCI considers both the importance of parent determi-
nants and the coupling between parent and spawned de-
terminants.
F. Sources of errors in the PCI method
When compared to FCI, the PCI method introduces
two types of error. The first, the truncation error, is con-
nected to the use of a subset of the full Hilbert space
of determinants, and also affects selected CI methods.
Note that the truncation error does not affect methods
like FCIQMC, which in principle can sample the entire
Hilbert space. The second type of error, the path fil-
tering error, arises from approximating the action of the
generator onto a state vector via Eqs. (30) and (31). The
path filtering error may be viewed as arising from the di-
agonalization of an approximate Hamiltonian (H˜), which
results from the path filtering procedure:
H˜
(n)
IJ =
{
HIJ if A
(n)
IJ (η) 6= 0
0 if A
(n)
IJ (η) = 0
(33)
Obviously, H˜(n) depends on the current wave function,
and it is not guaranteed to be symmetric since in gen-
eral A
(n)
IJ (η) 6= A(n)JI (η). In the PCI, the path filtering
error arises from the fact that the wave function coeffi-
cient vector is the right eigenvector of H˜(n), which differs
from the eigenvector of the full Hamiltonian in the sub-
set S(n). Note, that the initiator approximation used in
the FCIQMC approach is a form of path filtering, and
consequently, it introduces a source of error analogous to
the path-filtering error.
III. IMPLEMENTATION
A. The PCI algorithm
The determinant selection procedure implemented via
path filtering may be combined with the repeated appli-
cation of the generator to obtain an approximate rep-
resentation of the ground state wave function. In the
case of the linear generator the resulting PCI algorithm
consists of the following steps:
71. Trial wave function generation. The PCI proce-
dure starts by selecting a trial wave function Ω(0)
to which corresponds the determinant space S(0).
Although a convenient choice for the initial trial
wave function Ω(0) is the Hartree–Fock determinant
ΦHF, a CI with selected single and doubles out of
ΦHF yields faster convergence to the ground state.
2. Range estimation. The expectation value of the
Hamiltonian with respect to the initial guess,
〈Ω(0)| Hˆ |Ω(0)〉 is used to estimate an upper bound
to the ground state energy E0. To estimate an up-
per bound to the energy of the highest excited state
EN−1, we employ Gershgorin’s circle theorem. Ac-
cordingly, we approximate the upper bound to the
eigenvalues of Hˆ as the sum of the diagonal element
with the highest energy (〈ΦN−1| Hˆ |ΦN−1〉) plus
the sum of the absolute values of the off-diagonal
matrix elements that couple |ΦN−1〉 to other deter-
minants:
E˜N−1 = 〈ΦN−1| Hˆ |ΦN−1〉+
N−2∑
I
| 〈ΦN−1| Hˆ |ΦI〉 | (34)
This estimate is not guaranteed to be a strict upper
bound to EN−1 since it is possible that other Ger-
shgorin circles might enclose energy ranges higher
than the value of Eq. (34).
3. Propagation step. At step n, for each determinant
ΦJ ∈ S(n) loop over all the singly and doubly ex-
cited determinants ΦI :
ΦI ∈ {aˆ†aaˆiΦJ , aˆ†aaˆ†baˆj aˆiΦJ} (35)
where the indices i, j (a, b) label occupied (virtual)
orbitals of ΦJ . For each determinant ΦI , compute
the thresholded spawning amplitude [A
(n+1)
IJ (η)] ac-
cording to Eq. (30) and add it to the wave function
coefficient C˜
(n)
I :
C˜
(n+1)
I ← C˜(n+1)I +A(n+1)IJ (η) (36)
Since the propagation step can be performed inde-
pendently for each of the determinant in S(n), this
section of the PCI algorithm may be easily paral-
lelized by distributing the evaluation of C˜
(n+1)
I over
multiple threads/instances.
4. Normalization. The wave function at step n+ 1 is
normalized according to
C
(n+1)
I =
C˜
(n+1)
I
‖C˜(n+1)‖2
∀ΦI ∈ S(n+1) (37)
where ‖C˜(n+1)‖2 is the 2-norm of the vector C˜(n+1).
5. Energy evaluation. The updated wave function co-
efficients are used to estimate the energy using two
approaches. The first is the variational estimator
[E
(n)
var ], which is given by the expectation value of
the PCI wave function:
E(n)var = 〈Ω(n)| Hˆ |Ω(n)〉 =
∑
IJ
C
(n)
I HIJC
(n)
J (38)
The evaluation of Evar scales as O
2V 2Ndet, where
Ndet is the number of determinants in S
(n), there-
fore it has a computational cost comparable to that
of applying Hˆ without path filtering. Nevertheless,
Evar is an upper bound to the exact ground state
energy and the error is quadratic in the error of the
wave function. To speed up the evaluation of Evar
during the iterative procedure we apply numerical
screening to the vector C
(n)
I .
We also compute the energy via the projective es-
timator [E
(n)
proj], defined as:
E
(n)
proj(J) = HJJ +
∑
I( 6=J)
HIJ
C
(n)
I
C
(n)
J
(39)
where HIJ = 〈ΦJ | Hˆ |ΦI〉 and ΦJ is chosen to be
the determinant with the largest contribution to
the wave function, that is, J = arg maxI |C(n)I |.
Eproj may be evaluate with a cost proportional to
O2V 2, where O and V are the number of occu-
pied and virtual orbitals, respectively. However,
the projective estimator is not variational and its
error is linear in the wave function error. Conse-
quently, the projective estimator is only used to
monitor the convergence of the PCI algorithm.
6. Convergence check. Evaluate the approximate en-
ergy gradient:
δE(n+1) =
1
γ
(E(n+1) − E(n)), (40)
where γ is the convergence factor of the projector
generator. If |δE(n+1)| is larger then the conver-
gence threshold increase n by one and go to Step 2.
Otherwise, the computation is converged and the
final variational energy is evaluated including all
contributions from the truncated CI space S(n+1).
The PCI algorithm is implemented in Forte, a suite of
multireference electronic structure methods84 written as
a plugin to the open-source quantum chemistry package
Psi4.85
IV. RESULTS
Unless otherwise noted, all the PCI calculations are
performed with the 5th-order wall-Chebyshev generator.
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Figure 2. Ground state of N2 at the equilibrium geometry
(r = 2.118 bohr) computed with the PCI using a spawn-
ing threshold η = 1× 10−5 and various projector generators.
Difference between the variational energy at a given iteration
and the converged energy as a function of the number of times
the Hamiltonian is applied. All computations used canonical
Hartree–Fock orbitals and the cc-pVDZ basis set. The 1s-like
orbitals of nitrogen were excluded from computations of the
correlation energy.
PCI results obtained with a spawning threshold equal
to η are labeled as PCI(η). Preliminary computations
showed that the variational estimator [Eq. (38)] yields
energy errors that are consistently one order of magni-
tude smaller than those from than the projective estima-
tor [Eq. (39)]. Consequently, all results presented in this
work are based on the variational energy estimator.
A. N2
To investigate the properties of the PCI approach we
report computations of the ground state energy of the ni-
trogen molecule using the cc-pVDZ basis set86 and freez-
ing the 1s core orbitals. We discuss both the equilibrium
(r = 2.118 bohr) and stretched (r = 4.2 bohr) geometries
of N2.
Figure 2 illustrates the difference in efficiency between
various generator at the equilibrium geometry. To fa-
cilitate the comparison among the various generators, we
plot the energy error with respect to the number of times
Hˆ is applied to a state vector using a spawning thresh-
old equal to 10−5. For the linear generator we select
τ = 1/R = 0.038 E−1h , the largest value of τ compatible
with the spectral range of Hˆ [see Eq. (17)]. As illustrated
in Figure 2, the linear generator shows very slow conver-
gence. After 250 steps, the total error is still larger than
10−4 Eh. Projectors based on the exp-Chebyshev gener-
ators allow to use larger values of τ and converge more
readily. For example, with τ = 0.5 E−1h , the fifth-order
exp-Chebyshev projector requires 150 applications of Hˆ
to achieve an error less than 10−6 Eh. The fifth-order
wall-Chebyshev generator (which correspond to the limit
τ → ∞) is more efficient than the exp-Chebyshev gen-
erators as it can achieve the same level of accuracy with
less than 100 applications of Hˆ.
Next, we study the accuracy of the PCI as a func-
tion of the spawning threshold (η) and compare it to
a selection of single-reference and multireference meth-
ods. Table II reports a comparison of the total error
with respect to FCI for the variational energy estima-
tor [Eq. (38)]. Additionally, Table II reports energies for
N2 computed using second-order Møller–Plessett (MP2)
perturbation theory, truncated CI with up to quadru-
ple excitations (CISD–CISDTQ), coupled cluster with
singles and doubles (CCSD), CCSD with perturbative
triples corrections [CCSD(T)], uncontracted multirefer-
ence CISD (MRCISD), and multireference CCSD (MR-
CCSD) based on a CASSCF(6e,6o) reference.25
From Table II it can be seen that since the PCI wave
function is not biased towards a reference determinant, it
can efficiently capture both static and dynamic electron
correlation and provide an accurate description of N2 at
both equilibrium and stretched geometries. For example,
even with a large spawning threshold (η = 1×10−3) the
PCI yields a non-parallelism error (NPE, defined as the
difference in energy error between the equilibrium and
stretched geometries) that is of the order of a few mEh.
In contrast, single-reference approaches give NPEs that
range from −322 to +227 mEh.
The accuracy of the PCI is effectively tuned by the
spawning threshold and can be chosen to match or go
beyond that of MRCI and MRCC. For example, for η
= 2×10−5, the NPE is equal to 0.37 kcal mol−1, which
is within chemical accuracy (defined as an error less
than 1 kcal mol−1). At the equilibrium geometry the
PCI wave function has 1,264,528 determinants, with the
Hartree–Fock determinant having a coefficient equal to
0.94. At the stretched geometry, when the coefficient of
the Hartree–Fock determinant is only 0.46, this number
increases to 2,628,056 determinants to accommodate the
multideterminantal character of the wave function. Note
that at both geometries the PCI(2×10−5) wave function
uses less than 0.5% of the FCI space determinants.
In order to illustrate the importance of the truncation
and path-filtering errors, in Table II we report energies
obtained by diagonalizing the Hamiltonian in the PCI de-
terminant space (indicates as PCI+diag). These energies
are more accurate than the corresponding PCI values.
For example, with η = 1×10−4, the NPE for the PCI
and PCI+diag are 5.7 and 1.2 mEh, respectively. The
difference between the energy from FCI and PCI+diag
represents the truncation error, while the gap between
the PCI and PCI+diag energies is the path-filtering er-
ror. For large spawning thresholds (e.g. η = 1×10−3) the
truncation and path-filtering errors contribute equally to
the total error. However, as the spawning threshold de-
creases, path-filtering becomes the dominant source of er-
ror. For example, when the spawning threshold is equal
to 1×10−6, the path-filtering error contributes to 90% of
9Table II. Comparison of the ground state energy of N2 computed with the PCI and several wave function approaches
using the cc-pVDZ basis at equilibrium and stretched bond lengths (r=2.118 and 4.2 bohr). ∆E is the energy error
with respect to FCI computed with the variational estimate. Npar is the number of variational parameters, with
values in parentheses indicating the number of perturbative parameters. NPE is the non-parallelism error defined by
the difference of energy errors between stretched and equilibrium geometries. All PCI computations use canonical
restricted Hartree–Fock orbitals. The nitrogen 1s-like orbitals were frozen in all computations of the correlation
energies.
Method
r = 2.118 bohr r = 4.2 bohr
NPE/mEh
Npar ∆E/Eh Npar ∆E/Eh
MP2 (2,090) 1.56×10−2 (2,090) −3.07×10−1 −322.275
CISD 2,090 3.65×10−2 2,090 2.64×10−1 227.215
CISDT 60,842 2.59×10−2 60,842 2.41×10−1 215.173
CISDTQ 969,718 2.31×10−3 969,718 5.72×10−2 54.855
CCSD 2,090 1.45×10−2 2,090 4.07×10−2 26.234
CCSD(T) (58,752) 1.87×10−3 (58,752) −1.65×10−1 −166.876
MRCISDa · · · 6.64×10−3 · · · 6.91×10−3 0.259
MRCCSDa · · · 1.52×10−3 · · · 2.25×10−3 0.732
PCI(1×10−3) 12,393 2.45×10−2 30,379 2.63×10−2 1.816
PCI(1×10−4) 292,858 4.87×10−3 573,665 1.06×10−2 5.709
PCI(5×10−5) 532,728 3.08×10−3 1,108,882 6.03×10−3 2.952
PCI(2×10−5) 1,264,528 1.57×10−3 2,628,056 2.25×10−3 0.682
PCI(1×10−5) 2,703,218 8.76×10−4 4,630,411 9.69×10−4 0.093
PCI(1×10−6) 22,855,011 7.30×10−5 32,900,610 8.82×10−5 0.015
PCI(1×10−3)+diagb 12,393 1.32×10−2 30,379 1.55×10−2 2.276
PCI(1×10−4)+diagb 292,858 1.51×10−3 573,665 2.68×10−3 1.171
PCI(1×10−5)+diagb 2,703,218 1.68×10−4 4,630,411 1.82×10−4 0.014
PCI(1×10−6)+diagb 22,855,011 8.39×10−6 32,900,610 9.12×10−6 0.001
FCI 540,924,024 540,924,024
a MRCISD and MRCCSD data based on a CASSCF(6e,6o) reference wave function were taken from Ref. 25.
b The PCI+diag energies are computed by diagonalizing the Hamiltonian in the space of determinants obtained from a
converged PCI computation.
the total error. In this case, the diagonalization of the
PCI space yields energies within 10 µEh from FCI values,
while the nonparallelism error is about 1 µEh.
To give an idea of the computational cost of the PCI,
we note that the N2 computations at equilibrium geom-
etry with η = 10−6 ran in 3 hours on 16 threads on a
single node (on two Intel Xeon E5-2650 v2 processors)
and took 16 iterations to finish. The corresponding com-
putation at the stretched geometry ran in 44 hours and
took 127 iterations. In this example the the wave func-
tion contains 33 million determinants and convergence is
slowed by the small energy gap between the ground and
first excited state.
B. C2
To study the performance of PCI on larger basis sets
we computed the ground state energy of C2 at the equi-
librium geometry using basis sets that range from double-
to quadruple-ζ quality. Table III collects PCI results ob-
tained using MP2 natural orbitals, together with trun-
cated configuration interaction, coupled cluster, DMRG,
and i-FCIQMC results. When possible, computations
were reported for the first three basis sets of the cc-pVXZ
series (X=D,T,Q, also abbreviated as XZ in the follow-
ing discussion).86,90 For the TZ and QZ basis sets the
FCI energy cannot be computed, and we take DMRG
results from Ref. 31 as a reference. PCI(η) energies are
extrapolated to zero spawning threshold by fitting results
with η = 1×10−5, 5×10−6, and 1×10−6 to a quadratic
function.
Table III illustrates how the PCI energy may be sys-
tematically converged to the reference FCI/DMRG en-
ergy with control over the absolute energy error. For
example, with a spawning threshold equal to 10−5, for
all basis sets the PCI energy is within 1.3 mEh from the
DMRG energy. While with a spawning threshold equal
to 10−6, the error is further reduced to less than 0.2 mEh
in all cases.
When compared to other methods, the cheapest PCI
calculations (η = 10−4) shown in Tab. III are found to
be already more accurate than truncated CI methods up
to quadruple excitation and CCSD. Moreover, the PCI
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Table III. Comparison of the ground state energy of C2 calculated with the PCI and several wave function approaches
using the cc-pVXZ basis set (X = D,T,Q). All PCI computations use MP2 natural orbitals. The carbon 1s-like orbitals
were frozen in all calculations. Npar indicates the number of variational parameters, with values in parentheses
indicating perturbative parameters. All results are shifted by +75 Eh.
Method
cc-pVDZ (8e, 26o) cc-pVTZ (8e, 58o) cc-pVQZ (8e, 108o)
(E + 75)/Eh Npar (E + 75)/Eh Npar (E + 75)/Eh Npar
MP2 −0.697 678 (1.43×103) −0.756 562 (8.35×103) −0.777 234 (3.05×104)
CISD −0.663 765 1.43×103 −0.711 300 8.35×103 −0.726 551 3.05×104
CISDT −0.682 929 3.34×104 −0.733 939 4.96×105 −0.749 947 3.55×106
CISDTQ −0.721 845 4.11×105 −0.777 182 1.51×107 −0.794 504 2.09×108
CCSD −0.699 132 1.43×103 −0.749 551 8.35×103 −0.765 696 3.05×104
CCSD(T) −0.726 697 (3.20×104) −0.783 070 (4.88×105) −0.800 807 (3.52×106)
PCI(1×10−4) −0.725 914 1.58×105 −0.779 959 5.67×105 −0.796 216 1.00×106
PCI(5×10−5) −0.727 131 3.09×105 −0.781 984 1.27×106 −0.798 720 2.40×106
PCI(1×10−5) −0.728 292 1.22×106 −0.784 133 7.45×106 −0.801 450 1.67×107
PCI(5×10−6) −0.728 439 2.03×106 −0.784 561 1.50×107 −0.801 973 3.65×107
PCI(1×10−6) −0.728 541 5.56×106 −0.784 961 6.79×107 −0.802 513 1.99×108
PCI(extrapol.)a −0.728 565 −0.785 069 −0.802 665
DMRGb,c −0.728 556 5.2×105 −0.785 054 1.2×107 −0.802 671 7.0×107
DMRGd · · · · · · · · · · · · −0.802 69 · · ·
i-FCIQMCe,f −0.728 78 4.2×106 −0.784 93 6.3×106 −0.802 51 3.0×107
i-SFCIQMCg,f · · · · · · · · · · · · −0.802 575 1.6×107
FCIh −0.728 556 2.79×107 · · · 2.25×1010 · · · 3.59×1012
a Extrapolated PCI values obtained from a quadratic fitting of the results with η = 10−5, 5× 10−6, and 10−6.
b DMRG data taken from Ref. 31. Based on the genetic algorithm ordering and accurate to better than 0.01 mEh.
c DMRG number of variational parameters were kindly provided by Guo and Chan87 for computations with 946, 3234, and
6738 renormalized states using the DZ, TZ, and QZ basis sets, respectively.
d DMRG data taken from Ref. 88. Based on the genetic algorithm ordering and accurate to better than 0.01 mEh.
e Initiator FCIQMC (i-FCIQMC) data taken from Ref. 59.
f For i-FCIQMC and i-SFCIQMC the column labeled Npar reports the total number of walkers.
g Initiator semi-stochastic FCIQMC (i-SFCIQMC) data taken from Ref. 89.
h The number of FCI determinants for the triple- and quadruple-ζ basis sets was estimated as
(Norb
Nel/2
)2
/Nirrep, where Norb,
Nel, and Nirrep are the number of orbitals, electrons, and irreps, respectively.
selects the most important determinants efficiently and
therefore shows a more favorable accuracy/(number of
parameters) ratio. For example, the cc-pVQZ PCI(η =
10−4) wave function has about one million determinants,
but yields an energy that is more accurate than that of
CISDT (3 million determinants) and CISDTQ (200 mil-
lion determinants). We note that PCI results surpass
the accuracy of the CCSD(T) method with a spawning
threshold of 1×10−5.
The PCI shows a favorable scaling with respect to the
size of basis set. When the basis set is enlarged from DZ
to QZ, the number of orbitals involved in calculation grow
from 26 to 108 and the corresponding FCI space increased
ca. 105 folds. The corresponding growth of PCI deter-
minants with respect to the number of virtual orbitals
(nvirt) is found to be linear, with increase of only 14 and
36 times when η =1×10−5 and 1× 10−6, respectively. In
comparison, truncated CI and CC schemes scale as n2virt,
n3virt, and n
4
virt for the SD, SDT, and SDTQ truncation
schemes, respectively. Consequently, the cost of these
computations grows by a factor 21, 106, and 509 when
going from the DZ to the QZ basis set. FCIQMC also
shows very good scaling with respect to virtual orbitals,
with an increase of only about 7 times the number of
walkers. In the case of DMRG, assuming that the num-
ber of renormalized states (M) required to obtain a given
level of accuracy scales as noccnvir,
31 then the number of
variational parameters scales as norbM
2 ≈ n3vir.
We would like to point out that the QZ PCI calcula-
tion with spawning threshold 1×10−6 (200 million de-
terminants) ran on a single node. This computation
is two orders of magnitude larger than the largest se-
lected CI calculations reported in the literature (4 mil-
lion determinants),91 which was performed with a paral-
lel algorithm on a distributed memory architecture with
32–256 nodes. As a comparison, typical FCIQMC com-
putations may employ up to 2–7 billion walkers.57
C. Size consistency and molecular orbital comparison
Lastly, we investigate the degree to which the PCI
wave function lacks size consistency, and how different
type of molecular orbitals affect its performance. In our
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Table IV. Analysis of the size consistency error (∆E) of truncated CI methods and the PCI for the (Be–He)2 system.
All results used the cc-pVDZ and STO-3G basis sets for Be and He, respectively. The Be–He bond distance in the
monomer is equal to 2.5 A˚. The column labeled Ndet reports the size of each CI space.
Be–He (6e,15o) He–Be · · · Be–He (12e,30o)
Method Energy/Eh Ndet Energy/Eh Ndet ∆E/mEh
RHF −17.374 136 1 −34.748 272 1 0.000
FCI −17.420 556 51,853 −34.841 113 4.41×1010 0.000
CISD −17.420 420 523 −34.833 525 4,405 7.316
CISDT −17.420 484 4,257 −34.833 664 170,685 7.305
CISDTQ −17.420 556 17,973 −34.841 084 3,833,121 0.029
Delocalized canonical Hartree–Fock orbitals
PCI(1×10−4) −17.420 537 1,424 −34.840 544 34,164 0.529
PCI(1×10−5) −17.420 556 5,311 −34.841 066 255,342 0.045
PCI(1×10−6) −17.420 556 15,465 −34.841 108 1,558,745 0.005
Delocalized MP2 natural orbitals
PCI(1×10−4) −17.420 547 1,138 −34.840 924 23,979 0.169
PCI(1×10−5) −17.420 556 5,077 −34.841 088 163,469 0.024
PCI(1×10−6) −17.420 556 14,801 −34.841 110 1,185,988 0.002
Localized canonical Hartree–Fock orbitals
PCI(1×10−4) −17.420 537 1,424 −34.840 981 9,746 0.092
PCI(1×10−5) −17.420 556 5,311 −34.841 104 60,740 0.007
PCI(1×10−6) −17.420 556 15,465 −34.841 112 337,662 0.001
Localized MP2 natural orbitals
PCI(1×10−4) −17.420 547 1,138 −34.841 064 5,910 0.029
PCI(1×10−5) −17.420 556 5,077 −34.841 109 41,580 0.003
PCI(1×10−6) −17.420 556 14,801 −34.841 113 247,364 0.000
tests we have considered a monomer consisting of Be and
He separated by 2.5 A˚. In one set of computations two
monomers are arranged in a D∞h geometry, so that the
orbitals are delocalized over the two fragments. Starting
from the D∞h geometry, we obtained a C∞v structure in
which the Be–He distances of the monomers are short-
ened and lengthened by ±10−5 A˚, respectively. This ge-
ometric change leads to localization of the molecular or-
bitals on one of the two monomers. For both localized
and delocalized molecular orbitals we considered canon-
ical Hartree–Fock orbitals and MP2 natural orbitals.
Table IV reports the size consistency error (∆E) for
a pair of noninteracting Be–He units as a function of
the spawning threshold, where ∆E is defined as the
energy difference between a non-interacting dimer (Be–
He· · ·Be–He) and twice the energy of the monomer (Be–
He):
∆E = E(Be–He · · ·Be–He)− 2E(Be–He). (41)
As expected, the PCI energy is not size consistent, but
a comparison with truncated CI methods shows that the
corresponding error is significantly smaller in the case of
PCI and can be effectively controlled via the spawning
threshold. In comparison to CISDTQ, which requires
3,833,121 determinants for the dimer computation, the
PCI(10−6) with canonical orbitals requires only 1,558,745
determinants and leads to a size consistency error that
is six times smaller. When delocalized orbitals are used,
going from canonical Hartree–Fock orbitals to MP2 nat-
ural orbitals leads to a reduction of the size consistency
error of the PCI by a factor of ca. two. At the same time,
the use of MP2 natural orbitals also slightly reduces the
number of determinants.
Upon localization of the orbitals we observe a signif-
icant reduction of the size consistency error and wave
function size. For example, localization of the canonical
Hartree–Fock orbitals reduces the PCI(10−6) size consis-
tency error and number of determinants by a factor of
five. The best performance is obtained by combining lo-
calization with MP2 natural orbitals. In this case the
overall size of the PCI wave function is reduced by a fac-
tor of 6 and the size consistency error is less than 0.001
mEh. This comparison shows that the use of optimized
orbitals can significantly reduce the computational cost
of the PCI and the magnitude of the size consistency
error.
V. SUMMARY AND CONCLUSIONS
In this paper, we introduced a general projector diag-
onalization approach and combined it with path filter-
12
ing to create a novel projector configuration interaction
(PCI) method. Given an operator (matrix) Hˆ, the pro-
jector diagonalization method seeks to obtain one of the
eigenvectors of Hˆ via repeated application of the pro-
jector generator g(Hˆ) onto a trial vector. The projector
generator is a matrix function designed to amplify the co-
efficient of one of the eigenvectors. The focus of this work
is on polynomial projector generators derived from the
imaginary-time propagator, which project the trial wave
function onto the ground electronic state. To improve
the performance of a Taylor expansion of the imaginary-
time propagator, we discuss its approximation in terms
of Chebyshev polynomials, and propose a new generator
(wall-Chebyshev) with superior convergence properties.
The PCI optimization process is formulated in terms
of a dynamics in which each application of the projector
generator is equivalent to a spawning process. In this
process, each determinant spawns singly and doubly ex-
cited determinants with a given spawning amplitude. In
order to truncate the determinant space explored by the
PCI algorithm, we consider a path filtering approach in
which spawning amplitudes are truncated according to
a user-provided spawning threshold (η). Path filtering
applied at each step of the projector diagonalization con-
trols the size of the PCI wave function and the accuracy
of the energy by selecting important determinants that
contribute the most to a given eigenstate. In this re-
spect, the PCI method is similar to selected CI, with the
important difference that the former also approximates
the diagonalization process to increase computational ef-
ficiency.
Since the PCI is not biased towards any reference
determinants, it can describe dynamic and static elec-
tron correlation equally well. This point is illustrated
with computations of the energy of N2 at equilibrium
and stretched geometries. As shown in Table II, the
PCI(η = 2× 10−5) can predict the energy difference be-
tween these two geometries with a non-parallelism error
equal to 0.682 mEh (0.43 kcal mol
−1) using only a small
fraction of the Hilbert space of determinants (less than
0.5%). Additionally, we compare PCI with DMRG and
FCIQMC using the carbon dimer as a challenging bench-
mark. With a spawning threshold equal to 10−6, the PCI
can match the accuracy of FCIQMC results, while PCI
extrapolated to the limit η → 0 yields total energies that
are within 0.01 mEh of DMRG reference data. We have
also analyzed the extent of size consistency errors in PCI
computations. This error is effectively controlled by the
spawning threshold and may be further reduced by using
a localized basis.
One of the interesting features of the PCI algorithm
is that it can be expressed as a series of update steps
in which spawning amplitudes for different determinants
can be computed independently with no communica-
tion. Moreover, the linear and wall-Chebyshev genera-
tors only require storage of two vectors of the size of the
CI space. These two features make the PCI amenable
to computations with large CI spaces containing 107–
108 determinants. A parallel implementation of the PCI
for distributed-memory machines would allow to fur-
ther increase the size of the CI space. Both the PCI
and FCIQMC use a sparse representation of the FCI
wave function and present similar challenges when im-
plemented on distributed memory architectures. There-
fore, the recent successful implementation of a parallel
FCIQMC code63 suggests that it should be possible to
also produce an efficient parallel implementation of the
PCI.
Currently, the PCI algorithm has been formulated to
optimize the ground state. However, several strategies
may be explored to extend the PCI to electronic ex-
cited states. One possibility is a state-specific approach
in which excited states are optimized individually, while
maintaining orthogonality with lower energy states. An
alternative is a multistate version of the PCI in which
several states are optimized simultaneously.92 Since the
convergence of the PCI depends on ratio of the first ex-
citation energy and the spectral radius, (E1 − E0)/R, a
multistate version of the PCI would also be helpful to
speed up convergence to the ground state in cases when
this ratio is small. Another interesting venue to explore
is to use the PCI approach to target the density matrix
at finite temperatures93,94 or to compute approximate
spectral densities of systems with a dense manifold of
low-energy electronic states.95
Appendix A: Path filtering for polynomial generators
In this appendix we report a generalization of the path
filtering approach for polynomial generators g(x) of order
m that have m real roots (si, i = 1, . . . ,m). In this case,
g(x) can be written as:
g(x) =
m∏
i=1
x− si
E0 − si (A1)
and g(Hˆ) |Ω(n)〉 may be computed by repeated applica-
tion of a linear generator with modified shift to which
path filtering is applied in all intermediate steps. It it
important to point out that the path-filtering algorithm
presented here gives results that are consistent with those
of the algorithm outlined in the paper, which applies only
to linear generators.
For convenience, we start by defining a series of nor-
malized trial wave functions
|Ω(n+1,i)〉 =
∑
I∈S(n,i)
C
(n+1,i)
I |ΦI〉 (A2)
expanded over the space S(n,i). The coefficient vector for
i = 0 is given by:
C
(n+1,0)
I = C
(n)
I (A3)
and spans the space S(n+1,0) = S(n).
13
The coefficients C
(n+1,i)
I for i > 0 are obtained from
the unnormalized wave function coefficients [C˜
(n+1,i)
I ]:
C
(n+1,i)
I =
C˜
(n+1,i)
I
‖C˜(n+1,i)‖2
(A4)
which are obtained as the sum:
C˜
(n+1,i)
I =
∑
ΦJ∈S(n+1,i)
A
(n+1,i)
IJ (η) (A5)
The path-filtered spawning amplitudes [A
(n,i)
IJ (η)] that
enter into Eq. (A5) are obtained from the untruncated
amplitudes [A
(n,i)
IJ ]:
A
(n,i)
IJ = 〈ΦI | Hˆ − si |ΦJ〉C(n,i−1)J (A6)
and truncated according to:
A
(n,i)
IJ (η) =
{
A
(n,i)
II if I = J
A
(n,i)
IJ Θ(|A(n,i)IJ | − η) if I 6= J
(A7)
The normalized coefficients are evaluated recursively
for i = 1, 2, . . . ,m following Eqs. (A4)–(A7). Finally, the
coefficients for the updated wave function are given by:
C
(n+1)
I = C
(n+1,m)
I . (A8)
Note that to evaluate the application of factorizable gen-
erators with real zeros onto a trial vector requires storage
of two vectors. Thus, require the same amount of mem-
ory as the linear projector.
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