Geometric Construction of Crystal Bases by Kashiwara, Masaki & Saito, Yoshihisa
ar
X
iv
:q
-a
lg
/9
60
60
09
v1
  8
 Ju
n 
19
96
GEOMETRIC CONSTRUCTION OF CRYSTAL BASES
MASAKI KASHIWARA AND YOSHIHISA SAITO
Abstract. We realize the crystal associated to the quantized enveloping algebras
with a symmetric generalized Cartan matrix as a set of Lagrangian subvarieties of
the cotangent bundle of the quiver variety. As a by-product, we give a counterexam-
ple to the conjecture of Kazhdan–Lusztig on the irreducibility of the characteristic
variety of the intersection cohomology sheaves associated with the Schubert cells
of type A and also to the similar problem asked by Lusztig on the characteristic
variety of the perverse sheaves corresponding to canonical bases.
1. Introduction
1.1. G.Lusztig [L3] gave a realization of the quantized universal enveloping algebras
as the Grothendieck group of a category of perverse sheaves on the quiver variety.
Let (I,Ω) be a finite oriented graph (=quiver), where I is the set of vertices and Ω
is the set of arrows. Let us associate a complex vector space Vi to each vertex i ∈ I.
We set
EV,Ω = ⊕
τ∈Ω
Hom (Vout(τ), Vin(τ))
and
XV = EV,Ω ⊕ E
∗
V,Ω.
They are finite-dimensional vector spaces with the action of the algebraic group GV =∏
i∈I GL(Vi). We regard XV as the cotangent bundle of EV,Ω. Lusztig [L3] realized a
half of the quantized universal enveloping algebra U−q (g) as the Grothendieck group
of QV,Ω. Here QV,Ω is a subcategory of the derived category D
b
c(EV,Ω) of the bounded
complex of constructible sheaves on EV,Ω. The irreducible perverse sheaves in QV,Ω
form a base of U−q (g), which is called canonical basis.
In [L5] he asked the following problem.
Problem 1. If the underlying graph is of type A, D or E, then the singular support
of any canonical base is irreducible.
One of the purpose of this paper is to construct a counterexample of this problem
for type A.
The second author is supported by the JSPS Research Fellowships for Young Scientist.
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1.2. Let G be a connected complex semisimple algebraic group, B a Borel subgroup
of G and X = G/B the flag variety. Let DX denote the sheaf of differential operators
on X . We denote the half sum of positive roots by ρ and the Weyl group by W .
For w ∈ W , let Mw be the Verma module with highest weight −w(ρ)− ρ and Lw its
simple quotient. By the Beilinson-Bernstein correspondence, Mw and Lw correspond
to regular holonomic DX -modules Mw and Lw on X , respectively. The characteristic
varieties Ch(Mw) and Ch(Lw) are Lagrangian subvarieties of the cotangent bundle
T ∗X . Each irreducible component of Ch(Mw) and Ch(Lw) is the closure of the conor-
mal bundle T ∗XyX of a Schubert cell Xy = ByB/B for some y ∈ W . Let M be the
abelian category consisting of regular holonomic systems on X whose characteristic
varieties are contained in
∐
w∈W T
∗
XwX . Its Grothendieck group K(M) has two bases,
([Mw])w∈W and ([Lw])w∈W . For M ∈ M let Ch(M) =
∑
w∈W mw(M)[T
∗
XwX ] be the
characteristic cycle. Here mw(M) is the multiplicity of M along T
∗
XwX . Then Ch
extends to an additive map from K(M) to the group of algebraic cycles of T ∗X .
Let χ be a Z-linear isomorphism from K(M) onto the group ring Z[W ] defined
by χ([Mw]) = w. Then there exists a unique basis {b(w)}w∈W of Z[W ] such that
Ch(χ−1(b(w))) = [T ∗XwX ] (See [KL1] and [KT].). This basis is related to the Springer
representation of the Weyl group. Set a(w) = χ([Lw]) =
∑
y∈W my(Lw)b(y). The
basis {a(w)}w∈W is related to the left cell representation of the Weyl group. There-
fore an explicit knowledge of my(Lw) gives an explicit relation between the Springer
representation and the left cell representation. If Ch(Lw) is an irreducible variety,
that is,
(1.2.1) my(Lw) =

1 if y = w,0 otherwise,
then the Springer representation coincides with the left cell representation. Due to
Tanisaki, there is a counterexample of (1.2.1) in the case of B2 (See [T]). In [KL2]
Kazhdan and Lusztig conjectured that Ch(Lw) is irreducible for G = SLn(C). In this
paper, as a corollary of Problem 1, we shall show that there is a counterexample of
this conjecture in the case of G = SL8(C) and this conjecture is true for G = SLn(C)
with n ≤ 7.
1.3. On the other hand, the first author [K1] constructed the crystal base and
the global crystal base of U−q (g) and the highest weight integrable representations
of Uq(g) in an algebraic way. Grojnowski and Lusztig [GL] showed that the global
crystal base coincides with the canonical base of Lusztig [L3].
In this paper, we shall construct the crystal base in a geometrical way. We define
the nilpotent subvariety of the cotangent bundle of the quiver varieties, following
Lusztig. The nilpotent variety is a Lagrangian subvariety. We shall define a crystal
structure on the set of its irreducible components, and we prove that it is isomorphic
to the crystal associated with U−q (g).
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1.4. Let us briefly summarize the contents of this paper. In section 2 and 3 we give
a review of the theory of crystal base [K1,2,3,4]. After recalling quiver varieties in
section 4, we define the crystal structure on the set of irreducible components of the
nilpotent varieties and prove that it coincides with the crystal base of U−q (g) in section
5. In section 6, we recall the relation of the quantized universal enveloping algebras
and perverse sheaves on the quiver varieties. In section 7, we give a negative answer
to Problem 1. In the last section, we give a counterexample of the irreducibility of
the characteristic variety of the irreducible perverse sheaf with the Schubert cell as
its support in the case of SL8.
We thank T.Tanisaki for stimulating discussions.
2. Preliminaries
2.1. Definition of Uq(g). We shall give the definition of Uq(g) associated with a
symmetrizable Kac-Moody Lie algebra g. We follow the notations in [K1,2,3,4].
Definition 2.1.1. Let us consider following data:
(1) a finite-dimensional Q-vector space t,
(2) an index set I (of simple roots),
(3) a linearly independent subset {αi ; i ∈ I} of t
∗ and a subset {hi ; i ∈ I} of t,
(4) an inner product ( , ) on t∗ and
(5) a lattice P (a weight lattice) of t∗.
These data are assumed to satisfy the following conditions:
(6) {〈hi, αj〉} is a generalized Cartan matrix
(i.e. 〈hi, αi〉 = 2, 〈hi, αj〉 ∈ Z≤0 for i 6= j and 〈hi, αj〉 = 0⇔ 〈hj , αi〉 = 0),
(7) (αi, αi) ∈ 2Z>0,
(8) 〈hi, λ〉 = 2(αi, λ)/(αi, αi) for any i ∈ I and λ ∈ t
∗,
(9) αi ∈ P and hi ∈ P
∗ = {h ∈ t ; 〈h, P 〉 ∈ Z}.
Then the Q(q)-algebra Uq(g) is the algebra generated by ei, fi(i ∈ I) and q
h(h ∈ P ∗)
with the following defining relations:
(10) qh = 1 for h = 0 and qh+h
′
= qhqh
′
,
(11) qheiq
−h = q〈h,αi〉ei and q
hfiq
−h = q−〈h,αi〉fi,
(12) [ei, fj] = δi,j(ti − t
−1
i )/(qi − q
−1
i ) where qi = q
(αi,αi)/2 and ti = q
(αi,αi)hi/2,
(13)
b∑
n=0
(−1)ne
(n)
i eje
(b−n)
i =
b∑
n=0
(−1)nf
(n)
i fjf
(b−n)
i = 0
where i 6= j and b = 1− 〈hi, αj〉.
Here we used the notations [n]i = (q
n
i − q
−n
i )/(qi − q
−1
i ), [n]i! =
∏n
k=1[k]i, e
(n)
i =
eni /[n]i! and f
(n)
i = f
n
i /[n]i!. We understand e
(n)
i = f
(n)
i = 0 for n < 0. We set
Q =
∑
i∈I Zαi, Q+ =
∑
i∈I Z≥0αi and Q− = −Q+. Let P+ be the set of dominant
integral weights.
We denote by U−q (g) the Q(q)-subalgebra of Uq(g) generated by fi (i ∈ I).
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As in [K], we define the Q(q)-algebra anti-automorphism ∗ of Uq(g) by
ei
∗ = ei, fi
∗ = fi and (q
h)∗ = q−h.
Note that ∗2 = 1.
2.2. Crystal base. In this subsection we give a review of the theory of crystal base.
See [K1,2,3,4] for details.
Let M be an integrable Uq(g)-module and let M = ⊕ν∈PMν be the weight space
decomposition. By the theory of integrable representation of Uq(sl(2)), we have
M = ⊕
0≤n≤〈hi,ν〉
f
(n)
i (Ker ei ∩Mν).
We define the endomorphisms e˜i and f˜i of M by
f˜i(f
(n)
i u) = f
(n+1)
i u and
e˜i(f
(n)
i u) = f
(n−1)
i u
for u ∈ Ker ei ∩Mν with 0 ≤ n ≤ 〈hi, ν〉.
Let A be the subring of Q(q) consisting of rational functions without pole at q = 0.
Definition 2.2.1. A pair (L,B) is called a crystal base of M if it satisfies the fol-
lowing conditions:
(2.2.1) L is a free sub-A-module of M such that M ∼= Q(q)⊗A L.
(2.2.2) B is a base of the Q-vector space L/qL.
(2.2.3) e˜iL ⊂ L and f˜iL ⊂ L for any i.
Therefore, e˜i and f˜i act on L/qL.
(2.2.4) e˜iB ⊂ B ⊔ {0} and f˜iB ⊂ B ⊔ {0}.
(2.2.5)
L = ⊕
ν∈P
Lν and B =
⊔
ν∈P
Bν
where Lν = L ∩Mν and Bν = B ∩ (Lν/qLν).
(2.2.6) For b, b′ ∈ B, b′ = f˜ib if and only if b = e˜ib
′.
For λ ∈ P+, we denote by V (λ) the simple Uq(g)-module of highest weight λ. The
highest weight vector of V (λ) is denoted by uλ. We consider the sub-A-module L(λ)
of V (λ) generated by f˜i1 · · · f˜iluλ and the subset B(λ) of L(λ)/qL(λ) consisting of
the non-zero vectors of the form f˜i1 · · · f˜iluλ.
Theorem 2.2.2. (L(λ), B(λ)) is a crystal base of V (λ).
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2.3. Crystal base of U−q (g). Next we shall define a crystal base of U
−
q (g).
Lemma 2.3.1. For any P ∈ U−q (g), there exist unique Q, R ∈ U
−
q (g) such that
[ei, P ] =
tiQ− t
−1
i R
qi − q
−1
i
.
By this lemma, e′i(P ) = R defines an endomorphism e
′
i of U
−
q (g).
According to [K1] we have
U−q (g) = ⊕
n≥0
f
(n)
i Ker e
′
i.
We define the endomorphisms e˜i and f˜i of U
−
q (g) by
f˜i(f
(n)
i u) = f
(n+1)
i u and
e˜i(f
(n)
i u) = f
(n−1)
i u
for u ∈ Ker e′i.
Definition 2.3.2. A pair (L,B) is called a crystal base of U−q (g) if it satisfies the
following conditions:
(2.3.1) L is a free sub-A-module of U−q (g) such that U
−
q (g)
∼= Q(q)⊗A L.
(2.3.2) B is a base of the Q-vector space L/qL.
(2.3.3) e˜iL ⊂ L and f˜iL ⊂ L for any i.
Therefore e˜i and f˜i act on L/qL.
(2.3.4) e˜iB ⊂ B ⊔ {0} and f˜iB ⊂ B.
(2.3.5)
L = ⊕
ν∈Q−
Lν and B =
⊔
ν∈Q−
Bν
where Lν = L ∩ U
−
q (g)ν , Bν = B ∩ (Lν/qLν) and U
−
q (g)ν = {P ∈
U−q (g) ; q
hPq−h = q〈h,ν〉P for any h ∈ P ∗}.
(2.3.6) For b ∈ B such that e˜ib 6= 0, we have b = f˜ie˜ib.
We introduce the sub-A-module L(∞) of U−q (g) generated by f˜i1 · · · f˜il · 1 and
the subset B(∞) of L(∞)/qL(∞) consisting of the non-zero vectors of the form
f˜i1 · · · f˜il · 1.
Theorem 2.3.3. (L(∞), B(∞)) is a crystal base of U−q (g).
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3. Crystals
3.1. Definition of Crystal.
Definition 3.1.1. A crystal B is a set endowed with
(3.1.1) maps wt : B → P, εi : B → Z ⊔ {−∞}, ϕi : B → Z ⊔ {−∞} and
(3.1.2) e˜i : B → B ⊔ {0}, f˜i : B → B ⊔ {0}.
They are subject to the following axioms:
(C 1) ϕi(b) = εi(b) + 〈hi,wt(b)〉.
(C 2) If b ∈ B and e˜ib ∈ B then,
wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b)− 1 and ϕi(e˜ib) = ϕi(b) + 1.
(C 2’) If b ∈ B and f˜ib ∈ B, then
wt(f˜ib) = wt(b)− αi, εi(f˜ib) = εi(b) + 1 and ϕi(f˜ib) = ϕi(b)− 1.
(C 3) For b, b′ ∈ B and i ∈ I, b′ = e˜ib if and only if b = f˜ib
′.
(C 4) For b ∈ B, if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
For two crystals B1 and B2, a morphism ψ from B1 to B2 is a map B1 ⊔ {0} →
B2 ⊔ {0} that satisfies the following conditions:
(3.1.3) ψ(0) = 0,
(3.1.4) If b ∈ B1 and ψ(b) ∈ B2, then
wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and ϕi(ψ(b)) = ϕi(b),
(3.1.5) If b, b′ ∈ B1 and i ∈ I satisfy f˜i(b) = b
′ and ψ(b), ψ(b′) ∈ B2, then we
have f˜i(ψ(b)) = ψ(b
′).
A morphism ψ : B1 → B2 is called strict, if it commutes with all e˜i and f˜i.
A morphism ψ : B1 → B2 is called an embedding, if ψ induces an injective map
from B1 ⊔ {0} to B2 ⊔ {0}.
For two crystals B1 and B2, we define its tensor product B1 ⊗ B2 as follows:
B1 ⊗B2 = {b1 ⊗ b2 ; b1 ∈ B1 and b2 ∈ B2} ,
εi(b1 ⊗ b2) = max
(
εi(b1), εi(b2)− wti(b1)
)
,
ϕi(b1 ⊗ b2) = max
(
ϕi(b1) + wti(b2), ϕi(b2)
)
,
wt(b1 ⊗ b2) = wt(b1) + wt(b2).
Here wti(b) denotes 〈hi,wt(b)〉.
The action of e˜i and f˜i are defined by
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2)
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
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f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2)
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2).
Example 3.1.1. For i ∈ I, Bi is the crystal defined as follows
Bi = {bi(n) ; n ∈ Z} ,
wt(bi(n)) = nαi,
ϕi(bi(n)) = n, εi(bi(n)) = −n,
ϕj(bi(n)) = εj(bi(n)) = −∞ for i 6= j.
We define the action of e˜i and f˜i by
e˜i(bi(n)) = bi(n + 1),
f˜i(bi(n)) = bi(n− 1),
e˜j(bi(n)) = f˜j(bi(n)) = 0 for i 6= j.
We write bi for bi(0).
Example 3.1.2. For λ ∈ P+, B(λ) denotes the crystal associated with the crystal
base of the simple highest weight module with highest weight λ. For b ∈ B(λ) we
set εi(b) = max {k ≥ 0 ; e˜i
kb 6= 0}, ϕi(b) = max {k ≥ 0 ; f˜i
k
b 6= 0} and wt(b) is the
weight of b.
Example 3.1.3. B(∞) is the crystal associated with the crystal base of U−q (g). For
b ∈ B(∞) we set εi(b) = max {k ≥ 0 ; e˜i
kb 6= 0} and ϕi(b) = εi(b) + 〈hi,wt(b)〉. We
denote u∞ by the unique element with weight 0.
3.2. We have L(∞)∗ = L(∞) and ∗ induces an endomorphism of L(∞)/qL(∞).
Theorem 3.2.1.
B(∞)∗ = B(∞).
We define the operators e˜∗i , f˜
∗
i of U
−
q (g) by
(3.2.2) e˜∗i = ∗e˜i∗, and f˜
∗
i = ∗f˜i ∗ .
Theorem 3.2.2. (1) For any i, there exists a unique strict embedding of crystals
Ψi : B(∞) →֒ B(∞)⊗ Bi
that sends u∞ to u∞ ⊗ bi.
(2) If Ψi(b) = b
′ ⊗ f˜ni bi (n ≥ 0), then εi(b
∗) = n, εi(b
′∗) = 0 and b = f˜i
∗nb′.
(3) Im Ψi = {b⊗ f˜i
n
bi ; b ∈ B(∞), εi(b
∗) = 0, n ≥ 0}.
In fact the above properties characterize B(∞) as seen in the following proposition.
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Proposition 3.2.3. Let B be a crystal and b0 an element of B with weight 0. Assume
the following conditions.
(1) wt(B) ⊂ Q−.
(2) b0 is a unique element of B with weight 0.
(3) εi(b0) = 0 for every i.
(4) εi(b) ∈ Z for any b and i.
(5) For every i, there exists a strict embedding Ψi : B → B ⊗ Bi.
(6) Ψi(B) ⊂ B × {f˜i
n
bi;n ≥ 0}.
(7) For any b ∈ B such that b 6= b0, there exists i such that Ψi(b) = b
′⊗ f˜i
n
bi with
n > 0.
Then B is isomorphic to B(∞).
Proof. First note that Ψi(b0) = b0 ⊗ bi by (1), (2) and (6).
We shall show that for any b ∈ B with b 6= b0 there exists i such that e˜i(b) 6= 0.
Take i such that Ψi(b) = b
′⊗ f˜i
n
bi with n > 0. If b
′ = b0 then e˜i(b) = b0⊗ f˜i
n−1
bi 6= 0.
If b′ 6= b0, then the induction on the weight implies the existence of j ∈ I such that
e˜j(b
′) 6= 0. Then e˜j(b) 6= 0.
Hence any element of B has the form f˜i1 · · · f˜ilb0 with i1, · · · il ∈ I.
Now take a sequence (i1, i2, · · · ) in I in which every element of I appears infinitely
many times. Let us consider the composition Φn of the following chain of crystal
morphisms.
Φn : B
Ψi1−−→ B ⊗ Bi1
Ψi2−−→ B ⊗ Bi2 ⊗Bi1 −→ · · ·
Ψin−−→ B ⊗Bin ⊗ · · · ⊗ Bi1 .
Then for any b ∈ B there exists n such that Φn(b) has the form b0⊗f˜
an
in bin⊗f˜
an−1
in−1 bin−1⊗
· · · ⊗ f˜a1i1 bi1 . The sequence (a1, a2, · · · , an, 0, 0, · · · ) does not depend on such a choice
of n. Let B˜ be the set of sequences (a1, a2, · · · , an, 0, 0, · · · ) of integers such that
an = 0 for n >> 0. Then B˜ has a crystal structure by (a1, a2, · · · , an, 0, 0, · · · ) 7→
· · · ⊗ bi2(−a2)⊗ bi1(−a1). Then both B(∞) and B are strictly embedded into B˜ and
their images coincide with the smallest strict subcrystal of B˜ containing (0, 0, · · · ).
Therefore, they are isomorphic.
4. Quivers and associated varieties ([L5,6] and [N1,2])
4.1. Definition of quiver. We shall recall the formulation due to Lusztig [L5,6].
Suppose a finite graph is given. In this graph, two different vertices may be joined
by several edges, but any vertex is not joined with itself by any edges. Let I be the set
of vertices of our graph, and let H be the set of pairs of an edge and its orientation.
The precise definition is as follows.
Definition 4.1.1. Suppose that following data (1) ∼ (5) are given:
(1) a finite set I,
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(2) a finite set H ,
(3) a map H → I denoted τ 7→ out(τ),
(4) a map H → I denoted τ 7→ in(τ) and
(5) an involution τ 7→ τ¯ of H .
We assume that they satisfy the following conditions;
(4.1.1) in(τ¯) = out(τ), out(τ¯) = in(τ) and
(4.1.2) out(τ) 6= in(τ) for all τ ∈ H.
An orientation of the graph is a choice of a subset Ω ⊂ H such that
Ω ∪ Ω¯ = H and Ω ∩ Ω¯ = φ.
We call a quiver a graph with an orientation.
To a graph (I,H) we associate a root system with simple roots {αi}i∈I and simple
coroots {hi}i∈I with
〈hi, αj〉 = (αi, αj) =

2, i = j,−♯{τ ∈ H ; out(τ) = i, in(τ) = j}, i 6= j.
We denote by g the corresponding Kac-Moody Lie algebra and Uq(g) the correspond-
ing quantized universal enveloping algebra.
4.2. Let V be the family of I-graded complex vector spaces V = ⊕i∈I Vi. We set
dimV = −
∑
i∈I(dimVi)αi ∈ Q−. For ν ∈ Q−, let Vν be the family of I-graded
complex vector spaces V with dimV = ν.
Let us define the complex vector spaces EV,Ω and XV by
EV,Ω = ⊕
τ∈Ω
Hom (Vout(τ), Vin(τ)),
XV = ⊕
τ∈H
Hom (Vout(τ), Vin(τ)).
In the sequel, a point of EV,Ω or XV will be denoted as B = (Bτ ). Here Bτ is in
Hom (Vout(τ), Vin(τ)).
We define the symplectic form ω on XV by
(4.2.1) ω(B,B′) =
∑
τ∈H
ε(τ)tr(Bτ¯B
′
τ ),
where ε(τ) = 1 if τ ∈ Ω, ε(τ) = −1 if τ ∈ Ω¯. We sometimes identify XV and the
cotangent bundle of EV,Ω via ω.
The group GV =
∏
i∈I GL(Vi) acts on EV,Ω and XV by
GV ∋ g = (gi) : (Bτ ) 7→ (gin(τ)Bτg
−1
out(τ)),
where gi ∈ GL(Vi) for each i ∈ I.
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The Lie algebra of GV is gV =
⊕
i∈I End (Vi). We denote an element of gV by
A = (Ai)i∈I with Ai ∈ End (Vi). The infinitesimal action of A ∈ gV on XV at B ∈ XV
is given by [A,B]. Let µ : XV → gV be the moment map associated with the GV -
action on the symplectic vector space XV . Its i-th component µi : XV → End (Vi) is
given by
µi(B) =
∑
τ∈H
i=out(τ)
ε(τ)Bτ¯Bτ .
For a non-negative integer n, we set
Sn = {σ = (τ1, τ2, · · · , τn) ; τi ∈ H, in(τ1) = out(τ2), · · · , in(τn−1) = out(τn)} ,
and set S =
⋃
n≥0Sn. For σ = (τ1, τ2, · · · , τn), we set out(σ) = out(τ1), in(σ) =
in(τn). For B ∈ XV we set Bσ = Bτn · · ·Bτ1 : Vout(τ1) → Vin(τn). If n = 0, we
understand that Sn = {1} and B1 is the identity. An element B of XV is called
nilpotent if there exists a positive integer n such that Bσ = 0 for any σ ∈ Sn.
Definition 4.2.1. We set
X0V = {B ∈ XV ; µ(B) = 0}
and
ΛV = {B ∈ XV ; µ(B) = 0 and B is nilpotent}.
It is clear that ΛV is a GV -stable closed subvariety of XV . It is known that ΛV is
a Lagrangian variety [L5].
5. Lagrangian construction of crystal base
5.1. For each ν ∈ Q−, let us take V (ν) ∈ Vν and set X(ν) = XV (ν), X0(ν) = X0 V (ν)
and Λ(ν) = ΛV (ν). For ν, ν
′ and ν¯ in Q− with ν = ν
′ + ν¯, we consider the diagram
X0(ν¯)×X0(ν
′)
q1
←−X ′0(ν¯, ν
′)
q2
−→X0(ν).(5.1)
Here X ′0(ν¯, ν
′) is the variety of (B, φ¯, φ′) where B ∈ X0(ν) and φ¯ = (φ¯i), φ = (φ
′
i)
give an exact sequence
0→ V (ν¯)i
φ¯i→V (ν)i
φ′
i→ V (ν ′)i → 0(5.2)
such that Im φ¯ is stable by B. Hence B induces B¯ : V (ν¯)→ ¯V (ν¯) and B′ : V (ν ′)→
V (ν ′). We define q1(B, φ¯, φ
′) = (B¯, B′) and q2(B, φ¯, φ
′) = B.
The following lemma is easily proved.
Lemma 5.1.1. Under the above notations the following two conditions are equiva-
lent.
(a) B is nilpotent.
(b) Both B′ and B¯ are nilpotent.
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By this lemma, the diagram (5.1) induces the diagram
Λ(ν¯)× Λ(ν ′)
q1
←−Λ′(ν¯, ν ′)
q2
−→Λ(ν).(5.3)
Here Λ′(ν¯, ν ′) = q−12
(
Λ(ν)
)
= q−11
(
Λ(ν¯)× Λ(ν ′)
)
.
For i ∈ I and p ∈ Z≥0 we consider
X0(ν)i,p = {B ∈ X0(ν) ; εi(B) = p},
where
εi(B) = dimCoker
(
⊕
τ ;in(τ)=i
V (ν)out(τ)
(Bτ )
−−→ V (ν)i
)
.
It is clear that X0(ν)i,p is a locally closed subvariety of X0(ν).
5.2. In this and the next subsections, we assume that ν = ν¯ − cαi for c ∈ Z≥0. We
set V = V (ν) and V¯ = V (ν¯).
Let us consider the special case of (5.1). Note that X0(−cαi) = {0}.
X0(ν¯) ∼= X0(ν¯)×X0(−cαi)
̟1←−X ′0(ν¯,−cαi)
̟2−→X0(ν).(5.4)
Lemma 5.2.1. Let p ∈ Z≥0. Then we have
̟−11 (X0(ν¯)i,p) = ̟
−1
2 (X0(ν)i, p+c).
Proof. This follows immediately from the diagram (5.2).
Definition 5.2.2. We set
X ′0(ν¯,−cαi)p = ̟
−1
1 (X0(ν¯)i,p) = ̟
−1
2 (X0(ν)i, p+c).
Suppose p = 0. Then we have following diagram
X0(ν¯) ⊃ X0(ν¯)i,0
̟1←−X ′0(ν¯,−cαi)0
̟2−→X0(ν)i,c ⊂ X0(ν).(5.5)
Note that X0(ν¯)i,0 is an open subvariety of X0(ν¯).
Lemma 5.2.3. (1) ̟2 : X
′
0(ν¯,−cαi)0−→X0(ν)i,c is a principal fiber bundle with
GL(Cc)×
∏
j∈I GL(V (ν¯)j) as fiber.
(2) ̟1 : X
′
0(ν¯,−cαi)0−→X0(ν¯)i,0 is a smooth map whose fiber is a connected
rational variety of dimension
∑
j∈I
(
dim V (ν)j
)2
− c (αi, ν¯).
Proof. (1) The fiber of ̟2 over B ∈ X0(ν)i,c is the set of families of isomorphisms
V (ν¯)j
∼
→V (ν)j (j 6= i),
V (ν¯)i
∼
→Im ( ⊕
in(τ)=i
V (ν)out(τ) → V (ν)i) and
Coker ( ⊕
in(τ)=i
V (ν)out(τ) → V (ν)i)
∼
→V (−cαi)i.
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(2) Let B¯ ∈ X0(ν¯)i,0 and take (B, φ¯, φ
′) ∈ ̟−11 (B¯). Consider the following diagram :
V (ν¯)i
B¯τ−−−→ ⊕out(τ)=i V (ν¯)in(τ)
ε(τ)B¯τ¯
−−−−→ V (ν¯)iyφ¯i ≀
y
yφ¯i
V (ν)i
Bτ−−−→ ⊕out(τ)=i V (ν)in(τ)
ε(τ)Bτ¯
−−−−→ V (ν)i
Since B ∈ µ−1(0) and B¯ ∈ µ−1(0), the compositions of horizontal arrows vanish.
On the other hand (ε(τ)B¯τ¯ ) is surjective because B¯ belongs to X0(ν¯)i,0. Therefore,
for a given B¯, the fiber of ̟1 over B¯ is the set of elements (φ¯, ψ, φ
′
i) such that the
composition of
V (ν¯)i
φ¯i
→֒ V (ν)i
ψ
→ Ker ( ⊕
τ ;out(τ)=i
V (ν¯)in(τ) → V (ν¯)i)
coincides with the morphism induced by B¯. Hence the fiber ̟1
−1(B¯) is connected
and locally isomorphic to∏
j∈I
GL(V (ν)j)× Hom
(
Cc,Ker ( ⊕
τ ;out(τ)=i
V (ν¯)in(τ) → V (ν¯)i)
)
/Hom(Cc, V (ν¯)i) .
Now we denote by B(∞; ν) the set of irreducible components of Λ(ν). For Λ ∈
B(∞; ν), we define εi(Λ) = εi(B) by taking a generic point B of Λ . For l ∈ Z≥0, we
set B(∞; ν)i, l the set of all elements of B(∞; ν) such that εi(Λ) = l.
The preceding lemma implies the following proposition.
Proposition 5.2.4.
B(∞; ν¯)i,0 ∼= B(∞; ν)i,c.
Definition 5.2.5. Suppose that Λ¯ ∈ B(∞; ν¯)0 corresponds to Λ ∈ B(∞; ν)c by
this isomorphism. Then we define maps f˜i
c
: B(∞; ν¯)0 → B(∞; ν)c and e˜i
max :
B(∞; ν)c → B(∞; ν¯)0 by
f˜i
c
(Λ¯) = Λ,
e˜i
max (Λ) = Λ¯.
Furthermore we define the maps
e˜i :
⊔
ν
B(∞; ν)→
⊔
ν
B(∞; ν) ⊔ {0} and
f˜i :
⊔
ν
B(∞; ν)→
⊔
ν
B(∞; ν)
as follows. If c > 0 then we define
e˜i : B(∞; ν)c
e˜i
max
−−−→ B(∞; ν¯)0
f˜i
c−1
−−−→ B(∞; ν + αi)c−1,
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and e˜i(Λ) = 0 for Λ ∈ B(∞; ν)0. We define f˜i by
f˜i : B(∞; ν)c
e˜i
max
−−−→ B(∞; ν¯)0
f˜i
c+1
−−−→ B(∞; ν − αi)c+1.
Then the maps e˜i
max (resp. f˜i
c
) which is constructed in the definition may be
considered as the c-th power of e˜i (resp. f˜i). Let us define a map wt :
⊔
ν B(∞; ν)→ P
by wt(Λ) = ν ∈ P for Λ ∈ B(∞; ν). We set ϕi(Λ) = εi(Λ) + 〈hi,wt(Λ)〉.
Theorem 5.2.6.
⊔
ν B(∞; ν) is a crystal in the sense of Definition 3.1.1.
Proof. By the definition, (C1) and (C3) are automatically satisfied. By the definition
of e˜i, we have εi(e˜iΛ) = c − 1 = εi(Λ) − 1. Similarly we have εi(f˜iΛ) = εi(Λ) + 1.
Therefore (C2) and (C2’) are satisfied. Since there is no Λ such that εi(Λ) = −∞,
(C4) is satisfied.
Lemma 5.2.7. If Λ ∈ B(∞; ν) satisfies εi(Λ) = 0 for every i, then ν = 0.
Proof. By the assumption, ⊕in(τ)=i V (ν)out(τ)
(Bτ )
−−→ V (ν)i is surjective for a generic
point B of Λ. Hence for every n,
⊕
σ∈Sn
in(σ)=i
V (ν)out(σ)
(Bσ)
−−→ V (ν)i
is surjective. Then the nilpotency of B implies V (ν)i = 0.
5.3. We shall use the diagram (5.1.1) in the opposite way to (5.4).
X0(ν¯) ∼= X0(−cαi)×X0(ν¯)
̟′1←−X ′0(−cαi, ν¯)
̟′2−→X0(ν).(5.6)
We define for B ∈ X0(ν)
ε∗i (B) = dimKer (V (ν)i
(Bτ )
−−→ ⊕
τ ;out(τ)=i
V (ν)in(τ)).
For Λ ∈ B(∞; ν) we define ε∗i (Λ) as ε
∗
i (B) by taking a generic point B of Λ. We set
X0(ν)
p
i = {B ∈ X0(ν) ; ε
∗
i (B) = p},
B(∞; ν)pi = {Λ ∈ B(∞; ν) ; e˜i
∗(Λ) = p}.
We choose an isomorphism between V (ν)i and its dual for every i. Then ∗ : B 7→
tB
gives an automorphism of X0(ν) and Λ(ν) is invariant by this automorphism. This
induces an automorphism ∗ : B(∞; ν) → B(∞; ν). Since Λ(ν) is GV (ν)-invariant,
this does not depend of the choice of isomorphisms V (ν)∗ ≃ V (ν). The diagrams
(5.4) and (5.6) are transformed by ∗. We have
ε∗i (Λ) = εi(Λ
∗).
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We define
e˜i
∗max = ∗ ◦ e˜i
max ◦ ∗,
e˜i
∗ = ∗ ◦ e˜i ◦ ∗,
f˜i
∗
= ∗ ◦ f˜i ◦ ∗,
ϕ∗i (Λ) = ϕ(Λ
∗).
Note that e˜i
∗ and f˜i
∗
may be defined as e˜i and f˜i using (5.6) instead of (5.4). We
have
e˜i
∗max : B(∞; ν)c
∼
→B(∞; ν¯)0
Proposition 5.3.1. Let Λ be an irreducible component of Λ(ν). We set c = ε∗i (Λ)
and Λ¯ = e˜i
∗max Λ. Then we have
(1)
εi(Λ) = max (εi(Λ¯), c− (αi, ν¯)).
(2) for i 6= j,
ε∗i (e˜j(Λ)) = c,
e˜i
∗max (e˜j(Λ)) = e˜j(Λ¯).
(3) Assume εi(Λ) > 0. Then we have
ε∗i (e˜i(Λ)) =

c if εi(Λ¯) ≥ c− (αi, ν¯),c− 1 if εi(Λ¯) < c− (αi, ν¯),
and
e˜i
∗max(e˜i(Λ)) =

e˜i(Λ¯), if εi(Λ¯) ≥ c− (αi, ν¯),Λ¯, if εi(Λ¯) < c− (αi, ν¯).
Proof. Since (2) may be proved in a similar way to (3) with an easier argument, we
shall only prove (1) and (3). Consider the diagram (5.6). Let us take a generic point
B¯ of Λ¯. Then a generic point B of ̟′2̟
′
1
−1(B¯) is a generic point of Λ.
Fix a surjection
φ′ : V (ν)→ V (ν¯).
Set
N = Coker
(
V (ν)i −→ V (ν¯)
(B¯τ )
−−→ ⊕
out(τ)=i
V (ν)in(τ)
)
.
Then
dimN = dim
(
⊕
out(τ)=i
V (ν)in(τ)
)
− dimV (ν¯)i = dimV (ν¯)i + (αi, ν¯).
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The maps Bτ¯ induces a map ψ : N → V (ν¯)i. Let ϕi : N → V (ν)i be a generic
map such that
ψ = φ′i ◦ ϕ.
Then B is given as follows.
Bτ =


B¯ τ if in(τ), out(τ) 6= i,
V (ν)i
φ′
i−→ V (ν¯)i
B¯τ−→ V (ν¯)in(τ) if out(τ) = i,
V (ν)in(τ¯ ) −→ ⊕
τ ′; out(τ ′)=i
V (ν)in(τ ′) −→ N
ϕ
−→ V (ν)i if in(τ) = i.
Since ϕ is generic, we have
dimKerϕ = max (dimKerψ − c, 0)(5.7)
Let us calculate εi(B). Since Im
(
⊕in(τ)=i V (ν)out(τ) −→ V (ν)i
)
= Im (N
ϕ
−→
V (ν)i),
εi(B) = dimV (ν)i − dim Im (ϕ)
= dimV (ν)i − dimN + dimKer (ϕ)
= max
(
dimV (ν)i − dimN + dimKer (ψ)− c , dimV (ν)i − dimN
)
= max
(
dimCokerψ, c− (αi, ν¯)
)
= max
(
εi(Λ¯), c− (αi, ν¯)
)
Thus we obtain (1).
Now let us prove (3). Set ν ′ = ν + αi and ν¯
′ = ν¯ + αi. Let us take a generic
hyperplane H of V (ν)i containing Im (ϕ). Then taking V (ν
′) ≃ H , we obtain a
generic point B′ of e˜i(Λ). Similarly, taking a generic hyperplane H¯ of V (ν¯)i containing
Im (ψ), we obtain a generic point of e˜i(Λ¯).
If dimKerψ ≥ c (i.e. εi(Λ¯) ≥ c− (αi, ν¯)), then Im (ϕ) ⊃ Ker (φ
′
i) and hence φ
′
i(H)
is a hyperplane of V (ν¯)i. Therefore ε
∗
i (e˜i(Λ)) = c and e˜i
∗max (e˜i(Λ)) = e˜i(Λ¯).
If dimKerψ < c, then Im (ϕ) 6⊃ Ker (φ′i) and hence φ
′
i(H) = V (ν¯)i. Therefore
ε∗i (e˜i(Λ)) = c− 1 and e˜i
∗max e˜i(Λ) = Λ¯.
We recall that B(∞) is the crystal base of U−q (g).
Theorem 5.3.2. We have an isomorphism of crystals⊔
ν∈Q−
B(∞; ν) ∼= B(∞) .
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Proof. We define a map Φi :
⊔
ν B(∞; ν) →
⊔
ν B(∞; ν) ⊗ Bi by Λ 7→ e˜i
max (Λ) ⊗
f˜i
ε∗
i
(Λ)
bi. It is clear that this map is well-defined and injective. Moreover, it is a strict
morphism of crystals by the preceding lemma. Now we can apply Proposition 3.2.3
because the condition (7) is satisfied by Lemma 5.2.7.
We denote by Λb ∈
⊔
ν∈Q− B(∞; ν) the corresponding element to b ∈ B(∞) under
this isomorphism. The following proposition is proved by Lusztig.
Proposition 5.3.3. Λ(ν) is a Lagrangian subvariety of X0(ν).
By this result, any Λb in B(∞; ν) is an irreducible Lagrangian subvariety of X0(ν).
6. Review of the theory of canonical base
6.1. Canonical base. Let us recall the results on Lusztig on canonical bases. We
write D(X) for the bounded derived category of complexes of sheaves of C-vector
spaces on the associated complex variety with an algebraic variety X over C. Objects
of D(X) are referred to as complexes. We shall use the notations of [BBD]; in
particular, [d] denotes a shift by [d] degrees, and for a morphism f of algebraic
varieties, f ∗ denotes the inverse image functor, f! denotes direct image with compact
support, etc.
We fix an orientation Ω of quiver. Let ν ∈ Q− and let Sν be the set of all pairs
(i, a) where i = (i1, i2, · · · , im) is a sequence of elements of I and a = (a1, a2, · · · , am)
is a sequence of non-negative integers such that
∑
l alαil = −ν. Now let V ∈ Vν and
let (i, a) ∈ Sν . A flag of type (i, a) is, by definition, a sequence φ = (V = V
0 ⊃
V 1 ⊃ · · · ⊃ V m = 0) of I-graded subspace of V such that, for any l = 1, 2, · · · , m,
the I-graded vector space V l−1/V l is zero in degrees 6= il and has dimension al in
degree il. We define a variety F˜i,a of all pairs (B, φ) such that B ∈ EV,Ω and φ is a
B-stable flag of type (i, a). The group GV acts on F˜i,a in natural way. We denote by
πi,a : F˜i,a → EV,Ω the natural projection. We note that πi,a is a GV -equivariant proper
morphism. We set Li,a;Ω = (πi,a)!(1) ∈ D(EV,Ω). Here 1 ∈ D(F˜i,a) is the constant
sheaf on F˜i,a. By the decomposition theorem [BBD], Li,a;Ω is a semisimple complex.
Let PV,Ω be the set of isomorphism class of simple perverse sheaves L on EV,Ω
such that L[d] appears as direct summand of Li,a;Ω for some (i, a) ∈ Sν and some
d ∈ Z. We write QV,Ω for the subcategory of D(EV,Ω) consisting of all complexes that
are isomorphic to finite direct sums of complexes of the form L[d] for various simple
perverse sheaves L ∈ PV,Ω and various d ∈ Z. Any complex in QV,Ω is semisimple
and GV -equivariant.
Take V ∈ Vν , V
′ ∈ Vν′ , V¯ ∈ Vν¯ for ν = ν
′ + ν¯ in Q−). We consider the diagram
EV¯ ,Ω ×EV ′,Ω
p1←−E ′
p2−→E ′′
p3−→EV,Ω .(6.1)
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Here E ′ is the variety of (B, φ¯, φ′) where B ∈ EV,Ω and 0→ V¯
φ¯
−→ V
φ′
−→ V ′ → 0 is
a B-stable exact sequence of I-graded vector spaces, and E ′′ is the variety of (B,C)
where B ∈ EV,Ω and C is a B-stable I-graded subspace of V with dimC = ν¯. The
morphisms p1, p2 and p3 are defined by p1(B, φ¯, φ
′) = (B|V¯ , B|V ′), p2(B, φ¯, φ
′) =
(B, Im (φ¯)) and p3(B,C) = B. Note that p1 is smooth with connected fiber, p2 is a
principal GV ′ ×GV¯ -bundle, and p3 is proper.
Let L′ ∈ QV ′,Ω and L¯ ∈ QV¯ ,Ω. Consider the exterior tenser product L¯⊔⊓×L
′. Then
there is (p2)♭p
∗
1(L¯⊔⊓×L
′) ∈ D(E ′′) such that (p2)
∗(p2)♭p
∗
1(L¯⊔⊓×L
′) ∼= p∗1(L¯⊔⊓×L
′). We define
L′ ∗ L¯ ∈ QV,Ω by (p3)!(p2)♭p
∗
1(L¯⊔⊓×L
′)[d1 − d2] where di is the fiber dimension of pi
(i = 1, 2). Let KV,Ω be the Grothendieck group of QV,Ω. We considered as a Z[q, q
−1]-
module by q(L) = L[1], q−1(L) = L[−1]. Then KΩ = ⊕ν∈Q− KV (ν),Ω has a structure
of an associative graded Z[q, q−1]-algebra by the operation ∗. We denote by Fi ∈
KV (−αi),Ω the element attached to 1 ∈ D(EV (−αi),Ω).
Theorem 6.1.1. [L3] There is a unique Q(q)-algebra isomorphism
ΓΩ : U
−
q (g)→ KΩ ⊗
Z[q,q−1]
Q(q)
such that ΓΩ(fi) = Fi.
Let us identify L ∈ PV,Ω with L⊗1 ∈ KΩ⊗Z[q,q−1]Q(q). We setB = Γ
−1
Ω (
⊔
V ∈V PV,Ω)
and call it the canonical basis of U−q (g). By [GL], B and B(∞) are canonically
identified. For b ∈ B(∞) the corresponding perverse sheaf is denoted by Lb,Ω.
6.2. Let Y be a smooth algebraic variety. For any L ∈ D(Y ), we denote by SS(L)
the singular support (or the characteristic variety) of L. It is known that SS(L) is a
closed Lagrangian subvariety of T ∗Y (See [KS]).
We recall that T ∗EV,Ω is identified with XV . By the Fourier transform method, we
have
Theorem 6.2.1. [L5] SS(Lb,Ω) does not depend on the choice of Ω.
We say i ∈ I is sink (resp. source) of Ω if there is no arrow i→ j (resp. j → i) in
Ω.
Theorem 6.2.2. (1) For any L ∈ PV,Ω the singular support SS(L) is a union of
irreducible components of ΛV .
(2) For any b ∈ B(∞) and i ∈ I, we have
Λb ⊂ SS(Lb,Ω) ⊂ Λb ∪
⋃
εi(b′)>εi(b)
Λb′.(6.2)
Proof. The first statement is due to Lusztig [L5]. By taking Ω such that i is a sink,
the second statement follows from [L3].
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Note that if there is a bijection s : B(∞)→ B(∞) such that SS(Lb,Ω) ⊃ Λs(b) for
any b ∈ B(∞), then s must be the identity (cf. Problem in [L5]). In fact, by the
decreasing induction on εi(b), (6.2) implies s(b) = b.
The following problem is also asked by Lusztig [L5].
Problem 1. If the underlying graph is of type A,D,E, then the singular support of
any L ∈ PV,Ω is irreducible.
Furthermore he noted that the next conjecture [KL2] follows from Problem 1 for
type A (see §8.1). In fact it is easy to see that they are equivalent.
Conjecture 2. Let X be the flag manifold for SL(n) and let Xw be the Schubert
variety of SL(n) which corresponds to the element w of the Weyl group W . Then
the singular support of πCXw is irreducible.
In the next section we construct a counterexample of Problem 1 for a graph of type
A.
7. Counterexample to problem 1
7.1. In this and the next section we assume that the underlying graph is of type A.
Let us take ν ∈ Q− and V ∈ Vν . Let OΩ be a GV -orbit in EV,Ω. As the underlying
graph is of type A, EV,Ω has finitely many GV -orbits. By [L3] we know that there
is one-to-one correspondence between GV -orbits O in EV,Ω between the crystal basis
b ∈ B(∞) of U−q (g) of weight ν by Λb = T
∗
OEV,Ω. For b ∈ B(∞), we denote by Ob,Ω
the corresponding GV -orbit. The next theorem is due to Lusztig (See [L3].).
Theorem 7.1.1. Let b ∈ B(∞). Then we have
Lb.Ω =
πCOb,Ω
where COb,Ω is the constant sheaf on Ob,Ω and
π· is the minimal extension functor.
Note that SS(Lb.Ω) depends only on b ∈ B(∞) and not on Ω (cf. Theorem 6.2.1).
7.2. In the rest of the section, we shall present a counterexample of Problem 1 when
the underlying graph is of type A5. Let us take a graph of type A5 and its orientation
Ω as follows;
1
◦
τ1←−
2
◦
τ2←−
3
◦
τ3←−
4
◦
τ4←−
5
◦ .
Let ν = −2α1 − 4α2 − 4α3 − 4α4 − 2α5. Set b = f˜2f˜1f˜3f˜2f˜
2
4 f˜
2
3 f˜2f˜1f˜
2
5 f˜
2
4 f˜3f˜2u∞ and
b′ = f˜ 22 f˜
2
1 f˜
2
3 f˜
2
4 f˜
2
3 f˜
2
2 f˜
2
5 f˜
2
4u∞. Then the following points B0 and B
′
0 of EV,Ω are in Ob,Ω
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and Ob′,Ω, respectively.
(B0)τ1 =
(
1 0 0 0
0 0 1 0
)
, (B0)τ2 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 ,
(B0)τ3 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 , (B0)τ4 =


0 0
1 0
0 0
0 1

 ,
(B′0)τ1 =
(
0 0 1 0
0 0 0 1
)
, (B′0)τ2 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,
(B′0)τ3 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 , (B′0)τ4 =


0 0
0 0
1 0
0 1

 .
Now we can state a counterexample of Conjecture 1.
Theorem 7.2.1.
SS(πCOb,Ω) ⊃ Λb ∪ Λb′ .
Remark 1. In fact, although we don’t give a proof (relying on Lemmas 8.2.1 and
8.2.2), they coincide.
Let U be the subvariety of EV,Ω consisting of elements B = (Bτ1 , Bτ2 , Bτ3 , Bτ4) ∈
EV,Ω of the form Bτ1 =
(
X1, I2
)
, Bτ2 =
(
I2, Y1
0, Y2
)
, Bτ3 =
(
I2, Z1
0, Z2
)
and Bτ4 =
(
0
I2
)
where I2 =
(
1 0
0 1
)
and X1, Y1, Y2, Z1, Z2 are 2× 2-matrices.
Let M be the complex vector space of (Ai)i∈Z/4Z where each Ai is a 2× 2-matrix,
let S be the closed subvariety of M consisting all elements such that Ai+1Ai = 0
and rank(Ai) ≤ 1 and let S be the subvariety of M consisting of elements such that
Ai+1Ai = 0 and rank(Ai) = 1. It is clear that S is the closure of S.
Lemma 7.2.2. (1) Ob,Ω ∩ U ∼= S,
(2) Ob′,Ω ∩ U = {B
′
0} and Ob′,Ω and U intersect transversally.
Proof. Let us prove (1). B = (Bτ1 , Bτ2 , Bτ3 , Bτ4) ∈ Ob,Ω∩U is characterized following
properties;
(i) rankBτ1 = rank(X1, I2) = 2,
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(ii) rankBτ2Bτ1 = rank(X1 , X1Y1 + Y2) = 1,
(iii) rankBτ3Bτ2Bτ1 = rank(X1, X1Z1 + (X1Y1 + Y2)Z2) = 1,
(iv) rankBτ4Bτ3Bτ2Bτ1 = rank
(
X1Z1 + (X1Y1 + Y2)Z2
)
= 0,
(v) rankBτ2 = rank
(
I2, Y1
0, Y2
)
= 3,
(vi) rankBτ3Bτ2 = rank
(
I2, Z1 + Y1Z2
0, Y2Z2
)
= 2,
(vii) rankBτ4Bτ3Bτ2 = rank
(
Z1 + Y1Z2
Y2Z2
)
= 1,
(viii) rankBτ3 = rank
(
I2, Z1
0, Z2
)
= 3,
(ix) rankBτ4Bτ3 = rank
(
Z1
Z2
)
= 1,
(x) rankBτ4 =
(
0
I2
)
= 2.
Set Z˜1 = Z1+Y1Z2. By a direct calculation, we conclude thatOb,Ω∩U is isomorphic
to the set of (X1, Y2, Z˜1, Z2) such that
rankX1 = rankY2 = rank Z˜1 = rankZ2 = 1,
(cof Y2)X1 = X1Z˜1 = Y2Z2 = Z˜1(cof Z2) = 0.
Here we denote the cofactor of A by cof A. This proves (1).
The similar arguments yield (2).
To see Theorem 7.2.1, it is enough to show that
(7.2.1) SS(πCS) is not an irreducible variety.
Let BS|M−∂S be the D-module of the delta function on S in M − ∂S where ∂S =
S − S. By the Riemann-Hilbert correspondence, (7.2.1) is equivalent to
(7.2.2) SS(πBS|M−∂S) is not an irreducible variety.
7.3. In this subsection we shall prove (7.2.2).
Assuming that SS(πBS|M−∂S) = T
∗
SM , we shall deduce a contradiction.
We denote by F · the Fourier transformation functor. Then there is an isomorphism
F : Γ(M ;M)→ Γ(M∗; FM) such that F ◦ xi = ∂ξi ◦ F , etc.. Here M is a D-module
on M , xi is a local coordinate of M and ξi is the corresponding dual coordinate.
According to [KS] we have
SS(πBS|M−∂S) = SS(
FπBS|M−∂S)
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under the identification T ∗M ∼= T ∗M∗ where M∗ is the dual space of M . On the
other hand, it is known that
supp(FπBS|M−∂S) = SS(
FπBS|M−∂S) ∩ T
∗
M∗M
∗.
Set S∗ = supp(FπBS|M−∂S). Then S
∗ is the polar variety of S, i.e.
S∗ = T ∗SM ∩ T
∗
M∗M
∗ ⊂M∗.
Let (Ai) ∈ M and let Ai =
(
xi yi
zi wi
)
for i ∈ Z/4Z. We note that xi, yi, zi, wi are
coordinates of M . Let ξi, ηi, ζi, ρi be the corresponding dual coordinates of M
∗. Set
A∗i =
(
ξi ζi
ηi ρi
)
.
By an easy calculation, we see that S∗ is the variety of (A∗i )i∈Z/4Z ∈M
∗ such that
two eigenvalues of the 2× 2-matrix A∗1A
∗
2A
∗
3A
∗
4 coincide. That is,
S∗ = {(A∗i ) ∈M
∗ ; f = 0}
where f = (θ1,1 − θ2,2)
2 + 4θ1,2θ2,1 with
(
θ1,1 θ1,2
θ2,1 θ2,2
)
= A∗1A
∗
2A
∗
3A
∗
4.
Hence SS(FπBS|M−∂S) is an irreducible DM∗-module supported on S
∗. There is a
(C∗)4 × GL(C2)4-action on M , by which ((ci), (gi)) ∈ (C
∗)4 × GL(C2)4 sends (Ai)
to (cigi+1Aig
−1
i ). Then S is invariant by this action and hence
πBS|M−∂S is (C
∗)4 ×
GL(C2)4-equivariant. Hence its Fourier transform FπBS|M−∂S is also (C
∗)4×GL(C2)4-
equivariant.
Let S∗0 be a unique open (C
∗)4 ×GL(C2)4-orbit of S∗. Then its isotropy subgroup
is connected. Since supp(FπBS|M−∂S) = S
∗ and FπBS|M−∂S is irreducible, we have
FπBS|M−∂S =
π(BS∗0 |M∗−∂S∗0 ⊗ L)
where L is an irreducible (C∗)4 × GL(C2)4-equivariant local system on S∗0 . As the
isotropy subgroup of S∗0 is connected, any irreducible (C
∗)4 × GL(C2)4-equivariant
local system on S∗0 must be trivial. Therefore we have
FπBS|M−∂S =
πBS∗0 |M∗−∂S∗0 .
The next result is due to Barlet-Kashiwara [BK].
Proposition 7.3.1 (Barlet-Kashiwara). (1) πBS∗0 |M∗−∂S∗0 ⊂ OM∗ [1/f ]/OM∗.
(2) ∂f
∂ξi
δ(f) ∈ πBS∗0 |M∗−∂S∗0 where δ(f) = 1/f modOM∗ is the delta function.
Since Proposition 7.3.1, suppF−1(∂ξif)δ(f) ⊂ S¯ and detAi vanishes on S¯, Hilbert-
Nullstellensatz guarantees the existence of a positive integer m such that∣∣∣∣∣xi yizi wi
∣∣∣∣∣
m
F−1((∂ξif)δ(f)) = 0.
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Applying the Fourier transformation, we have
(7.3.1)
∣∣∣∣∣∂ξi ∂ζi∂ηi ∂ρi
∣∣∣∣∣
m
(∂ξif)δ(f) = 0.
On the other hand, a direct calculation leads∣∣∣∣∣∂ξi ∂ζi∂ηi ∂ρi
∣∣∣∣∣ (∂ξif)δ(k)(f) = (4k − 2)d(∂ξif)δ(k+1)(f),
where d = det(A∗i+1A
∗
i+2A
∗
i+3). As d is a polynomial free from ξi, ζi, ηi, ρi, we get∣∣∣∣∣∂ξi ∂ζi∂ηi ∂ρi
∣∣∣∣∣
m
(∂ξif)δ(f) =
(m−1∏
k=0
(4k − 2)
)
dm(∂ξif)δ
(m)(f).
Since k is a integer, the right hand side never vanishes. This contradicts (7.3.1).
Thus we complete the proof of Theorem 7.2.1.
8. Relation with Schubert cells
8.1. We consider the Dynkin diagram of type A2n−1 and take its orientation Ω0 as
follows:
Ω0;
1
◦
τ1←−
2
◦
τ2←− · · ·
τ2n−2
←−−−
2n−1
◦ .
Let νcl =
∑2n−1
i=1 −νcl(i)αi where νcl(i) = i (for 1 ≤ i ≤ n), = 2n − i (for n ≤ i ≤
2n− 1) and let Vcl ∈ Vνcl.
Let us set
E♮Vcl = {B ∈ EVcl,Ω0 ; Bτi is injective for 1 ≤ i ≤ n−1 and surjective n ≤ i ≤ 2n−2}.
It is clear that E♮Vcl is GV -invariant.
Let G beGL(n,C), B a Borel subgroup ofG,W theWeyl group ofG andX = G/B
the flag variety. We set Xw = BwB/B (w ∈ W ). Then X =
⊔
w∈W Xw gives a cellular
decomposition of X .
The decomposition of X × X to G-orbits is given by X × X =
⊔
w∈W Yw with
Yw = G · ({eB} ×Xw). Then, the following two conditions are equivalent:
(8.1.1) SS(πCXw) is an irreducible variety.
(8.1.2) SS(πCYw) is an irreducible variety.
We have a G-equivariant isomorphism
E♮Vcl/
∏
j 6=n
GL(Vclj) ≃ X ×X.
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Therefore there is a one-to-one correspondence between G-orbits of X ×X and GVcl-
orbits of E♮Vcl . Let us denote by Ow,Ω0 the GVcl-orbit of E
♮
Vcl
corresponding to Yw.
Then we have
The irreducibility of SS(πCXw) is equivalent to that of SS(
πCOw,Ω0 ).(8.1)
8.2. For an orientation Ω we say that i ∈ I is sink (resp. source) of Ω if there is no
arrow i→ j (resp. j → i) in Ω.
Lemma 8.2.1. (1) Let b ∈ B(∞). If SS(Lb,Ω) ⊃ Λb′, then εi(b) ≤ εi(b
′) for any
i ∈ I.
(2) If εi(b) = εi(b
′), then the condition SS(Lb,Ω) ⊃ Λb′ is equivalent to
SS(Le˜max
i
b,Ω) ⊃ Λe˜max
i
b′ .
Proof. (1) is already seen in Theorem 6.2.2. Let us prove (2). Let us choose an
orientation Ω such that i is a sink. Set ν = wt(b), m = εi(b) and ν¯ = ν +mαi. Let
Z be the subvariety of EV (ν),Ω consisting of B such that
⊕
τ∈Ω
in(τ)=i
V (ν)out(τ) → V (ν)i
has cokernel of dimension m. Similarly let Y be the subvariety of EV (ν¯),Ω consisting
of B¯ such that
⊕
τ∈Ω
in(τ)=i
V (ν¯)out(τ) → V (ν¯)i
is surjective.
Then there is a GL(V (ν¯)i)-bundle p : Z → Y . Then Oe˜imb,Ω and Oe˜imb′,Ω are
contained in Y , and
Ob,Ω = p
−1(Oe˜imax b,Ω) and Ob′,Ω = p
−1(Oe˜imax b,Ω).
This shows immediately (2).
For an orientation Ω, let siΩ (i ∈ I) be the orientation obtained from Ω by reversing
each arrow that ends or starts at i.
We define a map Si : {b ∈ B(∞) ; εi(b) = 0} → {b ∈ B(∞) ; ε
∗
i (b) = 0} by
Si(b) = f˜
ϕ∗
i
(b)
i e˜
∗
i
max b. Then Si is bijective. Note that wt(Si(b)) = si(wt(b)) (see [S]).
Here si is the simple reflection.
Lemma 8.2.2. Assume that b, b′ ∈ B(∞) has the same weight and that i ∈ I satisfies
εi(b) = εi(b
′) = 0. Then the following two conditions are equivalent;
(1) SS(Lb,Ω) ⊃ Λb′,
(2) SS(LSi(b),siΩ) ⊃ ΛSi(b′).
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Proof. We choose an orientation Ω such that i is a sink. Set ν = wt(b). Set V = V (ν)
and V˜ = V (siν)
Let Z = {B ∈ EV,Ω ; ⊕τ∈Ω;in(τ)=i Vout(τ) → Vi is surjective.}. It is clear that Z is
an open subvariety of EV,Ω and contains both Ob,Ω and Ob′,Ω. The group GL(Vi) acts
freely on Z. Let π : Z → Z/GL(Vi) be the projection.
Let Z˜ = {B˜ ∈ EV˜ ,siΩ ; V˜i → ⊕τ∈siΩ;out(τ)=i V˜in(τ) is injective} and let π˜ : Z˜ →
Z˜/GL(V˜i) be the natural projection.
We define a map Ξ : Z/GL(Vi) → Z˜/GL(V˜i) as follows. We fix isomorphisms
Vj ≃ V˜j (j 6= i). For B ∈ Z, we take an isomorphism V˜i ≃ Ker
(
⊕in(τ)=iVout(τ) → Vi
)
.
Then define B˜ = Ξ(B) by: for τ ∈ siΩ, B˜τ is Bτ if out(τ) 6= i, and B˜τ is the
composition
V˜i ≃ Ker
(
⊕
τ ′∈Ω; in(τ ′)=i
Vout(τ ′) → Vi
)
→֒ ⊕
τ ′∈siΩ; in(τ ′)=i
V˜out(τ ′) → Vout(τ¯)
if out(τ) = i.
It is easy to see that Ξ is well-defined and an isomorphism. There are b˜ and
b˜′ ∈ B(∞) such that
π˜(Ob˜,siΩ) = Ξ(π(Ob,Ω)) and π˜(Ob˜′,siΩ) = Ξ(π(Ob′,Ω)).
Then the equivalence of (1) and (2) is reduced to
b˜ = Si(b) and b˜
′ = Si(b
′).(8.2)
In order to see this, set V¯ = V (ν +mαi) and take a generic point B of Λb. Then
V¯j ≃


Vj if j 6= i
Im
(
⊕
in(τ)=i
Vout(τ)
(Bτ )
−−→ Vi
(B′τ )−−→ ⊕
out(τ ′)=i
Vin(τ)
)
if j = i
gives a point B¯ of XV¯ . It is easy to see that B¯ is a generic point of e˜i
∗max b and also
a generic point of e˜i
max b˜. Hence we have e˜i
∗max b = e˜i
max b˜ and (8.2) follows.
8.3. Only by using Lemma 8.2.1 and 8.2.2 we can show
Proposition 8.3.1. Conjecture 2 is true for 1 ≤ n ≤ 7.
In fact we used a computer to check this.
There is a counterexample in the n = 8 case derived by the counterexample in
Theorem 7.2.1.
Example 8.3.1. Let
w = s1s3s2s4s3s5s4s3s2s1s6s7s6s5s4s3 and
w′ = s1s3s4s3s5s4s3s7.
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Here {si}i∈I are the standard generators of symmetric group. Then we have
SS(πCOw,Ω0 ) = T
∗
Ow,Ω0
EV,Ω0 ∪ T
∗
Ow′,Ω0
EV,Ω0 .
This singularity is also realized by a partial flag manifold as follows. Let X ′ be the
set of flags {Fj} of C
8 with 0 = F0 ⊂ F1 ⊂ F2 ⊂ F3 ⊂ F4 = C
8 and dimFj = 2j (
j = 1, 2, 3). Set Z = X ′ ×X ′ = {(F, F ′) ∈ X ′ × X ′}. Let Z1 be the SL(8)-orbit of
Z given by the following table of dimGrFi Gr
F ′
j :
j\i 1 2 3 4
1 1 0 1 0
2 0 1 0 1
3 1 0 1 0
4 0 1 0 1
and Z2 is given by
j\i 1 2 3 4
1 2 0 0 0
2 0 0 2 0
3 0 2 0 0
4 0 0 0 2
Then Yw (resp. Yw′) is the inverse image of Z1 (resp. Z2) by the canonical morphism
X ×X → X ′ ×X ′. Hence the characteristic variety of the intersection cohomology
sheaf of Z1 contains the conormal bundle of Z2. The singularity of Z1 at Z2 is the
same as the one of the counterexample in Theorem 7.2.1.
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