Zipf's power-law distribution is a generic empirical statistical regularity found in many complex systems. However, rather than universality with a single power-law exponent (equal to 1 for Zipf's law), there are many reported deviations that remain unexplained. A recently developed theory finds that the interplay between (i) one of the most universal ingredients, namely stochastic proportional growth, and (ii) birth and death processes, leads to a generic power-law distribution with an exponent that depends on the characteristics of each ingredient. Here, we report the first complete empirical test of the theory and its application, based on the empirical analysis of the dynamics of market shares in the product market. We estimate directly the average growth rate of market shares and its standard deviation, the birth rates and the "death" (hazard) rate of products. We find that temporal variations and product differences of the observed power-law exponents can be fully captured by the theory with no adjustable parameters. Our results can be generalized to many systems for which the statistical properties revealed by power law exponents are directly linked to the underlying generating mechanism. Power-law distributions constitute ubiquitous statistical features of many natural and social complex phenomena [1] [2] [3] . The probability distribution function p(s) of a random variable,
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describes a particularly slow decay with s of the probability p(s)ds that the random variable is found in one realization between s and s + ds. A power-law distribution is such that any of its moment of order q larger than the power-law exponent µ is mathematically infinite. Among power-law distributions, Zipf's law, corresponding to µ = 1, has been proposed as a fundamental characteristic for many systems [4] [5] [6] . Zipf's law implies that we no longer have finite means in infinite systems, or that the means are strongly system size dependent in the real world. Motivated by its apparent ubiquity and interesting features, many efforts have been made to attempt explaining the existence of power-law distributions. One of the general mechanisms to generate power-law distributions is embodied in the multiplicative stochastic growth models, having Gibrat's rule of proportional growth [7] as a key ingredient. Expressed in continuous time, Gibrat's rule is equivalent to the well known geometric Brownian motion dS(t) = S(t) (r dt + σ dW (t)) ,
where r denotes a drift, σ is the volatility (or standard deviation) and W (t) is a standard Wiener process. However, Gibrat's rule alone cannot generate a stable powerlaw distribution, since the solution of the process (2) leads to a non-stationary log-normal distribution. Since Herbert Simon's work [8] [9] [10] that extended previous attempts at explaining Zipf's law [4, [11] [12] [13] , a huge literature followed that is spread across a variety of disciplines [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . This has led to the understanding that an apparently minor modification in the multiplicative process applying just when S(t) becomes small suffices to ensure a stationary power-law distribution. One simple way to ensure this condition is by adding an additive noise in the system of recursive equations which leads to the so called Kesten process [23] [24] [25] . This process has been studied extensively in the physics literature because some nonlinear dynamic systems can be approximated by such equations. We now know that under very general conditions concerning the nature of the perturbation for small S(t)'s and on the distribution of the stochastic growth factors in the multiplicative process, the powerlaw exponent could be obtained as a function of the distribution of the multiplicative growth factors [26] [27] [28] .
However, it should be realized that the derivation of a power-law distribution based on expression (2) augmented by some modifications for small s(t)'s, such as in the Kesten process [23] , relies crucially on a view of dynamics in which all entities are born at the same instant [29] . Indeed, the distribution of sizes calculated by this kind of approach is nothing but the distribution of the sizes that a single entity explores over time, as a result of the stochastic growth mechanism. Since, in empirical data, the distribution of sizes is a cross-sectional snapshot of the set of sizes of an ensemble of entities at a given time, the correspondence between the two is based on an argument of ergodicity, that is, the distribution of S(t)'s for a single realization along time is the same as that obtained from a snapshot at a given time for an ensemble of entities that are supposed to be statistically equivalent. But this cannot be true in general if entities are born at different times, and thus have different ages and different average sizes. In the presence of a flux of entrant entities, the population at a given time is a mixture of just-born, young, mature and old entities. Previous attempts to explain the occurrence of power laws and of Zipf's law from Gibrat's law of proportional growth (plus some ingredient for small sizes) fail to account for the unavoidable and significant fact that entities that grow are continuously born and end up dying. The condition of simultaneous births is clearly counterfactual for cities, firms, species, and many other examples for which power-laws and zipf's law are observed.
To account for the fact that entities of any kind are born and die, Malevergne et al. [30] , extending the classical theory of H. Simon, proposed a general framework where (i) there exists a random birth flow of entities, (ii) entities grow according to equation (2) , and (iii) entities exit the system according to possible different mechanisms, including a minimum size threshold as well as exogenous shocks controlled by some stochastic process with hazard rate h. This theory finds that Zipf's law can be seen as either 1) the statistical property corresponding to the condition when stochastic growth dominates over other factors or 2) the statistical property corresponding to the condition of stationary growth of the system (for more detail see model section). Malevergne et al. [30] also provided the explicit functional relationship between the power-law exponent and its key parameters, predicting deviations from Zipf's law due to various sources (see equation (4) below).
The main motivation of Malevergne et al. [30] was to introduce a more realistic reduced-form model of firm growth to predict the firm size distribution within a generally growing economy. The main result was the discovery that Zipf's law corresponds to the delicate balance in which the economy grows at its maximally sustainable growth rate and that deviations from Zipf's law can be quantitatively explained from the parameters encoding the growth, birth and death properties of the firms. The goal of the present paper is to provide what we believe is the first empirical test of this model, using a data set collected from a very different setting. In this way, we further demonstrate the generality of the predictions of Malevergne et al. [30] , which should apply to any system in which birth, death and stochastic growth occur.
To test and find an application of this theory, it is crucial to find a data set in which all the relevant process (birth flow, death flow and stochastic growth) could be measured explicitly. Here, we use a unique data set from the Japanese consumer electronics market containing all the information needed to test the model. Hisano and Mizuno [31] have recently reported that product market shares obey power-law distributions that possess an interesting time evolving nature. However, such time varying nature of the market share distributions and how it could be understood from the underlying process has not been fully explored. Using this data set, we first verify tha t the ingredients of the model are indeed present. We then show that the theoretical prediction (4) is in excellent agreement with the empirical power-law exponents found in the tail of the market share distribution of different electronic products with no adjustable parameters. It also accounts very well for their variations with time giving deeper insights into the nature of how the empirical power-law distributions are formed and evolves with time in this system. We also identify the cause of the deviation from a genuine power-law distribution, which gives insights into the importance of flow of births, which further supports the theory [30] in contrast with alternative approaches [23, 26, 27] which neglects the birth and death processes.
I. MODEL
Consider a population of entities (firms, cities, projects, products and so on), which can take different forms and can be applied in many different contexts. The theory is based on the following assumptions [29] .
A 1 Gibrat's rule of proportional growth holds. This implies that, in the continuous time limit, the size S i (t) of the ith entity at time t, conditional on its initial size, is solution to the stochastic differential equation (2), where drift (r) and volatility (σ) are the same for all entities, but the Wiener process W i (t) is specific to each entity.
A 2 Entities are born with initial sizes s 0,i that are independent and identically distributed random variables. It could be shown that, to a large extent, the characteristics of the distribution of initial sizes is irrelevant to the shape of the upper tail of the steady-state distribution of entities [30] .
A 3 There exists a random birth flow of entities following a Poisson process (extensions to a vast class of non-Poisson processes do not alter key results [29] ).
A 4 Entities exit at random with a constant hazard rate h, which is independent of the size of the entities.
Under these conditions, we could prove that for times larger than
the size distribution of entities follows an asymptotic power-law with tail index µ(T H)
There are two possible ways to obtain Zipf's law. One way is when σ is large compared to both |r| and h. When σ is large, then irrespective of all other parameters, the power-law exponent converges to 1 as σ → ∞ either from above or below depending on the other parameters. Under this condition, Zipf's law can be seen as a result of large stochastic multiplicative excursions that dominate the dynamics as already reported in [6] . Deviations from Zipf's law implies that the stochastic growth component is not large enough. In the context of time evolving power-law distributions, and assuming that the hazard rate is constant over time, the increasing or decreasing trend of the power-law exponent away from Zipf's law value could be explained by the evolution of the parameters r and σ that control the stochastic growth process (as summarized in equation (2)). Thus, the evolution of the exponent can provide fruitful insights into how the growth dynamics itself changes with time, as we shall see below.
The second way to obtain Zipf's law is when the equality r = h holds. This condition, as discussed in [30] , could be understood as a balance condition which ensures the stationary growth of the system. In order to understand how Zipf's law is related to this equation, we notice that r − h represents the average growth rate of incumbent entities. Indeed, considering an entity present at time t, during the next instant dt, it will either exit with probability h · dt (and therefore its size declines by a factor −100%) or grow at an average rate equal to r · dt, with probability (1 − h · dt). The coefficient r is therefore the conditional growth rate of entities, conditioned on not having died yet. Then, the unconditional expected growth rate over the small time increment dt of an incumbent entities is (r−h)·dt+O(dt 2 ). Hence the statistically stationary regime, in the presence of a stationary population of entities, corresponds to condition r = h (for a more general and detailed illustration of this condition, we refer to [30] ). Although this condition would probably never hold for product markets (and average growth rate of "market share" will not be for long bigger than its hazard rate), this viewpoint is also interesting in a wide range of applications since, in this framework, the power-law exponent can be seen as a remarkable statistical signature providing information about the stationary or non-stationary growth of the corresponding system. Our strategy is to find an empirical dataset in which all ingredients of the theory can be verified and measured explicitly. Our dataset from the Japanese consumer electronics market contains all necessary ingredients. It consists of scanner data from 23 different consumer electronics chains in Japan collected by a private company, BCN Inc. This data set covers about 45% of all consumer electronics chains in Japan including over 1400 retail stores. The data were recorded daily between October 1, 2004 and April 30, 2008 . The dataset provides time series of total sales per retail store for every product sold, including manufacture and models. We believe this data set is sufficient to represent the true dynamics of Japanese consumer electronics market.
II. VALIDATION OF THE MODEL ASSUMPTIONS
A. Empirical power laws Fig. 1 shows the cumulative distribution of market share S of digital camera for the top-selling models observed on a daily scale. Market share was defined by the daily sales volume of a generic product such as "digital camera", "mouse", and so on. Note also that to keep consistency with Hisano and Mizuno [31] , we only analyzed products which are "alive" by the definition described below when analyzing market share distributions. Products shown in Fig. 1 account for roughly 75-85% of the total sales making it natural to focus on these topselling products. Each date plotted in Fig. 1 was chosen, following [31] , from the periods when the power-law behaviors describing the tail of the distributions observed on a daily scale are stable. As written in the same paper, the tails of market share distributions sometimes deviate from the pure power-law form, but the power-law behavior repeatedly reappears, proving that it is insufficient to characterize market share distributions with a simple lognormal distribution (which has qualitatively different tail characteristics, called for instance "thin-tailed" in the mathematical literature as opposed to the "heavy-tailed" power laws). 
B. Verification of assumption 1
To test our model, we first verify Eq. 2, which suggests that, for sufficiently small time intervals ∆t, the mean < ∆S > and the standard deviation of ∆S of the increment of the size S (market share) are both proportional to S. Fig. 2 plots the average and standard deviation of ∆S as a function of S, setting ∆t equal to one week, confirming that Eq. 2 holds. We note that the slight curvature observed on the left panel is really of no consequence as it can be shown [29] that the power law tail is controlled by the proportional growth of the stochastic component, i.e., the standard deviation of ∆S, when the latter has a dominant behavior as is the case here since < ∆S > is decreasing with ∆t while ∆S is an increasing function.
C. Verification of assumption 2
Next, we verify that the stochastic growth is indeed the determinant of the empirical power-law distribution, and not some initial build-in effect or distribution. Market share of products at birth varies among products due to their past brand images. Thus, it is important to verify that the empirical distribution observed in Fig. 1 is a result of the stochastic multiplicative growth process and not of the distribution of its initial market share at birth. To verify this, Fig. 3 shows the empirical distribution of market share of newly born products, taking market share of the first Sunday two weeks after its birth as a proxy. Compared to the distributions found in Fig. 1 , the distribution depicted in Fig. 3 has a much thinner tail, even thinner than log-normal, confirming that the distribution of future market share does not result from the distribution of market share of products at birth. We hypothesize that this implies that the stochastic growth process causes the power-law behavior that appear as the market shares of the products evolve in time. 
D. Verification of assumption 3
Fig . 4 shows three and six month moving average values of birth flows of digital cameras observed on a weekly time scale. It displays a periodic behavior with peaks in February and August, just before the selling seasons starts. The birth date of a product is defined by the first date when we can detect it in our data set. To verify assumption 3, we test whether the birth flow follows an inhomogeneous Poisson process with rates varying only in a periodic manner. This could be performed by a time rescaling method which transforms an inhomogeneous Poison process into a homogeneous Poisson process with unit rate [32] . Here, we chose the function λ(t) = a(1 + b sin(ct)) as describing the time varying rates. The comparison between the fitted curve and moving average are shown in Fig. 4 . The KolmogorovSmirnov statistic of the statistical test that the waiting time of the rescaled process obeys an exponential distribution with rate 1 is 0.082, which is slightly above the critical value (α 0.01 = 0.051) implying that the null hypothesis is only slightly rejected. Moreover, measuring the growth of the Poisson rate intensity by the parameter d in the expression of the time evolution of the Poisson intensity λ(t) = v 0 exp(dt), which Malevergne et al. consider in their theory [30] , we find an estimate of the parameter d about 0.001, which is statistically indistinguishable from 0. Similar conclusions holds for other products as well.
E. About assumption 4
Products eventually get old, lose their competitiveness, and leave the market. It is clear from our daily experiences that this turnover speed varies among product markets, making it one of the key parameters characterizing this system. Here, we define the death of a product as the date when its cumulative sales reaches 90% of its total sales in the whole data set. To avoid incorrectly identifying deaths that appear due simply to the end of our dataset, we exclude from the lifetime analysis all products that died in the last four months of our dataset and we characterize turnover speed by analyzing the distribution of product lifetimes. Identifying the timing of death for the entire product set is complicated due to the large statistical fluctuations found for the lower-selling products. While the total number of products sold in a day fluctuates widely from 3,500 to 10,000 (for digital cameras) the sales volume for the lower-selling products varies from 0 to 15 sales per day, making it extremely difficult to estimate the correct timing of death. Moreover, lower-selling products also include the extremely expensive ones (which are seldom sold), all kinds of limited editions (i.e. tourist edition, foreign use edition, limited color edition, anniversary edition, etc.) and tie-in sales products (i.e. camera with printer kit or zoom lens, and so on), which we want to exclude in our analysis because we are focusing on the asymptotic behavior of the distribution (i.e. dynamics of the top-selling products). In order to overcome this problem and estimate the effective hazard rate which affects the asymptotic behavior of the distribution, we separate the top-selling products from the lower-selling products. Thus in this paper, we only consider products that attained an overall market share of 0.5% or higher during their lifetime (this could be calculated by taking the average market share a product attained during its lifetime), when we analyze the lifetime distribution of products. Fig. 5 shows two scatter plots describing 1) the relationship between product lifetime and overall market share (as defined above) and 2) the relationship between product lifetime and the market share of products at the time of death, for all the digital cameras found in our dataset. We can see that, for the products that attained more than 0.5% of the market share, the lifetime of a product seems to be independent of the size, making assumption 4 reasonable at least for the top-selling products. Of course, this does not validate assumption 4 for the entire product set because, after all, we are separating the top-selling products from the lower-selling ones, for the reason mentioned above. But Fig. 5 does show that assumption 4 is fair enough for the top-selling products that we are focusing on (i.e. corresponding to the asymptotic behavior of the distribution). Hence we can assume that assumption 4 holds as well.
The timing of product exits is also complicated by the presence of periodicity. In addition, there are tactical adjustment of product pricing, in response to market share dynamics. In particular, a product suffering from a unlucky sequence of low sales may see its wholesale price lowered by its provider, thus making it easier for retail stores to post lower price, in order to clear the stocks and also probably not to lose presence in the market. A typical empirical example of this kind of dynamics is shown in Fig. 6 , with the time evolution of the average posted price of a specific digital camera. We can see that, when the market share of this product decreased to around 2%, the average posted price started to fall sharply, thus preventing the market share of that product from vanishing. This in turn resulted in prolonging its lifetime. Due to this effect, the lifetime distribution of products behaves differently at the lower end of its distribution, but we find that asymptotically it is close to an exponential distribution. Hence, we focus on the asymptotic behavior of this distribution and estimate the hazard rate using a fit with an exponential distribution calibrated over a time interval no longer than 38 weeks (see left panel of Fig. 6 ). Note also that the empirical distribution of the lifetimes of digital cameras suggests a stable trend during the whole data set, which will become relevant later on. 
III. TESTS OF THE THEORETICAL
PREDICTION (4) A. Direct test
We now test whether the model can predict correctly the power-law exponents of the distributions shown in Fig. 1 . The drift (r) and volatility (σ) were estimated as the mean and standard deviation of the set of weekly growth rates using 6 month time windows, for products with market shares larger than 0.5% (this is roughly where the power-law regime starts). The parameter h was estimated using a 1 year time window and estimating the lifetime distribution of products which died during that time window as explained above. Using the empirically determined values of r, σ and h, we can now test the theoretical prediction (4). Table 1 compares the maximum likelihood estimate obtained from the empirical distribution and the theoretically predicted powerlaw exponent (4). It shows excellent agreement. From this result, we conclude that the model is able to explain quantitatively the power-law exponent found in market share distribution of products.
B. Variation of the power-law exponent Table 1 suggests that the drift r and volatility σ play crucial roles in creating the variation of the power-law exponent. To investigate this further, we explore how the predicted power-law exponent behaves dynamically with time by adding three more products to our analysis (liquid crystal type TV, mouse and keyboard). For each product and for each date, we open a 6 month and 1 year time window and estimate the time evolution of Black circles denote digital cameras, red triangles represent TV's, blue squares code for keyboards, and green cross for mouse products. The drift and volatility for digital cameras, mouse products and TV's were calculated by opening a 6 month time window and conditioning on when market share is above 0.5%. For keyboards, this level was slightly increased to 0.75% because, while the mode number of products sold each day during 2007 is around 3500-5000 for other products, it was only 1300 for keyboards, making 0.5% (6.5 products sold a day) pertaining to the noisy part of the distribution.
the average growth rate (r(t)) and its standard deviation (σ(t)) accordingly. Fig. 7 depicts a scatter plot showing the relationship between drift (r(t)) and volatility (σ(t)) for the four products mentioned above. We confirm that the two parameters vary with product sets and also with time.
As we have seen in Fig. 6 , the hazard rate of digital camera could be seen as stable during the whole data set. The same assumption also holds for TV's and keyboards. For these products, we assume that h(t) is constant for all dates and estimate the constant hazard rateĥ by analyzing the lifetime distribution of products which died before January 1 2008 using the same method as described in Fig. 6 . For mouse products, we first divided the products into three subsets, 1) products which died before January 1 2006, 2) products which died during the period from January 1 2006 to December 31 2007 3) and the rest. We estimated the time varying hazard ratesĥ 1 ,ĥ 2 by estimating the lifetime distribution of the first two subsets 1) and 2) (see Fig. 8 ). We then assumed h(t) =ĥ 1 for all t < 1.1.2006, h(t) =ĥ 2 for all 1.1.2006 ≤ t < 1.1.2008 and used these estimates to form our theoretical prediction using Eq. 4.
We inserted these estimates into Eq. 4 and compared it with the empirical power-law exponents, as shown in Fig. 9 . In all cases, our theoretical prediction succeeds in capturing the increasing or stable trend in the time evolution of the power-law exponents. The left panel of Fig. 8 shows the lifetime distribution for the mouse product and suggests that the hazard rate has dropped with time. Note that putting (r,σ,ĥ 1 ) = (−0.09, 0.4, 0.049) in the formula would give µ = 2.38 and putting (r,σ,ĥ 2 ) = (−0.09, 0.4, 0.022) would give µ = 2.25 which is in good agreement with empirical values. Hence, the decrease of the power-law exponent found for the mouse product could be attributed to the change in the hazard rate.
The analysis in this subsection shows that Malevergne et al.'s theory [30] is able to capture the variation of the power-law exponents with time and among product sets as well. C. Deviation from the pure power law form
Hisano and Mizuno [31] analyzed the same data set and reported that the asymptotic behavior of the market The lower threshold for the validity of the power law tail of the distribution was estimated using the method described in Ref. [31] . The red continuous line shows our theoretical exponent obtained for a running window of 6 month duration. The blue line shows our theoretical exponent for a running time window of 1 year duration.
share distribution of digital cameras during the period January 16, 2006 to August 8, 2006 deviates from the pure power-law form, but did not fully explain the cause of the deviation. Notice that this period is exactly the same period when our theoretical power-law exponent µ(T H) calculated with a 6 month time window deviates from the empirical power-law exponent for digital camera, as can been seen in Fig. 9 . Equipped with the understanding of this paper, this deviation can now be understood by the failure of the delivery of new products, i.e., by a breakdown of the validity of assumption 3. Indeed, top-selling products are usually forced to leave the market due to peer pressure (i.e. product competition) from newly born products which arises in a 6 month cycle (recall Fig. 4 ). However during January 16, 2006 to August 8, 2006 , many providers failed to deliver their new products, as we can see from the time evolution of birth flows (Fig. 4) . The lack of peer pressure could also be seen in the time evolution of the volatility (σ) of market shares as well (right panel of Fig. 8 ). We can see that the volatility (σ) in a 6 month time window indeed fell dramatically when there was a lack of new products, and recovered afterward. The relationship between the lack of new products and the deviation from a pure power-law form can be rationalized by Malevergne et al.'s theory because an essential ingredient to generate a power-law distribution is indeed the birth flow of new products. This observation shows that, not only the value of the power-law exponent, but also the deviation from a genuine power-law form in the tail of the distribution provide us with informative insights about the corresponding system. The observed transient deviation from the pure power law form provides a crucial test of the importance of the existence of a flow of births, that validates further the theory [30] , in contrast with the alternative approaches [23, 26, 27] .
IV. CONCLUDING REMARKS
Power-law distributions after their time of fame and fashion have been sometimes decried as too universal to really provide useful insights. Here we have shown that by constructing a verifiable framework and decomposing the power-law exponent into its key ingredients, we were able to gain a richer understanding of how the empirical power-law distributions are formed and evolve with time in real world complex systems. Our empirical analysis verifies the model proposed in [29, 30] and opens the door for a wide range of applications in which power-law distributions are found in the presence of stochastic growth, birth and death.
Our results also suggest that, rather than searching for universality with a single power law exponent, the often observed variability of power law exponents could be used as a diagnostic of the underlying mechanisms that generate the dynamics. By this, we mean the following. If we have different realizations of a given system over time for instance that correspond to different exponents, then the values of these different exponents reveal the relative importance of birth, death and stochastic proportional growth, if indeed the generating mechanism of the system is based on these ingredients. By measuring directly on the system the proportional growth ingredients as in figure 2 and the distribution of lifetimes as in figures 5 and 7, we can verify the validity of the ingredients of the generating mechanism. We can then check if the predicted exponents, based on the theoretical mechanism, match the observed ones. If yes, this cumulative evidence is a strong support for the concept that the exponents are deeply associated with birth, stochastic growth and death processes and their specific value indeed reveal, via the formula (4), the relative importance of the different ingredients. More work to explore the potential of this approach is of course needed.
Given the generality of these ingredients, we believe that the prediction of the power law exponents provides new understandings of power law distributions, which will be insightful to many natural, economic and social systems.
