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a b s t r a c t
In this short note, we use topology optimization to design multi-phase isotropic three-dimensional
composite materials with extremal combinations of isotropic thermal expansion and bulk modulus. In
so doing, we provide evidence that the theoretical bounds for this combination of material properties are
optimal. This has been shown in two dimensions, but not heretofore in three dimensions. We also show
that restricting the design space by enforcing material symmetry by construction does not prevent one
from obtaining extremal designs.
© 2016 Elsevier Ltd. All rights reserved.
1. Introduction
The linear thermoelastic response of materials is governed by
the equilibrium equation
div(C[∇u] − θβ)+ b = 0, (1)
as given by Carlson [1], where C is the elasticity tensor, u is the
displacement field, θ is the change in temperature from some
reference state,b is the body load, andβ is the thermal stress tensor
field per unit temperature increase, given by
θβ = C[θα], (2)
where α is the thermal expansion tensor. In isotropic materials,
the thermal expansion tensor is simply α = αI, where I is the
identity 2-tensor and α is the material property known as the
coefficient of thermal expansion, and the elasticity tensor is given
by C = 2µ(I− 13 I⊗ I)+ κ I⊗ I, where µ and κ are the material
properties known as the shear and bulk moduli, respectively. I is
the identity 4-tensor.
While Eqs. (1) and (2) always hold true at any given pointwithin
a given material under the continuum theory, we often are inter-
ested in the bulk response of a material, that is, how it responds
in an average or holistic sense. In the case of single pure isotropic
materials, the bulk coefficient of thermal expansion is simply the
pointwise value α (and analogously for κ), but determining the
bulk value for composite materials, even those with isotropic re-
sponse, is more complex. Theoretical approaches to determining
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these values include effective property approaches of e.g. Huet [2]
and the homogenization approaches of e.g. Tartar [3] and Allaire
[4,5]. Eliding the details for the moment, the basic idea of these
approaches is to replace Eqs. (1) and (2) with effective or homoge-
nized equations, e.g.
div(Ch[∇u] − θβh)+ bh = 0 (3)
and
θβh = Ch[θαh], (4)
where now the h superscript indicates a homogenized or effective
quantity, and Eqs. (3) and (4) are valid at the bulk length scale, at
least as large as the unit cell of a periodic lattice material, or a rep-
resentative volume element.
Another question askswhat possible values ofCh andαh may be
achieved for a compositematerial, given the constituentmaterials,
known as phases. Many authors have developed bounds on values
ofCh or various of its scalar measures, including the bulk modulus.
Among the most famous are these bounds are those of Voigt [6],
Reuss [7] and Hashin and Shtrikman [8].
Bounds on the possible values of αh were derived by, among
others, Cribb [9], Schapery [10], and Rosen and Hashin [11]. More
recently, work by Gibiansky and Torquato [12], motivated by the
results of Sigmund and Torquato [13], about which see below,
was able to substantially improve upon these bounds. The bound
of Gibiansky and Torquato, like those of previous authors, show
that for isotropic two-phase composites, a composite’s thermal
expansion has a one-to-one relationship with its bulk modulus;
but for composites of three or more phases, the thermal expansion
may vary for a given composite bulkmodulus. As the bulkmodulus
decreases, the bounds on the thermal expansion increase, giving
rise to the possibility of extreme thermal expansions well above
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or below those of the constituent phases, at the cost of low
bulk modulus. The bounds show that composite materials may
even have negative thermal expansion (that is, the bulk material
contracts when heated) when comprised of void space and phases
with positive thermal expansion.
The work by Sigmund and Torquato [13] mentioned above
sought to design the unit cell of a two-dimensional, three-phase
periodic latticematerial such that its homogenized thermal expan-
sion and bulk modulus achieved the theoretical bounds. Their de-
signs were obtained using topology optimization, which is a tech-
nique to distribute twoormore phaseswithin a fixed domain (e.g. a
unit cell) in order to minimize an objective function while respect-
ing any number of constraints; for a review of the topic, cf. e.g. [14]
or [15]. The particular topology optimization problem of design-
ing a unit cell to achieve desired bulk properties is known as in-
verse homogenization, which is quite popular in the literature, cf.
e.g. [16,17]. Sigmund and Torquato performed several different op-
timizations, for maximal and minimal thermal expansion coeffi-
cient, and for maximal bulk modulus. That their designs were un-
able to achieve the thermal expansion bounds of earlier authors
suggested that tighter theoretical bounds were possible; this di-
rectly inspired the work of Gibiansky and Torquato [13]. The de-
signs of Sigmund and Torquatowere able to achieve these new the-
oretical bounds in two dimensions, suggesting that the bounds are
optimal, at least for the phase properties and volume fractions that
were considered.
To the best of our knowledge, it has not yet been shown that the
bounds of Gibiansky and Torquato are tight or optimal for three-
dimensional composites. In the remainder of this paper, we extend
the work of Sigmund and Torquato to consider three-dimensional
structures, and show that the bounds of Gibiansky and Torquato
appear are be optimal in three dimensions as well as in two,
for the materials and volume fractions we investigated. We also
find, as did Sigmund and Torquato, that one may still achieve the
theoretical bounds on thermal expansion, even when restricting
the unit cell designs a priori to exhibit material symmetries. Our
implementation of the optimization work differs from that of
Sigmund and Torquato in several ways, which we highlight in
subsequent sections.
2. Methods
At heart, inverse homogenization is a simple idea: homogeniza-
tion theory provides a forward map between unit cell microstruc-
ture design, i.e. morphology, and bulk material properties, and we
would like to invert thatmap to create unit cell designswhich have
desired bulk properties. We do this by creating an initial unit cell
design, then iteratively updating it to improve an objective func-
tion while respecting various constraints we impose. An optimiza-
tion algorithm guides these updates, almost always using first-
order derivatives of the design (that is, derivatives of the homoge-
nized properties with respect to changes in the design). There are
many possible ways to parameterize the optimization, but like Sig-
mund and Torquato [13], we discretize the unit cell with finite el-
ements and vary the volume fractions of each phase within each
element. The finite element mesh is also used to compute the ho-
mogenizedproperties. Thematerial properties for eachunit cell are
an interpolation of the properties of each of the phases. Sigmund
and Torquato [13] use the SIMP interpolation rule [15], while we
used a multi-material thresholding interpolation rule [18] in com-
bination with the RAMP interpolation rule [19].
For a unit cell domain Ω , we can show [18] that the homog-
enized elasticity tensor Ch and homogenized thermal expansion
tensor αh are given by
Ch = 1|Ω|

Ω
C(I+∇yχij ⊗ Eij) dv and (5)
αh = (Ch)−1[βh], (6)
where βh is the homogenized thermal stress tensor given by
βh = −1|Ω|

Ω

C[∇yΘ] − β

dv, (7)
andwhere it is understoodwe sumover i, j = 1, 2, 3. These equa-
tions can be shown [18] to be equivalent to those used e.g. by Sig-
mund and Torquato. The χij andΘ terms are solutions to so-called
cell problems on the unit cell, and are the displacements (tempera-
tures) which balance an applied unit test strain Eij = ei ⊗ ej (unit
increase in temperature), subject to periodic boundary conditions.
A change to the design of the unit cell changes the localmaterial
properties, e.g. C(x) at each material point x in the unit cell via
the interpolation, and thusly also changes the solutions to the
cell problems, ultimately resulting in changes to the homogenized
material properties. A full sensitivity analysis, given in [18], allows
us to compute the first-order derivative of these changes, which
we can supply to an optimization algorithm for faster convergence,
and use to verify the optimality conditions of a solution.
We are now equipped to define the three optimization prob-
lemswe solved in order to design compositeswhose properties are
near or at the theoretical bounds.
1. Minimize αh subject to a lower bound on κh and such that
vf1 = vf2 = 0.25.
2. Maximize αh subject to a lower bound on κh and such that
vf1 = vf2 = 0.25.
3. Maximize κh such that vf1 = vf2 = 0.25.
In the above, vfi is the volume fraction of phase i. In each of the
three problems, phases 1 and 2 are isotropic solid materials and
phase 3 is void space. Phases 1 and 2 each have shear modulus of
38.5 and bulkmodulus of 83.3; these correspond to amaterial with
Young’s modulus of 100 and Poisson’s ratio of 0.3. These values
are chosen somewhat arbitrarily, but for moduli measured in giga-
pascals, they are typical of metals used in structural applications.
Phase 1 has a thermal expansion coefficient of 10, while phase 2
has a thermal expansion coefficient of 1; again, these are arbitrary,
but somewhat representative of structural materials. Each of the
two solid phases is fixed to an arbitrarily-chosen volume fraction
of 25% over the unit cell; we require the volume fractions to be
fixed so that the bounds are likewise fixed.
In the first two optimization problems, we impose a lower
bound on the homogenized bulk modulus, since the work of Gib-
iansky and Torquato shows us we can expect more extreme values
of the thermal expansion as the bulkmodulus is lowered. By choos-
ing different values of the lower bound, we can attempt to design
optimal materials at differing points along the theoretical bounds.
Both we and Sigmund and Torquato are interested designing
isotropic composites. They achieved this in their designs in two
ways: first, entirely via constraints on the elasticity tensor com-
ponents (implemented as an error term augmenting the objective
function), and secondly by additionally imposing material sym-
metries on the unit cell, which obviates some of the constraints.
Note that even with the cubic symmetries they imposed in two
dimensions, an isotropy constraint is still necessary; cubic sym-
metry does not necessarily imply mechanical isotropy. In our in-
vestigation, we imposed cubic material symmetry on the three-
dimensional unit cell. The symmetry planes for cubic symmetry di-
vide the unit cell into 48 sectors; we design using the optimization
parameters within one sector, and map the design to the remain-
ing sectors via the symmetry relationships. As a result, we reduce
the number of optimization parameters by a factor of 48, reduc-
ing the computational cost of obtaining a solution. It also simpli-
fies the optimization problem compared to enforcing isotropy en-
tirely by constraint, since cubic material symmetry satisfies all but
one condition for mechanical isotropy, and additionally it is suffi-
cient to guarantee thermal isotropy.Weenforce the single required
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Fig. 1. Results of multiple solutions to the three optimization problems.
Downward-pointing triangles correspond to various solutions of problem 1.
Upward-pointing triangles correspond to various solutions of problem 2. The
rightward-pointing triangle is a solution of problem 3.
isotropy condition as a simple constraint function in the nonlinear
program.
Imposition of material symmetry is not a necessary step, and
indeed Sigmund and Torquato showed that even designs which
satisfy mechanical isotropy constraints need not exhibit ‘‘full’’
material symmetry. Thus, by imposingmaterial symmetry a priori,
we have reduced the space of possible designs, and potentially
sacrificed superior designs. However, we will show in the next
section that we are still able to obtain designs which lie near or
achieve the theoretical bounds.
We implemented a cone filter to make the topology optimiza-
tion problem well-posed. A discussion of this filter, which con-
volves the volume fractions with a kernel with compact support,
is given in e.g. [20,21], and [18].
Sigmund and Torquato solved their optimization problems via a
sequential linear programming algorithm, in which their objective
and constraint equations are iteratively linearized and solved. We
used a nonlinear programming library, IPOPT [22], instead. We do
not believe that the algorithm chosen to solve the optimization
problem unduly affects the quality of the solutions obtained.
3. Results
Following the convention used by Sigmund and Torquato, we
show our results on a plot with homogenized bulk modulus,
normalized by the bulk modulus of the constituent phases, on
the horizontal axis, and the homogenized thermal expansion,
normalized by that of less expansive constituent phase, on the
vertical axis. The theoretical bounds of Gibiansky and Torquato
form a complex curve on the plot; all points left of the curve
are theoretically achievable. The plot is actually formed by two
separate curves, one each for the upper and lower bounds. These
two curves meet at Hashin–Shtrikman maximum bulk modulus.
We display the results of all three optimization problems on
the same plot in Fig. 1. We solved problems 1 and 2 with varying
levels of the lower bound on composite bulk modulus. Fig. 1
shows the homogenized bulk modulus and thermal expansion for
solutions with lower bounds set to 0.5%, 1%, 2%, 5%, 10%, and
20% of the constituent phase bulk modulus. Downward-pointing
triangles indicate solutions to problem 1, in which we attempt to
minimize the thermal expansion, and upward-pointing triangles
indicate solutions to problem 2. The single rightward-pointing
triangle indicates the solution of problem 3. Each plotted symbol
Fig. 2. Two representative unit cell designs. Red (dark gray) is phase 1; green (light
gray) is phase 2. The imposed cubic symmetry is obvious. (Left) A low-bulkmodulus,
high thermal expansion design. This unit cell forms a hollow thermally-actuated
mechanism. (Right) Themaximalmodulus design. This unit cell forms a hollow shell
in the shape of a truncated cube.
represents the best result from 20 random initial designs, which
we performed to overcome to some extent the problem of local
minima.
Fig. 1 shows that both the upper and lower bounds of Gibiansky
and Torquato appear optimal for points at 10% and 20% of the
constituent bulk modulus. The upper and lower bounds are tight
to the remaining points, especially compared to previous bounds,
e.g. those of Rosen and Hashin [11] (not shown). Because of the
existence of local minima in the objective functions we sought
to minimize, different random choices of the initial designs for
the optimizations may have yielded results even closer to the
theoretical bounds, showing them to be optimal over larger ranges
of composite bulk modulus. So too might have a finer mesh
resolution, which our experience shows can improve solutions,
even when a fixed length scale is imposed on the microstructure
(e.g. via a cone filter).
Fig. 2 shows two representative unit cell designs. In each, red
(dark gray) represents phase 1, with higher thermal expansion,
and green (light gray) represents phase 2, with lower thermal
expansion. Phase 3, void space, is transparent, appearing as white.
The cubic material symmetry imposed on the designs is obvious.
The unit cell on the left, seen edge-on, is the high-thermal
expansion design at 5% of the constituent bulkmodulus. Themore-
expansive phase 1 forms a thermal mechanism within the hollow
unit cell, with the result that the composite thermal expansion is
higher than that of either constituent. The unit cell on the right,
seen vertex-on, is the maximum bulk modulus design. The two
phases combine to form a hollow truncated cube. The resulting
lattice is a truncated cubic honeycomb comprised of hollow
truncated cubes and octahedra, which approximates a spherical
packing.
4. Conclusion
Using three-phase topology optimization to perform inverse
homogenization in three dimensions, we designed unit cells for
lattice materials that achieve the theoretical bounds on thermal
expansion derived by Gibiansky and Torquato. This suggests the
bounds are optimal in three dimensions, which complements
an earlier finding that they are optimal in two dimensions. Our
designs were able to achieve bounding behavior even when the
space of possible designs was restricted to only those with cubic
material symmetry, showing that the reduction in computational
cost does not require undue sacrifice of design performance.
An obvious question to ask is whether these three-dimensional
unit cell designs can be physically realized in practice. The answer,
we believe, is yes, via advanced additive manufacturing methods
such as those described in [23,24]. These methods allow for
micron-scale deposition of material over relatively large length
scales, in essentially arbitrary geometries. The one caveat is that
some methods employ a liquid bath or particle bed in which the
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part is manufactured; closed-cell designs, such as the maximal
modulus design on the right of Fig. 2, would trap this liquid
or particles within, rather than being empty. Other methods,
e.g. those in which material is extruded from a nozzle, do not have
this limitation. Manufacturing and testing our designs remains
future work.
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