Binarization of Fresnel holograms by direct thresholding based on the polarity of the fringe pattern is studied. It is found that if the hologram is binarized (i.e., for black and white hologram pixels) in this manner, only the edges of the object are preserved in the reconstructed image. To alleviate the errors caused by binarization, the use of error diffusion has been routinely employed. However, the reconstructed image using such standard technique is heavily contaminated with random noise. In this paper, we propose a novel noniterative method for generating Fresnel holograms that are suitable for binarization. Our method is capable of preserving good visual quality on the reconstructed images.
Introduction
Past research in computer-generated holography (CGH) has revealed that a three-dimensional (3D) object scene can be represented with binary instead of gray-scale holograms [1, 2] . Such encapsulation allows the holograms to be recorded with smaller data size, and produced swiftly with commodity printers [3] , or CD-R [4] , which are only capable of outputting black and white dots. For static object scenes, this means of production is substantially lower in cost than the use of a fringe printer [5] , and also enables printing of large holograms. In addition, with binary holograms, we could enhance the storage capacity of digital holograms and facilitate more efficient transmission of holograms. However, binarization of the hologram also leads to degradation of the reconstructed image. In the past there were investigations to address the distortions caused by quantization of holograms. These include, for example, the early works of Krishna and Naidu [6] , Zhang et al. [7] , Zhao and Surrel [8] , and more recently, Mills and Yamaguchi [9] on phase-shifting holography, Cable et al. [10] on binary Fourier holograms, and Nozaki and Chen [11] and Moreno et al. [12] on kinoform and detour phase holograms. Methods for generation of a binary hologram in an iterative manner have been reported in [13] [14] [15] . A review of the binarization of holograms is given by Ferri [16] . However, as far as we know, little work has been done on the analysis and generation of binarized Fresnel CGHs in a noniterative manner. This might not be surprising, as we have found that, in general, binarized Fresnel CGHs produce severe distortion upon reconstruction and, if the original object is complicated, there is no discernable reconstruction. Although this problem can be alleviated with error diffusion [17] , a method that has been adopted in the binarization of Fourier holograms [18] [19] [20] , the reconstructed images are contaminated with noise. Apparently this phenomenon is observed when both Fresnel and Fourier holograms are quantized with error diffusion [21] . In this paper we first demonstrate that binarization by direct thresholding on Fresnel holograms will lead to distortion in the form of an edge extracted image of a monochrome image upon holographic reconstruction. We then propose a solution to overcome this problem by use of down-sampling of the object before generating the Fresnel hologram.
Computer Generation and Binarization of Fresnel Holograms
In this section, a brief outline on numerical generation of Fresnel hologram is provided for clarity of presentation, After that, we shall illustrate and explain the distortion caused by binarization of the hologram.
A. Computer-Generated Holograms [22] To begin with, given a discrete, planar image Iðu; v; z i Þ located at a depth z i from a holographic recording plane, a complex Fresnel hologram H F ðm; nÞ can be generated numerically as the product of the object wave Oðm; n; z i Þ and a planar reference Rðm; nÞ wave according to Eq. (1a 
where m; u and n; v are the discrete coordinate points along the vertical and horizontal directions, respectively. The term rðm − u; n − v;
q represents the Euclidean distance between an object point at ðu; v; z i Þ and the location ðm; nÞ on the plane of the hologram. X and Y are the vertical and horizontal extents of the image, k ¼ 2π=λ is the wavenumber, and λ is the wavelength of the optical beam. All pixels in the image are assumed to be self-illuminating with intensity Iðu; v; z i Þ. The reference wave Rðm; nÞ is assumed to be a plane wave incident at an angle θ with respect to the normal of the hologram and hence can be represented by RðmÞ for simpler optical geometry.
Equation (2) can be encapsulated as the twodimensional (2D) convolution of the source image with the Fresnel zone plate Fðm; n; z i Þ as [23] Oðm; n; z i Þ ¼ Iðm; n; z i Þ Ã Fðm; n; z i Þ; ð3Þ
where Fðm; n; z i Þ ¼ expðikrðm; n; z i ÞÞ=rðm; n; z i Þ and Ã denotes a 2D convolution operation involving m and n.
Adopting the convolution operation in Eq. (3) in place of Eq. (2), the source image is expressed as a function of m and n (i.e., Iðm; n; z i Þ). The hologram generation process in Eq. (3) can be easily extended to represent a 3D object. The latter is first partitioned into a sequence of evenly spaced planar images positioned at distances ½z 0 ; z 1 ; …z N−1 from the hologram. Subsequently, the latter is generated by summing the contribution from each image plane.
B. Binarization of a Fresnel Hologram
Noniterative binarization of a Fresnel hologram can be realized with direct thresholding, where white and black levels are assigned to hologram pixels with intensity above and below a fixed value, respectively. The process reduces the data size of the hologram as each pixel is only represented with 1 bit. However, it is difficult, if not impossible, to determine a threshold value that will lead to an acceptable reconstructed image for an arbitrary hologram. A more generic means is to binarize a hologram based on the polarity of the pixel (hereafter referred to as "sign binarization"), which is equivalent to setting the threshold value to zero. Although binarizing a hologram in this manner also leads to severe distortion on the reconstructed image, it can retain some edge information of the source image in a lot of cases. The effect is illustrated with the image of a square, as shown in Fig. 1(a) , which is placed at a distance of 0:4 m from the hologram. Equation (1a) is applied to generate an on-axis complex Fresnel hologram of the square image with the optical setting listed in Table 1 , and the real parts of the hologram before and after binarization are shown in Figs. 1(b) and 1(c), respectively (the imaginary part of the hologram can be inferred in a similar manner).
The reconstructed images of the original and the binarized hologram are shown in Figs. 2(a) and 2(b). It can be seen that, for the latter, only the edge boundary of the square is visible, while the interior content is almost completely removed.
To understand the edge reconstruction shown in Fig and 1(c), respectively. After applying sign binarization (i.e., setting the threshold value to zero), we see that the high-frequency contents that are located farther away from the center of the graph are emphasized. This emphasis of higher spatial frequencies results in the reconstruction of the edge of the binary object. We also noted that the high frequency fringes at the center region of the graph are removed after thresholding. Although not shown, the imaginary part of the hologram is also subject to the same distortion after binarization. The absence of these fringes results in the missing of the interior shaded area of the reconstructed image.
C. Explanation of the Effect of Sign Binarization
In this section we shall provide a qualitative explanation of the effect of applying sign binarization on the hologram. To begin with, the complex hologram of a single point located at the center of the image plane is generated based on Eq. (1a) and the reconstructed images before and after applying the sign binarization on the hologram are shown in Figs. 4(a) and 4(b), respectively. It can be seen that an individual point is well preserved after the hologram is binarized.
Next, a consecutive sequence of 128 points is juxtaposed into a horizontal line [ Fig. 5(a) ] and a complex hologram is generated based on Eq. (1a). The reconstructed images before and after applying the sign binarization on the hologram are shown in Figs. 5(b) and 5(c). It can be seen that, after binarization, only the points near the two ends of the line are reconstructed clearly, while the remaining ones are heavily attenuated in intensity. The reason is that, when individual points are placed closely, their hologram fringes sum up with each other and result in an averaging effect, which weakens the higherfrequency components, while at the same time boosting the low-frequency ones. As a result, the higherfrequency fringes are weakened and may be lost after the sign binarization. It can also be inferred that the pair of points at the left and the right ends of the line are less affected as they have no neighboring points on the right and left sides, respectively. The points at the middle are subjected to larger distortion as they have neighboring points at both sides. This explains why only the edges (i.e., the end points) are preserved in many holograms after the sign binarization.
The points on the line in Fig. 5 (a) are evenly separated by a distance of 16 pixels, forming a dotted line, as shown in Fig. 6(a) . The reconstructed images of the corresponding hologram before and after the sign binarization are shown in Figs. 6(b) and 6(c), respectively. It can be seen that all the points are reconstructed clearly. The reason is that, when the points are spaced further apart, they retain a higher degree of individualism and are less affected by their neighbors. The averaging effect is smaller and the high-frequency fringes are less attenuated. We also note that increasing the spacing of points is equivalent to down-sampling the original image.
Based on the above observations and explanations, we shall describe, in Section 3, a method for generation of Fresnel holograms that is suitable for sign binarization.
Proposed Method for Generation of Binary Fresnel Holograms
While it is interesting or perhaps important to have edge information upon reconstruction, sometimes we want to preserve the original image for image display. We propose to solve the aforementioned Fig. 1(b) . (b) Reconstructed intensity image of the binarized hologram in Fig. 1(c) .
problem with a method for generating a Fresnel hologram that is suitable for binarization. Briefly speaking, we extend the frequency spectrum of the hologram with duplicated images of the baseband signal. This is achieved by down-sampling each image plane Iðm; n; z i Þ of a 3D object with a matrix of equally spaced horizontal and vertical grid lines before binarization. The down-sampling image I D ðm; n; z i Þ is represented as follows:
I D ðm; n; z i Þ ¼ I 1 ðm; n; z i Þ∪I 2 ðm; n; z i Þ; ð4Þ where I 1 ðm; n; ; z i Þ ¼ Iðm; n; z i Þ m ¼ τM 0 otherwise ;
τ is an integer running from 0, 0; AE1; AE2; …, and M is the spacing between adjacent grid lines. The operator ∪ denotes the union of the two sets of data I 1 ðm; n; z i Þ and I 2 ðm; n; z i Þ, representing subsampling of I D ðm; n; z i Þ along the m and n (i.e., the vertical and horizontal) directions, respectively. Subsampling tends to fill in or strengthen some frequency contents of the hologram before binarization. To clarify it further, let us formulate a single horizontal row of pixels in Iðm; n; z i Þ and determine the subsampled signal along the m direction. For brevity of explanation, we simply express the row of pixels with a onedimensional representation, i.e., dropping the terms n and z i . After subsampling, the result is given by For illustration, we treat m as a time variable t and the spectrum of IðtÞ with f as a frequency variable. Figure 7 (a) shows the original oversampled signal IðtÞ and its spectrum with f S as a sampling frequency, which is shown in Fig. 7(b) . f A denotes the bandwidth of IðtÞ. Assuming that the original signal is band limited to avoid aliasing error, the subsampling of the original signal I 1 and its spectrum are shown in Figs. 7(c) and 7(d), respectively, for M ¼ 4. Note that, for M ¼ 4, the subsampled signal has four repeated spectra within the range from 0 to f S . After subsampling, because the baseband signal now has been repeated along f , as shown in Fig. 7(d) , this has the effect of filling in some frequencies, namely, those frequencies around f S =M, 2f S =M, etc., as shown in Fig. 7(d) .
To illustrate the effect of subsampling, the square in Fig. 1(a) is down-sampled by 16 times according to Eq. (5). Line traces across the center of the holograms before and after binarization are shown in Figs. 8(a) and 8(b). These line traces can be compared with Figs. 3(a) and 3(b) , respectively. We observe noticeably that, in Fig. 8(b) , we now have some fringes, albeit binarized, in the center portion of the figure, which are responsible for bringing some of the contents or details back into the original image.
Experimental Evaluation
The white square, as shown in Fig. 1(a) , is employed as a source image to demonstrate the performance of our method. The source image is positioned at a distance of 0:3 m from the hologram. Equations (1b) and (2) are applied to generate the off-axis hologram based on the optical setting in Table 2 . As the hologram (as well as the rest of the examples in this section) has to be printed on films and optically reconstructed, only the real part of the hologram is retained. In addition, off-axis holograms are prepared to divert the twin image from the viewpoint. The hologram is then binarized with thresholding (assigning white and black values to positive and negative pixels in the hologram, respectively). Figure 9 (a) shows its reconstruction. A gray bar reflecting the correspondence between the intensity and the value is shown in Fig. 9(a) . As the same mapping is applied to the rest of the figures on numerical reconstruction, it will not be shown again. In Fig. 9(b) , we show the reconstruction after error diffusion has been applied to the binarized hologram. From the figures, it can be seen that binarization with thresholding results in a reconstructed image that removes the interior content of the square and presents the image as a result of edge extraction. With the use of error diffusion, the missing interior region is recovered, but the reconstructed image, as shown in Fig. 9 (b), is extremely noisy. Next, we apply our proposed method by down-sampling the source image, based on Eq. (4), with a factor M ¼ 8. A hologram is generated from the down-sampled image and binarized with thresholding. The reconstructed image is shown in Fig. 9(c) . It can be seen that the internal content of the square is preserved, and the visual quality of the reconstructed image is superior to the use of error diffusion. In addition, the noise contamination is less severe than the result in Fig. 9(b) .
The root mean square error (RMSE) between the square image reconstructed without binarization [i.e., based on Eq. (1b)], and the reconstructed image attained with each method, is listed in Table 3 . It can be seen that our proposed method results in the smallest RMSE.
To further substantiate our proposed method, we have prepared CGHs for optical reconstruction. The hologram size is about 10:24 mm by 10:24 mm, or 1024 by 1024 points. The hologram is computer generated with the following parameters: λ ¼ 0:65 μm, z 0 ¼ 0:4 m, with off-axis incident angle of θ ¼ 1:2°. All holograms are printed with a printer with 2400 dpi on Agfa Red Sensitive films, and illuminated by a laser beam for optical reconstruction. Figures 9(d)-9(f) show the optical reconstructions for the "square," which can be compared directly with computer simulation results in Figs. 9(a)-9(c) , respectively. In comparing Figs. 9(b) and 9(e), it can be seen that the optical reconstructed images of the hologram that is binarized with error diffusion are significantly poorer than the numerical reconstruction. An explanation is that, with error diffusion, every pixel in the binarized hologram is compensating the errors of its neighbor. When the hologram is printed on the film, there are bound to be some errors imposed by the printer. The error of each hologram pixel propagates to, and also accumulates in other parts of the hologram, hence jeopardizing its effect in compensating the defects of the neighboring pixels. This increases the distortion on the fringe patterns and results in a poorer reconstructed image.
The proposed method is now applied to a 3D source image to demonstrate its usefulness for 3D display. The 3D source image is shown in Fig. 10(a) , comprising two lines of text characters. The upper row "CTU" and the lower row "HK" are positioned at a distance of z 0 ¼ 0:25 m and z 1 ¼ 0:3 m from the hologram, Fig. 1(a) , binarized with thresholding. (b) Reconstructed intensity image of the hologram representing the square image in Fig. 1(a) , binarized with error diffusion. (c) Reconstructed intensity image of the hologram representing the square image in Fig. 1(a) , binarized with our proposed method with a down-sampling factor of 8 on the source image. respectively. The hologram for the source image is generated based on Eqs.
(1) and the reconstructed images at z 0 and z 1 are shown in Figs. 10(b) and 10(c), respectively. Next we evaluated the performance obtained with sign thresholding and our proposed method. Note that, when our proposed method is applied, the source image is first filtered with an 8 × 8 low-pass mean filter to reduce the aliasing error, followed by down-sampling by 8 times along the horizontal and vertical directions, as shown in Fig. 11(a) . The reconstructed images obtained from the hologram binarized with sign thresholding and our proposed method at z 0 and at z 1 are shown in Figs. 11(b)-11(g). For the hologram binarized with thresholding, only the edge boundaries of the text characters are preserved and the interior contents are discarded in the reconstructed images. Both error diffusion and our proposed method are capable of maintaining the interior regions of the images. Apart from a slight blurriness caused by the antialiasing filter and the down-sampling process, the visual quality of the reconstructed images obtained by our method is obviously superior to that of error diffusion.
The RMSE between the "CTU" and the "HK" images reconstructed without binarization [i.e., based on Eq. (1b)], and the reconstructed image attained with each method, is listed in Table 4 . It can be seen that our proposed method results in the smallest RMSE.
Conclusion
Binary Fresnel holograms have a number of advantages. First, their data size is smaller as compared with gray-level representation. Second, the holograms can be produced economically and swiftly with commodity printers. Third, as the pixels are bilevel, they are less affected by the nonlinearity characteristics of electronically accessed display devices, such as the SLM. Despite these favorable factors, smooth shaded regions are poorly preserved if a Fresnel hologram is binarized with direct thresholding. We have proposed to adopt a grid line down-sampling scheme to strengthen some of the lost frequency components of the hologram. Experimental evaluation demonstrates the feasibility of the approach, revealing that smooth shaded regions can be reconstructed from binary Fresnel holograms. In addition, as downsampling is merely a pixel selection process, the overhead it imposes on the computation of the hologram is negligible. We also show that the reconstructed images obtained from holograms binarized by our proposed method is less noisy, and superior in visual quality than that based on error diffusion.
Finally, we want to point out some remarks on our proposed technique. It can be inferred from Eq. (5) and Fig. 7(d) that the higher the down-sampling factor M, the larger will be the number of repeated Fig. 10(a) , and binarized with thresholding after subsampling to the source image (our proposed method). spectra, and the smaller will be the spacing between them. To avoid the aliasing error caused by overlapping of the repeated spectra, the source image has to be band limited with a low-pass filter. As a result, down-sampling the source image Iðm; n; z i Þ will contribute to certain degree of blurriness, and also short gaps between adjacent pixels, on the reconstructed image. However, the increase of the down-sampling factor M will lead to higher diffraction efficiency for optical reconstruction. The optimal choice of M varies between different object scenes and has to be determined empirically (e.g., via simulation) prior to printing. However, we have found out that a downsampling factor between 8 and 16 generally results in acceptable visual quality.
