Abstract-Although liveness enforcing supervision (LES) of sequential resource allocation systems (RAS) is currently a well-established problem in the Discrete Event System literature, all prior work on it has addressed the underlying LES synthesis problem under the assumption that the system behavior is totally controllable. The work presented in this paper seeks to develop correct and scaleable LES for RAS that present uncontrollability with respect to: 1) the timing of some requested resource allocations, i.e., these allocations will take place as long as the requested resources are available and/or 2) the routing of certain job instances that, after some processing stages, might request special treatment or rework. In addition, the last part of the paper addresses the accommodation in the original LES synthesis problem of externally imposed logical constraints, that constitute "forbidden state" specifications and possess a linear characterization with respect to the system resource allocation state. All problems are addressed in the context of Conjunctive/Disjunctive (CD)-RAS, that constitutes one of the broadest RAS classes investigated in the literature, allowing for arbitrarily structured resource allocations associated with the various process stages, and process routing flexibility.
by the system supervisor. Uncontrollability with respect to the exact timing of the resource allocation might arise, for instance, by the lack of the necessary hardware that would enforce total controllability, or from the existence of time-critical operations that should not be externally delayed by the system supervisor, once all the required resources are available. On the other hand, uncontrollability with respect to the sequential logic/routing of the various job instances can arise from the need for special treatment and/or rework, given a certain process outcome, that underlies many contemporary technological applications. The results and methodology developed for addressing the aforementioned aspects of uncontrollability in the RAS behavior allow also the accommodation in the LES synthesis problem of "forbidden state" constraints that admit a linear characterization with respect to the system resource allocation. These constraints would express additional logical requirements that are to be imposed on the system operation due to technological and/or management policy considerations, and they are briefly addressed in the last part of the paper.
The entire problem is considered in the context of the so-called Conjunctive/Disjunctive (CD)-RAS, i.e., a RAS class allowing for arbitrarily structured resource allocations associated with the various process stages, and process routing flexibility. From a modeling standpoint, CD-RAS is one of the most powerful RAS classes investigated in the literature, and it has been extensively studied in [7] , [6] , and [8] . From a methodological standpoint, the developed results are based on an extension of the work developed in [7] and [8] for synthesizing LES that are appropriate for the class of CD-RAS, and its combination with the Petri net (PN)-based Supervisory Control theory of [9] and [10] . Hence, the rest of the paper is organized as follows: Section II summarizes the necessary background for developing the key results of the paper. Specifically, the first part of this section overviews the theory of [9] and [10] regarding the synthesis of a PN supervisor that enforces a set of linear "forbidden state" constraints on any given PN plant, in a way that respects the plant uncontrollability. The second part of Section II introduces the class of CD-RAS, that constitutes the starting point for this work, and its PN-based modeling, and subsequently it overviews the logic of the G-RUN LES [7] , [8] , which is a correct and scaleable LES for CD-RAS. Section III first models the behavior of CD-RAS presenting uncontrollable resource allocations with respect to the exact timing of the corresponding events, and introduces the problem of liveness enforcing supervision in this new RAS context. Subsequently, it demonstrates that the approach of [9] and [10] might fail to maintain the controlled system liveness, when applied to modify a G-RUN LES that does not observe this type of RAS uncontrollability, and it proceeds to the (direct) modification of the original G-RUN logic so that the resulting policy version-to be called the U(ncontrollable)-G-RUN-provides correct and scaleable LES for CD-RAS with uncontrollable resource allocations. The first part of Section IV undertakes the modeling of CD-RAS with uncontrolled job routings and reworks. The resulting RAS class constitutes a modification of the CD-RAS to be called the Extended CD-RAS (ECD-RAS). The second part of Section IV establishes that U-G-RUN provides also a correct LES for ECD-RAS, through a pertinent selection of the policy-defining parameters. Section V addresses the additional issue of accommodating linear "forbidden state" constraints in the LES synthesis problem, and integrates all the presented results in a LES synthesis algorithm for (E)CD-RAS, potentially with forbidden states. Finally, Section VI concludes the paper and suggests directions for future research. In the following discussion, it is assumed that the reader is familiar with the basic Petri net (PN) structural and behavioral concepts; an excellent introduction on Petri net structural analysis can be found in [11] .
II. PRELIMINARIES

A. Petri Net-Based Supervisory Control Theory
The key points of the PN-based supervisory control theory presented in [9] , [10] are as follows. 1 I. Given a totally controllable marked PN N = (P; T; W; M0), a control specification on the net (reachable) markings, M , expressed by the inequality
can be implemented on the net behavior by superimposing on the net structure a control place pc, connected to the rest of the network according to the flow matrix
where 2 denotes the flow matrix of the original network N .
The initial marking of place p c must be set to
and, therefore, the problem is feasible only when
The aforementioned controller imposes the specification of (1) on the behavior of the controlled system, N 0 = (P [ fp c g; T; W 0 ; M 0 0 ), by establishing the following place invariant on its reachability space:
This controller is maximally permissive, since it acts to constrain the behavior of the original net N only when the firing of a transition t 2 T would result in M c < 0, which, according to (5), would violate the original specification constraint of (1). In the case that the control specification is a system of inequalities of the type presented in (1), the considered methodology essentially treats them as a logical conjunction, and therefore, it processes them separately, introducing a distinct control place p c for each inequality.
II.
For PNs containing uncontrollable transitions T u T , the considered methodology will lead to an acceptable controller, only if the resulting control net does not attempt to disable any of the uncontrollable transitions. In the light of (2), a sufficient condition for controller acceptability is l T 2 u 0 (6) where 2u denotes the part of the net flow matrix 2 corresponding to the uncontrollable transitions t 2 T u .
III.
If the place-invariant controller enforcing the specification of
(1) on a network N with uncontrollable transitions Tu T turns out to be unacceptable, then the original specification 1 As it is noticed in [9, Sect. 3.1], the idea of enforcing behavioral constraints expressed as linear inequalities on the net (reachable) markings through place invariant-based controllers, and the investigation of the conditions under which the resulting methodology leads to a control structure that is implementable in the presence of uncontrollable transitions, was also investigated in [12] . However, that work offered no transformation procedures to convert a possibly unacceptable constraint to an acceptable one. must be transformed to another one, l 0T M g 0 , s.t. 1) its corresponding place invariant controller is acceptable and 2) it subsumes the original specification, i.e., l 0T M g 0 =) l T M g:
A set of specification transforms that are guaranteed to satisfy the condition of (7) is as follows:
where r1 is a jPj-dimensional vector satisfying r T 1 M 0 for every (reachable) marking M , and r 2 is a (strictly) positive scalar. To ensure that the transformed specification obtained through (8) leads to an acceptable place-invariant controller, it must hold that , is greater than 01, it is inferred that the transformation of the original specification according to (8) is not possible, since the condition of (10) cannot be satisfied. Otherwise, the optimal values To model the resource allocation dynamics taking place in CD-RAS by a Petri net, first, we represent the process flow of each job type Jj by a particular net structure known as Simple Sequential Process (S 2 P ) [13] . This net structure is formally defined by an ordinary strongly connected state machine Nj = (PS [ fp0 g; Tj ; Wj ) such that: 1) P S 6 = ;, p 0 6 2 P S ; 2) every circuit of N j contains fp 0 g; and 3) 8 p 2 P S s.t. p 0 2 p , p \ P S = ;. In the S 2 P net, each place p 2 PS is called a process place, and it corresponds to a job stage of Jj. Place p0 represents the idle place, since its marking represents the jobs of type J j waiting to be loaded to the RAS. The PN modeling of the CD-RAS is completed by interconnecting the S 2 P nets through a set of resource places, PR, which model the availability of the various resource types. The resulting PN class is referred to as System of Simple Sequential Processes with General Resource Requirements, and it will be denoted by S 3 PGR 2 . Formally, it is defined as follows. 
B. CD-RAS Modeling and the G-RUN LES
Ti.
is an S 2 P net. 5) 8 r 2 PR, 9 a unique minimal p-semiflow yr s.t. kyrk \ PR = frg, ky r k \ P 0 = ;, ky r k \ P S 6 = ;, and y r (r) = 1. Furthermore, P S = r2P (ky r k 0 P R ). 6) N is pure and strongly connected. 7) 8 p 2 P S , M 0 (p) = 0; 8 r 2 P R , M 0 (r) max p2ky k y r (p);
We remark that the S 3 PGR 2 net structure, originally proposed in [14] , models the same class of RAS behavior as the S 4 PR net proposed in [15] .
Algebraic LES: The Generalized Resource Upstream Neighborhood (G-RUN) LES for CD-RAS, considered in this work, falls into the broader class of algebraic LES that have been proposed in the literature as a mathematically elegant and computationally powerful solution to the problem of deadlock avoidance in sequential RAS, able to provide a viable trade-off between computational tractability and operational efficiency [2] , [3] , [5] , [16] , [6] . In the context of S 3 PGR 2 nets, an algebraic LES is represented by the following system of linear inequalities: (14) In (14)
is an N 2 jPSj matrix such that ip 0, i = 1; . ..; N; 8 p 2 P S , and N is polynomially related to the number of the system resource types, m; M S is a vector representation of the system resource allocation state, provided by the projection of the net marking M on the subspace defined by the process place subset P S ; f = (fi)i=1;...;N is an N-dimensional vector of positive integers. As a control law, (14) implies that the RAS state represented by vector MS is admissible if and only if (iff) (14) is satisfied.
Notice that the type of constraint imposed by (14) on the S 3 PGR 2 net modeling the uncontrolled RAS behavior, belongs to the broader class of control specifications expressed by (1) . Hence, in the case of totally controllable S 3 PGR 2 nets, the discussion of Section II-A, (c.f., item I) implies that the control logic of an algebraic LES can be super-imposed on the original system through a set of control places, PW = fw1; w2; .. .; wNg, that: 1) are connected to the original system according to (2) ; 2) are initially marked according to (3); and 3) implement the place invariants expressed by (5) . Moreover, it is easy to see that in the operation of the controlled net, these places act as additional fictitious resources that are required for the execution of the various processing stages. This last remark implies that the class of S 3 PGR 2 nets is closed under the control of algebraic LES, and therefore, the behavior of CD-RAS under an algebraic LES is amenable to the same liveness analysis techniques that apply to the liveness analysis of the uncontrolled system. 
The correctness of the G-RUN LES can be established by an argument similar to that establishing the correctness of the original RUN LES in [16] and [6] , and a formal proof can be found in [7] . Furthermore, an extensive discussion on efficient implementations of G-RUN for any given S 3 PGR 2 net is presented in [8] . In particular, for a given resource ordering o() and community 9, the matrix A leading to an efficient implementation of G-RUN LES, can be obtained by solving the following Linear Program (LP) [8] 
In (23), the rows of matrix A correspond to the resource sequence hR 1 ; R 2 ; R 3 i, and its columns correspond to the place sequence hp11; p12; p13; p21; p22; p23; p24i. (6) in Section II-A).
The synthesis of acceptable LES for the class of U-S 3 PGR 2 nets can be formally studied in the framework of nonblocking supervisory control (SC) [17] , [18] . Hence, based on some broader results of that framework, it is known that the maximally permissive-i.e., optimal-LES for the class of U-S 3 PGR 2 nets is uniquely defined.
Furthermore, the structural boundedness of the U-S 3 PGR 2 net implies that the optimal LES is effectively computable. Under the reasonable assumption that the job initiations/releases are controllable-i.e., P 0 T c -the LES set for any given U-S 3 PGR 2 net is nonempty, since the supervisor allowing only one job in the system and controlling no internal transitions, is an acceptable supervisor for this class of nets. As a result, the optimal LES will exist nontrivially. However, it is also true that the algorithmic techniques available in Ramadge and Wonham's SC framework [19] for the computation of the optimal LES for a U-S 3 PGR 2 net, require the complete enumeration of the net reachability space, which is a task of exponential complexity. In fact, the complexity of computing the optimal LES for this class of systems can be shown to be an NP -Hard [20] problem, in the general case, and therefore, more computationally efficient techniques and policies, potentially suboptimal, must be developed for effective liveness enforcing supervision in real-life application contexts. The rest of this section first demonstrates that, in the case of nets with uncontrollable transitions, the straightforward transformation of an unacceptable G-RUN supervisor according to the methodology presented in Section II-A (c.f. item III), might fail to preserve the liveness of the controlled system. Subsequently, it introduces a modified version of G-RUN LES, to be called the U-G-RUN LES, and establishes that it is an acceptable LES for U-S 3 PGR 2 nets. p13; p20; p21; p22; p23, p24; r1; r2; r3i, the sub-matrix 2u of 2 T = p in Fig. 1 is depicted by drawing this transition as an empty box.
Section II-A is equal to [0; 0; 0; 0; 0; 0, 01; 0; 1; 0; 2; 02]
T , and the reader can verify that the first two rows of (23), when padded appropriately with 0s corresponding to places p 2 P 0 [ P R , satisfy the acceptability condition of (6), while the third row violates it. Therefore, we apply the constraint transformation step (c.f. item III) of Section II-A to this violating constraint. The reader can verify that the application of the logic of item III in Section II-A with which, according to the theory of [9] and [10] , must substitute the original third constraint in (23). But then, it is easy to see that in the controlled net, the marking with M(p 21 ) = 4 and for all other p 2 PS; M(p) = 0, is reachable from M0, and all jobs in place p21 are deadlocked, since, under the modified control logic, each of them requires an additional unit of the fictitious resource w3 for its further advancement. 
U-G-RUN:
Lemma 1: Consider a U-S 3 P GR 2 net N = (P0 [ PS [ PR; Tc [ T u ; W; M 0 ), and a U-G-RUN realization on it. Then, the considered supervisor: 1) belongs to the (broader) family of G-RUN supervisors defined in Section II-B and 2) is acceptable w.r.t. Tu.
A formal proof of this result can be found in [7] . When combined with the correctness of the original G-RUN LES, also established in [7] , it leads to the following theorem regarding the correctness of U-G-RUN. (18)- (22), and solving it for the U-S 3 PGR 2 net of 
Notice that the LES of (30) still increases the value of 3p from 0 to 2, in order to accommodate the uncontrollability of p 24 , but it also adjusts appropriately the value of 3p from 1 to 2, so that the system remains live.
IV. THE EXTENDED CD-RAS: ACCOMMODATING UNCONTROLLABLE JOB ROUTINGS AND REWORKS
ECD-RAS and the S 3 P GR
3 Net: Uncontrollability with respect to job routings, including the potential need for job rework at certain processing stages, relates to the structuring of the sequential logic defining the various process flows supported by the system, and it is fundamentally different from the uncontrollability with respect to the event timings, that was addressed in Section III. More specifically, this type of uncontrollability characterizes the forced selection of a certain routing option due to the inherent process dynamics, and introduces new mechanisms giving rise to nonlive behavior that cannot be interpreted through the concept of empty/deadly marked siphon [6] , which has been the main cause of nonliveness in totally controlled networks. An additional, but minor complication, arises from the presence of internal cycles in the PN subnets modeling the system processes; these cycles are necessary to model repetitive processing due to rework. Yet this section establishes that, in spite of the aforementioned modeling and analysis complications, for most practical applications, the modeling of uncontrollable behavior w.r.t. process routings and the associated rework requirements can be performed through a special PN structure, which when introduced in the original S 3 P GR 2 net, allows the liveness enforcing supervision of the resulting system through an appropriately parameterized (U-)G-RUN LES. The key idea underlying the proposed modeling approach is the separation of the internal process dynamics determining the (uncontrollable) routing of a certain job instance, and its potential need for rework, from the dynamics of the resource allocation concerning the job advancement among their various processing stages. In the PN modeling framework, this separation is implemented by modeling each process stage involving uncontrolled routing(s) of its processed outcomes, through the PN subnet depicted in Fig. 2 . In the depicted subnet, tokens in place pP correspond to job instances still in execution of the considered processing stage; tokens in place p F correspond to job instances that have completed successfully the considered stage and request transfer to the next one; finally, tokens in places p B , l = 1; ... ; k(p), correspond to job instances that failed the considered processing stage in a certain manner, and therefore, they request re-routing, possibly to one of the prior processing stages. Notice that under this extended modeling, the set of process places, P S , is partitioned into three subsets PP , PF and PB , and any "rework" loop involves only a single place in P B . Furthermore, it should be obvious from the above discussion that for the subnet of ) i.e., the advancement of a job instance from place pP to pF does not involve the allocation of any additional resources. Even though, under the aforementioned separation principle, a similar claim could be made for the transitions modeling the job advancement from place pP to any of the places p B ; l = 1; . ..; k(p), we still allow a nonzero resource allocation involved with these transitions, in order to model situations where a failing job instance might need some salvage and/or preparatory treatment before the actual rework stage. The resulting RAS class is characterized as E(xtended)CD-RAS, and the corresponding PN modeling sub-class, resulting from the S 3 P GR 2 net through the aforementioned extensions/modifications, will be called the S Fig. 1 has a nonprefect yield, and the defective outcomes must be reworked, starting from stage p11 . This effect is modeled by substituting the process place p 12 in Fig. 1 with a subnet of the structure depicted in Fig. 2 , and with k(p) = 1. Furthermore, the resource allocation vectors associated with the places in this subnet are all equal to [0; 1; 0] T , i.e., the original resource allocation vector corresponding to stage p 12 . The resulting S 3 P GR 3 net is depicted in Fig. 3 . A formal proof for Theorem 2 is provided in [7] . Furthermore, in [7] , it is also shown that the theory of Section III, regarding the synthesis of LES for U -S 
G-RUN LES for
In (33), the rows of matrix A correspond to the resource sequence hR 1 ; R 2 ; R 3 i, and its columns correspond to the place sequence hp11; p12P , p12F ; p12B , p13; p21 , p22; p23; p24i. Juxtaposing the supervisor of (33) with that of (30), it can be seen that the primary effect of the introduced rework loop is to increase the effective requirement of stage p12 with respect to resource R1 by one unit. This increase hedges against the possibility for re-execution of stage p 11 , and the extra resource unit is released, once a positive process outcome is established.
V. ACCOMMODATING LINEAR "FORBIDDEN STATE" CONSTRAINTS
The availability of a systematic procedure for the synthesis of an acceptable LES for any given U -S where M S is defined as in (14) . This capability results from the fact that an acceptable supervisor for enforcing (34) to the original U -S 3 P GR 2 (resp., U -S 3 P GR 3 ) net is provided by the methodology of [9] and [10] , discussed in Section II-A, while the resulting net, N 0 , which includes the control places enforcing (34), remains in the class of U -S Since G-RUN-LES are generally suboptimal, the superimposition of such a supervisor on net N 0 should be performed only in the case that net N 0 is not live. However, while a methodology for testing the liveness of (U -)S 3 P GR 2 nets can be found in [6] , testing the liveness of a (U -)S 3 P GR 3 net is an open research issue.
VI. CONCLUSION
Starting from the observation that all existing results on LES for sequential RAS have addressed the problem under the assumption of total controllability of the system event set, the work presented in this paper modeled CD-RAS with uncontrollable behavior and modified the defining logic of the G-RUN LES, which provides correct and scaleable policies appropriate for the class of CD-RAS, in a way that the resulting supervisors will also respect the potential system uncontrollability. The last part of the paper discussed the integration of the U-G-RUN logic with the PN-based supervisory control methodology developed in [9] and [10] , in order to systematically address the synthesis of LES for (E)CD-RAS, under the imposition of additional logical constraints on the RAS behavior, that constitute "forbidden state" requirements, linearly expressed in the system resource allocation state vector. Future work will seek to extend these results to broader RAS classes, e.g., in RAS with synchronizing transitions modeling assembly/disassembly operations.
I. INTRODUCTION
A flexible manufacturing system (FMS) usually consists of several numerically controlled manufacturing machines and automated material handling systems that transport work pieces between machines and tool systems. In a facility with routing flexibility, each product can be manufactured via one of several available routes. The scheduling of an FMS is the process of determining the allocation of parts to machines and the sequence of operations so that the constraints of the system are met and performance criteria are optimized.
Motivated by the need to develop models that factor in the full complexity of the FMS, yet are efficient enough to obtain good solutions, the recent integration of Petri nets (PNs) [7] for FMS [11] , [22] with artificial intelligence (AI) problem-solving methods as a reasoning paradigm appears promising. In this paper, we extend the work begun in [12] , [13] , and [15] by presenting a limited-selection limited-backtracking algorithm called DLSS 3 which stands for PN-based dynamic local stage search A 3 . The aim is to reduce the scope of evaluation of the A 3 algorithm so that we may apply a more exhaustive local search and to enhance the usefulness of an admissible heuristic function [12] based on the PN model. To enhance the power of the algorithm in selecting promising paths, we also propose a branching scheme for DLSS 3 called controlled generator of successors (CGS) [16] that avoids the generation of both schedule permutations caused by concurrent transitions and certain nonactive schedules [10] .
The research thus aims to provide effective decision modules integrated with knowledge-based architectures that employ a PN as a representation paradigm [7] , e.g., hybrid methodologies based in random optimization such as [14] .
II. BACKGROUND
A. Problem Formulation
A number of jobs are to be processed in the system. Each job has several process plans and each plan is a sequence of temporarily related tasks ordered by the technological constraints. Each task can be processed in several ways. Each alternative may require one or several resources. The following assumptions are taken.
• Each machine can process at most one task at a time and no preemption is allowed.
• Each task consumes a single subpart and produces only a single subpart (there is no assembling).
• For the scope of the paper, we have limited our results to the case where an infinite buffer policy applies in the system. However, different storage models can be applied as presented in [13] .
• Machine tool loading and setup are considered negligible.
Details of the problem formulation and the PN modeling are given in [12] .
B. Scheduling of FMS Based on a Heuristic Search Over PN Structures
Several works have addressed the combination of PN simulation capabilities and AI-based systematic search within the PN reachability graph to solve FMS scheduling problems. The Beam search (BS) algorithm as online decision support is implemented in [17] and the Branch & Bound (B&B) search is employed in [6] . More recently, an informed B&B to generate deadlock-free schedules has been implemented in [1] .
The L1 algorithm in [5] adapts the A 3 to PN structures to perform FMS scheduling. L1 bases its strategy on maintaining a list of candidate markings for further exploration. The selection of the next marking to explore is based on a heuristic function f(M) that is calculated from the following expression: f(M) = g(M) + h(M). g(M) represents the makespan of the partial schedule determined so far. On the other hand, h(M) represents an estimate of the remaining cost (makespan) to reach the marking that represents the goal state MF . The performance of A 3 basically lies in how good our heuristic function is.
To guarantee that A
