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1. Introduction and main results
Let F be the field of real numbers R, the field of complex numbers C, or the skew field of real
quaternionsH. Denote by Fm×n the set ofm × nmatrices with entries in F.
It is well known that if two matrices are similar and close to each other, then the similarity matrix
may be chosen close to I. More precisely, given A ∈ Cn×n there exist , K > 0 such that for every
B ∈ Cn×n which is similar to A and satisfies ‖B − A‖ < , there exists an invertible matrix S ∈ Cn×n
with the properties that B = S−1AS and ‖I − S‖  K‖B − A‖. Everywhere in this paper, we use the
operatornorm‖A‖ = max|x|=1 |Ax|,where |·| stands for theEuclideannormofvectors.Weexpress this
fact by saying that similarity ofmatrices has the local Lipschitz property. Amore general result including
matrices having the same Jordan structure as A does, was proved in [12]. The local Lipschitz property
is also valid for similarity in certain classes of operators in infinite dimensional complex Hilbert space
[3,2]. In the setting of simultaneous similarity-like and equivalence-like actions of matrix groups on
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real matrix spaces, the local Lipschitz property was established in [18], based on properties of kernels
of linear transformations ([10, Theorem 13.5.1]).
In this paper, we revisit this theme.We prove the local Lipschitz property for a large class of matrix
group actions, for real, complex, or quaternionicmatrices, including also joint congruence-like actions.
Under additional hypotheses, a stronger global Lipschitz property is proved. In Section 4, we apply the
main result to obtain the Lipschitz property of canonical bases for selfadjoint matrices with respect to
an indefinite inner product.
Let V be a finite dimensional unital real algebra, which is assumed to be a subalgebra of Rm×m, for
some integerm, and GLV the group of invertible elements of V .
Theorem 1.1. LetΦ : GLV → GLRn×n be a group homomorphism or antihomomorphism (i.e.Φ(XY) =
Φ(Y)Φ(X) for all X, Y ∈ GLV). AssumeΦ is Fréchet differentiable. ThenΦ has the local Lipschitz property,
as follows. For every Q ∈ Rn there exist , K > 0 with the following property: If Q ′ ∈ Rn is such that
|Q ′ − Q | <  and Φ(Y)(Q) = Q ′ for some Y ∈ GLV , then Φ(Y ′)(Q) = Q ′ for some Y ′ ∈ GLV that
satisfies the additional inequality
‖I − Y ′‖  K|Q ′ − Q |. (1.1)
A version of the local Lipschitz property in which Q ′ is considered a function of real parameters,
runs as follows.
Theorem 1.2. Let Φ be as in Theorem 1.1. For a given Q ∈ Rn let
Q ′(t) ∈ {Q̂ ∈ Rn : Q̂ = Φ(X)Q for some X ∈ GLV}
be a continuous, resp. continuously Fréchet differentiable, function of real parameters t ∈ U ⊆ Rr , where
U is an open set in Rr , such that Q ′(t0) = Q for some t0 ∈ U. Then there exists a continuous, resp.
continuously Fréchet differentiable, function S(t) ∈ GRV , t ∈ U0 ⊆ U, where U0 is a neighborhood of t0,
such that
Q ′(t) = Φ(S(t))(Q), t ∈ U0, S(t0) = I.
We relegate the proofs to the next section. In the rest of this section, we state some particular cases
of interest.
We start with well known information on continuous automorphisms and antiautomorphisms of
F. Recall that a bijective map α : F → F is said to be an automorphism, resp. antiautomorphism,
if α(x + y) = α(x) + α(y) and α(xy) = α(x)α(y), resp. α(xy) = α(y)α(x), for all x, y ∈ F. Of
course, these notions coincide for F = R or F = C. It is well known that the identity map is the only
automorphismofR, the identity and the complex conjugation are the only continuous automorphisms
ofC (but there exist discontinuous automorphisms ofC), and a map α : H → H is an automorphism,
resp. antiautomorphism, of H if and only if α is real linear and with respect to the standard basis
{1, i, j, k} ofH as a real vector space, α has the matrix form
α =
⎡
⎣ 1 0
0 E
⎤
⎦ , (1.2)
where E is a 3 × 3 real orthogonal matrix having determinant 1, resp. −1; see e.g. [26,13] for more
details. In particular, every continuous automorphism or antiautomorphism of F is real linear and
isometric.
For a continuous antiautomorphism σ of F, we let XσT ∈ Fn×m denote the matrix obtained by
applying σ entrywise to the entries of the transposed matrix XT ∈ Fn×m; here X ∈ Fm×n. Then, for a
continuous automorphism τ of F, we let Xτ−1 ∈ GL Fn×n stand for the matrix obtained by applying τ
entrywise to the entries of the inverse matrix X−1 ∈ GL Fn×n; here X ∈ GL Fn×n. Note that
(XY)σT = YσT XσT , ∀X ∈ Fm×n, Y ∈ Fn×p; (1.3)
(XY)τ−1 = Yτ−1Xτ−1 , ∀X, Y ∈ GL Fn×n. (1.4)
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Next, consider maps φ on GL Fn×n that have one of the following two forms:
(a) φ(X) = XσT , X ∈ GL Fn×n, where σ is a continuous antiautomorphism of F which is inde-
pendent of X but may depend on φ;
(b) φ(X) = Xτ−1 , X ∈ GL Fn×n, where τ is a continuous automorphismofFwhich is independent
of X but may depend on φ.
Denote by Antaut (GL Fn×n) the collection of all maps φ that have one of the forms (a) or (b). In view
of (1.3), (1.4), every φ ∈ Antaut (GL Fn×n) is a continuous antiautomorphism of the group GL Fn×n.
Fix a real unital subalgebraV ⊆ Fn×n, andfixφj ∈ Antaut (GL Fn×n), j = 1, 2, . . . , s. The collection{V;φ1, . . . , φs} defines an action  of the matrix group GLV by the formula
ΨX(Q) = (φ1(X)Q1X, . . . , φs(X)QsX), Q = (Q1, . . . ,Qs), Q1, . . . ,Qs ∈ Fn×n, (1.5)
where X ∈ GLV . Thus, ΨX is an invertible real (if F = R or F = H) or complex (if F = C) linear
transformation on Fn×sn. Since φ1, . . . , φs are antiautomorphisms of GL Fn×n, we have
ΨYX = ΨXΨY , ΨX−1 = (ΨX)−1, ∀X, Y ∈ GLV.
Corollary 1.3. Let ΨX be given by (1.5). Then for every Q ∈ Fn×sn the following two statements hold:
(1) There exist , K > 0 with the following property: If Q ′ ∈ Fn×sn is such that ‖Q ′ − Q‖ <  and
ΨY (Q) = Q ′ for some Y ∈ GLV , then ΨY ′(Q) = Q ′ for some Y ′ ∈ GLV that satisfies the additional
inequality
‖I − Y ′‖  K‖Q ′ − Q‖. (1.6)
(2) Let
Q ′(t) ∈ {Q̂ ∈ Rn : Q̂ = ΨX(Q) for some X ∈ GLV}
be a continuous, resp. continuously Fréchet differentiable, function of real parameters t ∈ U ⊆
Rr , where U is an open set in Rr , such that Q ′(t0) = Q for some t0 ∈ U. Then there exists a
continuous, resp. continuously Fréchet differentiable, function S(t) ∈ GRV , t ∈ U0 ⊆ U, where U0
is a neighborhood of t0, such that
Q ′(t) = ΨS(t)(Q), t ∈ U0, S(t0) = I.
To put Corollary 1.3 in the context of Theorem 1.1, we interpret ΨX as a real linear transformation
(matrix with respect to a fixed basis) on Fn×sn. The continuous Fréchet differentiability of ΨX is easily
seen.
Particular cases of Corollary 1.3(1), when either all the φj ’s are of type (b) and τ is the identity, or
F = C, all the φj ’s are of type (a), and σ is the complex conjugation, were proved in [18]. (In the latter
case, an additional hypothesis was assumed in [18], which turns out to be superfluous.)
Next, consider actions of the matrix equivalence type; the prototype here is equivalence of pairs of
matrices: Twopairs ofmatrices (A1, B1) and (A2, B2) are said to be equivalent if SA1T = A2, SB1T = B2
for some invertible matrices S and T .
Fix real unital subalgebras V1 ⊆ Fn×n, V2 ⊆ Fm×m, and fixφj ∈ Antaut (GL Fn×n), j = 1, 2, . . . , s.
The collection {V1, V2;φ1, . . . , φs}defines an actionϒ of thematrix groupGLV1×GLV2 by the formula
ϒ(X,Y)(Q) = (φ1(X)Q1Y, . . . , φs(X)QsY), Q = (Q1, . . . ,Qs), Q1, . . . ,Qs ∈ Fn×m, (1.7)
where X ∈ GLV1, Y ∈ GLV2. We have
ϒ(X2X1,Y2Y1) = ϒ(X1,Y1)ϒ(X2,Y2), ϒ(X−1,Y−1) = ϒ−1(X,Y).
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Corollary 1.4. Let ϒ be given by (1.7). Then for every Q ∈ Fn×sm the following two statements hold:
(1) There exist , K > 0 with the following property: If Q ′ ∈ Fn×sm is such that ‖Q ′ − Q‖ <  and
ϒ(X,Y)(Q) = Q ′ for some X ∈ GLV1, Y ∈ GLV2, then ϒ(X′,Y ′)(Q) = Q ′ for some X′ ∈ GLV1, Y ′ ∈
GLV2 that satisfy the additional inequality
‖I − Y ′‖ + ‖I − X′‖  K‖Q ′ − Q‖. (1.8)
(2) Let
Q ′(t) ∈ {Q̂ ∈ Rn : Q̂ = ϒ(X,Y)Q for some X ∈ GLV1, Y ∈ GLV2}
be a continuous, resp. continuously Fréchet differentiable, function of real parameters t ∈ U ⊆ Rr ,
where U is an open set in Rr , such that Q ′(t0) = Q for some t0 ∈ U. Then there exist continuous,
resp. continuously Fréchet differentiable, functions S1(t) ∈ GRV1, S2(t) ∈ GRV2, t ∈ U0 ⊆ U,
where U0 is a neighborhood of t0, such that
Q ′(t) = ϒ(S1(t),S2(t))(Q), t ∈ U0, S1(t0) = I, S2(t0) = I.
For the case when all the φj ’s are of type (b) and τ is the identity, the result of Corollary 1.4(1) was
established in [18].
2. Proofs
We start with the proof of Theorem 1.1. We assume thatΦ is a homomorphism (for the case when
Φ is antihomomorphism the proof is analogous).
Denote by D(X0,G) the Fréchet derivative of the map X → Φ(X)(G) at X0 ∈ GLV; here G ∈ Rn is
fixed. Thus, D(X0,G) : V → Rn is a linear map. Letting h ∈ V be close to zero, we have for X0 ∈ GLV:
Φ(X0 + h)(G) − Φ(X0)(G) = Φ(X0(X−10 h + I))(G) − Φ(X0)(G)
= Φ(X0)
(
Φ(X−10 h + I))(G) − G
)
= Φ(X0)
(
D(I,G)(X
−1
0 h) + o(‖h‖)
)
,
and it follows that
D(X0,G)(h) = Φ(X0)D(I,G)(X−10 h), h ∈ V. (2.1)
Since h → X−10 h is an invertible linear map on V , we obtain that the rank of D(X0,Q) (as a linear map)
is independent of X0. It follows also from (2.1) that D(X,G) is a continuous function of X ∈ GLV .
At this pointweuse the rank theoremof nonlinear analysis (see e.g. [6, Theorem4.3.11]): There exist
an open neighborhood V0 of I in V , an open neighborhood Q˜0 of Q in Rn, continuously differentiable
bijections (i.e. such that the bijection and its inverse have continuous Fréchet derivatives)γ : V0 → Rp0
and δ : Q˜0 → Rn0 onto open unit cubes centered at the origin Rp0 ⊂ Rp and Rn0 ⊂ Rn, respectively,
such that the composite map
Φ˜(y) := δ(Φ(γ −1(y))(Q)) : Rp0 → Rn0, y ∈ Rp0,
has the following form:
Φ˜(y1, . . . , yp) = (y1, . . . , yq, 0, . . . , 0) ∈ Rn0, y = (y1, . . . , yp) ∈ Rp0. (2.2)
Here p is the dimension of V and q is the rank of D(X,Q). We may (and do) also assume that γ (I) = 0
and δ(Q) = 0.
Denote
Rn00 :=
{
(y1, . . . , yq, 0, . . . , 0) : (y1, . . . , yq, 0, . . . , 0) ∈ Rn0
}
,
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and consider the map
μ : Rn00 −→ Rp0, μ(y1, . . . , yq, 0, . . . , 0) = (y1, . . . , yq, 0, . . . , 0︸ ︷︷ ︸
p−q zeros
) ∈ Rp0.
In view of (2.2) we have
Φ(Y)(Q) = Φ(Y ′)(Q), Y ′ := γ −1(y′), Y := γ −1(y),
where
y = (y1, . . . , yp), y′ = (y1, . . . , yq, 0, . . . , 0︸ ︷︷ ︸
p−q zeros
) ∈ Rp0.
So, letting Q ′ = Φ(Y)(Q), we obtain
Y ′ = γ −1(μ(δ(Q ′))), (2.3)
which is a continuously differentiable function Y ′ = Y ′(Q ′) of Q ′ ∈ Q˜0. Now it is easily seen that Y ′
has the local Lipschitz property as a function of Q ′:
|Q ′ − Q | <  
⇒ ‖Y ′(Q ′) − Y ′(Q)‖  K|Q ′ − Q |,
where , K > 0 depend on Φ and Q only, and where  > 0 is taken to guarantee that the closure of
the set {Q ′ : |Q ′ − Q | < } is contained in Q˜0. Noting that Y ′(Q) = I, formula (1.1) follows. 
For the proof of Theorem 1.2 simply observe that if Q ′(t) satisfies the hypotheses of the theorem,
then formula (2.3) yields the desired properties of Y ′.
3. Global Lipschitz property
Let ΦX(Q) be given as in (1.5). For a fixed Q = (Q1, . . . ,Qs) ∈ Fn×sn, we say that the action Φ
has the global Lipschitz property if there is constant K > 0 (which depends on Q and, of course, on
{V;φ1, . . . , φs}) with the following property: if ΦX(Q) = Q ′ for some X ∈ GFV , then there exists
Y ∈ GFV such that ΦY (Q) = Q ′ and ‖I − Y‖  K‖Q ′ − Q‖.
In contrast to Theorem 1.3 not every action Φ as in (1.5) has the global Lipschitz property. We let
X. ∈ Fn×m stand for the transpose of X ∈ Fm×n if F = R, or the conjugate transpose if F = C or
F = H. For example (see [16,17]), the simultaneous congruence
(Q1,Q2) :=
⎛
⎝
⎡
⎣ 0 1
1 0
⎤
⎦ ,
⎡
⎣ 0 1
1 1
⎤
⎦
⎞
⎠ → (X.Q1X, X.Q2X), X ∈ GLF2×2, (3.1)
does not have the global Lipschitz property. However, by Theorem 1.3 the action (3.1) has the local
Lipschitz property, thus providing an example of a matrix group action of the form (1.5) which has
local but not global Lipschitz property. Incidentally, this settles [19, Conjecture 2.2] in the negative.
Under additional hypothesis, it turns out that the global Lipschitz property holds.
Theorem 3.1. Let ΦX be given by (1.5), where φ1, . . . , φr are of type (a) and have the particular form
φj(X) = X., ∀X ∈ GLFn×n,
and φr+1, . . . , φs are of type (b) (the case r = 0 is not excluded). Suppose in addition that Q̂ :=
(Q1, . . . ,Qr) ∈ Fn×rn has no common nonzero isotropic vectors in the sense that
x.Q1x = · · · = x.Qrx = 0, x ∈ Fn×1 
⇒ x = 0. (3.2)
Then Φ has the global Lipschitz property.
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For the case when r = 0 and τ is the identity, the result of Theorem 3.1 was established in [18].
For the proof, it will be convenient to state a lemma first.
Lemma 3.2. Assume that Q1, . . . ,Qr ∈ Fn×n satisfy (3.2). Then there exist positive constants q and M
such that
‖X‖  q 
⇒ ‖I − X‖2  M
r∑
i=1
‖X.QiX − Qi‖2.
The proof is essentially the same as in the proof of [18, Theorem 4.1]. Properties of quaternionic
Hermitian matrices and polar decompositions for matrices (see e.g. [7] for relevant information) are
used in the proof.
Proof of Theorem 3.1. If all φj ’s are of the form (b), then for every Q
′ in the Φ-orbit of Q one can
choose, by scaling if necessary, Y ∈ GLV such that ‖Y‖ = 1 and ΦY (Q) = Q ′. Let , K > 0 be as
required by the local Lipschitz property of Φ . Then if ‖Q ′ − Q‖  , we have
‖I − Y‖  2  2

‖Q ′ − Q‖,
and if ‖Q ′ − Q‖ < , then
‖I − Y ′‖  K‖Q ′ − Q‖
for some Y ′ ∈ GLV such that ΦY ′(Q) = Q ′. The global Lipschitz property follows with the constant
max{K, 2/}.
Next, assume r  1. Let ΦX(Q) = Q ′. Using Lemma 3.2, we see that if ‖X‖  q, then
‖I − X‖  M
r∑
i=1
‖X.QiX − Qi‖  M′‖Q ′ − Q‖
for some constants M,M′ that depend on Φ and Q only. Suppose now ‖X‖ < q. Let , K > 0 be as
required by the local Lipschitz property of Φ . Then, either ‖Q ′ − Q‖   in which case
‖I − X‖ < q + 1  q + 1

‖Q ′ − Q‖,
or ‖Q ′ − Q‖ <  in which case ‖I − X′‖  K‖Q ′ − Q‖ for some X′ ∈ GLV such that ΦX′(Q) = Q ′.
The global Lipschitz property follows with the constant max{M′, K, (q + 1)/}. 
It turns out that actions given by (1.7) have the global Lipschitz property provided all the φj ’s are
of type (b):
Theorem 3.3. The action ϒ(X,Y) given by (1.7), where all the φj ’s are of type (b), has the global Lipschitz
property: For given Q1, . . . ,Qs ∈ Fn×m, there exists M > 0 with the following property: If Q ′ ∈ Fn×sm
is such that ϒ(X,Y)(Q) = Q ′ for some X ∈ GLV1, Y ∈ GLV2, then ϒ(X′,Y ′)(Q) = Q ′ for some X′ ∈
GLV1, Y ′ ∈ GLV2 that satisfy the additional inequality
‖I − Y ′‖ + ‖I − X′‖  M‖Q ′ − Q‖. (3.3)
The constantM depends of course also on V and on φ1, . . . , φs.
For the proof the following lemma will be needed:
Lemma 3.4. Let A ∈ Rn×p, and let there be given a subspaceM ⊆ Rp×m. Then there exists a constant
K > 0 which depends on A andM only, with the following property: If the system
AX = B, X ∈M (3.4)
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has a solution X, then it has a solution X0 such that
‖X0‖  K‖B‖.
Proof. Since a consistent equation AX = B has a solution A+B, where A+ is the Moore-Penrose
inverse of A, in the case A+B ∈ M we can take K = (σmin(A))−1, where σmin(A) is the smallest
nonzero singular value of A. (We ignore the trivial case when A = 0.) Thus, the lemma is proved when
M = Rp×m.
Thegeneral case is reduced to the case above, as follows.Wewrite elements Z ∈ Rp×m,Y ∈ Rn×m as
vectors Z˜ ∈ Rpm, Y˜ ∈ Rnm, respectively. Let C be a linear transformation onRpm such that Ker C =M.
Write also the multiplication X → AX as a linear transformation A˜ : Rpm → Rnm. Then the system
(3.4) can be written in the matrix form
A˜X˜ = B˜, C˜X˜ = 0, (3.5)
where the linear transformations are represented as matrices in fixed bases (say orthonormal bases)
inRpm andRnm. Since the system (3.5) has the same form as (3.4), butwithM = Rpm, we are done. 
Proof of Theorem 3.3. The proof follows the lines of the proof of [18, Theorem 3.2]. Fix Q =
(Q1, . . . ,Qs) ∈ Fn×sm, and let , K be as in Corollary 1.4. In what follows we assume that Q = 0
(otherwise Theorem 3.3 is trivial). Let Q ′ = (Q ′1, . . . ,Q ′s) ∈ Fn×sm be such that ϒ(X0,Y0)(Q) = Q ′,
where ‖Q ′ − Q‖  , and X0 ∈ GLV1, Y0 ∈ GLV2. Without loss of generality (scaling X0 and Y0
appropriately) we assume that ‖X0‖ = 1. Since the automorphisms in (b) are isometric, it follows that
‖φj(X0)−1‖ = 1, (3.6)
j = 1, 2, . . . , s. Now
QjY0 = φj(X0)−1Q ′j , j = 1, 2, . . . , s.
Consider the system
QjT = φj(X0)−1Q ′j , j = 1, 2, . . . , s, T ∈ V2, (3.7)
with the unknown T . By Lemma 3.4 there is a solution T of (3.7) such that
‖T‖  K1‖Q ′‖, (3.8)
where the constant K1 is independent of Q
′. Replacing, if necessary, T with T + αY0 for arbitrarily
small nonzero real α, we guarantee that T is invertible; then we replace (3.8) with
‖T‖  2K1‖Q ′‖.
Now
‖I − X0‖ + ‖I − T‖ 3 + 2K1‖Q ′‖
 3 + 2K1‖Q − Q ′‖ + 2K1‖Q‖

[
−1 (3 + 2K1‖Q‖) + 2K1
]
‖Q ′ − Q‖,
and Theorem 3.3 holds with
M = max{K, −1 (3 + 2K1‖Q‖) + 2K1}. 
4. Local Lipschitz property of canonical bases
In this section we apply Theorem 1.3 to a particular situation of selfadjoint matrices with respect
to an indefinite inner product.
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Let H ∈ Fn×n be an invertible Hermitian (symmetric if F = R) matrix. A matrix A ∈ Fn×n is called
H-selfadjoint ifHA = A.H. The theory and applications ofH-selfadjoint matrices is well developed for
the complex and real cases, see e.g. [8,11]; and see [1] for the quaternionic case. In particular, we have
the following canonical form (Proposition 4.1).
Let Jp(λ0) be the p × p upper triangular Jordan block with real eigenvalue λ0, and
J2m(λ ± iμ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ μ 1 0 · · · 0 0
−μ λ 0 1 · · · 0 0
0 0 λ μ · · · 0 0
0 0 −μ λ · · · ... ...
...
...
...
... 1 0
...
...
...
... 0 1
0 0 0 0 λ μ
0 0 0 0 −μ λ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
the 2m× 2m real Jordan block with a pair of complex conjugate eigenvalues λ± iμ, λ,μ ∈ R,μ > 0.
Let Pm = [δi+j,m+1]mi,j=1 be them × m sip (standard involutory permutation) matrix; here δk, is the
Kronecker delta.
Proposition 4.1. Let A ∈ Fn×n be H-selfadjoint. Then there exists an invertible S ∈ Fn×n such that
S−1AS = J := Jm1(λ1) ⊕ Jm2(λ2) ⊕ · · · ⊕ Jmr (λr) ⊕
J2mr+1(λr+1 ± iμr+1) ⊕ · · · ⊕ J2mq(λq ± iμq), (4.1)
and
S.HS = P := ε1Pm1 ⊕ · · · ⊕ εrPmr ⊕ P2mr+1 ⊕ · · · ⊕ P2mq (4.2)
where λj ∈ R for j = 1, 2, . . . , q; μj > 0 for j = r + 1, . . . , q; and εj = ±1 for j = 1, . . . , r.
Moreover, J and P are determined uniquely by the pair (A,H), up to a permutation of pairs of blocks
(Jmj(λj), εjPmj), j = 1, 2, . . . , r, and a permutation of (J2mj(λj ± iμj), P2mj), j = r + 1, . . . , q.
Notice that J and P are real matrices even when F = C or F = H. For F the reals or the complexes
the canonical form is well known; for the quaternionic case it can be easily obtained from the known
canonical form for a pair of Hermitian quaternionic matrices (HA,H) (see for instance [24,22]); the
particular form of real J and P in the complex case has been suggested by Bella and Olshevsky [5] (see
also [23]).
If A is H-selfadjoint, and (4.1), (4.2) hold, we say that the columns of S (in the natural order) form a
canonical basis for the pair (A,H) in Fn. (We considerHn a right quaternionic vector space.)
We say that two pairs of matrices (A,H) and (B, G), where A, B,H, G ∈ Fn×n, are similarity congru-
ent if B = S−1AS, G = S.HS for some invertible S ∈ Fn×n. It is easily seen that similarity congruence
is an equivalence relation, and if (A,H) and (B, G) are similarity congruent, then A is H-selfadjoint if
and only if B is G-selfadjoint. Obviously, similarity congruent selfadjoint pairs have the same canonical
form.
It turns out that the canonical bases have the local Lipschitz property, as follows:
Theorem 4.2. Let A,H ∈ Fn×n, H = H. invertible, where A is H-selfadjoint, and let v1, . . . , vn ∈ Fn be
a canonical basis for (A,H). Then there exist positive constants , K (depending on A,H, v1, . . . , vn only)
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such that every pair (B, G) which is similarity congruent to (A,H) and for which
‖B − A‖ + ‖G − H‖ < ,
has a canonical basis u1, . . . , un satisfying
|uj − vj|  K(‖B − A‖ + ‖G − H‖), j = 1, 2, . . . , n.
Proof. For the case A = J, H = P (defined by (4.1), (4.2)), and S = I the result follows by a straight-
forward application of Corollary 1.3. The general situation is easily reduced to that case. Indeed, let
0, K0 > 0 be such that for every pair (B
′, G′) which is similarity congruent to (J, P) and for which
‖B′ − J‖ + ‖G′ − P‖ < 0, there is an invertible S′ ∈ Fn×n such that
(S′)−1B′S′ = J, (S′).G′S′ = P, ‖I − S′‖  K0(‖B′ − J‖ + ‖G′ − P‖). (4.3)
For given A, B,H, G and S := [v1, . . . , vn] as in Proposition 4.1, we have
S−1AS = J, S.HS = P.
Now assume
‖B − A‖ + ‖G − H‖ < 0
κ
, κ := max
{
‖S−1‖, ‖S.‖
}
· ‖S‖,
and let B′ = S−1BS, G′ = S.GS. Then
‖B′ − J‖+ ‖G′ − P‖ = ‖S−1BS − S−1AS‖+ ‖S.GS − S.HS‖  κ(‖B− A‖+ ‖G−H‖) < 0,
so there exists an invertible S′ satisfying (4.3). Observe that the columns of SS′ form a canonical basis
for the pair (B, G). Now
‖S − SS′‖ ‖S‖ · ‖I − S′‖  ‖S‖ · K0(‖B′ − J‖ + ‖G′ − P‖)
 ‖S‖ · K0κ(‖B − A‖ + ‖G − H‖),
and Theorem 4.2 holds for (A,H) with  = 0/κ and with K = ‖S‖K0κ . 
For F = C, the local Lipschitz property of Theorem 4.2 was proved in [4] in a more general context
of canonical bases corresponding to a set of eigenvalues of A and of perturbations B having the same
Jordan structure as A.
Next, we state the function theoretic version of local Lipschitz property for canonical bases:
Theorem 4.3. Let A,H ∈ Fn×n, H = H. invertible, where A is H-selfadjoint, and let v1, . . . , vn ∈ Fn be
a canonical basis for (A,H). Assume that the pair (B(t), G(t)) of matrices satisfies the following properties:
(1) (B(t), G(t)) is a continuous, resp. resp. continuously Fréchet differentiable, function of real parame-
ters t ∈ U ⊆ Rr , where U is an open set in Rr ;
(2) (B(t), G(t)) is similarity congruent to (A,H) for every t ∈ U;
(3) (B(t0), G(t0)) = (A,H) for some t0 ∈ U.
Then there exists a continuous, resp. continuously Fréchet differentiable, functions u1(t), . . . , un(t) ∈ Fn,
t ∈ U0 ⊆ U, where U0 is a neighborhood of t0, such that (u1(t), . . . , un(t)) is a canonical basis for
(B(t), G(t)) for every t ∈ U0, and
(u1(t0), . . . , un(t0)) = (v1, . . . , vn).
The proof follows immediately by applying Theorem 1.2.
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For the case of one variable (r = 1), a result analogous to Theorem 4.3 was proved in [8, Theorem
III.5.10], assuming that (B(t), G(t)) is a continuous function on the closed interval [0, 1] such that:
(4) B(t) is G(t)-selfadjoint for every t ∈ [0, 1];
(5) the Jordan structure of B(t) is identical to that of A, for every t ∈ [0, 1];
(6) (B(t0), G(t0)) = (A,H).
We conclude this section with revisiting a result stating that similar nearby H-selfadjoint matrices
are in fact similarity congruent:
Proposition 4.4. Let A ∈ Fn×n be H-selfadjoint. Then there exists  > 0 such that for every pair (B, G),
B, G ∈ Fn×n, G = G. satisfying
(1) B is similar to A and ‖B − A‖ < ; and
(2) B is G-selfadjoint and ‖G − H‖ < ;
we have that the pairs (A,H) and (B, G) are similarity congruent.
Note that G is automatically invertible (if  is chosen sufficiently small).
Proof. Proposition 4.4 was proved in [9] (see also [8, Section 5.2]) for the real and complex cases. The
quaternionic case can be easily reduced to the real case, as follows.
We use the standard representation of quaternions as real 4 × 4 matrices:
χ : H → R4×4, χ(a0 + a1i + a2j + a3k) =
⎡
⎢⎢⎢⎢⎢⎢⎣
a0 −a1 a3 −a2
a1 a0 −a2 −a3
−a3 a2 a0 −a1
a2 a3 a1 a0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where i, j, k are the standard quaternionic units and a0, a1, a2, a3 ∈ R, and its matrix extension
χn : Hn×n → R4n×4n, χn[xi,j]ni,j=1 = [χ(xi,j)]ni,j=1, xi,j ∈ H.
The following properties are routinely verified:
(i) χn is a unital homomorphism of real algebras;
(ii) H ∈ Fn×n is Hermitian if and only if χn(H) is symmetric;
(iii) A ∈ Fn×n is H-selfadjoint if and only if χn(A) is χn(H)-selfadjoint;
(iv) if A ∈ Fn×n is H-selfadjoint, and (J, P) of Proposition 4.1 is the canonical form of (A,H), then
(J ⊕ J ⊕ J ⊕ J, P ⊕ P ⊕ P ⊕ P) is the canonical from of (χ(A), χ(H)).
Now assume A,H, B, G ∈ Hn×n, A is H-selfadjoint, B is G-selfadjoint, and B, G satisfy (1) and (2) for
sufficiently small  > 0 which depends on (A,H) only. Applying Proposition 4.4 for χ(A), χ(H),
χ(B), χ(G), we see that (χ(A), χ(H)) and (χ(B), χ(G)) have the same canonical form. But then by
(iv) (A,H) and (B, G) have the same canonical form as well. 
Theorem 4.2 allows us to augment Proposition 4.4:
Corollary 4.5. Let A ∈ Fn×n be H-selfadjoint. Then there exist , K > 0 such that for every pair (B, G)
satisfying (1) and (2) of Proposition 4.4 there exists an invertible S ∈ Fn×n satisfying
S−1BS = A, S.GS = H, ‖I − S‖  K(‖B − A‖ + ‖G − H‖).
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A function theoretic analogue of Corollary 4.5 is valid as well; we omit the statement.
5. Concluding remarks
Remark 5.1. The results of Theorems 4.2 and 4.3 also hold for many other settings where a canonical
form is available and Corollary 1.3 applies, with essentially the same proof. We list here several such
settings, (1)–(3) below, in which the canonical bases have the local Lipschitz property.
Fix an involutory (i.e. such that φ ◦ φ = id) continuous antiautomorphism φ of F; note that in the
quaternionic case φ corresponds to the real orthogonal matrix E in (1.2) having determinant −1 and
eigenvalues in the set {1,−1}. Recall that for X ∈ Fm×n, we let XφT ∈ Fn×m be the matrix obtained
by applying φ entrywise to the transpose of X . We say that X ∈ Fn×n is φ-symmetric if XφT = X , and
φ-skewsymmetric if XφT = −X .
(1) pairs of matrices (Y, Z), Y, Z ∈ Fn×n, where Y and Z are either both φ-symmetric, or both
φ-skewsymmetric, or one is φ-symmetric and the other is φ-skewsymmetric;
(2) pairs of matrices (A, Y), A, Y ∈ Fn×n, where Y is φ-symmetric and invertible, and A is either
φ-symmetric with respect to Y (i.e. YA is φ-symmetric), or φ-skewsymmetric with respect to Y
(i.e. YA is φ-skewsymmetric);
(3) pairs of matrices (A, Y), A, Y ∈ Fn×n, where Y is φ-skewsymmetric and invertible, and A is
either φ-symmetric with respect to Y , or φ-skewsymmetric with respect to Y .
The matrix group actions are given by
ΦX(Y, Z) = (XφT YX, XφT ZX), X ∈ GLFn×n,
for the item (1), and by
ΦX(A, Y) = (X−1AX, XφT YX), X ∈ GLFn×n,
for the items (2) and (3).
The canonical forms for the items (1)–(3) in the real and complex cases arewell knownandavailable
in many sources; we list here only [25,14,15] and refer the reader to the references there. For the
quaternionic case, these forms are also well known; see, for example [20–22]. We omit details.
Remark 5.2. Similar remark is valid for settings where a canonical form is available, and Corollary 1.4
applies. Thus, the canonical bases for equivalence for pairs ofmatrices (where the canonical form is the
Kronecker form)have the local Lipschitz property, also in the function theoretic formulation, analogous
to Theorem 4.3. Moreover, by using Theorem 3.3, we see that the canonical bases for equivalence for
pairs of matrices have the global Lipschitz property.
Remark 5.3. Manyresultsof thepaper remainvalid if thedefinitionsofφ(X) in (a) and (b), respectively,
is extended as follows:
(a′) φ(X) = S−1XσT S, X ∈ GLFn×n,
where S is a fixed invertible n × nmatrix over F, and σ is a fixed continuous antiautomorphism of F;
(b′) φ(X) = S−1Xτ−1S, X ∈ GL Fn×n,
where S is a fixed invertible n × n matrix over F, and τ is a fixed continuous automorphism of F.
Namely, Corollaries 1.3 and 1.4 and Theorem 3.3 remain valid, with essentially the same proof (in the
proof of Theorem 3.3, instead of (3.6) we need to use the inequality ‖φj(X0)−1‖  m1, j = 1, 2, . . . , s,
where the constant m1 is independent of Q
′). Theorem 3.1 remains also valid if φr+1, . . . , φs are of
the form (b′) (rather than (b)).
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