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Abstract
Bushfires pose a significant threat to Australia’s regional areas. To
minimise risk and increase resilience, communities need robust evacu-
ation strategies that account for people’s likely behaviour both before
and during a bushfire. Agent-based modelling (ABM) offers a practi-
cal way to simulate a range of bushfire evacuation scenarios. However,
the ABM should reflect the diversity of possible human responses in a
given community. The Belief-Desire-Intention (BDI) cognitive model
captures behaviour in a compact representation that is understand-
able by domain experts. Within a BDI-ABM simulation, individual
BDI agents can be assigned profiles that determine their likely be-
haviour. Over a population of agents their collective behaviour will
characterise the community response. These profiles are drawn from
existing human behaviour research and consultation with emergency
services personnel and capture the expected behaviours of identified
groups in the population, both prior to and during an evacuation. A
realistic representation of each community can then be formed, and
evacuation scenarios within the simulation can be used to explore the
possible impact of population structure on outcomes. It is hoped that
this will give an improved understanding of the risks associated with
evacuation, and lead to tailored evacuation plans for each community
to help them prepare for and respond to bushfire.
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1 Introduction
A key question posed in the aftermath of the 2009 Black Saturday bushfires
was whether the official Prepare to Stay and Defend or Leave Early (PSDLE)
policy was an effective way to protect under-threat communities (CFA &
Sweeney, 2009). Whilst it was intended to minimise the number of residents
attempting a dangerous late evacuation, there are concerns that the ‘Stay
or Go’ approach only leads to confusion over the level of preparation and
planning required to stay and defend, and does not properly define how late
is ‘too late’ to leave. Subsequent policies emphasising early evacuation as the
only safe option have shown that blanket advisory policy has little effect on
people’s behaviour (Reid & Beilin, 2014). This highlights a need for localised
bushfire evacuation responses that are co-developed with communities and
minimise the risks specific to their townships and localities.
Realising this goal requires an understanding of the dynamics of an evac-
uation as well as an insight into how the actions of evacuees and responders
influence the process. One way to achieve this is to simulate the traffic condi-
tions of a community evacuation using an agent-based model (ABM). ABMs
are particularly suited to modelling discrete real-world phenomena, where
agents represent individuals in the population that can interact with each
other and the environment (Bonabeau, 2002). This method allows emer-
gent or collective behaviours of the community to be captured whilst still
preserving the details of the underlying system (Chen & Zhan, 2008). The
Belief-Desire-Intention (BDI) architecture (Rao & Georgeff, 1991) provides
a cognitive framework that captures human behaviour within an intuitive
structure that is both programmatically efficient and understandable by do-
main experts (Norling et al., 2000). BDI can be used alongside an ABM
to add a layer of human reasoning to the actions of agents, allowing them
to pro-actively reason about and respond to changing circumstances within
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the simulation. In this work we will use the BDI-ABM integration outlined
by Singh et al. (2016).
Any evacuation model should take into consideration the expected re-
sponse of people in the affected community, both to the fire itself and to any
evacuation instructions (Pel et al., 2011). One issue is that this behaviour
data may be scarce. Behavioural science research post Black Saturday has
focussed on PSDLE decisions (Whittaker et al., 2013), but less is known
about evacuation travel decisions which also heavily influence an individ-
ual’s safety. To extract these behaviours, we will use existing data from
interviews, surveys and consultation with domain experts to form repre-
sentative behaviour profiles. These profiles will be motivated by bushfire
response research that focuses on archetypes in the community (Strahan
et al., 2018), as well as parameter based non-bushfire evacuation response
models (Lee et al., 2010).
In addition to this, our work will focus on what these behaviour pro-
files mean for the population prior to the evacuation scenario. The types
of activities that people are likely to be engaged in and the dynamics of
the background traffic in the region will have an influence on an evacuation
should a bushfire threat arise. We account for these by linking sets of activi-
ties to each behaviour profile. The profile of an agent then determines when
it is likely to begin a given activity, and where in the region that activity
will occur. A plan for each agent is generated with details of its activities
during the day. In a given scenario, these plans are interrupted by a specific
bushfire threat. An agent’s response depends on its current location and
activity as well as its parameterised behaviour profile.
Evaluation focuses on communities in regional Victoria. Behavioural
profiles are informally validated by local emergency service personnel and
bushfire behaviour experts before being applied to specific communities. The
simulation is built using the BDI-ABM framework1, combining the JILL
BDI engine2 with the MATSim traffic ABM3. A range of evacuation scenar-
ios are constructed to experimentally evaluate how sensitive the evacuation
outcomes are to the demographic make-up of different communities.
In this thesis we:
• Present a review of the literature related to bushfire behaviour, the
representation of behaviour in computational models, and the design
of social simulations that consider these behaviours.
1https://github.com/agentsoz/bdi-abm-integration.
2https://github.com/agentsoz/jill.
3https://github.com/matsim-org/matsim.
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• Outline the design of an algorithm that takes a set of generalised be-
haviour profiles with associated parameters, and generates a list of
agent plans suitable to be run in MATSim.
• Describe how these behaviour profiles can be enriched by adding at-
tributes to the plans that dictate how they will respond to a bushfire
threat in the BDI-ABM simulation.
• Apply the algorithm by generating plans for regions in the Surf Coast
Shire of Victoria, describing tangible behaviour profiles drawn from
interaction with the local community and its emergency services.
• Quantify the bushfire behavioural model through consultation with
domain experts and append the BDI attributes to the generated plans.
• Run instances of these plans in the BDI-ABM model to illustrate the
benefit of conducting bushfire evacuation simulation with the dynam-
ics of the community in mind.
The remainder of this document is structured as follows: we present a
review of the related literature in Section 2; the design of the algorithm and
the BDI behavioural model is given in Section 3; in Section 4 the evacuation
simulation application for the Surf Coast Shire is described, and we analyse
the algorithm output and the resulting simulation outcomes; lastly, in Sec-
tion 5 we conclude with a discussion on the current model and directions
for future work.
2 Background
In this section we review related research into evacuation behaviour, with
a particular focus on bushfire and community specific responses. Following
that, we examine social simulation, and specifically, agent-based modelling
applied in that context. Finally, existing models that implement some as-
pects of our research scope are described.
2.1 Behavioural Research
We proceed by first exploring how behavioural science has understood evac-
uations in general, and more specifically bushfire behaviours. Any evacua-
tion simulation needs to take into account the expected human response to
environmental cues and received warnings (Pel et al., 2011). Predicting be-
haviour in an emergency is difficult, and one of the main motivating factors
6
for modelling bushfire evacuations is to gain better insight into expected
response to direction and coordination (Dash & Gladwin, 2007). The model
can only provide this if the underlying human behaviours that the agents
are given are realistic.
The first aspect to consider is that one should expect systematic de-
viations from rational/optimal behaviour in emergency situations (Dash &
Gladwin, 2007). Because the situation is likely to be unfamiliar and unusual,
people generally do not rely on prior experience and knowledge and instead
focus on the information directly available to them, resulting in ‘myopic’
behaviour (Pel et al., 2011). This is exacerbated by the potential for unex-
pected behaviour in stressful or mentally challenging emergency conditions
(Knoop, 2009). People may also fail to comply with directions that they
are given, especially if their prepared plan contradicts the instructed action
(Pel et al., 2011). Conversely, spontaneous evacuation is known to happen
even in places that have not been told to evacuate, so instructed behaviour
should not be taken as actual behaviour (Lindell & Prater, 2007).
2.1.1 Bushfire Behaviours
Whilst there is a body of research into traffic behaviours in evacuations
and accidents (Lindell & Prater, 2007; Tu et al., 2010; Pel et al., 2011), it
is less available in the context of bushfire disasters. Behavioural research
into bushfires, particularly in an Australian context, has instead tended to
focus on the decisions people make between either evacuating or staying
and defending property (Johnson et al., 2011; Haynes et al., 2010). This is
largely a result of the Prepare to Stay and Defend or Leave Early (PSDLE)
policy– colloquially known as ‘Stay or Go’– which has been official policy in
Australia since the 1990s and explicitly puts the evacuation decision in the
hands of individuals rather than the state (Reynolds, 2017). In other places
where bushfires (wildfires) are common, such as Canada and parts of USA,
the norm is that mandatory mass evacuation can and will be enforced by
authorities (Moritz et al., 2014). However, related research in North America
still tends to focus on the issue of evacuation timing and compliance, and
often questions local evacuation policies (Paveglio et al., 2008; McCaffrey
et al., 2015). This predominant focus on behaviour prior to an evacuation
reflects the often rapid and unpredictable nature of a bushfire as compared
to other natural disasters, which may allow more calculated and decisive
evacuation plans (Adam et al., 2016). In a bushfire, the decision between
staying or going is most likely to be significant in terms of survival, and so
it has become the main focus of behavioural research.
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Accordingly, we should expect that ‘Stay or Go’ decisions play an im-
portant part in an evacuation on a macroscopic level, and that a model of
evacuation traffic behaviour will need to account for the circumstances of
a person’s departure. In their analysis of community preparedness for the
2009 Victorian ‘Black Saturday’ bushfires, Whittaker et al. (2013) highlight
the dangers of late evacuation. People who leave late are usually triggered
by the sight of heavy smoke or flames, which means that
‘By this time it is likely that driving a vehicle will have become
very difficult, with flames, smoke, strong winds, fallen trees, traf-
fic and the urgency of the situation increasing the likelihood of
accidents (Tibbits & Whittaker, 2007).’
Late evacuations are associated with a lack of planning and preparedness
among those who initially choose to stay and defend, but are not fully com-
mitted to that decision. Interviews with Black Saturday survivors estab-
lish that there can be a disconnect between intended action and actual be-
haviour; for instance, 63% of people who adopted a ‘wait and see’ approach
ended up leaving once the fire was visible.
A difficulty here is whether to define waiting and seeing as an intended
action; as McLennan et al. (2012) note, to ‘wait and see’ is more of an
observation that describes a person’s mindset rather than a fully formed plan
that represents their intentions. One new approach is to move away from
viewing the decision as a binary question of leaving or staying. Strahan et al.
(2018) form seven self-evacuation archetypes which accommodate a diverse
range of responses to a bushfire threat. With foundations in Jung’s work on
the collective unconscious (Jung, 1969), archetypes represent ‘fundamental
characteristics of humanity’. There is also a basis for their use in Australian
public policy, where they are generated in a similar way using cluster and
discriminant function analysis.
The results in Strahan et al. (2018) were derived from interviews with 452
participants who had recently experienced bushfire. The questions focussed
on factors like experience, intended and actual responses, self-responsibility,
access to information and demographics. The seven archetypes they found
are shown in Table 1.
Reid & Beilin (2014) conducted similar interviews following 11 January
2010, a day where a ‘Catastrophic’ fire warning was issued to residents of
Halls Gap. This warning category was introduced in the aftermath of Black
Saturday to indicate that evacuation is highly recommended; despite this,
the majority of residents did not leave. One factor attributed to this re-
sponse was the nature of risk perception in the community and that ‘aware-
8
Table 1: Self-evacuation archetypes according to Strahan et al. (2018).
Archetype Key characteristics Evacuate or Remain
Responsibility
Denier
Believe they are not responsi-
ble for their personal safety or
for their property.
Highly committed evac-
uators but expect oth-
ers to direct and assist.
Dependent
Evacuator
Expect the emergency ser-
vices to protect them and
their property because they
are incapable of taking re-
sponsibility for themselves.
Highly committed evac-
uators but expect oth-
ers to direct and assist.
Considered
Evacuator
Having carefully considered
evacuation, are committed to
it as soon as they are aware of
a bushfire threat.
Committed to self-
directed evacuation.
Community
Guided
Seek guidance from neigh-
bours, media and members
of the community who they
see as knowledgeable, well in-
formed and providing reliable
advice.
Committed to evacua-
tion on community ad-
vice.
Worried
Waverer
Prepare and equip their prop-
erty and train to defend it
but worry they lack practi-
cal experience to fight bushfire
putting their personal safety
at risk.
Wavering between evac-
uating and remaining.
Threat
Denier
Do not believe that their per-
sonal safety or property is
threatened by bushfire.
Committed to remain
as perceived lack of
threat makes evacua-
tion unnecessary.
Experienced
Independent
Are highly knowledge, compe-
tent and experienced and are
responsible and self-reliant
fighting bushfire.
Highly committed to re-
maining because they
are highly experienced
and well prepared.
ness does not always result in a realistic understanding of how to respond
to risk’. Residents may believe that they have a better understanding of
local weather and geographic conditions than a state-wide warning system,
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and prior experience of similar bushfire events will also strongly influence
people’s decisions (McCaffrey et al., 2011). Further to this, trust in warning
systems can be eroded if they are perceived as a political initiative, or even
as an overly ‘scientific assessment’ of risk. Community response resources
that incorporate local knowledge are likely to have more impact on people’s
behaviour.
Horse ownership is a good example of a community specific behaviour
which might be better understood from a local perspective. Thompson
et al. (2018) highlights that although pet ownership is generally a factor
in people’s evacuation plans, horse owners (who are relatively common in
rural areas) are presented with unique challenges during a bushfire. Due
to the difficulty of transporting horses pre-emptive or early evacuation is
advised by the CFS as a priority action. However, Thompson et al. find
that this blanket strategy may be detrimental if it comes at the expense of
other preparatory planning, and could prevent horse owners from forming
contingency plans that improve the likelihood of horse survival in the event
they are left in place.
2.2 Representing Behaviour in Computational Models
The complex nature of human behaviour presents challenges for modellers in
many different domains. Kulash (1990) highlights a particular issue in urban
planning, where traffic engineering that fails to take human behaviour into
account can result in contradictory or unsafe policies. Designing hierarchi-
cal traffic systems that rigidly place different roads in different classes (often
inspired by natural phenomena like river systems) is not effective because
it considers humans merely as particles in a flow, rather than autonomous
agents who can decide to use a road for reasons separate from its assigned
purpose. Moreover, urban planners cannot assume random distribution or
optimal dispersal across a network. Song et al. (2010) explore patterns
of human mobility, and note that traditional continuous-time random-walk
models of movement do not reflect the tendency of humans to restrict their
exploration to locations near them, nor their propensity to return to fre-
quently visited locations.
This also has relevance in epidemiological modelling, where the dis-
tinction between density and frequency-based transmission is important
(Antonovics et al., 1995; Lloyd-Smith et al., 2004). The ubiquitous model in
epidemiology is the Susceptible-Infected-Recovered (SIR) set of differential
equations, and indeed most macroscopic representations of disease are exten-
sions of Kermack & McKendrick (1927)’s model. Funk et al. (2010) review
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the presence of behavioural considerations in disease models, and note that
whilst human behaviour is intrinsically linked to disease spread, it is diffi-
cult to completely synthesise the pathogen dynamics that the SIR model
captures and the complex interplay of ‘attitudes, belief systems, opinions
and awareness of a disease... both in an individual and in the population on
the whole’. One alternative is to approach disease modelling from a contact
network perspective, viewing the population as a complex system (Galea et
al., 2010; Christakis, 2007). Considering individuals within a larger social
network and using a bottom-up method allows various different behaviours
to be examined; for instance, clustered interaction networks permit the use
of percolation thresholds to characterise epidemics (Moore & Newman, 2000;
Davis et al., 2008). This is also of interest in economics, where the classi-
cal notion of the rational agent is often poorly represented by cumbersome
mathematical machinery (Farmer & Foley, 2009). It may not be appropriate
to assume that a market will reach a long term equilibrium when complex in-
dividual behaviours within the population give rise to sub-optimal emergent
behaviours in the collective.
Whilst most behavioural research uses surveys and interviews to analyse
bushfire responses, there is usually the caveat that both the sample size and
the qualitative nature of the data limit the predictive power of results. The
acknowledgement that intended and actual actions may differ (Whittaker
& Handmer, 2010) means that the interview approach has limited appli-
cation in capturing behaviour, and actual modelling of bushfire evacuation
behaviour has tended to use ‘the judgement of evacuation planners or ex-
perts familiar with the area under study’ (Beloglazov et al., 2016). This is
further enforced by the lack of behavioural research into on-road evacua-
tion behaviours in bushfires. Kennedy (2012) is critical of the tendency to
model behaviour using uniform random variables as it does not leave room
for biases and illogical decisions, ignores any notion of memory/learning,
and makes it difficult to identify behavioural preferences between different
groups of people. Instead, threshold-based rules are recommended as a sim-
ple way of approximating consistent behaviours within an individual agent.
2.2.1 Belief-Desire-Intention Model
Any computational model that seeks to use human behaviour to observe
emergent outcomes will require a cognitive architecture to represent the hu-
man decision making process (Gilbert, 2006). There are several approaches
to forming a cognitive model. A connectionist approach seeks to mirror the
design (but not necessarily the complexity) of the brain’s neural networks,
11
giving a natural representation of the biological process (McClelland, 1988).
One shortcoming of a neural network model is that the reasoning process
that leads to a particular behaviour is not readily explainable (Medsker,
1994). Other models form a more abstract picture of brain function, with
a focus on the storage and deployment of knowledge– ACT-R and Soar are
two well-known examples (J. R. Anderson, 1996; Laird, 2007). Whilst these
models are firmly based on experimental evidence and psychological theory
(Gilbert, 2006), they focus heavily on the individual level of cognition. The
Belief-Desire-Intention (BDI) framework provides a way to represent ratio-
nal decision making that lies more between the individual and social context
(Bratman et al., 1988; Jarvis et al., 2008). Less tied to cognitive science,
BDI relies on a ‘folk psychology’ approach that captures how people think
about how people think (Norling et al., 2000).
The BDI framework is formally described by Rao & Georgeff (1991).
Based on a branching-time possible-worlds model, BDI seeks to model ratio-
nal agents that can vary their actions based on changing beliefs, desires/goals
and intentions. Beliefs represent an agent’s knowledge of the environment,
and are not necessarily perfect pictures of the current state of the system
(Norling et al., 2000). Combinations of beliefs will leave an agent with cer-
tain desires that they wish to fulfil. Desires may be inconsistent with one
another, but goals are a subset of desires that are consistent and achievable
according to the agent’s beliefs. To achieve these goals, an agent will form
intentions, or plans of action to execute.
Rao & Georgeff (1995) acknowledge that the abstract formalism of their
BDI theory does not lend itself to practical computing, and instead pro-
pose a simplified architecture which is more efficient (Ingrand et al., 1992).
Many modern BDI programming languages are implementations of Rao and
Georgeff’s abstract interpreter, and some have maintained a link to the for-
mal underpinnings of BDI; the AgentSpeak(L) language (Rao, 1996) and its
descendent interpreter Jason (Bordini et al., 2005) are useful in this sense
because they allow properties of an empirical BDI implementation to be
proven methodically. GOAL (de Boer et al., 2002) extends this capacity
to allow programmable declarative goals as part of the propositional logic.
This means that goals, like beliefs, are separate from any required action
and can form part of an agent’s abstract reasoning. Other languages in-
clude the C++ based dMARS (D’Inverno et al., 2004) and the Java based
JADE (Bellifemine et al., 2001), JACK (Busetta et al., 1999) and Jill. Jill
is a relatively new Java-based BDI platform that is lightweight, scalable
and geared towards integration with large-scale simulations. It has been
12
developed specifically to handle a large number of agents.4
2.3 Social Simulation
The concept of applying computational techniques to social problems has
emerged in the last 30 years as a new way to model the complex and often
non-linear systems that occur in human societies. Axelrod (1997) proposes
in a somewhat extrapolatory manner that social simulation is a ‘third way of
doing science’, and that it allows both adaptive (non-optimal) and rational
behaviour to be analysed by modellers. Miller & Page (2007) consider the
relatively new computational approach as complementary to the more tradi-
tional methodologies in social science. Another major benefit of employing
simulation is that very simple and explicit assumptions can be used to gen-
erate complex and unpredictable behaviour which would be very difficult to
understand analytically (Gilbert & Troitzsch, 2011).
Drawing ideas from computer science, mathematics, biology, and social
science, social simulation provides a forum for cross-discipline interaction,
and development has come from a number of domains (Axelrod, 1997). The
UrbanSim model (Waddell, 2002) is a polished web-based program that ap-
plies simulation to urban planning problems and allows metropolitan plan-
ning organisations to forecast the effects of growth in a city’s population.
In economics, simulation allows researchers to observe aggregate rational-
ity emerging from irrational individual actions (Gode & Sunder, 1993) and
compare the effectiveness of different trading strategies (Rust et al., 1994).
Queuing models are one of the more established applications of social simu-
lation, where discrete events dictate the evolution of a system, and the times
between each event are given by some probability distribution (Gilbert &
Troitzsch, 2011). Schedules generated in this manner generally apply in
customer service settings, so such simulations can be used to measure the
expected average waiting times and idle times associated with different sys-
tem states.
2.3.1 Agent-based Modelling
One commonly used method in social simulation is agent-based modelling
(ABM). Through the actions and interactions of autonomous agents within
the simulated environment, ABM allows modellers to capture the emergent
behaviours of complex systems and has been applied in a range of fields, in-
cluding public health, urban planning, disaster management and economics
4See https://github.com/agentsoz/jill/ for details.
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(Dawson et al., 2011; Auchincloss & Garcia, 2015). Macal & North (2005),
maintain that ‘modelling human social behaviour and individual decision-
making’ is the main purpose of ABM. They see the possibilities of ABM
creating new challenges in social science research, including two central ques-
tions:
• How much do we know about credibly modelling people’s behaviour?
• How much do we know about modelling human social interaction?
ABMs are particularly suited to modelling discrete real-world phenomena,
where agents represent individuals in the population that can interact with
each other and the environment (Bonabeau, 2002). The scope of ABM
ranges from small-scale academic demonstrations which focus on the key fea-
tures of the system, to large-scale, validated models with millions of agents
that can be used to support policy decisions (Macal & North, 2005). Agents
are required to be discrete, autonomous components of a system that are
able interact with the system’s environment (including other agents) and
independently adapt behaviour based on these interactions (Chen & Zhan,
2008).
The ABM approach allows modellers to:
• Expose emergent behaviours: These are defined as characteristics
of the system that are best observed via the interactions between the
individual agents (Chan et al., 2010).
• Naturally describe systems: ABM also allows a natural synthesis
of a complex system into a descriptive model (Bonabeau, 2002).
• Apply stochasticity: Complex behaviours are represented in terms
of discrete agent activities, which allows randomness to be applied in
a targeted and realistic manner (Crooks & Heppenstall, 2012).
• Seek expert validation: Because agent behaviour is explicitly de-
fined by these activities, domain experts are able to more easily un-
derstand, calibrate and validate the model (Bonabeau, 2002).
ABM is considered by Bonabeau (2002) to be a way of thinking about
and analysing systems rather than a specific technological tool. It pro-
vides a microscopic, bottom-up approach to modelling wherein a system
is represented by its constituent parts. The contrast between ABM and
‘macroscopic’ modelling provides a new perspective on the scientific pro-
cess. For instance, Epstein (2009) argues that simulating a pandemic with
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individual agents interacting via social network structures is more effective
than classical disease modelling, as it easily allows for heterogeneous fac-
tors and non-random mixing (Grimm & Railsback, 2005). Bazzan et al.
(1999) consider the application of microscopic simulation to transportation
science. They argue that the concept of rationality is very relevant in a
traffic simulation, and that maximisation or optimisation should not be the
goal. Instead it should feature the emotional, non-logical components of
decision making, like impulsive lane changing, trying a different route due
to impatience, or how a person’s internal mental state might be expressed in
their driving performance. BDI is cited as an appropriate tool for introduc-
ing these individual actions within the social framework of the road network.
Gilbert (2006) makes a similar conclusion, holding that the micro cognitive
level should both influence and be influenced by the macro social level in
models of human behaviour. This is a crucial element of social simulation
and illustrates that an agent-based evacuation model should not focus too
heavily on one level of detail. The interaction between the agents and their
surrounding environment will reveal as much as analysis of standalone social
or individual outcomes.
2.3.2 Synthetic Populations
Social simulation often requires that the modelled agents to reflect attributes
observed in real world data. A synthetic population is one that is derived
from aggregate statistical data to represent the actual population. This is of-
ten necessary because the micro-data required to accurately model the pop-
ulation at an individual level is either unavailable or inaccessible (Moeckel
et al., 2003). There are several established techniques for creating synthetic
population datasets, and often these use actual but anonymous individual
sample sets attained from census data to generalise incrementally to create
a full population (Harland et al., 2012). These methods, including deter-
ministic re-weighting (Ballas et al., 2005) and the conditional probabilities
model (Birkin & Clarke, 1988), aim to match the distribution of persons
and households to demographic data (Jain et al., 2015). However, these
processes require a stable and realistic set of actual sample data (Wickra-
masinghe et al., 2017). In regions that feature a large transient or fluctuat-
ing non-resident population then this information may not exist in a reliable
form, as any existing individual or household data may not generalise to the
period that the simulation is aiming to model.
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2.4 Existing Evacuation Models
In this section, several models related to the aims of this thesis are de-
scribed. They help guide strategies in the development of our own model,
as well as reveal approaches that might be counter-productive. Shahparvari
et al. (2015) approach the problem of late evacuation in a bushfire from an
optimisation perspective with a focus on limited resources and constraining
time windows, road disruptions and shelter capacities. This process is useful
in determining which factors have the most impact on an evacuation but has
little potential to accurately predict the outcome of an evacuation as human
behaviour in an unpredictable situation is likely to be sub-optimal, although
there have been attempts to validate optimised plans via agent-based simu-
lation (Pillac et al., 2016).
One way that other models have sought to capture suboptimal behaviour
has been to emulate anxiety and human interaction using sensory param-
eters. This has been a focus in crowd-based evacuation simulation, where
agents will speed up due to an awareness of danger or follow another agent
if they are related to them (i.e. parent-child pairs) (Okaya & Takahashi,
2011). Lee et al. (2010) expand on this idea with their leader-follower dy-
namic, which they define via a ‘confidence index’. Agents who perceive
sounds and smoke from a bomb blast will update their confidence index and
then, based on some threshold, transition through different states that affect
their decision options (using the BDI framework). If their confidence index
is low, they are likely to follow other agents rather than assess other cues for
exit points. Agents also have a predefined type– ‘Novice’ or ‘Commuter’–
which changes their knowledge of escape routes and their initial likelihood
to be a follower or leader.
This concept of following or leading can be translated to traffic evacua-
tions and on road behaviour. Yuan et al. (2017) propose a modular driving
decision framework that allows for herding, congestion avoidance, panic-
affected driving and variable shelter selection. They incorporate a number
of different routing behaviour options– e.g. following shortest path, follow-
ing a leading car or using a GPS– and then use a BDI cognitive layer to
determine the course of action to achieve their goal. One important aspect
of their model is that it allows for heterogeneity of route choices rather than
focussing on the optimal solution, highlighting Sadri Arif Mohaimin et al.
(2014) findings that ‘evacuees may not follow a recommended route but may
take a usual or familiar one instead’. Further, they claim that the route and
destination choices of drivers have the most affect on clearance time in a
large scale evacuation.
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Scerri et al. (2010) use this same modular approach to explore bushfire
response strategies. The decision on when and where to leave uses a cell-
based ABM and focuses on a number of attributes like age, gender, panic
level and known information. A separate traffic model uses the lightweight
coordinate-based Repast program, and has agents choose a route that takes
the shortest path they believe to be safe. This belief is updated dynamically
as the traffic simulation progresses. The separation of the cognitive and
traffic models, with a parameterised trigger leading to the dynamic traffic
simulation, allows the outcomes of each decision model to be more easily
analysed.
A somewhat unique bushfire evacuation model is provided by Adam &
Gaudou (2017), who directly use survivor testimonies to formulate agent
behaviour. They argue that this allows them to simulate actual behaviours,
rather than behaviours prescribed by experts. A tension between perceived
and actual danger was highlighted in their review of post Black-Saturday
interviews, where people would quickly shift their perception from passive to
hyper-alert once the risk became undeniable. Using a finite-state machine,
survivor responses were translated into several stage states that an agent
may pass through– ‘Unaware’, ‘Aware indecisive’,‘Preparing to escape’, ‘Es-
caping’ and ‘Preparing to defend’. These stages are linked by various triggers
that allow them to move into a new state. Triggers are changes in person
attributes in response to changes in the environment, which is limited to a
simplistic grid model lacking geospatial attributes. However, their focus on
reproducing realistic behaviours allows them to closely match their results
with observed death causes in a fire, validating their intensive, qualitative
approach.
2.5 The Emergency Evacuation Simulator
As we have already seen, capturing irrational behaviours is especially im-
portant in an evacuation simulation (Barrett et al., 2000). Time pressures
and limited route choice, along with competing and overwhelming new lay-
ers of information (much of which may be unknown to an individual agent)
should result in a wide array of responses which diverge from a hypothetical
optimal solution. Padgham et al. (2014) provide one such model which em-
ploys BDI to augment an ABM in the context of bushfire evacuation. They
describe a method where an BDI agent acts as the cognitive ‘brain’ to the
active ‘body’ of a corresponding ABM agent. The ABM will act based upon
instructions from the BDI agent in addition to responding directly to inter-
actions within the ABM system, and the BDI agent will reason and make
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decisions based on information the ABM agent encounters. These coupled
agents can communicate via
• percepts: where an ABM agent notifies the BDI agent of an event in
the system.
• queries: where a BDI agent requests information from the ABM
agent.
• actions: where the BDI agent, having reached a decision, informs the
ABM agent of what action to take.
• action states: where an agent conveys to its counterpart that the
status of an action has been updated.
This model has been refined into the Emergency Evacuation Simulator
(EES) tool designed to assist emergency services in Australia respond to
natural disasters (Singh & Padgham, 2017). The tool features a web inter-
face which allows domain experts to build and test community evacuation
scenarios first-hand, with a view towards it being both a useful planning
tool and a decision support system during an emergency. As a currently
active project with a number of different stakeholders, the EES provides a
flexible and open platform in which to further test BDI bushfire behaviours
as they are developed in this thesis.
Development of the Jill BDI engine has recently focussed on expanding
the underlying capabilities of the BDI-ABM integration, and much of Jill’s
architecture is constructed to interact directly with an ABM (Singh et al.,
2016). Taken as its own modular component in the integration, Jill allows
BDI agents to make decisions based on a goal-plan hierarchy. An agent holds
a number of belief states, which may be altered by information received from
the ABM environment. High-level goals are formed based on changes to
these belief states, and these are reasoned through via a set of conditional
plan options. A selected plan may involve a further set of more specific
goals, and this process continues until eventually a plan lands upon some
decision on how the counterpart agent should act and respond within the
ABM. This process is easily described via a goal-plan tree, which maps
the decision-making process into a flowchart that visualises and explicitly
orders the various goal and plan options that a BDI agent may have. Apart
from being useful in the process of designing a behavioural model, these
goal-plan trees are beneficial as explanatory tools that domain experts and
stakeholders can understand. An example goal-tree is provided in Figure 1.
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Figure 1: An example of a goal-plan tree in a bushfire context (Singh et al.,
2016).
Goal
Plan
Action
M:msg
RespondBushfire
EvacuateHouse
PrepareMode
GetCar
Walk(Car)Drive(Door)
ArrangeLift
M:ReqLift
AssembleFamily MoveSafeLoc
DriveToLoc
DetermineLoc Drive(L)
WaitPickUp
Remain
For its ABM component the EES utilises MATSim, a multi-agent traf-
fic simulation framework that is implemented in Java (Horni et al., 2016).
The traffic flow model is designed for large-scale simulations and uses a
queue-based approach to move agents through a network graph made up of
weighted nodes and links. Storage and flow capacities in the network con-
strain and shape the movement of an agent, but the main impetus in the
model is an agent’s desire to complete an individual plan containing a list of
activities with corresponding locations with end times, along with a travel
mode between each activity. This plan is initially provided as a per-agent
input to the simulation, and is iteratively updated by a co-evolutionary algo-
rithm (Popovici et al., 2012) that optimises the plan’s ‘score’ an individual
level rather than aiming for system equilibrium. These plans are collectively
stored in the population.xml input file.
MATSim is a long-running and extendable open source project that now
features a large number of contributions augmenting its core function as a
traffic simulator. To facilitate these augmentations, MATSim plans can have
any number of contribution-specific attributes appended to them, which
allow additional parameters and inputs to be associated with each agent as
needed. See Figure 2 for an example of a MATSim population.xml file
with attributes added to each agent’s plan.
BDI-MATSim contributions using BDI engines such as JACK and JADE
have included applications to taxi administration and bushfire evacuation
(Padgham & Singh, 2016). In an emergency context, one of the distin-
guishing features of a BDI-MATSim simulation is that plans should not be
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Figure 2: A MATSim population.xml file with attributes added to agent
plans.
<population >
<person id= "1" >
<attributes >
<attribute name="BDIAgentType" class="java.lang
.String" >io.github.agentsoz.ees.agents.
bushfire.Resident </attribute >
</attributes >
<plan selected="yes" score="143.50345971">
<activity type="home" x="766728.617380239" y="
5754449.11681867" end_time="09:40:00" />
<leg mode="car" />
<activity type="work" x="789872.47261438" y="
5752811.26023417" end_time="16:34:00" />
<leg mode="car" />
<activity type="home" x="766728.617380239" y="
5754449.11681867" />
</plan>
</person >
<person id= "2" >
<attributes >
<attribute name="BDIAgentType" class="java.lang
.String" >io.github.agentsoz.ees.agents.
bushfire.Resident </attribute >
</attributes >
<plan selected="yes" score="93.2987721">
<activity type="home" x="786831.511691175" y="
5770083.81316717" end_time="08:16:00" />
<activity type="shops" x="759299.781695201" y="
5729901.27980373" end_time="10:34:00" />
<leg mode="car" />
<activity type="beach" x="791120.803641559" y="
5752820.35296198" end_time="13:07:00" />
<leg mode="car" />
<activity type="home" x="786831.511691175" y="
5770083.81316717" />
</plan>
</person >
<population >
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iteratively improved; all decision-making must be performed ‘on the fly’ by
the BDI agent. This represents the idea that people in an emergency cannot
rely on their experience or prior learned behaviours, and must react to new
situations as they are presented. With this arrangement in place, the initial
plan inputs become more significant, because they will directly dictate where
agents are prior to the emergency situation. A large part of the contribution
in this thesis is providing a method to generate these plans, including the
BDI-specific parameters that are required for each agent. Together, these
input procedures will shape the resultant simulation, so establishing this
process is an essential design step for the EES project.
3 Population Generation Algorithm
A person’s response to a bushfire will inevitably be influenced by their plan
for the day, including what they are doing when they become aware of the
threat and what they plan to do next. In this section, we describe a plan
generation algorithm that allows us to easily generate the planned activities
for every individual in a population on a given day and apply attributes that
reflect how they will respond to a bushfire. If we want to represent these
individuals as agents in an EES simulation then their plans need to follow the
same semantics that MATSim requires. The algorithm output for an agent
plan should consist of a set of sequenced activities, each with a location and
start-time, along with travel legs linking them. Any additional parameters
should be included as attributes per agent plan, with the collection of these
plans forming a population.xml file as in Figure 2.
Although there are a number of established methods for synthesising
populations from census data (Harland et al., 2012), we are interested in
generating populations in a range of diverse settings that may differ fun-
damentally in their underlying demography. The make-up of a population
and its vulnerability to a bushfire threat will vary depending on the weather
conditions, the time of year, which day of the week and even the time of day
that the fire strikes (Reid & Beilin, 2014). These variations are exacerbated
when the considered population has a significant transient element, or in a
scenario where a special event is occurring in the region that skews both
the location and movement patterns for a large portion of the population.
We therefore require a flexible set of inputs that can be manipulated to re-
flect the population in a specific scenario. Additionally, inputs should be
simple enough for emergency personnel to understand and validate against
observed data.
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This section will proceed by first outlining in a generalised form the
inputs that the algorithm requires to generate agent plans. We then de-
scribe the algorithmic process for creating an agent plan, which includes
assigning activities to an agent, sequencing these activities into a day plan,
and giving each activity in the sequence an appropriate location. Once plan
generation is established, a bushfire behaviour Belief-Desire-Intention model
is formulated. The necessary BDI attribute parameters alongside the plan
generation inputs constitute a set of behaviour profiles that broadly define
how a given agent will react in a bushfire emergency scenario.
3.1 Inputs
We first consider the inputs that the algorithm requires for a given bushfire
scenario with region R and population of agents P over a time period T :
• A set of subgroups S and a size Ps for each s ∈ S that partitions P
up into categories based on an agent’s relationship to R.
• A set of activities A (of size K) that an agent can be assigned to at
any time t ∈ T .
• A choice of time-step size TN , where N denotes the number of time-
steps.
• An activity distribution ∆s for each subgroup s that defines the ex-
pected proportion of s-agents engaged in activity αk ∈ A at each
time-step tn for n = 1, 2, ..., N .
• A duration weighting ds,αk for each (s, αk) pair that dictates how long
an s-agent will take to complete activity αk.
• A set of locations L in R defined by a suitable coordinate reference
system W .
• A location mapping Ms,αk for each (s, αk) pair that defines the set of
possible locations in L where an s-agent can complete the activity αk.
• An allocation number a` for each location ` ∈ L that defines the
expected number of agents attending ` during the given scenario.
• a family {Li} (indexed by I) of localities that partitions L into neigh-
bourhoods.
• A travel factor gs for each s that governs how likely an s-agent is to
choose a new location outside of its current locality.
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3.1.1 Subgroups
We partition the population of agents P into subgroups that broadly reflect
the diversity of people in the area and where they have come from. These
will differ depending on R and the given bushfire scenario, but broadly there
should be a focus on knowledge of the area, intended duration of stay in the
area, and connection to the community through friendships, relationships
and assets. The most basic input is thus a description of how the population
should be broken up into distinct groups. Let S be the set of all subgroups
s. We also denote
{Ps|s ∈ S}
as the partition of the population of agents P into subgroups. One simple
example of a subgroup partition would be breaking the population up into
residents and visitors.
3.1.2 Activity Distributions
Subgroups are mainly formed around expected behaviours during a bushfire,
but they are also useful in defining differing intentions for people in their
daily activities. For a given bushfire scenario, a set of activities that a signif-
icant number of the population is expected to participate in is determined.
These could include going to the beach, shopping, eating at a restaurant or
attending a large event. Any desired granularity is allowable at this step,
but it is better to tend towards more general activity labels here, with more
specific sub-activities distinguished by location (see Section 3.1.3). Addi-
tionally, activities that are only undertaken by a minority can be grouped
together into an all encompassing other activity. The only enforced activ-
ity condition is that α1 should specify a home location for each agent. This
plays a fundamental role in how an agent’s plan develops, as we shall see.
We denote
A = {α1, α2, ..., αk, ..., αK}
as the set of K possible activities αk that an agent can be assigned to
at time t ∈ T .
The time period T is then discretised into N steps, and for each time-step
tn, for n = 1, 2, ..., N , and each subgroup s, a map
δs,tn : A −→ [0, 1]
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s.t.
K∑
k=0
δs,tn(αk) = 1
defines the expected proportion of subgroup s to be engaged in activity αk
during time-step tn. The set
∆s = {δs,tn |n = 1, 2, ..., N}
of N mappings for each subgroup then defines the distribution of that sub-
group over the day. The activity distribution input is most easily understood
in terms of the chart in Figure 3, with each activity being assigned to a pro-
portion of Ps at every tn.
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12
0
0.5
1
time-step
∑ kδ
s,
n
(α
k
)
α1 α2 α3 α4 α5
Figure 3: Activity distribution table for subgroup s with K = 5 and N = 12.
In Section 3.2.1 we will derive start times from these input distributions
using each activity’s duration. We do not impose the start times as an input
because the concept of describing what a population is doing across various
time-steps is simpler to input than specifying exactly when a proportion of
people begin and end activities. Certainly the former is more intuitive for
the user, and seems a lot more feasible from a validation and measurement
perspective.
3.1.3 Location Mapping
We have now defined the types of activities available to an agent, and the ac-
tivity distributions which dictate when they can occur. It remains to specify
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for all activities their possible locations in the region. Again, this mapping
is dependent on the subgroup an agent belongs to, which allows variations
within activities to be expressed according to who is performing them. For
instance, we may have visitor agents who have their other activity mapped
to popular tourist destinations in the region, whilst resident agents would
have schools, golf clubs etc. as other locations. Location mapping is par-
ticularly important in distinguishing the choice of home location for each
s-agent.
With a set of coordinates W (in a suitable coordinate reference system5)
that cover R, we define a location as ` = (x, y) ∈W , and let
L = {` | ` ∈ R ∪W}
denote the set of all locations in the region. Then for each subgroup s and
each activity αk,
Ms,αk ⊂ L
defines the allowable locations for s and αk. Note that it we may have
the case
Ms,αk = ∅ ⇐⇒ δs,n(αk) = 0 ∀n
implying that that an agent of type s will never perform activity αk at any
point during the time period T .
In summary for each subgroup s there are three main inputs that must
be specified by the user: the distribution of activities, the locations those
activities can occur and the number of s-agents. There are other more
specific input parameters that will be introduced at the the relevant step of
the algorithm explained below.
3.2 Activity Assignment
We now explain the algorithm’s process per agent plan. The first step in
constructing an s-agent plan is to decide which activities will be performed
at each time-step. These activities are drawn from the corresponding distri-
bution table and then sequenced according to their assigned duration.
5We assume a Cartesian coordinate system e.g. Universal Transverse Mercator (UTM).
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3.2.1 Selecting a Feasible Activity Set
For each subgroup s, the input distributions must be converted into a cu-
mulative probability matrix. The distributions only tell us where the agents
should be at a given time, and not when they begin that activity. Therefore
the start times must be derived, and to do this we must know the expected
duration of each activity. These durations will be some multiple of the length
of each time-step TN . We denote a duration weight
ds,αk ∈ {1, 2, ..., N}
such that TN ds,αk gives the corresponding duration for subgroup s performing
activity αk. Then at each time-step, we can determine the number of s-
agents who are expected to start activity αk by subtracting the proportion
who started αk during any of the ds,αk − 1 previous time-steps. We form
the recursive function
ξs,tn(αk) = δs,tn(αk)−
∑
j
ξs,tn−j (αk) j ∈ (0, ds,αk − 1] ∩ N (1)
Since for n ≤ 0, ξs,tn = 0 (we assume no agent has started an activity
outside of the time period), ξs,t1 = δs,t1 for all αk and thus we can recursively
define the starting proportion for each activity at each time period using
(1).
Now, for each s we can view the collection of ξs,tn(αk) as a K×N matrix
Ξs that describes all start time proportions for that subgroup:
Ξs =

ξs,t1(α1) ξs,t2(α1) · · · ξs,tN (α1)
ξs,t1(α2) ξs,t2(α2) · · · ξs,tN (α2)
...
...
. . .
...
ξs,t1(αK) ξs,t2(αK) · · · ξs,tN (αK)

Note that the sum of the nth column in Ξs,
k∑
j=1
ξs,tn(αk) ≤ 1
(the remaining proportion represents s-agents who are currently engaged in
an activity at tn), and so we normalise Ξs
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Ξ∗s =

ξs,t1 (α1)∑k
j=1 ξs,t1 (αj)
ξs,t2 (α1)∑k
j=1 ξs,t2 (αj)
· · · ξs,tN (α1)∑k
j=1 ξs,tN (αj)
ξs,t1 (α2)∑k
j=1 ξs,t1 (αj)
ξs,t2 (α2)∑k
j=1 ξs,t2 (αj)
· · · ξs,tN (α2)∑k
j=1 ξs,tN (αj)
...
...
. . .
...
ξs,t1 (αk)∑k
j=1 ξs,t1 (αj)
ξs,t2 (αk)∑k
j=1 ξs,t2 (αj)
· · · ξs,tN (αk)∑k
j=1 ξs,tN (αj)

=

ξ∗s,t1,1 ξ
∗
s,t2,1
· · · ξ∗s,tN ,1
ξ∗s,t1,2 ξ
∗
s,t2,2
· · · ξ∗s,tN ,2
...
...
. . .
...
ξ∗s,t1,K ξ
∗
s,t2,K
· · · ξ∗s,tN ,K

where each (k, n) entry now represents the probability of an s-agent who has
ended any activity at time-step tN beginning new activity αk. Finally, we
take the cumulative sum of each column to attain a cumulative probability
matrix:
Cs =

ξ∗s,t1,1 ξ
∗
s,t2,1
· · · ξ∗s,tN ,1∑2
k=1 ξ
∗
s,t1,k
∑2
k=1 ξ
∗
s,t2,k
· · · ∑2k=1 ξ∗s,tN ,k
...
...
. . .
...∑K−1
k=1 ξ
∗
s,t1,k
∑K−1
k=1 ξ
∗
s,t2,k
· · · ∑K−1k=1 ξ∗s,tN ,k
1 1 · · · 1

Now that we have a well-defined probabilistic description of when an
agent will perform an activity, we can begin to construct the plan by selecting
activities from Cs.
For a given s-agent, we generate a 1×N vector U of values drawn from
the uniform distribution on (0, 1). Then, conditionally checking the nth
value of U , un against the n
th column of Cs, we select one activity for each
tn. Form B, a K ×N matrix with each bk,n entry defined by
b1,n =
{
1 un < c1,n
0 un ≥ c1,n
k = 1, 1 ≤ n ≤ N
bk,n =
{
1 ck−1,n ≤ un < ck,n
0 un ≥ ck,n
2 ≤ k ≤ K, 1 ≤ n ≤ N
For each column, we only have one non-zero value, so B is a Boolean
matrix representing an activity at each time-step tn. These pre-selections
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can be thought of as potential activities at that time, dependent on the
duration of previous activities.
To actualise these activities, we inject the duration weights into B by
defining B′:
b′k,n =
{
ds,αk when bk,n = 1
0 when bk,n = 0
1 ≤ k ≤ K, 1 ≤ n ≤ N
We now cycle through each time-step to determine its affect on the next.
Algorithm 1 illustrates this process whereby the duration weight ds,αk blocks
out subsequent time-steps until the full duration of αk has been performed.
Note that we define
b·,n
to be the nth column of B.
Algorithm 1: Activity selection for an s-agent
1 Form B, B′ for s-agent
2 Set block_flag=0
3 for n ∈ {1, 2, ..., N} do
4 if block flag > 0 then
5 b·,n = b·,n−1
6 block flag=block flag −1
7 else
8 block flag=
∑K
k=1 b
′
k,n − 1
9 return B
At the end of this process, the resultant Boolean matrix B will contain
a feasible plan which describes what the s-agent will be doing at each time-
step, in line with the format of the initial distributions (see Figure 4).
3.2.2 Sequencing the Daily Plan
It remains to translate the tn at which the agent changes activity into mean-
ingful time and provide an ordered list of start times for each activity in the
plan. We define a recursive function on the columns of B
f(b·,n) = b·,n − b·,n−1 2 ≤ n ≤ N
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Figure 4: An example output from Algorithm 1 with K = 5 and N = 12.
B =

1 1 1 0 0 0 0 0 0 0 1 1
0 0 0 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0

with f(b·,1) = b·,1.
We then set
F = f(B) = f([b·,1, b·,2, . . . , b·,N ]) = [f(b·,1), f(b·,2), . . . , f(b·,N )]
which will have entries from {−1, 0, 1}. The only elements of F that will be
greater than 0 i.e. unaffected are those where the agent has changed plan
from tn−1 to tn. Therefore we can form F ′ such that each entry is defined
f ′k,n =
{
1 fk,n > 0
0 fk,n ≤ 0
1 ≤ k ≤ K, 1 ≤ n ≤ N
Then, the sum of the nth column in F ′ defines a Boolean true or false
as to whether an activity begins at time-step tn, and the row k containing
the non-zero entry in column n determines the activity αk that begins then.
This process is illustrated in Algorithm 2.
Line 11 gives the activity a start time at a random point within the length
of the time-step tn. This is important because it ensures an even distribution
of start times for activities over the population; if the times were fixed to
each tn, then we would have unnatural ‘waves’ of trips occurring periodically.
Note that runif(-1,1) on this line denotes a uniformly distributed random
variable in the interval (−1, 1). Another purpose served in Algorithm 2 is
the allocation of an additional activity α1 at the start and end of the plan.
This is a requirement of MATSim’s re-planning features, and it ensures that
agents always return to their home the end of the time period.
3.3 Assigning Locations to Activities
Once an s-agent’s time-ordered list of activities is determined, locations
must be assigned to each activity. Activity locations are chosen based on a
number of factors, including the distance required to travel, and the relative
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Algorithm 2: Algorithm for selecting times that activities begin
1 Form F ′ for s-agent
2 create empty list plan
3 activity = α1
4 time = 0
5 add (time, activity) to plan
6 for n ∈ {1, 2, ..., N} do
7 if
∑K
k=1 f
′
k,n = 1 then
8 for k ∈ {1, 2, ...,K} do
9 if k = 1 then
10 activity = αk
11 time = tn + runif(-1,1)
T
2n
12 add (time, activity) to plan
13 activity = α1
14 time = T
15 add (time, activity) to plan
16 return plan
popularity of the location. In this section we will often introduce probabili-
ties that are (inversely) proportionate to distances. In the algorithm, these
probabilities are properly formed by normalising the inverse distances over
the sum of all inverse distances (in much the same way that we normalised
Ξs in Section 3.2.1). To notate this at each step would be cumbersome and
distracting (see the end of Section 3.3.1 for evidence of this), so we maintain
the proportionate notation throughout.
3.3.1 Localities
If we first assume that an s-agent is at a certain location `0, then the question
is how to choose the location `∗ of the next activity αk in the list. This could
be done based on inverse distance:
Pr(αk occurs at `) ∝ 1
dist(`0, `)
where dist(`0, `) denotes the Euclidean distance from `0 to ` for some
` ∈Ms,αk .
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However, when there are a large number of location options for an activity,
it becomes costly to calculate the distance for every agent to every potential
destination, and scalability to larger areas or increasing the detail of location
data becomes problematic. Further, a purely distance-based metric tends to
result in trips that cluster around the agent’s home location; for each new
trip, the agent will generally take the closest option to their current location.
This is amplified in built-up areas, where an agent is likely to have more
options close to them. Whilst intuitively this makes sense and agrees with
many of the assessments made by Song et al. (2010), over a population it does
result in movement patterns that are almost too optimal, with agents either
commuting between communities or not at all. It is desirable to encourage
some intra-community trips which disperse traffic away from major arterial
routes, and reflect the possibility (also discussed by Song et al.) that people
within a neighbourhood may have preferences that do not depend entirely
on distance.
Both of the above issues can be addressed if we group locations by some
locality area that they lie within. These localities can be based on the
existing suburban/postal districts in the area, by ABS statistical measures,
or by any other grouping appropriate to the community in question. The
localities {Li} of a region are defined as a family of I sets such that
Li ⊂ L
∀i ∈ I, and ⋃
i∈I
Li = L,
⋂
i∈I
Li = ∅
i.e. {Li} is a partition of L.
In practical terms, we draw a polygon cover of R and denote all locations
under polygon Li as belonging to locality Li (illustrated in Figure 5).
For each Li, we define a centroid location `i as
`i = (
1
|Li|
∑
`∈Li
x`,
1
|Li|
∑
`∈Li
y`)
where |Li| is the number of locations in Li and x` and y` denote the x and
y co-ordinates of ` ∈ W ∪ Li. Now if we take the current locality to be
Li0 3 `0, we can choose a new locality Li with probability proportional to
the inverse distance from centroid `i0 to centroid `i:
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Figure 5: Example of location points (pink) being grouped by locality poly-
gons (green).
Pr(αk occurs in Li) ∝ 1
dist(`i0 , `i)
It is then a simple matter to randomly choose from the selected locality
Li∗ a location
`∗ ∈ L∗i ∩Ms,αk
for αk, the next activity in the plan list. A major benefit of this process
is that the distances between each centroid are fixed and only need to be
calculated once during the entire algorithm runtime. Thus we can drastically
cut down on distance calculation requirements whilst also gaining the ability
probabilistically encourage mildly suboptimal choices.
One problem this presents is that the most likely choices for `∗ should be
located within Li0 , but the distance to them in terms of locality centroids is
dist(`i0 , `i0) = 0
so the probability of selecting from the current locality is undefined. How-
ever, this provides an opportunity to introduce a new parameter to the al-
gorithm. For each subgroup s we define a travel factor gs, which determines
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how likely an s-agent is to leave its current locality. This allows for agents
in some subgroups to be more likely to remain within their neighbourhood,
and alternatively can encourage other subgroups to move around the region
throughout the day. Under pure locality-based selection, gs directly repre-
sents the probability of an s-agent moving to another locality for αk. This
definition for gs implies that
Pr(αk occurs in Li0) = 1− gs (2)
and logically,
gs =
∑
i∈I\{i0}
Pr(αk occurs in Li) ∝
∑
i∈X
1
dist(`i0 , `i)
where X = {i ∈ I \ {i0}|Li ∩Ms,αk 6= ∅} i.e. X only consists of i such that
locality Li contains valid locations at which activity αk can be performed
by an s-agent. So we can write (2) as
Pr(αk occurs in Li0) =
1− gs
gs
∑
i∈I\{i0}
Pr(αk occurs in Li)
and this allows us to define a pseudo ‘distance’
dist0(`i0 , `i0) =
gs
(1− gs)
∑
i∈X
1
dist(`i0 ,`i)
(3)
relative to all other locality distances that contain locations in Ms,αk . Ob-
serve that this definition recovers (2) after normalisation:
Pr(αk occurs in Li0) =
1
dist0(`i0 ,`i0 )
1
dist0(`i0 ,`i0 )
+
∑
i∈X
1
dist(`i0 ,`i)
=
1−gs
gs
∑
i∈X
1
dist(`i0 ,`i)
1−gs
gs
∑
i∈X
1
dist(`i0 ,`i)
+
∑
i∈X
1
dist(`i0 ,`i)
=
1−gs
gs
∑
i∈X
1
dist(`i0 ,`i)
1−gs
gs
∑
i∈X
1
dist(`i0 ,`i)
+
∑
i∈X
1
dist(`i0 ,`i)
=
1−gs
gs
1−gs
gs
+ 1
=
1− gs
1− gs + gs = 1− gs
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Unlike the other locality distances, the pseudo-distance is dependent on
αk and s, so it must be recalculated at every new location assignment step.
This definition for dist0(`i0 , `i0) will be important in Section 3.3.2.
3.3.2 Allocation Considerations
Another complication that is still present with locality-based selection is
that each probability is still roughly proportional to the inverse distance
from the agent’s current location. There is no consideration for the size
of each locality |Li|, so locations in smaller localities are actually favoured
because they are generally competing in a smaller pool (once their locality
has been chosen). This seems counter-intuitive, and we should expect a
heavier traffic flow towards more bigger localities rather than away from
them. Whilst this is mitigated by a larger proportion of agents having their
home in built up areas, it can still cause a significant and unusual build up
of traffic in areas that should not be so busy. This can be exacerbated if
there are a lot of s-agents with a gs that encourages them to travel; imagine
a one pub town that suddenly and inexplicably has an influx of hundreds of
tourists! Whilst this is a plausible scenario, it should not exist by default,
and we would prefer to be able to control this.
We can add this control by introducing an additional weighting to each
locality that reflects its overall size. Not only should we account for the
number of locations in the locality, but also have some measure of their
popularity and expected usage. Each location ` is assigned an allocation
number a`. Conceptually, a` represents the expected number of agents that
will visit ` during the given scenario, but its main purpose here is to weight
the probabilities for each locality. We now give the probability that the next
activity αk occurs in locality Li as:
Pr(αk occurs in Li) ∝ 1
dist(`i0 , `i)
∑
`∈Li∩Ms,αk
a` (4)
Localities with higher overall allocations for the relevant activity are
given a higher weighting. Importantly, the current locality is equally affected
by this metric, with a ‘distance’ being prescribed as in (3) (note that gs is
now not a proper probability, but a factor that determines the pseudo-
distance) so an agent’s decision to stay within their current locality will also
consider the options on offer there. This method of selecting destinations
is a version of the gravity model of transportation (J. E. Anderson, 2011).
It allows the dispersion of agents throughout the day to be more tightly
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controlled, and for hotspots to be set according to the prevailing conditions.
For instance, if on a given day there is an event at one particular beach, then
the allocation for that beach should be raised to encourage those agents with
beach activities to go there.
3.3.3 Home Selection
We have discussed how agents will select a new location based on their
current location, but have not yet established where they are initialised.
For most agents, the location they begin at will heavily influence all further
trip locations. Each plan has been explicitly constructed to ensure that an
agent begins and ends their day with the same α1 activity, so unlike with
other activities, we guarantee that an s-agent’s home location remains the
same every time it is assigned (note that as defined in Section 3.1.2, home and
α1 are synonymous). As it will always be the first activity in an s-agent’s
ordered daily plan, α1 is also the only activity that needs to be assigned
without the context of a prior `0 location. Instead, we randomly choose Li
from the set of eligible localities
{Li|Li ∩Ms,α1 6= ∅}.
and then consequently we can choose ` ∈ Li ∩Ms,α1 as the location for α1.
The allocation numbers a` for ` ∈ Ms,α1 play a special role in the home
selection process. In this case, the conceptual understanding of a` as the
expected number of people attending the location during the scenario does
impose a hard cap on the number of agents that can reside at `. Whenever
an agent (from any subgroup) is assigned ` as their home location we deduct
1 from a`, globally affecting the likelihood of that location being assigned to
another agent. If a` = 0, then ` is removed from L. This ensures that the
population is initially distributed in a manner that matches the region. It
is therefore especially important that all specified home locations⋃
s∈S
Ms,α1
and the associated allocation numbers reflect the true distribution and den-
sity of people in each area of interest, because this will dictate where traffic
is heaviest for all other activities. Algorithm 3 describes the location section
of the algorithm. The function choose randomly samples from the specified
set.
35
Algorithm 3: Choosing activity locations for all agents
1 Form plan for each agent∈ {1, 2, ..., P} via Algorithm 2
2 for s ∈ S do
3 for agent ∈ {1, 2, ..., Ps} do
4 home locality =choose {Li|Li ∩Ms,α1 6= ∅}
5 home location =choose {` ∈ home locality ∩Ms,α1 |a` > 0}
6 a` = a` − 1
7 if a` == 0 then
8 L = L \ {`}
9 `0 = home location
10 for activity ∈ planagent \ {α1} do
11 locality =choose Li ∈ R with weighted prob. from (4)
12 activity location =choose ` ∈ Li ∩Ms,activity
3.4 Adding Bushfire Behaviours
The above algorithm creates a population.xml that is ready for MATSim
to use on a regular day, but it will not contain any of the information re-
quired to describe how the agents will act in a bushfire. We now describe a
behaviour model that allows an agent to disrupt these usual daily plans by
taking the exceptional circumstances into account. This model is designed
to be implemented in the BDI-ABM integration framework described in
(Singh et al., 2016), where agents running in the BDI engine Jill serve as
cognitive counterparts to the active ABM agents in MATSim (see Figure 6).
The behaviour model thus follows Jill’s architecture, where goal-plan hi-
erarchies filter abstract belief states down to actions for the ABM agent
execute. The design of the hierarchies is based around the same broad
input subgroups that govern the population generation algorithm, and ac-
cordingly we initialise behaviours as appended attributes in the generated
MATSim population.xml. These BDI attributes– together with the asso-
ciated characteristics that emerge from the population generation inputs–
form a behaviour profile that describes how an agent is going to act in a
given bushfire scenario.6
6As we move into discussing the bushfire behaviour model, our language will shift
towards a more descriptive tone. From here on, the focus is less on formally defining
concepts, and more on explaining the methods and rationale behind our attempt to capture
human behaviour in the model.
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BDI System ABM System
actions
percepts
status
A1
A2
A3
A1
A2
A3
Figure 6: A diagram representing the BDI-ABM integration (Singh et al.,
2016).
3.4.1 Threshold Model
Since the 2009 Black Saturday bushfires in Victoria, most Australian re-
search regarding bushfire behaviour has concerned if and when people will
evacuate in the face of the threat. This decision process is central to the be-
havioural model. We need to accommodate the temporal aspect of incoming
information in an unfolding situation, where multiple warning sources can
have a cumulative effect on a person’s actions. The scheme should also en-
sure that there is variation in behaviour even within subgroups; some people
will intrinsically be more inclined to leave early, whereas others might never
evacuate even in the face of severe danger.
For this reason, we employ a threshold-based model, where each agent
has an intrinsic tolerance value which determines how risk averse they are,
and therefore how likely they are to respond to the new information about
the bushfire threat. Incoming information, or percepts, are broken up into
two categories. Environmental alerts pertain to information gleaned di-
rectly from the surroundings. They will include embers, smoke, flames, the
movement of neighbouring agents, and the actions of emergency services
in the vicinity. Transmitted alerts include those that are issued by the
emergency authorities before and during a bushfire emergency and other
messages received via the media or other communications networks. Let E
and T denote the sets of all alerts e and τ for each category. Both sets are
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totally ordered
e1 ≤ e2 ≤ ... ≤ eq ≤ ... ≤ eQ,
τ1 ≤ τ2 ≤ ... ≤ τm ≤ ... ≤ τM
i.e. we denote the severity or value of each percept relative to the oth-
ers in its category. Whenever an agent receives a percept, it will update
its ‘barometer’ for the corresponding alert type. The two categories dif-
fer here in that the Environmental barometer only updates monotonically
when the new alert is of greater severity than the previous alert, whereas the
Transmitted barometer can also be decreased based on a reduced level of
threat. This reflects the nature of the different alert types; if you see smoke,
it doesn’t reduce the threat of the flames you had seen earlier, but if you
receive a less severe warning from an authority it is likely to decrease the
concern caused by an earlier message. We now have a way of capturing the
different types of threat percepts that might trigger an evacuation, defined
a method of updating the severity level of the threat, and separated the
percepts into groups that broadly maintain a distinction between primary
and secondary information.
We now must combine these two barometers into one value that reflects
a person’s overall threat level. If we consider
E × T = {{0, 0}, {e1, 0}, {0, τ1}, {e1, τ1}, ..., {eQ, τM}}
representing the set of all combinations of alerts that an agent may have
registered as their barometer at some time (with 0 representing no threat
of that type being received). There is naturally a partial ordering on the
ordered pairs for each fixed value of eq or tm (stemming from the ordering in
the other category set). However, there is no defined order of, say, {e1, t3}
and {e2, t2}. We therefore need to define a mapping
r : E × T −→ (0, 1)
which maintains all partial orders and also defines an order between each
undefined element pair. Note that the value set that r maps to is arbitrary,
and serves only to quantify the ordering into a ranking score. We may then
have the case that, say, r({e1, t3}) = r({e2, t2}) i.e. an agent can arrive at a
ranking score through various different combinations of alerts. The ranking r
of the current barometer levels is then compared against an agent’s intrinsic
tolerance score tol, and if r > tol then the agent will change their daily
plan.
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3.4.2 Possible Bushfire Behaviours
We now show how changes of plan are decided upon by an agentusing the
Belief-Desire-Intention model of cognition. We design and implement be-
haviours based on what is understood to occur in a bushfire situation. Fun-
damentally, we have constrained variation of behaviour to three end goals:
• Go home now: The agent will take a route towards their home location.
It is important that every agent has a home location, as specified in
3.1.2.
• Go to dependant now: The agent will take a route towards the loca-
tion of a dependant. Here a dependant may represent a child, elderly
relative, farm animal or some other responsibility that an agent may
have that will require them to detour before going home or before
leaving.
• Leave now: The agent will decide on an evacuation destination and
begin to move there.
These goals are triggered as the result of the reasoning process that
accounts for current location, whether the agent is also planning on going
home, and if there are dependants to attend to. We do this using two
threshold levels for each agent. The first, tol=INIT represents the level at
which an agent decides to stop their daily plan, but has not yet committed
to seeking shelter, and triggers the high-level Initial Response goal. The
second, tol=ACT, defines the level at which an agent will decide to leave, and
will trigger the Act Now goal. Both high-level goal structures are described
as goal-plan tree diagrams in Figure 7 and Figure 8.
Both INIT, ACT ∈ [0, 1], with 0 and 1 indicating that the threshold is
always or never broken respectively. It is clear too that the two decisions
happen in order, so INIT ≤ ACT. The distinction between the two thresholds
is important as it allows a diverse range of responses. An agent may have its
INIT threshold broken, returning to home and then never exceeding its ACT
threshold; this would represent someone who has chosen to stay and defend
their property. Likewise, we can define agents who will never be allowed to
do this by setting INIT = ACT i.e. both thresholds will be triggered at the
same time. Note that if the agent has a dependant, then they are guaranteed
to execute the Go to dependant goal even in the case that INIT = ACT; this
is illustrated in the goal-plan tree.
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Initial
Response
1. If dependant is
nearby then visit them
else
Go home with some
probability then
visit dependant
2. Go home with
some probability
If ACT threshold met
continue daily plan
else
Go home
Go Home
Go To
Dependant
dep=T dep=F
Figure 7: Initial Response goal-plan tree (goals are in green, plans are in
yellow).
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Act Now
1. Go home with
some probability
2. Leave now
Leave now
Leave NowGo Home
dep=F dep=T
Figure 8: Final Response goal-plan tree (goals are in green, plans are in
yellow).
3.4.3 Assigning Attributes
Despite the simplicity of the BDI structure above, it can result in a range
of outcomes for an agent depending on their threshold levels, whether they
have a dependant, and on the probability that dictates whether the agent
should go home. This is further diversified when you consider the number
of destination options implicit in the Leave now goal. To tie this model to
the population generation algorithm, we choose an allocation of these pos-
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sibilities that matches the expected behaviour of the predefined subgroups
in a bushfire.
For a subgroup s, we define the following parameters:
• prob of dependants: a probability determining how likely an s-agent
is to have a dependant.
• stays: a Boolean variable determining whether an s-agent will be per-
mitted to stay and defend i.e. whether the strict inequality INIT<ACT
is possible.
• prob of go homes: a probability determining how likely an s-agent is
to return home before leaving.
• [threshold mins,threshold maxs]: an interval within the chosen rank-
ing range which determines where INIT and ACT should lie within.
We can then attribute to each agent their INIT and ACT thresholds,
determine if they have a dependant and indicate whether they will decide
to Go home now.
Lastly, we must assign dependant, invacuation and evacuation locations.
The dependant location can either be chosen within some radius of home, or
if there are particular areas likely to have dependants (e.g. schools, retire-
ment homes), these can be specified as dependant locations and selected in
the same manner as in Section 3.3. The invacuation and evacuation points
will determine preferred destinations to evacuate to once ACT has been trig-
gered. An agent will first attempt to reach its preferred evacuation location,
but if that is not possible, it will seek refuge within its current locality (with
the invacuation point as preference if possible). Clearly there are many po-
tential situations that might prevent the agent accessing either location, but
having these defined preferences allows behaviours to be further shaped on
the subgroup level. To determine the known invacuation and evacuation
points, we also use a similar method as in Section 3.3. We want invacuation
points to be close to the agent’s home, so we enforce a strict preference for
invacuation locations within the locality of the agent’s home. Conversely,
evacuation points should be far from the home, so we use probabilities pro-
portional to distance rather than inverse distance. In this case, a person
is more interested in getting out of the area than evacuating to a specific
location, so entire localities are weighted by their total capacity, and the
destination point is the central node of the locality.
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Figure 9 provides an example of these attributes within a MATSim
population.xml file. We conclude this section by highlighting how the cho-
sen subgroups S have fundamentally shaped both the population generation
and the assignment of BDI attributes. Indeed, a particular agent belonging
to a subgroup s will have a listable set of potential behaviours that com-
pletely capture how it might act during a given bushfire scenario. Within
these behaviours there is enough variation to ensure that over a population
of interacting agents the simulation will not be deterministic, and instead
will approximate the complex and unpredictable nature of a real bushfire.
<person id= "0" >
<attributes >
<attribute name="BDIAgentType" class="java.lang
.String" >io.github.agentsoz.ees.agents.
bushfire.Resident </attribute >
<attribute name="HasxsAtLocation" class="java.
lang.String" >
766722.480977607 ,5754455.48885175 </attribute
>
<attribute name="InitialResponseThreshold"
class="java.lang.Double" >0.1</attribute >
<attribute name="FinalResponseThreshold"
class="java.lang.Double" >0.1</attribute >
<attribute name="
WillGoHomeAfterVisitingDependants" class="
java.lang.Boolean" >true</attribute >
<attribute name="WillGoHomeBeforeLeaving" class
="java.lang.Boolean" >false </attribute >
<attribute name="EvacLocationPreference" class=
"java.lang.String">
,791118.102569293 ,5753461.09876635 </
attribute >
<attribute name="InvacLocationPreference" class
="java.lang.String">
,766728.618195617 ,5754449.11666823 </
attribute >
</attributes >
...
</person >
Figure 9: An agent plan with attributes appended.
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4 Applications
We will now apply the population generation model to the Surf Coast Shire
region, an area that has been affected by a number of severe fire incidents
(Black Saturday, Ash Wednesday) and contains a community that is regu-
larly exposed to the bushfire threat. We construct a population for a typ-
ical summer weekday in the region, analysing the algorithm’s performance
and examining the resultant simulation runs to verify that the outputted
agent plans adequately reflect the input data. The specific inputs for the
scenario have been co-developed with domain experts from the Surf Coast
Shire Council (SCSC) and the Department of Environment, Land, Water
and Planning (DELWP).
4.1 Algorithm Inputs in Surf Coast Shire
In this section we describe the inputs that the population generation al-
gorithm takes and justify them within the context of the Surf Coast shire
region. The chosen inputs are designed to easily translate across a large
number of potential scenarios, and for this reason the number of parameters
is kept to a minimum while at the same time giving sufficient flexibility in
the kinds of populations that can be generated. Another motivation for this
is to provide a user-friendly input process using data and expert opinion
most likely to be available to emergency personnel.
4.1.1 Subgroups in Surf Coast Shire
The fire season in Victoria falls between November-April and coincides with
the busiest tourism period on the Surf Coast, and this also brings a large
transient and seasonal population of workers, semi-permanent residents and
holiday home owners. Small townships along the Great Ocean Road can
have up to 6-7 times the resident population, with permanent residents far
outnumbered by tourists and other short-term visitors. This gives a basis
upon which to split the population into subgroups, with visitors not only
having very different reasons and priorities in forming their daily plans, but
also a reduced knowledge of the area and routes between locations.
The five identified subgroups for the region are:
• Resident (R): those who live in the region, have local knowledge of
roads and places of congregation. They are connected to the commu-
nity, are likely to have a concern for others, pets, and property, and
are most likely to defend property.
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• ResidentPartTime (RP ): those who own property in the region, but
may only live there for several months of the year. Are somewhat
familiar with the area, but do not have a large community network.
They are less likely to be prepared for a bushfire threat and less likely
to defend property.
• VisitorRegular (V R): those who have visited the region on several
occasions and may have a holiday home there. Will know the area
somewhat, but are unlikely to have pets or relatives. Very unlikely to
stay and defend property.
• VisitorOvernight(V O): those who are unfamiliar with the area and
living in short term accommodation. They will not defend property
but are likely to gather belongings and then follow instructions or leave
the region.
• VisitorDaytime (V D): those who are mostly unfamiliar with local
roads and places of congregation. They will either ignore a fire alert
or leave region.
Thus we set
S = {R,RP, V R, V O, V D}
and require as a first input the number of required agents for each s ∈ S:
PR = 10000
PRP = 5000
PV R = 5000
PV O = 15000
PV D = 15000
giving a total population of P = 50000 in the region.
4.1.2 Activities in Surf Coast Shire
We now consider the most likely or significant types of activities that occur
during summer in the region, taking into account both where people might
congregate and which trips are important in shaping a person’s daily plan.
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Whilst the actual nature and location of trips made by individuals of dif-
ferent subgroups may differ significantly, it is useful to maintain a broad
description of activities here and add granularity via the location maps for
each subgroup as this makes the activity distributions easier to construct
and understand.
The five activities that broadly capture the types of trips that an agent
(of any subgroup) will make are:
• α1 = home: as required by the algorithm; home locations will range
from: residential addresses for Resident, ResidentPartTime and a
percentage of VisitorRegular; to hotels, caravan parks and other
short-term accommodation options for VisitorOvernight and the re-
maining VisitorRegular; to specific ‘source’ locations outside of the
region for VisitorDaytime. Duration is set to 2 hours for all sub-
groups. Note that duration here
• α2 = work: the work activity will only apply to Resident and
ResidentPartTime, and will occur at specified place-of-business loca-
tions. Duration is set to 4 hours for all subgroups, which allows for
people having breaks and/or working multiple jobs. This activity re-
quires the most consideration when it is being distributed throughout
the day, with peak work hours occurring during a typical 9am-5pm
window.
• α3 = shop: similarly, these will be designated in places specified as
shopping districts. The focus will be on larger shop areas, where people
may tend to gather at times in the day. These locations are also more
relevant from an emergency perspective as many of these shopping
centres will be places of congregation for invacuation. Duration is set
to 2 hours for all subgroups.
• α4 = beach: this is a major activity during summer and will be par-
ticularly popular with all of the visitor subgroups. Here the peak
times in the distribution should be quite clear based on the forecast
and could potentially consider tidal information on a per-day basis.
Resident agents may have patterns for the beach activity that avoid
peak tourist times. Duration is set to 2 hours for all subgroups.
• α5 = other: will serve as a catch-all for other less significant activities
that occur during the day. It will allow for more diversity in plans
between subgroups, and also ensure that there are not too many agents
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evacuating from the same spots in an emergency. Should usually be
maintained as a minor but constant presence at all time steps to allow
for this diversity. Duration is set to 2 hours for all subgroups.
We therefore define the set of activities
A = {α1, α2, α3, α4, α5}.
A is mapped per subgroup to the set of locations L, which are provided as
a ESRI shapefile (.shp) by SCSC. Also included in this file are the locality
and allocation number for each location. Apart from the distinction in
home locations described above, some other interesting differences between
subgroup activity mappings include only mapping more popular beaches to
the visitor groups, assigning schools to other for the Resident subgroup
and assigning landmarks and national parks to other for VisitorDaytime
and VisitorOvernight.
4.1.3 Distributions in Surf Coast Shire
We now take the set of activities A and formulate distributions for each
subgroup. In keeping with our choices for durations, the time-step size is
set to 2 hour blocks, meaning that there are 12 ‘bins’ that need to be es-
tablished for each subgroup. Note that the durations listed for each activity
do not necessarily reflect their typical duration, but indicate the approxi-
mate time interval at which an agent will re-evaluate its activity. It is quite
possible that a Resident agent could spend the entire day performing the
home activity if during activity selection home is chosen for every time-step.
Figures 10 and 11 show some examples of activity distributions on a typical
summer day for Resident and VisitorDaytime:
Figure 10 shows that for a Resident, the major working time is be-
tween 8 a.m. and 6 p.m. in keeping with a regular weekday. In both cases,
shopping activity increases in the afternoon and continues until dinnertime,
when people (particularly visitors) are likely to be at restaurants and bars.
Note that these distributions have not been formally validated by SCSC, and
rather represent a first attempt to capture the dynamics of typical weekday
activities in the region. These serve for demonstration purposes, but activ-
ity distributions will ultimately be derived from actual daily trip data.
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Figure 10: Activity distribution for Resident subgroup on a typical summer
day.
4.1.4 Locations in Surf Coast Shire
Locations are supplied by SCSC and exist in a number of different forms.
At the most basic level, a small number of source nodes throughout the
region serve to distribute the population, with a limited set of polygons
describing areas of work, beaches etc. This approach is crude but useful
for quickly describing patterns of movement. However, to create accurate
day plans that vary across the population (and thus give realistic traffic
movement) a greater level of detail is required. Per-address data allows a
population to be precisely mapped at an appropriate density to residential
areas and tourist spots. It also allows the possibility of specific, niche trips
(e.g. to a golf club, national park or fishing pier) that further diversify the
population’s movements or capture known patterns that may be of concern
in an emergency. Figure 12 illustrates why realistic address data can have
a significant impact on resultant traffic flow.
The trade-off is that the increased detail increases algorithm runtime.
The locality-based approach (see Section 3.3.1 mitigates this somewhat, and
also allows us to frame our subgroups in terms of how likely they are to
move through the region. The final input we need to form agent plans is a
travel factor measure for each subgroup. We would expect that visitors are
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Figure 11: Distribution table for VisitorDaytime subgroup on a typical
summer day.
more likely to move between localities than residents, and so we assign the
following provisional probabilities:
gR = 0.2
gRP = 0.3
gV R = 0.4
gV O = 0.6
gV D = 0.8
4.2 Results of the Algorithm
We now run the algorithm with the above inputs using the programming
language R to generate a viable MATSim population.xml file. For testing
we used a 2013 Macbook Air with 2 cores and 8GB of RAM. With 50, 000
agents, the process takes 25.14 minutes, but this duration is largely due to
the fine granularity of the full locations .shp file (∼ 75, 000 address points).
If we reduce that down to ∼ 40, 000 addresses, which is still very fine-grain,
we get a runtime of 9.30 minutes. It is therefore important to balance a re-
49
Figure 12: Per-address location data on the Surf Coast Shire. The location
points (pink) cluster around larger coastal communities, with hardly any
addresses in the national park area (green).
alistic representation of locations in the region with restricting the location
options down to match the number required by the given population (note
that many visitor agents will be mapped to the same home nodes; in fact we
may have 10,000-15,000 all originating from the same out-of-region source
node, so we generally require less nodes than agents). We proceed with the
full locations data as the most general case.
4.2.1 Plan Times
To verify that the generated plans reflect the required population dynam-
ics, we compare the input distributions, which detail the expected number
of agents performing each activity during each time bin, to the generated
number of agents completing those activities in the population.xml file.
In Table 2 and Table 3, we see for the two resident subgroups that the
cumulative effect of work having a longer duration than other activities
results in a ∼ 5% discrepancy towards the end of the peak working period.
In the other subgroups (Table 4-6) where work is not a valid activity, we see
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Table 2: Percentage variation from input distribution at each time step for
Resident subgroups.
Resident
Activity 12am 2am 4am 6am 8am 10am
-2am -4am -6am -8am -10am -12pm
home 0.03 0.16 0.13 0.36 0.19 0.09
work -0.41 -0.41 0.05 -0.25 -0.12 0.04
beach 0 0 0 0 -0.08 -0.18
shops 0 0 0 -0.3 -0.13 -0.15
other 0.38 0.25 -0.18 0.19 0.14 0.2
Activity 12pm 2pm 4pm 6pm 8pm 10pm
-2pm -4pm -6pm -8pm -10pm -12am
home -0.2 -0.03 0.35 -3.83 -0.57 -0.09
work -0.39 -0.49 -0.2 5.04 0.19 0.19
beach 0.08 0.79 -0.2 0 0 0
shops 0.52 -0.26 0.12 -1.07 -0.01 0
other -0.01 -0.01 -0.07 -0.14 0.39 -0.1
Table 3: Percentage variation from input distribution at each time step for
the ResidentPartTime subgroup.
ResidentPartTime
Activity 12am 2am 4am 6am 8am 10am
-2am -4am -6am -8am -10am -12pm
home -0.12 0 0.04 0.1 0.48 -0.5
work 0 0 -0.16 -0.08 -0.02 -0.2
beach 0 0 0 0.18 0.24 -0.24
shops 0 0 0 0.04 -0.3 -0.02
other 0.12 0 0.12 -0.24 -0.4 0.96
Activity 12pm 2pm 4pm 6pm 8pm 10pm
-2pm -4pm -6pm -8pm -10pm -12am
home -0.2 -0.34 -2.06 -0.64 0.42 -0.92
work 0.24 0.3 4.96 0.02 0.02 0
beach -1.2 0.06 0.28 0 0 0
shops 1.18 0.58 -1.42 0.56 -0.24 0.9
other -0.02 -0.6 -1.76 0.06 -0.2 0.02
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that at all time-steps the generated plans match the input distributions to
a maximum error of ∼ 1%. The difference in outcome for the two activity
distributions for Resident and VisitorDaytime, first introduced in Figures
10 and 11, is emphasised visually in Figure 13.
Table 4: Percentage variation from input distribution at each time step for
VisitorRegular subgroup.
VisitorRegular
Activity 12am 2am 4am 6am 8am 10am
-2am -4am -6am -8am -10am -12pm
home 0.22 0.16 0.26 -0.5 -0.76 -1.2
beach 0 0 0 0.38 0.26 0.46
shops 0 0 0 0 -0.16 0.1
other -0.22 -0.16 -0.26 0.12 0.66 0.64
Activity 12pm 2pm 4pm 6pm 8pm 10pm
-2pm -4pm -6pm -8pm -10pm -12am
home -0.34 0.24 0.2 0.3 -0.5 0.74
beach 0.94 0.48 0.08 0.02 -0.32 0
shops -0.6 -0.52 0.12 -0.2 0.6 -0.38
other 0 -0.2 -0.4 -0.12 0.22 -0.36
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Table 5: Percentage variation from input distribution at each time step for
the VisitorOvernight subgroup.
VisitorOvernight
Activity 12am 2am 4am 6am 8am 10am
-2am -4am -6am -8am -10am -12pm
home 0.11 -0.04 -0.41 0.09 0.23 0
beach 0 0 0.37 0.11 0.13 -0.21
shops -0.11 0.04 0 -0.34 -0.48 -0.01
other 0 0 0.03 0.14 0.12 0.21
Activity 12pm 2pm 4pm 6pm 8pm 10pm
-2pm -4pm -6pm -8pm -10pm -12am
home 0 0.03 -0.03 0.03 -0.13 0
beach -0.21 0.23 -0.25 0.31 0.05 0
shops 0.15 0 0.09 -0.09 0.19 0
other 0.07 -0.26 0.19 -0.25 -0.11 0
Table 6: Percentage variation from input distribution at each time step for
the VisitorDaytime subgroup.
VisitorDaytime
Activity 12am 2am 4am 6am 8am 10am
-2am -4am -6am -8am -10am -12pm
home 0 0 -0.05 -0.19 0.38 -0.04
beach 0 0 -0.03 0.22 -0.11 0.53
shops 0 0 0 0.32 -0.36 -0.27
other 0 0 0.08 -0.35 0.09 -0.21
Activity 12pm 2pm 4pm 6pm 8pm 10pm
-2pm -4pm -6pm -8pm -10pm -12am
home 0.07 0.25 -0.63 0.03 -0.23 0
beach -0.32 -0.26 -0.35 0.09 -0.08 0
shops 0.19 0.43 0.54 0.12 0.23 0
other 0.07 -0.41 0.45 -0.25 0.07 0
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Figure 13: Percentage error in both the Resident and VisitorDaytime
subgroup. The former has a very obvious error outlier. The latter has a
maximum error < 1%, with the error spread evenly throughout the ‘busy’
part of the day.
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4.2.2 Plan Locations
We must also analyse a) how successfully the algorithm distributes activ-
ities, and b) if the trips between activities are realistic enough to provide
an appropriate traffic background. To do this, we run the plan in MAT-
Sim and observe the output events data. Figures 14-18 provide a snapshot
run-through of how the morning plays out in this scenario for a particu-
lar community in the region (Torquay). In these maps, location nodes are
coloured if they are being used by an agent for an activity. The colour
mapping is
home −→ blue
work −→ green
beach −→ yellow
shops −→ orange
other −→ white
To verify that the background traffic is working as planned, we view
snapshots of traffic flow in Figures 19 and 20. The colour mapping here
is the same as previously, but now the triangles represent moving vehicles
on the road that are travelling to a location to complete the activity corre-
sponding to their colour.
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Figure 14: Agent activity locations at midnight. The vast majority of the
population are at home (blue), which is not surprising just after initialisation
(recall that every agent begins at home). We can see one or two agents
have already started performing other activities (white) and one worker
has already begun their shift (green). We can note that the algorithm has
successfully allocated a concentration of people to individual address points
in residential areas, with CBD areas less populated during off-peak times.
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Figure 15: Activity locations at 3am. More other activities have begun,
and a few more agents are now at work. We also see the introduction of
a few early morning shops activities (orange). In this visualisation, glow-
ing or bright points indicate that activity is starting at that location, with
continuing activities maintaining their colour until they are terminated.
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Figure 16: Activity locations at 6am. There are a few more people at
work, but the most significant change is that dawn has brought out a few
beachgoers (yellow). Notice how both work and beach activities are con-
centrated within one or two areas. The input location data used here tends
to focus on a few busy or popular areas as centres for particular locations.
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Figure 17: At 9am the activity locations have reached a point where all 5
activities are well represented in the snapshot. We note that there is now a
significant number of agents performing work, coinciding with the beginning
of the peak work times for a typical summer weekday. Beach activitiy is also
peaking here, with many activities occurring along the coastal strip.
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Figure 18: By midday we have less people beginning work, but there is
still a steady set of working agents. Trips to shops have increased signifi-
cantly, and are almost the most popular activity around lunch time. Many
of those people who began work during the first peak work starting time
would now be finished, and may have decided to go to the shops after work.
The percentage of people at home has now very noticeably dropped from
earlier in the morning, indicating that many agents are out and travelling
to/undertaking other activities.
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Figure 19: Here we have an overview of the entire region at 9am. We can see
that a significant flow of traffic has already begun to come in from the East
(from Melbourne), with smaller contributions also coming from the west. As
we would expect, the most congested road in the region is along the coast
(the Great Ocean Rd). Most of the work traffic seems to be focussed in the
area we observed already in Torquay.
61
Figure 20: Zooming in on commuters between Anglesea and Torquay, we can
see in greater detail how congested the coastal routes can get. Congestion
within Anglesea seems comparatively light, and it seems the majority of
travel is through Anglesea rather than to or from it.
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4.3 Adding BDI Attributes
We now append the attributes that will determine how each agent will act
once their plans change due to a bushfire threat in the SCS region. This
involves first establishing sets E and T of Environmental and Transmitted
alerts, defining a ranking r on E × T , and determining the parameters for
each subgroup that will assign attributes.
4.3.1 Alerts in the Surf Coast Shire
There are any number of events that might trigger a person to evacuate
during a bushfire, but here we focus only on two environmental cues, smoke
and fire, and three core message types that may be issued by emergency
services: ‘Advice’, ‘Watch and Act’, and ‘Evacuate Now’. These warnings
can be ordered in terms of severity, and we assign both types of alert values
in [0, 1] as follows:
Table 7: Barometer scores for each alert.
Environmental Transmitted Value
- Advice 0.1
- Watch and Act 0.2
Smoke Evacuate Now 0.3
Fire - 0.4
We then define the total barometer score to be
r(e, τ) = e+ τ
e.g. an agent who has both seen smoke and received a ‘Watch and Act’
message will have a total barometer score of 0.5.
There are a number of assumptions that we make with these messages.
Firstly, it is assumed that all messages are able to be sent to specific areas
of the region. We then also assume that any agent who is in that area when
the message is sent will see the message. The same holds for environmental
alerts. We assume that people only see and respond to the visual cues when
they are within a 5km of the fire front (for smoke) or 1km (for fire). Smoke
is particularly hard to quantify in this sense, because in a bushfire it is very
likely that people will be able to see smoke from further than 5km away.
But seeing smoke from afar is also not as likely to invoke a response. We
may conceptualise the smoke alert here as the point when smoke begins
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to interfere with people’s line of sight. Indeed, it may be useful in future
work to have an additional, lesser, smoke alert which represents this smoke
awareness.
4.3.2 Attribute Parameters
The only other inputs that the BDI model requires are the per-subgroup
parameters which determine their attributes. These are:
• prob of dependants: the probability that an s − agent has a depen-
dant.
• stays: true if the strict inequality INIT<ACT is possible i.e. deter-
mines whether an s-agent can stay and defend.
• prob of go homes: the probability that an s-agent will return home
before leaving.
• [threshold mins,threshold maxs]: the interval from which the two
threshold score INIT and ACT are drawn from.
The values that we use for these variables here are given in Table 8.
Table 8: Attribute parameters for each subgroup.
Subgroup prob of -
dependant
prob of -
go home
stay
Resident 0.3 0.5 1
ResidentPartTime 0.05 0.4 1
VisitorRegular 0 0.4 1
VisitorOvernight 0 0.8 0
VisitorDaytime 0 0 0
Subgroup threshold -
min
threshold -
max
Resident 0.1 0.8
ResidentPartTime 0.1 0.6
VisitorRegular 0.1 0.4
VisitorOvernight 0.2 0.4
VisitorDaytime 0.3 0.7
With these inputs, we can now add the BDI attributes. Using a separate
R script, we assign Boolean values to each agents’ plan that reflect whether
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Figure 21: An agent plan with attributes appended.
<person id= "11154" >
<attributes >
<attribute name="BDIAgentType" class="java.lang.
String" >io.github.agentsoz.ees.agents.
bushfire.ResidentPartTime </attribute >
<attribute name="HasDependantsAtLocation" class="
java.lang.String" ></attribute >
<attribute name="InitialResponseThreshold" class=
"java.lang.Double" >0.5</attribute >
<attribute name="FinalResponseThreshold" class=
"java.lang.Double" >0.6</attribute >
<attribute name="
WillGoHomeAfterVisitingDependants" class="java
.lang.Boolean" >false </attribute >
<attribute name="WillGoHomeBeforeLeaving" class="
java.lang.Boolean" >false</attribute >
<attribute name="EvacLocationPreference" class="
java.lang.String">Lorne
34 ,759271.09371883 ,5729851.2967029 </attribute >
<attribute name="InvacLocationPreference" class="
java.lang.String">
,794020.893984802 ,5771845.08224784 </attribute >
</attributes >
<plan selected="yes">
<activity type="home" x="794363.976349215" y="
5771367.18274888" end_time="08:04:00" />
<leg mode="car" />
<activity type="shops" x="790524.047786298" y="
5752219.83828972" end_time="10:44:00" />
<leg mode="car" />
<activity type="other" x="789816.421674447" y="
5753213.33592403" end_time="12:49:00" />
<leg mode="car" />
<activity type="work" x="789778.144754022" y="
5752608.5932469" end_time="16:01:00" />
<leg mode="car" />
<activity type="shops" x="771117.511429056" y="
5738680.57730346" end_time="19:06:00" />
<leg mode="car" />
<activity type="home" x="794363.976349215" y="
5771367.18274888" />
</plan>
</person >
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it has a dependant and whether it will go home (note that this decision
depends on whether the agent has a dependant). We also determine a INIT
and ACT tolerance and choose a location for the dependant (if applicable), as
well as evacuation and invacuation preference locations. These last two are
determined by a separate Refuges.shp file provided by SCSC. The resulting
attributes appear at the start of the agent’s MATSim plan, as shown in
Figure 21.
Note that the blank HasdependantsAtLocation field occurs whenever
the agent does not have a dependant. The InitialResponseThreshold
and FinalResponseThreshold fields represent INIT and ACT respectively.
WillGoHomeAfterVisitingDependants and WillGoHomeBeforeLeaving en-
compass two variations of the same behaviour, and at most one of them will
be true– this is determined via the prob of go home parameter.
4.4 SCS Application
To fully demonstrate the usefulness of the algorithm, we apply the plans
with attributes in a bushfire evacuation simulation. Using the EES simu-
lation model, this will show both the importance of having the population
realistically situated and engaged in daily plans, and the ability for BDI
attributes to directly impact an agent’s response to a bushfire threat. In the
following scenario, the response of a community in Anglesea is tested under
two different scenarios. Each scenario has the same generated plan and the
same bushfire threat that ignites at midday and eventually encroaches into
parts of the town. In one test, the agents are left to respond to the fire on
their own (with an eventual ‘Evacuate Now’ warning at 3pm). In the other,
a sequence of messages of increasing severity are delivered to the population,
directing them to act earlier. We will proceed again with a series of snap-
shots. This time, vehicles are coloured on a spectrum based on their speed
in the network, where green represents free-speed and red represents heavy
congestion. The previous activity location node colours are also present in
the background. We proceed via Figures 22-25.
66
Figure 22: At 12pm when the fire ignites, the state is exactly the same in
each scenario. We observe the familiar flow of traffic through Anglesea, and
that there are still many people at home. As was the case in Torquay, midday
sees a high level of shops and beach activity around the coastal strip.
Figure 23: By 2pm, we see the two scenarios have diverged significantly.
On the left, traffic has increased in the middle of Anglesea proper, but the
traffic flow in and out has not changed. The purple activity location nodes
indicate that some have decided to take action, but a lot of people are still
at home oblivious to or unconcerned by the threat. On the right side, we
see that congestion increases as people attempt to evacuate from the danger
zone. Three messages have already been issued, with the severity raised at
1.30pm. There are hardly any people left in their homes, except those that
have returned there to prepare and/or defend.
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Figure 24: By 4pm, we begin to see the fire encroach upon the outskirts
of Anglesea. The smoke front will now have alerted most people that they
need to act even if the messages did not. The community on the left has by
now received an ‘Evacuate Now’ message, and we see that they are roughly
at the level of congestion stage that the other community was two hours
ago. In the scenario on the right, the congestion has eased somewhat by
now towards the south of Anglesea, and pretty much everyone, bar a few
defenders, has left or is trying to leave.
Figure 25: The fire is now engulfing the edge of the town. By 6pm, everyone
in the community on the right who wanted to escape has done so, and there
is no congestion on the roads leaving Anglesea. On the left, however, the
situation is far more urgent, with lots of people still stuck on the road as
the fire approaches.
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Whether or not the stark contrast between outcomes in the previous
EES example totally reflects the effectiveness that emergency warnings can
have, we did see the capability of agents to take in information from various
sources and react to a threat accordingly. Further, we saw variation in
behaviour, even within each scenario, where a fair number of local agents
decided to stay and defend, at least until it became clear that the danger was
too great. The movement of people prior to the evacuation situation was
also important, as it meant that the main arterial roads out of Anglesea were
already busy. This affected the ability of people to evacuate, particularly
on the left scenario. Thus this application provides some useful insights
into what benefits our population generation model with appended BDI
attributes can provide.
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4.5 Discussion
The error tables (Tables 2 and 6) reveal that variation in activity durations
can affect the ability of the algorithm to reproduce the input distributions.
Whilst the algorithm takes into account the durations of each activity and
adjusts the probability matrix accordingly, it still relies on the input distri-
butions giving a ‘feasible path’ for agents to complete activities according to
their durations. If the distribution of people working drops off too dramati-
cally from one time step to the next, the algorithm may not be able to shift
enough agents away from the work activity. This is because the distributions
are essentially decoupled from activity durations. One solution is to smooth
the changes between time-steps in the distribution. However, if the distri-
bution data does accurately reflect the whereabouts of the population, then
modifying them essentially results in a discrepancy anyway, so this process
should be minimised. The other alternative is to make small adjustments
to the durations of each activity, in conjunction with smaller time-steps (i.e.
more detailed activity distributions). This requires a more complicated set
of distribution inputs, and these may be difficult or impossible to accurately
obtain. We therefore must also weigh the need for the output to match the
distributions exactly against the accuracy of the distributions themselves
and the appropriate duration of each activity. If there was no level of du-
ration control, then total correspondence with the distributions would be
attained (agents are always where they should be) but with the drawback
that there will be more movement between activities (because each agent
can change activity at every time-step). This may result in background traf-
fic that does not realistically represent the region. To strike an appropriate
balance between these needs, a maximum error of ∼ 5% was decided upon,
which we observe in the tables.
One potential improvement to the population generation process would
be to apply MATsim’s iterative re-planning capabilities to the generated
population.xml file. The agent plans will then converge to a traffic equi-
librium, ensuring that the daily plans we apply prior to the bushfire threat
are collectively feasible and optimised at the individual level. However, this
process could serve to compound the error that we observe above, as the
iterative process would likely diverge away from the idealised expected ver-
sion of events presented by the input distributions. Similarly, attempting to
calibrate the model outputs to actual traffic counts would add to the tension
that exists between matching the static inputs to a dynamic output process
that is designed to replicate an even more complex reality. This calibra-
tion approach is planned for future work, and will likely see the algorithm
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modified to factor in these traffic counts as part of the generation process.
The alert ranking system provides a way of ordering alerts that is easy
to understand, but is somewhat arbitrary in the way it orders the possible
combinations of environmental and transmitted alerts. It results in some
equivalences that may not exist, e.g.
(Smoke,Advice) ≡ (Fire, 0)
A more thorough ranking system would explicitly order every possible
combination of environmental and transmitted alert. With the number of
alerts we consider during this demonstration this would be a simple task,
but in practice there will be other alerts of both types that may or may
not be used in a given scenario. This current system may be viewed as
a useful temporary measure to allow quick interchanging or introduction
of new alerts without necessarily needing to place every new combination
into some order. Once the full set of alerts is established, a more concrete
ranking system can be applied. Some other potential environmental alerts
are observing embers, observing neighbours leaving and aural cues. There
are also a number possible of transmitted messages that are possible, often
as variations of the three included here.
5 Conclusion
Bushfires threaten communities every year, and due to their sometimes rapid
onset and unpredictable nature it is imperative that at-risk regions prepare
themselves to respond. Planning that accounts for nuances in a specific
population and region can help improve resilience and preparedness of both
the authorities and the community in the face of a threat. In this research
we have presented a method for capturing these dynamics and measuring
their significance through bushfire evacuation simulation.
Our contribution is an algorithm that takes a set of activity profiles and
generates agent daily plans in the form of a MATSim population.xml file.
The algorithm was designed to generate synthetic populations for regions
that are not easily approximated by incremental sampling techniques due
to an actual population that has a significant transient element. Further,
we have implemented this algorithm as a tool to generate populations for
emergency evacuation simulations. This requires a set of flexible inputs
that can be modified to suit a particular scenario and that are be easily
understandable to domain experts.
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We have also utilised the BDI cognitive framework to construct a bush-
fire behaviour model that allows our generated populations to reason and
respond to a bushfire threat. Using threshold parameters, we have intro-
duced a method to vary these responses across our populations in a manner
that mimics the way that humans process new information. Input attributes
of this bushfire behaviour model have been integrated into the population
generation algorithm to provide a single tool that can create synthetic pop-
ulations for a wide range of different bushfire scenarios.
Lastly, we have applied this tool to Surf Coast Shire in Victoria and
tested it in a number of scenarios. The algorithm has contributed to the
wider project by bringing a dynamic element to the notion of evacuation
messaging, and the behaviour model will allow emergency personnel to test
different approaches to bushfire response when the population has a varying
level of engagement. Ultimately it is hoped that the algorithm and associ-
ated model presented here will improve understanding of the risks associated
with bushfire evacuation.
5.1 Future Work
This research is part of a larger project looking at improving the evacuation
planning process for at-risk communities. This thesis presents work to date
in the wider context of this project, with the ultimate aim being to develop
a model that gives a realistic representation of any population, both in the
form of their daily plans and their eventual bushfire responses. Most of the
input data used in Section 4 has only been informally validated and does not
necessarily reflect the actual make-up of the population in the Surf Coast
Shire. In this sense, much future work will be devoted to ensuring that the
model is validated and calibrated. For the algorithm, this will mean using
traffic counts and travel times to match observed data with the movements
of the synthetic population. For the behavioural model, we plan to continue
to work with behavioural experts, especially in the area of behaviour profiles
and archetypes (Strahan et al., 2018). On particular area of interest is the
introduction of social networks as another means for agents to become aware
of the threat level. This could be implemented as a third alert type in the
threshold model, and allow a bigger set of alert combinations to diversify
the kinds of possible responses further.
In terms of application, the project aims to encompass the whole of Vic-
toria. The required inputs therefore must be easily obtainable and general
enough to apply to each region, whilst still maintaining the ability to distin-
guish communities by their demographic make-up. This broader approach
72
will also necessitate that the model allows for interaction between regions,
and how evacuation movements in one place can have a flow-on effect in
another.
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