Abshnef-Eigendecomposition is a common technique that is perfomed on sets of correlated images in a numher of computer vision and robotics applications. Unfortunately, the computation of an eigendecomposition can become prohihitively expensive when dealing with very high resolution images. While reducing the resolution of the images will d u c e the computational expense, it is not knownopMn bow this will affect the quality of the resulting eigendecomposition The work presented here provides an analysis of haw diaerent resolution reduction techniques aRect the eigendwmposilion, A computationally efficient algorithm for dalcolating the eigendecomposition based on this analysis is proposed. Examples show that this algorithm performs very well on arbitrary video sequences.'
I. INTRODUCTION
Eigendecomposition-based techniques play an important role in numerous image processing and computer vision applications. The advantage of these techniques, also referred to as subspace methods, is that they are purely appearance based and that they require few online computations. Variously referred to as eigenspace methods, singular value decomposition (SVD) methods, principal component analysis methods, and Karhunun-Loeve transformation methods [I], [Z] , they have been used extensively in a variety of applications such as face characterization [3], [4] and recognition [5]- [9] , lip-reading [lo], [Ill, object recognition [121-[151, pose detection (161, [171, visual tracking [18] , [19] , and inspection [20]- [23] . All of these applications are based on taking advantage of the fact that a set of highly correlated images can be approximately represented by a small set of eigenimages [241- [31] . Once the set of principal eigenimages is determined, online computation using these eigenimages can be performed very efficiently. However, the offline calculation required to determine both the appropriate number of eigenimages as well as the eigenimages themselves can be prohibitively expensive.
The resolution of the given correlated images, in term of the number of pixels, is one of the factors that greally Rodney G. Roberts
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Florida A & M -Florida State University Tallahassee, FL 32310-6046, USA Email: rroberts@eng.fsu.edu affects the amount of calculation required to compute an eigendecomposition. In particular, many common algorithms that compute the complete S V D of a general matrix require on the order of mn2 Bops, where m is the total number of pixels in a single image and n is the number of images. Many usen of eigendecomposition techniques would like to use as high a resolution as is available for the original images in order to maintain as much information as possible; however, this frequently results in an impractical computational burden. Thus users are typically forced to downsample their images to a lower resolution using a "rule of thumb or some ad hoc criterion to obtain a manageable level of computation. The purpose of the work described here is to provide an analysis of how different resolution reduction techniques affect the resulting eigendecomposition. This analysis is then used to modify the fastest hown eigendecomposition algorithm, proposed by Chang et al.
[31], to improve its computational efficiency without sacrificing the quality of the resulting eigenimages.
The remainder of this paper is organized as follows. Section I1 provides a review of the fundamentals of applying eigendecomposition to related images. An overview of Chang's algorithm is given in Section IU, while the limitation of its computational efficiency, due to working with the highest resolution, is pointed out in Section N.
An analysis of a simple example is also provided in Section IV that explains why downsampling by selecting random pixels can he more effective than using simple filtering techniques. This analysis motivated a fast SVD algorithm, outlined in Section V, to quickly compute the desired portion of the eigendecomposition based on a userspecified measure of accuracy. In Section VI, we evaluate the performance of ow algorithm on a set of arbitrary video sequences. Finally, some concluding remarks are given in Section VII.
PRELIMINARIES
A grey-scale image is an h x U array of square pixels with intensity values normalized between 0 and 1. Thus, an image will be represented by a matrix X E [0, Because we will be considering sets of related images, the image vecror x of length m = h x U can be obtained by '?ow-scanning" an image into a column vector, i.e., we will use is the degree to which these estimates span the subspace of the l i n t k ' true eigenimages, which will be referred to as the subspace criterion, y. given hy (3) which is 1 if the entire subspace is spanned. Chang et al. [31] is currently the fastest known algorithm for this purpose. This section provides an overview of Chang's algorithm with the following sections discussing how low-resolution estimates can be used to improve its computational efficiency without sacrificing the quality of the resulting eigenimages.
CHANG'S EIGENDECOMPOSITION ALGORITHM
The technique in [31] is motivated by the observation that the SVD of X can be determined in a closed form when the images are derived by a planar rotation of a single image, thus resulting in X T X being circulant. The real eigendecomposition of such an X T X is given by
where D is an n x n diagonal matrix containing the eigenvalues of X T X as its diagonal elements, while H consists of n eigenvectors of X T X as its columns and it is given by where f, gives the ich column of the Fourier matrix F(nxn), ck = cos(M), and Sk = sin(!&). Thus C and V corresponding to an unordered SVD of X can be computed in a closed form. In particular, the square roots of the diagonal entries of D are the singular values of X, and V = H . the smallest number such that p ( X T , hi.. . . , hp) 2 p, the quantity p ( X , ?I,, . . . , U , ) will exceed p for some k 5 p , thus achieving the user-specified reconstruction ratio, p.
In summary, Chang's algorithm makes use of the fact that the analytical expressions for the eigendecomposition, based on the theory of circulant matrices, can serve as a good approximation to the eigendecomposition of arbitrary video sequences. The algorithm shows better computational efficiency, because the SVD is computed on a much smaller matrix XH,, which is formed by reducing X in the temporal dimension. However, one can still improve this computational efficiency by operating on lower resolution images. The appropriate manner of downsampling to achieve these low-resolution images is the topic of the next section.
Iv. EFFECT OF SPATIAL REDUCTION TECHNIQUES
In our recent work [32], a mathematical framework was provided for quantifying the effect of varying the resolution of the images on the eigendecomposition that is computed from those images. Image data matrices at different resolutions were formed and the corresponding SVDs were calculated. The analysis showed that the right singular vectors of correlated images are not appreciably affected by image resolution. Therefore the SVD of highresolution images can be accurately estimated from the right singular vectors obtained from low-resolution images. These observations motivated several modifications to Chang's algorithm that can improve its computational efficiency.
One can Observe that the first two steps in Chang's algorithm, i.e., the calculation of the value p and the computation of the SVD of XH,, still requires a significant amount of time, because the algorithm always works with the full spatial resolution of the images. Hence it is desirable to reduce the images in the spatial dimension first.
In this section, two different image reduction techniques
are considered bax filtering and random pixel selection.
The effect that these techniques have on the spatial and the temporal properties of X will be illustrated using a simple example?
Consider an m by 2 image data matrix X. Because the box filtering technique acts like a low pass filter, it is convenient to represent X as If we compare (11) with (7), we can observe that the box filtering eliminates the highest frequency component altogether and amplifies the DC component by 2. Thus; it makes the low-frequency components more dominant and reduces the importance of the high-frequency components.
This changes the spatial and the temporal properties of the original images resulting in different singular values and singular vectors for X and Xa.
An alternative method for determining a reduced resolution version of an image is to randomly select pixels from X. Thus, with the reduction factor r, any 7 rows from X can he selected to form the low-resolution image data matrix X,. If we try to reduce Xd2 in (9) using this technique with r = 2, then we obtain any of the (l) = 6 different possible X,'s with equal probability, i.e., P(Xri) = i , for i = 1 , 2 , . . . indicating that X , reflects the same properties as X.
The empirical results (refer to Fig. 1) for arbitrary video sequences also depict a similar behavior for both the resolution reduction techniques. For all the video sequences, the pb values decrease rapidly even for small reduction factors, 3) Determine the smallest number p such that indicating that box filtering makes the fust few frequency components in the low-resolution images more dominant than they actually are in the high-resolution images. On the other hand, the p7 values are (almost) always above the 'Ytrue" p values for all the video sequences, indicating that random pixel selection does not significantly alter the temporal properties of high-resolution image sequences.
(This behavior is quite inNitive as we are working with the pixels themselves rather than their averages.) The above analysis motivates a modified version of Chang's algorithm, which is the topic of the next section.
V. FAST EIGENDECOMPOSITION ALGORITHM Our objective is to determine the hrst k left singular vectors of X. Using the analysis of the resolution reduction techniques in the previous section, we now make the appropriate modifications to Chang's algorithm to improve its computational efficiency. Random pixel selection is used to reduce X in the spatial dimension and then Chang's method is used to reduce it further in the temporal dimension. We fust present an overview of ow algorithm and then expand on the details. matrix, F(,,,) , and its red counterpart, H(,,xn) for X(,x,g.
1) Generate the Fourier
2) Randomly select n pixels from each image in X to obtain the n x n reduced image data matrix X,?
%e same permutation of n pixels is used over all nt images. however. Ulc order of Ulew randomly selected pixels in the reduced images docs no1 matter.
where p is the user-specified reconstruction ratio. 
4)

. , p , (IS)
where I is an n x 11 identity matrix. If llwll > r for any iy", update Z = [Z, 0 1 and s = s + 1, where t is some user-specified threshold.
9) Repeat
Step 8 until p 5 s for four consecutive times.
10) Compute Elmxa) = X(,,,,)Z(,,,)
that gives an approximate basis for the left singular vec101~ of X. 11) Find the orthonormal basis for E using the reduced QR decomposition, i.e., E(,xa) = E(mx.jR(,,,). Return E,,,,) . 13) Optionally, check if IC < s by finding 61,. . . , 6r
12)
We will now explain the above steps in more detail. Steps 2 through 4 compute the p value for X, and the S M of the X,H, matrix. Here we will describc why n pixels are selected as the resolution of the downsampled version of an image. Recall that it is always true that p 5 n (typically with p << n) for any image data matrix [31], therefore more than n pixels in each column in the reduced image data matrix are never needed to preserve the rank of X, at p. However, if the resolution is selected at a value less than n, one always runs the risk of artificially reducing the their high-resolution counterparts [32] . However, different X,'s require different numbers of harmonics to satisfy the user-specified reconstruction ratio, because the random pixels used to create a specific X, may not accurately represent the temporal properties of the entire X. Hence
Steps 2 through 4 are performed four times to improve the probability of accurately representing the high-resolution image data matrix. The number of times to repeat Steps 2 -4 was empirically determined (on average) to optimize computational efficiency?
Step 5 Step 5. Fig. 1 shows that even after performing Steps 2 and 3 four different times, the maximum p values for Videos 3 and 4 were below the "me'' p values. Hence Steps 8 and 9 are performed to check if there is any new information available in additional samplings of X. If the new information in any ip"" is above a threshold, the Z matrix is updated. When no columns are added lo the Z malrix for four consecutive times, the algorithm assumes that the final Z ma& provides a "good" basis for the right singular vectors of X? In short, Steps 2 through 9 are performed to find the approximate right singular vectors of X.
Step 10 computes the approximate basis for the left singular vectors of X, while Step 11 computes the corresponding orthonormal basis using the QR decomposition.
Step 13 optionally computes the minimum subspace that will satisfy the user-specified reconstruction ratio.
We now briefly analyze the computational expense of our algorithm. The cost incurred in Step 2, i.e., constructing 'The value four war empirically determined to makc it highly unlikely that rhs number of columns in Z is far from the me value of p.
QR decomposition of E in
Step 11 requires 0(2msZ-$s3) 
VI. EXPERIMENTAL RESULTS
We consider the problem of computing the 'eigendecomposition of images representing successive frames of arbitrary video sequences. Specifically, we consider eight video sequences that are used in 1311, i.e., 5, 6, 7, 17, 9, 8, 15 , and 20 (referred to here as videos 1 through 8, respectively). Images in the first four sequences and the last four sequences have resolution of 240 x 352 and 240 x 320, respectively.
Our algorithm was used to calculate the partial SVD of X for each set, with p = 0.95 and t = Table I shows a breakdown of the average time required for the different steps in the proposed algorithm. It shows that the first ten steps do not take much time as compared to Step 11 that computes the orthonormal basis for E using QR decomposition. The table also shows that the calculation of the first IC eigeuimages in Step 13 requires a significant amount of time. Thus a user may prefer to stop after Step 12 and simply use all s eigenimages. The total time for Steps 1 -12 is given in the column labelled "part". If one indeed needs to know the minimum subspace, then the total time required for our algorithm is given in the "Total" column.
The 
VII. CONCLUSION
We have explained bow different image resolution reduction techniques affect the eigeudecomposition computed using those images and have shown that downsampling using randomly selected pixels is more effective than simple filtering techniques. Using the low-resolution properties of correlated images, we have been able to improve the fastest known eigenspace decomposition algorithm to obtain a more computationally efficient algorithm. The proposed algorithm enjoys the advantage of making use of the similarity within the images as well as the similarity between the images. Examples show that the algorithm performs very well even on arbitrary video sequences.
9N0tc that them is only one column for k in Table ll as there values remain the same for both the proposed algorithm and Cnanp's algorithm. 
