Abstract. We consider m integral vectors X1, . . . , Xm ∈ Z s located in a half-space of R s (m ≥ s ≥ 1) and study the structure of the additive semi-group X1N + · · · + XmN.
Introduction
We consider m integral vectors X 1 , . . . , X m in the lattice Z s (m ≥ 2, s ≥ 1) which are assumed to be in a half-space. That is to say, there is a vector α ∈ R s such that X j , α > 0 for all j = 1, . . . , m where ·, · denotes the inner product on the Euclidean space R s . We also assume that X 1 , . . . , X m span the vector space R s . But X j 's may not be distinct. Let (1.1) J = X 1 N + · · · + X m N be the semi-group generated by X 1 , . . . , X m where N = {0, 1, 2, . . . } denotes the set of natural numbers. By higher dimensional Frobenius problem we mean the study of the structure of the semi-group J defined by (1.1). This will be our main concern in the present paper.
in general. The present paper and the sequential paper [13] introduce new techniques to handle the matchable condition. We associate to each self-similar set a higher dimensional Frobenius problem. We find that this is closely related to the matchable condition.
Thanks to this link, in [13] , we solve the Falconer-Marsh problem in the case that the contraction ratios of the self-similar sets satisfy a coplanar condition.
In the following subsections we will describe in some detail our results obtained in the paper. Here is a resumé. Two aspects of the structure of the semi-group J defined by (1.1) will be first studied: one is the existence and finiteness of maximal saturated cones (Section 2) and the other is the growth function which describes how many ways a given vector z in J can be represented by finite sums of terms from {X 1 , ..., X m }. We shall prove that it is a function which increases exponentially as z tends to the infinity and that the increasing rate depends on the direction along which z tends to the infinity (Section 3 and Section 4). Thus we obtain the so-called directional growth function. An explicit formula is obtained for the directional growth function when the vectors X 1 , · · · , X m are located on a same hyperplane (Section 5). The last two sections are devoted to the rigidity.
The rigidity means, if two growth functions are equal, then the corresponding semi-groups are equal. Furthermore, the sets of vectors defining the semi-groups are the same. These rigidity results are proved under the assumption that the defining vectors are coplanar.
In the following subsections, we state our results in some details.
1.1. Maximal saturated cone. Recall that X 1 , . . . , X m are m given vectors in the lattice Z s (m ≥ 2, s ≥ 1) such that X j , α > 0 for all j = 1, . . . , m and for some vector α ∈ R s .
For simplicity we use X to denote the set {X 1 , . . . , X m }. Let (1.2) L := L X := X 1 Z + · · · + X m Z denote the lattice generated by X 1 , . . . , X m . Let (1.3) C X := X 1 R + + · · · + X m R + denote the convex cone generated by X 1 , . . . , X m , where R + is the set of non-negative real numbers. Clearly, the semi-group J is a subset of the lattice L so that ∀g ∈ J , (g + C X ) ∩ J ⊂ (g + C X ) ∩ L.
If (g + C X ) ∩ J = (g + C X ) ∩ L, the cone g + C X is said to be saturated. That means, every lattice point in the cone g + C X is in the semi-group. Moreover, a saturated cone is said to be maximal if it is not a subset of any other saturated cone. Then we define the Frobenius set to be (1.4) F := {g ∈ J : g + C X is a maximal saturated cone}.
Let us look at the one-dimensional case considered above with X j = a j . The cone C X is then equal to R + . The cone g + R + is saturated if and only if g > f (a 1 , . . . , a m ).
Therefore we have F = {f (a 1 , . . . , a m )+1}, the singleton consisting of the smallest natural number such that all larger natural numbers are representable as a non-negative integer combination of a 1 , · · · , a m .
A natural question is "how many maximal saturated cones are there ?" Our answer is Theorem 1.1. The Frobenius set F is non-empty and finite.
Here is an example where the Frobenius set has two elements. Let s = 2 and X = {(3, 0), (1, 2) , (0, 3)}. Then C X = R + × R + and L = {(a, b) ∈ Z 2 ; a + b is a multiple of 3}, J = {(a, b) ∈ N 2 ; a + b is a multiple of 3 and b = 1}.
We find F = {(1, 2), (0, 3)}. This is shown in Figure 1 .
Multiplicity of representations and directional growth function. For any
vector z in the semi-group J , we are interested in the number of representations z = X i 1 + · · · + X in where n ≥ 1 and i k 's are taken from {1, 2, · · · , m}. As we shall see, these numbers reflect some property of the structure of the semi-group.
Let Σ * m := ∞ k=0 {1, 2, . . . , m} k be the set of words over the alphabet {1, 2, . . . , m}, which can also be considered as a tree. For any word i = i 1 . . . i n ∈ Σ * m , define
We consider κ : Σ * m → Z s as the walk in Z s guided by X 1 , . . . , X m along with the tree Σ * m . Elements in Σ * m are also called pathes of the walk and κ(i) is called the visited position following the path i. A point z ∈ Z s is said to be attainable if z = κ(i) for some i ∈ Σ * m . Clearly the set of attainable positions is exactly the semi-group J . A second question we ask is "How many times is an attainable position visited ?"
To partially answer this question, for z ∈ J , we define the multiplicity of z to be
We extend the function m to the convex cone C X as follows. For any point x ∈ C X but not in J , instead of setting m(x) = 0, we define its multiplicity to be the multiplicity of the point in J which is nearest to x. More precisely,
where · denotes the Euclidean norm and d(x, J ) := min{ x − z ; z ∈ J }.
In the one-dimensional case, the multiplicity m restricted on J satisfies the linear recurrent relation
Hence we can obtain an explicit formula for m(n). It is then easy to show that m(n) is of the same exponential order as β n where β is the largest root of the equation
(See, for instance, [2] ). But in the higher dimensional case, it is hard to obtain an explicit formula for the multiplicity. Nevertheless, we will prove the following exponential growth. Theorem 1.2. For any unit vector θ ∈ C X , the following limit exists
We call γ the directional growth function of the semi-group J . It describes the exponential increasing speed of the multiplicity along the direction θ. We will first prove that the multiplicity function varies slowly in the sense that the quotient of m(z) and m(z ′ ) is of polynomial order of z if z ′ and z have a bounded distance (Theorem 3.3). We will then prove that the sequence (log m(kθ)) k≥1 is subadditive in some weak sense, which is sufficient to ensure the existence of the limit in (1.8), according to Lemma 4.1 which strengthens a classical result on sub-additive sequence. Figure 2 . The function γ(θ) for X = {(3, 0), (1, 2), (0, 3}.
1.3.
Calculation of γ(θ) when X 1 , · · · , X m are coplanar. In general, it is difficult to obtain an explicit formula of γ(θ). We will be confined to a formula under the condition that X 1 , · · · , X m are coplanar.
We say that X 1 , . . . , X m are coplanar if they locate on a same hyper-plane, i.e. there exists a vector η ∈ R s such that (1.9) η, X j = 1, j = 1, . . . , m.
To be more precise, we say X 1 , . . . , X m are η-coplanar. Let p = (p 1 , . . . , p m ) be a probability vector. The entropy of p is defined as
Theorem 1.3. Suppose that X 1 , . . . , X m are η-coplanar. For any unit vector θ in the cone C X , we have
There is another expression involving the following function log m j=1 e t,X j , t ∈ R s , which corresponds to the pressure function in the statistic physics (Theorem 6.2). The above formula (1.10) resembles the conditional variation principle in the analysis of multifractal analysis (see [7] , see also [6] , [8] ). Actually, the proof of Theorem 1.3 uses the idea of large deviation. If X 1 , . . . , X m are linearly independent, then the choice of p is unique and we can easily compute γ(θ).
Here is an example. Let s = 2 and X = {(1, 0), (0, 1)}. Then
. This vector (p 1 , p 2 ) is the unique probability satisfying
The unit vector (θ 1 , θ 2 ) can be described by the angle α ∈ [0, π/2] such that θ 1 = cos α.
Then γ(α) = − cos α log cos α cos α + sin α − sin α log sin α cos α + sin α .
The maximum is attained at π/4 and γ(π/4) = √ 2 log 2. The formula of γ(θ) in this case can be directly deduced from the Stirling formula.
Here is another example where X = {(3, 0), ( (1.11)
What can we say about X and Y ? In our terminology, Rao, Ruan and Wang [11] proved the following rigidity result. We will generalize the above result to the coplanar case. Notice that X 1 , ..., X m are coplanar if m ≤ s and in particular, linearly independent vectors are coplanar. As we shall see, the proof Theorem 1.5 is much more difficult than that of Proposition 1.4. We can still consider two coplanar sets of vectors which are respectively located on two different hyper-planes.
Let X (p) = (κ(i)) i∈{1,...,m} p , which is called the p-th iteration of X, where κ is defined in (1.5). For example, the second iteration of X = {(1, 0), (0, 1)} is {(2, 0), (1, 1), (1, 1), (0, 2)}.
Using techniques of algebraic plane curve, we prove that
coplanar, and suppose X and Y define the same directional growth function. Then η = cη ′ for some c > 0 and there exists two integers n, n ′ ≥ 1 such that the n-th iteration of X is a permutation of the n ′ -th iteration of Y .
1.5.
Relation to the Lipschitz equivalence of Cantor sets. Let ρ = (ρ 1 , · · ·, ρ m ) be a vector such that ρ j ∈ (0, 1) for all j = 1, 2, · · · , m. An example is the set of contraction ratios in a contractive self-similar iterated function system. Let ρ (resp. ρ + ) denote the subgroup (resp. semi-group) of (R + , ×) generated by ρ 1 , . . . , ρ m . Such semi-groups ρ + play a crucial role in the discussion of the Lipschitz equivalence of self-similar Cantor
A pseudo-basis of ρ is a set of numbers λ = (λ 1 , · · · , λ s ) such that ρ ⊂ λ and s is the rank of ρ , i.e. the cardinality of a basis of ρ . The multiplicative group λ is isomorphic to the additive group (Z s , +) and an isomorphism is defined by exp λ :
The inverse map log λ : λ → Z s of the isomorphism is then defined by log λ x = X for
Then the multiplicative semi-group ρ + is isomorphic to the additive semi-group J (ρ) =
Given two Cantor sets generated by self-similar iterated function systems. We fix a common pseudo-basis λ for both sets of contractions, denoted ρ and ρ ′ . Such a pseudo-basis does exist when the two Cantor sets are Lipschitz equivalent ( [5] ). Under the assumption that both sets of vectors log λ ρ and log λ ρ ′ are coplanar, it will be proved that two such
Cantor sets are Lipschitz equivalent if and only if the situation described in the rigidity Theorem 1.6 takes place (see [13] ).
Maximal saturated cones
We assume that X 1 , . . . , X m ∈ Z s locate on a same half-plane, that is, there exists a vector α ∈ R s such that X j , α > 0 for j = 1, . . . , m. Recall that C X = X 1 R + · · · + X m R + and L = X 1 Z + · · · + X m Z are respectively the cone and the lattice generated by
Remark that we can work in a little more general setting. Let E be a Euclidean space and L be a lattice of full rank in E. Given m non-zero points X 1 , ..., X m of the lattice, we can consider the generated semi-group NX 1 + · · · + NX m . In other word, there is no need to work with the orthogonal lattice Z d . All the results we will present remain true in this setting.
Theorem 2.1. There exists g ∈ J such that g + C X is a saturated cone.
Proof. Set Ω = m j=1 c j X j ; c j ∈ [0, 1) , considered as basic domain. Then every x = c 1 X 1 + · · · + c m X m ∈ C X can be written as
Since Ω is bounded, Ω * is a finite set. Then there exists an integer M such that for every
We claim that the cone g + C X is saturated.
In fact, let z ∈ (g + C X ) ∩ L. Since z − g ∈ C X , as we have just seen, we can write
Since z, g and x all belong to L, so does ω. Hence ω ∈ Ω * . By the definition of g, it is
Proof of Theorem 1.1. The existence of saturated cones is confirmed by Theorem 2.1.
For a given saturated cone, there is at most a finite number of saturated cones which contain the given one. This finiteness implies the existence of maximum saturated cone.
In the following, we show that the number of maximal saturated cones is finite by contradiction. Suppose on the contrary that the Frobenius set F is infinite. For any g ∈ F, choose a path ω such that g = κ(ω) and set u(g) = (u 1 , . . . , u m ) where u j counts the number of the symbol j in ω. (We remark that the choice of ω is not unique.)
By the definition of maximal saturated cone, for any g 1 , g 2 ∈ F, both g 1 − g 2 and g 2 − g 1 do not belong to J . Hence, u(g 1 ) and u(g 2 ) are not comparable, i.e., both u(g 1 )−u(g 2 ) and u(g 2 ) − u(g 1 ) are not non-negative vectors. However, since the set {u(g); g ∈ F} ⊂ N m is infinite, there must exist two comparable elements. This contradiction proves the theorem.
✷
As a direct consequence of (2.1), we have
Variation of multiplicity function
We are now going to prove that the multiplicity m(z) has an exponential increasing rate as z tends to the infinity along each direction in the cone C X .
First of all, we give another expression for the multiplicity function m. For z ∈ J , define
The cardinality #A(z) is the number of ways that z can be represented as linear combination of X 1 , · · · , X m with non-negative integer coefficients. In one dimensional case, the function z → #A(z) is the denumerant function introduced by Sylvester [16] . We have the following expression for m(z):
Hence if the distance of two points (a, b) and (a ′ , b ′ ) are bounded by a constant, we see that
As we shall show in Theorem 3.3, that is the case in general.
Recall that X j , α > 0 for all j ∈ {1, . . . , m}. Set
Lemma 3.1. The set A(z) is contained in a · ∞ -ball of radius z /δ. In other word,
The lemma follows.
The following theorem plays a crucial rôle in our argument.
Theorem 3.2. Let C 0 ≥ 1 be an integer. Then there exists an integer M > 0 such that
Proof. For u, v ∈ R m , we define the order u v if v − u is a non-negative vector. Pick
We claim that there exists z * ∈ J such that
where M ′ is a constant depending only on X 1 , . . . , X m and C 0 .
Notice that z = z * + (z − z * ) and
to J . Roughly speaking, the point z * is not far away from z and one can walk from 0 to z * . From there one can walk to z as well as to z ′ . (See Figure 3 left.)
Suppose the claim is proved. Take any
We have thus proved the theorem by choosing
Now it suffices to prove the claim. Take x 0 ∈ J such that B(x 0 , C 0 ) ⊂ C X , where B(x, r) denotes the ball with center x and radius r. Take g ∈ J such that g + C X is a saturated cone. We will prove the claim by distinguishing two cases according to whether
A pointz = m j=1ũ j X j is called a first entering position ifũ = (ũ 1 , . . . ,ũ m ) is a minimal vector (w.r.t. the order ) such thatz ∈ g + x 0 + C X andũ u. Suchz do exist, but may not be unique (See Figure 3 right) . We fix such a pointz and set z * = z −z. Sincẽ u u, we have z * ∈ J . We are going to check that (i)-(iii) hold for this z * .
(i) holds sinceũ u.
Hence z ′ − z * ∈ (g + C X ) ∩ L, and so that z ′ − z * ∈ J by the saturation property of g + C X . This proves the property (ii).
Recall thatz ∈ g + x 0 + C X . The minimality ofz implies
It follows that
and hence (iii) holds.
In this case, we could say that z is close to a face of the cone C X . Indeed, the boundary of C X can be written as
where D j are faces of C X , which are cones of dimension s − 1. Let n j be the unit vector perpendicular to D j and pointing to the half-space containing C X , that is to say, n j , x ≥ 0 for all x ∈ C X . We note that x ∈ C X if and only if n j , x ≥ 0 for all j ∈ {1, . . . , N }.
which means that z is closer to the face
Take any u = (u 1 , . . . , u m ) ∈ A(z) and set
all j ∈ {1, 2, · · · , m}, we deduce that for all i ∈ {1, . . . , m} \ Ω j 0 we have
According to (3.5) and (3.6), to prove the claim holds for z and z ′ , we only need prove that the claim hold for z 1 and z ′ 1 . That is say, suppose we can walk from the origin to a suitable point z * 1 and then walk from z * 1 to z 1 as well as to z ′ 1 . These walks remains in the lower dimensional cone D j 0 . Of cause, we can finally walk to z and to z ′ . Observe that
The claim can thus be proved by induction on the dimension of the cone.
The following theorem asserts that m(z) varies not so rapidly. Theorem 3.2 will be useful for its proof. 
provided that z, z ′ ∈ J and z − z ′ ≤ C 0 .
Proof. Let M be the constant in Theorem 3.2, which depends on C 0 . There exists a polynomial G(x) (depending on m and M ) with positive coefficients such that
We can take G(x) = x 2mM . Denoting by N 0 the number of integer points in the ball
Summing up both sides of (3.7) over u ∈ A(z), we obtain
where u * is a point in A(z) such that u * attains the maximum. The last inequality holds because
By recalling the expression (3.2) for m(z), we see that (3.8) is nothing
.
Since u * ≤ m u * ∞ ≤ m z /δ (by Lemma 3.1), where δ is defined by (3.3), we have
where the second inequality is obtained from the first one by symmetry. Notice that z ′ ≤ z +C 0 . We have thus proved the theorem with Q(x) = N 0 G δ −1 m(x + C 0 ) .
Existence of directional growth
In this section we prove the existence of the limit defining the directional growth γ(θ).
Recall that the multiplicity of a point in C X is defined as
Proof of Theorem 1.2. Fix a unit vector θ in C X . Let us denote z k to be the point in
By the relative density of J (Lemma 2.2), there exists a constant R 0 > 0 such that
for all k and all θ. By the definition of multiplicity, it is obvious that m(z+z
for any z, z ′ ∈ J . In particular, for any n, p ≥ 1,
As consequence of (4.1), we have z n+p − (z n + z p ) ≤ 3R 0 . Hence, by Theorem 3.3, there exists a polynomials Q(x) with positive coefficients such that
Using the fact m(kθ) = m(z k ) for all k, we get then
where Q(x) = Q(x + R 0 ). Here we used the observation that z n+p ≤ (n + p) + R 0 and the fact that Q(x) has positive coefficients to get Q( z n+p ) ≤ Q(n + p). Observe that log Q(n + p) ≤ c log(n + p) for some constant c > 0. We can finish the proof by using the next lemma to b n = log m(nθ). ✷ It is well known that if a sequence b n is sub-additive, i.e., b n + b m ≤ b n+m , then the limit lim b n /n exists. The following lemma strengthen this result. 
For any n ∈ N, we write n = Lm + r with 0 ≤ r < m. By (4.3), we have
In order to estimate b Lm , we use L's dyadic expansion L = 2 l 1 + 2 l 2 + · · · + 2 l k where
Hence, by induction, we have
Hence we have
Dividing both sides by n, taking the liminf and using the fact L/n → m, we have
Then taking the limsup as m → ∞ finishes the proof.
Principle of Maximal entropy under linear constraints
Let ∆ m be the simplex of all probability measures p = (p 1 , . . . , p m ). The entropy function h(p) is defined on ∆ m as follows
Let X 1 , · · · , X m be m given vectors in a Euclidean space R d . We will consider the maximum of h(p) under the constraints
for any β in the convex hull generated by X = {X 1 , · · · , X m } which is defined by
When d = 1, the solution is given by the principle of maximum entropy due to Jaynes [9] .
Let us define
We have p j X j = β, the entropy function h(p) attains its maximum at the maximal point p * defined by
where t β is the unique solution of the equation
Actually the maximal point is unique and the maximum entropy is equal to
The map β → t β is C ∞ -diffeomorphism from
The proof of the theorem will be decomposed into several lemmas.
We will denote by 
On the other hand, the compact convex set ∆ X admits its extremal points among
We first claim that any extremal point, say X 1 , is a limit point of M (
In fact, since X 1 − X j (j = 2, · · · , m) are in a half-space, there is a vector h ∈ R d such that h, X 1 − X j > 0 for all j = 2, · · · , m. Then the points
tend to X 1 (the argument holds even if some of X j (j ≥ 2) are equal to X j , such a case was not excluded). To finish the proof, it suffices to observe that any β ∈ Proof. The uniqueness of maximal points is just because of the strict concavity of the entropy function.
Let p * be the maximal point. Suppose that p * is not strictly positive. Without loss of generality, we assume that p * j > 0 for j = 1, . . . , k, but p * j = 0 for j = k + 1, . . . , m. Since β ∈ 
For small t > 0, p t is a probability satisfying the constraint M p t = β. Then consider of function f (t) = h(p t ), that is
Its derivative is equal to
r j log(p * j + tr j ) + 1 .
Let ǫ = min 1≤j≤k p * j . Then for t small enough, we have −r j (log(p * j + tr j ) + 1) ≥ |r j |(log ǫ/2 + 1), for j = 1, . . . , k;
So we have f ′ (t) > 0 for small t > 0 and hence f (t) is increasing near 0. This contradicts the maximality of h(p * ).
Lemma 5.4. There exists a unique point t β ∈ R d such that
This point t β is the unique solution of the equation ∇Z(t)/Z(t) = β. The maximal entropy h(p * ) is equal to log Z(t β ) − t β , β .
Proof. Consider the function
where p ∈ (R + ) m , λ ∈ R and t ∈ R d . Both λ and t are Lagrange multipliers. The maximal point p * whose existence is proved above must be the critical point of F . But
We deduce that the maximal point p * is of the form
for some t verifying ∇Z(t)/Z(t) = β. By the way, we have proved that the equation
∇Z(t)/Z(t) = β admits a solution. We claim that there is a unique t verifying (5.5).
Suppose t ′ = t is another suitable point. Then
Then e t−t ′ ,X i −X j = 1, i.e. t − t ′ , X i − X j = 0 for all i, j. This contradicts that X j 's are not coplanar. Clear h(p * ) = log Z(t β ) − t β , β where t β is the unique point satisfying (5.5).
Now we prove that the equation ∇Z(t)/Z(t) = β admits a unique solution. Suppose that t ′ is another solution. We can check that the probability p ′ defined by p ′ j = e t ′ ,X j /Z(t ′ ) is a maximal point. So, p ′ = p * and then t ′ = t.
Consider t β as a function of β ∈
•

CX. It is the inverse function of t → A(t) where
A(t) = ∇Z(t) Z(t) .
Lemma 5.5. The differential dA(t) is non-singular at any point t ∈ R d . Hence β → t β is infinitely differentiable.
Proof. Let p(t) be the probability vector defined by ∇Z(t)/Z(t). Define the m × m matrix
where diag (p(t)) denotes the diagonal matrix with the elements of p(t) as diagonal elements and p(t) T denotes the transpose of the column vector p(t). A direct calculation shows that
Observe that G(t) is symmetric and it defines the quadratic form
If we introduce the inner product (x, y) = m j=1 p j x j y j , by the Cauchy inequality we see that G(t) is positive and yG(t)y T = 0 iff y is parallel to (1, 1, · · · , 1).
Suppose that dA(t) is singular. Then xM G(t)M T x T = 0 for some x ∈ R d with x = 0, i.e. yG(t)y T = 0 for y = xM . By the properties of G(t) proved above, xM = c (1, 1, . . . , 1) for some c = 0, which means x, X j = c for all j, i.e. X 1 , . . . , X m are coplanar. This is a contradiction. The infinite differentiability is a consequence of the implicit function theorem.
Finally, we consider the case that X 1 , . . . , X m are coplanar. Let H 0 be the subspace spanned by X i −X j (i, j = 1, 2, · · · , m). Then s := dim H 0 < d. We can apply the theorem if we replace R d by H 0 and t by vectors in H 0 . Then there is a unique t β in H 0 associated to β ∈ • CX. We can also consider t ∈ R d . Then consider the orthogonal decomposition
CX, the solution of the equation ∇Z(t)/Z(t) = β is the set
6. Formula of γ(θ) in the coplanar case
In this section, we prove an formula for the growth function γ when X 1 , · · · , X m are coplanar. Let η be a non zero vector in R s , considered as the normal direction of a hyperplane. Recall that X 1 , . . . , X m are η-coplanar if (6.1) ∀j ∈ {1, . . . , m}, X j , η = 1.
Denote by H η = {X ∈ R s : X, η = 1} the hyperplane containing X 1 , · · · , X m . By the discussion of the previous section, we have exists and is unique up to a difference of cη with c ∈ R. Moreover, the entropy function
attains it maximum at
The function Z(t) is conventionally called partition function and the probability given by (6.3) is called Gibbs distribution.
The vector t depends on β. In the following, we will consider β = θ θ,η , so t will depends on θ.
Proof of Theorem 1.3. For a fixed unit vector θ in the cone C X , put β = θ θ, η , which is the point on the hyperplane H η of the direction θ.
Lower bound of γ(θ). Take any probability vector p satisfying the constraint (6.2).
Let (6.4) n j = ⌊np j ⌋, for j = 1, . . . , m − 1 and n m = n − (n 1 + · · · + n m−1 ).
It is clear that there exists a constant c independent of n (for example, c = 3m
So, applying Theorem 3.3 with C 0 = 2c, we have
where Q(x) is the polynomial in Theorem 3.3, and A ∼ B means that A/B and B/A are bounded by a polynomial of n. Using Stirling's formula, we obtain that
Taking the supremum we get the following lower bound for γ(θ)
Upper bound of γ(θ). Let p be a probability vector such that h(p) attains maximum under the restriction (6.2). Let (n 1 , . . . , n m ) be the vector defined by (6.4) . Let x n = n 1 X 1 + · · · + n m X m . Then |x n − nβ| ≤ c. Since p is the Gibbs distribution which is of exponential form (see (6.3)), for any (
n . Now we consider a random walk: at any time, we forward the step X j with the probability p j . Then the above formula says that for any ω, ω ′ ∈ {1, 2, · · · , m} n , as soon as κ(ω) = κ(ω ′ ), both ω and ω ′ have the same probability. It follows that Z(t) −n exp t, x n m(x n ) is bounded by the probability that we arrive at x n at time n, which is bounded by 1. Hence,
As n j /n → p j , we have
Finally, since m(nβ)/m(x n ) is controlled by a polynomial of n, we obtain
This ends the proof of the theorem. ✷ Theorem 6.2. If X 1 , . . . , X m are η-coplanar, then for any unit vector θ in the interior of C X we have
where t is any solution stated in Lemma 6.1.
Proof. As we have seen in the above proof of Theorem 1.3, the supremum is attained at the Gibbs distribution p j = e t,X j Z(t) −1 . Taking the logarithm, we get
Multiplying both sides by p j and summing over j allow us to get
where β = θ/ θ, η . Finally, we obtain the formula by multiplying θ, η .
The following proposition is an easy consequence of Theorem 1.3.
Proposition 6.3. Assume that X 1 , . . . , X m are η-coplanar. Then
The reason is that the entropy h(p) attains its maximum log m at
The corresponding direction on the hyperplane H η is β 0 = 1 m m j=1 X j , the arithmetic average of X 1 , X 2 , · · · , X m . The corresponding unit vector is θ 0 .
The growth of the semi-group has been defined as function of the unit vector θ. If we define the growthγ(β) as function of the vector β located on the hyperplane H η , we will get a simpler formulã
This is the conditional variation principle for the multifractal analysis of the Birkhoff average (6.6) lim
See [6, 7, 8] for discussion in more general case. In general, it is difficult to determine exactly the possible limits of the Birkhoff average. Theorem 1.3 shows that for the special case of (6.6), the possible limit is the convex set H η ∩ C X .
Rigidity (I): Proof of Theorem 1.5
When the vectors X 1 , · · · , X m are η-coplanar, we have proved that the growth function is equal to
where β = θ θ,η and t is any solution of the equation ∇Z(t)/Z(t) = β. The set of solutions of t is a line consisting of the points t β + cη (c ∈ R) and we will choose the one such that the last coordinate of t β + cη is zero. It is really possible that the last coordinate is zero if η s = 0. In fact, we can choose
where e s = (0, ..., 0, 1) ∈ R s . The next lemma shows that it is possible to convert the general case to the case with η s =: η, e s = 0.
Lemma 7.1. Let X = {X 1 , . . . , X m } be a set of integral vectors on Z s and let T be an invertible s × s matrix with integral entries.
(i) The function γ T X is related to γ X by the formula
(ii) If X is η-coplanar, then T X is (T * ) −1 η-coplanar, where T * is the transpose of T . Such a's do exist, because the condition z, η = 0 or z, η ′ = 0 defines a union of two hyperplanes and we can find points a outside these two hyperplanes. Define
Proof. (ii) is obvious. (i) is proved by computation. The key point is the observation
Then we have the last coordinate of T * −1 η is equal to a, η = 0 and the last coordinate
From now on, we assume that X 1 , . . . , X m are η-coplanar vectors in Z s such that η s = 0
and that there is a (unique) solution t of (5.3), i.e. (X j − β)e t,X j = 0 such that t s = 0. We define
which is a function on β 1 , . . . , β s−1 since t s = 0. The variables β 1 , · · · , β s−1 are independent
Lemma 7.2. Let X 1 , . . . , X m be η-coplanar vectors and η s = 0. Then
(ii)
Proof. (i) Using the chain rule of derivation and the relation (7.1), we have
(ii) Let us denote f (θ) = η, θ . Then β = θ/f (θ) and γ(θ) = f (θ)F (β). By the chain rule of differentiation, we have (e j denotes the j-th element of the canonical basis)
where × stands for the matrix product. Since θ 2
and hence
Proof of Theorem 1.5. According to Lemma 7.1 and the discussion just before Lemma 7.1, we may assume without loss of generality that η s = 0 and η ′ s = 0. Otherwise, we consider T X and T Y for some suitable integral invertible transformation T .
First, we claim that m = m ′ . By Proposition 6.3, the functions η, θ −1 γ X and η, θ −1 γ Y attain their respective maximum log m and log m ′ . As γ X and γ Y are the same function, we get log m = log m ′ , so that m = m ′ .
Next, applying Lemma 7.2 (i) to X, we get (7.3)
Similarly, we get Since γ X (θ) = γ Y (θ), F (β) =F (β) so that t =t by (7.3) and (7.4) . Therefore Z(t) = Z(t), i.e., The function β → t is actually a diffeomorphism. So, t varies in a open set U of R s−1 .
Consider the polynomial 
Here is an another argument for proving the equality Z(t) =Z(t). Notice that F andF are Legendre transforms of the convex functions log N and logÑ . Then log N and logÑ are the Legendre transforms of F andF . Since F =F , we get log N = logÑ so that N =Ñ .
Rigidity (II): Proof of Theorem 1.6
It is assumed that C X = C Y . We shall denote the common cone by C.
If we do not have the information that η ′ is a multiple of η, it may happen that t =t where t andt correspond to the same β (see the last section for notation). We will use another correspondence between β and the solutions t of ∇Z(t)/Z(t) = β. 
Proof. Let t be a solution in Lemma 6.1. Let t ′ = t + dη. Then Z(t ′ ) = e d Z(t) and Proof. Let t be the solution in Lemma 6.1 with t s = 0, then the s-th coordinate of the corresponding standard solution is t ′ s = −η s log Z(t). Similarly, we have (t) ′ s = −η ′ s logZ(t). Hence, by Lemma 7.2 (ii), we get
For j = 1, . . . , s − 1, using (7.2),
Let z = (z 1 , . . . , z s ) and n = (n 1 , . . . , n s ). Denote z n = z n 1 1 · · · z ns s , and define
Lemma 8.3. Under the assumptions of Lemma 8.2, the algebraic equations P (z) = 1 and Q(z) = 1 have infinitely many common solutions.
Proof. Notice that P (e t ) = Z(t) and Q(e t ) =Z(t) where e t := (e t 1 , . . . , e ts ). For any θ belongs to the interior of C, let t ′ be the corresponding standard solution. Then e t ′ = e (t) ′ is a common solution of P (z) = 1 and Q(z) = 1.
8.2.
H η and H η ′ are parallel when s = 2. We will reduce Theorem 1.6 to Theorem 1.5. The key point is to show that H η and H η ′ are parallel. Essentially we only need to prove the parallelism in the two-dimensional case and the general case will be reduced to this special case. In the following, we only need the above lemmas in the two-dimensional case.
First, we recall some basic definitions and facts on algebraic plane curve.
An algebraic plane curve is a curve consisting of the points of the plane whose coordinates x, y satisfy an equation f (x, y) = 0 for some f ∈ R[x, y] . The curve is said to be irreducible if f is an irreducible polynomial. It is well-known the polynomial ring R[x, y] is a unique factorization domain, that is, any polynomial f has a unique factorization f = f 1 . . . f n (up to constant multiples) as a product of irreducible factors f j . Hence, every algebraic curve is a union of several irreducible algebraic curves. The following lemma is fundamental, see for example [15] .
Lemma 8.4 ([15]
). Let f ∈ R[x, y] and g ∈ R[x, y] be two polynomials. Suppose that f is irreducible polynomial and is not a factor of g. Then the system of equations
has only a finite number of solutions.
Let f (x, y) be a polynomial. A highest term of f is a term of f whose degree is equal to the degree of f . The homogenous polynomial consisting of all the highest terms of f will be denoted by H f . It is called the principal part of f . For example, if f (x, y) = for some integer n ≥ 1. Indeed, let (x 1 , y 1 ) and (x 2 , y 2 ) be two vectors in X locating on two boundary rays of C = C X = C Y , respectively. Let T be the linear transformation which maps (x 1 , y 1 ) and (x 2 , y 2 ) to (1, 0) and (0, 1), respectively. Clearly T is invertible, and the entries of T belong to Q. It follows that T (x, y) ∈ Q 2 for all (x, y) ∈ X ∪ Y .
Hence, there exists a positive integer n such that nT is an integral matrix, and nT (x, y)
are integral vectors for all (x, y) ∈ X ∪ Y . It is seen that nT is the desired transformation.
Our aim is then to show that η ′ = (c, c) for some c > 0. Consider the polynomials
By Lemma 8.3, P (x, y) − 1 = 0 and Q(x, y) − 1 = 0 have infinitely common roots. Hence, by Lemma 8.4, P (x, y)−1 and Q(x, y)−1 have a common non-trivial factor. Let us denote their greatest common factor by S(x, y).
We claim that the principal part H S (x, y) of S(x, y) contains at least two terms. Let P (x, y) − 1 = S(x, y)T (x, y). Since P (x, y) is homogenous,
Suppose that H S (x, y) is a monomial, say, H S (x, y) = x p y q . Then it must divides each term of P (x, y), including x n and y n (Notice that x n and y n are two terms in P (x, y) with the coefficients different from 0). It is impossible and our claim is thus proved.
Let Q(x, y) − 1 = S(x, y)R(x, y). Then
So H Q (x, y) has at least two terms. Therefore, Q(x, y) has two terms with the same degree.
That is to say, there exist two different integers i and j such that
Recall that
Then solving η ′ 1 and η ′ 2 as unknown leads to (ii) If X is η-coplanar, then X (p) is η/p-coplanar.
Proof.
(ii) is obvious. In the following, we prove (i). Let us denote
which is the set of all p j=1 X ω j with ω 1 . . . ω p ∈ {1, . . . , m} p . Notice that many vectors in X (p) are repeated. For example, X 1 + X 2 + · · · + X m and X m + · · · + X 2 + X 1 are the same. Let
Then J ′ ⊂ J and J ′ is relatively dense in J . Moreover, take any z ∈ J ′ and let ω 1 . . . ω n ∈ {1, . . . , m} n be a path relative to the walk guided by X such that
Then n must be a multiple of p. Write
X ω j+(k−1)p .
Hence (ω 1 . . . ω p )(ω p+1 . . . ω 2p ) . . . (ω n−p+1 . . . ω n ) is a path relative to the walk guided by X (p) . Therefore m X (z) = m X (p) (z) for all z ∈ J ′ . It follows that they define the same direction growth function.
Let us recall some notions on convex set (see [14] ). A face of a convex set C is a convex subset C ′ of C such that every closed line segment in C with a relative interior point in C ′ has both end points in C ′ . A vertex (i.e. an extremal point) of a convex set C is regarded as a 0-dimensional face. A face of dimension 1 is conventionally called an edge.
If C = C X , then the only 0-dimensional face is the origin, a 1-dimensional face is also called an extreme ray.
A set is called a polytope if it is the convex hull of finitely many points. Clearly K η = C X ∩ H η is the polytope generated by X. Let V η be the vertex set of K η .
Clearly V η ⊂ X. Similarly we define K η ′ and V η ′ .
For any x ∈ V η , there is a point y ∈ V η ′ such that x and y are located on a same extremal ray of C. Let c x > 0 be the real number such that y = c x x.
If x and x ′ are the two end points of an edge of K η , this edge determines a two dimensional face D of C. Then c x = c x ′ = c D by the above discussion. Take two arbitrary points x, x ′′ ∈ V η , there always exists a path (consisting of edges of K η ) from x to x ′′ . We deduce that c x = c x ′′ .
Let us denote this common constant by c. Then for any y ∈ V η ′ , y, c −1 η = cx, c −1 η = x, η = 1.
Since the points in V η ′ span the space R d , we have c −1 η = η ′ , i.e. η = cη ′ .
Lemma 8.8. The constant c in the last lemma is a rational number.
Proof. Since the points in X are integral, solving X j , η = 1 by Cramer rule, we get the solution η, whose entries are rational numbers. The entries of η ′ are also rational numbers.
It follows that c is a rational number.
Proof of Theorem 1.6. Let us write c = q/p. Consider X (q) , the q-th iteration of 
