In this paper, we propose a mass conservative semi-Lagrangian finite difference scheme for multi-dimensional problems without dimensional splitting. The semi-Lagrangian scheme, based on tracing characteristics backward in time from grid points, does not necessarily conserve the total mass. To ensure mass conservation, we propose a conservative correction procedure based on a flux difference form. Such procedure guarantees local mass conservation, while introducing time step constraints for stability. We theoretically investigate such stability constraints from an ODE point of view by assuming exact evaluation of spatial differential operators and from the Fourier analysis for linear PDEs.
Introduction
Semi-Lagrangian (SL) schemes have been used extensively in many areas of science and engineering, including weather forecasting [20, 10, 7] , kinetic simulations [5, 8] and fluid simulations [12, 22] , interface tracing [4, 21] , etc. The schemes are designed to combine the advantages of Eulerian and Lagrangian approaches. In particular, the schemes are build upon a fixed set of computational mesh. Similar to the Eulerian approach, high spatial resolution can be realized by using high order interpolation/reconstruction procedures or by using piecewise polynomial solution spaces. On the other hand, in each time step evolution, the scheme is designed by propagating information along characteristics, relieving the CFL condition. Typically, the numerical time step size allowed for an SL scheme is larger than that of an Eulerian approach, leading to gains in computational efficiency.
Among high order SL schemes, depending on solution spaces, different classes of methods can be designed. For example, a finite difference scheme evolves point-wise values and realizes high spatial resolution by high order interpolation procedures [22, 13] , a finite volume scheme considers integrated cell-averages with high order reconstruction procedures [10, 3] , while a finite element method has piecewise continuous or discontinuous polynomial functions as its solution space [12, 11, 16, 17, 7] . Each class of the above mentioned SL methods has its own advantages. For example, the finite element method is more flexible with the geometry and handling boundary conditions, while the finite difference and finite volume schemes could perform better in resolving solution structures with sharp gradients, e.g. by using a weighted essentially non-oscillatory (WENO) procedure. To compare finite difference and finite volume schemes, finite volume scheme is often considered more physically relevant and the local mass conservation can be built up in a natural way; while the finite difference scheme is more flexible and computationally efficient for high-dimensional problems, if one consider schemes of third order or higher.
In this paper, we consider SL finite difference scheme with local mass conservation property. In fact, many existing SL finite difference schemes are built based on tracing characteristics backward in time together with a high order interpolation procedure [1] . Typically such schemes do not have local mass conservation property, which is fine for some certain applications. However, for applications in weather forecasting or in kinetic simulations, ig-noring local mass conservation could lead to significant loss of total mass, especially when the solution with sharp gradients becomes under-resolved by the computational mesh [9] .
There have been many attempts to preserve the mass conservation of an SL finite difference scheme with large time stepping sizes, e.g. [13, 15] . However, they are mostly designed for 1D problems by taking advantage of some special features in a 1D setting. Their generalization to high dimensional problems often relies on dimensional splitting which is subject to splitting errors. In this paper, we propose and investigate a truly multi-dimensional approach without dimensional splitting errors. To build an SL finite difference scheme with local mass conservation, one essential framework that we propose to work with is the fluxdifference form. However, by working with the flux difference form, one often observe time step constraint for numerical stability. Note that unlike the Eulerian approach, such time step constraint does not come from the CFL condition (i.e. numerical domain of dependence should include the physical domain of dependence), but from numerical stability one employed for temporal integration. As far as we are aware of, there is little work in quantifying the stability constraint and in optimizing the numerical strategies balancing stability, accuracy and computational efficiency. This paper aims to fill such gap, by understanding such time step constraints. In particular, we investigate the stability of time integration schemes based on a linear stability analysis around the imaginary axis in the complex plane, assuming the spatial differentiation is exact. We optimize quadrature rules for time integration by maximizing the stability interval along the imaginary axis. We further employ Fourier analysis to study the numerical stability of a fully-discretized scheme. The schemes are applied to 2D passive-transport problems, as well as to nonlinear Vlasov-Poisson (VP) by using a high order characteristics tracing scheme proposed in [14] . Further more, we apply the scheme to the nonlinear guiding center Vlasov system and the incompressible Euler system in vorticity stream function formulation, for which we propose a high order characteristics tracing scheme following the idea in [14] . Finally, we would like to mention a few of our previous work related to stability of SL finite difference schemes in flux-difference form. In [15] , a special treatment is introduced to relieve the time step constraint for 1D passive transport problems. However, such treatment is not possible for general high dimensional problems. In [2] , the time step constraint is studied by Fourier analysis for an SL finite difference scheme coupled with integral deferred correction framework.
The paper is organized as follows. The SL finite difference scheme in flux-difference form is described in Section 2. The stability of time integration with quadrature rule is investigated in Section 3, assuming exact evaluation of spatial differentiation operators. We also optimize temporal integration rules. In Section 4, we study the numerical stability of a fully discretized scheme by Fourier analysis. In Section 5, numerical tests are performed for 2D linear passive-transport problems. In Section 6, we apply the scheme to the nonlinear VP system, the guiding center Vlasov equation and incompressible Euler system.
A mass conservative SL finite difference scheme
In this section, we describe an SL finite difference scheme based on a flux-difference form to locally preserve mass. The scheme starts from a standard non-conservative procedure with backward characteristics tracing and high order spatial interpolation. Then a conservative correction is performed by a flux-difference formulation. We describe the scheme in a 1D linear setting, noting that its extension to nonlinear and high dimensional problems is straightforward, as long as characteristics can be properly traced backward in time, e.g. see our numerical examples in Section 5.
We consider a 1D linear advection equation,
For simplicity, we assume a periodic boundary condition. We assume a uniform discretization in space with x j = j∆x, j = 1 . . . , n x and let f n j be an approximation of the solution at time t n and position x j . We describe below the conservative SL procedure to update {f
In an Eulerian finite difference method, typically one would firstly approximate the spatial derivative by a flux difference form to ensure mass conservation, then the system of ODEs will be evolved in time by a high order numerical integrator such as the Runge-Kutta (RK) method via the method of lines. In the SL setting, however, we propose to perform the time integration based on quadrature rules first,
where we let
as a quadrature approximation of based on a flux-difference form, can be proposed in the spirit of the work by Shu and Osher [19] . In particular, the scheme can be formulated as
whereF j+ 1 2 comes from WENO reconstruction of fluxes from {F j } nx j=1 with F j . = F(x j ). We refer to [18] for the basic principle and detailed procedures of WENO reconstruction. Also, Section 4 provides detailed discussions on different reconstruction procedures. It can be shown that the mass conservation is locally preserved due to the flux difference form (2.7).
Such conservative correction procedure can be directly generalized to problems with nonconstant velocity fields in a multi-dimensional setting without any difficulty, e.g. rotation and swirling deformation. In additional to the procedures described above, a high order ODE integrator such as a Runge-Kutta method can be employed to locate the foot of a characteristic accurately. For example, we consider a 2D problem with a prescribed velocity field a(x, y, t) and b(x, y, t)
Let the set of grid points
be a uniform discretization of a 2D rectangular domain with x i = i∆x and y j = j∆y.
The foot of characteristic emanating from a 2D grid point, say (x i , y j ) at t . = t n + c ∆t can be located by solving the following final-value problem accurately with a high order Runge-Kutta method,
Once the foot of characteristic located, say at (x i , y j ), then f (x i , y j , t ) can be evaluated by approximating f (x i , y j , t n ) via a high order 2D WENO interpolation procedure [18] . A 2D
conservative scheme based on a flux-difference form can be formulated as
whereF i± 1 2 ,j comes from WENO reconstruction of fluxes from
for all j with
The procedure for WENO reconstruction is the same as the 1D case for all j and we again refer to the review paper [18] . Similarly,Ĝ i,j± 1 2 comes from WENO reconstruction of fluxes from {F ij } ny j=1 for all i. To generalize the conservative SL scheme to nonlinear systems, a problem-dependent high order characteristics tracing procedure needs to be designed for solving the final-value problem in the form of equation (2.6), but with the velocity field depending on the unknown function f . In many cases, a high order Runge-Kutta method could not be directly applied.
In [14] , a high order multi-dimensional characteristics tracing scheme for the VP system is proposed and can be applied in the above proposed conservative SL framework. In Section 6 we present numerical results and generalize the characteristics tracing procedure for the VP system to a guiding center Vlasov system and incompressible Euler system in vorticity stream function formulation.
We close this section by making the following remark to motivate our discussions in the following two sections. There are two sources in the scheme formulation that contribute to the stability issue of the above proposed SL scheme. One is the discretization by the quadrature rule (2.3). This part of stability is viewed as an ODE stability (assuming exact evaluation of spatial operators) and is investigated carefully in Section 3. The other source can be explained by observing the following situation: if one changes the time stepping size slightly (could be arbitrary small), the root of characteristics x j − c ∆t/∆x could come from a different grid cell, leading to a different interpolation stencil in the implementation. This aspect is associated with spatial discretization and is investigated in Section 4.
3 Temporal discretization and stability.
Linear stability functions and stability regions
We first investigate the linear stability of quadrature rules for temporal discretization (2.3) in an ODE setting, by assuming an exact evaluation of spatial derivative in eq. (2.2). In particular, we look for the evolution of a Fourier mode, identified by a Fourier variable
, assuming exact evaluation of spatial interpolation and reconstruction procedure mentioned above. Such a discrete Fourier mode at time t n = n∆t, will be denoted by,
where Q(ξ) is the amplification factor associated with ξ. After plugging such ansatz into the scheme with c and b , = 1, · · · s for temporal discretization, we obtain
The scheme is stable if
Such stability property is closely related to the linear stability of the quadrature rule, which can be studied by the stability region for a scalar linear ODE,
Considering the quadrature rule with c and b , = 1, · · · s, the associated stability function is
with which the stability region can be drawn by the set {y ∈ C; |R(y)| ≤ 1}. Comparing equations (3.1) and (3.2), one has Q = R(−iξ), with ξ ∈ [−π, π]. Thus the stability of a quadrature rule in a conservative SL scheme for a linear advection equation is closely related to the stability on the imaginary axis. In order to guarantee stability, we look for the largest interval I * . = [−y * , y * ] of the imaginary axis such that |R(iy)| ≤ 1, ∀y ∈ I * . The bound
quantifies the maximum CFL number for the SL scheme that guarantees stability.
Below, we report the stability regions for the following commonly used quadrature rules in the left panel of Fig. 3 .1.
1. midpoint:
2. trapezoidal:
3. Simpson:
4. two-point Gauss-Legendre formulas (GL2):
As it is apparent from the plot, midpoint and Simpson's rule do not include a portion of the 
2: R(iy)
2 − 1 vs y for GL3, GL4, GL5 formulas. GL3 and GL5 is observed to be unstable.
Maximize the stability interval on imaginary axis
In order to analyze the stability of quadrature formulas, let us consider the expression R(iy) from eq. (3.2), and write it in the form
where
The stability condition therefore becomes
Such condition can be written in the form
The problem of finding quadrature formulas with the widest stability region can be stated Let us denote byc = 1 − 2c , = 1, . . . , s. Then c = (1 −c )/2. Since the nodes are symmetric and the quadrature formula is interpolatory, we havẽ
The absolute stability function R(iy) can then be written, after simple manipulations
The function F s (y) can then be written, after simple manipulations
Then the stability condition (3.6) becomes
Because function F s contains the product between two factors, the condition to ensure that the function does not change sign at roots is that the two factors vanish simultaneously at simple roots, thereforeC s (y) has to vanish also at the same points y k > 0 at which sin(y/2) − yC s (y) = 0. There is no need to impose thatC s vanishes at the origin, since, because of symmetry, yF s (y) does not change sign at the origin.
In order to determine the coefficients that define the quadrature formula for maximizing the stability interval on imaginary axis, we proceed as follows. Because of the symmetry constraints (3.7), we have to find s coefficients, i.e. b 1 , . . . , b s/2 andc 1 , . . . ,c s/2 by imposing a total of s conditions. Such conditions will be a balance between accuracy and stability. If we want that the quadrature formulas have degree of precision s − 1, i.e. if we want that they are exact on polynomials of degree less or equal to s − 1, we have to impose
We only impose the condition for even polynomials, since odd polynomials are automatically lies in the convergence basin of Newton's method. We had to resort to a relaxed version of Newton's method, coupled with continuation techniques, in order to solve the system. We numerically compute nodes and weights for s = 2, 4, 6, 8, 10, 12 and check a posteriori whether the stability condition is actually satisfied. The following phenomena are observed:
• s = 2: the quadrature nodes and weights are consistent with those in the two-point Gauss-Legendre formula.
• s = 4, 8, 12: In Fig. 3.3 wide interval with stability on the imaginary axis is shown. We report the coefficients in Table 3 .1. Only s/2 coefficients are reported, since the other satisfy the symmetry relation (3.7). We also report the maximum CFL number a * = y * /π (see eq. (3.3)).
• s = 6 and s = 10: In Fig. 3.4 , we plot the functions |R s (iy)| 2 − 1 for s = 6 and s = 10.
It is observed that R s (iy)| 2 ≥ 1 for any interval containing the origin, i.e. these two quadrature formulas are not stable. Table 3 .1 are computed under the assumption that one considers the exact space dependence of the Fourier mode, so that the only error is in time integration. In reality there are several other causes of errors, that may affect the stability region of the quadrature. In the next section, we take spatial discretization into account and quantify the corresponding stability interval.
Spatial discretization.
There are two spatial discretization processes in the scheme. One is the WENO interpolation in approximating f (x j , t n + c ∆t) = f (x j − c ∆t/∆x, t n ) from neighboring grid point values
. The other is the WENO reconstruction in obtaining numerical fluxesF j+ 1 2 in (2.7)
. In this paper, we consider the following two classes of spatial discretizations.
• Odd order approximations. . For example, for a first order scheme with ∆t/∆x < 1, f (x j − c ∆t/∆x, t n )
is approximated from the interpolation stencil {f j } and the numerical fluxF j+ 1 2 is approximated from the reconstruction stencil {F j }. With such stencil arrangement, the SL scheme is reduced to a first order upwind scheme when ∆t/∆x < 1,
Third, fifth, seventh and ninth order schemes can be constructed by including one, two, three, four more points symmetrically from left and from right, respectively, in the interpolation and reconstruction stencils. We list them as follows.
Third order :
Fifth order :
Seventh order :
Ninth order :
• Even order approximations. For the linear equation (2.1), we use symmetric stencils to approximate f (x j − c ∆t/∆x, t n ) by interpolation and to approximateF j+ 1 2 by reconstruction. For example, for a second order scheme with ∆t/∆x < 1, f (x j −c ∆t/∆x, t n )
is approximated from the interpolation stencil {f j−1 , f j } and the numerical fluxF j+ 1 2 is approximated from the reconstruction stencil {F j , F j+1 }. Fourth, sixth and eighth order schemes can be constructed by including one, two, three more points symmetrically from left and from right, respectively, in the interpolation and reconstruction stencils. We list them as follows.
Fourth order :
Sixth order :
Eighth order : We seek for λ by numerically checking the inequality (4.1) for 100 discretized grid points on ξ ∈ [0, 2π], and by gradually increasing λ with a step size of 0.01 starting from λ = 0.
Taking the machine precision into account in our implementation, we check the inequality |Q λ (ξ)| ≤ 1 + 10 −11 instead. We tabulate such λ in Table 4 .1 for different quadrature formulas as discussed in Section 3 and with different choices of spatial interpolation and reconstruction stencils with odd and even order respectively. One can observe that the second order trapezoidal rule and the fourth order GL2 perform much better than the midpoint rule in terms of stability, especially when the orders for spatial approximations are high.
The time stepping sizes allowed for stability of fully discretized schemes with s = 4, 8, 12 are observed to be much less than the one provided by ODE stability analysis in the previous section.
In the following, we take the linear advection equation u t + u x = 0 with a smooth initial function sin(2πx) on the domain [0, 1], to test the CFL bounds in Table 4 .1. Here for better illustration, only linear interpolation and linear reconstruction are used. We consider schemes that couple GL2 for temporal integration with third and fourth order spatial approximations.
Errors and orders of convergence at a final integration time T = 100.1 are recorded in Table   4 .2. Clear third order and fourth order spatial accuracy are observed at the corresponding upper bounds for CFL (1.22 for third order and 1.84 for fourth order as in Table 4 .1.)
The code will blow up with the CFL increased by 0.01 at the corresponding time, which confirms the validity of the CFL bounds in the table. We have similar observations for other orders of schemes, but omit to present them to save space. Although even order schemes comparatively have larger CFL bounds than odd order ones, for solutions with discontinuities, we can observe that odd order schemes with upwind mechanism can resolve the discontinuities better. We present numerical solutions of our schemes with linear weights for advecting a step function in Fig. 4 .1. Due to the above considerations, we use the scheme with the 5th order spatial approximation and with two-point Gaussian rule for temporal integration in the following numerical sections.
Numerical tests on 2D linear passive-transport problems
In this section, the conservative truly multi-dimensional SL scheme will be tested for passive transport equations, such as linear advection, rotation and swirling deformation. Since the velocity of the field is given a priori, characteristics can be traced by a high order RungeKutta ODE integrator. Table 4 .1, the CFL number is 1.22 for a 3rd order spatial discretization and 1.19 for the 5th order. In the following, we take CF L = 1.15 without specification.
Example 5.1. We first test our problem for the linear equation u t + u x + u y = 0 with initial condition u(x, y, 0) = sin(x) sin(y). The exact solution is u(x, y, t) = sin(x − t) sin(y − t).
For this example, the roots of characteristics are located exactly. Table 5.1 and Table 5.2 presents spatial and temporal order of convergence of the proposed scheme. Both 5-th order spatial accuracy and 4-th order temporal accuracy from GL2 can be observed. 
the other is the swirling deformation flow problem For the rigid body rotating problem, its period is 2π. In Fig. 5.1 , we have shown the results at a half period and one period. As we can see, the shape of the bodies are well preserved. For the swirling deformation flow problem, after a half period the bodies are deformed, but they regain its initial shape after one period, see Fig. 5 .2.
Numerical tests of nonlinear systems
In this section, we test the conservative SL scheme on the nonlinear VP system, the guid- 
VP system
Arising from collisionless plasma applications, the VP system
and
describes the temporal evolution of the particle distribution function in six dimensional phase space. f (x, v, t) is the probability distribution function which describes the probability of finding a particle with velocity v at position x at time t, E is the electric field, and φ is the self-consistent electrostatic potential. The probability distribution function couples to the long range fields via the charge density, ρ(t, x) = R 3 f (x, v, t)dv, where we take the limit of uniformly distributed infinitely massive ions in the background. In this paper, we consider the VP system with 1-D in x and 1-D in v. Periodic boundary condition is imposed in x-direction, while zero boundary condition is imposed in v-direction. The equations for tracking characteristics are
where E nonlinearly depends on f via the Poisson system (6.2). To locate the foot of characteristics accurately, we apply the high order procedure proposed in [14] .
Next we recall several norms in the VP system below, which should remain constant in time.
1. Mass:
2. L p norm 1 ≤ p < ∞:
3. Energy:
where E(x, t) is the electric field.
Entropy:
Tracking relative deviations of these quantities numerically will be a good measure of the quality of numerical schemes. The relative deviation is defined to be the deviation away from the corresponding initial value divided by the magnitude of the initial value. We also check the mass conservation over time v x f (x, v, t)dxdv, which is the same as the L 1 norm if f is positive. However, since our scheme is not positivity preserving, the time evolution of the mass could be different from that of the L 1 norm due to the negative values appearing in numerical solutions.
In our numerical tests, we let the time step size ∆t = CF L · min(∆x/v max , ∆v/ max(E)), where CF L is specified as 1.15, and let v max = 6 to minimize the error from truncating the domain in v-direction.
Example 6.1. (Weak Landau damping) For the VP system, we first consider the weak Landau damping with the initial condition: 
The guiding center Vlasov model
Consider the guiding center approximation of the 2D Vlasov model [23, 6] , 10) or equivalently in a conservative form as where E = (E 1 , E 2 ) = −∇Φ with Φ determined from the Poisson's equation
We assume a uniform set of 2D grid points as specified in eq. (2.5). The equations for tracking characteristics emanating from a grid point (x i , y j ) at some future time t n+1 (without loss of
Below we generalize the characteristics tracing procedures in [14] to the guiding center model, which can be directly applied to the incompressible Euler equations in the following subsection. In particular for the system (6.12), we propose a scheme to locate the foot of characteristics (x i,j , y i,j ) at t n . Once the foot of characteristic is located, then a 2D interpolation procedure can be employed to approximate the solution value ρ(x i,j , y i,j , t n ). We remark that solving (6.12) with high order temporal accuracy is challenging. Especially, the E depends on the unknown function ρ via the 2-D Poisson's equation in a global rather than a local fashion, and it is difficult to evaluate E for some intermedia time stages, i.e.
Runge-Kutta methods cannot be used directly.
In our notations, the superscript n denotes the time level, the subscripts i and j denote the location at (x i , y j ). e.g. E We start from a first order scheme for tracing characteristics (6.12), by letting
They are first order approximations to x i,j and y i,j . Let
which are third order approximations to x i,j and y i,j , see Proposition 6.5 below. Here (2) i,j , y n, (2) i,j , t n ) and For this example, we show the surface and contour plots for the solution at T = 40 in Fig. 6 .7, similar to the results in [6] . The mesh size is 128 × 128.
Incompressible Euler equation
Example 6.7. We first consider the incompressible Euler system on the domain [0, 2π] × [0, 2π] with an initial condition ω 0 (x, y) = −2 sin(x) sin(y). The exact solution will stay stationary with ω(x, y, t) = −2 sin(x) sin(y). Similarly as in Table 5.1 and Table 5 .2, the 5th order spatial accuracy and 3rd order temporal accuracy are clearly observed in Table 6 .1
and Table 6 .2 respectively. Here for the temporal accuracy, 7th order linear interpolation and linear reconstruction are used. We show the surface and contour plots of ω at T = 5 in Fig. 6 .8. The mesh size is 128 × 128.
Example 6.9. (Shear flow problem). This example is the same as above but with following . We show the surface and contour plots of ω at T = 6 (top) and T = 8 (bottom) in Fig. 6 .9. The mesh size is 128 × 128.
Conclusion
In this paper, we propose a conservative semi-Lagrangian finite difference scheme based on a flux difference formulation. We investigate its numerical stability from the linear ODE mimicking the characteristic tracing mechanism in [14] .
