1 Introduction IIO for scalable parallel systems continues to be the major performance bottleneck for many large-scale scientific applications (Crandall et al., 1996; Purakayastha et al., 1995) . Market forces are increasing the disparity between processor and disk system performance, exacerbating the already difficult problem of achieving high performance for applications with large I/O components. Moreover, most current parallel file systems (PFS) were constructed as extensions of workstation file systems and were optimized for large sequential data transfers.
Recent experimental studies (Crandall et al., 1996;  Purakayastha et Reed, 1996, 1997;  Reed, Elford, Madhyastha, Scullin, et al., 1996) Wilkes, 1993, 1994) (Gibson, Vitter, and Wilkes, 1996) .
To correlate parallel application I/O stimuli with disk system responses, we augmented our portable application IIO instrumentation infrastructure (Reed, Elford, Mad- hyastha, Scullin, et al., 1996) Polyzos (1993, 1994) followed with two additional studies of vector workloads, concluding that most I/O had regular behavior.
In the parallel domain, Kotz and colleagues (Kotz and Nieuwejaar, 1994; Purakayastha et al., 1995) (Ruemmler and Wilkes, 1994) and analysis of disk workloads in UNIX systems (Ruemmler and Wilkes, 1993; Baker, 1991) . This work showed that without higher level file system optimizations, the benefits from even the best disk scheduling algorithms were limited (Seltzer, Chen, and Ousterhout, 1990 (Crandall et al., 1996) (Pool, 1996) Reed, Elford, Madhyastha, Scullin, et al., 1996) (Crandall et al., 1996; Smirni et al., 1996; Reed, Elford, Madhyastha, Scullin, et al., 1996) has shown that the instrumentation overhead is negligible for most application codes. (Forin, Golub, and Bershad, 1991) Figure 3 . This reduces the number of actual physical reads but increases the total I/O volume, as Table 2 illustrates. However, Figure 3 shows that even with a read interrequest interval of 1 s, the prefetching algorithm is unable to retrieve all data before they are requested. In turn, this results in the response time spike at the top of Figure 3 .
Third, as Figure 4 shows a histogram of application read sizes and durations for the 64-disk configuration. Clearly, the pscf read activity is bursty, with six cycles visible in Figure 4 , Figure 5 illustrates the temporal distribution of physical request sizes and durations for the pscf phase with PFS file buffering disabled. The logical and physical access patterns are quite similar, although the 80-KB reads of Figure 4 become 16-KB reads in Figure 5 .
More striking is the effect of changing hardware attributes on the distribution of physical request response times. The SCSI standard supports multiple outstanding requests through a mechanism called command queuing. In Figure 5 , with 64 Seagate disks, the I/O system has a sufficient parallelism to avoid long queuing delays at each disk. This, together with command queuing and on-board request resequencing, allows the disks to satisfy most requests from the disk track buffers; these are the response times below 5 ms in Figure 5 . As the number of disks declines to 16, a larger fraction of the requests require disk arm movement or encounter queuing delays. Finally, the 12, slower RAID-3 disks are saturated during application request bursts and lack command queuing to resequence requests. In consequence, most physical requests see large queuing delays. (Reed, Elford, Madhyastha, Smirni, et al., 1996) (Crandall et al.,1996; Reed, 1996, 1997; Reed, Elford, Madhyastha, Scullin, et al., 1996; Purakayastha et al., 1995) , flexible policy selection using fuzzy logic techniques (Reed, Elford, Madhyastha, Smirni, et al., 1996) , and adaptive storage formats based on redundant representations.
