Abstract--Decaying fossil fuel resources, international relation complexities, and the risks associated with nuclear power have led to an increased demand for alternative energy sources. Renewable energy sources offer adequate solutions to these challenges.
I. INTRODUCTION
olar energy can be defined as the energy produced from the Sun's radiation. This energy comes in two forms, heat and light. There are many benefits to having the sun as an energy source. Solar energy is considered a renewable source of energy because nothing is consumed to use it on earth. Solar energy is also a clean energy source that does not damage the environment with harmful emissions or waste like nuclear and other conventional energy sources. Solar energy is potentially cheaper, with reduced transmission and distribution costs, as it can be consumed close to consumers and located anywhere where there is sunlight. Lastly, the wide availability of solar energy sources could also help society achieve political and economic independence [1, 2] .
Even so, use of solar energy is not without its challenges. Solar energy is intermittent and variable, resulting in power fluctuations which require precise prediction techniques to better harness this potentially lucrative and eco-friendly alternative to conventional and non-renewable energy sources. Many methods have been proposed to overcome these challenges such as artificial intelligence (AI) techniques. These techniques include expert systems (ES), artificial neural networks (ANN), genetic algorithms (GA), fuzzy logic (FL), and many hybrid systems [3] [4] . ANN is the most common AI technique that has been used for the last two decades. ANN models can be used to predict solar radiation, which helps the management of power generated from a photovoltaic (PV) system [3] [4] . Significant research has been conducted regarding solar energy forecasting using ANN techniques. Numerous meteorological and geographical variables such as maximum temperature, relative humidity, sunshine duration, cloud cover, latitude, longitude, and altitude have been used to develop ANN models for solar prediction [5] . Mellit et al. (2010) [6] used mean daily solar irradiance, mean daily air temperature, and day of the month as inputs to an ANN model. This model was used in forecasting 24h ahead of solar irradiance at Trieste in Italy. In this model, the correlation coefficient, ‫,ݎ‬ and Root Mean Square Error (RMSE) were in the range of 98-99% and 13-67% respectively for sunny days while in the range of 94-96% and 54-85% respectively for cloudy days. Wang et al. (2011) [7] used diffused radiation, temperature, relative humidity, and time, as inputs to ANN models. The model was used for short-term solar irradiation prediction in Golden, CO, USA. The RMSE and the correlation of determination, R^2, were 0.0331 and 0.9912 respectively. Rani et al. (2012) [8] used six different combinations of temperature, humidity, date, and month of the year as input to an ANN model. This model was used to predict the daily GSR under clear sky conditions of any location in India. The authors concluded that using all the above variables led to a better estimation of radiation Mean Absolute Percentage of Error (MAPE) as 9.1754% and RMSE as 0.9429. Alharbi, M. (2013) [9] used different combinations of temperature, humidity, and daily date code as inputs to ANN models. The model was used to predict the daily global solar radiation for a specific location in Riyadh, Saudi Arabia. This study concluded that the best prediction was when all of the three inputs were used. The RMSE and ‫ݎ‬ were 7.5% and 0.986 respectively.
In this paper, several meteorological variables from Saudi Arabia will be used as a case study to determine the most effective variables for Global Solar Radiation (GSR) prediction. Those variables will in turn be used as inputs for a proposed GSR prediction model. This model is expected to be applicable in different locations and conditions, simple in structure and offer better results in terms of error between The remainder of the paper is organized as follows: section II describes the two main PV system structures and describes the three steps to optimizing the best combination of variables used as inputs for GSR forecasting model and simulation, section III presents the most important components of a PV system with discussion on the effect of changing the number of neurons on r, RMSE and MAPE. Finally, section IV summarizes the current research and development on photovoltaic integration topology and concludes the paper by highlighting findings and suggesting future research avenues.
II. GLOBAL SOLAR RADIATION FORECASTING MODELING AND SIMULATION
The modeling and analysis were divided in general into three main steps as shown in Fig. 1 . In the first step, all weather variables were examined to determine which variables provide the best GSR prediction. The second step constructs the proposed GSR model by using the weather variables that were chosen in the first step. Finally, the proposed model was compared with other work conducted in this field.
Step 1: Finding combination of weather variable that give best GSR prediction
Step 2: Building the proposed model based on results in step 1
Step 3: Comparing the proposed model with similar models In this paper, air temperature, relative humidity, pressure, cloud-cover, wind-speed and direction, and the day, were used as data inputs for the GSR prediction model. This data was collected from Solar Village in Riyadh, Saudi Arabia between 2007 and 2010.
The first step, for model constricting, was to determine the effect of each variable on the GSR predictions. Each variable was taken individually with the day as inputs for the neural network model to predict the daily average GSR. In this model, three layers -input, hidden and output-have been used. Furthermore, the number of neurons was chosen to provide small values of RMSE and MAPE as well as a large value of ‫ݎ‬ as shown in Table I .
RMSE was used to explain the model's fit and the difference between actual and predicted data. MAPE was calculated to find the absolute average error between the actual and predicted values. Finally, ‫ݎ‬ showed how strongly the relation between the measured and predicted value was. These values were given by [10] :
where, ‫ݕ‬ is the predicted value, ‫ݐ‬ is the actual value and ܰ is the number of observations. In the second step, two weather variables with the day were used as inputs for the daily average GSR prediction. Table II shows the best combinations of inputs that resulted in lower RMSE and MAPE and higher ‫.ݎ‬ Comparing Table I with Table II , using humidity and cloud-cover, temperature and cloud-cover or humidity and temperature as inputs provided better prediction than using only one variable with the day.
Next, more than two weather variables with the day were used as inputs for daily average GSR prediction. Table III shows the best combination of inputs that provide lower RMSE and MAPE and higher ‫.ݎ‬ Table III shows a very good result when temperature, humidity, cloud-cover and the day were used to predict the daily average GSR. Also, adding vapor as an input enhanced the prediction process. Comparing Table I with Table II and  Table III shows that using more input weather variables increases the prediction accuracy. However, the values of RMSE, MAPE and ‫ݎ‬ from Table III are slightly better than the  values in Table II and much better than the values in Table I . Therefore, the proposed model used only two weather variables with the day to achieve a simple model with the best prediction.
Cloud-cover, humidity and temperature are the best candidates for GSR prediction. Cloud-cover has the best effect on GSR prediction; cloud-cover was excluded because it is difficult to predict. However, when cloud-cover data is available, it can be used in ANN-2.1 and ANN-2.2 models for better GSR prediction. Therefore, in this paper, the proposed model used air temperature, humidity and the day as inputs for GSR prediction as shown in In this model, the average daily GSR for 2010 was predicted by using the daily average of temperature and humidity, and the day as inputs from 2007 to 2010. This model used feed forward ANN and was divided into three layers. The input data was divided into three sets: 70% of the data for the training phase, 15% of the data for the validation phase and 15% of the data for the testing phase. Using the BR algorithm in the training phase with 75 neurons in the hidden layer and one neuron in the output layer gave the best average GSR prediction.
The RMSE, MAPE and ‫ݎ‬ for this model are shown in Table IV . From this table, the small value of RMSE indicates the small error between the actual and predicted GSR values. The high value of ‫ݎ‬ shows how decent the fit is between the actual and predicted GSR values. In addition, the model has a small number of neurons which makes the model less complicated. Fig. 3 . shows the similarity between the predicted and actual GSR data. Fig. 4 . shows the fit between the predicted and actual data. It is noted that because each author presents results specific to different geographic locations and weather conditions, comparisons are given for illustration purposes. Table VI presents the result of the proposed model and other works conducted in GSR prediction, including an overview of the important variables, structural complexity and performance of different models.
The proposed model performs better in terms of RMSE value in comparison with other models proposed in the literature. However, Wang et al. The highest number of neurons does not improve the accuracy of GSR predictions for forecasting. Fig. 5 . through to Fig. 9 . plot the RMSE (%), MAPE (%) and ‫ݎ‬ versus the number of neurons. These show that increasing the number of neurons did not necessarily mean greater accuracy and better results in GSR predictions regardless of the combination of weather variables.
Indeed, Fig. 5 shows the optimal number of neurons for predicting daily GSR when cloud cover is the variable to be 80, Fig. 6 . shows the optimal number of neurons for predicting daily GSR when humidity is the variable to be 140, Fig. 7 shows the optimal number of neurons for predicting daily GSR when temperature is the variable to be around 130, Fig. 8 shows the optimal number of neurons for predicting daily GSR when pressure is the variable to be around ~160 and Fig.9 shows the optimal number of neurons for predicting daily GSR when temperature and humidity are the variables to be around ~75. Similar trends, where increase in number of neurons does not necessarily mean greater accuracy in GSR prediction as measured by ‫,ݎ‬ MAPE and RMSE, were seen in simulations where combinations of weather variables were included in the modelling.
IV. CONCLUSIONS
A new model for predicting global solar radiation (GSR) using artificial neural networks (ANN) with the most effective combination of weather variables was proposed. The study's objectives included identifying a structurally simple model for predicting solar radiation through use of an appropriate ANN model to achieve better results in forecasting by reducing error values between predicted and actual data. The model used combined the most effective of several weather variables in a specific location in Saudi Arabia. Historical data collected from the Solar Village in Riyadh, between 2007 and 2010, was examined to determine the influence of seven weather variables: cloud-cover, relative humidity, air temperature, wind speed, wind direction, pressure and vapor on forecasting solar radiation. This data was used as an example to explore the most effective, though simple, model for GSR prediction. All these variables were tested through simulation and analysis using a Matlab code to model the suggested ANN structure. The optimum number of neurons for each ANN model was also determined.
In a first phase, weather variables were tested and ranked in order of effectiveness in measuring GSR. Keeping the date the same, the best results, regardless of different number of neurons applied were found with cloud cover and then relative humidity and the least effective variable was wind direction closely followed by wind speed. To improve effectiveness, for greater accuracy and to achieve even better results, combinations of these seven variables were also tested. 
