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Abstract
Let f be an irreducible polynomial of degree d ≥ 3 with no fixed prime divisor.
We derive an asymptotic formula for the number of primes p ≤ x such that f(p) is
(d− 1)-free.
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1 Introduction
Let k and n be integers such that k ≥ 2. Then n is said to be k-free if there is no prime
p such that pk | n. For an irreducible polynomial f(x) ∈ Z[x] of degree d, one expects in
general that the set f(Z) = {f(n), n ∈ Z} contains infinitely many k-free values. This
is clearly not true if f has a fixed k-th power prime divisor, that is, if there exists a
prime p such that pk | f(n) for all n ∈ Z. One can conjecture that this is the only
condition under which f(Z) fails to contain infinitely many k-free values. In 1933, Ricci
[14] proved this conjecture for k ≥ d. In fact, he derived an asymptotic formula for the
quantity
#{n ≤ X : f(n) is k-free}. (1)
Further progress was made by Erdo˝s [2] who proved the conjecture in the case k = d− 1
for d ≥ 3. Later, Hooley [10] derived an asymptotic formula for each such k.
In [2], Erdo˝s proposed the similar question, whether f(P) = {f(p), p prime} contains
infinitely many (d − 1)-free values. Hooley [11] proved this conjecture for d ≥ 51. Nair
[12, 13] further refined this result and proved Erdo˝s’ conjecture for d ≥ 7. Recently,
1DTG reference number: EP/J500495/1
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Helfgott [8, 9] has established the conjecture for d = 3 and for all quartic polynomials
with sufficiently high entropy. Finally, Browning [1] has settled the conjecture for d ≥ 5.
Thus, the conjecture remains open for irreducible quartic polynomials with Gal(f) = A4
or Gal(f) = S4.
In this work, we will settle the conjecture for the remaining cases and establish the
following theorem:
Theorem 1. Let f(x) ∈ Z[x] be an irreducible polynomial of degree d ≥ 3 and assume
that f has no fixed (d− 1)-th power prime divisor. Define
N ′f (X) = #{p ≤ X : p prime, f(p) is (d− 1)-free}.
Then, for any C > 1, we have
N ′f (X) = c
′
fπ(X) +OC,f
(
X
(logX)C
)
,
as x→∞, where
c′f =
∏
p
(
1−
ρ′(pd−1)
φ(pd−1)
)
,
and
ρ′(d) = #{n(mod d) : (d, n) = 1, d | f(n)}.
It should be noted that our methods are sufficiently robust to save an arbitrary power of
logX in the error term which gives us an improvement over Helfgott’s results. Indeed,
the worst part of our error term comes from the Siegel-Walfisz Theorem and our methods
can save a power of X in the error term for the asymptotic formula for the quantity (1)
when k = d− 1. More precisely, we get the following theorem for a polynomial f as in
Theorem 1:
Theorem 2. Let
Nf (X) = #{n ≤ X : f(n) is (d− 1)-free}.
Then, for some δ = δ(d), we have
Nf (X) = cfX +Of (X
1−δ),
as x→∞, where
cf =
∏
p
(
1−
ρ(pd−1)
pd−1
)
,
and
ρ(d) = #{n(mod d) : d | f(n)}.
The work of Browning [1] is in parts a refinement of Heath-Brown [4]. The key idea
is to reduce the problem of Theorem 1 to a counting problem where one wants to find
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an upper bound for the number of points (p, q, h) on the algebraic variety defined by
f(p) = qd−1h, where p, q and h are restricted to certain sizes. Browning’s argument then
partially relies on work by Salberger [15] about the density of integer points on affine
surfaces.
The proofs of Browning and Heath-Brown use the determinant method for which the
interested reader may consult Heath-Brown [3]. It should be noted that Heath-Brown has
applied the approximate determinant method to problems involving power-free values
of polynomials previously. In [7], he considered irreducible polynomials of the shape
f(x) = xd + c. This problem gets then converted into the approximate Diophantine
equation akb = f(n) = nd+O(1). And points (n, a, b) therefore lie close to the weighted
projective curve Xd0 = X1X
k
2 . Thus, the particular shape of f allows Heath-Brown
to consider points close to a curve rather than points on a surface. And since the
determinant method seems to be more efficient in counting points on varieties with
lower dimension, this provides the key saving in his argument. Heath-Brown is able to
handle Theorem 1 for k = d− 1 and d ≥ 3, provided f has special shape.
2 Preliminaries
We will now start the proof of Theorem 1 and Theorem 2. We will use the following
terminology in this paper.
• Pick θ ∈ C such that f(θ) = 0. Then K = Q(θ) is a number field and OK is the
ring of integers of K.
• Let B = {b0, . . . , bd−1} be an integral basis of K.
• Let Bθ be the Q-basis {1, θ, . . . , θ
d−1} of K.
• Let O×K denote the units in OK .
• Let ∆2K be the discriminant of K and let let ∆
2(θ) be the discriminant associated
to Bθ.
• Let 〈α1, . . . , αr〉 denote the ideal of OK generated by α1, . . . , αr ∈ OK .
• If γ ∈ K then we denote the conjugate of γ under an embedding σ by γσ.
• We write x ∼ X to say that X < x ≤ 2X and we write x ≍ X to say that there
exist positive constants A, B, independent of X, such that AX ≤ |x| ≤ BX.
Our first task is to turn the problem into a problem where we count solutions of a
Diophantine equation. More precisely, we shall prove the following lemma:
Lemma 3. Let X be sufficiently large and let δ > 0 and η > 0 be arbitrary. Then there
exists values A and B with
X1−δ ≪ A,B ≪ X1+δ ,
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and δ′ = δ′(d) > 0 such that
N ′f (2X) −N
′
f (X) = c
′
fπ(X) +O
(
X
(logX)C
)
+O(XηN (X;A,B)), (2)
and
Nf (2X) −Nf (X) = cfX +O(X
1−δ′) +O(XηN (X;A,B)), (3)
where
N (X;A,B) = #{(n, a, b) ∈ N3 : n ∼ X, a ∼ A, b ∼ B,µ2(a) = 1, ad−1b = f(n)}.
Proof. First, we observe that
∑
md−1|f(p)
µ(m) =
{
1 if f(p) is (d− 1)-free,
0 otherwise.
Thus,
N ′f (2X) −N
′
f (X) =
∑
p∼X
∑
md−1|f(p)
µ(m)
=
∑
m
µ(m)N ′0(X;m), (4)
where
N ′0(X;m) = #{X < p ≤ 2X : f(p) ≡ 0 (mod m
d−1)}.
Recall that
ρ(d) = #{n(mod d) : d | f(n)}.
Hence, ρ is multiplicative and ρ(pd−1)≪f 1 and thus,
ρ′(md−1) ≤ ρ(md−1)≪ǫ,f m
ǫ.
The terms of the sum in (4) corresponding to small m ≤ (logX)2C will contribute the
main term of the asymptotic formula. Define ρm = ρ(m
d−1) and let a1, . . . , aρm be the
solutions of f(ai) ≡ 0 (mod m
d−1). Then, an application of the Siegel-Walfisz Theorem
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yields a constant c > 0 such that
N ′0(X;m) =
ρm∑
i=1
#{X < p ≤ 2X : p ≡ ai (mod m
d−1)}
=
∑
i≤ρm
(ai,m)=1
π(X;md−1, ai) +O(ρ(m
d−1))
=
π(X)ρ′(md−1)
φ(md−1)
+O
(
ρ(md−1)X
exp(c
√
logX)
)
.
Because of the estimate φ(n)≫ǫ n
1−ǫ, we can conclude that
∑
m≤(logX)2C
µ(m)ρ′(md−1)
φ(md−1)
=
∞∑
m=1
µ(m)ρ′(md−1)
φ(md−1)
+O

 ∑
m>(logX)2C
mǫ−(d−1)


= c′f +O((logX)
−C).
Furthermore, ∑
m≤(logX)2C
ρ(md−1)≪
∑
m≤(logX)2C
mǫ ≪ (logX)4C ,
and hence altogether:
∑
m≤(logX)2C
µ(m)N ′0(X;m) = c
′
fπ(X) +O
(
X
(logX)C
)
.
Next, let us consider the contribution to (4) of them in the range (logX)2C < m ≤ X1−δ.
For these m, we shall employ the trivial estimate
N ′0(X;m) ≤ #{X < n ≤ 2X : m
d−1 | f(n)} = ρ(md−1)
(
X
md−1
+O(1)
)
≪ Xmǫ−d+1 +mǫ.
Thus, ∑
(logX)2C<m≤X1−δ
µ(m)N ′0(X;m)≪ X
∑
m>(logX)2C
m1−d+ǫ +
∑
m≤X1−δ
mǫ
= O
(
X
(logX)C
)
.
It remains to find an upper bound for the terms in (4) corresponding to the large values
5/19
of m > X1−δ. We get∑
m>X1−δ
µ(m)N ′0(X;m)≪ #{(n, a, b) ∈ N
3 : n ∼ X, a > X1−δ , µ2(a) = 1, ad−1b = f(n)}.
After a dyadic subdivision of the ranges for a and b, we can deduce that for any δ > 0,
there exist values A≫ X1−δ and B such that the equation (2) holds.
One can similarly establish (3). One starts with the expression∑
m
µ(m)#{X < n ≤ 2X : md−1 | f(n)}.
The terms corresponding to small m ≤ Y , say contribute cfX + O(X
ǫ(XY 2−d + Y ))
and to optimize the error term, we pick Y = X1/(d−1). The terms with m in the range
X1/(d−1) < m ≤ X1−δ contribute O(X(1−δ)(1+ǫ)). Similarly to the above argument, the
terms with m > X1−δ contribute the remaining error term of (3).
Our overall goal is therefore to show that N (X;A,B) ≪ǫ X
1−ǫ for some ǫ > 0, which
will then prove Theorem 1 and Theorem 2. Next, we aim to further restrict the ranges
of a and b. Note that
B ≪ XdA−(d−1) ≪ X1+(d−1)δ ,
since A≫ X1−δ . For our next auxiliary bound, we shall consider the estimate
N (X;A,B)≪
∑
b∼B
#{(n, a) : n ∼ X, a ∼ A,µ2(a) = 1, f(n) = ad−1b}.
In the following argument, we fix b and let n1, . . . , nν be the solutions of f(n) ≡
0 (mod b). In particular, ν = ρ(b)≪ Xǫ. Thus, we get the estimate
N (X;A,B)≪
∑
b∼B
ν∑
i=1
#{(t, a) : a ∼ A, t≪ X/B + 1, µ2(a) = 1, f(ni + tb) = a
d−1b}.
(5)
Thus, we shall now count solutions (t, a) of the equation
f(ni + tb) = a
d−1b. (6)
The equation (6) is of the form p1(t) = p2(a), where p1 is a polynomial of degree d
and p2 is a polynomial of degree d − 1. To get an upper bound on the number of
pairs (t, q) that satisfy (6), we shall employ Heath-Brown [4, Theorem 15]. It is easy
to see that the polynomial (6) is absolutely irreducible and with the same notation as
in [4], we may apply the Theorem with n = 2, B1 ≍ X/B + 1 and B2 ≍ A, so that
T = max{Bd1 , B
d−1
2 } ≥ B
d−1
2 and hence the points (t, a) satisfying (6) lie on at most
k ≪ XǫB
1
d−1
1 . auxiliary curves. Thus, by Be´zout’s Theorem and (5), we get the estimate
N (X;A,B)≪ Xδ1B(X/B + 1)
1
d−1 .
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for any arbitrary δ1 > 0 and therefore, we get a negligible contribution if B ≪ X
1−δ.
Hence, we can also assume that for any δ > 0, B ≫ X1−δ. By using the relation
Ad−1B = Xd, we can furthermore assume, that for any δ > 0, A≪ X1+δ . By redefining
δ, we conclude the proof of Lemma 3. 
3 Analysis in Q(θ)
In the previous section, we have shown that the proof of Theorems 1 and 2 can be
concluded if we find a suitable upper bound for the number of solutions (n, a, b) of the
Diophantine equation ad−1b = f(n). The idea is now to analyze this equation in the field
K. This idea is basically from Heath-Brown [6], where he derives an asymptotic formula
for the number of n ≤ X such that f(n) = n2+1 is square-free. Heath-Brown considers
the corresponding equation e2f = n2 + 1 in the Gaussian integers Z[i]. Using that Z[i]
has unique factorization, he deduces that there are α, β ∈ Z[i] such that n + i = α2β
with N(α) = e and N(β) = f . Taking the imaginary part of this equation then gives
a bi-homogeneous equation G(x0, x1; y1, y2) = 1 which Heath-Brown then applies the
approximate determinant method to.
In our more general setting, there are three issues to tackle. First, in our problem it is not
necessarily true that OK = Z[θ]. Secondly, OK might not have unique factorization and
thirdly, our method will produce an equation system of d− 1 bi-homogeneous auxiliary
equations. We shall prove the following lemma:
Lemma 4. Let (n, a, b) be a triple counted by N (X;A,B). We write a = a1a2 such
that a1 | ∆
2(θ) and (a2,∆
2(θ)) = 1. Then there exist one of at most OK,B(1) triples
(m,m1,m2) ∈ Z
3 and α, β ∈ Z[θ] such that
m(n+ θ) = αd−1β, (7)
with |N(α)| = m1a2 and |N(β)| = m2b. Furthermore, the order of magnitude of the
conjugates of α is given by
|ασ | ≍ |N(α)|1/d.
Proof. The first step in our proof of Lemma 4 is to factorize the ideal J = 〈n+ θ〉. Let
q be a prime divisor of a2 and let P be a prime ideal above q such that P | J . Observe
that
[OK : Z[θ] + P ] · [Z[θ] + P : P ] = [OK : P ] = N(P ). (8)
Hence, [OK : Z[θ] + P ] | N(P ), and thus, [OK : Z[θ] + P ] is a power of q. However, we
also have
∆2K · [OK : Z[θ] + P ] · [Z[θ] + P : Z[θ]] = ∆
2
K · [OK : Z[θ]] = ∆
2(θ).
Hence, [OK : Z[θ] +P ] | ∆
2(θ) and q ∤ ∆2(θ). Thus, [OK : Z[θ] + P ] = 1. Hence, by (8),
N(P ) = [Z[θ] + P : P ]. This together with P | 〈n + θ〉 and P | 〈q〉 gives that a set of
representatives for (Z[θ] + P )/P is given by {0, 1, . . . , q − 1}, so that in fact N(P ) = q.
7/19
Now assume that there are two prime ideals P1, P2 above q, both dividing J . We can
factorize f(x) into irreducible factors modulo q:
f(x) ≡
(∏
i
(x+ ni)
)∏
j
fj(x) (mod q),
where
∏
i(x+ni) is the product of the linear factors of f . Recall that q ∤ ∆
2(θ) and that
N(P1) = N(P2) = q. Thus, Kummer’s Theorem on factorizations of prime ideals tells us
that without loss of generality, Pi = 〈q, θ+ni〉 for i = 1, 2. Since P1 divides both 〈θ+n1〉
and J = 〈θ + n〉, we must have that n − n1 ∈ P1 and hence q = N(P1) | N(n − n1).
Therefore, n ≡ n1 (mod q) and similarly n ≡ n2 (mod q). Thus, n1 ≡ n2 (mod q) and
therefore, P1 = P2. Thus, the factor P of J occurs with multiplicity d − 1. Hence, we
get the ideal factorization J = Id−11 I2, with N(I1) = a2 and N(I2) = a
d−1
1 b.
Let α1 ∈ I1 \ {0} be such that |N(α1)| ≤ cKN(I1) and let β1 ∈ I2 \ {0} be such that
|N(β1)| ≤ cKN(I2). In particular, there exist non-zero ideals J1 and J2 of OK such
that 〈α1〉 = I1J1 and 〈β1〉 = I2J2, with N(J1) ≤ cK and N(J2) ≤ cK . Recall that
〈n + θ〉 = Id−11 I2 and hence 〈n + θ〉J
d−1
1 J2 = 〈α
d−1
1 β1〉. Thus, The ideal J
d−1
1 J2 must
be principal. We may therefore assume that Jd−11 J2 = 〈µ〉 for some µ ∈ OK with
|N(µ)| ≤ CdK . Let [ρ]∼ denote the equivalence class of the equivalence relation defined
on OK by
ρ1 ∼ ρ2 ⇔ ρ1, ρ2 are associates.
We then define λK =
∏
ρ, where the product is over the equivalence classes [ρ]∼ with
N(ρ) ≤ CdK . Thus, λK is well defined up to a multiple of a unit and it depends only on
K. Furthermore, N(µ) | N(λK). Thus, there are only OK(1) choices for N(µ), N(J1)
and N(J2). There are also only OK(1) choices for a1. We can conclude from the above
that
(n+ θ)µ = αd−11 β1ǫ1, (9)
where ǫ1 ∈ O
×
K . We shall now employ the following sub-lemma:
Lemma 5. Let γ ∈ K \ {0}. Then, there exists an ǫ ∈ O×K such that |(ǫγ)
σ | ≍K
|N(γ)|1/d.
Proof. Let v be the vector (1, 1, . . . , 1) ∈ Zr+s. We write the embeddings of K as
σ1, . . . , σr, σr+1, . . . , σr+2s so that σ1, . . . , σr are the real embeddings and σr+1, . . . , σr+s
are each one of the complex conjugate pairs of embeddings. In particular, r+ 2s = [K :
Q] = d. We now define the maps θ and φ by
θ : K× → Rr+s,
α 7→ (log |ασi |)i=1,...,r+s,
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and
φ : Rr+s → Rr+s,
(x1, . . . , xr+s) 7→ s · v,
where s = d−1(
∑r
k=1 xk+2
∑r+s
k=r+1 xk). Note that θ is a homomorphism and that φ is a
R-linear idempotent map. Furthermore, (d−1 log |N(γ)|) · v = φ(θ(γ)). Thus, it suffices
to show that there exists a unit ǫ such that
φ(θ(γ))− θ(ǫγ)≪K 1. (10)
We observe that by Dirichlet’s Unit Theorem, θ maps the units onto a lattice Λ of
dimension r+s−1. Furthermore, φ(θ(γ))−θ(γ) ∈ Ker φ and for any unit ǫ, θ(ǫ) ∈ Ker φ.
Thus, Ker φ is a r + s − 1-dimensional vector space containing the lattice Λ. Thus, by
considering φ(θ(γ)) − θ(γ) modulo the fundamental domain of Λ, we can indeed pick ǫ
such that (10) holds and the implied constant in (10) depends only on the size of the
fundamental domain of Λ which is determined by K. This proves Lemma 5. 
Thus, by multiplying ǫ1 and α1 in (9) with suitable units, if necessary, we may assume
without loss of generality that |ασ1 | ≍ |N(α1)|
1/d for all σ. Recall that B = {b0, . . . , bd−1}
is an integral basis for K and that {1, θ, . . . , θd−1} is a Q-basis for K. Thus, there exist
rij ∈ Q such that bi =
∑
j rijθ
j. Let r be the least common multiple of the denominators
of the rij . Then, r is an integer determined by K and B such that rbi ∈ Z[θ] for all i.
Multiplying (9) by rdN(µ)µ−1 ∈ OK , we obtain
(n+ θ)N(µ)rd = (rα1)
d−1(rβ1ǫ1N(µ)µ
−1).
We shall put α = rα1 and β = rβ1ǫ1N(µ)µ
−1. Note that α1 and β1ǫ1N(µ)µ
−1 are in
OK and thus, α, β ∈ Z[θ]. Also, |α
σ | ≍ |N(α)|1/d. Furthermore, N(α) = rdN(J1)a2
and N(β) = rdN(J2)N(µ)
d−1ad−11 b. Thus, if we set m = N(µ)r
d, m1 = r
dN(J1) and
m2 = r
dN(J2)N(µ)
d−1ad−11 , thenm,m1 andm2 are determined by up to OK,B(1) choices
and the proof of Lemma 4 follows. 
4 The Approximate Determinant Method
Recall that Bθ = {1, θ, . . . , θ
d−1} is the θ-power basis of K over Q. We shall need the
following lemma:
Lemma 6. There exist constants c0, . . . , cd−1 ∈ K only depending on K with the fol-
lowing property:
If γ =
∑d−1
i=0 riθ
i with ri ∈ Q is an arbitrary element of K, then ri = Tr(ciγ).
Proof. We shall write v for a vector (vi)i=0,...,d−1, and we also define the trace of a
vector to be the coordinate-wise application of the trace, i.e. Tr(v) = (Tr(vi))i. Fur-
thermore, let C be the matrix (Tr(θi+j))j,i=0,...,d−1. Then C ∈ Md(Z). Observe that C
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has determinant det(C) = ∆2(θ) 6= 0 and hence is invertible with C−1 ∈ Md(Q). Let
bθ = (1, θ, . . . , θ
d−1). It is clear that Tr(γbθ) = Cr, and thus
r = C−1Tr(γbθ) = Tr(C
−1bθγ).
Hence, if we define c = C−1bθ, then the claim of the lemma follows. 
We define the map
πj(γ) = Tr(cjγ),
which thus is the projection of γ ∈ K to its j-th coordinate with respect to the basis Bθ.
Now let us go back to the equation (7). For the remainder of this work, we shall write
α =
d−1∑
i=0
xiθ
i, β =
d−1∑
i=0
yiθ
i,
with xi, yi ∈ Z. By Lemma 6, we have that yi = Tr(ciβ) =
∑
σ c
σ
i β
σ. Now we use the
equation (7) to deduce that
yi =
∑
σ
mpcσi
α(d−1)σ
+OK
(
max
σ
|α−(d−1)σ |
)
.
By Lemma 4, |ασ | = |N(α)|1/d ≍ A1/d for all σ so that
yi = yi,0 +O(A
−(d−1)/d),
say. To simplify our notation, we shall now assume that |xi| ≤ |x0| and |yi| ≤ |y0| for
all i. This assumption will in fact be without loss of generality and x0 and y0 could be
replaced with any largest xk and yl, say. The fact that N(α) ≍ A and N(β) ≍ B implies
|xi| ≪ A
1/d, |yi| ≪ B
1/d for all i,
and |x0| ≫ A
1/d, |y0| ≫ B
1/d.
Hence, we also have |y0,0| ≫ B
1/d. Thus, if we set si = xi/x0 and ti = yi/y0 for
i = 0, . . . , d− 1 then
tj =
yj,0
y0,0
+O
(
1
X
)
for j = 1, . . . , d − 1. Note that yj,0/y0,0 is a rational function of degree (d − 1)
2 in the
variables s1, . . . , sd−1 with coefficients in C. Thus, we set
tj = Fj(s1, . . . , sd−1) +O
(
1
X
)
, (11)
where Fj = yj,0/y0,0. Note that |y0,0| ≫ B
1/d and hence, the denominator of Fj is
non-zero provided X is large enough. We now want to find an upper bound on the
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number of points (x0, . . . , xd−1) ∈ Z
d. We continue by splitting the possible range of the
(d− 1)-tuple (s1, . . . , sd−1) into O(M
d−1) boxes of the shape
Bˆ = {(s1, . . . , sd−1) ∈ Q
d−1 : si ∈ (si,0, si,0 +O(M
−1)), i = 1, . . . , d− 1}. (12)
Our goal is to find an upper bound on the number of points (s1, . . . , sd−1) ∈ Q
d−1 inside
one such box. We impose the condition Md−1 ≪ min(A,X) on M . Thus, we may now
fix all si,0 ≪ 1 and one such box Bˆ. Hence, we may assume that
si = si,0 + αi, αi ≪M
−1, (13)
for i = 1, . . . , d − 1. Next, consider equation (11). Since M ≪ X
1
d−1 , and since Fj has
no zeros in the denominator, we can assume that Fj has partial derivatives of all orders,
and thus, we may apply Taylor’s Theorem to deduce that
tj = Pj(α1, . . . , αd−1) + βj , βj ≪ X
−1, (14)
for j = 1, . . . , d − 1. Here, Pj is a polynomial in d − 1 variables of sufficiently large
degree with coefficients of size O(1). This is because the coefficients only depend on
s1,0, . . . , sd−1,0, and si,0 ≪ 1 for all i, and because the denominator of Fj is ≫ 1.
We are now ready to apply the approximate determinant method. The idea is to con-
sider the monomials sitj , for (i, j = 0, . . . , d − 1), where we recall that s0 = t0 = 1 by
definition. We write these monomials as mr(s, t), where r ≤ R, with R = d
2. Assume
that the solutions of (7) with s ∈ Bˆ are (s(1), t(1)), . . . , (s(J), t(J)). Then we define the
J × R matrix M with (j, r)-th entry being mr(s
(j), t(j)). Our aim is to show that M
has rank strictly less than R, provided we chose M appropriately. This will then enable
us to show that there is a non-zero vector v such that Mv = 0. Thus, if we define the
the polynomial CBˆ(s, t) =
∑R
r=1 vrmr(s, t), then CBˆ(s
(j), t(j)) = 0 for all our solutions
(s(j), t(j)) with s(j) ∈ Bˆ. Observe thatM is a matrix with rational entries and the vector
v can be constructed from subdeterminants of M. Thus, v ∈ QR and by clearing the
denominators of the coefficients of CBˆ , we may assume that CBˆ has integer coefficients
of size bounded by a power of X. Thus, we shall assume that ‖CBˆ‖ ≪ X
κ, say.
We now proceed to show thatM has rank strictly less than R. Without loss of generality
J ≥ R, since otherwise this is trivial. Thus, it suffices to show that every R×R subde-
terminant ofM vanishes. Without loss of generality, let us consider the subdeterminant
∆ ofM coming from the first R rows and columns. Note that j-th row ofM has entries
with common denominator of size A1/dB1/d. Hence, if we can show that ∆≪ (AB)−
R
d ,
then ∆ = 0. Substituting (13) and (14) into our matrix, we obtain a generalized R×R
Vandermonde determinant in αi and βj with entries of the shape
(si,0 + αi)
ǫ1(Pj(α1, . . . , αd−1) + βj)
ǫ2 ,
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with i, j ∈ {1, . . . , d− 1} and ǫ1, ǫ2 ∈ {0, 1}. Note that we have
αi ≪ T
−1
1 , βj ≪ T
−1
2 ,
where T1 ≍ M and T2 ≍ X. We proceed to find an upper bound for ∆. We order
the monomials T−a1 T
−b
2 in decreasing size, 1 = M0 ≥ M1 ≥ . . ., say. By Lemma 3 of
Heath-Brown [5],
∆≪d
R∏
r=1
Mr.
We have that T1 ≪ T
1/(d−1)
2 and d ≥ 3. We first consider the case d ≥ 4 in which the
largest monomial sizes are 1 ≥ T−11 ≥ T
−2
1 ≥ T
−3
1 . The number of monomials of degree
D in N variables is
n(D,N) =
(
N +D − 1
D
)
.
The number of monomials Mh with size T
−m
1 is n(m,d− 1). Observe that
S :=
2∑
m=0
n(m,d− 1) =
1
2
d(d+ 1) < d2 = R,
and
3∑
m=0
n(m,d− 1) =
1
6
d(d + 1)(d+ 2) ≥ d2 = R
for all d ≥ 3. Thus, the factors in
∏
rMr are all of size T
−m
1 , with m ∈ {0, 1, 2, 3}, and
we obtain the bound ∆≪ T−ξ1 ≪M
−ξ, where
ξ =
2∑
m=0
mn(m,d− 1) + 3 · (R− S) =
1
2
(d− 1)(5d + 2).
Thus, if (AB)dM−ξ ≪ 1 with a suitably small implied constant, then ∆ = 0.
We apply a similar argument in the case d = 3. We will pick M such that X1/3 ≤M ≤
X1/2. As above, we consider an R×R matrix with R = 9. The largest 9 monomials are
1, α1, α2, α
2
1, α1α2, α
2
2, β1, β2, α
3
1. Thus, ∆ ≪ M
−11X−2. Therefore, M11 ≫ (AB)3X−2
implies ∆ = 0. And indeed, (AB)3/11X−2/11 ≫ X1/3, since A,B ≫ X1−δ, if δ is small
enough. Thus, we have proved the following lemma:
Lemma 7. Let ǫ > 0. Assume that M is an integer satisfying
(AB)
2d
(5d+2)(d−1) ≪M ≪ min(X1/(d−1), A1/(d−1)).
if d ≥ 4 and
(AB)3/11X−2/11 ≪M ≪ min(X1/2, A1/2)
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if d = 3. Then for any box Bˆ of shape (12), there exists a non-zero bilinear integer form
CBˆ(x;y), with coefficients of size ‖CBˆ‖ ≪ X
κ such that CBˆ(x,y) = 0 for all solutions
of (7) with s ∈ Bˆ.
5 Counting Points inside a box
Observe that by Lemma 4,
d−1∑
j=0
yjπi(α
d−1θj) = πi(α
d−1β) = mπi(n+ θ) =
{
m if i = 1
0 if 2 ≤ i ≤ d− 1
for 1 ≤ i ≤ d−1. We ignore the equation for i = 0 because we want the left-hand side of
our equations to have size OK(1). We define Gi,j(x) = πi(α
d−1θj) for 1 ≤ i ≤ d− 1 and
0 ≤ j ≤ d−1. Then, the Gi,j(x) are forms of degree d−1 with integer coefficients in the
variables x. We shall write the form CBˆ from Lemma 7 as CBˆ(x;y) =
∑d−1
j=0 yjGd,j(x).
Then the forms Gd,j(x) are linear with integer coefficients. Let e = (m, 0, 0, . . . , 0) ∈ Z
d
and define the matrix
G = G(x) = (Gi,j(x))i=1,...,d; j=0,...,d−1.
Then G is a d× d matrix and we have the equation system
G(x).y = e. (15)
Our next aim is to apply a change of variables to the vector x in order to rewrite the
condition s ∈ Bˆ more conveniently. We will proceed similarly to Heath-Brown [6]. We
recall that for i = 1, . . . , d − 1 we have that si = si,0 + O(1/M) and that si,0 = xi/x0,
where x0 ≍ A
1/d. Thus,
|xi − si,0x0| ≪ A
1/d/M.
Next, we define the linear operator T : Rd → R by
T (x0, x1, . . . , xd−1) = (MA
−1/d(x1 − s1,0x0), . . . ,MA
−1/d(xd−1 − sd−1,0x0), A
−1/dx0).
Then
Λ = {T (x) : x ∈ Zd}
is a lattice of determinant det(Λ) =Md−1A−1. If we define the rectangle
R = {(v0, . . . , vd−1) ∈ R
d : |vi| ≪ 1 for 0 ≤ i ≤ d− 1},
where the implied constants are suitably chosen, then we are interested in counting
the points falling into Λ ∩ R. By considering a basis of shortest lattice vectors in Λ,
g(0), . . . ,g(d−1), say, we can change the basis so that the variables x0, . . . , xd−1 become
u0, . . . , ud−1. Furthermore, if we define Ui to be a suitable constant times |g
(i)|−1 for
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i = 0, . . . , d− 1 then |ui| ≤ Ui ≤ U0 for all i. Furthermore, the Ui satisfy
d−1∏
i=0
Ui ≍ det(Λ)
−1 =
A
Md−1
.
Thus, our equation system (15) becomes
G(L(u)).y = e,
with |ui| ≤ Ui ≤ U0 and U
d
0 ≫ A/M
d−1 ≫ 1, and where L is the invertible linear
function such that L(u) = x.
Our goal is now to count the contribution from each of our boxes Bˆ using the equation
system (15). More precisely, we shall prove the following:
Lemma 8. The number of x with s ∈ Bˆ which satisfy the equation system (15) is
O(Ud−10 X
ǫ).
Proof. Let ∆ = ∆(x) be the determinant of G(x) and for i = 0, . . . , d−1, let ∆i = ∆i(x)
be the determinant of the matrix that we obtain when we replace the (i+1)-th column
of G by the vector e. Then, by Cramer’s Rule we obtain the equation system
∆yi = ∆i (i = 0, . . . , d− 1).
We can see that ∆ is a form of degree (d− 1)2+1 in x, and that ∆i are forms of degree
(d− 1)(d − 2) + 1 in x.
We proceed to show that ∆ does not vanish identically. Consider the d × d matrix
G1 = (σi(θ
j))i=1,...,d;j=0,...,d−1. Then
det(G1) =
∏
1≤i<j≤d
(σi(θ)− σj(θ)) = ∆(θ) 6= 0,
and thus, G1 is invertible and we may define the linear forms F1, . . . , Fd by the following
vector-matrix multiplication:
(F1, . . . , Fd) = (Gd,0, . . . , Gd,d−1)G
−1
1 .
For the purposes of showing ∆ 6≡ 0, the Fi may be seen as linear forms in the variables
a = (σ1(α), . . . , σd(α)) with coefficients in Q¯. Furthermore, let G2 be the diagonal d× d
matrix with diagonal entries σ1(α
d−1), . . . , σd(α
d−1). Then, we may factorize the matrix
G as follows:
G =


π1(α
d−1) . . . π1(α
d−1θd−1)
...
...
πd−1(α
d−1) . . . πd−1(α
d−1θd−1)
Gd,0 . . . Gd,d−1

 =


σ1(c1) . . . σd(c1)
...
...
σ1(cd−1) . . . σd(cd−1)
F1(a)
σ1(αd−1)
. . . Fd(a)
σd(αd−1)

G2G1.
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Thus,
det(G) = ±NK/Q(α
d−1)∆(θ)
d∑
i=1
Fi(a)
σi(αd−1)
(−1)i+1 det(Ai), (16)
where
A = (σj(ci))i=0,...,d−1;j=1,...,d
is a d × d matrix and for r = 1, . . . , d, the (d − 1) × (d − 1) matrix Ar is obtained by
deleting the first row and the r-th column of A. Recall from Lemma 6 that the vector
c is given by Cc = bθ and that det(C) = ∆
2(θ) ∈ Q \ {0}. For i = 1, . . . , d, let Ci be the
matrix obtained by replacing the i-th column of C by bθ. Then, by Cramer’s Rule,
det(C)ci = det(Ci+1) (i = 0, . . . , d− 1).
Therefore, we can see that
Tr(ci) = (∆(θ))
−2 Tr(det(Ci+1)) =
{
1 if i = 0
0 if 1 ≤ i ≤ d− 1.
And thus, det(Ai) + det(Ai+1) = 0 for all i = 1, . . . , d− 1. In particular,
(−1)i+1 det(Ai) = det(A1)
for all i. The matrix C has entries in Z and hence we get Cσ(c) = σ(bθ) for any
embedding σ. Hence CA = GT1 and therefore det(A) = (∆(θ))
−1. By expanding det(A)
along the first row, we get
(∆(θ))−1 =
d∑
i=1
σi(c0)(−1)
i+1 det(Ai) = det(A1)Tr(c0) = det(A1).
Putting this into (16), we obtain that
det(G) = ±NK/Q(α
d−1)
d∑
i=1
Fi(a)
σi(αd−1)
= ±
d∑
i=1
Fi(a)
d∏
j=1
j 6=i
ad−1j ,
where aj = σj(α). The auxiliary form CBˆ created by Lemma 7 does not vanish iden-
tically. Hence, at least one of the forms Fi does not vanish identically. Thus, we may
assume that Fr, say is not identically zero. Note that
det(G) ≡ ±Fr(a)
d∏
j=1
j 6=r
ad−1j (mod a
d−1
r ).
By considering the right-hand side as a polynomial in ar, it cannot vanish identically
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because Fr(a) is a non-zero linear form. Therefore, det(G) does not vanish identically.
Recall that the total degree of ∆ = det(G) is D = (d − 1)2 + 1, say. Our next aim is
to apply a further linear change of variables, u =Mv, so that vD0 occurs with non-zero
coefficient in ∆. We have shown that ∆ does not vanish identically and hence we may
use Theorem 1 of Heath-Brown [3] to deduce that there exists a primitive vector u0 ∈ Z
d
such that ∆(u0) 6= 0 and |u0| ≪d 1. Let u0 be the first column of M . It is then possible
to complete M to a d× d matrix having integer entries and determinant 1. The entries
of M are all bounded in size in terms of u0 so that maxi,j |Mi,j| ≪d 1. Furthermore,
∆(M.(1, 0, . . . , 0)T ) = ∆(u0) 6= 0. Since M is unimodular, M
−1 has entries in Z. This
ensures indeed that vi ∈ Z with vi ≪ U0 for all i. Thus, the linear change of variables
u = Mv ensures that vD0 occurs with non-zero coefficient in ∆ but it does not make
any difference to our argument otherwise. We shall therefore consider ∆′ = ∆(Mv) and
∆′0 = ∆0(Mv) in the remaining argument.
The number of vectors v with ∆′ = 0 is Od(U
d−1
0 ). This can be established after
factorizing ∆′ into irreducible factors and by applying [3, Theorem 1] to each factor.
Thus, we may now consider the points v with ∆′(v) 6= 0.
There areO(Ud−10 ) choices for the points (v1, . . . , vd−1). We fix one such point and we will
show that there are only Oǫ(X
ǫ) choices for v0. Consider ∆
′ = ∆′(v0) and ∆
′
0 = ∆
′
0(v0)
as polynomials in v0 with integer coefficients. By dividing the polynomial equation
∆′y0 = ∆
′
0 by a common factor, if necessary, we may assume that F (v0)y0 = F0(v0),
where F (x) and F0(x) are coprime polynomials in Z[x]. Also note that the degree of F
must be at least 1 because the degree of ∆′ in v0 is strictly larger than the degree of ∆
′
0
in v0. By the Euclidean algorithm, there exist polynomials g0(x), g(x) ∈ Z[x] such that
g0(x)F0(x) + g(x)F (x) = R, (17)
where R is the resultant of F and F0 in the variable v0, depending on v1, . . . , vd−1. Note
that R 6= 0 because F and F0 do not have a common root. The resultant can be defined
as the determinant of the Sylvester Matrix of F and F0 which only depends on the
coefficients of F and F0. Recall that these coefficients only depend on the polynomial f
and on the coefficients of the auxiliary equation created by Lemma 7. Thus, R is bounded
by a power of X. Substituting F (v0)y0 = F0(v0) into (17), we get that F (v0) | R, and
hence there are only Oǫ(X
ǫ) choices for v0. And therefore, if we put all cases together,
then there are O(Ud−10 X
ǫ) choices for (v0, . . . , vd−1) and each choice of v gives exactly
one choice for x with s ∈ Bˆ. This finishes the proof of Lemma 8. 
6 Finishing the Proof
We shall now finish the proof of Theorem 1 and Theorem 2. In the previous section we
have shown that the number of x with s ∈ Bˆ that satisfy (15) is O(Ud−10 X
ǫ). It thus
remains to sum up the contributions from all boxes. We write the shortest non-zero
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lattice vector g(0) in Λ from the previous section as
g(0) = (MA−1/d(x1 − s1,0x0), . . . ,MA
−1/d(xd−1 − sd−1,0x0), A
−1/dx0).
Recall further that U0 was defined to be a suitable constant times |g
(0)|−1. Thus,
U0|xi − si,0x0| ≪ A
1/dM−1 (i = 1, . . . , d− 1),
U0|x0| ≪ A
1/d.
We produce the boxes Bˆ by taking si,0 =
zi
M , where zi is an integer of exact order M .
Hence, the number of boxes Bˆ for which U0 ∼ U is at most the number of (2d−1)-tuples
(x0, . . . , xd−1, z1, . . . , zd−1) for which
zix0 =Mxi +O
(
A1/d
U
)
, x0 ≪
A1/d
U
, zi ≍M,
where i = 1, . . . , d−1. Recall that by asumption onM , we have that Ud ≫ A/Md−1 ≫ 1.
For i = 1, . . . , d− 1, observe that
xi ≪ x0 +O(M
−1/d).
Hence, if x0 = 0 then g
(0) = 0 which is impossible. So |x0| ≥ 1 and therefore A
1/dU−1 ≫
1. We may therefore assume that x0 6= 0 and xi ≪ x0 for all i. There are O(A
1/dU−1)
choices for x0. Fix one such x0. For i = 1, . . . , d− 1, there exist integers ri ≪ A
1/dU−1
such that
zix0 =Mxi + ri. (18)
Thus, there are O
(
(A1/dU−1)d−1
)
choices for r1, . . . , rd−1, since A
1/dU−1 ≫ 1. The
congruences
Mxi ≡ −ri (mod x0)
determine x1, . . . , xd−1 modulo x0, provided x0 and M are coprime. Indeed,
1 ≤ |x0| ≪
A1/d
U
≪M1−1/d < M,
if X and hence M are large enough. Furthermore, we may pick M to be a prime in
Lemma 7, which then indeed insures that M and x0 are coprime. Now, xi, x0 and ri
determine zi by (18). Thus, the number of intervals for which U0 ∼ U is O
(
A
Ud
)
. By
Lemma 8, each of these intervals contributes at most O(Ud−1Xǫ) choices for x. Thus,
altogether there are
≪
A
Ud
· Ud−1Xǫ =
A
U
Xǫ ≪ Xǫ(AM)1−1/d
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choices for x. Each such x determines α and hence, each x gives O(1) choices for a2
by Lemma 4. Note that there are only OK(1) values for a1 such that a1 | ∆
2
K . Hence,
#{a : (n, a, b) is counted by N (X;A,B)} ≪ Xǫ(AM)1−1/d. Thus, by a trivial estimate,
we deduce that for each ǫ, ǫ′ > 0,
N (X;A,B)≪
∑
a
#{n ∼ X : f(n) ≡ 0 (mod ad−1)} ≪
∑
a
ρ(ad−1)
(
X
ad−1
+ 1
)
≪ Xǫ
∑
a
1≪ X2ǫ(AM)1−1/d ≪M1−1/dX1−1/d+ǫ
′
.
Thus, it suffices if there exists a η > 0 such that Md−1 ≪ X1−η. By Lemma 7, we can
indeed pick such an M because 4d5d+2 <
4
5 for d ≥ 4. If d = 3 then M is essentially X
4/11
and 8/11 < 1. This finishes the proof of Theorem 1 and 2.
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