Abstract
Introduction
With the massive influx of computers in society, Human-Computer Interaction (HCI) has become an increasingly important part of our daily lives. It is widely believed that as the computing, communication, and display technologies progress even further, the existing HCI techniques may become a bottleneck in the effective utilization of the available information flow. For example, the most popular mode of HCI is based on simple mechanical devices-keyboards and mice. These devices have grown to be familiar but inherently limit the speed and naturalness with which we can interact with the computer. This limitation has become even more apparent with the emergence of novel display technology such as virtual reality [1] .Thus in recent years the field of computer vision has devoted considerable research effort to the detection and recognition of faces and hand gestures. Being able to recognize faces and hand gestures has tremendous potential in applications such as teleconferencing, telemedicine, and advanced interfaces for HCI. In particular, hand gestures are an appealing way to interact with such systems as they are already a natural part of how we communicate, and they don't require the user to hold or physically manipulate special hardware [2] . Recognizing gestures is a complex task which involves many aspects such as motion modeling, motion analysis, pattern recognition and machine learning, even psycholinguistic studies [3] Generally, gestures can be classified into static gestures and dynamic gestures. Static gestures are usually described in terms of hand shapes, and dynamic gestures are generally described according to hand movements [4] .The gesture recognition system we have proposed is a step toward developing a more sophisticated recognition system to enable such varied uses as menu-driven interaction, augmented reality, or even recognition of Sign Language.
Related Works
Gesture recognition was first proposed by Myron W. Krueger as a new form of interaction between human and computer in the middle of seventies. It has become a very important research area with the rapid development of computer hardware and vision systems in recent years. Freeman and Roth [5] introduced a method to recognize hand gestures, based on a pattern recognition technique developed by McConnell employing histograms of local orientation. Naidoo and Glaser [6] developed a system that is recognized static hand gesture against complex backgrounds based on South African Sign Language (SASL), a (Support Vector Recognition) system used to classify hand postures as gestures. Chang and Chen [4] presented a new approach for recognizing static gestures based on Zernike moments (ZMs) and pseudo-Zernike moments (PZMs). Triesch and Malsburg [7] employed the Elastic-Graph Matching technique to classify hand postures against complex backgrounds, hand postures were represented by labelled graphs with an underlying two dimensional topology, attached to the nodes were jets. A jet is simply a local image description based on Gabor filters. This approach can achieve scale-invariant and user-independent recognition, and it does not need hand segmentation. Since using one graph for one hand posture is insufficient, this approach is not view-independent. The recognition rate achieved against complex backgrounds was 86%. Just [8] proposed to apply to the hand posture classification and recognition tasks an approach that has been successfully used for face recognition, the feature based on the local non-parametic pixel operator: Modified Census Transform (MCT) and are illumination invariant.
Artificial Neural Networks
An Artificial neural network is an information processing system that has certain performance characteristics in common with biological neural networks. Artificial neural networks have been developed as generalizations of mathematical models of human cognition or neural biology, based on the assumptions that[9] :
1. Information processing occurs at many simple elements called neurons. 2. Signals are passed between neurons over connection links. 3. Each connection link has associated weight, which, in a typical neural net, multiplies the signal transmitted.
Each neuron applies an activation function (usually nonlinear) to its net input (sum of weighted input signal) [9] . Figure( 
Proposed System
In this paper, a new approach for the static hand gesture recognition is proposed. The presented system is based on one powerful hand feature in combination with a multi-layer neural-network based classifier . The hand gesture area is separated from the background by using the well-known segmentation method of skin color that used in face recognition , then a contour of hand image is used as a feature that describe the hand shape. The image size is adjusted so that the width and height reaches a default value. As such, the general process of the proposed method is composed of three main parts:-1) A preprocessing step to focus on the gesture.
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Dr. Jane J. Stephan, Sana'a Khudayer 2) A feature extraction step that use the hand contour of the gesture image, it is based on an algorithm proposed by Joshi, and Sivaswamy [10] . The hand contour will act as the feature of the gesture.
3) A classification step. The unknown gesture's feature will be produced and entered to the neural network.
The gesture recognition process diagram is illustrated in figure( 2),the hand region obtained after the preprocessing stage and it will be used as the primary input data for the feature extraction step of the gesture recognition algorithm. 
1. Gesture modeling
In Human-Computer Interaction (HCI), the selection of hand gestures is an essential aspect to best design appropriate gesture vocabulary for Human-Computer Interaction. The differentiation and anatomical possibilities of hand gestures must be considered. One purpose of Human-Computer Interaction is to make a computer tasks controlled by a set of commands in the form of hand gestures. In our hand recognition system, six commands of static hand gestures are designed. Figure( 
2. Image preprocessing for feature extraction
In order to extract the features needed for the classification step of the gesture recognition process, we have to preprocess the hand gesture images given by the digital camera. The main goal is to isolate and enhance the hand region. The preprocessing chain consists of the following operations: segmentation, filtering, and edge detection. The background is considered almost uniform and darker than the hand region. This restriction is used to focus our attention on the performance of static hand gesture recognition. The enhancement operation is done by applying a nonlinear median filter. The Sobel operator could be used for detection of the hand edge.
3. Skin color segmentation
This approach is inspired by the work of Sedlak, and Chang for the face detection task [11] [12]The common RGB representation of color images is not suitable for characterizing skin-color. In the RGB space, the triple component (r, g, and b) represents not only color but also luminance. Luminance can be removed from the color representation in the chromatic color space. Chromatic colors also known as "pure" colors in the absence of luminance, are defined by a normalization process shown below:
Note: Color green is redundant after the normalization because r+g+b = 1.
The color histogram revealed that the distribution of skin-color of different people are clustered in the chromatic color space and a skin color distribution can be represented by a Gaussian model N(m, C), where: Mean:
3. 1. Skin likelihood image
Beginning with a color hand image, the first step is to transform it to a skin-likehood image. This involves transforming every pixel from RGB representation to chroma representation as shown in equation (1) and (2) . Skin-likelihood image is an image in which each pixel corresponds to the probability of occurrence of skin-color (in the same pixel in the original input image). The probability of each pixel is calculated by formula below :
The skin-likelihood image will be a gray-scale image whose gray values represent the likelihood of the pixel belonging to skin.
3. 2. Skin-segmented image
The second step is creating a skin-segmented image by using a threshold value of probability, if the probability of a pixel in skin likelihood image is more or equal to estimated threshold value, it supposed that this pixel represents skin color, if not it supposed that this pixel does not represent skin color. The skin color pixels are white and the other ones are black in skin -segmented image.
The feature extraction aspect of image analysis seeks to identify inherent characteristics, or features of objects found within an image. These characteristics are used to describe the object, or attribute of the object, prior to the subsequent task of classification. Feature extraction operates on twodimensional image arrays but produces a list of descriptions, or a ' feature vector' [13] . For posture recognition, (static hand gestures) features such as fingertips, finger directions and hand's contours can be extracted. But such features are not always available due to self-occlusion and lighting conditions. Feature extraction is a complex problem, and often the whole image or transformed image is taken as input. Features are thus selected implicitly and automatically by the recognizer [8] . In this paper we select the hand contour as a good feature to describe the hand gesture shape. Contour detection process consists of two steps: first find the edge response at all points in an image using gradient computation and in the second step modulate the edge response at a point by the response in its surround [10] .
5.Classification with Neural Networks
Multi-layer perceptron (MLP) neural networks are among the most commonly used classifiers for pattern recognition problems. Our classification process based on the use of single MLP, with backpropagation training algorithm. In the feature extraction stage the hand contour is resizing in order to make it appropriate for neural network input, then it entered to the classification stage. The recognition process consist of two phases , training and classification, as shown in the figure ( 4 ) 
---------------------------------------------

Expected Results
Many attempts to recognize static hand gestures shapes from images achieved fairly good results, but this is mainly due to either very high computation and the use of specialized devices. One such attempt is that of Triesch and Malsburg how have achieved good recognition rate (86.2%) using the Elastic-Graph Matching technique to classify hand postures against complex backgrounds [7] . The aim of this system is to achieve relatively good results but at the same time a trade off must be considered between time and accuracy. However we will aim to achieve very good accuracies
Conclusions
In this paper we propose a method of classifying static hand gestures using hand image contour where the only features are that of low-level computation. Using Skin color segmentation provide good results for isolate foreground from background .This method robust against similar static gestures in 
