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Die Thematik der Arbeit ist in der Schuranalysis angesiedelt. Angeregt durch die Bedu¨rfnisse
von Elektrotechnik und Signalu¨bertragungstechnik entwickelte sich dieses mathematische Ge-
biet, welches Matrix- und Operatorversionen von Interpolations- und Momentenproblemen
behandelt.
Die vorliegende Dissertation bescha¨ftigt sich mit dem ”J–Potapovproblem“, einem Interpo-
lationsproblem fu¨r Funktionen der J–Potapovklasse, welche in einer Umgebung von Null
holomorph sind. Eine na¨here Untersuchung dieser Funktionenklasse zeigt, dass deren Taylor-
koeffizientenfolgen zur Klasse der J–Potapovfolgen geho¨ren. Diese Folgen sind der Ausgangs-
punkt fu¨r die Konstruktion von Matrixpolynomen, mit deren Hilfe sich die Lo¨sungsmenge des
J–Potapovproblems als gebrochenlineare Transformation darstellen la¨sst.
In Kapitel 1 werden zuna¨chst J–Potapovfolgen und J–Potapovfunktion eingefu¨hrt sowie das
J–Potapovproblem formuliert. Dabei werden wichtige Eigenschaften und Resulate vorgestellt
sowie verdeutlicht, dass das J–Potapovproblem eine Verallgemeinerung des in der Literatur
ausgiebig behandelten Schurproblems ist. Daraus entsteht die Zielstellung, wohlbekannte, aus
Schurfolgen gebildete, Matrixpolynome auf den J–Potapovfall zu u¨bertragen.
Eine besondere Rolle in der Lo¨sungsmenge des J–Potapovproblems spielt die zentrale J–
Potapovfunktion, denn eine Quotientendarstellung zentraler J–Potapovfunktionen ermo¨glicht
auch eine Analyse der allgemeinen Lo¨sung. In Kapitel 2 erfolgt die Herleitung einer solchen
Darstellung sowie die Untersuchung der damit verbundenen Folgen und Matrixpolynome.
Dabei werden wichtige Identita¨ten und Beziehungen bewiesen, welche bei der Behandlung
des J–Potapovproblems eine Schlu¨sselrolle spielen.
In Kapitel 3 erfolgt eine Verallgemeinerung der Arov–Krein–Matrixpolynome des Schurpro-
blems auf die J–Potapovklasse. Dabei wird zuna¨chst der nichtdegenerierte Fall untersucht,
bevor eine Erweiterung der Ergebnisse auf den degenerierten Fall vorgenommen wird.
Ausgangspunkt fu¨r die Untersuchungen des vierten Kapitels ist die Beobachtung, dass mit
den gegebenen Daten eines J–Potapovproblems ein spezielles Stein-Tripel und damit im nicht-
degenerierten Fall ein J (:= diag(J,−J))–inneres Matrixpolynom vollen Ranges verbunden
ist. Zu Beginn des Kapitels 4 folgen zuna¨chst allgemeine Resultate u¨ber positiv hermite-
sche (J, r)–Stein-Tripel und die damit verbundene Matrixfunktion, bevor die Ergebnisse auf
den nichtdegenerierten J–Potapovfall u¨bertragen werden und der Begriff des Dubovojschen
Matrixpolynoms gepra¨gt wird. Ein wichtiges Hauptresultat von Kapitel 4 ist dabei die Fak-
torisierung des Dubovojschen Matrixpolynoms in lineare J–innere Matrixpolynome vollen
Ranges, welche im Gegensatz zum Schurfall nicht zwingend selbst wieder Dubovojsche Ma-
trixpolynome sind.
Die in den Kapitel 2–4 erhaltenen Resultate stellen eine vollsta¨ndige Verallgemeinerung der
fu¨r den Schurfall aus der Literatur wohlbekannten Resultate dar. Zudem wurden Resultate
hergeleitet, die auch fu¨r den Schurfall neue Ergebnisse liefern. Dazu geho¨ren insbesondere
die genaue Gestalt und Eigenschaften der Taylorkoeffizientenfolge des Dubovojschen Matrix-
polynoms sowie die explizite Darstellung der Schur–Dubovoj–Parameter aus den gegebenen
Daten.
In Kapitel 5 wird die Lo¨sungsmenge des J–Potapovproblems mittels der in den Kapiteln
2–4 konstruierten Matrixpolynome dargestellt. Hierbei wird besonders die Anwendung des
Dubovojschen Matrixpolynoms betrachtet. Weiterhin werden die durch die Lo¨sungsmenge
des J–Potapovproblems erzeugten Matrizenkreise untersucht und es erfolgt eine schrittweise
Lo¨sung des nichtdegenerierten J–Potapovproblems.
Zum Abschluss dieser Dissertation wird in Kapitel 6 die wohlbekannte Charakterisierung der
Zugeho¨rigkeit einer Funktion zur Lo¨sungsmenge des Schurproblems mittels fundamentaler
Matrixungleichungen auf das J–Potapovproblem u¨bertragen. Die U¨berlegungen aus Kapitel
4 fu¨hren dann auf fundamentale Matrixungleichungen fu¨r positiv hermitesche (J, r)–Stein–
Tripel. Es folgen verschiedene Lo¨sungsdarstellungen dieser Matrixungleichungen, welche an-
schließend noch auf das J–Potapovproblem angewendet werden.
Im Verlauf der Arbeit werden Begriffe aus ausgewa¨hlten Bereichen der Matrizentheorie und
J–Theorie eingesetzt. Eine kurze Zusammenstellung hierzu befindet sich im Anhang.
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1Einleitung
Die vorliegende Arbeit ist in der Schuranalysis angesiedelt. Hierbei handelt es sich um ei-
ne mathematische Richtung, deren Urspru¨nge am Anfang des 20. Jahrhunderts zu erkennen
sind. Zu jener Zeit setzte eine intensive Bescha¨ftigung mit Momentenproblemen und klassi-
schen Interpolationsaufgaben der Funktionentheorie ein. Dies wird dokumentiert durch eine
la¨ngere Liste von namhaften Mathematikern jener Zeit, welche diese Entwicklung pra¨gten.
Stellvertretend hierfu¨r seien die Arbeiten von Carathe´odory [29]–[31], Carathe´odory/Feje´r
[32], Hamburger [57]–[59], Hausdorff [60], Hellinger [61], Herglotz [63], R. Nevanlinna [74]–[76],
Pick [78]–[80], F. Riesz [85]–[87], M. Riesz [88], Schur [93], [94], Szego¨ [97], [98], Toeplitz [99],
Weyl [100] sowie die Monographien von Akhiezer [6], Akhiezer/Krein [7], Grenander/Szego¨
[56] und Krein/Nudelmann [67] genannt. Der Ho¨hepunkt dieser Untersuchungen ist zweifellos
der von Issai Schur in [94] konstruierte und von R. Nevanlinna in [76] verfeinerte tiefsinni-
ge Algorithmus, welcher eine konstruktive Methode zur Lo¨sung von Interpolationsproblemen
bereitstellte und zudem eine explizite Beschreibung der Lo¨sungsmenge ermo¨glichte.
Gestu¨tzt auf die Fortschritte der Operatortheorie einerseits und bedingt durch die Bedu¨rfnisse
von Elektrotechnik, Signalu¨bertragungstechnik sowie Vorhersagetheorie stochastischer Pro-
zesse andererseits erlebte die Schursche Methode seit ca. 1970 eine mit den fundamentalen
Adamjan/Arov/Krein–Arbeiten [1]–[5] beginnende Renaissance, die letztendlich zur Heraus-
bildung der nunmehr als Schuranalysis bezeichneten mathematischen Richtung fu¨hrte, welche
an der Nahtstelle einer ganzen Reihe mathematischer Disziplinen (Operatortheorie, komplexe
Funktionentheorie, Systemtheorie, Streutheorie, Vorhersagetheorie fu¨r stochastische Prozesse,
Theorie schneller Algorithmen u.a.) steht. Hauptgegenstand der Schuranalysis ist die Behand-
lung von matriziellen und operatoriellen Versionen klassischer Interpolations- und Momen-
tenprobleme. Die Vielschichtigkeit und der Facettenreichtum der in der Schuranalysis unter-
suchten Objekte wird nachhaltig verdeutlicht durch die Fu¨lle an unterschiedlichen Zuga¨ngen,
die zur Behandlung der grundlegenden Aufgabenstellungen entwickelt wurden. Eine grobe
Klassifikation dieser Zuga¨nge ko¨nnte wie folgt aussehen:
• Methode der fundamentalen Matrixungleichungen von V.P. Potapov
• Kommutant–Lifting–Methode
• Methode der Hilbertra¨ume mit reproduzierendem Kern
• Operatorerweiterungsmethode
• Bandmethode
• Einschritterweiterungsmethode
• Kreinraummethoden
• Methode der Realisierung rationaler Matrixfunktionen als U¨bertragungsfunktion eines
passiven linearen Systems (auch State–Space–Methode genannt).
Als gemeinsames Merkmal all dieser verschiedenen Zuga¨nge la¨sst sich die Tatsache konsta-
tieren, dass eines ihrer wesentlichen Aspekte darin besteht, dass mehr oder minder expli-
zit eine geeignete matrizielle oder operatorielle Adaption des klassischen Schuralgorithmu-
ses vorgenommen wird. Die Vielzahl an Zuga¨ngen zur Behandlung der Grundaufgaben der
2Schuranalysis bildeten den Ausgangspunkt dafu¨r, dass in den letzten 25 Jahren eine un-
gewo¨hnlich hohe Anzahl von Monographien zu dieser Thematik publiziert wurden: Alpay
[9], Alpay/Dijksma/Rovnyak/de Snoo [10], Arov/Dym [20], Bakonyi/Constantinescu [22],
Ball/Gohberg/Rodman [23], Dubovoj/Fritzsche/Kirstein [36], Dym [37], Foias/Frazho [41],
Foias/Frazho/Gohberg/Kaashoek [42], Helton [62], Katsnelson [64], Rosenblum/Rovnyak [89],
Sakhnovich [90]. Diese stu¨rmische Entwicklung ha¨lt auch gegenwa¨rtig an und wird durch eine
Vielzahl von Beitra¨gen in mathematischen Fachzeitschriften dokumentiert. Aus dieser Ent-
wicklung sind mehr oder minder deutlich zwei Tendenzen herauszulesen. Die erste dieser Ten-
denzen betrifft die intensive Bescha¨ftigung mit inversen Fragestellungen. Besondere Impulse
erhielt diese Thematik durch die fundamentalen Untersuchungen von D.Z. Arov [11]–[14] zu
verallgemeinerten bitangentiellen Interpolationsproblemen vom Schur–Nevanlinna–Pick–Typ
sowie vom Carathe´odory–Nevanlinna–Pick–Typ. Seit Mitte der 1990er Jahre ist auch H. Dym
in diese Aktivita¨ten mit einbezogen. Im Rahmen ihrer gemeinsamen Forschungen entstanden
die nunmehr klassischen Arov–Dym–Arbeiten [15]–[19] sowie die Monographie [20], in der der
aktuelle Entwicklungsstand der Theorie pra¨sentiert wird.
Ein zweiter Schwerpunkt der aktuellen Forschungen zur Schuranalysis bescha¨ftigt sich mit
dem Studium der sogenannten degenerierten Situationen der Matrixversionen klassischer
Interpolations- und Momentenprobleme. Ein Problem des oben angesprochenen Typs ist
genau dann lo¨sbar, wenn eine geeignet aus den Daten gebildete Blockmatrix nichtnegativ
hermitesch ist. Falls diese Blockmatrix sogar positiv hermitesch ist, spricht man vom nicht-
degenerierten Fall des vorliegenden Problems. In der ersten Phase der Behandlung von ma-
triziellen Interpolations- und Momentenproblemen gelang nur fu¨r den nichtdegenerierten Fall
eine vollsta¨ndige Behandlung bis hin zur Beschreibung der gesamten Lo¨sungsmenge. Das Stu-
dium des degenerierten Falls begann mit der Pionierarbeit [35, Teil IV] von V.K. Dubovoj
im Kontext des matriziellen Schurproblems. In der Folgezeit wurden verschiedene Zuga¨nge
zur Behandlung des degenierten Falls ausgearbeitet (siehe Ball/Helton [24], Bolotnikov/Dym
[27], Bruinsma [28], Chen/Hu [33]–[34], Dym [37, Chapter 7] und Sakhnovich [90, Chapter
5]).
Die vorliegende Arbeit ist vor dem Hintergrund eines weiteren Zugangs zur Behandlung des
allgemeinen Falls von Matrixversionen klassischer Interpolationsprobleme verfasst. Dieser Zu-
gang, welcher von B. Fritzsche, B. Kirstein und A. Lasarow ausgearbeitet wurde, lieferte ei-
ne vollsta¨ndige Behandlung der Matrixversion des Carathe´odory–Problems in [47] und des
Schur–Problems in [48]. Das Wesen dieses Zuganges besteht in einer gru¨ndlichen Analyse der
Struktur der Taylorkoeffizientenfolgen der Matrixfunktionen der Klassen von Carathe´odory
und Schur. Aus Untersuchungen von B. Fritzsche und B. Kirstein (vgl. [46], [45]) ist bekannt,
dass diese Folgen eine ganz spezielle geometrische Struktur besitzen. Jedes Element einer
solchen Folge geho¨rt na¨mlich einem Matrizenkreis an, dessen Parameter vollsta¨ndig durch
die vorangehenden Matrizen der Folge bestimmt sind. Ausgehend von dieser Beobachtung
erscheint es natu¨rlich, jenen Folgen besondere Aufmerksamkeit zu schenken, deren Elemente
von einem gewissen Index an stets Mittelpunkt des zugeho¨rigen Matrizenkreises sind. Derarti-
ge Folgen werden dann zentrale Carathe´odoryfolgen bzw. zentrale Schurfolgen genannt. Eine
matrizielle Carathe´odory– bzw. Schurfunktion, deren Taylorkoeffizientenfolge eine zentrale
Carathe´odory– bzw. Schurfolge ist, wird dann als zentrale Carathe´odory– bzw. Schurfunktion
bezeichnet. In ihren Arbeiten [46] bzw. [45] nahmen B. Fritzsche und B. Kirstein eine inten-
sive Analyse der Struktur zentraler Carathe´odory– bzw. Schurfunktionen vor. Hierbei wurde
nicht nur gezeigt, dass derartige Matrixfunktionen rational sind, sondern es wurden daru¨ber
3hinaus geeignete rechte und linke Quotientendarstellungen dieser rationalen Matrixfunktionen
hergeleitet. Hierbei wurde ein spezielles Prinzip zugrunde gelegt, mit dessen Hilfe einer endli-
chen Carathe´odory– bzw. Schurfolge ein Quadrupel von Matrixpolynomen zugeordnet wird.
Mit Hilfe dieser Quadrupel ko¨nnen dann die oben angesprochenen rechten und linken Quo-
tientendarstellungen zentraler Carathe´odory– bzw. Schurfunktionen realisiert werden. Diese
Quadrupel von Matrixpolynomen stehen am Ausgangspunkt der Betrachtungen von B. Fritz-
sche, B. Kirstein und A. Lasarow zum Studium des allgemeinen Falls der Matrixversionen
der Interpolationsprobleme von Carathe´odory und Schur. In den Arbeiten [47] bzw. [48] wird
nachgewiesen, dass sich die Lo¨sungsmenge eines lo¨sbaren matriziellen Carathe´odory– bzw.
Schurproblems mit Hilfe einer gebrochenlinearen Transformation parametrisieren la¨sst, deren
erzeugende Matrixfunktion ein Matrixpolynom ist, welches aus den oben erwa¨hnten Qua-
drupel von Matrixpolynomen gebildet wird. Als Parametermenge dieser gebrochenlinearen
Transformation dient hierbei die matrizielle Schurklasse.
Eine natu¨rliche Verallgemeinerung der matriziellen Schurklasse ist die Klasse der Matrix-
funktionen der J–Potapovklasse. Hierbei bezeichnet J eine m–reihige Signaturmatrix (d.h.
es ist J∗ = J und J2 = Im, wobei Im die m–reihige Einheitsmatrix bezeichnet). Die Im–
Potapovklasse fa¨llt dann genau mit der m×m–Schurklasse zusammen. Ausgehend von dieser
Beobachtung wandten sich B. Fritzsche und B. Kirstein ca. 2000 dem Studium der Taylor-
koeffizientenfolgen von im Nullpunkt holomorpher J–Potapovfunktionen zu. Diese Thematik
bildet den Gegenstand der Dissertation [84] von U. Raabe. Im Ergebnis dieser Forschungen
wurden unmittelbare Verallgemeinerungen der vorher erhaltenen Resultate u¨ber matrizielle
Schurfolgen, matrizielle Schurfunktionen und der zwischen ihnen bestehenden Wechselbezie-
hungen erhalten. Eine ausfu¨hrliche Beschreibung dieser Sachverhalte erfolgt in den Arbeiten
[49] und [50] von B. Fritzsche, B. Kirstein und U. Raabe.
Hieran anknu¨pfend stellten sich B. Fritzsche und B. Kirstein die Zielstellung, den gemein-
sam mit A. Lasarow ausgearbeiteten Zugang zur Behandlung des matriziellen Schurproblems
geeignet auf die Behandlung des Interpolationsproblems fu¨r J–Potapovfunktionen zu ver-
allgemeinern. Dies erforderte zuna¨chst eine intensive Analyse der Struktur J–zentraler J–
Potapovfolgen, J–zentraler J–Potapovfunktionen und der Wechselwirkungen zwischen ihnen.
Diese Fragestellung stand am Ausgangspunkt meiner Dissertation. Der erste Teil dieser Ar-
beit ist dieser Thematik gewidmet (vgl. Kapitel 2–3 sowie Abschnitt 5.1). Die hierbei er-
haltenen Resultate stellen eine vollsta¨ndige Verallgemeinerung der von B. Fritzsche und B.
Kirstein in [45] erhaltenen Resultate fu¨r den Schurfall dar und wurden bereits in der Ar-
beit Fritzsche/Kirstein/Raabe/Sieber [52] vero¨ffentlicht. Hierdurch wurde ein entscheiden-
der Zwischenschritt fu¨r die inzwischen in der Arbeit [51] von B. Fritzsche, B. Kirstein und
U. Raabe erfolgte vollsta¨ndige Behandlung des Interpolationsproblems fu¨r J–Potapovfolgen
zuru¨ckgelegt.
Die in den Kapitel 4–6 behandelte Thematik wurde ganz wesentlich durch den Aufenthalt von
L.A. Sakhnovich an der Leipziger Universita¨t im Wintersemester 2007/2008 angeregt. Mit
L.A. Sakhnovich wurde erstmals ein Mathematiker auf den Lehrstuhl des Leibniz–Professors
an der Leipziger Universita¨t berufen. Dieser Lehrstuhl wird seit 1994 in jedem Semester mit
einem renommierten Gastwissenschaftler besetzt. Zu den Aufgaben des Leibniz–Professors
geho¨rt die Durchfu¨hrung einer als Leibniz-Vorlesung bezeichneten zweimal wo¨chentlich statt-
findenden Veranstaltung zu einem aktuellen Forschungsgebiet. Die von L.A. Sakhnovich
gewa¨hlte Thematik bescha¨ftigte sich mit der Darlegung zentraler Aspekte und Anwendungen
der von ihm geschaffenen Methode der Operatoridentita¨ten. Diese Methode fu¨hrte zu einer
4substantiellen Erweiterung der von V.P. Potapov entwickelten Methode der fundamentalen
Matrixungleichung zur Lo¨sung von Matrixversionen klassischer Interpolationsprobleme. Das
Wesen dieser Methode besteht darin, das betrachtete Interpolations– oder Momentenpro-
blem in eine a¨quivalente Matrixungleichung zu u¨berfu¨hren. Damit wurde das urspru¨ngliche
Problem auf die Lo¨sung einer Matrixungleichung zuru¨ckgefu¨hrt. Eine solche Vorgehensweise
wurde z. B. in den Arbeiten von Kovalishina [66], Katsnelson [65], Dyukarev/Katsnelson [39],
Dyukarev [38], Dubovoj [35] und Golinskii [54], [55] zugrunde gelegt. Was die Lo¨sung der
hierbei auftretenden konkreten Matrixungleichungen betrifft, beschra¨nkten sich die genann-
ten Autoren mit Ausnahme von V.K. Dubovoj auf den nichtdegenerierten Fall. In diesem Fall
erfolgt die Bestimmung der Lo¨sungsmenge der Matrixungleichung mit Hilfe einer von V.P. Po-
tapov kreierten Faktorisierungsmethode. Hierbei war es no¨tig, diese Faktorisierungsmethode
fu¨r jedes konkret behandelte Interpolations- oder Momentenproblem neu auszuarbeiten. Die
Individualita¨t jedes Interpolations- oder Momentenproblems des betrachteten Typs dru¨ckte
sich dann genau in der konkreten Gestalt der zur Durchfu¨hrung der Faktorisierungsmethode
beno¨tigten Mittel aus. L.A. Sakhnovich erkannte schließlich die Gemeinsamkeit, die all diesen
Interpolationsproblemen innewohnt. Diese Gemeinsamkeit besteht darin, dass die Interpola-
tionsdaten jeweils einer speziellen Matrixgleichung genu¨gen. Diese Matrizengleichungen sind
hierbei entweder eine Stein–Gleichung oder eine Ljapunov-Gleichung in Abha¨ngigkeit davon,
ob das Interpolationsproblem mit der offenen Einheitskreisscheibe oder mit der offenen oberen
Halbebene der komplexen Halbebene verbunden ist. In einer Abstraktion der Vorgehensweise
von V.P. Potapov assoziierte L.A. Sakhnovich mit einer Matrixgleichung vom Stein– oder
Ljapunov-Typ, welche von ihm selbst als Operatoridentita¨t bezeichnet wurde, eine Matri-
xungleichung und entwickelt in Anlehnung an V.P. Potapov ein Verfahren zur Bestimmung
der Lo¨sungsmenge dieser Matrixungleichung. Hinsichtlich einer umfassenden Darstellung der
Methode von L.A. Sakhnovich sei auf dessen Monographie [90] sowie auf die bahnbrechenden
Arbeiten [91] und [92] hingewiesen.
Im zweiten Teil der vorliegenden Arbeit erfolgt eine Adaption der Methode von L.A. Sak-
hnovich auf eine Klasse von Interpolationsproblemen, welche das Interpolationsproblem
fu¨r J–Potapovfunktionen umfasst. Hierzu wird ein lo¨sbares Interpolationsproblem fu¨r J–
Potapovfunktionen betrachtet und mit diesem ein duales Paar von Stein–Gleichungen asso-
ziiert. Eine genaue Analyse dieser Situation zeigt, dass man hierbei auf eine gewisse Klasse
von Stein–Gleichungen gefu¨hrt wird, welche den urspru¨nglichen Fall als Spezialfall entha¨lt.
Mit jeder solchen Stein–Gleichung werden dann spezielle Matrixfunktionen assoziiert. Diese
Funktionen sind einerseits im Nullpunkt holomorph und geho¨ren sogar zur J–Potapovklasse.
Unter Beachtung der zugrunde liegenden Stein–Gleichung gelingt daru¨ber hinaus eine detail-
lierte Analyse der Struktur der Taylorkoeffizientenfolge dieser Matrixfunktionen (siehe Satz
4.2.2 und Satz 4.2.3). Ein in der Literatur bereits auftretender konkreter Spezialfall der hier
diskutierten Matrixfunktionen sind die von V.K. Dubovoj [35, Teil I] (vgl. auch [36, Kapitel
5]) zur Beschreibung der Lo¨sungsmenge eines nichtdegenerierten matriziellen Schurproblems
verwendeten Matrixpolynome. Die hier erhaltenen Resultate liefern einen neuen umfassenden
Einblick in die Struktur der Taylorkoeffizientenfolge dieser Polynome.
In Analogie zum Vorgehen von L.A. Sakhnovich wird mit einer Stein–Gleichung des betrach-
teten Typs eine fundamentale Matrixungleichung vom Potapov–Typ assoziiert. Im nichtdege-
nerierten Fall werden verschiedene Beschreibungen der Lo¨sungsmenge dieser fundamentalen
Matrixungleichungen gegeben. Diese Beschreibungen der Lo¨sungsmenge basieren auf gebro-
chenlineare Transformationen von Matrizen. Die erzeugenden Matrixfunktionen dieser gebro-
5chenlinearen Transformationen werden hierbei auf der Grundlage der in Kapitel 4 studierten
Matrixpolynome gebildet.
Nachfolgend wird nun noch in groben Zu¨gen ein U¨berblick daru¨ber gegeben, welche Themen
in den einzelnen Kapiteln konkret behandelt werden.
Kapitel 1 beinhaltet eine Zusammenfassung von wesentlichen Fakten u¨ber J–Potapovfolgen
und J–Potapovfunktionen sowie eine Diskussion von Wechselbeziehungen zwischen diesen
Objekten. Die hierbei dargelegten Resultate gehen auf die Arbeiten von [49] und [50] von B.
Fritzsche, B. Kirstein und U. Raabe zuru¨ck.
Kapitel 2 ist vor dem Hintergrund einer genaueren Analyse der Struktur J–zentrale J–
Potapovfunktionen verfasst. Diese Funktionen sind rationale Matrixfunktionen. Aus diesem
Grunde ist es wichtig rechte und linke Quotientendarstellungen dieser rationalen Matrix-
funktionen zu bestimmen. Zur Realisierung dieser Zielstellung werden in Kapitel 2 mit einer
J–Potapovfolge spezielle Matrixpolynome assoziiert und deren Eigenschaften studiert.
Kapitel 3 knu¨pft unmittelbar an Kapitel 2 an. Auf der Grundlage der in Kapitel 2 eingefu¨hrten
Quadrupel von mit einer endlichen J–Potapovfolge assoziierten m×m–Matrixpolynome wer-
den nun spezielle 2m× 2m–Matrixpolynome gebildet, mit deren Hilfe eine Beschreibung der
Lo¨sungsmenge eines lo¨sbaren Interpolationsproblems fu¨r J–Potapovfunktionen in Form ei-
ner gebrochenlinearen Transformation von Matrizen mit der m×m–Schurklasse als Parame-
termenge realisiert werden kann. Die in Kapitel 3 eingefu¨hrten Matrixpolynome traten als
Spezialfall erstmals im Zusammenhang mit einer strengen endlichen Schurfolge in der Arbeit
Arov/Krein [21] auf. In der Folgezeit erfolgte eine intensive Diskussion ihrer Eigenschaften in
Fritzsche/Kirstein [44, Teil IV und V] sowie Dubovoj/Fritzsche/Kirstein [36, Section 3.10].
Die Verallgemeinerungen der Arov–Krein–Matrixpolynome, welche im Zusammenhang mit
allgemeinen (also nicht notwendig strengen) Schurfolgen erscheinen, gehen auf die Arbeit
von Fritzsche/Kirstein [45] zuru¨ck und erfuhren wichtige Anwendungen in der Arbeit von
Fritzsche/Kirstein/Lasarow [48] bei der Behandlung des allgemeinen matriziellen Schurpro-
blems. Die Vorgehensweise in Kapitel 2-3 ist an die Vorgehensweise in den Arbeiten von
Fritzsche/Kirstein [45] sowie Fritzsche/Kirstein/Lasarow [48] angelehnt. Die Hauptresultate
von Kapitel 2-3 wurden bereits in der Arbeit [52] vero¨ffentlicht. Daru¨ber hinaus sollte erwa¨hnt
werden, dass die Resultate von Kapitel 2-3 wichtige Grundlagen fu¨r die von B. Fritzsche, B.
Kirstein und U. Raabe in [51] vorgenommene Behandlung des Interpolationsproblems fu¨r
J–Potapovfunktionen im allgemeinen Fall beinhalten.
Am Ausgangspunkt von Kapitel 4 steht die Betrachtung spezieller Stein–Gleichungen. Es
erfolgt ein intensives Studium der mit einer derartigen Stein–Gleichung assoziierten Matrix-
funktionen. In dem besonders intensiv studierten Spezialfall einer mit einer endlichen strengen
J–Potapovfolge betrachteten Stein–Gleichung sind diese Matrixfunktionen speziell J–innere
Matrixpolynome. Hierbei bezeichnet J die Signaturmatrix J := diag(J,−J). Im Spezial-
fall J = Im sto¨ßt man dabei genau auf jene 2m × 2m–Matrixpolynome, welche von V.K.
Dubovoj [35, Teil I] (vgl. auch [36, Kapitel 4 und 5]) zum Studium des nichtdegenerierten
Schurproblems herangezogen wurden. Hierbei gelang V.K. Dubovoj eine vollsta¨ndige Ana-
lyse der multiplikativen Struktur dieser Matrixpolynome. Ein wesentliches Ziel der Unter-
suchungen von Kapitel 4 besteht in der Erweiterung dieser Faktorisierungstheorie auf den
hier vorliegenden Fall. Der hierfu¨r gewa¨hlte Ansatz basiert auf der Verwendung konkreter
Zusammenha¨nge zwischen den Verallgemeinerungen der Dubovojschen Matrixpolynome und
der Arov–Krein–Matrixpolynome. Diese Zusammenha¨nge werden in Abschnitt 4.4 hergeleitet.
6Hieran anknu¨pfend wird dann in Abschnitt 4.5 eine vollsta¨ndige Faktorisierung der Dubovo-
jschen Matrixpolynome in J–innere Linearfaktoren vollen Ranges vorgenommen. Hierbei
entsteht die Frage nach der Charakterisierung jenes Falles, in dem ein solcher J–innerer Li-
nearfaktor vollen Ranges selbst ein Dubovojsches Matrixpolynom ist. Diese Fragestellung wird
in Abschnitt 4.5 behandelt, wobei fu¨r diesen Fall der Begriff der Schur–Dubovoj–Zerlegbarkeit
(vgl. Definition 4.5.2) eingefu¨hrt wird. Die Untersuchungen der genauen Gestalt eines J–
inneren Linearfaktors vollen Ranges fu¨hren dabei zur Charakterisierung der Schur–Dubovoj–
Zerlegbarkeit u¨ber die Regularita¨t spezieller aus der zugrunde liegenden J–Potapovfolge ge-
bildeten m×m–Matrizen (vgl. Folgerung 4.5.4). Insbesondere ergibt sich hierbei auch fu¨r
den Spezialfall einer endlichen strengen Schurfolge eine neue explizite Darstellung der da-
zugeho¨rigen Schur–Dubovoj–Parameter. Abschließend wird in Abschnitt 4.6 ein Schurtyp–
Algorithmus fu¨r endliche strenge J–Potapovfolgen (Aj)nj=0 entwickelt, der es ermo¨glicht, das
zu (Aj)nj=0 geho¨rige Interpolationsproblems fu¨r J–Potapovfunktionen auf ein Interpolations-
problem mit einer strengen J–Potapovfolge, deren La¨nge um Eins reduziert ist, zuru¨ck zu
fu¨hren. Es wird gezeigt, dass die Durchfu¨hrbarkeit dieses Algorithmuses durch die Schur–
Dubovoj–Zerlegbarkeit der strengen J–Potapovfolge (Aj)1j=0 charakterisiert wird.
Kapitel 5 ist der Behandlung des Interpolationsproblems fu¨r J–Potapovfunktionen gewid-
met. Besondere Aufmerksamkeit gilt hierbei dem nichtdegenerierten Fall. Es wird ein auf der
Verwendung der Dubovojschen Matrixpolynome basierende Beschreibung der Lo¨sungsmenge
(vgl. Satz 5.2.2) und der durch diese erzeugten Weylschen Matrizenkreise (vgl Satz 5.2.3)
angegeben. Fu¨r den Spezialfall einer Schur–Dubovoj–transformierbaren strengen endlichen
J–Potapovfolge wird in Abschnitt 5.3 ein Schur–Potapov–Typ–Algorithmus zur Lo¨sung des
Interpolationsproblems vorgestellt.
Im Mittelpunkt der Untersuchungen von Kapitel 6 steht die Lo¨sung einer mit einer Stein–
Gleichung des in Kapitel 4 studierten Typs assoziierten fundamentalen Matrixungleichung.
Hierbei wird der Fall betrachtet, dass es sich um eine Stein–Gleichung vom positiv hermite-
schen Typ handelt. Es werden zwei verschiedene Formen der Beschreibung angegeben. Diese
Formen unterscheiden sich darin, welche Parametermenge in der gebrochenlinearen Transfor-
mation zugrunde gelegt wird. In Abschnitt 6.3 wird eine Lo¨sungsbeschreibung pra¨sentiert, in
der die Parametermenge aus speziellen mit der Signaturmatrix J verbundenen Spalten– oder
Zeilenpaaren von meromorphen m×m–Matrixfunktionen besteht. In Abschnitt 6.4. wird die
Parametrisierung mit Hilfe der m×m–Schurklasse realisiert. In Abschnitt 6.5 werden schließ-
lich die in den Abschnitten 6.3 und 6.4 erhaltenen allgemeinen Resultate spezifiziert fu¨r den
Fall des Interpolationsproblems fu¨r J–Potapovfunktionen.
In einem Anhang werden verschiedene in der Arbeit beno¨tigte algebraische Grundlagen
zusammengestellt. Dies betrifft Aussagen u¨ber die Moore–Penrose–Inverse einer Matrix
und u¨ber Matrixpolynome wie auch einige Grundelemente der J–Theorie von V.P. Pota-
pov wie z.B. gebrochenlineare Transformationen von Matrizen oder die Potapov–Ginzburg–
Transformation.
70 Einige Bezeichnungen und Vorbemerkungen
Beginnen wollen wir diese Arbeit mit der Einfu¨hrung grundlegender Bezeichnungen und Be-
griffe.
Es bezeichne R bzw. C bzw. N die Menge der reellen bzw. komplexen bzw. positv ganzen
Zahlen und es sei N0 := N ∪ {0}. Wie im allgemeinen u¨blich definieren wir zudem fu¨r a, b ∈
R ∪ ∞ Intervalle gema¨ß [a, b] := {x ∈ R : a ≤ x ≤ b}, (a, b] := {x ∈ R : a < x ≤ b},
[a, b) := {x ∈ R : a ≤ x < b} und (a, b) := {x ∈ R : a < x < b}. Weiterhin sei fu¨r
w ∈ C stets |w| die euklidische Norm auf C und es bezeichne T := {w ∈ C : |w| = 1}
bzw. D := {w ∈ C : |w| < 1} die Einheitskreislinie bzw. das Innere des Einheitskreises der
komplexen Ebene.
Seien p, q,m ∈ N. Dann bezeichne Cp×q die Menge alle p× q–Matrizen mit Eintragungen
aus C und es sei 0p×q die Nullmatrix aus Cp×q sowie Im die Einheitsmatrix aus Cm×m. Fu¨r
A ∈ Cp×q sei RangA bzw. ‖A‖ der Rang bzw. die Spektralnorm der Matrix A und es bezeichne
R(A) bzw. N (A) den Spaltenraum bzw. Nullraum von A. Weiterhin sei fu¨r A ∈ Cm×m zudem
detA bzw. specA die Determinante bzw. das Spektrum von A sowie fu¨r A ∈ Cp×q zudem AT
bzw. A∗ die zu A transponierte bzw. adjungierte Matrix. Es bezeichne A−1 fu¨r A ∈ Cm×m die
zu A geho¨rige inverse Matrix sowie A+ fu¨r A ∈ Cp×q die Moore-Penrose-Inverse der Matrix A.
Eine kurze Einfu¨hrung zu Moore–Penrose–Inversen kann hierbei in Abschnitt A.1 nachgelesen
werden.
Seien n ∈ N sowie (mj)nj=1 eine Folge aus N und fu¨r j ∈ {1, . . . , n} zudem Aj ∈ Cmj×mj . Dann
bezeichnet diag(A1, . . . , An) die Blockdiagonalmatrix mit den Diagonalblo¨cken A1, . . . , An
und wir setzen fu¨r A ∈ Cm×m zudem diagn(A) := diag(A, . . . , A) ∈ Cnm×nm.
Mit Cm×mH werde die Menge der hermiteschen Matrizen aus C
m×m bezeichnet, d.h. es gilt
A ∈ Cm×mH genau dann, wenn A∗ = A. Weiterhin bezeichne Cm×m≥ bzw. Cm×m> die Menge
aller nichtnegativ hermiteschen bzw. positiv hermiteschen Matrizen aus Cm×m, d.h. es gilt
A ∈ Cm×m≥ bzw. A ∈ Cm×m> genau dann, wenn fu¨r alle x ∈ Cm der Wert x∗Ax in [0,∞) bzw.
(0,∞) liegt. Fu¨r A ∈ Cm×m≥ sei zudem
√
A die nichtnegativ hermitesche Quadratwurzel von
A.
Eine Matrix A ∈ Cp×q heißt unita¨r bzw. kontraktiv bzw. streng kontraktiv, falls die Bezie-
hung Iq − A∗A = 0q×q bzw. Iq − A∗A ∈ Cq×q≥ bzw. Iq − A∗A ∈ Cq×q> erfu¨llt ist. Es bezeichne
Tp×q bzw. Kp×q bzw. Dp×q die Menge aller unita¨ren bzw. kontraktiven bzw. streng kontrak-
tiven Matrizen aus Cp×q. Weiterhin nennen wir A ∈ Cp×q expansiv bzw. streng expansiv,
falls A∗A − Iq ∈ Cq×q≥ bzw. A∗A − Iq ∈ Cq×q> . In dieser Arbeit werden wir ha¨ufig mit Ver-
allgemeinerungen der Unitarita¨t, Kontraktivita¨t und Expansivita¨t zu tun haben, bei denen
die Rolle der Einheitsmatrix eine Signaturmatrix spielt. Eine Einfu¨hrung und wichtige Ergeb-
nisse zu Signaturmatrizen und den Verallgemeinerungen der Unitarita¨t, Kontraktivita¨t und
Expansivita¨t befinden sich hierbei in Abschnitt A.6.
Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Dann bezeichnet Sn die zu (Aj)nj=0
geho¨rige Abschnittsmatrix und ist zudem r ∈ N und (Bj)nj=0 eine Folge aus Cq×r, so schreiben
wir kurz (Aj)nj=0 ? (Bj)
n
j=0 fu¨r das Cauchyprodukt von (Aj)
n
j=0 und (Bj)
n
j=0. Die Definitionen
und wichtige Resultate zu Abschnittsmatrizen und dem Cauchyprodukt sowie dem Begriff
der reziproken Folge ko¨nnen hierbei in Abschnitt A.3 nachgelesen werden.
8In dieser Arbeit spielen Matrixpolynome eine große Rolle, so dass wir auch zu dieser Thema-
tik grundlegende Begriff einfu¨hren mo¨chten. Zuna¨chst sei fu¨r beliebige k ∈ N0 die Abbildung
Ek : C → C stets definiert gema¨ß w 7→ wk. Seien p, q ∈ N. Es bezeichnet (PC)p×q die Men-
ge aller Cp×q–wertigen Matrixpolynome. Weiterhin bezeichne fu¨r ein festes n ∈ N0 zudem
(PC,n)p×q die Menge aller P : C → Cp×q, fu¨r welche eine Folge (Aj)nj=0 aus Cp×q exis-
tiert, so dass P =
∑n
j=0AjEj , und es bezeichne (P ′C,n)p×q die Menge aller Matrixpolynome
P ∈ (PC)p×q vom Grad n. Letzteres bedeutet, dass eine Folge (Aj)nj=0 aus Cp×q mit An 6= 0p×q
existiert, so dass P =
∑n
j=0AjEj .
Seien m ∈ N und n ∈ N0. Bei der Darstellung von Matrixpolynomen spielen die Matrixpoly-
nome en,m : C→ Cm×(n+1)m und En,m : C→ C(n+1)m×m, welche fu¨r w ∈ C gema¨ß
en,m(w) :=
(
w0Im, . . . , w
nIm
)
und En,m(w) :=
 w
nIm
...
w0Im

definiert sind, eine große Rolle. Dadurch werden diese Matrixpolynome in unserer Arbeit
ha¨ufig vorkommen. Weiterhin sei fu¨r p, q ∈ N, n ∈ N0 und beliebige P ∈ (PC,n)p×q mit P [n] das
n–Reziprobe zu P bezeichnet. Die Definition des n–Reziproken sowie grundlegende Aussagen
und Eigenschaften zu Matrixpolynomen ko¨nnen in Abschnitt A.4 nachgelesen werden.
Seien p, q ∈ N und G ein Gebiet in C ∪ {∞}. Dann bezeichne Hp×q(G) bzw. Mp×q(G) die
Menge der in G holomorphen bzw. meromorphen Matrixfunktionen mit Werten in Cp×q. Fu¨r
f ∈Mp×q(G) bezeichne weiterhin Hf die Menge der Holomorphiepunkte sowie Pf die Menge
der Polstellen von f . Ist speziell 0 ∈ G, so setzen wir M(0)p×q(G) := {f ∈Mp×q(G) : 0 ∈ Hf}.
Sind G und G˜ Gebiete in C ∪ {∞} mit G˜ ⊆ G, so wird fu¨r f ∈ Mp×q(G) mit Rstr.G˜f die
Einschra¨nkung von f auf G˜ symbolisiert.
Ist G eine Teilmenge von C, so bezeichne G∨ die Spiegelung von G an der reellen Achse,
d.h. es gilt G∨ := {w : w ∈ G}, wobei fu¨r w ∈ C mit w die zu w konjugiert komplexe Zahl
bezeichne. Weiterhin sei fu¨r f ∈ Mp×q(G) mit f∨ die Spieglung von f an der reellen Achse
bezeichnet, d.h. fu¨r w ∈ G∨ gilt f∨(w) := [f(w)]∗.
91 U¨ber J–Potapovfolgen und J–Potapovfunktionen
Ausgangspunkt fu¨r die Untersuchungen dieser Arbeit ist das J–Potapovproblem, ein In-
terpolationsproblem fu¨r eine spezielle Klasse meromorpher Matrixfunktionen. Das fol-
gende Kapitel ist eine Bereitstellung wichtiger Definitionen und Resultate u¨ber das J–
Potapovproblem und den damit verbundenen J–Potapovfolgen sowie J–Potapovfunktionen.
Detailierte Ausfu¨hrungen zu diesen Themen befinden sich in den Arbeiten [49] und [50].
1.1 U¨ber J–Potapovfolgen
Sei m ∈ N. Beginnen wollen wir dieses Kapitel mit der Betrachtung spezieller Folgen aus
Cm×m, die in einem besonderen Verha¨ltnis zu einer m–reihigen Signaturmatrix J stehen.
Eine Einfu¨hrung und wichtige Ergebnisse zu Signaturmatrizen und den damit verbundenen
Verallgemeinerungen der Unitarita¨t, Kontraktivita¨t und Expansivita¨t befinden sich hierbei in
Abschnitt A.6.
Unter Beachtung von Definition A.3.1 und Beispiel A.6.4 definieren wir den folgenden zen-
tralen Begriff dieses Abschnittes.
Definition 1.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix.
(a) Seien n ∈ N0 und (Aj)nj=0 eine Folge aus Cm×m sowie J[n] := diagn+1(J). Dann
heißt (Aj)nj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge), falls die n–
te zu (Aj)nj=0 geho¨rige Abschnittsmatrix Sn eine J[n]–kontraktive (bzw. streng J[n]–
kontraktive) Matrix ist.
(b) Sei (Aj)j∈N0 eine Folge aus Cm×m. Dann heißt (Aj)j∈N0 eine J–Potapovfolge (bzw.
strenge J–Potapovfolge), falls (Aj)nj=0 fu¨r alle n ∈ N0 eine J–Potapovfolge (bzw.
strenge J–Potapovfolge) ist.
Es folgen nun erste Beobachtungen u¨ber die soeben getroffene Begriffsbildung.
Bemerkung 1.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N0 ∪ {∞}
und (Aj)κj=0 eine strenge J–Potapovfolge. Dann ist (Aj)
κ
j=0 auch eine J–Potapovfolge.
Bemerkung 1.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A0 ∈ Cm×m.
Dann ist (Aj)0j=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge) genau dann, wenn A0
eine J–kontraktive (bzw. streng J–kontraktive) Matrix ist.
Unter Beru¨cksichtigung von Beispiel A.6.1 ergibt sich folgender Zusammenhang zwischen
J–Potapovfolgen und m ×m–Schurfolgen, d.h. Folgen deren Abschnittsmatrizen kontraktiv
sind.
Bemerkung 1.1.3. Seien m ∈ N sowie κ ∈ N0 ∪ {∞} und (Aj)κj=0 eine Folge aus Cm×m.
Dann ist (Aj)κj=0 eine Im–Potapovfolge (bzw. strenge Im–Potapovfolge) genau dann, wenn
(Aj)κj=0 eine m×m–Schurfolge (bzw. strenge m×m–Schurfolge) ist.
Um die Menge der J–Potapovfolgen genauer zu charakterisieren, beno¨tigen wir folgende Be-
griffsbildung.
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Definition 1.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine Folge aus Cm×m. Weiterhin sei J[n] := diagn+1(J) und es bezeichne Sn die zu
(Aj)nj=0 geho¨rige Abschnittsmatrix. Dann heißt
Pn,J := J[n] − SnJ[n]S∗n bzw. Qn,J := J[n] − S∗nJ[n]Sn
die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung 1.1.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
Folge aus Cm×m. Dann ist die zu (Aj)0j=0 geho¨rige linke bzw. rechte J–Form P0,J bzw. Q0,J
gegeben durch
P0,J = J −A0JA∗0 bzw. Q0,J = J −A∗0JA0.
Bemerkung 1.1.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine Folge aus Cm×m. Dann ist die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form
Pn,J bzw. Qn,J eine hermitesche Matrix, d.h es gilt P ∗n,J = Pn,J bzw. Q
∗
n,J = Qn,J .
Satz 1.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es bezeichne Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte
J–Form. Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 eine J–Potapovfolge.
(ii) Es ist Pn,J ∈ C(n+1)m×(n+1)n≥ .
(iii) Es ist Qn,J ∈ C(n+1)m×(n+1)n≥ .
(b) Folgende Aussagen sind a¨quivalent:
(iv) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
(v) Es ist Pn,J ∈ C(n+1)m×(n+1)n> .
(vi) Es ist Qn,J ∈ C(n+1)m×(n+1)n> .
(vii) Es ist (Aj)nj=0 eine J–Potapovfolge und detPn,J ∈ (0,∞).
(viii) Es ist (Aj)nj=0 eine J–Potapovfolge und detQn,J ∈ (0,∞).
Lemma 1.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine Folge aus Cm×m. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1) und yn :=
(A∗1, . . . , A∗n)∗. Es bezeichne Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix sowie fu¨r l ∈
{n − 1, n} zudem Pl,J bzw. Ql,J die zu (Aj)lj=0 geho¨rige linke bzw. rechte J–Form. Dann
gelten folgende Aussagen:
(a) Es ist
Pn,J =
(
Pn−1,J −Sn−1J[n−1]z∗n
− znJ[n−1]S∗n−1 J −A0JA∗0 − znJ[n−1]z∗n
)
bzw.
Qn,J =
(
J −A∗0JA0 − y∗nJ[n−1]yn −y∗nJ[n−1]Sn−1
− S∗n−1J[n−1]yn Qn−1,J
)
.
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(b) Es ist
Pn,J =
(
J −A0JA∗0 −A0Jy∗n
− ynJA∗0 Pn−1,J − ynJy∗n
)
bzw.
Qn,J =
(
Qn−1,J − z∗nJzn −z∗nJA0
−A∗0Jzn J −A∗0JA0
)
.
BEWEIS Verwende Definition 1.1.2, J[n] = diag(J[n−1], J) = diag(J, J[n−1]) sowie Bemerkung
A.3.2. 
Bemerkung 1.1.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N0 ∪ {∞}
und (Aj)κj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge). Dann ist fu¨r alle l ∈ N0∪{∞}
mit l ≤ κ die Folge (Aj)lj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge).
Das folgende Lemma bildet eine Schlu¨sselrolle in den Untersuchungen der Struktur von J–
Potapovfolgen.
Lemma 1.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix. Es seien S ∈ Cm×m
sowie P := J − SJS∗ und Q := J − S∗JS. Weiterhin sei k ∈ N. Dann gilt:
(a) Sei z ∈ Ck×m. Dann gilt:
(a1) Folgende Aussagen sind a¨quivalent:
(i) Es ist PP+SJz∗ = SJz∗.
(ii) Es ist QQ+z∗ = z∗.
(a2) Sei (i) erfu¨llt. Dann ist
QJS∗P+SJz∗ = z∗ −QJz∗ sowie zJS∗P+SJz∗ = zQ+z∗ − zJz∗.
(b) Sei y ∈ Cm×k. Dann gilt:
(b1) Folgende Aussagen sind a¨quivalent:
(iii) Es ist QQ+S∗Jy = S∗Jy.
(iv) Es ist PP+y = y.
(b2) Sei (iii) erfu¨llt. Dann ist
PJSQ+S∗Jy = y − PJy sowie y∗JSQ+S∗Jy = y∗P+y − y∗Jy.
(c) Seien z ∈ Ck×m und y ∈ Cm×k so gewa¨hlt, dass (i) und (iii) erfu¨llt sind. Dann ist
zJS∗P+y = zQ+S∗Jy.
Es folgt nun eine Aussage zur Arithmetik der J–Potapovfolgen.
Satz 1.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Weiterhin sei
J[n,m] :=

Im , falls n = 0 0m×m . . . Im... ... ...
Im . . . 0m×m
 , falls n ∈ N .
Dann gelten folgende Aussagen:
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(a) Die zu (Aj)nj=0 geho¨rige Abschnittsmatrix S
(A)
n und die zu (A∗j )
n
j=0 geho¨rige Abschnitts-
matrix S(A
∗)
n erfu¨llen die Beziehung S
(A∗)
n = J[n,m]
[
S
(A)
n
]∗
J[n,m].
(b) Die zu (Aj)nj=0 geho¨rige rechte bzw. linke J–Form Q
(A)
n,J bzw. P
(A)
n,J und die zu (A
∗
j )
n
j=0
geho¨rige rechte bzw. linke J–Form Q(A
∗)
n,J bzw. P
(A∗)
n,J erfu¨llen die Beziehung
Q
(A∗)
n,J = J[n,m]P
(A)
n,J J[n,m] bzw. P
(A∗)
n,J = J[n,m]Q
(A)
n,JJ[n,m].
(c) Es ist (Aj)nj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge) genau dann, wenn
(A∗j )
n
j=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge) ist.
Nachfolgend stellen wir ein Resultat vor, welches im Laufe dieser Arbeit ha¨ufig angewendet
wird.
Satz 1.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es bezeichne Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte
J–Form sowie Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Weiterhin sei J[n] := diagn+1(J).
Dann gelten folgende Aussagen:
(a) Es ist
Pn,JJ[n]Sn = SnJ[n]Qn,J sowie S
∗
nJ[n]Pn,J = Qn,JJ[n]S
∗
n.
(b) Es ist detPn,J = detQn,J und fu¨r den Fall detPn,J 6= 0 gelten folgende Aussagen:
(b1) Es ist
P−1n,JSnJ[n] = J[n]SnQ
−1
n,J sowie J[n]S
∗
nP
−1
n,J = Q
−1
n,JS
∗
nJ[n].
(b2) Es ist
J[n] + J[n]S
∗
nP
−1
n,JSnJ[n] = Q
−1
n,J sowie J[n] + J[n]SnQ
−1
n,JS
∗
nJ[n] = P
−1
n,J .
Aufgrund von Satz 1.1.1 und Lemma 1.1.1 ist es bei Beachtung des Satzes von Albert u¨ber die
nichtnegative Hermitizita¨t von Blockmatrizen (vgl. Satz A.2.2) mo¨glich, eine J–Potapovfolge
mittels Schurkomplementen zu charakterisieren. Dafu¨r pra¨gen wir folgende Begriffsbildung.
Definition 1.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix.
(a) Sei (Aj)0j=0 eine Folge aus Cm×m. Dann heißt
L1,J := J −A0JA∗0 bzw. R1,J := J −A∗0JA0
das zu (Aj)0j=0 und J geho¨rige linke bzw. rechte Schurkomplement.
(b) Seien n ∈ N und (Aj)nj=0 eine Folge aus Cm×m. Fu¨r s ∈ {n − 1, n} bezeichne Ps,J
bzw. Qs,J die zu (Aj)sj=0 geho¨rige linke bzw. rechte J–Form. Unter Beru¨cksichtigung
von Teil (a) von Lemma 1.1.1 sei die Matrix Ln+1,J bzw. Rn+1,J das Schurkomplement
von Pn−1,J in Pn,J bzw. von Qn−1,J in Qn,J . Dann heißt Ln+1,J bzw. Rn+1,J das zu
(Aj)nj=0 und J geho¨rige linke bzw. rechte Schurkomplement.
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Es folgen nun erste Beobachtungen u¨ber die soeben getroffene Begriffsbildung.
Bemerkung 1.1.7. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine Folge aus Cm×m. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1)
und yn := (A∗1, . . . , A∗n)∗. Es bezeichne Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix sowie
Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form. Dann ist das zu (Aj)
n
j=0
und J geho¨rige linke bzw. rechte Schurkomplement Ln+1,J bzw. Rn+1,J gegeben durch
Ln+1,J = J −A0JA∗0 − znJ[n−1]z∗n − znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]z∗n
bzw.
Rn+1,J = J −A∗0JA0 − y∗nJ[n−1]yn − y∗nJ[n−1]Sn−1Q+n−1,JS∗n−1J[n−1]yn.
Bemerkung 1.1.8. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine Folge aus Cm×m. Dann ist das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte
Schurkomplement Ln+1,J bzw. Rn+1,J eine hermitesche Matrix, d.h es gilt L∗n+1,J = Ln+1,J
bzw. R∗n+1,J = Rn+1,J .
Wie erhalten folgende Charakterisierung von J–Potapovfolgen (vgl. [50, Abschnitt 3]).
Satz 1.1.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine Folge aus Cm×m. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1) und
yn := (A∗1, . . . , A∗n)∗. Es bezeichne Pn−1,J bzw. Qn−1,J die zu (Aj)
n−1
j=0 geho¨rige linke bzw.
rechte J–Form sowie Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte
Schurkomplement. Weiterhin sei Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix. Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 eine J–Potapovfolge.
(ii) Es gelten Qn−1,J ∈ Cnm×nm≥ , Ln+1,J ∈ Cm×m≥ sowie Qn−1,JQ+n−1,Jz∗n = z∗n.
(iii) Es gelten Qn−1,J ∈ Cnm×nm≥ , Ln+1,J ∈ Cm×m≥ sowie
znJ[n−1]S∗n−1P
+
n−1,JPn−1,J = znJ[n−1]S
∗
n−1.
(iv) Es gelten Pn−1,J ∈ Cnm×nm≥ , Rn+1,J ∈ Cm×m≥ sowie Pn−1,JP+n−1,Jyn = yn.
(v) Es gelten Pn−1,J ∈ Cnm×nm≥ , Rn+1,J ∈ Cm×m≥ sowie
Qn−1,JQ+n−1,JS
∗
n−1J[n−1]yn = S∗n−1J[n−1]yn.
(b) Folgende Aussagen sind a¨quivalent:
(vi) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
(vii) Es gelten Qn−1,J ∈ Cnm×nm> sowie Ln+1,J ∈ Cm×m> .
(viii) Es gelten Pn−1,J ∈ Cnm×nm> sowie Rn+1,J ∈ Cm×m> .
An dieser Stelle formulieren wir eine leicht verallgemeinerte Form der gema¨ß Teil (a) von Satz
1.1.4 fu¨r eine J–Potapovfolge gu¨ltigen Identita¨ten (vgl. [52, Lemma 2.4]).
Lemma 1.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N, k ∈ N mit
k ≥ n+ 1 und (Aj)k−1j=0 eine J–Potapovfolge. Es bezeichne Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0
geho¨rige linke bzw. rechte J–Form sowie Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix.
Weiterhin sei J[n−1] := diagn(J). Dann gilt:
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(a) Es ist
(Ak−1, . . . , Ak−n)J[n−1]S∗n−1P
+
n−1,JPn−1,J = (Ak−1, . . . , Ak−n)J[n−1]S
∗
n−1
und
(Ak−1, . . . , Ak−n)Q+n−1,JQn−1,J = (Ak−1, . . . , Ak−n).
(b) Es ist
Qn−1,JQ+n−1,JS
∗
n−1J[n−1](A
∗
k−n, . . . , A
∗
k−1)
∗ = S∗n−1J[n−1](A
∗
k−n, . . . , A
∗
k−1)
∗
und
Pn−1,JP+n−1,J(A
∗
k−n, . . . , A
∗
k−1)
∗ = (A∗k−n, . . . , A
∗
k−1)
∗.
Das folgende Resultat trifft Aussagen u¨ber die Ra¨nge und Determinanten der J–Formen sowie
der Schurkomplemente einer J–Potapovfolge (vgl. [50, Lemma 3.11]).
Lemma 1.1.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte
J–Form sowie fu¨r k ∈ {0, . . . , n} zudem Lk+1,J bzw. Rk+1,J das zu (Aj)kj=0 und J geho¨rige
linke bzw. rechte Schurkomplement. Dann gilt:
(a) Ist n > 0, so gilt
RangPn,J = RangPn−1,J+RangLn+1,J bzw. RangQn,J = RangQn−1,J+RangRn+1,J
sowie
detPn,J = detPn−1,J · detLn+1,J bzw. detQn,J = detQn−1,J · detRn+1,J ,
wobei Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form bezeichne.
(b) Es gilt
RangPn,J =
n∑
k=0
RangLk+1,J bzw. RangQn,J =
n∑
k=0
RangRk+1,J
sowie
detPn,J =
n∏
k=0
detLk+1,J bzw. detQn,J =
n∏
k=0
detRk+1,J .
(c) Es gilt
RangPn,J = RangQn,J bzw. detPn,J = detQn,J
sowie
RangLn+1,J = RangRn+1,J bzw. detLn+1,J = detRn+1,J .
Satz 1.1.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke
bzw. rechte Schurkomplement. Dann gilt:
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(a) Es ist Ln+1,J ∈ Cm×m≥ sowie Rn+1,J ∈ Cm×m≥ .
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
(ii) Es ist Ln+1,J ∈ Cm×m> .
(iii) Es ist Rn+1,J ∈ Cm×m> .
(iii) Es ist detLn+1,J 6= 0.
(iv) Es ist detRn+1,J 6= 0.
Aufgrund von Satz 1.1.4 und Lemma 1.1.2 ergibt sich folgendes Resultat.
Folgerung 1.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1)
bzw. yn := (A∗1, . . . , A∗n)∗. Es bezeichne Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix sowie
Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form. Dann gilt:
(a) Es ist
Qn−1,JJ[n−1]S∗n−1P
+
n−1,JSn−1J[n−1]z
∗
n = z
∗
n −Qn−1,JJ[n−1]z∗n
sowie
znJ[n−1]z∗n + znJ[n−1]S
∗
n−1P
+
n−1,JSn−1J[n−1]z
∗
n = znQ
+
n−1,Jz
∗
n.
(b) Es ist
Pn−1,JJ[n−1]Sn−1Q+n−1,JS
∗
n−1J[n−1]yn = yn − Pn−1,JJ[n−1]yn
sowie
y∗nJ[n−1]yn + y
∗
nJ[n−1]Sn−1Q
+
n−1,JS
∗
n−1J[n−1]yn = y
∗
nP
+
n−1,Jyn.
(c) Es ist
znJ[n−1]S∗n−1P
+
n−1,Jyn = znQ
+
n−1,JS
∗
n−1J[n−1]yn.
(d) Das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte Schurkomplement Ln+1,J bzw. Rn+1,J
ist gegeben durch
Ln+1,J = J −A0JA∗0 − znQ+n−1,Jz∗n bzw. Rn+1,J = J −A∗0JA0 − y∗nP+n−1,Jyn.
1.2 Eine Schurparametrisierung fu¨r J–Potapovfolgen
In diesem Abschnitt wollen wir weitere Aussagen u¨ber die innere Struktur von J–Potapov-
folgen vorstellen. Eine ausfu¨hrliche Darstellung hierzu kann in [50] nachgelesen werden. Fu¨r
unsere weiteren Untersuchungen beno¨tigen wir zuna¨chst den Begriff des Matrizenkreises. Die
dazugeho¨rige Theorie wurde von Yu.L. Smuljen [95] entwickelt.
Definition 1.2.1. Seien p, q ∈ N und es bezeichne Kp×q bzw. Dp×q die Menge aller kontrak-
tiven bzw. streng kontraktiven Matrizen aus Cp×q. Weiterhin seien M ∈ Cp×q, A ∈ Cp×p und
B ∈ Cq×q. Dann heißt
K(M,A,B) := {M +AKB : K ∈ Kp×q} bzw. K′(M,A,B) := {M +AKB : K ∈ Dp×q}
der abgeschlossene bzw. offene Matrizenkreis mit Mittelpunkt M , linkem Halbra-
dius A und rechtem Halbradius B.
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Es wird sich zeigen, dass fu¨r n ∈ N0 und eine gegebene J–Potapovfolge (Aj)n+1j=0 die Matrix
An+1 zu einem speziellen Matrizenkreis geho¨rt, dessen Parameter nur von der Folge (Aj)nj=0
abha¨ngig sind. Die Rolle des Mittelpunktes u¨bernimmt hierbei folgende Konstruktion.
Definition 1.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix.
(a) Sei (Aj)0j=0 eine Folge aus Cm×m. Dann heißt M1,J := 0m×m die zu (Aj)0j=0 und J
geho¨rige zentrale Matrix.
(b) Seien n ∈ N und (Aj)nj=0 eine Folge aus Cm×m. Weiterhin sei J[n−1] := diagn(J) sowie
zn := (An, . . . , A1) und yn := (A∗1, . . . , A∗n)∗. Es bezeichne Sn−1 die zu (Aj)
n−1
j=0 geho¨rige
Abschnittsmatrix sowie Pn−1,J die zu (Aj)n−1j=0 geho¨rige linke J–Form. Dann heißt
Mn+1,J := −znJ[n−1]S∗n−1P+n−1,Jyn
die zu (Aj)nj=0 und J geho¨rige zentrale Matrix.
Fu¨r den Fall einer J–Potapovfolge ergibt sich folgende analoge Darstellung der zentralen
Matrix.
Bemerkung 1.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1)
und yn := (A∗1, . . . , A∗n)∗. Es bezeichne Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix sowie
Qn−1,J die zu (Aj)n−1j=0 geho¨rige rechte J–Form. Dann ist die zu (Aj)
n
j=0 und J geho¨rige
zentrale Matrix Mn+1,J gegeben durch
Mn+1,J = −znQ+n−1,JS∗n−1J[n−1]yn.
Das nachstehende Resultat entspricht Theorem 3.9 in [50].
Satz 1.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine Folge von Matrizen aus Cm×m. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und
J geho¨rige linke bzw. rechte Schurkomplement sowie Mn+1,J die zu (Aj)nj=0 und J geho¨rige
zentrale Matrix. Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) (Aj)n+1j=0 ist eine J–Potapovfolge.
(ii) (Aj)nj=0 ist eine J–Potapovfolge und die Matrix An+1 geho¨rt zum Matrizenkreis
K(Mn+1,J ,
√
Ln+1,J ,
√
Rn+1,J).
(b) Folgende Aussagen sind a¨quivalent:
(i) (Aj)n+1j=0 ist eine strenge J–Potapovfolge.
(ii) (Aj)nj=0 ist eine strenge J–Potapovfolge und An+1 geho¨rt zum Matrizenkreis
K′(Mn+1,J ,
√
Ln+1,J ,
√
Rn+1,J).
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Satz 1.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine J–Potapovfolge. Fu¨r s ∈ {n − 1, n} bezeichne Ls+1,J bzw. Rs+1,J das zu (Aj)sj=0 und
J geho¨rige linke bzw. rechte Schurkomplement. Weiterhin sei Mn,J die zu (Aj)n−1j=0 und J
geho¨rige zentrale Matrix. Dann gilt
Ln+1,J = Ln,J − (An −Mn,J)R+n+1,J(An −Mn,J)∗
bzw.
Rn+1,J = Rn,J − (An −Mn,J)∗L+n+1,J(An −Mn,J)
sowie
Ln,J − Ln+1,J ∈ Cm×m≥ bzw. Rn,J −Rn+1,J ∈ Cm×m≥ ,
womit auch R(Ln+1,J) ⊆ R(Ln,J) bzw. R(Rn+1,J) ⊆ R(Rn,J) erfu¨llt ist.
Eine spezielle Rolle bei der Untersuchung der Struktur von J–Potapovfolgen spielen folgende
Matrizen.
Definition 1.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Es bezeichne Ln,J bzw. Rn,J das zu (Aj)
n−1
j=0 und J geho¨rige
linke bzw. rechte Schurkomplement sowie Mn,J die zu (Aj)n−1j=0 und J geho¨rige zentrale Matrix.
Dann heißt
Kn,J :=
√
Ln,J
+
(An −Mn,J)
√
Rn,J
+
der zu (Aj)nj=0 und J geho¨rige Schurparameter.
Mit Hilfe der Schurparameter la¨sst sich folgende Aussage zur Struktur von J–Potapovfolgen
formulieren (vgl. Proposition 4.1 in [50]).
Satz 1.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Ls+1,J bzw. Rs+1,J fu¨r s ∈ {n− 1, n} das zu (Aj)sj=0 und
J geho¨rige linke bzw. rechte Schurkomplement. Weiterhin sei Mn,J die zu (Aj)n−1j=0 und J
geho¨rige zentrale Matrix sowie Kn,J der zu (Aj)nj=0 und J geho¨rige Schurparameter. Dann
gilt:
(a) Es ist Kn,J eine kontraktive Matrix aus Cm×m und es gilt
Ln+1,J =
√
Ln,J(Im−Kn,JK∗n,J)
√
Ln,J sowie Rn+1,J =
√
Rn,J(Im−K∗n,JKn,J)
√
Rn,J
und An = Mn,J +
√
Ln,JKn,J
√
Rn,J .
(b) Folgende Aussagen sind a¨quivalent:
(i) (Aj)nj=0 ist eine strenge J–Potapovfolge.
(ii) A0 ist eine streng kontraktive Matrix und fu¨r jedes s ∈ {1, . . . , n} ist der zu (Aj)sj=0
und J geho¨rige Schurparameter Ks,J streng kontraktiv.
(c) Folgende Aussagen sind a¨quivalent:
(iii) Ln+1,J = Ln,J .
(iv) Rn+1,J = Rn,J .
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(v) An = Mn,J .
(vi) Kn,J = 0m×m.
Bemerkung 1.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N ∪
{∞}. Weiterhin sei A ∈ Cm×m eine streng J–kontraktive Matrix sowie (Kn)κn=1 eine Folge
von streng kontraktiven Matrizen aus Cm×m. Dann existiert eine eindeutig bestimmte J–
Potapovfolge (Aj)κj=0, so dass A0 = A erfu¨llt ist und fu¨r alle n ∈ N mit n ≤ κ der zu (Aj)nj=0
und J geho¨rige Schurparameter Kn,J gegeben ist durch Kn,J = Kn. Insbesondere ist (Aj)κj=0
eine strenge J–Potapovfolge.
Bemerkung 1.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Es bezeichne Ln,J bzw. Rn,J das zu (Aj)
n−1
j=0 und J geho¨rige
linke bzw. rechte Schurkomplement sowie Mn,J die zu (Aj)n−1j=0 und J geho¨rige zentrale Matrix.
Weiterhin sei Kn,J der zu (Aj)nj=0 und J geho¨rige Schurparameter. Dann gilt:
(a) Es ist
√
Ln,J
+√
Ln,JKn,J
√
Rn,J
√
Rn,J
+ = Ln,JL+n,JKn,JR+n,JRn,J = Kn,J .
(b) Es ist R(Kn,J) ⊆ R(Ln,J) und damit gilt
Ln,JL
+
n,JKn,J = L+n,JLn,JKn,J =
√
Ln,J
√
Ln,J
+Kn,J =
√
Ln,J
+√
Ln,JKn,J = Kn,J .
(c) Es ist R(K∗n,J) ⊆ R(Rn,J) und damit gilt
Kn,JRn,JR+n,J = Kn,JR+n,JRn,J = Kn,J
√
Rn,J
√
Rn,J
+
= Kn,J
√
Rn,J
+√
Rn,J = Kn,J .
1.3 Einige Zusammenha¨nge zwischen J–Potapovfolgen und m×m–Schur-
folgen
In diesem Abschnitt wollen wir Resultate zum Wechselspiel zwischen J–Potapovfolgen und
Schurfolgen vorstellen, die im Laufe unserer Arbeit ha¨ufig Anwendung finden werden. Eine
ausfu¨hrliche Darstellung hierzu kann in [49] und [50] nachgelesen werden.
Definition 1.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Weiterhin seien κ ∈ N0 ∪ {∞} und (Aj)κj=0 eine Folge aus Cm×m,
so dass det(QJA0 + PJ) 6= 0 erfu¨llt ist. Dann heißt (Aj)nj=0 eine J–Potapov–Ginzburg–
transformierbare (kurz J–PG–transformierbare) Folge aus Cm×m.
Fu¨r J–PG–transformierbare Folgen ko¨nnen wir folgende Definition formulieren.
Definition 1.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im−J). Weiterhin seien κ ∈ N0∪{∞} und (Aj)κj=0 eine J–PG–transformierbare
Folge aus Cm×m. Fu¨r j ∈ N0 mit j ≤ κ sei
Wj := QJA0 + δj0PJ sowie Xj := PJA0 + δj0QJ ,
wobei δ00 := 1 und δk0 := 0 fu¨r k ∈ N. Unter Beachtung von detW0 6= 0 bezeichne (Yj)κj=0
die zu (Wj)κj=0 geho¨rige reziproke Folge aus Cm×m. Dann heißt
(Bj)κj=0 := (Xj)
κ
j=0 ? (Yj)
κ
j=0
die J–Potapov–Ginzburg–Transformierte (oder kurz J–PG–Transformierte) von
(Aj)κj=0.
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Bemerkung 1.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N0∪{∞}.
Weiterhin sei (Aj)κj=0 eine J–PG–transformierbare Folge aus Cm×m und es bezeichne (Bj)κj=0
die J–PG–Transformierte von (Aj)κj=0. Dann ist fu¨r alle l ∈ N0 ∪ {∞} mit l ≤ κ die Folge
(Aj)lj=0 eine J–PG–transformierbare Folge aus Cm×m, dessen J–PG–Transformierte durch
(Bj)lj=0 gegeben ist.
Satz 1.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N0∪{∞}. Weiter-
hin sei (Aj)κj=0 eine J–PG–transformierbare Folge aus Cm×m und es bezeichne (Bj)κj=0 die
J–PG–Transformierte von (Aj)κj=0. Dann ist (Bj)
κ
j=0 eine J–PG–transformierbare Folge aus
Cm×m und die Folge (Aj)κj=0 ist die J–PG–Transformierte von (Bj)κj=0.
Es besteht folgender Zusammenhang zwischen der soeben eingefu¨hrten Begriffsbildung und
der J–PG–Transformierten einer Matrix, welche in Abschnitt A.8 vorgestellt wird.
Satz 1.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im + J)
und QJ := 12(Im − J). Weiterhin seien n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cm×m und es
bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Es seien J[n] := diagn+1(J) sowie
PJ[n] :=
1
2(Im + J[n]) und QJ[n] :=
1
2(Im − J[n]). Dann gelten folgende Aussagen:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 J–PG–transformierbar, d.h. es gilt det(QJA0 + PJ) 6= 0.
(ii) Es ist det
(
QJ[n]Sn + PJ[n]
)
6= 0.
(iii) Es gilt det(A0QJ − PJ) 6= 0.
(iv) Es gilt det
(
SnQJ[n] − PJ[n]
)
6= 0
(b) Es gelte (i) und es bezeichne (Bj)nj=0 die J–PG–Transformierte von (Aj)
n
j=0. Unter
Beachtung der Tatsache, dass J[n] nach Beispiel A.6.4 eine (n+ 1)m–reihige Signatur-
matrix ist, ist die J[n]–PG–Transformierte von Sn dann gegeben durch die zu (Bj)nj=0
geho¨rige Abschnittsmatrix.
Es folgt nun ein Resultat u¨ber das Wechselspiel zwischen J–Potapovfolgen und Schurfolgen
(vgl. [49, Propositionen 5.16 und 5.17]).
Satz 1.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie κ ∈ N0 ∪ {∞}. Dann
gilt:
(a) Sei (Aj)κj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge). Dann ist (Aj)
κ
j=0 eine
J–PG–transformierbare Folge aus Cm×m und die J–PG–Transformierte (Bj)κj=0 von
(Aj)κj=0 ist eine m×m–Schurfolge (bzw. strenge m×m–Schurfolge), welche selbst J–
PG transformierbar ist.
(b) Sei (Bj)κj=0 eine m×m–Schurfolge (bzw. strenge m×m–Schurfolge), so dass (Bj)κj=0
eine J–PG–transformierbare Folge aus Cm×m ist. Dann ist die J–PG–Transformierte
(Aj)κj=0 von (Bj)
κ
j=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge).
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Im Folgenden wollen wir einige Zusammenha¨nge zwischen den zu einer Folge und den zu deren
J–PG–Transformierten geho¨rigen markanten Gro¨ßen vorstellen, welche in dieser Arbeit ihre
Anwendung finden werden.
Satz 1.3.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im + J)
und QJ := 12(Im − J). Weiterhin seien n ∈ N0 sowie (Aj)nj=0 eine J–PG–transformierbare
Folge aus Cm×m und es bezeichne (Bj)nj=0 die J–PG–Transformierte von (Aj)nj=0. Es seien
J[n] := diagn+1(J) sowie PJ[n] :=
1
2(Im+J[n]) und QJ[n] :=
1
2(Im−J[n]). Dann gelten folgende
Aussagen:
(a) Es bezeichne S(A)n bzw. S
(B)
n die zu (Aj)nj=0 bzw. (Bj)
n
j=0 geho¨rige Abschnittsmatrix.
Dann ist
(
QJ[n]S
(A)
n + PJ[n]
)
bzw.
(
S
(A)
n QJ[n] − PJ[n]
)
eine regula¨re Matrix und die da-
zugeho¨rige Inverse ist gegeben durch
(
QJ[n]S
(B)
n + PJ[n]
)
bzw.
(
S
(B)
n QJ[n] − PJ[n]
)
.
(b) Bei Beachtung von (a) gilt
S(B)n =
(
PJ[n]S
(A)
n +QJ[n]
)(
QJ[n]S
(A)
n + PJ[n]
)−1
sowie
S(B)n =
(
S(A)n QJ[n] − PJ[n]
)−1 (−S(A)n PJ[n] +QJ[n]) .
(c) Es bezeichne Q(A)n,J bzw. P
(A)
n,J die zu (Aj)
n
j=0 geho¨rige rechte bzw. linke J–Form sowie
Q
(B)
n bzw. P
(B)
n die zu (Bj)nj=0 geho¨rige rechte bzw. linke Im–Form. Bei Beachtung von
(a) gilt dann
Q(B)n =
(
QJ[n]S
(A)
n + PJ[n]
)−∗
Q
(A)
n,J
(
QJ[n]S
(A)
n + PJ[n]
)−1
bzw.
P (B)n =
(
S(A)n QJ[n] − PJ[n]
)−1
P
(A)
n,J
(
S(A)n QJ[n] − PJ[n]
)−∗
.
(d) Neben der Beziehung det(QJA0 + PJ) 6= 0 ist auch det(A0QJ − PJ) 6= 0 erfu¨llt und
bezeichnet R(A)n+1,J bzw. L
(A)
n+1,J das zu (Aj)
n
j=0 und J geho¨rige rechte bzw. linke Schur-
komplement sowie R(B)n+1 bzw. L
(B)
n+1 das zu (Bj)
n
j=0 und Im geho¨rige rechte bzw. linke
Schurkomplement, so gilt
R
(B)
n+1 = (QJA0 + PJ)
−1∗R(A)n+1,J(QJA0 + PJ)
−1
bzw.
L
(B)
n+1 = (A0QJ − PJ)−1L(A)n+1,J(A0QJ − PJ)−∗.
1.4 U¨ber J–Potapovfunktionen und das J–Potapovproblem
Dieser Abschnitt ist der Vorstellung einer gewissen Klasse meromorpher, J–kontraktiver Ma-
trixfunktionen in D gewidmet, welche erstmalig in V.P. Potapovs Arbeit [81] in Erscheinung
getreten ist. Eine genauere Untersuchung dieser Klasse, insbesondere im Hinblick auf deren
Zusammenhang mit J–Potapovfolgen, erfolgte hierbei in [49].
Wir beginnen zuna¨chst mit der Einfu¨hrung der zentralen Begriffsbildung dieses Abschnittes.
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Definition 1.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie f ∈Mm×m(D).
Dann heißt f eine J–Potapovfunktion, falls fu¨r alle w ∈ Hf die Matrix f(w) eine J–
kontraktive Matrix ist.
Es bezeichne PJ(D) die Menge aller J–Potapovfunktionen. Weiterhin sei
PJ,0(D) := {f ∈ PJ(D) : 0 ∈ Hf}.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung 1.4.1. Sei m ∈ N. Unter Beachtung der Tatsache, dass nach Beispiel A.6.1 die
Matrix Im eine m–reihige Signaturmatrix ist, gilt
PIm,0(D) = PIm(D) = Sm×m(D),
wobei Sm×m(D) die Menge aller m×m–Schurfunktionen in D bezeichne, d.h. Sm×m(D) ist die
Menge aller in D holomorphen, Cm×m–wertigen Matrixfunktionen f , so dass fu¨r alle w ∈ D
die Matrix f(w) kontraktiv ist.
Im Theorem 6.2 von [49] wurde folgende Charakterisierung der Taylorkoeffizientenfolge einer
Funktion aus PJ,0(D) bewiesen.
Satz 1.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix. Dann gilt:
(a) Sei f ∈ PJ,0(D) und f(w) =
∑
j∈N0 Ajw
j die Taylorkoeffizientendarstellung von f in
einer Umgebung von 0. Dann ist (Aj)j∈N0 eine J–Potapovfolge.
(b) Sei (Aj)j∈N0 eine J–Potapovfolge. Dann existiert eine eindeutig bestimmte Funktion
f ∈ PJ,0(D), so dass f(w) =
∑
j∈N0 Ajw
j fu¨r alle w in einer Umgebung von 0.
Betrachten wir den Spezialfall J = Im, so erkennen wir, dass Satz 1.4.1 eine Verallgemei-
nerung der aus der Literatur bekannten Charakterisierung der Taylorkoeffizientenfolge einer
matriziellen Schurfunktion ist.
In [49] wurde erstmals folgendes Interpolationsproblem fu¨r Funktionen aus PJ,0(D) vorgestellt
und diskutiert.
J–Potapovproblem: Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0
und (Aj)nj=0 eine Folge aus Cm×m. Dann bestimme man die Menge PJ,0[D, (Aj)nj=0] aller
Matrixfunktionen f ∈ PJ,0(D), fu¨r welche (Aj)nj=0 gerade die Folge der ersten n + 1 Taylor-
koeffizienten in einer Umgebung von 0 ist. Insbesondere ist der Fall PJ,0[D, (Aj)nj=0] 6= ∅ zu
charakterisieren.
Bemerkung 1.4.2. Sei m ∈ N sowie n ∈ N0 und (Aj)nj=0 eine Folge aus Cm×m. Unter Be-
achtung der Tatsache, dass nach Beispiel A.6.1 die Matrix Im eine m–reihige Signaturmatrix
ist, gilt
PIm,0[D, (Aj)nj=0] = Sm×m[D, (Aj)nj=0],
wobei Sm×m[D, (Aj)nj=0] die Menge aller f ∈ Sm×m(D) bezeichne, fu¨r welche (Aj)nj=0 gerade
die Folge der ersten n+ 1 Taylorkoeffizienten um 0 ist.
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Das na¨chste Resultat charakterisiert die Existenz einer Lo¨sung des J–Potapovproblems (vgl
[49, Theorem 7.2]).
Satz 1.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Dann gilt PJ,0[D, (Aj)nj=0] 6= ∅ genau dann, wenn (Aj)nj=0 eine J–
Potapovfolge ist.
Es besteht folgende Wechselbeziehung zwischen dem J–Potapovproblem fu¨r eine Folge und
dem J–Potapovproblem der dazugeho¨rigen adjungierten Folge.
Satz 1.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Dann ist f ∈ PJ,0[D, (Aj)nj=0] genau dann, wenn die Spiegelung f∨ von
f an der reellen Achse zur Menge PJ,0[D, (A∗j )nj=0] geho¨rt.
Der in Satz 1.4.1 beschriebene Zusammenhang zwischen J–Potapovfunktionen und J–
Potapovfolgen wurde in [49] mittels Potapov–Ginzburg–Transformation aus dem bereits be-
kannten Zusammenhang zwischen Schurfunktionen und Schurfolgen hergeleitet. Dabei spielte
folgende Konstruktion die entscheidende Rolle.
Definition 1.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Weiterhin sei f ∈ Mm×m(D), so dass det(QJf + PJ) nicht die
Nullfunktion in D ist. Dann heißt
g := (PJf +QJ)(QJf + PJ)−1
die J–Potapov–Ginzburg–Transformierte (kurz J–PG–Transformierte) von f .
Bemerkung 1.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Weiterhin sei f ∈ Mm×m(D), so dass det(QJf + PJ) nicht die
Nullfunktion in D ist und es sei g deren J–PG–Transformierte. Dann ist g ∈ Mm×m(D)
und die Funktion det(QJg + PJ) ist nicht die Nullfunktion in D. Weiterhin ist die J–PG–
Transformierte von g gegeben durch f .
Es ergibt sich folgender Zusammenhang mit der in Abschnitt A.8 betrachteten Konstruktion.
Bemerkung 1.4.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Weiterhin sei f ∈ Mm×m(D), so dass det(QJf + PJ) nicht die
Nullfunktion in D ist und es bezeichne g die J–PG–Transformierte von f . Dann ist fu¨r alle
w ∈ D mit det(QJf(w) + PJ) 6= 0 die Matrix g(w) gerade die J–PG–Transformierte der
Matrix f(w).
Bemerkung 1.4.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im− J). Weiterhin sei f ∈Mm×m(D). Dann ist {w ∈ D : det(QJf(w) +PJ) 6=
0} = {w ∈ D : det(f(w)QJ −PJ) 6= 0} und ist det(QJf +PJ) nicht die Nullfunktion in D, so
ist die J–PG–Transformierte g von f gegeben durch
g = (fQJ − PJ)−1(QJ − fPJ).
Wir erhalten nun folgendes Wechselspiel zwischen J–Potapovfunktionen und Schurfunktionen.
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Satz 1.4.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im + J) und
QJ := 12(Im − J). Dann gilt:
(a) Sei f ∈ PJ(D). Dann gilt fu¨r alle w ∈ Hf die Beziehung det(QJf(w) + PJ) 6= 0 und
bezeichnet g die J–PG–Transformierte von f , so gilt g ∈ Sm×m(D).
(b) Sei g ∈ Sm×m(D) so gewa¨hlt, dass det(QJg + PJ) nicht die Nullfunktion in D ist und
es bezeichne f die J–PG–Transformierte von g. Dann ist f ∈ PJ(D) und es gilt Hf =
{w ∈ D : det(QJg(w) + PJ) 6= 0}.
Zusammen mit Satz 1.3.3 erhalten wir abschließend folgenden Zusammenhang zwischen dem
J–Potapovproblem und dem aus der Literatur bekannten Schurproblem.
Folgerung 1.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Weiterhin sei n ∈ N0 sowie (Aj)nj=0 eine J–Potapovfolge und unter
Beru¨cksichtigung von Teil (a) von Satz 1.3.3 bezeichne (Bj)nj=0 die J–PG–Transformierte von
(Aj)nj=0. Dann gilt:
(a) Sei f ∈ PJ,0[D, (Aj)nj=0]. Dann erfu¨llt die aufgrund von Teil (a) von Satz 1.4.4 wohl-
definierte J–PG–Transformierte g von f die Beziehung g ∈ Sm×m[D, (Bj)nj=0] sowie
Hf = {w ∈ D : det(QJg(w) + PJ) 6= 0}.
(b) Sei g ∈ Sm×m[D, (Bj)nj=0]. Dann ist det(QJg + PJ) nicht die Nullfunktion in D und
bezeichnet f die J–PG–Transformierte von g, so gilt f ∈ PJ,0[D, (Aj)nj=0] sowie Hf =
{w ∈ D : det(QJg(w) + PJ) 6= 0}.
1.5 U¨ber J–zentrale J–Potapovfolgen und J–zentrale J–Potapovfunk-
tionen
Die U¨berlegungen des Abschnitts 1.2 u¨ber die Struktur von J–Potapovfolgen zeigen, dass jedes
Folgenelement einem durch die vorangehenden Elemente bestimmten Matrizenkreis angeho¨rt
(vgl. Satz 1.2.1). Hierdurch wird suggeriert, jene J–Potapovfolgen genauer zu untersuchen,
deren Elemente von einem gewissen Index an gerade die Mittelpunkte der entsprechenden
Matrizenkreise sind. Dieser Gedanke fu¨hrt uns zu folgender Begriffsbildung, wobei die nach-
stehenden Aussagen in Abschnitt 5 von [50] nachvollzogen werden ko¨nnen.
Definition 1.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)j∈N0 eine
Folge aus Cm×m. Fu¨r s ∈ N bezeichne Ms,J die zu (Aj)s−1j=0 und J geho¨rige zentrale Matrix.
(a) Sei n ∈ N. Dann heißt (Aj)j∈N0 eine J–zentrale Folge der Ordnung n, falls fu¨r alle
s ∈ N mit s ≥ n die Beziehung As = Ms,J besteht.
(b) Es heißt (Aj)j∈N0 eine J–zentrale Folge, falls ein n ∈ N existiert, so dass (Aj)j∈N0
eine J–zentrale Folge der Ordnung n ist.
Aufgrund der Definition der zu einer Folge geho¨rigen zentralen Matrix ergibt sich leicht fol-
gende Beobachtung u¨ber J–zentrale Folgen der Ordnung 1 (vgl. [50, Remark 5.4]).
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Bemerkung 1.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)j∈N0 eine
Folge aus Cm×m. Dann ist (Aj)j∈N0 eine J–zentrale Folge der Ordnung 1 genau dann, wenn
Aj = 0m×m fu¨r alle j ∈ N erfu¨llt ist.
Fu¨r den Fall einer J–Potapovfolge ergibt sich folgende Charakterisierung der J–Zentralita¨t
(vgl. [50, Proposition 5.5 und Proposition 4.1])
Satz 1.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)j∈N0 eine J–
Potapovfolge. Weiterhin sei n ∈ N und fu¨r s ∈ N0 bezeichne Ls+1,J bzw. Rs+1,J das zu
(Aj)sj=0 und J geho¨rige linke bzw. rechte Schurkomplement sowie Ks,J den zu (Aj)sj=0 und J
geho¨rigen Schurparameter. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist (Aj)j∈N0 eine J–zentrale Folge der Ordnung n.
(ii) Fu¨r alle s ∈ N mit s ≥ n gilt Ls+1,J = Ln,J .
(iii) Fu¨r alle s ∈ N mit s ≥ n gilt Rs+1,J = Rn,J .
(iv) Fu¨r alle s ∈ N mit s ≥ n gilt Ks,J = 0m×m.
Das folgende Resultat trifft eine Aussage u¨ber die innere Struktur J–zentraler J–Potapovfol-
gen.
Satz 1.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)j∈N0 eine
J–Potapovfolge, welche J–zentral der Ordnung n+ 1 ist. Es bezeichne Pn−1,J bzw. Qn−1,J die
zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form sowie Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnitts-
matrix. Weiterhin sei J[n−1] := diagn(J) sowie zn := (An, . . . , A1) und yn := (A∗1, . . . , A∗n)∗.
Dann gilt fu¨r alle k ∈ N mit k ≥ n+ 1 die Beziehung
Ak = −(Ak−1, Ak−2, . . . , Ak−n)Q+n−1,JS∗n−1J[n−1]yn
bzw.
Ak = −znJ[n−1]S∗n−1P+n−1,J(A∗k−n, A∗k−n+1, . . . , A∗k−1)∗.
Definition 1.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine Folge aus Cm×m. Fu¨r k ∈ N mit k ≥ n + 1 sei Ak rekursiv definiert gema¨ß
Ak := Mk,J , wobei Mk,J die zu (Aj)k−1j=0 und J geho¨rige zentrale Matrix bezeichne. Dann heißt
die so definierte Folge (Aj)j∈N0 die zu (Aj)nj=0 geho¨rige J–zentrale Folge.
Es folgen nun einige leichte Beobachtungen u¨ber die soeben getroffene Begriffsbildung.
Bemerkung 1.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)j∈N0 eine J–zentrale Folge der Ordnung n+1. Dann ist (Aj)j∈N0 die zu (Aj)nj=0 geho¨rige
J–zentrale Folge.
Bemerkung 1.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0
und (Aj)nj=0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge). Dann ist die zu (Aj)
n
j=0
geho¨rige J–zentrale Folge (Aj)j∈N0 eine J–Potapovfolge (bzw. strenge J–Potapovfolge), wel-
che J–zentral der Ordnung n+ 1 ist.
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Im Folgenden u¨bertragen wir nun das Konzept der J–zentralen J–Potapovfolge in die Sprache
der J–Potapovfunktionen.
Definition 1.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie f ∈ PJ,0(D). Es
sei (Aj)j∈N0 die Taylorkoeffizientenfolge von f in einer Umgebung von 0.
(a) Sei n ∈ N. Dann heißt f eine J–zentrale J–Potapovfunktion der Ordnung n,
falls (Aj)j∈N0 eine J–zentrale Folge der Ordnung n ist.
(b) Es heißt f eine J–zentrale J–Potapovfunktion, falls (Aj)j∈N0 eine J–zentrale Folge
ist.
In Hinblick auf Bemerkung 1.5.3 und Satz 1.4.1 ist auch folgende Begriffsbildung wohldefiniert.
Definition 1.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine Folge aus Cm×m. Es sei (Aj)j∈N0 die zu (Aj)nj=0 geho¨rige J–zentrale Folge und
fc,n ∈ PJ,0(D) so gewa¨hlt, dass die Taylorkoeffizientenfolge von fc,n in einer Umgebung von
0 durch (Aj)j∈N0 gegeben ist. Dann heißt fc,n die zu (Aj)nj=0 geho¨rige J–zentrale J–
Potapovfunktion.
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2 U¨ber gewisse mit einer J–Potapovfolge assoziierte Paare
von Matrixpolynomen
2.1 Quotientendarstellungen J–zentraler J–Potapovfunktionen
Im Folgenden wollen wir ausgehend von einer endlichen J–Potapovfolge spezielle Matrixpoly-
nome konstruieren und deren Eigenschaften untersuchen. Ausgangspunkt fu¨r die Konstruktion
dieser Matrixpolynome ist dabei das nachstehende Resultat u¨ber die zu einer J–Potapovfolge
(Aj)nj=0 geho¨rige J–zentrale J–Potapovfolge und die daran anschließende Folgerung u¨ber die
Darstellung der zu (Aj)nj=0 geho¨rigen J–zentralen J–Potapovfunktion als linker bzw. rechter
Quotient zweier Matrixpolynome.
Satz 2.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne (Bj)j∈N0 die zu (Aj)nj=0 geho¨rige J–zentrale Folge. Dann
gelten folgende Aussagen:
(a) Es ist (Bj)j∈N0 eine J–Potapovfolge, welche J–zentral der Ordnung n + 1 ist und fu¨r
j ∈ {0, . . . , n} der Bedingung Bj = Aj genu¨gt.
(b) Sei n > 0. Es bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix sowie Qn−1,J
bzw. Pn−1,J die zu (Aj)n−1j=0 geho¨rige rechte bzw. linke J–Form. Weiterhin sei J[n−1] :=
diagn(J) sowie yn := (A∗1, . . . , A∗n)∗ bzw. zn := (An, . . . , A1). Dann existiert eine Folge
(Vj)nj=1 bzw. (Wj)
n
j=1 aus Cm×m, so dass
Qn−1,J ·
 V1...
Vn
 = S∗n−1J[n−1]yn (2.1.1)
bzw.
(Wn, . . . ,W1) · Pn−1,J = znJ[n−1]S∗n−1. (2.1.2)
(c) Sei V0 := Im sowie im Fall n > 0 unter Beru¨cksichtigung von (b) zudem (Vj)nj=1 eine
Folge aus Cm×m, so dass die Identita¨t (2.1.1) erfu¨llt ist. Weiterhin sei (Vj,r)nj=0 :=
(Aj)nj=0 ? (Vj)
n
j=0 sowie fu¨r j ∈ N mit j > n zudem Vj := 0m×m und Vj,r := 0m×m.
Dann gilt:
(c1) Es ist (Vj,r)j∈N0 = (Bj)j∈N0 ? (Vj)j∈N0.
(c2) Unter Beachtung der Regularita¨t von V0 = Im bezeichne (V j )j∈N0 die zu (Vj)j∈N0
reziproke Folge aus Cm×m. Dann ist (Bj)j∈N0 = (Vj,r)j∈N0 ? (V j )j∈N0.
(d) Sei W0 := Im sowie im Fall n > 0 unter Beru¨cksichtigung von (b) zudem (Wj)nj=1 eine
Folge aus Cm×m, so dass die Identita¨t (2.1.2) erfu¨llt ist. Weiterhin sei (Wj,l)nj=0 :=
(Wj)nj=0 ? (Aj)
n
j=0 und fu¨r j ∈ N mit j > n sei Wj := 0m×m und Wj,l := 0m×m. Dann
gilt:
(d1) Es ist (Wj,l)j∈N0 = (Wj)j∈N0 ? (Bj)j∈N0.
(d2) Unter Beachtung der Regularita¨t von W0 = Im bezeichne (Wj )j∈N0 die zu (Wj)j∈N0
reziproke Folge aus Cm×m. Dann ist (Bj)j∈N0 = (Wj )j∈N0 ? (Wj,l)j∈N0.
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(e) Seien die Folgen (Vj)j∈N0 und (Vj,r)j∈N0 bzw. (Wj)j∈N0 und (Wj,l)j∈N0 wie in (c) bzw.
(d) definiert. Dann gilt (Wj,l)j∈N0 ? (Vj)j∈N0 = (Wj)j∈N0 ? (Vj,r)j∈N0.
BEWEIS. (a) Die Behauptung von (a) folgt sofort aus Definition 1.5.2 und Bemerkung 1.5.3.
(b) Die Folge (V˜j)nj=1 bzw. (W˜j)
n
j=1 werde u¨ber die Blockzerlegung
Q+n−1,JS
∗
n−1J[n−1]yn =
 V˜1...
V˜n
 bzw. znJ[n−1]S∗n−1P+n−1,J = (W˜n, . . . , W˜1)
der Matrix Q+n−1,JS
∗
n−1J[n−1]yn bzw. znJ[n−1]S∗n−1P
+
n−1,J in m×m–Blo¨cke gewonnen. Mittels
Teil (a) von Satz 1.1.4 ergibt sich dann
Qn−1,J
 V˜1...
V˜n
 = Qn−1,JQ+n−1,JS∗n−1J[n−1]yn = S∗n−1J[n−1]yn
bzw. analog die Identita¨t (2.1.2) fu¨r die Folge (W˜j)nj=1.
(c1) Da aufgrund von (a) fu¨r alle j ∈ {0, . . . , n} die Beziehung Aj = Bj erfu¨llt ist, folgt aus
der Definition von (Vj,r)nj=0 die Beziehung
(Vj,r)nj=0 = (Bj)
n
j=0 ? (Vj)
n
j=0. (2.1.3)
Im Fall n = 0 ist nach (a) die Folge (Bj)j∈N0 eine J–zentrale Folge der Ordnung 1 und so
gilt nach Bemerkung 1.5.1 fu¨r alle k ∈ N die Beziehung Bk = 0m×m. Hieraus und aus der
Definition der Folge (Vj)j∈N0 bzw. (Vj,r)j∈N0 folgt fu¨r k ∈ N dann
k∑
j=0
Bk−jVj = BkV0 = Bk = 0m×m = Vk,r
und zusammen mit (2.1.3) ergibt sich (Vj,r)j∈N0 = (Bj)j∈N0 ? (Vj)j∈N0 , womit (c1) im Fall
n = 0 bewiesen wurde.
Sei nun n > 0. Unter Beru¨cksichtigung von (a) folgt aus Teil (a) von Lemma 1.1.3, (b) und
Satz 1.5.2 fu¨r k ∈ N mit k ≥ n+ 1 dann
k∑
j=1
Bk−jVj =
n∑
j=1
Bk−jVj
= (Bk−1, Bk−2, . . . , Bk−n)
 V1...
Vn
 = (Bk−1, Bk−2, . . . , Bk−n)Q+n−1,JQn−1,J
 V1...
Vn

= (Bk−1, Bk−2, . . . , Bk−n)Q+n−1,JS
∗
n−1J[n−1]yn = −Bk.
Hieraus folgt aufgrund der Definition der Folge (Vj)j∈N0 bzw. (Vj,r)j∈N0 fu¨r k ∈ Nmit k ≥ n+1
nun
Vk,r = 0m×m = Bk −Bk = Bk +
k∑
j=1
Bk−jVj = BkV0 +
k∑
j=1
Bk−jVj =
k∑
j=0
Bk−jVj
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und zusammen mit (2.1.3) ergibt sich schließlich (Vj,r)j∈N0 = (Bj)j∈N0 ? (Vj)j∈N0 , womit (c1)
auch im Fall n ∈ N bewiesen wurde.
(c2) Dies folgt unmittelbar aus (c1) und Bemerkung A.3.8.
(d1)–(d2) Die Beweise von (d1)–(d2) ergeben sich analog zu den Beweisen von (c1)–(c2).
(e) Dies folgt sofort aus (c2) und (d2).
Folgerung 2.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0
und (Aj)nj=0 eine J–Potapovfolge. Weiterhin sei fc,n die zu (Aj)
n
j=0 geho¨rige J–zentrale J–
Potapovfunktion in D. Es seien die Folgen (Vj)nj=0 und (Vj,r)nj=0 bzw. (Wj)nj=0 und (Wj,l)nj=0
wie in Teil (c) bzw. (d) von Satz 2.1.1 gewa¨hlt und fu¨r j ∈ {0, . . . , n} bezeichne Ej,D die
Einschra¨nkung von Ej auf D. Dann ist det
(∑n
j=0 VjEj,D
)
bzw. det
(∑n
j=0WjEj,D
)
nicht die
Nullfunktion in D und es gilt
fc,n =
 n∑
j=0
Vj,rEj,D
 n∑
j=0
VjEj,D
−1 bzw. fc,n =
 n∑
j=0
WjEj,D
−1 n∑
j=0
Wj,lEj,D
 .
BEWEIS. Aus V0 = Im bzw. W0 = Im folgt unmittelbar, dass det
(∑n
j=0 VjEj,D
)
bzw.
det
(∑n
j=0WjEj,D
)
nicht die Nullfunktion in D ist. Es sei
f :=
 n∑
j=0
Vj,rEj,D
 n∑
j=0
VjEj,D
−1 .
Dann ist f ∈ Mm×m(D) mit 0 ∈ Hf und so bezeichne (A˜j)j∈N0 die Taylorkoeffizientenfolge
der Funktion f in einer Umgebung von 0. Weiterhin sei fu¨r j ∈ N mit j > n stets Vj := 0m×m
sowie Vj,r := 0m×m und unter Beachtung der Regularita¨t von V0 = Im bezeichne (V j )j∈N0
die zu (Vj)j∈N0 reziproke Folge aus Cm×m. Aus der Definition von f folgt dann
(A˜j)j∈N0 = (Vj,r)j∈N0 ? (V

j )j∈N0 ,
womit aufgrund von Teil (c2) von Satz 2.1.1 die Folge (A˜j)j∈N0 gleich der zu (Aj)nj=0 geho¨rigen
J–zentralen Folge ist. Damit gilt f = fc,n und analog la¨sst sich aus Teil (d2) von Satz 2.1.1
auch die zweite Darstellung von fc,n beweisen.
Nach Folgerung 2.1.1 la¨sst sich die zu einer J–Potapovfolge geho¨rige J–zentrale J–Potapov-
funktion als rechter sowie linker Quotient zweier Matrixpolynome darstellen. Da diese
J–zentrale J–Potapovfunktion eine besondere Rolle in der Lo¨sungsmenge des zu der J–
Potapovfolge geho¨rigen J–Potapovproblems spielt, erscheint es angebracht diese Matrixpoly-
nome genauer zu untersuchen. Diesem Anliegen ist das vorliegende Kapitel gewidmet.
Wir beginnen hierbei zuna¨chst in Abschnitt 2.2 mit einer genaueren Analyse der in Satz 2.1.1
definierten Folgen. In Abschnitt 2.3 folgt dann die genaue Definition und Untersuchung der
Matrixpolynome sowie in Abschnitt 2.4 einige Aussagen zur rekursiven Darstellung.
29
2.2 U¨ber mit einer endlichen J–Potapovfolge vertra¨gliche und assoziierte
Folgen
Wie bereits am Ende von Abschnitt 2.1 erwa¨hnt, beginnen wir die Untersuchung der durch
Satz 2.1.1 und Folgerung 2.1.1 motivierten Matrixpolynome mit dem genauen Studium der
in Satz 2.1.1 definierten Folgen und pra¨gen dafu¨r als erstes folgende Begriffsbildung.
Definition 2.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Es sei (Vj)
n
j=0 bzw. (Wj)
n
j=0 eine Folge aus Cm×m, so dass
V0 := Im bzw. W0 := Im und im Fall n > 0 die Folge (Vj)nj=1 bzw. (Wj)
n
j=1 zudem die
Identita¨t (2.1.1) bzw. (2.1.2) erfu¨llt. Dann heißt (Vj)nj=0 bzw. (Wj)
n
j=0 eine mit (Aj)
n
j=0
und J rechtsseitig bzw. linksseitig vertra¨gliche Folge.
Es bezeichne yn,J((Aj)nj=0) bzw. zn,J((Aj)
n
j=0) die Menge aller mit (Aj)
n
j=0 und J rechtsseitig
bzw. linksseitig vertra¨glichen Folgen.
Fu¨r den Fall n = 0 ergibt sich folgende Bemerkung.
Bemerkung 2.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
J–Potapovfolge. Dann gilt yn,J((Aj)nj=0) = zn,J((Aj)
n
j=0) = {(Im)0j=0}.
BEWEIS. Dies ergibt sich unmittelbar aus Definition 2.2.1.
Wir wollen nun den Fall n ∈ N genauer untersuchen. Nach Teil (b) von Satz 2.1.1 sind
bei einer gegebenen J–Potapovfolge (Aj)nj=0 die Mengen yn,J((Aj)
n
j=0) sowie zn,J((Aj)
n
j=0)
jeweils nichtleer. Nachfolgend wollen wir daru¨ber hinaus jeweils ein generisches Element beider
Mengen bestimmen.
Bemerkung 2.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Weiterhin sei J[n−1] := diagn(J) sowie yn := (A
∗
1, . . . , A
∗
n)
∗
bzw. zn := (An, . . . , A1). Es bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix sowie
Qn−1,J bzw. Pn−1,J die zu (Aj)n−1j=0 geho¨rige rechte bzw. linke J–Form. Dann gelten folgende
Aussagen:
(a) Die Folge (V˜j)nj=1 werde u¨ber die Blockzerlegung
Q+n−1,JS
∗
n−1J[n−1]yn =
 V˜1...
V˜n

der Matrix Q+n−1,JS
∗
n−1J[n−1]yn in m × m–Blo¨cke gewonnen und es sei V˜0 := Im.
Dann ist (V˜j)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und somit gilt
yn,J((Aj)nj=0) 6= ∅.
(b) Die Folge (W˜j)nj=1 werde u¨ber die Blockzerlegung
znJ[n−1]S∗n−1P
+
n−1,J = (W˜n, . . . , W˜1)
der Matrix znJ[n−1]S∗n−1P
+
n−1,J in m × m–Blo¨cke gewonnen und es sei W˜0 := Im.
Dann ist (W˜j)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und somit gilt
zn,J((Aj)nj=0) 6= ∅.
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BEWEIS. Wie im Beweis von Teil (b) von Satz 2.1.1 mittels Teil (a) von Satz 1.1.5 gezeigt,
ist (V˜j)nj=0 bzw. (W˜j)
n
j=0 eine mit (Aj)
n
j=0 und J rechtsseitig bzw. linksseitig vertra¨gliche Folge
und somit gilt yn,J((Aj)nj=0) 6= ∅ bzw. zn,J((Aj)nj=0) 6= ∅. Damit ist die Behauptung von (a)
bzw. (b) gezeigt.
Bemerkung 2.2.1 und Bemerkung 2.2.2 fu¨hren uns auf folgende Begriffsbildung.
Definition 2.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Es sei V˜0 := Im bzw. W˜0 := Im und im Fall n > 0 die Folge
(V˜j)nj=1 bzw. (W˜j)
n
j=1 wie in Teil (a) bzw. (b) von Bemerkung 2.2.2 definiert. Dann heißt
(V˜j)nj=0 bzw. (W˜j)
n
j=0 die kanonische mit (Aj)
n
j=0 und J rechtsseitig bzw. linksseitig
vertra¨gliche Folge.
Ist die zugrunde liegende J–Potapovfolge (Aj)nj=0 insbesondere eine strenge J–Potapovfolge,
so zeigt folgende Bemerkung, dass die kanonische mit (Aj)nj=0 und J rechtsseitig bzw. linkssei-
tig vertra¨gliche Folge sogar das einzige Element der Menge yn,J((Aj)nj=0) bzw. zn,J((Aj)
n
j=0)
ist.
Bemerkung 2.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne (V˜j)
n
j=0 bzw. (W˜j)
n
j=0 die kanonische mit
(Aj)nj=0 und J rechtsseitig bzw. linksseitig vertra¨gliche Folge. Dann gilt:
(a) Sei n > 0. Es sei J[n−1] := diagn(J) sowie yn := (A∗1, . . . , A∗n)∗ bzw. zn := (An, . . . , A1).
Weiterhin bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix sowie Qn−1,J bzw.
Pn−1,J die zu (Aj)n−1j=0 geho¨rige rechte bzw. linke J–Form. Dann gilt unter Beachtung
der aus Teil (b) von Satz 1.1.1 folgenden Regularita¨t der Matrix Qn−1,J bzw. Pn−1,J die
Beziehung V˜1...
V˜n
 = Q−1n−1,JS∗n−1J[n−1]yn bzw. (W˜n, . . . , W˜1) = znJ[n−1]S∗n−1P−1n−1,J .
(b) Es ist
yn,J((Aj)nj=0) =
{
(V˜j)nj=1
}
bzw. zn,J((Aj)nj=0) =
{
(W˜j)nj=1
}
.
BEWEIS. (a) Die Behauptung von (a) ergibt sich aufgrund von Definition 2.2.2 unmittelbar
aus der Regularita¨t der Matrix Qn−1,J bzw. Pn−1,J und der damit verbundenen Identita¨t
Q+n−1,J = Q
−1
n−1,J bzw. P
+
n−1,J = P
−1
n−1,J .
(b) Fu¨r den Fall n = 0 folgt die Behauptung unmittelbar aus Definition 2.2.2 und Bemer-
kung 2.2.1. Sei nun n > 0. Es sei (Vj)nj=0 bzw. (Wj)
n
j=0 eine Element aus yn,J((Aj)
n
j=0) bzw.
zn,J((Aj)nj=0), d.h es gilt V0 = Im bzw. W0 = Im sowie
Qn−1,J ·
 V1...
Vn
 = S∗n−1J[n−1]yn bzw. (Wn, . . . ,W1) · Pn−1,J = znJ[n−1]S∗n−1.
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Da (Aj)nj=0 eine strenge J–Potapovfolge ist, ist nach Teil (b) von Satz 1.1.5 die rechte bzw.
linke zu (Aj)n−1j=0 geho¨rige J–Form Qn−1,J und Pn−1,J eine positiv hermitesche und damit
insbesondere regula¨re Matrix. Somit erfu¨llt (Vj)nj=1 bzw. (Wj)
n
j=1 bei zusa¨tzlicher Beachtung
von (a) die Beziehung  V1...
Vn
 = Q−1n−1,JS∗n−1J[n−1]yn =
 V˜1...
V˜n

bzw.
(Wn, . . . ,W1) = znJ[n−1]S∗n−1P
−1
n−1,J = (W˜n, . . . , W˜1).
Damit ist unter Beru¨cksichtigung von V0 = Im = V˜0 bzw. W0 = Im = W˜0 dann
yn,J((Aj)nj=0) ⊆
{
(V˜j)nj=1
}
bzw. zn,J((Aj)nj=0) ⊆
{
(W˜j)nj=1
}
und beachten wir nun noch Teil (a) bzw. (b) von Bemerkung 2.2.2, so ergibt sich schließlich
die Behauptung von (b).
Das folgende Lemma wird uns in unseren spa¨teren Betrachtungen wichtige Dienste leisten.
Lemma 2.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix und es sei
J[n−1] := diagn(J). Weiterhin sei yn := (A∗1, . . . , A∗n)∗ bzw. zn := (An, . . . , A1) und es bezeich-
ne Mn+1,J die zu (Aj)nj=0 und J geho¨rige zentrale Matrix. Dann gelten folgende Aussagen:
(a) Fu¨r s ∈ {n − 1, n} bezeichne Qs,J die zu (Aj)sj=0 geho¨rige rechte J–Form. Außer-
dem bezeichne Rn+1,J das zu (Aj)nj=0 und J geho¨rige rechte Schurkomplement. Es sei
(Vj)nj=0 ∈ yn,J((Aj)nj=0) und wir setzen
V[1,n] :=
 V1...
Vn
 .
Dann gilt:
(a1) Es ist (V[1,n])∗Qn−1,JV[1,n] = y∗nJ[n−1]Sn−1Q+n−1,JS∗n−1J[n−1]yn.
(a2) Es ist J −A∗0JA0 − y∗nJ[n−1]yn − (V[1,n])∗Qn−1,JV[1,n] = Rn+1,J .
(a3) Es ist y∗nJ[n−1]Sn−1V[1,n] = y∗nJ[n−1]Sn−1Q+n−1,JS∗n−1J[n−1]yn.
(a4) Es ist J −A∗0JA0 − y∗nJ[n−1]yn − y∗nJ[n−1]Sn−1V[1,n] = Rn+1,J .
(a5) Es ist znV[1,n] = −Mn+1,J .
(a6) Es ist Qn,J
(
V0
V[1,n]
)
=
(
Rn+1,J
0nm×m
)
.
(a7) Es ist
(
V0
V[1,n]
)∗
Qn,J
(
V0
V[1,n]
)
= Rn+1,J .
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(b) Fu¨r s ∈ {n − 1, n} bezeichne Ps,J die zu (Aj)sj=0 geho¨rige linke J–Form. Außer-
dem bezeichne Ln+1,J das zu (Aj)nj=0 und J geho¨rige linke Schurkomplement. Es sei
(Wj)nj=0 ∈ zn,J((Aj)nj=0) und wir setzen
W[n,1] := (Wn, . . . ,W1).
Dann gilt:
(b1) Es ist W[n,1]Pn−1,J(W[n,1])∗ = znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]z∗n.
(b2) Es ist J −A0JA∗0 − znJ[n−1]z∗n −W[n,1]Pn−1,J(W[n,1])∗ = Ln+1,J .
(b3) Es ist W[n,1]Sn−1J[n−1]z∗n = znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]z∗n.
(b4) Es ist J −A0JA∗0 − znJ[n−1]z∗n −W[n,1]Sn−1J[n−1]z∗n = Ln+1,J .
(b5) Es ist W[n,1]yn = −Mn+1,J .
(b6) Es ist (W[n,1],W0)Pn,J = (0m×nm, Ln+1,J).
(b7) Es ist (W[n,1],W0)Pn,J(W[n,1],W0)∗ = Ln+1,J .
BEWEIS. (a) Wegen Beispiel A.6.4 ist J[n−1] eine nm–reihige Signaturmatrix und somit gilt
(J[n−1])∗ = J[n−1]. (2.2.1)
Weiterhin ist nach Bemerkung 1.1.5 die zu (Aj)n−1j=0 geho¨rige rechte J–Form hermitesch, d.h.
es ist
Q∗n−1,J = Qn−1,J . (2.2.2)
Aufgrund der Wahl von (Vj)nj=0 gilt zudem
Qn−1,JV[1,n] = S∗n−1J[n−1]yn. (2.2.3)
(a1) Unter Verwendung von (2.2.2), (2.2.3) und (2.2.1) ergibt sich
(V[1,n])∗Qn−1,JV[1,n] = (V[1,n])∗Qn−1,JQ+n−1,JQn−1,JV[1,n]
=
(
Qn−1,JV[1,n]
)∗
Q+n−1,J
(
Qn−1,JV[1,n]
)
=
(
S∗n−1J[n−1]yn
)∗
Q+n−1,J
(
S∗n−1J[n−1]yn
)
= y∗nJ[n−1]Sn−1Q
+
n−1,JS
∗
n−1J[n−1]yn.
(a2) Die Behauptung von (a2) folgt unmittelbar aus (a1) und Bemerkung 1.1.7.
(a3) Unter Verwendung von (2.2.1), (2.2.3), (2.2.2) und (a1) ergibt sich
y∗nJ[n−1]Sn−1V[1,n] =
(
S∗n−1J[n−1]yn
)∗ V[1,n] = (Qn−1,JV[1,n])∗ V[1,n]
= (V[1,n])∗Qn−1,JV[1,n] = y∗nJ[n−1]Sn−1Q+n−1,JS∗n−1J[n−1]yn.
(a4) Die Behauptung von (a4) folgt unmittelbar aus (a3) und Bemerkung 1.1.7.
(a5) Mittels Teil (a) von Satz 1.1.4, (2.2.2), (2.2.3) und Bemerkung 1.2.1 ergibt sich
znV[1,n] = (z∗n)∗V[1,n] =
(
Qn−1,JQ+n−1,Jz
∗
n
)∗ V[1,n] = znQ+n−1,JQn−1,JV[1,n]
= znQ+n−1,JS
∗
n−1J[n−1]yn = −Mn+1,J .
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(a6) Wegen Teil (a) von Lemma 1.1.1 gilt
Qn,J =
(
J −A∗0JA0 − y∗nJ[n−1]yn −y∗nJ[n−1]Sn−1
−S∗n−1J[n−1]yn Qn−1,J
)
.
Hieraus und wegen der aus der Wahl von (Vj)nj=0 gu¨ltigen Beziehung V0 = Im sowie aus (a4)
und (2.2.3) ergibt sich dann
Qn,J
(
V0
V[1,n]
)
=
(
J −A∗0JA0 − y∗nJ[n−1]yn −y∗nJ[n−1]Sn−1
−S∗n−1J[n−1]yn Qn−1,J
)(
Im
V[1,n]
)
=
(
J −A∗0JA0 − y∗nJ[n−1]yn − y∗nJ[n−1]Sn−1V[1,n]
−S∗n−1J[n−1]yn +Qn−1,JV[1,n]
)
=
(
Rn+1,J
0nm×m
)
.
(a7) Wegen V0 = Im und (a6) erhalten wir(
V0
V[1,n]
)∗
Qn,J
(
V0
V[1,n]
)
= (Im, (V[1,n])∗)
(
Rn+1,J
0nm×m
)
= Rn+1,J .
(b) Die Beweise von (b1)–(b7) lassen sich analog zu den Beweisen von (a1)–(a7) ausfu¨hren.
Neben den mit einer J–Potapovfolge rechtsseitig bzw. linksseitig vertra¨glichen Folgen spielen
bei der Konstruktion der Matrixpolynome in Folgerung 2.1.1 auch folgende Folgen eine Rolle.
Definition 2.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge.
(a) Sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge. Unter der mit
(Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierten Folge werde dann das Cauchy-
produkt (Vj,r)nj=0 der Folgen (Aj)
n
j=0 und (Vj)
n
j=0 verstanden, d.h es sei
(Vj,r)nj=0 := (Aj)
n
j=0 ? (Vj)
n
j=0.
(b) Sei (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge. Unter der mit
(Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierten Folge werde dann das Cauchy-
produkt (Wj,l)nj=0 der Folgen (Wj)
n
j=0 und (Aj)
n
j=0 verstanden, d.h es sei
(Wj,l)nj=0 := (Wj)
n
j=0 ? (Aj)
n
j=0.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung 2.2.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine J–
Potapovfolge. Es sei (Vj)0j=0 bzw. (Wj)
0
j=0 eine mit (Aj)
0
j=0 und J rechtsseitig bzw. linksseitig
vertra¨gliche Folge. Dann ist die mit (Aj)0j=0, (Vj)
0
j=0 und J rechtsseitig assozzierte Folge
(Vj,r)0j=0 bzw. die mit (Aj)
0
j=0, (Wj)
0
j=0 und J linksseitig assozzierte Folge (Wj,l)
0
j=0 gegeben
durch V0,r = A0 bzw. W0,l = A0.
BEWEIS. Dies ergibt sich unmittelbar aus Definition 2.2.3, Bemerkung 2.2.1 und der Defi-
nition des Cauchyproduktes (vgl. Definition A.3.2).
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Bemerkung 2.2.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Dann gelten folgende Aussagen:
(a) Sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und es bezeichne
(Vj,r)nj=0 die zu (Aj)
n
j=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Folge. Dann gilt:
(a1) Bezeichnet Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix, so gilt V0,r...
Vn,r
 = Sn
 V0...
Vn
 .
(a2) Es ist V0,r = A0 und im Fall n > 0 gilt zudem V1,r...
Vn,r
 = yn + Sn−1
 V1...
Vn
 ,
wobei yn := (A∗1, . . . , A∗n)∗ und Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix
bezeichne.
(b) Sei (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es bezeichne
(Wj,l)nj=0 die zu (Aj)
n
j=0, (Wj)
n
j=0 und J linksseitig assoziierte Folge. Dann gilt:
(b1) Bezeichnet Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix, so gilt
(Wn,l, . . . ,W0,l) = (Wn, . . . ,W0)Sn.
(b2) Es ist W0,l = A0 und im Fall n > 0 gilt zudem
(Wn,l, . . . ,W1,l) = (Wn, . . . ,W1)Sn−1 + zn,
wobei zn := (An, . . . , A1) und Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix be-
zeichne.
BEWEIS. (a) Aufgrund von Teil (a) von Definition 2.2.3 folgt (a1) bzw. (a2) unmittelbar aus
Teil (a) bzw. (b) von Folgerung A.3.2.
(b) Aufgrund von Teil (b) von Definition 2.2.3 folgt (b1) bzw. (b2) unmittelbar aus Teil (a)
bzw. (b) von Folgerung A.3.2.
Bemerkung 2.2.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Weiterhin sei J[n−1] := diagn(J). Dann gilt:
(a) Sei (V˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und es
bezeichne (V˜j,r)nj=0 die zu (Aj)
n
j=0, (V˜j)
n
j=0 und J rechtsseitig assoziierte Folge. Dann
ist V˜0,r = A0 und es gilt
y∗nJ[n−1]

V˜
(n)
1,r
...
V˜
(n)
n,r
 = y∗nP+n−1,Jyn,
wobei yn := (A∗1, . . . , A∗n)∗ und Pn−1,J die zu (Aj)
n−1
j=0 geho¨rige linke J–Form bezeichne.
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(b) Sei (W˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es
bezeichne (W˜j,l)nj=0 die zu (Aj)
n
j=0, (W˜j)
n
j=0 und J linksseitig assoziierte Folge. Dann
ist W˜0,l = A0 und es gilt
(W˜ (n)n,l , . . . , W˜
(n)
1,l )J[n−1]z
∗
n = znQ
+
n−1,Jz
∗
n,
wobei zn := (An, . . . , A1) und Qn−1,J die zu (Aj)nj=0 geho¨rige rechte J–Form bezeichne.
BEWEIS. (a) Nach Teil (a2) von Bemerkung 2.2.5 gilt V˜0,r = A0. Weiterhin ergibt sich aus
Teil (a2) von Bemerkung 2.2.5 und Definition 2.2.2 die Beziehung V˜1,r...
V˜n,r
 = yn + Sn−1
 V˜1...
V˜n
 = yn + Sn−1Q+n−1,JS∗n−1J[n−1]yn,
wobei Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix sowie Qn−1,J die zu (Aj)
n−1
j=0 geho¨rige
rechte J–Form bezeichne. Unter Beru¨cksichtigung der aufgrund der Wahl von (Aj)nj=0 nach
Teil (b) von Folgerung 1.1.1 gu¨ltigen Beziehung
y∗nJ[n−1]yn + y
∗
nJ[n−1]Sn−1Q
+
n−1,JS
∗
n−1J[n−1]yn = y
∗
nP
+
n−1,Jyn,
ergibt sich dann
y∗nJ[n−1]

V˜
(n)
1,r
...
V˜
(n)
n,r
 = y∗nJ[n−1] (yn + Sn−1Q+n−1,JS∗n−1J[n−1]yn)
= y∗nJ[n−1]yn + y
∗
nJ[n−1]Sn−1Q
+
n−1,JS
∗
n−1J[n−1]yn = y
∗
nP
+
n−1,Jyn.
(b) Die Behauptung von (b) ergibt sich analog zu (a) mittels Teil (b2) von Bemerkung 2.2.5
und Teil (a) von Folgerung 1.1.1.
Wir nehmen nun eine entsprechende Spezifizierung von Bemerkung 2.2.6 fu¨r den Fall einer
strengen J–Potapovfolge vor.
Bemerkung 2.2.7. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Qn−1,J bzw. Pn−1,J die zu (Aj)
n−1
j=0 geho¨rige
rechte bzw. linke J–Form und es sei J[n−1] := diagn(J). Dann gilt:
(a) Sei (V˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und es
bezeichne (V˜j,r)nj=0 die zu (Aj)
n
j=0, (V˜j)
n
j=0 und J rechtsseitig assoziierte Folge. Dann
ist V˜0,r = A0 und mit yn := (A∗1, . . . , A∗n)∗ sowie bei Beachtung der aus Teil (b) von Satz
1.1.4 folgenden Regularita¨t der Matrix Pn−1,J gilt
V˜
(n)
1,r
...
V˜
(n)
n,r
 = J[n−1]P−1n−1,Jyn.
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(b) Sei (W˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es
bezeichne (W˜j,l)nj=0 die zu (Aj)
n
j=0, (W˜j)
n
j=0 und J linksseitig assoziierte Folge. Dann
ist W˜0,l = A0 und mit zn := (An, . . . , A1) sowie bei Beachtung der aus Teil (b) von Satz
1.1.4 folgenden Regularita¨t der Matrix Qn−1,J gilt
(W˜ (n)n,l , . . . , W˜
(n)
1,l ) = znQ
−1
n−1,JJ[n−1].
BEWEIS. (a) Nach Teil (a2) von Bemerkung 2.2.5 gilt V˜0,r = A0. Weiterhin ergibt sich aus
Teil (a2) von Bemerkung 2.2.5 und Teil (a) von Bemerkung 2.2.3 die Beziehung V˜1,r...
V˜n,r
 = yn + Sn−1
 V˜1...
V˜n
 = yn + Sn−1Q−1n−1,JS∗n−1J[n−1]yn,
wobei Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix bezeichne. Unter Beru¨cksichtigung von
(J[n−1])2 = Inm sowie bei Beachtung der wegen detPn−1,J 6= 0 bzw. detQn−1,J 6= 0 nach Teil
(b2) von Satz 1.1.3 gu¨ltigen Beziehung
J[n−1] + J[n−1]Sn−1Q−1n−1,JS
∗
n−1J[n−1] = P
−1
n−1,J ,
ergibt sich dann
V˜
(n)
1,r
...
V˜
(n)
n,r
 = (J[n−1])2yn + (J[n−1])2Sn−1Q+n−1,JS∗n−1J[n−1]yn
= J[n−1]
(
J[n−1] + J[n−1]Sn−1Q−1n−1,JS
∗
n−1J[n−1]
)
yn = J[n−1]P−1n−1,Jyn.
(b) Die Behauptung von (b) ergibt sich analog zu (a) aus Teil (b2) von Bemerkung 2.2.5, Teil
(b) von Bemerkung 2.2.3 und Teil (b2) von Satz 1.1.3.
2.3 Mit einer endlichen J–Potapovfolge assoziierte Matrixpolynome
Mit Hilfe der in Abschnitt 2.2 betrachteten Folgen, ko¨nnen wir nun folgende Matrixpolynome
definieren.
Definition 2.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge.
(a) Sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und es bezeichne
(Vj,r)nj=0 die mit (Aj)
n
j=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Folge. Weiterhin seien
ρn,J :=
n∑
j=0
VjEj und pin,J :=
n∑
j=0
Vj,rEj .
Dann heißt [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierte
Paar von Matrixpolynomen.
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(b) Sei (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es bezeichne
(Wj,l)nj=0 die mit (Aj)
n
j=0, (Wj)
n
j=0 und J linksseitig assoziierte Folge. Weiterhin seien
τn,J :=
n∑
j=0
WjEj und σn,J :=
n∑
j=0
Wj,lEj .
Dann heißt [τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Paar
von Matrixpolynomen.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung 2.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Dann gelten folgende Aussagen:
(a) Sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge aus Cm×m und es
bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Paar von
Matrixpolynomen. Dann gilt:
(a1) Es ist ρn,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge (Vj)nj=0 und
es gilt ρn,J(0) = Im.
(a2) Es bezeichne (Vj,r)nj=0 die mit (Aj)
n
j=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Folge.
Dann ist pin,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge (Vj,r)nj=0
und es gilt pin,J(0) = A0.
(a3) Sei Ndet ρn,J := {v ∈ C : det[ρn,J(v)] = 0}. Dann hat die Menge Ndet ρn,J ho¨chstens
nm Elemente und es gilt 0 6∈ Ndet ρn,J .
(b) Sei (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es bezeichne
[τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Paar von Matrix-
polynomen. Dann gilt:
(b1) Es ist τn,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge (Wj)nj=0 und
es gilt τn,J(0) = Im.
(b2) Es bezeichne (Wj,l)nj=0 die mit (Aj)
n
j=0, (Wj)
n
j=0 und J linksseitig assoziierte Folge.
Dann ist σn,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge (Wj,l)nj=0
und es gilt σn,J(0) = A0.
(b3) Sei Ndet τn,J := {v ∈ C : det[τn,J(v)] = 0}. Dann hat die Menge Ndet τn,J ho¨chstens
nm Elemente und es gilt 0 6∈ Ndet τn,J .
BEWEIS. (a1) Dies ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der aufgrund der Definition
der Folge (Vj)nj=0 gu¨ltigen Beziehung V0 = Im sofort aus Teil (a) von Definition 2.3.1.
(a2) Dies ergibt sich bei zusa¨tzlicher Beachtung der nach Teil (a2) von Bemerkung 2.2.5
gu¨ltigen Beziehung V0,r = A0 sofort aus Teil (a) von Definition 2.3.1.
(a3) Mittels (a1) ergibt sich
det[ρn,J(0)] = det Im = 1. (2.3.1)
Wegen (a1) ist ρn,J ein Matrixpolynom aus [PC,n]m×m. Hieraus folgt, daß det ρn,J ein Polynom
aus PC,nm ist, welches wegen (2.3.1) vom Nullpolynom verschieden ist. Somit hat Ndet ρn,J
nach dem Fundamentalsatz der Algebra ho¨chstens nm Elemente. Wegen (2.3.1) gilt zudem
0 6∈ Ndet ρn,J .
(b1)–(b3) Die Behauptungen ko¨nnen analog zu (a1)–(a3) bewiesen werden.
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Bemerkung 2.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Im Fall n ∈ N bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Ab-
schnittsmatrix und es sei yn := (A∗1, . . . , A∗n)∗ bzw. zn := (An, . . . , A1). Dann gelten folgende
Aussagen:
(a) Sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge aus Cm×m und es
bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Paar von
Matrixpolynomen. Weiterhin sei im Fall n ∈ N die Matrix V[1,n] gegeben durch
V[1,n] :=
 V1...
Vn
 .
Dann gilt fu¨r w ∈ C die Beziehung
ρn,J(w) =
{
Im , falls n = 0
Im + w[en−1,m(w)]V[1,n] , falls n ∈ N
sowie
pin,J(w) =
{
A0 , falls n = 0
A0 + w[en−1,m(w)]
(
yn + Sn−1V[1,n]
)
, falls n ∈ N .
(b) Sei (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es bezeichne
[τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Paar von Matrix-
polynomen. Weiterhin sei im Fall n ∈ N die Matrix W[n,1] gegeben durch
W[n,1] := (Wn, . . . ,W1).
Dann gilt fu¨r w ∈ C die Beziehung
τn,J(w) =
{
Im , falls n = 0
wW[n,1][En−1,m(w)] + Im , falls n ∈ N
sowie
σn,J(w) =
{
A0 , falls n = 0
w
(W[n,1]Sn−1 + zn) [En−1,m(w)] +A0 , falls n ∈ N .
BEWEIS. (a) Im Fall n = 0 ergibt sich die Behauptung unmittelbar aus Teil (a) von De-
finition 2.3.1 und den nach Bemerkung 2.2.1 sowie Bemerkung 2.2.4 gu¨ltigen Beziehungen
V0 = Im sowie V0,r = A0.
Sei nun n ∈ N und w ∈ C. Es bezeichne (Vj,r)nj=0 die mit (Aj)nj=0, (Vj)nj=0 und J rechtsseitig
assoziierte Folge. Aufgrund von Teil (a) von Definition 2.3.1 gilt dann
ρn,J(w) = [en,m(w)]
(
V0
V[1,n]
)
bzw. pin,J(w) = [en,m(w)]
 V0,r...
Vn,r
 .
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Aufgrund der Definition der Folge (Vj)nj=0 ist V0 = Im. Weiterhin gilt nach Teil (a2) von
Bemerkung 2.2.5 zudem V0,r = A0 sowie V1,r...
Vn,r
 = yn + Sn−1V[1,n].
Damit erhalten wir nun mittels der nach Teil (b) von Bemerkung A.4.7 gu¨ltigen Beziehung
en,m(w) = (Im, w[en−1,m(w)]) schließlich
ρn,J(w) = [en,m(w)]
(
V0
V[1,n]
)
= (Im, w[en−1,m(w)])
(
V0
V[1,n]
)
= V0 + w[en−1,m(w)]V[1,n] = Im + w[en−1,m(w)]V[1,n]
bzw.
pin,J(w) = (Im, w[en−1,m(w)])
 V0,r...
Vn,r
 = V0,r + w[en−1,m(w)]
 V1,r...
Vn,r

= A0 + w[en−1,m(w)]
(
yn + Sn−1V[1,n]
)
.
(b) Die Behauptung von (b) ergibt sich analog zu (a) aus Teil (b) von Definition 2.3.1 sowie
im Fall n ∈ N zudem aus Teil (b2) von Bemerkung 2.2.5.
Im Folgenden wollen wir den generischen Fall untersuchen, in dem wir jene Matrixpolynome
betrachten die mit einer J–Potapovfolge und deren kanonischen vertra¨glichen Folgen assoziiert
sind.
Bemerkung 2.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Im Fall n ∈ N bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Ab-
schnittsmatrix und es sei J[n−1] := diagn(J). Dann gelten folgende Aussagen:
(a) Es bezeichne (V˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge
und es sei [ρ˜n,J , pin,J ] das mit (Aj)nj=0, (V˜j)
n
j=0 und J rechtsseitig assoziierte Paar von
Matrixpolynomen. Im Fall n ∈ N bezeichne Qn−1,J die zu (Aj)n−1j=0 geho¨rige rechte J–
Form und es sei yn := (A∗1, . . . , A∗n)∗. Dann gilt fu¨r w ∈ C die Beziehung
ρ˜n,J(w) =
{
Im , falls n = 0
Im + w[en−1,m(w)]Q+n−1,JS
∗
n−1J[n−1]yn , falls n ∈ N
sowie
pin,J(w) =
{
A0 , falls n = 0
A0 + w[en−1,m(w)]
(
yn + Sn−1Q+n−1,JS
∗
n−1J[n−1]yn
)
, falls n ∈ N .
(b) Es bezeichne (W˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge
und es sei [τ˜n,J , σ˜n,J ] das mit (Aj)nj=0, (W˜j)
n
j=0 und J linksseitig assoziierte Paar von
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Matrixpolynomen. Im Fall n ∈ N bezeichne Pn−1,J die zu (Aj)n−1j=0 geho¨rige linke J–Form
und es sei zn := (An, . . . , A1). Dann gilt fu¨r w ∈ C die Beziehung
τ˜n,J(w) =
{
Im , falls n = 0
wznJ[n−1]S∗n−1P
+
n−1,J [En−1,m(w)] + Im , falls n ∈ N
sowie
σ˜n,J(w) =
{
A0 , falls n = 0
w
(
znJ[n−1]S∗n−1P
+
n−1,JSn−1 + zn
)
[En−1,m(w)] +A0 , falls n ∈ N .
BEWEIS. Im Fall n ∈ N gilt nach Definition 2.2.2 die Beziehung
V[1,n] :=
 V˜1...
V˜n
 = Q+n−1,JS∗n−1J[n−1]yn
bzw.
W[n,1] := (W˜n, . . . , W˜1) = znJ[n−1]S∗n−1P+n−1,J
und so folgt die Behauptung von (a) bzw. (b) aus Teil (a) bzw. (b) von Bemerkung 2.3.2.
Wir nehmen nun eine Spezifizierung von Bemerkung 2.3.3 fu¨r den Fall einer strengen J–
Potapovfolge vor.
Bemerkung 2.3.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Im Fall n ∈ N bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige
Abschnittsmatrix sowie Qn−1,J bzw. Pn−1,J die zu (Aj)n−1j=0 geho¨rige rechte bzw. linke J–Form
und man beachte die aus Teil (b) von Satz 1.1.4 folgende Regularita¨t der Matrix Qn−1,J bzw.
Pn−1,J . Weiterhin sei J[n−1] := diagn(J), falls n ∈ N. Dann gelten folgende Aussagen:
(a) Es bezeichne (V˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge
und es sei [ρ˜n,J , pin,J ] das mit (Aj)nj=0, (V˜j)
n
j=0 und J rechtsseitig assoziierte Paar von
Matrixpolynomen. Im Fall n ∈ N sei weiterhin yn := (A∗1, . . . , A∗n)∗. Dann gilt fu¨r w ∈ C
die Beziehung
ρ˜n,J(w) =
{
Im , falls n = 0
Im + w[en−1,m(w)]Q−1n−1,JS
∗
n−1J[n−1]yn , falls n ∈ N
sowie
pin,J(w) =
{
A0 , falls n = 0
A0 + w[en−1,m(w)]J[n−1]P−1n−1,Jyn , falls n ∈ N .
(b) Es bezeichne (W˜j)nj=0 die kanonische mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge
und es sei [τ˜n,J , σ˜n,J ] das mit (Aj)nj=0, (W˜j)
n
j=0 und J linksseitig assoziierte Paar von
Matrixpolynomen. Im Fall n ∈ N bezeichne Pn−1,J die zu (Aj)n−1j=0 geho¨rige linke J–Form
und es sei zn := (An, . . . , A1). Dann gilt fu¨r w ∈ C die Beziehung
τ˜n,J(w) =
{
Im , falls n = 0
wznJ[n−1]S∗n−1P
−1
n−1,J [En−1,m(w)] + Im , falls n ∈ N
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sowie
σ˜n,J(w) =
{
A0 , falls n = 0
wznQ
−1
n−1,JJ[n−1][En−1,m(w)] +A0 , falls n ∈ N .
BEWEIS. (a) Da (Aj)nj=0 als strenge J–Potapovfolge insbesondere eine J–Potapovfolge ist,
ergibt sich die behauptete Darstellung von ρ˜n,J(w) unmittelbar aus Teil (a) von Bemerkung
2.3.4 und der Beziehung Q−1n−1,J = Q
+
n−1,J . Weiterhin liefert Teil (a) von Bemerkung 2.3.4 die
Beziehung pi0(w) = A0.
Sei nun n ∈ N. Es bezeichne (V˜j,r)nj=0 die mit (Aj)nj=0, (V˜j)nj=0 und J rechtsseitig assoziierte
Folge. Mittels Teil (a) von Definition 2.3.1 und der Beziehung en,m(w) = (Im, w[en−1,m(w)])
erhalten wir dann
pin,J(w) = [en,m(w)]
 V˜0,r...
V˜n,r
 = V˜0,r + w[en−1,m(w)]
 V˜1,r...
V˜n,r
 .
Nach Teil (a) von Bemerkung 2.2.7 gilt V˜0,r = A0 sowie
 V˜1,r...
V˜n,r
 = J[n−1]P−1n−1,Jyn und
damit ergibt sich insgesamt sofort die behauptete Darstellung von pin,J(w).
(b) Die Behauptung von (b) la¨sst sich analog zu (a) zeigen.
Die in Satz 2.1.1 hergeleitete Darstellung der zu einer J–Potapovfolge geho¨rigen J–zentralen
Folge, fu¨hrt uns auf folgende grundlegende Identita¨ten, die uns in unseren spa¨teren Betrach-
tungen ha¨ufig dienlich sein werden.
Satz 2.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
J–Potapovfolge. Weiter seien (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge
sowie (Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge. Es bezeichne [ρn,J , pin,J ]
das mit (Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Paar von Matrixpolynomen sowie
[τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Paar von Matrixpolynomen.
Weiterhin sei ρ[n]n,J bzw. pi
[n]
n,J bzw. τ
[n]
n,J bzw. σ
[n]
n,J das n–Reziproke zu ρn,J bzw. pin,J bzw. τn,J
bzw. σn,J . Dann gilt
τn,Jpin,J = σn,Jρn,J sowie pi
[n]
n,Jτ
[n]
n,J = ρ
[n]
n,Jσ
[n]
n,J .
BEWEIS. Es bezeichne (Vj,r)nj=0 bzw. (Wj,l)
n
j=0 die mit (Aj)
n
j=0, (Vj)
n
j=0 und J rechtsseitig
bzw. mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Folge. Fu¨r j ∈ N mit j > n sei
Vj := 0m×m bzw. Wj := 0m×m sowie Vj,r := 0m×m bzw. Wj,l := 0m×m. Nach Teil (e) von Satz
2.1.1 gilt dann (Wj,l)j∈N0 ?(Vj)j∈N0 = (Wj)j∈N0 ?(Vj,r)j∈N0 . Damit ist aufgrund von Definition
2.3.1 dann τn,Jpin,J = σn,Jρn,J bewiesen. Hieraus ergibt sich mittels Teil (e) von Bemerkung
A.4.14 zudem auch sofort die Identita¨t pi[n]n,Jτ
[n]
n,J = ρ
[n]
n,Jσ
[n]
n,J .
Die nachfolgende U¨berlegung ist auf die Herleitung weiterer wichtiger Identita¨ten fu¨r die in
Definition 2.3.1 eingefu¨hrten Objekte ausgerichtet. Hierfu¨r beno¨tigen wir noch eine Vorberei-
tung.
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Lemma 2.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix. Weiter seien n ∈ N und
J[n] := diagn(J). Es bezeichne Tn,m die (n,m)–Shiftmatrix und es sei
Fn,m :=
n∑
k=1
(Tn,m)kEk .
Dann gelten folgende Aussagen:
(a) Sei u ∈ C und
Hj(u) :=
{
0m×m , falls j = 0
ujIm , falls j ∈ {1, . . . , n} .
Dann erfu¨llt die zu (Hj(u))nj=0 geho¨rige Abschnittsmatrix S
(H(u))
n die Beziehung
Fn,m(u) = S(H(u))n .
(b) Fu¨r w ∈ C\{0} ist
[
en,m
(
1
w
)]∗
J [en,m(w)] = J[n]Fn,m
(
1
w
)
+ J[n] + [Fn,m(w)]
∗J[n]
und fu¨r z ∈ T gilt zudem
[en,m(z)]∗J [en,m(z)] = J[n]Fn,m(z) + J[n] + [Fn,m(z)]∗J[n].
(c) Fu¨r w ∈ C\{0} ist
[En,m(w)]J
[
En,m
(
1
w
)]∗
= J[n]Fn,m
(
1
w
)
+ J[n] + [Fn,m(w)]
∗J[n]
und fu¨r z ∈ T gilt zudem
[En,m(z)]J [En,m(z)]∗ = J[n]Fn,m(z) + J[n] + [Fn,m(z)]∗J[n] .
BEWEIS. (a) Die Behauptung ergibt sich unmittelbar aus der Definition der beteiligten
Gro¨ßen sowie aus der nach Satz A.5.1 fu¨r alle k ∈ {1, . . . , n} gu¨ltigen Beziehung
T kn,m =
(
0km×(n−(k−1))m 0km×km
I(n−(k−1))m 0(n−(k−1))m×km
)
.
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(b) Unter Beachtung von (a) folgt fu¨r w ∈ C\{0} dann[
en,m
(
1
w
)]∗
J [en,m(w)] =
(
Im,
1
w
Im, . . . ,
(
1
w
)n
Im
)∗
J(Im, wIm, . . . , wnIm)
=

Im
1
w Im
...
1
wn Im
 · (J, wJ, . . . , wnJ) =

J wJ · · · wnJ
1
w J J · · · wn−1J
...
...
...
1
wn J
1
wn−1 J · · · J

= J[n]

0m×m · · · 0m×m 0m×m
1
w Im · · · 0m×m 0m×m
...
...
...
1
wn Im · · · 1w Im 0m×m
+ J[n] +

0m×m wIm · · · wnIm
...
...
...
0m×m 0m×m · · · wIm
0m×m 0m×m · · · 0m×m
 J[n]
= J[n]S
(H( 1w ))
n + J[n] +
[
S(H(w))n
]∗
J[n]
= J[n]Fn,m
(
1
w
)
+ J[n] + [Fn,m(w)]
∗J[n]. (2.3.2)
Sei nun z ∈ T. Dann gilt z · z = |z|2 = 1, womit insbesondere 1z = z und 1z = z erfu¨llt sind.
Hieraus folgt in Verbindung mit (2.3.2) dann
[en,m(z)]∗J [en,m(z)] =
[
en,m
(
1
z
)]∗
J[n][en,m(z)]
= J[n]Fn,m
(
1
z
)
+ J[n] + [Fn,m(z)]
∗J[n] = J[n]Fn,m(z) + J[n] + [Fn,m(z)]∗J[n].
Damit und wegen (2.3.2) ist (b) bewiesen.
(c) Sei w ∈ C\{0}. Wegen Teil (c) von Bemerkung A.4.7 gilt
En,m(w) = wn ·
[
en,m
(
1
w
)]∗
und damit auch [
En,m
(
1
w
)]∗
=
1
wn
· [en,m(w)],
woraus sich insgesamt die Beziehung
[En,m(w)]J
[
En,m
(
1
w
)]∗
=
(
wn ·
[
en,m
(
1
w
)]∗)
· J ·
(
1
wn
· [en,m(w)]
)
=
[
en,m
(
1
w
)]∗
J [en,m(w)]
ergibt. Hieraus folgt mittels der ersten Behauptung in (b) dann sofort die erste Behauptung
von (c).
Sei nun z ∈ T. Nach Teil (d) von Bemerkung A.4.7 gilt dann En,m(z) = zn[en,m(z)]∗. Hieraus
folgt in Verbindung mit znzn = |z|2n = 1 und der zweiten Behauptung in (b) dann
[En,m(z)]J [En,m(z)]∗ = zn[en,m(z)]∗J [zn[en,m(z)]∗]∗ = znzn[en,m(z)]∗J [en,m(z)]
= [en,m(z)]∗J [en,m(z)] = J[n]Fn,m(z) + J[n] + [Fn,m(z)]∗J[n].
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Es folgt nun ein Hauptresultat dieses Abschnittes. Dies spielt bei der Behandlung des J–
Potapovproblems eine Schlu¨sselrolle.
Satz 2.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Dann gelten folgende Aussagen:
(a) Es bezeichne Rn+1,J das zu (Aj)nj=0 geho¨rige rechte Schurkomplement. Weiterhin
sei (Vj)nj=0 eine mit (Aj)
n
j=0 und J rechtsseitig vertra¨gliche Folge und es bezeichne
[ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)
n
j=0 und J rechtsseitig assoziierte Paar von Matrix-
polynomen. Es sei Ndet ρn,J := {v ∈ C : det[ρn,J(v)] = 0}. Dann gilt:
(a1) Sei z ∈ T. Dann gilt
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)] = Rn+1,J .
(a2) Bezeichnet ρ[n]n,J bzw. pi
[n]
n,J das n–Reziproke zu ρn,J bzw. pin,J , so gilt
ρ
[n]
n,JJρn,J − pi[n]n,JJpin,J = Rn+1,J · En.
(a3) Sei z ∈ T\Ndet ρn,J . Dann gilt
J−
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)
= [ρn,J(z)]−∗·Rn+1,J ·[ρn,J(z)]−1
und somit ist [pin,J(z)][ρn,J(z)]−1 eine J–kontraktive Matrix und es gilt
Rang
[
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)]
= RangRn+1,J .
(b) Es bezeichne Ln+1,J das zu (Aj)nj=0 geho¨rige linke Schurkomplement. Weiterhin sei
(Wj)nj=0 eine mit (Aj)
n
j=0 und J linksseitig vertra¨gliche Folge und es bezeichne
[τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig assoziierte Paar von Matrix-
polynomen. Es sei Ndet τn,J := {v ∈ C : det[τn,J(v)] = 0}. Dann gilt:
(b1) Sei z ∈ T. Dann gilt
[τn,J(z)]J [τn,J(z)]∗ − [σn,J(z)]J [σn,J(z)]∗ = Ln+1,J .
(b2) Bezeichnet τ [n]n,J bzw. σ
[n]
n,J das n–Reziproke zu τn,J bzw. σn,J , so gilt
τn,JJτ
[n]
n,J − σn,JJσ[n]n,J = Ln+1,J · En.
(b3) Sei z ∈ T\Ndet τn,J . Dann gilt
J−
(
[τn,J(z)]−1[σn,J(z)]
)
J
(
[τn,J(z)]−1[σn,J(z)]
)∗
= [τn,J(z)]−1 ·Ln+1,J · [τn,J(z)]−∗
und somit ist [τn,J(z)]−1[σn,J(z)] eine J–kontraktive Matrix und es gilt
Rang
[
J −
(
[τn,J(z)]−1[σn,J(z)]
)
J
(
[τn,J(z)]−1[σn,J(z)]
)∗]
= RangLn+1,J .
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(c) Folgende Aussagen sind a¨quivalent:
(i) Es ist Rn+1,J = 0m×m.
(ii) Fu¨r alle z ∈ T gilt [ρn,J(z)]∗J [ρn,J(z)] = [pin,J(z)]∗J [pin,J(z)].
(iii) Es gibt ein u ∈ T, so dass [ρn,J(u)]∗J [ρn,J(u)] = [pin,J(u)]∗J [pin,J(u)] erfu¨llt ist.
(iv) Es gilt ρ[n]n,JJρn,J = pi
[n]
n,JJpin,J .
(v) Fu¨r alle z ∈ T\Ndet ρn,J ist [pin,J(z)][ρn,J(z)]−1 eine J–unita¨re Matrix.
(vi) Es gibt ein u ∈ T\Ndet ρn,J , so dass [pin,J(u)][ρn,J(u)]−1 eine J–unita¨re Matrix ist.
(vii) Es ist Ln+1,J = 0m×m.
(viii) Fu¨r alle z ∈ T gilt [τn,J(z)]J [τn,J(z)]∗ = [σn,J(z)]J [σn,J(z)]∗.
(ix) Es gibt ein u ∈ T, so dass [τn,J(u)]J [τn,J(u)]∗ = [σn,J(u)]J [σn,J(u)]∗ erfu¨llt ist.
(x) Es gilt τn,JJτ
[n]
n,J = σn,JJσ
[n]
n,J .
(xi) Fu¨r alle z ∈ T\Ndet τn,J ist [τn,J(z)]−1[σn,J(z)] eine J–unita¨re Matrix.
(xii) Es gibt ein u ∈ T\Ndet τn,J , so dass [τn,J(u)]−1[σn,J(u)] eine J–unita¨re Matrix ist.
(d) Folgende Aussagen sind a¨quivalent:
(xiii) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
(xiv) Fu¨r alle z ∈ T gilt [ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)] ∈ Cm×m> .
(xv) Fu¨r alle z ∈ T gilt det([ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]) 6= 0.
(xvi) Es gibt ein u ∈ T, so dass [ρn,J(u)]∗J [ρn,J(u)] − [pin,J(u)]∗J [pin,J(u)] ∈ Cm×m>
erfu¨llt ist.
(xvii) Es gibt ein u ∈ T, so dass det([ρn,J(u)]∗J [ρn,J(u)] − [pin,J(u)]∗J [pin,J(u)]) 6= 0
erfu¨llt ist.
(xviii) Fu¨r alle z ∈ T\Ndet ρn,J ist [pin,J(z)][ρn,J(z)]−1 eine streng J–kontraktive Matrix.
(xix) Es gibt ein u ∈ T\Ndet ρn,J , so dass [pin,J(u)][ρn,J(u)]−1 streng J–kontraktiv ist.
(xx) Fu¨r alle z ∈ T gilt [τn,J(z)]J [τn,J(z)]∗ − [σn,J(z)]J [σn,J(z)]∗ ∈ Cm×m> .
(xxi) Fu¨r alle z ∈ T gilt det([τn,J(z)]J [τn,J(z)]∗ − [σn,J(z)]J [σn,J(z)]∗) 6= 0.
(xxii) Es gibt ein u ∈ T, so dass [τn,J(u)]J [τn,J(u)]∗−[σn,J(u)]J [σn,J(u)]∗ ∈ Cm×m> erfu¨llt
ist.
(xxiii) Es gibt ein u ∈ T, so dass det([τn,J(u)]J [τn,J(u)]∗−[σn,J(u)]J [σn,J(u)]∗) 6= 0 erfu¨llt
ist.
(xxiv) Fu¨r alle z ∈ T\Ndet ρn,J ist [τn,J(z)]−1[σn,J(z)] eine streng J–kontraktive Matrix.
(xxv) Es gibt ein u ∈ T\Ndet ρn,J , so dass [τn,J(u)]−1[σn,J(u)] streng J–kontraktiv ist.
BEWEIS. (a1) Sei zuna¨chst n = 0. Nach Teil (a) von Bemerkung 2.3.2 ist ρ0 = ImE0 bzw.
pi0 = A0E0. Damit ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der Definition des zu (Aj)0j=0
geho¨rigen rechten Schurkomplements R1,J (vgl. Teil (a) von Definition 1.1.3) dann
[ρ0(z)]∗J [ρ0(z)]− [pi0(z)]∗J [pi0(z)] = I∗mJIm −A∗0JA0 = J −A∗0JA0 = R1,J
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und die Behauptung von (a1) ist fu¨r n = 0 gezeigt.
Sei nun n ∈ N. Es bezeichne (Vj,r)nj=0 die mit (Aj)nj=0, (Vj)nj=0 und J rechtsseitig assoziierte
Folge. Wegen Teil (a) von Definition 2.3.1 ist ρn,J bzw. pin,J ein Polynom aus (PC,n)m×m mit
assoziierter Matrix
V  :=
 V0...
Vn
 ∈ C(n+1)m×m bzw. V r :=
 V0,r...
Vn,r
 ∈ C(n+1)m×m. (2.3.3)
Hieraus folgt mittels Bemerkung A.4.8 dann
ρn,J = en,mV  bzw. pin,J = en,mV r . (2.3.4)
Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Bei Beachtung von (2.3.3) folgt
aus Teil (a1) von Bemerkung 2.2.5 dann
V r =
 V0,r...
Vn,r
 = Sn ·
 V0...
Vn
 = SnV . (2.3.5)
Es bezeichne Tn,m die (n,m)–Shiftmatrix und es sei
Fn,m :=
n∑
k=1
T kn,mEk.
Nach Teil (b) von Lemma 2.3.1 gilt mit der Setzung J[n] := diagn(J) wegen z ∈ T dann
[en,m(z)]∗J [en,m(z)] = J[n]Fn,m(z) + J[n] + [Fn,m(z)]∗J[n]. (2.3.6)
Weiterhin ergibt sich aus der Definition von Fn,m mittels Teil (a) von Satz A.5.2 zudem
[Fn,m(z)]Sn =
n∑
k=1
T kn,mSn · (z)k =
n∑
k=1
SnT
k
n,m · (z)k = Sn[Fn,m(z)]
und damit auch
S∗n[Fn,m(z)]
∗ = ([Fn,m(z)]Sn)∗ = (Sn[Fn,m(z)]) = [Fn,m(z)]∗S∗n.
Mittels dieser letzten beiden Gleichungen ergibt sich aus (2.3.6) dann
S∗n[en,m(z)]
∗J [en,m(z)]Sn = S∗n
(
J[n]Fn,m(z) + J[n] + [Fn,m(z)]
∗J[n]
)
Sn
= S∗nJ[n][Fn,m(z)]Sn + S
∗
nJ[n]Sn + S
∗
n[Fn,m(z)]
∗J[n]Sn
= S∗nJ[n]Sn[Fn,m(z)] + S
∗
nJ[n]Sn + [Fn,m(z)]
∗S∗nJ[n]Sn. (2.3.7)
Es bezeichne Qn,J die zu (Aj)nj=0 geho¨rige rechte J–Form. Unter Verwendung von (2.3.6) und
(2.3.7) sowie der nach Definition 1.1.2 gu¨ltigen Beziehung Qn,J = J[n] − S∗nJ[n]Sn, ergibt sich
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nun
[en,m(z)]∗J [en,m(z)]− S∗n[en,m(z)]∗J [en,m(z)]Sn
=
(
J[n]Fn,m(z) + J[n] + [Fn,m(z)]
∗J[n]
)
−
(
S∗nJ[n]Sn[Fn,m(z)] + S
∗
nJ[n]Sn + [Fn,m(z)]
∗S∗nJ[n]Sn
)
=
(
J[n] − S∗nJ[n]Sn
)
[Fn,m(z)] +
(
J[n] − S∗nJ[n]Sn
)
+ [Fn,m(z)]∗
(
J[n] − S∗nJ[n]Sn
)
= Qn,J [Fn,m(z)] +Qn,J + [Fn,m(z)]∗Qn,J . (2.3.8)
Unter Beachtung von (2.3.4) bzw. (2.3.4) und (2.3.5) ergibt sich
[ρn,J(z)]∗J [ρn,J(z)] =
[
[en,m(z)]V 
]∗
J [en,m(z)]V  = (V )∗[en,m(z)]∗J [en,m(z)]V 
bzw.
[pin,J(z)]∗J [pin,J(z)] =
[
[en,m(z)]V r
]∗
J [en,m(z)]V r =
[
[en,m(z)]SnV 
]∗
J [en,m(z)]SnV 
= (V )∗S∗n[en,m(z)]
∗J [en,m(z)]SnV .
Aus diesen beiden Gleichungen folgt aufgrund von (2.3.8) nun
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]
= (V )∗ [[en,m(z)]∗J [en,m(z)]− S∗n[en,m(z)]∗J [en,m(z)]Sn]V 
= (V )∗ [Qn,J [Fn,m(z)] +Qn,J + [Fn,m(z)]∗Qn,J ]V 
= (V )∗Qn,J [Fn,m(z)]V  + (V )∗Qn,JV  + (V )∗[Fn,m(z)]∗Qn,JV . (2.3.9)
Wegen Teil (a6) bzw. (a7) von Lemma 2.2.1 gilt unter Beru¨cksichtigung von (2.3.3) und n ∈ N
die Beziehung
Qn,JV
 =
(
Rn+1,J
0nm×m
)
(2.3.10)
bzw.
(V )∗Qn,JV  = Rn+1,J . (2.3.11)
Nach Bemerkung 1.1.5 bzw. Bemerkung 1.1.8 ist Qn,J bzw. Rn+1,J eine hermitesche Matrix
und so ergibt sich aus (2.3.10) insbesondere
(V )∗Qn,J = (Rn+1,J , 0m×nm). (2.3.12)
Wegen Teil (a) von Lemma 2.3.1 ist die obere m× (n+ 1)m–Untermatrix der Matrix Fn,m(z)
die Matrix 0m×(n+1)m. Hieraus ergibt sich, wenn die Folge (Λj(z))nj=1 u¨ber die Blockzerlegung
[Fn,m(z)]V  =

Λ0(z)
Λ1(z)
...
Λn(z)
 (2.3.13)
der Matrix [Fn,m(z)]V  in m×m–Blo¨cke erzeugt wird, dann
Λ0(z) = 0m×m. (2.3.14)
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Unter Verwendung von (2.3.12), (2.3.13) und (2.3.14) folgt nun
(V )∗Qn,J [Fn,m(z)]V  = (Rn+1,J , 0m×nm)

Λ0(z)
Λ1(z)
...
Λn(z)

= Rn+1,J [Λ0(z)] = Rn+1,J · 0m×m = 0m×m, (2.3.15)
womit bei erneuter Beru¨cksichtigung der Hermitezita¨t von Qn,J dann auch
(V )∗[Fn,m(z)]∗Qn,JV  =
(
(V )∗Qn,J [Fn,m(z)]V 
)∗
= (0m×m)∗ = 0m×m (2.3.16)
erfu¨llt ist. Wegen (2.3.9), (2.3.15), (2.3.11) und (2.3.16) folgt schließlich
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]
= (V )∗Qn,J [Fn,m(z)]V  + (V )∗Qn,JV  + (V )∗[Fn,m(z)]∗Qn,JV 
= 0m×m +Rn+1,J + 0m×m = Rn+1,J .
Damit ist (a1) nun auch fu¨r alle n ∈ N bewiesen.
(a2) Nach Teil (b) von Bemerkung A.4.16 gilt fu¨r alle z ∈ T die Beziehung
ρ
[n]
n,J(z) = z
n · [ρn,J(z)]∗ sowie pi[n]n,J(z) = zn · [pin,J(z)]∗.
Wegen (a1) erhalten wir dann(
ρ
[n]
n,JJρn,J − pi[n]n,JJpin,J
)
(z) = [ρ[n]n,J(z)]J [ρn,J(z)]− [pi[n]n,J(z)]J [pin,J(z)]
= [zn · [ρn,J(z)]∗]J [ρn,J(z)]− [zn · [pin,J(z)]∗]J [pin,J(z)]
= zn
(
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]
)
= znRn+1,J = (Rn+1,JEn)(z).
Hieraus und aus der Tatsache, dass es sich bei den beteiligten Gro¨ßen um Matrixpolynome
handelt und die Menge T unendlich viele Elemente entha¨lt, folgt dann sogleich die Behauptung
von (a2).
(a3) Unter Beachtung von (a1) und der Wahl von z ergibt sich
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)
= J − [ρn,J(z)]−∗[pin,J(z)]∗J [pin,J(z)][ρn,J(z)]−1
= [ρn,J(z)]−∗
(
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]
)
[ρn,J(z)]−1
= [ρn,J(z)]−∗Rn+1,J [ρn,J(z)]−1. (2.3.17)
Da (Aj)nj=0 eine J–Potapovfolge ist, ist nach Teil (a) von Satz 1.1.5 dann Rn+1,J ∈ Cm×m≥ ,
womit aufgrund der Wahl von z auch
([ρn,J(z)]−1)∗ ·Rn+1,J · [ρn,J(z)]−1 ∈ Cm×m≥
erfu¨llt ist. Hieraus folgt mittels (2.3.17) dann
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)
∈ Cm×m≥ ,
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womit [pin,J(z)][ρn,J(z)]−1 eine J–kontraktive Matrix ist. Weiterhin ergibt sich aus (2.3.17)
auch sofort die Beziehung
Rang
[
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)]
= RangRn+1,J
und sa¨mtliche Behauptungen von (a3) sind gezeigt.
(b) Die Behauptungen von (b1)–(b3) lassen sich analog zu den obigen Ausfu¨hrungen fu¨r (a1)–
(a3) beweisen, wobei sich (b1) analog zu (a1) aus Teil (c) von Lemma 2.3.1 sowie den Teilen
(b6) und (b7) von Lemma 2.2.1 ergibt.
(c) Mittels (a1) erhalten wir unmittelbar die A¨quivalenz von (i)–(iii). Weiterhin ergibt sich
aus (a2) die A¨quivalenz von (i) und (iv).
Wir wollen nun die A¨quivalenz von (i), (v) und (vi) zeigen. Ist (i) erfu¨llt, so ergibt sich aus
(a3) dann fu¨r alle z ∈ T\Ndet ρn,J die Beziehung
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)
= 0m×m,
womit [pin,J(z)][ρn,J(z)]−1 eine J–unita¨re Matrix ist und damit (v) erfu¨llt ist. Da wegen Teil
(a3) von Bemerkung 2.3.1 insbesondere T\Ndet ρn,J 6= ∅ erfu¨llt ist, besteht die Implikation
(v)⇒(vi) trivialerweise. Andererseits folgt aus der Gu¨ltigkeit von (vi) fu¨r ein z ∈ T\Ndet ρn,J
die Beziehung
J −
(
[pin,J(z)][ρn,J(z)]−1
)∗
J
(
[pin,J(z)][ρn,J(z)]−1
)
= 0m×m,
womit wegen (a3) dann Rn+1,J = 0m×m, d.h. es gilt also (i).
Insgesamt haben wir somit die A¨quivalenz der Aussagen (i)–(vi) gezeigt. Analog ergibt sich
aus den entsprechenden Aussagen von (b) die A¨quivalenz von (vii)–(xii). Nach Teil (c) von
Lemma 1.1.4 ist RangLn+1,J = RangRn+1,J , woraus unmittelbar die A¨quivalenz von (i) und
(vii) folgt. Damit sind nun insgesamt (i)–(xii) a¨quivalent und die Behauptung von (c) ist
gezeigt.
(d) Nach Teil (b) von Satz 1.1.5 gilt
(i)⇔ Rn+1,J ∈ Cm×m> ⇔ Ln+1,J ∈ Cm×m> ⇔ detRn+1,J 6= 0⇔ detLn+1,J 6= 0.
Hiermit la¨sst sich analog zu (c) mittels der Aussagen von (a) und (b) dann die A¨quivalenz
von (xiii)–(xxv) zeigen.
Der Inhalt unserer nachfolgenden U¨berlegung la¨sst sich wie folgt beschreiben:
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine J-
Potapovfolge. Es sei (Vj)nj=0 bzw. (Wj)
n
j=0 eine mit (Aj)
n
j=0 und J rechtsseitig bzw. linksseitig
vertra¨gliche Folge aus Cm×m. Weiterhin bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)nj=0 und J
rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0
und J linksseitig assoziierte Paar von Matrixpolynomen. Vor dem Hintergrund der Behand-
lung des mit der Folge (Aj)nj=0 assoziierten matriziellen J-Potapovproblems studieren wir nun
ein auf der Grundlage des Quadrupels [ρn,J , pin,J , τn,J , σn,J ] gebildetes duales Paar bestehend
aus einem 2m × 2m–Matrixpolynom Γn,J und einem 2m × 2m–Matrixpolynom ∆n,J . Unter
maßgeblicher Heranziehung von Satz 2.3.1 und Satz 2.3.2 erhalten wir nachfolgend eine Reihe
interessanter Beobachtungen u¨ber das Wechselverha¨ltnis zwischen den Matrixpolynomen Γn,J
und ∆n,J .
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Satz 2.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J-Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke
bzw. rechte Schurkomplement. Es sei (Vj)nj=0 bzw. (Wj)
n
j=0 eine mit (Aj)
n
j=0 und J rechtsseitig
bzw. linksseitig vertra¨gliche Folge aus Cm×m. Es bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)nj=0
und J rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τn,J , σn,J ] das mit (Aj)nj=0,
(Wj)nj=0 und J linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin sei ρ
[n]
n,J bzw. pi
[n]
n,J
bzw. τ [n]n,J bzw. σ
[n]
n,J das n–Reziproke zu ρn,J bzw. pin,J bzw. τn,J bzw. σn,J und wir setzen
Γn,J :=
(
E1Jτ [n]n,J pin,J
E1Jσ[n]n,J ρn,J
)
sowie ∆n,J :=
(
E1ρ[n]n,JJ E1pi[n]n,JJ
σn,J τn,J
)
.
Dann gelten folgende Aussagen:
(a) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
∆n,JUm,mΓ

n,J =
(
0m×m Rn+1,J
− Ln+1,J 0m×m
)
En+1.
(b) Seien Ndet ρn,J := {v ∈ C : det[ρn,J(v)] = 0} sowie Ndet τn,J := {v ∈ C : det[τn,J(v)] =
0}. Weiterhin sei w ∈ (C \ Ndet ρn,J ) ∩ (C \ Ndet τn,J ). Dann gilt:
(b1) Es ist
J [τ [n]n,J(w)]− [pin,J(w)][ρn,J(w)]−1J [σ[n]n,J(w)] = [τn,J(w)]−1Ln+1,Jwn.
(b2) Es ist
[ρ[n]n,J(w)]J − [pi[n]n,J(w)]J [τn,J(w)]−1J [σn,J(w)] = Rn+1,J [ρn,J(w)]−1wn.
(b3) Es ist
det[Γn,J(w)] = detLn+1,J
det[ρn,J(w)]
det[τn,J(w)]
· w(n+1)m.
(b4) Es ist
det[∆n,J(w)] = detRn+1,J
det[τn,J(w)]
det[ρn,J(w)]
· w(n+1)m.
(c) Unter Beru¨cksichtigung der nach Teil (a) von Satz 1.1.5 gu¨ltigen Beziehungen Ln+1,J ∈
Cm×m≥ und Rn+1,J ∈ Cm×m≥ seien
Γn,J := Γn,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
und
∆n,J := [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]∆n,J .
Dann gilt
∆n,JUm,mΓn,J =
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
En+1.
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BEWEIS. (a) Wegen Teil (a2) bzw. (b2) von Satz 2.3.2 gilt
ρ
[n]
n,JJρn,J − pi[n]n,JJpin,J = Rn+1,JEn bzw. τ [n]n,JJτn,J − σ[n]n,JJσn,J = Ln+1,JEn.
(2.3.18)
Weiterhin gilt aufgrund von Satz 2.3.1 die Beziehung
τn,Jpin,J = σn,Jρn,J bzw. pi
[n]
n,Jτ
[n]
n,J = ρ
[n]
n,Jσ
[n]
n,J . (2.3.19)
Damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von E1E1 = E2 und E1En = En+1 sowie
J2 = Im nun
∆n,JUm,mΓ

n,J =
(
E1ρ[n]n,JJ E1pi[n]n,JJ
σn,J τn,J
)(
0m×m Im
− Im 0m×m
)( E1Jτ [n]n,J pin,J
E1Jσ[n]n,J ρn,J
)
=
(
−E1pi[n]n,JJ E1ρ[n]n,JJ
− τn,J σn,J
)(
E1Jτ [n]n,J pin,J
E1Jσ[n]n,J ρn,J
)
=
(
E2(−pi[n]n,Jτ [n]n,J + ρ[n]n,Jσ[n]n,J) E1(−pi[n]n,JJpin,J + ρ[n]n,JJρn,J)
E1(−τn,JJτ [n]n,J + σn,JJσ[n]n,J) −τn,Jpin,J + σn,Jρn,J
)
=
( E20m×m E1[Rn+1,JEn]
E1[−Ln+1,JEn] 0m×m
)
=
(
0m×m Rn+1,JEn+1
− Ln+1,JEn+1 0m×m
)
=
(
0m×m Rn+1,J
− Ln+1,J 0m×m
)
En+1.
Damit ist (a) bewiesen.
(b1)–(b2) Aufgrund der Wahl von w gelten det[ρn,J(w)] 6= 0 und det[τn,J(w)] 6= 0. Damit
ergibt sich aus (2.3.19) dann
[pin,J(w)][ρn,J(w)]−1 = [τn,J(w)]−1[σn,J(w)].
Hieraus folgt zusammen mit (2.3.18) nun
J [τ [n]n,J(w)]− [pin,J(w)][ρn,J(w)]−1J [σ[n]n,J(w)] = J [τ [n]n,J(w)]− [τn,J(w)]−1[σn,J(w)]J [σ[n]n,J(w)]
= [τn,J(w)]−1([τn,J(w)]J [τ
[n]
n,J(w)]− [σn,J(w)]J [σ[n]n,J(w)])
= [τn,J(w)]−1(Ln+1,J [En(w)]) = [τn,J(w)]−1Ln+1,Jwn
bzw. analog
[ρ[n]n,J(w)]J − [pi[n]n,J(w)]J [τn,J(w)]−1[σn,J(w)] = Rn+1,J [ρn,J(w)]−1wn,
womit Aussage (b1) bzw. (b2) bewiesen wurde.
(b3)–(b4) Wegen det[ρn,J(w)] 6= 0 bzw. det[τn,J(w)] 6= 0 ergibt sich mittels des Satzes u¨ber
die Schursche Zerlegung einer Blockmatrix (vgl. Teil (b1) von Satz A.2.1) bei zusa¨tzlicher
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Beachtung von (b1) bzw. (b2) dann
det[Γn,J ]
= det
(
wJ [τ [n]n,J(w)] pin,J(w)
wJ [σ[n]n,J(w)] ρn,J(w)
)
= wm
[
det
(
J [τ [n]n,J(w)] pin,J(w)
J [σ[n]n,J(w)] ρn,J(w)
)]
= wm
(
det[J [τ [n]n,J(w)]− [pin,J(w)][ρn,J(w)]−1J [σ[n]n,J(w)]]
)
· (det[ρn,J(w)])
= wm
[
det([τn,J(w)]−1Ln+1,Jwn)
]
(det[ρn,J(w)])
= wmwnm
detLn+1,J
det[τn,J(w)]
det[ρn,J(w)] = detLn+1,J
det[ρn,J(w)]
det[τn,J(w)]
· w(n+1)m
bzw. analog
det[∆n,J(w)] = detRn+1,J
det[τn,J(w)]
det[ρn,J(w)]
· w(n+1)m.
Damit ist nun auch (b3) bzw. (b4) bewiesen.
(c) Wegen Ln+1,J ∈ Cm×m≥ und Rn+1,J ∈ Cm×m≥ ergibt sich unter Verwendung der Teile (b4)
und (b3) von Satz A.1.4 dann√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
=
√
Ln+1,J
√
Ln+1,J
+
= Ln+1,JL+n+1,J
und √
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+
=
√
Rn+1,J
√
Rn+1,J
+
= Rn+1,JR+n+1,J .
Hieraus ergibt sich zusammen mit (a) nun
∆n,JUm,mΓn,J
= [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]
(
∆n,JUm,mΓ

n,J
)
· [diag(√Ln+1,J+,√Rn+1,J+)]
= [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]
[(
0m×m Rn+1,J
− Ln+1,J 0m×m
)
En+1
]
·[diag(√Ln+1,J+,√Rn+1,J+)]
=
(
0m×m
√
Rn+1,J
+
Rn+1,J
−√Ln+1,J+Ln+1,J 0m×m
)
· [diag(√Ln+1,J+,√Rn+1,J+)]En+1
=
(
0m×m
√
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+
−√Ln+1,J+Ln+1,J√Ln+1,J+ 0m×m
)
En+1
=
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
En+1.
Das nachfolgende Resultat entha¨lt eine Zusammenstellung weiterer Beobachtungen u¨ber die
in Satz 2.3.3 betrachteten Matrixpolynome.
Satz 2.3.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es sei (Vj)nj=0 bzw. (Wj)
n
j=0 eine mit (Aj)
n
j=0 und J rechtsseitig bzw.
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linksseitig vertra¨gliche Folge. Es bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)
n
j=0 und J rechts-
seitig assoziierte Paar von Matrixpolynomen sowie [τn,J , σn,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und
J linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin sei ρ[n]n,J bzw. pi
[n]
n,J bzw. τ
[n]
n,J
bzw. σ[n]n,J das n–Reziproke zu ρn,J bzw. pin,J bzw. τn,J bzw. σn,J und wir setzen
Γn,J :=
(
E1Jτ [n]n,J pin,J
E1Jσ[n]n,J ρn,J
)
bzw. ∆n,J :=
(
E1ρ[n]n,JJ E1pi[n]n,JJ
σn,J τn,J
)
sowie J := diag(J,−J). Dann gelten folgende Aussagen:
(a) Es gelten
Γn,J =
(
Jτ
[n]
n,J pin,J
Jσ
[n]
n,J ρn,J
)
[diag(E1Im, Im)]
sowie
∆n,J = [diag(E1Im, Im)]
(
ρ
[n]
n,JJ pi
[n]
n,JJ
σn,J τn,J
)
.
(b) Es ist Γn,J bzw. ∆

n,J ein Matrixpolynom aus (P ′C,n+1)2m×2m mit Leitkoeffizient(
J 0m×m
JA∗0 0m×m
)
bzw.
(
J A∗0J
0m×m 0m×m
)
.
(c) Es gelten
Γn,J(0) =
(
0m×m A0
0m×m Im
)
sowie ∆n,J(0) =
(
0m×m 0m×m
A0 Im
)
.
(d) Bezeichnet Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte Schur-
komplement, so gelten fu¨r z ∈ T die Beziehungen
[Γn,J(z)]
∗J[Γn,J(z)] = diag(Ln+1,J ,−Rn+1,J)
sowie
[∆n,J(z)]J
[∆n,J(z)]
∗ = diag(Rn+1,J ,−Ln+1,J).
(e) Unter Beru¨cksichtigung der nach Teil (a) von Satz 1.1.5 gu¨ltigen Beziehungen Ln+1,J ∈
Cm×m≥ und Rn+1,J ∈ Cm×m≥ seien
Γn,J := Γn,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
und
∆n,J := [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]∆n,J .
Dann gilt:
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(e1) Es geho¨ren Γn,J und ∆n,J zur Menge (PC,n+1)2m×2m und bezeichnet (Γj,J)n+1j=0 bzw.
(∆j,J)
n+1
j=0 die zu Γn,J bzw. ∆n,J geho¨rige Folge, so gilt
Γn+1,J =
(
J
√
Ln+1,J
+ 0m×m
JA∗0
√
Ln+1,J
+ 0m×m
)
bzw.
∆n+1,J =
( √
Rn+1,J
+
J
√
Rn+1,J
+
A∗0J
0m×m 0m×m
)
.
(e2) Folgende Aussagen sind a¨quivalent:
(i) Es ist Γn,J ∈ (P ′C,n+1)2m×2m.
(ii) Es ist Ln+1,J 6= 0m×m.
(iii) Es ist ∆n,J ∈ (P ′C,n+1)2m×2m.
(iv) Es ist Rn+1,J 6= 0m×m.
(e3) Sei z ∈ T. Dann gelten
[Γn,J(z)]∗J[Γn,J(z)] = diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)
sowie
[∆n,J(z)]J[∆n,J(z)]∗ = diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J).
BEWEIS. (a) Dies folgt unmittelbar aus der Definition von Γn,J und ∆

n,J .
(b) Aufgrund ihrer Definition geho¨ren ρn,J , pin,J , τn,J und σn,J alle sa¨mtlich zur Menge
(PC,n)m×m, womit auch deren n–Reziproken zu dieser Menge geho¨ren. Damit ergibt sich
{E1ρ[n]n,JJ, E1pi[n]n,JJ, E1Jτ [n]n,J , E1Jσ[n]n,J} ∈ (PC,n+1)m×m
und insgesamt erhalten wir dann aufgrund ihrer Definition die Zugeho¨rigkeit von Γn,J und
∆n,J zur Menge (PC,n+1)2m×2m.
Es bezeichne (Γ˜j,J)n+1j=0 bzw. (∆˜j,J)
n+1
j=0 die zu Γ

n,J bzw. ∆

n,J geho¨rige Folge. Aus der Definition
der beteiligten Gro¨ßen folgt sogleich
Γ˜n+1,J =
(
J [τn,J(0)]∗ 0m×m
J [σn,J(0)]∗ 0m×m
)
sowie ∆˜n+1,J =
(
[ρn,J(0)]∗J [pin,J(0)]∗J
0m×m 0m×m
)
.
Beachten wir nun noch die aufgrund der Teile (a1), (b1), (a2) und (b2) von Bemerkung 2.3.1
geltenden Beziehungen
ρn,J(0) = τn,J(0) = Im und pin,J(0) = σn,J(0) = A0, (2.3.20)
so ergibt sich wegen J 6= 0m×m dann unmittelbar die Behauptung von (b).
(c) Mittels (2.3.20) erhalten wir
Γn,J(0) =
(
0 · J [τ [n]n,J(0)] pin,J(0)
0 · J [σ[n]n,J(0)] ρn,J(0)
)
=
(
0m×m A0
0m×m Im
)
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bzw.
∆n,J(0) =
(
0 · [ρ[n]n,J(0)]J 0 · [pi[n]n,J(0)]J
[σn,J(0)] [τn,J(0)]
)
=
(
0m×m 0m×m
A0 Im
)
.
(d) Sei z ∈ T. Wegen Teil (a1) bzw. (b1) von Satz 2.3.2 gilt
[ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)] = Rn+1,J (2.3.21)
bzw.
[τn,J(z)]J [τn,J(z)]∗ − [σn,J(z)]J [σn,J(z)]∗ = Ln+1,J . (2.3.22)
Weiterhin ergibt sich fu¨r P ∈ {ρn,J , pin,J , τn,J , σn,J} nach Teil (b) von Bemerkung A.4.16 die
Beziehung
P [n](z) = zn[P (z)]∗ und damit gilt auch [P [n](z)]∗ = zn[P (z)].
Bei zusa¨tzlicher Beru¨cksichtigung von |z|2 = 1 erhalten wir nun
[ρ[n]n,J(z)]J [ρ
[n]
n,J(z)]
∗ − [pi[n]n,J(z)]J [pi[n]n,J(z)]∗
= (zn[ρn,J(z)]∗) J (zn[ρn,J(z)])− (zn[pin,J(z)]∗) J (zn[pin,J(z)])
= |z|2n ([ρn,J(z)]∗J [ρn,J(z)]− [pin,J(z)]∗J [pin,J(z)]) = Rn+1,J (2.3.23)
bzw. analog
[τ [n]n,J(z)]
∗J [τ [n]n,J(z)]− [σ[n]n,J(z)]∗J [σ[n]n,J(z)] = Ln+1,J . (2.3.24)
Beachten wir auch noch die nach Teil (a) von Satz 2.3.1 gu¨ltige Beziehung τn,Jpin,J = σn,Jρn,J ,
so ergibt sich weiterhin
z([σn,J(z)][ρ
[n]
n,J(z)]
∗ − [τn,J(z)][pi[n]n,J(z)]∗) = z([σn,J(z)](zn[ρn,J(z)])− [τn,J(z)](zn[pin,J(z)])
= zn+1([σn,J(z)][ρn,J(z)]− [τn,J(z)][pin,J(z)]) = zn+10m×m = 0m×m (2.3.25)
bzw. analog
z([τ [n]n,J(z)]
∗[pin,J(z)]− [σ[n]n,J(z)]∗[ρn,J(z)]) = 0m×m. (2.3.26)
Unter Beachtung von J∗ = J , J2 = Im und |z|2 = 1 folgt aus (2.3.24), (2.3.26) und (2.3.21)
nun
[Γn,J(z)]
∗J[Γn,J(z)]
=
(
zJ [τ [n]n,J(z)] pin,J(z)
zJ [σ[n]n,J(z)] ρn,J(z)
)∗
[diag(J,−J)]
(
zJ [τ [n]n,J(z)] pin,J(z)
zJ [σ[n]n,J(z)] ρn,J(z)
)
=
(
z[τ [n]n,J(z)]
∗J z[σ[n]n,J(z)]
∗J
[pin,J(z)]∗ [ρn,J(z)]∗
)(
z[τ [n]n,J(z)] Jpin,J(z)
− z[σ[n]n,J(z)] −Jρn,J(z)
)
=
(
[τ [n]n,J(z)]
∗J [τ [n]n,J(z)]− [σ[n]n,J(z)]∗J [σ[n]n,J(z)] z([τ [n]n,J(z)]∗[pin,J(z)]− [σ[n]n,J(z)]∗[ρn,J(z)])
[z([τ [n]n,J(z)]
∗[pin,J(z)]− [σ[n]n,J(z)]∗[ρn,J(z)])]∗ [pin,J(z)]∗J [pin,J(z)]− [ρn,J(z)]∗J [ρn,J(z)]
)
=
(
Ln+1,J 0m×m
(0m×m)∗ −Rn+1,J
)
=
(
Ln+1,J 0m×m
0m×m −Rn+1,J
)
= diag(Ln+1,J ,−Rn+1,J)
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sowie analog aus (2.3.23), (2.3.25) und (2.3.22) auch
[∆n,J(z)]J
[∆n,J(z)]
∗ = diag(Rn+1,J ,−Ln+1,J).
(e1) Wegen (b) und der Definition von Γn,J bzw. ∆n,J ergibt sich, dass diese zu (PC,n+1)2m×2m
geho¨ren. Weiterhin folgt aus (b) die Beziehung
Γj,J = Γ˜j,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)] bzw. ∆j,J = [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]∆˜j,J ,
wobei erneut (Γ˜j,J)n+1j=0 bzw. (∆˜j,J)
n+1
j=0 die zu Γ

n,J bzw. ∆

n,J geho¨rige Folge bezeichne. Hieraus
folgt dann wegen (b) zudem
Γn+1,J = Γ˜n+1,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
=
(
J 0m×m
JA∗0 0m×m
)
[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)] =
(
J
√
Ln+1,J
+ 0m×m
JA∗0
√
Ln+1,J
+ 0m×m
)
sowie analog
∆n+1,J =
( √
Rn+1,J
+
J
√
Rn+1,J
+
A∗0J
0m×m 0m×m
)
.
(e2) Wegen (e1) ergibt sich
(i)⇔
(
J
√
Ln+1,J
+ 0m×m
JA∗0
√
Ln+1,J
+ 0m×m
)
6= 0(2m)×(2m) ⇔
√
Ln+1,J
+ 6= 0m×m.
Wegen RangLn+1,J = Rang [
√
Ln+1,J
+] ergibt sich dann die A¨quivalenz von (i) und (ii).
Analog ergibt sich aus (e1) auch die A¨quivalenz von (iii) und (iv). Die A¨quivalenz von (ii)
und (iv) folgt aus der nach Teil (c) von Lemma 1.1.4 gu¨ltigen Beziehung RangLn+1,J =
RangRn+1,J , womit insgesamt die A¨quivalenz von (i)–(iv) gezeigt wurde.
(e3) Nach Teil (b2) von Satz A.1.4 folgt aus Ln+1,J ∈ Cm×m≥ bzw. Rn+1,J ∈ Cm×m≥ die
Beziehung
(
√
Ln+1,J
+
)∗ =
√
Ln+1,J
+
bzw. (
√
Rn+1,J
+
)∗ =
√
Rn+1,J
+
und es ergibt sich aus Teil (b4) und (b3) von Satz A.1.4 weiterhin√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
= Ln+1,JL+n+1,J bzw.
√
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+
= Rn+1,JR+n+1,J .
Hiermit erhalten wir aufgrund von (d) dann
[Γn,J(z)]∗J[Γn,J(z)]
=
(
[Γn,J(z)][diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
)∗
J[Γn,J(z)] · [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)])
= [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]([Γn,J(z)]
∗J[Γn,J(z)]) · [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
= [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)] · [diag(Ln+1,J ,−Rn+1,J)] · [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
= diag(
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
,−√Rn+1,J+Rn+1,J√Rn+1,J+)
= diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)
bzw. analog
[∆n,J(z)]J[∆n,J(z)]∗ = diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J).
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2.4 Rekursive Darstellungen
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0 eine J–
Potapovfolge. Nach Bemerkung 1.1.6 ist dann auch (Aj)nj=0 eine J–Potapovfolge und so ist
es unser Ziel die in Abschnitt 2.3 auf Grundlage der Folge (Aj)n+1j=0 konstruierten Matrix-
polynome durch die auf Grundlage der Folge (Aj)nj=0 gebildeten Matrixpolynome rekursiv
darzustellen.
Um dieses Ziel zu erreichen, ist es zuna¨chst notwendig rekursive Darstellungen fu¨r die in Ab-
schnitt 2.2 betrachteten mit einer J–Potapovfolge vertra¨glichen und assoziierten Matrixfolgen
herzuleiten. Dafu¨r beno¨tigen wir folgende Vorbetrachtung.
Lemma 2.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine J–Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke
bzw. rechte Schurkomplement sowie Mn+1,J die zu (Aj)nj=0 und J geho¨rige zentrale Matrix.
Dann gelten folgende Aussagen:
(a) Es geho¨rt L+n+1,J(An+1 −Mn+1,J) zur Menge
Ln+1,J((Aj)n+1j=0 ) := {t ∈ Cm×m : Ln+1,J t = An+1 −Mn+1,J},
womit insbesondere Ln+1,J((Aj)n+1j=0 ) 6= ∅ erfu¨llt ist.
(b) Es geho¨rt (An+1 −Mn+1,J)R+n+1,J zur Menge
Rn+1,J((Aj)n+1j=0 ) := {u ∈ Cm×m : uRn+1,J = An+1 −Mn+1,J},
womit insbesondere Rn+1,J((Aj)n+1j=0 ) 6= ∅ erfu¨llt ist.
BEWEIS. (a) Da mit (Aj)n+1j=0 nach Bemerkung 1.1.6 auch (Aj)
n
j=0 eine J–Potapovfolgt ist,
liefert Teil (a) von Satz 1.1.4 die Beziehung Ln+1,J ∈ Cm×m≥ . Damit gilt nach Teil (b3) von
Satz A.1.4 dann
Ln+1,JL
+
n+1,J =
√
Ln+1,J
√
Ln+1,J
+
.
Bezeichnet Kn+1,J den zu (Aj)n+1j=0 und J geho¨rigen Schurparameter, so gilt nach Teil (a) von
Satz 1.2.3 weiterhin
An+1 −Mn+1,J =
√
Ln+1,JKn+1,J
√
Rn+1,J
und wir erhalten insgesamt nun
Ln+1,J [L+n+1,J(An+1 −Mn+1,J)] = Ln+1,JL+n+1,J
√
Ln+1,JKn+1,J
√
Rn+1,J
=
√
Ln+1,J
√
Ln+1,J
+√
Ln+1,JKn+1,J
√
Rn+1,J =
√
Ln+1,JKn+1,J
√
Rn+1,J
= An+1 −Mn+1,J .
Hiermit folgt nun unmittelbar die Behauptung von (a).
(b) Die behauptete Aussage von (b) ergibt sich analog zu (a).
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Satz 2.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine J–Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke
bzw. rechte Schurkomplement sowie Mn+1,J die zu (Aj)nj=0 und J geho¨rige zentrale Matrix.
Weiterhin seien
Ln+1,J((Aj)n+1j=0 ) := {t ∈ Cm×m : Ln+1,J t = An+1 −Mn+1,J}
sowie
Rn+1,J((Aj)n+1j=0 ) := {u ∈ Cm×m : uRn+1,J = An+1 −Mn+1,J}
und es sei J[n+1] := diagn+2(J). Unter Beachtung der Tatsache, dass (Aj)nj=0 nach Bemer-
kung 1.1.6 eine J–Potapovfolge ist, sei (V (n)j )
n
j=0 bzw. (W
(n)
j )
n
j=0 eine mit (Aj)
n
j=0 und J
rechtsseitig bzw. linksseitig vertra¨gliche Folge und es bezeichne (V (n)j,r )
n
j=0 bzw. (W
(n)
j,l )
n
j=0 die
mit (Aj)nj=0, (V
(n)
j )
n
j=0 und J rechtsseitig assoziierte Folge bzw. die mit (Aj)
n
j=0, (W
(n)
j )
n
j=0
und J linksseitig assoziierte Folge. Weiterhin seien
V(n) :=
 V
(n)
0
...
V
(n)
n
 und V(n)r :=

V
(n)
0,r
...
V
(n)
n,r

bzw.
W(n) := (W (n)n , . . . ,W (n)0 ) und W(n)l := (W (n)n,l , . . . ,W (n)0,l ).
Dann gelten folgende Aussagen:
(a) Sei tn+1 ∈ Ln+1,J((Aj)n+1j=0 ). Fu¨r j ∈ {0, . . . , n+ 1} sei
V
(n+1)
j :=

Im , falls j = 0
V
(n)
j + J [W
(n)
n+1−j,l]
∗tn+1 , falls n ∈ N und j ∈ {1, . . . , n}
J [W (n)0,l ]
∗tn+1 , falls j = n+ 1.
Dann gelten  V
(n+1)
0
...
V
(n+1)
n+1
 = ( V(n)0m×m
)
+ J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1
sowie
(V (n+1)j )
n+1
j=1 ∈ yn+1,J((Aj)n+1j=0 )
und die mit (Aj)n+1j=0 , (V
(n+1)
j )
n+1
j=0 und J rechtsseitig assoziierte Folge (V
(n+1)
j,r )
n+1
j=0 erfu¨llt
die Beziehung 
V
(n+1)
0,r
...
V
(n+1)
n+1,r
 =
(
V(n)r
0m×m
)
+ J[n+1]
(
0m×m
[W(n)]∗
)
tn+1.
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(b) Sei un+1 ∈ Rn+1,J((Aj)n+1j=0 ). Fu¨r j ∈ {0, . . . , n+ 1} sei
W
(n+1)
j :=

Im , falls j = 0
W
(n)
j + un+1[V
(n)
n+1−j,r]
∗J , falls n ∈ N und j ∈ {1, . . . , n}
un+1[V
(n)
0,r ]
∗J , falls j = n+ 1.
Dann gelten
(W (n+1)j )
n+1
j=1 ∈ zn+1,J((Aj)n+1j=0 )
sowie (
W
(n+1)
n+1 , . . . ,W
(n+1)
0
)
=
(
0m×m,W(n)
)
+ un+1
(
[V(n)r ]∗, 0m×m
)
J[n+1]
und die mit (Aj)n+1j=0 , (W
(n+1)
j )
n+1
j=0 und J linksseitig assoziierte Folge (W
(n+1)
j,l )
n+1
j=0 erfu¨llt
die Beziehung(
W
(n+1)
n+1,l , . . . ,W
(n+1)
0,l
)
=
(
0m×m,W(n)l
)
+ un+1
(
[V(n)]∗, 0m×m
)
J[n+1].
BEWEIS. (a) Aus der Definition der Folge (V (n+1)j )
n+1
j=0 ergibt sich bei zusa¨tzlicher Beachtung
von V (n)0 = Im und J[n+1] = diagn+2(J) unmittelbar V
(n+1)
0
...
V
(n+1)
n+1
 = ( V(n)0m×m
)
+ J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1. (2.4.1)
Wir wollen nun zeigen, dass
(V (n+1)j )
n+1
j=1 ∈ yn+1,J((Aj)n+1j=0 )
erfu¨llt ist. Wegen V (n+1)0 = Im ist dies nach Definition 2.2.1 genau dann erfu¨llt, falls
Qn,J
 V
(n+1)
1
...
V
(n+1)
n+1
 = S∗nJ[n]yn+1, (2.4.2)
wobei J[n] := diagn+1(J), yn+1 := (A∗1, . . . , A∗n+1)∗ und Qn,J die zu (Aj)nj=0 geho¨rige rechte
J–Form sowie Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix bezeichne.
Wir zeigen (2.4.2) zuna¨chst fu¨r den Fall n = 0. Nach Bemerkung 2.2.1 bzw. Bemerkung 2.2.4
gilt
V
(0)
0 = Im sowie W
(0)
0 = Im bzw. V
(0)
0,r = A0 sowie W
(0)
0,l = A0. (2.4.3)
Aufgrund der Definition der Folge (V (1)j )
1
j=0 ergibt sich dann
V
(1)
0 = Im sowie V
(1)
1 = J [W
(0)
0,l ]
∗t1 = JA∗0t1. (2.4.4)
Nach Definition A.3.1 bzw. Bemerkung 1.1.4 gilt S0 = A0 sowie Q0,J = J − A∗0JA0. Nach
Teil (a) von Definition 1.1.3 ist das zu (Aj)0j=0 und J geho¨rige linke Schurkomplement L1,J
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gegeben durch L1,J = J − A0JA∗0. Weiterhin erfu¨llt nach Teil (a) von Definition 1.2.2 die zu
(Aj)0j=0 und J geho¨rige zentrale Matrix M1,J die Beziehung M1,J = 0m×m. Beachten wir nun
noch die Beziehung y1 = A1, so erhalten wir wegen t1 ∈ L1,J((Aj)1j=0) und J2 = Im dann
Q0,JV
(1)
1 = (J −A∗0JA0)JA∗0t1 = (A∗0 −A∗0JA0JA∗0)t1 = A∗0J(J −A0JA∗0)t1
= A∗0JL1,J t1 = A
∗
0J(A1 −M1,J) = A∗0J(A1 − 0m×m) = A∗0JA1 = S∗0J[0]y1.
Somit ist (2.4.2) fu¨r den Fall n = 0 bewiesen.
Sei nun n ∈ N. Es sei
V(n)[1,n] :=
 V
(n)
1
...
V
(n)
n
 sowie W(n)[n,1] := (W (n)n , . . . ,W (n)1 ).
Es bezeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix und es sei zn := (An, . . . , A1).
Aus der Definition der Folge (V (n+1)j )
n+1
j=0 ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der
nach Teil (b2) von Bemerkung 2.2.5 gu¨ltigen Beziehungen
W
(0)
0,l = A0 und (W
(n)
n,l , . . . ,W
(n)
1,l ) =W(n)[n,1]Sn−1 + zn
dann
V
(n+1)
1
...
V
(n+1)
n
V
(n+1)
n+1
 =

V
(n)
1 + J [W
(n)
n,l ]
∗tn+1
...
V
(n)
n + J [W
(n)
1,l ]
∗tn+1
J [W (n)0,l ]
∗tn+1
 =

V
(n)
1
...
V
(n)
n
0m×m
+ J[n]

[W (n)n,l ]
∗
...
[W (n)1,l ]
∗
[W (n)0,l ]
∗
 tn+1
=
(
V(n)[1,n]
0m×m
)
+ J[n]
(
(W (n)n,l , . . . ,W
(n)
1,l )
∗
A∗0
)
tn+1
=
(
V(n)[1,n]
0m×m
)
+ J[n]
( [
W(n)[n,1]Sn−1 + zn
]∗
A∗0
)
tn+1
=
(
V(n)[1,n]
0m×m
)
+ J[n]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
tn+1 (2.4.5)
Bezeichnet Qn−1,J die zu (Aj)n−1j=0 geho¨rige rechte J–Form, so ergibt sich aufgrund der Wahl
der Folge (V (n)j )
n
j=0 aus Definition 2.2.1 die Beziehung
Qn−1,J · V(n)[1,n] = S∗n−1J[n−1]yn, (2.4.6)
wobei yn := (A∗1, . . . , A∗n)∗ und J[n−1] := diagn(J). Weiterhin ergibt sich aus Teil (a5) von
Lemma 2.2.1 zudem
−znV[1,n] = Mn+1,J . (2.4.7)
Aus der nach Teil (b) von Lemma 1.1.1 gu¨ltigen Blockzerlegung
Qn,J =
(
Qn−1,J − z∗nJzn −z∗nJA0
−A∗0Jzn J −A∗0JA0
)
(2.4.8)
61
folgt mittels (2.4.6) und (2.4.7) nun
Qn,J
(
V(n)[1,n]
0m×m
)
=
(
Qn−1,J − z∗nJzn −z∗nJA0
−A∗0Jzn J −A∗0JA0
)( V(n)[1,n]
0m×m
)
=
(
(Qn−1,J − z∗nJzn)V(n)[1,n]
−A∗0JznV(n)[1,n]
)
=
 Qn−1,JV(n)[1,n] + z∗nJ [−znV(n)[1,n]]
A∗0J
[
−znV(n)[1,n]
] 
=
(
S∗n−1J[n−1]yn + z∗nJMn+1,J
A∗0JMn+1,J
)
. (2.4.9)
Bezeichnet Pn−1,J die zu (Aj)n−1j=0 geho¨rige linke J–Form, so liefert Teil (a) von Satz 1.1.3 die
Beziehung
S∗n−1J[n−1]Pn−1,J = Qn−1,JJ[n−1]S
∗
n−1.
Hieraus folgt bei zusa¨tzlicher Beru¨cksichtigung der nach Definition 2.2.1 gu¨ltigen Beziehung
W(n)[n,1]Pn−1,J = znJ[n−1]S∗n−1
sowie bei Beachtung der nach Bemerkung 1.1.5 bzw. Beispiel A.6.4 vorliegenden Hermitezita¨t
von Pn−1,J bzw. J[n−1] dann
Qn−1,JJ[n−1]S∗n−1[W(n)[n,1]]∗ = S∗n−1J[n−1]Pn−1,J [W
(n)
[n,1]]
∗
= S∗n−1J[n−1]
[
W(n)[n,1]Pn−1,J
]∗
= S∗n−1J[n−1]
[
znJ[n−1]S∗n−1
]∗
= S∗n−1J[n−1]Sn−1J[n−1]z
∗
n.
Wegen der Definition von Qn−1,J und (J[n−1])2 = Inm folgt damit
Qn−1,JJ[n−1]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
)
= Qn−1,JJ[n−1]S∗n−1[W(n)[n,1]]∗ +Qn−1,JJ[n−1]z∗n
= S∗n−1J[n−1]Sn−1J[n−1]z
∗
n +Qn−1,JJ[n−1]z
∗
n =
(
S∗n−1J[n−1]Sn−1 +Qn−1,J
) · J[n−1]z∗n
= (J[n−1]) · J[n−1]z∗n = z∗n. (2.4.10)
Wegen der Hermitezita¨t von Ln+1,J (vgl. Bemerkung 1.1.8) und von J[n−1] sowie von J ergibt
sich mittels Teil (b4) von Lemma 2.2.1 die Beziehung
−znJ[n−1]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
)
= −znJ[n−1]S∗n−1[W(n)[n,1]]∗ − znJ[n−1]z∗n =
[
−W(n)[n,1]Sn−1J[n−1]zn − znJ[n−1]z∗n
]∗
= [Ln+1,J − (J −A0JA∗0)]∗ = Ln+1,J − (J −A0JA∗0). (2.4.11)
Hiermit und aus (2.4.10) sowie J2 = Im folgt nun
(Qn−1,J − z∗nJzn) J[n−1]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
)
= Qn−1,JJ[n−1]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
)
− z∗nJznJ[n−1]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
)
= z∗n + z
∗
nJ [Ln+1,J − (J −A0JA∗0)] = z∗nJ [J + Ln+1,J − (J −A0JA∗0)]
= z∗nJ [Ln+1,J +A0JA
∗
0] . (2.4.12)
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Wegen (2.4.8), (2.4.12), (2.4.11) und J2 = Im ergibt sich nun
Qn,JJ[n]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
=
(
Qn−1,J − z∗nJzn −z∗nJA0
−A∗0Jzn J −A∗0JA0
)
diag(J[n−1], J)
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
=
 (Qn−1,J − z∗nJzn) J[n−1] [S∗n−1[W(n)[n,1]]∗ + z∗n]− z∗nJA0JA∗0
−A∗0JznJ[n−1]
[
S∗n−1[W(n)[n,1]]∗ + z∗n
]
+ (J −A∗0JA0)JA∗0

=
(
z∗nJ [Ln+1,J +A0JA∗0]− z∗nJA0JA∗0
A∗0J [Ln+1,J − (J −A0JA∗0)] + (J −A∗0JA0)JA∗0
)
=
(
z∗nJLn+1,J
A∗0J [Ln+1,J − (J −A0JA∗0)] +A∗0J(J −A0JA∗0)
)
=
(
z∗nJLn+1,J
A∗0JLn+1,J
)
und damit
Qn,JJ[n]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
tn+1 =
(
z∗nJLn+1,J
A∗0JLn+1,J
)
tn+1
=
(
z∗nJLn+1,J tn+1
A∗0JLn+1,J tn+1
)
=
(
z∗nJ(An+1 −Mn+1,J)
A∗0J(An+1 −Mn+1,J)
)
. (2.4.13)
Beru¨cksichtigen wir nun noch die aus Bemerkung A.3.2 folgende Beziehung
Sn =
(
Sn−1 0nm×m
zn A0
)
,
so erhalten wir aus (2.4.5), (2.4.9) und (2.4.13) schließlich
Qn,J
 V
(n+1)
1
...
V
(n+1)
n+1
 = Qn,J [( V(n)[1,n]
0m×m
)
+ J[n]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
tn+1
]
= Qn,J
(
V(n)[1,n]
0m×m
)
+Qn,JJ[n]
(
S∗n−1[W(n)[n,1]]∗ + z∗n
A∗0
)
tn+1
=
(
S∗n−1J[n−1]yn + z∗nJMn+1,J
A∗0JMn+1,J
)
+
(
z∗nJ(An+1 −Mn+1,J)
A∗0J(An+1 −Mn+1,J)
)
=
(
S∗n−1J[n−1]yn + z∗nJAn+1
A∗0JAn+1
)
=
(
S∗n−1 z∗n
0m×nm A∗0
)(
J[n−1]yn
JAn+1
)
=
(
Sn−1 0nm×m
zn A0
)∗
diag(J[n−1], J)
(
yn
An+1
)
= S∗nJ[n]yn+1,
womit (2.4.2) auch fu¨r den Fall n ∈ N gezeigt wurde. Damit ist nun also
(V (n+1)j )
n+1
j=1 ∈ yn+1,J((Aj)n+1j=0 )
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bewiesen.
Wir wollen nun die Beziehung
V
(n+1)
0,r
...
V
(n+1)
n+1,r
 =
(
V(n)r
0m×m
)
+ J[n+1]
(
0m×m
[W(n)]∗
)
tn+1 (2.4.14)
zeigen. Dafu¨r betrachten wir erneut zuna¨chst den Fall n = 0. Wegen
(V (1)j,r )
1
j=0 = (Aj)
1
j=0 ? (V
(1)
j )
1
j=0
ergibt sich mittels Definition A.3.2 aus (2.4.4) dann
V
(1)
0,r = A0V
(1)
0 = A0Im = A0
sowie bei zusa¨tzlicher Beru¨cksichtigung von M1,J = 0m×m bzw. L1,J = J − A0JA∗0 (vgl. Teil
(a) von Definition 1.2.2 bzw. Teil (a) von Definition 1.1.3) zudem
V
(1)
1,r = A1V
(1)
0 +A0V
(1)
1 = A1 +A0JA
∗
0t1 = A1 −M1,J +A0JA∗0t1
= L1,J t1 +A0JA∗0t1 = (J −A0JA∗0)t1 +A0JA∗0t1 = Jt1.
Aus (2.4.3) folgt hiermit dann(
V(0)r
0m×m
)
+ J[1]
(
0m×m
[W(0)]∗
)
t1 =
(
V
(0)
0,r
0m×m
)
+ diag(J, J)
(
0m×m
[W (0)0 ]
∗
)
t1
=
(
A0
0m×m
)
+ diag(J, J)
(
0m×m
Im
)
t1 =
(
A0
Jt1
)
=
(
V
(1)
0,r
V
(1)
1,r
)
und (2.4.14) ist fu¨r den Fall n = 0 gezeigt.
Sei nun n ∈ N. Da (V (n+1)j,r )n+1j=0 die mit (Aj)n+1j=0 , (V (n+1)j )n+1j=0 und J rechtsseitig assoziierte
Folge ist, gilt nach Teil (a1) von Bemerkung 2.2.5
V
(n+1)
0,r
...
V
(n+1)
n+1,r
 = Sn+1
 V
(n+1)
0
...
V
(n+1)
n+1
 ,
wobei Sn+1 die zu (Aj)n+1j=0 geho¨rige Abschnittsmatrix bezeichne. Damit ergibt sich mittels
(2.4.1) dann
V
(n+1)
0,r
...
V
(n+1)
n+1,r
 = Sn+1
 V
(n+1)
0
...
V
(n+1)
n+1
 = Sn+1 [( V(n)0m×m
)
+ J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1
]
= Sn+1
( V(n)
0m×m
)
+ Sn+1J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1. (2.4.15)
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Setzen wir zn+1 := (An+1, . . . , A1), so gilt nach Bemerkung A.3.2 die Beziehung
Sn+1 =
(
Sn 0(n+1)m×m
zn+1 A0
)
. (2.4.16)
Nach Definition 2.2.1 ist V (n)0 = Im und so ergibt sich mittels (2.4.7) dann
zn+1V(n) = (An+1, An, . . . , A1)
(
V
(n)
0
V(n)[1,n]
)
= (An+1, zn)
(
Im
V(n)[1,n]
)
= An+1 + znV(n)[1,n] = An+1 −Mn+1,J .
Hiermit erhalten wir zusammen mit (2.4.16) und der nach Teil (a1) von Bemerkung 2.2.5
geltenden Identita¨t SnV(n) = V(n)r dann
Sn+1
( V(n)
0m×m
)
=
(
Sn 0(n+1)m×m
zn+1 A0
)( V(n)
0m×m
)
=
(
SnV(n)
zn+1V(n)
)
=
(
V(n)r
An+1 −Mn+1,J
)
. (2.4.17)
Aus der nach Teil (b1) von Bemerkung 2.2.5 geltenden BeziehungW(n)l =W(n)Sn und aus der
Definition der zu (Aj)nj=0 geho¨rige linken J–Form Pn,J sowie aus P
∗
n,J = Pn,J (vgl. Bemerkung
1.1.5) ergibt sich
SnJ[n][W(n)l ]∗ = SnJ[n]
(
W(n)Sn
)∗
= SnJ[n]S
∗
n
(
W(n)
)∗
=
(
J[n] − Pn,J
) (W(n))∗ = J[n] (W(n))∗ − (W(n)Pn,J)∗ .
Hieraus folgt mittels Teil (b6) vom Lemma 2.2.1 und der nach Bemerkung 1.1.8 vorliegenden
Hermitezita¨t von Ln+1,J nun
SnJ[n][W(n)l ]∗ = J[n]
(
W(n)
)∗ − (W(n)Pn,J)∗
= J[n]
(
W(n)
)∗ − (0m×nm, Ln+1,J)∗ = J[n][W(n)]∗ − ( 0nm×mLn+1,J
)
. (2.4.18)
Setzen wir nun yn+1 := (A∗1, . . . , A∗n+1)∗, so gilt nach Bemerkung A.3.2 die Beziehung
Sn+1 =
(
A0 0m×(n+1)m
yn+1 Sn
)
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und damit erhalten wir mittels (2.4.18) und wegen der Wahl von tn+1 dann
Sn+1J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1 =
(
A0 0m×(n+1)m
yn+1 Sn
)
diag(J, J[n])
(
0m×m
[W(n)l ]∗
)
tn+1
=
(
0m×m
SnJ[n][W(n)l ]∗
)
tn+1 =
 0m×m
J[n][W(n)]∗ −
(
0nm×m
Ln+1,J
)  tn+1
=
(
0m×m
J[n][W(n)]∗
)
tn+1 −
(
0(n+1)m×m
Ln+1,J
)
tn+1
= diag(J, J[n])
(
0m×m
[W(n)]∗
)
tn+1 −
(
0(n+1)m×m
Ln+1,J tn+1
)
= J[n+1]
(
0m×m
[W(n)]∗
)
tn+1 −
(
0(n+1)m×m
An+1 −Mn+1,J
)
.
Hiermit und mit (2.4.17) ergibt sich aus (2.4.15) schließlich
V
(n+1)
0,r
...
V
(n+1)
n+1,r
 = Sn+1( V(n)0m×m
)
+ Sn+1J[n+1]
(
0m×m
[W(n)l ]∗
)
tn+1
=
(
V(n)r
An+1 −Mn+1,J
)
+ J[n+1]
(
0m×m
[W(n)]∗
)
tn+1 −
(
0(n+1)m×m
An+1 −Mn+1,J
)
=
(
V(n)r
0m×m
)
+ J[n+1]
(
0m×m
[W(n)]∗
)
tn+1
und (2.4.14) ist auch fu¨r alle n ∈ N gezeigt.
(b) Die Behauptungen von (b) lassen sich analog zu den obigen Ausfu¨hrungen zu (a) beweisen.
Wir nehmen nun einige Umformulierungen der in Satz 2.4.1 erhaltenen Rekursionsformeln in
die Sprache der in Abschnitt 2.3 studierten Matrixpolynome vor.
Satz 2.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine J–Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke
bzw. rechte Schurkomplement sowie Mn+1,J die zu (Aj)nj=0 und J geho¨rige zentrale Matrix.
Weiterhin seien
Ln+1,J((Aj)n+1j=0 ) := {t ∈ Cm×m : Ln+1,J t = An+1 −Mn+1,J}
sowie
Rn+1,J((Aj)n+1j=0 ) := {u ∈ Cm×m : uRn+1,J = An+1 −Mn+1,J}
und es sei J[n+1] := diagn+2(J). Unter Beachtung der Tatsache, dass (Aj)nj=0 nach Bemer-
kung 1.1.6 eine J–Potapovfolge ist, sei (V (n)j )
n
j=0 bzw. (W
(n)
j )
n
j=0 eine mit (Aj)
n
j=0 und J
rechtsseitig bzw. linksseitig vertra¨gliche Folge und es bezeichne (V (n)j,r )
n
j=0 bzw. (W
(n)
j,l )
n
j=0 die
mit (Aj)nj=0, (V
(n)
j )
n
j=0 und J rechtsseitig assoziierte Folge bzw. die mit (Aj)
n
j=0, (W
(n)
j )
n
j=0
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und J linksseitig assoziierte Folge. Weiterhin bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (V
(n)
j )
n
j=0
und J rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τn,J , σn,J ] das mit (Aj)nj=0,
(W (n)j )
n
j=0 und J linksseitig assoziierte Paar von Matrixpolynomen. Dann gelten folgende
Aussagen:
(a) Sei tn+1 ∈ Ln+1,J((Aj)n+1j=0 ). Fu¨r j ∈ {0, . . . , n+ 1} sei
V
(n+1)
j :=

Im , falls j = 0
V
(n)
j + J [W
(n)
n+1−j,l]
∗tn+1 , falls n ∈ N und j ∈ {1, . . . , n}
J [W (n)0,l ]
∗tn+1 , falls j = n+ 1.
Dann gilt:
(a1) Es ist (V (n+1)j )
n+1
j=0 eine mit (Aj)
n+1
j=0 und J rechtsseitig vertra¨gliche Folge.
(a2) Unter Beachtung von (a1) bezeichne [ρn+1,J , pin+1,J ] das mit (Aj)n+1j=0 , (V
(n+1)
j )
n+1
j=0
und J rechtsseitig assoziierte Paar von Matrixpolynomen. Dann gelten
ρn+1,J = ρn,J + E1Jσ[n]n,J tn+1 sowie pin+1,J = pin,J + E1Jτ [n]n,J tn+1
und die dazugeho¨rigen (n+ 1)–Reziproken sind gegeben durch
ρ
[n+1]
n+1,J = E1ρ[n]n,J + t∗n+1σn,JJ sowie pi[n+1]n+1,J = E1pi[n]n,J + t∗n+1τn,JJ.
(b) Sei un+1 ∈ Rn+1,J((Aj)n+1j=0 ). Fu¨r j ∈ {0, . . . , n+ 1} sei
W
(n+1)
j :=

Im , falls j = 0
W
(n)
j + un+1[V
(n)
n+1−j,r]
∗J , falls n ∈ N und j ∈ {1, . . . , n}
un+1[V
(n)
0,r ]
∗J , falls j = n+ 1.
Dann gilt:
(b1) Es ist (W (n+1)j )
n+1
j=0 eine mit (Aj)
n+1
j=0 und J linksseitig vertra¨gliche Folge.
(b2) Unter Beachtung von (b1) bezeichne [τn+1,J , σn+1,J ] das mit (Aj)n+1j=0 , (W
(n+1)
j )
n+1
j=1
und J linksseitig assoziierte Paar von Matrixpolynomen. Dann gelten
τn+1,J = τn,J + E1un+1pi[n]n,JJ sowie σn+1,J = σn,J + E1un+1ρ[n]n,JJ
und die dazugeho¨rigen (n+ 1)–Reziproken sind gegeben durch
τ
[n+1]
n+1,J = E1τ [n]n,J + Jpin,Ju∗n+1 sowie σ[n+1]n+1,J = E1σ[n]n,J + Jρn,Ju∗n+1.
(c) Seien tn+1 ∈ Ln+1,J((Aj)n+1j=0 ) und un+1 ∈ Rn+1,J((Aj)n+1j=0 ). Fu¨r s ∈ {0, 1} seien
Γn+s,J :=
(
E1Jτ [n+s]n+s pin+s
E1Jσ[n+s]n+s ρn+s
)
bzw. ∆n+s,J :=
(
E1ρ[n+s]n+s J E1pi[n+s]n+s J
σn+s τn+s
)
.
Dann ist
Γn+1,J = Γ

n,J
( E1Im tn+1
E1u∗n+1 Im
)
bzw. ∆n+1,J =
( E1Im E1t∗n+1
un+1 Im
)
∆n,J .
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BEWEIS. (a1) Dies folgt aus Teil (a) von Satz 2.4.1.
(a2) Aufgrund der Konstruktion von [ρn,J , pin,J ] bzw. [τn,J , σn,J ] gilt
ρn,J =
n∑
j=0
V
(n)
j Ej und pin,J =
n∑
j=0
V
(n)
j,r Ej (2.4.19)
bzw.
τn,J =
n∑
j=0
W
(n)
j Ej und σn,J =
n∑
j=0
W
(n)
j,l Ej .
Aus diesen Darstellungen von τn,J und σn,J folgt aus der Definition des n–Reziproken
τ
[n]
n,J =
n∑
j=0
[W (n)n−j ]
∗Ej und σ[n]n,J =
n∑
j=0
[W (n)n−j,l]
∗Ej . (2.4.20)
Unter Beachtung von (a1) bezeichne (V (n+1)j,r )
n+1
j=0 die mit (Aj)
n+1
j=0 , (V
(n+1)
j )
n+1
j=0 und J rechts-
seitig assoziierte Folge. Wegen Teil (a) von Satz 2.4.1 gilt fu¨r j ∈ {0, . . . , n+ 1} dann
V
(n+1)
j,r =

V0,r , falls j = 0
V
(n)
j,r + J [W
(n)
n+1−j ]
∗tn+1 , falls n ∈ N und j ∈ {1, . . . , n}
J [W (n)0 ]
∗tn+1 , falls j = n+ 1.
(2.4.21)
Aus (2.4.19), (2.4.20), aus der Definition von (V (n+1)j )
n+1
j=0 bzw. aus (2.4.21) sowie aus der
Definition von ρn+1,J bzw. pin+1,J ergibt sich dann
ρn,J + E1Jσ[n]n,J tn+1 =
n∑
j=0
V
(n)
j + E1J
 n∑
j=0
[W (n)n−j,l]
∗Ej
 tn+1
=
n∑
j=0
V
(n)
j +
n+1∑
j=1
J [W (n)n+1−j,l]
∗tn+1Ej
= V (n)0 +
n∑
j=1
(
V
(n)
j + J [W
(n)
n+1−j,l]
∗tn+1
)
Ej + J [W (n)0,l ]∗tn+1En+1
= V (n+1)0 +
n∑
j=1
V
(n+1)
j Ej + V (n+1)n+1 En+1 =
n+1∑
j=0
V
(n+1)
j Ej = ρn+1,J
bzw.
pin,J + E1Jτ [n]n,J tn+1 =
n∑
j=0
V
(n)
j,r + E1J
 n∑
j=0
[W (n)n−j ]
∗Ej
 tn+1
=
n∑
j=0
V
(n)
j,r +
n+1∑
j=1
J [W (n)n+1−j ]
∗tn+1Ej
= V (n)0,r +
n∑
j=1
(
V
(n)
j,r + J [W
(n)
n+1−j ]
∗tn+1
)
Ej + J [W (n)0 ]∗tn+1En+1
= V (n+1)0,r +
n∑
j=1
V
(n+1)
j,r Ej + V (n+1)n+1,r En+1 =
n+1∑
j=0
V
(n+1)
j,r Ej = pin+1,J ,
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wobei im Fall n = 0 stets
∑n
j=1 . . . := 0m×m gesetzt wird. Hieraus folgt mittels der Eigen-
schaften des n– bzw. (n + 1)–Reziproken (vgl. Bemerkung A.4.14 und Bemerkung A.4.15)
und bei zusa¨tzlicher Beachtung von J∗ = J dann auch
ρ
[n+1]
n+1,J = E1ρ[n]n,J + t∗n+1σn,JJ sowie pi[n+1]n+1,J = E1pi[n]n,J + t∗n+1τn,JJ.
(b) Die Behauptung von (b1) ergibt sich aus Teil (b) von Satz 2.4.1 und der Beweis von (b2)
la¨sst sich analog zum Beweis von (a2) fu¨hren.
(c) Unter Verwendung von J2 = Im, (a2) und (b2) erhalten wir
Γn,J
( E1Im tn+1
E1u∗n+1 Im
)
=
(
E1Jτ [n]n,J pin,J
E1Jσ[n]n,J ρn,J
)( E1Im tn+1
E1u∗n+1 Im
)
=
(
E2Jτ [n]n,J + E1pin,Ju∗n+1 E1Jτ [n]n,J tn+1 + pin,J
E2Jσ[n]n,J + E1ρn,Ju∗n+1 E1Jσ[n]n,J tn+1 + ρn,J
)
=
(
E1J(E1τ [n]n,J + Jpin,Ju∗n+1) pin+1,J
E1J(E1σ[n]n,J + Jρn,Ju∗n+1) ρn+1,J
)
=
(
E1Jτ [n+1]n+1,J pin+1,J
E1Jσ[n+1]n+1,J ρn+1,J
)
= Γn+1,J
bzw. analog
∆n+1,J =
( E1Im E1t∗n+1
un+1 Im
)
∆n,J .
Mit Hilfe von Satz 2.4.2 und den in Lemma 2.4.1 identifizierten generischen Elementen der
dort definierten Mengen la¨sst sich nun schrittweise zu einer J–Potapovfolge ein Quadrupel
von Matrixpolynomen konstruieren, welches in unseren spa¨teren Betrachtungen in Abschnitt
3.3 eine große Rolle spielen wird. Dafu¨r pra¨gen wir folgende Begriffsbildung.
Definition 2.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Man beachte im Folgenden, dass nach Bemerkung 1.1.6 die
Folge (Aj)kj=0 fu¨r alle k ∈ {0, . . . , n} eine J–Potapovfolge ist. Fu¨r k ∈ {0, . . . , n} bezeichne
Lk+1,J bzw. Rk+1,J das zu (Aj)kj=0 und J geho¨rige linke bzw. rechte Schurkomplement sowie
Mk+1,J die zu (Aj)kj=0 und J geho¨rige zentrale Matrix. Weiterhin sei V
(0)
0 := Im bzw. W
(0)
0 :=
Im, womit nach Definition 2.2.1 die Folge (V
(0)
j )
0
j=0 bzw. (W
(0)
j )
0
j=0 eine mit (Aj)
0
j=0 und
J rechtsseitig bzw. linksseitig vertra¨glichen Folge ist. Ist zudem n ∈ N, so definiere man fu¨r
s ∈ {0, . . . , n−1} induktiv aus der mit (Aj)sj=0 und J rechtsseitig bzw. linksseitig vertra¨glichen
Folge (V (s)j )
s
j=0 bzw. (W
(s)
j )
s
j=0 mittels
t˜s+1 := L+s+1,J(As+1 −Ms+1,J) bzw. u˜s+1 := (As+1 −Ms+1,J)R+s+1,J
gema¨ß Teil (a) bzw. (b) von Satz 2.4.2 und bei zusa¨tzlicher Beru¨cksichtigung von Teil
(a) bzw. (b) von Lemma 2.4.1 die mit (Aj)s+1j=0 und J rechtsseitig bzw. linksseitig ver-
tra¨gliche Folge (V (s+1)j )
s+1
j=0 bzw. (W
(s+1)
j )
s+1
j=0. Es bezeichne nun [ρ˜n,J , pin,J ] das mit (Aj)
n
j=0,
(V (n)j )
n
j=0 und J rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τ˜n,J , σ˜n,J ] das mit
(Aj)nj=0, (W
(n)
j )
n
j=0 und J linksseitig assoziierte Paar von Matrixpolynomen. Dann heißt
[ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] das zu (Aj)nj=0 und J geho¨rige kanonische rekursiv konstruierte
Quadrupel von Matrixpolynomen.
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Aufgrund von Definition 2.4.1 und Satz 2.4.2 erhalten wir folgendes Resultat.
Satz 2.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine J–Potapovfolge. Fu¨r k ∈ {n, n + 1} bezeichne [ρ˜k,J , pik,J , τ˜k,J , σ˜k,J ] das zu (Aj)kj=0 und
J geho¨rige kanonische rekursiv konstruierte Quadrupel von Matrixpolynomen. Weiterhin be-
zeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte Schurkomplement
sowie Mn+1,J die zu (Aj)nj=0 und J geho¨rige zentrale Matrix und es sei
t˜n+1 := L+n+1,J(An+1 −Mn+1,J) bzw. u˜n+1 := (An+1 −Mn+1,J)R+n+1,J .
Dann gelten folgende Aussagen:
(a) Es gelten
ρ˜n+1,J = ρ˜n,J + E1Jσ˜[n]n,J t˜n+1 sowie pin+1,J = pin,J + E1Jτ˜ [n]n,J t˜n+1
und die dazugeho¨rigen (n+ 1)–Reziproken sind gegeben durch
ρ˜
[n+1]
n+1,J = E1ρ˜[n]n,J + t˜∗n+1σ˜n,JJ sowie pi[n+1]n+1,J = E1pi[n]n,J + t˜∗n+1τ˜n,JJ.
(b) Es gelten
τ˜n+1,J = τ˜n,J + E1u˜n+1pi[n]n,JJ sowie σ˜n+1,J = σ˜n,J + E1u˜n+1ρ˜[n]n,JJ
und die dazugeho¨rigen (n+ 1)–Reziproken sind gegeben durch
τ˜
[n+1]
n+1,J = E1τ˜ [n]n,J + Jpin,J u˜∗n+1 sowie σ˜[n+1]n+1,J = E1σ˜[n]n,J + Jρ˜n,J u˜∗n+1.
(c) Fu¨r l ∈ {0, 1} sei
Γn+l,J :=
(
E1Jτ˜ [n+l]n+l pin+l
E1Jσ˜[n+l]n+l ρ˜n+l
)
bzw. ∆n+l,J :=
(
E1ρ˜[n+l]n+l J E1pi[n+l]n+l J
σ˜n+l τ˜n+l
)
.
Dann ist
Γn+1,J = Γ

n,J
( E1Im t˜n+1
E1u˜∗n+1 Im
)
bzw. ∆n+1,J =
( E1Im E1t˜∗n+1
u˜n+1 Im
)
∆n,J .
BEWEIS. Aufgrund der in Definition 2.4.1 beschriebenen Konstruktion ergibt sich (a) bzw.
(b) bzw. (c) sofort aus (a2) bzw. (b2) bzw. (c) von Satz 2.4.2.
Ist insbesondere eine strenge J–Potapovfolge gegeben, so ergibt sich folgender Zusammenhang
zwischen dem kanonischen rekursiv konstruierten Quadrupel von Matrixpolynomen und den
Matrixpolynomen, welche mit dieser J–Potapovfolge und deren kanonischen vertra¨glichen
Folgen assoziiert sind.
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Bemerkung 2.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Es bezeichne (V˜j)
n
j=0 bzw. (W˜j)
n
j=0 die kanonische mit (Aj)
n
j=0
und J rechtsseitig vertra¨gliche Folge und es sei [ρ˜n,J , pin,J ] bzw. [τ˜n,J , σ˜n,J ] das mit (Aj)nj=0,
(V˜j)nj=0 und J rechtsseitig assoziierte Paar von Matrixpolynomen bzw. das mit (Aj)
n
j=0,
(W˜j)nj=0 und J linksseitig assoziierte Paar von Matrixpolynomen. Dann ist das zu (Aj)
n
j=0 und
J geho¨rige kanonische rekursiv konstruierte Quadrupel von Matrixpolynomen gegeben durch
[ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ].
BEWEIS. Es bezeichne [ρ̂n,J , pin,J , τ̂n,J , σ̂n,J ] das zu (Aj)nj=0 und J geho¨rige kanonische re-
kursiv konstruierte Quadrupel von Matrixpolynomen. Gema¨ß der in Definition 2.4.1 beschrie-
benen Konstruktion existiert dann eine mit (Aj)nj=0 und J rechtsseitig bzw. linksseitig ver-
tra¨gliche Folge (Vj)nj=0 bzw. (Wj)
n
j=0, so dass [ρ̂n,J , pin,J ] das mit (Aj)
n
j=0, (Vj)
n
j=0 und J
rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τ̂n,J , σ̂n,J ] das mit (Aj)nj=0, (Wj)
n
j=0
und J linksseitig assoziierte Paar von Matrixpolynomen ist. Da die Folge (Aj)nj=0 eine stren-
ge J–Potapovfolge ist, entspricht nach Teil (b) von Bemerkung 2.2.3 die Folge (Vj)nj=0 bzw.
(Wj)nj=0 der kanonischen mit (Aj)
n
j=0 und J rechtsseitig bzw. linksseitig vertra¨glichen Folge.
Damit ist dann [ρ̂n,J , pin,J , τ̂n,J , σ̂n,J ] = [ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] erfu¨llt.
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3 U¨ber Arov-Krein-Matrixpolynome vom J–Potapovtyp
3.1 U¨ber das zu einer endlichen strengen J–Potapovfolge geho¨rige Arov–
Krein–Quadrupel von Matrixpolynomen
Am Ausgangspunkt des vorliegenden Abschnitts stehen ein m ∈ N und eine m–reihige Signa-
turmatrix J sowie weiterhin ein n ∈ N0 sowie eine strenge J–Potapovfolge (Aj)nj=0. Bezeichnet
Qn,J bzw. Pn,J die zur Folge (Aj)nj=0 geho¨rige rechte bzw. linke J–Form, so sind beide Ma-
trizen nach Teil (b) von Satz 1.1.1 regula¨r. Unter Heranziehung der m×m–Blockzerlegungen
der Matrizen Q−1n,J und P
−1
n,J werden wir nachfolgend ein spezielles Quadrupel von Matrix-
polynomen konstruieren, welches im Rahmen der Behandlung des zu (Aj)nj=0 geho¨rigen J–
Potapovproblems eine große Rolle spielt.
Dieses Quadrupel von Matrixpolynomen erschien fu¨r einen Spezialfall erstmals in der Arbeit
D.Z. Arov, M.G. Krein: On computations of entropy functionals and their mini-
mums in indeterminate extension problems (Russisch), Acta Sci. Math. (Szeged)
45 (1983), 33–50.
Im Folgenden verallgemeinern wir die Konstruktion von Arov und Krein auf den Fall einer
gegebenen strengen J–Potapovfolge und leiten wichtige Eigenschaften der dabei entstehenden
Matrixpolynome her. Beginnen werden wir hierfu¨r zuna¨chst mit folgender Vorbetrachtung.
Lemma 3.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Fu¨r l ∈ {n − 1, n} bezeichne Sl die zu (Aj)lj=0 geho¨rige Ab-
schnittsmatrix und es sei J[n−1] := diagn(J). Dann gelten folgende Aussagen:
(a) Es bezeichne Rn+1,J das zu (Aj)nj=0 und J geho¨rige rechte Schurkomplement sowie fu¨r
l ∈ {n− 1, n} zudem Ql,J die zu (Aj)lj=0 geho¨rige rechte J–Form. Weiterhin sei yn :=
(A∗1, . . . , A∗n)∗. Dann gilt:
(a1) Die Matrizen Qn,J , Qn−1,J , Rn+1,J und J − A∗0JA0 − y∗nJ[n−1]yn sind sa¨mtlich
regula¨r.
(a2) Sei D := Qn−1,J − S∗n−1J[n−1]yn(J − A∗0JA0 − y∗nJ[n−1]yn)−1y∗nJ[n−1]Sn−1. Dann
ist D regula¨r und es gilt
Q−1n,J =
(
R−1n+1,J R
−1
n+1,Jy
∗
nJ[n−1]Sn−1Q
−1
n−1,J
Q−1n−1,JS
∗
n−1J[n−1]ynR
−1
n+1,J D−1
)
.
(b) Es bezeichne Ln+1,J das zu (Aj)nj=0 und J geho¨rige linke Schurkomplement sowie fu¨r
l ∈ {n − 1, n} zudem Pl,J die zu (Aj)lj=0 geho¨rige linke J–Form. Weiterhin sei zn :=
(An, . . . , A1). Dann gilt:
(b1) Die Matrizen Pn,J , Pn−1,J , Ln+1,J und J − A0JA∗0 − znJ[n−1]z∗n sind sa¨mtlich
regula¨r.
(b2) Sei A := Pn−1,J −Sn−1J[n−1]z∗n(J −A0JA∗0− znJ[n−1]z∗n)−1znJ[n−1]S∗n−1. Dann ist
A regula¨r und es gilt
P−1n,J =
(
A−1 P−1n−1,JSn−1J[n−1]z∗nL−1n+1,J
L−1n+1,JznJ[n−1]S
∗
n−1P
−1
n−1,J L
−1
n+1,J
)
.
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BEWEIS. (a) Da (Aj)nj=0 eine strenge J–Potapovfolge ist, ergibt sich mittels Teil (b) von
Satz 1.1.1 die Beziehung
Qn,J ∈ C(n+1)m×(n+1)m> . (3.1.1)
Nach Teil (a) von Lemma 1.1.1 gilt zudem
Qn,J =
(
J −A∗0JA0 − y∗nJ[n−1]yn −y∗nJ[n−1]Sn−1
− S∗n−1J[n−1]yn Qn−1,J
)
(3.1.2)
und nach Teil (b) von Definition 1.1.3 ist bei zu Grunde liegender Blockzerlegung (3.1.2) die
Matrix Rn+1,J das Schurkomplement von Qn−1,J in Qn,J . Hieraus und aus (3.1.2) und (3.1.1)
ergeben sich mittels Teil (c) von Satz A.2.2 dann unmittelbar (a1) und (a2).
(b) Die Behauptungen von (b1) und (b2) ko¨nnen analog zu (a1) und (a2) bewiesen werden,
wobei die nach Teil (a) von Lemma 1.1.1 geltende Blockzerlegung von Pn,J verwendet wird.
Mit Hilfe von Lemma 3.1.1 ko¨nnen wir nun folgende Matrixpolynome konstruieren.
Satz 3.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Dann
gelten folgende Aussagen:
(a) Es bezeichne Qn,J die zu (Aj)nj=0 geho¨rige rechte J–Form sowie Rn+1,J das zu (Aj)
n
j=0
und J geho¨rige rechte Schurkomplement und man beachte im Folgenden die nach Teil
(b) von Satz 1.1.1 sowie nach Teil (b) von Satz 1.1.4 gu¨ltige Beziehung detQn,J 6= 0
sowie Rn+1,J ∈ Cm×m> . Es sei
Q−1n,J = (Gj,k)
n
j,k=0 bzw. SnQ
−1
n,J = (Dj,k)
n
j,k=0
die Blockzerlegung von Q−1n,J bzw. SnQ
−1
n,J in m×m–Blo¨cke sowie
bn,J :=
n∑
j=0
Gj,0
√
Rn+1,JEj und an,J :=
n∑
j=0
Dj,0
√
Rn+1,JEj .
Dann gilt:
(a1) Es ist bn,J bzw. an,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge(
Gj,0
√
Rn+1,J
)n
j=0
bzw.
(
Dj,0
√
Rn+1,J
)n
j=0
.
(a2) Es gilt G0,0 = R−1n+1,J bzw. D0,0 = A0R
−1
n+1,J und damit
bn,J(0) =
√
Rn+1,J
−1
bzw. an,J(0) = A0
√
Rn+1,J
−1
.
(a3) Das n–Reziproke b[n]n,J zu bn,J ist ein Matrixpolynom aus (P ′C,n)m×m mit Leitkoef-
fizient
√
Rn+1,J
−1.
(a4) Es gilt
bn,J = en,mQ−1n,J [en,m(0)]
∗√Rn+1,J sowie an,J = en,mSnQ−1n,J [en,m(0)]∗√Rn+1,J .
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(b) Es bezeichne Pn,J die zu (Aj)nj=0 geho¨rige linke J–Form sowie Ln+1,J das zu (Aj)
n
j=0
und J geho¨rige linke Schurkomplement und man beachte im Folgenden die nach Teil (b)
von Satz 1.1.1 sowie nach Teil (b) von Satz 1.1.4 gu¨ltige Beziehung detPn,J 6= 0 sowie
Ln+1,J ∈ Cm×m> . Es sei
P−1n,J = (Fj,k)
n
j,k=0 bzw. P
−1
n,JSn = (Cj,k)
n
j,k=0
die Blockzerlegung von P−1n,J bzw. P
−1
n,JSn in m×m–Blo¨cke sowie
cn,J :=
n∑
j=0
√
Ln+1,JFn,n−jEj und dn,J :=
n∑
j=0
√
Ln+1,JCn,n−jEj .
Dann gilt:
(b1) Es ist cn,J bzw. dn,J ein Matrixpolynom aus (PC,n)m×m mit zugeho¨riger Folge(√
Ln+1,JFn,n−j
)n
j=0
bzw.
(√
Ln+1,JCn,n−j
)n
j=0
.
(b2) Es gilt Fn,n = L−1n+1,J bzw. Cn,n = L
−1
n+1,JA0 und damit auch
cn,J(0) =
√
Ln+1,J
−1
bzw. dn,J(0) =
√
Ln+1,J
−1
A0.
(b3) Das n–Reziproke c[n]n,J zu cn,J ist ein Matrixpolynom aus (P
′
C,n)
m×m mit Leitkoef-
fizient
√
Ln+1,J
−1.
(b4) Es gilt
cn,J =
√
Ln+1,J [En,m(0)]∗P−1n,JEn,m sowie dn,J =
√
Ln+1,J [En,m(0)]∗P−1n,JSnEn,m.
BEWEIS. (a1) Dies folgt unmittelbar aus Teil (b1) von Bezeichnung A.4.2 und Teil (a) von
Definition A.4.1.
(a2) Aus Teil (a2) von Lemma 3.1.1 ergibt sich G0,0 = R−1n+1,J im Fall n ∈ N und fu¨r n = 0
erhalten wir wegen der nach Bemerkung 1.1.4 und Teil (a) von Definition 1.1.3 geltenden
Beziehung Q0,J = J −A∗0JA0 = R1,J ebenfalls G0,0 = Q−10,J = R−11,J . Weiterhin ergibt sich aus
der Definition von Sn unmittelbar die Beziehung D0,0 = A0G0,0 und damit D0,0 = A0R−1n+1,J .
Beru¨cksichtigen wir nun noch die Definition von bn,J und an,J , so erhalten wir
bn,J(0) =
n∑
j=0
Gj,0
√
Rn+1,J · 0j = G0,0
√
Rn+1,J = R−1n+1,J
√
Rn+1,J
=
√
Rn+1,J
−1√
Rn+1,J
−1√
Rn+1,J =
√
Rn+1,J
−1
und
cn,J(0) =
n∑
j=0
Dj,0
√
Rn+1,J · 0j = D0,0
√
Rn+1,J = A0R−1n+1,J
√
Rn+1,J
= A0
√
Rn+1,J
−1√
Rn+1,J
−1√
Rn+1,J = A0
√
Rn+1,J
−1
.
(a3) Aus (a2) folgt insbesondere die Beziehung bn,J(0) 6= 0m×m und so ergibt sich zusam-
men mit (a1) mittels Bemerkung A.4.13, dass das n–Reziproke b[n]n,J ein Matrixpolynom aus
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(P ′C,n)m×m mit Leitkoeffizient [b[n]n,J(0)]∗ ist. Weiterhin folgt aus (a2) und der Hermitezita¨t
von Rn+1,J zudem
[b[n]n,J(0)]
∗ =
(√
Rn+1,J
−1)∗
=
√
R∗n+1,J
−1
=
√
Rn+1,J
−1
,
womit die Behauptung von (a3) bewiesen wurde.
(a4) Aus der Definition von bn,J bzw. an,J , der Definition der Funktion en,m und der Block-
zerlegung der Matrix Q−1n,J bzw. SnQ
−1
n,J in m×m–Blo¨cke ergibt sich
bn,J =
 n∑
j=0
Gj,0Ej
√Rn+1,J = en,m
 G0,0...
Gn,0
√Rn+1,J = en,mQ−1n,J [en,m(0)]∗√Rn+1,J
bzw.
an,J =
 n∑
j=0
Dj,0Ej
√Rn+1,J = en,m
 D0,0...
Dn,0
√Rn+1,J = en,mSnQ−1n,J [en,m(0)]∗√Rn+1,J .
(b) Die Beweise der Aussagen (b1)–(b4) lassen sich analog zu den Beweisen von (a1)–(a4)
ausfu¨hren.
Satz 3.1.1 fu¨hrt uns auf folgende Begriffsbildung.
Definition 3.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es seien an,J , bn,J , cn,J und dn,J die in Satz 3.1.1 ein-
gefu¨hrten Matrixpolynome. Dann heißt [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige
Arov–Krein–Quadrupel von Matrixpolynomen.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung 3.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0
und (Aj)nj=0 eine strenge J–Potapovfolge. Bezeichnet [an,J , bn,J , cn,J , dn,J ] das zu (Aj)
n
j=0
und J geho¨rige Arov–Krein–Quadrupel von Matrixpolynomen, so sind die dazugeho¨rigen n–
Reziproken gegeben durch
a
[n]
n,J =
√
Rn+1,J [en,m(0)]Q−1n,JS
∗
nEn,m und b[n]n,J =
√
Rn+1,J [en,m(0)]Q−1n,JEn,m
sowie
c
[n]
n,J = en,mP
−1
n,J [En,m(0)]
√
Ln+1,J und d
[n]
n,J = en,mS
∗
nP
−1
n,J [En,m(0)]
√
Ln+1,J ,
wobei Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix, Qn,J bzw. Pn,J die zu (Aj)
n
j=0 geho¨rige
rechte bzw. linke J–Form und Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J geho¨rige rechte bzw.
linke Schurkomplement bezeichne.
BEWEIS. Nach Teil (a4) sowie (b4) von Satz 3.1.1 gilt
an,J = en,mSnQ−1n,J [en,m(0)]
∗√Rn+1,J und bn,J = en,mQ−1n,J [en,m(0)]∗√Rn+1,J
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sowie
cn,J =
√
Ln+1,J [En,m(0)]∗P−1n,JEn,m und dn,J =
√
Ln+1,J [En,m(0)]∗P−1n,JSnEn,m.
Damit ergibt sich mittels Teil (b) von Bemerkung A.4.12 dann
a
[n]
n,J =
[
SnQ
−1
n,J [en,m(0)]
∗√Rn+1,J]∗ En,m und b[n]n,J = [Q−1n,J [en,m(0)]∗√Rn+1,J]∗ En,m
sowie
c
[n]
n,J = en,m
[√
Ln+1,J [En,m(0)]∗P−1n,J
]∗
und d[n]n,J = en,m
[√
Ln+1,J [En,m(0)]∗P−1n,JSn
]∗
.
Beru¨cksichtigen wir nun noch die wegen Bemerkung 1.1.5 bzw. Bemerkung 1.1.8 gu¨ltigen
Beziehungen Q∗n,J = Qn,J sowie P
∗
n,J = Pn,J bzw. R
∗
n+1,J = Rn+1,J sowie L
∗
n+1,J = Ln+1,J ,
so folgt hieraus dann sogleich die Behauptung.
Bemerkung 3.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
strenge J–Potapovfolge. Dann gelten folgende Aussagen:
(a) Es gelten J − A∗0JA0 ∈ Cm×m> und J − A0JA∗0 ∈ Cm×m> sowie det
√
J −A∗0JA0 6= 0
und det
√
J −A0JA∗0 6= 0.
(b) Es bezeichne [a0,J , b0,J , c0,J , d0,J ] das zu (Aj)0j=0 und J geho¨rige Arov–Krein–Quadrupel
von Matrixpolynomen. Dann gelten
a0,J = A0
√
J −A∗0JA0
−1E0 und b0,J =
√
J −A∗0JA0
−1E0
sowie
c0,J =
√
J −A0JA∗0
−1E0 und d0,J =
√
J −A0JA∗0
−1
A0E0.
(c) Das 0–Reziproke zu a0,J bzw. b0,J bzw. c0,J bzw. d0,J ist gegeben durch
a
[0]
0,J =
√
J −A∗0JA0
−1
A∗0E0 bzw. b[0]0,J =
√
J −A∗0JA0
−1E0
bzw.
c
[0]
0,J =
√
J −A0JA∗0
−1E0 bzw. d[0]0,J = A∗0
√
J −A0JA∗0
−1E0.
BEWEIS. (a) Nach Bemerkung 1.1.4 ist die zu (Aj)0j=0 geho¨rige linke bzw. rechte J–Form
P0,J bzw. Q0,J gegeben durch
P0,J = J −A0JA∗0 bzw. Q0,J = J −A∗0JA0.
Aufgrund der Wahl von (Aj)0j=0 ist nach Teil (b) von Satz 1.1.1 die Matrix P0,J bzw. Q0,J
positiv hermitesch. Damit gilt J − A∗0JA0 ∈ Cm×m> bzw. J − A0JA∗0 ∈ Cm×m> , woraus sich
auch unmittelbar die Beziehung det
√
J −A∗0JA0 6= 0 bzw. det
√
J −A0JA∗0 6= 0 ergibt.
(b) Aufgrund der Teile (a1) bzw. (b1) von Satz 3.1.1 geho¨ren a0,J und b0,J bzw. c0,J und d0,J
zur Menge (PC,0)m×m. Hieraus folgt dann
a0,J = [a0,J(0)]E0 und b0,J = [b0,J(0)]E0 bzw. c0,J = [c0,J(0)]E0 und d0,J = [d0,J(0)]E0.
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Es bezeichne L1,J bzw. R1,J das zu (Aj)0j=0 und J geho¨rige linke bzw. rechte Schurkomple-
ment. Mittels Teil (a2) bzw. (b2) von Satz 3.1.1 ergibt sich dann
a0,J = A0
√
R1,J
−1E0 und b0,J =
√
R1,J
−1E0
bzw.
c0,J =
√
L1,J
−1E0 und d0,J =
√
L1,J
−1
A0E0.
Die Behauptung folgt hieraus nun unmittelbar aus der nach Teil (a) von Definition 1.1.3
gu¨ltigen Beziehungen R1,J = J −A∗0JA0 und L1,J = J −A0JA∗0.
(c) Wegen (b) und
(
√
J −A0JA∗0
−1
)∗ =
√
J −A0JA∗0
−1
sowie (
√
J −A∗0JA0
−1
)∗ =
√
J −A∗0JA0
−1
ergibt sich
a
[0]
0,J = [A0
√
J −A∗0JA0
−1E0][0] = (A0
√
J −A∗0JA0
−1
)∗E0 =
√
J −A∗0JA0
−1
A∗0E0
bzw. analog die behaupteten Darstellungen von b[0]0,J bzw. c
[0]
0,J bz. d
[0]
0,J .
Im Folgenden wollen wir nun rekursive Darstellungen fu¨r die zu einer strengen J–Potapovfolge
geho¨rigen Matrixpolynome des Arov-Krein-Quadrupels herleiten. Um dieses Ziel zu erreichen,
werden wir zuna¨chst einen Zusammenhang zwischen diesen Matrixpolynomen und dem zu
der strengen J–Potapovfolge geho¨rigen kanonischen rekursiv konstruierten Quadrupel von
Matrixpolynomen herleiten und danach die Ergebnisse aus Abschnitt 2.4 anwenden.
Wir beginnen zuna¨chst mit folgender Vorbetrachtung.
Lemma 3.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es sei (V˜j)nj=0 bzw. (W˜j)
n
j=0 die kanonische mit (Aj)
n
j=0 und J
rechtsseitig bzw. linksseitig vertra¨gliche Folge. Weiterhin bezeichne Qn,J bzw. Pn,J die zu
(Aj)nj=0 geho¨rige rechte bzw. linke J–Form sowie Rn+1,J bzw. Ln+1,J das zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke Schurkomplement und man beachte im Folgenden die sich aus Teil
(b) von Satz 1.1.1 sowie Teil (b) von Satz 1.1.5 ergebende Regularita¨t dieser Matrizen. Dann
gilt
Q−1n,J [en,m(0)]
∗ =
 V˜0...
V˜n
 ·R−1n+1,J bzw. [En,m(0)]∗P−1n,J = L−1n+1,J · (W˜n, . . . , W˜0).
BEWEIS. Sei zuna¨chst n = 0. Aufgrund der Definition von en,m bzw. En,m ist [e0,m(0)]∗ = Im
bzw. [E0,m(0)]∗ = Im. Mittels Bemerkung 1.1.4 und Teil (a) von Definition 1.1.3 erhalten wir
Q0,J = J − A∗0JA0 = R1,J bzw. P0,J = J − A0JA∗0 = L1,J . Weiterhin gilt nach Definition
2.2.1 zudem V˜0 = Im bzw. W˜0 = Im und so ergibt sich dann
Q−10,J [e0,m(0)]
∗ = Q−10,J = R
−1
1,J = ImR
−1
1,J = V˜0R
−1
1,J
bzw.
[E0,m(0)]∗P−10,J = P−10,J = L−11,J = L−11,JIm = L−11,JW˜0.
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Damit ist die Behauptung fu¨r n = 0 gezeigt.
Sei nun n ∈ N. Es bezeichne Q−1n,J = (Gj,k)nj,k=0 bzw. P−1n,J = (Fj,k)nj,k=0 die Blockzerlegung
von Q−1n,J bzw. P
−1
n,J in m×m–Blo¨cke. Weiterhin bezeichne Qn−1,J bzw. Pn−1,J die zu (Aj)nj=0
geho¨rige rechte bzw. linke J–Form sowie Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix.
Es sei J[n−1] := diagn(J) sowie yn := (A∗1, . . . , A∗n)∗ bzw. zn := (An, . . . , A1). Wegen der
Definition von en,m bzw. En,m, Teil (a2) bzw. (b2) von Lemma 3.1.1 und Teil (a) von Bemer-
kung 2.2.3 gilt bei zusa¨tzlicher Beru¨cksichtigung von V˜0 = Im bzw. W˜0 = Im (vgl. Definition
2.2.1) dann
Q−1n,J [en,m(0)]
∗ =
 G0,0...
Gn,0
 = ( R−1n+1,J
Q−1n−1,JS
∗
n−1J[n−1]ynR
−1
n+1,J
)
=
(
Im
Q−1n−1,JS
∗
n−1J[n−1]yn
)
R−1n+1,J =

Im
V˜1
...
V˜n
 ·R−1n+1,J =
 V˜0...
V˜n
 ·R−1n+1,J
bzw. analog
[En,m(0)]∗P−1n,J = (Fn,0, . . . , Fn,n−1, Fn,n) = L−1n+1,J(W˜n, . . . , W˜0).
Mit Hilfe von Lemma 3.1.2 ergibt sich nun folgendes Resultat.
Satz 3.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige
Arov–Krein–Quadrupel von Matrixpolynomen sowie [ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] das zu (Aj)nj=0 und
J geho¨rige kanonische rekursiv konstruierte Quadrupel von Matrixpolynomen. Dann gelten
folgende Aussagen:
(a) Es bezeichne Rn+1,J das zu (Aj)nj=0 und J geho¨rige rechte Schurkomplement. Dann ist
Rn+1,J ∈ Cm×m> und es gilt
bn,J = ρ˜n,J
√
Rn+1,J
−1
bzw. an,J = pin,J
√
Rn+1,J
−1
.
(b) Es bezeichne Ln+1,J das zu (Aj)nj=0 und J geho¨rige linke Schurkomplement. Dann ist
Ln+1,J ∈ Cm×m> und es gilt
cn,J =
√
Ln+1,J
−1
τ˜n,J bzw. dn,J =
√
Ln+1,J
−1
σ˜n,J .
BEWEIS. (a) Da (Aj)nj=0 eine strenge J–Potapovfolge ist, liefert Teil (b) von Satz 1.1.5 die
Beziehung Rn+1,J ∈ Cm×m> . Weiterhin liefert Teil (b) von Satz 1.1.1 die Regularita¨t von der
zu (Aj)nj=0 geho¨rigen rechten J–Form Qn,J . Es sei (V˜j)
n
j=0 die kanonische mit (Aj)
n
j=0 und
J rechtsseitig vertra¨gliche Folge und es bezeichne (V˜j,r)nj=0 die zu (Aj)
n
j=0, (V˜j)
n
j=0 und J
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rechtsseitig assoziierte Folge. Nach Bemerkung 2.4.3 ist [ρ˜n,J , pin,J ] das mit (Aj)nj=0, (V˜j)
n
j=0
und J rechtsseitig assoziierte Paar von Matrixpolynomen, d.h. es gilt
ρ˜n,J = en,m
 V˜0...
V˜n
 sowie pin,J = en,m
 V˜0,r...
V˜n,r
 .
Aus Teil (a4) von Satz 3.1.1 und Lemma 3.1.2 ergibt sich hiermit nun
bn,J = en,mQ−1n,J [en,m(0)]
∗√Rn+1,J = en,m
 V˜0...
V˜n
R−1n+1,J√Rn+1,J = ρ˜n,J√Rn+1,J−1
bzw. bei zusa¨tzlicher Beru¨cksichtigung von Teil (a1) von Bemerkung 2.2.5 zudem
an,J = en,mSnQ−1n,J [en,m(0)]
∗√Rn+1,J = en,mSn
 V˜0...
V˜n
R−1n+1,J√Rn+1,J
= en,m
 V˜0,r...
V˜n,r
√Rn+1,J−1 = pin,J√Rn+1,J−1,
wobei Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix bezeichne.
(b) Die Behauptung von (b) ergibt sich analog zu (a).
Es ergibt sich nun folgende rekursive Darstellung fu¨r die zu einer strengen J–Potapovfolge
geho¨rigen Matrixpolynome des Arov–Krein–Quadrupels.
Satz 3.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)n+1j=0
eine strenge J–Potapovfolge. Es sei Kn+1,J der zu (Aj)n+1j=0 und J geho¨rige Schurparameter
und fu¨r s ∈ {n, n+1} bezeichne Rs+1,J bzw. Ls+1,J das zu (Aj)sj=0 und J geho¨rige rechte bzw.
linke Schurkomplement. Unter Beachtung der Tatsache, dass auch (Aj)nj=0 nach Bemerkung
1.1.6 eine strenge J–Potapovfolge ist, bezeichne [as,J , bs,J , cs,J , ds,J ] fu¨r s ∈ {n, n+ 1} das zu
(Aj)sj=0 und J geho¨rige Arov–Krein-Quadrupel. Dann gelten folgende Aussagen:
(a) Es gelten
an+1,J = (an,J + E1Jc[n]n,JKn+1,J)
√
Rn+1,J
√
Rn+2,J
−1
,
bn+1,J = (bn,J + E1Jd[n]n,JKn+1,J)
√
Rn+1,J
√
Rn+2,J
−1
,
cn+1,J =
√
Ln+2,J
−1√
Ln+1,J(cn,J + E1Kn+1,Ja[n]n,JJ)
sowie
dn+1,J =
√
Ln+2,J
−1√
Ln+1,J(dn,J + E1Kn+1,Jb[n]n,JJ).
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(b) Die (n+ 1)–Reziproken von an+1,J , bn+1,J , cn+1,J sowie dn+1,J sind gegeben durch
a
[n+1]
n+1,J =
√
Rn+2,J
−1√
Rn+1,J(E1a[n]n,J +K∗n+1,Jcn,JJ),
b
[n+1]
n+1,J =
√
Rn+2,J
−1√
Rn+1,J(E1b[n]n,J +K∗n+1,Jdn,JJ),
c
[n+1]
n+1,J = (E1c[n]n,J + Jan,JK∗n+1,J)
√
Ln+1,J
√
Ln+2,J
−1
sowie
d
[n+1]
n+1,J = (E1d[n]n,J + Jbn,JK∗n+1,J)
√
Ln+1,J
√
Ln+2,J
−1
.
BEWEIS. (a) Sei s ∈ {n, n + 1} und es bezeichne [ρ˜s,J , pis,J , τ˜s,J , σ˜s,J ] das zu (Aj)sj=0 und
J geho¨rige kanonische rekursiv konstruierte Quadrupel von Matrixpolynomen. Nach Teil (a)
sowie (b) von Satz 3.1.2 gilt dann
as,J = pis,J
√
Rs+1,J
−1
bzw. bs,J = ρ˜s,J
√
Rs+1,J
−1
(3.1.3)
sowie
cs,J =
√
Ls+1,J
−1
τ˜s,J bzw. ds,J =
√
Ls+1,J
−1
σ˜s,J . (3.1.4)
Hieraus folgen aufgrund der Eigenschaften des s–Reziproken (vgl. Teil (c) von Bemerkung
A.4.14) bei zusa¨tzlicher Beachtung der Hermitezita¨t von Rs+1,J bzw. Ls+1,J die Beziehungen
a
[s]
s,J =
√
Rs+1,J
−∗
pi
[s]
s,J =
√
Rs+1,J
−1
pi
[s]
s,J bzw. b
[s]
s,J =
√
Rs+1,J
−∗
ρ˜
[s]
s,J =
√
Rs+1,J
−1
ρ˜
[s]
s,J
(3.1.5)
sowie analog
c
[s]
s,J = τ˜
[s]
s,J
√
Ls+1,J
−1
bzw. d[s]s,J = σ˜
[s]
s,J
√
Ls+1,J
−1
. (3.1.6)
Nach Teil (a) sowie (b) von Satz 2.4.3 gilt
ρ˜n+1,J = ρ˜n,J + E1Jσ˜[n]n,JL−1n+1,J(An+1 −Mn+1,J) (3.1.7)
bzw.
pin+1,J = pin,J + E1Jτ˜ [n]n,JL−1n+1,J(An+1 −Mn+1,J) (3.1.8)
sowie
τ˜n+1,J = τ˜n,J + E1(An+1 −Mn+1,J)R−1n+1,Jpi[n]n,JJ (3.1.9)
bzw.
σ˜n+1,J = σ˜n,J + E1(An+1 −Mn+1,J)R−1n+1,J ρ˜[n]n,JJ. (3.1.10)
Aufgrund der Definition des zu (Aj)n+1j=0 und J geho¨rigen Schurparameters (vgl. Definition
1.2.3) ergibt sich
(An+1 −Mn+1,J)R−1n+1,J
√
Rn+1,J = (An+1 −Mn+1,J)
√
Rn+1,J
−1√
Rn+1,J
−1√
Rn+1,J
=
√
Ln+1,J
√
Ln+1,J
−1
(An+1 −Mn+1,J)
√
Rn+1,J
−1
=
√
Ln+1,JKn+1,J (3.1.11)
sowie analog √
Ln+1,JL
−1
n+1,J(An+1 −Mn+1,J) = Kn+1,J
√
Rn+1,J . (3.1.12)
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Unter Verwendung von (3.1.3) fu¨r s = n + 1, (3.1.8), (3.1.12), (3.1.3) fu¨r s = n und (3.1.6)
fu¨r s = n folgt nun
an+1,J = pin+1,J
√
Rn+2,J
−1
= (pin,J + E1Jτ˜ [n]n,JL−1n+1,J(An+1 −Mn+1,J))
√
Rn+2,J
−1
= (pin,J + E1Jτ˜ [n]n,J
√
Ln+1,J
−1√
Ln+1,JL
−1
n+1,J(An+1 −Mn+1,J))
√
Rn+2,J
−1
= (pin,J + E1Jτ˜ [n]n,J
√
Ln+1,J
−1Kn+1,J
√
Rn+1,J)
√
Rn+2,J
−1
= (pin,J
√
Rn+1,J
−1
+ E1Jτ˜ [n]n,J
√
Ln+1,J
−1Kn+1,J)
√
Rn+1,J
√
Rn+2,J
−1
= (an,J + E1Jc[n]n,JKn+1,J)
√
Rn+1,J
√
Rn+2,J
−1
bzw. aus (3.1.3) fu¨r s = n+ 1, (3.1.7), (3.1.12), (3.1.3) fu¨r s = n und (3.1.6) fu¨r s = n analog
bn+1,J = (bn,J + E1Jd[n]n,JKn+1,J)
√
Rn+1,J
√
Rn+2,J
−1
.
Weiterhin ergibt sich aus (3.1.4) fu¨r s = n+ 1, (3.1.9), (3.1.11), (3.1.4) fu¨r s = n und (3.1.5)
fu¨r s = n zudem
cn+1,J =
√
Ln+2,J
−1
τ˜n+1,J =
√
Ln+2,J
−1
(τ˜n,J + E1(An+1 −Mn+1,J)R−1n+1,Jpi[n]n,JJ)
=
√
Ln+2,J
−1
(τ˜n,J + E1(An+1 −Mn+1,J)R−1n+1,J
√
Rn+1,J
√
Rn+1,J
−1
pi
[n]
n,JJ)
=
√
Ln+2,J
−1
(τ˜n,J + E1
√
Ln+1,JKn+1,J
√
Rn+1,J
−1
pi
[n]
n,JJ)
=
√
Ln+2,J
−1√
Ln+1,J(
√
Ln+1,J
−1
τ˜n,J + E1Kn+1,J
√
Rn+1,J
−1
pi
[n]
n,JJ)
=
√
Ln+2,J
−1√
Ln+1,J(cn,J + E1Kn+1,Ja[n]n,JJ)
bzw. aus (3.1.4) fu¨r s = n+1, (3.1.10), (3.1.11), (3.1.4) fu¨r s = n und (3.1.5) fu¨r s = n analog
dn+1,J =
√
Ln+2,J
−1√
Ln+1,J(dn,J + E1Kn+1,Jb[n]n,JJ).
(b) Die Behauptung von (b) ergibt sich aus (a), den Eigenschaften des n– bzw. (n + 1)–
Reziproken (vgl. Bemerkung A.4.14 und Bemerkung A.4.15) und bei zusa¨tzlicher Beachtung
von J∗ = J .
3.2 U¨ber die zu einer endlichen strengen J–Potapovfolge geho¨rigen Arov-
Krein-Matrixpolynome
Im Zusammenhang mit der Behandlung der mit einer strengen J–Potapovfolge assoziierten
Matrixversion des klassischen Potapovschenschen Interpolationsproblems erfolgte fu¨r den Spe-
zialfall einer Schurfolge in der Arbeit [21] unter Verwendung des zur Folge (Aj)nj=0 geho¨rigen
Arov-Krein-Quadrupels von Matrixpolynomen die Konstruktion zweier dualer Matrixpoly-
nome, welche eine zentrale Rolle in dem von D.Z.Arov und M.G.Krein entwickelten Zugang
spielen. Der vorliegende Abschnitt ist der Verallgemeinerung fu¨r den J-Potapovfall und einer
ersten Diskussion dieses Paares von Matrixpolynomen gewidmet.
Wir beginnen nun mit den konkreten Detailu¨berlegungen und stellen zuna¨chst die zentralen
Objekte dieses Abschnitts bereit.
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Definition 3.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)
n
j=0 und J
geho¨rige Arov-Krein-Quadrupel von Matrixpolynomen und es sei
Γn,J :=
(
E1Jc[n]n,J an,J
E1Jd[n]n,J bn,J
)
bzw. ∆n,J :=
(
E1b[n]n,JJ E1a[n]n,JJ
dn,J cn,J
)
.
Dann heißt Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-
Krein-Matrixpolynom.
Es folgt nun eine erste Beobachtung u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung 3.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)
n
j=0 und
J geho¨rige rechte bzw. linke Schurkomplement und man beachte im Folgenden die aufgrund
der Wahl von (Aj)nj=0 nach Teil (b) von Satz 1.1.4 geltende Beziehung Rn+1,J ∈ Cm×m> bzw.
Ln+1,J ∈ Cm×m> . Dann ist das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov–Krein–
Matrixpolynom Γn,J bzw. ∆n,J ein Matrixpolynom aus (P ′C,n+1)2m×2m mit Leitkoeffizient(
J
√
Ln+1,J
−1 0m×m
JA∗0
√
Ln+1,J
−1 0m×m
)
bzw.
( √
Rn+1,J
−1
J
√
Rn+1,J
−1
A∗0J
0m×m 0m×m
)
und es gilt
Γn,J(0) =
(
0m×m A0
√
Rn+1,J
−1
0m×m
√
Rn+1,J
−1
)
bzw. ∆n,J(0) =
(
0m×m 0m×m√
Ln+1,J
−1
A0
√
Ln+1,J
−1
)
.
BEWEIS. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige Arov-Krein-
Quadrupel von Matrixpolynomen. Nach Teil (a1) bzw. (b1) von Satz 3.1.1 geho¨ren die Ma-
trixpolynome dieses Quadrupel alle zu (PC,n)m×m, womit auch deren n–Reziproken zu dieser
Menge geho¨ren. Beru¨cksichtigen wir nun noch die fu¨r alle P ∈ (PC,n)m×m nach Teil (b) von
Bemerkung A.4.15 folgende Beziehung E1P ∈ (PC,n+1)m×m, so ergibt sich aus Definition 3.2.1
dann unmittelbar
Γn,J ∈ (PC,n+1)2m×2m bzw. ∆n,J ∈ (PC,n+1)2m×2m.
Nach Teil (a3) bzw. (b3) von Satz 3.1.1 ist b[n]n,J bzw. c
[n]
n,J zudem ein Matrixpolynom aus
(P ′C,n)m×m mit Leitkoeffizient
√
Rn+1,J
−1 bzw.
√
Ln+1,J
−1. Hieraus folgt dann, dass E1b[n]n,JJ
bzw. E1Jc[n]n,J ein Matrixpolynom aus (P ′C,n+1)m×m mit Leitkoeffizient
√
Rn+1,J
−1
J bzw.
J
√
Ln+1,J
−1 ist.
Bezeichnet (gj)nj=0 bzw. (hj)
n
j=0 die zu a
[n]
n,J bzw. d
[n]
n,J geho¨rige Folge, so ergibt sich mittels
Teil (a2) bzw. (b2) von Satz 3.1.1 bei zusa¨tzlicher Beru¨cksichtigung der Hermitezita¨t von
Rn+1,J bzw. Ln+1,J und von J dann
gn = [an,J(0)]∗ =
(
A0
√
Rn+1,J
−1)∗
=
√
Rn+1,J
−∗
A∗0 =
√
Rn+1,J
−1
A∗0
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bzw.
hn = [dn,J(0)]∗ =
(√
Ln+1,J
−1
A0
)∗
= A∗0
√
Ln+1,J
−∗
= A∗0
√
Ln+1,J
−1
.
Damit erfu¨llt nun die zu E1a[n]n,JJ bzw. E1Jd[n]n,J geho¨rige Folge (g˜j)n+1j=0 bzw. (h˜j)n+1j=0 die Be-
ziehung
g˜n+1 = gnJ =
√
Rn+1,J
−1
A∗0J bzw. h˜n+1 = Jhn = JA
∗
0
√
Ln+1,J
−1
.
Insgesamt ergibt sich aufgrund von Definition 3.2.1 nun die Zugeho¨rigkeit von Γn,J bzw. ∆n,J
zu (P ′C,n+1)2m×2m und der Leitkoeffizient von Γn,J bzw. ∆n,J ist gegeben durch(
J
√
Ln+1,J
−1 0m×m
JA∗0
√
Ln+1,J
−1 0m×m
)
bzw.
( √
Rn+1,J
−1
J
√
Rn+1,J
−1
A∗0J
0m×m 0m×m
)
.
Weiterhin ergibt sich aus Teil (a2) bzw. (b2) von Satz 3.1.1 zudem
Γn,J(0) =
(
0m×m an,J(0)
0m×m bn,J(0)
)
=
(
0m×m A0
√
Rn+1,J
−1
0m×m
√
Rn+1,J
−1
)
bzw
∆n,J(0) =
(
0m×m 0m×m
dn,J(0) cn,J(0)
)
=
(
0m×m 0m×m√
Ln+1,J
−1
A0
√
Ln+1,J
−1
)
.
Im Folgenden wollen wir den Zusammenhang zwischen den Arov–Krein–Matrixpolynomen
vom J–Potapovtyp und den Signaturmatrizen jmm := diag(Im,−Im) und J := diag(J,−J)
genauer untersuchen. Dafu¨r betrachten wir zuna¨chst den Fall n = 0 etwas genauer.
Bemerkung 3.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
strenge J–Potapovfolge. Es bezeichne R1,J bzw. L1,J das zu (Aj)0j=0 und J geho¨rige rechte bzw.
linke Schurkomplement und man beachte im Folgenden die aufgrund der Wahl von (Aj)0j=0
nach Teil (b) von Satz 1.1.4 geltende Beziehung R1,J ∈ Cm×m> bzw. L1,J ∈ Cm×m> . Weiterhin
sei Γ0,J bzw. ∆0,J das zu (Aj)0j=0 und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom
sowie
HA0,J :=
(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)
bzw. HA∗0,J :=
( √
R1,J
−1
J
√
R1,J
−1
A∗0J√
L1,J
−1
A0
√
L1,J
−1
)
.
Es sei jmm := diag(Im,−Im) und J := diag(J,−J). Dann gelten folgende Aussagen:
(a) Es ist Γ0,J = HA0,J [diag(E1Im, Im)] bzw. ∆0,J = [diag(E1Im, Im)]HA∗0,J .
(b) Es ist HA0,J bzw. HA∗0,J eine jmm–J
–unita¨re bzw. J–jmm–unita¨re Matrix und es gilt
detHA0,J = detHA∗0,J = 1.
(c) Es gilt det Γ0,J = Em bzw. det ∆0,J = Em.
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(d) Fu¨r u ∈ C gilt
jmm − [Γ0,J(u)]∗JΓ0,J(u) = diag[(1− |u|2)Im, 0m×m]
bzw.
jmm − [∆0,J(u)]J[∆0,J(u)]∗ = diag[(1− |u|2)Im, 0m×m].
(e) Sei w ∈ D. Dann ist Γ0,J(w) bzw. ∆0,J(w) eine jmm–J–kontraktive bzw. J–jmm–
kontraktive Matrix.
(f) Sei w ∈ T. Dann ist Γ0,J(w) bzw. ∆0,J(w) eine jmm–J–unita¨re bzw. J–jmm–unita¨re
Matrix.
(g) Sei w ∈ C \ (D ∪ T). Dann ist Γ0,J(w) bzw. ∆0,J(w) eine jmm–J–expansive bzw. J–
jmm–expansive Matrix.
(h) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
∆0,JUm,mΓ0,J = E1Um,m sowie Γ0,JUm,m∆0,J = E1Um,m.
BEWEIS. (a) Unter Beachtung der nach Teil (a) von Definition 1.1.3 geltenden Beziehungen
R1,J = J − A∗0JA0 bzw. L1,J = J − A0JA∗0 ergibt sich aus Definition 3.2.1 sowie aus den
Teilen (b) und (c) von Bemerkung 3.1.2 dann
Γ0,J =
(
E1Jc[0]0,J a0,J
E1Jd[n]0,J b0,J
)
=
(
E1J
√
L1,J
−1
A0
√
R1,J
−1
E1JA∗0
√
L1,J
−1 √
R1,J
−1
)
=
(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)
[diag(E1Im, Im)] = HA0,J [diag(E1Im, Im)]
bzw. analog
∆0,J = [diag(E1Im, Im)]HA∗0,J .
(b) Aus der Definition von R1,J bzw. L1,J ergibt sich weiterhin√
R1,J
−1
(J −A∗0JA0)
√
R1,J
−1
=
√
R1,J
−1
R1,J
√
R1,J
−1
=
√
R1,J
−1√
R1,J
√
R1,J
√
R1,J
−1
= Im (3.2.1)
sowie analog
√
L1,J
−1
(J −A0JA∗0)
√
L1,J
−1
=
√
L1,J
−1
L1,J
√
L1,J
−1
= Im. (3.2.2)
Damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von J∗ = J und J2 = Im sowie bei
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Beachtung der Hermetizita¨t von R1,J bzw. L1,J nun
H∗A0,JJ
HA0,J
=
(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)∗(
J 0m×m
0m×m −J
)(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)
=
( √
L1,J
−1
J
√
L1,J
−1
A0J√
R1,J
−1
A∗0
√
R1,J
−1
)( √
L1,J
−1
JA0
√
R1,J
−1
−A∗0
√
L1,J
−1 −J√R1,J−1
)
=
( √
L1,J
−1(J −A0JA∗0)
√
L1,J
−1 0m×m
0m×m −
√
R1,J
−1(J −A∗0JA0)
√
R1,J
−1
)
=
(
Im 0m×m
0m×m −Im
)
= jmm (3.2.3)
bzw. analog
(H∗A∗0,J)
∗JH∗A∗0,J = HA∗0,JJ
H∗A∗0,J = jmm. (3.2.4)
Somit ist HA0,J bzw. H
∗
A∗0,J
eine jmm–J–unita¨re Matrix. Hieraus folgt nun insbesondere
mittels Teil (b) von Satz A.6.3, dass HA∗0,J eine J
–jmm–unita¨re Matrix ist.
Aus der jmm–J–Unitarita¨t von HA0,J bzw. der J
–jmm–Unitarita¨t von HA∗0,J folgt mittels
Bemerkung A.6.8 zudem
|detHA0,J | = |detHA∗0,J | = 1. (3.2.5)
Da
√
R1,J
−1 bzw.
√
L1,J
−1 eine regula¨re Matrix ist, ergibt sich mittels Teil (b2) von Satz
A.2.1 dann
detHA0,J = det
√
R1,J
−1 · det
(
J
√
L1,J
−1 −A0
√
R1,J
−1
(
√
R1,J
−1
)−1JA∗0
√
L1,J
−1)
= det
√
R1,J
−1 · det
(
(J −A0JA∗0)
√
L1,J
−1)
= det
√
R1,J
−1 · det
(
L1,J
√
L1,J
−1)
= det
√
R1,J
−1 · det√L1,J
bzw. analog
detHA∗0,J = det
√
L1,J
−1 · det√R1,J .
Wegen R1,J ∈ Cm×m> bzw. L1,J ∈ Cm×m> erhalten wir insbesondere
{det√R1,J , det√L1,J , det√R1,J−1, det√L1,J−1} ⊆ (0,∞)
und damit gilt dann auch detHA0,J ∈ (0,∞) bzw. detHA∗0,J ∈ (0,∞). Hieraus und aus (3.2.5)
folgt dann schließlich detHA0,J = detHA∗0,J = 1 und die Behauptung von (b) wurde bewiesen.
(c) Mittels (a) und (b) folgt
det Γ0,J = det(HA0,J [diag(E1Im, Im)]) = (detHA0,J)(det[diag(E1Im, Im)])
= det[diag(E1Im, Im)] = (E1)m = Em
bzw. analog det ∆0,J = Em.
(d) Es gilt
jmm − [diag(E1Im, Im)(u)]∗jmm[diag(E1Im, Im)(u)]
= diag(Im,−Im)− diag(uIm, Im)diag(uIm,−Im)
= diag(Im − |u|2Im, 0m×m) = diag[(1− |u|2)Im, 0m×m]
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bzw. analog
jmm − [diag(E1Im, Im)(u)]jmm[diag(E1Im, Im)(u)]∗ = diag[(1− |u|2)Im, 0m×m].
Hiermit erhalten wir aufgrund von (a) und (3.2.3) dann
jmm − [Γ0,J(u)]∗JΓ0,J(u)
= jmm − [HA0,Jdiag(E1Im, Im)(u)]∗J[HA0,Jdiag(E1Im, Im)(u)]
= jmm − [diag(E1Im, Im)(u)]∗H∗A0,JJHA0,J [diag(E1Im, Im)(u)]
= jmm − [diag(E1Im, Im)(u)]∗jmm[diag(E1Im, Im)(u)]
= diag[(1− |u|2)Im, 0m×m]
bzw. aufgrund von (a) und (3.2.4) analog
jmm − [∆0,J(u)]J[∆0,J(u)]∗ = diag[(1− |u|2)Im, 0m×m].
(e) Aufgrund von w ∈ D gilt diag[(1−|w|2)Im, 0m×m] ∈ C2m×2m≥ und so folgt mittels (d) dann
jmm − [Γ0,J(w)]∗JΓ0,J(w) ∈ C2m×2m≥ bzw. jmm − [∆0,J(w)]J[∆0,J(w)]∗ ∈ C2m×2m≥ .
Damit ist nach Teil (b) von Definition A.6.3 dann Γ0,J(w) bzw. [∆0,J(w)]∗ eine jmm–J–
kontraktive Matrix. Hieraus folgt mittels Teil (c) von Satz A.6.3 dann auch, dass ∆0,J(w)
eine J–jmm–kontraktive Matrix ist.
(f) Wegen w ∈ T ergibt sich diag[(1−|w|2)Im, 0m×m] = 02m×2m und so folgt mittels (d) dann
jmm = [Γ0,J(w)]∗JΓ0,J(w) bzw. jmm = [∆0,J(w)]J[∆0,J(w)]∗.
Damit ist nach Teil (a) von Definition A.6.3 dann Γ0,J(w) bzw. [∆0,J(w)]∗ eine jmm–J–
unita¨re Matrix. Hieraus folgt mittels Teil (b) von Satz A.6.3 dann auch, dass ∆0,J(w) eine
J–jmm–unita¨re Matrix ist.
(g) Wegen w ∈ C \ (D∪T) gilt −diag[(1− |w|2)Im, 0m×m] ∈ C2m×2m≥ und so folgt mittels (d)
dann
[Γ0,J(w)]∗JΓ0,J(w)− jmm ∈ C2m×2m≥ bzw. [∆0,J(w)]J[∆0,J(w)]∗ − jmm ∈ C2m×2m≥ .
Damit ist nach Teil (c) von Definition A.6.3 dann Γ0,J(w) bzw. [∆0,J(w)]∗ eine jmm–J–
expansive Matrix. Hieraus folgt mittels Teil (d) von Satz A.6.3 dann auch, dass ∆0,J(w) eine
J–jmm–expansive Matrix ist.
(h) Wegen (3.2.1) und (3.2.2) gilt
HA∗0,JUm,mHA0,J
=
( √
R1,J
−1
J
√
R1,J
−1
A∗0J√
L1,J
−1
A0
√
L1,J
−1
)(
0m×m Im
− Im 0m×m
)(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)
=
(
−√R1,J−1A∗0J √R1,J−1J
−√L1,J−1 √L1,J−1A0
)(
J
√
L1,J
−1
A0
√
R1,J
−1
JA∗0
√
L1,J
−1 √
R1,J
−1
)
=
(
0m×m
√
R1,J
−1(J −A∗0JA0)
√
R1,J
−1
−√L1,J−1(J −A0JA∗0)√L1,J−1 0m×m
)
=
(
0m×m Im
− Im 0m×m
)
= Um,m. (3.2.6)
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Damit erhalten wir aufgrund von (a) dann
∆0,JUm,mΓ0,J = [diag(E1Im, Im)]HA∗0,JUm,mHA0,J [diag(E1Im, Im)]
= [diag(E1Im, Im)]Um,m[diag(E1Im, Im)]
= [diag(E1Im, Im)]
(
0m×m Im
− Im 0m×m
)
[diag(E1Im, Im)]
=
(
0m×m E1Im
− Im 0m×m
)
[diag(E1Im, Im)] =
(
0m×m E1Im
− E1Im 0m×m
)
= E1Um,m. (3.2.7)
Wir wollen nun zeigen, dass auch Γ0,JUm,m∆0,J = E1Um,m erfu¨llt ist. Fu¨r w = 0 ergibt sich
aufgrund von Bemerkung 3.2.1 dann
[Γ0,J(0)]Um,m[∆0,J(0)]
=
(
0m×m A0
√
Rn+1,J
−1
0m×m
√
Rn+1,J
−1
)(
0m×m Im
− Im 0m×m
)(
0m×m 0m×m√
Ln+1,J
−1
A0
√
Ln+1,J
−1
)
= 02m×2m = E1(0)Um,m
und fu¨r w ∈ C\{0} erhalten wir die Beziehung [Γ0,J(w)]Um,m[∆0,J(w)] = wUm,m unmittelbar
aus (3.2.7) und Teil (a) von Satz A.7.1.
Um analoge Aussagen zu Bemerkung 3.2.2 auch fu¨r den Fall n ∈ N herzuleiten, werden
wir induktiv vorgehen. Dafu¨r beno¨tigen wir folgende rekursive Darstellung der Arov–Krein–
Matrixpolynome.
Satz 3.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Es sei
G˜n,J :=
(
Im Kn,J
K∗n,J Im
)
diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)
bzw.
H˜n,J := diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)
(
Im K∗n,J
Kn,J Im
)
,
wobei Kn,J den zu (Aj)nj=0 und J geho¨rigen Schurparameter sowie Rs+1,J bzw. Ls+1,J fu¨r
s ∈ {n − 1, n} das zu (Aj)sj=0 und J geho¨rige rechte bzw. linke Schurkomplement bezeichne,
welches nach Teil (b) von Satz 1.1.5 insbesondere zu Cm×m> geho¨rt. Weiterhin sei
G˜n,J := G˜n,J [diag(E1Im, Im)] bzw. H˜n,J := [diag(E1Im, Im)]H˜n,J
und unter Beachtung der Tatsache, dass mit (Aj)nj=0 nach Bemerkung 1.1.6 auch (Aj)
n−1
j=0
eine strenge J–Potapovfolge ist, bezeichne fu¨r s ∈ {n − 1, n} zudem Γs,J bzw. ∆s,J das zu
(Aj)sj=0 und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom. Dann gilt
Γn,J = Γn−1,J G˜n,J bzw. ∆n,J = H˜n,J∆n−1,J .
87
BEWEIS. Fu¨r s ∈ {n − 1, n} bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)sj=0 und J geho¨rige
Arov-Krein-Quadrupel von Matrixpolynomen. Es gilt
G˜n,J =
(
Im Kn,J
K∗n,J Im
)
diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)[diag(E1Im, Im)]
=
(
Im Kn,J
K∗n,J Im
)
diag(E1
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)
=
(
E1
√
Ln,J
√
Ln+1,J
−1 Kn,J
√
Rn,J
√
Rn+1,J
−1
E1K∗n,J
√
Ln,J
√
Ln+1,J
−1 √
Rn,J
√
Rn+1,J
−1
)
(3.2.8)
und damit folgt bei zusa¨tzlicher Beru¨cksichtigung von J2 = Im aus Teil (a) sowie (b) von
Satz 3.1.3 die Beziehung
Γn−1,J G˜n,J
=
(
E1Jc[n−1]n−1,J an−1,J
E1Jd[n−1]n−1,J bn−1,J
)(
E1
√
Ln,J
√
Ln+1,J
−1 Kn,J
√
Rn,J
√
Rn+1,J
−1
E1K∗n,J
√
Ln,J
√
Ln+1,J
−1 √
Rn,J
√
Rn+1,J
−1
)
=
 E1J (E1c[n−1]n−1,J + Jan−1,JK∗n,J)√Ln,J√Ln+1,J−1
E1J
(
E1d[n−1]n−1,J + Jbn−1,JK∗n,J
)√
Ln,J
√
Ln+1,J
−1(
E1Jc[n−1]n−1,JKn,J + an−1,J
)√
Rn,J
√
Rn+1,J
−1(
E1Jd[n−1]n−1,JKn,J + bn−1,J
)√
Rn,J
√
Rn+1,J
−1

=
(
E1Jc[n]n,J an,J
E1Jd[n]n,J bn,J
)
= Γn,J .
Analog la¨sst sich auch ∆n,J = H˜n,J∆n−1,J zeigen.
Da wir die in Satz 3.2.1 eingefu¨hrten Gro¨ßen etwas genauer untersuchen mo¨chten, formulieren
wir nun folgende Begriffsbildung.
Definition 3.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge.
(a) Es bezeichne G˜n,J bzw. H˜n,J die in Satz 3.2.1 eingefu¨hrte Matrix. Dann heißt G˜n,J bzw.
H˜n,J die zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Matrix.
(b) Es bezeichne G˜n,J bzw. H˜n,J das in Satz 3.2.1 eingefu¨hrte Matrixpolynom. Dann heißt
G˜n,J bzw. H˜n,J der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-
Linearfaktor.
Es folgen nun wichtige Eigenschaften u¨ber die soeben eingefu¨hrten Gro¨ßen.
Bemerkung 3.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Kn,J den zu (Aj)nj=0 und J geho¨rigen
Schurparameter sowie Rs+1,J bzw. Ls+1,J fu¨r s ∈ {n − 1, n} das zu (Aj)sj=0 und J geho¨rige
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rechte bzw. linke Schurkomplement, welches nach Teil (b) von Satz 1.1.5 insbesondere zu
Cm×m> geho¨rt. Dann ist der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-
Linearfaktor G˜n,J bzw. H˜n,J ein Matrixpolynom aus (P ′C,1)2m×2m mit Leitkoeffizient( √
Ln,J
√
Ln+1,J
−1 0m×m
K∗n,J
√
Ln,J
√
Ln+1,J
−1 0m×m
)
bzw.
( √
Rn+1,J
−1√
Rn,J
√
Rn+1,J
−1√
Rn,JK∗n,J
0m×m 0m×m
)
und es gilt
G˜n,J(0) =
(
0m×m Kn,J
√
Rn,J
√
Rn+1,J
−1
0m×m
√
Rn,J
√
Rn+1,J
−1
)
bzw.
H˜n,J(0) =
(
0m×m 0m×m√
Ln+1,J
−1√
Ln,JKn,J
√
Ln+1,J
−1√
Ln,J
)
.
BEWEIS. Wie im Beweis von Satz 3.2.1 gezeigt (vgl. (3.2.8)), gilt
G˜n,J =
(
E1
√
Ln,J
√
Ln+1,J
−1 Kn,J
√
Rn,J
√
Rn+1,J
−1
E1K∗n,J
√
Ln,J
√
Ln+1,J
−1 √
Rn,J
√
Rn+1,J
−1
)
und analog la¨sst sich auch die Beziehung
H˜n,J =
(
E1
√
Rn+1,J
−1√
Rn,J E1
√
Rn+1,J
−1√
Rn,JK∗n,J√
Ln+1,J
−1√
Ln,JKn,J
√
Ln+1,J
−1√
Ln,J
)
herleiten. Hieraus folgt dann unmittelbar die Behauptung.
Satz 3.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei jmm := diag(Im,−Im). Dann gilt:
(a) Es bezeichne G˜n,J bzw. H˜n,J die zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Matrix.
Dann gelten folgende Aussagen:
(a1) Es ist G˜n,J bzw. H˜n,J eine jmm–unita¨re Matrix.
(a2) Es gilt det G˜n,J = det H˜n,J = 1.
(a3) Der zu (Aj)nj=0 und J geho¨rige Schurparameter Kn,J erfu¨lle die Beziehung Kn,J =
0m×m. Dann gilt G˜n,J = H˜n,J = I2m.
(a4) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt H˜n,JUm,mG˜n,J = Um,m.
(b) Es bezeichne G˜n,J bzw. H˜n,J den zu (Aj)nj=0 und J geho¨rigen rechten bzw. linken Arov-
Krein-Linearfaktor. Dann gelten folgende Aussagen:
(b1) Es ist det G˜n,J = det H˜n,J = Em.
89
(b2) Sei w ∈ C. Dann gilt
jmm − [G˜n,J(w)]∗jmm[G˜n,J(w)] = diag([1− |w|2]Im, 0m×m)
bzw.
jmm − [H˜n,J(w)]jmm[H˜n,J(w)]∗ = diag([1− |w|2]Im, 0m×m).
(b3) Sei w ∈ D. Dann ist G˜n,J(w) bzw. H˜n,J(w) eine jmm–kontraktive Matrix.
(b4) Sei w ∈ T. Dann ist G˜n,J(w) bzw. H˜n,J(w) eine jmm–unita¨re Matrix.
(b5) Sei w ∈ C \ (D ∪ T). Dann ist G˜n,J(w) bzw. H˜n,J(w) eine jmm–expansive Matrix.
(b6) Der zu (Aj)nj=0 und J geho¨rige Schurparameter Kn,J erfu¨lle die Beziehung Kn,J =
0m×m. Dann gilt
G˜n,J = H˜n,J = diag(E1Im, Im).
(b7) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
H˜n,JUm,mG˜n,J = E1Um,m sowie G˜n,JUm,mH˜n,J = E1Um,m.
BEWEIS. Es bezeichne Kn,J den zu (Aj)nj=0 und J geho¨rigen Schurparameter sowie Rs+1,J
bzw. Ls+1,J fu¨r s ∈ {n − 1, n} das zu (Aj)sj=0 und J geho¨rige rechte bzw. linke Schurkom-
plement. Man beachte im Folgenden, dass nach Bemerkung 1.1.6 auch (Aj)n−1j=0 eine strenge
J–Potapovfolge ist und dass nach Teil (b) von Satz 1.1.5 die Matrix Rs+1,J bzw. Ls+1,J fu¨r
s ∈ {n− 1, n} insbesondere zu Cm×m> geho¨rt.
(a1) Es gilt
(
Im Kn,J
K∗n,J Im
)∗
jmm
(
Im Kn,J
K∗n,J Im
)
=
(
Im Kn,J
K∗n,J Im
)
[diag(Im,−Im)]
(
Im Kn,J
K∗n,J Im
)
=
(
Im −Kn,J
K∗n,J −Im
)(
Im Kn,J
K∗n,J Im
)
=
(
Im −Kn,JK∗n,J 0m×m
0m×m K∗n,JKn,J − Im
)
= diag(Im −Kn,JK∗n,J ,−(Im −K∗n,JKn,J)). (3.2.9)
Aufgrund von Teil (a) von Satz 1.2.3 ergibt sich
√
Ln+1,J
−1√
Ln,J(Im −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
−1
=
√
Ln+1,J
−1
Ln+1,J
√
Ln+1,J
−1
=
√
Ln+1,J
−1√
Ln+1,J
√
Ln+1,J
√
Ln+1,J
−1
= Im (3.2.10)
bzw. analog √
Rn+1,J
−1√
Rn,J(Im −K∗n,JKn,J)
√
Rn,J
√
Rn+1,J
−1
= Im (3.2.11)
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und so erhalten wir dann
G˜∗n,JjmmG˜n,J
=
[(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
]∗
jmm
·
[(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
]
= [diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]∗
(
Im Kn,J
K∗n,J Im
)∗
jmm
·
(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
= [diag(
√
Ln+1,J
−1√
Ln,J ,
√
Rn+1,J
−1√
Rn,J)][diag(Im −Kn,JK∗n,J − (Im −K∗n,JKn,J))]
·[diag(√Ln,J√Ln+1,J−1,√Rn,J√Rn+1,J−1)]
= diag(
√
Ln+1,J
−1√
Ln,J(Im −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
−1
,
−√Rn+1,J−1√Rn,J(Im −K∗n,JKn,J)√Rn,J√Rn+1,J−1)
= diag(Im,−Im) = jmm.
Damit ist nach Teil (a) von Definition A.6.3 dann G˜n,J eine jmm–unita¨re Matrix. Analog la¨sst
sich zeigen, dass H˜n,J ebenfalls jmm–unita¨r ist.
(a2) Es gilt
det
(
Im Kn,J
K∗n,J Im
)
= det(Im −K∗n,JKn,J) = det(Im −Kn,JK∗n,J) = det
(
Im K∗n,J
Kn,J Im
)
.
(3.2.12)
Weiterhin gilt einerseits
det[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
= det(
√
Ln,J
√
Ln+1,J
−1
) det(
√
Rn,J
√
Rn+1,J
−1
) =
det
√
Ln,J det
√
Rn,J
det
√
Ln+1,J det
√
Rn+1,J
(3.2.13)
sowie andererseits
det[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]
= det(
√
Rn+1,J
−1√
Rn,J) det(
√
Ln+1,J
−1√
Ln,J) =
det
√
Rn,J det
√
Ln,J
det
√
Rn+1,J det
√
Ln+1,J
,
woraus sich insbesondere
det[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
= det[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]
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ergibt. Aus dieser Indentita¨t und aus (3.2.12) folgt dann
det G˜n,J = det
[(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
]
=
[
det
(
Im Kn,J
K∗n,J Im
)]
[det[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]]
=
[
det
(
Im K∗n,J
Kn,J Im
)]
[det[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]]
= [det[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]]
[
det
(
Im K∗n,J
Kn,J Im
)]
= det
[
[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]
(
Im K∗n,J
Kn,J Im
)]
= det H˜n,J . (3.2.14)
Da (Aj)sj=0 fu¨r s ∈ {n − 1, n} eine J–Potapovfolge ist, gilt nach Teil (c) von Lemma 1.1.4
dann detLs,J = detRs,J . Hieraus folgt fu¨r s ∈ {n − 1, n} aufgrund von Rs,J ∈ Cm×m> bzw.
Ls,J ∈ Cm×m> dann auch
det
√
Rs,J =
√
detRs,J =
√
detLs,J = det
√
Ls,J .
Aus (3.2.13) ergibt sich mit diesen Beziehungen nun
det[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)] =
det
√
Ln,J det
√
Rn,J
det
√
Ln+1,J det
√
Rn+1,J
=
det
√
Ln,J det
√
Ln,J
det
√
Ln+1,J det
√
Ln+1,J
=
(det
√
Ln,J)2
det(
√
Ln+1,J
√
Ln+1,J)
=
(det
√
Ln,J)2
detLn+1,J
.
Hieraus folgt mittels Teil (a) von Satz 1.2.3 dann
det G˜n,J = det
[(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
]
= det
[(
Im Kn,J
K∗n,J Im
)]
det[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
= [det(Im −K∗n,JKn,J)]
(det
√
Ln,J)2
detLn+1,J
=
1
detLn+1,J
det
[√
Ln,J(Im −K∗n,JKn,J)
√
Ln,J
]
=
detLn+1,J
detLn+1,J
= 1.
Hiermit und wegen (3.2.14) ist dann (a2) gezeigt.
(a3) Wegen Kn,J = 0m×m folgen aus Teil (c) von Satz 1.2.3 dann Ln+1,J = Ln,J und Rn+1,J =
Rn,J . Hieraus ergeben sich nun
G˜n,J =
(
Im 0m×m
(0m×m)∗ Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
=
(
Im 0m×m
0m×m Im
)
[diag(
√
Ln,J
√
Ln,J
−1
,
√
Rn,J
√
Rn,J
−1
)] = I2m
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sowie analog H˜n,J = I2m, womit insbesondere auch G˜n,J = H˜n,J erfu¨llt ist.
(a4) Es gilt(
Im K∗n,J
Kn,J Im
)
Um,m
(
Im Kn,J
K∗n,J Im
)
=
(
Im K∗n,J
Kn,J Im
)(
0m×m Im
− Im 0m×m
)(
Im Kn,J
K∗n,J Im
)
=
( −K∗n,J Im
− Im Kn,J
)(
Im Kn,J
K∗n,J Im
)
=
(
0m×m Im −K∗n,JKn,J
− (Im −Kn,JK∗n,J) 0m×m
)
.
Hieraus und aus (3.2.11) und (3.2.10) ergibt sich nun
H˜n,JUm,mG˜n,J =
[
[diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]
(
Im K∗n,J
Kn,J Im
)]
Um,m
·
[(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
−1
,
√
Rn,J
√
Rn+1,J
−1
)]
]
= [diag(
√
Rn+1,J
−1√
Rn,J ,
√
Ln+1,J
−1√
Ln,J)]
(
0m×m Im −K∗n,JKn,J
− (Im −Kn,JK∗n,J) 0m×m
)
·[diag(√Ln,J√Ln+1,J−1,√Rn,J√Rn+1,J−1)]
=
(
0m×m
−√Ln+1,J−1√Ln,J(Im −Kn,JK∗n,J)√Ln,J√Ln+1,J−1√
Rn+1,J
−1√
Rn,J(Im −K∗n,JKn,J)
√
Rn,J
√
Rn+1,J
−1
0m×m
)
=
(
0m×m Im
− Im 0m×m
)
= Um,m.
(b1) Aus (a2) ergibt sich
det G˜n,J = det(G˜n,J [diag(E1Im, Im)]) = det[diag(E1Im, Im)] = Em
sowie analog det H˜n,J = Em, womit insbesondere auch det G˜n,J = H˜n,J erfu¨llt ist.
(b2) Es gilt
jmm − [diag(wIm, Im)]jmm[diag(wIm, Im)]
= diag(Im,−Im)− [diag(wIm, Im)]diag(Im,−Im)[diag(wIm, Im)]
= diag((1− |w|2)Im, 0m×m)
sowie analog
jmm − [diag(wIm, Im)]jmm[diag(wIm, Im)] = diag((1− |w|2)Im, 0m×m).
Aus (a1) folgt hiermit dann
jmm − [G˜n,J(w)]∗jmm[G˜n,J(w)]
= jmm − [G˜n,J [diag(wIm, Im)]]∗jmmG˜n,J [diag(wIm, Im)]
= jmm − [diag(wIm, Im)]G˜∗n,JjmmG˜n,J [diag(wIm, Im)]
= jmm − [diag(wIm, Im)]jmm[diag(wIm, Im)] = diag((1− |w|2)Im, 0m×m)
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sowie analog
jmm − [H˜n,J(w)]jmm[H˜n,J(w)]∗ = diag([1− |w|2Im, 0m×m).
(b3) Aufgrund von w ∈ D gilt diag[(1− |w|2)Im, 0m×m] ∈ C2m×2m≥ und so folgt mittels (b2)
jmm − [G˜n,J(w)]∗jmm[G˜n,J(w)] ∈ C2m×2m≥ bzw. jmm − [H˜n,J(w)]jmm[H˜n,J(w)]∗ ∈ C2m×2m≥ .
Damit ist nach Teil (b) von Definition A.6.2 dann G˜n,J(w) bzw. [H˜n,J(w)]∗ eine jmm–
kontraktive Matrix. Hieraus folgt nach Teil (c) von Satz A.6.1 auch, dass H˜n,J(w) eine jmm–
kontraktive Matrix ist.
(b4) Wegen w ∈ T ergibt sich diag[(1− |w|2)Im, 0m×m] = 02m×2m und so folgt mittels (b2)
jmm = [G˜n,J(w)]∗jmm[G˜n,J(w)] bzw. jmm = [H˜n,J(w)]jmm[H˜n,J(w)]∗.
Damit ist nach Teil (a) von Definition A.6.2 dann G˜n,J(w) bzw. [H˜n,J(w)]∗ eine jmm–unita¨re
Matrix. Hieraus folgt nach Teil (b) von Satz A.6.1 auch, dass H˜n,J(w) eine jmm–unita¨re
Matrix ist.
(b5) Wegen w ∈ C \ (D ∪ T) gilt −diag[(1 − |w|2)Im, 0m×m] ∈ C2m×2m≥ und so folgt mittels
(b2) die Beziehung
[G˜n,J(w)]∗jmm[G˜n,J(w)]− jmm ∈ C2m×2m≥ bzw. [H˜n,J(w)]jmm[H˜n,J(w)]∗ − jmm ∈ C2m×2m≥ .
Damit ist nach Teil (c) von Definition A.6.2 dann G˜n,J(w) bzw. [H˜n,J(w)]∗ eine jmm–expansive
Matrix. Hieraus folgt nach Teil (d) von Satz A.6.1 auch, dass H˜n,J(w) eine jmm–expansive
Matrix ist.
(b6) Die Behauptung von (b6) ergibt sich unmittelbar aus der Definition der beteiligten
Gro¨ßen und (a3).
(b7) Mittels (a4) erhalten wir
H˜n,JUm,mG˜n,J = [diag(E1Im, Im)]H˜n,JUm,mG˜n,J [diag(E1Im, Im)]
= [diag(E1Im, Im)]Um,m[diag(E1Im, Im)]
= [diag(E1Im, Im)]
(
0m×m Im
− Im 0m×m
)
[diag(E1Im, Im)]
=
(
0m×m E1Im
− Im 0m×m
)
[diag(E1Im, Im)] =
(
0m×m E1Im
− E1Im 0m×m
)
= E1Um,m. (3.2.15)
Wir wollen nun zeigen, dass auch G˜n,JUm,mH˜n,J = E1Um,m erfu¨llt ist. Fu¨r w = 0 ergibt sich
aufgrund von Bemerkung 3.2.3 dann
[G˜n,J(0)]Um,m[H˜n,J(0)]
=
(
0m×m Kn,J
√
Rn,J
√
Rn+1,J
−1
0m×m
√
Rn,J
√
Rn+1,J
−1
)(
0m×m Im
− Im 0m×m
)
·
(
0m×m 0m×m√
Ln+1,J
−1√
Ln,JKn,J
√
Ln+1,J
−1√
Ln,J
)
= 02m×2m = E1(0)Um,m
und fu¨r w ∈ C\{0} erhalten wir die Beziehung [G˜n,J(w)]Um,m[G˜n,J(w)] = wUm,m unmittelbar
aus (3.2.15) und Teil (a) von Satz A.7.1.
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Mit Hilfe von Satz 3.2.1 und Satz 3.2.2 ko¨nnen wir nun analoge Aussagen zu Bemerkung
3.2.2 fu¨r den Fall n ∈ N beweisen und damit die enge Verbindung zwischen den Arov–Krein–
Matrixpolynomen vom J–Potapovtyp und den Signaturmatrizen jmm und J verdeutlichen.
Satz 3.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine
strenge J–Potapovfolge. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw.
linke Arov–Krein–Matrixpolynom und es sei jmm := diag(Im,−Im) sowie J := diag(J,−J).
Dann gelten folgende Aussagen:
(a) Unter Beachtung der Tatsache, dass nach Bemerkung 1.1.6 fu¨r s ∈ {0, . . . , n− 1} auch
(Aj)sj=0 eine strenge J–Potapovfolge ist, bezeichne G˜l,J bzw. H˜l,J fu¨r l ∈ {1, . . . , n} den
zu (Aj)lj=0 und J geho¨rigen rechten bzw. linken Arov-Krein-Linearfaktor sowie Γ0,J bzw.
∆0,J das zu (Aj)0j=0 und J geho¨rige rechte bzw. linke Arov–Krein–Matrixpolynom. Dann
gilt
Γn,J = Γ0,J
−→n∏
l=1
G˜l,J
 bzw. ∆n,J =
←−n∏
l=1
H˜l,J
∆0,J .
(b) Es gilt det Γn,J = det ∆n,J = E(n+1)m.
(c) Sei w ∈ D. Dann ist Γn,J(w) bzw. ∆n,J(w) eine jmm–J–kontraktive bzw. J–jmm–
kontraktive Matrix.
(d) Sei w ∈ T. Dann ist Γn,J(w) bzw. ∆n,J(w) eine jmm–J–unita¨re bzw. J–jmm–unita¨re
Matrix.
(e) Sei w ∈ C \ (D ∪ T). Dann ist Γn,J(w) bzw. ∆n,J(w) eine jmm–J–expansive bzw.
J–jmm–expansive Matrix.
(f) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
∆n,JUm,mΓn,J = En+1Um,m sowie Γn,JUm,m∆n,J = En+1Um,m.
BEWEIS. (a) Die Behauptung von (a) ergibt sich unmittelbar induktiv aus Satz 3.2.1.
(b) Nach Teil (b1) von Satz 3.2.2 gilt det G˜l,J = Em bzw. det H˜l,J = Em fu¨r alle l ∈ {1, . . . , n}.
Weiterhin besteht nach Teil (c) von Bemerkung 3.2.2 die Beziehung det Γ0,J = Em bzw.
det ∆0,J = Em und damit erhalten wir aufgrund von (a) nun
det Γn,J = det
Γ0,J
−→n∏
l=1
G˜l,J
 = (det Γ0,J)[ n∏
l=1
det G˜j,J
]
= Em
[
n∏
l=1
Em
]
= (Em)n+1 = E(n+1)m
bzw. analog det ∆n,J = E(n+1)m, womit insbesondere auch det Γn,J = det ∆n,J erfu¨llt ist.
(c) Nach Teil (b3) von Satz 3.2.2 ist (G˜l,J(w))nl=1 bzw. (H˜l,J(w))nl=1 eine Folge jmm–
kontraktiver Matrizen, womit nach Teil (b) von Satz A.6.2 dann
[ −→∏n
l=1 G˜l,J
]
und
[ ←−∏n
l=1 H˜j,J
]
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ebenfalls jmm–kontraktive Matrizen sind. Nach Definition A.6.2 und Definition A.6.3 sind die-
se Matrizen insbesondere auch jmm–jmm–kontraktiv und so folgt die Behauptung von (c) dann
aus (a) und der nach Teil (e) von Bemerkung 3.2.2 geltenden jmm–J–Kontraktivita¨t bzw.
J–jmm–Kontraktivita¨t von Γ0,J(w) bzw. ∆0,J(w) mittels Teil (b) von Satz A.6.4.
(d)–(e) Die Behauptung der Aussage (d) bzw. (e) ergibt sich analog zu (c) mittels Satz A.6.2
und Satz A.6.4 aus (a), Teil (b4) bzw. (b5) von Satz 3.2.2 und Teil (f) bzw. (g) von Bemer-
kung 3.2.2.
(f) Nach Teil (b7) von Satz 3.2.2 gilt fu¨r alle l ∈ {1, . . . , n} die Beziehung H˜l,JUm,mG˜l,J =
E1Um,m und so ergibt sich per Induktion unmittelbar←−n∏
l=1
H˜j,J
Um,m
−→n∏
l=1
G˜l,J
 = EnUm,m.
Beru¨cksichtigen wir nun noch die nach Teil (h) von Bemerkung 3.2.2 geltende Beziehung
∆0,JUm,mΓ0,J = E1Um,m, so folgt aus (a) dann
∆n,JUm,mΓn,J = ∆0,J
←−n∏
l=1
H˜j,J
Um,m
−→n∏
l=1
G˜l,J
Γ0,J
= En∆0,JUm,mΓ0,J = EnE1Um,m = En+1Um,m.
Analog la¨sst sich auch Γn,JUm,m∆n,J = En+1Um,m zeigen.
Aufgrund von Teil (b7) der Bemerkung 3.2.2 bzw. Teil (f) von Satz 3.2.3 ergeben sich folgende
Folgerungen.
Folgerung 3.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke Arov–Krein–Matrixpolynom. Weiterhin sei w ∈ C und es bezeichne
S(m,m)Γn,J (w) bzw. T
(m,m)
∆n,J (w)
die durch Γn,J(w) bzw. ∆n,J(w) bezu¨glich m und m erzeugte rechte
bzw. linke gebrochenlineare Transformation von Matrizen. Dann ist S(m,m)Γn,J (w) sowie T
(m,m)
∆n,J (w)
wohldefiniert und es gilt
S(m,m)Γn,J (w) = T
(m,m)
∆n,J (w)
.
BEWEIS. Im Fall w 6= 0 ergibt sich die Behauptung unmittelbar aus der nach Teil (b7) von
Bemerkung 3.2.2 fu¨r n = 0 bzw. Teil (f) von Satz 3.2.3 fu¨r n ∈ N geltenden Identita¨t
[∆n,J(w)]Um,m[Γn,J(w)] = wUm,m, wobei Um,m :=
(
0m×m Im
− Im 0m×m
)
,
und Teil (b) von Satz A.7.1.
Sei nun w = 0. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J geho¨rige rechte
bzw. linke Schurkomplement und man beachte im Folgenden die nach Teil (b) von Satz 1.1.4
geltende Beziehung Rn+1,J ∈ Cm×m> bzw. Ln+1,J ∈ Cm×m> . Nach Bemerkung 3.2.1 gilt
Γn,J(0) =
(
0m×m A0
√
Rn+1,J
−1
0m×m
√
Rn+1,J
−1
)
bzw. ∆n,J(0) =
(
0m×m 0m×m√
Ln+1,J
−1
A0
√
Ln+1,J
−1
)
(3.2.16)
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und wir erhalten zudem
Q(
0m×m,
√
Rn+1,J
−1) := {x ∈ Cm×m : det(0m×mx+√Rn+1,J−1) 6= 0}
=
{
x ∈ Cm×m : det(√Rn+1,J−1) 6= 0} = Cm×m
bzw. analog R( 0m×m√
Ln+1,J
−1
) = Cm×m. Damit gilt nun
Q(
0m×m,
√
Rn+1,J
−1) = R( 0m×m√
Ln+1,J
−1
) = Cm×m 6= ∅,
womit bei Beachtung von (3.2.16), Definition A.7.1 und Lemma A.7.1 dann insbesondere
S(m,m)Γn,J (0) sowie T
(m,m)
∆n,J (0)
wohldefiniert ist. Weiterhin ergibt sich fu¨r alle x ∈ Cm×m bei Beachtung
von (3.2.16) und Definition A.7.1 nun
S(m,m)Γn,J (0)(x) =
(
0m×mx+A0
√
Rn+1,J
−1)(
0m×mx+
√
Rn+1,J
−1)−1
= A0
√
Rn+1,J
−1√
Rn+1,J = A0 =
√
Ln+1,J
√
Ln+1,J
−1
A0
=
(
x0m×m +
√
Ln+1,J
−1)−1 (
x0m×m +
√
Ln+1,J
−1
A0
)
= T (m,m)∆n,J (0)(x),
womit S(m,m)Γn,J (0) = T
(m,m)
∆n,J (0)
bewiesen wurde.
Folgerung 3.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom und es sei w ∈ C\{0}. Weiterhin sei
jmm := diag(Im,−Im) und J := diag(J,−J). Dann gelten folgende Aussagen:
(a) Es ist Γn,J(w) bzw. ∆n,J(w) eine regula¨re Matrix.
(b) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
[Γn,J(w)]
−1 = −w−(n+1)Um,m[∆n,J(w)]Um,m
bzw.
[∆n,J(w)]
−1 = −w−(n+1)Um,m[Γn,J(w)]Um,m.
(c) Es ist
[Γn,J(w)]
−1 = jmm
[
Γn,J
(
1
w
)]∗
J bzw. [∆n,J(w)]
−1 = J
[
∆n,J
(
1
w
)]∗
jmm.
(d) Sei z ∈ T. Dann gilt
[Γn,J(z)]
−1 = jmm [Γn,J(z)]∗ J bzw. [∆n,J(z)]−1 = J [∆n,J(z)]∗ jmm.
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BEWEIS. (a) Aufgrund der Wahl von w folgt die Behauptung fu¨r n = 0 aus Teil (c) von
Bemerkung 3.2.2 bzw. fu¨r n ∈ N aus Teil (b) von Satz 3.2.3.
(b) Im Fall n = 0 bzw. n ∈ N ergibt sich nach Teil (h) von Bemerkung 3.2.2 bzw. Teil (f)
von Satz 3.2.3 die Beziehung [∆n,J(w)]Um,m[Γn,J(w)] = wn+1Um,m. Hieraus folgt aufgrund
der Wahl von w die Behauptung von (b) dann sofort aus Teil (a) von Satz A.7.1.
(c) Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige Arov-Krein-Quadrupel
von Matrixpolynomen. Mittels Teil (a) von Bemerkung A.4.16 ergibt sich fu¨r alle P ∈
{an,J , bn,J , cn,J , dn,J} dann
P [n](w−1) = w−n[P (w)]∗ bzw. P (w−1) = w−n
[
P [n](w)
]∗
.
Hiermit erhalten wir aufgrund von Definition 3.2.1 und bei Beru¨cksichtigung von J∗ = J die
Beziehung[
∆n,J
(
1
w
)]∗
=
(
w−1[b[n]n,J(w
−1)]J w−1[a[n]n,J(w
−1)]J
dn,J(w−1) cn,J(w−1)
)∗
=
(
w−(n+1)[bn,J(w)]∗J w−(n+1)[an,J(w)]∗J
w−n
[
d
[n]
n,J(w)
]∗
w−n
[
c
[n]
n,J(w)
]∗ )∗ = w−(n+1)( J [bn,J(w)] w[d[n]n,J(w)]
J [an,J(w)] w[c
[n]
n,J(w)]
)
und damit bei zusa¨tzlicher Beachtung von J2 = Im und Definition 3.2.1 dann
wn+1
(
0m×m J
J 0m×m
)[
∆n,J
(
1
w
)]∗( 0m×m Im
Im 0m×m
)
=
(
0m×m J
J 0m×m
)(
J [bn,J(w)] w[d
[n]
n,J(w)]
J [an,J(w)] w[c
[n]
n,J(w)]
)(
0m×m Im
Im 0m×m
)
=
(
wJ [c[n]n,J(w)] [an,J(w)]
wJ [d[n]n,J(w)] [bn,J(w)]
)
= Γn,J(w). (3.2.17)
Analog ergibt sich auch
∆n,J(w) = wn+1
(
0m×m Im
Im 0m×m
)[
Γn,J
(
1
w
)]∗( 0m×m J
J 0m×m
)
. (3.2.18)
Aufgrund von (b) folgt aus (3.2.18) nun
[Γn,J(w)]
−1 = −w−(n+1)Um,m[∆n,J(w)]Um,m
= −Um,m
(
0m×m Im
Im 0m×m
)[
Γn,J
(
1
w
)]∗( 0m×m J
J 0m×m
)
Um,m
= −
(
0m×m Im
− Im 0m×m
)(
0m×m Im
Im 0m×m
)[
Γn,J
(
1
w
)]∗
·
(
0m×m J
J 0m×m
)(
0m×m Im
− Im 0m×m
)
= −diag(Im,−Im)
[
Γn,J
(
1
w
)]∗
diag(−J, J)
= diag(Im,−Im)
[
Γn,J
(
1
w
)]∗
diag(J,−J) = jmm
[
Γn,J
(
1
w
)]∗
J
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bzw. aus (3.2.17) analog
[∆n,J(w)]
−1 = J
[
∆n,J
(
1
w
)]∗
jmm.
(d) Beachten wir, dass fu¨r z ∈ T die Beziehung 1z = z erfu¨llt ist, so folgt die Behauptung von
(d) unmittelbar aus (c).
Folgerung 3.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)
n
j=0 und J
geho¨rige Arov-Krein-Quadrupel von Matrixpolynomen. Dann gelten folgende Aussagen:
(a) Es gilt cn,Jan,J = dn,Jbn,J sowie a
[n]
n,Jc
[n]
n,J = b
[n]
n,Jd
[n]
n,J .
(b) Es gilt b[n]n,JJbn,J − a[n]n,JJan,J = EnIm sowie cn,JJc[n]n,J − dn,JJd[n]n,J = EnIm.
BEWEIS. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-
Krein-Matrixpolynom. Im Fall n = 0 bzw. n ∈ N ergibt sich nach Teil (h) von Bemerkung
3.2.2 bzw. Teil (f) von Satz 3.2.3 dann ∆n,JUm,mΓn,J = En+1Um,m und damit erhalten wir
bei zusa¨tzlicher Beru¨cksichtigung von J2 = Im nun(
0m×m En+1Im
− En+1Im 0m×m
)
= En+1Um,m = ∆n,JUm,mΓn,J
=
(
E1b[n]n,JJ E1a[n]n,JJ
dn,J cn,J
)(
0m×m Im
− Im 0m×m
)( E1Jc[n]n,J an,J
E1Jd[n]n,J bn,J
)
=
(
−E1a[n]n,JJ E1b[n]n,JJ
− cn,J dn,J
)(
E1Jc[n]n,J an,J
E1Jd[n]n,J bn,J
)
=
(
−E2(a[n]n,Jc[n]n,J − b[n]n,Jd[n]n,J) −E1(a[n]n,JJan,J − b[n]n,JJbn,J)
− E1(cn,JJc[n]n,J − dn,JJd[n]n,J) −cn,Jan,J + dn,Jbn,J
)
. (3.2.19)
(a) Durch Vergleichen des m ×m–Blocks in der rechten unteren Ecke der Identita¨t (3.2.19)
ergibt sich
−cn,Jan,J + dn,Jbn,J = 0m×m und damit cn,Jan,J = dn,Jbn,J .
Hieraus folgt mittels Teil (e) von Bemerkung A.4.14 zudem auch sofort die behauptete Iden-
tita¨t fu¨r die n–Reziproken.
(b) Durch Vergleichen des m×m–Blocks in der rechten oberen Ecke bzw. linken unteren Ecke
der Identita¨t (3.2.19) ergibt sich
−E1(a[n]n,JJan,J − b[n]n,JJbn,J) = En+1Im bzw. − E1(cn,JJc[n]n,J − dn,JJd[n]n,J) = −En+1Im.
Hieraus folgt fu¨r alle w ∈ C \ {0} dann
[b[n]n,J(w)]J [bn,J(w)]− [a[n]n,J(w)]J [an,J(w)] = wnIm
bzw.
[cn,J(w)]J [c
[n]
n,J(w)]− [dn,J(w)]J [d[n]n,J(w)] = wnIm.
Da die Menge C\{0} unendlich viele Elemente entha¨lt und es sich bei den beteiligten Gro¨ßen
um Matrixpolynome handelt, ergibt sich schließlich die Behauptung von (b).
99
Abschließend formulieren wir in Hinblick auf Teil (a) von Satz 3.2.3 noch folgende Begriffs-
bildung.
Definition 3.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Unter Beachtung der Tatsache, dass nach Bemerkung
1.1.6 fu¨r s ∈ {0, . . . , n} auch (Aj)sj=0 eine strenge J–Potapovfolge ist, bezeichne G˜0,J bzw.
H˜0,J das zu (Aj)0j=0 und J geho¨rige rechte bzw. linke Arov–Krein–Matrixpolynom sowie im
Fall n ∈ N fu¨r l ∈ {1, . . . , n} zudem G˜l,J bzw. H˜l,J den zu (Aj)lj=0 und J geho¨rigen rechten
bzw. linken Arov-Krein-Linearfaktor. Dann heißt (G˜l,J)nl=0 bzw. (H˜l,J)nl=0 die zu (Aj)nj=0 und
J geho¨rige Folge rechter bzw. linker Arov-Krein-Linearfaktoren.
Folgerung 3.2.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne (G˜l,J)nl=0 bzw. (H˜l,J)nl=0 die zu (Aj)nj=0
und J geho¨rige Folge rechter bzw. linker Arov-Krein-Linearfaktoren. Dann ist das zu (Aj)nj=0
und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom Γn,J bzw. ∆n,J gegeben durch
Γn,J =
−→
n∏
l=0
G˜l,J bzw. ∆n,J =
←−
n∏
l=0
H˜l,J .
BEWEIS. Dies folgt unmittelbar aus Definition 3.2.3 und im Fall n ∈ N aus Teil (a) von Satz
3.2.3.
3.3 U¨ber Verallgemeinerungen der Arov-Krein-Matrixpolynome
Das Hauptziel des vorliegenden Abschnitts besteht nun darin, eine geeignete Erweiterung der
in Abschnitt 3.2 betrachteten Konstruktion der Arov-Krein-Matrixpolynome auf beliebige
endliche J–Potapovfolgen vorzunehmen. Grundlage dafu¨r ist folgende Beobachtung.
Bemerkung 3.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)
n
j=0 und
J geho¨rige rechte bzw. linke Schurkomplement und man beachte im Folgenden die aufgrund
der Wahl von (Aj)nj=0 nach Teil (b) von Satz 1.1.4 geltende Beziehung Rn+1,J ∈ Cm×m>
bzw. Ln+1,J ∈ Cm×m> . Weiterhin sei [ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] das zu (Aj)nj=0 und J geho¨rige
kanonische rekursiv konstruierte Quadrupel von Matrixpolynomen. Dann ist das zu (Aj)nj=0
und J geho¨rige rechte bzw. linke Arov–Krein–Matrixpolynom Γn,J bzw. ∆n,J gegeben durch
Γn,J =
(
E1Jτ˜ [n]n,J pin,J
E1Jσ˜[n]n,J ρ˜n,J
)
[diag(
√
Ln+1,J
−1
,
√
Rn+1,J
−1
)]
bzw.
∆n,J = [diag(
√
Rn+1,J
−1
,
√
Ln+1,J
−1
)]
(
E1ρ˜[n]n,JJ E1pi[n]n,JJ
σ˜n,J τ˜n,J
)
.
BEWEIS. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige Arov–Krein–
Quadrupel von Matrixpolynomen. Wegen Teil (a) bzw. (b) von Satz 3.1.2 ergibt sich dann
an,J = pin,J
√
Rn+1,J
−1
sowie bn,J = ρ˜n,J
√
Rn+1,J
−1
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bzw.
cn,J =
√
Ln+1,J
−1
τ˜n,J sowie dn,J =
√
Ln+1,J
−1
σ˜n,J .
Bei zusa¨tzlicher Beru¨cksichtigung der Hermitezita¨t von Rn+1,J und Ln+1,J erhalten wir
hieraus aufgrund von Teil (c) von Bemerkung A.4.14 zudem
a
[n]
n,J =
√
Rn+1,J
−1
pi
[n]
n,J sowie b
[n]
n,J =
√
Rn+1,J
−1
ρ˜
[n]
n,J
bzw.
c
[n]
n,J = τ˜
[n]
n,J
√
Ln+1,J
−1
sowie d[n]n,J = σ˜
[n]
n,J
√
Ln+1,J
−1
.
Die Behauptung ergibt sich nun unmittelbar aus Definition 3.2.1.
Aufgrund von Bemerkung 3.3.1 ist es sinnvoll fu¨r beliebige endliche J–Potapovfolgen den
Begriff der Arov-Krein-Matrixpolynome wie folgt zu definieren.
Definition 3.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)
n
j=0 und J geho¨rige
rechte bzw. linke Schurkomplement und man beachte im Folgenden die aufgrund der Wahl
von (Aj)nj=0 nach Teil (a) von Satz 1.1.5 gu¨ltigen Beziehungen Ln+1,J ∈ Cm×m≥ und Rn+1,J ∈
Cm×m≥ . Weiterhin bezeichne [ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] das zu (Aj)nj=0 und J geho¨rige kanonische
rekursiv konstruierte Quadrupel von Matrixpolynomen. Dann heißt
Γn,J :=
(
E1Jτ˜ [n]n,J pin,J
E1Jσ˜[n]n,J ρ˜n,J
)
[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
bzw.
∆n,J := [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]
(
E1ρ˜[n]n,JJ E1pi[n]n,JJ
σ˜n,J τ˜n,J
)
das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom.
In Abschnitt 2.3 haben wir die soeben eingefu¨hrten Matrixpolynome bereits betrachtet und
dabei folgende grundlegenden Eigenschaften hergeleitet.
Bemerkung 3.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke Schurkomplement und man beachte im Folgenden die aufgrund der
Wahl von (Aj)nj=0 nach Teil (a) von Satz 1.1.5 gu¨ltigen Beziehungen Ln+1,J ∈ Cm×m≥ und
Rn+1,J ∈ Cm×m≥ . Weiterhin sei Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw.
linke Arov–Krein–Matrixpolynom vom J–Potapovtyp. Dann gelten folgende Aussagen:
(a) Es ist Γn,J bzw. ∆n,J ein Matrixpolynom aus (PC,n+1)2m×2m mit Leitkoeffizient(
J
√
Ln+1,J
+ 0m×m
JA∗0
√
Ln+1,J
+ 0m×m
)
bzw.
( √
Rn+1,J
+
J
√
Rn+1,J
+
A∗0J
0m×m 0m×m
)
.
(b) Folgende Aussagen sind a¨quivalent:
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(i) Es ist Γn,J ∈ (P ′C,n+1)2m×2m.
(ii) Es ist Ln+1,J 6= 0m×m.
(iii) Es ist ∆n,J ∈ (P ′C,n+1)2m×2m.
(iv) Es ist Rn+1,J 6= 0m×m.
(c) Es gilt Γn,J(0) =
(
0m×m A0
√
Rn+1,J
+
0m×m
√
Rn+1,J
+
)
bzw.
∆n,J(0) =
(
0m×m 0m×m√
Ln+1,J
+
A0
√
Ln+1,J
+
)
.
(d) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
∆n,JUm,mΓn,J =
(
0m×m Rn+1,J(Rn+1,J)+
− Ln+1,J(Ln+1,J)+ 0m×m
)
En+1.
BEWEIS. Aufgrund von Definition 2.4.1 gilt:
(I) Es existiert eine mit (Aj)nj=0 und J rechtsseitig bzw. linksseitig vertra¨gliche Folge (Vj)
n
j=0
bzw. (Wj)nj=0, so dass [ρ˜n,J , pin,J ] das mit (Aj)
n
j=0, (Vj)
n
j=0 und J rechtsseitig assoziierte
Paar von Matrixpolynomen sowie [τ˜n,J , σ˜n,J ] das mit (Aj)nj=0, (Wj)
n
j=0 und J linksseitig
assoziierte Paar von Matrixpolynomen ist.
(a) Dies ergibt sich aufgrund von (I) und Definition 3.3.1 sofort aus Teil (e1) von Satz 2.3.4.
(b) Dies ergibt sich aufgrund von (I) und Definition 3.3.1 sofort aus Teil (e2) von Satz 2.3.4.
(c) Sei
Γn,J :=
(
E1Jτ˜ [n]n,J pin,J
E1Jσ˜[n]n,J ρ˜n,J
)
bzw. ∆n,J :=
(
E1ρ˜[n]n,JJ E1pi[n]n,JJ
σ˜n,J τ˜n,J
)
.
Nach Definition 3.3.1 gilt dann
Γn,J = Γn,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)] bzw. ∆n,J = [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]∆n,J
und damit
Γn,J(0) = Γn,J(0)[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
bzw.
∆n,J(0) = [diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]∆n,J(0).
Hiermit ergibt sich (c) dann unmittelbar aus (I) und Teil (c) von Satz 2.3.4.
(d) Dies ergibt sich aufgrund von (I) und Definition 3.3.1 sofort aus Teil (c) von Satz 2.3.3.
Im Folgenden wollen wir nun die Aussagen von Satz 3.2.1 und damit auch Teil (a) von Satz
3.2.3 fu¨r beliebige endliche J–Potapovfolgen verallgemeinern.
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Satz 3.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine
J–Potapovfolge. Man beachte im Folgenden, dass nach Bemerkung 1.1.6 auch (Aj)sj=0 fu¨r alle
s ∈ {0, . . . , n} eine J–Potapovfolge ist und es bezeichne Ks,J den zu (Aj)sj=0 und J geho¨rigen
Schurparameter sowie Rs+1,J bzw. Ls+1,J das zu (Aj)sj=0 und J geho¨rige rechte bzw. linke
Schurkomplement, welches nach Teil (a) von Satz 1.1.5 insbesondere zu Cm×m≥ geho¨rt. Fu¨r
s ∈ {1, . . . , n} sei
G˜s,J :=
(
Im Ks,J
K∗s,J Im
)
diag(
√
Ls,J
√
Ls+1,J
+
,
√
Rs,J
√
Rs+1,J
+
)
bzw.
H˜s,J := diag(
√
Rs+1,J
+√
Rs,J ,
√
Ls+1,J
+√
Ls,J)
(
Im K∗s,J
Ks,J Im
)
sowie
G˜s,J := G˜s,J [diag(E1Im, Im)] bzw. H˜s,J := [diag(E1Im, Im)]H˜s,J .
Dann gelten folgende Aussagen:
(a) Fu¨r s ∈ {n− 1, n} bezeichne Γs,J bzw. ∆s,J das zu (Aj)sj=0 und J geho¨rige rechte bzw.
linke Arov-Krein-Matrixpolynom. Dann gelten
Γn,J = Γn−1,J G˜n,J bzw. ∆n,J = H˜n,J∆n−1,J .
(b) Fu¨r s ∈ {0, n} bezeichne Γs,J bzw. ∆s,J das zu (Aj)sj=0 und J geho¨rige rechte bzw. linke
Arov-Krein-Matrixpolynom. Dann gelten
Γn,J = Γ0,J
 →n∏
s=1
G˜s,J
 bzw. ∆n,J =
 ←n∏
s=1
H˜s,J
∆0,J .
BEWEIS. Es sei
t˜n := L+n,J(An −Mn,J) bzw. u˜n := (An −Mn,J)R+n,J (3.3.1)
sowie fu¨r s ∈ {n− 1, n} zudem
Γs,J :=
(
E1Jτ˜ [s]s,J pis,J
E1Jσ˜[s]s,J ρ˜s,J
)
bzw. ∆s,J :=
(
E1ρ˜[s]s,JJ E1pi[s]s,JJ
σ˜s,J τ˜s,J
)
.
Nach Definition 3.3.1 gilt fu¨r s ∈ {n− 1, n} dann
Γs,J = Γs,J [diag(
√
Ls+1,J
+
,
√
Rs+1,J
+
)] bzw. ∆s,J = [diag(
√
Rs+1,J
+
,
√
Ls+1,J
+
)]∆s,J
(3.3.2)
und aus Teil (c) von Satz 2.4.3 erhalten wir zudem die Beziehung
Γn,J = Γ

n−1,J
( E1Im t˜n
E1u˜∗n Im
)
bzw. ∆n,J =
( E1Im E1t˜∗n
u˜n Im
)
∆n−1,J . (3.3.3)
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Mittels Teil (a) von Satz 1.2.3 und Teil (b4) von Satz A.1.4 ergibt sich bei zusa¨tzlicher
Beru¨cksichtigung von Ln,J ∈ Cm×m≥ bzw. Rn,J ∈ Cm×m≥ aus (3.3.1) die Beziehung
t˜n = L+n,J(An −Mn,J) = L+n,J
√
Ln,JKn,J
√
Rn,J =
√
Ln,J
+Kn,J
√
Rn,J (3.3.4)
bzw. analog
u˜n =
√
Ln,JKn,J
√
Rn,J
+
. (3.3.5)
Hieraus ergibt sich aufgrund der Hermitezita¨t von Ln,J und Rn,J dann auch
t˜∗n =
√
Rn,JK∗n,J
√
Ln,J
+
bzw. u˜∗n =
√
Rn,J
+K∗n,J
√
Ln,J . (3.3.6)
Weiterhin folgt aus Satz 1.2.2, Ln+1,J ∈ Cm×m≥ und Teil (b5) von Satz A.1.4 die Beziehung
R(Ln,J) ⊇ R(Ln+1,J) = R(
√
Ln+1,J
+
),
womit nach Folgerung A.1.1 wegen Ln,J ∈ Cm×m≥ nun√
Ln,J
+√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+
(3.3.7)
erfu¨llt ist. Analog ergibt sich auch√
Rn,J
+√
Rn,J
√
Rn+1,J
+
=
√
Rn+1,J
+
. (3.3.8)
Weiterhin erhalten wir aufgrund der Hermitezita¨t der beteiligten Matrizen aus (3.3.7) und
(3.3.8) zudem√
Ln+1,J
+√
Ln,J
√
Ln,J
+
=
√
Ln+1,J
+
bzw.
√
Rn+1,J
+√
Rn,J
√
Rn,J
+
=
√
Rn+1,J
+
.
(3.3.9)
Aus (3.3.7), (3.3.4), (3.3.6), (3.3.8) und der Definition von G˜n,J erhalten wir nun(
Im t˜n
u˜∗n Im
)
[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)] =
( √
Ln+1,J
+
t˜n
√
Rn+1,J
+
u˜∗n
√
Ln+1,J
+ √
Rn+1,J
+
)
=
( √
Ln,J
+√
Ln,J
√
Ln+1,J
+ √
Ln,J
+Kn,J
√
Rn,J
√
Rn+1,J
+√
Rn,J
+K∗n,J
√
Ln,J
√
Ln+1,J
+ √
Rn,J
+√
Rn,J
√
Rn+1,J
+
)
= [diag(
√
Ln,J
+
,
√
Rn,J
+
)]
(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
+
,
√
Rn,J
√
Rn+1,J
+
)]
= [diag(
√
Ln,J
+
,
√
Rn,J
+
)]G˜n,J (3.3.10)
bzw. analog aus (3.3.9), (3.3.5), (3.3.6) und der Definition von H˜n,J auch
[diag(
√
Rn+1,J
+
,
√
Ln+1,J
+
)]
(
Im t˜
∗
n
u˜n Im
)
= H˜n,J [diag(
√
Rn,J
+
,
√
Ln,J
+
)]. (3.3.11)
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Insgesamt ergibt sich aus (3.3.3), (3.3.2) fu¨r s = n, (3.3.10), (3.3.2) fu¨r s = n − 1 und der
Definition von G˜n,J schließlich
Γn,J = Γn,J [diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
= Γn−1,J
( E1Im t˜n
E1u˜∗n Im
)
[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
= Γn−1,J
(
Im t˜n
u˜∗n Im
)
[diag(E1Im, Im)][diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)]
= Γn−1,J
(
Im t˜n
u˜∗n Im
)
[diag(
√
Ln+1,J
+
,
√
Rn+1,J
+
)][diag(E1Im, Im)]
= Γn−1,J [diag(
√
Ln,J
+
,
√
Rn,J
+
)]G˜n,J [diag(E1Im, Im)]
= Γn−1,J G˜n,J
bzw. analog aus (3.3.3), (3.3.2) fu¨r s = n, (3.3.11), (3.3.2) fu¨r s = n − 1 und der Definition
von H˜n,J zudem ∆n,J = H˜n,J∆n−1,J .
(b) Die Behauptung von (b) ergibt sich aus (a) unmittelbar per Induktion.
Satz 3.3.1 fu¨hrt uns auf folgende Verallgemeinerung der in Definition 3.2.2 eingefu¨hrten Be-
griffsbildungen fu¨r beliebige endliche J–Potapovfolgen.
Definition 3.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge.
(a) Es bezeichne G˜n,J bzw. H˜n,J die in Satz 3.3.1 eingefu¨hrte Matrix. Dann heißt G˜n,J bzw.
H˜n,J die zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Matrix.
(b) Es bezeichne G˜n,J bzw. H˜n,J das in Satz 3.3.1 eingefu¨hrte Matrixpolynom. Dann heißt
G˜n,J bzw. H˜n,J der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-
Linearfaktor.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung 3.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine J–Potapovfolge. Es bezeichne Kn,J den zu (Aj)nj=0 und J geho¨rigen Schurpara-
meter sowie Rs+1,J bzw. Ls+1,J fu¨r s ∈ {n− 1, n} das zu (Aj)sj=0 und J geho¨rige rechte bzw.
linke Schurkomplement, welches nach Teil (a) von Satz 1.1.5 insbesondere zu Cm×m≥ geho¨rt.
Dann ist der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-Linearfaktor G˜n,J bzw.
H˜n,J ein Matrixpolynom aus (PC,1)2m×2m mit Leitkoeffizient( √
Ln,J
√
Ln+1,J
+ 0m×m
K∗n,J
√
Ln,J
√
Ln+1,J
+ 0m×m
)
bzw.
( √
Rn+1,J
+√
Rn,J
√
Rn+1,J
+√
Rn,JK∗n,J
0m×m 0m×m
)
und es gilt
G˜n,J(0) =
(
0m×m Kn,J
√
Rn,J
√
Rn+1,J
+
0m×m
√
Rn,J
√
Rn+1,J
+
)
105
bzw.
H˜n,J(0) =
(
0m×m 0m×m√
Ln+1,J
+√
Ln,JKn,J
√
Ln+1,J
+√
Ln,J
)
.
BEWEIS. Aus der Definition von G˜n,J bzw. H˜n,J ergibt sich
G˜n,J =
(
E1
√
Ln,J
√
Ln+1,J
+ Kn,J
√
Rn,J
√
Rn+1,J
+
E1K∗n,J
√
Ln,J
√
Ln+1,J
+ √
Rn,J
√
Rn+1,J
+
)
bzw.
H˜n,J =
(
E1
√
Rn+1,J
+√
Rn,J E1
√
Rn+1,J
+√
Rn,JK∗n,J√
Ln+1,J
+√
Ln,JKn,J
√
Ln+1,J
+√
Ln,J
)
.
Hieraus folgt dann unmittelbar die Behauptung.
Im Folgenden wollen wir nun wichtige Teile von Satz 3.2.2 verallgemeinern.
Satz 3.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Rs+1,J bzw. Ls+1,J fu¨r s ∈ {n−1, n} das zu (Aj)sj=0 und J
geho¨rige rechte bzw. linke Schurkomplement, welches nach Teil (a) von Satz 1.1.5 insbesondere
zu Cm×m≥ geho¨rt. Dann gilt:
(a) Es bezeichne G˜n,J bzw. H˜n,J die zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Matrix.
Dann gelten folgende Aussagen:
(a1) Es ist
G˜∗n,JjmmG˜n,J = diag(Ln+1,JL
+
n+1,J ,−Rn+1,JR+n+1,J)
bzw.
H˜n,JjmmH˜
∗
n,J = diag(Rn+1,JR
+
n+1,J ,−Ln+1,JL+n+1,J).
(a2) Es gilt
G˜∗n,J [diag(Ln,JL
+
n,J , Rn,JR
+
n,J)]G˜n,J = G˜
∗
n,JjmmG˜n,J
bzw.
H˜n,J [diag(Rn,JR+n,J , Ln,JL
+
n,J)]H˜
∗
n,J = H˜n,JjmmH˜
∗
n,J .
(a3) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
H˜n,JUm,mG˜n,J =
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
.
(b) Es bezeichne G˜n,J bzw. H˜n,J den zu (Aj)nj=0 und J geho¨rigen rechten bzw. linken Arov-
Krein-Linearfaktor und es sei Gn,J : C→ C2m×2m bzw. Hn,J : C→ C2m×2m fu¨r w ∈ C
definiert gema¨ß
Gn,J(w) := diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [G˜n,J(w)]∗jmm[G˜n,J(w)]
bzw.
Hn,J(w) := diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J)− [H˜n,J(w)]jmm[H˜n,J(w)]∗.
Dann gelten folgende Aussagen:
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(b1) Sei w ∈ C. Dann gilt
[G˜n,J(w)]∗jmm[G˜n,J(w)] = [G˜n,J(w)]∗[diag(Ln,JL+n,J ,−Rn,JR+n,J)][G˜n,J(w)]
bzw.
[H˜n,J(w)]jmm[H˜n,J(w)]∗ = [H˜n,J(w)][diag(Rn,JR+n,J ,−Ln,JL+n,J)][H˜n,J(w)]∗.
(b2) Sei w ∈ C. Dann gilt Gn,J(w) = diag[(1− |w|2)Ln+1,JL+n+1,J , 0m×m] bzw.
Hn,J(w) = diag[(1− |w|2)Rn+1,JR+n+1,J , 0m×m].
(b3) Sei w ∈ D. Dann geho¨rt Gn,J(w) bzw. Hn,J(w) zu C2m×2m≥ \ C2m×2m> .
(b4) Sei w ∈ T. Dann gilt Gn,J(w) = 02m×2m bzw. Hn,J(w) = 02m×2m.
(b5) Sei w ∈ C \ (D∪T). Dann geho¨rt −Gn,J(w) bzw. −Hn,J(w) zu C2m×2m≥ \C2m×2m> .
(b6) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
H˜n,JUm,mG˜n,J = E1
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
.
BEWEIS. Im Folgenden werden wir die Behauptungen stets nur fu¨r G˜n,J , G˜n,J und Gn,J(w)
zeigen. Die Beweise der Aussagen fu¨r H˜n,J , H˜n,J und Hn,J(w) ko¨nnen dann dazuanalog aus-
gefu¨hrt werden.
(a1) Es bezeichne Kn,J den zu (Aj)nj=0 und J geho¨rigen Schurparameter. Wie im Beweis von
Teil (a1) von Satz 3.2.2 gezeigt (vgl. (3.2.9)), gilt(
Im Kn,J
K∗n,J Im
)
j∗mm
(
Im Kn,J
K∗n,J Im
)
= diag(Im −Kn,JK∗n,J ,−(Im −K∗n,JKn,J)).
Aufgrund von Teil (a) von Satz 1.2.3 sowie Teil (b4) und (b3) von Satz A.1.4 ergibt sich√
Ln+1,J
+√
Ln,J(Im −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
=
√
Ln+1,J
√
Ln+1,J
+
= Ln+1,JL+n+1,J (3.3.12)
bzw. analog√
Rn+1,J
+√
Rn,J(Im −K∗n,JKn,J)
√
Rn,J
√
Rn+1,J
+
= Rn+1,JR+n+1,J (3.3.13)
und so erhalten wir bei zusa¨tzlicher Beru¨cksichtigung der Hermitezita¨t von Rs,J bzw. Ls,J fu¨r
s ∈ {n− 1, n} dann
G˜∗n,JjmmG˜n,J = [diag(
√
Ln,J
√
Ln+1,J
+
,
√
Rn,J
√
Rn+1,J
+
)]∗
(
Im Kn,J
K∗n,J Im
)∗
jmm
·
(
Im Kn,J
K∗n,J Im
)
[diag(
√
Ln,J
√
Ln+1,J
+
,
√
Rn,J
√
Rn+1,J
+
)]
= [diag(
√
Ln+1,J
+√
Ln,J ,
√
Rn+1,J
+√
Rn,J)][diag(Im −Kn,JK∗n,J − (Im −K∗n,JKn,J))]
·[diag(√Ln,J√Ln+1,J+,√Rn,J√Rn+1,J+)]
= diag(
√
Ln+1,J
+√
Ln,J(Im −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
,
−√Rn+1,J+√Rn,J(Im −K∗n,JKn,J)√Rn,J√Rn+1,J+)
= diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J). (3.3.14)
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(a2) Aufgrund der Hermitezita¨t von Ln,J bzw. Rn,J und wegen Teil (b) und (c) von Bemer-
kung 1.2.3 erhalten wir(
Im Kn,J
K∗n,J Im
)∗
[diag(Ln,JL+n,J ,−Rn,JR+n,J)]
(
Im Kn,J
K∗n,J Im
)
=
(
Im Kn,J
K∗n,J Im
)(
Ln,JL
+
n,J Ln,JL
+
n,JKn,J
−Rn,JR+n,JK∗n,J −Rn,JR+n,J
)
=
(
Ln,JL
+
n,J −Kn,JRn,JR+n,JK∗n,J Ln,JL+n,JKn,J −Kn,JRn,JR+n,J(
L+n,JLn,JKn,J
)∗ − (Kn,JR+n,JRn,J)∗ K∗n,JLn,JL+n,JKn,J −Rn,JR+n,J
)
=
(
Ln,JL
+
n,J −Kn,JK∗n,J Kn,J −Kn,J
K∗n,J −K∗n,J K∗n,JKn,J −Rn,JR+n,J
)
= diag(Ln,JL+n,J −Kn,JK∗n,J ,−(Rn,JR+n,J −K∗n,JKn,J)).
Weiterhin ergibt sich mittels Teil (b3) von Satz A.1.4, Definition A.1.1 sowie (3.3.12) und
(3.3.13) zudem√
Ln+1,J
+√
Ln,J(Ln,JL+n,J −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+
(
√
Ln,JLn,JL
+
n,J −
√
Ln,JKn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+
(
√
Ln,J
√
Ln,J
+√
Ln,J −
√
Ln,JKn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+
(
√
Ln,J −
√
Ln,JKn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
=
√
Ln+1,J
+√
Ln,J(Im −Kn,JK∗n,J)
√
Ln,J
√
Ln+1,J
+
= Ln+1,JL+n+1,J
bzw. analog√
Rn+1,J
+√
Rn,J(Rn,JR+n,J −K∗n,JKn,J)
√
Rn,J
√
Rn+1,J
+
= Rn+1,JR+n+1,J .
Insgesamt erhalten wir nun analog zur Rechnung von (3.3.14) die Beziehung
G˜∗n,J [diag(Ln,JL
+
n,J ,−Rn,JR+n,J)]G˜n,J = diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)
und zusammen mit (a1) ergibt sich die Behauptung von (a2).
(a3) Die Behauptung von (a3) ergibt sich analog zum Beweis von Teil (a4) von Satz 3.2.2
mittels (3.3.12) und (3.3.13), wobei statt der Inversen die Moore-Penrose-Inverse verwendet
wird.
(b1) Unter Beachtung von (a2) ergibt sich
[G˜n,J(w)]∗jmm[G˜n,J(w)] = [diag(wIm, Im)]∗G˜∗n,JjmmG˜n,J [diag(wIm, Im)]
= [diag(wIm, Im)]∗G˜∗n,J [diag(Ln,JL
+
n,J ,−Rn,JR+n,J)]G˜n,J [diag(wIm, Im)]
= (G˜n,J [diag(wIm, Im)])∗[diag(Ln,JL+n,J ,−Rn,JR+n,J)](G˜n,J [diag(wIm, Im)])
= [G˜n,J(w)]∗[diag(Ln,JL+n,J ,−Rn,JR+n,J)][G˜n,J(w)].
(b2) Unter Beachtung von (a1) ergibt sich
[G˜n,J(w)]∗jmm[G˜n,J(w)] = [diag(wIm, Im)]∗G˜∗n,JjmmG˜n,J [diag(wIm, Im)]
= [diag(wIm, Im)][diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)][diag(wIm, Im)]
= diag(|w|2Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)
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und damit
Gn,J(w) = diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [G˜n,J(w)]∗jmm[G˜n,J(w)]
= diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− diag(|w|2Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)
= diag[(1− |w|2)Ln+1,JL+n+1,J , 0m×m].
(b3) Nach Bemerkung A.1.3 geho¨rt Ln+1,JL+n+1,J zu C
m×m
≥ und so ergibt sich bei zusa¨tzlicher
Beachtung von w ∈ D dann
diag[(1− |w|2)Ln+1,JL+n+1,J , 0m×m] ∈ C2m×2m≥ \ C2m×2m> .
Hieraus folgt mittels (b2) sofort die Behauptung von (b3).
(b4) Aufgrund der Wahl von w gilt (1− |w|2) = 0 und so folgt (b4) dann sofort aus (b2).
(b5) Nach Bemerkung A.1.3 geho¨rt Ln+1,JL+n+1,J zu C
m×m
≥ und so ergibt sich bei zusa¨tzlicher
Beachtung von w ∈ C \ (D ∪ T) dann
−diag[(1− |w|2)Ln+1,JL+n+1,J , 0m×m] ∈ C2m×2m≥ \ C2m×2m> .
Hieraus folgt mittels (b2) sofort die Behauptung von (b5).
(b6) Unter Beachtung von (a4) ergibt sich
H˜n,JUm,mG˜n,J = [diag(E1Im, Im)]H˜n,JUm,mG˜n,J [diag(E1Im, Im)]
= [diag(E1Im, Im)]
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
[diag(E1Im, Im)]
=
(
0m×m E1Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
[diag(E1Im, Im)]
=
(
0m×m E1Rn+1,JR+n+1,J
− E1Ln+1,JL+n+1,J 0m×m
)
= E1
(
0m×m Rn+1,JR+n+1,J
− Ln+1,JL+n+1,J 0m×m
)
.
Mit Hilfe von Satz 3.3.2 und Satz 3.3.1 wollen wir nun induktiv die Aussagen (c)–(e) von Satz
3.2.3 auf den Fall beliebiger J–Potapovfolgen verallgemeinern. Dafu¨r betrachten wir zuna¨chst
den Fall n = 0.
Satz 3.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine J–
Potapovfolge. Es bezeichne R1,J bzw. L1,J das zu (Aj)0j=0 und J geho¨rige rechte bzw. lin-
ke Schurkomplement sowie Γ0,J bzw. ∆0,J das zu (Aj)0j=0 und J geho¨rige rechte bzw. linke
Arov-Krein-Matrixpolynom. Es sei E0,J : C → C2m×2m bzw. F0,J : C → C2m×2m fu¨r w ∈ C
definiert gema¨ß
E0,J(w) := diag(L1,JL+1,J ,−R1,JR+1,J)− [Γ0,J(w)]∗J[Γ0,J(w)]
bzw.
F0,J(w) := diag(R1,JR+1,J ,−L1,JL+1,J)− [∆0,J(w)]J[∆0,J(w)]∗.
Dann gelten folgende Aussagen
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(a) Sei w ∈ C. Dann gilt E0,J(w) = diag[(1− |w|2)L1,JL+1,J , 0m×m] bzw.
F0,J(w) = diag[(1− |w|2)R1,JR+1,J , 0m×m].
(b) Sei w ∈ D. Dann geho¨rt E0,J(w) bzw. F0,J(w) zu C2m×2m≥ \ C2m×2m> .
(c) Sei w ∈ T. Dann gilt E0,J(w) = 02m×2m bzw. F0,J(w) = 02m×2m.
(d) Sei w ∈ C \ (D ∪ T). Dann geho¨rt −E0,J(w) bzw. −F0,J(w) zu C2m×2m≥ \ C2m×2m> .
BEWEIS. (a) Es bezeichne [ρ˜0,J , pi0,J , τ˜0,J , σ˜0,J ] das zu (Aj)0j=0 und J geho¨rige kanonische
rekursiv konstruierte Quadrupel von Matrixpolynomen. Aufgrund von Definition 2.4.1 exis-
tiert dann eine mit (Aj)0j=0 und J rechtsseitig bzw. linksseitig vertra¨gliche Folge (Vj)
0
j=0 bzw.
(Wj)0j=0, so dass [ρ˜0,J , pi0,J ] das mit (Aj)
0
j=0, (Vj)
0
j=0 und J rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τ˜0,J , σ˜0,J ] das mit (Aj)0j=0, (Wj)
0
j=0 und J linksseitig assoziierte Paar
von Matrixpolynomen ist. Nach Teil (a) sowie (b) von Bemerkung 2.3.2 gilt dann
ρ˜0,J(w) = Im und pi0,J(w) = A0 sowie τ˜0,J(w) = Im und σ˜0,J(w) = A0,
womit auch
ρ˜
[0]
0,J(w) = Im und pi
[0]
0,J(w) = A
∗
0 sowie τ˜
[0]
0,J(w) = Im und σ˜
[0]
0,J(w) = A
∗
0
erfu¨llt ist. Hieraus und aus Definition 3.3.1 folgt dann
Γ0,J(w) =
(
wJ [τ˜ [0]0,J(w)] pi0,J(w)
wJ [σ˜[0]0,J(w)] ρ˜0,J(w)
)
[diag(
√
L1,J
+
,
√
R1,J
+
)]
=
(
wJ A0
wJA∗0 Im
)
[diag(
√
L1,J
+
,
√
R1,J
+
)] =
(
wJ
√
L1,J
+
A0
√
R1,J
+
wJA∗0
√
L1,J
+ √
R1,J
+
)
bzw. analog
∆0,J(w) =
(
w
√
R1,J
+
J w
√
R1,J
+
A∗0J√
L1,J
+
A0
√
L1,J
+
)
.
Damit erhalten wir bei Beachtung der Definition und Hermitezita¨t von L1,J und R1,J (vgl.
Definition 1.1.3 und Bemerkung 1.1.8) sowie bei zusa¨tzlicher Beru¨cksichtigung von J∗ = J
und J2 = Im mittels Teil (b4) und (b3) von Satz A.1.4 nun
[Γ0,J(w)]∗J[Γ0,J(w)]
=
(
wJ
√
L1,J
+
A0
√
R1,J
+
wJA∗0
√
L1,J
+ √
R1,J
+
)∗
diag(J,−J)
(
wJ
√
L1,J
+
A0
√
R1,J
+
wJA∗0
√
L1,J
+ √
R1,J
+
)
=
(
w
√
L1,J
+
J w
√
L1,J
+
A0J√
R1,J
+
A∗0
√
R1,J
+
)(
w
√
L1,J
+
JA0
√
R1,J
+
− wA∗0
√
L1,J
+ −J√R1,J+
)
= diag
[
|w|2√L1,J+(J −A0JA∗0)√L1,J+,−√R1,J+(J −A∗0JA0)√R1,J+]
= diag
[
|w|2√L1,J+L1,J√L1,J+,−√R1,J+R1,J√R1,J+]
= diag
[
|w|2√L1,J√L1,J+,−√R1,J√R1,J+] = diag [|w|2L1,JL+1,J ,−R+1,JR1,J]
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bzw. analog
[∆0,J(w)]J[∆0,J(w)]∗ = diag
[
|w|2R1,JR+1,J ,−L1,JL+1,J
]
.
Hieraus und aus der Definition von E0,J(w) bzw. F0,J(w) ergibt sich unmittelbar die Behaup-
tung von (a).
(b)–(d) Die Behauptung von (b) bzw. (c) bzw. (d) ergibt sich aus (a) analog zum Beweis von
Teil (b3) bzw. (b4) bzw. (b5) von Satz 3.3.2.
Es folgt nun die bereits erwa¨hnte Verallgemeinerung der Aussagen (c)–(e) von Satz 3.2.3.
Satz 3.3.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J geho¨rige rechte
bzw. linke Schurkomplement sowie Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw.
linke Arov-Krein-Matrixpolynom. Es sei En,J : C → C2m×2m bzw. Fn,J : C → C2m×2m fu¨r
w ∈ C definiert gema¨ß
En,J(w) := diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [Γn,J(w)]∗J[Γn,J(w)]
bzw.
Fn,J(w) := diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J)− [∆n,J(w)]J[∆n,J(w)]∗.
Dann gelten folgende Aussagen:
(a) Sei w ∈ D. Dann geho¨rt En,J(w) bzw. Fn,J(w) zu C2m×2m≥ .
(b) Sei w ∈ T. Dann gilt En,J(w) = 02m×2m bzw. Fn,J(w) = 02m×2m.
(c) Sei w ∈ C \ (D ∪ T). Dann geho¨rt −En,J(w) bzw. −Fn,J(w) zu C2m×2m≥ .
BEWEIS. (a) Wir zeigen (a) per Induktion u¨ber n, wobei im Fall n = 0 die Behauptung
aus Teil (b) von Satz 3.3.3 folgt. Sei nun n ∈ N und es geho¨re En−1,J(w) bzw. Fn−1,J(w)
zu C2m×2m≥ . Es bezeichne Rn,J bzw. Ln,J das zu (Aj)
n−1
j=0 und J geho¨rige rechte bzw. linke
Schurkomplement sowie G˜n,J bzw. H˜n,J den zu (Aj)nj=0 und J geho¨rigen rechten bzw. linken
Arov-Krein-Linearfaktor. Mittels Teil (a) von Satz 3.3.1, der Definition von En−1,J(w) bzw.
Fn−1,J(w) und Teil (b1) von Satz 3.3.2 erhalten wir dann
[Γn,J(w)]∗J[Γn,J(w)] = ([Γn−1,J(w)][G˜n,J(w)])∗J([Γn−1,J(w)][G˜n,J(w)])
= [G˜n,J(w)]∗[Γn−1,J(w)]∗J[Γn−1,J(w)][G˜n,J(w)]
= [G˜n,J(w)]∗[diag(Ln,JL+n,J ,−Rn,JR+n,J)][G˜n,J(w)]− [G˜n,J(w)]∗[En−1,J(w)][G˜n,J(w)]
= [G˜n,J(w)]∗jmm[G˜n,J(w)]− [G˜n,J(w)]∗[En−1,J(w)][G˜n,J(w)]
bzw. analog
[∆n,J(w)]J[∆n,J(w)]∗ = [H˜n,J(w)]jmm[H˜n,J(w)]∗ − [H˜n,J(w)][Fn−1,J(w)][H˜n,J(w)]∗.
Hieraus folgt nun
En,J(w) = diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [Γn,J(w)]∗J[Γn,J(w)]
= diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [G˜n,J(w)]∗jmm[G˜n,J(w)]
+[G˜n,J(w)]∗[En−1,J(w)][G˜n,J(w)] (3.3.15)
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bzw. analog
Fn,J(w) = diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J)− [H˜n,J(w)]jmm[H˜n,J(w)]∗
+[H˜n,J(w)][Fn−1,J(w)][H˜n,J(w)]∗. (3.3.16)
Aufgrund der Wahl von w geho¨rt nach Teil (b3) von Satz 3.3.2 die Matrix
diag(Ln+1,JL+n+1,J ,−Rn+1,JR+n+1,J)− [G˜n,J(w)]∗jmm[G˜n,J(w)]
bzw.
diag(Rn+1,JR+n+1,J ,−Ln+1,JL+n+1,J)− [H˜n,J(w)]jmm[H˜n,J(w)]∗
zu C2m×2m≥ . Weiterhin ist aufgrund der Induktionsvoraussetzung die Beziehung En−1,J(w) ∈
C2m×2m≥ bzw. Fn−1,J(w) ∈ C2m×2m≥ erfu¨llt, womit auch
[G˜n,J(w)]∗[En−1,J(w)][G˜n,J(w)] bzw. [H˜n,J(w)][Fn−1,J(w)][H˜n,J(w)]∗
zu C2m×2m≥ geho¨rt. Hieraus und aus (3.3.15) bzw. (3.3.16) folgt dann schließlich En,J(w) ∈
C2m×2m≥ bzw. Fn,J(w) ∈ C2m×2m≥ , womit die Behauptung von (a) nun per Induktion bewiesen
wurde.
(b)–(c) Die Behauptung von (b) bzw. (c) ergibt sich per Induktion analog zu (a) aus Teil (c)
bzw. (d) von Satz 3.3.3, Teil (b4) bzw. (b5) von Satz 3.3.2 und aus (3.3.15) sowie (3.3.16).
Abschließend formulieren wir in Hinblick auf Teil (b) von Satz 3.3.1 noch folgende Begriffs-
bildung.
Definition 3.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine J–Potapovfolge. Unter Beachtung der Tatsache, dass nach Bemerkung 1.1.6
fu¨r s ∈ {0, . . . , n} auch (Aj)sj=0 eine J–Potapovfolge ist, bezeichne G˜0,J bzw. H˜0,J das zu
(Aj)0j=0 und J geho¨rige rechte bzw. linke Arov–Krein–Matrixpolynom sowie im Fall n ∈ N fu¨r
l ∈ {1, . . . , n} zudem G˜l,J bzw. H˜l,J den zu (Aj)lj=0 und J geho¨rigen rechten bzw. linken Arov-
Krein-Linearfaktor. Dann heißt (G˜l,J)nl=0 bzw. (H˜l,J)nl=0 die zu (Aj)nj=0 und J geho¨rige
Folge rechter bzw. linker Arov-Krein-Linearfaktoren.
Folgerung 3.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne (G˜l,J)nl=0 bzw. (H˜l,J)nl=0 die zu (Aj)nj=0
und J geho¨rige Folge rechter bzw. linker Arov-Krein-Linearfaktoren. Dann ist das zu (Aj)nj=0
und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom Γn,J bzw. ∆n,J gegeben durch
Γn,J =
−→
n∏
l=0
G˜l,J bzw. ∆n,J =
←−
n∏
l=0
H˜l,J .
BEWEIS. Dies folgt unmittelbar aus Definition 3.3.3 und im Fall n ∈ N aus Teil (b) von Satz
3.3.1.
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4 U¨ber Stein–Tripel und Dubovojsche Matrixpolynome vom
J–Potapovtyp
4.1 U¨ber (J, r)–Stein-Tripel und Matrixfunktionen vom Stein–Typ
In seiner Arbeit [90] erkannte L.A. Sakhnovich, dass viele Interpolationsprobleme mit einer
Gleichung vom Stein–Typ verbunden sind. Ausgehend von diesen Gleichungen konnte er dann
einen Formalismus entwickeln um die Interpolationsprobleme zu lo¨sen. Diesen Formalismus
wollen wir in dieser Arbeit auf das J–Potapovproblem u¨bertragen (vgl. die Untersuchungen
in Kapitel 5).
Der folgende Abschnitt dient als Einfu¨hrung in die Welt der Stein-Tripel und Matrixfunk-
tionen vom Stein–Typ. In den kommenden Abschnitten werden wir diese Resultate dann auf
ein mit einer strengen J–Potapovfolge assoziiertes Stein-Tripel anwenden und zudem weitere
Ergebnisse erhalten. Wir beginnen diesen Abschnitt mit der Einfu¨hrung des Begriffes des
Stein-Tripels.
Definition 4.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N. Es heißt
[P, T,C] ein rechtes bzw. linkes (J, r)–Stein-Tripel, falls P ∈ Cr×r, T ∈ Cr×r, C ∈ Cr×m
bzw. P ∈ Cr×r, T ∈ Cr×r, C ∈ Cm×r und die Identita¨t
P − TPT ∗ = CJC∗ bzw. P − T ∗PT = C∗JC
besteht. Ist zudem P ∈ Cr×rH , P ∈ Cr×r≥ oder P ∈ Cr×r> erfu¨llt, so heißt [P, T,C] ein her-
mitesches, nichtnegativ hermitesches oder positiv hermitesches rechtes bzw. linkes
(J, r)–Stein-Tripel.
Im Anschluss an Definition 4.1.1 sei erwa¨hnt, dass in der Arbeit von Stein [96] Matrizen
des Typs P − T ∗PT studiert wurden. Aus diesem Grund hat sich fu¨r Matrixgleichungen des
Typs X−T ∗XT = Γ mit gesuchter Matrix X die Bezeichnung Stein–Gleichung eingebu¨rgert.
Hinsichtlich einer intensiven Darlegung der Theorie der Stein–Gleichungen sei auf den Anhang
der Monographie von Ball/Gohberg/Rodman [23] verwiesen.
Fu¨r die Einfu¨hrung der zu [P, T,C] geho¨rigen Matrixfunktion, beno¨tigen wir insbesondere
folgende Begriffsbildungen.
Definition 4.1.2. Seien r ∈ N und T ∈ Cr×r. Es sei
ρT := {z ∈ C : det(Ir − zT ) 6= 0}
sowie RT : ρT → C definiert gema¨ß
w 7→ (Ir − wT )−1.
Dann heißt ρT die T–Resolventenmenge sowie RT die T–Resolvente.
Es folgen nun erste Beobachtungen u¨ber die soeben getroffenen Begriffsbildungen.
Bemerkung 4.1.1. Seien r ∈ N und T ∈ Cr×r. Es bezeichne ρT die T–Resolventenmenge.
Dann ist C\ρT eine endliche Menge sowie ρT ∩ T eine unendliche Menge.
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BEWEIS. Bei zusa¨tzlicher Beachtung von det(Ir − 0 · T ) = det Ir = 1 ergibt sich
C\ρT = {z ∈ C \ {0} : det(Ir − zT ) = 0} = {z ∈ C \ {0} : det[(−z)(T − 1
z
Ir)] = 0}
= {z ∈ C \ {0} : det(T − 1
z
Ir) = 0} = {z ∈ C \ {0} : 1
z
∈ specT}.
Da specT eine endliche Menge ist, folgt hieraus nun die Endlichkeit von C\ρT und damit
insbesondere auch, dass ρT ∩ T eine unendliche Menge ist.
Bemerkung 4.1.2. Seien r ∈ N und T ∈ Cr×r.
(a) Zwischen der T–Resolventenmenge ρT und der T ∗–Resolventenmenge ρT ∗ bestehen die
Beziehungen
ρT = (ρT ∗)∨ und ρT ∗ = (ρT )∨.
(b) Zwischen der T–Resolvente RT und der T ∗–Resolvente RT ∗ bestehen die Beziehungen
RT = (RT ∗)∨ und RT ∗ = (RT )∨.
BEWEIS. (a) Die Behauptung von (a) folgt unmittelbar aus der fu¨r z ∈ C gu¨ltigen Beziehung
det(Ir − zT ) = det[(Ir − zT ∗)∗] = det(Ir − zT ∗) bzw. det(Ir − zT ∗) = det(Ir − zT ).
(b) Die Behauptung von (b) folgt bei zusa¨tzlicher Beachtung von (a) fu¨r z ∈ C sofort aus
(Ir − zT )−1 = (Ir − zT ∗)−∗ bzw. (Ir − zT ∗)−1 = (Ir − zT )−∗.
Bemerkung 4.1.3. Seien r ∈ N und T ∈ Cr×r so gewa¨hlt, dass specT = {0}. Dann erfu¨llt
die T–Resolventenmenge ρT die Beziehung ρT = C.
BEWEIS. Wie im Beweis von Bemerkung 4.1.1 gezeigt, gilt
C\ρT = {z ∈ C \ {0} : 1
z
∈ specT}.
Hieraus und aus der Wahl von T folgt dann unmittelbar die Behauptung.
Fu¨r den Fall einer nilpotenten Matrix (vgl. Definition A.5.2), la¨sst sich die T–Resolvente
explizit angeben.
Lemma 4.1.1. Seien r ∈ N, n ∈ N und T ∈ Cr×r eine nilpotente Matrix mit Nilpotenzgrad n.
Es bezeichne ρT bzw. RT die T–Resolventenmenge bzw. T–Resolvente. Dann gelten folgende
Aussagen:
(a) Es gilt ρT = C und fu¨r alle w ∈ C zudem RT (w) =
∑n−1
j=0 w
jT j .
(b) Es ist T ∗ eine nilpotente Matrix mit Nilpotenzgrad n und fu¨r alle w ∈ C gilt [RT (w)]∗ =∑n−1
j=0 w
j(T ∗)j .
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BEWEIS. (a) Aufgrund der Wahl von T ergibt sich fu¨r beliebige w ∈ C die Beziehung
(Ir − wT )
n−1∑
j=0
wjT j =
n−1∑
j=0
wjT j −
n−1∑
j=0
wj+1T j+1 = Ir − wnTn = Ir
sowie
n−1∑
j=0
wjT j(Ir − wT ) =
n−1∑
j=0
wjT j −
n−1∑
j=0
wj+1T j+1 = Ir − wnTn = Ir
und damit det(Ir−wT ) 6= 0 sowie (Ir−wT )−1 =
∑n−1
j=0 w
jT j . Hieraus folgt aus der Definition
der beteiligten Gro¨ßen dann unmittelbar die Behauptung von (a).
(b) Da fu¨r beliebige k ∈ N stets (T ∗)k = (T k)∗ erfu¨llt ist, folgt aus der Wahl von T , dass auch
T ∗ eine nilpotente Matrix mit Nilpotenzgrad n ist. Hieraus und aus Teil (b) von Bemerkung
4.1.2 ergibt sich fu¨r alle w ∈ C mittels (a) dann
[RT (w)]∗ = R∨T (w) = RT ∗(w) =
n−1∑
j=0
wj(T ∗)j .
Wir kommen nun zur zentralen Matrixfunktion dieses Abschnittes.
Definition 4.1.3. Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix.
(a) Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel sowie z ∈ (ρT )∨ ∩T.
Die Funktion D[z] : (ρT )∨ → Cm×m sei fu¨r w ∈ (ρT )∨ gegeben durch
D[z](w) := Im − (1− wz)C∗[RT (w)]∗P−1RT (z)CJ,
wobei ρT die T–Resolventenmenge sowie RT die T–Resolvente bezeichne. Dann heißt
D[z] die zu [P, T,C] und J geho¨rige z–normierte rechte Matrixfunktion vom
Stein-Typ.
(b) Es sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel sowie z ∈ (ρT )∨ ∩ T.
Die Funktion B[z] : (ρT )∨ → Cm×m sei fu¨r w ∈ (ρT )∨ gegeben durch
B[z](w) := Im − (1− zw)JCRT (z)P−1[RT (w)]∗C∗,
wobei ρT die T–Resolventenmenge sowie RT die T–Resolvente bezeichne. Dann heißt
B[z] die zu [P, T,C] und J geho¨rige z–normierte linke Matrixfunktion vom
Stein-Typ.
Die zwei folgenden Resultate liefern wichtige Eigenschaften der in Definition 4.1.3 eingefu¨hrten
Matrixfunktionen. Wir beginnen hierbei zuna¨chst mit der rechten Version.
Satz 4.1.1. Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix. Es sei [P, T,C] ein
positiv hermitesches rechtes (J, r)–Stein-Tripel und es bezeichne ρT die T–Resolventenmenge
sowie RT die T–Resolvente. Weiterhin sei z ∈ (ρT )∨∩T und es bezeichne D[z] die zu [P, T,C]
und J geho¨rige z–normierte rechte Matrixfunktion vom Stein-Typ. Dann gelten folgende Aus-
sagen:
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(a) Es ist D[z](z) = Im.
(b) Fu¨r u, v ∈ (ρT )∨ gilt
J − [D[z](u)]J [D[z](v)]∗ = (1− uv)C∗[RT (u)]∗P−1[RT (v)]C.
(c) Fu¨r u ∈ (ρT )∨ ∩ T ist D[z](u) eine J–unita¨re Matrix.
(d) Fu¨r u ∈ (ρT )∨ ∩ D ist D[z](u) eine J–kontraktive Matrix.
(e) Fu¨r u ∈ (ρT )∨ ∩ [C \ (D ∪ T)] ist D[z](u) eine J–expansive Matrix.
BEWEIS. (a) Die Behauptung von (a) folgt unmittelbar aus der Definition von D[z] und der
Beziehung zz = |z|2 = 1.
(b) Seien u, v ∈ (ρT )∨. Aus der Definition von D[z] folgt bei zusa¨tzlicher Beru¨cksichtigung
von J∗ = J , J2 = Im und P ∗ = P die beziehung
J − [D[z](u)]J [D[z](v)]∗
= J − [Im − (1− uz)C∗[RT (u)]∗P−1RT (z)CJ] J [Im − (1− vz)C∗[RT (v)]∗P−1RT (z)CJ]∗
= J − [J − (1− uz)C∗[RT (u)]∗P−1RT (z)C] [Im − (1− vz)JC∗[RT (z)]∗P−1RT (v)C]
= (1− uz)C∗[RT (u)]∗P−1RT (z)C + (1− vz)C∗[RT (z)]∗P−1RT (v)C
−(1− uz)(1− vz)C∗[RT (u)]∗P−1RT (z)CJC∗[RT (z)]∗P−1RT (v)C. (4.1.1)
Aufgrund der Definition der T–Resolvente gilt
(Ir − vT )P (Ir − zT ∗)[RT (z)]∗P−1[RT (v)] = (Ir − vT )PP−1[RT (v)] = (Ir − vT )[RT (v)] = Ir
bzw. analog
[RT (u)]∗P−1[RT (z)](Ir − zT )P (Ir − uT ∗) = Ir.
Beru¨cksichtigen wir nun noch die aufgrund der Wahl von [P, T,C] geltende Identita¨t P −
TPT ∗ = CJC∗, so ergibt sich hiermit aus (4.1.1) dann
J − [D[z](u)]J [D[z](v)]∗
= (1− uz)C∗[RT (u)]∗P−1RT (z)C + (1− vz)C∗[RT (z)]∗P−1RT (v)C
−(1− uz)(1− vz)C∗[RT (u)]∗P−1RT (z)CJC∗[RT (z)]∗P−1RT (v)C
= (1− uz)C∗[RT (u)]∗P−1[RT (z)](Ir − vT )P (Ir − zT ∗)[RT (z)]∗P−1[RT (v)]C
+(1− vz)C∗[RT (u)]∗P−1[RT (z)](Ir − zT )P (Ir − uT ∗)[RT (z)]∗P−1[RT (v)]C
−(1− vz)(1− uz)C∗[RT (u)]∗P−1[RT (z)](P − TPT ∗)[RT (z)]∗P−1[RT (v)]C
= C∗[RT (u)]∗P−1[RT (z)]
· {(1− uz)(Ir − vT )P (Ir − zT ∗) + (1− vz)(Ir − zT )P (Ir − uT ∗)
−(1− vz)(1− uz)(P − TPT ∗)} · [RT (z)]∗P−1[RT (v)]C. (4.1.2)
Wir berechnen nun den Ausdruck in der geschweiften Klammer. Unter Beachtung von zz =
|z|2 = 1 ergibt sich zuna¨chst
(1− uz)(Ir − vT )P (Ir − zT ∗) = (1− uz)(P − zPT ∗ − vTP + vzTPT ∗)
= (1− uz)P − (z − u)PT ∗ − (v − uvz)TP + (vz − uv)TPT ∗
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bzw. analog
(1− vz)(Ir − zT )P (Ir − uT ∗) = (1− vz)P − (u− uvz)PT ∗ − (z − v)TP + (uz − uv)TPT ∗
und es gilt zudem
(1− vz)(1− uz) = 1− uz − vz + uv.
Aus diesen Gleichungen folgt nun
(1− vz)(Ir − zT )P (Ir − uT ∗) + (1− uz)(Ir − vT )P (Ir − zT ∗)
−(1− vz)(1− uz)(P − TPT ∗)
= [(1− vz)P − (u− uvz)PT ∗ − (z − v)TP + (uz − uv)TPT ∗]
+[(1− uz)P − (z − u)PT ∗ − (v − uvz)TP + (vz − uv)TPT ∗]
−[1− uz − vz + uv](P − TPT ∗)
= [(1− vz) + (1− uz)− (1− uz − vz + uv)]P − [(u− uvz) + (z − u)]PT ∗
−[(z − v) + (v − uvz)]TP
+[(uz − uv) + (vz − uv) + (1− uz − vz + uv)]TPT ∗
= (1− uv)P − (z − uvz)PT ∗ − (z − uvz)TP + (1− uv)TPT ∗
= (1− uv)(P − zPT ∗ − zTP + TPT ∗) = (1− uv)(Ir − zT )P (Ir − zT ∗)
und hiermit erhalten wir aus (4.1.2) schließlich
J − [D[z](u)]J [D[z](v)]∗
= (1− uv)C∗[RT (u)]∗P−1[RT (z)](Ir − zT )P (Ir − zT ∗)[RT (z)]∗P−1[RT (v)]C
= (1− uv)C∗[RT (u)]∗P−1PP−1[RT (v)]C = (1− uv)C∗[RT (u)]∗P−1[RT (v)]C.
(c) Sei u ∈ (ρT )∨ ∩ T. Aufgrund der Wahl von u gilt 1− uu = 1− |u|2 = 0 und hieraus folgt
in Verbindung mit (b) dann
J − [D[z](u)]J [D[z](u)]∗ = (1− uu)C∗[RT (u)]∗P−1[RT (u)]C = 0m×m.
Somit ist [D[z](u)]∗ eine J–unita¨re Matrix und aus Teil (b) von Satz A.6.1 folgt auch die
J–Unitarita¨t von D[z](u).
(d) Sei u ∈ (ρT )∨ ∩D. Aufgrund der Wahl von u gilt dann 1− uu = 1− |u|2 ∈ (0,+∞) sowie
aufgrund der Wahl von [P, T,C] zudem P ∈ Cr×r> . Hieraus folgt mittels (b) nun
J − [D[z](u)]J [D[z](u)]∗ = (1− uu)C∗[RT (u)]∗P−1[RT (u)]C ∈ Cm×m≥ ,
womit [D[z](u)]∗ eine J–kontraktive Matrix ist. Wegen Teil (c) von Satz A.6.1 ist damit auch
D[z](u) eine J–kontraktive Matrix.
(e) Sei u ∈ (ρT )∨∩ [C\ (D∪T)]. Aufgrund der Wahl von u gilt −(1−uu) = |u|2−1 ∈ (0,+∞)
sowie aufgrund der Wahl von [P, T,C] zudem P ∈ Cr×r> . Hieraus folgt mittels (b) dann
[D[z](u)]J [D[z](u)]∗ − J = −(1− uu)C∗[RT (u)]∗P−1[RT (u)]C ∈ Cm×m≥ ,
womit [D[z](u)]∗ eine J–expansive Matrix ist. Wegen Teil (d) von Satz A.6.1 ist damit auch
D[z](u) eine J–expansive Matrix.
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Wir formulieren nun die duale linke Version von Satz 4.1.1.
Satz 4.1.2. Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix. Es sei [P, T,C] ein
positiv hermitesches linkes (J, r)–Stein-Tripel und es bezeichne ρT die T–Resolventenmenge
sowie RT die T–Resolvente. Weiterhin sei z ∈ (ρT )∨∩T und es bezeichne B[z] die zu [P, T,C]
und J geho¨rige z–normierte linke Matrixfunktion vom Stein-Typ. Dann gelten folgende Aus-
sagen:
(a) Es ist B[z](z) = Im.
(b) Fu¨r u, v ∈ (ρT )∨ gilt
J − [B[z](u)]∗J [B[z](v)] = (1− uv)C[RT (u)]P−1[RT (v)]∗C∗.
(c) Fu¨r u ∈ (ρT )∨ ∩ T ist B[z](u) eine J–unita¨re Matrix.
(d) Fu¨r u ∈ (ρT )∨ ∩ D ist B[z](u) eine J–kontraktive Matrix.
(e) Fu¨r u ∈ (ρT )∨ ∩ [C \ (D ∪ T)] ist B[z](u) eine J–expansive Matrix.
BEWEIS. Die Beweise der Behauptungen ko¨nnen analog zum Beweis von Satz 4.1.1 aus-
gefu¨hrt werden.
Satz 4.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N. Dann gelten
folgende Aussagen:
(a) Sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel und es bezeichne ρT die
T–Resolventenmenge. Es sei w ∈ (ρT )∨\{0} so gewa¨hlt, dass 1w ∈ (ρT )∨ erfu¨llt ist.
Weiterhin sei z ∈ (ρT )∨ ∩ T und es bezeichne D[z] die zu [P, T,C] und J geho¨rige
z–normierte rechte Matrixfunktion vom Stein-Typ. Dann gilt:
(a1) Es ist D[z](w)J
[
D[z]
(
1
w
)]∗
= J .
(a2) Es sind D[z](w) und
[
D[z]
(
1
w
)]∗
regula¨re Matrizen und es gelten die Beziehungen
D[z](w) = J
[
D[z]
(
1
w
)]−∗
J und [D[z](w)]−1 = J
[
D[z]
(
1
w
)]∗
J.
(b) Sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel und es bezeichne ρT die
T–Resolventenmenge. Es sei w ∈ (ρT )∨\{0} so gewa¨hlt, dass 1w ∈ (ρT )∨ erfu¨llt ist.
Weiterhin sei z ∈ (ρT )∨ ∩ T und es bezeichne B[z] die zu [P, T,C] und J geho¨rige
z–normierte linke Matrixfunktion vom Stein-Typ. Dann gilt:
(b1) Es ist
[
B[z]
(
1
w
)]∗
JB[z](w) = J .
(b2) Es sind B[z](w) und
[
B[z]
(
1
w
)]∗
regula¨re Matrizen und es gelten die Beziehungen
B[z](w) = J
[
B[z]
(
1
w
)]−∗
J und [B[z](w)]−1 = J
[
B[z]
(
1
w
)]∗
J.
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BEWEIS. (a1) Aufgrund der Wahl von w ergibt sich mittels Teil (b) von Satz 4.1.1 die
Beziehung
J −D[z](w)J
[
D[z]
(
1
w
)]∗
=
(
1− w ·
(
1
w
))
C∗[RT (w)]∗P−1
[
RT
(
1
w
)]
C
=
(
1− w · 1
w
)
C∗[RT (w)]∗P−1
[
RT
(
1
w
)]
C = 0 · C∗[RT (w)]∗P−1
[
RT
(
1
w
)]
C = 0m×m
und damit
J = D[z](w)J
[
D[z]
(
1
w
)]∗
.
(a2) Aufgrund der Wahl von J ergibt sich mittels (a1) die Beziehung
det(D[z](w)) · det J · det
[
D[z]
(
1
w
)]∗
= det
(
D[z](w)J
[
D[z]
(
1
w
)]∗)
= det J 6= 0
womit
det(D[z](w)) 6= 0 bzw. det
[
D[z]
(
1
w
)]∗
6= 0
erfu¨llt ist. Damit ist die Matrix D[z](w) bzw.
[
D[z]
(
1
w
)]∗
regula¨r und aus (a1) und J−1 = J
folgt
D[z](w) = J
[
D[z]
(
1
w
)]−∗
J sowie [D[z](w)]−1 = J
[
D[z]
(
1
w
)]∗
J.
(b) Die Behauptung von (b1) ergibt sich analog zum Beweis von (a1) mittels Teil (b) von Satz
4.1.2 und auch der Beweis von (b2) kann analog zum Beweis von (a2) gefu¨hrt werden.
Zum Abschluss dieses Abschnittes formulieren wir nun noch ein Resultat u¨ber das Wechsel-
spiel zwischen rechten und linken positiv hermiteschen Stein–Tripeln sowie u¨ber das Wech-
selspiel der dazugeho¨rigen Matrixfunktionen vom Stein–Typ.
Satz 4.1.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N. Weiterhin sei
P ∈ Cr×r, T ∈ Cr×r sowie C ∈ Cr×m und es bezeichne ρT bzw. ρT ∗ die T–Resolventenmenge
bzw. T ∗–Resolventenmenge. Dann gilt:
(a) Es ist [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel genau dann, wenn
[P, T ∗, C∗] ein positiv hermitesches linkes (J, r)–Stein-Tripel ist.
(b) Es gilt [(ρT )∨]∨ = (ρT ∗)∨. Weiterhin ist z ∈ (ρT )∨∩T genau dann, wenn z ∈ (ρT ∗)∨∩T
erfu¨llt ist.
(c) Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel sowie z ∈ (ρT )∨ ∩T.
Unter Beachtung von (a)–(b) erfu¨llen die zu [P, T,C] und J geho¨rige z–normierte rechte
bzw. linke Matrixfunktion vom Stein-Typ D[z][P,T,C] bzw. B
[z]
[P,T,C] und die zu [P, T
∗, C∗]
und J geho¨rige z–normierte linke bzw. rechte Matrixfunktion vom Stein-Typ B[z][P,T ∗,C∗]
bzw. D[z][P,T ∗,C∗] die Beziehung
D
[z]
[P,T,C] =
(
B
[z]
[P,T ∗,C∗]
)∨
bzw. B[z][P,T,C] =
(
D
[z]
[P,T ∗,C∗]
)∨
.
119
BEWEIS. (a) Es gelten
P − TPT ∗ = P − (T ∗)∗PT ∗ sowie CJC∗ = (C∗)∗JC∗,
woraus bei Beachtung von Definition 4.1.1 unmittelbar die Behauptung von (a) folgt.
(b) Die Identita¨t [(ρT )∨]∨ = (ρT ∗)∨ ergibt sich sofort aus Teil (a) von Bemerkung 4.1.2.
Weiterhin folgt aus Teil (a) von Bemerkung 4.1.2 und der Beziehung T∨ = T auch sofort,
dass z ∈ (ρT )∨ ∩ T genau dann erfu¨llt ist, wenn z ∈ (ρT ∗)∨ ∩ T.
(c) Nach Teil (b) von Bemerkung 4.1.2 bestehen zwischen der T–Resolvente RT und der
T ∗–Resolvente RT ∗ die Beziehungen
RT = (RT ∗)∨ und RT ∗ = (RT )∨.
Damit erhalten wir fu¨r w ∈ (ρT )∨ bei Beachtung von w ∈ [(ρT )∨]∨ = (ρT ∗)∨, P ∗ = P und
J∗ = J dann
D
[z]
[P,T,C](w) = Im − (1− wz)C∗[RT (w)]∗P−1RT (z)CJ
=
[
Im − (1− wz)JC∗[RT (z)]∗P−1RT (w)C
]∗
=
[
Im − (1− wz)JC∗RT ∗(z)P−1[RT ∗(w)]∗(C∗)∗
]∗
=
[
B
[z]
[P,T ∗,C∗](w)
]∗
=
(
B
[z]
[P,T ∗,C∗]
)∨
(w)
und damit D[z][P,T,C] =
(
B
[z]
[P,T ∗,C∗]
)∨
bzw. analog auch B[z][P,T,C] =
(
D
[z]
[P,T ∗,C∗]
)∨
.
4.2 U¨ber die Taylorkoeffizientenfolge einer Matrixfunktion vom Stein–Typ
Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix. In diesem Abschnitt wollen wir die
in Abschnitt 4.1 auf der Grundlage von positiv hermiteschen (J, r)–Stein-Tripel definierten
Matrixfunktionen vom Stein–Typ genauer untersuchen. Dabei wird sich zeigen, dass diese
Matrixfunktionen zur Klasse der im Nullpunkt holomorphen J–Potapovfunktionen geho¨ren.
Ist zudem T eine nilpotente Matrix, so lassen sich die zu diesen Matrixfunktionen geho¨rigen
Taylorkoeffizientenfolgen direkt angeben und als J–zentrale J–Potapovfolgen identifizieren.
Grundlage fu¨r die Untersuchungen dieses Abschnittes ist folgende Beobachtung.
Satz 4.2.1. Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix. Weiter seien [P, T,C]
ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel und es bezeichne ρT die T–
Resolventenmenge. Es sei z ∈ (ρT )∨ ∩ T und es bezeichne D[z] bzw. B[z] die zu [P, T,C]
und J geho¨rige z–normierte rechte bzw. linke Matrixfunktion vom Stein-Typ. Dann geho¨rt
Rstr.DD[z] bzw. Rstr.DB[z] zur Menge PJ,0(D) und bezeichnet (Dj)j∈N0 bzw. (Bj)j∈N0 deren
Taylorkoeffizientenfolge in einer Umgebung von 0, so ist diese eine J–Potapovfolge.
BEWEIS. Aufgrund der Definition der Funktion D[z] bzw. B[z] ist Rstr.DD[z] bzw. Rstr.DB[z]
eine meromorphe Matrixfunktion in D, deren Holomorphiemenge die Menge (ρT )∨∩D entha¨lt.
Mittels Teil (d) von Satz 4.1.1 bzw. Teil (d) von Satz 4.1.2 la¨sst sich zudem zeigen, dass
Rstr.DD[z] bzw. Rstr.DB[z] eine J–kontraktive Funktion in D ist. Damit ist Rstr.DD[z] bzw.
Rstr.DB[z] eine J–Potapovfunktion in D und da wegen
det(Ir − 0 · T ) = det Ir 6= 0
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die Beziehung 0 ∈ (ρT )∨ ∩ D erfu¨llt ist, erhalten wir schließlich
Rstr.DD[z] ∈ PJ,0(D) bzw. Rstr.DB[z] ∈ PJ,0(D).
Insbesondere ist damit nach Teil (a) von Satz 1.4.1 die Folge (Dj)j∈N0 bzw. (Bj)j∈N0 auch
eine J–Potapovfolge.
Ziel dieses Abschnittes ist es nun die gema¨ß Satz 4.2.1 mit einem positiv hermiteschen Stein-
Tripel assoziierte J–Potapovfolge genauer zu untersuchen. Mit Hilfe von Lemma 4.1.1 la¨sst
sich fu¨r den Fall eines positiv hermiteschen Stein-Tripels [P, T,C] mit nilpotenter Matrix T
diese Folge genau angeben, wobei man im Folgenden stets beachte, dass nach Teil (a) von
Lemma 4.1.1 im Fall einer nilpotenten Matrix T die T–Resolventenmenge ganz C ist.
Satz 4.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix. Weiterhin seien r ∈ N,
n ∈ N sowie [P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel, wobei T
eine nilpotente Matrix mit Nilpotenzgrad n sei. Es bezeichne RT die T–Resolvente und es sei
z ∈ T. Weiterhin bezeichne D[z] bzw. B[z] die zu [P, T,C] und J geho¨rige z–normierte rechte
bzw. linke Matrixfunktion vom Stein-Typ und es sei die Folge (Dj)j∈N0 bzw. (Bj)j∈N0 gegeben
durch
Dj :=
{
Im − C∗P−1RT (z)CJ , falls j = 0
zC∗(T ∗)j−1(Ir − zT ∗)P−1RT (z)CJ , falls j ∈ N (4.2.1)
bzw.
Bj :=
{
Im − JCRT (z)P−1C∗ , falls j = 0
zJCRT (z)P−1(Ir − zT ∗)(T ∗)j−1C∗ , falls j ∈ N . (4.2.2)
Dann gelten folgende Aussagen:
(a) Fu¨r j ∈ N mit j > n ist Dj := 0m×m bzw. Bj := 0m×m.
(b) Fu¨r alle w ∈ C ist
D[z](w) =
n∑
j=0
Djw
j bzw. B[z](w) =
n∑
j=0
Bjw
j ,
womit D[z] bzw. B[z] insbesondere zur Menge (PC,n)m×m geho¨rt.
(c) Unter Beru¨cksichtigung der nach Satz 4.2.1 gu¨ltigen Beziehung Rstr.DD[z] ∈ PJ,0(D)
bzw. Rstr.DB[z] ∈ PJ,0(D) ist die Taylorkoeffizientenfolge von Rstr.DD[z] bzw. Rstr.DB[z]
in einer Umgebung von 0 gegeben durch (Dj)j∈N0 bzw. (Bj)j∈N0.
BEWEIS. Im Folgenden zeigen wir (a)–(c) nur fu¨r die Folge (Dj)j∈N0 . Die Beweise fu¨r die
Folge (Bj)j∈N0 ko¨nnen dazu analog ausgefu¨hrt werden.
(a) Wegen Teil (b) von Lemma 4.1.1 ist mit T auch T ∗ eine nilpotente Matrix mit Nilpotenz-
grad n. Fu¨r j ∈ N mit j > n ergibt sich deshalb (T ∗)j−1 = 0r×r und damit auch
Dj = zC∗(T ∗)j−1(Ir − zT ∗)P−1RT (z)CJ = zC∗0r×r(Ir − zT ∗)P−1RT (z)CJ = 0r×r.
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(b) Wir betrachten zuna¨chst den Fall n = 1. Dann ist T = 0r×r und fu¨r w ∈ C gilt RT (w) = Ir
sowie (T ∗)0(Ir − zT ∗) = Ir. Damit ergibt sich aufgrund von Teil (a) von Definition 4.1.3 die
Beziehung
D[z](w) = Im − (1− wz)C∗[RT (w)]∗P−1RT (z)CJ
= Im − (1− wz)C∗P−1RT (z)CJ
= Im − C∗P−1RT (z)CJ + wzC∗P−1RT (z)CJ
= Im − C∗P−1RT (z)CJ + wzC∗(T ∗)0(Ir − zT ∗)P−1RT (z)CJ
= D0 +D1w,
womit die Behauptung fu¨r n = 1 gezeigt wurde.
Sei nun n > 1. Nach Teil (b) von Lemma 4.1.1 gilt fu¨r alle w ∈ C die Beziehung
[RT (w)]∗ =
n−1∑
j=0
wj(T ∗)j .
Weiterhin folgt aus (T ∗)n = (0r×r)∗ = 0r×r zudem
Dn = zC∗(T ∗)n−1(Ir − zT ∗)P−1RT (z)CJ = zC∗(T ∗)n−1P−1RT (z)CJ
und so ergibt sich mittels Teil (a) von Definition 4.1.3 sowie bei zusa¨tzlicher Beru¨cksichtigung
von zz = |z|2 = 1 fu¨r w ∈ C nun
D[z](w) = Im − (1− wz)C∗[RT (w)]∗P−1RT (z)CJ
= Im − (1− wz)C∗
n−1∑
j=0
wj(T ∗)j
P−1RT (z)CJ
= Im − C∗P−1RT (z)CJ − C∗
n−1∑
j=1
wj(T ∗)j
P−1RT (z)CJ
+wzC∗
n−2∑
j=0
wj(T ∗)j
P−1RT (z)CJ + wnzC∗(T ∗)n−1P−1RT (z)CJ
= D0 −
n−1∑
j=1
wjC∗(T ∗)jP−1RT (z)CJ +
n−1∑
j=1
wjzC∗(T ∗)j−1P−1RT (z)CJ + wnDn
= D0 +
n−1∑
j=1
wjzC∗
(
(T ∗)j−1 − z(T ∗)j)P−1RT (z)CJ + wnDn
= D0 +
n−1∑
j=1
wjzC∗(T ∗)j−1 (Ir − zT ∗)P−1RT (z)CJ + wnDn
= D0 +
n−1∑
j=1
wjDj + wnDn =
n∑
j=0
Djw
j .
(c) Dies ergibt sich unmittelbar aus (b) und (a).
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Mit Hilfe von Satz 4.2.2 wollen wir nun wichtige Gro¨ßen zur Beschreibung der Taylorkoeffi-
zientenfolge einer zu einem positiv hermiteschen Stein-Tripel geho¨rigen Matrixfunktion vom
Stein-Typ untersuchen. Hierfu¨r beno¨tigen wir zuna¨chst einige Vorbereitungen.
Lemma 4.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix. Weiter seien r ∈ N,
n ∈ N sowie [P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel, wobei T
eine nilpotente Matrix mit Nilpotenzgrad n sei. Es sei z ∈ T sowie die Folge (Dj)j∈N0 bzw.
(Bj)j∈N0 gegeben durch (4.2.1) bzw. (4.2.2). Dann gelten folgende Aussagen:
(a) Sei s ∈ N0. Dann gilt:
(a1) Es ist
s∑
j=0
DjJD
∗
j = J − C∗(T ∗)sP−1T sC bzw.
s∑
j=0
B∗j JBj = J − CT sP−1(T ∗)sC∗.
(4.2.3)
(a2) Falls s ≥ n, so gilt ∑sj=0DjJD∗j = J bzw. ∑sj=0B∗j JBj = J .
(b) Sei l ∈ N und s ∈ N0. Dann gilt:
(b1) Es ist
s∑
j=0
DjJD
∗
l+j = −C∗(T ∗)sP−1T l+sC bzw.
s∑
j=0
B∗l+jJBj = −CT l+sP−1(T ∗)sC∗.
(4.2.4)
(b2) Falls l + s ≥ n, so gilt ∑sj=0DjJD∗l+j = 0m×m bzw. ∑sj=0B∗j JBl+j = 0m×m.
BEWEIS. Im Folgenden zeigen wir (a)–(c) nur fu¨r die Folge (Dj)j∈N0 . Die Beweise fu¨r die
Folge (Bj)j∈N0 ko¨nnen dazu analog ausgefu¨hrt werden.
Aufgrund der Definition der T–Resolvente gilt
RT (z)(Ir − zT ) = (Ir − zT )−1(Ir − zT ) = Ir (4.2.5)
und damit auch
(Ir − zT ∗)[RT (z)]∗ = [RT (z)(Ir − zT )]∗ = Ir. (4.2.6)
Weiterhin ist aufgrund der Definition des Stein-Tripels die Beziehung
P − TPT ∗ = CJC∗ (4.2.7)
erfu¨llt und aufgrund der Wahl von z gilt
z · z = |z|2 = 1. (4.2.8)
Im Folgenden wollen wir zuna¨chst zeigen, dass fu¨r alle j, k ∈ N0 die Beziehung
−C∗(T ∗)jP−1T kC + C∗(T ∗)j(Ir − zT ∗)P−1RT (z)CJC∗[RT (z)]∗P−1(Ir − zT )T kC
= −C∗(T ∗)j+1P−1T k+1C (4.2.9)
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erfu¨llt ist. Seien dazu j, k ∈ N0 beliebig. Aufgrund von (4.2.5)–(4.2.8) erhalten wir
−C∗(T ∗)jP−1T kC + C∗(T ∗)jP−1RT (z)CJC∗[RT (z)]∗P−1T kC
= C∗(T ∗)jP−1RT (z) [−(Ir − zT )P (Ir − zT ∗) + CJC∗] [RT (z)]∗P−1T kC
= C∗(T ∗)jP−1RT (z) [−(Ir − zT )P (Ir − zT ∗) + (P − TPT ∗)] [RT (z)]∗P−1T kC
= C∗(T ∗)jP−1RT (z) [−P + zTP + zPT ∗ − TPT ∗ + (P − TPT ∗)] [RT (z)]∗P−1T kC
= C∗(T ∗)jP−1RT (z) [z(Ir − zT )PT ∗ + zTP (Ir − zT ∗)] [RT (z)]∗P−1T kC
= zC∗(T ∗)j+1[RT (z)]∗P−1T kC + zC∗(T ∗)jP−1RT (z)T k+1C (4.2.10)
sowie nach dem gleichen Prinzip auch die Beziehungen
zC∗(T ∗)j+1[RT (z)]∗P−1T kC − zC∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T kC
= −C∗(T ∗)j+1P−1RT (z)T k+1C (4.2.11)
bzw.
zC∗(T ∗)jP−1RT (z)T k+1C − zC∗(T ∗)jP−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
= −C∗(T ∗)j+1[RT (z)]∗P−1T k+1C (4.2.12)
und
−C∗(T ∗)j+1P−1RT (z)T k+1C − C∗(T ∗)j+1[RT (z)]∗P−1T k+1C
+C∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
= −C∗(T ∗)j+1P−1T k+1C. (4.2.13)
Aus (4.2.10)–(4.2.13) ergibt sich dann
−C∗(T ∗)jP−1T kC + C∗(T ∗)j(Ir − zT ∗)P−1RT (z)CJC∗[RT (z)]∗P−1(Ir − zT )T kC
= −C∗(T ∗)jP−1T kC + C∗(T ∗)jP−1RT (z)CJC∗[RT (z)]∗P−1T kC
−zC∗(T ∗)jP−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
−zC∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T kC
+C∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
= zC∗(T ∗)j+1[RT (z)]∗P−1T kC + zC∗(T ∗)jP−1RT (z)T k+1C
−zC∗(T ∗)jP−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
−zC∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T kC
+C∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
= −C∗(T ∗)j+1P−1RT (z)T k+1C − C∗(T ∗)j+1[RT (z)]∗P−1T k+1C
+C∗(T ∗)j+1P−1RT (z)CJC∗[RT (z)]∗P−1T k+1C
= −C∗(T ∗)j+1P−1T k+1C,
womit (4.2.9) bewiesen wurde.
(a1) Wir zeigen die Behauptung per Induktion u¨ber s. Sei also zuna¨chst s = 0. Es bezeichne
D[z] die zu [P, T,C] und J geho¨rige z–normierte rechte Matrixfunktion vom Stein-Typ. Nach
Teil (c) von Satz 4.2.2 ist (Dj)j∈N0 die zu Rstr.DD[z] geho¨rige Taylorkoeffizientenfolge und so
gilt
D0 = Rstr.DD[z](0) = D[z](0).
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Aus Teil (b) von Satz 4.1.1 ergibt sich weiterhin
J −D[z](0)J
[
D[z](0)
]∗
= C∗[RT (0)]∗P−1RT (0)C
und beachten wir nun noch die Beziehungen RT (0) = (Ir − 0T )−1 = Ir und T 0 = Ir, so
erhalten wir schließlich
0∑
j=0
DjJD
∗
j = D0JD
∗
0 = D
[z](0)J
[
D[z](0)
]∗
= J −
(
J −D[z](0)J
[
D[z](0)
]∗)
= J − C∗[RT (0)]∗P−1RT (0) = J − C∗P−1C = J − C∗(T ∗)0P−1T 0C.
Somit ist (4.2.3) fu¨r s = 0 gezeigt.
Wir nehmen nun an, dass die Gu¨ltigkeit der Gleichung (4.2.3) fu¨r ein festes s ∈ N0 bewiesen
wurde und wollen zeigen, dass (4.2.3) dann auch fu¨r s+ 1 erfu¨llt ist. Aus der Induktionsvor-
aussetzung ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der Beziehungen P ∗ = P , J∗ = J ,
J2 = Im und (4.2.8) mittels der Formel (4.2.9), wobei i = j = s, nun
s+1∑
j=0
DjJD
∗
j =
s∑
j=0
DjJD
∗
j +Ds+1JD
∗
s+1 = J − C∗(T ∗)sP−1T sC +Ds+1JD∗s+1
= J − C∗(T ∗)sP−1T sC
+
[
zC∗(T ∗)s(Ir − zT ∗)P−1RT (z)CJ
]
J
[
zC∗(T ∗)s(Ir − zT ∗)P−1RT (z)CJ
]∗
= J − C∗(T ∗)sP−1T sC + C∗(T ∗)s(Ir − zT ∗)P−1RT (z)CJC∗[RT (z)]∗P−1(Ir − zT ∗)∗T sC
= J − C∗(T ∗)s+1P−1T s+1C
und damit wurde die Gu¨ltigkeit von (4.2.3) fu¨r alle s ∈ N0 gezeigt.
(a2) Fu¨r den Fall s ≥ n gilt aufgrund der Wahl von T stets T s = 0r×r und so ergibt sich aus
(a1) dann
s∑
j=0
DjJD
∗
j = J + C
∗(T ∗)sP−1T sC = J + C∗(T ∗)sP−10r×rC = J.
(b1) Wir zeigen die Behauptung per Induktion u¨ber s. Sei also zuna¨chst s = 0. Aufgrund der
Definition der Folge (Dj)j∈N0 sowie wegen P ∗ = P , J∗ = J , J2 = Im und (4.2.8) ist
0∑
j=0
DjJD
∗
l+j = D0JD
∗
l
=
[
Im − C∗P−1RT (z)CJ
]
J
[
zC∗(T ∗)l−1(Ir − zT ∗)P−1RT (z)CJ
]∗
=
[
J − C∗P−1RT (z)C
] [
zJC∗[RT (z)]∗P−1(Ir − zT ∗)∗T l−1C
]
= zC∗[RT (z)]∗P−1(Ir − zT )T l−1C − zC∗P−1RT (z)CJC∗[RT (z)]∗P−1(Ir − zT )T l−1C.
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Verwenden wir die Formeln (4.2.5)–(4.2.8), so folgt hieraus dann
0∑
j=0
DjJD
∗
l+j = zC
∗P−1RT (z) [(Ir − zT )P − CJC∗] [RT (z)]∗P−1(Ir − zT )T l−1C
= zC∗P−1RT (z) [P − zTP − (P − TPT ∗)] [RT (z)]∗P−1(Ir − zT )T l−1C
= zC∗P−1RT (z) (TPT ∗ − zTP ) [RT (z)]∗P−1(Ir − zT )T l−1C
= −C∗P−1RT (z)TP (Ir − zT ∗)[RT (z)]∗P−1(Ir − zT )T l−1C
= −C∗P−1RT (z)T (Ir − zT )T l−1C = −C∗P−1RT (z)(Ir − zT )T lC
= −C∗P−1T lC = −C∗(T ∗)0P−1T lC
und (4.2.4) ist fu¨r s = 0 gezeigt.
Wir nehmen nun an, dass die Gu¨ltigkeit der Gleichung (4.2.4) fu¨r ein festes s ∈ N0 bewiesen
wurde und wollen zeigen, dass (4.2.4) dann auch fu¨r s+ 1 erfu¨llt ist. Aus der Induktionsvor-
aussetzung ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der Beziehungen P ∗ = P , J∗ = J ,
J2 = Im und (4.2.8) mittels der Formel (4.2.9), wobei i = s und j = l + s, nun
s+1∑
j=0
DjJD
∗
l+j =
s∑
j=0
DjJD
∗
l+j +Ds+1JD
∗
l+s+1
= −C∗(T ∗)sP−1T l+sC
+
[
zC∗(T ∗)s(Ir − zT ∗)P−1RT (z)CJ
]
J
[
zC∗(T ∗)l+s(Ir − zT ∗)P−1RT (z)CJ
]∗
= −C∗(T ∗)sP−1T l+sC + C∗(T ∗)s(Ir − zT ∗)P−1RT (z)CJC∗[RT (z)]∗P−1(Ir − zT ∗)∗T l+sC
= −C∗(T ∗)s+1P−1T l+s+1C
und damit wurde die Gu¨ltigkeit von (4.2.4) fu¨r alle s ∈ N0 gezeigt.
(b2) Fu¨r den Fall l + s ≥ n gilt aufgrund der Wahl von T stets T l+s = 0r×r und so ergibt
sich aus (b1) dann
s∑
j=0
DjJD
∗
l+j = −C∗(T ∗)sP−1T l+sC = −C∗(T ∗)sP−10r×rC = 0r×r.
Der folgende Satz realisiert nun die im Vorfeld von Lemma 4.2.1 formulierte Aufgabe.
Satz 4.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix. Weiter seien r ∈ N, n ∈ N
sowie [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel, wobei T eine nilpotente
Matrix mit Nilpotenzgrad n sei. Es sei z ∈ T sowie die Folge (Dj)j∈N0 bzw. (Bj)j∈N0 gegeben
durch (4.2.1) bzw. (4.2.2). Fu¨r j, k ∈ N0 sei zudem
P˜j,k := C∗(T ∗)jP−1T kC bzw. Q˜j,k := CT jP−1(T ∗)kC∗.
Dann gelten folgende Aussagen:
(a) Fu¨r j, k ∈ N0 ist (P˜j,k)∗ = P˜k,j bzw. (Q˜j,k)∗ = Q˜k,j und im Fall max(j, k) ≥ n gilt
P˜j,k = 0m×m bzw. Q˜j,k = 0m×m.
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(b) Sei l ∈ N0. Dann ist die zu (Dj)lj=0 bzw. (Bj)lj=0 geho¨rige linke bzw. rechte J–Form
P
(D)
l,J bzw. Q
(B)
l,J gegeben durch
P
(D)
l,J =
(
P˜j,k
)
j,k=0,...,l
bzw. Q(B)l,J =
(
Q˜l−j,l−k
)
j,k=0,...,l
und im Fall l ≥ n gilt insbesondere
P
(D)
l,J =
(
P
(D)
n−1,J 0nm×(l+1−n)m
0(l+1−n)m×nm 0(l+1−n)m×(l+1−n)m
)
bzw.
Q
(B)
l,J =
(
0(l+1−n)m×(l+1−n)m 0(l+1−n)m×nm
0nm×(l+1−n)m Q
(B)
n−1,J
)
.
(c) Sei l ∈ N, so dass l ≥ n erfu¨llt ist. Dann ist das zu (Dj)lj=0 bzw. (Bj)lj=0 und J geho¨rige
linke bzw. rechte Schurkomplement L(D)l+1,J bzw. R
(B)
l+1,J gegeben durch 0m×m.
(d) Es ist (Dj)j∈N0 bzw. (Bj)j∈N0 eine J–Potapovfolge, welche J–zentral der Ordnung n+1
ist.
BEWEIS. Im Folgenden beweisen wir nur die Aussagen von (a)–(d) nur fu¨r die Folge
(Dj)j∈N0 . Die Beweise der Aussagen fu¨r (Bj)j∈N0 ko¨nnen dazu analog ausgefu¨hrt werden.
(a) Seien j, k ∈ N0. Bei Beachtung von (P−1)∗ = P−1 ergibt sich dann
(P˜j,k)∗ =
(
C∗(T ∗)jP−1T kC
)∗
= C∗(T ∗)kP−1T jC = P˜k,j .
Ist nun insbesondere max(j, k) ≥ n, so gilt aufgrund der Wahl von T dann T j = 0r×r und
damit (T ∗)j = 0r×r oder T k = 0r×r. Damit folgt dann unmittelbar P˜j,k = 0m×m.
(b) Wir zeigen die Behauptung per Induktion u¨ber l. Sei also zuna¨chst l = 0. Mittels Bemer-
kung 1.1.4 und Teil (a1) von Lemma 4.2.1 ergibt sich dann
P
(D)
0,J = J −D0JD∗0 = J −
0∑
j=0
DjJD
∗
j = J − (J − C∗(T ∗)0P−1T 0C)
= C∗(T ∗)0P−1T 0C = P˜0,0 = (P˜j,k)j,k=0,...,0
und damit ist die Behauptung fu¨r l = 0 gezeigt.
Sei nun l ∈ N und wir nehmen an, dass die Behauptung fu¨r l − 1 gezeigt wurde. Es sei
zl := (Dl, . . . , D1). Mittels Teil (a1) von Lemma 4.2.1 ergibt sich
J −D0JD∗0 − zlJ[l−1]z∗l = J −D0JD∗0 − (Dl, . . . , D1)diagl(J)(Dl, . . . , D1)∗
= J −
l∑
j=0
DjJD
∗
j = J − (J − C∗(T ∗)lP−1T lC) = C∗(T ∗)lP−1T lC = P˜l,l.(4.2.14)
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Bezeichnet S(D)l−1 die zu (Dj)
l−1
j=0 geho¨rige Abschnittsmatrix, so folgt mittels Teil (b1) von
Lemma 4.2.1 zudem
−S(D)l−1J[l−1]z∗l = −

D0 0m×m . . . 0m×m
D1 D0 . . . 0m×m
...
...
...
Dl−1 Dl−2 . . . D0
diagl(J)(Dl, . . . , D1)∗
= −

∑0
j=0DjJD
∗
l+j
...∑l−1
j=0DjJD
∗
1+j
 = −
 −C
∗T 0P−1T lC
...
−C∗(T ∗)l−1P−1T lC
 =
 P˜0,l...
P˜l−1,l
 . (4.2.15)
Aus Teil (a) von Lemma 1.1.1 folgt bei Beachtung von J∗[l−1] = J[l−1] mittels (4.2.14), (4.2.15),
der Induktionsvoraussetzung und (a) dann
P
(D)
l,J =
(
P
(D)
l−1,J −S(D)l−1J[l−1]z∗l
− zlJ[l−1][S(D)l−1 ]∗ J −D0JD∗0 − zlJ[l−1]z∗l
)
=
 P (D)l−1,J −S(D)l−1J[l−1]z∗l[
−S(D)l−1J[l−1]z∗l
]∗
J −D0JD∗0 − zlJ[l−1]z∗l

=

(P˜j,k)j,k=0,...,l−1
 P˜0,l...
P˜l−1,l

 P˜0,l...
P˜l−1,l

∗
P˜l,l

=

(P˜j,k)j,k=0,...,l−1
 P˜0,l...
P˜l−1,l

(
P˜l,0, . . . , P˜l,l−1
)
P˜l,l

= (P˜j,k)j,k=0,...,l
und die Behauptung ist fu¨r alle l ∈ N0 gezeigt. Ist nun insbesondere l ≥ n, so folgt mittels
(a) hieraus zudem
P
(D)
l,J =
( (
P˜j,k
)
j,k=0,...,n−1
0nm×(l+1−n)m
0(l+1−n)m×nm 0(l+1−n)m×(l+1−n)m
)
=
(
P
(D)
n−1,J 0nm×(l+1−n)m
0(l+1−n)m×nm 0(l+1−n)m×(l+1−n)m
)
.
(c) Nach Bemerkung 1.1.7 gilt bei zusa¨tzlicher Beru¨cksichtigung von J∗[l−1] = J[l−1] die Bezie-
hung
L
(D)
l+1,J = J −D0JD∗0 − zlJ[l−1]z∗l − zlJ[l−1][S(D)l−1 ]∗[P (D)l−1,J ]+S(D)l−1J[l−1]z∗l
= = J −D0JD∗0 − zlJ[l−1]z∗l −
[
−S(D)l−1J[l−1]z∗l
]∗
[P (D)l−1,J ]
+
[
−S(D)l−1J[l−1]z∗l
]
.
Wegen (4.2.14), (4.2.15), l ≥ n und (a) folgt hieraus dann
L
(D)
l+1,J = P˜l,l −
 P˜0,l...
P˜l−1,l

∗
[P (D)l−1,J ]
+
 P˜0,l...
P˜l−1,l

= 0m×m + [0lm×m]∗[P
(D)
l−1,J ]
+0lm×m = 0m×m.
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(d) Fu¨r alle l ∈ N mit l ≥ n ist wegen (c) das zu (Dj)lj=0 und J geho¨rige linke Schurkomple-
ment L(D)l+1,J gegeben durch 0m×m und so gilt fu¨r alle l ∈ N mit l ≥ n+ 1 die Beziehung
L
(D)
l+1,J = 0m×m = L
(D)
n+1,J .
Nach Satz 1.5.1 ist damit (Dj)j∈N0 eine J–zentrale Folge der Ordnung n+ 1.
4.3 U¨ber die zu einer endlichen strengen J–Potapovfolge geho¨rigen Dubo-
vojschen Matrixpolynome
Folgendes Resultat liefert grundlegende Identita¨ten, die die Untersuchungen in diesem Kapitel
massgebend beeinflussen.
Lemma 4.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J
bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form. Weiterhin sei Tn,m die (n,m)–
Shiftmatrix sowie J := diag(J,−J). Dann gelten folgende Aussagen:
(a) Es sei Θn := ([en,m(0)]∗, Sn[en,m(0)]∗). Dann gilt
Pn,J − Tn,mPn,JT ∗n,m = ΘnJΘ∗n.
(b) Es sei Λn := (En,m(0), S∗nEn,m(0))∗. Dann gilt
Qn,J − T ∗n,mQn,JTn,m = Λ∗nJΛn.
BEWEIS. (a) Ist n = 0, so gilt nach der Definition der beteiligten Gro¨ßen
T0,m = 0m×m sowie P0,J = J −A0JA∗0 und S0 = A0.
Beru¨cksichtigen wir dies sowie die Beziehung e0,m(0) = Im, so erhalten wir
Θ0JΘ∗0 = (Im, A0)[diag(J,−J)](Im, A0)∗ = (J,−A0J)
(
Im
A∗0
)
= J −A0JA∗0
= P0,J = P0,J − 0m×mP0,J(0m×m)∗ = P0,J − T0,mP0,JT ∗0,m.
Damit ist im Fall n = 0 die Behauptung von (a) bewiesen.
Sei nun n ∈ N. Aufgrund der Definition der Funktion en,m gilt
[en,m(0)]∗ = (Im, 0m×nm)∗ =
(
Im
0nm×m
)
sowie bei zusa¨tzlicher Beachtung der Definition der zu (Aj)nj=0 geho¨rigen Abschnittsmatrix
Sn weiterhin
Sn[en,m(0)]∗ =

A0 0m×m . . . 0m×m
A1 A0 . . . 0m×m
...
...
...
An An−1 . . . A0

(
Im
0nm×m
)
=

A0
A1
...
An
 =
(
A0
yn
)
,
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wobei yn := (A∗1, . . . , A∗n)∗. Damit erhalten wir
Θn = ([en,m(0)]∗, Sn[en,m(0)]∗) =
((
Im
0nm×m
)
,
(
A0
yn
))
=
(
Im A0
0nm×m yn
)
(4.3.1)
und es ergibt sich
ΘnJΘ∗n =
(
Im A0
0nm×m yn
)
[diag(J,−J)]
(
Im A0
0nm×m yn
)∗
=
(
J −A0J
0nm×m −ynJ
)(
Im 0m×nm
A∗0 y∗n
)
=
(
J −A0JA∗0 −A0Jy∗n
− ynJA∗0 −ynJy∗n
)
. (4.3.2)
Nach Teil (b) sowie (a) von Lemma 1.1.1 la¨sst sich die zu (Aj)nj=0 geho¨rige J–Form Pn,J
schreiben gema¨ß
Pn,J =
(
J −A0JA∗0 −A0Jy∗n
− ynJA∗0 Pn−1,J − ynJy∗n
)
(4.3.3)
sowie
Pn,J =
(
Pn−1,J −Sn−1J[n−1]z∗n
− znJ[n−1]S∗n−1 J −A0JA∗0 − znJ[n−1]z∗n
)
, (4.3.4)
wobei J[n−1] := diagn(J) und Sn−1 bzw. Pn−1,J die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix
bzw. linke J–Form bezeichne.
Aus (4.3.4) und der Definition der (n,m)–Shiftmatrix Tn,m ergibt sich
Tn,mPn,JT
∗
n,m
=
(
0m×nm 0m×m
Inm 0nm×m
)(
Pn−1,J −Sn−1J[n−1]z∗n
− znJ[n−1]S∗n−1 J −A0JA∗0 − znJ[n−1]z∗n
)
·
(
0m×nm 0m×m
Inm 0nm×m
)∗
=
(
0m×nm 0m×m
Pn−1,J −Sn−1J[n−1]z∗n
)(
0nm×m Inm
0m×m 0m×nm
)
=
(
0m×m 0m×nm
0nm×m Pn−1,J
)
= diag(0m×m, Pn−1,J).
Hieraus folgt bei zusa¨tzlicher Beachtung von (4.3.3) und (4.3.2) dann
Pn,J − Tn,mPn,JT ∗n,m =
(
J −A0JA∗0 −A0Jy∗n
− ynJA∗0 Pn−1,J − ynJy∗n
)
− diag(0m×m, Pn−1,J)
=
(
J −A0JA∗0 −A0Jy∗n
− ynJA∗0 −ynJy∗n
)
= ΘnJΘ∗n.
Damit ist nun die Behauptung von (a) fu¨r alle n ∈ N0 gezeigt.
(b) Die Behauptung von (b) la¨sst sich analog zum Beweis von (a) zeigen.
Im Hinblick auf Definition 4.1.1 fu¨hrt uns Lemma 4.3.1 zu folgender Beobachtung.
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Satz 4.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J
bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form. Weiterhin sei Tn,m die (n,m)–
Shiftmatrix, J := diag(J,−J) sowie
Θn := ([en,m(0)]∗, Sn[en,m(0)]∗) bzw. Λn := (En,m(0), S∗nEn,m(0))∗.
Unter Beachtung der Tatsache, dass nach Beispiel A.6.3 die Matrix J eine 2m–reihige Si-
gnaturmatrix ist, gelten dann folgende Aussagen:
(a) Es ist das Tripel [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein hermitesches rechtes bzw.
linkes (J, (n+ 1)m)–Stein–Tripel.
(b) Es ist [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein nichtnegativ hermitesches rechtes bzw.
linkes (J, (n+ 1)m)–Stein–Tripel genau dann, wenn (Aj)nj=0 eine J–Potapovfolge ist.
(c) Es ist [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein positiv hermitesche rechtes bzw. linkes
(J, (n+1)m)–Stein–Tripel genau dann, wenn (Aj)nj=0 eine strenge J–Potapovfolge ist.
BEWEIS. (a) Nach Bemerkung 1.1.5 ist Pn,J bzw. Qn,J eine hermitesche Matrix und so folgt
die Behauptung von (a) unmittelbar aus Teil (a) bzw. (b) von Lemma 4.3.1 und Definition
4.1.1.
(b) Aufgrund von (a) und Definition 4.1.1 ist [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein nicht-
negativ hermitesche rechtes bzw. linkes (J, (n + 1)m)–Stein–Tripel genau dann, wenn Pn,J
bzw. Qn,J eine nichtnegativ hermitesche Matrix ist. Dies ist jedoch nach Teil (a) von Satz
1.1.1 genau dann erfu¨llt, wenn (Aj)nj=0 eine J–Potapovfolge ist.
(c) Aufgrund von (a) und Definition 4.1.1 ist [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein positiv
hermitesche rechtes bzw. linkes (J, (n+1)m)–Stein–Tripel genau dann, wenn Pn,J bzw. Qn,J
eine positiv hermitesche Matrix ist. Dies ist jedoch nach Teil (b) von Satz 1.1.1 genau dann
erfu¨llt, wenn (Aj)nj=0 eine strenge J–Potapovfolge ist.
Nach Teil (c) von Satz 4.3.1 ist mit einer strengen J-Potapovfolge (Aj)nj=0 in natu¨rlicher
Weise ein mit (Aj)nj=0 assoziiertes positiv hermitesches (J
, (n+ 1)m)–Stein–Tripel verbun-
den. Dieses Stein-Tripel fu¨hrt uns nun auf ein spezielles Matrixpolynom, welches Gegenstand
unserer Untersuchungen in diesem Abschnitt ist.
Satz 4.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form. Weiterhin sei Tn,m die
(n,m)–Shiftmatrix, J := diag(J,−J) sowie
Θn := ([en,m(0)]∗, Sn[en,m(0)]∗) bzw. Λn := (En,m(0), S∗nEn,m(0))∗.
Dann gelten folgende Aussagen:
(a) Es ist J eine 2m–reihige Signaturmatrix und [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein
positiv hermitesches rechtes bzw. linkes (J, (n+ 1)m)–Stein–Tripel.
(b) Die Tn,m–Resolventenmenge ρTn,m erfu¨llt die Beziehung ρTn,m = C.
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(c) Es sei z ∈ T und unter Beru¨cksichtigung von (a) bezeichne D[z]n,J bzw. B[z]n,J die zu
[Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] und J geho¨rige z–normierte rechte bzw. linke
Matrixfunktion vom Stein-Typ. Dann geho¨rt D[z]n,J bzw. B
[z]
n,J zur Menge (PC,n+1)2m×2m.
BEWEIS. (a) Die Behauptung von (a) folgt unmittelbar aus Beispiel A.6.3 und Teil (c) von
Satz 4.3.1.
(b) Wegen Bemerkung A.5.1 gilt specTn,m = {0} und nach Bemerkung 4.1.3 folgt hieraus
ρTn,m = C.
(c) Nach Bemerkung A.5.2 ist die (n,m)–Shiftmatrix Tn,m eine nilpotente Matrix mit Nilpo-
tenzgrad n+ 1 und so folgt die Behauptung aus (a) und Teil (b) von Satz 4.2.2.
Satz 4.3.2 fu¨hrt uns zu folgender Begriffsbildung.
Definition 4.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und die Funktion D[z]n,J bzw. B[z]n,J
wie in Teil (c) von Satz 4.3.2 gewa¨hlt. Dann heißt D[z]n,J bzw. B
[z]
n,J das zu (Aj)
n
j=0 und J
geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Matrixpolynome.
Bemerkung 4.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
strenge J–Potapovfolge. Dann gelten folgende Aussagen:
(a) Es ist A0 eine streng J–kontraktive Matrix und es gelten det(J − A∗0JA0) 6= 0 und
det(J −A0JA∗0) 6= 0.
(b) Sei z ∈ T. Es bezeichne D[z]0,J bzw. B[z]0,J das zu (Aj)0j=0 und J geho¨rige z–normierte rechte
bzw. linke Dubovojsche Matrixpolynom und es sei J := diag(J,−J) sowie w ∈ C. Dann
gelten
D
[z]
0,J(w) = I2m − (1− wz)(Im, A0)∗(J −A0JA∗0)−1(Im, A0)J
und
B
[z]
0,J(w) = I2m − (1− zw)J
(
Im
A0
)
(J −A∗0JA0)−1
(
Im
A0
)∗
.
BEWEIS. Aufgrund von Definition A.3.1 sowie Definition 1.1.2 ist die zu (Aj)0j=0 geho¨rige
Abschnittsmatrix S0 sowie die zu (Aj)0j=0 geho¨rige linke bzw. rechte J–Form P0,J bzw. Q0,J
gegeben durch
S0 = A0 (4.3.5)
sowie
P0,J = J −A0JA∗0 bzw. Q0,J = J −A∗0JA0. (4.3.6)
(a) Nach Bemerkung 1.1.2 ist A0 eine streng J–kontraktive Matrix. Weiterhin ergeben sich we-
gen (4.3.6) mittels Teil (b) von Satz 1.1.1 zudem det(J−A∗0JA0) 6= 0 und det(J−A0JA∗0) 6= 0.
(b) Sei Θ0 := ([e0,m(0)]∗, S0[e0,m(0)]∗) bzw. Λ0 := (E0,m(0), S∗0E0,m(0))∗. Aufgrund der Bezie-
hung e0,m(0) = Im bzw. E0,m(0) = Im sowie wegen (4.3.5) ergibt sich dann
Θ0 = (Im, A0) bzw. Λ0 = (Im, A∗0)
∗ =
(
Im
A0
)
. (4.3.7)
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Nach Definition A.5.1 ist die (0,m)–Shiftmatrix T0,m gegeben durch T0,m = 0m×m. Bezeich-
net RT0,m die T0,m–Resolvente, so folgt hieraus insbesondere fu¨r alle u ∈ C die Beziehung
RT0,m(u) = (Im − uT0,m)−1 = Im und wir erhalten zusammen mit (4.3.6) und (4.3.7) aus
Definition 4.3.1 die Beziehung
D
[z]
0,J(w) = I2m − (1− wz)Θ∗0[RT0,m(w)]∗P−10,JRT0,m(z)Θ0J
= I2m − (1− wz)(Im, A0)∗(J −A0JA∗0)−1(Im, A0)J
bzw.
B
[z]
0,J(w) = I2m − (1− zw)JΛ0RT0,m(z)Q−10,J [RT0,m(w)]∗Λ∗0
= I2m − (1− zw)J
(
Im
A0
)
(J −A∗0JA0)−1
(
Im
A0
)∗
.
Im Folgenden wollen wir wichtige Eigenschaften Dubovojscher Matrixpolynome herleiten.
Dabei werden fu¨r spa¨tere Untersuchungen insbesondere die zwei folgenden Begriffsbildungen
eine große Rolle spielen.
Definition 4.3.2. Seien m ∈ N, n ∈ N0 und P ∈ (PC,n)m×m. Weiterhin sei w ∈ C. Dann
heißt P w–normiert, falls P (w) = Im erfu¨llt ist.
Definition 4.3.3. Seien m ∈ N, n ∈ N0 und P ∈ (PC,n)m×m. Dann heißt P J–inner, falls
P (w) fu¨r alle w ∈ D eine J–kontraktive Matrix und fu¨r alle w ∈ T eine J–unita¨re Matrix ist.
Es ergeben sich nun leicht folgende Resultate.
Satz 4.3.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Pn,J die zu (Aj)nj=0 geho¨rige linke J–Form, welche nach Teil (b) von Satz 1.1.1 insbesondere
regula¨r ist. Weiterhin sei Tn,m die (n,m)–Shiftmatrix sowie J := diag(J,−J). Es sei z ∈
T und es bezeichne D[z]n,J das zu (Aj)
n
j=0 und J geho¨rige z–normierte rechte Dubovojsche
Matrixpolynom. Dann gelten folgende Aussagen:
(a) Es ist D[z]n,J(z) = I2m, d.h. D
[z]
n,J ist z–normiert.
(b) Seien u, v ∈ C. Dann ist
J − [D[z]n,J(u)]J[D[z]n,J(v)]∗ = (1− uv)Θ∗n[RTn,m(u)]∗P−1n,J [RTn,m(v)]Θn,
wobei Θn := ([en,m(0)]∗, Sn[en,m(0)]∗) und RTn,m die Tn,m–Resolvente bezeichne.
(c) Sei u ∈ T. Dann ist D[z]n,J(u) eine J–unita¨re Matrix.
(d) Sei u ∈ D. Dann ist D[z]n,J(u) eine J–kontraktive Matrix.
(e) Sei u ∈ C \ (D ∪ T). Dann ist D[z]n,J(u) eine J–expansive Matrix.
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(f) Es ist D[z]n,J ein J
–inneres Matrixpolynom aus (PC,n+1)2m×2m.
BEWEIS. Aufgrund von Definition 4.3.1 sowie Teil (a)–(c) von Satz 4.3.2 ist die Behauptung
von (a)–(e) eine unmittelbare Konsequenz aus (a)–(e) von Satz 4.1.1. Weiterhin folgt (f) sofort
aus Teil (c) von Satz 4.3.2, Definition 4.3.3 und den Teilen (c) und (d).
Satz 4.3.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Qn,J die zu (Aj)nj=0 geho¨rige rechte J–Form, welche nach Teil (b) von Satz 1.1.1 insbeson-
dere regula¨r ist. Weiterhin sei Tn,m die (n,m)–Shiftmatrix sowie J := diag(J,−J). Es sei
z ∈ T und es bezeichne B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte linke Dubovojsche
Matrixpolynom. Dann gelten folgende Aussagen:
(a) Es ist B[z]n,J(z) = I2m, d.h. B
[z]
n,J ist z–normiert.
(b) Seien u, v ∈ C. Dann ist
J − [B[z]n,J(u)]∗J[B[z]n,J(v)] = (1− uv)Λn[RTn,m(u)]Q−1n,J [RTn,m(v)]∗Λ∗n,
wobei Λn := (En,m(0), S∗nEn,m(0))∗ und RTn,m die Tn,m–Resolvente bezeichne.
(c) Sei u ∈ T. Dann ist B[z]n,J(u) eine J–unita¨re Matrix.
(d) Sei u ∈ D. Dann ist B[z]n,J(u) eine J–kontraktive Matrix.
(e) Sei u ∈ C \ (D ∪ T). Dann ist B[z]n,J(u) eine J–expansive Matrix.
(f) Es ist B[z]n,J ein J
–inneres Matrixpolynom aus (PC,n+1)2m×2m.
BEWEIS. Aufgrund von Definition 4.3.1 sowie Teil (a)–(c) von Satz 4.3.2 ist die Behauptung
von (a)–(e) eine unmittelbare Konsequenz aus (a)–(e) von Satz 4.1.2. Weiterhin folgt (f) sofort
aus Teil (c) von Satz 4.3.2, Definition 4.3.3 und den Teilen (c) und (d).
Satz 4.3.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei J := diag(J,−J). Dann gilt:
(a) Es sei z ∈ T und es bezeichne D[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte rechte
Dubovojsche Matrixpolynom. Dann gelten fu¨r alle w ∈ C\{0} folgende Aussagen:
(a1) Es ist D[z]n,J(w)J

[
D
[z]
n,J
(
1
w
)]∗
= J.
(a2) Es sind D[z]n,J(w) und
[
D
[z]
n,J
(
1
w
)]∗
regula¨re Matrizen und es gelten die Beziehungen
D
[z]
n,J(w) = J

[
D
[z]
n,J
(
1
w
)]−∗
J und [D[z]n,J(w)]
−1 = J
[
D
[z]
n,J
(
1
w
)]∗
J.
(b) Es sei z ∈ T und es bezeichne B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte linke
Dubovojsche Matrixpolynom. Dann gelten fu¨r alle w ∈ C\{0} folgende Aussagen:
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(b1) Es ist
[
B
[z]
n,J
(
1
w
)]∗
JB[z]n,J(w) = J
.
(b2) Es sind B[z]n,J(w) und
[
B
[z]
n,J
(
1
w
)]∗
regula¨re Matrizen und es gelten die Beziehungen
B
[z]
n,J(w) = J

[
B
[z]
n,J
(
1
w
)]−∗
J und [B[z]n,J(w)]
−1 = J
[
B
[z]
n,J
(
1
w
)]∗
J.
BEWEIS. Aufgrund von Definition 4.3.1 sowie Teil (a)–(c) von Satz 4.3.2 ist die Behauptung
von (a) bzw. (b) eine unmittelbare Konsequenz aus Teil (a) bzw. (b) von Satz 4.1.3.
Bei der Bezeichnung der in Definition 4.3.1 eingefu¨hrten Matrixpolynome haben wir uns an
V.K. Dubovoj orientiert. Im Zusammenhang mit der Behandlung der mit einer strengen Schur-
folge assoziierten Matrixversion des klassischen Schurschen Interpolationsproblems erfolgte in
der mehrteiligen Arbeit
V.K.Dubovoj: Indefinite metric in the interpolation problem of Schur for analytic
matrix functions (Russisch), Teor. Funkcii, Functional. Anal. i Prilozhen, Teil I:
37 (1982), 14-26; Teil II: 38 (1982), 32-39; Teil III: 41 (1984), 55-64; Teil IV: 42
(1984), 46-57; Teil V: 45 (1986), 16-21; Teil VI: 47 (1987), 112-119
die Konstruktion eines Matrixpolynoms, welches eine zentrale Rolle in dem von V.K. Dubovoj
entwickelten Zugang spielt. Fu¨r dieses Matrixpolynom fu¨hren wir folgende Begriffsbildung ein.
Definition 4.3.4. Seien m ∈ N sowie n ∈ N0 und (Bj)nj=0 eine strenge m×m–Schurfolge.
Unter Beachtung der Tatsache, dass nach Beispiel A.6.1 die Matrix Im eine m–reihige Si-
gnaturmatrix ist, bezeichne Pn bzw. Qn die zu (Bj)nj=0 geho¨rige linke bzw. rechte Im–Form,
welche nach Teil (b) von Satz 1.1.1 insbesondere regula¨r ist. Weiterhin bezeichne Sn die zu
(Bj)nj=0 geho¨rige Abschnittsmatrix und es sei jmm := diag(Im,−Im) sowie z ∈ T. Es sei
D
[z]
n : C→ C2m×2m bzw. B[z]n : C→ C2m×2m fu¨r w ∈ C definiert gema¨ß
D[z]n (w) := I2m − (1− wz)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n ([en,m(z)]∗, Sn[en,m(z)]∗)jmm
bzw.
B[z]n (w) := I2m − (1− zw)jmm
(
[En,m(z)]∗
[En,m(z)]∗Sn
)
Q−1n
(
[En,m(w)]∗
[En,m(w)]∗Sn
)∗
.
Dann heißt D[z]n bzw. B
[z]
n das zu (Bj)nj=0 geho¨rige z–normierte rechte bzw. linke Du-
bovojsche Matrixpolynom vom Schurtyp.
Wir wollen nun zeigen, dass das fu¨r eine strenge J–Potapovfolge in Definition 4.3.1 definierte
Matrixpolynom die Verallgemeinerung des zu einer strengen Schurfolge geho¨rigen Dubovoj-
schen Matrixpolynoms vom Schurtyp ist. Dafu¨r betrachten wir zuna¨chst folgendes Lemma.
Lemma 4.3.2. Seien m ∈ N sowie n ∈ N0 und (Aj)nj=0 eine Folge aus Cm×m. Es bezeichne
Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Tn,m die (n,m)–Shiftmatrix. Weiterhin sei
RTn,m die Tn,m–Resolvente und J := diag(J,−J). Dann gelten fu¨r w ∈ C folgende Aussagen:
(a) Sei Θn := ([en,m(0)]∗, Sn[en,m(0)]∗). Dann gilt:
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(a1) Es ist (I(n+1)m − wTn,m)([en,m(w)]∗, Sn[en,m(w)]∗) = Θn.
(a2) Es ist ([en,m(w)]∗, Sn[en,m(w)]∗) = [RTn,m(w)]Θn.
(b) Sei Λn := (En,m(0), S∗nEn,m(0))∗. Dann gilt:
(b1) Es ist
(
[En,m(w)]∗
[En,m(w)]∗Sn
)
(I(n+1)m − wTn,m) = Λn.
(b2) Es ist
(
[En,m(w)]∗
[En,m(w)]∗Sn
)
= Λn[RTn,m(w)].
BEWEIS. (a1) Ist n = 0, so gilt nach der Definition der beteiligten Gro¨ßen
S0 = A0, T0,m = 0m×m sowie e0,m(w) = Im.
Hieraus ergibt sich insbesondere Θ0 = (Im, A0) und wir erhalten
(I(0+1)m − wT0,m)([e0,m(w)]∗, S0[e0,m(w)]∗) = (Im − w0m×m)(Im, A0) = (Im, A0) = Θ0.
Damit ist im Fall n = 0 die Behauptung von (a1) bewiesen.
Sei nun n ∈ N. Nach Teil (a) bzw. (b) von Bemerkung A.4.7 ist
en,m(w) = (Im, wen−1,m(w)) (4.3.8)
bzw.
en,m(w) = (en−1,m(w), wnIm) (4.3.9)
und so ergibt sich unter Beru¨cksichtigung von Teil (b) von Bemerkung A.5.3 die Beziehung
(I(n+1)m − wTn,m)[en,m(w)]∗ = [en,m(w)]∗ − wTn,m[en,m(w)]∗
= (Im, wen−1,m(w))∗ − wTn,m(en−1,m(w), wnIm)∗
=
(
Im
w[en−1,m(w)]∗
)
− wTn,m
(
[en−1,m(w)]∗
wnIm
)
=
(
Im
w[en−1,m(w)]∗
)
− w
(
0m×m
[en−1,m(w)]∗
)
=
(
Im
0nm×m
)
= [en,m(0)]∗. (4.3.10)
Unter Beachtung von (4.3.8) und Bemerkung A.3.2 erhalten wir weiterhin
Sn[en,m(w)]∗ =
(
A0 0m×nm
yn Sn−1
)
(Im, wen−1,m(w))∗
=
(
A0 0m×nm
yn Sn−1
)(
Im
w[en−1,m(w)]∗
)
=
(
A0
yn + wSn−1[en−1,m(w)]∗
)
, (4.3.11)
wobei yn := (A∗1, . . . , A∗n)∗ und Sn−1 die zu (Aj)
n−1
j=0 geho¨rige Abschnittsmatrix bezeichne.
Aufgrund von Teil (b) von Satz A.5.2 gilt zudem
Tn,mSn =
(
0m×nm 0m×m
Sn−1 0nm×m
)
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und so folgt bei zusa¨tzlicher Verwendung von (4.3.9) dann
wTn,mSn[en,m(w)]∗ = w
(
0m×nm 0m×m
Sn−1 0nm×m
)(
[en−1,m(w)]∗
wnIm
)
=
(
0m×m
wSn−1[en−1,m(w)]∗
)
.
(4.3.12)
Unter Beachtung von (4.3.11) und (4.3.12) ergibt sich nun
(I(n+1)m − wTn,m)Sn[en,m(w)]∗ = Sn[en,m(w)]∗ − wTn,mSn[en,m(w)]∗
=
(
A0
yn + wSn−1[en−1,m(w)]∗
)
−
(
0m×m
wSn−1[en−1,m(w)]∗
)
=
(
A0
yn
)
. (4.3.13)
Wie bereits im Beweis von Teil (a) von Lemma 4.3.1 gezeigt (vgl. (4.3.1)), gilt
Θn =
(
Im A0
0nm×m yn
)
.
Hieraus und aus (4.3.10) sowie (4.3.13) ergibt sich dann schließlich
(I(n+1)m − wTn,m)([en,m(w)]∗, Sn[en,m(w)]∗)
=
(
(I(n+1)m − wTn,m)[en,m(w)]∗, (I(n+1)m − wTn,m)Sn[en,m(w)]∗
)
=
((
Im
0nm×m
)
,
(
A0
yn
))
=
(
Im A0
0nm×m yn
)
= Θn
und die Behauptung von (a1) ist auch fu¨r alle n ∈ N bewiesen.
(a2) Nach der Definition von RTn,m gilt RTn,m(w) = (I(n+1)m − wTn,m)−1. Hieraus folgt in
Verbindung mit (a1) dann unmittelbar die Behauptung von (a2).
(b) Die Beweise von (b1) und (b2) lassen sich analog zu den Beweisen von (a1) und (a2)
ausfu¨hren.
Das nachfolgende Resultat und die daran anschließende Folgerung beinhaltet nun die Reali-
sierung der im Vorfeld von Lemma 4.3.2 formulierten Zielstellung.
Satz 4.3.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form, welche nach Teil (b) von
Satz 1.1.1 insbesondere regula¨r ist. Weiterhin sei J := diag(J,−J) und z ∈ T. Dann gelten
folgende Aussagen:
(a) Das zu (Aj)nj=0 und J geho¨rige z–normierte rechte Dubovojsche Matrixpolynom D
[z]
n,J
ist fu¨r w ∈ C gegeben durch
D
[z]
n,J(w) = I2m − (1− wz)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(z)]∗, Sn[en,m(z)]∗)J
und es gilt fu¨r u, v ∈ C die Beziehung
J − [D[z]n,J(u)]J[D[z]n,J(v)]∗ = (1− uv)([en,m(u)]∗, Sn[en,m(u)]∗)∗P−1n,J([en,m(v)]∗, Sn[en,m(v)]∗).
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(b) Das zu (Aj)nj=0 und J geho¨rige z–normierte linke Dubovojsche Matrixpolynom B
[z]
n,J ist
fu¨r w ∈ C gegeben durch
B
[z]
n,J(w) = I2m − (1− zw)J
(
[En,m(z)]∗
[En,m(z)]∗Sn
)
Q−1n,J
(
[En,m(w)]∗
[En,m(w)]∗Sn
)∗
und es gilt fu¨r u, v ∈ C die Beziehung
J − [B[z]n,J(u)]∗J[B[z]n,J(v)] = (1− uv)
(
[En,m(u)]∗
[En,m(u)]∗Sn
)
Q−1n,J
(
[En,m(v)]∗
[En,m(v)]∗Sn
)∗
.
BEWEIS. (a) Sei w ∈ C und Θn := ([en,m(0)]∗, Sn[en,m(0)]∗). Weiterhin sei Tn,m die (n,m)–
Shiftmatrix und es bezeichne RTn,m die Tn,m–Resolvente. Mittels Definition 4.3.1 und Teil
(a2) von Lemma 4.3.2 ergibt sich fu¨r w ∈ C dann
D
[z]
n,J(w) = I2m − (1− wz)Θ∗n[RTn,m(w)]∗P−1n,J [RTn,m(z)]ΘnJ
= I2m − (1− wz)
[
[RTn,m(w)]Θn
]∗
P−1n,J [RTn,m(z)]ΘnJ

= I2m − (1− wz)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(w)]∗, Sn[en,m(w)]∗)J
und aus Teil (b) von Satz 4.3.3 sowie Teil (a2) von Lemma 4.3.2 folgt fu¨r u, v ∈ C analog
J − [D[z]n,J(u)]J[D[z]n,J(v)]∗ = (1− uv)Θ∗n[RTn,m(u)]∗P−1n,J [RTn,m(v)]Θn
= (1− uv)([en,m(u)]∗, Sn[en,m(u)]∗)∗P−1n,J([en,m(v)]∗, Sn[en,m(v)]∗),
womit (a) bewiesen wurde.
(b) Die Aussage von (b) folgt analog zum Beweis von (a) aus Definition 4.3.1 bzw. Teil (b)
von Satz 4.3.4 und Teil (b2) von Lemma 4.3.2.
Folgerung 4.3.1. Seien m ∈ N sowie n ∈ N0 und (Bj)nj=0 eine strenge m×m–Schurfolge.
Weiterhin sei z ∈ T und es bezeichne D[z]n bzw. B[z]n das zu (Bj)nj=0 geho¨rige z–normierte
rechte bzw. linke Dubovojsche Matrixpolynom vom Schurtyp. Unter Beachtung der Tatsache,
dass nach Beispiel A.6.1 die Matrix Im eine m–reihige Signaturmatrix ist und es sich nach
Bemerkung 1.1.3 bei der Folge (Bj)nj=0 um eine strenge Im–Potapovfolge handelt, bezeichne
weiterhin D[z]n,Im bzw. B
[z]
n,Im
das zu (Bj)nj=0 und Im geho¨rige z–normierte rechte bzw. linke
Dubovojsche Matrixpolynom. Dann gilt
D[z]n = D
[z]
n,Im
bzw. B[z]n = B
[z]
n,Im
.
BEWEIS. Die Behauptung ergibt sich unmittelbar aus Teil (a) bzw. (b) von Satz 4.3.6 und
Definition 4.3.4.
Aufgrund von Satz 4.3.6 ergibt sich auch leicht folgendes Resultat u¨ber das Wechselspiel
zwischen rechten und linken Dubovojschen Matrixpolynomen.
Satz 4.3.7. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
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(i) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
(ii) Es ist (A∗j )
n
j=0 eine strenge J–Potapovfolge.
(b) Sei (i) erfu¨llt und z ∈ T. Dann erfu¨llen das zu (Aj)nj=0 und J geho¨rige z–normierte
rechte bzw. linke Dubovojsche Matrixpolynom D[z]n,J bzw. B
[z]
n,J und das zu (A
∗
j )
n
j=0 und J
geho¨rige z–normierte linke bzw. rechte Dubovojsche Matrixpolynom B[z]n,∗,J bzw. D
[z]
n,∗,J
die Beziehung
D
[z]
n,J =
(
B
[z]
n,∗,J
)∨
bzw. B[z]n,J =
(
D
[z]
n,∗,J
)∨
.
BEWEIS. (a) Die Behauptung von (a) ergibt sich sofort aus Teil (c) von Satz 1.1.2.
(b) Es bezeichne S(A)n bzw. S
(A∗)
n die zu (Aj)nj=0 bzw. (A
∗
j )
n
j=0 geho¨rige Abschnittsmatrix sowie
P
(A)
n,J bzw. Q
(A∗)
n,J die zu (Aj)
n
j=0 geho¨rige linke bzw. die zu (A
∗
j )
n
j=0 geho¨rige rechte J–Form,
welche nach Teil (b) von Satz 1.1.1 insbesondere regula¨r ist. Weiterhin sei
J[n,m] :=

Im , falls n = 0 0m×m . . . Im... ... ...
Im . . . 0m×m
 , falls n ∈ N
und man beachte im Folgenden stets die Gu¨ltigkeit der Beziehungen
J∗[n,m] = J[n,m] und J[n,m]J[n,m] = I(n+1)m.
Aus Teil (a) sowie Teil (b) von Satz 1.1.2 ergibt sich nun
S(A
∗)
n = J[n,m]
[
S(A)n
]∗
J[n,m] sowie
[
Q
(A∗)
n,J
]−1
= J[n,m]
[
P
(A)
n,J
]−1
J[n,m].
Weiterhin folgt aus Bemerkung A.4.11 fu¨r u ∈ C die Beziehung
[En,m(u)]∗ = [en,m(u)]J[n,m].
Insgesamt erhalten wir fu¨r w ∈ C nun(
[En,m(z)]∗
[En,m(z)]∗S(A
∗)
n
)[
Q
(A∗)
n,J
]−1( [En,m(w)]∗
[En,m(w)]∗S(A
∗)
n
)∗
=
(
[en,m(z)]J[n,m]
[en,m(z)]
[
S
(A)
n
]∗
J[n,m]
)
J[n,m]
[
P
(A)
n,J
]−1
J[n,m]
(
[en,m(w)]J[n,m]
[en,m(w)]
[
S
(A)
n
]∗
J[n,m]
)∗
=
(
[en,m(z)]
[en,m(z)]
[
S
(A)
n
]∗ )[P (A)n,J ]−1
(
[en,m(w)]
[en,m(w)]
[
S
(A)
n
]∗ )
= ([en,m(z)]∗, S(A)n [en,m(z)]
∗)∗
[
P
(A)
n,J
]−1
([en,m(w)]∗, S(A)n [en,m(w)]
∗)
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und damit bei Beachtung von Teil (a)–(b) von Satz 4.3.6 sowie (J)∗ = J fu¨r w ∈ C
schließlich
D
[z]
n,J(w)
= I2m − (1− wz)([en,m(w)]∗, S(A)n [en,m(w)]∗)∗
[
P
(A)
n,J
]−1
([en,m(z)]∗, S(A)n [en,m(z)]
∗)J
=
[
I2m − (1− wz)J([en,m(z)]∗, S(A)n [en,m(z)]∗)∗
[
P
(A)
n,J
]−1
([en,m(w)]∗, S(A)n [en,m(w)]
∗)
]∗
=
[
I2m − (1− wz)J
(
[En,m(z)]∗
[En,m(z)]∗S(A
∗)
n
)[
Q
(A∗)
n,J
]−1( [En,m(w)]∗
[En,m(w)]∗S(A
∗)
n
)∗]∗
=
[
B
[z]
n,∗,J(w)
]∗
=
(
B
[z]
n,∗,J
)∨
(w).
Analog la¨sst sich auch B[z]n,J =
(
D
[z]
n,∗,J
)∨
zeigen.
Im Folgenden wollen wir nun den Zusammenhang zwischen den zu einer strengen J–
Potapovfolge und zu deren J–PG–Transformierten geho¨rigen Dubovojschen Matrixpolyno-
men genauer untersuchen. Nach Teil (a) von Satz 1.3.3 ist diese J–PG–Transformierte wohl-
definiert sowie insbesondere eine strenge m ×m–Schurfolge und wir werden im Laufe dieser
Arbeit den folgenden Zusammenhang verwenden, um aus der Literatur bekannte Resulta-
te zur Lo¨sungsdarstellung des Schurproblems mittels Dubovojscher Matrixpolynome auf das
J–Potapovproblem zu u¨bertragen (vgl. Abschnitt 5.2).
Satz 4.3.8. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Weiterhin sei (Bj)nj=0 die nach Teil (a) von Satz 1.3.3 wohldefinierte
J–PG–Transformierte von (Aj)nj=0 und man beachte im Folgenden zudem, dass es sich bei
(Bj)nj=0 nach Teil (a) von Satz 1.3.3 um eine strenge m × m–Schurfolge handelt. Es sei
z ∈ T und es bezeichne einerseits D[z](Aj)nj=0,J bzw. B
[z]
(Aj)nj=0,J
das zu (Aj)nj=0 und J geho¨rige
z–normierte rechte bzw. linke Dubovojsche Matrixpolynom sowie andererseits D[z](Bj)nj=0 bzw.
B
[z]
(Bj)nj=0
das zu (Bj)nj=0 geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom
vom Schurtyp. Dann gilt
D
[z]
(Bj)nj=0
= BJD[z](Aj)nj=0,JBJ bzw. B
[z]
(Bj)nj=0
= AJB[z](Aj)nj=0,JAJ ,
wobei BJ bzw. AJ die zu J–geho¨rige linke bzw. rechte PG–Matrix bezeichne.
BEWEIS. Nach Bemerkung A.8.1 ist BJ bzw. AJ eine 2m–reihige Signaturmatrix, womit
insbesondere
B∗J = BJ bzw. A∗J = AJ und B2J = I2m bzw. A2J = I2m (4.3.14)
erfu¨llt sind. Damit folgt aus Bemerkung A.8.1 zudem die Beziehung
BJjmm = JBJ bzw. jmmAJ = AJJ. (4.3.15)
Es seien PJ := 12(Im + J), QJ :=
1
2(Im − J), J[n] := diagn+1(J) sowie PJ[n] := 12(Im +
J[n]) und QJ[n] :=
1
2(Im − J[n]). Es bezeichne S
(A)
n bzw. S
(B)
n die zu (Aj)nj=0 bzw. (Bj)
n
j=0
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geho¨rige Abschnittsmatrix. Nach Teil (a) von Satz 1.3.4 ist dann
(
S
(A)
n QJ[n] − PJ[n]
)
bzw.(
QJ[n]S
(A)
n + PJ[n]
)
eine regula¨re Matrix und aufgrund von Teil (b) von Satz 1.3.4 gilt
S(B)n =
(
S(A)n QJ[n] − PJ[n]
)−1 (−S(A)n PJ[n] +QJ[n])
bzw.
S(B)n =
(
PJ[n]S
(A)
n +QJ[n]
)(
QJ[n]S
(A)
n + PJ[n]
)−1
.
Damit erhalten wir
(e∗n,m, S
(B)
n e
∗
n,m) =
(
e∗n,m,
(
S(A)n QJ[n] − PJ[n]
)−1 (−S(A)n PJ[n] +QJ[n]) e∗n,m)
=
(
S(A)n QJ[n] − PJ[n]
)−1 (
S(A)n QJ[n]e
∗
n,m − PJ[n]e∗n,m,−S(A)n PJ[n]e∗n,m +QJ[n]e∗n,m
)
bzw. analog(
E∗n,m
E∗n,mS(B)n
)
=
(
E∗n,mQJ[n]S(A)n + E∗n,mPJ[n]
E∗n,mPJ[n]S(A)n + E∗n,mQJ[n]
)(
QJ[n]S
(A)
n + PJ[n]
)−1
.
Hieraus folgt bei zusa¨tzlicher Beru¨cksichtigung von
P ∗J[n] = PJ[n] sowie P
∗
J = PJ bzw. Q
∗
J[n]
= QJ[n] sowie Q
∗
J = QJ
mittels Bemerkung A.4.10 und Definition A.8.1 dann
(e∗n,m, S
(B)
n e
∗
n,m)
=
(
S(A)n QJ[n] − PJ[n]
)−1 (
S(A)n e
∗
n,mQJ − e∗n,mPJ ,−S(A)n e∗n,mPJ + e∗n,mQJ
)
=
(
S(A)n QJ[n] − PJ[n]
)−1 (
e∗n,m, S
(A)
n e
∗
n,m
)( −PJ QJ
QJ −PJ
)
=
(
S(A)n QJ[n] − PJ[n]
)−1 (
e∗n,m, S
(A)
n e
∗
n,m
)
BJ (4.3.16)
bzw. analog (
E∗n,m
E∗n,mS(B)n
)
= AJ
(
E∗n,m
E∗n,mS(A)n
)(
QJ[n]S
(A)
n + PJ[n]
)−1
. (4.3.17)
Bezeichnet einerseits P (A)n,J bzw. Q
(A)
n,J die zu (Aj)
n
j=0 geho¨rige linke bzw. rechte J–Form und
andererseits P (B)n bzw. Q
(B)
n die zu (Bj)nj=0 geho¨rige linke bzw. rechte Im–Form, so handelt es
sich nach Teil (b) von Satz 1.1.1 hierbei um regula¨re Matrizen. Nach Teil (c) von Satz 1.3.4
gilt zudem
P (B)n =
(
S(A)n QJ[n] − PJ[n]
)−1
P
(A)
n,J
(
S(A)n QJ[n] − PJ[n]
)−∗
bzw.
Q(B)n =
(
QJ[n]S
(A)
n + PJ[n]
)−∗
Q
(A)
n,J
(
QJ[n]S
(A)
n + PJ[n]
)−1
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und damit insbesondere
(P (B)n )
−1 =
(
S(A)n QJ[n] − PJ[n]
)∗
(P (A)n,J )
−1
(
S(A)n QJ[n] − PJ[n]
)
bzw.
(Q(B)n )
−1 =
(
QJ[n]S
(A)
n + PJ[n]
)
(Q(A)n,J )
−1
(
QJ[n]S
(A)
n + PJ[n]
)∗
.
Zusammen mit (4.3.16) bzw. (4.3.17) folgt fu¨r w ∈ C bei zusa¨tzlicher Beru¨cksichtigung von
(4.3.14) und (4.3.15) hieraus
([en,m(w)]∗, S(B)n [en,m(w)]
∗)∗(P (B)n )
−1([en,m(z)]∗, S(B)n [en,m(z)]
∗)jmm
=
[(
S(A)n QJ[n] − PJ[n]
)−1
([en,m(w)]∗, S(A)n [en,m(w)]
∗)BJ
]∗
·
(
S(A)n QJ[n] − PJ[n]
)∗
(P (A)n,J )
−1
(
S(A)n QJ[n] − PJ[n]
)
·
(
S(A)n QJ[n] − PJ[n]
)−1
([en,m(z)]∗, S(A)n [en,m(z)]
∗)BJjmm
= BJ([en,m(w)]∗, S(A)n [en,m(w)]∗)∗(P (A)n,J )−1([en,m(z)]∗, S(A)n [en,m(z)]∗)JBJ
bzw. analog
jmm
(
[En,m(z)]∗
[En,m(z)]∗S(B)n
)
(Q(B)n )
−1
(
[En,m(w)]∗
[En,m(w)]∗S(B)n
)∗
= AJJ
(
[En,m(z)]∗
[En,m(z)]∗S(A)n
)
(Q(A)n,J )
−1
(
[En,m(w)]∗
[En,m(w)]∗S(A)n
)∗
AJ .
Beru¨cksichtigen wir nun noch Definition 4.3.4, erneut (4.3.14) sowie zudem Teil (a) bzw. (b)
von Satz 4.3.6, so erhalten wir fu¨r w ∈ C schließlich
D
[z]
(Bj)nj=0
(w)
= I2m − (1− wz)([en,m(w)]∗, S(B)n [en,m(w)]∗)∗(P (B)n )−1([en,m(z)]∗, S(B)n [en,m(z)]∗)jmm
= BJBJ − (1− wz)BJ([en,m(w)]∗, S(A)n [en,m(w)]∗)∗(P (A)n,J )−1([en,m(z)]∗, S(A)n [en,m(z)]∗)JBJ
= BJ
[
I2m − (1− wz)([en,m(w)]∗, S(A)n [en,m(w)]∗)∗(P (A)n,J )−1([en,m(z)]∗, S(A)n [en,m(z)]∗)J
]
BJ
= BJ [D[z](Aj)nj=0,J(w)]BJ
bzw. analog
B
[z]
(Bj)nj=0
(w) = AJ [B[z](Aj)nj=0,J(w)]AJ .
Aus der Literatur (vgl. z.B. Theorem 4.4.4 in [36]) ist bekannt, dass ein 1–normiertes Dubo-
vojsches Matrixpolynom vom Schurtyp folgende Eigenschaft besitzt.
Definition 4.3.5. Seien m ∈ N und n ∈ N0 sowie P ein Matrixpolynom aus (PC,n)2m×2m.
Dann sagen wir P hat vollen Rang, falls der Leitkoeffizient ln von P die Beziehung
Rang ln = m erfu¨llt.
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Mittels Satz 4.3.8 ko¨nnen wir nun zeigen, dass die allgemeineren 1–normierten Dubovojschen
Matrixpolynome ebenfalls vollen Rang besitzen.
Folgerung 4.3.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Dann hat das zu (Aj)
n
j=0 und J geho¨rige 1–normierte
rechte bzw. linke Dubovojsche Matrixpolynom D[1]n,J bzw. B
[1]
n,J vollen Rang.
BEWEIS. Im Folgenden zeigen wir nur die rechte Version der Behauptung. Die linke Version
kann dann leicht aus der rechten Version mittels Teil (b) von Satz 4.3.7 hergeleitet werden.
Nach Teil (a) von Satz 1.3.3 ist die J–PG–Transformierte (Bj)nj=0 von (Aj)
n
j=0 wohldefiniert
sowie eine strenge m×m–Schurfolge und nach Satz 4.3.8 ist das zu (Bj)nj=0 geho¨rige 1–
normierte rechte Dubovojsche Matrixpolynom vom Schurtyp D[1](Bj)nj=0 gegeben durch
D
[1]
(Bj)nj=0
= BJD[1]n,JBJ ,
wobei BJ die zu J–geho¨rige linke PG–Matrix bezeichne. Bezeichnet dn+1,J bzw. dn+1 den
Leitkoeffizient des Matrixpolynoms D[1]n,J bzw. D(Bj)nj=0 , so folgt hieraus
dn+1 = BJdn+1,JBJ
und damit bei zusa¨tzlicher Beachtung der nach Bemerkung A.8.1 geltenden Beziehung BJBJ =
I2m dann
Rang dn+1 = Rang dn+1,J .
Nach Teil (a) von Theorem 4.4.4 in [36] gilt Rang dn+1 = m, womit schließlich auch
Rang dn+1,J = m und damit nach Definition 4.3.5 die Behauptung gezeigt wurde.
Weiterhin la¨sst sich mittels Satz 4.3.8 das Theorem 4.4.4 in [36] direkt auf den J–Potapovfall
u¨bertragen.
Satz 4.3.9. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0. Weiterhin
sei C ein Matrixpolynom aus (PC,n+1)2m×2m und es bezeichne BJ die zu J–geho¨rige linke
PG–Matrix. Es sei J := diag(J,−J) bzw. jmm := diag(Im,−Im) sowie J[n] := diagn+1(J)
und PJ[n] :=
1
2(Im + J[n]) bzw. QJ[n] :=
1
2(Im − J[n]). Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist C ein 1–normiertes J–inneres Matrixpolynom vollen Ranges.
(ii) Es ist BJCBJ ein 1–normiertes jmm–inneres Matrixpolynom vollen Ranges.
(iii) Es existiert eine strenge m×m–Schurfolge (Bj)nj=0, so dass das zu (Bj)nj=0
geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom Schurtyp gegeben ist
durch BJCBJ .
(iv) Es existiert eine strenge m×m–Schurfolge (B˜j)nj=0, so dass das zu (B˜j)nj=0
geho¨rige 1–normierte linke Dubovojsche Matrixpolynom vom Schurtyp gegeben ist
durch BJCBJ .
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Ist (i) erfu¨llt, so ist die gema¨ß (iii) bzw. (iv) gegebene strenge m×m–Schurfolge (Bj)nj=0
bzw. (B˜j)nj=0 eindeutig bestimmt. Weiterhin ist nach Teil (b) von Satz 1.1.1 die zu
(Bj)nj=0 bzw. (B˜j)
n
j=0 geho¨rige linke bzw. rechte Im–Form P
(B)
n bzw. Q
(B˜)
n eine regula¨re
Matrix und fu¨r w ∈ D gilt
C(w)
= I2m − (1− w)
((
S(B)n QJ[n] − PJ[n]
)
[en,m(w)]∗,
(
−S(B)n PJ[n] +QJ[n]
)
[en,m(w)]∗
)∗
·[P (B)n ]−1
((
S(B)n QJ[n] − PJ[n]
)
[en,m(1)]∗,
(
−S(B)n PJ[n] +QJ[n]
)
[en,m(1)]∗
)
J
bzw.
C(w) = I2m − (1− w)jmm
 [En,m(1)]∗ (QJ[n]S(B˜)n + PJ[n])
[En,m(1)]∗
(
PJ[n]S
(B˜)
n +QJ[n]
)

·[Q(B˜)n ]−1
 [En,m(w)]∗ (QJ[n]S(B˜)n + PJ[n])
[En,m(w)]∗
(
PJ[n]S
(B˜)
n +QJ[n]
)
∗ ,
wobei S(B)n bzw. S
(B˜)
n die zu (Bj)nj=0 bzw. (B˜j)
n
j=0 geho¨rige Abschnittsmatrix bezeichne.
(b) Folgende Aussagen sind a¨quivalent:
(v) Es ist C ein 1–normiertes J–inneres Matrixpolynom vollen Ranges und die gema¨ß
(iii) von (a) mit C verbundene strenge m×m–Schurfolge (Bj)nj=0 ist eine J–PG–
transformierbare Folge aus Cm×m.
(vi) Es existiert eine strenge J–Potapovfolge (Aj)nj=0, so dass das zu (Aj)
n
j=0 und J
geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom gegeben ist durch C.
Ist (v) erfu¨llt, so ist die gema¨ß Aussage (vi) gegebene strenge J–Potapovfolge (Aj)nj=0
eindeutig bestimmt und es ist (Bj)nj=0 die J–PG–Transformierte von (Aj)
n
j=0.
(c) Folgende Aussagen sind a¨quivalent:
(vii) Es ist C ein 1–normiertes J–inneres Matrixpolynom vollen Ranges und die gema¨ß
(iv) von (a) mit C verbundene strenge m×m–Schurfolge (B˜j)nj=0 ist eine J–PG–
transformierbare Folge aus Cm×m.
(viii) Es existiert eine strenge J–Potapovfolge (A˜j)nj=0, so dass das zu (A˜j)
n
j=0 und J
geho¨rige 1–normierte linke Dubovojsche Matrixpolynom gegeben ist durch C.
Ist (vii) erfu¨llt, so ist die gema¨ß Aussage (viii) gegebene strenge J–Potapovfolge (A˜j)nj=0
eindeutig bestimmt und es ist (B˜j)nj=0 die J–PG–Transformierte von (A˜j)
n
j=0.
BEWEIS. (a) Aufgrund der nach Bemerkung A.8.1 geltenden Beziehungen BJBJ = I2m und
BJJBJ = jmm ergibt sich unmittelbar die A¨quivalenz der Aussagen (i) und (ii). Weiterhin
folgt mittels [36, Teil (a) von Theorem 4.4.4] die A¨quivalenz der Aussagen (ii) und (iii). Ins-
gesamt sind damit (i)–(iii) a¨quivalent und nach [36, Teil (b) von Theorem 4.4.4] ist die gema¨ß
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(iii) gegebene strenge m×m–Schurfolge (Bj)nj=0 eindeutig bestimmt.
Wir wollen nun zeigen, dass (ii) und (iv) a¨quivalent sind. Es bezeichne (BJCBJ)∨ die Spie-
gelung von BJCBJ an der reellen Achse. Aufgrund der Definition der Spiegelung ergibt sich
bei zusa¨tzlicher Beachtung von Teil (b) von Bemerkung A.4.5 sowie der Teile (b)–(c) von
Satz A.6.1, dass (ii) genau dann erfu¨llt ist, wenn (BJCBJ)∨ ein 1–normiertes jmm–inneres
Matrixpolynom vollen Ranges aus (PC,n+1)2m×2m ist. Nach [36, Teil (a) von Theorem 4.4.4]
ist letzteres genau dann der Fall, wenn eine strenge m×m–Schurfolge (B̂j)nj=0 existiert, so
dass das zu (B̂j)nj=0 geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom Schurtyp
D
[1]
(B̂j)nj=0
gegeben ist durch (BJCBJ)∨. Dabei ist nach [36, Teil (b) von Theorem 4.4.4] die
Folge (B̂j)nj=0 eindeutig bestimmt und aufgrund von Folgerung 4.3.1 und Teil (b) von Satz
4.3.7 erhalten wir
BJCBJ =
[
(BJCBJ)∨
]∨ = [D[1]
(B̂j)nj=0
]∨
= B[1]
(B̂∗j )
n
j=0
,
wobei B[1]
(B̂∗j )
n
j=0
das zu (B̂∗j )
n
j=0 geho¨rige 1–normierte linke Dubovojsche Matrixpolynom vom
Schurtyp bezeichne. Insgesamt ist also (ii) a¨quivalent zu (iv), wobei die gema¨ß (iv) gegebene
strenge m×m–Schurfolge (B˜j)nj=0 eindeutig bestimmt ist.
Damit wurde die A¨quivalenz von (i)–(iv) sowie die Eindeutigkeit der beteiligten strengen
m×m–Schurfolgen gezeigt. Wir wollen nun die behauptete Darstellung des Matrixpolynoms
beweisen. Sei also (i) erfu¨llt. Aus der bereits gezeigten A¨quivalenz von (i) und (iii) folgt fu¨r
w ∈ D die Beziehung
[BJCBJ ](w) = I2m−(1−w)([en,m(w)]∗, S(B)n [en,m(w)]∗)∗[P (B)n ]−1([en,m(1)]∗, Sn[en,m(1)]∗)jmm
und damit bei erneuter Beachtung von Bemerkung A.8.1 auch
C(w) = BJ{[BJCBJ ](w)}BJ
= BJBJ − (1− w)BJ([en,m(w)]∗, S(B)n [en,m(w)]∗)∗[P (B)n ]−1([en,m(1)]∗, Sn[en,m(1)]∗)jmmBJ
= I2m − (1− w)
[
([en,m(w)]∗, S(B)n [en,m(w)]
∗)BJ
]∗
[P (B)n ]
−1([en,m(1)]∗, Sn[en,m(1)]∗)BJJ.
(4.3.18)
Es sei PJ := 12(Im + J) und QJ :=
1
2(Im− J). Aus der Definition von BJ und aus Bemerkung
A.4.10 folgt dann
(e∗n,m, S
(B)
n e
∗
n,m)BJ = (e∗n,m, S(B)n e∗n,m)
( −PJ QJ
QJ −PJ
)
=
(
S(B)n e
∗
n,mQJ − e∗n,mPJ ,−S(B)n e∗n,mPJ + e∗n,mQJ
)
=
(
S(B)n QJ[n]e
∗
n,m − PJ[n]e∗n,m,−S(B)n PJ[n]e∗n,m +QJ[n]e∗n,m
)
=
((
S(B)n QJ[n] − PJ[n]
)
e∗n,m,
(
−S(B)n PJ[n] +QJ[n]
)
e∗n,m
)
.
Hiermit ergibt sich aus (4.3.18) dann unmittelbar die erste behauptete Gestalt des Matrix-
polynoms C. Die zweite behauptete Darstellung la¨sst sich hierzu analog aus (iv) herleiten.
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(b) (v)⇒(vi): Da (Bj)nj=0 eine J–PG–transformierbare Folge ist, bezeichne (Aj)nj=0 die J–
PG–Transformierte von (Bj)nj=0. Nach Satz 1.3.3 ist (Aj)
n
j=0 eine strenge J–Potapovfolge und
nach Satz 1.3.1 ist (Bj)nj=0 die J–PG–Transformierte von (Aj)
n
j=0. Somit erfu¨llen nach Satz
4.3.8 das zu (Bj)nj=0 geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom Schurtyp
D(Bj)nj=0 und das zu (Aj)
n
j=0 und J geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom
D
[1]
(Aj)nj=0,J
die Beziehung
D
[1]
(Bj)nj=0
= BJD[1](Aj)nj=0,JBJ .
Bei erneuter Beru¨cksichtigung von BJBJ = I2m folgt mittels (a) hieraus
D
[1]
(Aj)nj=0,J
= BJD[1](Bj)nj=0BJ = BJ [BJCBJ ]BJ = C,
womit (vi) bewiesen wurde.
(vi)⇒(v): Aus (vi) und Satz 4.3.8 folgt bei zusa¨tzlicher Beachtung von BJBJ = I2m die Exis-
tenz einer strengen m×m–Schurfolge (Bj)nj=0, so dass das zu (Bj)nj=0 geho¨rige 1–normierte
rechte Dubovojsche Matrixpolynom gegeben ist durch BJCBJ . Damit erhalten wir aus (a),
dass C ein 1–normiertes J–inneres Matrixpolynom vollen Ranges aus (PC,n+1)2m×2m ist.
Weiterhin ergibt sich, dass diese m×m–Schurfolge (Bj)nj=0 gerade die nach Teil (a) von Satz
1.3.3 wohldefinierte J–PG–Transformierte von (Aj)nj=0 ist, womit (Bj)
n
j=0 nach Satz 1.3.1
eine J–PG–transformierbare Folge ist. Damit ist (v) gezeigt.
Insgesamt wurde so die A¨quivalenz der Aussagen (v) und (vi) gezeigt. Weiterhin ergibt sich
die Eindeutigkeit der gema¨ß (vi) gegebenen strengen J–Potapovfolge (Aj)nj=0 unmittelbar
aus der aus Satz 1.3.1 folgenden Eindeutigkeit der J–PG–Transformierten sowie aus der aus
(a) resultierenden Eindeutigkeit der strengen m×m-Schurfolge eines rechten Dubovojschen
Matrixpolynoms vom Schurtyp. Wie bereits oben beschrieben ist zudem (Bj)nj=0 die J–PG–
Transformierte von (Aj)nj=0.
(c) Dies kann analog zu (b) gezeigt werden.
An dieser Stelle sei angemerkt, dass sich Satz 4.3.9 auch mit der zu J geho¨rigen rechten
PG–Matrix AJ analog formulieren und beweisen la¨sst.
Zum Abschluss dieses Abschnittes wollen wir nun noch die Ergebnisse des Abschnittes 4.2
anwenden. Wir erhalten dann folgende Darstellung der Taylorkoeffizientenfolge des Dubovoj-
schen Matrixpolynoms.
Satz 4.3.10. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form. Weiterhin sei Tn,m die
(n,m)–Shiftmatrix, J := diag(J,−J) sowie
Θn := ([en,m(0)]∗, Sn[en,m(0)]∗) bzw. Λn := (En,m(0), S∗nEn,m(0))∗.
Es sei z ∈ T und es bezeichne D[z]n,J bzw. B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte
rechte bzw. linke Dubovojsche Matrixpolynom. Weiterhin sei die Folge (Dj)j∈N0 bzw. (Bj)j∈N0
gegeben durch
Dj :=
{
I2m −Θ∗nP−1n,J [RTn,m(z)]ΘnJ , falls j = 0
zΘ∗n(T ∗n,m)j−1(I(n+1)m − zT ∗n,m)P−1n,J [RTn,m(z)]ΘnJ , falls j ∈ N
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bzw.
Bj :=
{
I2m − JΛn[RTn,m(z)]Q−1n,JΛ∗n , falls j = 0
zJΛn[RTn,m(z)]Q
−1
n,J(I(n+1)m − zT ∗n,m)(T ∗n,m)j−1Λ∗n , falls j ∈ N .
Dann gelten folgende Aussagen:
(a) Fu¨r j ∈ N mit j > n+ 1 ist Dj := 0m×m bzw. Bj := 0m×m und fu¨r alle w ∈ C gilt
D
[z]
n,J(w) =
n+1∑
j=0
Djw
j bzw. B[z]n,J(w) =
n+1∑
j=0
Bjw
j .
(b) Es ist Rstr.DD
[z]
n,J bzw. Rstr.DB
[z]
n,J eine Funktion aus PJ,0(D), deren Taylorkoeffizien-
tenfolge um 0 gerade durch (Dj)j∈N0 bzw. (Bj)j∈N0 gegeben ist.
(c) Sei l ∈ N, so dass l ≥ n + 1 erfu¨llt ist. Dann ist das zu (Dj)lj=0 bzw. (Bj)lj=0 und J
geho¨rige linke bzw. rechte Schurkomplement L(D)
l+1,J
bzw. R(B)
l+1,J
gegeben durch 0m×m.
(d) Es ist (Dj)j∈N0 bzw. (Bj)j∈N0 eine J–Potapovfolge, welche J–zentral der Ordnung
n+ 2 ist.
BEWEIS. Nach Teil (c) von Satz 4.3.1 ist [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein positiv
hermitesche rechtes bzw. linkes (J, (n + 1)m)–Stein–Tripel und nach Bemerkung A.5.2 ist
Tn,m eine nilpotente Matrix mit Nilpotenzgrad n + 1. Damit folgt dann (a) unmittelbar aus
Teil (a) und (b) von Satz 4.2.2, die Behauptung von (b) aus Satz 4.2.1 und Teil (c) von Satz
4.2.2 sowie die Behauptung von (c)–(d) aus Teil (c)–(d) von Satz 4.2.3.
Abschließend sei erwa¨hnt, dass wir fu¨r den Spezialfall J = Im durch Satz 4.3.10 auch ein neues
Resultat fu¨r m×m–Schurfolgen und deren Dubovojschen Matrixpolynomen vom Schurtyp
erhalten. Bisher war die genaue Gestalt der zu diesen Matrixpolynomen geho¨rigen Folgen in
der Literatur nicht bekannt und Satz 4.3.10 gibt nun eine Antwort auf diese Problemstellung.
4.4 Zusammenhang zwischen Dubovojschen Matrixpolynomen und Arov–
Krein–Matrixpolynomen
Im folgenden Abschnitt wollen wir einen Zusammenhang zwischen den zu einer strengen
J–Potapovfolge geho¨rigen Dubovojschen Matrixpolynomen und den Arov–Krein–Matrix-
polynomen herleiten und daraus wichtige Eigenschaften fu¨r die entsprechenden Matrixpo-
lynome schlußfolgern. Dafu¨r beno¨tigen wir zuna¨chst einige Vorbereitungen.
Lemma 4.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Fu¨r l ∈ {n − 1, n} bezeichne Sl die zu (Aj)lj=0 geho¨rige Ab-
schnittsmatrix sowie Ql,J bzw. Pl,J die zu (Aj)lj=0 geho¨rige rechte bzw. linke J–Form, wobei
man im Folgenden die sich aus Bemerkung 1.1.6 und Teil (b) von Satz 1.1.1 ergebende Re-
gularita¨t von Ql,J bzw. Pl,J beachte. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J
geho¨rige rechte bzw. linke Schurkomplement. Dann gelten fu¨r w, z ∈ C folgende Aussagen:
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(a) Sei Xn := P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m. Dann gilt:
(a1) [en,m(w)]XnP−1n,J [en,m(z)]
∗ = −[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗.
(a2) [en,m(w)]XnP−1n,JSn[en,m(z)]
∗ = −[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗.
(a3) [en,m(w)]S∗nXnP
−1
n,J [en,m(z)]
∗ = −[en−1,m(w)]S∗n−1P−1n−1,J [en−1,m(z)]∗.
(a4) [en,m(w)]S∗nXnP
−1
n,JSn[en,m(z)]
∗ = −[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗.
(a5) [En,m(w)]∗XnP−1n,J [En,m(z)] = −wz[En−1,m(w)]∗P−1n−1,J [En−1,m(z)].
(a6) [En,m(w)]∗XnP−1n,JSn[En,m(z)] = −wz[En−1,m(w)]∗P−1n−1,JSn−1[En−1,m(z)].
(a7) [En,m(w)]∗S∗nXnP−1n,J [En,m(z)] = −wz[En−1,m(w)]∗S∗n−1P−1n−1,J [En−1,m(z)].
(a8) [En,m(w)]∗S∗nXnP−1n,JSn[En,m(z)] = −wz[En−1,m(w)]∗S∗n−1P−1n−1,JSn−1[En−1,m(z)].
(b) Sei Yn := [en,m(0)]∗Rn+1,J [en,m(0)]Q−1n,J − I(n+1)m. Dann gilt:
(b1) [en,m(w)]Q−1n,JYn[en,m(z)]
∗ = −wz[en−1,m(w)]Q−1n−1,J [en−1,m(z)]∗.
(b2) [en,m(w)]SnQ−1n,JYn[en,m(z)]
∗ = −wz[en−1,m(w)]Sn−1Q−1n−1,J [en−1,m(z)]∗.
(b3) [en,m(w)]Q−1n,JYnS
∗
n[en,m(z)]
∗ = −wz[en−1,m(w)]Q−1n−1,JS∗n−1[en−1,m(z)]∗.
(b4) [en,m(w)]SnQ−1n,JYnS
∗
n[en,m(z)]
∗ = −wz[en−1,m(w)]Sn−1Q−1n−1,JS∗n−1[en−1,m(z)]∗.
(b5) [En,m(w)]∗Q−1n,JYn[En,m(z)] = −[En−1,m(w)]∗Q−1n−1,J [En−1,m(z)].
(b6) [En,m(w)]∗SnQ−1n,JYn[En,m(z)] = −[En−1,m(w)]∗Sn−1Q−1n−1,J [En−1,m(z)].
(b7) [En,m(w)]∗Q−1n,JYnS∗n[En,m(z)] = −[En−1,m(w)]∗Q−1n−1,JS∗n−1[En−1,m(z)].
(b8) [En,m(w)]∗SnQ−1n,JYnS∗n[En,m(z)] = −[En−1,m(w)]∗Sn−1Q−1n−1,JS∗n−1[En−1,m(z)].
BEWEIS. (a) Da (Aj)nj=0 eine strenge J–Potapovfolge ist, ist nach Teil (b) von Satz 1.1.5
die Matrix Ln+1,J regula¨r. Sei zn := (An, . . . , A1) und J[n−1] := diagn(J). Nach Teil (b1) von
Lemma 3.1.1 ist dann auch J − A0JA∗0 − znJ[n−1]z∗n regula¨r und Teil (b2) von Lemma 3.1.1
liefert die Beziehung
P−1n,J =
(
A−1 P−1n−1,JSn−1J[n−1]z∗nL−1n+1,J
L−1n+1,JznJ[n−1]S
∗
n−1P
−1
n−1,J L
−1
n+1,J
)
,
wobei A := Pn−1,J −Sn−1J[n−1]z∗n(J −A0JA∗0− znJ[n−1]z∗n)−1znJ[n−1]S∗n−1. Hiermit erhalten
wir
P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗
= P−1n,J
(
0nm×m
Im
)
Ln+1,J (0m×nm, Im) = P−1n,J
(
0nm×nm 0nm×m
0m×nm Ln+1,J
)
=
(
A−1 P−1n−1,JSn−1J[n−1]z∗nL−1n+1,J
L−1n+1,JznJ[n−1]S
∗
n−1P
−1
n−1,J L
−1
n+1,J
)(
0nm×nm 0nm×m
0m×nm Ln+1,J
)
=
(
0nm×nm P−1n−1,JSn−1J[n−1]z
∗
n
0m×nm Im
)
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und damit
Xn = P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m
=
(
0nm×nm P−1n−1,JSn−1J[n−1]z
∗
n
0m×nm Im
)
− diag(Inm, Im)
=
( −Inm P−1n−1,JSn−1J[n−1]z∗n
0m×nm 0m×m
)
. (4.4.1)
Weiterhin ergibt sich mittels der Blockzerlegung von Pn,J (vgl. Teil (a) von Lemma 1.1.1)
zudem
−P−1n−1,J(Inm, 0nm×m)Pn,J
= −P−1n−1,J(Inm, 0nm×m)
(
Pn−1,J −Sn−1J[n−1]z∗n
− znJ[n−1]S∗n−1 J −A0JA∗0 − znJ[n−1]z∗n
)
= −P−1n−1,J(Pn−1,J ,−Sn−1J[n−1]z∗n) = (−Inm, P−1n−1,JSn−1J[n−1]z∗n) (4.4.2)
und nach Bemerkung A.3.2 gilt
Sn =
(
Sn−1 0nm×m
zn A0
)
. (4.4.3)
Man beachte im Folgenden auch die nach Teil (a) von Bemerkung A.4.7 gu¨ltige Beziehung
en,m(w) = ([en−1,m(w)], wnIm), (4.4.4)
womit auch
[en,m(z)]∗ =
(
[en−1,m(z)]∗
(znIm)∗
)
(4.4.5)
erfu¨llt ist.
(a1) Aus (4.4.4), (4.4.1) und (4.4.2) ergibt sich
[en,m(w)]XnP−1n,J = ([en−1,m(w)], w
nIm)
( −Inm P−1n−1,JSn−1J[n−1]z∗n
0m×nm 0m×m
)
P−1n,J
= (−[en−1,m(w)], [en−1,m(w)]P−1n−1,JSn−1J[n−1]z∗n)P−1n,J
= [en−1,m(w)](−Inm, P−1n−1,JSn−1J[n−1]z∗n)P−1n,J
= −[en−1,m(w)]P−1n−1,J(Inm, 0nm×m)Pn,JP−1n,J = −[en−1,m(w)]P−1n−1,J(Inm, 0nm×m)
(4.4.6)
und beru¨cksichtigen wir zusa¨tzlich (4.4.5), so erhalten wir
[en,m(w)]XnP−1n,J [en,m(z)]
∗ = −[en−1,m(w)]P−1n−1,J(Inm, 0nm×m)
(
[en−1,m(z)]∗
(znIm)∗
)
= −[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗.
(a2) Wegen (4.4.3) und (4.4.5) gilt
(Inm, 0nm×m)Sn[en,m(z)]∗ = (Inm, 0nm×m)
(
Sn−1 0nm×m
zn A0
)(
[en−1,m(z)]∗
(znIm)∗
)
= (Sn−1, 0nm×m)
(
[en−1,m(z)]∗
(znIm)∗
)
= Sn−1[en−1,m(z)]∗ (4.4.7)
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und so folgt mittels (4.4.6) dann
[en,m(w)]XnP−1n,JSn[en,m(z)]
∗ = −[en−1,m(w)]P−1n−1,J(Inm, 0nm×m)Sn[en,m(z)]∗
= −[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗.
(a3) Aus (4.4.4), (4.4.3), (4.4.1) und (4.4.2) ergibt sich
[en,m(w)]S∗nXnP
−1
n,J
= ([en−1,m(w)], wnIm)
(
Sn−1 0nm×m
zn A0
)∗( −Inm P−1n−1,JSn−1J[n−1]z∗n
0m×nm 0m×m
)
P−1n,J
= ([en−1,m(w)], wnIm)
(
S∗n−1 z∗n
0m×nm A∗0
)( −Inm P−1n−1,JSn−1J[n−1]z∗n
0m×nm 0m×m
)
P−1n,J
= (−[en−1,m(w)]S∗n−1, [en−1,m(w)]S∗n−1P−1n−1,JSn−1J[n−1]z∗n)P−1n,J
= [en−1,m(w)]S∗n−1(−Inm, P−1n−1,JSn−1J[n−1]z∗n)P−1n,J
= −[en−1,m(w)]S∗n−1P−1n−1,J(Inm, 0nm×m)Pn,JP−1n,J
= −[en−1,m(w)]S∗n−1P−1n−1,J(Inm, 0nm×m) (4.4.8)
und beru¨cksichtigen wir zusa¨tzlich (4.4.5), so erhalten wir
[en,m(w)]S∗nXnP
−1
n,J [en,m(z)]
∗ = −[en−1,m(w)]S∗n−1P−1n−1,J(Inm, 0nm×m)
(
[en−1,m(z)]∗
(znIm)∗
)
= −[en−1,m(w)]S∗n−1[Pn−1,J ]−1[en−1,m(z)]∗.
(a4) Aufgrund von (4.4.8) und (4.4.7) folgt
[en,m(w)]S∗nXnP
−1
n,JSn[en,m(z)]
∗ = −[en−1,m(w)]S∗n−1P−1n−1,J(Inm, 0nm×m)Sn[en,m(z)]∗
= −[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗.
(a5)–(a8) Die Behauptung von (a5) bzw. (a6) bzw. (a7) bzw. (a8) ergibt sich analog zu
(a1) bzw. (a2) bzw. (a3) bzw. (a4), wobei statt (4.4.5) die nach Teil (b) von Bemerkung
A.4.7 gu¨ltige Beziehung En,m(z) =
(
z[En−1,m(z)]
Im
)
und damit statt (4.4.4) die Identita¨t
[En,m(w)]∗ = (w[En−1,m(w)]∗, Im) verwendet wird.
(b) Analog zur Herleitung von (4.4.1) ergibt sich aus Teil (a1) und (a2) von Lemma 3.1.1 die
Beziehung
Yn =
(
Im y
∗
nJ[n−1]Sn−1Q
−1
n−1
0nm×m 0nm×nm
)
− I(n+1)m =
(
0m×m y∗nJ[n−1]Sn−1Q
−1
n−1
0nm×m −Inm
)
,
(4.4.9)
wobei yn := (A∗1, . . . , A∗n)∗. Weiterhin ergibt sich mittels der Blockzerlegung von Qn,J (vgl.
Teil (a) von Lemma 1.1.1) analog zu (4.4.2) zudem
−Qn,J
(
0m×nm
Inm
)
Q−1n−1,J =
(
y∗nJ[n−1]Sn−1Q
−1
n−1
−Inm
)
. (4.4.10)
und es gilt nach Bemerkung A.3.2 die Beziehung
Sn =
(
A0 0m×nm
yn Sn−1
)
. (4.4.11)
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Man beachte im Folgenden auch die nach Teil (b) von Bemerkung A.4.7 gu¨ltige Beziehung
en,m(w) = (Im, w[en−1,m(w)]), (4.4.12)
womit auch
[en,m(z)]∗ =
(
Im
z[en−1,m(z)]∗
)
(4.4.13)
erfu¨llt ist.
(b1) Aus (4.4.9), (4.4.10) und (4.4.13) ergibt sich
Q−1n,JYn[en,m(z)]
∗ = Q−1n,J
(
0m×m y∗nJ[n−1]Sn−1Q
−1
n−1
0nm×m −Inm
)(
Im
z[en−1,m(z)]∗
)
= Q−1n,J
(
zy∗nJ[n−1]Sn−1Q
−1
n−1[en−1,m(z)]
∗
−z[en−1,m(z)]∗
)
= zQ−1n,J
(
y∗nJ[n−1]Sn−1Q
−1
n−1
−Inm
)
[en−1,m(z)]∗
= −zQ−1n,JQn,J
(
0m×nm
Inm
)
Q−1n−1,J [en−1,m(z)]
∗ = −z
(
0m×nm
Inm
)
Q−1n−1,J [en−1,m(z)]
∗
(4.4.14)
und beru¨cksichtigen wir zusa¨tzlich (4.4.12), so erhalten wir
[en,m(w)]Q−1n,JYn[en,m(z)]
∗ = −z(Im, w[en−1,m(w)])
(
0m×nm
Inm
)
Q−1n−1,J [en−1,m(z)]
∗
= −wz[en−1,m(w)]Q−1n−1,J [en−1,m(z)]∗.
(b2) Wegen (4.4.11) und (4.4.12) gilt
[en,m(w)]Sn
(
0m×nm
Inm
)
= (Im, w[en−1,m(w)])
(
A0 0m×nm
yn Sn−1
)(
0m×nm
Inm
)
= (Im, w[en−1,m(w)])
(
0m×nm
Sn−1
)
= w[en−1,m(w)]Sn−1 (4.4.15)
und so folgt mittels (4.4.14) dann
[en,m(w)]SnQ−1n,JYn[en,m(z)]
∗ = −z[en,m(w)]Sn
(
0m×nm
Inm
)
Q−1n−1,J [en−1,m(z)]
∗
= −wz[en−1,m(w)]Sn−1Q−1n−1,J [en−1,m(z)]∗.
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(b3) Aus (4.4.9), (4.4.11), (4.4.13) und (4.4.10) ergibt sich
Q−1n,JYnS
∗
n[en,m(z)]
∗
= Q−1n,J
(
0m×m y∗nJ[n−1]Sn−1Q
−1
n−1
0nm×m −Inm
)(
A0 0m×nm
yn Sn−1
)∗(
Im
z[en−1,m(z)]∗
)
= Q−1n,J
(
0m×m y∗nJ[n−1]Sn−1Q
−1
n−1
0nm×m −Inm
)(
A∗0 y∗n
0nm×m S∗n−1
)(
Im
z[en−1,m(z)]∗
)
= Q−1n,J
(
zy∗nJ[n−1]Sn−1Q
−1
n−1S
∗
n−1[en−1,m(z)]∗
zS∗n−1[en−1,m(z)]∗
)
= zQ−1n,J
(
zy∗nJ[n−1]Sn−1Q
−1
n−1
−Inm
)
S∗n−1[en−1,m(z)]
∗
= −zQ−1n,JQn,J
(
0m×nm
Inm
)
Q−1n−1,JS
∗
n−1[en−1,m(z)]
∗
= −z
(
0m×nm
Inm
)
Q−1n−1,JS
∗
n−1[en−1,m(z)]
∗ (4.4.16)
und beru¨cksichtigen wir zusa¨tzlich (4.4.12), so erhalten wir
[en,m(w)]Q−1n,JYnS
∗
n[en,m(z)]
∗ = −z(Im, w[en−1,m(w)])
(
0m×nm
Inm
)
Q−1n−1,JS
∗
n−1[en−1,m(z)]
∗
= −wz[en−1,m(w)]Q−1n−1,JS∗n−1[en−1,m(z)]∗.
(b4) Aufgrund von (4.4.16) und (4.4.15) folgt
[en,m(w)]SnQ−1n,JYnS
∗
n[en,m(z)]
∗ = −z[en,m(w)]
(
0m×nm
Inm
)
Q−1n−1,JS
∗
n−1[en−1,m(z)]
∗
= −wz[en−1,m(w)]Sn−1Q−1n−1,JS∗n−1[en−1,m(z)]∗.
(b5)–(b8) Die Behauptung von (b5) bzw. (b6) bzw. (b7) bzw. (b8) ergibt sich analog zu
(b1) bzw. (b2) bzw. (b3) bzw. (b4), wobei statt (4.4.13) die nach Teil (a) von Bemerkung
A.4.7 gu¨ltige Beziehung En,m(z) =
(
znIm
En−1,m(z)
)
und damit statt (4.4.12) die Identita¨t
[En,m(w)]∗ = (wn, Im[En−1,m(w)]∗) verwendet wird.
Lemma 4.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Fu¨r l ∈ {n − 1, n} bezeichne Sl die zu (Aj)lj=0 geho¨rige Ab-
schnittsmatrix sowie Ql,J bzw. Pl,J die zu (Aj)lj=0 geho¨rige rechte bzw. linke J–Form, wobei
man im Folgenden die sich aus Bemerkung 1.1.6 und Teil (b) von Satz 1.1.1 ergebende Re-
gularita¨t von Ql,J bzw. Pl,J beachte. Es bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J
geho¨rige rechte bzw. linke Schurkomplement. Dann gelten fu¨r w, z ∈ C folgende Aussagen:
(a) Es gilt
J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,JS
∗
n[en,m(z)]
∗ + Im − [en,m(w)]P−1n,J [en,m(z)]∗J
= −wz[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J
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bzw.
J [En,m(w)]∗S∗nP−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[En,m(z)] + Im − [En,m(w)]∗Q−1n,J [En,m(z)]J
= −wz[En−1,m(w)]∗Q−1n−1,J [En−1,m(z)]J.
(b) Es gilt
J [en,m(w)]Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − Im − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
= −wz[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗J
bzw.
J [En,m(w)]∗P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J [En,m(z)]− Im − [En,m(w)]∗SnQ−1n,JS∗n[En,m(z)]J
= −wz[En−1,m(w)]∗Sn−1Q−1n−1,JS∗n−1[En−1,m(z)]J.
BEWEIS. Fu¨r l ∈ {n − 1, n} sei J[l] := diagl+1(J). Nach Bemerkung A.4.10 gilt fu¨r l ∈
{n− 1, n} dann
J [el,m(w)] = [el,m(w)]J[l] bzw. [El,m(z)]J = J[l][El,m(z)], (4.4.17)
womit aufgrund von J∗ = J und J∗[l] = J[l] auch
[el,m(z)]∗J = J[l][el,m(z)]∗ bzw. J [El,m(w)]∗ = [El,m(w)]∗J[l] (4.4.18)
erfu¨llt ist. Weiterhin ergibt sich fu¨r l ∈ {n− 1, n} aus Teil (b2) von Satz 1.1.3 zudem
J[l]S
∗
l P
−1
l,J SlJ[l] + J[l] = Q
−1
l,J sowie J[l]SlQ
−1
l,JS
∗
l J[l] + J[l] = P
−1
l,J . (4.4.19)
Mittels Teil (b) von Bemerkung A.4.7 erhalten wir auch die Beziehung
[en,m(w)][en,m(z)]∗ − Im = (Im, w[en−1,m(w)])
(
Im
z[en−1,m(z)]∗
)
− Im
= wz[en−1,m(w)][en−1,m(z)]∗ (4.4.20)
bzw. analog
[En,m(w)]∗[En,m(z)]− Im = wz[En−1,m(w)]∗[En−1,m(z)]. (4.4.21)
(a) Aufgrund von (4.4.19), (4.4.17), (4.4.18) und J2 = Im gilt
[en,m(w)]P−1n,J [en,m(z)]
∗J = [en,m(w)]
{
J[n]SnQ
−1
n,JS
∗
nJ[n] + J[n]
}
[en,m(z)]∗J
= [en,m(w)]J[n]SnQ
−1
n,JS
∗
nJ[n][en,m(z)]
∗J + [en,m(w)]J[n][en,m(z)]∗J
= J [en,m(w)]SnQ−1n,JS
∗
n[en,m(z)]
∗ + [en,m(w)][en,m(z)]∗
bzw. analog
[En,m(w)]∗Q−1n,J [En,m(z)]J = J [En,m(w)]∗S∗nP−1n,JSn[En,m(z)] + [En,m(w)]∗[En,m(z)].
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Hieraus ergibt sich mittels Teil (b4) von Lemma 4.4.1 und (4.4.20) sowie bei erneuter
Beru¨cksichtigung von J2 = Im und (4.4.17)–(4.4.19) nun
J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,JS
∗
n[en,m(z)]
∗ + Im − [en,m(w)]P−1n,J [en,m(z)]∗J
= J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,JS
∗
n[en,m(z)]
∗ + Im
−J [en,m(w)]SnQ−1n,JS∗n[en,m(z)]∗ − [en,m(w)][en,m(z)]∗
= J [en,m(w)]SnQ−1n,J
{
[en,m(0)]∗Rn+1,J [en,m(0)]Q−1n,J − I(n+1)m
}
S∗n[en,m(z)]
∗
−{[en,m(w)][en,m(z)]∗ − Im}
= −wzJ [en−1,m(w)]SnQ−1n−1,JS∗n[en−1,m(z)]∗ − wz[en−1,m(w)][en−1,m(z)]∗
= −wz[en−1,m(w)]J[n−1]SnQ−1n−1,JS∗nJ[n−1][en−1,m(z)]∗J − wz[en−1,m(w)]J[n−1][en−1,m(z)]∗J
= −wz[en−1,m(w)]
{
J[n−1]SnQ−1n−1,JS
∗
nJ[n−1] + J[n−1]
}
[en−1,m(z)]∗J
= −wz[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J
bzw. analog mittels Teil (a8) von Lemma 4.4.1 und (4.4.21) zudem
J [En,m(w)]∗S∗nP−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[En,m(z)] + Im − [En,m(w)]∗Q−1n,J [En,m(z)]J
= −wz[En−1,m(w)]∗Q−1n−1,J [En−1,m(z)]J.
(b) Aufgrund von (4.4.18), J2[n] = I(n+1)m, (4.4.19) und (4.4.17) gilt
[en,m(w)]S∗nP
−1
n,JSn[en,m(z)]
∗J = [en,m(w)]J[n]J[n]S∗nP
−1
n,JSnJ[n][en,m(z)]
∗
= [en,m(w)]J[n]
(
Q−1n,J − J[n]
)
[en,m(z)]∗ = J [en,m(w)]Q−1n,J [en,m(z)]
∗ − [en,m(w)][en,m(z)]∗
bzw. analog
[En,m(w)]∗SnQ−1n,JS∗n[En,m(z)]J = J [En,m(w)]∗P−1n,J [En,m(z)]− [En,m(w)]∗[En,m(z)].
Hieraus ergibt sich mittels Teil (b1) von Lemma 4.4.1 und (4.4.20) sowie bei erneuter
Beru¨cksichtigung von J2 = Im und (4.4.17)–(4.4.19) nun
J [en,m(w)]Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − Im − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
= J [en,m(w)]Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − Im
−J [en,m(w)]Q−1n,J [en,m(z)]∗ + [en,m(w)][en,m(z)]∗
= J [en,m(w)]Q−1n,J
{
[en,m(0)]∗Rn+1,J [en,m(0)]Q−1n,J − I(n+1)m
}
[en,m(z)]∗
+[en,m(w)][en,m(z)]∗ − Im
= −wzJ [en−1,m(w)]Q−1n−1,J [en−1,m(z)]∗ + wz[en−1,m(w)][en−1,m(z)]∗
= −wzJ [en−1,m(w)]Q−1n−1,J [en−1,m(z)]∗ + wzJ [en−1,m(w)]J[n−1][en−1,m(z)]∗
= −wzJ [en−1,m(w)]
{
Q−1n−1,J − J[n−1]
}
[en−1,m(z)]∗
= −wzJ [en−1,m(w)]J[n−1]S∗n−1P−1n−1,JSn−1J[n−1][en−1,m(z)]∗
= −wz[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗J
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bzw. analog mittels Teil (a5) von Lemma 4.4.1 und (4.4.21) zudem
J [En,m(w)]∗P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J [En,m(z)]− Im − [En,m(w)]∗SnQ−1n,JS∗n[En,m(z)]J
= −wz[En−1,m(w)]∗Sn−1Q−1n−1,JS∗n−1[En−1,m(z)]J.
Mittels der beiden bisherigen Lemmata dieses Abschnittes ko¨nnen wir nun das nachstehende
Lemma beweisen, welches fu¨r die folgenden Untersuchungen eine wesentliche Rolle spielen
wird.
Lemma 4.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Qn,J bzw. Pn,J die zu (Aj)nj=0 geho¨rige rechte bzw. linke J–Form, wobei man im Folgenden
die nach Teil (b) von Satz 1.1.1 vorliegende Regularita¨t von Qn,J bzw. Pn,J beachte. Weiter-
hin bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige Arov-Krein-Quadrupel von
Matrixpolynomen und es seien w, z ∈ C. Dann gelten folgende Aussagen:
(a) Es gilt
wz[c[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [an,J(w)][an,J(z)]∗ = Im − (1− wz)[en,m(w)]P−1n,J [en,m(z)]∗J.
(b) Es gilt
−wz[c[n]n,J(w)][d[n]n,J(z)]∗J + J [an,J(w)][bn,J(z)]∗ = (1− wz)[en,m(w)]P−1n,JSn[en,m(z)]∗J.
(c) Es gilt
wz[d[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [bn,J(w)][an,J(z)]∗ = −(1− wz)[en,m(w)]S∗nP−1n,J [en,m(z)]∗J.
(d) Es gilt
−wz[d[n]n,J(w)][d[n]n,J(z)]∗J + J [bn,J(w)][bn,J(z)]∗
= Im + (1− wz)[en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J.
(e) Es gilt
zwJ [b[n]n,J(z)]
∗[b[n]n,J(w)]− [dn,J(z)]∗[dn,J(w)]J = Im − (1− zw)J [En,m(z)]∗Q−1n,J [En,m(w)].
(f) Es gilt
zwJ [b[n]n,J(z)]
∗[a[n]n,J(w)]− [dn,J(z)]∗[cn,J(w)]J = −(1− zw)J [En,m(z)]∗Q−1n,JS∗n[En,m(w)].
(g) Es gilt
−zwJ [a[n]n,J(z)]∗[b[n]n,J(w)] + [cn,J(z)]∗[dn,J(w)]J = (1− zw)J [En,m(z)]∗SnQ−1n,J [En,m(w)].
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(h) Es gilt
−zwJ [a[n]n,J(z)]∗[a[n]n,J(w)] + [cn,J(z)]∗[cn,J(w)]J
= Im + (1− zw)J [En,m(z)]∗SnQ−1n,JS∗n[En,m(w)].
BEWEIS. Sei J[n] := diagn+1(J). Nach Teil (b1) bzw. (b2) von Satz 1.1.3 gilt dann
P−1n,JSnJ[n] = J[n]SnQ
−1
n,J sowie J[n]S
∗
nP
−1
n,J = Q
−1
n,JS
∗
nJ[n] (4.4.22)
bzw.
J[n]S
∗
nP
−1
n,JSnJ[n] = Q
−1
n,J − J[n] sowie J[n]SnQ−1n,JS∗nJ[n] = P−1n,J − J[n]. (4.4.23)
Weiterhin bezeichne Rn+1,J bzw. Ln+1,J das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke
Schurkomplement, welches nach Teil (b) von Satz 1.1.4 die Beziehung
Rn+1,J ∈ Cm×m> bzw. Ln+1,J ∈ Cm×m> (4.4.24)
erfu¨llt.
(a) Wir betrachten zuna¨chst den Fall n = 0. Nach Teil (a) von Bemerkung 3.1.2 gilt
J −A∗0JA0 ∈ Cm×m> sowie J −A0JA∗0 ∈ Cm×m> (4.4.25)
und Teil (c) sowie (b) von Bemerkung 3.1.2 liefert die Beziehungen
c
[0]
0,J =
√
J −A∗0JA0
−1E0 sowie a0,J = A0
√
J −A∗0JA0
−1E0. (4.4.26)
Damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von Bemerkung 1.1.4, S0 = A0 (vgl.
Definition A.3.1), J[0] = J , J[0]J[0] = Im, (4.4.23) und e0,m = ImE0 dann
wz[c[0]0,J(w)][c
[0]
0,J(z)]
∗J − J [a0,J(w)][a0,J(z)]∗
= wz
√
J −A0JA∗0
−1
[
√
J −A0JA∗0
−1
]∗J − JA0
√
J −A∗0JA0
−1
[A0
√
J −A∗0JA0
−1
]∗
= wz(J −A0JA∗0)−1J − JA0(J −A∗0JA0)−1A∗0 = wzP−10,JJ − J[0]S0Q−10,JS∗0
= wzP−10,JJ − J[0]S0Q−10,JS∗0J[0]J[0] = wzP−10,JJ − (P−10,J − J[0])J[0]
= Im − (1− wz)P−10,JJ = Im − (1− wz)[e0,m(w)]P−10,J [e0,m(z)]∗J,
womit die Behauptung von (a) fu¨r n = 0 bewiesen wurde.
Sei nun n ∈ N. Wegen Bemerkung 3.1.1 gilt
c
[n]
n,J = en,mP
−1
n,J [En,m(0)]
√
Ln+1,J (4.4.27)
und damit erhalten wir bei Beachtung der Hermitezita¨t von Pn,J und Ln+1,J dann
[c[n]n,J(w)][c
[n]
n,J(z)]
∗ = [en,m(w)]P−1n,J [En,m(0)]
√
Ln+1,J
[
[en,m(z)]P−1n,J [En,m(0)]
√
Ln+1,J
]∗
= [en,m(w)]P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J [en,m(z)]∗.
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Hieraus folgt mittels Teil (a1) von Lemma 4.4.1 nun
[c[n]n,J(w)][c
[n]
n,J(z)]
∗J − [en,m(w)]P−1n,J [en,m(z)]∗J
= [en,m(w)]P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J [en,m(z)]∗J − [en,m(w)]P−1n,J [en,m(z)]∗J
= [en,m(w)]
(
P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m
)
P−1n,J [en,m(z)]
∗J
= −[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J. (4.4.28)
Wegen Teil (d4) von Satz 3.1.1 gilt
an,J(w) = [en,m(w)]SnQ−1n,J [en,m(0)]
∗√Rn+1,J . (4.4.29)
und damit erhalten wir bei Beachtung der Hermitezita¨t von Qn,J und Rn+1,J dann
[an,J(w)][an,J(z)]∗
= [en,m(w)]SnQ−1n,J [en,m(0)]
∗√Rn+1,J ([en,m(z)]SnQ−1n,J [en,m(0)]∗√Rn+1,J)∗
= [en,m(w)]SnQ−1n,J [en,m(0)]
∗√Rn+1,J√Rn+1,J [en,m(0)]∗Q−1n,JS∗n[en,m(z)]∗
= [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,JS
∗
n[en,m(z)]
∗.
Hieraus folgt mittels Teil (a) von Lemma 4.4.2 nun
J [an,J(w)][an,J(z)]∗ + Im − [en,m(w)]P−1n,J [en,m(z)]∗J
= J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,JS
∗
n[en,m(z)]
∗
+Im − [en,m(w)]P−1n,J [en,m(z)]∗J
= −wz[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J (4.4.30)
und zusammen mit (4.4.28) ergibt sich schließlich
wz[c[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [an,J(w)][an,J(z)]∗ −
(
Im − (1− wz)[en,m(w)]P−1n,J [en,m(z)]∗J
)
= wz
(
[c[n]n,J(w)][c
[n]
n,J(z)]
∗J − [en,m(w)]P−1n,J [en,m(z)]∗J
)
−
(
J [an,J(w)][an,J(z)]∗ + Im − [en,m(w)]P−1n,J [en,m(z)]∗J
)
= −wz[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J + wz[en−1,m(w)]P−1n−1,J [en−1,m(z)]∗J = 0m×m,
womit die Behauptung von (a) nun auch fu¨r alle n ∈ N bewiesen wurde.
(b) Wir betrachten zuna¨chst den Fall n = 0. Bei zusa¨tzlicher Beru¨cksichtigung von (4.4.25)
liefert Teil (c) sowie (b) von Bemerkung 3.1.2 die Beziehungen
d
[0]
0,J = A
∗
0
√
J −A0JA∗0
−1E0 sowie b0,J =
√
J −A∗0JA0
−1E0. (4.4.31)
Damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von (4.4.26), Bemerkung 1.1.4, S0 = A0
(vgl. Definition A.3.1), J[0] = J , (4.4.22) und e0,m = ImE0 dann
wz[c[0]0,J(w)][d
[0]
0,J(z)]
∗J − J [a0,J(w)][b0,J(z)]∗
= wz
√
J −A0JA∗0
−1
[A∗0
√
J −A0JA∗0
−1
]∗J − JA0
√
J −A∗0JA0
−1
[
√
J −A∗0JA0
−1
]∗
= wz(J −A0JA∗0)−1A0J − JA0(J −A∗0JA0)−1 = wzP−10,JS0J − J[0]S0Q−10,J
= wzP−10,JS0J − P−10,JS0J[0] = −(1− wz)P−10,JS0J = −(1− wz)[e0,m(w)]P−10,JS0[e0,m(z)]∗J,
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womit die Behauptung von (b) fu¨r n = 0 bewiesen wurde.
Sei nun n ∈ N. Wegen Bemerkung 3.1.1 gilt
d
[n]
n,J = en,mS
∗
nP
−1
n,J [En,m(0)]
√
Ln+1,J (4.4.32)
und damit erhalten wir zusammen mit (4.4.27) bei Beachtung der Hermitezita¨t von Pn,J und
Ln+1,J dann
[c[n]n,J(w)][d
[n]
n,J(z)]
∗ = [en,m(w)]P−1n,J [En,m(0)]
√
Ln+1,J
[
[en,m(z)]S∗nP
−1
n,J [En,m(0)]
√
Ln+1,J
]∗
= [en,m(w)]P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[en,m(z)]∗.
Hieraus folgt mittels Teil (a2) von Lemma 4.4.1 nun
[c[n]n,J(w)][d
[n]
n,J(z)]
∗J − [en,m(w)]P−1n,JSn[en,m(z)]∗J
= [en,m(w)]P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[en,m(z)]∗J − [en,m(w)]P−1n,JSn[en,m(z)]∗J
= [en,m(w)]
(
P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m
)
P−1n,JSn[en,m(z)]
∗J
= −[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗J. (4.4.33)
Weiterhin gilt nach Teil (a4) von Satz 3.1.1 die Beziehung
bn,J = en,mQ−1n,J [en,m(0)]
∗√Rn+1,J (4.4.34)
und zusammen mit (4.4.29) folgt bei Beachtung der Hermitezita¨t von Qn,J und Rn+1,J dann
[an,J(w)][bn,J(z)]∗
= [en,m(w)]SnQ−1n,J [en,m(0)]
∗√Rn+1,J ([en,m(z)]Q−1n,J [en,m(0)]∗√Rn+1,J)∗
= [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗.
Hieraus folgt mittels den sich aus Bemerkung A.4.10 ergebenden Beziehungen
J [en,m(w)] = [en,m(w)]J[n] und [en,m(z)]
∗J = J[n][en,m(z)]∗
sowie mittels (4.4.22) und Teil (b2) von Lemma 4.4.1 dann
J [an,J(w)][bn,J(z)]∗ − [en,m(w)]P−1n,JSn[en,m(z)]∗J
= J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − [en,m(w)]P−1n,JSn[en,m(z)]∗J
= J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − [en,m(w)]P−1n,JSnJ[n][en,m(z)]∗
= J [en,m(w)]SnQ−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗ − [en,m(w)]J[n]SnQ−1n,J [en,m(z)]∗
= J [en,m(w)]SnQ−1n,J
(
[en,m(0)]∗Rn+1,J [en,m(0)]Q−1n,J − I(n+1)m
)
[en,m(z)]∗
= −wzJ [en−1,m(w)]Sn−1Q−1n−1,J [en−1,m(z)]∗
= −wz[en−1,m(w)]J[n]Sn−1Q−1n−1,J [en−1,m(z)]∗
= −wz[en−1,m(w)]P−1n−1,JSn−1J[n][en−1,m(z)]∗
= −wz[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗J. (4.4.35)
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Zusammen mit (4.4.28) ergibt sich schließlich
wz[c[n]n,J(w)][d
[n]
n,J(z)]
∗J − J [an,J(w)][bn,J(z)]∗ −
(
−(1− wz)[en,m(w)]P−1n,JSn[en,m(z)]∗J
)
= wz
(
[c[n]n,J(w)][d
[n]
n,J(z)]
∗J − [en,m(w)]P−1n,J [en,m(z)]∗J
)
−
(
J [an,J(w)][bn,J(z)]∗ − [en,m(w)]P−1n,J [en,m(z)]∗J
)
= −wz[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗J + wz[en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗J
= 0m×m,
womit die Behauptung von (b) nun auch fu¨r alle n ∈ N bewiesen wurde.
(c) Wegen (b) gilt mit vertauschten Rollen von w und z die Beziehung
−wz[c[n]n,J(z)][d[n]n,J(w)]∗J + J [an,J(z)][bn,J(w)]∗ = (1− wz)[en,m(z)]P−1n,JSn[en,m(w)]∗J.
Hieraus folgt bei Beachtung von J2 = Im, J∗ = J und P ∗n,J = Pn,J dann
wz[d[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [bn,J(w)][an,J(z)]∗
= −J
(
−wzJ [d[n]n,J(w)][c[n]n,J(z)]∗ + [bn,J(w)][an,J(z)]∗J
)
J
= −J
(
−wz[c[n]n,J(z)][d[n]n,J(w)]∗J + J [an,J(z)][bn,J(w)]∗
)∗
J
= −J
(
(1− wz)[en,m(z)]P−1n,JSn[en,m(w)]∗J
)∗
J
= −(1− wz)[en,m(w)]S∗nP−1n,J [en,m(z)]∗J,
womit die Behauptung von (c) bewiesen wurde.
(d) Wir betrachten zuna¨chst den Fall n = 0. Aus (4.4.31), Bemerkung 1.1.4, S0 = A0 (vgl.
Definition A.3.1), J[0] = J , (4.4.23), J[0]J[0] = Im und e0,m = ImE0 ergibt sich
−wz[d[0]0,J(w)][d[0]0,J(z)]∗J + J [b0,J(w)][b0,J(z)]∗
= −wzA∗0
√
J −A0JA∗0
−1
[A∗0
√
J −A0JA∗0
−1
]∗J + J
√
J −A∗0JA0
−1
[
√
J −A∗0JA0
−1
]∗
= −wzA∗0(J −A0JA∗0)−1A0J + J(J −A∗0JA0)−1 = −wzS∗0P−10,JS0J + J[0]Q−10,J
= −wzS∗0P−10,JS0J + J[0]
(
J[0] + J[0]S
∗
0P
−1
0,JS0J[0]
)
= −wzS∗0P−10,JS0J + Im + S∗0P−10,JS0J
= Im + (1− wz)S∗0P−10,JS0J = Im + (1− wz)[e0,m(w)]S∗0P−10,JS0[e0,m(z)]∗J,
womit die Behauptung von (d) fu¨r n = 0 bewiesen wurde.
Sei nun n ∈ N. Aus (4.4.32) sowie aus der Hermitezita¨t von Pn,J und Ln+1,J ergibt sich
[d[n]n,J(w)][d
[n]
n,J(z)]
∗
= [en,m(w)]S∗nP
−1
n,J [En,m(0)]
√
Ln+1,J
[
[en,m(z)]S∗nP
−1
n,J [En,m(0)]
√
Ln+1,J
]∗
= [en,m(w)]S∗nP
−1
n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[en,m(z)]∗.
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Hieraus folgt mittels Teil (a4) von Lemma 4.4.1 nun
[d[n]n,J(w)][d
[n]
n,J(z)]
∗J − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
= [en,m(w)]S∗nP
−1
n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,JSn[en,m(z)]∗J (4.4.36)
−[en,m(w)]S∗nP−1n,JS∗n[en,m(z)]∗J
= [en,m(w)]S∗n
(
P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m
)
P−1n,JSn[en,m(z)]
∗J
= −[en−1,m(w)]S∗n−1P−1n−1,JS∗n−1[en−1,m(z)]∗J. (4.4.37)
Weiterhin ergibt sich aus (4.4.34) sowie aus der Hermitezita¨t von Qn,J und Rn+1,J zudem
[bn,J(w)][bn,J(z)]∗
= [en,m(w)]Q−1n,J [en,m(0)]
∗√Rn+1,J ([en,m(z)]Q−1n,J [en,m(0)]∗√Rn+1,J)∗
= [en,m(w)]Q−1n,J [en,m(0)]
∗√Rn+1,J√Rn+1,J [en,m(0)]∗Q−1n,J [en,m(z)]∗
= [en,m(w)]Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗.
Hieraus folgt mittels Teil (b) von Lemma 4.4.2 dann
J [bn,J(w)][bn,J(z)]∗ − Im − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
= J [en,m(w)]Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J [en,m(z)]
∗
−Im − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
= −wz[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗J (4.4.38)
und zusammen mit (4.4.36) ergibt sich schließlich
−wz[d[n]n,J(w)][d[n]n,J(z)]∗J + J [bn,J(w)][bn,J(z)]∗
−
(
Im + (1− wz)[en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
)
= −wz
(
[d[n]n,J(w)][d
[n]
n,J(z)]
∗J − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
)
+
(
J [bn,J(w)][bn,J(z)]∗ − Im − [en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
)
= wz[en−1,m(w)]S∗n−1P
−1
n−1,JSn−1[en−1,m(z)]
∗J
−wz[en−1,m(w)]S∗n−1P−1n−1,JSn−1[en−1,m(z)]∗J = 0m×m,
womit die Behauptung von (d) nun auch fu¨r alle n ∈ N bewiesen wurde.
(e) Der Beweis von (e) kann analog zum Beweis von (a) ausgefu¨hrt werden, wobei im Fall
n ∈ N der Teil (b5) von Lemma 4.4.1 sowie Teil (a) von Lemma 4.4.2 verwendet wird.
(f) Der Beweis von (f) kann analog zum Beweis von (b) ausgefu¨hrt werden, wobei im Fall
n ∈ N die Teile (b7) und (a7) von Lemma 4.4.1 verwendet werden.
(g) Die Behauptung von (g) ergibt sich durch Vertauschen von w und z sowie Adjungieren
aus (f) analog zum Beweis von (c) aus (b).
(h) Der Beweis von (h) kann analog zum Beweis von (d) ausgefu¨hrt werden, wobei im Fall
n ∈ N der Teil (b8) von Lemma 4.4.1 sowie Teil (b) von Lemma 4.4.2 verwendet wird.
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Es folgt nun das Hauptresultat dieses Abschnittes.
Satz 4.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige
rechte bzw. linke Arov-Krein-Matrixpolynom. Weiterhin sei jmm := diag(Im,−Im) und J :=
diag(J,−J). Dann gelten folgende Aussagen:
(a) Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J bzw. Qn,J die zu
(Aj)nj=0 geho¨rige linke bzw. rechte J–Form und man beachte im Folgenden die nach Teil
(b) von Satz 1.1.1 gu¨ltige Beziehung detPn,J 6= 0 bzw. detQn,J 6= 0. Dann gilt fu¨r alle
w, z ∈ C die Beziehung
diag(J, J)[Γn,J(w)]jmm [Γn,J(z)]
∗ jmm
= I2m − (1− wz)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(z)]∗, Sn[en,m(z)]∗)J
bzw.
jmm [∆n,J(z)]
∗ jmm[∆n,J(w)]diag(J, J)
= I2m − (1− zw)J
(
[En,m(z)]∗
[En,m(z)]∗Sn
)
Q−1n,J
(
[En,m(w)]∗
[En,m(w)]∗Sn
)
.
(b) Es sei z ∈ T und es bezeichne D[z]n,J bzw. B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte
rechte bzw. linke Dubovojsche Matrixpolynom. Dann gilt
D
[z]
n,J = diag(J, J)Γn,Jjmm [Γn,J(z)]
∗ jmm bzw. B
[z]
n,J = jmm [∆n,J(z)]
∗ jmm∆n,Jdiag(J, J).
BEWEIS. (a) Seien w, z ∈ C. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige
Arov-Krein-Quadrupel von Matrixpolynomen. Nach Definition 3.2.1 gilt dann
Γn,J =
(
E1Jc[n]n,J an,J
E1Jd[n]n,J bn,J
)
bzw. ∆n,J =
(
E1b[n]n,JJ E1a[n]n,JJ
dn,J cn,J
)
und damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von J2 = Im und J∗ = J nun
diag(J, J)[Γn,J(w)]jmm [Γn,J(z)]
∗ jmm
= diag(J, J)
(
wJ [c[n]n,J(w)] an,J(w)
wJ [d[n]n,J(w)] bn,J(w)
)
jmm
(
zJ [c[n]n,J(z)] an,J(z)
zJ [d[n]n,J(z)] bn,J(z)
)∗
jmm
=
(
w[c[n]n,J(w)] Jan,J(w)
w[d[n]n,J(w)] Jbn,J(w)
)
diag(Im,−Im)
(
z[c[n]n,J(z)]
∗J z[d[n]n,J(z)]
∗J
[an,J(z)]∗ [bn,J(z)]∗
)
diag(Im,−Im)
=
(
w[c[n]n,J(w)] −Jan,J(w)
w[d[n]n,J(w)] −Jbn,J(w)
)(
z[c[n]n,J(z)]
∗J −z[d[n]n,J(z)]∗J
[an,J(z)]∗ −[bn,J(z)]∗
)
=
(
wz[c[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [an,J(w)][an,J(z)]∗
wz[d[n]n,J(w)][c
[n]
n,J(z)]
∗J − J [bn,J(w)][an,J(z)]∗
−wz[c[n]n,J(w)][d[n]n,J(z)]∗J + J [an,J(w)][bn,J(z)]∗
−wz[d[n]n,J(w)][d[n]n,J(z)]∗J + J [bn,J(w)][bn,J(z)]∗
)
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bzw. analog
jmm [∆n,J(z)]
∗ jmm∆n,Jdiag(J, J)
=
(
zwJ [b[n]n,J(z)]
∗[b[n]n,J(w)]− [dn,J(z)]∗[dn,J(w)]J
zwJ [b[n]n,J(z)]
∗[a[n]n,J(w)]− [dn,J(z)]∗[cn,J(w)]J
−zwJ [a[n]n,J(z)]∗[b[n]n,J(w)] + [cn,J(z)]∗[dn,J(w)]J
−zwJ [a[n]n,J(z)]∗[a[n]n,J(w)] + [cn,J(z)]∗[cn,J(w)]J
)
.
Weiterhin ergibt sich
I2m − (1− wz)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(z)]∗, Sn[en,m(z)]∗)J
= I2m − (1− wz)
(
[en,m(w)]P−1n,J [en,m(z)]
∗J −[en,m(w)]P−1n,JSn[en,m(z)]∗J
[en,m(w)]S∗nP
−1
n,J [en,m(z)]
∗J −[en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
)
=
(
Im − (1− wz)[en,m(w)]P−1n,J [en,m(z)]∗J (1− wz)[en,m(w)]P−1n,JSn[en,m(z)]∗J
− (1− wz)[en,m(w)]S∗nP−1n,J [en,m(z)]∗J Im + (1− wz)[en,m(w)]S∗nP−1n,JSn[en,m(z)]∗J
)
bzw. analog
I2m − (1− zw)J
(
[En,m(z)]∗
[En,m(z)]∗Sn
)
Q−1n,J
(
[En,m(w)]∗
[En,m(w)]∗Sn
)
=
(
Im − (1− zw)J [En,m(z)]∗Q−1n,J [En,m(w)] −(1− zw)J [En,m(z)]∗Q−1n,JS∗n[En,m(w)]
(1− zw)J [En,m(z)]∗SnQ−1n,J [En,m(w)] Im + (1− zw)J [En,m(z)]∗SnQ−1n,JS∗n[En,m(w)]
)
.
Die Behauptung von (a) erhalten wir nun schließlich unmittelbar aus den obigen Darstellungen
und den Teilen (a)–(d) bzw. (e)–(h) von Lemma 4.4.3.
(b) Die Behauptung von (b) ergibt sich sofort aus (a) und Teil (a) bzw. (b) von Satz 4.3.6.
Es folgen nun einige Folgerungen aus Satz 4.4.1. Hierbei wollen wir nun zuna¨chst einige
Eigenschaften der Arov–Krein–Matrixpolynome aus Abschnitt 3.2 auf die Dubovojschen Ma-
trixpolynome u¨bertragen.
Folgerung 4.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es bezeichne D[z]n,J bzw. B[z]n,J
das zu (Aj)nj=0 und J geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom. Es
sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gelten folgende Aussagen:
(a) Es gilt
D
[z]
n,JUm,mB
[z]
n,J = z
n+1En+1Um,m sowie B[z]n,JUm,mD[z]n,J = zn+1En+1Um,m.
(b) Fu¨r w ∈ C\{0} ist D[z]n,J(w) bzw. B[z]n,J(w) eine regula¨re Matrix und es gilt
[D[z]n,J(w)]
−1 = −(wz)n+1Um,m[B[z]n,J(w)]−1Um,m
bzw.
[B[z]n,J(w)]
−1 = −(wz)n+1Um,m[D[z]n,J(w)]−1Um,m.
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BEWEIS. (a) Im Fall n = 0 bzw. n ∈ N ergibt sich nach Teil (h) von Bemerkung 3.2.2 bzw.
Teil (f) von Satz 3.2.3 die Beziehung
∆n,JUm,mΓn,J = En+1Um,m sowie Γn,JUm,m∆n,J = En+1Um,m.
Sei jmm := diag(Im,−Im). Es ergeben sich unmittelbar die Beziehungen
jmmUm,mjmm = −Um,m und − Um,m = U∗m,m sowie diag(J, J)Um,mdiag(J, J) = Um,m.
Insgesamt erhalten wir so aus Teil (b) von Satz 4.4.1 fu¨r alle w ∈ C nun
[D[z]n,J(w)]Um,m[B
[z]
n,J(w)]
= diag(J, J)[Γn,J(w)]jmm[Γn,J(z)]∗jmmUm,mjmm[∆n,J(z)]∗jmm[∆n,J(w)]diag(J, J)
= −diag(J, J)[Γn,J(w)]jmm[Γn,J(z)]∗Um,m[∆n,J(z)]∗jmm[∆n,J(w)]diag(J, J)
= diag(J, J)[Γn,J(w)]jmm {[∆n,J(z)]Um,m[Γn,J(z)]}∗ jmm[∆n,J(w)]diag(J, J)
= −zn+1diag(J, J)[Γn,J(w)]jmmUm,mjmm[∆n,J(w)]diag(J, J)
= zn+1diag(J, J)[Γn,J(w)]Um,m[∆n,J(w)]diag(J, J)
= zn+1 · wn+1diag(J, J)Um,mdiag(J, J) = zn+1 · wn+1Um,m
bzw. analog
[B[z]n,J(w)]Um,m[D
[z]
n,J(w)] = z
n+1 · wn+1Um,m,
womit die Behauptung von (a) bewiesen wurde.
(b) Aufgrund der Wahl von w und z gilt −(wz)n+1 6= 0 und so folgt die Behauptung von (b)
unmittelbar aus (a) und Teil (a) von Satz A.7.1.
Folgerung 4.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es bezeichne D[z]n,J bzw. B[z]n,J das
zu (Aj)nj=0 und J geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom sowie
Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom.
Dann gelten folgende Aussagen:
(a) Es ist Γn,J(z) bzw. ∆n,J(z) eine regula¨re Matrix und es gilt
D
[z]
n,J = diag(J, J)Γn,J [Γn,J(z)]
−1 diag(J, J)
bzw.
B
[z]
n,J = diag(J, J) [∆n,J(z)]
−1 ∆n,Jdiag(J, J).
(b) Es gilt
Γn,J = diag(J, J)D
[z]
n,Jdiag(J, J)[Γn,J(z)] bzw. ∆n,J = [∆n,J(z)]diag(J, J)B
[z]
n,Jdiag(J, J).
(c) Es gilt detD[z]n,J = detB
[z]
n,J = z
(n+1)mE(n+1)m.
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BEWEIS. (a) Da z 6= 0, liefert Teil (a) von Folgerung 3.2.2 die Regularita¨t von Γn,J(z) bzw.
∆n,J(z). Weiterhin gilt nach Teil (d) von Folgerung 3.2.2 die Beziehung
[Γn,J(z)]
−1 = jmm [Γn,J(z)]∗ J bzw. [∆n,J(z)]−1 = J [∆n,J(z)]∗ jmm,
wobei jmm := diag(Im,−Im) und J := diag(J,−J). Hiermit ergibt sich aus Teil (b) von
Satz 4.4.1 bei zusa¨tzlicher Beru¨cksichtigung von JJ = I2m nun
D
[z]
n,J = diag(J, J)Γn,Jjmm [Γn,J(z)]
∗ jmm
= diag(J, J)Γn,Jjmm [Γn,J(z)]
∗ JJjmm = diag(J, J)Γn,J [Γn,J(z)]−1 Jjmm
= diag(J, J)Γn,J [Γn,J(z)]
−1 diag(J,−J) · diag(Im,−Im)
= diag(J, J)Γn,J [Γn,J(z)]
−1 diag(J, J)
bzw. analog
B
[z]
n,J = diag(J, J) [∆n,J(z)]
−1 ∆n,Jdiag(J, J).
(b) Da J eine Signaturmatrix ist gilt J2 = Im und damit auch diag(J, J) · diag(J, J) = I2m.
Hiermit folgt aus (a) nun
diag(J, J)D[z]n,Jdiag(J, J)[Γn,J(z)]
= diag(J, J)
{
diag(J, J)Γn,J [Γn,J(z)]
−1 diag(J, J)
}
diag(J, J)[Γn,J(z)]
= Γn,J [Γn,J(z)]
−1 [Γn,J(z)] = Γn,J
bzw. analog auch
∆n,J = [∆n,J(z)]diag(J, J)B
[z]
n,Jdiag(J, J).
(c) Aufgrund von Teil (b) von Satz 3.2.3 gilt
det Γn,J = det ∆n,J = E(n+1)m.
Nach Bemerkung A.6.1 ist detJ ∈ {−1, 1} und so erhalten wir det[diag(J, J)] = (det J)2 = 1.
Weiterhin ergibt sich det jmm = det[diag(Im,−Im)] = (−1)m und so folgt fu¨r alle w ∈ C
mittels Teil (b) von Satz 4.4.1 nun
det[D[z]n,J(w)] = det [diag(J, J)[Γn,J(w)]jmm [Γn,J(z)]
∗ jmm]
= (det[diag(J, J)]) (det jmm)
2 (det[Γn,J(w)]) (det[Γn,J(z)])
= 1 · (−1)2m · w(n+1)m · z(n+1)m = w(n+1)m z(n+1)m
bzw. analog det[B[z]n,J(w)] = w
(n+1)m z(n+1)m, d.h. es gilt
detD[z]n,J = detB
[z]
n,J = z
(n+1)mE(n+1)m.
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine strenge
J–Potapovfolge. Mit Hilfe von Satz 4.4.1 ko¨nnen wir auch neue Aussagen u¨ber die zu (Aj)nj=0
und J geho¨rigen Arov–Krein–Matrixpolynome Γn,J und ∆n,J herleiten. Wa¨hrend im Fall
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n = 0 bzw. n ∈ N in Bemerkung 3.2.2 bzw. Satz 3.2.3 eine qualitative Aussage u¨ber die jmm–
J–Eigenschaft von Γn,J bzw. die J–jmm–Eigenschaft von ∆n,J getroffen wurde, ko¨nnen
wir nun die linke jmm–J–Form von Γn,J bzw. die rechte J–jmm–Form von ∆n,J genau
angeben und erhalten dadurch auch eine quantitative Beschreibung dieser Eigenschaft. Dies
ist der Inhalt des folgenden Resultats.
Folgerung 4.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne Γn,J bzw. ∆n,J das zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom und es sei jmm := diag(Im,−Im) sowie
J := diag(J,−J). Weiterhin bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie
Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form und man beachte im Folgen-
den die nach Teil (b) von Satz 1.1.1 gu¨ltige Beziehung detPn,J 6= 0 bzw. detQn,J 6= 0. Dann
gilt fu¨r alle w, z ∈ C die Beziehung
J − [Γn,J(w)]jmm [Γn,J(z)]∗
= (1− wz)diag(J, J)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(z)]∗, Sn[en,m(z)]∗)diag(J, J)
bzw.
J − [∆n,J(z)]∗ jmm[∆n,J(w)]
= (1− zw)diag(J, J)
(
[En,m(z)]∗
[En,m(z)]∗Sn
)
Q−1n,J
(
[En,m(w)]∗
[En,m(w)]∗Sn
)
diag(J, J).
BEWEIS. Da J eine m–reihige Signaturmatrix ist, ergibt sich diag(J, J)diag(J, J) = I2m.
Weiterhin ist mit J nach Beispiel A.6.3 die Matrix J eine 2m–reihige Signaturmatrix, womit
insbesondere JJ = I2m erfu¨llt ist. Zudem erhalten wir unmittelbar
Jdiag(J, J) = diag(J,−J)diag(J, J) = diag(Im,−Im) = jmm
sowie
diag(J, J)J = Jdiag(J, J).
Unter Verwendung all dieser Beziehungen folgt aus Teil (a) von Satz 4.4.1 nun
J − [Γn,J(w)]jmm[Γn,J(z)]∗
=
(
I2m − [Γn,J(w)]jmm[Γn,J(z)]∗J
)
J
= diag(J, J)
(
I2m − diag(J, J)[Γn,J(w)]jmm[Γn,J(z)]∗Jdiag(J, J)
)
diag(J, J)J
= diag(J, J) (I2m − diag(J, J)[Γn,J(w)]jmm[Γn,J(z)]∗jmm) Jdiag(J, J)
= (1− wz)diag(J, J)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(z)]∗, Sn[en,m(z)]∗)diag(J, J)
bzw. analog auch die behauptete Gleichung fu¨r ∆n,J .
4.5 Faktorisierung der Dubovojschen Matrixpolynome in lineare J–innere
Matrixpolynome vollen Ranges
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine strenge
J–Potapovfolge. Nach Bemerkung 1.1.6 ist dann auch (Aj)n−1j=0 eine strenge J–Potapovfolge
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und so stellt sich die Frage nach dem Zusammenhang zwischen den zu (Aj)nj=0 und J geho¨ri-
gen Dubovojschen Matrixpolynomen einerseits und den zu (Aj)n−1j=0 und J geho¨rigen Dubo-
vojschen Matrixpolynomen andererseits. Dabei wird sich insbesondere zeigen, dass sich ein
Dubovojsches Matrixpolynom stets als Produkt von linearen J–inneren Matrixpolynomen
vollen Ranges schreiben la¨sst, wobei unter bestimmten Voraussetzungen diese elementaren
Matrixpolynome selbst Dubovojsche Matrixpolynome sind.
Wir beginnen nun mit den Detailbetrachtungen und erhalten aus Satz 3.2.1 und den
U¨berlegungen des Abschnittes 4.4 folgendes Resultat.
Satz 4.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und unter Beachtung der Tatsache, dass
mit (Aj)nj=0 nach Bemerkung 1.1.6 auch (Aj)
n−1
j=0 eine strenge J–Potapovfolge ist, sei fu¨r
s ∈ {n − 1, n} mit D[z]s,J bzw. B[z]s,J das zu (Aj)sj=0 und J geho¨rige z–normierte rechte bzw.
linke Dubovojsche Matrixpolynom sowie mit Γs,J bzw. ∆s,J das zu (Aj)sj=0 und J geho¨rige
rechte bzw. linke Arov-Krein-Matrixpolynom bezeichnet. Es sei D˜[z]n,J : C → C2m×2m bzw.
B˜[z]n,J : C→ C2m×2m definiert gema¨ß
D˜[z]n,J := diag(J, J)[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm
bzw.
B˜[z]n,J := jmm[∆n,J(z)]∗jmmH˜n,J [∆n−1,J(z)]diag(J, J),
wobei jmm := diag(Im,−Im) und G˜n,J bzw. H˜n,J den zu (Aj)nj=0 und J geho¨rigen rechten
bzw. linken Arov-Krein-Linearfaktor bezeichne. Dann ist D˜[z]n,J bzw. B˜[z]n,J ein Matrixpolynom
aus (PC,1)2m×2m und es gilt
D
[z]
n,J = D
[z]
n−1,JD˜[z]n,J bzw. B[z]n,J = B˜[z]n,JB[z]n−1,J .
BEWEIS. Aus der Definition von D˜[z]n,J bzw. B˜[z]n,J und Bemerkung 3.2.3 folgt unmittelbar,
dass es sich hierbei um ein Matrixpolynom aus (PC,1)2m×2m handelt.
Nach Teil (b) von Satz 4.4.1 gilt
D
[z]
n,J = diag(J, J)Γn,Jjmm [Γn,J(z)]
∗ jmm.
Weiterhin besteht nach Satz 3.2.1 die Beziehung Γn,J = Γn−1,J G˜n,J und aus Teil (b) von
Folgerung 4.4.2 folgt zudem
Γn−1,J = diag(J, J)D
[z]
n−1,Jdiag(J, J)[Γn−1,J(z)].
Insgesamt erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von J2 = Im nun
D
[z]
n,J = diag(J, J)Γn,Jjmm[Γn,J(z)]
∗jmm = diag(J, J)Γn−1,J G˜n,Jjmm[Γn,J(z)]∗jmm
= diag(J, J)diag(J, J)D[z]n−1,Jdiag(J, J)[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm
= D[z]n−1,Jdiag(J, J)[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm = D[z]n−1,JD˜[z]n,J .
Analog folgt aus Teil (b) von Satz 4.4.1, Satz 3.2.1 und Teil (b) von Folgerung 4.4.2 auch
B
[z]
n,J = B˜[z]n,JB[z]n−1,J .
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Aufgrund von Satz 4.5.1 erhalten wir iterativ die folgende Faktorisierung des Dubovojschen
Matrixpolynoms in lineare Matrixpolynome.
Folgerung 4.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und unter Beachtung der Tatsache,
dass mit (Aj)nj=0 nach Bemerkung 1.1.6 fu¨r k ∈ {0, . . . , n} auch (Aj)kj=0 eine strenge J–
Potapovfolge ist, bezeichne D˜[z]0,J bzw. B˜[z]0,J das zu (Aj)0j=0 und J geho¨rige z–normierte rechte
bzw. linke Dubovojsche Matrixpolynom und es sei im Fall n ∈ N fu¨r k ∈ {1, . . . , n} die Funk-
tion D˜[z]k,J bzw. B˜[z]k,J fu¨r die Folge (Aj)kj=0 das in Satz 4.5.1 eingefu¨hrte Matrixpolynom. Dann
ist das zu (Aj)nj=0 und J geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom
D
[z]
n,J bzw. B
[z]
n,J gegeben durch
D
[z]
n,J =
−→
n∏
k=0
D˜[z]k,J bzw. B[z]n,J =
←−
n∏
k=0
B˜[z]k,J .
BEWEIS. Die Behauptung ist im Fall n = 0 trivialerweise erfu¨llt und im Fall n ∈ N ergibt
sie sich sogleich durch eine iterative Anwendung von Satz 4.5.1.
Satz 4.5.1 und Folgerung 4.5.1 fu¨hren uns auf folgende Begriffsbildungen.
Definition 4.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T.
(a) Es bezeichne D˜[z]n,J bzw. B˜[z]n,J im Fall n ∈ N die in Satz 4.5.1 eingefu¨hrte Matrixfunktion
bzw. im Fall n = 0 das zu (Aj)0j=0 und J geho¨rige z–normierte rechte bzw. linke Dubo-
vojsche Matrixpolynom. Dann heißt D˜[z]n,J bzw. B˜[z]n,J der zu (Aj)nj=0 und J geho¨rige
z–normierte rechte bzw. linke Dubovojsche Linearfaktor.
(b) Unter Beachtung der Tatsache, dass mit (Aj)nj=0 nach Bemerkung 1.1.6 fu¨r k ∈
{0, . . . , n} auch (Aj)kj=0 eine strenge J–Potapovfolge ist, sei fu¨r k ∈ {0, . . . , n} mit
D˜[z]k,J bzw. B˜[z]k,J der zu (Aj)kj=0 und J geho¨rige z–normierte rechte bzw. linke Dubovo-
jsche Linearfaktor bezeichnet. Dann heißt die Folge (D˜[z]s,J)ns=0 bzw. (B˜[z]s,J)ns=0 die zu
(Aj)nj=0 und J geho¨rige Folge z–normierter rechter bzw. linker Dubovojscher
Linearfaktoren.
Wir erhalten fu¨r den Fall n ∈ N folgende Darstellung der in Teil (a) von Definition 4.5.1
eingefu¨hrten Gro¨ße.
Bemerkung 4.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und unter Beachtung der Tatsache,
dass mit (Aj)nj=0 nach Bemerkung 1.1.6 auch (Aj)
n−1
j=0 eine strenge J–Potapovfolge ist, sei
fu¨r s ∈ {n − 1, n} mit Γs,J bzw. ∆s,J das zu (Aj)sj=0 und J geho¨rige rechte bzw. linke Arov-
Krein-Matrixpolynom bezeichnet. Es bezeichne zudem D˜[z]n,J bzw. B˜[z]n,J den zu (Aj)nj=0 und J
geho¨rigen z–normierten rechten bzw. linken Dubovojschen Linearfaktor und es sei jmm :=
diag(Im,−Im). Dann gelten folgende Aussagen:
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(a) Es gilt
D˜[z]n,J = diag(J, J)[Γn−1,J(z)][G˜n,J(1)][diag(E1Im, Im)]jmm[Γn,J(z)]∗jmm
bzw.
B˜[z]n,J = jmm[∆n,J(z)]∗jmm[diag(E1Im, Im)][H˜n,J(1)][∆n−1,J(z)]diag(J, J),
wobei G˜n,J bzw. H˜n,J den zu (Aj)nj=0 und J geho¨rigen rechten bzw. linken Arov-Krein-
Linearfaktor bezeichne.
(b) Fu¨r z = 1 ergibt sich
D˜[1]n,J = diag(J, J)[Γn,J(1)][diag(E1Im, Im)]jmm[Γn,J(1)]∗jmm
bzw.
B˜[1]n,J = jmm[∆n,J(1)]∗jmm[diag(E1Im, Im)][∆n,J(1)]diag(J, J).
BEWEIS. (a) Es bezeichne G˜n,J bzw. H˜n,J die zu (Aj)nj=0 und J geho¨rige rechte bzw. linke
Matrix. Aufgrund der Definition von G˜n,J bzw. H˜n,J gilt
G˜n,J = G˜n,J [diag(E1Im, Im)] bzw. H˜n,J = [diag(E1Im, Im)]H˜n,J ,
woraus insbesondere die Beziehung G˜n,J(1) = G˜n,J bzw. H˜n,J(1) = H˜n,J folgt. Damit ergibt
sich dann
G˜n,J = [G˜n,J(1)][diag(E1Im, Im)] bzw. H˜n,J = [diag(E1Im, Im)][H˜n,J(1)]
und hiermit folgt die Behauptung von (a) nun sofort aus der Definition von D˜[z]n,J bzw. B˜[z]n,J .
(b) Nach Satz 3.2.1 gilt
[Γn−1,J(1)][G˜n,J(1)] = Γn,J(1) bzw. [H˜n,J(1)][∆n−1,J(1)] = ∆n,J(1).
Hiermit ergibt sich dann (b) unmittelbar aus (a).
Es folgen nun wichtige Eigenschaften des in Teil (a) von Definition 4.5.1 eingefu¨hrten Objek-
tes.
Satz 4.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Weiterhin sei J := diag(J,−J) sowie z ∈ T und es bezeichne D˜[z]n,J
bzw. B˜[z]n,J den zu (Aj)nj=0 und J geho¨rigen z–normierten rechten bzw. linken Dubovojschen
Linearfaktor. Dann gelten folgende Aussagen:
(a) Es ist D˜[z]n,J bzw. B˜[z]n,J ein Matrixpolynom aus (PC,1)2m×2m.
(b) Es ist det D˜[z]n,J = det B˜[z]n,J = zmEm.
168
(c) Sei w ∈ C. Dann gilt
J − [D˜[z]n,J(w)]∗J[D˜[z]n,J(w)] = jmm[Γn,J(z)]diag([1− |w|2]Im, 0m×m)[Γn,J(z)]∗jmm
bzw.
J − [B˜[z]n,J(w)]J[B˜[z]n,J(w)]∗ = jmm[∆n,J(z)]∗diag([1− |w|2]Im, 0m×m)[∆n,J(z)]jmm,
wobei jmm := diag(Im,−Im) und Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J geho¨rige rechte
bzw. linke Arov-Krein-Matrixpolynom bezeichne.
(d) Sei w ∈ D. Dann ist D˜[z]n,J(w) bzw. B˜[z]n,J(w) eine J–kontraktive Matrix.
(e) Sei w ∈ T. Dann ist D˜[z]n,J(w) bzw. B˜[z]n,J(w) eine J–unita¨re Matrix.
(f) Sei w ∈ C \ (D ∪ T). Dann ist D˜[z]n,J(w) bzw. B˜[z]n,J(w) eine J–expansive Matrix.
(g) Sei Um,m :=
(
0m×m Im
− Im 0m×m
)
. Dann gilt
B˜[z]n,JUm,mD˜[z]n,J = zmE1Um,m sowie D˜[z]n,JUm,mB˜[z]n,J = zmE1Um,m.
BEWEIS. Unter Beachtung der Tatsache, dass im Fall n ∈ N mit (Aj)nj=0 nach Bemerkung
1.1.6 auch (Aj)n−1j=0 eine strenge J–Potapovfolge ist, sei fu¨r s ∈ {n} im Fall n = 0 bzw. fu¨r
s ∈ {n − 1, n} im Fall n ∈ N mit Γs,J bzw. ∆s,J das zu (Aj)sj=0 und J geho¨rige rechte
bzw. linke Arov-Krein-Matrixpolynom bezeichnet. Weiterhin bezeichne G˜n,J bzw. H˜n,J den
zu (Aj)nj=0 und J geho¨rigen rechten bzw. linken Arov-Krein-Linearfaktor.
(a) Dies folgt fu¨r n = 0 sofort aus Teil (a) von Definition 4.5.1 und Teil (c) von Satz 4.3.2
sowie im Fall n ∈ N aus Satz 4.5.1.
(b) Fu¨r n = 0 folgt die Behauptung von (b) sofort aus Teil (a) von Definition 4.5.1 und Teil
(c) von Folgerung 4.4.2.
Sei nun n ∈ N. Nach Teil (b) von Satz 3.2.3 gilt fu¨r s ∈ {n− 1, n} die Beziehung
det Γs,J(z) = det ∆s,J(z) = z(s+1)m
und aufgrund von Teil (b1) von Satz 3.2.2 erhalten wir zudem
det G˜n,J = det H˜n,J = Em.
Nach Bemerkung A.6.1 ist detJ ∈ {−1, 1} und so erhalten wir det[diag(J, J)] = (detJ)2 = 1.
Weiterhin ergibt sich det jmm = det[diag(Im,−Im)] = (−1)m und so folgt aus der Definition
von D˜[z]n,J bzw. B˜[z]n,J bei zusa¨tzlicher Beachtung von zz = |z|2 = 1 schließlich
det D˜[z]n,J = det
[
diag(J, J)[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm
]
= (det[diag(J, J)]) (det[Γn−1,J(z)])
(
det G˜n,J
)
(det jmm) (det[Γn,J(z)]) (det jmm)
= 1 · znm · Em · (−1)m · z(n+1)m · (−1)m = zmEm
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bzw. analog
det B˜[z]n,J = zmEm.
(c) Im Folgenden zeigen wir die Behauptung von (c) nur fu¨r den rechten Dubovojschen Line-
arfaktor D˜[z]n,J . Der Beweis fu¨r B˜[z]n,J kann dazu analog ausgefu¨hrt werden.
Sei zuna¨chst n = 0. Bezeichnet D[z]0,J das zu (Aj)
0
j=0 und J geho¨rige z–normierte rechte Du-
bovojsche Matrixpolynom, so ergibt sich aus Teil (a) von Definition 4.5.1 und Teil (b) von
Satz 4.4.1 die Beziehung
D˜[z]0,J = D[z]0,J = diag(J, J)Γ0,Jjmm [Γ0,J(z)]∗ jmm.
Weiterhin gilt fu¨r w ∈ C nach Teil (d) von Bemerkung 3.2.2 zudem
jmm − [Γ0,J(w)]∗JΓ0,J(w) = diag[(1− |w|2)Im, 0m×m].
Nach Teil (f) von Bemerkung 3.2.2 ist Γ0,J(z) eine jmm–J–unita¨re Matrix. Damit ist
[Γ0,J(z)]∗ nach Teil (b) von Satz A.6.3 eine J–jmm–unita¨re Matrix, d.h. es gilt
[Γ0,J(z)]jmm[Γ0,J(z)]∗ = J.
Insgesamt ergibt sich bei zusa¨tzlicher Beru¨cksichtigung der Eigenschaften der beteiligten Si-
gnaturmatrizen J , J und jmm fu¨r w ∈ D nun
[D˜[z]0,J(w)]∗J[D˜[z]0,J(w)]
= [diag(J, J)[Γ0,J(w)]jmm[Γ0,J(z)]∗jmm]∗ J [diag(J, J)[Γ0,J(w)]jmm[Γ0,J(z)]∗jmm]
= jmm[Γ0,J(z)]jmm[Γ0,J(w)]∗diag(J, J)Jdiag(J, J)[Γ0,J(w)]jmm[Γ0,J(z)]∗jmm
= jmm[Γ0,J(z)]jmm[Γ0,J(w)]∗J[Γ0,J(w)]jmm[Γ0,J(z)]∗jmm
= jmm[Γ0,J(z)]jmm
{
jmm − diag[(1− |w|2)Im, 0m×m]
}
jmm[Γ0,J(z)]∗jmm
= jmm[Γ0,J(z)]jmm[Γ0,J(z)]∗jmm
−jmm[Γ0,J(z)]jmmdiag[(1− |w|2)Im, 0m×m]jmm[Γ0,J(z)]∗jmm
= jmmJjmm − jmm[Γ0,J(z)]diag[(1− |w|2)Im, 0m×m][Γ0,J(z)]∗jmm
= J − jmm[Γ0,J(z)]diag[(1− |w|2)Im, 0m×m][Γ0,J(z)]∗jmm
und damit unmittelbar die Behauptung von (c) fu¨r n = 0.
Sei nun n ∈ N. Aufgrund der Wahl von z folgt aus Teil (d) bzw. (b) von Satz 3.2.3 fu¨r
s ∈ {n− 1, n} die Beziehung
[Γs,J(z)]∗J[Γs,J(z)] = jmm bzw. det[Γs,J(z)] 6= 0. (4.5.1)
Weiterhin folgen aufgrund der Wahl von J die Beziehungen
J∗ = J, J2 = Im, diag(J, J)Jdiag(J, J) = J sowie jmmJjmm = J
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und so ergibt sich bei Beachtung von (4.5.1) nun
J − [D˜[z]n,J(w)]∗J[D˜[z]n,J(w)]
= J −
[
diag(J, J)[Γn−1,J(z)][G˜n,J(w)]jmm[Γn,J(z)]∗jmm
]∗
J
·diag(J, J)[Γn−1,J(z)][G˜n,J(w)]jmm[Γn,J(z)]∗jmm
= J − jmm[Γn,J(z)]jmm[G˜n,J(w)]∗[Γn−1,J(z)]∗diag(J, J)J
·diag(J, J)[Γn−1,J(z)][G˜n,J(w)]jmm[Γn,J(z)]∗jmm
= J − jmm[Γn,J(z)]jmm[G˜n,J(w)]∗[Γn−1,J(z)]∗J[Γn−1,J(z)][G˜n,J(w)]jmm[Γn,J(z)]∗jmm
= jmmJjmm − jmm[Γn,J(z)]jmm[G˜n,J(w)]∗jmm[G˜n,J(w)]jmm[Γn,J(z)]∗jmm
= jmm[Γn,J(z)]jmm
[
jmm[Γn,J(z)]−1J[Γn,J(z)]−∗jmm − [G˜n,J(w)]∗jmm[G˜n,J(w)]
]
·jmm[Γn,J(z)]∗jmm. (4.5.2)
Nach Teil (d) von Folgerung 3.2.2 gilt [Γn,J(z)]−1 = jmm[Γn,J(z)]∗J und damit erhalten wir
mittels (4.5.1) die Beziehung
jmm[Γn,J(z)]−1J[Γn,J(z)]−∗jmm = [Γn,J(z)]∗J[Γn,J(z)] = jmm.
Aus (4.5.2) folgt hiermit und mittels Teil (b2) von Satz 3.2.2 schließlich
J − [D˜[z]n,J(w)]∗J[D˜[z]n,J(w)]
= jmm[Γn,J(z)]jmm
[
jmm − [G˜n,J(w)]∗jmm[G˜n,J(w)]
]
jmm[Γn,J(z)]∗jmm
= jmm[Γn,J(z)]jmmdiag([1− |w|2]Im, 0m×m)jmm[Γn,J(z)]∗jmm
= jmm[Γn,J(z)]diag(Im,−Im)diag([1− |w|2]Im, 0m×m)diag(Im,−Im)[Γn,J(z)]∗jmm
= jmm[Γn,J(z)]diag([1− |w|2]Im, 0m×m)[Γn,J(z)]∗jmm.
(d)–(f) Die Behauptung von (d) bzw. (e) bzw. (f) folgt unmittelbar aus (c) und aus der
aufgrund der Wahl von w gu¨ltigen Beziehung diag[(1 − |w|2)Im, 0m×m] ∈ C2m×2m≥ bzw.
diag[(1− |w|2)Im, 0m×m] = 02m×2m bzw. −diag[(1− |w|2)Im, 0m×m] ∈ C2m×2m≥ .
(g) Fu¨r n = 0 folgt die Behauptung von (g) sofort aus Teil (a) von Definition 4.5.1 und Teil
(a) von Folgerung 4.4.1.
Sei nun n ∈ N. Aus der Definition der beteiligten Gro¨ßen folgen sofort die Beziehungen
diag(J, J)Um,mdiag(J, J) = Um,m und jmmUm,mjmm = −Um,m = U∗m,m.
Damit und mittels Teil (f) von Satz 3.2.3, Teil (h) von Bemerkung 3.2.2 sowie Teil (b7) von
Satz 3.2.2 erhalten wir aus der Definition von D˜[z]n,J bzw. B˜[z]n,J dann
B˜[z]n,JUm,mD˜[z]n,J = jmm[∆n,J(z)]∗jmmH˜n,J [∆n−1,J(z)]diag(J, J)
·Um,mdiag(J, J)[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm
= jmm[∆n,J(z)]∗jmmH˜n,J [∆n−1,J(z)]Um,m[Γn−1,J(z)]G˜n,Jjmm[Γn,J(z)]∗jmm
= znmjmm[∆n,J(z)]∗jmmH˜n,JUm,mG˜n,Jjmm[Γn,J(z)]∗jmm
= znmE1jmm[∆n,J(z)]∗jmmUm,mjmm[Γn,J(z)]∗jmm
= znmE1jmm[∆n,J(z)]∗U∗m,m[Γn,J(z)]∗jmm = znmE1jmm {[Γn,J(z)]Um,m[∆n,J(z)]}∗ jmm
= −znmz(n+1)mE1jmmUm,mjmm = zmE1Um,m.
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sowie analog D˜[z]n,JUm,mB˜[z]n,J = zmE1Um,m.
Im Folgenden wollen wir die Dubovojschen Linearfaktoren etwas genauer untersuchen, wobei
wir speziell die 1–normierten Dubovojschen Linearfaktoren betrachten. Wie in Teil (b) von
Bemerkung 4.5.1 gesehen, la¨sst sich der 1–normierte Dubovojsche Linearfaktor in einer be-
sonderen Form schreiben, die der Ausgangspunkt fu¨r spa¨tere Untersuchungen sein wird.
Beginnen wollen wir zuna¨chst mit einer Anwendung von Folgerung 4.3.2.
Bemerkung 4.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei J
 := diag(J,−J) und es bezeichne
D˜n,J := D˜[1]n,J bzw. B˜n,J := B˜[1]n,J den zu (Aj)nj=0 und J geho¨rigen 1–normierten rechten bzw.
linken Dubovojschen Linearfaktor. Dann ist D˜n,J bzw. B˜n,J ein 1–normiertes J–inneres Ma-
trixpolynom aus (PC,1)2m×2m vollen Ranges.
BEWEIS. Im Folgenden zeigen wir die rechte Version der Behauptung. Die linke Version kann
dazu analog bewiesen werden.
Aufgrund von Teil (a) und den Teilen (d)–(e) von Satz 4.5.2 ist D˜n,J ein Matrixpolynom aus
(PC,1)2m×2m, welches J–inner ist.
Wir wollen nun zeigen, dass D˜n,J ein 1–normiertes Matrixpolynom ist. Im Fall n = 0 folgt
dies sofort aus Teil (a) von Definition 4.5.1 und Teil (a) von Satz 4.3.3.
Sei also nun n ∈ N. Es bezeichne Γn,J das zu (Aj)nj=0 und J geho¨rige rechte Arov-Krein-
Matrixpolynom und es sei jmm := diag(Im,−Im). Nach Teil (d) von Satz 3.2.3 ist Γn,J(1)
eine jmm–J–unita¨re Matrix. Damit ist [Γn,J(1)]∗ nach Teil (b) von Satz A.6.3 eine J–jmm–
unita¨re Matrix, d.h. es gilt
[Γn,J(1)]jmm[Γn,J(1)]∗ = J.
Aus Bemerkung 4.5.1 folgt hiermit bei zusa¨tzlicher Beru¨cksichtigung der Eigenschaften der
beteiligten Signaturmatrizen J , J und jmm nun
D˜n,J(1) = diag(J, J)[Γn,J(1)][diag(Im, Im)]jmm[Γn,J(1)]∗jmm
= diag(J, J)[Γn,J(1)]jmm[Γn,J(1)]∗jmm = diag(J, J)Jjmm = jmmjmm = I2m,
womit die 1–Normiertheit von D˜n,J auch fu¨r n ∈ N bewiesen wurde.
Im Folgenden wollen wir nun zeigen, dass das Matrixpolynom D˜n,J vollen Rang hat. Im Fall
n = 0 folgt dies unmittelbar aus Teil (a) von Definition 4.5.1 und Folgerung 4.3.2. Sei also
nun n ∈ N. Es bezeichne BJ die zu J–geho¨rige linke PG–Matrix. Beachten wir die nach
Bemerkung A.8.1 geltenden Beziehungen
BJBJ = I2m und BJJBJ = jmm, (4.5.3)
so erhalten wir aus den obigen Resultaten leicht, dass BJD˜n,JBJ ein 1–normiertes jmm–
inneres Matrixpolynom aus (PC,1)2m×2m ist. Nach [36, Teil (c) von Lemma 4.4.8] erfu¨llt der
Leitkoeffizient d˜n von BJD˜n,JBJ damit die Beziehung Rang d˜n ≤ m. Somit ergibt sich bei
erneuter Beachtung von (4.5.3) fu¨r den Leitkoeffizienten d˜n,J von D˜n,J die Identita¨t
Rang d˜n,J = Rang [BJ d˜nBJ ] = Rang d˜n ≤ m. (4.5.4)
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Andererseits gilt nach Satz 4.5.1 auch D[1]n,J = D
[1]
n−1,JD˜n,J , wobei D[1]l,J fu¨r l ∈ {n− 1, n} das
zu (Aj)lj=0 und J geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom sei. Bezeichnet
D(l) fu¨r l ∈ {n− 1, n} den zu D[1]l,J geho¨rigen Leitkoeffizienten, so folgt hieraus nun
D(n) = d˜n,J ·D(n−1).
Nach Folgerung 4.3.2 ist fu¨r l ∈ {n−1, n} stets RangD(l) = m erfu¨llt und damit erhalten wir
m = RangD(n) = Rang
[
d˜n,J ·D(n−1)
]
≤ min{Rang d˜n,J , RangD(n−1)} ≤ Rang d˜n,J .
Zusammen mit (4.5.4) ergibt sich dann
Rang d˜n,J = m,
womit auch fu¨r n ∈ N das Matrixpolynom D˜n,J vollen Rang hat.
Das nachstehende Resultat trifft eine Aussage u¨ber die Eindeutigkeit der Zerlegung eines
1–normierten Dubovojschen Matrixpolynoms in lineare Matrixpolynome. Hierbei verwenden
wir fu¨r den Beweis vorwiegend Resultate aus [36, Kapitel 4].
Satz 4.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei (D˜s,J)ns=0 bzw. (B˜s,J)ns=0 eine Folge von Matrix-
polynomen aus (PC,1)2m×2m und es sei J := diag(J,−J). Dann sind folgende Aussagen
a¨quivalent:
(i) Es ist (D˜s,J)ns=0 bzw. (B˜s,J)ns=0 die zu (Aj)nj=0 und J geho¨rige Folge 1–normierter rechter
bzw. linker Dubovojscher Linearfaktoren.
(ii) Fu¨r k ∈ {0, . . . , n} ist D˜k,J bzw. B˜k,J ein 1–normiertes J–inneres Matrixpolynom vol-
len Ranges und das zu (Aj)nj=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche
Matrixpolynom D[1]n,J bzw. B
[1]
n,J ist gegeben durch
D
[1]
n,J =
−→
n∏
k=0
D˜k,J bzw. B[1]n,J =
←−
n∏
k=1
B˜k,J .
BEWEIS. Im Folgenden zeigen wir die rechte Version der Behauptung. Die linke Version kann
dazu analog bewiesen werden.
(i)⇒(ii): Dies folgt sofort aus Teil (b) von Definition 4.5.1, Bemerkung 4.5.2 und Folgerung
4.5.1.
(ii)⇒(i): Nach Teil (a) von Satz 1.3.3 ist die J–PG–Transformierte (Bj)nj=0 von (Aj)nj=0
wohldefiniert sowie eine strenge m×m–Schurfolge und nach Satz 4.3.8 ist das zu (Bj)nj=0
geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom Schurtyp D(Bj)nj=0 gegeben
durch
D
[1]
(Bj)nj=0
= BJD[1]n,JBJ ,
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wobei BJ die zu J–geho¨rige linke PG–Matrix bezeichne. Damit erhalten wir aufgrund von (ii)
bei Beachtung der nach Bemerkung A.8.1 geltenden Beziehung BJBJ = I2m die Identita¨t
D
[1]
(Bj)nj=0
= BJD[1]n,JBJ = BJ
−→n∏
k=0
D˜k,J
BJ =
−→
n∏
k=0
[
BJD˜k,JBJ
]
. (4.5.5)
Es sei jmm := diag(Im,−Im). Fu¨r k ∈ {0, . . . , n} folgt aus den gema¨ß (ii) gu¨ltigen Eigenschaf-
ten von D˜k,J bei Beachtung der nach Bemerkung A.8.1 geltenden Beziehungen BJBJ = I2m
und BJJBJ = jmm, dass BJD˜k,JBJ ein 1–normiertes jmm–inneres Matrixpolynom vollen
Ranges aus (PC,1)2m×2m ist. Nach [36, Teil (b) und (a) von Theorem 4.4.5] gibt es nur eine
Folge von Matrixpolynomen aus (PC,1)2m×2m, so dass deren Elemente diese Eigenschaften
aufweisen und die Identita¨t (4.5.5) erfu¨llen. Damit folgt aus D[1]n,J = BJD[1](Bj)nj=0BJ , dass nur
eine Folge von Matrixpolynomen aus (PC,1)2m×2m existiert, so dass alle in (ii) formulierten
Bedingungen erfu¨llt sind. Wie im Beweis von ”(i)⇒(ii)“ gezeigt, erfu¨llt die zu (Aj)
n
j=0 und J
geho¨rige Folge 1–normierter rechter Dubovojscher Linearfaktoren alle die in (ii) formulierten
Eigenschaften, womit die Gu¨ltigkeit von (i) bewiesen wurde.
Beachten wir Bemerkung 4.5.2 und Satz 4.3.9, so ko¨nnen wir folgende Bedingung angeben
unter der sich ein 1–normierter rechter bzw. linker Dubovojscher Linearfaktor als ein rechtes
bzw. linkes Dubovojsches Matrixpolynom einer strengen J–Potapovfolge darstellen la¨sst.
Satz 4.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Weiterhin sei J := diag(J,−J) und es bezeichne D˜n,J := D˜[1]n,J bzw.
B˜n,J := B˜[1]n,J den zu (Aj)nj=0 und J geho¨rigen 1–normierten rechten bzw. linken Dubovojschen
Linearfaktor. Es sei BJ bzw. AJ die zu J–geho¨rige linke bzw. rechte PG–Matrix. Dann gilt:
(a) Es ist BJD˜n,JBJ bzw. AJ B˜n,JAJ ein 1–normiertes jmm–inneres Matrixpolynom vollen
Ranges aus (PC,1)2m×2m.
(b) Es existiert eine eindeutig bestimmte strenge m×m–Schurfolge (B(n)j )0j=0 bzw.
(B˜(n)j )
0
j=0, so dass das zu (B
(n)
j )
0
j=0 bzw. (B˜
(n)
j )
0
j=0 geho¨rige 1–normierte rechte bzw.
linke Dubovojsche Matrixpolynom vom Schurtyp gegeben ist durch BJD˜n,JBJ bzw.
AJ B˜n,JAJ .
(c) Folgende Aussagen sind a¨quivalent:
(i) Die gema¨ß (b) mit D˜n,J bzw. B˜n,J verbundene strenge m×m–Schurfolge (B(n)j )0j=0
bzw. (B˜(n)j )
0
j=0 ist eine J–PG–transformierbare Folge aus Cm×m.
(ii) Es existiert eine strenge J–Potapovfolge (A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0, so dass das zu
(A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche
Matrixpolynom D[1]
(A
(n)
j )
0
j=0,J
bzw. B[1]
(A˜
(n)
j )
0
j=0,J
gegeben ist durch D˜n,J bzw. B˜n,J , d.h.
es gilt
D˜n,J = D[1]
(A
(n)
j )
0
j=0,J
bzw. B˜n,J = B[1]
(A˜
(n)
j )
0
j=0,J
.
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Ist (i) erfu¨llt, so ist die gema¨ß Aussage (ii) gegebene strenge J–Potapovfolge (A(n)j )
0
j=0
bzw. (A˜(n)j )
0
j=0 eindeutig bestimmt und es ist (B
(n)
j )
0
j=0 bzw. (B˜
(n)
j )
0
j=0 die J–PG–
Transformierte von (A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0.
BEWEIS. Die Behauptungen fu¨r D˜n,J folgen unmittelbar aus Bemerkung 4.5.2 und den Teilen
(a)–(b) von Satz 4.3.9. Weiterhin sieht man sofort, dass man Satz 4.3.9 auch mit AJ statt
BJ analog formulieren und beweisen kann, woraus man bei Beachtung von Bemerkung 4.5.2
schließlich auch die Behauptungen fu¨r B˜n,J erha¨lt.
Satz 4.5.4 fu¨hrt uns zu folgenden Begriffsbildungen.
Definition 4.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge.
(a) Es heißt (Aj)nj=0 rechtsseitig bzw. linksseitig Schur-Dubovoj-zerlegbar (kurz:
SD-zerlegbar), falls eine strenge J–Potapovfolge (A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0 existiert,
so dass der zu (Aj)nj=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Line-
arfaktor D˜n,J bzw. B˜n,J gegeben ist durch das zu (A(n)j )0j=0 bzw. (A˜(n)j )0j=0 und J geho¨rige
1–normierte rechte bzw. linke Dubovojsche Matrixpolynom.
(b) Es sei (Aj)nj=0 rechtsseitig bzw. linksseitig SD-zerlegbar und es bezeichne (A
(n)
j )
0
j=0 bzw.
(A˜(n)j )
0
j=0 die gema¨ß Teil (c) von Satz 4.5.4 eindeutig bestimmte strenge J–Potapovfolge.
Dann heißt A(n)0 bzw. A˜
(n)
0 der zu (Aj)
n
j=0 und J geho¨rige rechte bzw. linke Schur-
Dubovoj-Parameter (kurz: SD-Parameter).
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung 4.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge, welche SD–zerlegbar ist. Dann ist der zu (Aj)
n
j=0 und J
geho¨rige rechte bzw. linke SD–Parameter A(n)0 bzw. A˜
(n)
0 eine streng J–kontraktive Matrix.
BEWEIS. Dies folgt sofort aus Teil (a) und (b) von Definition 4.5.2 sowie Teil (a) von Be-
merkung 4.3.1.
Bemerkung 4.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie (Aj)0j=0 eine
strenge J–Potapovfolge. Dann ist (Aj)0j=0 rechtsseitig bzw. linksseitig SD–zerlegbar und der
zu (Aj)0j=0 und J geho¨rige rechte bzw. linke SD–Parameter A
(0)
0 bzw. A˜
(0)
0 ist gegeben durch
A0 bzw. A˜0.
BEWEIS. Dies folgt sofort aus Teil (a) und (b) von Definition 4.5.2 sowie Teil (a) von Defi-
nition 4.5.1.
Die folgende Bemerkung zeigt, dass im Spezialfall J = Im jede strenge Im–Potapovfolge (also
jede strenge m×m–Schurfolge) rechtsseitig bzw. linksseitig SD-zerlegbar ist.
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Bemerkung 4.5.5. Seien m ∈ N sowie n ∈ N0 und (Bj)nj=0 eine strenge m×m–Schurfolge.
Unter Beachtung von Bemerkung 1.1.3 ist dann (Bj)nj=0 rechtsseitig bzw. linksseitig SD-
zerlegbar.
BEWEIS. Nach Definition A.8.1 ist die zu Im geho¨rige linke bzw. rechte PG–Matrix BIm
bzw. AIm gerade durch −I2m bzw. I2m gegeben. Damit ergibt sich bei zusa¨tzlicher Beachtung
von Folgerung 4.3.1 und Satz 4.3.8 die Behauptung unmittelbar aus Teil (a) von Definition
4.5.2 sowie Teil (b) von Satz 4.5.4.
Eine Umformulierung von Satz 4.5.4 ergibt folgende Charakterisierung der rechtsseitigen bzw.
linksseitigen SD-Zerlegbarkeit einer J–Potapovfolge in Termen der J–PG–Transformierten.
Satz 4.5.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Weiterhin sei (Bj)nj=0 die nach Teil (a) von Satz 1.3.3 wohldefinierte
J–PG–Transformierte von (Aj)nj=0 und man beachte im Folgenden, dass es sich bei (Bj)
n
j=0
nach Teil (a) von Satz 1.3.3 um eine strenge m × m–Schurfolge und damit um eine Im–
Potapovfolge handelt. Unter Beachtung von Bemerkung 4.5.5 bezeichne B(n)0 bzw. B˜
(n)
0 den zu
(Bj)nj=0 und Im geho¨rigen rechten bzw. linken SD-Parameter. Dann sind folgende Aussagen
a¨quivalent:
(i) Es ist (Aj)nj=0 rechtsseitig bzw. linksseitig SD-zerlegbar.
(ii) Es ist B(n)0 bzw. B˜
(n)
0 eine J–PG–transformierbare Matrix.
Ist (i) erfu¨llt, so ist zudem der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Dubovojsche
Schurparameter gerade durch die J–PG–Transformierte von B(n)0 bzw. B˜
(n)
0 gegeben.
BEWEIS. Die Behauptung ergibt sich bei Beachtung von Folgerung 4.3.1 und Satz 4.3.8
unmittelbar aus Teil (a)–(b) von Definition 4.5.2 sowie Teil (b)–(c) von Satz 4.5.4.
Im Folgenden wollen wir die Gestalt der 1–normierten rechten bzw. linken Dubovojschen Li-
nearfaktoren genauer untersuchen, um so weitere Aussagen u¨ber die SD–Zerlegbarkeit einer
strengen J–Potapovfolge bzw. die genaue Gestalt des dazugeho¨rigen SD–Parameters zu er-
halten.
Das nachstehende Resultat stimmt fu¨r den Spezialfall J = Im mit dem aus der Literatur be-
kannten Resultat u¨ber die Gestalt der zu dem Dubovojschen Matrixpolynom einer Schurfolge
geho¨rigen Linearfaktoren u¨berein (vgl. [36, Theorem 4.4.6]).
Satz 4.5.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Fu¨r k ∈ {n − 1, n} bezeichne Sk die zu (Aj)kj=0 geho¨rige Ab-
schnittsmatrix sowie Pk,J bzw. Qk,J die zu (Aj)kj=0 geho¨rige linke bzw. rechte J–Form. Hierbei
beachte man im Folgenden, dass, da mit (Aj)nj=0 nach Bemerkung 1.1.6 auch (Aj)
n−1
j=0 eine
strenge J–Potapovfolge ist, nach Teil (b) von Satz 1.1.1 fu¨r k ∈ {n − 1, n} die Matrix Pk,J
bzw. Qk,J regula¨r ist. Fu¨r k ∈ {n− 1, n} sei
Ωk,J := ([ek,m(1)]∗, Sk[ek,m(1)]∗)∗P−1k,J([ek,m(1)]
∗, Sk[ek,m(1)]∗)J (4.5.6)
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bzw.
Ω˜k,J := J
(
[Ek,m(1)]∗
[Ek,m(1)]∗Sk
)
Q−1k,J
(
[Ek,m(1)]∗
[Ek,m(1)]∗Sk
)∗
. (4.5.7)
Dann ist der zu (Aj)nj=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Linear-
faktor D˜n,J := D˜[1]n,J bzw. B˜n,J := B˜[1]n,J fu¨r w ∈ D gegeben durch
D˜n,J(w) = I2m − (1− w)[Ωn,J − Ωn−1,J ] bzw. B˜n,J(w) = I2m − (1− w)[Ω˜n,J − Ω˜n−1,J ].
BEWEIS. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige Arov-Krein-
Quadrupel von Matrixpolynomen sowie Γn,J das zu (Aj)nj=0 und J geho¨rige rechte Arov–
Krein–Matrixpolynom. Nach Definition 3.2.1 gilt dann
Γn,J(1) =
(
Jc
[n]
n,J(1) an,J(1)
Jd
[n]
n,J(1) bn,J(1)
)
.
Damit erhalten wir aufgrund von Teil (b) von Bemerkung 4.5.1 und bei zusa¨tzlicher
Beru¨cksichtigung von J∗ = J und J2 = Im fu¨r w ∈ C nun
D˜n,J(w) = diag(J, J)[Γn,J(1)][diag(wIm, Im)]jmm[Γn,J(1)]∗jmm
= diag(J, J)
(
Jc
[n]
n,J(1) an,J(1)
Jd
[n]
n,J(1) bn,J(1)
)
[diag(wIm, Im)]diag(Im,−Im)
·
(
Jc
[n]
n,J(1) an,J(1)
Jd
[n]
n,J(1) bn,J(1)
)∗
diag(Im,−Im)
=
(
wc
[n]
n,J(1) −Jan,J(1)
wd
[n]
n,J(1) −Jbn,J(1)
)(
[c[n]n,J(1)]
∗J −[d[n]n,J(1)]∗J
[an,J(1)]∗ −[bn,J(1)]∗
)
=
(
w[c[n]n,J(1)][c
[n]
n,J(1)]
∗J − J [an,J(1)][an,J(1)]∗
w[d[n]n,J(1)][c
[n]
n,J(1)]
∗J − J [bn,J(1)][an,J(1)]∗
−w[c[n]n,J(1)][d[n]n,J(1)]∗J + J [an,J(1)][bn,J(1)]∗
−w[d[n]n,J(1)][d[n]n,J(1)]∗J + J [bn,J(1)][bn,J(1)]∗
)
. (4.5.8)
Wie im Beweis von Lemma 4.4.3 gezeigt, vgl. (4.4.28) sowie (4.4.30) und (4.4.33) sowie
(4.4.35), ergibt sich
[c[n]n,J(1)][c
[n]
n,J(1)]
∗J = [en,m(1)]P−1n,J [en,m(1)]
∗J − [en−1,m(1)]P−1n−1,J [en−1,m(1)]∗J
sowie
J [an,J(w)][an,J(z)]∗ = −Im + [en,m(1)]P−1n,J [en,m(1)]∗J − [en−1,m(1)]P−1n−1,J [en−1,m(1)]∗J
und
[c[n]n,J(1)][d
[n]
n,J(1)]
∗J = [en,m(1)]P−1n,JSn[en,m(1)]
∗J − [en−1,m(w)]P−1n−1,JSn−1[en−1,m(z)]∗J
sowie
J [an,J(1)][bn,J(1)]∗ = [en,m(1)]P−1n,JSn[en,m(1)]
∗J − [en−1,m(1)]P−1n−1,JSn−1[en−1,m(1)]∗J.
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Damit erhalten wir fu¨r w ∈ D dann
w[c[n]n,J(1)][c
[n]
n,J(1)]
∗J − J [an,J(1)][an,J(1)]∗
= Im − (1− w)
[
[en,m(1)]P−1n,J [en,m(1)]
∗J − [en−1,m(1)]P−1n−1,J [en−1,m(1)]∗J
]
(4.5.9)
und
−w[c[n]n,J(1)][d[n]n,J(1)]∗J + J [an,J(1)][bn,J(1)]∗
= −(1− w)
[
−[en,m(1)]P−1n,JSn[en,m(1)]∗J + [en−1,m(1)]P−1n−1,JSn−1[en−1,m(1)]∗J
]
.
(4.5.10)
Fu¨r w ∈ D folgt aus (4.5.10), wobei in dieser Formel statt w die Gro¨ße w verwendet wird,
bei zusa¨tzlicher Beru¨cksichtigung der nach Bemerkung 1.1.5 geltenden Hermitezita¨t von Pn,J
und Pn−1,J auch
w[d[n]n,J(1)][c
[n]
n,J(1)]
∗J − J [bn,J(1)][an,J(1)]∗
= −
[
−w[c[n]n,J(1)][d[n]n,J(1)]∗J + J [an,J(1)][bn,J(1)]∗
]∗
= −
[
−(1− w)
[
−[en,m(1)]P−1n,JSn[en,m(1)]∗J + [en−1,m(1)]P−1n−1,JSn−1[en−1,m(1)]∗J
]]∗
= −(1− w)
[
[en,m(1)]S∗nP
−1
n,J [en,m(1)]
∗J − [en−1,m(1)]S∗n−1P−1n−1,J [en−1,m(1)]∗J
]
.(4.5.11)
Weiterhin folgt aus dem Beweis von Lemma 4.4.3, genauer gesagt aus (4.4.36) sowie (4.4.38)
die Beziehung
[d[n]n,J(1)][d
[n]
n,J(1)]
∗J
= [en,m(1)]S∗nP
−1
n,JSn[en,m(1)]
∗J − [en−1,m(1)]S∗n−1P−1n−1,JS∗n−1[en−1,m(1)]∗J
sowie
J [bn,J(w)][bn,J(z)]∗
= Im + [en,m(1)]S∗nP
−1
n,JSn[en,m(1)]
∗J − [en−1,m(1)]S∗n−1P−1n−1,JSn−1[en−1,m(1)]∗J.
Damit erhalten wir fu¨r w ∈ D dann
−w[d[n]n,J(1)][d[n]n,J(1)]∗J + J [bn,J(1)][bn,J(1)]∗ = Im − (1− w)
·
[
−[en,m(1)]S∗nP−1n,JSn[en,m(1)]∗J + [en−1,m(1)]S∗n−1P−1n−1,JSn−1[en−1,m(1)]∗J
]
.
(4.5.12)
Aus (4.5.8)–(4.5.12) ergibt sich fu¨r w ∈ D schließlich
D˜n,J(w)
= I2m − (1− w)
[
([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J([en,m(1)]
∗, Sn[en,m(1)]∗)J
−([en−1,m(1)]∗, Sn−1[en−1,m(1)]∗)∗P−1n−1,J([en−1,m(1)]∗, Sn−1[en−1,m(1)]∗)J
]
= I2m − (1− w)[Ωn,J − Ωn−1,J ].
Analog la¨sst sich fu¨r w ∈ D auch die Beziehung B˜n,J(w) = I2m − (1 − w)[Ω˜n,J − Ω˜n−1,J ]
beweisen.
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Folgerung 4.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne D˜n,J := D˜[1]n,J bzw. B˜n,J := B˜[1]n,J den
zu (Aj)nj=0 und J geho¨rigen 1–normierten rechten bzw. linken Dubovojsche Linearfaktor.
Dann existiert eine eindeutig bestimmte Matrix P(n) bzw. Q(n) aus C2m×2m\{02m×2m} mit
RangP(n) = m bzw. RangQ(n) = m, so dass
D˜n,J(w) = I2m − (1− w)P(n) bzw. B˜n,J(w) = I2m − (1− w)Q(n)
fu¨r alle w ∈ D erfu¨llt ist. Diese ist gegeben durch
P(n) :=
{
(Im, A0)∗(J −A0JA∗0)−1(Im, A0)J , falls n = 0
Ωn,J − Ωn−1,J , falls n ∈ N
bzw.
Q(n) :=
 J
(
Im
A0
)
(J −A∗0JA0)−1
(
Im
A0
)∗
, falls n = 0
Ω˜n,J − Ω˜n−1,J , falls n ∈ N ,
wobei J := diag(J,−J) und im Fall n ∈ N fu¨r k ∈ {n − 1, n} die Matrix Ωk,J bzw. Ω˜k,J
gema¨ß (4.5.6) bzw.(4.5.7) definiert sei.
BEWEIS. Die Existenz und genaue Gestalt einer Matrix P(n) bzw. Q(n) aus C2m×2m, so dass
D˜n,J(w) = I2m − (1− w)P(n) bzw. B˜n,J(w) = I2m − (1− w)Q(n) (4.5.13)
fu¨r alle w ∈ D erfu¨llt ist, folgt fu¨r n = 0 unmittelbar aus Teil (a) von Definition 4.5.1 und Teil
(b) von Bemerkung 4.3.1 sowie fu¨r n ∈ N aus Satz 4.5.6. Insbesondere ergibt sich aus dieser
Darstellung auch sofort die Eindeutigkeit der Matrix P(n) bzw. Q(n).
Weiterhin kann P(n) bzw. Q(n) nicht die Nullmatrix des C2m×2m sein, denn sonst gelte
D˜n,J(0) = I2m bzw. B˜n,J(0) = I2m und damit det[D˜n,J(0)] 6= 0 bzw. det[B˜n,J(0)] 6= 0.
Dies steht jedoch im Widerspruch zu Teil (b) von Satz 4.5.2. Damit geho¨rt P(n) bzw. Q(n)
zur Menge C2m×2m\{02m×2m}. Weiterhin folgt aus den Tatsachen, dass D˜n,J bzw. B˜n,J nach
Bemerkung 4.5.2 vollen Rang hat und wegen (4.5.13) der Leitkoeffizient von D˜n,J bzw. B˜n,J
gerade durch P(n) bzw. Q(n) gegeben ist dann auch RangP(n) = m bzw. RangQ(n) = m.
Folgerung 4.5.2 fu¨hrt uns zu folgender Begriffsbildung.
Definition 4.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei J
 := diag(J,−J).
(a) Es bezeichne P(n) bzw. Q(n) die gema¨ß Folgerung 4.5.2 eindeutig bestimmt Matrix aus
C2m×2m\{02m×2m}. Dann heißt P(n) bzw. Q(n) der zu (Aj)nj=0 geho¨rige rechte bzw.
linke J–Plusprojektor.
(b) Unter Beachtung der Tatsache, dass mit (Aj)nj=0 nach Bemerkung 1.1.6 fu¨r k ∈
{0, . . . , n} auch (Aj)kj=0 eine strenge J–Potapovfolge ist, sei fu¨r k ∈ {0, . . . , n} mit
P(k) bzw. Q(k) der zu (Aj)kj=0 und J geho¨rige rechte bzw. linke J–Plusprojektor be-
zeichnet. Dann heißt die Folge (P(k))nk=0 bzw. (Q(k))nk=0 die zu (Aj)nj=0 und geho¨rige
Folge rechter bzw. linker J–Plusprojektoren.
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Im Folgenden wollen wir zeigen, dass die soeben eingefu¨hrten Begriffsbildungen zu folgender
Klasse von Matrizen geho¨rt, wodurch sich auch die Wahl der Bezeichnung ”J
–Plusprojektor“
erkla¨rt.
Definition 4.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie P ∈
Cm×m\{0m×m}. Dann heißt P ein J–Plusprojektor aus Cm×m, falls die Beziehungen
P2 = P und PJ ∈ Cm×m≥ erfu¨llt sind.
Wir formulieren nun einige Resultate zu allgemeinen J–Plusprojektoren, bevor wir diese dann
auf den zu einer strengen J–Potapovfolge geho¨rigen rechten bzw. linken J–Plusprojektor
anwenden.
Die folgende Bemerkung ergibt sich sofort aus [36, Theorem 4.2.5].
Bemerkung 4.5.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie P ∈
Cm×m\{0m×m}. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist P ein J–Plusprojektor aus Cm×m.
(ii) Es gelten P∗JP ∈ Cm×m≥ und JP = P∗JP.
(iii) Es gelten PJP∗ ∈ Cm×m≥ und PJ = PJP∗.
(iv) Wird C : C→ Cm×m fu¨r w ∈ C definiert gema¨ß
C(w) := Im − (1− w)P,
so ist C ein 1–normiertes J–inneres Matrixpolynom aus (PC,1)m×m.
BEWEIS. Die Behauptung folgt sofort aus Definition 4.5.4 und [36, Theorem 4.2.5].
Sei m ∈ N und J eine m–reihige Signaturmatrix. Das nachstehende Resultat gibt eine Cha-
rakterisierung der J–Plusprojektoren P aus C2m×2m an, welche zusa¨tzlich die Beziehung
RangP = m erfu¨llen.
Satz 4.5.7. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie P ∈ C2m×2m\{0m×m}.
Weiterhin sei J := diag(J,−J). Dann gilt:
(a) Es sind folgende Aussagen a¨quivalent:
(i) Es ist P ein J–Plusprojektor aus C2m×2m mit RangP = m.
(ii) Es existieren Matrizen X, Y ∈ Cm×m, so dass
P = (X,Y )∗(X,Y )J und (X,Y )J(X,Y )∗ = Im.
(iii) Es existieren Matrizen X˜, Y˜ ∈ Cm×m, so dass
P = J
(
X˜
Y˜
)(
X˜
Y˜
)∗
und
(
X˜
Y˜
)∗
J
(
X˜
Y˜
)
= Im.
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(iv) Wird C : C→ Cm×m fu¨r w ∈ C definiert gema¨ß C(w) := Im − (1−w)P, so ist C
ein 1–normiertes J–inneres Matrixpolynom vollen Ranges aus (PC,1)2m×2m.
(b) Folgende Aussagen sind a¨quivalent:
(v) Es gilt (i) und falls die Blockzerlegung P =
(
A B
C D
)
in m×m–Blo¨cke vorge-
nommen wird zudem detA 6= 0.
(vi) Es gilt (ii), wobei zusa¨tzlich die Bedingung detX 6= 0 erfu¨llt sein muss.
(vii) Es gilt (iii), wobei zusa¨tzlich die Bedingung det X˜ 6= 0 erfu¨llt sein muss.
(viii) Es existiert eine streng J–kontraktive Matrix A0, so dass bei Beachtung von det(J−
A0JA
∗
0) 6= 0 gilt
P = (Im, A0)∗(J −A0JA∗0)−1(Im, A0)J.
(ix) Es existiert eine streng J–kontraktive Matrix A˜0, so dass bei Beachtung von det(J−
A˜∗0JA˜0) 6= 0 gilt
P = J
(
Im
A˜0
)
(J − A˜∗0JA˜0)−1
(
Im
A˜0
)∗
.
(x) Wird C : C → Cm×m fu¨r w ∈ C definiert gema¨ß C(w) := Im − (1 − w)P, so
existiert eine strenge J–Potapovfolge (Aj)0j=0, so dass C das zu (Aj)
0
j=0 und J
geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom ist.
(xi) Wird C : C → Cm×m fu¨r w ∈ C definiert gema¨ß C(w) := Im − (1 − w)P, so
existiert eine strenge J–Potapovfolge (A˜j)0j=0, so dass C das zu (A˜j)
0
j=0 und J
geho¨rige 1–normierte linke Dubovojsche Matrixpolynom ist.
Ist (v) erfu¨llt, so ist die gema¨ß (x) bzw. (xi) gegebene strenge J–Potapovfolge (Aj)0j=0
bzw. (A˜j)0j=0 eindeutig bestimmt und gerade durch die gema¨ß (viii) bzw. (ix) existierende
streng J–kontraktive Matrix gegeben.
BEWEIS. (a) (i)⇔(ii): Es bezeichne BJ die zu J geho¨rige linke PG–Matrix und es sei jmm :=
diag(Im,−Im). Beachten wir die nach Bemerkung A.8.1 geltenden Beziehungen
BJBJ = I2m und BJJBJ = jmm, (4.5.14)
so erhalten wir, dass (i) genau dann erfu¨llt ist, wenn BJPBJ ein jmm–Plusprojektor aus
C2m×2m mit Rang [BJPBJ ] = m ist. Nach [36, Proposition 4.4.2] ist letzteres a¨quivalent zu:
(II) Es existieren Matrizen X und Y aus Cm×m, so dass
BJPBJ = (X ,Y)∗(X ,Y)jmm und (X ,Y)jmm(X ,Y)∗ = Im.
Insgesamt ergibt sich so die A¨quivalenz von (i) und (II) und beachten wir (4.5.14) sowie die
aus Bemerkung A.8.1 folgende Beziehung jmmBJ = BJJ, so ergibt sich mit der Setzung
(X,Y ) := (X ,Y)BJ bzw. (X ,Y) := (X,Y )BJ
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sofort auch die A¨quivalenz von (II) und (ii). Damit sind nun auch (i) und (ii) a¨quivalente
Aussagen.
Die A¨quivalenz von (ii) und (iii) ergibt sich bei Beachtung von (J)∗ = J und JJ = I2m
sofort durch die Setzung(
X˜
Y˜
)
:= J(X,Y )∗ bzw. (X,Y ) :=
(
X˜
Y˜
)
J.
Da der Leitkoeffizient des in (iv) definierten Matrixpolynoms C gerade durch P gegeben ist,
erhalten wir die A¨quivalenz von (i) und (iv) sofort aus Bemerkung 4.5.6 und Definition 4.3.5.
Insgesamt sind somit die Aussagen (i)–(iv) a¨quivalent.
(b) Die A¨quivalenz der Aussagen (v)–(vii) ergibt sich unmittelbar aus (a) bei zusa¨tzlicher
Beachtung der Beziehungen det J 6= 0 und A = X∗XJ bzw. A = JX˜X˜∗. Weiterhin folgt aus
Teil (a) und (b) von Bemerkung 4.3.1 die A¨quivalenz von (viii) und (x) bzw. (ix) und (xi).
Um die A¨quivalenz von (v)–(xi) zu erhalten, genu¨gt es damit noch die Beziehung
(vi)⇒ (viii)⇒ (ix)⇒ (vii)
zu zeigen.
(vi)⇒(viii): Setzen wir A0 := X−1Y , so folgt
P = (X,Y )∗(X,Y )J = [X(Im, X−1Y )]∗X(Im, X−1Y )J = (Im, A0)∗X∗X(Im, A0)J
(4.5.15)
sowie
J −A0JA∗0 = (Im, A0)J(Im, A0)∗ = (Im, X−1Y )J(Im, X−1Y )∗
= X−1(X,Y )J(X,Y )∗X−∗ = X−1ImX−∗ = (X∗X)−1. (4.5.16)
Aus detX 6= 0 folgt insbesondere (X∗X)−1 ∈ Cm×m> . Hiermit ergibt sich aus (4.5.16), dass
A0 eine streng J–kontraktive Matrix ist und es folgt zudem det(J − A0JA∗0) 6= 0 sowie
X∗X = (J −A0JA∗0)−1. Damit erhalten wir aus (4.5.15) schließlich
P = (Im, A0)∗X∗X(Im, A0)J = (Im, A0)∗(J −A0JA∗0)−1(Im, A0)J
und (viii) ist gezeigt.
(viii)⇒(ix): Sei A˜0 := −JA∗0J . Dann ergibt sich bei Beachtung von J∗ = J und J2 = Im die
Beziehung
J − A˜∗0JA˜0 = J − JA0JA∗0J = J (J −A0JA∗0) J.
Hieraus folgt nun aus (viii), dass A˜0 eine streng J–kontraktive Matrix ist. Weiterhin ergibt
sich aus (viii) unmittelbar die Beziehung det(J − A˜∗0JA˜0) 6= 0 und wir erhalten bei erneuter
Beru¨cksichtigung von J2 = Im nun
J
(
Im
A˜0
)
(J − A˜∗0JA˜0)−1
(
Im
A˜0
)∗
=
(
J(J − A˜∗0JA˜0)−1 J(J − A˜∗0JA˜0)−1A˜∗0
− JA˜0(J − A˜∗0JA˜0)−1 −JA˜0(J − A˜∗0JA˜0)−1A˜∗0
)
=
(
(J −A0JA∗0)−1 J − (J −A0JA∗0)−1A0J
A∗0 (J −A0JA∗0)−1 J −A∗0 (J −A0JA∗0)−1A0J
)
= (Im, A0)∗(J −A0JA∗0)−1(Im, A0)J = P,
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womit (ix) gezeigt wurde.
(ix)⇒(vii): Da A˜0 eine streng J–kontraktive Matrix ist, gilt (J − A˜∗0JA˜0)−1 ∈ Cm×m> . Damit
ist auch (J − A˜∗0JA˜0)−
1
2 wohldefiniert und setzen wir X := (J − A˜∗0JA˜0)−
1
2 sowie Y :=
A˜0(J − A˜∗0JA˜0)−
1
2 , so folgt aus (ix) unmittelbar die Gu¨ltigkeit von (vii).
Insgesamt haben wir nun die A¨quivalenz von (v)–(xi) gezeigt. Ist (v) erfu¨llt, so folgt aus Teil
(b) bzw. (c) von Satz 4.3.9, dass (Aj)0j=0 bzw. (A˜j)
0
j=0 eindeutig bestimmt ist. Weiterhin
ergibt sich damit aus (viii) bzw. (ix) und Teil (b) von Bemerkung 4.3.1, dass (Aj)0j=0 bzw.
(A˜j)0j=0 gerade durch die gema¨ß (viii) bzw. (ix) existierende streng J–kontraktive Matrix
gegeben ist.
Es sei an dieser Stelle angemerkt, dass die in Teil (a) von Satz 4.5.7 hergeleitete Zerlegung
eines J–Plusprojektors im allgemeinen nicht eindeutig ist. So kann z.B. durch Multiplikation
einer Konstanten aus T eine weitere Zerlegung bestimmt werden.
Wenden wir nun Satz 4.5.7 auf den zu einer strengen J–Potapovfolge geho¨rigen rechten bzw.
linke J–Plusprojektoren an, so erhalten wir das folgende Ergebnis.
Folgerung 4.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es sei J
 := diag(J,−J) und es bezeichne P(n) bzw.
Q(n) den zu (Aj)nj=0 geho¨rigen rechten bzw. linke J–Plusprojektoren. Dann gelten folgende
Aussagen:
(a) Es ist P(n) bzw. Q(n) ein J–Plusprojektor aus C2m×2m mit RangP(n) = m bzw.
RangQ(n) = m.
(b) Es existieren Matrizen X(n), Y (n) ∈ Cm×m bzw. X˜(n), Y˜ (n) ∈ Cm×m, so dass
P(n) = (X(n), Y (n))∗(X(n), Y (n))J und (X,Y )J(X,Y )∗ = Im
bzw.
Q(n) = J
(
X˜(n)
Y˜ (n)
)(
X˜(n)
Y˜ (n)
)∗
und
(
X˜(n)
Y˜ (n)
)∗
J
(
X˜(n)
Y˜ (n)
)
= Im
erfu¨llt sind. Damit ist insbesondere der zu (Aj)nj=0 und J geho¨rige 1–normierte rechte
bzw. linke Dubovojsche Linearfaktor D˜n,J := D˜[1]n,J bzw. B˜n,J := B˜[1]n,J fu¨r w ∈ C gegeben
durch
D˜[1]n,J(w) = I2m − (1− w)(X(n), Y (n))∗(X(n), Y (n))J
bzw.
B˜[1]n,J(w) = I2m − (1− w)J
(
X˜(n)
Y˜ (n)
)(
X˜(n)
Y˜ (n)
)∗
.
(c) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 rechtsseitig bzw. linksseitig SD–zerlegbar.
(ii) Betrachtet man die Blockzerlegung
P(n) =
(
A(n) B(n)
C(n) D(n)
)
bzw. Q(n) =
(
A˜(n) B˜(n)
C˜(n) D˜(n)
)
in m×m–Blo¨cke, so gilt detA(n) 6= 0 bzw. det A˜(n) 6= 0.
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(iii) Die gema¨ß (b) existierende Matrix X(n) bzw. X˜(n) erfu¨llt die Beziehung detX(n) 6=
0 bzw. det X˜(n) 6= 0.
BEWEIS. Die Behauptungen von (a)–(b) folgen aus Bemerkung 4.5.2, Folgerung 4.5.2, Teil
(a) von Definition 4.5.3 und Teil (a) von Satz 4.5.7. Weiterhin ergibt sich (c) unmittelbar aus
Teil (a) von Definition 4.5.2, (a)–(b) und Teil (b) von Satz 4.5.7.
Beachten wir zusa¨tzlich Folgerung 4.5.1 und Teil (b) von Definition 4.5.3, so erhalten wir auch
noch folgendes Resultat.
Satz 4.5.8. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0. Dann gilt:
(a) Sei (Aj)nj=0 eine strenge J–Potapovfolge. Dann existiert eine eindeutig bestimmte Folge
(P(j))nj=0 bzw. (Q(j))nj=0 aus C2m×2m, so dass folgende Eigenschaften erfu¨llt sind:
(i) Fu¨r alle j ∈ {0, . . . , n} ist P(j) bzw. Q(j) ein J–Plusprojektor aus C2m×2m mit
RangP(j) = m bzw. RangQ(j) = m.
(ii) Betrachtet man die Blockzerlegung
P(0) =
(
A(0) B(0)
C(0) D(0)
)
bzw. Q(0) =
(
A˜(0) B˜(0)
C˜(0) D˜(0)
)
in m×m–Blo¨cke, so gilt detA(0) 6= 0 bzw. det A˜(0) 6= 0.
(iii) Definiert man fu¨r j ∈ {0, . . . , n} die Abbildung D˜P(j) : C → C2m×2m bzw. B˜Q(j) :
C→ C2m×2m fu¨r w ∈ C gema¨ß
D˜P(j)(w) := I2m − (1− w)P(j) bzw. B˜Q(j)(w) := I2m − (1− w)Q(j),
so ist die zu (Aj)nj=0 und J geho¨rige Folge 1–normierter rechter bzw. linker Du-
bovojscher Linearfaktoren gegeben durch (D˜P(j))nj=0 bzw. (B˜Q(j))nj=0, d.h. das zu
(Aj)nj=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom
D
[1]
n,J bzw. B
[1]
n,J ist gegeben durch
D
[1]
n,J =
−→
n∏
j=0
D˜P(j) bzw. B[1]n,J =
←−
n∏
j=0
B˜Q(j) .
Insbesondere ist (P(j))nj=0 bzw. (Q(j))nj=0 gerade die zu (Aj)nj=0 geho¨rige Folge rechter
bzw. linker J–Plusprojektoren.
(b) Es sei (P(j))nj=0 bzw. (Q(j))nj=0 eine Folge aus C2m×2m, so dass die in (a) formulierten
Bedingungen (i) und (ii) erfu¨llt sind. Weiterhin sei die Folge (D˜P(j))nj=0 bzw. (B˜Q(j))nj=0
wie in der in (a) formulierten Bedingung (iii) definiert. Dann existiert eine strenge J–
Potapovfolge (Aj)nj=0, so dass die zu (Aj)
n
j=0 und J geho¨rige Folge 1–normierter rechter
bzw. linker Dubovojscher Linearfaktoren gegeben ist durch (D˜P(j))nj=0 bzw. (B˜Q(j))nj=0.
Insbesondere ist dann auch (P(j))nj=0 bzw. (Q(j))nj=0 gerade die zu (Aj)nj=0 geho¨rige Folge
rechter bzw. linker J–Plusprojektoren.
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BEWEIS. Im Folgenden zeigen wir nur die rechte Version der Behauptung. Die linke Version
kann dann dazu analog bewiesen werden.
(a) Betrachtet man die zu (Aj)nj=0 und J geho¨rige Folge 1–normierter rechter Dubovojscher
Linearfaktoren sowie die zu (Aj)nj=0 geho¨rige Folge rechter J
–Plusprojektoren (P(j))nj=0, so
folgt aus Definition 4.5.3, Folgerung 4.5.2, Teil (a) von Folgerung 4.5.3 und Folgerung 4.5.1
unmittelbar, dass die Eigenschaften (i) und (iii) erfu¨llt sind sowie die Folge (P(j))nj=0 eindeu-
tig bestimmt ist. Weiterhin folgt aus Bemerkung 4.5.4, dass (Aj)0j=0 rechtsseitig SD–zerlegbar
ist. Hieraus folgt mittels Teil (c) von Folgerung 4.5.3 dann auch die Gu¨ltigkeit der Eigenschaft
(ii).
(b) Aufgrund der Wahl der Folgen (P(j))nj=0 und (D˜P(j))nj=0 ist fu¨r j ∈ {0, . . . , n} die Ma-
trixfunktion D˜P(j) nach Teil (a) von Satz 4.5.7 ein 1–normiertes J–inneres Matrixpolynom
vollen Ranges aus (PC,1)2m×2m. Hieraus folgt dann bei Beachtung der beteiligten Definitionen
sowie bei Beru¨cksichtigung von Teil (a)–(b) von Satz A.6.2, dass
−→∏n
j=0 D˜P(j) ein 1–normiertes
J–inneres Matrixpolynom vollen Ranges aus (PC,n+1)2m×2m ist.
Bezeichnet BJ die zu J–geho¨rige linke PG–Matrix, so existiert nach Teil (a) von Satz 4.3.9
damit eine eindeutig bestimmte strenge m×m–Schurfolge (Bj)nj=0, so dass das zu (Bj)nj=0
geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom Schurtyp D[1](Bj)nj=0 gegeben ist
durch
D
[1]
(Bj)nj=0
= BJ
−→n∏
j=0
D˜P(j)
BJ =
−→
n∏
j=0
[BJD˜P(j)BJ ]. (4.5.17)
Weiterhin folgt aus Teil (b) von Satz 4.3.9 und Satz 4.5.3, dass die Behauptung von (b) genau
dann erfu¨llt ist, wenn (Bj)nj=0 eine J–PG–transformierbare Folge aus Cm×m ist. Damit ist
also nun zu zeigen, dass (Bj)nj=0 J–PG–transformierbar ist.
Aus (4.5.17) und Satz 4.5.3 folgt, dass (BJD˜P(j)BJ)nj=0 die zu (Bj)nj=0 und Im geho¨rige Folge
1–normierter rechter bzw. linker Dubovojscher Linearfaktoren ist. Nach Teil (b) und (a) von
Definition 4.5.1 gilt damit bei zusa¨tzlicher Beachtung von Folgerung 4.3.1 insbesondere
D
[1]
(Bj)0j=0
= BJD˜P(0)BJ ,
wobei D[1]
(Bj)0j=0
das zu (Bj)0j=0 geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom vom
Schurtyp bezeichne. Aufgrund der Gu¨ltigkeit der Eigenschaft (ii) existiert nach Teil (b) von
Satz 4.5.7 eine strenge J–Potapovfolge (Aj)0j=0, so dass das zu (Aj)
0
j=0 und J geho¨rige 1–
normierte rechte Dubovojsche Matrixpolynom D[1]
(Aj)0j=0,J
die Beziehung
D
[1]
(Aj)0j=0,J
= D˜P(0)
erfu¨llt. Damit ergibt sich nun
D
[1]
(Bj)0j=0
= BJD˜P(0)BJ = BJD[1](Aj)0j=0,JBJ
und hieraus folgt bei zusa¨tzlicher Beachtung von Satz 4.3.8 sowie bei Beru¨cksichtigung der
Eindeutigkeit von (Bj)0j=0, dass (Bj)
0
j=0 die nach Teil (a) von Satz 1.3.3 wohldefinierte J–
PG–Transformierte von (Aj)0j=0 ist. Damit ist nach Satz 1.3.1 auch (Bj)
0
j=0 eine J–PG–
transformierbare Folge. Hieraus folgt aus Definition 1.3.1 nun auch unmittelbar, dass (Bj)nj=0
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eine J–PG–transformierbare Folge ist, womit wie bereits oben beschrieben die Behauptung
von (b) bewiesen wurde.
Ziel ist es nun den zu einer strengen J–Potapovfolge geho¨rigen rechten bzw. linken J–
Plusprojektor in Hinblick auf Teil (b) von Folgerung 4.5.3 nur in Termen der zugrunde lie-
genden strengen J–Potapovfolge zu schreiben, um damit eine Charakterisierung der SD–
Zerlegbarkeit zu erhalten, welche nicht das Konstrukt der J–PG–Transformierten beinhaltet.
Dafu¨r beno¨tigen wir zuna¨chst einige Vorbetrachtungen.
Lemma 4.5.1. Seien m ∈ N sowie n ∈ N\{1} und (Aj)nj=0 eine Folge aus Cm×m. Es be-
zeichne Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix und es sei zn := (An, . . . , A1) bzw.
yn := (A∗1, . . . , A∗n)∗. Weiterhin sei
Fn−1,m :=
n−1∑
j=1
(Tn−1,m)j , (4.5.18)
wobei Tn−1,m die (n− 1,m)–Shiftmatrix bezeichne. Dann gilt
[en−1,m(1)]Sn−1−A0[en−1,m(1)] = znFn−1,m bzw. Sn−1[En−1,m(1)]−[En−1,m(1)]A0 = Fn−1,myn.
BEWEIS. Wir zeigen die Beziehung
[en−1,m(1)]Sn−1 −A0[en−1,m(1)] = znFn−1,m (4.5.19)
per Induktion u¨ber n. Der Beweis der Identita¨t Sn−1[En−1,m(1)]− [En−1,m(1)]A0 = Fn−1,myn
la¨sst sich dann dazu analog ausfu¨hren.
Aufgrund der Definition der beteiligten Gro¨ßen ergibt sich mittels Teil (a) von Bemerkung
A.5.3 die Beziehung
[e1,m(1)]S1 −A0[e1,m(1)] = (Im, Im)
(
A0 0m×m
A1 A0
)
−A0(Im, Im)
= (A0 +A1, A0)− (A0, A0) = (A1, 0m×m) = (A2, A1)T1,m = z2F1,m,
womit (4.5.19) fu¨r n = 2 bewiesen wurde.
Fu¨r die Induktionsvoraussetzung nehmen wir nun an, daß fu¨r ein n ∈ N\{1} die Identita¨t
(4.5.19) gezeigt wurde. Nach Teil (a) von Bemerkung A.4.7 und Bemerkung A.3.2 gilt
en,m(1) = (en−1,m(1), Im) und Sn =
(
Sn−1 0nm×m
zn A0
)
,
wobei Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix bezeichne. Hieraus folgt zusammen mit
der Induktionsvoraussetzung dann
[en,m(1)]Sn −A0[en,m(1)] = (en,m(1), Im)
(
Sn−1 0nm×m
zn A0
)
−A0(en−1,m(1), Im)
= ([en−1,m(1)]Sn−1 + zn, A0)− (A0[en−1,m(1)], A0)
= ([en−1,m(1)]Sn−1 −A0[en−1,m(1)] + zn, 0m×m) = (znFn−1,m + zn, 0m×m). (4.5.20)
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Mittels Teil (a) von Bemerkung A.5.3 ergibt sich weiterhin
zn+1Fn,m =
n∑
j=1
zn+1(Tn,m)j =
n∑
j=1
(zn−(j−1), 0m×jm) =
 n∑
j=1
Aj ,
n−1∑
j=1
Aj , . . . , A1, 0m×m

=
n−1∑
j=1
Aj +An,
k−2∑
j=1
Aj +An−1, . . . , 0m×m +A1, 0m×m

=
n−1∑
j=1
Aj ,
n−2∑
j=1
Aj , . . . , 0m×m
+ (An, An−1, . . . , A1) , 0m×m

= (znFn−1,m + zn, 0m×m)
und zusammen mit (4.5.20) folgt nun unmittelbar (4.5.19) fu¨r n + 1, womit (4.5.19) fu¨r alle
n ∈ N\{1} bewiesen wurde.
Lemma 4.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige
linke bzw. rechte Schurkomplement sowie im Fall n ∈ N zudem Sn−1 die zu (Aj)n−1j=0 geho¨rige
Abschnittsmatrix und Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form.
Hierbei beachte man im Folgenden, dass im Fall n ∈ N nach Teil (b) von Satz 1.1.4 die Matrix
Pn−1,J bzw. Qn−1,J positiv hermitesch ist. Es sei im Fall n ∈ N zudem zn := (An, . . . , A1)
bzw. yn := (A∗1, . . . , A∗n)∗ sowie J[n−1] := diagn(J). Weiterhin sei
Tn,J :=
{
Im , falls n = 0
Im + znJ[n−1]S∗n−1P
−1
n−1,J [en−1,m(1)]
∗ , falls n ∈ N (4.5.21)
sowie
Yn,J :=
{
A0 , falls n = 0
znJ[n−1]S∗n−1P
−1
n−1,JSn−1[en−1,m(1)]
∗ + zn[en−1,m(1)]∗ +A0 , falls n ∈ N
(4.5.22)
bzw.
T˜n,J :=
{
Im , falls n = 0
Im + [En−1,m(1)]∗Q−1n−1,JS∗n−1J[n−1]yn , falls n ∈ N
(4.5.23)
sowie
Y˜n,J :=
{
A0 , falls n = 0
[En−1,m(1)]∗Sn−1Q−1n−1,JS∗n−1J[n−1]yn + [En−1,m(1)]∗yn +A0 , falls n ∈ N .
(4.5.24)
Dann gelten folgende Aussagen:
(a) Es gilt
Tn,JJT
∗
n,J − Yn,JJY ∗n,J = Ln+1,J bzw. T˜ ∗n,JJT˜n,J − Y˜ ∗n,JJY˜n,J = Rn+1,J .
(b) Es gelte detTn,J 6= 0 bzw. det T˜n,J 6= 0 und es sei A(n)0 := T−1n,JYn,J bzw. A˜(n)0 := Y˜n,J T˜−1n,J .
Dann ist A(n)0 bzw. A˜
(n)
0 eine streng J–kontraktive Matrix und es gilt
J −A(n)0 J(A(n)0 )∗ = T−1n,JLn+1,JT−∗n,J bzw. J − (A˜(n)0 )∗JA˜(n)0 = T˜−∗n,JRn+1,J T˜−1n,J .
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BEWEIS. Im Folgenden zeigen wir (a) und (b) nur fu¨r die Matrizen Tn,J und Yn,J . Die
Beweise der Behauptungen fu¨r T˜n,J und Y˜n,J lassen sich dann dazu analog ausfu¨hren.
(a) Im Fall n = 0 folgt die Behauptung von (a) unmittelbar aus der Definition von Tn,J und
Yn,J sowie aus Teil (a) von Definition 1.1.3.
Sei nun n ∈ N. Aufgrund von Beispiel A.6.4 gilt
(J[n−1])2 = Inm und (J[n−1])∗ = J[n−1] (4.5.25)
sowie aufgrund von Bemerkung A.4.10 zudem
J [en−1,m(1)] = [en−1,m(1)]J[n−1] und damit auch [en−1,m(1)]∗J = J[n−1][en−1,m(1)]∗.
(4.5.26)
Aufgrund der Wahl der Folge (Aj)nj=0 folgt aus Teil (d) von Folgerung 1.1.1 die Beziehung
Ln+1,J = J −A0JA∗0 − znQ−1n−1,Jz∗n (4.5.27)
sowie aus Teil (b1) bzw. (b2) von Satz 1.1.3 zudem
J[n−1]S∗n−1P
−1
n−1,J = Q
−1
n−1,JS
∗
n−1J[n−1] (4.5.28)
bzw.
Q−1n−1,J = J[n−1] + J[n−1]S
∗
n−1P
−1
n−1,JSn−1J[n−1]. (4.5.29)
Aus (4.5.21) und (4.5.28) ergibt sich
Tn,J = Im + znQ−1n−1,JS
∗
n−1J[n−1][en−1,m(1)]
∗
bzw. aus (4.5.22), (4.5.25) und (4.5.29) zudem
Yn,J = zn
[
J[n−1]S∗n−1P
−1
n−1,JSn−1J[n−1] + J[n−1]
]
J[n−1][en−1,m(1)]∗ +A0
= znQ−1n−1,JJ[n−1][en−1,m(1)]
∗ +A0.
Damit erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von (4.5.26), (4.5.25) und J2 = Im nun
Tn,JJT
∗
n,J
=
[
Im + znQ−1n−1,JS
∗
n−1J[n−1][en−1,m(1)]
∗
]
J
[
Im + znQ−1n−1,JS
∗
n−1J[n−1][en−1,m(1)]
∗
]∗
=
[
J + znQ−1n−1,JS
∗
n−1J[n−1][en−1,m(1)]
∗J
] [
Im + [en−1,m(1)]J[n−1]Sn−1Q−1n−1,Jz
∗
n
]
=
[
J + znQ−1n−1,JS
∗
n−1[en−1,m(1)]
∗
] [
Im + J [en−1,m(1)]Sn−1Q−1n−1,Jz
∗
n
]
= J + [en−1,m(1)]Sn−1Q−1n−1,Jz
∗
n + znQ
−1
n−1,JS
∗
n−1[en−1,m(1)]
∗
+znQ−1n−1,JS
∗
n−1[en−1,m(1)]
∗J [en−1,m(1)]Sn−1Q−1n−1,Jz
∗
n (4.5.30)
bzw.
Yn,JJY
∗
n,J =
[
znQ
−1
n−1,JJ[n−1][en−1,m(1)]
∗ +A0
]
J
[
znQ
−1
n−1,JJ[n−1][en−1,m(1)]
∗ +A0
]∗
=
[
znQ
−1
n−1,JJ[n−1][en−1,m(1)]
∗J +A0J
] [
[en−1,m(1)]J[n−1]Q−1n−1,Jz
∗
n +A
∗
0
]
=
[
znQ
−1
n−1,J [en−1,m(1)]
∗ +A0J
] [
J [en−1,m(1)]Q−1n−1,Jz
∗
n +A
∗
0
]
= znQ−1n−1,J [en−1,m(1)]
∗J [en−1,m(1)]Q−1n−1,Jz
∗
n + znQ
−1
n−1,J [en−1,m(1)]
∗A∗0
+A0[en−1,m(1)]Q−1n−1,Jz
∗
n +A0JA
∗
0. (4.5.31)
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Sei nun zuna¨chst n = 1. Dann gilt e0,m(1) = Im sowie S0 = A0 und aus (4.5.30) bzw. (4.5.31)
folgt
T1JT
∗
1 = J +A0Q
−1
0,Jz
∗
1 + z1Q
−1
0,JA
∗
0 + z1Q
−1
0,JA
∗
0JA0Q
−1
0,Jz
∗
1
bzw.
Y1JY
∗
1 = z1Q
−1
0,JJQ
−1
0,Jz
∗
1 + z1Q
−1
0,JA
∗
0 +A0Q
−1
0,Jz
∗
1 +A0JA
∗
0.
Hieraus folgt bei Beachtung von Bemerkung 1.1.4 mittels (4.5.27) nun
T1JT
∗
1 − Y1JY ∗1 = J + z1Q−10,JA∗0JA0Q−10,Jz∗1 − z1Q−10,JJQ−10,Jz∗1 −A0JA∗0
= J −A0JA∗0 − z1Q−10,J (J −A∗0JA0)Q−10,Jz∗1
= J −A0JA∗0 − z1Q−10,JQ0,JQ−10,Jz∗1 = J −A0JA∗0 − z1Q−10,Jz1 = L2,J
und die Behauptung ist fu¨r n = 1 gezeigt.
Sei nun n ∈ N\{1} und es sei Fn−1,m gema¨ß (4.5.18) definiert. Wie im Beweis von Teil (a1)
von Satz 2.3.2 gezeigt (vgl. (2.3.8)) gilt die Beziehung
[en−1,m(1)]∗J [en−1,m(1)]− S∗n−1[en−1,m(1)]∗J [en−1,m(1)]Sn−1
= Qn−1,JFn−1,m +Qn−1,J + F ∗n−1,mQn−1,J . (4.5.32)
Aus (4.5.30), (4.5.31), Lemma 4.5.1, (4.5.32) und (4.5.27) ergibt sich schließlich
Tn,JJT
∗
n,J − Yn,JJY ∗n,J
= J + [en−1,m(1)]Sn−1Q−1n−1,Jz
∗
n + znQ
−1
n−1,JS
∗
n−1[en−1,m(1)]
∗
+znQ−1n−1,JS
∗
n−1[en−1,m(1)]
∗J [en−1,m(1)]Sn−1Q−1n−1,Jz
∗
n
−znQ−1n−1,J [en−1,m(1)]∗J [en−1,m(1)]Q−1n−1,Jz∗n
−znQ−1n−1,J [en−1,m(1)]∗A∗0 −A0[en−1,m(1)]Q−1n−1,Jz∗n −A0JA∗0
= J −A0JA∗0 + ([en−1,m(1)]Sn−1 −A0[en−1,m(1)])Q−1n−1,Jz∗n
+znQ−1n−1,J ([en−1,m(1)]Sn−1 −A0[en−1,m(1)])∗
−znQ−1n−1,J
(
[en−1,m(1)]∗J [en−1,m(1)]− S∗n−1[en−1,m(1)]∗J [en−1,m(1)]Sn−1
)
Q−1n−1,Jz
∗
n
= J −A0JA∗0 + znFn−1,mQ−1n−1,Jz∗n + znQ−1n−1,J (znFn−1,m)∗
−znQ−1n−1,J
(
Qn−1,JFn−1,m +Qn−1,J + F ∗n−1,mQn−1,J
)
Q−1n−1,Jz
∗
n
= J −A0JA∗0 − znQ−1n−1,Jz∗n = Ln+1,J .
(b) Da (Aj)nj=0 eine strenge J–Potapovfolge ist, ist nach Teil (b) von Satz 1.1.4 die Matrix
Ln+1,J positiv hermitesch. Hieraus folgt unter Beru¨cksichtigung von detTn,J 6= 0 aus der aus
(a) folgenden Beziehung
J −A(n)0 J(A(n)0 )∗ = J − T−1n,JYn,JJY ∗n,JT−∗n,J = T−1n,J
(
Tn,JJT
∗
n,J − Yn,JJY ∗n,J
)
T−∗n,J
= T−1n,JLn+1,JT
−∗
n,J ,
dass auch J − A(n)0 J(A(n)0 )∗ eine positiv hermitesche Matrix ist. Damit ist die Behauptung
von (b) bewiesen.
189
Der folgende Satz und die im Anschluss daran formulierte Folgerung beinhalteten nun die
Realisierung der im Vorfeld von Lemma 4.5.1 beschriebenen Zielstellung.
Satz 4.5.9. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix, Pn,J
bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form sowie Ln+1,J bzw. Rn+1,J das
zu (Aj)nj=0 und J geho¨rige linke bzw. rechte Schurkomplement. Hierbei beachte man im Fol-
genden, dass nach Teil (b) von Satz 1.1.1 sowie nach Teil (b) von Satz 1.1.5 die Matrix Pn,J
bzw. Qn,J sowie die Matrix Ln+1,J bzw. Rn+1,J regula¨r ist. Es sei J := diag(J,−J) und es
bezeichne P(n) bzw. Q(n) den zu (Aj)nj=0 geho¨rigen rechten bzw. linken J–Plusprojektoren.
Dann gilt:
(a) Es ist
P(n) = ([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)J
bzw.
Q(n) = J
(
[En,m(1)]∗
[En,m(1)]∗Sn
)
Q−1n,J [en,m(0)]
∗Rn+1,J [en,m(0)]Q−1n,J
(
[En,m(1)]∗
[En,m(1)]∗Sn
)∗
.
(b) Es sei Tn,J sowie Yn,J bzw. T˜n,J sowie Y˜n,J wie in Lemma 4.5.2 definiert. Dann gelten
folgende Aussagen:
(b1) Es gilt
P(n) = (Tn,J , Yn,J)∗L−1n+1,J(Tn,J , Yn,J)J
bzw.
Q(n) = J
(
T˜n,J
Y˜n,J
)
R−1n+1,J
(
T˜n,J
Y˜n,J
)∗
.
(b2) Es gelte detTn,J 6= 0 bzw. det T˜n,J 6= 0 und es sei A(n)0 := T−1n,JYn,J bzw. A˜(n)0 :=
Y˜n,J T˜
−1
n,J . Dann ist A
(n)
0 bzw. A˜
(n)
0 eine streng J–kontraktive Matrix und es gilt
P(n) = (Im, A(n)0 )∗
[
J −A(n)0 J(A(n)0 )∗
]−1
(Im, A
(n)
0 )J

bzw.
Q(n) = J
(
Im
A˜
(n)
0
)[
J − (A˜(n)0 )∗JA˜(n)0
]−1( Im
A˜
(n)
0
)∗
.
BEWEIS. Im Folgenden zeigen wir nur die in (a)–(b) behaupteten Identita¨ten fu¨r P(n). Die
Darstellungen fu¨r Q(n) lassen sich dazu dann analog beweisen.
Nach Teil (a) von Definition 4.5.3 und Folgerung 4.5.2 gilt
P(n) =
{
(Im, A0)∗(J −A0JA∗0)−1(Im, A0)J , falls n = 0
Ωn,J − Ωn−1,J , falls n ∈ N , (4.5.33)
wobei im Fall n ∈ N fu¨r k ∈ {n−1, n} die Matrix Ωk,J gema¨ß (4.5.6) definiert sei. Im Fall n ∈ N
bezeichne im Folgenden stets Sn−1 die zu (Aj)n−1j=0 geho¨rige Abschnittsmatrix sowie Pn−1,J
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die zu (Aj)n−1j=0 geho¨rige linke J–Form und es sei zn := (An, . . . , A1) sowie J[n−1] := diagn(J).
(a) Im Fall n = 0 ergibt sich aus Teil (a) von Definition 1.1.3 und Bemerkung 1.1.4 die
Beziehung
L1,J = P0,J = J −A0JA∗0. (4.5.34)
Hieraus folgt fu¨r n = 0 bei zusa¨tzlicher Beachtung von S0 = A0 sowie e0,m = E0,m = ImE0
aus (4.5.33) dann
P(0) = (Im, A0)∗(J −A0JA∗0)−1(Im, A0)J
= (Im, A0)∗(J −A0JA∗0)−1(J −A0JA∗0)(J −A0JA∗0)−1(Im, A0)J
= ([e0,m(1)]∗, S0[e0,m(1)]∗)∗P−10,J [E0,m(0)]L1,J [E0,m(0)]∗P−10,J ([e0,m(1)]∗, S0[e0,m(1)]∗)J
und die Behauptung von (a) ist fu¨r n = 0 gezeigt.
Sei nun n ∈ N. Aus der Definition von Ωn−1,J sowie Ωn,J folgt mittels den Teilen (a1)–(a4)
von Lemma 4.4.1 die Beziehung
Ωn−1,J = ([en−1,m(1)]∗, Sn−1[en−1,m(1)]∗)∗P−1n−1,J([en−1,m(1)]
∗, Sn−1[en−1,m(1)]∗)J
= −([en,m(1)]∗, Sn[en,m(1)]∗)∗
[
P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗ − I(n+1)m
]
·P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)J
= −([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J
·([en,m(1)]∗, Sn[en,m(1)]∗)J
+([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J([en,m(1)]
∗, Sn[en,m(1)]∗)J
= −([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J [En,m(0)]Ln+1,J [En,m(0)]∗P−1n,J
·([en,m(1)]∗, Sn[en,m(1)]∗)J + Ωn,J .
Hiermit folgt aus (4.5.33) dann unmittelbar die Behauptung von (a) fu¨r n ∈ N.
(b1) Im Fall n = 0 folgt die Behauptung von (b1) sofort aus (4.5.33), (4.5.34) und der
Definition von T0,J sowie Y0,J .
Sei nun n ∈ N. Nach Teil (b1) von Lemma 3.1.1 ist J −A0JA∗0 − znJ[n−1]z∗n regula¨r und Teil
(b2) von Lemma 3.1.1 liefert die Beziehung
P−1n,J =
(
A−1 P−1n−1,JSn−1J[n−1]z∗nL−1n+1,J
L−1n+1,JznJ[n−1]S
∗
n−1P
−1
n−1,J L
−1
n+1,J
)
,
wobei A := Pn−1,J −Sn−1J[n−1]z∗n(J −A0JA∗0− znJ[n−1]z∗n)−1znJ[n−1]S∗n−1. Hiermit erhalten
wir
P−1n,J [En,m(0)]Ln+1,J
=
(
A−1 P−1n−1,JSn−1J[n−1]z∗nL−1n+1,J
L−1n+1,JznJ[n−1]S
∗
n−1P
−1
n−1,J L
−1
n+1,J
)(
0nm×m
Ln+1,J
)
=
(
P−1n−1,JSn−1J[n−1]z
∗
n
Im
)
. (4.5.35)
Weiterhin folgt aus Teil (a) von Bemerkung A.4.7 und aus Bemerkung A.3.2
Sn[en,m(1)]∗ =
(
Sn−1 0nm×m
zn A0
)(
[en−1,m(1)]∗
Im
)
=
(
Sn−1[en−1,m(1)]∗
zn[en−1,m(1)]∗ +A0
)
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und damit erhalten wir bei erneuter Beru¨cksichtigung von Teil (a) von Bemerkung A.4.7 dann
([en,m(1)]∗, Sn[en,m(1)]∗) =
(
[en−1,m(1)]∗ Sn−1[en−1,m(1)]∗
Im zn[en−1,m(1)]∗ +A0
)
. (4.5.36)
Insgesamt ergibt sich aus (4.5.35) und (4.5.36) nun
Ln+1,J [En,m(0)]∗P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)
=
[
P−1n,J [En,m(0)]Ln+1,J
]∗
([en,m(1)]∗, Sn[en,m(1)]∗)
=
(
znJ[n−1]S∗n−1P
−1
n−1,J , Im
)( [en−1,m(1)]∗ Sn−1[en−1,m(1)]∗
Im zn[en−1,m(1)]∗ +A0
)
=
(
znJ[n−1]S∗n−1P
−1
n−1,J [en−1,m(1)]
∗ + Im,
znJ[n−1]S∗n−1P
−1
n−1,JSn−1[en−1,m(1)]
∗ + zn[en−1,m(1)]∗ +A0
)
= (Tn, Yn)
und wir erhalten aus (a) schließlich
P(n) = ([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J [En,m(0)]Ln+1,J
·[En,m(0)]∗P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)J
= ([en,m(1)]∗, Sn[en,m(1)]∗)∗P−1n,J [En,m(0)]Ln+1,JL−1n+1,J
·Ln+1,J [En,m(0)]∗P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)J.
= (Tn,J , Yn,J)∗L−1n+1,J(Tn,J , Yn,J)J
.
(b2) Nach Teil (b) von Lemma 4.5.2 ist die Matrix A(n)0 streng J–kontraktiv und wir erhalten
zudem
T ∗n,JL
−1
n+1,JTn,J =
(
T−1n,JLn+1,JT
−∗
n,J
)−1
=
[
J −A(n)0 J(A(n)0 )∗
]−1
.
Damit folgt aus (b1) dann
P(n) = (Tn,J , Yn,J)∗L−1n+1,J(Tn,J , Yn,J)J
=
[
Tn,J(Im, T−1n,JYn,J)
]∗
L−1n+1,JTn,J(Im, T
−1
n,JYn,J)J

= (Im, A
(n)
0 )
∗T ∗n,JL
−1
n+1,JTn,J(Im, A
(n)
0 )J

= (Im, A
(n)
0 )
∗
[
J −A(n)0 J(A(n)0 )∗
]−1
(Im, A
(n)
0 )J
.
Folgerung 4.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Es bezeichne D˜n,J := D˜[1]n,J bzw. B˜n,J := B˜[1]n,J den zu
(Aj)nj=0 und J geho¨rigen 1–normierten rechten bzw. linken Dubovojschen Linearfaktor und es
sei Tn,J sowie Yn,J bzw. T˜n,J sowie Y˜n,J wie in Lemma 4.5.2 definiert. Dann gilt:
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(a) Fu¨r w ∈ D gilt
D˜n,J(w) = I2m − (1− w)(Tn,J , Yn,J)∗L−1n+1,J(Tn,J , Yn,J)J
bzw.
B˜n,J(w) = I2m − (1− w)J
(
T˜n,J
Y˜n,J
)
R−1n+1,J
(
T˜n,J
Y˜n,J
)∗
,
wobei Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige linke bzw. rechte Schurkomple-
ment bezeichne und man beachte, dass nach Teil (b) von Satz 1.1.5 die Matrix Ln+1,J
bzw. Rn+1,J regula¨r ist.
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 rechtsseitig bzw. linksseitig SD-zerlegbar.
(ii) Es gilt detTn,J 6= 0 bzw. det T˜n,J 6= 0.
Ist (i) erfu¨llt, so ist der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke SD-Parameter A
(n)
0
bzw. A˜(n)0 gegeben durch
A
(n)
0 := T
−1
n,JYn,J bzw. A˜
(n)
0 := Y˜n,J T˜
−1
n,J .
BEWEIS. (a) Dies folgt sofort aus Teil (a) von Definition 4.5.3, Folgerung 4.5.2 und Teil (a)
von Satz 4.5.9.
(b) Aus Teil (c) von Folgerung 4.5.3 und Teil (b1) von Satz 4.5.9 folgt unmittelbar, dass
(i) genau dann erfu¨llt ist, wenn die Beziehung det(T ∗n,JL
−1
n+1,JTn,J) 6= 0 besteht. Da diese
Beziehung a¨quivalent zu (ii) ist, erhalten wir so die A¨quivalenz von (i) und (ii).
Sei nun (i) erfu¨llt und
A
(n)
0 := T
−1
n,JYn,J bzw. A˜
(n)
0 := Y˜n,J T˜
−1
n,J .
Nach Teil (b2) von Satz 4.5.9 ist A(n)0 bzw. A˜
(n)
0 eine streng J–kontraktive Matrix und so folgt
aus Bemerkung 1.1.2, dass (A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0 eine strenge J–Potapovfolge ist. Mittels
Folgerung 4.5.2, Teil (b2) von Satz 4.5.9 sowie Teil (b) von Bemerkung 4.3.1 ergibt sich dann
D˜n,J = D[1]
(A
(n)
j )
0
j=0,J
bzw. B˜n,J = B[1]
(A˜
(n)
j )
0
j=0,J
,
wobei D[1]
(A
(n)
j )
0
j=0,J
bzw. B[1]
(A˜
(n)
j )
0
j=0,J
das zu (A(n)j )
0
j=0 bzw. (A˜
(n)
j )
0
j=0 und J geho¨rige 1–
normierte rechte bzw. linke Dubovojsche Matrixpolynom bezeichne. Nach Teil (b) von De-
finition 4.5.2 ist damit A(n)0 bzw. A˜
(n)
0 der zu (Aj)
n
j=0 und J geho¨rigen rechte bzw. linke
SD-Parameter.
Eine Weiterfu¨hrung des Gedankens von Definition 4.5.2 fu¨hrt uns zum Abschluss dieses Ab-
schnittes noch zu folgenden Begriffsbildungen.
Definition 4.5.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Man beachte im Folgenden, dass mit (Aj)
n
j=0 nach Be-
merkung 1.1.6 fu¨r k ∈ {0, . . . , n} auch (Aj)kj=0 eine strenge J–Potapovfolge ist.
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(a) Es heißt (Aj)nj=0 vollsta¨ndig rechtsseitig bzw. linksseitig SD-zerlegbar, falls fu¨r
alle k ∈ {0, . . . , n} die Folge (Aj)kj=0 rechtsseitig bzw. linksseitig SD-zerlegbar ist.
(b) Es sei (Aj)nj=0 vollsta¨ndig rechtsseitig bzw. linksseitig SD-zerlegbar. Fu¨r k ∈ {0, . . . , n}
bezeichne A(k)0 bzw. A˜
(k)
0 den zu (Aj)
k
j=0 und J geho¨rigen rechten bzw. linken SD-
Parameter. Dann heißt (A(k)0 )
n
k=0 bzw. (A˜
(k)
0 )
n
k=0 die zu (Aj)
n
j=0 und J geho¨rige
Folge rechter bzw. linker SD-Parameter.
Wir erhalten nun ein weiteres zentrales Resultat dieses Abschnittes.
Satz 4.5.10. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine vollsta¨ndig rechtsseitig bzw. linksseitig SD-zerlegbare strenge J–Potapovfolge. Es bezeich-
ne (A(k)0 )
n
k=0 bzw. (A˜
(k)
0 )
n
k=0 die zu (Aj)
n
j=0 und J geho¨rige Folge rechter bzw. linker SD-
Parameter. Dann gelten folgende Aussagen:
(a) Es ist (A(k)0 )
n
k=0 bzw. (A˜
(k)
0 )
n
k=0 eine Folge streng J–kontraktiver Matrizen aus Cm×m.
(b) Fu¨r k ∈ {0, . . . , n} ist (A(k)j )0j=0 bzw. (A˜(k)j )0j=0 eine strenge J–Potapovfolge und so
bezeichne D[1]
(A
(k)
j )
0
j=0,J
bzw. B[1]
(A˜
(k)
j )
0
j=0,J
das zu (A(k)j )
0
j=0 bzw. (A˜
(k)
j )
0
j=0 und J geho¨rige
1–normierte rechte bzw. linke Dubovojsche Matrixpolynom. Dann ist das zu (Aj)nj=0 und
J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom D[1]n,J bzw. B
[1]
n,J
gegeben durch
D
[1]
n,J =
−→n∏
k=0
D
[1]
(A
(k)
j )
0
j=0,J
 bzw. B[1]n,J =
←−n∏
k=0
B
[1]
(A
(k)
j )
0
j=0,J
 .
BEWEIS. (a) Dies folgt bei Beachtung von Teil (b) von Definition 4.5.5 sofort aus Bemer-
kung 4.5.3.
(b) Aus (a) und Bemerkung 1.1.2 folgt fu¨r k ∈ {0, . . . , n}, dass (A(k)j )0j=0 bzw. (A˜(k)j )0j=0 eine
strenge J–Potapovfolge ist. Die restliche Behauptung ergibt sich zudem aus Folgerung 4.5.1
und Teil (a)–(b) von Definition 4.5.2.
4.6 Schrittweise Reduzierung der 1–normierten Dubovojschen Matrixpo-
lynome mittels Schur-Dubovoj-Transformierten
Die Untersuchungen des folgenden Abschnittes sind eng mit den U¨berlegungen des voran-
gegangenen Abschnittes verknu¨pft. Wa¨hrend wir im letzten Abschnitt das zu einer strengen
J–Potapovfolge (Aj)nj=0 geho¨rige Dubovojsche Matrixpolynom als Produkt eines linearen Ma-
trixpolynoms mit dem zu (Aj)n−1j=0 geho¨rigen Dubovojschen Matrixpolynom dargestellt haben
(vgl. Satz 4.5.1), wollen wir nun untersuchen, ob wir auch das zu (Aj)0j=0 geho¨rige Dubovoj-
sche Matrixpolynom von dem zu (Aj)nj=0 geho¨rigen Dubovojschen Matrixpolynom abspalten
ko¨nnen. Dabei wird sich zeigen, dass unter gewissen Bedingungen das dabei entstehende Ma-
trixpolynom selbst ein Dubovojsches Matrixpolynom einer strengen J–Potapovfolge (A(1)j )
n−1
j=0
ist.
Beginnen wollen wir diesen Abschnitt mit der Einfu¨hrung folgender Begriffsbildung.
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Definition 4.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine Folge aus Cm×m. Es bezeichne Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw.
rechte J–Form. Unter Beru¨cksichtigung von Teil (b) von Lemma 1.1.1 sei die Matrix Ln+1,J
bzw. Rn+1,J das Schurkomplement von J − A0JA∗0 in Pn,J bzw. von J − A∗0JA0 in Qn,J .
Dann heißt Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige zweite linke bzw. rechte
Schurkomplement.
Es folgen nun leichte Beobachtungen u¨ber die soeben getroffene Begriffsbildung.
Bemerkung 4.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine Folge aus Cm×m. Weiterhin sei zn := (An, . . . , A1) bzw. yn := (A∗1, . . . , A∗n)∗ und
es bezeichne Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form. Dann ist
das zu (Aj)nj=0 und J geho¨rige zweite linke bzw. rechte Schurkomplement Ln+1,J bzw. Rn+1,J
gegeben durch
Ln+1,J = Pn−1,J − ynJy∗n − ynJA∗0(J −A0JA∗0)+A0Jy∗n
bzw.
Rn+1,J = Qn−1,J − z∗nJzn − z∗nJA0(J −A∗0JA0)+A∗0Jzn.
BEWEIS. Die Behauptung folgt unmittelbar aus Definition 4.6.1, Teil (b) von Lemma 1.1.1
und Definition A.2.1.
Bemerkung 4.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine Folge aus Cm×m. Dann ist das zu (Aj)nj=0 und J geho¨rige zweite linke bzw. rechte
Schurkomplement Ln+1,J bzw. Rn+1,J eine hermitesche Matrix, d.h es gilt L∗n+1,J = Ln+1,J
bzw. R∗n+1,J = Rn+1,J .
BEWEIS. Dies folgt sofort aus Bemerkung 4.6.1 und Bemerkung 1.1.5.
Wir erhalten nun leicht folgende Charakterisierung der J–Potapovfolgen in Termen der zwei-
ten Schurkomplemente.
Satz 4.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine
Folge aus Cm×m. Weiterhin sei zn := (An, . . . , A1) bzw. yn := (A∗1, . . . , A∗n)∗. Es bezeichne
Pn−1,J bzw. Qn−1,J die zu (Aj)n−1j=0 geho¨rige linke bzw. rechte J–Form sowie Ln+1,J bzw.
Rn+1,J das zu (Aj)nj=0 und J geho¨rige zweite linke bzw. rechte Schurkomplement. Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist (Aj)nj=0 eine J–Potapovfolge.
(ii) Es gelten Ln+1,J ∈ Cnm×nm≥ , J − A0JA∗0 ∈ Cm×m≥ sowie (J − A0JA∗0)(J −
A0JA
∗
0)
+A0Jy
∗
n = A0Jy
∗
n.
(iii) Es gelten Rn+1,J ∈ Cnm×nm≥ , J − A∗0JA0 ∈ Cm×m≥ sowie (J − A∗0JA0)(J −
A∗0JA0)+A∗0Jzn = A∗0Jzn.
(b) Folgende Aussagen sind a¨quivalent:
(iv) Es ist (Aj)nj=0 eine strenge J–Potapovfolge.
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(v) Es gelten Ln+1,J ∈ Cnm×nm> sowie J −A0JA∗0 ∈ Cm×m> .
(vi) Es gelten Rn+1,J ∈ Cnm×nm> sowie J −A∗0JA0 ∈ Cm×m> .
BEWEIS. Die Behauptungen folgen unmittelbar aus Definition 4.6.1, Teil (b) von Lemma
1.1.1 und Teil (a)–(b) von Satz A.2.2.
Das folgende Ergebnis ist der Ausgangspunkt fu¨r die weiteren Untersuchungen dieses Ab-
schnittes.
Satz 4.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge.
(a) Es bezeichne P0,J bzw. Q0,J die zu (Aj)0j=0 geho¨rige linke bzw. rechte J–Form und unter
Beachtung von detP0,J 6= 0 bzw. detQ0,J 6= 0 sei
Tn,J := Inm + S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,J ) (4.6.1)
bzw.
T˜n,J := Inm + diagn(Q−10,JA∗0J)(Inm − Tn−1,m)S[1,...,n] (4.6.2)
sowie
Yn,J := Tn,Jdiagn(A0) + S[1,...,n] bzw. Y˜n,J := diagn(A0)T˜n,J + S[1,...,n], (4.6.3)
wobei S[1,...,n] die zu (Aj)nj=1 geho¨rige Abschnittsmatrix sowie Tn−1,m die (n − 1,m)–
Shiftmatrix bezeichne. Dann gilt:
(a1) Sei J[n−1] := diagnJ . Dann ist das zu (Aj)nj=0 und J geho¨rige zweite linke bzw.
rechte Schurkomplement Ln+1,J bzw. Rn+1,J gegeben durch
Ln+1,J = Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J
bzw.
Rn+1,J = T˜ ∗n,JJ[n−1]T˜n,J − Y˜∗n,JJ[n−1]Y˜n,J .
(a2) Es gilt
det Tn,J =
[
det(Im +A1JA∗0P
−1
0,J )
]n
bzw. det T˜n,J =
[
det(Im +Q−10,JA
∗
0JA1)
]n
.
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist det Tn,J 6= 0 bzw. det T˜n,J 6= 0.
(ii) Es ist (Aj)1j=0 rechtsseitig bzw. linksseitig SD-zerlegbar.
(iii) Es ist (Aj)1j=0 vollsta¨ndig rechtsseitig bzw. vollsta¨ndig linksseitig SD-zerlegbar.
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(c) Es sei (i) erfu¨llt. Dann existiert eine eindeutig bestimmte Folge (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0
aus Cm×m, so dass die zu (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 geho¨rige Abschnittsmatrix S
(1)
n−1 bzw.
S˜
(1)
n−1 gegeben ist durch
S
(1)
n−1 = T −1n,JYn,J bzw. S˜(1)n−1 = Y˜n,J T˜ −1n,J .
Insbesondere ist (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 eine strenge J–Potapovfolge und unter Beach-
tung von (b) ist A(1)0 bzw. A˜
(1)
0 gerade der zu (Aj)
1
j=0 und J geho¨rige rechte bzw. linke
SD-Parameter.
BEWEIS. Im Folgenden zeigen wir (a)–(c) nur fu¨r die Matrizen Tn,J und Yn,J . Die Beweise
der Behauptungen fu¨r T˜n,J und Y˜n,J lassen sich dann dazu analog ausfu¨hren.
(a1) Aus der Definition von Yn,J ergibt sich
Yn,JJ[n−1]Y∗n,J =
[Tn,Jdiagn(A0) + S[1,...,n]]diagnJ [Tn,Jdiagn(A0) + S[1,...,n]]∗
= Tn,Jdiagn(A0JA∗0)T ∗n,J + Tn,Jdiagn(A0J)S∗[1,...,n] + S[1,...,n]diagn(JA∗0)T ∗n,J
+S[1,...,n]J[n−1]S∗[1,...,n]
und damit
Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J
= Tn,Jdiagn(J −A0JA∗0)T ∗n,J − Tn,Jdiagn(A0J)S∗[1,...,n] − S[1,...,n]diagn(JA∗0)T ∗n,J
−S[1,...,n]J[n−1]S∗[1,...,n]
= Tn,Jdiagn(P0,J)T ∗n,J − Tn,Jdiagn(A0J)S∗[1,...,n] − S[1,...,n]diagn(JA∗0)T ∗n,J
−S[1,...,n]J[n−1]S∗[1,...,n].
Beru¨cksichtigen wir nun die Definition von Tn,J , so erhalten wir hieraus dann
Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J
= diagn(P0,J) + S[1,...,n](Inm − Tn−1,m)diagn(JA∗0) + diagn(A0J)(Inm − T ∗n−1,m)S∗[1,...,n]
+S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,JA0J)(Inm − T ∗n−1,m)S∗[1,...,n]
−diagn(A0J)S∗[1,...,n] − S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,JA0J)S∗[1,...,n]
−S[1,...,n]diagn(JA∗0)− S[1,...,n]diagn(JA∗0P−10,JA0J)(Inm − T ∗n−1,m)S∗[1,...,n]
−S[1,...,n]J[n−1]S∗[1,...,n]
= diagn(P0,J)− S[1,...,n]Tn−1,mdiagn(JA∗0)− diagn(A0J)T ∗n−1,mS∗[1,...,n]
+S[1,...,n]Tn−1,mdiagn(JA
∗
0P
−1
0,JA0J)T
∗
n−1,mS
∗
[1,...,n] − S[1,...,n]diagn(JA∗0P−10,JA0J)S∗[1,...,n]
−S[1,...,n]J[n−1]S∗[1,...,n]. (4.6.4)
Im Fall n = 1 gelten die Beziehungen Tn−1,m = T0,m = 0m×m und S[1,...,n] = A1 =: y1. Damit
ergibt sich zusammen mit Bemerkung 4.6.1 aus (4.6.4) fu¨r n = 1 nun
T1,JJ[0]T ∗1,J − Y1,JJ[0−1]Y∗1,J = P0,J − y1JA∗0P−10,JA0Jy∗1 − y1Jy∗1 = L2,J
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und die Behauptung von (a1) ist fu¨r n = 1 bewiesen.
Sei nun n ∈ N\{1}. Aufgrund der Definition derr Abschnittsmatrix gilt
S[1,...,n] = (yn, 0nm×(n−1)m) +
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)
, (4.6.5)
wobei yn := (A∗1, . . . , A∗n)∗ und S[1,...,n−1] die zu (Aj)
n−1
j=1 geho¨rige Abschnittsmatrix bezeichne.
Hieraus und aus der Definition von Tn−1,m folgt insbesondere
S[1,...,n]Tn−1,m
=
[
(yn, 0nm×(n−1)m) +
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)](
0m×(n−1)m 0m×m
I(n−1)m 0(n−1)m×m
)
=
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)
(4.6.6)
und damit
S[1,...,n]Tn−1,mJ[n−1]T ∗n−1,mS
∗
[1,...,n]
=
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)
diagnJ
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)∗
=
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]J[n−2]S∗[1,...,n−1]
)
. (4.6.7)
Weiterhin ergibt sich aus (4.6.5) die Beziehung
S[1,...,n]J[n−1]S∗[1,...,n]
=
[
(yn, 0nm×(n−1)m) +
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)]
J[n−1]
·
[
(yn, 0nm×(n−1)m) +
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)]∗
= (yn, 0nm×(n−1)m)diagnJ(yn, 0nm×(n−1)m)
∗
+
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)
diagnJ
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]
)∗
= ynJy∗n +
(
0m×m 0m×(n−1)m
0(n−1)m×m S[1,...,n−1]J[n−2]S∗[1,...,n−1]
)
und so erhalten wir zusammen mit (4.6.7) dann
S[1,...,n]Tn−1,mJ[n−1]T ∗n−1,mS
∗
[1,...,n] − S[1,...,n]J[n−1]S∗[1,...,n] = −ynJy∗n. (4.6.8)
Ersetzen wir in diesen Betrachtungen die Matrix J[n−1] durch diagn(JA∗0P
−1
0,JA0J), so la¨sst
sich analog hierzu auch unmittelbar die Beziehung
S[1,...,n]Tn−1,mdiagn(JA
∗
0P
−1
0,JA0J)T
∗
n−1,mS
∗
[1,...,n] − S[1,...,n]diagn(JA∗0P−10,JA0J)S∗[1,...,n]
= −ynJA∗0P−10,JA0Jy∗n (4.6.9)
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zeigen.
Es bezeichne Pn−1,J die zu (Aj)n−1j=0 geho¨rige linke J–Form sowie Sn−1 die zu (Aj)
n−1
j=0 geho¨rige
Abschnittsmatrix. Aufgrund der Definition von Sn−1 gilt
Sn−1 = diagn(A0) +
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)
und damit erhalten wir wegen (4.6.6) die Beziehung
Sn−1 = diagn(A0) +
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)
= diagn(A0) + S[1,...,n]Tn−1,m.
Aus der Definition von Pn−1,J folgt hiermit bei zusa¨tzlicher Beachtung von P0,J = J−A0JA∗0
dann
Pn−1,J = J[n−1] − Sn−1J[n−1]S∗n−1
= J[n−1] −
[
diagn(A0) + S[1,...,n]Tn−1,m
]
J[n−1]
[
diagn(A0) + S[1,...,n]Tn−1,m
]∗
= diagn(J −A0JA∗0)− diagn(A0J)T ∗n−1,mS∗[1,...,n] − S[1,...,n]Tn−1,mdiagn(JA∗0)
−S[1,...,n]Tn−1,mJ[n−1]T ∗n−1,mS∗[1,...,n]
= diagn(P0,J)− diagn(A0J)T ∗n−1,mS∗[1,...,n] − S[1,...,n]Tn−1,mdiagn(JA∗0)
−S[1,...,n]Tn−1,mJ[n−1]T ∗n−1,mS∗[1,...,n]. (4.6.10)
Schließlich erhalten wir aus (4.6.4), (4.6.8)–(4.6.10) und Bemerkung 4.6.1 die Beziehung
Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J
= diagn(P0,J)− S[1,...,n]Tn−1,mdiagn(JA∗0)− diagn(A0J)T ∗n−1,mS∗[1,...,n]
+S[1,...,n]Tn−1,mdiagn(JA
∗
0P
−1
0,JA0J)T
∗
n−1,mS
∗
[1,...,n] − S[1,...,n]diagn(JA∗0P−10,JA0J)S∗[1,...,n]
−S[1,...,n]J[n−1]S∗[1,...,n]
= diagn(P0,J)− S[1,...,n]Tn−1,mdiagn(JA∗0)− diagn(A0J)T ∗n−1,mS∗[1,...,n]
−S[1,...,n]Tn−1,mJ[n−1]T ∗n−1,mS∗[1,...,n] − ynJy∗n − ynJA∗0P−10,JA0Jy∗n
= Pn−1,J − ynJy∗n − ynJA∗0P−10,JA0Jy∗n = Ln+1,J
und die Behauptung von (a1) ist bewiesen.
(a2) Beachten wir, dass sich die Matrizen Inm, Tn−1,m und diagn(JA∗0P
−1
0,J ) alle als Abschnitts-
matrizen bestimmter Folgen aus Cm×m darstellen lassen, so folgt aus der Definition von Tn,J
gema¨ß (4.6.1) die Existenz einer Folge (Bj)n−1j=0 aus Cm×m, so dass die zu (Bj)
n−1
j=0 geho¨rige
Abschnittsmatrix S(B)n−1 gegeben ist durch
S
(B)
n−1 = Tn,J . (4.6.11)
Weiterhin erhalten wir aus der Definition von Tn,J gema¨ß (4.6.1) die Beziehung
B0 = Im +A1JA∗0P
−1
0,J (4.6.12)
und so ergibt sich schließlich
det Tn,J = detS(B)n−1 = [detB0]n =
[
det(Im +A1JA∗0P
−1
0,J )
]n
.
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(b) Die A¨quivalenz der Aussagen (ii) und (iii) folgt unmittelbar aus Teil (a) von Definition
4.5.5 und Bemerkung 4.5.4, so dass wir im Folgenden die A¨quivalenz von (i) und (ii) zeigen
wollen. Es sei T1,J fu¨r die Folge (Aj)1j=0 gema¨ß (4.5.21) definiert. Dann gilt
Im +A1JA∗0P
−1
0,J = Im + z1J[0]S
∗
0P
−1
0,J [e0,m(1)]
∗ = T1,J , (4.6.13)
woraus mittels (a2) die A¨quivalenz von (i) und detT1,J 6= 0 folgt. Damit ist nach Teil (b) von
Folgerung 4.5.4 die A¨quivalenz von (i) und (ii) und damit schließlich auch die Behauptung
von (b) bewiesen.
(c) Wegen (4.6.12) und (4.6.13) gilt
B0 = Im +A1JA∗0P
−1
0,J = T1,J . (4.6.14)
Aufgrund von (4.6.11) und der Tatsache, dass sich diagn(A0) als Abschnittsmatrix einer Folge
aus Cm×m darstellen la¨sst, folgt aus (4.6.3) die Existenz einer Folge (Cj)n−1j=0 aus Cm×m, so
dass die zu (Cj)n−1j=0 geho¨rige Abschnittsmatrix S
(C)
n−1 gegeben ist durch
S
(C)
n−1 = Yn,J . (4.6.15)
Beachten wir (4.6.3), (4.6.11) und (4.6.14), so ist hierbei C0 gegeben durch
C0 = B0A0 +A1 = T1,JS0 + z1[e0,m(1)]∗ = A0 + z1J[0]S∗0P
−1
0,J [e0,m(1)]
∗S0 + z1[e0,m(1)]∗
= A0 + z1J[0]S
∗
0P
−1
0,JS0[e0,m(1)]
∗ + z1[e0,m(1)]∗ = Y1,J , (4.6.16)
wobei Y1,J fu¨r die Folge (Aj)1j=0 gema¨ß (4.5.22) definiert sei.
Wegen (i) und (4.6.11) existiert nach Satz A.3.2 eine Folge (B˜j)n−1j=0 aus Cm×m, so dass die zu
(B˜j)n−1j=0 geho¨rige Abschnittsmatrix S
(B˜)
n−1 die Beziehung
T −1n,J =
[
S
(B)
n−1
]−1
= S(B˜)n−1
erfu¨llt. Zusammen mit (4.6.15) gilt dann
T −1n,JYn,J = S(B˜)n−1S(C)n−1
und bezeichnet (A(1)j )
n−1
j=0 das Cauchyprodukt der Folgen (B˜j)
n−1
j=0 und (Cj)
n−1
j=0 , so erhalten
wir mittels Satz A.3.1 schließlich
T −1n,JYn,J = S(1)n−1.
Aus der Definition des Cauchyproduktes folgt A(1)0 = B˜0C0 und nach Satz A.3.2 gilt zudem
B˜0 = B−10 . Hiermit ergibt sich wegen (4.6.14) und (4.6.16) dann
A
(1)
0 = B˜0C0 = B
−1
0 C0 = T
−1
1,JY1,J ,
womit nach Teil (b) von Folgerung 4.5.4 die Matrix A(1)0 der zu (Aj)
1
j=0 und J geho¨rige
rechte SD-Parameter ist. Weiterhin erfu¨llt die zu (A(1)j )
n−1
j=0 geho¨rige linke J–Form P
(1)
n−1,J bei
zusa¨tzlicher Beachtung von (a) die Beziehung
P
(1)
n−1,J = J[n−1] − S(1)n−1J[n−1][S(1)n−1]∗ = J[n−1] − T −1n,JYn,JJ[n−1]Y∗n,JT −∗n,J
= T −1n,J
[Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J] T −∗n,J = T −1n,JLn+1,JT −∗n,J .
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Beachten wir nun noch, dass aufgrund der Wahl der Folge (Aj)nj=0 nach Teil (b) von Satz
4.6.1 die Matrix Ln+1,J zu Cnm×nm> geho¨rt, so folgt hieraus dann P (1)n−1,J ∈ Cnm×nm> , womit
nach Teil (b) von Satz 1.1.1 die Folge (A(1)j )
n−1
j=0 eine strenge J–Potapovfolge ist.
Teil (b)–(c) von Satz 4.6.2 fu¨hrt uns zu folgender Begriffsbildung.
Definition 4.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge, so dass (Aj)
1
j=0 rechtsseitig bzw. linksseitig SD-zerlegbar
ist. Es bezeichne (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 die im Sinne von Teil (b) von Satz 4.6.2 eindeu-
tig bestimmte strenge J–Potapovfolge. Dann heißt (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 die zu (Aj)
n
j=0
und J geho¨rige 1–te rechte bzw. linke Schur-Dubovoj-Transformierte (kurz: SD-
Transformierte).
Wir erhalten nun folgendes zentrales Resultat dieses Abschnittes, welches eine Aussage u¨ber
den Zusammenhang der Dubovojschen Matrixpolynome einer strengen J–Potapovfolge und
deren SD–Transformierten trifft.
Satz 4.6.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge. Man beachte im Folgenden, dass mit (Aj)nj=0 nach Bemerkung
1.1.6 auch (Aj)0j=0 eine strenge J–Potapovfolge ist und so sei fu¨r s ∈ {0, n} mit D[1]s,J bzw.
B
[1]
s,J das zu (Aj)
s
j=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom
bezeichnet. Dann gilt:
(a) Es seien die Matrizen Tn,J bzw. T˜n,J sowie Yn,J bzw. Y˜n,J gema¨ß (4.6.1) bzw. (4.6.2) so-
wie (4.6.3) definiert und es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige
zweite linke bzw. rechte Schurkomplement. Dann ist Ln+1,J bzw. Rn+1,J regula¨r und
setzen wir J := diag(J,−J) und definieren die Funktion D : C → C2m×2m bzw.
B : C→ C2m×2m fu¨r w ∈ D gema¨ß
D(w) := I2m − (1− w)(Tn,J [en−1,m(w)]∗,Yn,J [en−1,m(w)]∗)∗L−1n+1,J
·(Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗)J (4.6.17)
bzw.
B(w) := I2m−(1−w)J
(
[En−1,m(1)]∗T˜n,J
[En−1,m(1)]∗Y˜n,J
)
R−1n+1,J
(
[En,m(w)]∗T˜n,J
[En,m(w)]∗Y˜n,J
)∗
, (4.6.18)
so gilt fu¨r w ∈ D dann
[D[1]n,J(w)] = [D
[1]
0,J(w)][D(w)] bzw. [B
[1]
n,J(w)] = [B(w)][B
[1]
0,J(w)].
(b) Es sei (Aj)nj=0 so gewa¨hlt, dass (Aj)
1
j=0 rechtsseitig bzw. linksseitig SD-zerlegbar ist und
es bezeichne (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 die zu (Aj)
n
j=0 und J geho¨rige 1–te rechte bzw.
linke SD–Transformierte. Dann ist (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 eine strenge J–Potapovfolge
und bezeichnet D[1]
(A
(1)
j )
n−1
j=0 ,J
bzw. B[1]
(A˜
(1)
j )
n−1
j=0 ,J
das zu (A(1)j )
n−1
j=0 bzw. (A˜
(1)
j )
n−1
j=0 und J
geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom, so gilt
D
[1]
n,J = D
[1]
0,JD
[1]
(A
(1)
j )
n−1
j=0 ,J
bzw. B[1]n,J = B
[1]
0,JB
[1]
(A˜
(1)
j )
n−1
j=0 ,J
.
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BEWEIS. Im Folgenden zeigen wir nur die rechten Versionen der Behauptungen. Die linken
Versionen ko¨nnen dann dazu analog bewiesen werden.
(a) Da (Aj)nj=0 eine strenge J–Potapovfolge ist, liefert Teil (b) von Satz 4.6.1 insbesondere,
dass Ln+1,J eine regula¨re Matrix ist. Weiterhin folgt mittels Teil (b) von Satz 1.1.1 fu¨r s ∈
{0, n} die Regularita¨t der zu (Aj)sj=0 geho¨rigen linken J–Form Ps,J und beachten wir die nach
Teil (b) von Lemma 1.1.1 gu¨ltige Blockzerlegung
Pn,J =
(
P0,J −A0Jy∗n
− ynJA∗0 Pn−1,J − ynJy∗n
)
,
wobei yn := (A∗1, . . . , A∗n)∗ und Pn−1,J die zu (Aj)
n−1
j=0 geho¨rige linke J–Form bezeichne, so
gilt nach Teil (a3) von Satz A.2.1 die Beziehung
P−1n,J =
(
P−10,J 0m×nm
0nm×m 0nm×nm
)
+
(
P−10,JA0Jy
∗
n
Inm
)
L−1n+1,J(ynJA∗0P−10,J , Inm).
Sei w ∈ D. Dann erhalten wir aus Teil (a) von Satz 4.3.6 nun
D
[1]
n,J(w) = I2m − (1− w)([en,m(w)]∗, Sn[en,m(w)]∗)∗P−1n,J([en,m(1)]∗, Sn[en,m(1)]∗)J
= I2m − (1− w)
[
([en,m(w)]∗, Sn[en,m(w)]∗)∗
(
P−10,J 0m×nm
0nm×m 0nm×nm
)
([en,m(1)]∗, Sn[en,m(1)]∗)J
+([en,m(w)]∗, Sn[en,m(w)]∗)∗
(
P−10,JA0Jy
∗
n
Inm
)
L−1n+1,J
·(ynJA∗0P−10,J , Inm)([en,m(1)]∗, Sn[en,m(1)]∗)J
]
, (4.6.19)
wobei Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix bezeichne. Aus der Definition von Sn folgt
die Beziehung
Sn = diagn+1A0 +
(
0m×nm 0m×m
S[1,...,n] 0nm×m
)
,
wobei S[1,...,n] die zu (Aj)nj=1 geho¨rige Abschnittsmatrix bezeichne. Beru¨cksichtigen wir noch
Teil (a) und (b) von Bemerkung A.4.7 sowie Bemerkung A.4.10, so erhalten wir fu¨r u ∈ C
dann
Sn[en,m(u)]∗
=
(
A0 0m×nm
0nm×m diagnA0
)(
Im
u[en−1,m(u)]∗
)
+
(
0m×nm 0m×m
S[1,...,n] 0nm×m
)(
[en−1,m(u)]∗
unIm
)
=
(
A0
u[en−1,m(u)]∗A0
)
+
(
0m×m
S[1,...,n][en−1,m(u)]∗
)
=
(
A0
u[en−1,m(u)]∗A0 + S[1,...,n][en−1,m(u)]∗
)
und damit
([en,m(u)]∗, Sn[en,m(u)]∗) =
(
Im A0
u[en−1,m(u)]∗ u[en−1,m(u)]∗A0 + S[1,...,n][en−1,m(u)]∗
)
.
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Hieraus folgt nun
([en,m(w)]∗, Sn[en,m(w)]∗)∗
(
P−10,J 0m×nm
0nm×m 0nm×nm
)
([en,m(1)]∗, Sn[en,m(1)]∗)
=
(
Im A0
w[en−1,m(w)]∗ u[en−1,m(u)]∗A0 + S[1,...,n][en−1,m(u)]∗
)∗
·
(
P−10,J 0m×nm
0nm×m 0nm×nm
)(
Im A0
[en−1,m(1)]∗ u[en−1,m(u)]∗A0 + S[1,...,n][en−1,m(u)]∗
)
=
(
Im w[en−1,m(w)]
A∗0 uA∗0[en−1,m(u)] + [en−1,m(u)]S∗[1,...,n]
)(
P−10,J P
−1
0,JA0
0nm×m 0nm×m
)
=
(
P−10,J P
−1
0,JA0
A∗0P
−1
0,J A
∗
0P
−1
0,JA0
)
= (Im, A0)∗P−10,J (Im, A0) (4.6.20)
sowie fu¨r u ∈ C zudem
(ynJA∗0P
−1
0,J , Inm)([en,m(u)]
∗, Sn[en,m(u)]∗)
= (ynJA∗0P
−1
0,J , Inm)
(
Im A0
u[en−1,m(u)]∗ u[en−1,m(u)]∗A0 + S[1,...,n][en−1,m(u)]∗
)
= (ynJA∗0P
−1
0,J + u[en−1,m(u)]
∗, ynJA∗0P
−1
0,JA0 + u[en−1,m(u)]
∗A0 + S[1,...,n][en−1,m(u)]∗).
(4.6.21)
Im Folgenden wollen wir zeigen, dass fu¨r u ∈ C die Beziehung
Tn,J [en−1,m(u)]∗ = [en−1,m(u)]∗ + ynJA∗0P−10,J − (1− u)S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J
(4.6.22)
erfu¨llt ist, wobei Tn−1,m die (n− 1,m)–Shiftmatrix bezeichne.
Wegen [e0,m(w)]∗ = Im, T0,m = 0m×m und y1 = A1 = S[1,...,1] erhalten wir bei Beachtung von
(4.6.1) fu¨r u ∈ C unmittelbar
[e0,m(u)]∗ + y1JA∗0P
−1
0,J − (1− u)S[1,...,1]T0,m[e0,m(u)]∗JA∗0P−10,J = Im + S[1,...,1]JA∗0P−10,J
= Im + S[1,...,1](Im − T0,m)JA∗0P−10,J = T1,J = T1,J [e0,m(u)]∗
und (4.6.22) ist fu¨r n = 1 gezeigt.
Sei nun n ∈ N\{1}. Mittels Bemerkung A.3.2 und Teil (b) von Bemerkung A.4.7 ergibt sich
fu¨r u ∈ C die Beziehung
S[1,...,n][en−1,m(u)]∗ =

A1 0m×(n−1)m A2...
An
 S[1,...,n−1]

(
Im
u[en−1,m(u)]∗
)
=

A1 A2...
An
+ S[1,...,n−1]u[en−1,m(u)]∗
 = yn +
(
0m×m
S[1,...,n−1]u[en−2,m(u)]∗
)
,
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wobei S[1,...,n−1] die zu (Aj)n−1j=1 geho¨rige Abschnittsmatrix bezeichne. Fu¨r u ∈ C gilt bei
zusa¨tzlicher Beru¨cksichtigung der aus Teil (a) von Bemerkung A.4.7 folgenden Identita¨t
en−1,m = (en−2,m, En−1Im) sowie bei Beachtung der im Beweis von Satz 4.6.2 (vgl. (4.6.6))
gezeigten Beziehung
S[1,...,n]Tn−1,m =
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)
fu¨r u ∈ C dann
S[1,...,n][en−1,m(u)]∗ = yn +
(
0m×m
S[1,...,n−1]u[en−2,m(u)]∗
)
= yn + u
(
0m×(n−1)m 0m×m
S[1,...,n−1] 0(n−1)m×m
)(
[en−2,m(u)]∗
un−1Im
)
= yn + uS[1,...,n]Tn−1,m[en−1,m(u)]∗.
Hieraus folgt mittels (4.6.1) und Bemerkung A.4.10 fu¨r u ∈ C nun
Tn,J [en−1,m(u)]∗ =
[
Inm + S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,J )
]
[en−1,m(u)]∗
= [en−1,m(u)]∗ + S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,J )[en−1,m(u)]∗
= [en−1,m(u)]∗ + S[1,...,n][en−1,m(u)]∗JA∗0P
−1
0,J − S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J
= [en−1,m(u)]∗ + ynJA∗0P
−1
0,J + uS[1,...,n]Tn−1,m[en−1,m(u)]
∗JA∗0P
−1
0,J
−S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J
= [en−1,m(u)]∗ + ynJA∗0P
−1
0,J − (1− u)S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J ,
womit (4.6.22) auch fu¨r n ∈ N\{1} bewiesen wurde.
Aus der Definition von Yn,J bzw. Tn,J folgt bei zusa¨tzlicher Beru¨cksichtigung der Gestalt von
P0,J fu¨r u ∈ C weiterhin
Tn,J [en−1,m(u)]∗JP−10,J − Yn,J [en−1,m(u)]∗JA∗0P−10,J
= Tn,J [en−1,m(u)]∗JP−10,J −
[Tn,Jdiagn(A0) + S[1,...,n]] [en−1,m(u)]∗JA∗0P−10,J
= Tn,J [en−1,m(u)]∗(J −A0JA∗0)P−10,J − S[1,...,n][en−1,m(u)]∗JA∗0P−10,J
= Tn,J [en−1,m(u)]∗ − S[1,...,n][en−1,m(u)]∗JA∗0P−10,J
=
[
Inm + S[1,...,n](Inm − Tn−1,m)diagn(JA∗0P−10,J )
]
[en−1,m(u)]∗
−S[1,...,n][en−1,m(u)]∗JA∗0P−10,J
= [en−1,m(u)]∗ − S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J .
Zusammen mit (4.6.22) erhalten wir fu¨r u ∈ C hiermit
ynJA
∗
0P
−1
0,J + u[en−1,m(u)]
∗
= Tn,J [en−1,m(u)]∗ − (1− u)
[
[en−1,m(u)]∗ − S[1,...,n]Tn−1,m[en−1,m(u)]∗JA∗0P−10,J
]
= Tn,J [en−1,m(u)]∗ − (1− u)
[
Tn,J [en−1,m(u)]∗JP−10,J − Yn,J [en−1,m(u)]∗JA∗0P−10,J
]
(4.6.23)
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und damit bei erneuter Beru¨cksichtigung der Definition von Yn,J sowie Bemerkung A.4.10
auch
ynJA
∗
0P
−1
0,JA0 + u[en−1,m(u)]
∗A0 + S[1,...,n][en−1,m(u)]∗
=
{
ynJA
∗
0P
−1
0,J + u[en−1,m(u)]
∗
}
A0 + S[1,...,n][en−1,m(u)]∗
= Tn,J [en−1,m(u)]∗A0 − (1− u)
[
Tn,J [en−1,m(u)]∗JP−10,JA0 − Yn,J [en−1,m(u)]∗JA∗0P−10,JA0
]
+S[1,...,n][en−1,m(u)]∗
=
[Tn,JdiagnA0 + S[1,...,n]] [en−1,m(u)]∗
−(1− u)
[
Tn,J [en−1,m(u)]∗JP−10,JA0 − Yn,J [en−1,m(u)]∗JA∗0P−10,JA0
]
= Yn,J [en−1,m(u)]∗ − (1− u)
[
Tn,J [en−1,m(u)]∗JP−10,JA0 − Yn,J [en−1,m(u)]∗JA∗0P−10,JA0
]
.
(4.6.24)
Aus (4.6.21), (4.6.23) und (4.6.24) folgt fu¨r u ∈ C nun
(ynJA∗0P
−1
0,J , Inm)([en,m(u)]
∗, Sn[en,m(u)]∗)
= (ynJA∗0P
−1
0,J + u[en−1,m(u)]
∗, ynJA∗0P
−1
0,JA0 + u[en−1,m(u)]
∗A0 + S[1,...,n][en−1,m(u)]∗)
= (Tn,J [en−1,m(u)]∗,Yn,J [en−1,m(u)]∗)
−(1− u)(Tn,J [en−1,m(u)]∗JP−10,J − Yn,J [en−1,m(u)]∗JA∗0P−10,J ,
Tn,J [en−1,m(u)]∗JP−10,JA0 − Yn,J [en−1,m(u)]∗JA∗0P−10,JA0)
= (Tn,J [en−1,m(u)]∗,Yn,J [en−1,m(u)]∗)
−(1− u)(Tn,J [en−1,m(u)]∗,Yn,J [en−1,m(u)]∗)J
(
P−10,J P
−1
0,JA0
A∗0P
−1
0,J A
∗
0P
−1
0,JA0
)
= (Tn,J [en−1,m(u)]∗,Yn,J [en−1,m(u)]∗)
−(1− u)(Tn,J [en−1,m(u)]∗,Yn,J [en−1,m(u)]∗)J(Im, A0)∗P−10,J (Im, A0). (4.6.25)
Setzen wir u = 1, so ergibt sich hieraus insbesondere
(ynJA∗0P
−1
0,J , Inm)([en,m(1)]
∗, Sn[en,m(1)]∗) = (Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗). (4.6.26)
Aus (4.6.19), (4.6.20), (4.6.26), (4.6.25) und Teil (b) von Bemerkung 4.3.1 erhalten wir schließ-
lich
D
[1]
n,J(w)
= I2m − (1− w)
{
(Im, A0)∗P−10,J (Im, A0)J

+
[
(ynJA∗0P
−1
0,J , Inm)([en,m(w)]
∗, Sn[en,m(w)]∗)
]∗ L−1n+1,J(Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗)J}
= I2m − (1− w)
{
(Im, A0)∗P−10,J (Im, A0)J

+(Tn,J [en−1,m(w)]∗,Yn,J [en−1,m(w)]∗)∗L−1n+1,J(Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗)J
−(1− w)(Im, A0)∗P−10,J (Im, A0)J(Tn,J [en−1,m(w)]∗,Yn,J [en−1,m(w)]∗)∗L−1n+1,J
·(Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗)J
= [D[1]0,J(w)][D(w)].
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(b) Unter Beru¨cksichtigung von Definition 4.6.2 ist nach Teil (c) von Satz 4.6.2 die Folge
(A(1)j )
n−1
j=0 eine strenge J–Potapovfolge. Bezeichnet P
(1)
n−1,J die zu (A
(1)
j )
n−1
j=0 geho¨rige linke J–
Form bzw. S(1)n−1 die zu (A
(1)
j )
n−1
j=0 geho¨rige Abschnittsmatrix, so ist P
(1)
n−1,J nach Teil (b) von
Satz 1.1.1 regula¨r und nach Teil (c) von Satz 4.6.2 gilt S(1)n−1 = T −1n,JYn,J . Damit erhalten wir
bei zusa¨tzlicher Beachtung von Teil (a1) von Satz 4.6.2 die Beziehung[
P
(1)
n−1,J
]−1
=
[
J[n−1] − S(1)n−1J[n−1](S(1)n−1)∗
]−1
=
[
J[n−1] − T −1n,JYn,JJ[n−1]Y∗n,JT −∗n,J
]−1
= T ∗n,J
[Tn,JJ[n−1]T ∗n,J − Yn,JJ[n−1]Y∗n,J]−1 Tn,J = T ∗n,JL−1n+1,JTn,J
und hieraus folgt fu¨r w ∈ C nun
(Tn,J [en−1,m(w)]∗,Yn,J [en−1,m(w)]∗)∗L−1n+1,J(Tn,J [en−1,m(1)]∗,Yn,J [en−1,m(1)]∗)
= ([en−1,m(w)]∗, T −1n,JYn,J [en−1,m(w)]∗)∗T ∗n,JL−1n+1,JTn,J([en−1,m(w)]∗, T −1n,JYn,J [en−1,m(w)]∗)
= ([en−1,m(w)]∗, S
(1)
n−1[en−1,m(w)]
∗)∗
[
P
(1)
n−1,J
]−1
([en−1,m(w)]∗, S
(1)
n−1[en−1,m(w)]
∗).
Beachten wir noch Teil (a) von Satz 4.3.6, so ergibt sich fu¨r alle w ∈ C die Beziehung
D(w) = D[1]
(A
(1)
j )
n−1
j=0 ,J
(w) und damit aufgrund von (a) schließlich die Behauptung von (b).
Betrachten wir eine strenge J–Potapovfolge, welche SD–zerlegbar ist, so stellt sich sofort auch
die Frage, ob die SD–Transformierte der strengen J–Potapovfolge wieder selbst SD–zerlegbar
ist. Die Fortfu¨hrung dieses Gedanken fu¨hrt uns zu der Definition des folgenden Algorithmuses.
Definition 4.6.3 (SD-Algorithmus fu¨r strenge J–Potapovfolgen). Seien m ∈ N und J eine
m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine strenge J–Potapovfolge. Dann setzen
wir (A(0)j )
n
j=0 := (Aj)
n
j=0 bzw. (A˜
(0)
j )
n
j=0 := (Aj)
n
j=0 und nennen (A
(0)
j )
n
j=0 bzw. (A˜
(0)
j )
n
j=0 die
zu (Aj)nj=0 und J geho¨rige 0–te rechte bzw. linke SD-Transformierte.
Induktiv fu¨r k ∈ {0, . . . , n − 1} fortfu¨hrend sagen wir, falls die Folge (A(k)j )1j=0 bzw.
(A˜(k)j )
1
j=0 nicht rechtsseitig bzw. linksseitig SD–zerlegbar ist, dass der rechte bzw. linke
SD–Algorithmus fu¨r (Aj)nj=0 nach dem k–ten Schritt abbricht. Ist (A
(k)
j )
1
j=0 bzw.
(A˜(k)j )
1
j=0 hingegen rechtsseitig bzw. linksseitig SD–zerlegbar, so bezeichne (A
(k+1)
j )
n−(k+1)
j=0 bzw.
(A˜(k+1)j )
n−(k+1)
j=0 die zu (A
(k)
j )
n−k
j=0 bzw. (A˜
(k)
j )
n−k
j=0 und J geho¨rige 1–te rechte bzw. linke SD–
Transformierte. Dann heißt (A(k+1)j )
n−(k+1)
j=0 bzw. (A˜
(k+1)
j )
n−(k+1)
j=0 die zu (Aj)
n
j=0 und J
geho¨rige (k + 1)–te rechte bzw. linke SD–Transformierte.
Es folgt nun eine Bezeichnung zur Durchfu¨hrbarkeit des SD–Algortihmuses.
Definition 4.6.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiter sei k ∈ {0, . . . , n}. Dann sagen wir, dass der
rechte bzw. linke SD–Algorithmus fu¨r (Aj)nj=0 mindestens k–mal durchfu¨hrbar ist,
falls die zu (Aj)nj=0 und J geho¨rige k–te rechte bzw. linke SD–Transformierte (A
(k)
j )
n−k
j=0 bzw.
(A˜(k)j )
n−k
j=0 existiert.
Eine iterative Anwendung von Satz 4.6.3 fu¨hrt uns zu folgender Beobachtung.
206
Folgerung 4.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge. Es sei (Aj)
n
j=0 so gewa¨hlt, dass der rechte bzw. linke
SD–Algorithmus fu¨r (Aj)nj=0 mindestens k–mal durchfu¨hrbar ist, wobei k ∈ {1, . . . , n}. Fu¨r
l ∈ {0, . . . , k} bezeichne (A(l)j )n−lj=0 bzw. (A˜(l)j )n−lj=0 die zu (Aj)nj=0 und J geho¨rige l–te rechte
bzw. linke SD–Transformierte. Dann gilt:
(a) Fu¨r l ∈ {0, . . . , k} ist (A(l)j )n−lj=0 bzw. (A˜(l)j )n−lj=0 eine strenge J–Potapovfolge, womit auch
die Folge (A(l)j )
0
j=0 bzw. (A˜
(l)
j )
0
j=0 eine strenge J–Potapovfolge ist.
(b) Unter Beachtung von (a) bezeichne D[1]
(A
(k)
j )
n−k
j=0 ,J
bzw. B[1]
(A˜
(k)
j )
n−k
j=0 ,J
das zu (A(k)j )
n−k
j=0 bzw.
(A˜(k)j )
n−k
j=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom
sowie fu¨r l ∈ {0, . . . , k − 1} zudem D[1]
(A
(l)
j )
0
j=0,J
bzw. B[1]
(A˜
(l)
j )
0
j=0,J
das zu (A(l)j )
0
j=0 bzw.
(A˜(l)j )
0
j=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Matrixpolynom.
Dann ist das zu (Aj)nj=0 und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche
Matrixpolynom D[1]n,J bzw. B
[1]
n,J gegeben durch
D
[1]
n,J =

−→
k−1∏
l=0
D
[1]
(A
(l)
j )
0
j=0,J
 ·D[1]
(A
(k)
j )
n−k
j=0 ,J
bzw. B[1]n,J = B
[1]
(A˜
(k)
j )
n−k
j=0 ,J
·

←−
k−1∏
l=0
B
[1]
(A
(l)
j )
0
j=0,J
 .
BEWEIS. (a) Aus Definition 4.6.3 und Teil (b) von Satz 4.6.2 folgt, dass fu¨r alle l ∈ {0, . . . , k}
die zu (Aj)nj=0 und J geho¨rige l–te rechte bzw. linke SD–Transformierte (A
(l)
j )
n−l
j=0 bzw.
(A˜(l)j )
n−l
j=0 eine strenge J–Potapovfolge ist. Hieraus folgt bei zusa¨tzlicher Beachtung von Be-
merkung 1.1.6 dann sofort die Behauptung von (a).
(b) Die Behauptung von (b) ergibt sich unter Beachtung von Definition 4.6.3 durch iterative
Anwendung von Teil (b) von Satz 4.6.3.
Aufgrund von Folgerung 4.6.1 und Satz 4.5.3 ergibt sich nun folgendes Resultat.
Satz 4.6.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0 eine
strenge J–Potapovfolge. Es sei (Aj)nj=0 so gewa¨hlt, dass der rechte bzw. linke SD–Algorithmus
fu¨r (Aj)nj=0 mindestens k–mal durchfu¨hrbar ist, wobei k ∈ {1, . . . , n}. Fu¨r l ∈ {0, . . . , k}
bezeichne (A(l)j )
n−l
j=0 bzw. (A˜
(l)
j )
n−l
j=0 die zu (Aj)
n
j=0 und J geho¨rige l–te rechte bzw. linke SD–
Transformierte. Weiterhin sei (D˜s,J)ns=0 bzw. (B˜s,J)ns=0 die zu (Aj)nj=0 und J geho¨rige Folge
1–normierter rechter bzw. linker Dubovojscher Linearfaktoren. Dann gilt:
(a) Sei l ∈ {0, . . . , k−1}. Dann ist (A(l)j )0j=0 bzw. (A˜(l)j )0j=0 eine strenge J–Potapovfolge und
bezeichnet D[1]
(A
(l)
j )
0
j=0,J
bzw. B[1]
(A˜
(l)
j )
0
j=0,J
das zu (A(l)j )
0
j=0 bzw. (A˜
(l)
j )
0
j=0 und J geho¨rige
1–normierte rechte bzw. linke Dubovojsche Matrixpolynom, so gilt
D
[1]
(A
(l)
j )
0
j=0,J
= D˜l,J bzw. B[1]
(A˜
(l)
j )
0
j=0,J
= B˜l,J .
Damit ist insbesondere (Aj)lj=0 rechtsseitig bzw. linksseitig SD–zerlegbar und A
(l)
0 bzw.
A˜
(l)
0 ist der zu (Aj)
l
j=0 und J geho¨rige rechte bzw. linke SD–Parameter.
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(b) Es ist (A(k)j )
n−k
j=0 bzw. (A˜
(k)
j )
n−k
j=0 eine strenge J–Potapovfolge und bezeichnet D
[1]
(A
(k)
j )
n−k
j=0 ,J
bzw. B[1]
(A˜
(k)
j )
n−k
j=0 ,J
das zu (A(k)j )
n−k
j=0 bzw. (A˜
(k)
j )
n−k
j=0 und J geho¨rige 1–normierte rechte
bzw. linke Dubovojsche Matrixpolynom, so gilt
D
[1]
(A
(k)
j )
n−k
j=0 ,J
=
−→
n∏
s=k
D˜s,J bzw. B[1]
(A˜
(k)
j )
n−k
j=0 ,J
=
←−
n∏
s=k
B˜s,J .
Damit ist insbesondere die zu (A(k)j )
n−k
j=0 bzw. (A˜
(k)
j )
n−k
j=0 und J geho¨rige Folge 1–
normierter rechter bzw. linker Dubovojscher Linearfaktoren gegeben durch (D˜s,J)ns=k
bzw. (B˜s,J)ns=k.
BEWEIS. Im Folgenden zeigen wir nur die rechten Versionen der Behauptungen. Die linken
Versionen ko¨nnen dann dazu analog bewiesen werden.
Aus Folgerung 4.5.1 und Teil (b) von Folgerung 4.6.1 ergibt sich
−→
n∏
s=0
D˜s,J = D[1]n,J =

−→
k−1∏
s=0
D
[1]
(A
(s)
j )
0
j=0,J
 ·D[1]
(A
(k)
j )
n−k
j=0 ,J
, (4.6.27)
wobei D[1]n,J das zu (Aj)
n
j=0 und J geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom
bezeichne.
(a) Nach Teil (a) von Folgerung 4.6.1 ist (A(l)j )
0
j=0 sowie (A
(k)
j )
n−k
j=0 eine strenge J–
Potapovfolge. Bezeichnet (D˜(k)s,J)n−ks=0 die zu (A(k)j )n−kj=0 und J geho¨rige Folge 1–normierter rech-
ter Dubovojscher Linearfaktoren, so folgt aus (4.6.27) die Identita¨t
−→
n∏
s=0
D˜s,J =

−→
k−1∏
s=0
D
[1]
(A
(s)
j )
0
j=0,J
 ·

−→
n−k∏
s=0
D˜(k)s,J

und so erhalten wir mittels Satz 4.5.3 unmittelbar die Beziehung
D
[1]
(A
(l)
j )
0
j=0,J
= D˜l,J . (4.6.28)
Nach Teil (a) und (b) von Definition 4.5.2 ist damit (Aj)lj=0 rechtsseitig SD–zerlegbar und es
ist A(l)0 der zu (Aj)
l
j=0 und J geho¨rige rechte SD–Parameter.
(b) Nach Teil (a) von Folgerung 4.6.1 ist (A(k)j )
n−k
j=0 eine strenge J–Potapovfolge. Weiterhin
erhalten wir aus (4.6.27) und (a) die Identita¨t
−→
n∏
s=0
D˜s,J =

−→
k−1∏
s=0
D˜s,J
 ·D[1]
(A
(k)
j )
n−k
j=0 ,J
und damit bei zusa¨tzlicher Beachtung von Teil (b) von Satz 4.5.2 die Beziehung
D
[1]
(A
(k)
j )
n−k
j=0 ,J
=
−→
n∏
s=k
D˜s,J .
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Bei erneuter Anwendung von Satz 4.5.3 folgt hieraus, dass (D˜s,J)ns=k die zu (A(k)j )n−kj=0 und J
geho¨rige Folge 1–normierter rechter Dubovojscher Linearfaktoren ist.
Zum Abschluss dieses Abschnittes erhalten wir mittels Satz 4.6.4 leicht folgende Charakterisie-
rung der Durchfu¨hrbarkeit des SD–Algorithmuses in Termen der in Abschnitt 4.5 betrachteten
Gro¨ßen.
Folgerung 4.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und
(Aj)nj=0 eine strenge J–Potapovfolge.
(a) Es sei k ∈ {0, . . . , n − 1} und die Folge (Aj)nj=0 so gewa¨hlt, dass der rechte bzw. linke
SD–Algorithmus fu¨r (Aj)nj=0 mindestens k–mal durchfu¨hrbar ist. Bezeichnet (A
(k)
j )
n−k
j=0
bzw. (A˜(k)j )
n−k
j=0 die zu (Aj)
n
j=0 und J geho¨rige k–te rechte bzw. linke SD–Transformierte,
so sind dann folgende Aussagen a¨quivalent:
(i) Es ist (A(k)j )
1
j=0 bzw. (A˜
(k)
j )
1
j=0 rechtsseitig bzw. linksseitig SD–zerlegbar.
(ii) Es ist (Aj)k+1j=0 rechtsseitig bzw. linksseitig SD–zerlegbar.
Ist (i) erfu¨llt und bezeichnet (A(k+1)j )
n−(k+1)
j=0 bzw. (A˜
(k+1)
j )
n−(k+1)
j=0 die zu (Aj)
n
j=0 und
J geho¨rige (k + 1)–te rechte bzw. linke SD–Transformierte, so ist A(k+1)0 bzw. A˜
(k+1)
0
gerade der zu (Aj)k+1j=0 und J geho¨rige rechte bzw. linke SD–Parameter.
(b) Fu¨r k ∈ {1, . . . , n} sind folgende Aussagen a¨quivalent:
(iii) Es ist der rechte bzw. linke SD-Algorithmus fu¨r (Aj)nj=0 mindestens k–mal
durchfu¨hrbar.
(iv) Es ist (Aj)kj=0 vollsta¨ndig rechtsseitig bzw. linksseitig SD–zerlegbar.
Ist (iii) erfu¨llt und ist fu¨r l ∈ {0, . . . , k} mit (A(l)j )n−lj=0 bzw. (A˜(l)j )n−lj=0 die zu (Aj)nj=0 und
J geho¨rige l–te rechte bzw. linke SD–Transformierte bezeichnet, so ist A(l)0 bzw. A˜
(l)
0
gerade der zu (Aj)lj=0 und J geho¨rige rechte bzw. linke SD–Parameter.
BEWEIS. (a) Mittels Teil (b) von Satz 4.6.4 ergibt sich, dass der zu (A(k)j )
1
j=0 bzw. (A˜
(k)
j )
1
j=0
und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Linearfaktor gerade der zu (Aj)k+1j=0
und J geho¨rige 1–normierte rechte bzw. linke Dubovojsche Linearfaktor ist. Hieraus folgt
dann unmittelbar die A¨quivalenz von (i) und (ii) sowie bei Gu¨ltigkeit von (i), dass A(k+1)0
bzw. A˜(k+1)0 gerade der zu (Aj)
k+1
j=0 und J geho¨rige rechte bzw. linke SD–Parameter ist.
(b) Die Behauptung von (b) ergibt sich bei zusa¨tzlicher Beachtung von Definition 4.6.4 und
Definition 4.5.5 sofort durch eine iterative Anwendung von (a).
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5 Anwendung von mit einer endlichen J–Potapovfolge ver-
bundenen Matrixpolynomen auf das J–Potapovproblems
5.1 Lo¨sungsdarstellung mittels der zur J–Potapovfolge assoziierten Ma-
trixpolynome und Arov–Krein–Matrixpolynome
In diesem Abschnitt wollen wir zeigen, in welcher Form die in den Kapiteln 1–2 untersuchten
Matrixpolynome zur Beschreibung der Lo¨sungsmenge des J–Potapovproblems angewendet
werden.
Das folgende Resultat gibt eine Lo¨sungsbeschreibung des J–Potapovproblems mittels der
in Kapitel 1 konstruierten Matrixpolynome an und ist eine Kombination von Theorem 3.2,
Theorem 3.5 und Proposition 3.8 aus [51]. In der Arbeit [51] stu¨tzen sich die Autoren Fritz-
sche/Kirstein/Raabe direkt auf die von uns in dieser Arbeit erhaltenen Ergebnisse. Hierbei
gehen sie stets von Folgerung 2.1.1 aus und verwenden z.B. zum Beweis von Theorem 3.2
und Proposition 3.8 die grundlegenden Resultate aus Abschnitt 2.3 sowie zum Beweis von
Theorem 3.5 insbesondere die rekursiven Darstellungen aus Satz 2.4.2.
Satz 5.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine J–Potapovfolge. Es sei (Vj)nj=0 bzw. (Wj)
n
j=0 eine mit (Aj)
n
j=0 und J rechtsseitig bzw.
linksseitig vertra¨gliche Folge aus Cm×m und es bezeichne [ρn,J , pin,J ] das mit (Aj)nj=0, (Vj)nj=0
und J rechtsseitig assoziierte Paar von Matrixpolynomen bzw. [τn,J , σn,J ] das mit (Aj)nj=0,
(Wj)nj=0 und J linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin sei ρn,J,D, pin,J,D,
τn,J,D und σn,J,D die Einschra¨nkung von ρn,J , pin,J , τn,J und σn,J auf D. Es bezeichne Rn+1,J
bzw. Ln+1,J das zu (Aj)nj=0 geho¨rige rechte bzw. linke Schurkomplement und man beachte im
Folgenden, dass aufgrund der Wahl von (Aj)nj=0 nach Teil (a) von Satz 1.1.4 diese Matrix zu
Cm×m≥ geho¨rt. Fu¨r S ∈ Sm×m(D) ist dann det
(
E1,DJσ[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)
und
det
(
E1,D
√
Ln+1,JS
√
Rn+1,J
+
pi
[n]
n,J,DJ + τn,J,D
)
nicht die Nullfunktion in D und die Funktion
fS
:=
(
E1,DJτ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + pin,J,D
)(
E1,DJσ[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)−1
=
(
E1,D
√
Ln+1,JS
√
Rn+1,J
+
pi
[n]
n,J,DJ + τn,J,D
)−1 (E1,D√Ln+1,JS√Rn+1,J+ρ[n]n,J,DJ + σn,J,D)
geho¨rt zu PJ,0[D, (Aj)nj=0] und erfu¨llt
HfS =
{
w ∈ D : det
(
E1,DJσ[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)
6= 0
}
=
{
w ∈ D : det
(
E1,D
√
Ln+1,JS
√
Rn+1,J
+
pi
[n]
n,J,DJ + τn,J,D
)
6= 0
}
.
Umgekehrt existiert fu¨r jedes f ∈ PJ,0[D, (Aj)nj=0] ein S ∈ Sm×m(D), so dass f = fS erfu¨llt
ist. Damit gilt also insbesondere
PJ,0[D, (Aj)nj=0] = {fS : S ∈ Sm×m(D)} .
BEWEIS. Dies entspricht Theorem 3.2, Theorem 3.5 und Proposition 3.8 aus [51].
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Im Fall einer strengen J–Potapovfolge haben Fritzsche/Kirstein/Raabe in [51] mit den Er-
gebnissen aus Kapitel 2 dieser Arbeit folgende Darstellung des J–Potapovproblems mittels
Arov–Krein–Matrixpolynomen erhalten. (vgl. Theorem 4.1 in [51])
Satz 5.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Es bezeichne [an,J , bn,J , cn,J , dn,J ] das zu (Aj)nj=0 und J geho¨rige
Arov-Krein-Quadrupel von Matrixpolynomen sowie Γn,J bzw. ∆n,J das zu (Aj)nj=0 und J
geho¨rige rechte bzw. linke Arov-Krein-Matrixpolynom. Weiterhin sei fu¨r w ∈ D zudem S(m,m)Γn,J (w)
bzw. T (m,m)∆n,J (w) die durch Γn,J(w) bzw. ∆n,J(w) bezu¨glich m und m erzeugte rechte bzw. linke
gebrochenlineare Transformation von Matrizen. Fu¨r jedes S ∈ Sm×m(D) ist dann
QS,(Aj)nj=0 :=
{
w ∈ D : det(wJd[n]n,J(w)S(w) + bn,J(w)) 6= 0
}
=
{
w ∈ D : det(wS(w)a[n]n,J(w)J + cn,J(w)) 6= 0
}
6= ∅
und die Funktion fS : QS,(Aj)nj=0 → Cm×m, welche gema¨ß
fS(w) := S(m,m)Γn,J (w)(S(w)) = T
(m,m)
∆n,J (w)
(S(w)), w ∈ QS,(Aj)nj=0 ,
definiert ist, geho¨rt zu PJ,0[D, (Aj)nj=0] und erfu¨llt HfS = QS,(Aj)nj=0.
Umgekehrt existiert fu¨r jedes f ∈ PJ,0[D, (Aj)nj=0] ein S ∈ Sm×m(D), so dass f = fS erfu¨llt
ist. Damit gilt also insbesondere
PJ,0[D, (Aj)nj=0] = {fS : S ∈ Sm×m(D)} .
BEWEIS. Die Behauptung entspricht Theorem 4.1 in [51], wobei dort statt dem Arov-Krein-
Quadrupel das zu (Aj)nj=0 und J geho¨rige kanonische rekursiv konstruierte Quadrupel von
Matrixpolynomen [ρ˜n,J , pin,J , τ˜n,J , σ˜n,J ] verwendet wird. Mittels des Zusammenhanges zwi-
schen diesen Quadrupeln gema¨ß Satz 3.1.2 ergibt sich dann die hier beschriebene Formulierung
der Behauptung.
5.2 Lo¨sungsdarstellung mittels des Dubovojschen Matrixpolynoms und
Bestimmung der zugeho¨rigen Weylschen Matrizenkreise
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine stren-
ge J–Potapovfolge. Im Folgenden werden wir feststellen, dass sich jede Lo¨sung des zu
(Aj)nj=0 geho¨rigen J–Potapovproblems als gebrochenlineare Transformation einer m × m–
Schurfunktion in D darstellen la¨sst, wobei diese Transformation maßgeblich durch das zu
(Aj)nj=0 und J geho¨rige Dubovojsche Matrixpolynom bestimmt wird. Dieses Resultat werden
wir durch Potapov-Ginzburg-Transformation des aus der Literatur bekannten Ergebnisses fu¨r
den Schurfall erhalten.
In dem folgenden Abschnitt werden wir nur rechte Versionen betrachten. Analog ko¨nnen dann
leicht die dazu dualen linken Resultate angegeben und bewiesen werden. Wir beginnen nun
mit dem aus der Literatur bekannten Resultat fu¨r den Schurfall, welches z.B. fu¨r z = 1 in [36,
Theorem 5.3.2] nachgelesen werden kann.
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Satz 5.2.1. Seien m ∈ N sowie n ∈ N0 und (Bj)nj=0 eine strenge m ×m–Schurfolge. Wei-
terhin sei z ∈ T und es seien die Funktionen a, b, c und d fu¨r w ∈ D gegeben durch die
Blockunterteilung von (
a(w) b(w)
c(w) d(w)
)
:= D[z]n (w)
in m×m–Blo¨cke, wobei D[z]n das zu (Bj)nj=0 geho¨rige z–normierte rechte Dubovojsche Matrix-
polynom vom Schurtyp bezeichne. Fu¨r w ∈ D bezeichne S(m,m)
D
[z]
n (w)
die durch D[z]n (w) bezu¨glich m
und m erzeugte rechte gebrochenlineare Transformation von Matrizen. Fu¨r alle S ∈ Sm×m(D)
und alle w ∈ D gilt dann det(c(w)S(w)+d(w)) 6= 0 und so sei fu¨r S ∈ Sm×m(D) die Funktion
gS : C→ Cm×m definiert gema¨ß
gS(w) := S(m,m)
D
[z]
n (w)
(S(w)) , w ∈ D.
Dann ist fu¨r S ∈ Sm×m(D) die Funktion gS ∈ Sm×m[D, (Bj)nj=0] und umgekehrt existiert fu¨r
ein g ∈ Sm×m[D, (Bj)nj=0] eine eindeutig bestimmte Funktion S ∈ Sm×m(D), so dass g = gS
erfu¨llt ist. Damit gilt also insbesondere
Sm×m[D, (Bj)nj=0] = {gS : S ∈ Sm×m(D)} .
Aufgrund von Satz 5.2.1 ergibt sich mittels Potapov-Ginzburg-Transformation nun folgendes
Resultat.
Satz 5.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es seien die Funktionen a, b, c und d
fu¨r w ∈ D gegeben durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:= diag(J, J)
[
D
[z]
n,J(w)
]
BJ
in m×m–Blo¨cke, wobei D[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte rechte Dubovojsche
Matrixpolynom sowie BJ die zu J geho¨rige linke PG–Matrix bezeichne. Fu¨r w ∈ D bezeich-
ne S(m,m)
diag(J,J)
[
D
[z]
n,J (w)
]
BJ
die durch diag(J, J)
[
D
[z]
n,J(w)
]
BJ bezu¨glich m und m erzeugte rechte
gebrochenlineare Transformation von Matrizen. Fu¨r alle S ∈ Sm×m(D) gilt dann
Q[z]S,(Aj)nj=0 := {w ∈ D : det(c(w)S(w) + d(w)) 6= 0} 6= ∅
und so sei fu¨r S ∈ Sm×m(D) die Funktion fS : Q[z]S,(Aj)nj=0 → C
m×m definiert gema¨ß
fS(w) := S(m,m)
diag(J,J)
[
D
[z]
n,J (w)
]
BJ
(S(w)) , w ∈ Q[z]S,(Aj)nj=0 .
Dann ist fu¨r S ∈ Sm×m(D) die Funktion fS ∈ PJ,0[D, (Aj)nj=0] und es gilt HfS = Q[z]S,(Aj)nj=0.
Umgekehrt existiert fu¨r ein f ∈ PJ,0[D, (Aj)nj=0] auch eine eindeutig bestimmte Funktion
S ∈ Sm×m(D), so dass Q[z]S,(Aj)nj=0 = Hf und f = fS erfu¨llt sind. Damit gilt also insbesondere
PJ,0[D, (Aj)nj=0] = {fS : S ∈ Sm×m(D)} .
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BEWEIS. Es sei PJ := 12(Im +J) sowie QJ :=
1
2(Im−J). Es bezeichne (Bj)nj=0 die nach Teil
(a) von Satz 1.3.3 wohldefinierte und nach Satz 1.3.1 eindeutig bestimmte J–PG Transformier-
te von (Aj)nj=0. Nach Teil (a) von Satz 1.3.3 ist (Bj)
n
j=0 dann eine strenge m×m–Schurfolge,
welche nach Satz 1.3.1 ebenfalls eine J–PG transformierbare Folge aus Cm×m ist und deren
J–PG Transformierte durch (Aj)nj=0 gegeben ist.
Es bezeichne D[z](Bj)nj=0 das zu (Bj)
n
j=0 geho¨rige z–normierte rechte Dubovojsche Matrixpoly-
nom vom Schur-Typ. Nach Satz 4.3.8 gilt dann
D
[z]
(Bj)nj=0
= BJD[z]n,JBJ . (5.2.1)
Weiterhin folgen aus der Definition von PJ und QJ unmittelbar die Beziehungen PJQJ =
QJPJ = 0m×m, P2J = PJ , Q2J = QJ und PJ −QJ = J . Damit ergibt sich aus Definition A.8.1
dann
AJBJ =
( PJ QJ
QJ PJ
)( −PJ QJ
QJ −PJ
)
=
( −P2J +Q2J PJQJ −QJPJ
−QJPJ + PJQJ Q2J − P2J
)
=
( −PJ +QJ 0m×m
0m×m QJ − PJ
)
=
( −J 0m×m
0m×m −J
)
= −diag(J, J)
und so folgt aus (5.2.1) die Beziehung
AJD[z](Bj)nj=0 = AJBJD
[z]
n,JBJ = −diag(J, J)D[z]n,JBJ . (5.2.2)
Es seien die Funktionen a1, b1, c1 und d1 fu¨r w ∈ D gegeben durch die Blockunterteilung
von
(
a1(w) b1(w)
c1(w) d1(w)
)
:= D[z](Bj)nj=0(w) in m×m–Blo¨cke. Nach Satz 5.2.1 gilt fu¨r alle S ∈
Sm×m(D) und alle w ∈ D dann det(c1(w)S(w) + d1(w)) 6= 0 und damit ergibt sich aus (5.2.2)
fu¨r alle S ∈ Sm×m(D) mittels Teil (a) von Bemerkung A.7.1 und Teil (a1) von Satz A.7.2 die
Beziehung
Q[z]S,(Aj)nj=0 = {w ∈ D : det(−c(w)S(w)− d(w)) 6= 0}
=
{
w ∈ D : det(QJS(m,m)
D
[z]
(Bj)
n
j=0
(w)
(S(w)) + PJ) 6= 0
}
= {w ∈ D : det(QJgS(w) + PJ) 6= 0} , (5.2.3)
wobei gS wie in Satz 5.2.1 definiert sei. Nach Satz 5.2.1 geho¨rt fu¨r alle S ∈ Sm×m(D) die
Funktion gS zu Sm×m[D, (Bj)nj=0]. Hieraus folgt fu¨r alle S ∈ Sm×m(D) mittels Teil (b) von
Folgerung 1.4.1 dann, dass det(QJgS + PJ) nicht die Nullfunktion in D ist sowie dass die
J–PG-Transformierte f˜S von gS zu PJ,0[D, (Aj)nj=0] geho¨rt und die Beziehung
H
f˜S
= {w ∈ D : det(QJgS(w) + PJ) 6= 0}
erfu¨llt. Damit erhalten wir zusammen mit (5.2.3) fu¨r alle S ∈ Sm×m(D) insbesondere
Q[z]S,(Aj)nj=0 = Hf˜S 6= ∅.
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Nach Teil (a) von Bemerkung A.7.1 und Teil (a2) von Satz A.7.2 gilt fu¨r S ∈ Sm×m(D) und
fu¨r w ∈ H
f˜S
nun
f˜S(w) = S(m,m)AJ (gS(w)) = S
(m,m)
AJ
(
S(m,m)
D
[z]
(Bj)
n
j=0
(w)
(S(w))
)
= S(m,m)AJD[z](Bj)nj=0 (w)
(S(w))
= S(m,m)−diag(J,J)D[z]n,JBJ
(S(w)) = S(m,m)
diag(J,J)D
[z]
n,JBJ
(S(w)) = fS(w), (5.2.4)
womit f˜S = fS und damit auch Hf˜S = HfS erfu¨llt ist. Damit gilt fu¨r alle S ∈ Sm×m(D) also
fS ∈ PJ,0[D, (Aj)nj=0] und HfS = Q[z]S,(Aj)nj=0 . Insbesondere folgt hieraus
{fS : S ∈ Sm×m(D)} ⊆ PJ,0[D, (Aj)nj=0]. (5.2.5)
Sei nun f ∈ PJ,0[D, (Aj)nj=0]. Nach Teil (a) von Folgerung 1.4.1 erfu¨llt dann die wohldefinierte
J–PG-Transformierte g von f die Beziehung g ∈ Sm×m[D, (Bj)nj=0] sowie Hf = {w ∈ D :
det(QJg(w) + PJ) 6= 0} und so existiert nach Satz 5.2.1 eine eindeutig bestimmte Funktion
S ∈ Sm×m(D), so dass g = gS erfu¨llt ist. Analog zu (5.2.4) ergibt sich dann f = fS und wir
erhalten aus (5.2.3) zudem
Hf = {w ∈ D : det(QJg(w) + PJ) 6= 0} = {w ∈ D : det(QJgS(w) + PJ) 6= 0} = Q[z]S,(Aj)nj=0 .
Damit gilt
PJ,0[D, (Aj)nj=0] ⊆ {fS : S ∈ Sm×m(D)}
und zusammen mit (5.2.5) ergibt sich schließlich die Behauptung.
An dieser Stelle sei erwa¨hnt, dass wir Satz 5.2.2 in Abschnitt 6.5 auch als Spezialfall eines
Resultates zur Beschreibung der Lo¨sungsmenge fundamentaler Matrixungleichungen fu¨r po-
sitiv hermitesche Stein–Tripel erhalten (vgl. Satz 6.5.4). In diesem Abschnitt haben wir auch
die linke Variante von Satz 5.2.2 angegeben (vgl. Satz 6.5.5).
Im Folgenden wollen wir mit Hilfe von Satz 5.2.2 die durch die Lo¨sungsmenge des J–
Potapovproblems erzeugten Matrizenkreise beschreiben. Dafu¨r beno¨tigen wir zuna¨chst noch
einige Vorbereitungen. Der Beweis des folgenden Lemmas kann mit einer leichten Abwand-
lung analog zum Beweis von Theorem 1.6.3 in [36] ausgefu¨hrt werden, so dass wir an dieser
Stelle auf den Beweis verzichten wollen.
Lemma 5.2.1. Seien m ∈ N, A eine regula¨re Matrix aus C2m×2m sowie V := AjmmA∗ und
W := A−∗jm,mA−1. Weiterhin sei
A =
(
A11 A12
A21 A22
)
, V =
(
V11 V12
V21 V22
)
und W =
(
W11 W12
W21 W22
)
die Blockzerlegung von A, V und W in m ×m Blo¨cke. Es sei detA22 6= 0 sowie A−122 A21 ∈
Dm×m. Dann gelten folgende Aussagen:
(a) Es sind W11 und V22 regula¨re Matrizen.
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(b) Es ist Km×m ⊆ Q(A21,A22) := {X ∈ Cm×m : det(A21X +A22) 6= 0} und es gilt
S(m,m)A (Km×m) = K(M ;
√
L,
√
R),
wobei M := −W−111 W12 = V12V −122 sowie L := W−111 = V11 − V12V −122 V21 ∈ Cm×m> und
R := W21W−111 W12 −W22 = −V −122 ∈ Cm×m> .
Das folgende Lemma trifft eine Aussage zur genauen Gestalt der Matrix, die in Satz 5.2.2 die
gebrochenlineare Transformation erzeugt.
Lemma 5.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es bezeichne D[z]n,J das zu (Aj)nj=0 und
J geho¨rige z–normierte rechte Dubovojsche Matrixpolynom sowie BJ die zu J geho¨rige linke
PG-Matrix. Es sei J[n] := diagn(J), jmm := diag(Im,−Im) und es bezeichne Sn die zu (Aj)nj=0
geho¨rige Abschnittsmatrix sowie Pn,J bzw. Qn,J die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–
Form, welche nach Teil (b) von Satz 1.1.1 insbesondere regula¨r ist. Es sei w ∈ D sowie
A(w) := diag(J, J)D[z]n,J(w)BJ .
Dann gelten folgende Aussagen:
(a) Es sei V (w) := [A(w)]jmm[A(w)]∗ sowie V (w) =
(
V11(w) V12(w)
V21(w) V22(w)
)
die Blockzerle-
gung von V (w) in m×m–Blo¨cke. Dann gilt:
(a1) Es gelten
V11(w) = J − (1− |w|2)[en,m(w)]J[n]P−1n,JJ[n][en,m(w)]∗
und
V12(w) = −(1− |w|2)[en,m(w)]J[n]P−1n,JSnJ[n][en,m(w)]∗
sowie
V21(w) = −(1− |w|2)[en,m(w)]J[n]S∗nP−1n,JJ[n][en,m(w)]∗
und
V22(w) = −
(
J + (1− |w|2)[en,m(w)]J[n]S∗nP−1n,JSnJ[n][en,m(w)]∗
)
.
(a2) Es gelten
V12(w) = −(1− |w|2)[en,m(w)]SnQ−1n,J [en,m(w)]∗
sowie
V21(w) = −(1− |w|2)[en,m(w)]Q−1n,JS∗n[en,m(w)]∗
und
V22(w) = −
[
|w|2(n+1)J + (1− |w|2)[en,m(w)]Q−1n,J [en,m(w)]∗
]
.
(b) Es sei w 6= 0. Dann ist A(w) regula¨r und so sei W (w) := [A(w)]−∗jmm[A(w)]−1. Be-
trachten wir die Blockzerlegung W (w) =
(
W11(w) W12(w)
W21(w) W22(w)
)
von W (w) in m ×m–
Blo¨cke, so gilt:
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(b1) Es gelten
W11(w) = |w|−2(n+1)
(
J + (1− |w|2)[En,m(w)]∗J[n]SnQ−1n,JS∗nJ[n][En,m(w)]
)
und
W12(w) = −|w|−2(n+1)(1− |w|2)[En,m(w)]∗J[n]SnQ−1n,JJ[n][En,m(w)]
sowie
W21(w) = −|w|−2(n+1)(1− |w|2)[En,m(w)]∗J[n]Q−1n,JS∗nJ[n][En,m(w)]
und
W22(w) = −|w|−2(n+1)
(
J − (1− |w|2)[En,m(w)]∗J[n]Q−1n,JJ[n][En,m(w)]
)
.
(b2) Es gelten
W11(w) = J + |w|−2(n+1)(1− |w|2)[En,m(w)]P−1n,J [En,m(w)]
sowie
W12(w) = −|w|−2(n+1)(1− |w|2)[En,m(w)]∗P−1n,JSn[En,m(w)]∗
und
W21(w) = −|w|−2(n+1)(1− |w|2)[En,m(w)]∗S∗nP−1n,J [En,m(w)].
BEWEIS. Wegen Bemerkung A.4.8 sowie wegen J∗ = J und J∗[n] = J[n] gelten
Jen,m(w) = [en,m(w)]J[n] und [en,m(w)]
∗J = J[n][en,m(w)]∗ (5.2.6)
bzw.
En,m(w)J = J[n][En,m(w)] und J [En,m(w)]∗ = [En,m(w)]∗J[n]. (5.2.7)
Damit folgt bei zusa¨tzlicher Beru¨cksichtigung der Definition von en,m bzw. En,m dann
J − (1− |w|2)J [en,m(w)]J[n][en,m(w)]∗ = J − (1− |w|2)[en,m(w)][en,m(w)]∗J
=
1− (1− |w|2) n∑
j=0
|w|2j
 J =
1− n∑
j=0
|w|2j +
n∑
j=0
|w|2(j+1)
 J
= |w|2(n+1)J (5.2.8)
bzw. analog
J − (1− |w|2)J [En,m(w)]∗J[n][En,m(w)] = |w|2(n+1)J. (5.2.9)
(a1) Nach Bemerkung A.8.1 ist BJ eine 2m–reihige Signaturmatrix, womit B∗J = BJ erfu¨llt ist.
Weiterhin liefert Bemerkung A.8.1 die Beziehung BJjmmBJ = J, wobei J := diag(J,−J),
und so erhalten wir bei zusa¨tzlicher Beru¨cksichtigung von J∗ = J dann
V (w) = A(w)jmm[A(w)]∗ = diag(J, J)D
[z]
n,J(w)BJjmm
[
diag(J, J)D[z]n,J(w)BJ
]∗
= diag(J, J)D[z]n,J(w)BJjmmBJ
[
D
[z]
n,J(w)
]∗
diag(J, J)
= diag(J, J)D[z]n,J(w)J

[
D
[z]
n,J(w)
]∗
diag(J, J). (5.2.10)
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Es sei
D
[z]
n,J(w)J

[
D
[z]
n,J(w)
]∗
=
(
D˜11(w) D˜12(w)
D˜21(w) D˜22(w)
)
die Blockzerlegung von D[z]n,J(w)J

[
D
[z]
n,J(w)
]∗
in m×m–Blo¨cke. Mittels Teil (a) von Satz
4.3.6 erhalten wir dann
D˜11(w) = J − (1− |w|2)[en,m(w)]P−1n,J [en,m(w)]∗
und
D˜12(w) = −(1− |w|2)[en,m(w)]P−1n,JSn[en,m(w)]∗
sowie
D˜21(w) = −(1− |w|2)[en,m(w)]S∗nP−1n,J [en,m(w)]∗
und
D˜22(w) = −
(
J + (1− |w|2)[en,m(w)]S∗nP−1n,JSn[en,m(w)]∗
)
.
Wegen (5.2.10), J2 = Im und (5.2.6) ergibt sich damit schließlich
V11(w) = JD˜11(w)J = J − (1− |w|2)J [en,m(w)]P−1n,J [en,m(w)]∗J
= J − (1− |w|2)[en,m(w)]J[n]P−1n,JJ[n][en,m(w)]∗
und analog auch die behaupteten Darstellungen von V12(w) sowie V21(w) und V22(w).
(a2) Nach Teil (b1) von Satz 1.1.3 gilt
P−1n,JSnJ[n] = J[n]SnQ
−1
n,J bzw. J[n]S
∗
nP
−1
n,J = Q
−1
n,JS
∗
nJ[n]. (5.2.11)
Hiermit folgt aus (a1) bei zusa¨tzlicher Beachtung von J2[n] = I(n+1)m nun
V12(w) = −(1− |w|2)[en,m(w)]J[n]P−1n,JSnJ[n][en,m(w)]∗
= −(1− |w|2)[en,m(w)]SnQ−1n,J [en,m(w)]∗
bzw. analog
V21(w) = −(1− |w|2)[en,m(w)]Q−1n,JS∗n[en,m(w)]∗.
Weiterhin erhalten wir aus Teil (b2) von Satz 1.1.3 sowie (5.2.8) zudem
J + (1− |w|2)[en,m(w)]J[n]S∗nP−1n,JSnJ[n][en,m(w)]∗
= J + (1− |w|2)[en,m(w)]
(
Q−1n,J − J[n]
)
[en,m(w)]∗
= J + (1− |w|2)[en,m(w)]Q−1n,J [en,m(w)]∗ − (1− |w|2)[en,m(w)]J[n][en,m(w)]∗
= |w|2(n+1)J + (1− |w|2)[en,m(w)]Q−1n,J [en,m(w)]∗ (5.2.12)
und damit aus (a1) auch unmittelbar die behauptete Darstellung von V22(w).
(b) Als 2m–reihige Signaturmatrix ist BJ insbesondere regula¨r. Weiterhin ist aufgrund der
Wahl von J zudem diag(J, J) sowie nach Teil (a2) von Satz 4.3.5 aufgrund der Wahl von w
auch D[z]n,J(w) eine regula¨re Matrix. Insgesamt ergibt sich damit detA(w) 6= 0.
(b1) Als 2m–reihige Signaturmatrix erfu¨llt BJ die Beziehungen B∗J = BJ und B−1J = BJ .
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Weiterhin liefert Bemerkung A.8.1 die Beziehung BJjmmBJ = J und so erhalten wir bei
zusa¨tzlicher Beru¨cksichtigung von J∗ = J und J−1 = J dann
W (w) = [A(w)]−∗jmm[A(w)]−1
=
[
diag(J, J)D[z]n,J(w)BJ
]−∗
jmm
[
diag(J, J)D[z]n,J(w)BJ
]−1
= diag(J, J)[D[z]n,J(w)]
−∗BJjmmBJ [D[z]n,J(w)]−1diag(J, J)
= diag(J, J)[D[z]n,J(w)]
−∗J[D[z]n,J(w)]
−1diag(J, J). (5.2.13)
Nach Teil (b) von Folgerung 4.4.1 gilt
[D[z]n,J(w)]
−1 = −(wz)n+1Um,m[B[z]n,J(w)]−1Um,m, (5.2.14)
wobei B[z]n,J das zu (Aj)
n
j=0 und J geho¨rige z–normierte linke Dubovojsche Matrixpolynom
bezeichnet und die Matrix Um,m gegeben ist durch Um,m :=
(
0m×m Im
− Im 0m×m
)
. Aus der
Definition dieser Matrix folgt unmittelbar U∗m,m = −Um,m und so ergibt sich aus (5.2.14)
dann
[D[z]n,J(w)]
−∗ =
[
−(wz)−(n+1)Um,m[B[z]n,J(w)]Um,m
]∗
= −(wz)−(n+1)Um,m[B[z]n,J(w)]∗Um,m.
(5.2.15)
Weiterhin ergibt sich Um,mJUm,m = J und hiermit folgt aus (5.2.13), (5.2.15) und (5.2.14)
bei zusa¨tzlicher Beru¨cksichtigung von |z|2 = 1 dann
W (w) = diag(J, J)[D[z]n,J(w)]
−∗J[D[z]n,J(w)]
−1diag(J, J)
= |zw|−2(n+1)diag(J, J)Um,m[B[z]n,J(w)]∗Um,mJUm,m[B[z]n,J(w)]Um,mdiag(J, J)
= |w|−2(n+1)diag(J, J)Um,m[B[z]n,J(w)]∗J[B[z]n,J(w)]Um,mdiag(J, J).
(5.2.16)
Es sei
[B[z]n,J(w)]
∗J[B[z]n,J(w)] =
(
B˜11(w) B˜12(w)
B˜21(w) B˜22(w)
)
die Blockzerlegung von [B[z]n,J(w)]
∗J[B[z]n,J(w)] in m×m–Blo¨cke. Aus (5.2.16) ergibt sich dann
W (w) = |w|−2(n+1)diag(J, J)Um,m[B[z]n,J(w)]∗J[B[z]n,J(w)]Um,mdiag(J, J)
= −|w|−2(n+1)
(
0m×m J
− J 0m×m
)(
B˜11(w) B˜12(w)
B˜21(w) B˜22(w)
)(
0m×m J
− J 0m×m
)
= |w|−2(n+1)
(
−JB˜22(w)J JB˜21(w)J
JB˜12(w)J −JB˜11(w)J
)
. (5.2.17)
Aus Teil (b) von Satz 4.3.6 erhalten wir
B˜11(w) = J − (1− |w|2)[En,m(w)]∗Q−1n,J [En,m(w)]
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und
B˜12(w) = −(1− |w|2)[En,m(w)]∗Q−1n,JS∗n[En,m(w)]
sowie
B˜21(w) = −(1− |w|2)[En,m(w)]∗SnQ−1n,J [En,m(w)]
und
B˜22(w) = −
(
J + (1− |w|2)[En,m(w)]∗SnQ−1n,JS∗n[En,m(w)]
)
.
Beru¨cksichtigen wir nun noch J2 = Im und (5.2.7), so erhalten wir aus (5.2.17) schließlich
W11(w) = −|w|−2(n+1)JB˜22(w)J
= |w|−2(n+1)
(
J + (1− |w|2)J [En,m(w)]∗SnQ−1n,JS∗n[En,m(w)]J
)
= |w|−2(n+1)
(
J + (1− |w|2)[En,m(w)]∗J[n]SnQ−1n,JS∗nJ[n][En,m(w)]
)
und analog auch die behaupteten Darstellungen von W12(w) sowie W21(w) und W22(w).
(b2) Analog wie im Beweis von (a2) folgt aus (b1) und dem Teil (b1) von Satz 1.1.3 die
behauptete Darstellung von W12(w) sowie W21(w). Weiterhin erhalten wir aus Teil (b2) von
Satz 1.1.3 sowie (5.2.9) zudem
J + (1− |w|2)[En,m(w)]∗J[n]SnQ−1n,JS∗nJ[n][En,m(w)]
= J + (1− |w|2)[En,m(w)]∗
(
P−1n,J − J[n]
)
[En,m(w)]
= J + (1− |w|2)[En,m(w)]∗P−1n,J [En,m(w)]− (1− |w|2)[En,m(w)]∗J[n][En,m(w)]
= |w|2(n+1)J + (1− |w|2)[En,m(w)]∗P−1n,J [En,m(w)] (5.2.18)
und damit aus (b1) auch unmittelbar die behauptete Darstellung von W11(w).
Es folgt nun die Realisierung der im Vorfeld von Lemma 5.2.1 formulierten Zielstellung.
Satz 5.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Fu¨r w ∈ D gelten dann folgende Aussagen:
(a) Es sei A(w) := diag(J, J)D[z]n,J(w)BJ , wobei z ∈ T und D[z]n,J das zu (Aj)nj=0 und J
geho¨rige z–normierte rechte Dubovojsche Matrixpolynom sowie BJ die zu J geho¨rige
linke PG-Matrix bezeichne. Weiterhin sei A(w) =
(
A11(w) A12(w)
A21(w) A22(w)
)
die Blockzer-
legung von A in m×m–Blo¨cke. Dann sind folgende Aussagen a¨quivalent:
(i) Jede Funktion f ∈ PJ,0[D, (Aj)nj=0] ist holomorph in w.
(ii) Es gelten det[A22(w)] 6= 0 und [A22(w)]−1[A21(w)] ∈ Dm×m.
(b) Es sei (i) erfu¨llt. Weiterhin sei J[n] := diagn(J) und es bezeichne Sn die zu (Aj)nj=0
geho¨rige Abschnittsmatrix sowie Qn,J bzw. Pn,J die zu (Aj)nj=0 geho¨rige rechte bzw.
linke J–Form, welche nach Teil (b) von Satz 1.1.1 insbesondere regula¨r ist. Es sei
Φn,J(w) := J + (1− |w|2)[En,m(w)]∗J[n]SnQ−1n,JS∗nJ[n][En,m(w)]
bzw.
Ψn,J(w) := J + (1− |w|2)[en,m(w)]J[n]S∗nP−1n,JSnJ[n][en,m(w)]∗.
Dann gilt:
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(b1) Es gilt
Φn,J(w) = |w|2(n+1)J + (1− |w|2)[En,m(w)]∗P−1n,J [En,m(w)]
bzw.
Ψn,J(w) = |w|2(n+1)J + (1− |w|2)[en,m(w)]Q−1n,J [en,m(w)]∗.
(b2) Es sind Φn,J(w) und Ψn,J(w) Matrizen aus Cm×m> und es gilt
{f(w) : f ∈ PJ,0[D, (Aj)nj=0]} = K
(
Mn,J(w); |w|n+1
√
Ln,J(w),
√
Rn,J(w)
)
,
wobei
Mn,J(w) := (1− |w|2)[Φn,J(w)]−1[En,m(w)]∗P−1n,JSn[En,m(w)]
sowie
Ln,J(w) := [Φn,J(w)]−1 und Rn,J(w) := [Ψn,J(w)]−1.
Weiterhin gilt
Mn,J(w)
= (1− |w|2)[Φn,J(w)]−1[En,m(w)]∗J[n]SnQ−1n,JJ[n][En,m(w)]
= (1− |w|2)[en,m(w)]J[n]P−1n,JSnJ[n][en,m(w)]∗[Ψn,J(w)]−1
= (1− |w|2)[en,m(w)]SnQ−1n,J [en,m(w)]∗[Ψn,J(w)]−1.
BEWEIS. (a) Ist det[A22(w)] 6= 0, so ergibt sich fu¨r jedes S ∈ Sm×m(D) die Beziehung
det(A21(w)S(w) +A22(w)) = det
[
A22(w)
(
[A22(w)]−1A21(w)S(w) + Im
)]
= det[A22(w)] · det
(
[A22(w)]−1A21(w)S(w) + Im
)
. (5.2.19)
Sei nun zuna¨chst (i) erfu¨llt. Nach Satz 5.2.2 gilt fu¨r alle S ∈ Sm×m(D) dann
det(A21(w)S(w) +A22(w)) 6= 0. (5.2.20)
Wa¨hlen wir damit speziell ein S ∈ Sm×m(D) mit S(w) = 0m×m, so folgt hieraus dann
detA22(w) 6= 0. Es sei angenommen, dass [A22(w)]−1A21(w) keine streng kontraktive Ma-
trix ist, d.h. es ist
c := ‖[A22(w)]−1A21(w)‖ ≥ 1.
Damit existieren nach der Singula¨ren-Werte-Zerlegung Matrizen U, V ∈ Tm×m und eine Dia-
gonalmatrix D ∈ C(m−1)×(m−1), so dass
[A22(w)]−1[A21(w)] = U∗diag(c,D)V.
Wa¨hlen wir nun speziell ein S ∈ Sm×m(D) mit S(w) = −1cV ∗U , so ergibt sich aus
det[A22(w)] 6= 0 und (5.2.19) dann
det(A21(w)S(w) +A22(w)) = det[A22(w)] · det
(
[A22(w)]−1A21(w)S(w) + Im
)
= det[A22(w)] · det
(
−1
c
U∗diag(c,D)V V ∗U + Im
)
= det[A22(w)] · det
[
U∗
(
Im − U∗diag
(
1,
1
c
D
))
U
]
= det[A22(w)] · det
[
diag
(
0, Im−1 − 1
c
D
)]
= 0,
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was jedoch im Widerspruch zu (5.2.20) steht. Damit ist die Annahme falsch und es gilt (ii).
Es sei nun (ii) erfu¨llt. Da fu¨r jedes S ∈ Sm×m(D) die Matrix S(w) kontraktiv ist, folgt aus
(ii) dann [A22(w)]−1A21(w)S(w) ∈ Dm×m. Hieraus ergibt sich fu¨r alle S ∈ Sm×m(D) nun
det
(
[A22(w)]−1A21(w)S(w) + Im
) 6= 0,
womit wegen detA22(w) 6= 0 und (5.2.19) dann auch
det(A21(w)S(w) +A22(w)) 6= 0
erfu¨llt ist. Mittels Satz 5.2.2 ergibt sich damit schließlich (i), womit die A¨quivalenz von (i)
und (ii) bewiesen wurde.
(b1) Die Behauptung von (b1) ergibt sich unmittelbar aus der Definition von Φn,J(w) sowie
Ψn,J(w) und aus der im Beweis von Lemma 5.2.2 erhaltenen Identita¨t (5.2.12) sowie (5.2.18).
(b2) Sei zuna¨chst w = 0. Es bezeichne Ln+1,J bzw. Rn+1,J das zu (Aj)nj=0 und J geho¨rige
linke bzw. rechte Schurkomplement. Aufgrund der Wahl der Folge (Aj)nj=0 gilt nach Teil (b)
von Satz 1.1.5 dann
Ln+1,J ∈ Cm×m> bzw. Rn+1,J ∈ Cm×m> . (5.2.21)
Mit Hilfe der Definition der beteiligten Gro¨ßen im Fall n = 0 bzw. mit Hilfe von Teil (a2)
bzw. (b2) von Lemma 3.1.1 und Bemerkung A.3.2 im Fall n ∈ N, lassen sich die Beziehungen
[En,m(0)]∗P−1n,J [En,m(0)] = L−1n+1,J und [En,m(0)]∗P−1n,JSn[En,m(0)] = L−1n+1,JA0
bzw.
[en,m(0)]Q−1n,J [en,m(0)]
∗ = R−1n+1,J und [en,m(0)]SnQ
−1
n,J [en,m(0)]
∗ = A0R−1n+1,J
zeigen. Mittels (b1) ergibt sich dann
Φn,J(0) = [En,m(0)]∗P−1n,J [En,m(0)] = L−1n+1,J
sowie
Ψn,J(0) = [en,m(0)]Q−1n,J [en,m(0)]
∗ = R−1n+1,J ,
womit wegen (5.2.21) die Beziehung Φn,J(0) ∈ Cm×m> bzw. Ψn,J(0) ∈ Cm×m> folgt. Damit ist
Φn,J(0) bzw. Ψn,J(0) insbesondere regula¨r und wir erhalten zudem
Mn,J(0) = [Φn,J(0)]−1[En,m(0)]∗P−1n,JSn[En,m(0)] = Ln+1,JL−1n+1,JA0 = A0.
Hieraus folgt nun
{f(0) : f ∈ PJ,0[D, (Aj)nj=0]} = {A0} = {Mn,J(0)}
=
{
Mn,J(0) + |0|2(n+1)Ln,J(0)XRn,J(0) : X ∈ Km×m
}
= K
(
Mn,J(0); |0|2(n+1)
√
Ln,J(0),
√
Rn,J(0)
)
,
womit die Behauptung von (b2) fu¨r den Fall w = 0 bewiesen wurde.
Sei nun w 6= 0. Nach Teil (b) von Lemma 5.2.2 ist dann detA(w) 6= 0 und aus (a) folgt zudem
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det[A22(w)] 6= 0 sowie [A22(w)]−1[A21(w)] ∈ Dm×m. Damit ist Lemma 5.2.1 anwendbar und so
setzen wir V (w) := [A(w)]jmm[A(w)]∗ bzw. W (w) := [A(w)]−∗jmm[A(w)]−1 und betrachten
die Blockzerlegung V (w) =
(
V11(w) V12(w)
V21(w) V22(w)
)
bzw. W (w) =
(
W11(w) W12(w)
W21(w) W22(w)
)
von
V (w) bzw. W (w) in m×m–Blo¨cke. Nach Teil (a) von Lemma 5.2.1 sind die Matrizen W11(w)
und V22(w) regula¨r und Teil (b) von Lemma 5.2.1 liefert
[W11(w)]−1 ∈ Cm×m> bzw. − [V22(w)]−1 ∈ Cm×m> (5.2.22)
sowie
S(m,m)A(w) (Km×m) = K
(
−[W11(w)]−1W12(w);
√
[W11(w)]−1;
√
−[V22(w)]−1
)
. (5.2.23)
Beachten wir die Definition der beteiligten Gro¨ßen, so liefert Teil (b1) bzw. (c1) von Lemma
5.2.2 die Beziehung
W11(w) = |w|−2(n+1)Φn,J(w) bzw. V22(w) = −Ψn,J(w) (5.2.24)
und aus Teil (b2) von Lemma 5.2.2 folgt zudem
W12(w) = −|w|−2(n+1)(1− |w|2)[En,m(w)]∗P−1n,JSn[En,m(w)]∗. (5.2.25)
Aus (5.2.22) und (5.2.24) folgt nun
Φn,J(w) ∈ Cm×m> bzw. Ψn,J(w) ∈ Cm×m> .
Weiterhin erhalten wir aus (5.2.24) und (5.2.25) zudem
[W11(w)]−1 = |w|2(n+1)[Φn,J(w)]−1 = |w|2(n+1)Ln,J(w)
bzw.
−[V22(w)]−1 = [Ψn,J(w)]−1 = Rn,J(w)
sowie
−[W11(w)]−1W12(w) = (1− |w|2)[Φn,J(w)]−1[En,m(w)]∗P−1n,JSn[En,m(w)]∗ =Mn,J(w).
Wegen (5.2.23) ergibt sich hiermit nun
S(m,m)A(w) (Km×m) = K
(
−[W11(w)]−1W12(w);
√
[W11(w)]−1;
√
−[V22(w)]−1
)
= K
(
Mn,J(w); |w|n+1
√
Ln,J(w);
√
Rn,J(w)
)
. (5.2.26)
Da die Bedingung (i) erfu¨llt ist, liefert Satz 5.2.2 fu¨r alle S ∈ Sm×m(D) die Beziehung (5.2.20).
Insbesondere gilt damit fu¨r jedes K ∈ Km×m die Beziehung det(A21(w)K +A22(w)) 6= 0 und
wegen {S(w) : S ∈ Sm×m(D)} = Km×m ergibt sich mittels Satz 5.2.2 dann
{f(w) : f ∈ PJ,0[D, (Aj)nj=0]} =
{
S(m,m)A(w) (S(w)) : S ∈ Sm×m(D)
}
=
{
S(m,m)A(w) (K) : K ∈ Km×m
}
= S(m,m)A(w) (Km×m).
Zusammen mit (5.2.26) folgt hieraus schließlich die Behauptung von (b2).
Abschließend sei erwa¨hnt, dass in [51, Teil (a) von Proposition 4.3] die Existenz ei-
nes r > 0 gezeigt wurde, so dass fu¨r alle w ∈ D mit |w| < r jede Funktion f ∈
PJ,0[D, (Aj)nj=0] in w holomorph ist. Damit beschra¨nkt sich die in Satz 5.2.3 erhaltene
Weylsche-Matrizenkreisdarstellung nicht nur auf den Nullpunkt.
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5.3 Schrittweise Lo¨sung des J–Potapovproblems mittels Dubovojscher Ma-
trixpolynome
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N. Es sei (Aj)nj=0 eine strenge J–
Potapovfolge, welche SD–transformierbar ist (vgl. Abschnitt 4.6). In diesem Abschnitt wollen
wir die Ergebnisse aus Abschnitt 5.2 und 4.6 anwenden und das zu (Aj)nj=0 geho¨rige J–
Potapovproblem auf ein reduziertes J–Potapovproblem zuru¨ckfu¨hren, welches gerade durch
die zu (Aj)nj=0 geho¨rige SD–Transformierte (A
(1)
j )
n−1
j=0 gegeben ist. Dabei betrachten wir im
Folgenden nur die rechte Version. Die linke Version kann dazu leicht analog formuliert und
bewiesen werden.
Das folgende Resultat ist das Hauptergebnis dieses Abschnittes.
Satz 5.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N und (Aj)nj=0
eine strenge J–Potapovfolge, welche SD–transformierbar ist. Es bezeichne (A(1)j )
n−1
j=0 die zu
(Aj)nj=0 und J geho¨rige 1–te rechte SD–Transformierte. Unter Beachtung der Tatsache, dass
mit (Aj)nj=0 auch (Aj)
0
j=0 eine strenge J–Potapovfolge ist, bezeichne D
[1]
0,J das zu (Aj)
0
j=0 und
J geho¨rige 1–normierte rechte Dubovojsche Matrixpolynom sowie S(m,m)
diag(J,J)[D
[1]
0,J (w)]diag(J,J)
fu¨r
w ∈ D die durch diag(J, J)[D[1]0,J(w)]diag(J, J) bezu¨glich m und m erzeugte rechte gebro-
chenlineare Transformation von Matrizen. Fu¨r alle g ∈ PJ,0[D, (A(1)j )n−1j=0 ] gilt mit der Block-
unterteilung
(
a0 b0
c0 d0
)
:= diag(J, J)D[1]0,Jdiag(J, J) in m×m–Blo¨cke dann
Q̂g,A0 := {w ∈ Hg : det(c0(w)g(w) + d0(w)) 6= 0} 6= ∅
und so sei fu¨r g ∈ PJ,0[D, (A(1)j )n−1j=0 ] die Funktion fg : Q̂g,A0 → Cm×m definiert gema¨ß
fg(w) := S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)
(g(w)) , w ∈ Q̂g,A0 .
Dann ist fu¨r g ∈ PJ,0[D, (A(1)j )n−1j=0 ] die Funktion fg ∈ PJ,0[D, (Aj)nj=0] und umgekehrt existiert
fu¨r ein f ∈ PJ,0[D, (Aj)nj=0] eine eindeutig bestimmte Funktion g ∈ PJ,0[D, (A(1)j )n−1j=0 ], so dass
f = fg erfu¨llt ist. Damit gilt also insbesondere
PJ,0[D, (Aj)nj=0] =
{
fg : g ∈ PJ,0[D, (A(1)j )n−1j=0 ]
}
.
BEWEIS. Man beachte im Folgenden, dass nach Teil (b) von Satz 4.6.2 die Folge (A(1)j )
n−1
j=0
eine strenge J–Potapovfolge ist.
Es bezeichne D[1]n,J bzw. D
[1]
(A
(1)
j )
n−1
j=0 ,J
das zu (Aj)nj=0 bzw. (A
(1)
j )
n−1
j=0 und J geho¨rige 1–normierte
rechte Dubovojsche Matrixpolynom sowie BJ die zu J geho¨rige linke PG–Matrix. Mittels Teil
(b) von Satz 4.6.3 ergibt sich bei zusa¨tzlicher Beachtung von J2 = Im dann
diag(J, J)D[1]n,JBJ = diag(J, J)D[1]0,JD[1](A(1)j )n−1j=0 ,JBJ
=
[
diag(J, J)D[1]0,Jdiag(J, J)
] [
diag(J, J)D[1]
(A
(1)
j )
n−1
j=0 ,J
BJ
]
. (5.3.1)
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Fu¨r w ∈ D sei
S(m,m)
diag(J,J)
[
D
[1]
n,J (w)
]
BJ
bzw. S(m,m)
diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
die durch diag(J, J)
[
D
[1]
n,J(w)
]
BJ bzw. diag(J, J)
[
D
[1]
(A
(1)
j )
n−1
j=0 ,J
(w)
]
BJ bezu¨glich m und m
erzeugte rechte gebrochenlineare Transformation von Matrizen. Weiterhin sei fu¨r beliebige
S ∈ Sm×m(D) bei zugrunde liegender Blockzerlegung(
an bn
cn dn
)
:= diag(J, J)D[1]n,JBJ bzw.
(
a
(1)
n−1 b
(1)
n−1
c
(1)
n−1 d
(1)
n−1
)
:= diag(J, J)D[1]
(A
(1)
j )
n−1
j=0 ,J
BJ
(5.3.2)
in m×m–Blo¨cke die Menge Q[1]S,(Aj)nj=0 bzw. Q
[1]
S,(A
(1)
j )
n−1
j=0
definiert gema¨ß
Q[1]S,(Aj)nj=0 := {w ∈ D : det(cn(w)S(w) + dn(w)) 6= 0} (5.3.3)
bzw.
Q[1]
S,(A
(1)
j )
n−1
j=0
:=
{
w ∈ D : det(c(1)n−1(w)S(w) + d(1)n−1(w)) 6= 0
}
. (5.3.4)
Sei nun g ∈ PJ,0[D, (A(1)j )n−1j=0 ]. Nach Satz 5.2.2 existiert dann eine eindeutig bestimmte Funk-
tion S˜ ∈ Sm×m(D), so dass
Hg = Q[1]
S˜,(A
(1)
j )
n−1
j=0
und g(w) = S(m,m)
diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(S˜(w)) fu¨r w ∈ Hg
(5.3.5)
erfu¨llt sind. Insgesamt erhalten wir aus der Definition von Q̂g,A0 und aus (5.3.1)–(5.3.5) mittels
Teil (a1) von Satz A.7.2 dann
Q̂g,A0 = Q[1]S˜,(A(1)j )n−1j=0 ∩Q
[1]
S˜,(Aj)nj=0
. (5.3.6)
Wegen S˜ ∈ Sm×m(D) sind die Mengen Q[1]
S˜,(A
(1)
j )
n−1
j=0
und Q[1]
S˜,(Aj)nj=0
nach Satz 5.2.2 nichtleer,
womit sie aufgrund ihrer Definition insbesondere u¨berabza¨hlbar viele Elemente enthalten.
Damit folgt aus (5.3.6) dann
Q̂g,A0 6= ∅
und es handelt sich bei Q̂g,A0 ebenfalls um eine u¨berabza¨hlbare Menge.
Weiterhin folgt fu¨r w ∈ Q̂g,A0 aufgrund von (5.3.6), (5.3.5) und (5.3.1) mittels Teil (a2) von
Satz A.7.2 die Beziehung
fg(w) = S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)
(g(w))
= S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)
S(m,m)
diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(S˜(w))

= S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(S˜(w)) = S(m,m)
diag(J,J)
[
D
[1]
n,J (w)
]
BJ
(S˜(w)),
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womit nach Satz 5.2.2 nun
fg ∈ PJ,0[D, (Aj)nj=0]
erfu¨llt ist. Insbesondere folgt hieraus{
fg : g ∈ PJ,0[D, (A(1)j )n−1j=0 ]
}
⊆ PJ,0[D, (Aj)nj=0]. (5.3.7)
Sei nun umgekehrt f ∈ PJ,0[D, (Aj)nj=0]. Nach Satz 5.2.2 existiert dann eine eindeutig be-
stimmte Funktion Ŝ ∈ Sm×m(D), so dass
Hf = QŜ,(Aj)nj=0 und f(w) = S
(m,m)
diag(J,J)
[
D
[1]
(Aj)
n
j=0
,J
(w)
]
BJ
(Ŝ(w)) fu¨r w ∈ Hf (5.3.8)
erfu¨llt sind. Wenden wir nun erneut Satz 5.2.2 an, diesmal fu¨r Ŝ und die Folge (A(1)j )
n−1
j=0 , so
ist Q[1]
Ŝ,(A
(1)
j )
n−1
j=0
6= ∅ und die Funktion g
Ŝ
: Q[1]
S,(A
(1)
j )
n−1
j=0
→ Cm×m, welche gema¨ß
g
Ŝ
(w) := S(m,m)
diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(
Ŝ(w)
)
, w ∈ Q[1]
Ŝ,(A
(1)
j )
n−1
j=0
definiert ist, erfu¨llt die Beziehungen
g
Ŝ
∈ PJ,0[D, (A(1)j )n−1j=0 ] und HgŜ = Q
[1]
Ŝ,(A
(1)
j )
n−1
j=0
. (5.3.9)
Fu¨r
w ∈ Q̂g
Ŝ
,A0 = Q[1]Ŝ,(A(1)j )n−1j=0 ∩Q
[1]
Ŝ,(Aj)nj=0
= Hg
Ŝ
∩Hf
folgt aus (5.3.8), (5.3.1) und (5.3.9) mittels Teil (a2) von Satz A.7.2 nun
f(w) = S(m,m)
diag(J,J)
[
D
[1]
n,J (w)
]
BJ
(Ŝ(w))
= S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(Ŝ(w))
= S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)
S(m,m)
diag(J,J)
[
D
[1]
(A
(1)
j
)n−1
j=0
,J
(w)
]
BJ
(Ŝ(w))

= S(m,m)
diag(J,J)
[
D
[1]
0,J (w)
]
diag(J,J)
(
g
Ŝ
(w)
)
= fg
Ŝ
(w)
und damit f = fg
Ŝ
. Insbesondere folgt hieraus
PJ,0[D, (Aj)nj=0] ⊆
{
fg : g ∈ PJ,0[D, (A(1)j )n−1j=0 ]
}
und zusammen mit (5.3.7) schließlich
PJ,0[D, (Aj)nj=0] =
{
fg : g ∈ PJ,0[D, (A(1)j )n−1j=0 ]
}
.
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6 Fundamentale Matrixungleichungen fu¨r Stein–Tripel als
Abstraktion des J–Potapovproblems
6.1 Fundamentale Matrixungleichungen fu¨r das J–Potapovproblem
Dieser Abschnitt bescha¨ftigt sich mit der Herleitung der sogenannten fundamentalen Matrix-
ungleichungen fu¨r das J–Potapovproblem. Es war V.P. Potapov, der fu¨r spezielle Signatur-
matrizen J das J–Potapovproblem auf ein Problem der Lo¨sung einer fundamentalen Matri-
xungleichung zuru¨ckfu¨hrte. Hierbei wurde der Begriff fundamental gewa¨hlt, da eine solche
Ungleichung alle Informationen u¨ber das zugrunde liegende Problem entha¨lt.
In diesem Abschnitt wollen wir nun die fundamentale Matrixungleichung des J–Potapov-
problems fu¨r beliebige Signaturmatrizen J herleiten. Um dieses Ziel zu erreichen, werden
wir das J–Potapovproblem mittels der Potapov-Ginzburg-Transformation auf den Schurfall
zuru¨ckfu¨hren und anschließend die fundamentale Matrixungleichung des Schurproblems ver-
wenden. Zur Vorbereitung stellen wir zuna¨chst dafu¨r einige Wechselbeziehungen zwischen
J–Potapovfolgen bzw. J–Potapovfunktionen und deren Potapov-Ginzburg-Transformierten
bereit.
Lemma 6.1.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J) und
QJ := 12(Im−J). Weiter sei n ∈ N0 sowie PJ[n] := 12(Im+J[n]) und QJ[n] := 12(Im−J[n]). Es sei
(Aj)nj=0 eine J–Potapovfolge sowie (Bj)
n
j=0 die nach Teil (a) von Satz 1.3.3 wohldefinierte J–
PG–Transformierte von (Aj)nj=0 und es bezeichne S
(A)
n bzw. S
(B)
n die zu (Aj)nj=0 bzw. (Bj)
n
j=0
geho¨rige Abschnittsmatrix. Weiterhin sei f ∈ PJ(D) sowie g die nach Teil (a) von Satz 1.4.4
wohldefinierte J–PG-Transformierte von f . Dann gelten folgende Aussagen:
(a) Es gilt det
(
S
(A)
n QJ[n] − PJ[n]
)
6= 0 sowie fu¨r alle w ∈ Hf zudem det(f(w)QJ −PJ) 6= 0.
(b) Fu¨r w ∈ Hf gilt
Im − g(w)[g(w)]∗ = (f(w)QJ − PJ)−1 (J − f(w)J [f(w)]∗) (f(w)QJ − PJ)−∗ .
sowie
en,m(w)− g(w)en,m(w)[S(B)n ]∗
= (f(w)QJ − PJ)−1
[
Jen,m(w)− f(w)Jen,m(w)[S(A)n ]∗
] (
S(A)n QJ[n] − PJ[n]
)−∗
.
(c) Seien w ∈ Hf und
D(A,f,J)(w)
:=
(
P
(A)
n,J [en,m(w)]
∗J − S(A)n [en,m(w)]∗J [f(w)]∗
Jen,m(w)− f(w)Jen,m(w)[S(A)n ]∗ 11−ww (J − f(w)J [f(w)]∗)
)
(6.1.1)
sowie
D(B,g)(w)
:=
(
P
(B)
n [en,m(w)]∗ − S(B)n [en,m(w)]∗[g(w)]∗
en,m(w)− g(w)en,m(w)[S(B)n ]∗ 11−ww (Im − g(w)[g(w)]∗)
)
,
(6.1.2)
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wobei P (A)n,J die zu (Aj)
n
j=0 geho¨rige J–Form sowie P
(B)
n die zu (Bj)nj=0 geho¨rige Im–
Form bezeichne. Weiterhin sei unter Beru¨cksichtigung von (a) die Matrix E(w) gegeben
durch
E(w) :=
( (
S
(A)
n QJ[n] − PJ[n]
)−1
0(n+1)m×m
0m×(n+1)m (f(w)QJ − PJ)−1
)
.
Dann gelten folgende Aussagen:
(c1) Es ist D(B,g)(w) = E(w)D(A,f,J)(w)[E(w)]∗ und det[E(w)] 6= 0.
(c2) Es ist D(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥ genau dann erfu¨llt, wenn die Beziehung
D(B,g)(w) ∈ C(n+2)m×(n+2)m≥ besteht.
BEWEIS. (a) Nach Teil (a) von Satz 1.3.3 gilt det(QJA0 + PJ) 6= 0 und so liefert Teil (a)
von Satz 1.3.4 die Regularita¨t der Matrix S(A)n QJ[n] − PJ[n] . Weiterhin folgt aus f ∈ PJ(D)
mittels Teil (a) von Satz 1.4.4 fu¨r alle w ∈ Hf die Beziehung det(QJf(w) + PJ) 6= 0, womit
nach Bemerkung 1.4.5 dann auch fu¨r alle w ∈ Hf die Beziehung det(f(w)QJ − PJ) 6= 0 gilt.
(b) Sei w ∈ Hf . Aus der Definition von PJ , QJ , PJ[n] und QJ[n] sowie aus J∗ = J folgt
P ∗J = PJ , Q
∗
J = QJ , P
∗
J[n]
= PJ[n] und Q
∗
J[n]
= QJ[n] . (6.1.3)
Weiterhin ergeben sich die Beziehungen
P 2J = PJ , Q
2
J = QJ , PJQJ = QJPJ = 0m×m und PJ −QJ = J (6.1.4)
sowie mittels Bemerkung A.4.10 bei Beachtung von PJ[n] = diagn+1(PJ) und QJ[n] =
diagn+1(QJ) zudem
en,m(w)PJ[n] = PJen,m(w) und en,m(w)QJ[n] = QJen,m(w). (6.1.5)
Da g die J–PG-Transformierte von f ist, gilt nach Bemerkung 1.4.5 die Beziehung
g(w) = (f(w)QJ − PJ)−1 (QJ − f(w)PJ) . (6.1.6)
Hieraus folgt mittels (6.1.3) und (6.1.4) dann
Im − g(w)[g(w)]∗
= Im − (f(w)QJ − PJ)−1 (QJ − f(w)PJ) (QJ − f(w)PJ)∗ (f(w)QJ − PJ)−∗
= (f(w)QJ − PJ)−1 [(f(w)QJ − PJ) (f(w)QJ − PJ)∗ − (QJ − f(w)PJ) (QJ − f(w)PJ)∗]
· (f(w)QJ − PJ)−∗
= (f(w)QJ − PJ)−1 [f(w)(QJ − PJ)[f(w)]∗ + PJ −QJ ] (f(w)QJ − PJ)−∗
= (f(w)QJ − PJ)−1 (J − f(w)J [f(w)]∗) (f(w)QJ − PJ)−∗ .
Weiterhin ergibt sich aus der nach Teil (b) von Satz 1.3.4 geltenden Beziehung
S(B)n =
(
S(A)n QJ[n] − PJ[n]
)−1 (
QJ[n] − S(A)n PJ[n]
)
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und aus (6.1.6) mittels (6.1.3)–(6.1.5) auch
en,m(w)− g(w)en,m(w)[S(B)n ]∗
= en,m(w)− (f(w)QJ − PJ)−1 (QJ − f(w)PJ) en,m(w)
·
(
QJ[n] − S(A)n PJ[n]
)∗ (
S(A)n QJ[n] − PJ[n]
)−∗
= (f(w)QJ − PJ)−1
[
(f(w)QJ − PJ) en,m(w)
(
S(A)n QJ[n] − PJ[n]
)∗
− (QJ − f(w)PJ) en,m(w)
(
QJ[n] − S(A)n PJ[n]
)∗] (
S(A)n QJ[n] − PJ[n]
)−∗
= (f(w)QJ − PJ)−1
[
(f(w)QJ − PJ)
(
QJen,m(w)[S(A)n ]
∗ − PJen,m(w)
)
− (QJ − f(w)PJ)
(
−PJen,m(w)[S(A)n ]∗ +QJen,m(w)
)](
S(A)n QJ[n] − PJ[n]
)−∗
= (f(w)QJ − PJ)−1
[
f(w)(QJ − PJ)en,m(w)[S(A)n ]∗ + (PJ −QJ)en,m(w)
]
·
(
S(A)n QJ[n] − PJ[n]
)−∗
= (f(w)QJ − PJ)−1
[
Jen,m(w)− f(w)Jen,m(w)[S(A)n ]∗
] (
S(A)n QJ[n] − PJ[n]
)−∗
.
(c1) Aus Teil (c) von Satz 1.3.4 und aus (b) ergibt sich unmittelbar D(B,g)(w) =
E(w)D(A,f,J)(w)[E(w)]∗. Weiterhin ist wegen (a) die Beziehung det[E(w)] 6= 0 offensicht-
lich.
(c2) Die Behauptung von (c2) ist eine unmittelbare Konsequenz aus (c1).
Wie bereits in der Einleitung beschrieben, wollen wir die fundamentale Matrixungleichung
des J–Potapovproblems auf den Schurfall zuru¨ckfu¨hren. Dazu formulieren wir zuna¨chst dieses
aus der Literatur bekannte Resultat fu¨r das Schurproblem (vgl. [36, Theorem 5.2.1]).
Satz 6.1.1. Seien m ∈ N, n ∈ N0 und (Bj)nj=0 eine Folge aus Cm×m. Es sei g : D→ Cm×m
eine holomorphe Matrixfunktion und fu¨r w ∈ D die Matrix D(B,g)(w) definiert gema¨ß (6.1.2).
Dann ist g ∈ Sm×m[D, (Bj)nj=0] genau dann, wenn fu¨r alle w ∈ D die Beziehung D(B,g)(w) ∈
C(n+2)m×(n+2)m≥ erfu¨llt ist.
Wir formulieren nun das Hauptresultat dieses Abschnittes.
Satz 6.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es sei f ∈M(0)m×m(D) und fu¨r w ∈ Hf die Matrix D(A,f,J)(w) definiert
gema¨ß (6.1.1). Dann ist f ∈ PJ,0[D, (Aj)nj=0] genau dann, wenn fu¨r alle w ∈ Hf die Beziehung
D(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥ erfu¨llt ist.
BEWEIS. Sei zuna¨chst f ∈ PJ,0[D, (Aj)nj=0]. Da dann insbesondere PJ,0[D, (Aj)nj=0] 6= ∅
erfu¨llt ist, ist nach Satz 1.4.2 die Folge (Aj)nj=0 eine J–Potapovfolge und so bezeichne (Bj)
n
j=0
die nach Teil (a) von Satz 1.3.3 wohldefinierte J–PG–Transformierte von (Aj)nj=0. Nach Teil
(a) von Folgerung 1.4.1 erfu¨llt dann die wohldefinierte J–PG–Transformierte g von f die
Beziehung g ∈ Sm×m[D, (Bj)nj=0]. Hieraus folgt mittels Satz 6.1.1 fu¨r alle w ∈ D und damit
auch fu¨r alle w ∈ Hf ⊆ D dann
D(B,g)(w) ∈ C(n+2)m×(n+2)m≥ ,
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wobei D(B,g)(w) gema¨ß (6.1.2) definiert sei. Damit gilt nach Teil (c2) von Lemma 6.1.1 fu¨r
alle w ∈ Hf schließlich
D(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥ . (6.1.7)
Wir wollen nun die Umkehrrichtung der Behauptung zeigen und gehen davon aus, daß (6.1.7)
fu¨r alle w ∈ Hf erfu¨llt ist. Dann folgen aus der genauen Gestalt von D(A,f,J)(w) mittels des
Satzes von Albert u¨ber die Nichtnegativita¨t von Blockmatrizen (vgl. Teil (a) von Satz A.2.2)
insbesondere
P
(A)
n,J ∈ C(n+1)m×(n+1)m≥ und fu¨r w ∈ Hf auch J − f(w)J [f(w)]∗ ∈ Cm×m≥ .
Nach Teil (a) von Satz 1.1.1 ist damit (Aj)nj=0 eine J–Potapovfolge und nach Definition 1.4.1
gilt zudem f ∈ PJ,0(D).
Es bleibt nun noch zu zeigen, dass die Folge (Aj)nj=0 gerade die ersten (n + 1)–Glieder der
Taylorkoeffizientenfolge von f in einer Umgebung von 0 ist. Es ist Lemma 6.1.1 anwendbar
und bezeichnet (Bj)nj=0 bzw. g die linke J–PG Transformierte von (Aj)
n
j=0 bzw. f , so folgt
mittels Teil (c2) von Lemma 6.1.1 fu¨r alle w ∈ Hf die Beziehung
D(B,g)(w) ∈ C(n+2)m×(n+2)m≥ . (6.1.8)
Sei nun w ∈ D\Hf . Dann existiert eine Folge (wn)n∈N in Hf mit limn→∞wn = w und da g
als J–PG Transformierte von f nach Teil (a) von Satz 1.4.4 eine m ×m-Schurfunktion und
damit auch stetig in D ist, ergibt sich
lim
n→∞D
(B,g)(wn) = D(B,g)(w).
Aus der Gu¨ltigkeit von (6.1.8) fu¨r die Folge (wn)n∈N ergibt sich hieraus nun, daß auch
D(B,g)(w) eine nichtnegativ hermitesche Matrix ist und so ist (6.1.8) fu¨r alle w ∈ D erfu¨llt.
Satz 6.1.1 liefert g ∈ Sm×m[D, (Bj)nj=0] und so entspricht (Bj)nj=0 den ersten (n+ 1)–Gliedern
der Taylorkoeffizientenfolge von g um 0. Damit enstpricht nun (Aj)nj=0 als J–PG Transfor-
mierte von (Bj)nj=0 auch den ersten (n + 1)–Gliedern der Taylorkoeffizientenfolge von der
J–PG Transformierten von g. Da dies gerade f ist, folgt schließlich f ∈ PJ,0[D, (Aj)nj=0].
Satz 6.1.2 besagt, dass alle Informationen u¨ber das J–Potapovproblem auch in der in diesem
Satz formulierten Matrixungleichung steckt. Die obere linke Blockmatrix in der Definition
der Matrix D(A,f,J)(w) entha¨lt alle Informationen u¨ber die gegebenen Daten (Aj)nj=0, denn
nach Teil (a) von Satz 1.1.1 ist die Ungleichung Pn,J ∈ C(n+1)m×(n+1)m≥ notwendig und hinrei-
chend dafu¨r, dass (Aj)nj=0 eine J–Potapovfolge ist und damit nach Satz 1.4.2 auch notwendig
und hinreichend fu¨r die Existenz einer Lo¨sung des J–Potapovproblems. Die untere rechte
Blockmatrix sorgt dafu¨r, dass die mo¨glichen Lo¨sungen auch tatsa¨chlich zur J–Potapovklasse
PJ,0(D) geho¨ren und die obere rechte Blockmatrix, welche auch der Adjungierten der unteren
linken Blockmatrix entspricht, ist verantwortlich dafu¨r, daß die Folge (Aj)nj=0 auch den ersten
(n+ 1)–Gliedern der Taylorkoeffizientenfolge der mo¨glichen Lo¨sungen entspricht.
Die in Satz 6.1.2 definierte Matrix wird mit Hilfe der linken J–Form aufgebaut und so stellt
sich die Frage, ob nicht auch eine zu dieser fundamentalen Matrixungleichung duale Version
existiert. Grundlage zur Beantwortung dieser Frage ist folgendes Lemma.
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Lemma 6.1.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es sei f ∈ M(0)m×m(D) sowie w ∈ Hf und die Matrix B(A,f,J)(w)
definiert gema¨ß
B(A,f,J)(w)
:=
(
Q
(A)
n,J En,m(w)J − [S(A)n ]∗En,m(w)Jf(w)
J [En,m(w)]∗ − [f(w)]∗J [En,m(w)]∗S(A)n 11−ww (J − [f(w)]∗Jf(w))
)
,
(6.1.9)
wobei S(A)n die zu (Aj)nj=0 geho¨rige Abschnittsmatrix und Q
(A)
n,J die zu (Aj)
n
j=0 geho¨rige rechte
J–Form bezeichne. Bezeichnet f∨ die Spiegelung von f an der reellen Achse, so gilt w ∈ Hf∨
und es sei die Matrix D(A
∗,f∨,J)(w) definiert gema¨ß
D(A
∗,f∨,J)(w)
:=
(
P
(A∗)
n,J [en,m(w)]
∗J − S(A∗)n [en,m(w)]∗J [f∨(w)]∗
Jen,m(w)− f∨(w)Jen,m(w)[S(A
∗)
n ]∗ 11−ww (J − f∨(w)J [f∨(w)]∗)
)
,
(6.1.10)
wobei S(A
∗)
n die zu (A∗j )
n
j=0 geho¨rige Abschnittsmatrix sowie P
(A∗)
n,J die zu (A
∗
j )
n
j=0 geho¨rige
linke J–Form bezeichne. Dann gelten folgende Aussagen:
(a) Sei
J[n,m] :=

Im , falls n = 0 0m×m . . . Im... ... ...
Im . . . 0m×m
 , falls n ∈ N
sowie E :=
(
J[n,m] 0(n+1)m×m
0m×(n+1)m Im
)
. Dann gilt D(A
∗,f∨,J)(w) = E ·B(A,f,J)(w) ·E∗
sowie detE 6= 0.
(b) Es ist D(A
∗,f∨,J)(w) ∈ C(n+2)m×(n+2)m≥ genau dann, wenn B(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥
erfu¨llt ist.
BEWEIS. (a) Aus der Definition von J[n,m] folgen unmittelbar die Beziehungen
[J[n,m]]
∗ = J[n,m] und [J[n,m]]−1 = J[n,m].
Damit erhalten wir aus Teil (a) von Satz 1.1.2 und Bemerkung A.4.11 dann
Jen,m(w)− f∨(w)Jen,m(w)[S(A∗)n ]∗
= Jen,m(w)J − [f(w)]∗Jen,m(w)
[
J[n,m][S
(A)
n ]
∗J[n,m]
]∗
= Jen,m(w)J[n,m]J[n,m] − [f(w)]∗Jen,m(w)J[n,m]S(A)n J[n,m]
= JE∨n,m(w)J[n,m] − [f(w)]∗JE∨n,m(w)S(A)n J[n,m]
= J [En,m(w)]∗J[n,m] − [f(w)]∗J [En,m(w)]∗S(A)n J[n,m]
=
[
J [En,m(w)]∗ − [f(w)]∗J [En,m(w)]∗S(A)n
]
J[n,m],
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wobei E∨n,m die Spiegelung von En,m an der reellen Achse bezeichne. Weiterhin gilt nach Teil
(b) von Satz 1.1.2 die Beziehung
P
(A∗)
n,J = J[n,m]Q
(A)
n,JJ[n,m]
und aus all diesen Beziehungen und der Definition der beteiligten Matrizen folgt dann unmit-
telbar die Behauptung von (a).
(b) Die Behauptung von (b) ergibt sich sofort aus (a).
Es la¨sst sich nun die rechte Version der fundamentalen Matrixungleichung fu¨r das J–
Potapovproblem formulieren.
Satz 6.1.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es sei f ∈ M(0)m×m(D) und fu¨r w ∈ Hf sei die Matrix B(A,f,J)(w)
definiert gema¨ß (6.1.9). Dann ist f ∈ PJ,0[D, (Aj)nj=0] genau dann, wenn fu¨r alle w ∈ Hf die
Beziehung B(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥ erfu¨llt ist.
BEWEIS. Im Folgenden bezeichne f∨ die Spiegelung von f an der reellen Achse. Ist dann
w ∈ Hf so gilt w ∈ Hf∨ und es sei die Matrix D(A∗,f∨,J)(w) gegeben durch (6.1.10).
Nach Teil (b) von Lemma 6.1.2 ist B(A,f,J)(w) ∈ C(n+2)m×(n+2)m≥ fu¨r alle w ∈ Hf erfu¨llt genau
dann, wenn die Beziehung D(A
∗,f∨,J)(w) ∈ C(n+2)m×(n+2)m≥ fu¨r alle w ∈ Hf besteht. Wegen
Hf∨ = {w : w ∈ Hf} ist letzteres genau dann erfu¨llt, wenn D(A∗,f∨,J)(w) ∈ C(n+2)m×(n+2)m≥
fu¨r alle w ∈ Hf∨ . Da mit f auch f∨ zuM(0)m×m(D) geho¨rt, gilt D(A
∗,f∨,J)(w) ∈ C(n+2)m×(n+2)m≥
fu¨r alle w ∈ Hf∨ nach Satz 6.1.2 genau dann, wenn f∨ ∈ PJ,0[D, (A∗j )nj=0]. Nach Satz 1.4.3 ist
dies a¨quivalent zu f ∈ PJ,0[D, (Aj)nj=0] und die Behauptung ist gezeigt.
6.2 Fundamentale Matrixungleichungen fu¨r (J, r)–Stein-Tripel
Um die Lo¨sungen eines J–Potapovproblems genauer zu charakterisieren, wollen wir im fol-
genden Abschnitt allgemeinere fundamentale Matrixungleichungen betrachten, zu denen als
Spezialfall auch die fundamentalen Matrixungleichungen des J–Potapovproblems geho¨ren.
Die U¨berlegungen der Abschnitte 6.1 und 4.3 fu¨hren uns dabei zu folgender Problemstellung.
Fundamentale Matrixungleichung fu¨r (J, r)–Stein-Tripel:
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J := diag(J,−J). Es sei
[P, T,C] ein rechtes bzw. linkes (J, r)–Stein-Tripel und es sei C = (C1, C2) bzw. C =
(
C1
C2
)
die Unterteilung von C in r ×m–Blo¨cke bzw. m × r–Blo¨cke. Weiterhin bezeichne ρT die T–
Resolventenmenge sowie RT die T–Resolvente. Dann suchen wir die Menge PJ [R−[P, T,C],D]
bzw. PJ [L− [P, T,C],D] aller f ∈Mm×m(D), fu¨r welche die Beziehung
ER(w) ∈ C(r+m)×(r+m)≥ bzw. EL(w) ∈ C(r+m)×(r+m)≥
fu¨r alle w ∈ Hf ∩ (ρT )∨ erfu¨llt ist, wobei
ER(w) :=
(
P RT (w) (C1J − C2J [f(w)]∗)
(JC∗1 − f(w)JC∗2 ) [RT (w)]∗ 11−ww (J − f(w)J [f(w)]∗)
)
(6.2.1)
231
bzw.
EL(w) :=
(
P [RT (w)]∗ (C∗1J − C∗2Jf(w))
(JC1 − [f(w)]∗JC2)RT (w) 11−ww (J − [f(w)]∗Jf(w))
)
. (6.2.2)
Es folgt zuna¨chst eine leichte Beobachtung u¨ber die Gestalt der Matrix ER(w) bzw. EL(w).
Bemerkung 6.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J). Es sei [P, T,C] ein rechtes bzw. linkes (J, r)–Stein-Tripel und es bezeich-
ne ρT die T–Resolventenmenge sowie RT die T–Resolvente. Weiterhin sei f ∈Mm×m(D) und
fu¨r w ∈ Hf ∩ (ρT )∨ sei die Matrix ER(w) bzw. EL(w) definiert gema¨ß (6.2.1) bzw. (6.2.2).
Dann gilt fu¨r w ∈ Hf ∩ (ρT )∨ die Beziehung
ER(w) =
(
P RT (w)CJ(Im, f(w))∗
(Im, f(w))JC∗[RT (w)]∗ 11−ww (Im, f(w))J
(Im, f(w))∗
)
(6.2.3)
bzw.
EL(w) =
 P [RT (w)]∗C∗J ( Imf(w))(
Im
f(w)
)∗
JCRT (w) 11−ww
(
Im
f(w)
)∗
J
(
Im
f(w)
)  . (6.2.4)
BEWEIS. Sei w ∈ Hf ∩ (ρT )∨. Dann gilt
1
1− ww (Im, f(w))J
(Im, f(w))∗ =
1
1− ww (J,−f(w)J)
(
Im
[f(w)]∗
)
=
1
1− ww (J − f(w)J [f(w)]
∗)
sowie wegen C = (C1, C2) auch
RT (w)CJ(Im, f(w))∗ = RT (w)(C1, C2)diag(J,−J)
(
Im
[f(w)]∗
)
= RT (w)(C1J,−C2J)
(
Im
[f(w)]∗
)
= RT (w) (C1J − C2J [f(w)]∗)
und analog
(Im, f(w))JC∗[RT (w)]∗ = (JC∗1 − f(w)JC∗2 ) [RT (w)]∗.
Aus diesen Identita¨ten und (6.2.1) folgt nun unmittelbar die behauptete Gestalt der Matrix
ER(w). Analog la¨sst sich auch die behauptete Darstellung fu¨r EL(w) aus (6.2.2) beweisen.
Wir kommen nun zu einer genaueren Analyse der zu einem (J, r)–Stein–Tripel geho¨rigen
fundamentalen Matrixungleichung. Hierzu formulieren wir zuna¨chst einige leichte Beobach-
tungen.
Bemerkung 6.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J). Es sei [P, T,C] ein rechtes bzw. linkes (J, r)–Stein-Tripel, welches
kein nichtnegativ hermitesches und damit auch kein positiv hermitesches rechtes bzw. linkes
(J, r)–Stein-Tripel ist. Dann gilt
PJ [R− [P, T,C],D] = ∅ bzw. PJ [L− [P, T,C],D] = ∅.
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BEWEIS. Es bezeichne RT die T–Resolvente und es sei f ∈ Mm×m(D). Damit die gema¨ß
(6.2.1) bzw. (6.2.2) definierte Matrix ER(w) bzw. EL(w) fu¨r w ∈ Hf ∩ (ρT )∨ nichtnegativ
hermitesch ist, muss nach dem Satz von Albert u¨ber die Nichtnegativita¨t von Blockmatrizen
(vgl. Teil (a) von Satz A.2.2) die Beziehung P ∈ Cm×m≥ erfu¨llt sein. Da dies laut Voraussetzung
nicht erfu¨llt ist, geho¨rt ER(w) bzw. EL(w) fu¨r w ∈ Hf ∩ (ρT )∨ nicht zu C(r+m)×(r+m)≥ und
somit gilt
PJ [R− [P, T,C],D] = ∅ bzw. PJ [L− [P, T,C],D] = ∅.
Bemerkung 6.2.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J). Es sei [P, T,C] ein nichtnegativ hermitesches rechtes bzw. linkes (J, r)–
Stein-Tripel. Dann ist
PJ [R− [P, T,C],D] ⊆ PJ(D) bzw. PJ [L− [P, T,C],D] ⊆ PJ(D).
BEWEIS. Es bezeichne ρT die T–Resolventenmenge und es sei f eine Funktion aus PJ [R −
[P, T,C],D] bzw. PJ [L−[P, T,C],D]. Dann ist f eine in D meromorphe m×m–Matrixfunktion
und fu¨r alle w ∈ Hf ∩ (ρT )∨ ist die gema¨ß (6.2.1) bzw. (6.2.2) definierte Matrix ER(w) bzw.
EL(w) nichtnegativ hermitesch. Mittels des Satzes von Albert u¨ber die Nichtnegativita¨t von
Blockmatrizen (vgl. Teil (a) von Satz A.2.2) folgt hieraus fu¨r alle w ∈ Hf ∩(ρT )∨ insbesondere
1
1− ww (J − f(w)J [f(w)]
∗) ∈ Cm×m≥ bzw.
1
1− ww (J − [f(w)]
∗Jf(w)) ∈ Cm×m≥ ,
womit wegen 1− ww ∈ (0, 1] fu¨r alle w ∈ Hf ∩ (ρT )∨ zudem
J − f(w)J [f(w)]∗ ∈ Cm×m≥ bzw. J − [f(w)]∗Jf(w) ∈ Cm×m≥ (6.2.5)
erfu¨llt ist. Nach Bemerkung 4.1.1 ist die Menge C\ρT und damit auch C\(ρT )∨ endlich.
Existiert damit ein w ∈ Hf\ (Hf ∩ (ρT )∨), so existiert auch eine Folge (wn)n∈N ausHf∩(ρT )∨,
so daß limn→∞wn = w erfu¨llt ist. Aufgrund der Wahl der Folge (wn)n∈N ist fu¨r alle Elemente
dieser Folge die Beziehung (6.2.5) erfu¨llt. Hieraus ergibt sich dann durch Grenzu¨bergang
(6.2.5) auch fu¨r alle w ∈ Hf\ (Hf ∩ (ρT )∨), womit insgesamt (6.2.5) fu¨r alle w ∈ Hf gezeigt
wurde. Somit ist f eine J–kontraktive Funktion und es gilt f ∈ PJ(D).
Betrachten wir in Bemerkung 6.2.3 speziell J = Im, so ergibt sich folgende Bemerkung.
Bemerkung 6.2.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N. Unter
Beru¨cksichtigung der Tatsache, dass Im eine m–reihige Signaturmatrix ist und die Beziehung
(Im) = diag(Im,−Im) = jmm besteht, sei [P, T,C] ein nichtnegativ hermitesches rechtes bzw.
linkes (jmm, r)–Stein-Tripel. Dann gilt
PIm [R− [P, T,C],D] ⊆ Sm×m(D) bzw. PIm [L− [P, T,C],D] ⊆ Sm×m(D).
BEWEIS. Die Behauptung ergibt sich unmittelbar aus Bemerkung 6.2.3 und der nach Be-
merkung 1.4.1 gu¨ltigen Beziehung PIm(D) = Sm×m(D).
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Im Folgenden wollen wir nun das Wechselspiel zwischen Funktionen aus PJ [R − [P, T,C],D]
bzw. PJ [L− [P, T,C],D] und deren Potapov–Ginzburg–Transformierten genauer untersuchen.
Dafu¨r betrachten wir zuna¨chst folgende Vorbereitung.
Bemerkung 6.2.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J), jmm := diag(Im,−Im). Es sei P ∈ Cr×r, T ∈ Cr×r sowie C ∈ Cr×2m bzw.
C ∈ C2m×r und es bezeichne AJ sowie BJ die zu J geho¨rige rechte sowie linke PG–Matrix.
Dann gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist [P, T,C] ein rechtes bzw. linkes (J, r)–Stein-Tripel.
(ii) Es ist [P, T,CAJ ] bzw. [P, T,AJC] ein rechtes bzw. linkes (jmm, r)–Stein-Tripel.
(iii) Es ist [P, T,CBJ ] bzw. [P, T,BJC] ein rechtes bzw. linkes (jmm, r)–Stein-Tripel.
(b) Folgende Aussagen sind a¨quivalent:
(iv) Es ist [P, T,C] ein nichtnegativ hermitesches rechtes bzw. linkes (J, r)–Stein-
Tripel.
(v) Es ist [P, T,CAJ ] bzw. [P, T,AJC] ein nichtnegativ hermitesches rechtes bzw. linkes
(jmm, r)–Stein-Tripel.
(vi) Es ist [P, T,CBJ ] bzw. [P, T,BJC] ein nichtnegativ hermitesches rechtes bzw. linkes
(jmm, r)–Stein-Tripel.
(c) Folgende Aussagen sind a¨quivalent:
(vii) Es ist [P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel.
(viii) Es ist [P, T,CAJ ] bzw. [P, T,AJC] ein positiv hermitesches rechtes bzw. linkes
(jmm, r)–Stein-Tripel.
(ix) Es ist [P, T,CBJ ] bzw. [P, T,BJC] ein positiv hermitesches rechtes bzw. linkes
(jmm, r)–Stein-Tripel.
BEWEIS. (a) Nach Bemerkung A.8.1 ist AJ bzw. BJ eine 2m–reihige Signaturmatrix und es
gilt AJjm,mAJ = J sowie BJjm,mBJ = J. Damit folgt fu¨r C ∈ Cr×2m dann die Beziehung
CAJjm,m (CAJ)∗ = CAJjm,mAJC∗ = CJC∗
sowie
CBJjm,m (CBJ)∗ = CBJjm,mBJC∗ = CJC∗
bzw. fu¨r C ∈ C2m×r analog
(AJC)∗ jm,mAJC = C∗JC sowie (BJC)∗ jm,mBJC = C∗JC.
Hiermit ergibt sich aus der Definition eines rechten bzw. linkes Stein–Tripels (vgl. Definition
4.1.1) dann unmittelbar die Behauptung.
(b)–(c) Die Behauptung von (b) bzw. (c) ergibt sich sofort aus (a) und der Definition eines
nichtnegativ hermiteschen bzw. positiv hermiteschen rechten Stein–Tripels.
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Wir erhalten nun folgendes Resultat u¨ber die Potapov–Ginzburg–Transformierte einer Funk-
tion aus PJ [R− [P, T,C],D] bzw. PJ [L− [P, T,C],D].
Satz 6.2.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein nichtnegativ hermitesches rechtes bzw. linkes (J, r)–Stein-
Tripel und es bezeichne BJ bzw. AJ die zu J geho¨rige linke bzw. rechte PG–Matrix. Weiterhin
sei QJ := 12(Im − J) sowie PJ := 12(Im + J). Dann gelten folgende Aussagen:
(a) Sei f eine Funktion aus PJ [R− [P, T,C],D] bzw. PJ [L− [P, T,C],D]. Fu¨r alle w ∈ Hf
gilt dann det(QJf(w) + PJ) 6= 0 und bezeichnet g die J–PG–Transformierte von f ,
so gilt unter Beru¨cksichtigung von Teil (b) von Bemerkung 6.2.5 die Beziehung g ∈
PIm [R− [P, T,CBJ ],D] bzw. g ∈ PIm [L− [P, T,AJC],D].
(b) Unter Beru¨cksichtigung von Teil (b) von Bemerkung 6.2.5 sei g ∈ PIm [R−[P, T,CBJ ],D]
bzw. g ∈ PIm [L− [P, T,AJC],D] so gewa¨hlt, dass det(QJg+PJ) nicht die Nullfunktion
in D ist. Dann geho¨rt die J–PG-Transformierte f von g zur Menge PJ [R− [P, T,C],D]
bzw. PJ [L− [P, T,C],D].
BEWEIS. Im Folgenden zeigen wir die Behauptungen nur fu¨r ein rechtes (J, r)–Stein-Tripel.
Die Beweise fu¨r linke (J, r)–Stein-Tripel ko¨nnen dazu analog ausgefu¨hrt werden.
(a) Nach Bemerkung 6.2.3 ist PJ [R − [P, T,C],D] ⊆ PJ(D) und damit f ∈ PJ(D) erfu¨llt.
Nach Teil (a) von Satz 1.4.4 ist damit det(QJf(w) + PJ) 6= 0 fu¨r alle w ∈ Hf erfu¨llt und
die J–PG–Transformierte g von f geho¨rt zur Menge Sm×m(D). Hieraus folgt fu¨r alle w ∈ Hf
mittels Bemerkung 1.4.5 zudem
det(f(w)QJ − PJ) 6= 0 sowie g(w) = (f(w)QJ − PJ)−1(QJ − f(w)PJ). (6.2.6)
Es bezeichne ρT die T–Resolventenmenge sowie RT die T–Resolvente. Fu¨r w ∈ Hf ∩(ρT )∨ sei
ER(w) definiert gema¨ß (6.2.1). Nach Bemerkung A.8.1 ist BJ eine 2m–reihige Signaturmatrix,
womit B∗J = BJ erfu¨llt ist und nach Bemerkung A.8.1 gilt zudem BJjm,mBJ = J. Hieraus
folgt mittels Bemerkung 6.2.1 fu¨r w ∈ Hf ∩ (ρT )∨ dann
ER(w) =
(
P RT (w)CJ(Im, f(w))∗
(Im, f(w))JC∗[RT (w)]∗ 11−ww (Im, f(w))J
(Im, f(w))∗
)
=
(
P RT (w)CBJjmmBJ(Im, f(w))∗
(Im, f(w))BJjmmBJC∗[RT (w)]∗ 11−ww (Im, f(w))BJjmmBJ(Im, f(w))∗
)
.
(6.2.7)
Aus der Definition von BJ sowie aus (6.2.6) erhalten wir fu¨r alle w ∈ Hf die Beziehung
(Im, f(w))BJ = (Im, f(w))
( −PJ QJ
QJ −PJ
)
= (f(w)QJ − PJ , QJ − f(w)PJ)
= (f(w)QJ − PJ)
(
Im, (f(w)QJ − PJ)−1(QJ − f(w)PJ)
)
= (f(w)QJ − PJ)(Im, g(w)).
Hiermit folgt fu¨r alle w ∈ Hf ∩ (ρT )∨ aus (6.2.7) dann
ER(w) =
(
Ir 0r×m
0m×r (f(w)QJ − PJ)
)
ER,BJ ,g(w)
(
Ir 0r×m
0m×r (f(w)QJ − PJ)
)∗
, (6.2.8)
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wobei ER,BJ ,g(w) fu¨r g und [P, T,CBJ ] definiert sei gema¨ß (6.2.1).
Aufgrund von (6.2.6) gilt fu¨r alle w ∈ Hf die Beziehung
det
(
Ir 0r×m
0m×r (f(w)QJ − PJ)
)
6= 0
und damit erhalten wir fu¨r alle w ∈ Hf ∩ (ρT )∨ aus (6.2.8) und aus der aufgrund der Wahl
von f geltenden Beziehung ER(w) ∈ C(r+m)×(r+m)≥ dann
ER,BJ ,g(w) ∈ C(r+m)×(r+m)≥ . (6.2.9)
Aus g ∈ Sm×m(D) folgt Hg = D und so sei nun w ∈ (Hg\Hf ) ∩ (ρT )∨. Dann existiert eine
Folge (wn)n∈N aus Hf ∩ (ρT )∨, so daß limn→∞wn = w erfu¨llt ist. Aufgrund der Wahl der
Folge (wn)n∈N ist fu¨r alle Elemente dieser Folge die Beziehung (6.2.9) erfu¨llt. Hieraus und
wegen
ER,BJ ,g(w) = limn→∞ER,BJ ,g(wn)
ergibt sich dann (6.2.9) auch fu¨r w, womit insgesamt (6.2.9) fu¨r alle w ∈ Hg ∩ (ρT )∨ gezeigt
wurde. Damit gilt
g ∈ PIm [R− [P, T,CBJ ],D].
(b) Aufgrund der Wahl von g folgt aus Bemerkung 6.2.4 die Beziehung g ∈ Sm×m(D). Da f
die J–PG-Transformierte von g ist, geho¨rt f nach Teil (b) von Satz 1.4.4 zur Menge PJ(D).
Hieraus folgt mittels Teil (a) von Satz 1.4.4, dass fu¨r alle w ∈ Hf die Beziehung det(QJf(w)+
PJ) 6= 0 erfu¨llt ist und nach Bemerkung 1.4.3 ist die J–PG-Transformierte von f gerade durch
g gegeben. Dies bedeutet, dass fu¨r alle w ∈ Hf die Beziehung (6.2.6) erfu¨llt ist und so folgt
analog zu den Ausfu¨hrungen von (a) fu¨r w ∈ Hf ∩(ρT )∨ aus ER,BJ ,g(w) ∈ C(r+m)×(r+m)≥ dann
auch ER(w) ∈ C(r+m)×(r+m)≥ , d.h. es gilt f ∈ PJ [R− [P, T,C],D].
Zum Abschluss dieses Abschnittes wollen wir uns nun den Fall positiv hermitescher Stein–
Tripel genauer anschauen. Bei der Einfu¨hrung von Stein-Tripeln in Abschnitt 4.1 haben wir
insbesondere auf Basis dieser Tripel gebildete spezielle Matrixfunktionen, die sogenannten Ma-
trixfunktionen vom Stein–Typ untersucht. Mit diesen Matrixfunktionen erhalten wir fu¨r den
Fall positiv hermitescher (J, r)–Stein-Tripel folgende Charakterisierung der Lo¨sungsmenge
der fundamentalen Matrixungleichung, welche Grundlage fu¨r unsere Untersuchungen in den
spa¨teren Abschnitten ist.
Satz 6.2.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel
und es bezeichne ρT die T–Resolventenmenge. Weiterhin sei f ∈ Mm×m(D). Dann ist f ∈
PJ [R − [P, T,C],D] bzw. f ∈ PJ [L − [P, T,C],D] genau dann erfu¨llt, wenn fu¨r alle w ∈
Hf ∩ (ρT )∨ die Matrixungleichung
(Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥
bzw. (
Im
f(w)
)∗
J[B[z](w)]∗JB[z](w)J
(
Im
f(w)
)
∈ Cm×m≥
besteht, wobei z ∈ (ρT )∨ ∩T und D[z] bzw. B[z] die zu [P, T,C] und J geho¨rige z–normierte
rechte bzw. linke Matrixfunktion vom Stein-Typ bezeichne.
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BEWEIS. Im Folgenden betrachten wir stets ein rechtes (J, r)–Stein-Tripel. Die Behaup-
tung fu¨r ein linkes (J, r)–Stein-Tripel kann dazu analog bewiesen werden.
Es bezeichne RT die T–Resolvente. Aufgrund der Definition der Menge PJ [R − [P, T,C],D]
ist f ∈ PJ [R − [P, T,C],D] genau dann erfu¨llt, wenn fu¨r alle w ∈ Hf ∩ (ρT )∨ die gema¨ß
(6.2.1) definierte Matrix ER(w) nichtnegativ hermitesch ist. Nach dem Satz von Albert u¨ber
die Nichtnegativita¨t von Blockmatrizen (vgl. Teil (a) von Satz A.2.2) ist dies genau dann der
Fall, falls folgende Eigenschaften erfu¨llt sind:
(I) Es gilt P ∈ C(n+1)m×(n+1)m≥ .
(II) Fu¨r alle w ∈ Hf ∩ (ρT )∨ ist
PP+RT (w) (C1J − C2J [f(w)]∗) = RT (w) (C1J − C2J [f(w)]∗) .
(III) Bezeichnet P [ER(w)] das Schurkomplementes von P in ER(w), so gilt P [ER(w)] ∈ Cm×m≥
fu¨r alle w ∈ Hf ∩ (ρT )∨.
Aufgrund der Wahl des Tripels [P, T,C] ist P ∈ C(n+1)m×(n+1)m> , womit insbesondere die
Eigenschaft (I) erfu¨llt ist. Weiterhin folgt hieraus auch die Regularita¨t von P und somit gilt
auch stets die Eigenschaft (II). Damit ist nun f ∈ PJ [R − [P, T,C],D] genau dann erfu¨llt,
wenn die Eigenschaft (III) besteht.
Nach Teil (b) von Satz 4.1.1 erfu¨llt die zu [P, T,C] und J geho¨rige z–normierte rechte
Matrixfunktion vom Stein-Typ D[z] fu¨r w ∈ (ρT )∨ die Beziehung
J −D[z](w)J[D[z](w)]∗ = (1− ww)C∗[RT (w)]∗P−1RT (w)C.
Unter Beru¨cksichtigung der nach Bemerkung 6.2.1 geltenden Gestalt von ER(w) und der
Regularita¨t von P ergibt sich fu¨r w ∈ Hf ∩ (ρT )∨ wegen (J)2 = I2m hieraus nun
P [ER(w)]
=
1
1− ww (Im, f(w))J
(Im, f(w))∗ − (Im, f(w))JC∗[RT (w)]∗P−1RT (w)CJ(Im, f(w))∗
=
1
1− ww (Im, f(w))J

[
J − (1− ww)C∗[RT (w)]∗P−1RT (w)C
]
J(Im, f(w))∗
=
1
1− ww (Im, f(w))J
D[z](w)J[D[z](w)]∗J(Im, f(w))∗,
womit die Eigenschaft (III) a¨quivalent dazu ist, daß
1
1− ww (Im, f(w))J
D[z](w)J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥
fu¨r alle w ∈ Hf ∩ (ρT )∨ erfu¨llt ist. Wegen 1 − ww ∈ (0, 1] ist dies a¨quivalent dazu, daß fu¨r
alle w ∈ Hf ∩ (ρT )∨ die Beziehung
(Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥ .
besteht. Insgesamt ergibt sich so die Behauptung.
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6.3 Lo¨sungsdarstellung fundamentaler Matrixungleichungen fu¨r positiv
hermitesche (J, r)–Stein-Tripel mittels J–Potapov-Zeilenpaaren bzw.
J–Potapov-Spaltenpaaren
Ausgehend von Satz 6.2.2 wird sich in diesem Abschnitt zeigen, dass fu¨r ein positiv her-
mitesches rechtes bzw. linkes (J, r)–Stein-Tripel [P, T,C] sich die Funktionen der Menge
PJ [R − [P, T,C],D] bzw. PJ [L − [P, T,C],D] stets als gebrochenlineare Transformationen
eines Zeilenpaares bzw. Spaltenpaares meromorpher m × m–Matrixfunktionen beschreiben
lassen. Dafu¨r formulieren wir zuna¨chst folgende Begriffsbildungen.
Definition 6.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie J :=
diag(J,−J) und u, v ∈ Mm×m(D). Dann nennt man [u, v] ein J–Potapov-Zeilenpaar
bzw. ein J–Potapov-Spaltenpaar, falls es eine diskrete Teilmenge M von D derart gibt,
daß folgende drei Bedingungen erfu¨llt sind:
(i) Es ist Pu ∪ Pv ⊆M .
(ii) Fu¨r alle w ∈ D\M gilt Rang (u(w), v(w)) = m bzw. Rang
(
u(w)
v(w)
)
= m.
(iii) Fu¨r alle w ∈ D\M gilt
(u(w), v(w))J(u(w), v(w))∗ ∈ Cm×m≥ bzw.
(
u(w)
v(w)
)∗
J
(
u(w)
v(w)
)
∈ Cm×m≥ .
Definition 6.3.2. Seien r ∈ N und T ∈ Cr×r. Es bezeichne ρT die T–Resolventenmenge und
es sei
ηT,D :=
{
w ∈ (D ∩ (ρT )∨) \{0} : 1
w
∈ (ρT )∨
}
.
Dann heißt ηT,D die bzgl. D modifizierte Spiegelung der T–Resolventenmenge.
Es folgen nun einige leichte Beobachtungen u¨ber die in Definition 6.3.2 gepra¨gte Begriffsbil-
dung.
Bemerkung 6.3.1. Seien r ∈ N und T ∈ Cr×r. Es bezeichne ρT die T–Resolventenmenge
sowie ηT,D die bzgl. D modifizierte Spiegelung der T–Resolventenmenge. Dann gilt ηT,D ⊆
(ρT )∨.
BEWEIS. Dies folgt sofort aus Definition 6.3.2.
Bemerkung 6.3.2. Seien r ∈ N und T ∈ Cr×r. Es bezeichne ηT,D die bzgl. D modifizierte
Spiegelung der T–Resolventenmenge. Dann ist D\ηT,D eine endliche Menge.
BEWEIS. Es bezeichne ρT die T–Resolventenmenge. Aus Definition 6.3.2 ergibt sich dann
D\ηT,D =
(
D\(ρT )∨
) ∪ {0}.
Beachten wir nun noch die nach Bemerkung 4.1.1 geltende Endlichkeit der Menge C\ρT , so
folgt hieraus dann sofort die Behauptung.
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Bemerkung 6.3.3. Seien r ∈ N und T ∈ Cr×r so gewa¨hlt, dass specT = {0}. Dann ist die
bzgl. D modifizierte Spiegelung der T–Resolventenmenge ηT,D gegeben durch D\{0}.
BEWEIS. Aufgrund der Wahl von T ist nach Bemerkung 4.1.3 die T–Resolventenmenge ρT
gegeben durch C. Hieraus folgt zusammen mit Definition 6.3.2 dann unmittelbar die Behaup-
tung.
Die folgende Bemerkung liefert den Grund, warum die bzgl. D modifizierte Spiegelung der
Resolventenmenge in unseren weiteren Untersuchungen eine große Rolle spielen wird.
Bemerkung 6.3.4. Seien m ∈ N, r ∈ N und J eine m–reihige Signaturmatrix. Es sei
[P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel und es bezeichne ρT die
T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung der T–Resolventenmenge.
Weiterhin sei z ∈ (ρT )∨ ∩ T und es bezeichne D[z] bzw. B[z] die zu [P, T,C] und J geho¨rige
z–normierte rechte bzw. linke Matrixfunktion vom Stein-Typ. Dann ist fu¨r alle w ∈ ηT,D die
Matrix D[z](w) bzw. B[z](w) wohldefiniert und regula¨r.
BEWEIS. Aus Bemerkung 6.3.1 folgt unmittelbar, dass D[z](w) bzw. B[z](w) wohldefiniert
ist. Weiterhin ergibt sich fu¨r alle w ∈ ηT,D aus Definition 6.3.2 zudem 1w ∈ (ρT )∨ und damit
nach Teil (a2) bzw. (b2) von Satz 4.1.3 auch die Regularita¨t von D[z](w) bzw. B[z](w).
Wir formulieren nun das Hauptresultat dieses Abschnittes.
Satz 6.3.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel
und es bezeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung
der T–Resolventenmenge. Es sei z ∈ (ρT )∨∩T und es bezeichne D[z] bzw. B[z] die zu [P, T,C]
und J geho¨rige z–normierte rechte bzw. linke Matrixfunktion vom Stein-Typ. Dann gelten
folgende Aussagen:
(a) Unter Beachtung von Bemerkung 6.3.4 definiere man die Funktionen a, b, c und d bzw.
α, β, γ und δ fu¨r w ∈ ηT,D durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:=
[
D[z](w)
]−1
J bzw.
(
α(w) β(w)
γ(w) δ(w)
)
:= J
[
B[z](w)
]−1
in m×m–Blo¨cke. Dann ist {a, b, c, d, α, β, γ, δ} ⊆ Mm×m(D) und es gilt Ha = Hb =
Hc = Hd ⊇ ηT,D bzw. Hα = Hβ = Hγ = Hδ ⊇ ηT,D .
(b) Es sei f eine Funktion aus PJ [R − [P, T,C],D] bzw. aus PJ [L − [P, T,C],D]. Dann
existieren u, v ∈Mm×m(D), so dass folgende Bedingungen erfu¨llt sind:
(I) Es ist [u, v] ein J–Potapov-Zeilenpaar bzw. J–Potapov-Spaltenpaar und es gilt
Hu = Hv ⊇ Hf ∩ (ρT )∨ ⊇ Hf ∩ ηT,D.
(II) Fu¨r w ∈ Hf ∩ ηT,D ist die Beziehung det (u(w)a(w) + v(w)c(w)) 6= 0 bzw.
det(α(w)u(w) + β(w)v(w)) 6= 0 erfu¨llt und es gilt
f(w) = (u(w)a(w) + v(w)c(w))−1 (u(w)b(w) + v(w)d(w))
bzw.
f(w) = (γ(w)u(w) + δ(w)v(w)) (α(w)u(w) + β(w)v(w))−1 .
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(III) Ist speziell 0 ∈ Hf , so gilt auch 0 ∈ Hu und 0 ∈ Hv.
(c) Es seien u, v ∈ Mm×m(D) so gewa¨hlt, daß [u, v] ein J–Potapov-Zeilenpaar bzw. ein
J–Potapov-Spaltenpaar ist. Weiterhin sei det(ua + vc) bzw. det(αu + γv) nicht die
Nullfunktion in D. Dann geho¨rt die Funktion
(ua+ vc)−1(ub+ vd) bzw. (γu+ δv)(αu+ βv)−1
zu PJ [R− [P, T,C],D] bzw. PJ [L− [P, T,C],D].
BEWEIS. Im Folgenden betrachten wir stets ein positiv hermitesches rechtes (J, r)–Stein-
Tripel. Die Behauptung fu¨r ein positiv hermitesches linkes (J, r)–Stein-Tripel kann dazu
analog bewiesen werden.
(a) Beachten wir die nach Bemerkung 6.3.2 geltende Endlichkeit der Menge D\ηT,D sowie
Bemerkung 6.3.4, so ergibt sich aufgrund der Definition von a, b, c und d unmittelbar die
Behauptung.
(b) Sei f ∈ PJ [R − [P, T,C],D]. Nach Satz 6.2.2 gilt dann fu¨r alle w ∈ Hf ∩ (ρT )∨ die
Beziehung
(Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥ . (6.3.1)
Seien u : Hf ∩ (ρT )∨ → Cm×m und v : Hf ∩ (ρT )∨ → Cm×m fu¨r w ∈ Hf ∩ (ρT )∨ definiert
gema¨ß
u(w) := (Im, f(w))JD[z](w)
(
Im
0m×m
)
bzw. v(w) := (Im, f(w))JD[z](w)
(
0m×m
Im
)
.
(6.3.2)
Da f und D[z] meromorphe m×m Matrixfunktion in D sind, folgt dies auch fu¨r u und v, d.h.
bei zusa¨tzlicher Beachtung von Bemerkung 6.3.1 gilt
u, v ∈Mm×m(D), wobei Hu = Hv ⊇ Hf ∩ (ρT )∨ ⊇ Hf ∩ ηT,D. (6.3.3)
Weiterhin folgt aus (6.3.2) fu¨r w ∈ Hf ∩ (ρT )∨ zudem
(u(w), v(w)) = (Im, f(w))JD[z](w). (6.3.4)
Wir wollen zeigen, daß die Bedingung (I) erfu¨llt ist und setzen dafu¨r
M := Pf ∪ (D\ηT,D) . (6.3.5)
Da Pf eine diskrete Menge ist sowie die Menge D\ηT,D nach Bemerkung 6.3.2 endlich ist,
folgt hieraus insbesondere die Diskretheit von M und es ergibt sich wegen (6.3.3) zudem
Pu ∪ Pv = (D\Hu) ∪ (D\Hv) = D\Hv ⊆ D\ (Hf ∩ ηT,D) = Pf ∪ (D\ηT,D) = M. (6.3.6)
Aus (6.3.5), (6.3.3) und Bemerkung 6.3.1 folgt weiterhin
D\M = (D\Pf ) ∩ ηT,D = Hf ∩ ηT,D ⊆ Hf ∩ (ρT )∨. (6.3.7)
Es ergibt sich aus (6.3.4) und (J)∗ = J die Identita¨t
(u(w), v(w))J(u(w), v(w))∗ = (Im, f(w))JD[z](w)J
[
(Im, f(w))JD[z](w)
]∗
= (Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗
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und damit wegen (6.3.1) unter Beru¨cksichtigung von (6.3.7) fu¨r alle w ∈ D\M auch
(u(w), v(w))J(u(w), v(w))∗ ∈ Cm×m≥ . (6.3.8)
Nach Bemerkung 6.3.4 ist bei zusa¨tzlicher Beachtung von (6.3.7) fu¨r w ∈ D\M die Matrix
D[z](w) regula¨r und so ergibt sich aus (6.3.4) die Beziehung
m ≥ Rang (u(w), v(w)) = Rang
[
(Im, f(w))JD[z](w)
]
= Rang (Im, f(w)) ≥ Rang Im = m.
Damit ist Rang (u(w), v(w)) = m fu¨r w ∈ D\M erfu¨llt und zusammen mit (6.3.5), (6.3.6) und
(6.3.8) folgt, dass [u, v] ein J–Potapov-Zeilenpaar ist, womit bei zusa¨tzlicher Beachtung von
(6.3.3) die Gu¨ltigkeit der Bedingung (I) bewiesen wurde.
Wir wollen nun zeigen, daß auch die Bedingung (II) erfu¨llt ist. Sei dafu¨r
w ∈ Hf ∩ ηT,D. (6.3.9)
Wegen (6.3.4) und JJ = I2m gilt
(u(w), v(w))[D[z](w)]−1J = (Im, f(w))JD[z](w)[D[z](w)]−1J
= (Im, f(w))JJ = (Im, f(w)). (6.3.10)
Andererseits ergibt sich aus der Definition von a, b, c und d auch
(u(w), v(w))D−1(w)J = (u(w), v(w))
(
a(w) b(w)
c(w) d(w)
)
= (u(w)a(w) + v(w)c(w), u(w)b(w) + v(w)d(w))
und zusammen mit (6.3.10) erhalten wir die Beziehungen
Im = u(w)a(w) + v(w)c(w) (6.3.11)
sowie
f(w) = u(w)b(w) + v(w)d(w). (6.3.12)
Aus (6.3.11) folgt unmittelbar die Regularita¨t von u(w)a(w) + v(w)c(w). Beru¨cksichtigen wir
dies sowie (6.3.12) und (6.3.11), so erhalten wir nun
f(w) = Imf(w) = (u(w)a(w) + v(w)c(w))
−1 (u(w)b(w) + v(w)d(w))
und die Gu¨ltigkeit der Bedingung (II) wurde bewiesen.
Ist speziell 0 ∈ Hf , so gilt wegen 0 ∈ (ρT )∨ und (6.3.3) auch 0 ∈ Hu und 0 ∈ Hv, womit
schließlich auch die Eigenschaft (III) erfu¨llt ist.
(c) Es sei
f := (ua+ vc)−1(ub+ vd).
Da [u, v] ein J–Potapov-Zeilenpaar ist, existiert eine diskrete Teilmenge M1 von D, so dass
die drei Bedingungen aus Definition 6.3.1 erfu¨llt sind. Da det(ua+ vc) nicht die Nullfunktion
in D ist, existiert zudem eine weitere diskrete Menge M2, so daß
det(u(w)a(w) + v(w)c(w)) 6= 0 fu¨r alle w ∈ D\M2. (6.3.13)
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Setzen wir nun
M := M1 ∪M2, (6.3.14)
so ist M als endliche Vereinigung diskreter Mengen ebenfalls diskret und die drei Bedingungen
aus Definition 6.3.1 sowie (6.3.13) gelten auch fu¨r die Menge M . Es seien
u1 := ua+ vc und v1 := ub+ vd. (6.3.15)
Aufgrund der Wahl von u und v sowie wegen (a) ist dann u1, v1 ∈ Mm×m(D) und es gilt
wegen der Definition von f zudem
f = u−11 v1 ∈Mm×m(D), (6.3.16)
wobei u−11 die Inverse zu u1 bezeichne. Aufgrund von Bemerkung 6.3.1 und der Wahl der
Menge M gema¨ß (6.3.14) gilt insbesondere
Hf ∩ ηT,D ⊆ Hf ∩ (ρT )∨ ⊆ D\M. (6.3.17)
Aufgrund der Definition der Funktionen a, b, c und d ergibt sich aus (6.3.15) fu¨r w ∈ Hf ∩ηT,D
die Beziehung
(u1(w), v1(w)) = (u(w), v(w))
(
a(w) b(w)
c(w) d(w)
)
= (u(w), v(w))
[
D[z](w)
]−1
J
und damit
(u(w), v(w)) = (u1(w), v1(w))JD[z](w). (6.3.18)
Da [u, v] ein J–Potapov-Zeilenpaar ist, gilt unter Beru¨cksichtigung von (6.3.17) fu¨r alle
w ∈ Hf ∩ (ρT )∨ die Matrixungleichung
(u(w), v(w))J(u(w), v(w))∗ ∈ Cm×m≥
und damit wegen (6.3.18) fu¨r w ∈ Hf ∩ ηT,D auch
(u1(w), v1(w))JD[z](w)J[D[z](w)]∗J(u1(w), v1(w))∗
= (u1(w), v1(w))JD[z](w)J[(u1(w), v1(w))JD[z](w)]∗ ∈ Cm×m≥ . (6.3.19)
Beru¨cksichtigen wir nun die wegen (6.3.17), (6.3.15) und (6.3.14) fu¨r alle w ∈ Hf∩ηT,D gu¨ltige
Beziehung det(u1(w)) 6= 0, so folgt fu¨r w ∈ Hf ∩ ηT,D aus (6.3.19) nun
[u1(w)]−1(u1(w), v1(w))JD[z](w)J[D[z](w)]∗J(u1(w), v1(w))∗[u1(w)]−∗ ∈ Cm×m≥ .
(6.3.20)
Wegen (6.3.16) erhalten wir
[u1(w)]−1(u1(w), v1(w))JD[z](w)J[D[z](w)]∗J(u1(w), v1(w))∗[u1(w)]−∗
= [u1(w)]−1(u1(w), v1(w))JD[z](w)J[D[z](w)]∗J
[
[u1(w)]−1(u1(w), v1(w))
]∗
= (Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗
fu¨r alle w ∈ Hf ∩ ηT,D und damit wegen (6.3.20) auch
(Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥ . (6.3.21)
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Sei nun w ∈ [Hf ∩ (ρT )∨] \ [Hf ∩ ηT,D]. Dann existiert eine Folge (wn)n∈N aus Hf ∩ ηT,D, so
daß limn→∞wn = w erfu¨llt ist. Aufgrund der Wahl der Folge (wn)n∈N ist fu¨r alle Elemente
dieser Folge die Beziehung (6.3.21) erfu¨llt. Hieraus und wegen
(Im, f(w))JD[z](w)J[D[z](w)]∗J(Im, f(w))∗
= lim
n→∞(Im, f(wn))J
D[z](wn)J[D[z](wn)]∗J(Im, f(wn))∗
ergibt sich (6.3.21) dann auch fu¨r w, womit insgesamt (6.3.21) fu¨r alle w ∈ Hf ∩ (ρT )∨ gezeigt
wurde. Nach Satz 6.2.2 gilt somit f ∈ PJ [R− [P, T,C],D].
6.4 Lo¨sungsdarstellung fundamentaler Matrixungleichungen fu¨r positiv
hermitesche (J, r)–Stein-Tripel mittels m×m–Schurfunktionen
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N, J := diag(J,−J) und
[P, T,C] ein positiv hermitesches rechtes bzw. linkes (J, r)–Stein-Tripel. Ausgehend von
Satz 6.2.2 wollen wir im Gegensatz zu den U¨berlegungen aus Abschnitt 6.3 die Funktionen der
Menge PJ [R− [P, T,C],D] bzw. PJ [L− [P, T,C],D] nun als gebrochenlineare Transformation
einer m×m–Schurfunktion darstellen. Hierfu¨r betrachten wir im Folgenden zuna¨chst nur den
Fall eines positiv hermiteschen rechten (J, r)–Stein-Tripels.
Satz 6.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel und es be-
zeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung der T–
Resolventenmenge. Es sei z ∈ (ρT )∨∩T und es bezeichne D[z] die zu [P, T,C] und J geho¨rige
z–normierte rechte Matrixfunktion vom Stein-Typ sowie BJ die zu J geho¨rige linke PG–
Matrix. Weiterhin sei Λm,m :=
(
0m×m Im
Im 0m×m
)
und die Funktion D˜ : D∩ (ρT )∨ → Cm×m
fu¨r w ∈ D ∩ (ρT )∨ definiert gema¨ß
D˜(w) := Λm,mJ[D[z](w)]Λm,mBJ . (6.4.1)
Dann gelten folgende Aussagen:
(a) Fu¨r alle w ∈ ηT,D gilt det[D[z](w)] 6= 0 und damit det[D˜(w)] 6= 0 sowie
[D˜(w)]−1 = BJΛm,m[D[z](w)]−1JΛm,m.
(b) Unter Beru¨cksichtigung von (a) seien die Funktionen α, β, γ und δ fu¨r w ∈ ηT,D gegeben
durch die Blockunterteilung von(
α(w) γ(w)
β(w) δ(w)
)
:= [D˜(w)]−1
in m×m–Blo¨cke. Weiterhin bezeichne T (m,m)
[D˜(w)]−1
fu¨r w ∈ ηT,D die durch [D˜(w)]−1
bezu¨glich m und m erzeugte linke gebrochenlineare Transformation von Matrizen. Fu¨r
S ∈ Sm×m(D) sei
R˜[z]S,[P,T,C] := {w ∈ ηT,D : det(S(w)γ(w) + δ(w)) 6= 0}
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und im Fall R˜[z]S,[P,T,C] 6= ∅ sei die Funktion fS : R˜
[z]
S,[P,T,C] → Cm×m definiert gema¨ß
fS(w) := T (m,m)
[D˜(w)]−1
(S(w)) , w ∈ R˜[z]S,[P,T,C].
Dann gilt:
(b1) Es sei f ∈ PJ [R − [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion
S ∈ Sm×m(D), so dass Hf ∩ ηT,D = R˜[z]S,[P,T,C] und f = fS erfu¨llt sind.
(b2) Es sei S ∈ Sm×m(D) so gewa¨hlt, dass R˜[z]S,[P,T,C] 6= ∅ erfu¨llt ist. Dann gilt fS ∈
PJ [R− [P, T,C],D] sowie HfS ∩ ηT,D = R˜[z]S,[P,T,C].
(b3) Es gilt PJ [R− [P, T,C],D] =
{
fS : S ∈ Sm×m(D) und R˜[z]S,[P,T,C] 6= ∅
}
.
BEWEIS. Aus der Definition von Λm,m folgen unmittelbar die Beziehungen
[Λm,m]∗ = Λm,m und Λm,mΛm,m = I2m,
womit Λm,m eine 2m–reihige Signaturmatrix ist. Weiterhin beachte man im Folgenden stets,
dass es sich nach Beispiel A.6.3 bzw. Bemerkung A.8.1 bei J bzw. BJ ebenfalls um eine
2m–reihige Signaturmatrix handelt.
Fu¨r beliebige f ∈Mm×m(D) und alle w ∈ Hf gilt
(f(w), Im)Λm,m = (f(w), Im)
(
0m×m Im
Im 0m×m
)
= (Im, f(w))
und es ergibt sich mittels Bemerkung A.8.1 zudem die Beziehung
Λm,mBJjmmBJΛm,m = Λm,mJΛm,m =
(
0m×m Im
Im 0m×m
)
diag(J,−J)
(
0m×m Im
Im 0m×m
)
=
(
0m×m −J
J 0m×m
)(
0m×m Im
Im 0m×m
)
= diag(−J, J) = −J,
wobei jmm := diag(Im,−Im). Hieraus und aus (6.4.1) folgt fu¨r beliebige f ∈ Mm×m(D) und
alle w ∈ Hf ∩ (ρT )∨ nun
(Im, f(w))J[D[z](w)]J[D[z](w)]∗J(Im, f(w))∗
= −(f(w), Im)Λm,mJ[D[z](w)]Λm,mBJjmmBJΛm,m[D[z](w)]∗JΛm,m(f(w), Im)∗
= −(f(w), Im)[D˜(w)]jmm[D˜(w)]∗(f(w), Im)∗. (6.4.2)
(a) Fu¨r alle w ∈ ηT,D folgt mittels Bemerkung 6.3.4 die Beziehung det[D[z](w)] 6= 0 und damit
aus (6.4.1) sofort
det[D˜(w)] 6= 0 (6.4.3)
sowie
[D˜(w)]−1 =
[
Λm,mJ[D[z](w)]Λm,mBJ
]−1
= BJΛm,m[D[z](w)]−1JΛm,m. (6.4.4)
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(b1) Seien u : Hf ∩ (ρT )∨ → Cm×m und v : Hf ∩ (ρT )∨ → Cm×m fu¨r w ∈ Hf ∩ (ρT )∨ definiert
gema¨ß
u(w) := (f(w), Im)[D˜(w)]
(
Im
0m×m
)
und v(w) := (f(w), Im)[D˜(w)]
(
0m×m
Im
)
.
Dann sind u und v meromorphe Matrixfunktionen in D und es gilt Hu = Hv ⊇ Hf ∩ (ρT )∨.
Weiterhin folgt fu¨r w ∈ Hf ∩ (ρT )∨ zudem
(u(w), v(w)) = (f(w), Im)[D˜(w)] (6.4.5)
und so ergibt sich zusammen mit (6.4.2) mittels Satz 6.2.2 fu¨r alle w ∈ Hf ∩ (ρT )∨ die
Beziehung
−(u(w), v(w))jmm(u(w), v(w))∗ = −(f(w), Im)[D˜(w)]jmm[D˜(w)]∗(f(w), Im)∗
= (Im, f(w))J[D[z](w)]J[D[z](w)]∗J(Im, f(w))∗ ∈ Cm×m≥ .
Damit ist fu¨r alle w ∈ Hf ∩ (ρT )∨ aufgrund von
−(u(w), v(w))jmm(u(w), v(w))∗ = (−u(w),−v(w))diag(Im,−Im)
(
[u(w)]∗
[v(w)]∗
)
= (−u(w), v(w))
(
[u(w)]∗
[v(w)]∗
)
= −[u(w)][u(w)]∗ + [v(w)][v(w)]∗
insbesondere
−[u(w)][u(w)]∗ + [v(w)][v(w)]∗ ∈ Cm×m≥ (6.4.6)
erfu¨llt. Weiterhin folgt aus (6.4.5) und (6.4.3) bei zusa¨tzlicher Beachtung der aus Bemerkung
6.3.1 folgenden Beziehung
Hf ∩ ηT,D ⊆ Hf ∩ (ρT )∨ (6.4.7)
fu¨r alle w ∈ Hf ∩ ηT,D zudem
m ≥ Rang (u(w), v(w)) = Rang
[
(f(w), Im)[D˜(w)]
]
= Rang (f(w), Im) ≥ Rang Im = m,
womit Rang (u(w), v(w)) = m erfu¨llt ist und damit die Beziehung
Cm×m> 3 (u(w), v(w))(u(w), v(w))∗ = [u(w)][u(w)]∗ + [v(w)][v(w)]∗
besteht. Hieraus und aus (6.4.6) folgt bei erneuter Beachtung von (6.4.7) fu¨r alle w ∈ Hf∩ηT,D
dann
[v(w)][v(w)]∗
=
1
2
(−[u(w)][u(w)]∗ + [v(w)][v(w)]∗) + 1
2
([u(w)][u(w)]∗ + [v(w)][v(w)]∗) ∈ Cm×m> ,
womit insbesondere
det[v(w)] 6= 0 (6.4.8)
erfu¨llt ist. Es sei S˜ : Hf ∩ ηT,D → Cm×m fu¨r w ∈ Hf ∩ ηT,D definiert gema¨ß
S˜(w) := [v(w)]−1[u(w)]. (6.4.9)
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Fu¨r alle w ∈ Hf ∩ ηT,D gilt aufgrund von (6.4.7) und (6.4.6) die Beziehung
Im − [S˜(w)][S˜(w)]∗ = Im − [v(w)]−1[u(w)][u(w)]∗[v(w)]−∗
= [v(w)]−1 ([v(w)][v(w)]∗ − [u(w)][u(w)]∗) [v(w)]−∗ ∈ Cm×m≥ .
Da zudem die Menge D\ηT,D nach Bemerkung 6.3.2 endlich ist und es sich somit bei D\(Hf ∩
ηT,D) um eine diskrete Menge in D handelt, folgt, dass S˜ in jedem Punkt von D\(Hf ∩ ηT,D)
eine hebbare isolierte Singularita¨t besitzt. Es sei S die durch Beheben aller dieser isolierten
Singularita¨ten aus S˜ entstehende Funktion, d.h es gilt insbesondere
S ∈ Sm×m(D). (6.4.10)
Aus (6.4.3), (6.4.5), (6.4.7) und der Definition der Funktion α, β, γ und δ ergibt sich fu¨r alle
w ∈ Hf ∩ ηT,D nun
(f(w), Im) = (f(w), Im)[D˜(w)][D˜(w)]−1 = (u(w), v(w))
(
α(w) γ(w)
β(w) δ(w)
)
= (u(w)α(w) + v(w)β(w), u(w)γ(w) + v(w)δ(w))
und damit
f(w) = u(w)α(w) + v(w)β(w) sowie Im = u(w)γ(w) + v(w)δ(w). (6.4.11)
Hieraus folgt aufgrund der Definition von S aus S˜ sowie aus (6.4.8) und (6.4.9) fu¨r alle
w ∈ Hf ∩ ηT,D nun
det(S(w)γ(w) + δ(w)) = det(S˜(w)γ(w) + δ(w)) = det([v(w)]−1[u(w)]γ(w) + δ(w))
= det([v(w)]−1) · det ([u(w)][γ(w)] + [v(w)][δ(w)]) = det([v(w)]−1) · det Im 6= 0
und damit
Hf ∩ ηT,D ⊆ R˜[z]S,[P,T,C], (6.4.12)
womit insbesondere
R˜[z]S,[P,T,C] 6= ∅
erfu¨llt ist. Weiterhin folgt fu¨r alle w ∈ Hf ∩ ηT,D aus (6.4.11), (6.4.8), (6.4.9), der Definition
von S aus S˜, (6.4.12) und aus der Definition der Funktionen T (m,m)
[D˜(w)]−1
und fS schließlich
f(w) = Imf(w) = (u(w)γ(w) + v(w)δ(w))
−1 (u(w)α(w) + v(w)β(w))
=
(
[v(w)]−1u(w)γ(w) + δ(w)
)−1 ([v(w)]−1u(w)α(w) + β(w))
=
(
S˜(w)γ(w) + δ(w)
)−1 (
S˜(w)α(w) + β(w)
)
= (S(w)γ(w) + δ(w))−1 (S(w)α(w) + β(w))
= T (m,m)
[D˜(w)]−1
(S(w)) = fS(w)
und damit
f = fS . (6.4.13)
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Aufgrund von (6.4.3) ist fu¨r alle w ∈ Hf ∩ ηT,D nach Bemerkung A.7.2 die Funktion T (m,m)[D˜(w)]−1
eineindeutig und damit ist S(w) eindeutig bestimmt. Insgesamt ergibt sich somit die Eindeu-
tigkeit von S. Weiterhin folgt aus (6.4.13), dass fu¨r alle w ∈ R˜[z]S,[P,T,C] insbesondere w ∈ Hf
erfu¨llt ist. Damit erhalten wir
R˜[z]S,[P,T,C] ⊆ Hf ∩ ηT,D,
womit wegen (6.4.12) schließlich
R˜[z]S,[P,T,C] = Hf ∩ ηT,D
erfu¨llt ist. Zusammen mit (6.4.10) und (6.4.13) ist die Behauptung von (b1) nun gezeigt.
(b2) Es seien
v1 := Sγ + δ und u1 := Sα+ β. (6.4.14)
Dann sind v1, u1 ∈Mm×m(D) und es gilt
ηT,D ⊆ Hv1 bzw. ηT,D ⊆ Hu1 .
Aufgrund der Wahl von S ist D\R˜[z]S,[P,T,C] eine endliche Menge und es gilt R˜
[z]
S,[P,T,C] ⊆ Hv1
bzw. R˜[z]S,[P,T,C] ⊆ Hu1 . Insbesondere gelten dann fu¨r alle w ∈ R˜
[z]
S,[P,T,C] die Beziehungen
det[v1(w)] 6= 0 und fS(w) = [v1(w)]−1u1(w). (6.4.15)
Weiterhin gilt
R˜[z]S,[P,T,C] ⊆
(HfS ∩ (ρT )∨) . (6.4.16)
Aus der Definition der Funktionen α, β, γ und δ ergibt sich mittels (6.4.14) und (a) fu¨r
w ∈ R˜[z]S,[P,T,C] die Beziehung
(v1(w), u1(w))[D˜(w)] = (S(w)γ(w) + δ(w), S(w)α(w) + β(w))[D˜(w)]
= (S(w), Im)
(
α(w) γ(w)
β(w) δ(w)
)
[D˜(w)] = (S(w), Im)[D˜(w)]−1[D˜(w)] = (S(w), Im).
Unter Beru¨cksichtigung von (6.4.2) und (6.4.15) erhalten wir fu¨r w ∈ R˜[z]S,[P,T,C] nun
(Im, fS(w))J[D[z](w)]J[D[z](w)]∗J(Im, fS(w))∗
= −(fS(w), Im)[D˜(w)]jmm[D˜(w)]∗(fS(w), Im)∗
= −([v1(w)]−1u1(w), Im)[D˜(w)]jmm
[
([v1(w)]−1u1(w), Im)[D˜(w)]
]∗
= −[v1(w)]−1(v1(w), u1(w))[D˜(w)]jmm
[
[v1(w)]−1(v1(w), u1(w))[D˜(w)]
]∗
= −[v1(w)]−1(S(w), Im)jmm(S(w), Im)∗[v1(w)]−∗
= [v1(w)]−1 (Im − [S(w)][S(w)]∗) [v1(w)]−∗.
Beachten wir zusa¨tzlich, dass wegen S ∈ Sm×m(D) fu¨r alle w ∈ D die Matrix Im −
[S(w)][S(w)]∗ zu Cm×m≥ geho¨rt, folgt fu¨r alle w ∈ R˜[z]S,[P,T,C] hieraus
(Im, fS(w))JD[z](w)J[D[z](w)]∗J(Im, fS(w))∗ ∈ Cm×m≥ . (6.4.17)
247
Unter Beru¨cksichtigung von (6.4.16) ergibt sich durch Grenzu¨bergang die Beziehung (6.4.17)
auch fu¨r w ∈ (HfS ∩ (ρT )∨) \R˜[z]S,[P,T,C], womit insgesamt (6.4.17) fu¨r alle w ∈ HfS ∩ (ρT )∨
erfu¨llt ist. Nach Satz 6.2.2 gilt somit fS ∈ PJ [R− [P, T,C],D].
Wir wollen nun zeigen, dass HfS ∩ηT,D = R˜[z]S,[P,T,C] erfu¨llt ist. Aufgrund der Definitionen von
fS und R˜[z]S,[P,T,C] erhalten wir
R˜[z]S,[P,T,C] ⊆ HfS ∩ ηT,D. (6.4.18)
Sei nun w ∈ HfS ∩ ηT,D. Dann gilt
[fS(w)]∗(S(w)γ(w) + δ(w))∗ = [(S(w)γ(w) + δ(w))fS(w)]∗ = (S(w)α(w) + β(w))∗
und damit
N [(S(w)γ(w) + δ(w))∗] ⊆ N [(S(w)α(w) + β(w))∗] , (6.4.19)
wobei fu¨r p, q ∈ N und A ∈ Cp×q mit N (A) := {x ∈ Cq : Ax = 0p×1} der Nullraum von A
bezeichnet sei.
Weiterhin ergibt sich aus der Regularita¨t der Matrizen [D˜(w)]−1 und Im + [S(w)][S(w)]∗ die
Beziehung
N [(S(w)α(w) + β(w))∗] ∩N [(S(w)γ(w) + δ(w))∗] = N
[(
(S(w)α(w) + β(w))∗
(S(w)γ(w) + δ(w))∗
)]
= N
[(
[α(w)]∗[S(w)]∗ + [β(w)]∗
[γ(w)]∗[S(w)]∗ + [δ(w)]∗
)]
= N
[(
[α(w)]∗ [β(w)]∗
[γ(w)]∗ [δ(w)]∗
)(
[S(w)]∗
Im
)]
= N
[(
α(w) γ(w)
β(w) δ(w)
)(
[S(w)]∗
Im
)]
= N
[
[D˜(w)]−1
(
[S(w)]∗
Im
)]
= N
[(
[S(w)]∗
Im
)]
= N
[(
[S(w)]∗
Im
)∗( [S(w)]∗
Im
)]
= N [Im + [S(w)][S(w)]∗] = {0m×1}
und so erhalten wir zusammen mit (6.4.19) nun
N [(S(w)γ(w) + δ(w))∗] = {0m×1}.
Damit ist (S(w)γ(w) + δ(w))∗ eine regula¨re Matrix, woraus auch det(S(w)γ(w) + δ(w)) 6= 0
folgt und so schließlich w ∈ R˜[z]S,[P,T,C] erfu¨llt ist. Insgesamt wurde so die Beziehung
HfS ∩ ηT,D ⊆ R˜[z]S,[P,T,C]
gezeigt und zusammen mit (6.4.18) ergibt sich nun HfS ∩ ηT,D = R˜[z]S,[P,T,C].
(b3) Die Behauptung von (b3) ergibt sich unmittelbar aus (b1) und (b2).
Das zu Satz 6.4.1 duale Resultat fu¨r linke positiv hermitesche Stein–Tripel sieht wie folgt aus.
Satz 6.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel und es be-
zeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung der T–
Resolventenmenge. Es sei z ∈ (ρT )∨∩T und es bezeichne B[z] die zu [P, T,C] und J geho¨rige
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z–normierte linke Matrixfunktion vom Stein-Typ sowie AJ die zu J geho¨rige rechte PG–
Matrix. Weiterhin sei Λm,m :=
(
0m×m Im
Im 0m×m
)
und die Funktion B˜ : D ∩ (ρT )∨ → Cm×m
fu¨r w ∈ (D ∩ (ρT )∨) definiert gema¨ß
B˜(w) := AJΛm,m[B[z](w)]JΛm,m.
Dann gelten folgende Aussagen:
(a) Fu¨r alle w ∈ ηT,D gilt det[B˜(w)] 6= 0 sowie
[B˜(w)]−1 = Λm,mJ[B[z](w)]−1Λm,mAJ .
(b) Unter Beachtung von (a) seien die Funktionen a, b, c und d fu¨r w ∈ ηT,D gegeben durch
die Blockunterteilung von (
a(w) b(w)
c(w) d(w)
)
:= [B˜(w)]−1
in m×m–Blo¨cke. Weiterhin bezeichne S(m,m)
[B˜(w)]−1
fu¨r w ∈ ηT,D die durch [B˜(w)]−1
bezu¨glich m und m erzeugte rechte gebrochenlineare Transformation von Matrizen. Fu¨r
S ∈ Sm×m(D) sei
Q˜[z]S,[P,T,C] := {w ∈ ηT,D : det(c(w)S(w) + d(w)) 6= 0}
und im Fall Q˜[z]S,[P,T,C] 6= ∅ sei die Funktion fS : Q˜
[z]
S,[P,T,C] → Cm×m definiert gema¨ß
fS(w) := S(m,m)
[B˜(w)]−1
(S(w)) , w ∈ Q˜[z]S,[P,T,C].
Dann gilt:
(b1) Es sei f ∈ PJ [L − [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion
S ∈ Sm×m(D), so dass Hf ∩ ηT,D = Q˜[z]S,[P,T,C] und f = fS erfu¨llt sind.
(b2) Es sei S ∈ Sm×m(D) so gewa¨hlt, dass Q˜[z]S,[P,T,C] 6= ∅ erfu¨llt ist. Dann gilt fS ∈
PJ [L− [P, T,C],D] sowie HfS ∩ ηT,D = Q˜[z]S,[P,T,C].
(b3) Es gilt PJ [L− [P, T,C],D] =
{
fS : S ∈ Sm×m(D) und Q˜[z]S,[P,T,C] 6= ∅
}
.
BEWEIS. Der Beweis kann analog zum Beweis von Satz 6.4.1 ausgefu¨hrt werden.
Nun wollen wir von der in Satz 6.4.1 bzw. Satz 6.4.2 beschriebenen linken bzw. rechten gebro-
chenlinearen Transformation zu einer rechten bzw. linken gebrochenlinearen Transformation
u¨bergehen. Dafu¨r beno¨tigen wir folgende Vorbetrachtung, wobei wir erneut zuna¨chst den
rechten Fall betrachten.
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Lemma 6.4.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel
und es bezeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiege-
lung der T–Resolventenmenge. Es sei w ∈ ηT,D sowie z ∈ (ρT )∨ ∩ T. Weiterhin bezeichne
D[z] die zu [P, T,C] und J geho¨rige z–normierte rechte Matrixfunktion vom Stein-Typ so-
wie BJ die zu J geho¨rige linke PG–Matrix und es sei Λm,m :=
(
0m×m Im
Im 0m×m
)
sowie
jmm := diag(Im,−Im). Unter Beachtung von Bemerkung 6.3.4 sei
D˜(w) := Λm,mJ[D[z](w)]Λm,mBJ .
Dann gelten folgende Aussagen:
(a) Es ist det[D˜(w)] 6= 0 und mit Um,m :=
(
0m×m Im
− Im 0m×m
)
gilt
[D˜(w)]−1Um,mdiag(J, J)
[
D[z](w)
]
BJjmm = Um,m.
(b) Unter Beachtung von (a) bezeichne T (m,m)
[D˜(w)]−1
die durch [D˜(w)]−1 bezu¨glich m und m
erzeugte linke gebrochenlineare Transformation von Matrizen sowie S(m,m)
diag(J,J)[D[z](w)]BJ
die durch diag(J, J)
[
D[z](w)
]BJ bezu¨glich m und m erzeugte rechte gebrochenlineare
Transformation von Matrizen. Weiterhin sei(
α(w) γ(w)
β(w) δ(w)
)
:= [D˜(w)]−1 bzw.
(
a(w) b(w)
c(w) d(w)
)
:= diag(J, J)
[
D[z](w)
]
BJ
die Blockzerlegung von [D˜(w)]−1 bzw. diag(J, J)
[
D[z](w)
]BJ in m×m–Blo¨cke. Dann
gilt
{x ∈ Cm×m : det(xγ(w) + δ(w)) 6= 0} = {x ∈ Cm×m : det(c(w)(−x) + d(w)) 6= 0}
sowie fu¨r x ∈ Cm×m mit det(xγ(w) + δ(w)) 6= 0 zudem
T (m,m)
[D˜(w)]−1
(x) = S(m,m)
diag(J,J)[D[z](w)]BJ (−x).
BEWEIS. (a) Analog zum Beweis von Teil (a) von Satz 6.4.1 ergibt sich aus der Wahl von
w die Beziehung det[D˜(w)] 6= 0. Mittels J2 = Im erhalten wir
JΛm,mUm,mdiag(J, J) = diag(J,−J)
(
0m×m Im
Im 0m×m
)(
0m×m Im
− Im 0m×m
)
diag(J, J)
= diag(J,−J)diag(−Im, Im)diag(J, J) = diag(−J,−J)diag(J, J) = −I2m
und damit dann
[D˜(w)]−1Um,mdiag(J, J)
[
D[z](w)
]
BJjmm
= BJΛm,m[D[z](w)]−1JΛm,mUm,mdiag(J, J)
[
D[z](w)
]
BJjmm
= −BJΛm,m[D[z](w)]−1
[
D[z](w)
]
BJjmm = −BJΛm,mBJjmm. (6.4.20)
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Es sei QJ := 12(Im − J) und PJ := 12(Im + J). Aufgrund der Definition der zu J geho¨rigen
linken PG–Matrix BJ (vgl. Definition A.8.1) erhalten wir
BJΛm,m =
( −PJ QJ
QJ −PJ
)(
0m×m Im
Im 0m×m
)
=
(
QJ −PJ
− PJ QJ
)
=
(
0m×m Im
Im 0m×m
)( −PJ QJ
QJ −PJ
)
= Λm,mBJ .
Beru¨cksichtigen wir nun noch, dass BJ als 2m–reihige Signaturmatrix (vgl.Bemerkung A.8.1)
die Beziehung BJBJ = I2m erfu¨llt, so folgt aus (6.4.20) dann
[D˜(w)]−1Um,mdiag(J, J)
[
D[z](w)
]
BJjmm
= −BJΛm,mBJjmm = −Λm,mBJBJjmm = −Λm,mjmm
= −
(
0m×m Im
Im 0m×m
)
diag(Im,−Im) =
(
0m×m Im
− Im 0m×m
)
= Um,m.
(b) Es bezeichne S(m,m)
diag(J,J)[D[z](w)]BJ jmm die durch diag(J, J)
[
D[z](w)
]BJjmm bezu¨glich m und
m erzeugte rechte gebrochenlineare Transformation von Matrizen. Aus (a) erhalten wir nach
Teil (b) von Satz A.7.1 dann
T (m,m)
[D˜(w)]−1
= S(m,m)
diag(J,J)[D[z](w)]BJ jmm (6.4.21)
sowie bei zusa¨tzlicher Beru¨cksichtigung von
diag(J, J)
[
D[z](w)
]
BJjmm =
(
a(w) b(w)
c(w) d(w)
)
diag(Im,−Im) =
(
a(w) −b(w)
c(w) −d(w)
)
zudem
{x ∈ Cm×m : det(xγ(w) + δ(w)) 6= 0} = {x ∈ Cm×m : det(c(w)x− d(w)) 6= 0}
= {x ∈ Cm×m : det(c(w)(−x) + d(w)) 6= 0}. (6.4.22)
Es sei S(m,m)jmm die durch jmm bezu¨glich m und m erzeugte rechte gebrochenlineare Transfor-
mation von Matrizen. Es ist Q(0m×m,−Im) := {x ∈ Cm×m : det(0m×m · x− Im) 6= 0} = Cm×m
und fu¨r alle x ∈ Cm×m ergibt sich
S(m,m)jmm (x) = (Im · x+ 0m×m)(0m×m · x− Im)−1 = −x.
Aus (6.4.21) und Teil (a2) von Satz A.7.2 folgt hiermit fu¨r x ∈ Cm×m mit det(xγ(w)+δ(w)) 6=
0 schließlich noch
T (m,m)
[D˜(w)]−1
(x) = S(m,m)
diag(J,J)[D[z](w)]BJ jmm(x)
= S(m,m)
diag(J,J)[D[z](w)]BJ
[
S(m,m)jmm (x)
]
= S(m,m)
diag(J,J)[D[z](w)]BJ (−x)
und zusammen mit (6.4.22) ist die Behauptung von (b) gezeigt.
Das folgende Lemma ist die zu Lemma 6.4.1 duale linke Version.
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Lemma 6.4.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und
J := diag(J,−J). Es sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel
und es bezeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiege-
lung der T–Resolventenmenge. Es sei w ∈ ηT,D sowie z ∈ (ρT )∨ ∩ T. Weiterhin bezeichne
B[z] die zu [P, T,C] und J geho¨rige z–normierte linke Matrixfunktion vom Stein-Typ so-
wie AJ die zu J geho¨rige rechte PG–Matrix und es sei Λm,m :=
(
0m×m Im
Im 0m×m
)
sowie
jmm := diag(Im,−Im). Unter Beachtung von Bemerkung 6.3.4 sei
B˜(w) := AJΛm,m[B[z](w)]JΛm,m.
Dann gelten folgende Aussagen:
(a) Es ist det[B˜(w)] 6= 0 und mit Um,m :=
(
0m×m Im
− Im 0m×m
)
gilt
jm,mAJ
[
B[z](w)
]
diag(J, J)Um,m[B˜(w)]−1 = Um,m.
(b) Unter Beachtung von (a) bezeichne S(m,m)
[B˜(w)]−1
die durch [B˜(w)]−1 bezu¨glich m und m
erzeugte rechte gebrochenlineare Transformation von Matrizen sowie T (m,m)AJ [B[z](w)]diag(J,J)
die durch AJ
[
B[z](w)
]
diag(J, J) bezu¨glich m und m erzeugte linke gebrochenlineare
Transformation von Matrizen. Weiterhin sei(
a(w) b(w)
c(w) d(w)
)
:= [B˜(w)]−1 bzw.
(
α(w) γ(w)
β(w) δ(w)
)
:= AJ
[
B[z](w)
]
diag(J, J)
die Blockzerlegung von [B˜(w)]−1 bzw. AJ
[
B[z](w)
]
diag(J, J) in m×m–Blo¨cke. Dann
gilt
{x ∈ Cm×m : det(c(w)x+ d(w)) 6= 0} = {x ∈ Cm×m : det(−xγ(w) + δ(w)) 6= 0}
sowie fu¨r x ∈ Cm×m mit det(c(w)x+ d(w)) 6= 0 zudem
S(m,m)
[B˜(w)]−1
(x) = T (m,m)AJ [B[z](w)]diag(J,J)(−x).
BEWEIS. Der Beweis kann analog zum Beweis von Lemma 6.4.1 ausgefu¨hrt werden.
Es folgt nun die Realisierung der im Vorfeld von Lemma 6.4.1 formulierten Zielstellung.
Satz 6.4.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel und es be-
zeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung der T–
Resolventenmenge. Weiterhin seien z ∈ (ρT )∨ ∩ T und die Funktionen a, b, c und d fu¨r
w ∈ D ∩ (ρT )∨ gegeben durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:= diag(J, J)
[
D[z](w)
]
BJ
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in m×m–Blo¨cke, wobei D[z] die zu [P, T,C] und J geho¨rige z–normierte rechte Matrix-
funktion vom Stein-Typ sowie BJ die zu J geho¨rige linke PG–Matrix bezeichne. Es bezeichne
S(m,m)
diag(J,J)[D[z](w)]BJ fu¨r w ∈ D ∩ (ρT )
∨ die durch diag(J, J)
[
D[z](w)
]BJ bezu¨glich m und m
erzeugte rechte gebrochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D) sei
Q[z]S,[P,T,C] :=
{
w ∈ D ∩ (ρT )∨ : det(c(w)S(w) + d(w)) 6= 0
}
und im Fall Q[z]S,[P,T,C] 6= ∅ sei die Funktion fS : Q
[z]
S,[P,T,C] → Cm×m definiert gema¨ß
fS(w) := S(m,m)diag(J,J)[D[z](w)]BJ (S(w)) , w ∈ Q
[z]
S,[P,T,C].
Dann gelten folgende Aussagen:
(a) Es sei f ∈ PJ [R − [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion S ∈
Sm×m(D), so dass Hf ∩ ηT,D = Q[z]S,[P,T,C] ∩ ηT,D sowie f = fS erfu¨llt sind.
(b) Es sei S ∈ Sm×m(D) so gewa¨hlt, dass Q[z]S,[P,T,C] 6= ∅ erfu¨llt ist. Dann gilt fS ∈ PJ [R −
[P, T,C],D] sowie HfS ∩ ηT,D = Q[z]S,[P,T,C] ∩ ηT,D.
(c) Es gilt PJ [R− [P, T,C],D] =
{
fS : S ∈ Sm×m(D) und Q[z]S,[P,T,C] 6= ∅
}
.
BEWEIS. Fu¨r S ∈ Sm×m(D) sei die Menge R˜[z]S,[P,T,C] und im Fall R˜
[z]
S,[P,T,C] 6= ∅ zudem die
Funktion f˜S : R˜[z]S,[P,T,C] → Cm×m wie in Satz 6.4.1 definiert. Mittels Teil (b) von Lemma
6.4.1 und der Definition der beteiligten Gro¨ßen ergibt sich bei zusa¨tzlicher Beachtung der aus
Definition 6.3.2 folgenden Beziehung ηT,D ⊆ D ∩ (ρT )∨ fu¨r S ∈ Sm×m(D) dann
R˜[z]S,[P,T,C] = Q−S,[P,T,C] ∩ ηT,D, (6.4.23)
woraus insbesondere die A¨quivalenz der Aussagen R˜[z]S,[P,T,C] 6= ∅ und Q
[z]
S,[P,T,C] ∩ ηT,D 6= ∅
folgt. Weiterhin erhalten wir aus Teil (b) von Lemma 6.4.1 und der Definition der beteiligten
Gro¨ßen fu¨r S ∈ Sm×m(D) mit R˜[z]S,[P,T,C] 6= ∅ zudem
f˜S = f−S . (6.4.24)
(a) Sei f ∈ PJ [R − [P, T,C],D]. Nach Teil (b1) von Satz 6.4.1 existiert dann eine eindeutig
bestimmte Funktion S˜ ∈ Sm×m(D), so dass
R˜
S˜,[P,T,C]
= Hf ∩ ηT,D und f = f˜S˜ (6.4.25)
erfu¨llt sind. Setzen wir S := −S˜, so ist S eindeutig bestimmt und es gilt S ∈ Sm×m(D). Aus
(6.4.25) und (6.4.23) folgt dann
Hf ∩ ηT,D = R˜S˜,[P,T,C] = Q−S˜,[P,T,C] ∩ ηT,D = Q
[z]
S,[P,T,C] ∩ ηT,D
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sowie aus (6.4.25) und (6.4.24) zudem
f = f˜
S˜
= f−S˜ = f−(−S) = fS .
(b) Es sei S ∈ Sm×m(D) so gewa¨hlt, dass Q[z]S,[P,T,C] 6= ∅ erfu¨llt ist. Da dann die Menge
Q[z]S,[P,T,C] unendlich viele Elemente entha¨lt und nach Bemerkung 6.3.2 zudem D\ηT,D endlich
ist, gilt dann auch Q[z]S,[P,T,C]∩ηT,D 6= ∅. Hieraus folgt aufgrund von (6.4.23) dann R˜−S,[P,T,C] 6=
∅ und so gilt nach Teil (b2) von Satz 6.4.1 bei Beachtung von −S ∈ Sm×m(D) die Beziehung
f˜−S ∈ PJ [R− [P, T,C],D] sowie Hf˜−S ∩ ηT,D = R˜−S,[P,T,C].
Aufgrund der aus (6.4.24) folgenden Identita¨t f˜−S = f−(−S) = fS , gilt damit schließlich
fS ∈ PJ [R− [P, T,C],D] sowie bei zusa¨tzlicher Beachtung von (6.4.23) zudem
HfS ∩ ηT,D = Hf˜−S ∩ ηT,D = R˜−S,[P,T,C] = Q
[z]
S,[P,T,C] ∩ ηT,D.
(c) Die Behauptung von (c) ergibt sich unmittelbar aus (a) und (b).
Satz 6.4.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel und es be-
zeichne ρT die T–Resolventenmenge sowie ηT,D die bzgl. D modifizierte Spiegelung der T–
Resolventenmenge. Weiterhin seien z ∈ (ρT )∨ ∩ T und die Funktionen α, β, γ und δ fu¨r
w ∈ D ∩ (ρT )∨ gegeben durch die Blockunterteilung von(
α(w) γ(w)
β(w) δ(w)
)
:= AJ
[
B[z](w)
]
diag(J, J)
in m×m–Blo¨cke, wobei B[z] die zu [P, T,C] und J geho¨rige z–normierte linke Matrixfunk-
tion vom Stein-Typ sowie AJ die zu J geho¨rige rechte PG–Matrix bezeichne. Es bezeichne
T (m,m)AJ [B[z](w)]diag(J,J) fu¨r w ∈ D ∩ (ρT )
∨ die durch AJ
[
B[z](w)
]
diag(J, J) bezu¨glich m und m
erzeugte linke gebrochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D) sei
R[z]S,[P,T,C] :=
{
w ∈ D ∩ (ρT )∨ : det(S(w)γ(w) + δ(w)) 6= 0
}
und im Fall R[z]S,[P,T,C] 6= ∅ sei die Funktion fS : R
[z]
S,[P,T,C] → Cm×m definiert gema¨ß
fS(w) := T (m,m)AJ [B[z](w)]diag(J,J) (S(w)) , w ∈ R
[z]
S,[P,T,C].
Dann gelten folgende Aussagen:
(a) Es sei f ∈ PJ [L − [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion S ∈
Sm×m(D), so dass Hf ∩ ηT,D = R[z]S,[P,T,C] ∩ ηT,D sowie f = fS erfu¨llt sind.
(b) Es sei S ∈ Sm×m(D) so gewa¨hlt, dass R[z]S,[P,T,C] 6= ∅ erfu¨llt ist. Dann gilt fS ∈ PJ [L −
[P, T,C],D] sowie HfS ∩ ηT,D = R[z]S,[P,T,C] ∩ ηT,D.
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(c) Es gilt PJ [L− [P, T,C],D] =
{
fS : S ∈ Sm×m(D) und R[z]S,[P,T,C] 6= ∅
}
.
BEWEIS. Der Beweis kann analog zum Beweis von Satz 6.4.3 ausgefu¨hrt werden.
Im Folgenden wollen wir nun Bedingungen angeben, so dass mit den Bezeichnungen aus Satz
6.4.3 bzw. Satz 6.4.4 fu¨r alle S ∈ Sm×m(D) die Bedingung Q[z]S,[P,T,C] 6= ∅ bzw. R
[z]
S,[P,T,C] 6= ∅
erfu¨llt ist. Dafu¨r betrachten wir zuna¨chst den Fall J = Im.
Bemerkung 6.4.1. Seien m ∈ N, r ∈ N, jmm := diag(Im,−Im) und [P, T,C] ein positiv
hermitesches rechtes bzw. linkes (jmm, r)–Stein-Tripel. Es sei z ∈ (ρT )∨ ∩ T und es seien
die Funktionen a˜, b˜, c˜ und d˜ bzw. α˜, β˜, γ˜ und δ˜ fu¨r w ∈ D ∩ (ρT )∨ gegeben durch die
Blockunterteilung von(
a˜(w) b˜(w)
c˜(w) d˜(w)
)
:= D[z](w) bzw.
(
α˜(w) γ˜(w)
β˜(w) δ˜(w)
)
:= B[z](w)
in m×m–Blo¨cke, wobei D[z] bzw. B[z] die zu [P, T,C] und jmm geho¨rige z–normierte rechte
bzw. linke Matrixfunktion vom Stein-Typ bezeichne. Dann gilt fu¨r alle S ∈ Sm×m(D) die
Beziehung
Q[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(c˜(w)S(w) + d˜(w)) 6= 0
}
= D ∩ (ρT )∨
bzw.
R[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(S(w)γ˜(w) + δ˜(w)) 6= 0
}
= D ∩ (ρT )∨,
wobei Q[z]S,[P,T,C] bzw. R
[z]
S,[P,T,C] wie in Satz 6.4.3 bzw. Satz 6.4.4 definiert sei.
BEWEIS. Im Folgenden zeigen wir die Behauptung nur fu¨r den Fall eines positiv hermiteschen
rechten (jmm, r)–Stein-Tripels. Der duale linke Fall kann dazu analog bewiesen werden.
Es bezeichne BIm die zu Im geho¨rige linke PG–Matrix. Aufgrund der Definition von BIm
ergibt sich dann BIm = −I2m und damit fu¨r w ∈ D ∩ (ρT )∨ insbesondere
diag(Im, Im)D[z](w)BIm = −D[z](w).
Aufgrund der Definition von Q[z]S,[P,T,C] erhalten wir damit fu¨r S ∈ Sm×m(D) nun
Q[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(−c˜(w)S(w)− d˜(w)) 6= 0
}
=
{
w ∈ D ∩ (ρT )∨ : det(c˜(w)S(w) + d˜(w)) 6= 0
}
. (6.4.26)
Nach Teil (d) von Satz 4.1.2 ist fu¨r w ∈ D ∩ (ρT )∨ die Matrix D[z](w) eine jmm–kontraktive
Matrix und so liefert Teil (a) von Satz A.7.3 die Beziehung
Km×m ⊆ {x ∈ Cm×m : det(c˜(w)x+ d˜(w)) 6= 0}.
Da fu¨r alle S ∈ Sm×m(D) und w ∈ D ∩ (ρT )∨ die Beziehung S(w) ∈ Km×m erfu¨llt ist, folgt
hieraus fu¨r alle S ∈ Sm×m(D) dann{
w ∈ D ∩ (ρT )∨ : det(c˜(w)S(w) + d˜(w)) 6= 0
}
= D ∩ (ρT )∨
und zusammen mit (6.4.26) schließlich die Behauptung.
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Folgerung 6.4.1. Seien m ∈ N, r ∈ N, jmm := diag(Im,−Im) sowie [P, T,C] ein positiv
hermitesches rechtes (jmm, r)–Stein-Tripel und es bezeichne ρT die T–Resolventenmenge. Es
sei z ∈ (ρT )∨ ∩T und es bezeichne D[z] die zu [P, T,C] und jmm geho¨rige z–normierte rechte
Matrixfunktion vom Stein-Typ sowie S(m,m)
D[z](w)
fu¨r w ∈ D ∩ (ρT )∨ die durch D[z](w) bezu¨glich
m und m erzeugte rechte gebrochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D)
sei bei Beachtung von Bemerkung 6.4.1 die Funktion gS : D∩ (ρT )∨ → Cm×m definiert gema¨ß
gS(w) := S(m,m)D[z](w)(S(w)), w ∈ D ∩ (ρT )∨.
Dann gelten folgende Aussagen:
(a) Es sei g ∈ PIm [R − [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion
S ∈ Sm×m(D), so dass g = gS erfu¨llt ist.
(b) Sei S ∈ Sm×m(D). Dann gilt gS ∈ PIm [R− [P, T,C],D].
(c) Es gilt PIm [R− [P, T,C],D] = {gS : S ∈ Sm×m(D)}.
BEWEIS. Bezeichnet BIm die zu Im geho¨rige linke PG–Matrix, so gilt BIm = −I2m und damit
fu¨r w ∈ D ∩ (ρT )∨ insbesondere
diag(Im, Im)D[z](w)BIm = −D[z](w).
Beru¨cksichtigen wir nun noch Bemerkung 6.4.1 sowie Teil (a) von Bemerkung A.7.1, so folgt
die Behauptung von (a)–(c) unmittelbar aus den Teilen (a)–(c) von Satz 6.4.3.
Folgerung 6.4.2. Seien m ∈ N, r ∈ N, jmm := diag(Im,−Im) sowie [P, T,C] ein positiv
hermitesches linkes (jmm, r)–Stein-Tripel und es bezeichne ρT die T–Resolventenmenge. Es
sei z ∈ (ρT )∨ ∩ T und es bezeichne B[z] die zu [P, T,C] und jmm geho¨rige z–normierte linke
Matrixfunktion vom Stein-Typ sowie T (m,m)
B[z](w)
fu¨r w ∈ D∩ (ρT )∨ die durch B[z](w) bezu¨glich m
und m erzeugte linke gebrochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D) sei
bei Beachtung von Bemerkung 6.4.1 die Funktion gS : D ∩ (ρT )∨ → Cm×m definiert gema¨ß
gS(w) := T (m,m)B[z](w)(S(w)), w ∈ D ∩ (ρT )∨.
Dann gelten folgende Aussagen:
(a) Es sei g ∈ PIm [L− [P, T,C],D]. Dann existiert eine eindeutig bestimmte Funktion S ∈
Sm×m(D), so dass g = gS erfu¨llt ist.
(b) Sei S ∈ Sm×m(D). Dann gilt gS ∈ PIm [L− [P, T,C],D].
(c) Es gilt PIm [L− [P, T,C],D] = {gS : S ∈ Sm×m(D)}.
BEWEIS. Der Beweis kann analog zum Beweis von Folgerung 6.4.1 ausgefu¨hrt werden.
Wir kommen nun zur Realisierung der im Vorfeld von Bemerkung 6.4.1 angeku¨ndigten Ziel-
stellung, wobei wir erneut zuna¨chst das folgende Resultat in der rechten Version formulieren.
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Satz 6.4.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches rechtes (J, r)–Stein-Tripel sowie z ∈
(ρT )∨ ∩T und jmm := diag(Im,−Im). Weiterhin sei QJ := 12(Im− J) sowie PJ := 12(Im + J)
und es bezeichne BJ die zu J geho¨rige linke PG–Matrix. Fu¨r S ∈ Sm×m(D) sei Q[z]S,[P,T,C]
wie in Satz 6.4.3 definiert. Bei zusa¨tzlicher Beachtung der Tatsache, dass nach Teil (c) von
Bemerkung 6.2.5 das Tripel [P, T,CBJ ] ein positiv hermitesches rechtes (jmm, r)–Stein-Tripel
ist, gelten dann folgende Aussagen:
(a) Unter Beachtung von Bemerkung 6.4.1 sei fu¨r S ∈ Sm×m die Funktion gS : D∩(ρT )∨ →
Cm×m definiert gema¨ß
gS(w) := S(m,m)
D
[z]
[P,T,CBJ ]
(w)
(S(w)), w ∈ D ∩ (ρT )∨,
wobei D[z][P,T,CBJ ] die zu [P, T,CBJ ] und jmm geho¨rige z–normierte rechte Matrixfunktion
vom Stein-Typ sowie S(m,m)
D
[z]
[P,T,CBJ ]
(w)
fu¨r w ∈ D∩(ρT )∨ die durch D[z][P,T,CBJ ](w) bezu¨glich m
und m erzeugte rechte gebrochenlineare Transformation von Matrizen bezeichne. Dann
gilt
Q[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(QJgS(w) + PJ) 6= 0
}
.
(b) Folgende Aussagen sind a¨quivalent:
(i) Fu¨r alle S ∈ Sm×m(D) gilt Q[z]S,[P,T,C] 6= ∅.
(ii) Fu¨r alle g ∈ PIm [R − [P, T,CBJ ],D] ist die Funktion det(QJg + PJ) nicht die
Nullfunktion in D.
BEWEIS. (a) Nach Bemerkung A.8.1 ist die zu J geho¨rige linke PG–Matrix BJ eine 2m–
reihige Signaturmatrix und so gilt B∗J = BJ sowie BJBJ = I2m Weiterhin ergibt sich aus
Bemerkung A.8.1 zudem die Beziehung BJjmm = JBJ . Bezeichnet nun D[z] die zu [P, T,C]
und J geho¨rige z–normierte rechte Matrixfunktion vom Stein-Typ, so folgt aufgrund der
Definition der Matrixfunktionen D[z][P,T,CBJ ] und D
[z] fu¨r w ∈ C ∩ (ρT )∨ dann
D
[z]
[P,T,CBJ ](w) = I2m − (1− wz)(CBJ)
∗[RT (w)]∗P−1RT (z)CBJjmm
= BJBJ − (1− wz)BJC∗[RT (w)]∗P−1RT (z)CJBJ
= BJ
[
I2m − (1− wz)C∗[RT (w)]∗P−1RT (z)CJ
]
BJ = BJ [D[z](w)]BJ . (6.4.27)
Aus der Definition von PJ und QJ folgen unmittelbar PJQJ = QJPJ = 0m×m bzw. P2J = PJ
und Q2J = QJ bzw. PJ − QJ = J . Damit erhalten wir aufgrund der Definitionen der zu J
geho¨rigen rechten und linken PG-Matrizen AJ und BJ die Beziehung
AJBJ =
( PJ QJ
QJ PJ
)( −PJ QJ
QJ −PJ
)
=
( −P2J +Q2J PJQJ −QJPJ
−QJPJ + PJQJ Q2J − P2J
)
=
( −PJ +QJ 0m×m
0m×m QJ − PJ
)
=
( −J 0m×m
0m×m −J
)
= −diag(J, J)
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und somit folgt aus (6.4.27) fu¨r w ∈ C ∩ (ρT )∨ die Beziehung
−AJ [D[z][P,T,CBJ ](w)] = −AJBJ [D
[z](w)]BJ = diag(J, J)[D[z](w)]BJ . (6.4.28)
Es seien die Funktionen a bzw. a1, b bzw. b1, c bzw. c1 und d bzw. d1 fu¨r w ∈ D ∩ (ρT )∨
gegeben durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:= AJ [D[z][P,T,CBJ ](w)] bzw.
(
a1(w) b1(w)
c1(w) d1(w)
)
:= D[z][P,T,CBJ ](w)
in m×m–Blo¨cke. Dann gilt nach Bemerkung 6.4.1 die Beziehung
Q[z]S,[P,T,CBJ ] =
{
w ∈ D ∩ (ρT )∨ : det(c1(w)S(w) + d1(w)) 6= 0
}
= D ∩ (ρT )∨ (6.4.29)
sowie wegen der Definition von Q[z]S,[P,T,C] und (6.4.28) zudem
Q[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(−c(w)S(w)− d(w)) 6= 0
}
=
{
w ∈ D ∩ (ρT )∨ : det(c(w)S(w) + d(w)) 6= 0
}
. (6.4.30)
Sei nun w ∈ D ∩ (ρT )∨ beliebig. Bei Beachtung von (6.4.29) und (6.4.30) liefert Teil (a1)
von Satz A.7.2 die A¨quivalenz von w ∈ Q[z]S,[P,T,C] und det
[
QJSD[z]
[P,T,CBJ ]
(w)
(S(w)) + PJ
]
6= 0.
Hieraus folgt aufgrund der Definition von gS schließlich
Q[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det
[
QJSD[z]
[P,T,CBJ ]
(w)
(S(w)) + PJ
]
6= 0
}
=
{
w ∈ D ∩ (ρT )∨ : det(QJgS(w) + PJ) 6= 0
}
.
(b) Aus (a) und der nach Teil (c) von Folgerung 6.4.1 geltenden Beziehung
PIm [R− [P, T,CBJ ],D] = {gS : S ∈ Sm×m(D)}
ergibt sich unmittelbar die Behauptung von (b).
Zum Abschluss formulieren wir nun noch das zu Satz 6.4.5 duale Resultat fu¨r linke positiv
hermitesche Stein–Tripel.
Satz 6.4.6. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie r ∈ N und J :=
diag(J,−J). Es sei [P, T,C] ein positiv hermitesches linkes (J, r)–Stein-Tripel sowie z ∈
(ρT )∨ ∩T und jmm := diag(Im,−Im). Weiterhin sei QJ := 12(Im− J) sowie PJ := 12(Im + J)
und es bezeichne AJ die zu J geho¨rige rechte PG–Matrix. Fu¨r S ∈ Sm×m(D) sei R[z]S,[P,T,C]
wie in Satz 6.4.4 definiert. Bei zusa¨tzlicher Beachtung der Tatsache, dass nach Teil (c) von
Bemerkung 6.2.5 das Tripel [P, T,AJC] ein positiv hermitesches linkes (jmm, r)–Stein-Tripel
ist, gelten dann folgende Aussagen:
(a) Unter Beachtung von Bemerkung 6.4.1 sei fu¨r S ∈ Sm×m die Funktion gS : D∩(ρT )∨ →
Cm×m definiert gema¨ß
gS(w) := T (m,m)
B
[z]
[P,T,AJC]
(w)
(S(w)), w ∈ D ∩ (ρT )∨.
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wobei B[z][P,T,AJC] die zu [P, T,AJC] und jmm geho¨rige z–normierte linke Matrixfunktion
vom Stein-Typ sowie T (m,m)
B
[z]
[P,T,AJC]
(w)
fu¨r w ∈ D∩ (ρT )∨ die durch B[z][P,T,AJC](w) bezu¨glich
m und m erzeugte linke gebrochenlineare Transformation von Matrizen bezeichne. Dann
gilt
R[z]S,[P,T,C] =
{
w ∈ D ∩ (ρT )∨ : det(gS(w)QJ − PJ) 6= 0
}
.
(b) Folgende Aussagen sind a¨quivalent:
(i) Fu¨r alle S ∈ Sm×m(D) gilt R[z]S,[P,T,C] 6= ∅.
(ii) Fu¨r alle g ∈ PIm [L − [P, T,AJC],D] ist die Funktion det(gQJ − PJ) nicht die
Nullfunktion in D.
6.5 Anwendung der fundamentalen Matrixungleichung der Stein-Tripel
zur Beschreibung der Lo¨sungsmenge des J–Potapovproblems
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine J–
Potapovfolge. In diesem Abschnitt werden wir die in Abschnitt 6.1 hergeleitete fundamentale
Matrixungleichung verwenden, um die Funktionen der Klasse PJ,0[D, (Aj)nj=0] genauer zu un-
tersuchen. Hierbei wird sich zeigen, daß diese Matrixungleichung gerade eine fundamentale
Matrixungleichung eines speziellen Stein–Tripels ist, womit sich die in den Abschnitten 6.2–
6.4 erhaltenen Resultate auf das J–Potapovproblem anwenden lassen.
Wir beginnen nun mit den Detailbetrachtungen und erhalten zuna¨chst folgenden Zusammen-
hang zwischen dem J–Potapovproblem und den Lo¨sungen der auf Stein–Tripel basierenden
Matrixungleichungen.
Satz 6.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine Folge aus Cm×m. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie Sn die zu (Aj)nj=0
geho¨rige Abschnittsmatrix und es sei J := diag(J,−J). Weiterhin bezeichne Pn,J bzw. Qn,J
die zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form und es sei
Θn := ([en,m(0)]∗, Sn[en,m(0)]∗) bzw. Λn :=
(
[En,m(0)]∗
[En,m(0)]∗Sn
)
.
Es sei fu¨r f ∈ Mm×m(D) und w ∈ Hf die Matrix D(A,f,J)(w) bzw. B(A,f,J)(w) definiert
gema¨ß (6.1.2) bzw. (6.1.9) sowie unter Beachtung der Tatsache, dass nach Teil (a) von Satz
4.3.1 das Tripel [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein rechtes bzw. linkes (J, (n+ 1)m)–
Stein–Tripel ist, die Matrix ER(w) bzw. EL(w) gegeben durch (6.2.1) bzw. (6.2.2). Dann gilt
fu¨r f ∈Mm×m(D) und w ∈ Hf die Beziehung
D(A,f,J)(w) = ER(w) bzw. B(A,f,J)(w) = EL(w)
und damit folgt
PJ,0[D, (Aj)nj=0] = PJ [R− [Pn,J , Tn,m,Θn],D] ∩M(0)m×m(D)
bzw.
PJ,0[D, (Aj)nj=0] = PJ [L− [Qn,J , Tn,m,Λn],D] ∩M(0)m×m(D).
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BEWEIS. Fu¨r f ∈Mm×m(D) und w ∈ Hf ergibt sich
(Im, f(w))J(Im, f(w))∗ = (Im, f(w))diag(J,−J)(Im, f(w))∗ = J − f(w)J [f(w)]∗
bzw. analog (
Im
f(w)
)∗
J
(
Im
f(w)
)
= J − [f(w)]∗Jf(w).
Beziechnet RTn,m die Tn,m–Resolvente, so erhalten wir mittels Teil (a2) von Lemma 4.3.2 die
zudem
(Im, f(w))JΘ∗n[RTn,m(w)]
∗ = (Im, f(w))diag(J,−J)([en,m(w)]∗, Sn[en,m(w)]∗)∗
= (J,−f(w)J)
(
en,m(w)
en,m(w)S∗n
)
= Jen,m(w)− f(w)Jen,m(w)S∗n
bzw. mittels Teil (b2) von Lemma 4.3.2 analog
[RTn,m(w)]
∗Λ∗nJ

(
Im
f(w)
)
= En,m(w)J − S∗nEn,m(w)Jf(w).
Hieraus und aus der Definition von D(A,f,J)(w) bzw. B(A,f,J)(w) sowie aus der nach Bemer-
kung 6.2.1 gu¨ltigen Gestalt der Matrix ER(w) bzw. EL(w) folgt fu¨r f ∈ Mm×m(D) und
w ∈ Hf dann
D(A,f,J)(w) = ER(w) bzw. B(A,f,J)(w) = EL(w). (6.5.1)
Es ist f ∈ PJ,0[D, (Aj)nj=0] genau dann, wenn f ∈ M(0)m×m(D) und nach Satz 6.1.2 zudem fu¨r
alle w ∈ Hf die Matrix D(A,f,J)(w) nichtnegativ hermitesch ist. Wegen (6.5.1) ist dies genau
dann erfu¨llt, wenn f ∈ M(0)m×m(D) und ER(w) fu¨r alle w ∈ Hf nichtnegativ hermitesch ist.
Dies ist bei Beachtung der wegen Teil (b) von Satz 4.3.2 gu¨ltigen Beziehung
Hf ∩
(
ρTn,m
)∨ = Hf ∩ C∨ = Hf ∩ C = Hf
genau dann der Fall, wenn f ∈ PJ [R− [Pn,J , Tn,m,Θn],D]∩M(0)m×m(D) erfu¨llt ist. Analog kann
aus (6.5.1) auch die Beziehung PJ,0[D, (Aj)nj=0] = PJ [L− [Qn,J , Tn,m,Λn],D] ∩ M(0)m×m(D)
gezeigt werden.
Aufgrund von Satz 6.5.1 lassen sich nun die Ergebnisse des Abschnittes 6.2 auf das J–
Potapovproblem u¨bertragen. Dabei wird die Rolle des in diesem Abschnitt vorkommenden
Matrixpolynoms gerade das Dubovojsche Matrixpolynom u¨bernehmen.
Satz 6.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Weiter sei f ∈M(0)m×m(D) sowie z ∈ T. Dann ist f ∈ PJ,0[D, (Aj)nj=0]
genau dann erfu¨llt, wenn fu¨r alle w ∈ Hf die Beziehung
(Im, f(w))JD
[z]
n,J(w)J
[D[z]n,J(w)]
∗J(Im, f(w))∗ ∈ Cm×m≥
bzw. (
Im
f(w)
)∗
J[B[z]n,J(w)]
∗JB[z]n,J(w)J

(
Im
f(w)
)
∈ Cm×m≥
besteht, wobei J := diag(J,−J) und D[z]n,J bzw. B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–
normierte rechte bzw. linke Dubovojsche Matrixpolynom bezeichne.
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BEWEIS. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie ρTn,m die Tn,m–Resolventenmenge.
Weiterhin bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J bzw. Qn,J die
zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form und es sei Θn := ([en,m(0)]
∗, Sn[en,m(0)]∗) bzw
Λn :=
(
[En,m(0)]∗
[En,m(0)]∗Sn
)
. Aufgrund der Wahl der Folge (Aj)nj=0 ist nach Teil (c) von Satz 4.3.1
das Tripel [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein positiv hermitesche rechtes bzw. linkes
(J, (n+1)m)–Stein–Tripel und nach Definition 4.3.1 istD[z]n,J bzw.B
[z]
n,J die zu [Pn,J , Tn,m,Θn]
bzw. [Qn,J , Tn,m,Λn] geho¨rige rechte bzw. linke z–normierte Matrixfunktion vom Stein–Typ.
Beru¨cksichtigen wir nun noch die nach Teil (b) von Satz 4.3.2 gu¨ltige Beziehung
(
ρTn,m
)∨ =
C∨ = C, so folgt die Behauptung unmittelbar aus Satz 6.5.1 und Satz 6.2.2.
Im Folgenden wollen wir nun das Ergebnis aus Abschnitt 6.3 anwenden und erhalten eine
Darstellung der Funktionen aus PJ,0[D, (Aj)nj=0] mittels J–Potapov–Zeilenpaaren bzw. J–
Potapov–Spaltenpaaren.
Satz 6.5.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0 eine
strenge J–Potapovfolge. Es sei J := diag(J,−J), z ∈ T und es bezeichne D[z]n,J bzw. B[z]n,J das
zu (Aj)nj=0 und J geho¨rige z–normierte rechte bzw. linke Dubovojsche Matrixpolynom. Dann
gelten folgende Aussagen:
(a) Unter Beachtung von Teil (a2) bzw. (b2) von Satz 4.3.5 definiere man die Funktionen
a, b, c und d bzw. α, β, γ und δ fu¨r w ∈ D\{0} durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:=
[
D
[z]
n,J(w)
]−1
J bzw.
(
α(w) β(w)
γ(w) δ(w)
)
:= J
[
B
[z]
n,J(w)
]−1
in m×m–Blo¨cke. Dann ist {a, b, c, d, α, β, γ, δ} ⊆ Mm×m(D) und es gilt Ha = Hb =
Hc = Hd ⊇ D\{0} bzw. Hα = Hβ = Hγ = Hδ ⊇ D\{0}.
(b) Es sei f ∈ PJ,0[D, (Aj)nj=0]. Dann existieren u, v ∈ M(0)m×m(D), so dass folgende Bedin-
gungen erfu¨llt sind:
(I) Es ist [u, v] ein J–Potapov-Zeilenpaar bzw. J–Potapov-Spaltenpaar und es gilt
Hu = Hv ⊇ Hf .
(II) Fu¨r w ∈ Hf\{0} ist det (u(w)a(w) + v(w)c(w)) 6= 0 bzw. det(α(w)u(w) +
β(w)v(w)) 6= 0 erfu¨llt und es gilt
f(w) = (u(w)a(w) + v(w)c(w))−1 (u(w)b(w) + v(w)d(w))
bzw.
f(w) = (γ(w)u(w) + δ(w)v(w)) (α(w)u(w) + β(w)v(w))−1 .
(c) Es seien u, v ∈ Mm×m(D) so gewa¨hlt, dass [u, v] ein J–Potapov-Zeilenpaar bzw. J–
Potapov-Spaltenpaar ist. Weiterhin sei det(ua + vc) bzw. det(αu + γv) nicht die Null-
funktion in D. Dann geho¨rt die Funktion
(ua+ vc)−1(ub+ vd) bzw. (γu+ δv)(αu+ βv)−1
zu PJ,0[D, (Aj)nj=0], falls 0 zur Holomorphiemenge dieser Funktion geho¨rt.
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BEWEIS. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie ρTn,m die Tn,m–Resolventenmenge
und ηTn,m,D die bzgl. D modifizierte Spiegelung der Tn,m–Resolventenmenge. Wegen Bemer-
kung A.5.1 ist specTn,m = {0} und so folgt aus Bemerkung 4.1.3 bzw. Bemerkung 6.3.3 dann(
ρTn,m
)∨ = C∨ = C bzw. ηTn,m,D = D\{0}. (6.5.2)
Weiterhin bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J bzw. Qn,J die
zu (Aj)nj=0 geho¨rige linke bzw. rechte J–Form und es sei Θn := ([en,m(0)]
∗, Sn[en,m(0)]∗)
bzw Λn :=
(
[En,m(0)]∗
[En,m(0)]∗Sn
)
. Aufgrund der Wahl der Folge (Aj)nj=0 ist nach Teil (c) von
Satz 4.3.1 das Tripel [Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] ein positiv hermitesche rechtes
bzw. linkes (J, (n+ 1)m)–Stein–Tripel und nach Definition 4.3.1 ist D[z]n,J bzw. B
[z]
n,J die zu
[Pn,J , Tn,m,Θn] bzw. [Qn,J , Tn,m,Λn] geho¨rige z–normierte rechte bzw. linke Matrixfunktion
vom Stein–Typ. Beru¨cksichtigen wir nun noch (6.5.2), so folgt die Behauptung unmittelbar
aus Satz 6.5.1 und Satz 6.3.1.
Zum Abschluss dieses Abschnittes wollen wir nun auch die Ergebnisse aus Abschnitt 6.4 auf
das J–Potapovproblem anwenden. Dabei werden wir in der rechten Version gerade auf Satz
5.2.2 gefu¨hrt und erhalten so einen alternativen Beweis dieses Satzes, der auf der Theorie der
fundamentalen Matrixungleichungen der Stein–Tripel beruht. Um den alternativen Beweis
von Satz 5.2.2 auszufu¨hren, beno¨tigen wir zuna¨chst noch einige Vorbereitungen.
Bemerkung 6.5.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0
und (Aj)nj=0 eine J–Potapovfolge. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie S
(A)
n
die zu (Aj)nj=0 geho¨rige Abschnittsmatrix und es sei jmm := diag(Im,−Im). Weiterhin
bezeichne P (A)n,J bzw. Q
(A)
n,J die zu (Aj)
n
j=0 geho¨rige linke bzw. rechte J–Form und es sei
Θ(A)n := ([en,m(0)]∗, S
(A)
n [en,m(0)]∗) bzw. Λ
(A)
n :=
(
[En,m(0)]∗
[En,m(0)]∗S(A)n
)
. Bezeichnet BJ bzw.
AJ die zu J geho¨rige linke bzw. rechte PG–Matrix, so ist dann [P (A)n,J , Tn,m,Θ(A)n BJ ] bzw.
[Q(A)n,J , Tn,m,AJΛ(A)n ] ein rechtes bzw. linkes nichtnegativ hermitesches (jmm, (n+ 1)m)–Stein–
Tripel und es gilt
Sm×m[D, (Bj)nj=0] = PIm
[
R− [P (A)n,J , Tn,m,Θ(A)n BJ ],D
]
= PIm
[
L− [Q(A)n,J , Tn,m,AJΛ(A)n ],D
]
,
wobei (Bj)nj=0 die nach Teil (a) von Satz 1.3.3 wohldefinierte J–PG Transformierte von
(Aj)nj=0 bezeichne.
BEWEIS. Im Folgenden zeigen wir nur die Beziehung
Sm×m[D, (Bj)nj=0] = PIm
[
R− [P (A)n,J , Tn,m,Θ(A)n BJ ],D
]
.
Der Beweis fu¨r die Identita¨t Sm×m[D, (Bj)nj=0] = PIm
[
L− [Q(A)n,J , Tn,m,AJΛ(A)n ],D
]
kann dann
dazu analog ausgefu¨hrt werden.
Nach Teil (b) von Satz 4.3.1 ist [P (A)n,J , Tn,m,Θ
(A)
n ] ein nichtnegativ hermitesches rech-
tes (J, (n + 1)m)–Stein–Tripel und so folgt mittels Teil (b) von Bemerkung 6.2.5, dass
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[P (A)n,J , Tn,m,Θ
(A)
n BJ ] ein nichtnegativ hermitesches rechtes (jmm, (n+ 1)m)–Stein–Tripel ist.
Es bezeichne P (B)n die zu (Bj)nj=0 geho¨rige linke Im–Form sowie S
(B)
n die zu (Bj)nj=0 geho¨rige
Abschnittsmatrix. Weiterhin sei Θ(B)n := ([en,m(0)]∗, S
(B)
n [en,m(0)]∗). Nach Teil (a) von Satz
1.3.3 ist (Bj)nj=0 eine m×m–Schurfolge, also eine Im–Potapovfolge und so ergibt sich mit-
tels Teil (b) von Satz 4.3.1, dass
[
P
(B)
n , Tn,m,Θ
(B)
n
]
ein nichtnegativ hermitesches rechtes
(jmm, (n+ 1)m)–Stein–Tripel ist. Nach Bemerkung 6.2.4 gilt dann
PIm
[
R−
[
P (B)n , Tn,m,Θ
(B)
n
]
,D
]
⊆ Sm×m(D)
und damit insbesondere
PIm
[
R−
[
P (B)n , Tn,m,Θ
(B)
n
]
,D
]
⊆M(0)m×m(D).
Hieraus folgt mittels Satz 6.5.1 nun
Sm×m[D, (Bj)nj=0] = PIm,0[D, (Bj)nj=0] = PIm
[
R−
[
P (B)n , Tn,m,Θ
(B)
n
]
,D
]
∩M(0)m×m(D)
= PIm
[
R−
[
P (B)n , Tn,m,Θ
(B)
n
]
,D
]
. (6.5.3)
Es seien nun J[n] := diagn+1(J) sowie PJ[n] :=
1
2(Im+J[n]) und QJ[n] :=
1
2(Im−J[n]). Aufgrund
der Wahl von (Aj)nj=0 folgt aus Teil (a) von Satz 1.3.3 und Teil (a) von Satz 1.3.4 die Beziehung
det
(
S(A)n QJ[n] − PJ[n]
)
6= 0
und bezeichnet RTn,m die Tn,m–Resolvente, so ergibt sich mittels Teil (a2) von Lemma 4.3.2,
Bemerkung A.4.10 und Teil (b) von Satz 1.3.4 fu¨r alle w ∈ C zudem
RTn,m(w)Θ
(A)
n BJ = ([en,m(w)]∗, S(A)n [en,m(w)]∗)
( −PJ QJ
QJ −PJ
)
=
(
S(A)n [en,m(w)]
∗QJ − [en,m(w)]∗PJ , [en,m(w)]∗QJ − S(A)n [en,m(w)]∗PJ
)
=
(
(S(A)n QJ[n] − PJ[n])[en,m(w)]∗, (QJ[n] − S(A)n PJ[n])[en,m(w)]∗
)
= (S(A)n QJ[n] − PJ[n])
(
[en,m(w)]∗, (S(A)n QJ[n] − PJ[n])−1(QJ[n] − S(A)n PJ[n])[en,m(w)]∗
)
= (S(A)n QJ[n] − PJ[n])([en,m(w)]∗, S(B)n [en,m(w)]∗) = (S(A)n QJ[n] − PJ[n])RTn,m(w)Θ(B)n
und damit
RTn,m(w)Θ
(B)
n = (S
(A)
n QJ[n] − PJ[n])−1RTn,m(w)Θ(A)n BJ .
Hieraus und aus der nach Teil (c) von Satz 1.3.4 gu¨ltigen Beziehung
P (B)n =
(
S(A)n QJ[n] − PJ[n]
)−1
P
(A)
n,J
(
S(A)n QJ[n] − PJ[n]
)−∗
folgt nun fu¨r beliebige f ∈Mm×m(D) und w ∈ Hf die Beziehung
E
R,
[
P
(B)
n ,Tn,m,Θ
(B)
n
](w) = X · E
R,
[
P
(A)
n,J ,Tn,m,Θ
(A)
n BJ
](w) ·X∗
263
wobei
X :=
(
(S(A)n QJ[n] − PJ[n])−1 0(n+1)m×m
0m×(n+1)m Im
)
sowie E
R,
[
P
(B)
n ,Tn,m,Θ
(B)
n
](w) bzw. E
R,
[
P
(A)
n,J ,Tn,m,Θ
(A)
n BJ
](w) die gema¨ß (6.2.1) fu¨r das Tripel[
P
(B)
n , Tn,m,Θ
(B)
n
]
bzw.
[
P
(A)
n,J , Tn,m,Θ
(A)
n BJ
]
definierte Matrix sei und fu¨r diese Matrix die in
Bemerkung 6.2.1 hergeleitete Gestalt verwendet wird. Damit ist fu¨r f ∈Mm×m(D) und w ∈
Hf nun ER,[P (B)n ,Tn,m,Θ(B)n ](w) ∈ C(n+2)m×(n+2)m≥ genau dann, wenn ER,[P (A)n,J ,Tn,m,Θ(A)n BJ](w) ∈
C(n+2)m×(n+2)m≥ erfu¨llt ist. Hieraus folgt nun
PIm
[
R−
[
P (B)n , Tn,m,Θ
(B)
n
]
,D
]
= PIm
[
R−
[
P
(A)
n,J , Tn,m,Θ
(A)
n BJ
]
,D
]
und zusammen mit (6.5.3) ergibt sich unmittelbar die Behauptung.
Bemerkung 6.5.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und
(Aj)nj=0 eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es seien die Funktionen a, b,
c und d bzw. α, β, γ und δ fu¨r w ∈ D gegeben durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:= diag(J, J)
[
D
[z]
n,J(w)
]
BJ
bzw. (
α(w) γ(w)
β(w) δ(w)
)
:= AJ
[
B
[z]
n,J(w)
]
diag(J, J)
in m×m–Blo¨cke, wobei D[z]n,J bzw. B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte rechte
bzw. linke Dubovojsche Matrixpolynom sowie BJ bzw. AJ die zu J geho¨rige linke bzw. rechte
PG–Matrix bezeichne. Fu¨r S ∈ Sm×m(D) sei
Q[z]S,(Aj)nj=0 := {w ∈ D : det(c(w)S(w) + d(w)) 6= 0}
bzw.
R[z]S,(Aj)nj=0 := {w ∈ D : det(S(w)γ(w) + δ(w)) 6= 0} .
Dann gilt fu¨r alle S ∈ Sm×m(D) die Beziehung 0 ∈ Q[z]S,(Aj)nj=0 bzw. 0 ∈ R
[z]
S,(Aj)nj=0
, womit
insbesondere Q[z]S,(Aj)nj=0 6= ∅ bzw. R
[z]
S,(Aj)nj=0
6= ∅ erfu¨llt ist.
BEWEIS. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie ρTn,m die Tn,m–Resolventenmenge.
Weiterhin bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J die zu (Aj)
n
j=0
geho¨rige linke J–Form und es sei Θn := ([en,m(0)]∗, Sn[en,m(0)]∗). Aufgrund der Wahl der
Folge (Aj)nj=0 ist nach Teil (c) von Satz 4.3.1 das Tripel [Pn,J , Tn,m,Θn] ein positiv hermitesche
rechtes (J, (n+ 1)m)–Stein–Tripel und nach Definition 4.3.1 ist D[z]n,J die zu [Pn,J , Tn,m,Θn]
geho¨rige z–normierte rechte Matrixfunktion vom Stein–Typ. Es sei S ∈ Sm×m(D) beliebig
und Q[z]S,[Pn,J ,Tn,m,Θn] wie in Satz 6.4.3 definiert. Beru¨cksichtigen wir die nach Teil (b) von Satz
4.3.2 gu¨ltige Beziehung
(
ρTn,m
)∨ = C∨ = C, so ergibt sich mittels Teil (a) von Satz 6.4.5 dann
Q[z]S,(Aj)nj=0 = Q
[z]
S,[Pn,J ,Tn,m,Θn]
= {w ∈ D : det(QJgS(w) + PJ) 6= 0} , (6.5.4)
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wobei PJ := 12(Im + J) sowie QJ :=
1
2(Im − J) und gS wie in Teil (a) von Satz 6.4.5 definiert
sei. Weiterhin folgt mittels Teil (b) von Folgerung 6.4.1 und Bemerkung 6.5.1 die Beziehung
gS ∈ PIm [R− [Pn,J , Tn,m,ΘnBJ ],D] = Sm×m[D, (Bj)nj=0], (6.5.5)
wobei BJ die zu J geho¨rige linke PG–Matrix sowie (Bj)nj=0 die nach Teil (a) von Satz 1.3.3
wohldefinierte J–PG Transformierte von (Aj)nj=0 bezeichne. Als J–PG–Transformierte von
(Aj)nj=0 ist (Bj)
n
j=0 nach Satz 1.3.1 selbst eine J–PG–transformierbare Folge aus Cm×m.
Zusammen mit (6.5.5) folgt damit
det(QJgS(0) + PJ) = det(QJB0 + PJ) 6= 0,
womit schließlich wegen (6.5.4) die Beziehung 0 ∈ Q[z]S,(Aj)nj=0 und damit auch Q
[z]
S,(Aj)nj=0
6= ∅
besteht.
Analog la¨sst sich auch die Beziehung 0 ∈ R[z]S,(Aj)nj=0 und damit R
[z]
S,(Aj)nj=0
6= ∅ zeigen.
Wir erhalten nun eine Darstellung der Funktionen aus PJ,0[D, (Aj)nj=0] mittels m×m–
Schurfunktion, wobei wir zuna¨chst die rechte Version formulieren. Der folgende Satz ist dabei
identisch mit Satz 5.2.2, dessen Beweis auf Potapov–Ginzburg–Transformation und einem aus
der Literatur bekannten Resultat fu¨r das Schurproblem beruht. An dieser Stelle ergibt sich
der Beweis jedoch auch aus den U¨berlegungen von Abschnitt 6.4.
Satz 6.5.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es seien die Funktionen a, b, c und d
fu¨r w ∈ D gegeben durch die Blockunterteilung von(
a(w) b(w)
c(w) d(w)
)
:= diag(J, J)
[
D
[z]
n,J(w)
]
BJ
in m×m–Blo¨cke, wobei D[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte rechte Dubovo-
jsche Matrixpolynom sowie BJ die zu J geho¨rige linke PG–Matrix bezeichne. Es bezeichne
S(m,m)
diag(J,J)
[
D
[z]
n,J (w)
]
BJ
die durch diag(J, J)
[
D
[z]
n,J(w)
]
BJ bezu¨glich m und m erzeugte rechte ge-
brochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D) sei
Q[z]S,(Aj)nj=0 := {w ∈ D : det(c(w)S(w) + d(w)) 6= 0}
und im Fall Q[z]S,(Aj)nj=0 6= ∅ sei die Funktion fS : Q
[z]
S,(Aj)nj=0
→ Cm×m definiert gema¨ß
fS(w) := S(m,m)
diag(J,J)
[
D
[z]
n,J (w)
]
BJ
(S(w)) , w ∈ Q[z]S,(Aj)nj=0 .
Dann gelten folgende Aussagen:
(a) Es sei f ∈ PJ,0[D, (Aj)nj=0]. Dann existiert eine eindeutig bestimmte Funktion S ∈
Sm×m(D), so dass Q[z]S,(Aj)nj=0 = Hf sowie f = fS erfu¨llt sind.
(b) Es sei S ∈ Sm×m(D). Dann gilt Q[z]S,(Aj)nj=0 6= ∅ sowie fS ∈ PJ,0[D, (Aj)
n
j=0] und
Q[z]S,(Aj)nj=0 = HfS .
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(c) Es gilt PJ,0[D, (Aj)nj=0] = {fS : S ∈ Sm×m(D)}.
BEWEIS. Es bezeichne Tn,m die (n,m)–Shiftmatrix sowie ρTn,m die Tn,m–Resolventenmenge
und ηTn,m,D die bzgl. D modifizierte Spiegelung der Tn,m–Resolventenmenge. Wegen Bemer-
kung A.5.1 ist specTn,m = {0} und so folgt aus Bemerkung 4.1.3 bzw. Bemerkung 6.3.3 dann(
ρTn,m
)∨ = C∨ = C bzw. ηTn,m,D = D\{0}. (6.5.6)
Weiterhin bezeichne Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix sowie Pn,J die zu (Aj)
n
j=0
geho¨rige linke J–Form und es sei Θn := ([en,m(0)]∗, Sn[en,m(0)]∗). Aufgrund der Wahl der
Folge (Aj)nj=0 ist nach Teil (c) von Satz 4.3.1 das Tripel [Pn,J , Tn,m,Θn] ein positiv her-
mitesche rechtes (J, (n + 1)m)–Stein–Tripel und nach Definition 4.3.1 ist D[z]n,J die zu
[Pn,J , Tn,m,Θn] geho¨rige z–normierte rechte Matrixfunktion vom Stein–Typ. Weiterhin sei
fu¨r beliebige S ∈ Sm×m(D) im Folgenden Q[z]S,[Pn,J ,Tn,m,Θn] wie in Satz 6.4.3 definiert. Dann
ergibt sich unmittelbar
Q[z]S,(Aj)nj=0 = Q
[z]
S,[Pn,J ,Tn,m,Θn]
. (6.5.7)
(a) Aufgrund der Wahl von f geho¨rt nach Satz 6.5.1 die Funktion f zu den MengenM(0)m×m(D)
und PJ [R− [Pn,J , Tn,m,Θn],D]. Unter Beru¨cksichtigung von (6.5.6) und (6.5.7) ergibt sich
nach Teil (a) von Satz 6.4.3 damit dann die Existenz einer eindeutig bestimmten Funktion
S ∈ Sm×m(D), so dass f = fS und
Hf ∩ (D\{0}) = Q[z]S,(Aj)nj=0 ∩ (D\{0})
erfu¨llt sind. Weiterhin folgt aus Bemerkung 6.5.2 die Beziehung 0 ∈ Q[z]S,(Aj)nj=0 sowie aufgrund
der Wahl von f zudem 0 ∈ Hf . Damit erhalten wir insgesamt
Hf = Q[z]S,(Aj)nj=0 .
(b) Nach Bemerkung 6.5.2 gilt Q[z]S,(Aj)nj=0 6= ∅ und so liefert unter Beru¨cksichtigung von (6.5.6)
und (6.5.7) Teil (b) von Satz 6.4.3 die Beziehung
fS ∈ PJ [R− [Pn,J , Tn,m,Θn],D] sowie HfS ∩ (D\{0}) = Q[z]S,(Aj)nj=0 ∩ (D\{0}).
Weiterhin folgt aus der Definition von fS die Beziehung Q[z]S,(Aj)nj=0 ⊆ HfS , womit wegen der
nach Bemerkung 6.5.2 geltenden Beziehung 0 ∈ Q[z]S,(Aj)nj=0 dann 0 ∈ HfS erfu¨llt ist. Damit
erhalten wir nun Q[z]S,(Aj)nj=0 = HfS sowie mittels Satz 6.5.1 zudem
fS ∈ PJ [R− [Pn,J , Tn,m,Θn],D] ∩M(0)m×m(D) = PJ,0[D, (Aj)nj=0].
(c) Die Behauptung von (c) folgt unmittelbar aus (a) und (b).
Es folgt nun das zu Satz 6.5.4 duale linke Resultat.
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Satz 6.5.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie n ∈ N0 und (Aj)nj=0
eine strenge J–Potapovfolge. Weiterhin sei z ∈ T und es seien die Funktionen α, β, γ und δ
fu¨r w ∈ D gegeben durch die Blockunterteilung von(
α(w) γ(w)
β(w) δ(w)
)
:= AJ
[
B
[z]
n,J(w)
]
diag(J, J)
in m×m–Blo¨cke, wobei B[z]n,J das zu (Aj)nj=0 und J geho¨rige z–normierte linke Dubovoj-
sche Matrixpolynom sowie AJ die zu J geho¨rige rechte PG–Matrix bezeichne. Es bezeichne
T (m,m)
AJ
[
B
[z]
n,J (w)
]
diag(J,J)
die durch AJ
[
B
[z]
n,J(w)
]
diag(J, J) bezu¨glich m und m erzeugte linke ge-
brochenlineare Transformation von Matrizen. Fu¨r S ∈ Sm×m(D) sei
R[z]S,(Aj)nj=0 := {w ∈ D : det(S(w)γ(w) + δ(w)) 6= 0}
und im Fall R[z]S,(Aj)nj=0 6= ∅ sei die Funktion fS : R
[z]
S,(Aj)nj=0
→ Cm×m definiert gema¨ß
fS(w) := T (m,m)AJ
[
B
[z]
n,J (w)
]
diag(J,J)
(S(w)) , w ∈ R[z]S,(Aj)nj=0 .
Dann gelten folgende Aussagen:
(a) Es sei f ∈ PJ,0[D, (Aj)nj=0]. Dann existiert eine eindeutig bestimmte Funktion S ∈
Sm×m(D), so dass R[z]S,(Aj)nj=0 = Hf sowie f = fS erfu¨llt sind.
(b) Es sei S ∈ Sm×m(D). Dann gilt R[z]S,(Aj)nj=0 6= ∅ sowie fS ∈ PJ,0[D, (Aj)
n
j=0] und
R[z]S,(Aj)nj=0 = HfS .
(c) Es gilt PJ,0[D, (Aj)nj=0] = {fS : S ∈ Sm×m(D)}.
BEWEIS. Die Behauptungen ergeben sich analog zum Beweis von Satz 6.5.4 aus Satz 6.4.4,
Bemerkung 6.5.2 und Satz 6.5.1.
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A Einige algebraische Grundlagen und matrizentheoretische
Resultate
A.1 Die Moore-Penrose-Inverse einer Matrix
In diesem Abschnitt bescha¨ftigen wir uns mit einem Konzept zur Verallgemeinerung der
Inversen regula¨rer Matrizen, welche auf E.H. Moore [72], [73] zuru¨ck geht. Die nachfolgend
dargestellte Herangehensweise stammt dabei von R. Penrose [77] und kann im Wesentlichen in
Kapitel 1 der Monographie Dubovoj/Fritzsche/Kirstein [36] nachvollzogen werden. Das von
Penrose entwickelte Vorgehen basiert dabei auf der in Teil (a) des folgenden Satzes enthaltenen
Singula¨ren-Werte-Zerlegung einer Matrix.
Satz A.1.1. Seien p, q ∈ N sowie A ∈ Cp×q\{0p×q} und r := RangA. Dann gelten folgende
Aussagen:
(a) Es existieren Matrizen U ∈ Tq×q und V ∈ Tp×p sowie eine Folge (σj)rj=0 aus (0,∞), so
dass mit der Setzung D := diag(σ1, . . . , σr) die Beziehung
A =

V DU∗ , falls p = q = r
V
(
D
0(p−r)×r
)
U∗ , falls p > q = r
V
(
D, 0r×(q−r)
)
U∗ , falls q > p = r
V
(
D 0r×(q−r)
0(p−r)×r 0(p−r)×(q−r)
)
U∗ , falls min(p, q) > r
erfu¨llt ist.
(b) Unter Beachtung von detD 6= 0 sei
G :=

V D−1U∗ , falls p = q = r
V
(
D−1, 0r×(p−r)
)
U∗ , falls p > q = r
V
(
D−1
0(q−r)×r
)
U∗ , falls q > p = r
V
(
D−1 0r×(p−r)
0(q−r)×r 0(q−r)×(p−r)
)
U∗ , falls min(p, q) > r
.
Dann gelten
AGA = A, GAG = A, (AG)∗ = AG sowie (GA)∗ = GA.
Satz A.1.2. Seien p, q ∈ N sowie A ∈ Cp×q. Dann existiert genau eine Matrix G ∈ Cq×p, so
dass die Beziehungen
AGA = A, GAG = A, (AG)∗ = AG und (GA)∗ = GA
erfu¨llt sind. Dabei ist im Fall A = 0p×q stets G = 0q×p und ansonsten entspricht G der in
Teil (b) von Satz A.1.1 definierten Matrix.
Satz A.1.2 fu¨hrt uns nun auf die zentrale Begriffsbildung dieses Abschnittes.
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Definition A.1.1. Seien p, q ∈ N sowie A ∈ Cp×q. Dann heißt die gema¨ß Satz A.1.2 existie-
rende und eindeutig bestimmte Matrix G aus Cq×p, welche die Gleichungen
AGA = A, GAG = A, (AG)∗ = AG und (GA)∗ = GA
erfu¨llt, die Moore-Penrose-Inverse von A, symbolisiert durch G = A+.
Es folgen nun grundlegende Eigenschaften von Moore-Penrose-Inversen. Die nachstehende
Bemerkung zeigt hierbei, dass es sich bei diesem Konstrukt tatsa¨chlich um eine Verallgemei-
nerung der Inversen regula¨rer Matrizen handelt.
Bemerkung A.1.1. Sei p ∈ N und A ∈ Cp×p so gewa¨hlt, dass detA 6= 0 erfu¨llt ist. Dann
gilt A+ = A−1.
Bemerkung A.1.2. Seien p, q ∈ N sowie A ∈ Cp×q. Dann gelten
(A+)+ = A, (A∗)+ = (A+)∗, (AT )+ = (A+)T
sowie
R(A+) = R(A∗) und RangA = RangA+.
Bemerkung A.1.3. Seien p, q ∈ N sowie A ∈ Cp×q. Dann geho¨ren AA+ und Ip − AA+ zu
Cp×p≥ sowie A+A und Iq −A+A zu Cq×q≥ .
Satz A.1.3. Seien p, q, r ∈ N sowie A ∈ Cp×q. Dann gilt:
(a) Sei B ∈ Cp×r. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist R(B) ⊆ R(A).
(ii) Es gilt AA+B = B.
(iii) Es existiert ein X ∈ Cq×r, so dass AX = B erfu¨llt ist.
(b) Sei C ∈ Cq×r. Dann sind folgende Aussagen a¨quivalent:
(iv) Es ist R(C) ⊆ R(A∗).
(v) Es gilt A+AC = C.
Das folgende Resultat trifft Aussagen u¨ber die Moore-Penrose-Inverse einer nichtnegativ her-
miteschen Matrix und deren nichtnegativ hermiteschen Quadratwurzel.
Satz A.1.4. Sei p ∈ N und A ∈ Cp×p. Dann gilt
(a) Es ist A ∈ Cp×p≥ genau dann, wenn A+ ∈ Cp×p≥ .
(b) Sei A ∈ Cp×p≥ . Dann gelten unter Beru¨cksichtigung von (a) folgende Aussagen:
(b1) Es ist
√
A+ =
√
A
+
sowie
√
A
+√
A
+
= A+.
(b2) Es ist
√
A
+ ∈ Cp×pH .
(b3) Es gilt
√
A
√
A
+
=
√
A
+√
A = AA+ = A+A.
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(b4) Es gelten
√
A
+
A = A
√
A
+
=
√
A und
√
AA+ = A+
√
A =
√
A
+
.
(b5) Es gilt R(A) = R(√A+).
Folgerung A.1.1. Seien p, q ∈ N sowie A ∈ Cp×p≥ und B ∈ Cp×q. Dann sind folgende
Aussagen a¨quivalent:
(i) Es ist R(B) ⊆ R(A).
(ii) Es gilt AA+B = B.
(iii) Es gilt A+AB = B.
(iv) Es gilt
√
A
√
A
+
B = B.
(v) Es gilt
√
A
+√
AB = B.
A.2 Charakterisierungen der nichtnegativen Hermitezita¨t einer Blockma-
trix
Die Schursche Zerlegung einer Blockmatrix sowie der Satz von Albert u¨ber die nichtnegative
Hermitizita¨t einer Blockmatrix werden in dieser Arbeit immer wieder eine Rolle spielen.
Daher mo¨chten wir in diesem Abschnitt diese Resultate kurz vorstellen. Eine ausfu¨hrlichere
Darstellung findet sich z.B. in Kapitel 1 der Monographie [36].
Wir betrachten zuna¨chst die Schurschen Zerlegungen einer Blockmatrix und pra¨gen dafu¨r
folgende Begriffsbildung.
Definition A.2.1. Seien p, q ∈ N sowie A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q.
Weiterhin sei E :=
(
A B
C D
)
sowie
A[E] := D − CA+B bzw. D[E] := A−BD+C.
Dann heißt A[E] bzw. D[E] das Schurkomplement von A bzw. D in E.
Wir formulieren nun die wohlbekannten Schurschen Zerlegungen einer Blockmatrix.
Satz A.2.1 (Schursche Zerlegungen einer Blockmatrix). Seien p, q ∈ N sowie A ∈ Cp×p,
B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q. Weiterhin sei E :=
(
A B
C D
)
. Dann gelten folgende
Aussagen:
(a) Es bezeichne A[E] das Schurkomplement von A in E. Dann gilt:
(a1) Seien A, B und C so gewa¨hlt, dass die Beziehungen R(B) ⊆ R(A) und R(C∗) ⊆
R(A∗) bestehen. Dann ist
E =
(
Ip 0p×q
CA+ Iq
)
·
(
A 0p×q
0q×p A[E]
)
·
(
Ip A
+B
0q×p Iq
)
und es gilt detE = detA · detA[E] sowie RangE = RangA+ RangA[E].
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(a2) Sei A regula¨r. Dann ist
E =
(
Ip 0p×q
CA−1 Iq
)
·
(
A 0p×q
0q×p A[E]
)
·
(
Ip A
−1B
0q×p Iq
)
und es gilt detE = detA · detA[E] sowie RangE = p+ RangA[E].
(a3) Seien A und E regula¨r. Dann ist auch A[E] eine regula¨re Matrix und es gilt
E−1 =
(
Ip −A−1B
0q×p Iq
)
·
(
A−1 0p×q
0q×p (A[E])−1
)
·
(
Ip 0p×q
− CA−1 Iq
)
sowie
E−1 =
(
A−1 0p×q
0q×p 0q×q
)
+
( −A−1B
Iq
)
· (A[E])−1 · (−CA−1, Iq) .
(b) Es bezeichne D[E] das Schurkomplement von D in E. Dann gilt:
(b1) Seien B, C und D so gewa¨hlt, dass die Beziehungen R(C) ⊆ R(D) und R(B∗) ⊆
R(D∗) bestehen. Dann ist
E =
(
Ip BD
+
0q×p Iq
)
·
(
D[E] 0p×q
0q×p D
)
·
(
Ip 0p×q
D+C Iq
)
und es gilt detE = detD · detD[E] sowie RangE = RangD + RangD[E].
(b2) Sei D regula¨r. Dann ist
E =
(
Ip BD
−1
0q×p Iq
)
·
(
D[E] 0p×q
0q×p D
)
·
(
Ip 0p×q
D−1C Iq
)
und es gilt detE = detD · detD[E] sowie RangE = q + RangD[E].
(b3) Seien D und E regula¨r. Dann ist auch D[E] eine regula¨re Matrix und es gilt
E−1 =
(
Ip 0p×q
−D−1C Iq
)
·
(
(D[E])−1 0p×q
0q×p D−1
)
·
(
Ip −BD−1
0q×p Iq
)
sowie
E−1 =
(
0p×p 0p×q
0q×p D−1
)
+
(
Ip
−D−1C
)
· (D[E])−1 · (Ip,−BD−1) .
In dieser Arbeit werden wir es ha¨ufig mit nichtnegativ hermiteschen Blockmatrizen zu tun ha-
ben und so werden wir bei unseren Untersuchungen auf folgendes wohlbekannte Resultat von
Albert [8] zur Charakterisierung der nichtnegativen Hermitezita¨t einer Blockmatrix zuru¨ck
greifen.
Satz A.2.2. Seien p, q ∈ N sowie A ∈ Cp×p, B ∈ Cp×q und D ∈ Cq×q. Weiterhin sei
E :=
(
A B
B∗ D
)
und es bezeichne A[E] bzw. D[E] das Schurkomplement von A bzw. D in
E. Dann gilt:
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(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist E ∈ C(p+q)×(p+q)≥ .
(ii) Es gelten A ∈ Cp×p≥ , R(B) ⊆ R(A) und A[E] ∈ Cq×q≥ .
(iii) Es gelten D ∈ Cq×q≥ , R(B∗) ⊆ R(D) und D[E] ∈ Cp×p≥ .
(iv) Es gelten A ∈ Cp×p≥ , AA+B = B und A[E] ∈ Cq×q≥ .
(v) Es gelten D ∈ Cq×q≥ , DD+B∗ = B∗ und D[E] ∈ Cp×p≥ .
(vi) Es gelten A ∈ Cp×p≥ , N (A) ⊆ N (B∗) und A[E] ∈ Cq×q≥ .
(vii) Es gelten D ∈ Cq×q≥ , N (D) ⊆ N (B) und D[E] ∈ Cp×p≥ .
(b) Folgende Aussagen sind a¨quivalent:
(viii) Es ist E ∈ C(p+q)×(p+q)> .
(ix) Es gelten A ∈ Cp×p> und A[E] ∈ Cq×q> .
(x) Es gelten D ∈ Cq×q> und D[E] ∈ Cp×p> .
(c) Sei E ∈ C(p+q)×(p+q)> . Dann sind die Matrizen E, A, D, A[E] und D[E] sa¨mtlich regula¨r
und es gilt
E−1 =
(
(D[E])−1 −A−1B(A[E])−1
− (A[E])−1B∗A−1 (A[E])−1
)
sowie
E−1 =
(
(D[E])−1 −(D[E])−1BD−1
−D−1B∗(D[E])−1 (A[E])−1
)
.
Mittels Teil (b) von Satz A.2.2 ergibt sich das in der Literatur wohlbekannte Hauptminoren-
kriterium von Sylvester fu¨r positiv hermitesche Matrizen.
Satz A.2.3. Seien m ∈ N und A = (aj,k)mj,k=1 ∈ Cm×m. Fu¨r n ∈ {1, . . . ,m} und eine Folge
(ij)nj=1 aus {1, . . . ,m}, fu¨r welche i1 < . . . < in erfu¨llt ist, sei A[i1,...,in] := (air,is)nr,s=1. Dann
sind folgende Aussagen a¨quivalent:
(i) Es ist A ∈ Cm×m> .
(ii) Es ist A ∈ Cm×mH und fu¨r alle n ∈ {1, . . . ,m} und Folgen (ij)nj=1 aus {1, . . . ,m}, fu¨r
welche i1 < . . . < in erfu¨llt ist, gilt detA[i1,...,in] ∈ (0,∞).
(iii) Es ist A ∈ Cm×mH und fu¨r alle n ∈ {1, . . . ,m} gilt detA[1,...,n] ∈ (0,∞).
A.3 U¨ber Abschnittsmatrizen von Folgen aus Cm×m
In dieser Arbeit spielen gewisse Matrizenfolgen eine große Rolle und im Folgenden stellen wir
eine Mo¨glichkeit vor, die in diesen Folgen enthaltenen Informationen geeignet zu organisie-
ren. Dies geschieht mittels der nachfolgend eingefu¨hrten Abschnittsmatrix, wobei eine kurze
Darstellung der hier vorgestellten Thematik auch in Kapitel 1 von [36] enthalten ist.
Es folgt nun die zentrale Begriffsbildung dieses Abschnittes.
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Definition A.3.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Dann heißt die
Matrix
S(A)n :=

A0 , falls n = 0
A0 0p×q . . . 0p×q
A1 A0 . . . 0p×q
...
...
...
An An−1 . . . A0
 , falls n ∈ N .
die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Ist aus dem Zusammenhang klar, welche Folge
bei der Bildung der Abschnittsmatrix zu Grunde liegt, so schreiben wir auch kurz einfach Sn.
Es folgen nun erste Beobachtungen u¨ber den soeben eingefu¨hrten Begriff.
Bemerkung A.3.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 sowie (Bj)nj=0 Folgen aus Cp×q.
Es bezeichne S(A)n bzw. S
(B)
n die zu (Aj)nj=0 bzw. (Bj)
n
j=0 geho¨rige Abschnittsmatrix. Dann ist
(Aj)nj=0 = (Bj)
n
j=0 genau dann wenn, S
(A)
n = S
(B)
n .
Bemerkung A.3.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine Folge aus Cp×q. Weiterhin sei
zn := (An, . . . , A1) sowie yn := (A∗1, . . . , A∗n)∗. Dann gelten die Blockzerlegungen
Sn =
(
Sn−1 0nm×m
zn A0
)
und Sn =
(
A0 0m×nm
yn Sn−1
)
,
wobei fu¨r l ∈ {n− 1, n} stets Sl die zu (Aj)lj=0 geho¨rige Abschnittsmatrix bezeichne.
Eine wichtige Rolle bei der Konstruktion der in dieser Arbeit in Kapitel 1 eingefu¨hrten Ma-
trixpolynome spielt folgende spezielle Multiplikation zweier Matrizenfolgen.
Definition A.3.2. Seien p, q, r ∈ N, n ∈ N0 sowie (Aj)nj=0 bzw. (Bj)nj=0 Folgen aus Cp×q
bzw. Cq×r. Fu¨r j ∈ {0, . . . , n} sei
Cj :=
j∑
k=0
Aj−kBk.
Dann heißt die Folge (Cj)nj=0 das Cauchyprodukt von (Aj)
n
j=0 und (Bj)
n
j=0 und wir schrei-
ben dafu¨r auch (Cj)nj=0 = (Aj)
n
j=0 ? (Bj)
n
j=0.
Der folgende Satz zeigt, dass die Abschnittsmatrix eines Cauchyproduktes gerade dem Pro-
dukt der Abschnittsmatrizen der zugrunde liegenden zwei Matrizenfolgen entspricht (vgl. [36,
Lemma 1.1.19]).
Satz A.3.1. Seien p, q, r ∈ N, n ∈ N0 sowie (Aj)nj=0 bzw. (Bj)nj=0 bzw. (Cj)nj=0 Folgen aus
Cp×q bzw. Cq×r bzw. Cp×r. Es bezeichne S(A)n bzw. S(B)n bzw. S(C)n die zu (Aj)nj=0 bzw. (Bj)nj=0
bzw. (Cj)nj=0 geho¨rige Abschnittsmatrix. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist (Cj)nj=0 = (Aj)
n
j=0 ? (Bj)
n
j=0.
(ii) Es ist S(C)n = S
(A)
n · S(B)n .
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Folgerung A.3.1. Seien p, q, r ∈ N, n ∈ N0 sowie (Aj)nj=0 bzw. (Bj)nj=0 Folgen aus Cp×q
bzw. Cq×r. Weiterhin sei (Cj)nj=0 := (Aj)nj=0 ? (Bj)nj=0. Dann gilt fu¨r alle k ∈ {0, . . . , n} die
Beziehung
(Cj)kj=0 = (Aj)
k
j=0 ? (Bj)
k
j=0.
Folgerung A.3.2. Seien p, q, r ∈ N, n ∈ N0 sowie (Aj)nj=0 bzw. (Bj)nj=0 Folgen aus Cp×q
bzw. Cq×r. Weiterhin sei (Cj)nj=0 := (Aj)nj=0 ? (Bj)nj=0. Dann gelten folgende Aussagen:
(a) Bezeichnet S(A)n bzw. S
(B)
n die zu (Aj)nj=0 bzw. (Bj)
n
j=0 geho¨rige Abschnittsmatrix, so
gilt  C0...
Cn
 = S(A)n
 B0...
Bn

bzw.
(Cn, . . . , C0) = (An, . . . , A0) · S(B)n .
(b) Es ist C0 = A0B0 und im Fall n > 0 gilt zudem C1...
Cn
 =
 A1...
An
B0 + S(A)n−1
 B1...
Bn

bzw.
(Cn, . . . , C1) = (An, . . . , A1) · S(B)n−1 +A0(Bn, . . . , A1),
wobei S(A)n−1 bzw. S
(B)
n−1 die zu (Aj)
n−1
j=0 bzw. (Bj)
n−1
j=0 geho¨rige Abschnittsmatrix bezeichne.
Betrachten wir Definition A.3.2 genauer, so sehen wir, dass wir den Begriff des Cauchypro-
duktes auch fu¨r unendliche Matrixfolgen definieren ko¨nnen.
Definition A.3.3. Seien p, q, r ∈ N sowie (Aj)j∈N0 bzw. (Bj)j∈N0 Folgen aus Cp×q bzw.
Cq×r. Fu¨r j ∈ N0 sei
Cj :=
j∑
k=0
Aj−kBk.
Dann heißt die Folge (Cj)j∈N0 das Cauchyprodukt von (Aj)j∈N0 und (Bj)j∈N0 und wir
schreiben dafu¨r auch (Cj)j∈N0 = (Aj)j∈N0 ? (Bj)j∈N0.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung A.3.3. Seien p, q, r ∈ N sowie (Aj)j∈N0 bzw. (Bj)j∈N0 bzw. (Cj)j∈N0 Folgen aus
Cp×q bzw. Cq×r bzw. Cp×r. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist (Cj)j∈N0 = (Aj)j∈N0 ? (Bj)j∈N0.
(ii) Fu¨r alle n ∈ N0 ist (Cj)nj=0 = (Aj)nj=0 ? (Bj)nj=0.
(iii) Fu¨r alle n ∈ N0 ist S(C)n = S(A)n · S(B)n , wobei S(A)n bzw. S(B)n bzw. S(C)n die zu (Aj)nj=0
bzw. (Bj)nj=0 bzw. (Cj)
n
j=0 geho¨rige Abschnittsmatrix bezeichne.
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Seien nun m ∈ N und n ∈ N0. Betrachten wir eine Folge (Aj)nj=0 aus Cm×m, fu¨r welche
detA0 6= 0 erfu¨llt ist, so folgt aus der Definition der zu (Aj)nj=0 geho¨rigen Abschnittsmatrix
Sn, dass auch Sn eine regula¨re Matrix ist. Damit stellt sich die Frage, wie die Inverse von Sn
aussieht und ob sie sich selbst als Abschnittsmatrix einer Folge aus Cm×m darstellen la¨sst.
Eine Antwort auf diese Frage gibt folgendes Resultat (vgl. [36, Lemma 1.1.20]).
Satz A.3.2. Seien m ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cm×m. Dann ist die zu
(Aj)nj=0 geho¨rige Abschnittsmatrix S
(A)
n genau dann eine regula¨re Matrix, wenn detA0 6= 0
erfu¨llt ist. In diesem Fall existiert dann eine eindeutig bestimmte Folge (Bj)nj=0 aus Cm×m,
so dass, wenn S(B)n die zu (Bj)nj=0 geho¨rige Abschnittsmatrix bezeichnet, die Beziehung[
S(A)n
]−1
= S(B)n
besteht. Hierbei gilt insbesondere B0 = A−10 und fu¨r k ∈ {1, . . . , n} gilt zudem Bk =
−A−10
∑k
j=1AjBk−j.
Satz A.3.2 fu¨hrt uns zu folgender Begriffsbildung.
Definition A.3.4. Seien m ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cm×m, fu¨r welche
detA0 6= 0 erfu¨llt ist. Weiterhin sei (Bj)nj=0 die nach Satz A.3.2 existierende und eindeutig
bestimmte Folge aus Cm×m, so dass zwischen den zu (Aj)nj=0 und (Bj)nj=0 geho¨rigen Ab-
schnittsmatrizen S(A)n und S
(B)
n die Beziehung
[
S
(A)
n
]−1
= S(B)n besteht. Dann heißt (Bj)nj=0
die zu (Aj)nj=0 geho¨rige reziproke Folge aus Cm×m.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung A.3.4. Seien m ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cm×m, fu¨r welche
detA0 6= 0 erfu¨llt ist. Weiterhin sei (Bj)nj=0 die zu (Aj)nj=0 geho¨rige reziproke Folge aus
Cm×m. Dann gilt detB0 6= 0 und es ist fu¨r alle k ∈ {0, . . . , n} die Folge (Bj)kj=0 die zu
(Aj)kj=0 geho¨rige reziproke Folge aus Cm×m sowie (Aj)kj=0 die zu (Bj)kj=0 geho¨rige reziproke
Folge aus Cm×m.
Bemerkung A.3.5. Seien m ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cm×m, fu¨r welche
detA0 6= 0 erfu¨llt ist. Weiterhin sei (Bj)nj=0 die zu (Aj)nj=0 geho¨rige reziproke Folge aus Cm×m
sowie (Cj)nj=0 und (Dj)
n
j=0 eine beliebige Folge aus Cm×m. Dann gilt (Cj)nj=0 = (Dj)nj=0 ?
(Aj)nj=0 genau dann, wenn (Dj)
n
j=0 = (Cj)
n
j=0 ? (Bj)
n
j=0 bzw. (Cj)
n
j=0 = (Aj)
n
j=0 ? (Dj)
n
j=0
genau dann, wenn (Dj)nj=0 = (Bj)
n
j=0 ? (Cj)
n
j=0.
Wir verallgemeinern nun die Aussage von Satz A.3.2 und kommen so zu dem Begriff der
reziproken Folge fu¨r den Fall einer unendlichen Matrixfolge.
Satz A.3.3. Seien m ∈ N und (Aj)j∈N0 eine Folge aus Cm×m, fu¨r welche detA0 6= 0 erfu¨llt
ist. Dann gelten folgende Aussagen:
(a) Es existiert eine eindeutig bestimmte Folge (Bj)j∈N0 aus Cm×m, so dass fu¨r alle n ∈ N0
die zu (Aj)nj=0 geho¨rige reziproke Folge gegeben ist durch (Bj)
n
j=0.
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(b) Sei (Bj)j∈N0 die gema¨ß (a) eindeutig bestimmte Folge sowie n ∈ N0. Dann ist die zu
(Aj)nj=0 geho¨rige Abschnittsmatrix S
(A)
n eine regula¨re Matrix und bezeichnet S
(B)
n die zu
(Bj)nj=0 geho¨rige Abschnittsmatrix, so gilt
[
S
(A)
n
]−1
= S(B)n .
Satz A.3.3 fu¨hrt uns zu folgender Begriffsbildung.
Definition A.3.5. Seien m ∈ N und (Aj)j∈N0 eine Folge aus Cm×m, fu¨r welche detA0 6= 0
erfu¨llt ist. Es sei (Bj)j∈N0 die nach Teil (a) von Satz A.3.3 existierende und eindeutig be-
stimmte Folge aus Cm×m, so dass fu¨r alle n ∈ N0 die Folge (Bj)nj=0 der zu (Aj)nj=0 geho¨rigen
reziproken Folge aus Cm×m entspricht. Dann heißt (Bj)j∈N0 die zu (Aj)j∈N0 geho¨rige re-
ziproke Folge aus Cm×m.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung A.3.6. Seien m ∈ N und (Aj)j∈N0 eine Folge aus Cm×m, fu¨r welche detA0 6= 0
erfu¨llt ist. Weiterhin sei (Bj)j∈N0 die zu (Aj)j∈N0 geho¨rige reziproke Folge aus Cm×m. Dann
ist B0 = A−10 und fu¨r k ∈ N gilt zudem Bk = −A−10
∑k
j=1AjBk−j.
Bemerkung A.3.7. Seien m ∈ N und (Aj)j∈N0 eine Folge aus Cm×m, fu¨r welche detA0 6= 0
erfu¨llt ist. Weiterhin sei (Bj)j∈N0 die zu (Aj)j∈N0 geho¨rige reziproke Folge aus Cm×m. Dann
gilt detB0 6= 0 und es ist (Aj)j∈N0 die zu (Bj)j∈N0 geho¨rige reziproke Folge aus Cm×m.
Bemerkung A.3.8. Seien m ∈ N und (Aj)j∈N0 eine Folge aus Cm×m, fu¨r welche detA0 6= 0
erfu¨llt ist. Weiterhin sei (Bj)j∈N0 die zu (Aj)j∈N0 geho¨rige reziproke Folge aus Cm×m sowie
(Cj)j∈N0 und (Dj)j∈N0 eine beliebige Folge aus Cm×m. Dann gilt (Cj)j∈N0 = (Dj)j∈N0 ?
(Aj)j∈N0 genau dann, wenn (Dj)j∈N0 = (Cj)j∈N0 ? (Bj)j∈N0 bzw. (Cj)j∈N0 = (Aj)j∈N0 ?
(Dj)j∈N0 genau dann, wenn (Dj)j∈N0 = (Bj)j∈N0 ? (Cj)j∈N0.
A.4 Einige Grundaussagen u¨ber Matrixpolynome und deren n–Reziproken
Der vorliegende Abschnitt entha¨lt eine Zusammenstellung wichtiger Resultate u¨ber Matrix-
polynome und deren n–Reziproken. Wir beginnen hierbei zuna¨chst mit der Einfu¨hrung der
grundlegenden Bezeichnungen.
Bezeichnung A.4.1. Sei k ∈ N0. Dann sei die Abbildung Ek : C → C definiert gema¨ß
w 7→ wk.
Bezeichnung A.4.2. Seien p, q ∈ N.
(a) Es bezeichnet (PC)p×q die Menge aller P : C → Cp×q, fu¨r welche ein n ∈ N0 und eine
Folge (Aj)nj=0 aus Cp×q existiert, so dass P =
∑n
j=0AjEj.
(b) Sei n ∈ N0.
(b1) Es bezeichnet (PC,n)p×q die Menge aller P : C → Cp×q, fu¨r welche eine Folge
(Aj)nj=0 aus Cp×q existiert, so dass P =
∑n
j=0AjEj.
(b2) Es bezeichnet (P ′C,n)p×q die Menge aller Matrixpolynome P ∈ (PC)p×q vom Grad
n, d.h. es existiert eine Folge (Aj)nj=0 aus Cp×q mit An 6= 0p×q, so dass P =∑n
j=0AjEj.
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Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung A.4.1. Seien p, q ∈ N und n ∈ N0. Dann gilt (P ′C,n)p×q ⊆ (PC,n)p×q ⊆ (PC)p×q.
Bemerkung A.4.2. Seien p, q ∈ N und n ∈ N0. Dann sind (PC)p×q und (PC,n)p×q lineare
Teilra¨ume u¨ber C.
Bemerkung A.4.3. Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Dann gibt es eine eindeutig
bestimmte Folge (Aj)nj=0 aus Cp×q, so dass P =
∑n
j=0AjEj erfu¨llt ist.
Bemerkung A.4.3 fu¨hrt uns zu folgender Begriffsbildung.
Definition A.4.1. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q. Weiterhin sei (Aj)nj=0 die
gema¨ß Bemerkung A.4.3 eindeutig bestimmte Folge aus Cp×q.
(a) Es heißt (Aj)nj=0 die zu P geho¨rige Folge sowie An der Leitkoeffizient von P .
(b) Es heißt
 A0...
An
 bzw. (An, . . . , A0) die zu P assoziierte Matrix aus C(n+1)p×q bzw.
Cp×(n+1)q.
Bemerkung A.4.4. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q und (Aj)nj=0 die zu P
geho¨rige Folge. Dann gilt P (0) = A0.
Im Folgenden stellen wir Resultate vor, die das Rechnen mit Matrixpolynomen erleichtern.
Bemerkung A.4.5. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q und (Aj)nj=0 die zu P
geho¨rige Folge. Dann gelten folgende Aussagen:
(a) Es ist P T ∈ (PC,n)q×p und (ATj )nj=0 ist die zu P T geho¨rige Folge.
(b) Es bezeichne P∨ die Spiegelung von P an der reellen Achse. Dann ist P∨ ∈ (PC,n)q×p
und (A∗j )
n
j=0 ist die zu P
∨ geho¨rige Folge.
(c) Seien r, s ∈ N sowie U ∈ Cr×p und V ∈ Cq×s. Dann ist UPV ∈ (PC,n)r×s und
(UAjV )nj=0 ist die zu UPV geho¨rige Folge.
(d) Sei α ∈ C. Dann ist αP ∈ (PC,n)p×q und (αAj)nj=0 ist die zu αP geho¨rige Folge.
Wir wenden uns nun gewissen Darstellungen von Matrixpolynomen zu. Hierzu stellen wir
zuna¨chst den dafu¨r beno¨tigten Apparat bereit.
Bezeichnung A.4.3. Seien m ∈ N und n ∈ N0. Dann sei
en,m : C→ Cm×(n+1)m bzw. En,m : C→ C(n+1)m×m
definiert gema¨ß
w 7→ (w0Im, . . . , wnIm) bzw. w 7→
 w
nIm
...
w0Im
 .
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Bemerkung A.4.6. Seien m ∈ N und n ∈ N0. Dann geho¨rt en,m bzw. En,m zur Menge
(P ′C,n)(n+1)m×m bzw. (P ′C,n)m×(n+1)m.
Bemerkung A.4.7. Seien m ∈ N und n ∈ N. Dann gelten folgende Aussagen:
(a) Es ist
en,m = (en−1,m, EnIm) und En,m =
( EnIm
En−1,m
)
.
(b) Es ist
en,m = (Im, E1en−1,m) und En,m =
( E1En−1,m
Im
)
.
(c) Fu¨r w ∈ C\{0} gilt
en,m(w) = wn
[
En,m
(
1
w
)]∗
sowie En,m(w) = wn
[
en,m
(
1
w
)]∗
.
(d) Fu¨r z ∈ T gilt
en,m(z) = zn [En,m(z)]∗ sowie En,m(z) = zn [en,m(z)]∗ .
Mit den in Bezeichnung A.4.3 eingefu¨hrten Funktionen und den mit einem Matrixpolynom
assoziierten Matrizen, ergibt sich folgende Darstellung von Matrixpolynomen.
Bemerkung A.4.8. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q. Es bezeichne A bzw. A˜ die
zu P assoziierte Matrix aus C(n+1)p×q bzw. Cp×(n+1)q. Dann gilt
P = en,p ·A sowie P = A˜ · En,q.
Bemerkung A.4.9. Seien p, q ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cp×q. Es bezeichne
Sn die zu (Aj)nj=0 geho¨rige Abschnittsmatrix. Dann gilt
en,m(0) · Sn = A0 · en,m(0) sowie Sn · En,m(0) = En,m(0) ·A0.
Bemerkung A.4.10. Seien p, q ∈ N, n ∈ N0 und A ∈ Cp×q. Dann gilt
en,p · diagn+1(A) = A · en,q sowie En,p ·A = diagn+1(A)En,q.
Bemerkung A.4.11. Seien m ∈ N und n ∈ N0. Weiterhin sei
J[n,m] :=

Im , falls n = 0 0m×m . . . Im... ... ...
Im . . . 0m×m
 , falls n ∈ N
Dann ist die Spiegelung e∨n,m bzw. E∨n,m von en,m bzw. En,m an der reellen Achse gegeben durch
e∨n,m = J[n,m]En,m bzw. E∨n,m = en,mJ[n,m].
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Im Folgenden betrachten wir nun eine spezielle Operation fu¨r Matrixpolynome.
Definition A.4.2. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q und (Aj)nj=0 die zu P geho¨rige
Folge. Dann heißt
n∑
j=0
A∗n−jEj
das n–Reziproke zu P , symbolisiert durch P [n].
Es folgen nun erste Beobachtungen u¨ber das n–Reziproke.
Bemerkung A.4.12. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q. Dann gelten folgende
Aussagen:
(a) Es ist P [n] ∈ (PC,n)q×p und bezeichnet (Aj)nj=0 die zu P geho¨rige Folge, so ist die zu
P [n] geho¨rige Folge gegeben durch (A∗n−j)
n
j=0.
(b) Es bezeichne A bzw. A˜ die zu P assoziierte Matrix aus C(n+1)p×q bzw. Cp×(n+1)q. Dann
gilt
P [n] = A∗ · En,p bzw. P [n] = en,q · (A˜)∗,
d.h. unter Beru¨cksichtigung von (a) ist (A˜)∗ bzw. A∗ die zu P [n] assoziierte Matrix aus
C(n+1)q×p bzw. Cq×(n+1)p.
(c) Es ist P [n](0) = A∗n.
(d) Unter Beachtung von (a) gilt (P [n])[n] = P .
Bemerkung A.4.13. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q so gewa¨hlt, dass P (0) 6=
0p×q erfu¨llt ist. Dann gilt P [n] ∈ (P ′C,n)q×p und der Leitkoeffizient von P [n] ist gegeben durch
P (0).
Beispiel A.4.1. Seien n ∈ N0 und k ∈ {0, . . . , n}. Dann ist Ek ∈ (PC,n)1×1 und es gilt
(Ek)[n] = En−k.
Bemerkung A.4.14. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q. Dann gelten folgende
Aussagen:
(a) Es ist P T ∈ (PC,n)q×p und es gilt (P T )[n] = (P [n])T .
(b) Es bezeichne P∨ die Spiegelung von P an der reellen Achse. Dann ist P∨ ∈ (PC,n)q×p
und es gilt (P∨)[n] = (P [n])∨.
(c) Seien r, s ∈ N sowie U ∈ Cr×p und V ∈ Cq×s. Dann ist UPV ∈ (PC,n)r×s und es gilt
(UPV )[n] = V ∗P [n]U∗.
(d) Sei α ∈ C. Dann ist αP ∈ (PC,n)p×q und es gilt (αP )[n] = αP [n].
(e) Seien r ∈ N, m ∈ N0 und Q ∈ (PC,m)q×r. Dann ist PQ ∈ (PC,n+m)p×r und es gilt
(PQ)[n+m] = Q[n]P [m].
(f) Sei Q ∈ (PC,n)p×q. Dann ist P +Q ∈ (PC,n)p×q und es gilt (P +Q)[n] = P [n] +Q[n].
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Bemerkung A.4.15. Seien p, q ∈ N, n,m ∈ N0 sowie P ∈ (PC,n)p×q. Dann gelten folgende
Aussagen:
(a) Es ist P ∈ (PC,n+m)p×q und es gilt P [n+m] = EmP [n].
(b) Es ist EmP ∈ (PC,n+m)p×q und es gilt (EmP )[n+m] = P [n].
(c) Es ist P [n] ∈ (PC,n+m)q×p und es gilt (P [n])[n+m] = EmP .
Bemerkung A.4.16. Seien p, q ∈ N, n ∈ N0 sowie P ∈ (PC,n)p×q. Dann gelten folgende
Aussagen:
(a) Fu¨r w ∈ C\{0} ist
P [n](w) = wn
[
P
(
1
w
)]∗
sowie P (w) = wn
[
P [n]
(
1
w
)]∗
.
(b) Fu¨r z ∈ T ist
P [n](z) = zn [P (z)]∗ sowie P (z) = zn
[
P [n] (z)
]∗
.
A.5 Einige Aussagen u¨ber die Shiftmatrix
Im Zentrum des vorliegenden Abschnittes liegt die Betrachtung einer kontraktiven Matrix,
die in einer speziellen Kommutativita¨tsrelation zu den Abschnittsmatrizen einer Folge von
Matrizen steht.
Definition A.5.1. Seien n ∈ N0, m ∈ N sowie
Tn,m :=

0m×m , falls n = 0(
0m×nm 0m×m
Inm 0nm×m
)
, falls n ∈ N .
Dann heißt Tn,m die (n,m)–Shiftmatrix.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrte Begriffsbildung.
Bemerkung A.5.1. Seien n ∈ N0, m ∈ N. Dann ist die (n,m)–Shiftmatrix Tn,m eine
kontraktive, aber nicht streng kontraktive, Matrix und es gilt specTn,m = {0}.
Definition A.5.2. Seien r ∈ N und T ∈ Cr×r. Dann heißt die Matrix T nilpotent, falls ein
n ∈ N existiert, so dass Tn = 0r×r erfu¨llt ist. Dabei nennt man die kleinste natu¨rliche Zahl
n ∈ N mit Tn = 0r×r den Nilpotenzgrad von T .
Bemerkung A.5.2. Seien n ∈ N0 und m ∈ N. Dann ist die (n,m)–Shiftmatrix Tn,m eine
nilpotente Matrix mit Nilpotenzgrad n + 1, womit insbesondere fu¨r alle k ∈ N mit k ≥ n + 1
die Beziehung T kn,m = 0(n+1)m×(n+1)m erfu¨llt ist.
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Satz A.5.1. Seien n,m ∈ N und es bezeichne Tn,m die (n,m)–Shiftmatrix. Dann gilt fu¨r
k ∈ {1, . . . , n} die Beziehung
T kn,m =
(
0km×(n−(k−1))m 0km×km
I(n−(k−1))m 0(n−(k−1))m×km
)
.
Bemerkung A.5.3. Seien n,m ∈ N. Dann gelten fu¨r die (n,m)–Shiftmatrix Tn,m folgende
Aussagen:
(a) Sei r ∈ N sowie E ∈ Cr×m und F ∈ Cr×nm. Dann gilt
(E,F )Tn,m = (F, 0r×m) sowie (F,E)T ∗n,m = (0r×m, F ).
(b) Sei s ∈ N sowie G ∈ Cnm×s und H ∈ Cm×s. Dann gilt
Tn,m
(
G
H
)
=
(
0m×s
G
)
sowie T ∗n,m
(
H
G
)
=
(
G
0m×s
)
.
(c) Sei A ∈ C(n+1)m×(n+1)m und es werde die Blockzerlegung A =
(
A11 A12
A21 A22
)
mit nm×
nm–Block A11 zu Grunde gelegt. Dann gilt
Tn,mAT
∗
n,m = diag(0m×m, A11).
(d) Sei B ∈ C(n+1)m×(n+1)m und es werde die Blockzerlegung B =
(
B11 B12
B21 B22
)
mit
m×m–Block B11 zu Grunde gelegt. Dann gilt
T ∗n,mBTn,m = diag(B22, 0m×m).
Der folgende Satz trifft eine Aussage u¨ber das Wechselverha¨ltnis zwischen Shiftmatrizen und
Abschnittsmatrizen.
Satz A.5.2. Seien p, q ∈ N sowie n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Es sei Tn,p bzw.
Tn,q die (n, p)– bzw. (n, q)–Shiftmatrix und fu¨r l ∈ {0, . . . , n} bezeichne Sl die zu (Aj)lj=0
geho¨rige Abschnittsmatrix. Dann gelten folgende Aussagen:
(a) Fu¨r alle k ∈ N0 ist
T kn,pSn = SnT
k
n,q.
(b) Fu¨r k ∈ N und n > 0 gilt
T kn,pSn =

(
0kp×(n+1−k)q 0kp×kq
Sn−k 0(n+1−k)p×kq
)
, falls k ≤ n
0(n+1)p×(n+1)q , falls k > n .
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A.6 U¨ber Signaturmatrizen und Verallgemeinerungen der Kontraktivita¨t,
Expansivita¨t und Unitarita¨t fu¨r quadratische Matrizen
Wir beginnen zuna¨chst mit einigen Betrachtungen u¨ber Signaturmatrizen und pra¨gen dafu¨r
zuna¨chst den zentralen Begriff dieses Anschnittes.
Definition A.6.1. Seien m ∈ N und J ∈ Cm×m. Dann heißt J eine m–reihige Signatur-
matrix, falls die Beziehungen J2 = Im und J∗ = J erfu¨llt sind.
Beispiel A.6.1. Es ist Im eine m–reihige Signaturmatrix.
Bemerkung A.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix. Dann gilt det J ∈
{−1, 1}.
Bemerkung A.6.2. Seien m ∈ N und J ∈ Cm×m. Dann sind folgende Aussagen a¨quivalent:
(i) Es ist J eine m–reihige Signaturmatrix.
(ii) Es ist −J eine m–reihige Signaturmatrix.
(iii) Es ist JT eine m–reihige Signaturmatrix.
Bemerkung A.6.3. Seien n ∈ N sowie (mk)nk=1 eine Folge aus N. Weiterhin sei m :=∑n
k=1mk sowie fu¨r k ∈ {1, . . . , n} zudem Jk ∈ Cmk×mk . Dann ist J := diag(J1, . . . , Jn)
eine m–reihige Signaturmatrix genau dann, wenn fu¨r jedes k ∈ {1, . . . , n} die Matrix Jk eine
mk–reihige Signaturmatrix ist.
Beispiel A.6.2. Fu¨r p, q ∈ N ist jpq := diag(Ip,−Iq) eine (p+ q)–reihige Signaturmatrix.
Beispiel A.6.3. Seien m ∈ N und J eine m–reihige Signaturmatrix. Dann ist J :=
diag(J,−J) eine 2m–reihige Signaturmatrix.
Beispiel A.6.4. Seien m ∈ N und J eine m–reihige Signaturmatrix. Dann ist fu¨r alle n ∈ N0
die Matrix J[n] := diagn+1(J) eine (n+ 1)m–reihige Signaturmatrix.
Mit Hilfe von Signaturmatrizen lassen sich die Begriffe der Kontraktivita¨t, Expansivita¨t und
Unitarita¨t fu¨r quadratische Matrizen wie folgt verallgemeinern.
Definition A.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m.
(a) A heißt J–unita¨r, falls J −A∗JA = 0m×m.
(b) A heißt J–kontraktiv (bzw. streng J–kontraktiv), falls J − A∗JA ∈ Cm×m≥ (bzw.
J −A∗JA ∈ Cm×m> ).
(c) A heißt J–expansiv (bzw. streng J–expansiv), falls A∗JA−J ∈ Cm×m≥ (bzw. A∗JA−
J ∈ Cm×m> ).
Es folgen nun erste Beobachtungen u¨ber die soeben getroffenen Begriffsbildungen.
Bemerkung A.6.4. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m
eine J–unita¨re Matrix. Dann ist |detA| = 1 und es gilt A−1 = JA∗J .
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Bemerkung A.6.5. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m.
Dann gelten folgende Aussagen:
(a) Sei A streng J–kontraktiv. Dann ist A auch J–kontraktiv.
(b) Sei A streng J–expansiv. Dann ist A auch J–expansiv.
(c) Sei A eine J–unita¨re Matrix. Dann ist A auch J–kontraktiv, aber nicht streng J–
kontraktiv.
Das es sich bei den soeben eingefu¨hrten Begriffen tatsa¨chlich um Verallgemeinerungen handelt,
zeigt folgende Bemerkung.
Bemerkung A.6.6. Seien m ∈ N und A ∈ Cm×m. Dann ist Im eine m–reihige Signaturma-
trix und es gilt:
(a) Folgende Aussagen sind a¨quivalent:
(i) Es ist A eine unita¨re Matrix.
(ii) Es ist A eine Im–unita¨re Matrix.
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist A eine (streng) kontraktive Matrix.
(ii) Es ist A eine (streng) Im–kontraktive Matrix.
(c) Folgende Aussagen sind a¨quivalent:
(iii) Es ist A eine (streng) expansive Matrix.
(iv) Es ist A eine (streng) Im–expansive Matrix.
Bemerkung A.6.7. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m.
Dann ist −J eine m–reihige Signaturmatrix und folgende Aussagen sind a¨quivalent:
(i) Es ist A (streng) J–kontraktiv.
(ii) Es ist A (streng) (−J)–expansiv.
Der folgende Satz stellt eine zentrale Aussage dieses Abschnittes dar. Er beschreibt die Aus-
wirkungen des Adjungieren und Transponieren einer Matrix auf die in Definition A.6.2 ein-
gefu¨hrten Begriffe.
Satz A.6.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m. Dann
gelten folgende Aussagen:
(a) Es ist JT eine m–reihige Signaturmatrix.
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist A eine J–unita¨re Matrix.
(ii) Es ist A∗ eine J–unita¨re Matrix.
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(iii) Es ist AT eine JT –unita¨re Matrix.
(c) Folgende Aussagen sind a¨quivalent:
(iv) Es ist A eine (streng) J–kontraktive Matrix.
(vi) Es ist A∗ eine (streng) J–kontraktive Matrix.
(vi) Es ist AT eine (streng) JT –kontraktive Matrix.
(d) Folgende Aussagen sind a¨quivalent:
(vii) Es ist A eine (streng) J–expansive Matrix.
(viii) Es ist A∗ eine (streng) J–expansive Matrix.
(ix) Es ist AT eine (streng) JT –expansive Matrix.
Satz A.6.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie A ∈ Cm×m und
B ∈ Cm×m. Dann gelten folgende Aussagen:
(a) Seien A und B jeweils J–unita¨r. Dann ist AB ebenfalls J–unita¨r.
(b) Seien A und B jeweils J–kontraktiv. Dann ist AB ebenfalls J–kontraktiv und ist min-
destens eine der Matrizen A und B sogar streng J–kontraktiv, so gilt dies auch fu¨r
AB.
(c) Seien A und B jeweils J–expansiv. Dann ist AB ebenfalls J–expansiv und ist mindestens
eine der Matrizen A und B sogar streng J–expansiv, so gilt dies auch fu¨r AB.
Betrachten wir Definition A.6.2, so sehen wir, dass sich die eingefu¨hrten Begriffe durch Her-
anziehen zweier Signaturmatrizen erneut verallgemeinern lassen. Dafu¨r fu¨hren wir folgende
Begriffsbildungen ein.
Definition A.6.3. Seien m ∈ N und J1 sowie J2 jeweils m–reihige Signaturmatrizen. Wei-
terhin sei A ∈ Cm×m.
(a) A heißt J2–J1–unita¨r, falls J2 −A∗J1A = 0m×m.
(b) A heißt J2–J1–kontraktiv (bzw. streng J2–J1–kontraktiv), falls J2−A∗J1A ∈ Cm×m≥
(bzw. J2 −A∗J1A ∈ Cm×m> ).
(b) A heißt J2–J1–expansiv (bzw. streng J2–J1–expansiv), falls A∗J1A − J2 ∈ Cm×m≥
(bzw. A∗J1A− J2 ∈ Cm×m> ).
Im Fall J1 = J2 liefert Definition A.6.3 unmittelbar die in Definition A.6.3 eingefu¨hrten
Begriffsbildungen.
Bemerkung A.6.8. Seien m ∈ N und J1 sowie J2 jeweils m–reihige Signaturmatrizen.
Weiterhin sei A ∈ Cm×m eine J2–J1–unita¨re Matrix. Dann ist |detA| = 1 und es gilt A−1 =
J2A
∗J1.
Es folgt nun die Verallgemeinerung von Satz A.6.1 und Satz A.6.2.
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Satz A.6.3. Seien m ∈ N und J1 sowie J2 jeweils m–reihige Signaturmatrizen. Weiterhin
sei A ∈ Cm×m. Dann gelten folgende Aussagen:
(a) Es sind JT1 und J
T
2 jeweils m–reihige Signaturmatrizen.
(b) Folgende Aussagen sind a¨quivalent:
(i) Es ist A eine J2–J1–unita¨re Matrix.
(ii) Es ist A∗ eine J1–J2–unita¨re Matrix.
(iii) Es ist AT eine JT1 –J
T
2 –unita¨re Matrix.
(c) Folgende Aussagen sind a¨quivalent:
(iv) Es ist A eine (streng) J2–J1–kontraktive Matrix.
(vi) Es ist A∗ eine (streng) J1–J2–kontraktive Matrix.
(vi) Es ist AT eine (streng) JT1 –J
T
2 –kontraktive Matrix.
(d) Folgende Aussagen sind a¨quivalent:
(vii) Es ist A eine (streng) J2–J1–expansive Matrix.
(viii) Es ist A∗ eine (streng) J1–J2–expansive Matrix.
(ix) Es ist AT eine (streng) JT1 –J
T
2 –expansive Matrix.
Satz A.6.4. Seien m ∈ N und J1, J2 sowie J3 jeweils m–reihige Signaturmatrizen. Weiterhin
seien A ∈ Cm×m und B ∈ Cm×m. Dann gelten folgende Aussagen:
(a) Sei A eine J2–J1–unita¨re Matrix sowie B eine J3–J2–unita¨re Matrix. Dann ist AB eine
J3–J1–unita¨re Matrix.
(b) Sei A eine J2–J1–kontraktive Matrix sowie B eine J3–J2–kontraktive Matrix. Dann ist
AB eine J3–J1–kontraktive Matrix.
(c) Sei A eine J2–J1–expansive Matrix sowie B eine J3–J2–expansive Matrix. Dann ist AB
eine J3–J1–expansive Matrix.
A.7 Gebrochenlineare Transformationen von Matrizen
Im Folgenden wollen wir ein Konzept zur matriziellen Verallgemeinerung der Mo¨biustrans-
formationen der erweiterten komplexen Ebene vorstellen. Aufgrund der Nichtkommutativita¨t
der Matrizenmultiplikation werden wir zwei zueinander duale Formen von gebrochenlinearen
Transformationen betrachten, welche erstmals von Potapov in der Arbeit [82] untersucht wur-
den. Eine Einfu¨hrung in die Thematik vermittelt auch die Monographie [36] (vgl. Abschnitt
1.6).
Lemma A.7.1. Seien p, q ∈ N. Dann gelten folgende Aussagen:
(a) Seien c ∈ Cq×p sowie d ∈ Cq×q und es sei Q(c,d) := {x ∈ Cp×q : det(cx+ d) 6= 0}. Dann
ist Q(c,d) 6= ∅ genau dann, wenn Rang [(c, d)] = q.
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(b) Seien γ ∈ Cq×p sowie δ ∈ Cp×p und es sei R( γδ ) := {x ∈ C
q×p : det(xγ+ δ) 6= 0}. Dann
ist R( γδ ) 6= ∅ genau dann, wenn Rang
[(
γ
δ
)]
= p.
Unter Beru¨cksichtigung von Lemma A.7.1 ko¨nnen wir nun die zentralen Begriffsbildungen
dieses Abschnittes pra¨gen.
Definition A.7.1. Seien p, q ∈ N.
(a) Sei A ∈ C(p+q)×(p+q) sowie A =
(
a b
c d
)
die Blockzerlegung von A mit p× p–Block a.
Es gelte Rang [(c, d)] = q und es sei Q(c,d) := {x ∈ Cp×q : det(cx+ d) 6= 0}. Dann heißt
die Abbildung S(p,q)A : Q(c,d) → Cp×q, welche gema¨ß
S(p,q)A (x) := (ax+ b)(cx+ d)−1, x ∈ Q(c,d),
definiert ist, die durch A bezu¨glich p und q erzeugte rechte gebrochenlineare
Transformation von Matrizen.
(b) Sei B ∈ C(p+q)×(p+q) sowie B =
(
α γ
β δ
)
die Blockzerlegung von B mit q × q–Block
α. Es gelte Rang
[(
γ
δ
)]
= p und es sei R( γδ ) := {x ∈ C
q×p : det(xγ + δ) 6= 0}. Dann
heißt die Abbildung T (q,p)B : R( γδ ) → C
p×q, welche gema¨ß
T (q,p)B (x) := (xγ + δ)−1(xα+ β), x ∈ R( γδ ),
definiert ist, die durch A bezu¨glich q und p erzeugte linke gebrochenlineare
Transformation von Matrizen.
Es folgen nun erste Beobachtungen u¨ber die soeben eingefu¨hrten Begriffsbildungen.
Bemerkung A.7.1. Seien p, q ∈ N und ρ ∈ C\{0}. Dann gilt:
(a) Sei A ∈ C(p+q)×(p+q) sowie A =
(
a b
c d
)
die Blockzerlegung von A mit p× p–Block
a und es gelte Rang [(c, d)] = q. Dann ist auch Rang [(ρc, ρd)] = q erfu¨llt und es gilt
S(p,q)A = S(p,q)ρA .
(b) Sei B ∈ C(p+q)×(p+q) sowie B =
(
α γ
β δ
)
die Blockzerlegung von B mit q × q–Block
α und es gelte Rang
[(
γ
δ
)]
= p. Dann ist auch Rang
[(
ργ
ρδ
)]
= p erfu¨llt und es gilt
T (q,p)B = T (q,p)ρB .
Bemerkung A.7.2. Seien p, q ∈ N und A bzw. B eine regula¨re Matrix aus C(p+q)×(p+q).
Dann ist SA bzw. TB wohldefiniert und eineindeutig.
Das folgende Resultat gibt eine Bedingung an unter welcher die rechte und linke gebrochen-
lineare Transformation zweier Matrizen u¨bereinstimmt.
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Satz A.7.1. Seien p, q ∈ N und Up,q :=
(
0q×p Iq
− Ip 0p×q
)
. Weiterhin seien A und B Matrizen
aus C(p+q)×(p+q) und es bezeichne A =
(
a b
c d
)
bzw. B =
(
α γ
β δ
)
die Blockzerlegung
von A mit p× p–Block a bzw. die Blockzerlegung von B mit q × q–Block α. Es existiere ein
ρ ∈ C\{0}, so dass die Identita¨t BUp,qA = ρUp,q erfu¨llt ist. Dann gelten folgende Aussagen:
(a) Es sind A und B regula¨re Matrizen und es gilt AUq,pB = ρUq,p sowie
A−1 = −1
ρ
Uq,pBUp,q =
1
ρ
(
δ −β
− γ α
)
bzw.
B−1 = −1
ρ
Up,qAUq,p =
1
ρ
(
d −c
− b a
)
.
(b) Es gilt Q(c,d) = R( γδ ) 6= ∅ sowie S
(p,q)
A = T (q,p)B .
Fu¨r die Hintereinanderausfu¨hrung zweier rechter bzw. linker gebrochenlinearer Transforma-
tionen von Matrizen ergibt sich folgendes Resultat.
Satz A.7.2. Seien p, q ∈ N. Dann gelten folgende Aussagen:
(a) Fu¨r i ∈ {1, 2} sei Ai ∈ C(p+q)×(p+q) sowie Ai =
(
ai bi
ci di
)
die Blockzerlegung von Ai
mit p× p–Block ai und es gelte Rang [(ci, di)] = q. Weiterhin sei A2A1 =
(
a b
c d
)
die
Blockzerlegung von A2A1 mit p× p–Block a und es sei x ∈ Q(c1,d1). Dann gilt:
(a1) Es ist x ∈ Q(c,d) genau dann, wenn S(p,q)A1 (x) ∈ Q(c2,d2) erfu¨llt ist.
(a2) Fu¨r x ∈ Q(c,d) gilt S(p,q)A2A1(x) = S
(p,q)
A2
(S(p,q)A1 (x)).
(b) Fu¨r i ∈ {1, 2} sei B1 ∈ C(p+q)×(p+q) sowie Bi =
(
αi γi
βi δi
)
die Blockzerlegung von Bi
mit q × q–Block αi und es gelte Rang
[(
γi
δi
)]
= p. Weiterhin sei B1B2 =
(
α γ
β δ
)
die
Blockzerlegung von B1B2 mit q × q–Block α und es sei x ∈ R( γ1
δ1
). Dann gilt:
(b1) Es ist x ∈ R( γδ ) genau dann, wenn T
(q,p)
B1
(x) ∈ R( γ2
δ2
) erfu¨llt ist.
(b2) Fu¨r x ∈ R( γδ ) gilt T
(q,p)
B1B2
(x) = T (q,p)B1 (T
(q,p)
B2
(x)).
Das folgende Resultat entspricht [36, Theorem 1.6.1].
Satz A.7.3. Seien p, q ∈ N. Dann gilt:
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(a) Sei jpq := diag(Ip,−Iq), A ∈ C(p+q)×(p+q) eine jpq–kontraktive Matrix sowie A =(
a b
c d
)
die Blockzerlegung von A mit p× p–Block a. Dann gilt Dp×q ⊆ Kp×q ⊆ Q(c,d)
sowie S(p,q)A (Dp×q) ⊆ Dp×q und S(p,q)A (Kp×q) ⊆ Kp×q.
(b) Sei jqp := diag(Iq,−Ip), B ∈ C(p+q)×(p+q) eine jqp–kontraktive Matrix sowie B =(
α γ
β δ
)
die Blockzerlegung von B mit q × q–Block α. Dann gilt Dp×q ⊆ Kp×q ⊆ R( γδ )
sowie T (q,p)B (Dp×q) ⊆ Dp×q und T (q,p)B (Kp×q) ⊆ Kp×q.
A.8 Die Potapov–Ginzburg–Transformation
Im folgenden Abschnitt wollen wir eine spezielle gebrochenlineare Transformation von Ma-
trizen vorstellen, welche zu einem gegebenen m ∈ N und einer m–reihigen Signaturmatrix J
alle J–kontraktiven bzw. streng J–kontraktiven Matrizen in kontraktive bzw. streng kontrak-
tive Matrizen u¨berfu¨hrt. Die dazugeho¨rigen U¨berlegungen gehen auf V.P. Potapov sowie J.P.
Ginzburg zuru¨ck (vgl. [81], [82] sowie [53]).
Definition A.8.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Dann heißt
AJ :=
(
PJ QJ
QJ PJ
)
bzw. BJ :=
( −PJ QJ
QJ −PJ
)
die zu J geho¨rige rechte bzw. linke Potapov–Ginzburg–Matrix (kurz PG–Matrix).
Bemerkung A.8.1. Seien m ∈ N und J eine m–reihige Signaturmatrix. Dann ist die zu
J geho¨rige rechte bzw. linke PG–Matrix AJ bzw. BJ eine 2m–reihige Signaturmatrix und es
gelten
AJJAJ = jmm sowie AJjmmAJ = J bzw. BJJBJ = jmm sowie BJjmmBJ = J.
Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J) und QJ := 12(Im−J).
Weiterhin bezeichneAJ bzw. BJ die zu J geho¨rige rechte bzw. linke PG–Matrix. In Anlehnung
an Abschnitt A.7 sei im Folgenden stets
Q(QJ ,PJ ) := {x ∈ Cm×m : det(QJx+PJ) 6= 0} bzw. R( QJ−PJ ) := {x ∈ C
q×p : det(xQJ−PJ) 6= 0}
und es bezeichne S(m,m)AJ bzw. T
(m,m)
BJ die durchAJ bzw. BJ bezu¨glich m und m erzeugte rechte
bzw. linke gebrochenlineare Transformation von Matrizen. Aufgrund der aus Bemerkung A.8.1
folgenden Regularita¨t der Matrix AJ bzw. BJ ist nach Bemerkung A.7.2 hierbei S(m,m)AJ bzw.
T (m,m)BJ wohldefiniert und eineindeutig. Weiterhin ergibt sich folgende Beobachtung.
Bemerkung A.8.2. Seien m ∈ N und J eine m–reihige Signaturmatrix. Es bezeichne AJ
bzw. BJ die zu J geho¨rige rechte bzw. linke PG–Matrix und es sei Um,m :=
(
0m×m Im
− Im 0m×m
)
.
Dann gilt AJUm,mBJ = −Um,m, womit nach Teil (b) von Satz A.7.1 die Beziehungen
Q(QJ ,PJ ) = R( QJ−PJ ) und S
(m,m)
AJ = T
(m,m)
BJ
erfu¨llt sind.
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Wir ko¨nnen nun folgende Begriffsbildung formulieren.
Definition A.8.2. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im+J)
und QJ := 12(Im − J). Es bezeichne AJ die zu J geho¨rige rechte PG–Matrix und es sei
x ∈ Q(QJ ,PJ ). Dann heißt S(m,m)AJ (x) die J–Potapov–Ginzburg–Transformierte (kurz:
J–PG–Transformierte) von x.
Aufgrund von Satz A.7.2 und Bemerkung A.8.1 ergibt sich leicht folgende Beobachtung.
Bemerkung A.8.3. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im +
J) und QJ := 12(Im − J). Es bezeichne AJ die zu J geho¨rige rechte PG–Matrix und es sei
x ∈ Q(QJ ,PJ ). Dann ist auch S(m,m)AJ (x) ∈ Q(QJ ,PJ ) erfu¨llt und die J–PG–Transformierte von
S(m,m)AJ (x) ist gegeben durch x.
Das nachstehende Resultat zeigt nun, dass durch die J–PG–Transformierte gerade der
U¨bergang zwischen J–kontraktiven bzw. streng J–kontraktiven Matrizen und kontraktiven
bzw. streng kontraktiven Matrizen gegeben ist.
Satz A.8.1. Seien m ∈ N und J eine m–reihige Signaturmatrix sowie PJ := 12(Im + J) und
QJ := 12(Im−J). Es bezeichne AJ die zu J geho¨rige rechte PG–Matrix und es sei x ∈ Cm×m.
Dann gelten folgende Aussagen:
(a) Sei x eine J–kontraktive Matrix. Dann gilt x ∈ Q(QJ ,PJ ) und S(m,m)AJ (x) ∈ Km×m.
(b) Sei x eine streng J–kontraktive Matrix. Dann gilt x ∈ Q(QJ ,PJ ) und S(m,m)AJ (x) ∈ Dm×m.
(c) Sei x eine J–unita¨re Matrix. Dann gilt x ∈ Q(QJ ,PJ ) und S(m,m)AJ (x) ∈ Tm×m.
(d) Sei x ∈ Q(QJ ,PJ ) ∩Km×m bzw. x ∈ Q(QJ ,PJ ) ∩Dm×m bzw. x ∈ Q(QJ ,PJ ) ∩ Tm×m. Dann
ist S(m,m)AJ (x) eine J–kontraktive bzw. streng J–kontraktive bzw. J–unita¨re Matrix.
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(D˜[z]s,J)ns=0, (B˜[z]s,J)ns=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
die zu (Aj)nj=0 und J geho¨rige Folge z–normierter rechter bzw. linker Dubovojscher
Linearfaktoren
A
(n)
0 , A˜
(n)
0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
der zu (Aj)nj=0 und J geho¨rige rechte bzw. linke Schur-Dubovoj-Parameter (kurz: SD-
Parameter)
P (n), Q(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
der zu (Aj)nj=0 geho¨rige rechte bzw. linke J
–Plusprojektor
(P(k))nk=0, (Q(k))nk=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
die zu (Aj)nj=0 geho¨rige Folge rechter bzw. linker J
–Plusprojektoren
(A(k)0 )
n
k=0, (A˜
(k)
0 )
n
k=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
die zu (Aj)nj=0 und J geho¨rige Folge rechter bzw. linker SD-Parameter
(A(1)j )
n−1
j=0 , (A˜
(1)
j )
n−1
j=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
die zu (Aj)nj=0 und J geho¨rige 1–te rechte bzw. linke Schur-Dubovoj-Transformierte
(kurz: SD-Transformierte)
(A(k)j )
n−k
j=0 , (A˜
(k)
j )
n−k
j=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
die zu (Aj)nj=0 und J geho¨rige k–te rechte bzw. linke SD-Transformierte
PJ [R− [P, T,C],D], PJ [L− [P, T,C],D] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
Lo¨sungsmenge der zu einem rechten bzw. linken (J, r)–Stein-Tripel [P, T,C] geho¨-
rigen Matrixungleichung
η˜T,D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
bzgl. D modifizierte Spiegelung der T–Resolventenmenge einer Matrix T ∈ Cr×r
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