Abstract. In this paper, we give a brief overview on Gröbner bases theory, addressed to novices without prior knowledge in the field. After explaining the general strategy for solving problems via the Gröbner approach, we develop the concept of Gröbner bases by studying uniquenss of polynomial division ("reduction"). For explicitly constructing Gröbner bases, the crucial notion of S polynomials is introduced, leading to the complete algorithmic solution of the construction problem. The algorithm is applied to examples from polynomial equation solving and algebraic relations. After a short discussion of complexity issues, we conclude the paper with some historical remarks and references.
What is the Purpose of Gröbner Bases Theory?
The method (theory plus algorithms) of Gröbner bases provides a uniform approach to solving a wide range of problems expressed in terms of sets of multivariate polynomials. Areas in which the method of Gröbner bases has bee applied successfully are: The book [9] includes surveys on the application of the Gröbner bases method for most of the above areas. In commutative algebra, the list of problems that can be attacked by the Gröbner bases approach includes the following: 
How Can Gröbner Bases Theory be Applied?
The general strategy of the Gröbner bases approach is as follows: Given a set F of polynomials in K x 1 , £ , x n (that describes the problem at hand) ¢ we transform F into another set G of polynomials "with certain nice properties" (called a "Gröbner basis") such that ¢ F and G are "equivalent" (i.e. generate the same ideal).
From the theory of GB we know: ¢ Because of the "nice properties of Gröbner bases", many problems that are difficult for general F are "easy" for Gröbner bases G.
¢
There is an algorithm for transforming an arbitrary F into an equivalent Gröbner basis G.
The solution of the problem for G can often be easily translated back into a solution of the problem for F.
Hence, by the properties of Gröbner bases and the possibility of transforming arbitrary finite polynomial sets into Gröbner bases, a whole range of problems definable in terms of finite polynomial sets becomes algorithmically solvable.
What are Gröbner Bases?

Division ("Reduction") of Multivariate Polynomials
We first need the notion of division (or "reduction") for multivariate polynomials. Consider, for example, the following bivariate polynomials g, f 1 , and f 2 , and the following polynomial set F :
The monomials in these polygonomials are ordered. There are infinitely many orderings that are "admissible" for Gröbner bases theory. The most important ones are the lexicographic orderings and the orderings that, first, order power products by their degree and, then, lexicographically. In the example above, the monomials are ordered lexicographically with y ranking higher than x and are presented in descending order from left to right. The highest (left most) monomial in a polynomial is called the "leading" monomial in the polynomial.
The monomials in these polygonomials are ordered. There are infinitely many orderings that are "admissible" for Gröbner bases theory. The most important ones are the lexicographic orderings and the orderings that, first, order power products by their degree and, then, lexicographically. In the example above, the monomials are ordered lexicographically with y ranking higher than x and are presented in descending order from left to right. The highest (left ¡ most) monomial in a polynomial is called the "leading" monomial in the polynomial.
One possible division ("reduction") step that "reduces the polymomial g modulo f 1 " proceeds as follows: (4) 
Fact (Reduction is Algorithmic):
There is an algorithm RF that produces a reduced form w.r.t. F for any given polynomial g, i.e., for all g and F ,
An example of such an algorithm is the iteration of the following operation: Given g, consider the polynomials f © F until you find one whose leading power product divides one of the power products in g. If you found such an f and power product in g execute the corresponding reduction step. If not, stop. 
Fact (Non
Definition of Gröbner Bases
Now we define Gröbner bases to be sets of polynomials whose corresponding reduction is unique:
Definition:
F is a Gröbner basis : § F is unique, i.e.
The "Application Theory of Gröbner Bases"
At first sight, one may not see why the defining property of Gröbner bases should play any fundamental role. The importance of this property stems from the the following facts:
Fact: Gröbner bases have many "nice properties" and hence, for Gröbner bases, many fundamental problems can be solved by "easy" algorithms.
Example (The "Main Problem of Polynomial Ideal Theory"):
Let F be a set of polynomials:
If F is a Gröbner basis, then:
Here, Ideal F is the ideal generated by F , i.e. the set of all polynomials of the form i! 1 m p i . f i with f i in F and arbitrary polynomials p i . As a consequence of the above property, the question whether or not f © Ideal F , for Gröbner bases F , can be decided by just reducing f modulo F and checking whether or not the result of the reduction is 0. For general F , this question is very hard to decide and, in fact, in the older literature on polynomial ideal theory was called the "main problem of polynomial ideal theory".
Example (The "Elimination Problem"):
Let F be a set of polynomials in the indeterminates x 1 , £ , x n , and let i
As a consequence, a basis for the "i
£ , x i of a finite Gröbner basis F can be obtained by just taking those polynomials in F that depend only on the first i indeterminates. Again, this problem is very hard for general F . Having bases for all elimination ideals of a the ideal generated by a given F , one can now find all the solutions of the system of equations determined by F . One just starts by finding all the solutions of the univariate polynomial that forms the basis of the first elimination ideal and then proceeds by substituting these solutions into the bivariate basis polynomials of the second elimination ideal etc.
6 How Can GB be Constructed?
The Main Problem
The main problem now is how, given an arbitrary finite set F of (multivariate) polynomials, one can find a set of polynomials G such that Ideal F ¤ Ideal G and G is a Gröbner basis.
An Algorithm
This problem can be solved by the following algorithm:
Compute the "S If h 0, add h to G and iterate.
S# Polynomials
The above algorithms needs the computation of "S ¡ polynomials". Again, we give their definition in an example:
Note that the computation of the S ¡ polynomial of two polynomials f 1 and f 2 , first, involves multiplication of the two polynomials by such monomial factors that the leading power product of both polynomials becomes equal, namely the least common multiple of the leading power products of the two polynomials. By the subsequent subtraction, this least common multiple power product then vanishes! The intuition behind this notion is the following: The least common multiple of the "leading power products" of f 1 and f 2 is "the first possible polynomial" that allows two essentially different reductions modulo f 1 , f 2 . The main theorem of Gröbner bases theory then shows that, given a finite F , if you "master" the finitely many S polys, then you master the infinitely many polynomials that allow two or more essentially different reductions.
Note that the computation of the S polynomial of two polynomials f 1 and f 2 , first, involves multiplication of the two polynomials by such monomial factors that the leading power product of both polynomials becomes equal, namely the least common multiple of the leading power products of the two polynomials. By the subsequent subtraction, this least common multiple power product then vanishes! The intuition behind this notion is the following: The least common multiple of the "leading power products" of f 1 and f 2 is "the first possible polynomial" that allows two essentially different reductions modulo f 1 , f 2 . The main theorem of Gröbner bases theory then shows that, given a finite F , if you "master" the finitely many S ¡ polys, then you master the infinitely many polynomials that allow two or more essentially different reductions.
The notion of S ¡ polynomials is the nucleus of algorithmic Gröbner bases theory. Note, however, that the notion of Gröbner bases is independent of the notion of S ¡ polynomials and gives many interesting results also for nonalgorithmic polynomial ideal theory.
Specializations
It is interesting to note that the Gröbner bases algorithm, ¢ for linear polynomials, specializes to Gauss' algorithm, and ¢ for univariate polynomials, specializes to Euclid's algorithm.
Why Does This Work?
Termination of the Algorithm
Termination of the algorithm is nontrivial: At the beginning, there are only finitely many pairs of polynomials in G for which the corresponding S ¡ polyonomials have to be computed. However, the reduction of some of the S ¡ polynomials may result in a polynomial unequal zero that has to be adjoined to G. Hence, G is growing and, consequently, the number of S ¡ polynomials that have to be considered may also grow. However, by an application of "Dickson's Lemma", [15] , it can be shown that, ultimately, this process must always stop.
Correctness of the Algorithm
The correctness of the algorithm is based on the following "Main Theorem of Gröbner Bases Theory":
F is a Gröbner basis
The entire power of the Gröbner bases method lies in this theorem and its proof. The proof of this theorem is nontrivial. It proceeds by induction over the ordering of power products and needs a detailed analysis of the cases that may occur when polynomials are reduced, in one step, to different polynomials modulo two polynomials. The proof was first given in the PhD thesis of the author and then published in aequationes mathematicae, see [3, 4] . An English translation of the 1970 paper is contained in the appendix of [9] . A modern version of the proof is spelled out in [10] .
Examples
A Simple Set of Equations
We now show how Gröbner bases can be applied to solving systems of polynomial equations. Let us, first, consider again the example:
The Gröbner basis G of F is
(If you have a mathematical software system like, for example, Mathematica availabe, you may compute Gröbner bases by just entering GroebnerBasis F into the system.) By the fact that F and G generate the same ideal, F and G have the same solutions. The elimination property of Gröbner bases guarantees that, in case G has only finitely many solutions, G contains a univariate polynomial in x. (Note that, here, we use the lexicographic order that ranks y higher than x. If we used the lexicographic order that ranks x higher than y then, correspondingly, the Gröbner basis would contain a univariate polynomial in y.) In fact, the above Gröbner basis is "reduced", i.e. all polynomials in the basis are reduced modulo the other polynomial in the basis. It can be shown that reduced Gröbner bases (with finitely many solutions) contain exactly one univariate polynomial in the lowest indeterminate. In our example, the univariate polynomial in x contained in G is
We now can solve this polynomial for x, which gives us the possible solutions
that is
If we now plug in, say, x 2 in the second and third polynomial of G, we obtain the two polynomials i.e. two univariate polynomials in y. Theory tells us that, whatever the resulting polynomials in y will be, they will always have a nontrivial greatest common divisor which, in fact, is just the non ¡ vanishing polynomial of lowest degree. In our case, this is the polynomial
Now we can solve this polynomial for y, and we obtain the solutions
In this way, we can obtain all the solutions of G and, hence, of F .
A More Complicated Set of Equations
Here is a more complicated set of equations:
The corresponding Gröbner basis, w.r.t. the lexicographic ordering ranking x higher than y higher and y higher than z, is (27)
You may again observe that G contains a univariate polynomial in the lowest indeterminate z. This time the degree of this polynomial is 12. The roots of this polynomial cannot be expressed by radicals. In principle, one may represent the roots as algebraic numbers (see the literature on computer algebra and the implementations in the various mathematical software systems) and then proceed by substituting the roots of the first polynomial into the other polynomials of the Gröbner basis. In this introductory paper, we rather switch to a numerical approximation of the roots:
If we now substitute, say, z 1 into the other polynomials of G we obtain the three polynomials In this way, we can obtain all the finitely many solutions of G and, hence, of F .
Algebraic Relations
The problem of algebraic relations in invariant theory is the problem of asking whether, for example, the polynomial can be expressed as a polynomial in, for example,
i.e. i 1 , i 2 , i 3 are in this ring and, furthermore, all polynomials in this ring can be expressed as polynomials in i 1 , i 2 , i 3 .
The theory of Gröbner bases tells us now that the above question can be answered by, first, computing a Gröbner basis G of the following polynomial set (39)
9 How Difficult is it to Construct Gröbner Bases?
Very Easy
The structure of the algorithm is easy. The operations needed in the algorithm are elementary: "Every high ¡ school student can execute the algorithm."
Very Difficult
The intrinsic complexity of the problems that can be solved by the Gröbner bases method is proven to be "exponential". Hence, the worst ¡ case complexity of any algorithm that computes Gröbner bases in full generality must be high. Thus, examples in three or four variables with polynomials of degree three or four may already fail to terminate in reasonable time or exceed available memory even on very fast machines.
For example, trying to find a Gröbner basis, w.r.t. to a lexicographic ordering, for the set
may already exhaust your computer resources.
Sometimes Easy
Mathematically interesting examples often have a lot of "structure" and, in concrete examples, Gröbner bases can be computed in reasonably short time. Thus, a lot of interesting new theoretical insight in various areas of mathematics has been obtain by using the Gröbner bases technique for concrete, theoretically interesting, examples. Also, sometimes, it is possible to derive closed formulae for the Gröbner bases of certain ideals that depend on various parameters and, then, various conclusions can be drawn from the form of these Gröbner bases, see for example [8] . Hence, as a first attempt, it is always recommendable to try Gröbner bases if one encounters a problem formulated in terms of multivariate polynomial sets.
Enormous Potential for Improvement
The positive aspect of an intrinsically complex problem as the one of constructing Gröbner bases is that more mathematical knowledge can lead to a drastic speed ¡ up. In the literature, the following ideas have led to drastically improved versions of the above Gröbner basis algorithm: ¢ The use of "criteria" for eliminating the consideration of certain S ¡ polynomials, see [6] .
¢
Several p ¡ adic and floating point approaches, see [21, 20] .
The "Gröbner Walk" approach, see [13] .
The "linear algebra" approach, see [16] .
All these approaches do, however, not change the main idea of the algorithmic construction given above based on the fundamental role of the "S There is a huge literature on the complexity of Gröbner bases algorithms and on improving the efficiency of these algorithms. 
Where Can You Find Information on Gröbner Bases?
The Gröbner Bases Conference 1998
The proceedings of this conference, [9] , contain tutorials on nearly all currently known applications of Gröbner bases in various fields of mathematics. Unfortunately, no tutorial on applications of Gröbner bases in systems theory is contained in these proceedings.
These proceedings contain also a couple of original papers and an introduction to Gröbner bases including a complete formal proof of the main theorem, see [10] . Also, in the appendix, an English translation of the original paper [4] is included.
On Your Desk
Implementations of the Gröbner basis algorithms and many application algorithms based on Gröbner bases are contained in any of the current mathematical software systems like Mathematica, Maple, Magma, Macsyma, Axiom, Derive, Reduce, etc. Also, there exist special software systems that are mainly based on the Gröbner bases technique, for example, CoCoA [12] , Macaulay [17] , Singular [18] .
In Your Palm
Gröbner bases are now availabe on the TI ¡ 92 (implemented in Derive) and other palm ¡ top calculators so that literally every high ¡ school student has access to the method.
Textbooks
By now, a couple of very good textbooks are available on Gröbner bases, see for example, [19] , [2] , [1] , [14] . The textbook [19] , in the introduction, contains a complete list of all current textbooks.
In the Web
Searching in the web, for example starting at http://citeseer.nj.nec.com/ with the key word "Grobner" will quickly lead you to hundreds of papers on Gröbner bases and their applications.
Original Publications
By now, more than 500 papers appeared meanwhile on Gröbner bases. Many of them are appearing in the Journal of Symbolic Computation (Academic Press, London) or at the ISSAC Symposia (International Symposia on Symbolic and Algebraic Computation).
