This paper gives an application of Mawhin's coincidence degree and matrix spectral theory to a predator-prey model with M-predators and N-preys. The method is different from that used in the previous work. Some new sufficient conditions are obtained for the existence and global asymptotic stability of the periodic solution. The existence and stability conditions are given in terms of spectral radius of explicit matrices which are much different from the conditions given by the algebraic inequalities. Finally, an example is given to show the feasibility of our results.
Introduction and Motivation

History and Motivations
Mawhin's coincidence degree theory has been applied extensively to study the existence of periodic solutions for nonlinear differential systems e.g. see 1-16 and references therein . The most important step of applying Mawhin's degree theory to nonlinear differential equations is to obtain the priori bounds of unknown solutions to the operator equation It is more natural to consider the delay model because most of the species start interacting after reaching a maturity period. Hence many scholars think that the delayed models are more realistic and appropriate to be studied than ordinary model. Delayed system is important also because sometimes time delays may lead to oscillation, bifurcation, chaos, instability which may be harmful to a system. Inspired by the above argument, Wen 20 considered a periodic delayed multispecies predator-prey system as follows: δ jk > 0. 1.5 It is easy to see that for such given initial conditions, the corresponding solution of the system 1.3 remains positive for all t ≥ 0. The purpose of this paper is to obtain some new and interesting criteria for the existence and global asymptotic stability of periodic solution of the system 1.3 .
Comparison with Previous Work
To obtain the periodic solutions of the system 1.3 , the method used in 20 is based on employing the differential inequality and Brower fixed point theorem. Different from consideration taken by 20 , our method is based on combining matrix spectral theory with Mawhin's degree theory. In our method, we study the global asymptotic stability by combining matrix's spectral theory with Lyapunov functional method. The existence and stability conditions are given in terms of spectral radius of explicit matrices. These conditions are much different from the sufficient conditions obtained in 20 .
Outline of This Work
The structure of this paper is as follows. In Section 2, some new and interesting sufficient conditions for the existence of periodic solution of system 1.3 are obtained. Section 3 is devoted to examining the stability of the periodic solution obtained in the previous section. In Section 4, some corollaries are presented to show the effectiveness of our results. Finally, an example is given to show the feasibility of our results.
Existence of Periodic Solutions
In this section, we will obtain some sufficient conditions for the existence of periodic solution of the system 1.3 . 
We recall the following norms of matrices induced by respective vector norms. 
If L is a Fredholm mapping of index zero and there exist continuous projectors P :
We denote the inverse of that map by K P . If Ω is an open bounded subset of X, the mapping N will be called L-compact on Ω if QN Ω is bounded and Now we introduce some function spaces and their norms, which will be valid throughout this paper. Denote
2.5
The norms are given by
2.6
Obviously, X and Z, respectively, endowed with the norms · 1 and · 0 are Banach spaces.
Result on the Existence of Periodic Solutions
Theorem 2.6. Assume that the following conditions hold:
the system of algebraic equations:
Abstract and Applied Analysis 
2.11
Obviously, system 1.3 has at least one ω-periodic solution which is equivalent to the system 2.11 having at least one ω-periodic solution. To prove Theorem 2.6, our main tasks are to construct the operators i.e., L, N, P , and Q appearing in Lemma 2.3 and to find an appropriate open set Ω satisfying conditions i , ii in Lemma 2.3. For any U t ∈ X, in view of the periodicity, it is easy to check that 
2.12
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2.13
Define, respectively, the projectors P : X → X and Q : Z → Z by
2.14
It is obvious that the domain of L in X is actually the whole space, and
2.15
Moreover, P, Q are continuous operators such that
2.16
It follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse to L K P : Im L → Dom L ∩ Ker P exists, which is given by
Then QN : X → Z and
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Clearly, QN and K P I−Q N are continuous. By using the generalized Arzela-Ascoli theorem, it is not difficult to prove that K P I − Q N Ω is relatively compact in the space X, · 1 . The proof of this step is complete. Then, in order to apply condition i of Lemma 2.3, we need to search for an appropriate open bounded subset Ω, denoted by Ω U n t ∈ X | |U n t | 1 |U n t | 0 U n t 0 < h n .
2.19
Specifically, our aim is to find an appropriate h n . Corresponding to the operator equation Lx λNx for each λ ∈ 0, 1 , we havė 
2.22
Note that u k t k max t∈ 0,ω |u k t | and v l t N l max t∈ 0,ω |v l t |, which implies
2.23
e jl e 
2.30
In view of ρ K < 1 and Lemma 2.5, we get
Using 2.30 and 2.31 , we get On the other hand, it follows from 2.31 that
2.37
Estimating 2.20 , by using 2.25 , 2.33 , and 2.37 , we have 
2.38
The above relations imply
Further, it follows form the definition of norm that
2.40
Let us set the following:
where d is any positive constant. Then for any solution of Lx λNx, we have |u n t | 1 |u n t | 0 |u n t | 0 < h n for all n 1, 2, . . . , N M. Obviously, h n are independent of λ and the choice of U t . Consequently, by taking this h n , the open subset Ω satisfies that Ω ∩ Dom L, that is, the open subset Ω satisfies the assumption i of Lemma 2.3. Now in the last step of the proof, we need to verify that for the given open bounded set Ω obtained in Step 2, the assumption ii of Lemma 2.3 also holds. That is, for each U ∈ ∂Ω ∩ Ker L, QNU / 0 and deg{JQN, Ω ∩ Ker L, 0} / 0. 
Globally Asymptotic Stability
Under the assumption of Theorem 2.6, we know that system 1. 
3.2
Now, we define a Lyapunov function V t as follows: 
3.3
Calculating the upper right derivative of V t and using 3.2 , we get 
Example
In this section, an example and its simulations are presented to illustrate the feasibility and effectiveness of our results. 
5.1
Simple computation leads to 
5.2
