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Abstract In this paperweprove equivalences of categories relating the derived
category of a block of the category of representations of a connected reductive
algebraic group over an algebraically closed field of characteristic p bigger
than theCoxeter number and aderived categoryof equivariant coherent sheaves
on the Springer resolution (or a parabolic counterpart). In the case of the
principal block, combined with previous results, this provides a modular ver-
sion of celebrated constructions due to Arkhipov–Bezrukavnikov–Ginzburg
for Lusztig’s quantum groups at a root of unity. As an application, we prove a
“graded version” of a conjecture of Finkelberg–Mirković describing the princi-
pal block in terms of mixed perverse sheaves on the dual affine Grassmannian,
and deduce a new proof of Lusztig’s conjecture in large characteristic.
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1 Introduction
1.1 Main players
Let G be a connected reductive algebraic group over an algebraically closed
field k of characteristic , and let T ⊂ B ⊂ G be a maximal torus and a
Borel subgroup. Assume that  > h, where h is the Coxeter number of G, and
that the derived subgroup of G is simply connected. Under these assumptions,
most of the combinatorial data for the categoryRepf(G) of finite-dimensional
algebraic G-modules (in particular, characters of simple and indecomposable
tilting modules) can be deduced from the corresponding data in the “principal
block” Rep∅(G), i.e. the Serre subcategory generated by the simple modules
whose highest weight has the form w(ρ) − ρ + λ for λ ∈ X∗(T ) and w ∈
W = NG(T )/T . (Here, as usual ρ is the half sum of positive roots.)
In the hope of computing these data, it has long been desired to have a
“geometric model” for this category, in the spirit of what is known for rep-
resentations of complex semisimple Lie algebras [10,21], affine Kac–Moody
Lie algebras [38,39], quantum groups at a root of unity [9], and reductive Lie
algebras in positive characteristic [15–17]. The main goal of the present paper
is to provide such a model.
More precisely, let Ġ denote the Frobenius twist of G, and let Ġ∨ be the
complex connected reductive group whose root datum is dual to that of Ġ.
(Thus, the coweight lattice for Ġ∨ is identified with X∗(T ).) This paper is
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Here, Gr is the affine Grassmannian for Ġ∨, Iw ⊂ Ġ∨(C[[z]]) is an Iwahori
subgroup, and Dmix(Iw)(Gr,k) is the mixed derived category of k-sheaves on Gr
which are constructible with respect to the stratification by Iw-orbits (in the
sense of [4]). Next, ˜N is the Springer resolution for Ġ, with its natural action
of Ġ×Gm, and DbStein(B) is the derived category of complexes of B-modules
whose cohomology is trivial on the first Frobenius kernel B1 ⊂ B.
The functor P in (1.1) is an equivalence of triangulated categories that was
established by the first author and L. Rider (see [6]) and by C. Mautner and
the second author (see [48]) independently. The other two functors in this
diagram are the topics of two of the main results in this paper. The formality
theorem asserts that DbCohĠ×Gm(˜N ) is a graded version of DbStein(B), and
the induction theorem asserts that R IndGB : DbStein(B)→ DbRep∅(G) is an
equivalence of categories. In the last section of the paper, we will study the
composition Q := R IndGB ◦ F ◦ P , and we will prove a graded analogue
of the Finkelberg–Mirković conjecture [26], describing Rep∅(G) in terms of
Pervmix(Iw)(Gr,k).
Statements analogous to those above were established by Arkhipov–
Bezrukavnikov–Ginzburg [9] for quantum groups at a root of unity. Their
work has significant consequences for the representation theory of quantum
groups: they lead to alternative proofs of Lusztig’s character formula for simple
modules (see [9, §1.2]) and of Soergel’s character formula for tilting modules
(using [64]). We believe that the results of the present paper will likewise have
consequences for the representation theory of G. In particular, we expect to
use them to establish the character formulas for simple and tilting G-modules
conjectured by the second author and G. Williamson in [54]. See Sect. 1.7
below for details.
1.2 Statements and strategy
Let us now state our results more precisely.
The diagram (1.1) is inspired by the ideas in [9], but the proofs in this
paper are quite different from those in [9]. In particular, a central theme of this
paper is the importance of “wall-crossing functors.” Most of the categories
and functors in (1.1) have analogues associated to parabolic subgroups. When
123
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we construct the various functors in (1.1), we will simultaneously construct
their parabolic analogues, and we will construct commutative diagrams that
relate the Borel version to a parabolic version (or two parabolic versions to
each other).Wall-crossing functors play an essential role in the argument, even
if one is interested only in the Borel versions of the theorems, because they let
us reduce difficult calculations (in, say, DbStein(B)) to easier cases.
At several points, wewill need the notion of a degrading functor. LetC andC′
be triangulated categories, and suppose C is equipped with an autoequivalence
{1} : C → C. A triangulated functor ϕ : C → C′ is called a degrading functor
(with respect to {1}) if (i) its image generates C′ as a triangulated category, and




HomC(X, Y {n}) ∼−→ HomC′(ϕX, ϕY ).
Let S be the set of simple reflections in the Weyl group W of (G, T ). For
any subset I ⊂ S, we let PI ⊂ G be the corresponding standard parabolic
subgroup, ṖI be its Frobenius twist, and ṅI be the Lie algebra of the unipotent
radical of ṖI . The Frobenius morphism of PI will be denoted Fr, and for
V ∈ Rep(ṖI ) we will denote by Fr∗(V ) the PI -module obtained from V by
composition with Fr. We will use similar notation for other groups below.
Let DbStein(PI ) be the full triangulated subcategory of the derived category
DbRepf(PI ) of finite-dimensional algebraic PI -modules generated by the
objects of the form St I ⊗ Fr∗(V ) for V in Repf(ṖI ). Here, St I is a fixed
Steinberg module for PI , i.e., the module Ind
PI
B (( − 1)ςI ), where ςI is a
fixed character of T such that for any simple coroot α∨, we have
〈α∨, ςI 〉 =
{
1 if α∨ corresponds to a reflection sα ∈ I,
0 if α∨ corresponds to a reflection sα /∈ I.
Finally, let ˜NI := Ġ ×ṖI ṅI . For a Ġ ×Gm-equivariant coherent sheaf F on
˜NI , let F〈1〉 be the sheaf obtained by twisting the Gm-action. The following
statement combines parts of Theorems 6.1, 7.2, and 7.4.
Theorem 1.1 (Formality theorem). For any subset I ⊂ S, there is a functor
FI : DbCohĠ×Gm(˜NI )→ DbStein(PI )
that is a degrading functor with respect to 〈1〉[1] and such that for any V ∈
Repf(Ġ), there is a natural isomorphism
FI (F ⊗ V ) ∼= FI (F)⊗ Fr∗(V ).
123
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In this commutative diagram, J,I is a functor that is defined using the
intermediate space ˜NJ,I := Ġ ×ṖJ ṅI and the correspondence
˜NJ ← ˜NJ,I → ˜NI ;
see Sect. 9.2 for details.
Next, let RepI (G) be the Serre subcategory of Rep
f(G) generated by the
simple modules whose highest weight has the form w(ρ − ςI ) − ρ + λ
with λ ∈ X∗(T ). This subcategory is a direct summand of Repf(G), and it
“has singularity I” in the sense that the stabilizer of −ςI for the dot-action
of the affine Weyl group is the parabolic subgroup WI of W generated by I .
In particular, when I = ∅, Rep∅(G) is a sum of regular blocks of Repf(G).
If J ⊂ I ⊂ S, then we have a natural translation functor T IJ : RepJ (G) →
RepI (G).
The following statement combines parts of Lemma 8.14 (see also Proposi-
tion 7.5) and Theorem 10.7.
Theorem 1.2 (Induction theorem). For any subset I ⊂ S, the functor
R IndGPI : DbStein(PI )→ DbRepI (G) (1.3)
is an equivalence of categories. Moreover, for any V ∈ Repf(Ġ), there is a
natural isomorphism
R IndGPI (M ⊗ Fr∗(V )) ∼= R IndGPI (M)⊗ Fr∗(V ).












R IndGPI DbRepI (G).
(1.4)
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Fig. 1 Setup for the proof of Theorem 1.1
Remark 1.3 T.Hodge, P. Karuppuchamy andL. Scott have obtained a different
proof that (1.3) is an equivalence in the case I = ∅, see [31]. Their proof is
closer to the proof of the quantum case in [9]. (It does not directly apply to
other parabolic subgroups, as far as we understand.)
Combining Theorems 1.1 and 1.2 with the main results of [6,48], one sees
immediately that the functor Q := R IndGB ◦ F ◦ P is a degrading functor. We
will discuss further properties of Q in Sect. 1.5.
1.3 Koszul duality and the formality theorem
We now discuss in more detail the ingredients in the proof of Theorem 1.1.
Given a subset I ⊂ S, consider the exterior algebra
	I :=
∧• ṅI ,
regarded as a dg-algebra with trivial differential and with ṅI placed in degree
−1. For any subset J ⊂ I , the group ṖJ acts on 	I . Let DfgṖJ (	I ) be the
derived category of ṖJ -equivariant 	I -dg-modules with finitely generated
cohomology.
The proof of Theorem 1.1 involves breaking up the commutative diagram
into subdiagrams as shown in Fig. 1. In themiddle row, PJ MI,1 is the (scheme-
theoretic) preimage of ṖJ under the Frobenius morphism Fr : PI → ṖI . (The
notation will be explained in Sect. 6.1.)
The left half of Fig. 1 is essentially a study of Koszul duality. Recall that
CohĠ×Gm(˜NI ) is equivalent toCohṖI×Gm(ṅI ). The latter is, in turn, identified
with the category of finitely-generated graded ṖI -equivariant modules over
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the symmetric algebra SI := Sym(ṅ∗I ). The functor 
I and its variants are
degrading functors that are close to the well-known Koszul duality relating SI
to	I , see [12,30]. The appropriate theory, including the commutativity of the
squares in the left half of the figure, is developed in Sects. 4 and 9, building
on [30,50].
The right half of Fig. 1 involves the study of a certain dg-algebra RnI . This
algebra is equipped with a homomorphism σI : RnI → 	I , as well as a
quasi-isomorphism πI to the distribution algebra of the first Frobenius kernel
NI,1 of NI . We can therefore consider the composition
Dfg(	I )
σ ∗I−→ Dfg(RnI ) πI∗−−→∼ D
bRepf(NI,1). (1.5)
We will build the right half of the figure in three steps. First, in Sect. 5, we use
the functors in (1.5) to construct an equivalence of categories
ϕI : Dfg(	I ) ∼−→ DbStein(PI,1), (1.6)
where the right-hand side is the subcategory of the bounded derived category of
finite-dimensional representations of the Frobenius kernel PI,1 of PI generated
by St I . Next, in Sect. 6, we study the action of ṖI or ṖJ on the various algebras
in (1.5) in order to constructψI and show that it is an equivalence. Finally, the
commutativity of the two squares in the right half of Fig. 1 is shown in Sect. 7.
Remark 1.4 Let us briefly explain the origin of the name “formality theorem”
for Theorem 1.1 (which we took from [9]). For simplicity we restrict to the
case I = ∅. In this case, a well-known result due to Friedlander–Parshall [27]
asserts that there exists a graded algebra isomorphism
Ext•B1(k,k) ∼= Sym(ṅ∗∅), (1.7)
where in the right-hand side ṅ∗
∅
is placed in degree 2. On the other hand, it
follows from abstract nonsense that the category DbStein(B1) can be described
in terms of dg-modules over the dg-algebra RHomB1(k,k). In view of (1.7), if
we could prove that this dg-algebra is formal (i.e. quasi-isomorphic to its coho-
mology), then this would prove that DbStein(B1) can be described in terms of the
dg-algebra Sym(ṅ∗
∅
) (with trivial differential). Combining this with some form
of Koszul duality would provide an approach to proving equivalence (1.6). In
practice, however this is not the way we construct this equivalence, and in fact
we will not prove the formality of any dg-algebra.
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Fig. 2 Setup for the proof of Theorem 1.2
1.4 Exotic sheaves and the induction theorem
We saw in Sect. 1.3 that in the proof of Theorem 1.1, the proof that FI is
a degrading functor is quite separate from the proof that (1.2) commutes. In
contrast, for Theorem 1.2, the commutativity of (1.4) must be established
first. This plays an essential role in the proof that R IndGPI : DbStein(PI ) →
DbRepI (G) is an equivalence.
The commutativity of (1.4) is established in Sect. 8, as part of a larger effort
concerned with the diagram in Fig. 2. This figure also depicts the left adjoints
of ∅,I , ∅,I , and T I∅.
The main result of Sect. 8 asserts, in addition to the commutativity of (1.4),
that when #I = 1,1 the middle and rightmost parts of Fig. 2 form a com-
mutative diagram of adjoint pairs. This means that there is a pair of natural
isomorphisms that intertwine the units (or the counits) for the adjoint pairs





). Similarly, we will show in Sect. 9 that the left-
most square in that figure is a commutative diagram of adjoint pairs.
Let us now return to the problem of showing that R IndGPI : DbStein(PI )→
DbRepI (G) is an equivalence. It is easy to see that the essential image of
this functor generates DbRepI (G) as a triangulated category, so it is enough
to show that it is fully faithful. If we had a rich enough supply of objects in




could try to prove full faithfulness by direct calculation. Unfortunately, it is
unclear (at least to us) how to produce such objects in DbStein(PI ).
2
Figure 2 suggests looking instead at DbCohĠ×Gm(˜NI ). Note that, since
we already know that FI is a degrading functor, R IndGPI is fully-faithful if
and only if R IndGPI ◦ FI is a degrading functor. Moreover, in the special
1 A posteriori, this assumption can be removed; see Remark 8.17.
2 In the case I = ∅, the proof in [9] essentially proceeds in this way, but it turns out that the
“direct calculation” is not so easy.
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case I = ∅, there is a rich supply of objects with favorable Ext-properties in
DbCohĠ×Gm(˜N∅): namely, the standard and costandard objects in the heart
of the exotic t-structure, which has been introduced by Bezrukavnikov [14]
and studied further in [6,47]. Using the special case I = {s} in Fig. 2, we
prove in Sect. 10 that R IndGB ◦ F∅ takes standard (resp. costandard) exotic
sheaves to Weyl (resp. dual Weyl) modules. That gets us most of the way to
finishing the proof of Theorem 1.2 (in the case I = ∅).
For general I , we introduce some “parabolic analogues” of the standard
and costandard exotic sheaves, and study how they behave under the functors
∅,I and ∅,I . Using the case I = ∅, in this case also we prove that the
functor R IndGPI ◦ FI takes standard (resp. costandard) exotic sheaves to Weyl
(resp. dual Weyl) modules, and we finish the proof as before. (These parabolic
exotic sheaves might be of independent interest. In particular they allow one to
define an “exotic t-structure” on DbCohĠ×Gm(˜NI ), which might have other
applications.)
1.5 The graded Finkelberg–Mirković conjecture
Recall that Ġ∨ is the complex connected reductive group which is Langlands-
dual to Ġ, and that Gr = Ġ∨(C((z)))/Ġ∨(C[[z]]) is its affine Grassmannian.
Let Pervsph(Gr,k) be the abelian category of Ġ∨(C[[z]])-equivariant k-
perverse sheaves on Gr. This category admits a natural convolution product
, and the celebrated geometric Satake equivalence, due in this setting to
Mirković–Vilonen [51], asserts that there exists an equivalence of monoidal
categories
S : (Pervsph(Gr,k), ) ∼−→ (Repf(Ġ),⊗).
The category Repf(Ġ) embeds naturally in the category Rep∅(G) via the
functor V → Fr∗(V ). On the other hand, Pervsph(Gr,k) embeds in the cat-
egory Perv(Iw)(Gr,k) of k-perverse sheaves on Gr which are constructible
with respect to the Iw-orbits (where Iw is an Iwahori subgroup, as in Sect.
1.1). The Finkelberg–Mirković conjecture [26] predicts that the equivalence
S can be “extended” to an equivalence of highest-weight categories
Q : Perv(Iw)(Gr,k) ∼−→ Rep∅(G)
which satisfies Q(F  G) ∼= Q(F)⊗ Fr∗(S(G)) for any F in Perv(Iw)(Gr,k)
and G in Pervsph(Gr,k). (Here,  also denotes the natural convolution action
of Pervsph(Gr,k) on Perv(Iw)(Gr,k).)
As an application of our constructions, we prove a “graded version” of this
conjecture. Namely, consider the abelian category Pervmix(Iw)(Gr,k) of mixed
123
298 P. N. Achar, S. Riche
k-perverse sheaves on Gr which are constructible with respect to the Iw-orbits,
in the sense of [4], and let 〈1〉 be its “Tate twist” autoequivalence. This category
is a graded highest weight category in a natural way. Moreover there exists
a natural action of Pervsph(Gr,k) on Dmix(Iw)(Gr,k) (induced by convolution),
see Sect. 11.2, and we prove in Proposition 11.6 that this action restricts to an
action on Pervmix(Iw)(Gr,k).
Theorem 1.5 (Graded Finkelberg–Mirković conjecture). There is an exact
functor
Q : Pervmix(Iw)(Gr,k)→ Rep∅(G)
with the following properties:
(1) the functor Q sends standard, costandard, simple, and indecomposable
tilting objects in Pervmix(Iw)(Gr,k) to standard, costandard, simple, and
indecomposable tilting objects in Rep∅(G) respectively;
(2) there is an isomorphism ε : Q ◦ 〈1〉 ∼−→ Q that induces, for any F,G in






(3) there exists a functorial isomorphism
Q(F  G) ∼= Q(F)⊗ Fr∗(S(G))
for any F in Pervmix(Iw)(Gr,k) and G in Pervsph(Gr,k).
As in (1.1), we define Q to be the composition R IndGB ◦ F∅ ◦ P . Then
parts (2) and (3) follow quite easily from Theorems 1.1 and 1.2, combined
with the main result of [6,47]. (Part (2) is essentially a restatement of the fact
that Q is a degrading functor with respect to the Tate twist.) The papers [6,47]
also tell us how P interacts with exotic sheaves on ˜N . Combining this with
the study of exotic sheaves in the proof of Theorem 1.2 leads to a proof of
t-exactness for Q, and of part (1) of the theorem above.
Remark 1.6 The natural analogue of the Finkelberg–Mirković conjecture in
the setting of quantum groups at a root of unity is proved by Arkhipov–
Bezrukavnikov–Ginzburg in [9], using their versions of Theorems 1.1, 1.2,
and of the results of [6,47]. However, since they do not consider the role of
the exotic t-structure in this picture, they have to work harder to prove the
exactness of their version of our functor Q; see [9, §9.10].
123
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1.6 Relationship with the Bezrukavnikov–Mirković–Rumynin theory
of localization in positive characteristic
The papers [15–17] build a “localization theory” formodules over the envelop-
ing algebra U(g) of the Lie algebra g of G; in other words they provide a
“geometric model” for the representation theory of this algebra. Building on
these results, in [53] the second author has obtained a geometric model for
the representation theory of the restricted enveloping algebra g of g, i.e. the
quotient of U(g) by the trivial character of the Frobenius center (or equiva-
lently the distribution algebra of the Frobenius kernel G1). In this subsection
we briefly explain the (philosophical) relation between our results and those
of [15–17,53].
Let as above I ⊂ S be a subset, and consider the category g-modfgI of finite-
dimensionalg-moduleswith generalizedHarish-Chandra character−ςI . (This
category would be denoted Modfg−ςI ((Ug)0) in the conventions of [53, §3.2].)
Consider also the Grothendieck resolution
g̃I := Ġ ×ṖI ṗI ,
where ṗI is the Lie algebra of ṖI . Then by [53, Theorem 3.4.14] there exists








where the left-hand side is the (derived) category of coherent dg-sheaves on
the dg-scheme obtained as the derived intersection of g̃I and the zero-section
Ġ/ṖI in ġ× Ġ/ṖI ; see [53, §1.8] for details on this construction.
A construction similar to that of the functor 
I in Sect. 1.3 (involvingKoszul
duality) provides a functor






with properties similar to those of 
I , see [53]. Composing this functor






which is a degrading functor.
Now we have a natural forgetful functor
DbCohĠ×Gm(˜NI )→ DbCohGm(˜NI ),
123
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This would explain the relationship between the results of the present paper
and localization theory.
We will not attempt to prove the commutativity of (1.10). One difficulty
in trying to prove such a relationship is that the construction of the equiva-
lence (1.8) depends on the choice of a “splitting bundle” for some Azumaya
algebra; in order to prove some compatibility result we would most likely have
in particular to understand this choice better, and see how one can choose the
bundle in a more canonical way.
1.7 Application: a character formula for tilting modules
The results of this paper open the way to geometric approaches to various deep
problems in the representation theory of G, either via constructible sheaves or
via coherent sheaves.
First, in [54], the second author and G. Williamson conjecture that the mul-
tiplicities of standard/costandard modules in indecomposable tilting modules
in Rep∅(G) can be expressed in terms of the values at 1 of some -Kazhdan–
Lusztig polynomials (in the sense of [35]), which compute the dimensions of
the stalks of some indecomposable parity complexes on the affine flag variety
Fl of Ġ∨. This conjecture is proved in the case G = GLn(k) in [54], but the
methods used in this proof do not make sense for a general reductive group.
Note that, as was noticed by Andersen, from the characters of indecom-
posable tilting G-modules one can deduce (at least if  ≥ 2h − 2) character
formulas for simple G-modules, see [54, §1.8]; hence the conjectural tilting
character formula provides a replacement for Lusztig’s conjecture [45], which
was recently shown to be false for some values of , see [61].
Theorem 1.5 is a first step towards a proof of this character formula valid for
any reductive group. Namely, this result reduces the computation of multiplic-
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In a joint work with S. Makisumi and G. Williamson we develop a mod-
ular analogue of the (geometric) Koszul duality for Kac–Moody groups of
Bezrukavnikov–Yun [18], and deduce in particular an equivalence of graded
additive categories between the category of tilting objects in Pervmix(Iw)(Gr,k)
and the category of Iwahori–Whittaker parity complexes on Fl as considered
in [54, §11.7], see [3]. Since the combinatorics of the latter category is known
to be governed by the appropriate -Kazhdan–Lusztig polynomials (see [54,
Theorem 11.13]), this implies the conjectural character formula for tilting
G-modules of [54].
In a different direction, in a joint work with W. Hardesty [2] we use the
relation between the category Rep∅(G) and exotic coherent sheaves on ˜N∅
to obtain first results towards a proof of a conjecture of Humphreys [32] on
support varieties of tilting G-modules.
We conclude this paper with a direct application of our results to characters
of simple G-modules, independent of [3]. In particular, we give a new proof
of Lusztig’s conjecture [45] for  large (with no explicit bound), as already
proved by Andersen–Jantzen–Soergel [8] (building on work of Kazhdan–
Lusztig [41–44], Lusztig [46] and Kashiwara–Tanisaki [38,39]), Fiebig [25]
andBezrukavnikov–Mirković [15] (as part of a broader picture). But we obtain
slightly more than what was known until now:
(1) a geometric character formula valid for all simple modules in the principal
block and in all characteristics  > h (in terms of mixed intersection
cohomology complexes on Gr), see Proposition 11.9;
(2) and an equivalence between the validity of Lusztig’s conjecture and
parity-vanishing properties of some (ordinary) intersection cohomology
complexes on Gr, see Theorem 11.11.
1.8 Contents
This paper is divided into 3 parts, which each begin with an overview of their
content. Part 1 is devoted to preliminaries. Part 2 is concerned with the proof
of the formality theorem. Finally, Part 3 is devoted to the proof of the induction
theorem and of the graded analogue of the Finkelberg–Mirković conjecture.
Part 1. Preliminary results
Overview. Section 2 contains background material on (module categories
for) dg-algebras equipped with actions of algebraic groups. In Sect. 3, we fix
notation and conventions for reductive groups and related objects. We also
prove a number of lemmas on the behavior of Steinberg modules for Levi
subgroups under various functors. These modules play an important role in
Part 2. Finally, in Sect. 4, we study some version of the familiar Koszul duality
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for symmetric and exterior algebras on a vector space equipped with a group
action. In particular, we show that Koszul duality is compatible (in a suitable
sense) with a change of vector space.
2 Dg-algebras and dg-modules
Throughout this section, we let k be a field.
2.1 Dg-modules
If A is a ring, we denote by A-mod the abelian category of A-modules. If A
is a dg-algebra, we denote by A-dgmod the category of (left) A-dg-modules,
and by D(A) the corresponding derived category. If the cohomology algebra
H•(A) is left Noetherian, we denote by Dfg(A) ⊂ D(A) the full subcategory
of differential graded modules whose cohomology is finitely generated over
H•(A).
Let f : A → B be a homomorphism of dg-algebras. We denote by
f ∗ : B-dgmod→ A-dgmod
the functor that regards a B-module as an A-module via f . This functor is
exact, and we denote similarly the induced functor from D(B) to D(A).
The functor f ∗ has a right adjoint
f∗ : A-dgmod→ B-dgmod given by f∗(M) = Hom•A(B,M),
where the B-module structure is induced by right multiplication of B on itself.
(The functor f ∗ also has a left adjoint M → B⊗A M , but we will not use any
special notation for this functor.) It is well known that, if A is concentrated in
nonpositive degrees (i.e. if Ai = 0 for i > 0), then the category A-dgmod has
enough K-injective objects (see [57, Proposition 3.11] for the simpler case of
modules over a ring, or [53, Theorem 1.3.6] for the more complicated case of
sheaves of dg-modules); therefore the functor f∗ admits a right derived functor
R f∗ : D(A)→ D(B).
Arguments similar to those in [57] or [53] show that R f∗ is right adjoint to
f ∗. Also, if f : A → B and g : B → C are morphisms of dg-algebras
concentrated in nonpositive degrees, then we have a canonical isomorphism
f ∗ ◦ g∗ ∼= (g ◦ f )∗.
123
Reductive groups, loop Grassmannian, Springer resolution 303
By adjunction we deduce an isomorphism
R(g ◦ f )∗ ∼= Rg∗ ◦ R f∗. (2.1)
2.2 Normal subalgebras and quotients
Let A be a k-dg-algebra concentrated in nonpositive degrees and endowed
with a counit ε : A → k (assumed to be a morphism of complexes), and let
A+ = ker(ε) be the augmentation ideal. Let a ⊂ A be a normal dg-subalgebra,
i.e., a dg-subalgebra with the property that A · (a ∩ A+) = (a ∩ A+) · A. Let
Aa := A/A · (a ∩ A+). For any A-dg-module M , we consider the complex
Hom•a(k,M),
where k is considered as an a-dg-module via the restriction of ε. This complex
identifies with the sub-A-dg-module of M consisting of elements m ∈ M
satisfying a · m = ε(a)m for all a ∈ a. In particular, it has a natural structure
of Aa-dg-module. The assignment M → Hom•a(k,M) defines a functor
from the category of A-dg-modules to the category of Aa-dg-modules; we
denote its right derived functor by
RHom•a(k,−) : D(A)→ D(Aa).
(This functor can be computed by means of K-injective resolutions.)
If p : A → Aa is the natural surjection, then we have a natural isomor-
phism of functors p∗ ∼= Hom•a(k,−); we deduce a canonical isomorphism
Rp∗ ∼= RHom•a(k,−). (2.2)
The following lemma justifies our choice of a special notation for this functor.
(In practicewewill alwaysworkunder the assumptionof this lemma; otherwise
the notation might be misleading.)
Lemma 2.1 Assume that A is K-flat as a right a-dg-module, and consider the
embedding i : a → A. For any M in D(A), the image in D(k) of the Aa-
dg-module RHom•a(k,M) coincides with the complex R Hom•a(k, i∗M).
Proof. The claim follows from the fact that, under our assumption, if M is a
K-injective A-dg-module then i∗M is also K-injective (as an a-dg-module),
since the functor A ⊗a (−) sends acyclic dg-modules to acyclic dg-modules.

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One can restate the fact that the functor p∗ is left adjoint to Rp∗ by saying
that there exists a functorial isomorphism
HomD(Aa)
(
M, RHom•a(k, N )
) ∼= HomD(A)(M, N ) (2.3)
for any M in D(Aa) and any N in D(A) (where we omit the functor p∗ in
the right-hand side).
2.3 Semidirect products
Let D be a Hopf algebra over k, and let A be a k-dg-algebra that is also a
D-module in such a way that
• the differential of A commutes with the D-action;
• d · 1 = ε(d) · 1 for any d ∈ D;
• the multiplication map A⊗ A → A is a homomorphism of D-modules.
One can then form the semidirect product or crossed product A  D, namely
the dg-algebra which coincides with A ⊗ D as a complex of k-vector spaces
(where D is considered as a complex concentrated in degree 0, with trivial
differential), and with multiplication given by
(a  d) · (b  e) =
∑
a(d(1) · b) d(2)e.
Here we are using Sweedler’s notation, with (d) = ∑ d(1) ⊗ d(2).
Consider now two Hopf algebras D and E over k and a k-linear morphism
of Hopf algebras ϕ : D → E. Let A and B be k-dg-algebras endowed with
actions of E as above, and f : A → B be a k-linear morphism of dg-algebras








f idE B  E
of dg-algebras and morphisms of dg-algebras.
Lemma 2.2 Consider the setting described above, and assume that A and B
are concentrated in nonpositive degrees. Then there exists an isomorphism of
functors
( f  idE)
∗ ◦ R(idB  ϕ)∗ ∼= R(idA  ϕ)∗ ◦ ( f  idD)∗.
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Proof. Adjunction and isomorphism (2.1) provide a morphism of functors
R(idB  ϕ)∗ → R(idB  ϕ)∗R( f  idD)∗( f  idD)∗
∼= R(( f  idE) ◦ (idA  ϕ)
)
∗( f  idD)
∗
∼= R( f  idE)∗R(idA  ϕ)∗( f  idD)∗,
and using adjunction again we deduce a natural morphism of functors
( f  idE)
∗ ◦ R(idB  ϕ)∗ → R(idA  ϕ)∗ ◦ ( f  idD)∗. (2.4)
To prove that the latter morphism is invertible, we observe that the algebras
A  D and B  D are K-flat as complexes of right D-modules (for the action
induced by right multiplication ofD on itself). Moreover, there exist canonical
isomorphisms of A  D-modules and B  D-modules respectively
(A  D)⊗D E ∼= A  E, (B  D)⊗D E ∼= B  E.
We deduce, for M in D(B  D), functorial isomorphisms in D(k):
RHom•BD(B  E,M) ∼= RHom•BD((B  D)⊗D E,M)∼= RHom•D(E,M) ∼= RHom•AD((A  D)⊗D E,M)∼= RHom•AD(A  E,M).
It is easily checked that this isomorphism is induced by (2.4), and the lemma
is proved. 
2.4 Induction
For any affine k-group scheme H , we denote by Rep(H) the abelian cat-
egory of (not necessarily finite-dimensional) algebraic H -modules, and by
Repf(H) ⊂ Rep(H) the subcategory consisting of finite-dimensional mod-
ules. Ifλ : H → k× is a character of H , we denote bykH (λ) the corresponding
1-dimensional H -module. (When λ is the trivial character, we abbreviate the
notation to k.)
If H and K are affine k-group schemes and ϕ : H → K is a morphism of
group schemes, we can consider the induction functor
IndKH : Rep(H)→ Rep(K )
defined by IndKH (V ) = (V ⊗O(K ))H , whereO(K ) is considered as a K×H -
module via the action induced by
(k, h) · g = kgϕ(h)−1 for g ∈ K and (k, h) ∈ K × H.
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Note that we allow ϕ to be any morphism, not necessarily an embedding of
a closed subgroup (as e.g. in [34]). The functor IndKH is right adjoint to the
forgetful functor
ForKH : Rep(K )→ Rep(H);
in particular it takes injective objects to injective objects.
The (left exact) functor IndKH admits a right derived functor
R IndKH : D+Rep(H)→ D+Rep(K ),
which can be computed using injective resolutions, and which is right adjoint
to the functor ForKH : D+Rep(K )→ D+Rep(H).
This construction is transitive in the sense that if ϕ : H → K and ψ :
K → I are morphisms of affine k-group schemes, then we have canonical
isomorphisms of functors
ForKH ◦For IK ∼= For IH , R IndIK ◦R IndKH ∼= R IndIH , (2.5)
where the functors For IH and R Ind
I
H are defined with respect to the morphism
ψ ◦ ϕ : H → I . (In fact, the first isomorphism is obvious, and the second one
follows by adjunction.)
Later on we will need the following technical lemma. Consider as above a
morphism of (affine) k-group schemes ϕ : H → K , and let H ′ ⊂ H , K ′ ⊂ K











H ′ D+Rep(K ′).
Lemma 2.3 Assume that:
(1) the morphism
H ×H ′ K ′ → K : [h : k] → kϕ(h)−1
is an isomorphism;
(2) H ′ is a finite group scheme.
Then there exists a canonical isomorphism of functors
ForKK ′ ◦R IndKH ∼= R IndK
′
H ′ ◦ForHH ′
123
Reductive groups, loop Grassmannian, Springer resolution 307
from D+Rep(H) to D+Rep(K ′).
Proof. For any M in Rep(H), restriction induces a functorial morphism
ForKK ′ ◦ IndKH (M) =
(
M ⊗O(K ))H → (M ⊗O(K ′))H ′
= IndK ′H ′ ◦ForHH ′(M). (2.6)
One can also define a functorial morphism
IndK
′
H ′ ◦ForHH ′(M)→ ForKK ′ ◦ IndKH (M) (2.7)
as follows: an element in IndK
′
H ′ ◦ForHH ′(M) is an H ′-equivariant morphism
f : K ′ → M . Inducing this morphism we obtain an H -equivariant morphism
H ×H ′ K ′ → H ×H ′ M . By (1) the domain of this map identifies with K .
Composing with the action morphism H ×H ′ M → M we deduce an H -
equivariant morphism K → M , i.e. an element of ForKK ′ ◦ IndKH (M).
It is straightforward to check that the morphisms (2.6) and (2.7) are inverse
to each other, so that we obtain an isomorphism of functors
ForKK ′ ◦ IndKH ∼= IndK
′
H ′ ◦ ForHH ′ .
From this isomorphism we deduce a canonical morphism of functors
ForKK ′ ◦R IndKH → R IndK
′
H ′ ◦ ForHH ′,
and to prove that this morphism is an isomorphism it suffices to prove that if




So, let M be an injective H -module. By [34, Proposition I.3.10(a)], there
exists a k-vector space V such that M is a direct summand of V ⊗O(H). We
have a natural isomorphism
R IndK
′
H ′(V ⊗O(H)) ∼= V ⊗ R IndK
′
H ′(O(H)),
so that to conclude it suffices to prove that
R>0 IndK
′
H ′(O(H)) = 0.








308 P. N. Achar, S. Riche
where IH
′ : Rep(H ′) → Vect(k) is the functor of H ′-invariants and where




H ′(O(H)) ∼= R IndHH ′(O(K ′)).
Then the desired vanishing follows from [34, Corollary I.5.13(b)]. 
Remark 2.4 Assume that H and K are infinitesimal affine k-group schemes in
the sense of [34, §I.8.1]. Then there exist canonical equivalences of categories
Rep(H) ∼= Dist(H)-mod, Rep(K ) ∼= Dist(K )-mod (2.8)
where Dist(−) denotes the distribution algebra; see [34, §§I.8.4–6]. On the
other hand, the morphism ϕ : H → K defines an algebra morphism φ :
Dist(H)→ Dist(K ), see [34, §I.7.9]. It is straightforward to check that in this
setting the functor IndKH : Rep(H)→ Rep(K ) corresponds to the functor φ∗
defined in Sect. 2.1 under the identifications (2.8).
2.5 A spectral sequence for H-modules
Let H be an affine k-group scheme, and let K ⊂ H be a closed normal sub-
group. Let V be a finite-dimensional H -module. Then, for any H -module V ′,
the natural (diagonal) H -action on the vector space HomK (V, V ′) descends to
an (algebraic) H/K -action. In other words, the functor HomK (V,−) factors
through a functor Rep(H) → Rep(H/K ), which we will denote simi-
larly. Then the derived functors ExtnK (V,−) also factor through functors
ExtnK (V,−) : Rep(H)→ Rep(H/K ).
Lemma 2.5 For any V ′ in Rep(H), there exists a (bifunctorial) convergent
spectral sequence
E p,q2 = Hp(H/K ,ExtqK (V, V ′))⇒ Ext p+qH (V, V ′).
Proof. Using adjunction we can assume that V is the trivial H -module. In this
case the spectral sequence we wish to construct looks as follows:
E p,q2 = Hp(H/K ,Hq(K , V ′))⇒ Hp+q(H, V ′).
This spectral sequence is obtained from Grothendieck’s spectral sequence for
the derived functor of a composition of functors, see e.g. [34, Proposition I.4.1].
For this we observe that we have IH = IH/K ◦ IK , where as above I is the
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functor of invariants. Then we have to check that if V ′ is an injective H -
module then the H/K -module IK (V ′) is injective. However, as in the proof of
Lemma 2.3, we can assume that V ′ = E ⊗O(H)where E is a k-vector space
(with trivial H -action). Then we have
I
K (V ′) = IK (E ⊗O(H)) ∼= E ⊗O(H/K ),
so that this H/K -module is indeed injective. 
From this lemma we deduce the following property.







Hp(H/K ,ExtqK (V, V
′))
)
(if the right-hand side is <∞).
Proof. The convergence of the spectral sequence of Lemma 2.5 means that
for any n, there is a filtration on ExtnH (V, V




Hp(H/K ,ExtqK (V, V
′)).
The claim follows. 
2.6 Equivariant dg-modules
Let H be an affine k-group scheme, and let A be a k-dg-algebra endowed
with the structure of an H -module which is compatible with the grading,
the differential and the multiplication. (Such a structure will be called an H -
equivariant dg-algebra.) Let A-dgmodH be the category of H -equivariant
A-dg-modules, i.e. A-dg-modules M endowed with the structure of an H -
module which is compatible with the grading and the differential, and such
that the action morphism A ⊗ M → M is H -equivariant. (Morphisms are
required to commute with the A- and H -actions.) We denote by DH (A) the
corresponding derived category. If H•(A) is left Noetherian, we denote by
DfgH (A) ⊂ DH (A) the full triangulated subcategorywhose objects have finitely
generated cohomology.
If A is concentrated in nonpositive degrees, we will also consider the full
subcategory A-dgmod+H of A-dgmodH consisting of dg-modules which are
bounded below, and the corresponding derived category D+H (A). Our assump-
tion implies that the usual truncation functors for complexes define functors on
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the category A-dgmod; using these functors it is easy to check that the natural
functor D+H (A)→ DH (A) is fully faithful, and that its essential image is the
full subcategory of DH (A) consisting of dg-modules whose cohomology is
bounded below.
We will not attempt to study the general theory of equivariant dg-modules.
For instance, it is not clear to us whether, given a general H -equivariant dg-
algebraA as above (even if it is concentrated in nonpositive degrees), any object
of A-dgmodH (or even of A-dgmod
+
H ) admits a K-injective resolution. (A
very special case of this question will be treated in Sect. 2.8 below.) In this
setting, we will restrict ourselves to easy constructions.
First we remark that if H and K are affine k-group schemes, ϕ : H → K
is a morphism of group schemes, and A is a K -equivariant dg-algebra, then
A can also be considered as an H -equivariant dg-algebra via ϕ. Moreover,
the functor ForKH : Rep(K ) → Rep(H) associated with ϕ induces an exact
functor A-dgmodK → A-dgmodH . We will denote by
ForKH : DK (A)→ DH (A)
the induced functor on derived categories. If A is concentrated in nonpositive
degrees, then this functor restricts to a functor D+K (A)→ D+H (A).
Now let A and B be H -equivariant dg-algebras, and let f : A → B be
an H -equivariant morphism of dg-algebras. As in the nonequivariant set-
ting (see Sect. 2.1) we have an exact “restriction of scalars” functor f ∗ :
B-dgmodH → A-dgmodH , and the corresponding derived functor
f ∗ : DH (B)→ DH (A).
IfA andB are concentrated in nonpositive degrees, this functor clearly restricts
to a functor from D+H (B) to D
+
H (A). If A, B, C are H -equivariant dg-algebras
and f : A → B, g : B → C are H -equivariant morphisms of dg-algebras,
then we have
(g ◦ f )∗ = f ∗ ◦ g∗. (2.9)
Combining the previous two constructions, it is clear that if ϕ : H → K is
a morphism of affine k-group schemes and if f : A → B is a K -equivariant










The following lemma is well known.
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Lemma 2.7 Let H be an affine k-group scheme, letA andB be H-equivariant
dg-algebras, and let f : A → Bbean H-equivariantmorphismof dg-algebras
which is a quasi-isomorphism. Then the functor f ∗ : DH (B)→ DH (A) is an
equivalence of categories.
If A and B are concentrated in nonpositive degrees then f ∗ restricts to an
equivalence D+H (B)
∼−→ D+H (A), and if H•(A) ∼= H•(B) is left Noetherian
then f ∗ restricts to an equivalence DfgH (B)
∼−→ DfgH (A).
Sketch of proof. The same procedure as for ordinary dg-modules (see [13])
shows that for any M in A-dgmodH , there exists M
′ in A-dgmodH which
is K-flat as an A-dg-module and a quasi-isomorphism M ′ qis−→ M . Hence the
derived functor
B
L⊗A (−) : DH (A)→ DH (B)
is well defined. Then the same arguments as for [13, Theorem 10.12.5.1] show
that f ∗ is an equivalence, with quasi-inverse given by B⊗LA (−).
The final claim is clear from the fact that forM in DH (B),H•(M) is bounded
below, resp. finitely generated, iffH•( f ∗(M)) is bounded below, resp. finitely
generated. 
Remark 2.8 Consider as above an affine k-group scheme H and a morphism
f : A → B of H -equivariant dg-algebras concentrated in nonpositive degrees.
Assume also that H is infinitesimal. We can consider the semidirect product
ADist(H) as defined in Sect. 2.3. We also have a similar semidirect product
BDist(H), and a dg-algebramorphism f id : ADist(H)→ BDist(H).
Then the equivalence Rep(H) ∼= Dist(H)-mod considered in (2.8) induces
equivalences
DH (A) ∼= D(A  Dist(H)), DH (B) ∼= D(B  Dist(H)). (2.11)
In fact these equivalences also hold at the level of nonderived categories, so
that K-injective resolutions exist in this setting.
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For simplicity, the functor corresponding to the functor R( f  id)∗ under the
identifications (2.11) will be denoted
R f∗ : DH (A)→ DH (B).
Remark 2.9 Let H and K be infinitesimal affine k-group schemes and let
ϕ : H → K be a morphism of k-group schemes. Let A be a K -equivariant
k-dg-algebra concentrated in nonpositive degrees. Then via ϕ we can also
consider A as an H -equivariant dg-algebra, and as in Remark 2.8 we have
natural equivalences
D+K (A) ∼= D+(A  Dist(K )), D+H (A) ∼= D+(A  Dist(H)). (2.12)
Moreover ϕ induces an algebra morphism φ : Dist(H) → Dist(K ), and
hence a dg-algebra morphism idA  φ : A  Dist(H) → A  Dist(K ), so
that we can consider the associated direct and inverse image functors relating






D+(A  Dist(K )) (idAφ)
∗
D+(A  Dist(H)).
We will denote by
R IndKH : D+H (A)→ D+K (A)
the functor corresponding to R(idA  φ)∗ under the identifications (2.12).
This notation is justified by the fact that this functor is compatible with the
functors R IndKH of Sect. 2.4 in the obvious sense; in fact this follows from the
observation that any K-injective A  Dist(H)-dg-module is also K-injective
as a complex of Dist(H)-modules, since A  Dist(H) is K-flat as a complex
of right Dist(H)-modules.
2.7 H-action on Hom-spaces
Let H be an affine k-group scheme, and let A be an H -equivariant dg-algebra.
Lemma 2.10 For any M in A-dgmodH , there exists an object M
′ in
A-dgmodH which isK-projective as anA-dg-module andaquasi-isomorphism
M ′ qis−→ M.
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Proof. The “bar resolution” of [13, §10.12.2.4] (see also [13, Remark
10.12.2.7]) provides a resolution with the desired properties. 
From now on in this subsection we assume that k is algebraically closed and
that H is reduced and of finite type (in other words an algebraic group in the
“traditional” sense). Then we can consider the abelian category Repdisc(H)
of “discrete” H -representations, i.e. vector spaces V endowed with a group
homomorphism from (the k-points of) H to GL(V ) which is not necessarily a
morphism of algebraic varieties. (A typical example is an infinite-dimensional
representation that is not the union of its finite-dimensional subrepresentations,
whichmight arise e.g.when taking the dual of an infinite-dimensional algebraic
H -module.)





(where the right-hand side is the category of complexes of objects in
Repdisc(H)), where the H -action is diagonal. The resolutions considered in
Lemma 2.10 are split on the right for this functor, so that we can consider the
associated derived functor
RHomA(−,M) : DH (A)op → D(Repdisc(H)).
By construction, for any N in A-dgmodH and any n ∈ Z we have a canonical
isomorphism
Hn(RHomA(N ,M)) ∼= HomnD(A)(ForH{1}(N ),ForH{1}(M)).
In particular, this implies that the vector spaceHomnD(A)(For
H{1}(N ),ForH{1}(M))
has a natural action of H (which might be nonalgebraic).
Lemma 2.11 Let f : A → B be an H-equivariant morphism of H-
equivariant dg-algebras. Then for any M, N in DH (B), the morphism
HomD(B)(M, N )→ HomD(A)( f ∗M, f ∗N )
induced by the functor f ∗ (where for simplicity we omit the functors ForH{1}) is
H-equivariant.
Proof. Let M ′ qis−→ M and M ′′ qis−→ f ∗(M) be resolutions as in Lemma 2.10.
Then we have H -equivariant isomorphisms
HomD(B)(M, N ) ∼= H0(Hom•B(M ′, N )),
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HomD(A)( f
∗M, f ∗N ) ∼= H0(Hom•A(M ′′, f ∗N )).
Moreover, the morphism under consideration is induced by the morphism of
complexes
Hom•B(M
′, N )→ Hom•A(M ′′, f ∗N )
sending a morphism ϕ : M ′ → N [k] to the composition
M ′′ qis−→ f ∗(M) f
∗(ϕ)−−−→ f ∗(N )[k].
This morphism is obviously H -equivariant, which proves the lemma. 
2.8 The case of finite-dimensional dg-algebras
As in Sect. 2.6, we let H be an affine k-group scheme, and A be an H -
equivariant dg-algebra concentrated in nonpositive degrees. We assume in
addition that dimk(A) <∞.
Lemma 2.12 For any bounded below H-equivariant A-dg-module X, there
exists a bounded below H-equivariant A-dg-module Y which is
• K-injective as an H-equivariant A-dg-module;
• K-injective as an A-dg-module;
• a complex of injective H-modules
and a quasi-isomorphism of H-equivariant A-dg-modules ϕ : X qis−→ Y .
Proof. We proceed in a way similar to the procedure in [53, Lemma 1.3.5].
Namely,wefirst consider a bounded belowcomplexV0 of injective H -modules
(with the same lower bound as X ) and an injective morphism of complexes
of H -modules X ↪→ V0. This morphism defines in a natural way an injec-
tive morphism X ↪→ Hom•
k
(A, V0). (Here, A acts on Hom•k(A, V0) through
right multiplication in A, as in the definition of the coinduction functor in [53,
§1.2], and H acts diagonally.) One can easily check that Z0 := Hom•k(A, V0)
is bounded below with the same bound as X and K-injective, both as an
A-dg-module and as an H -equivariant A-dg-module. Using [34, Proposi-
tion I.3.10(b)], one can also check that Z0 is a complex of injective H -modules.
Proceeding similarly with the cokernel of the injection X ↪→ Z0 and repeat-
ing, we obtain H -equivariant A-dg-modules Zk which are bounded below
with the same bound as X , K-injective both as A-dg-modules and as H -
equivariant A-dg-modules, and whose terms are injective H -modules, and
an exact sequence of H -equivariant A-dg-modules
X ↪→ Z0 → Z1 → Z2 → · · ·
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Let Y be the total complex of the double complex 0 → Z0 → Z1 → · · ·
(where Zk is in horizontal degree k). Then there exists a natural morphism
X → Y , which is easily seen to be a quasi-isomorphism. Hence to conclude
it suffices to check that Y has the desired properties. Clearly each graded
component of Y is an injective H -module, so we need only consider the first
two conditions.
For any p, we denote by Yp the total complex of the double complex 0 →
Z0 → Z1 → · · · → Z p−1 → Z p → 0 → · · · . Then for any p we have an
exact sequence
Z p+1[−p − 1] ↪→ Yp+1  Yp (2.13)
which is split as an exact sequence of H -equivariant graded A-modules
(i.e. when we forget differentials).
Now we can prove that Y is K-injective as an H -equivariant A-dg-module.
Let M be an acyclic H -equivariant A-dg-module. We have, as complexes of
k-vector spaces,




(Here, Hom•A-dgmodH (X, X
′) is the complexwhose i-th term consists of homo-
geneous morphisms of H -equivariant A-modules of degree i from X to X ′,
with the differential induced by dX and dX ′ .) For any p, since the exact
sequence (2.13) is split as an exact sequence of H -equivariant graded A-
modules, it induces an exact sequence of complexes
Hom•A-dgmodH (M, Z p+1[−p − 1]) ↪→ Hom•A-dgmodH (M, Yp+1)
 Hom•A-dgmodH (M, Yp).
Since Z p+1 is K-injective, the complex Hom•A-dgmodH (M, Z p+1[−p − 1]) is
acyclic. Hence the inverse system (Hom•A-dgmodH (M, Yp))p≥0 is I-special in
the sense of [57, Definition 2.1], where I is the class of acyclic complexes
of k-vector spaces. Using [57, Lemma 2.3] we deduce that its inverse limit
Hom•A-dgmodH (M, Y ) is acyclic, which proves the desired K-injectivity.
The same arguments show that Y is also K-injective as an A-dg-module,
and the proof is complete. 
Nowwe consider affine k-group schemes H and K , a morphism of k-group
schemes ϕ : H → K , and a finite-dimensional K -equivariant dg-algebra A
concentrated in nonpositive degrees. Via ϕ we can also consider A as an H -
equivariant dg-algebra. The functor IndKH : Rep(H) → Rep(K ) induces a
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follows: ifM is inA-dgmodH , we consider theA-action on the complex of K -
modules IndKH (M) defined by (a · f )(k) = (k−1 ·a) · f (k) (where elements in
IndKH (M) = IH (O(K )⊗M) are considered as algebraic morphisms K → M
as in [34, §I.3.3]). Lemma 2.12 ensures that the right derived functor R IndKH
is well defined on the subcategory D+H (A) ⊂ DH (A), and that moreover the
following diagram commutes up to isomorphism, where the vertical arrows
are induced by the functor of forgetting the A-action:
D+H (A)
R IndKH D+K (A)
D+Rep(H)
R IndKH D+Rep(K ).
(2.14)
It is also easily checked that the functor R IndKH is right-adjoint to the forgetful
functor ForKH : D+K (A)→ D+H (A).
3 Reductive algebraic groups and Steinberg modules
3.1 Notation for algebraic groups
From now on we assume that k is an algebraically closed field of positive
characteristic , and let G be a connected reductive algebraic group over k
with simply connected derived subgroup. Let T ⊂ B ⊂ G be a maximal torus
and a Borel subgroup, and let B+ be the opposite Borel subgroup (with respect
to T ). We also denote by N the unipotent radical of B, and by g, b, t, b+, n
the Lie algebras of G, B, T , B+, N .
We will denote by  the root system of (G, T ), by + ⊂  the system of
positive roots consisting of the T -weights in the Lie algebra of [B+, B+], by
 ⊂  the corresponding simple roots, by∨ the coroot system of (G, T ), by
∨+ ⊂ ∨ the system of positive coroots corresponding to+, byW theWeyl
group of (G, T ), and by S ⊂ W the set of simple reflections corresponding to
. We will denote by
s → αs, α → sα
the natural bijections S
∼−→  and  ∼−→ S. For any α ∈  we denote by gα
the corresponding root subspace in g, and by α∨ the corresponding coroot.
For any subset I ⊂ S, we denote byI = {αs : s ∈ I } ⊂  the correspond-
ing subset of. Then we have the corresponding root systemI = ∩ZI
and positive roots +I = + ∩ I . We also let WI ⊂ W be the (parabolic)
subgroup generated by I , and wI be the longest element in WI . We denote by
PI ⊂ G the parabolic subgroup containing B associated with I , and by pI its
Lie algebra, so that
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We denote by MI the Levi factor of PI containing T , bymI its Lie algebra, by
NI the unipotent radical of PI , and by nI its Lie algebra.Wewill often identify
MI with the quotient PI /NI in the obvious way. Of course, when I = ∅ we
have P∅ = B, M∅ = T and N∅ = N . When I = {s} for some s ∈ S, we
simplify the notation P{s}, M{s}, etc. to Ps , Ms , etc. (This simplification will
also be used for other notation depending on I ⊂ S that will be defined later
in the paper.)
We denote by Ġ = G(1) the Frobenius twist of G. Recall that by definition,
as rings we haveO(Ġ) = O(G), but the k-actions are different: if x ∈ k, then
x acts on O(Ġ) in the way x1/ acts on O(G). (Here, (−)1/ is the inverse
of the field automorphism of k given by x → x.) The Frobenius morphism
Fr : G → Ġ is the k-scheme morphism induced by the k-algebra morphism
O(Ġ)→ O(G) defined by f → f . The k-scheme Ġ has a natural structure
of k-algebraic group, and Fr is an algebraic group morphism. Its kernel is
(by definition) the Frobenius kernel of G, and will be denoted G1. It is an
infinitesimal affine k-group scheme.We use similar notation for the subgroups
of G introduced above. In particular, Ṫ is a maximal torus in Ġ, and Ḃ is a
Borel subgroup in Ġ.
We let X denote the lattice of characters of T (or equivalently of B), and





α ∈ X ⊗Z Q.
We also choose a weight ςI ∈ X such that 〈ςI , α∨〉 = 1 for all α ∈ I . When
I = S, we simplify the notation to ρ and ς . (Starting from Sect. 8 we will
make a more specific choice for these weights, but in Sects. 3–7 they can be
arbitrary.) Throughout the paper we assume that  > h, where h is the Coxeter
number of .
Since O(Ṫ ) = O(T ), the lattice of characters of Ṫ identifies canonically
withX.With this identification, themorphismX → X induced by composition
with the Frobenius morphism T → Ṫ is given by λ → λ. In other words,
we have ForṪT (kṪ (λ)) = kT (λ).
If I ⊂ S, we set NI := U(nI ), the universal enveloping algebra of nI . We
denote by ZI ⊂ NI the (central) subalgebra generated by elements of the form
x − x [] for x ∈ nI . Then ZI is canonically isomorphic to Sym(ṅI ) (where
ṅI is the Lie algebra of ṄI ), and if k is the trivial ZI -module we have
NI ⊗ZI k = nI ,
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where nI is the restricted enveloping algebra of nI , which identifies with the
distribution algebra of NI,1.
Note that our notation (and the rest of the notation introduced later) follows
the following pattern: if H is an algebraic group over k, then Ḣ is its Frobenius
twist, H1 its Frobenius kernel, h its Lie algebra,H the enveloping algebra of h,
and h the distribution algebra of H1 (or equivalently the restricted enveloping
algebra of h).
3.2 Steinberg modules
Given I ⊂ S, we can define the PI -module





It is clear that NI ⊂ PI acts trivially on St I , so that this module factors through
an MI -module (which we denote similarly). When I = ∅, St I is just the one-
dimensional B-modulekB((−1)ς∅) (i.e. the trivialmodule if we have chosen
ς∅ = 0). When I = S we omit the subscript S. For any I , St I is irreducible
as a PI - or MI -module. When regarded as an MI,1-module, or as an MI,1
T -module, it is simple, injective, and projective (see [34, Proposition II.10.2]).
Remark 3.1 The results of [34] cited above (as well as those cited below)
are stated for the module IndMIB∩MI (( − 1)ρI ) instead of St I , assuming that
( − 1)ρI belongs to X. However, under our assumptions, if I = ∅ then 
is odd, so that (− 1)ρI indeed belongs to X. And we have isomorphisms of
PI -modules
IndMIB∩MI ((− 1)ρI ) ∼= Ind
PI
B ((− 1)ρI ) ∼= St I ⊗ kPI ((− 1)(ρI − ςI )),
since ( − 1)(ρI − ςI ) is a character of PI . These isomorphisms allow us to
transfer the required results from the case of IndMIB∩MI ((− 1)ρI ) to the case
of St I .
Lemma 3.2 Let BI = B ∩ MI , and let B+I = B+ ∩ MI . Then we have
isomorphisms of MI -modules




((− 1)(ςI − 2ρI )).
Proof. This follows from [34, II.3.18(4)–(5) & II.3.7(4)]. 
Next, we define a PI -module
ZI := ForGPI (St)⊗ kPI ((− 1)(ςI − 2ρI + 2ρ − ς)).
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(Note that 〈ςI−2ρI+2ρ−ς, α∨〉 = 0 for anyα ∈ I , so thatςI−2ρI+2ρ−ς
defines a character of MI , and hence of PI via the surjection PI → MI .)
Lemma 3.3 We have an isomorphism of PI,1-modules ZI ∼= IndPI,1MI,1(St I ).
Moreover, as a PI,1-module, ZI is the injective envelope of St I .
Proof. By the tensor identity (see [34, Proposition I.3.6]), the first assertion is
equivalent to the claim that
St ∼= IndPI,1MI,1
(
St I ⊗ kMI,1((− 1)(2ρI − ςI − 2ρ + ς))
)
as PI,1-modules. By Lemma 3.2 (applied to I and then to S) and transitivity










((− 1)(−2ρ + ς)) ∼= IndG1
B+1
kB+1
((− 1)(−2ρ + ς)) ∼= St
(where the second isomorphism can be deduced from [34, Lemma II.3.2]).
Since induction takes injective modules to injective modules, ZI is an injec-
tive PI,1-module. It is indecomposable because St is an indecomposable




St I = ZI shows that it must be the injective envelope of St I . 
Remark 3.4 The PI,1-moduleZI is also projective; see [34, §I.8.10].Using [34,
Lemma II.9.3], we deduce that it is even projective as a PI,1T -module.




. Then we have R Ind
MI,1
PI,1
(ZI ) ∼= St I .
Proof. Lemma3.3 and [34,Corollary I.5.13(b)] imply thatZI ∼= R IndPI,1MI,1(St I ).




(ZI ) ∼= R IndMI,1PI,1 ◦R Ind
PI,1
MI,1
(St I ) ∼= St I
since the composition MI,1 → PI,1 → MI,1 is the identity morphism. 
Corollary 3.6 There exists a nonzero morphism of PI -modules St I → ZI .
Proof. Consider the vector space HomPI,1(St I ,ZI ). Since PI,1 is normal in
PI , and since both St I and ZI admit PI -module structures, this space admits a
natural PI -action (by conjugation). By Lemma 3.3, this module has dimension
1, so that PI necessarily acts via a character χ : PI → Gm. Now the same
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arguments as for Lemma 3.3 (see in particular [34, II.10.1(4) & §9.1–2]) show
that ZI ∼= IndPI,1TMI,1T (St I ), so that adjunction provides a nonzero morphism of
PI,1T -modules St I → ZI . This shows that χ is trivial on T , and hence that it
is the trivial character. 
Lemma 3.7 Let I ⊂ I ′ ⊂ S. Then St I ′ is a direct summand in IndMI ′,1TMI,1T (St I⊗
kMI,1T ((− 1)(ςI ′ − ςI ))) with multiplicity 1. Moreover we have
dimk(HomMI ′,1T (St I ′, Ind
MI ′,1T
MI,1T
(St I ⊗ k((− 1)(ςI ′ − ςI )))))
= dimk(HomMI ′,1T (Ind
MI ′,1T
MI,1T
(St I ⊗ k((− 1)(ςI ′ − ςI ))),St I ′)) = 1.
In particular, any composition
St I ′ → IndMI ′,1TMI,1T (St I ⊗ k((− 1)(ςI ′ − ςI )))→ St I ′
where both arrows are MI ′,1T -equivariant and nonzero is itself nonzero.
Proof. Set ν = (− 1)(ςI ′ − ςI ). By adjunction, we have
HomMI ′,1T (St I ′, Ind
MI ′,1T
MI,1T
(St I ⊗ k(ν))) ∼= HomMI,1T (St I ′ ⊗ k(−ν),St I ).
Since St I is both injective and simple as an MI,1T -module, it is its own injec-
tive envelope, and the dimension of the vector space considered above is the
multiplicity of St I as a composition factor of St I ′ ⊗ k(−ν). Now the highest
weights of St I and St I ′⊗k(−ν) are both equal to (−1)ςI , and the correspond-
ing weight spaces have dimension 1. So, the multiplicity under consideration
is at most 1. On the other hand we have St I ′ = IndPI ′PI (St I ⊗ k(ν)), so adjunc-
tion provides a nonzero morphism of PI -modules (hence of MI,1T -modules)
St I ′ → St I ⊗ k(ν), and hence the multiplicity is at least 1.
We have thus proved that
dimk(HomMI ′,1T (St I ′, Ind
MI ′,1T
MI,1T
(St I ⊗ k(ν)))) = 1. (3.1)
Any nonzero MI ′,1T -equivariant morphism St I ′ → IndMI ′,1TMI,1T (St I ⊗ k(ν))
must be injective since St I ′ is simple. And since both MI ′,1T -modules are
injective, such a morphism must be the embedding of a direct summand. This








(St I ⊗ k(ν)),St I ′)). (3.2)
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By the same arguments as above, this dimension is the multiplicity of St I ′ as
a composition factor of Ind
MI ′,1T
MI,1T
(St I ⊗ k(ν)). Now since St I ′ is also its own
projective cover, (3.1) shows that this multiplicity is 1, and (3.2) is proved.
The final assertion is an easy consequence of the previous statements. 
3.3 The case of semisimple rank 1
We conclude this subsection with some results in the special case where I
consists of a single simple reflection s. Recall that Sts has weights
(− 1)ςs, (− 1)ςs − αs, (− 1)ςs − 2αs, . . . , (− 1)ςs − (− 1)αs .
For any λ ∈ X with 〈λ, α∨s 〉 ≥ 0, we set
Ns(λ) := IndPsB (λ), Ms(λ) := (IndPsB (−sλ))∗.
Both of thesemodules factor throughMs-modules; as such they are isomorphic
to the costandard and standard Ms-module of highest weight λ respectively.
There exists, up to scalar, a unique nonzero morphism Ms(λ) → Ns(λ);
its image is the simple Ms-module with highest weight λ, which we denote
by Ls(λ). Finally, we denote by Ts(λ) the indecomposable tilting Ms-module
of highest weight λ. The Ms-modules Ls(λ) and Ts(λ) will sometimes be
considered as Ps-modules via the projection Ps → Ms .
Lemma 3.8 There exists an exact sequence of B-modules
0→ kB(ςs − αs)→ Sts⊗kB(ςs −αs) f−→ Sts⊗kB(ςs)→ kB(ςs)→ 0
(3.3)
which corresponds to a nonzero element of Ext2B(kB(ςs),kB(ςs − αs)).
Proof. In [34, Proposition II.5.2], a certain basis {v0, v1, . . . , v−1} of Sts is
considered,where each vi is aweight vector ofweight (−1)ςs−iαs . Consider
the linear map f : Sts ⊗ k(ςs − αs)→ Sts ⊗ k(ςs) given by
f (vi ⊗ 1) =
{
−1−i
−1 vi+1 ⊗ 1 if 0 ≤ i < − 1,
0 if i = − 1.
According to the formulas in [34, Proposition II.5.2], f is B-equivariant. Its
kernel is the span of v−1 ⊗ 1, which is isomorphic to kB(ςs − αs), and its
cokernel is spanned by the image of v0⊗1; it is isomorphic to kB(ςs). Hence
we have constructed the four-term exact sequence (3.3).
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Before addressing the claim about Ext2, let us construct some short exact
sequences. Consider the moduleNs(ςs), and let {u0, u1, . . . , u} be the basis
for this module described in [34, Proposition II.5.2]. Let g : Sts ⊗ kB(ςs −
αs)→ Ns(ςs) be the map given by
g(vi ⊗ 1) = ui+1 for i ∈ {0, · · · , − 1}.
As in the preceding paragraph, one can check using [34, Proposition II.5.2]
that g is B-equivariant. This map is clearly injective, so that we obtain a short
exact sequence of B-modules
0→ Sts ⊗ kB(ςs − αs) g−→ Ns(ςs)→ kB(ςs)→ 0. (3.4)
We claim that (3.4) is not split. Indeed, to prove this it suffices to prove
that Ns(ςs) is indecomposable as a B-module. However it is clearly inde-
composable as a Ps-module, and the functor For
Ps
B is fully faithful (since its
right adjoint IndPsB satisfies Ind
Ps
B ◦ ForPsB ∼= id). Hence Ns(ςs) is indeed
indecomposable over B, which proves our claim.
Next, taking the dual of (3.4), and then tensoring with kB(2ςs − αs) and
observing that
St∗s ∼= Sts ⊗ kPs ((− 1)(αs − 2ςs))
and
Ms(ςs) = Ns(αs − ςs)∗ ∼= Ns(ςs)∗ ⊗ kPs (2ςs − αs),
we obtain a short exact sequence
0→ kB(ςs − αs)→ Ms(ςs)→ Sts ⊗ kB(ςs)→ 0. (3.5)
Since (3.4) is not split, this short exact sequence is not split either.
By [34, Proposition II.5.2 & Corollary II.5.3], we have
R IndPsB kB((− 1)ςs − αs) ∼= IndPsB kB((− 1)ςs)[−1] = Sts[−1].
We therefore have
Ext1B(Sts ⊗ kB(ςs),kB(ςs − αs)) ∼= Ext1B(Sts,kB((− 1)ςs − αs))
∼= Hom1Ps (Sts, R IndPsB kB((− 1)ςs − αs)) ∼= HomPs (Sts,Sts) ∼= k.
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From these considerationswe deduce that (3.5) is the unique nonsplit extension
of Sts ⊗ kB(ςs) by kB(ςs − αs), and then that (3.4) is the unique nonsplit
extension of kB(ςs) by Sts ⊗ kB(ςs − αs).
We can finally finish the proof of the lemma. Suppose for a contradiction that
the element of Ext2B(kB(ςs),kB(ςs−αs)) corresponding to (3.3) vanishes.
Thismeans that there exists a B-module V equippedwith a filtration 0 ⊂ V1 ⊂
V2 ⊂ V such that (3.3) is isomorphic to
0→ V1 → V2 → V/V1 → V/V2 → 0.
Consider the short exact sequence 0 → V1 → V → V/V1 → 0. This
extension cannot split, because V1 ∼= kB(ςs−αs) is not a direct summand of
V2 ∼= Sts⊗kB(ςs−αs) (sinceSts is indecomposable over B). So from (3.5),we
conclude thatV ∼= Ms(ςs). A similar argument using the short exact sequence
0→ V2 → V → V/V2 → 0 and (3.4) shows that V ∼= Ns(ςs). But now we
have our contradiction, since Ms(ςs) and Ns(ςs) are not isomorphic as Ps-
modules, and hence not as B-modules either, since ForPsB is fully faithful. (In
fact, bothMs(ςs) andNs(ςs) are nonsimple and have the simple Ms-module
Ls(ςs) with highest weight ςs—viewed as a Ps-module—as a composition
factor with multiplicity 1, but this module is the top of Ms(ςs) and the socle
of Ns(ςs).) This finishes the proof. 
The following lemma gathers well-known properties of the tilting module
Ts(ςs), see e.g. [23, Lemma 1.1 & Lemma 1.3].
Lemma 3.9 The Ms-module Ts(ςs) is isomorphic to Ls((−1)ςs)⊗Ls(ςs).
This module fits into exact sequences
Ns(ςs − αs) ↪→ Ts(ςs)  Ns(ςs)
and Ms(ςs) ↪→ Ts(ςs)  Ms(ςs − αs).
Moreover we have
Ns(ςs − αs) ∼= Ms(ςs − αs) ∼= Ls(ςs − αs),
and the modules Ns(ςs) and Ms(ςs) have length 2, with socle Ls(ςs) and
Ls(ςs − αs) respectively, and top Ls(ςs − αs) and Ls(ςs) respectively.
From Lemma 3.9 we deduce the following fact, which is in fact a special
case of a claim in [23, Theorem 2.1].
Corollary 3.10 For any λ ∈ X such that 〈λ, α∨s 〉 ≥ 0, the Ms-module
Ts(ςs) ⊗ Ls(λ) has top Ls(λ + ςs − αs); in particular, it is indecom-
posable.
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Proof. By Steinberg’s tensor product theorem, we have
Ls(ςs − αs)⊗ Ls(λ) ∼= Ls(λ+ ςs − αs).
Hence from Lemma 3.9 we deduce that Ts(ςs) ⊗ Ls(λ) admits a filtration
with sucessive subquotients Ls(λ+ςs−αs), Ls(ςs)⊗Ls(λ) and Ls(λ+
ςs − αs). In particular, the simple composition factors of this module which
are not isomorphic to Ls(λ + ςs − αs) are of the form Ls(μ) with μ ∈ X
such that 〈μ, α∨s 〉 ≥ 0.
We claim that no simple Ms-module of the form Ls(μ) appears in the top
or the socle of Ts(ςs)⊗Ls(λ). We will prove this claim for the top; the case
of the socle is similar. We have
HomMs (Ts(ςs)⊗ Ls(λ),Ls(μ)) ∼= HomMs (Ts(ςs),Ls(μ)⊗ Ls(λ)∗).
Now all the composition factors of Ls(μ)⊗ Ls(λ)∗ are of the form Ls(ν),
and we have
HomMs (Ts(ςs),Ls(ν)) = 0
for any ν (see Lemma 3.9), which implies our claim.
From this claim we deduce in particular that the top of Ts(ςs)⊗ Ls(λ) is
either Ls(λ + ςs − αs) or Ls(λ + ςs − αs)⊕2. But the latter case cannot
occur, since otherwise the embedding
Ls(λ+ ςs − αs) ↪→ Ts(ςs)⊗ Ls(λ)
deduced from the embedding Ls(ςs − αs) ↪→ Ts(ςs) would split, and then
Ts(ςs)⊗Ls(λ)would have a simple module of the form Ls(μ) in its socle,
which does not hold as we have seen. 
Proposition 3.11 Let λ ∈ X be such that 〈λ, α∨s 〉 ≥ 0.
(1) As Ps-modules, we have Ind
Ps
B (Sts⊗kB(ςs)⊗Ls(λ)) ∼= Ts(ςs)⊗Ls(λ).
(2) For any nonzero map of B-modules
g : Sts ⊗ kB(ςs)⊗ Ls(λ)→ kB(ςs)⊗ Ls(λ),
the morphism
IndPsB (g) : IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ))→ IndPsB (kB(ςs)⊗ Ls(λ))
is surjective.
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(3) Let θ be an endomorphism of IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ)), and let
h : IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ))→ IndPsB (kB(ςs)⊗ Ls(λ))
be a morphism. If the composition h ◦ θ is surjective, then θ is an isomor-
phism.
Proof. (1) By the tensor identity, we have
IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ)) ∼= (Sts ⊗ Ls(λ))⊗ IndPsB kB(ςs)∼= Sts ⊗ Ls(λ)⊗ Ls(ςs). (3.6)
Then the claim follows from Lemma 3.9.
(2) First consider the special case where λ = 0. In this case, a nonzero map
Sts⊗kB(ςs)→ kB(ςs) is clearly unique up to a scalar. Applying the functor
IndPsB yields a map Ts(ςs)→ Ns(ςs), which is nonzero by adjunction. Now,
the general theory of tilting modules implies that HomPs (Ts(ςs),Ns(ςs))
is 1-dimensional, and that any nonzero map in this space is surjective. This
implies the desired claim in the special case λ = 0.
For general λ, we have
HomB(Sts ⊗ kB(ςs)⊗ Ls(λ),kB(ςs)⊗ Ls(λ))
∼= HomB(Sts ⊗ Ls(λ),kB((− 1)ςs)⊗ Ls(λ))
∼= HomPs (Sts ⊗ Ls(λ), IndPsB (kB((− 1)ςs)⊗ Ls(λ)))∼= HomPs (Sts ⊗ Ls(λ),Sts ⊗ Ls(λ)) ∼= k,
where the last step holds because Sts ⊗Ls(λ) is simple by Steinberg’s tensor
product theorem. This calculation shows that any nonzero map g : Sts ⊗
kB(ςs) ⊗ Ls(λ) → kB(ςs) ⊗ Ls(λ) is of the form g0 ⊗ idLs(λ), where
g0 : Sts ⊗ kB(ςs)→ kB(ςs) is a nonzero map. It follows (using the tensor
identity) that IndPsB (g) can be identified with Ind
Ps
B (g0)⊗ idLs(λ), so that this
map is surjective by the special case considered above.
(3) If h ◦ θ is surjective, then h is surjective. Now we have
IndPsB (kB(ςs)⊗ Ls(λ)) ∼= Ns(ςs)⊗ Ls(λ)
by the tensor identity. From this, Lemma 3.9 and Steinberg’s tensor product
theorem, we deduce that there exists a surjection
IndPsB (kB(ςs)⊗ Ls(λ))  Ls(ςs − αs + λ).
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This implies that the surjection from IndPsB (Sts⊗kB(ςs)⊗Ls(λ)) ∼= Ts(ςs)⊗
Ls(λ) (see (1)) to its topLs(ςs−αs+λ) (see Corollary 3.10) factors through
h. Hence from our assumption we obtain that the composition
IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ))
θ−→ IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ))
 top
(
IndPsB (Sts ⊗ kB(ςs)⊗ Ls(λ))
)
is nonzero, which implies that θ is surjective, and then an isomorphism since
it is an endomorphism of a finite-dimensional module. 
4 Koszul duality
In this section we fix a field F, an affine F-group scheme H , and a finite-
dimensional H -module V . We review the construction and main properties of
the Koszul duality equivalence relating dg-modules over the exterior algebra
of V and dg-modules over the symmetric algebra of V ∗. The version we use is
essentially the version of [30], but the construction given there has the annoying
feature that it requires unnatural boundedness conditions on the dg-modules.
Here we use slightly different arguments, which require introducing an extra
grading, but allow us to get rid of these conditions. These arguments are very
close to those of [50], so we omit most proofs.
4.1 Reminder on Koszul duality
Let us consider the dg-algebra
	 :=
∧• V,
where V is placed in degree −1, and the differential is trivial. We will con-
sider the H ×Gm-action on	 which is compatible with the multiplication in
the obvious sense, and where H , resp. Gm, acts on V via its natural action,
resp. in such a way that z ∈ Gm acts by dilation by z−2. In this way 	 can
be considered as an H ×Gm-equivariant dg-algebra, and we can consider the
category 	-dgmodH×Gm of H × Gm-equivariant 	-dg-modules as in Sect.
2.6, the corresponding derived category DH×Gm(	), and the full subcategory
DfgH×Gm(	).
The Gm-action on an H × Gm-equivariant 	-dg-module will rather be
regarded as an extra Z-grading on the dg-module, which we will call the inter-
nal grading. Using this point of view we can consider the full subcategory
	-dgmodH×Gm of	-dgmodH×Gm consisting of objectswhose internal grad-
ing is bounded below, and the corresponding derived category DH×Gm(	).
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(This category shouldn’t be confused with the derived category D+H×Gm(	)
of equivariant	-dg-modules which are bounded below for the cohomological
grading.) The embedding of 	-dgmodH×Gm in 	-dgmodH×Gm induces a
functor DH×Gm(	)→ DH×Gm(	), which is easily seen to be fully faithful.
The essential image of this functor contains DfgH×Gm(	), so that D
fg
H×Gm(	)
can be considered as a full subcategory in DH×Gm(	).
We will also consider the dg-algebra
S := Sym(V ∗),
where V ∗ is placed in degree 2, and the differential is trivial. We will consider
the H × Gm-action on S which is compatible with the multiplication in the
obvious sense, and where H , resp. Gm, acts on V ∗ via its natural action,
resp. in such a way that z ∈ Gm acts by dilation by z2. In this way S can be
considered as an H × Gm-equivariant dg-algebra, and we can consider the
category S-dgmodH×Gm of H × Gm-equivariant S-dg-modules as in Sect.
2.6, the corresponding derived category DH×Gm(S), and the full subcategory
DfgH×Gm(S). As above one can also consider the category S-dgmod

H×Gm of
H × Gm-equivariant dg-modules whose internal grading is bounded below,
and the corresponding derived category DH×Gm(S). Again it is easily checked
that the natural functor DH×Gm(S) → DH×Gm(S) is fully faithful, and that
its essential image contains the subcategory DfgH×Gm(S).
We will denote by
〈1〉 : DH×Gm(	)→ DH×Gm(	) and 〈1〉 : DH×Gm(S)→ DH×Gm(S)
the functors of tensoring with the tautological 1-dimensional Gm-module.
The goal of this subsection is to outline the proof of the following result.
Theorem 4.1 There exists an equivalence of triangulated categories
Koszul : DH×Gm(S)
∼−→ DH×Gm(	)
which commutes with the functors 〈1〉. This equivalence restricts to an equiv-
alence of triangulated categories
DfgH×Gm(S)
∼−→ DfgH×Gm(	).
Sketch of proof. As in [50] we consider functors
A : 	-dgmodH×Gm → S-dgmodH×Gm ,
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B : S-dgmodH×Gm → 	-dgmodH×Gm
defined by
A (M) = S⊗F M, B(N ) = HomF(	, N ),
where the S-action (respectively the	-action), the differential and the grading
are defined as in [50, §2.2]. (In each case the differential is obtained as the sum
of the natural differential with a “Koszul type” differential.) One can check as
in [50, Theorem 2.6(i)] that these functors send acyclic complexes to acyclic
complexes, and hence that they induce triangulated functors
A : DH×Gm(	)→ DH×Gm(S), B : DH×Gm(S)→ DH×Gm(	).
Next, as in [50, Theorem 2.6(ii)] one checks that these functors are quasi-
inverse to each other, and we obtain the desired equivalence Koszul := B.
Finally, arguments similar to those in the proof of [50, Proposition 2.11] imply





DfgH×Gm(	). The second statement follows. 
Remark 4.2 The equivalence constructed (in a much more general setting)
in [50] differs from the equivalence of Theorem 4.1 by composition with dual-
ity. This turns out to be a crucial idea in order to obtain the general equivalence
considered in [50].
4.2 Regrading and forgetting the grading
The version of Koszul duality we will use later is not exactly the one
provided by Theorem 4.1. First, consider the category S-modH×Gm of
H × Gm-equivariant S-modules, and the corresponding derived category
D(S-modH×Gm). Let also S-mod
fg
H×Gm be the full subcategory of
S-modH×Gm consisting of finitely generated modules. Then it is well known
that the natural functor
Db(S-modfgH×Gm)→ D(S-modH×Gm)
is fully faithful, and that its essential image is the subcategory of complexes
whose total cohomology is finitely generated.
Let C(S-modH×Gm) be the category of chain complexes of objects of
S-modH×Gm. If M is in S-modH×Gm, as in Sect. 4.1 we will consider the
Gm-action on M as an “internal” grading M = ⊕i Mi . Then we consider the
123
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functor
ξ : C(S-modH×Gm)→ S-dgmodH×Gm





with the natural differential, S-action, and H -action, and where Gm acts on
Mij ⊂ ξ(M)i+ j with weight j . It is clear that ξ is an equivalence of categories;
therefore it induces an equivalence of triangulated categories
ξ : D(S-modH×Gm) ∼−→ DH×Gm(S)
which satisfies
ξ ◦ 〈1〉 = 〈1〉[−1] ◦ ξ.




which we will again denote ξ .
Consider now the functor
ForH×GmH : DH×Gm(	)→ DH (	)
associated with the obvious embedding H = H × {1} ↪→ H ×Gm.
Lemma 4.3 For any M in DfgH×Gm(	) and any N in D
+
H×Gm(	), the functor
ForH×GmH induces an isomorphism
⊕
n∈Z
HomDH×Gm (	)(M, N 〈n〉)
∼−→ HomDH (	)(ForH×GmH M,ForH×GmH N ).
(4.1)
Proof. Using truncation functors and the five-lemma we can assume that
M is finite-dimensional and concentrated in a single degree. In the proof
of Lemma 2.12 we have seen how to construct an object N ′ which is K-
injective as an H × Gm-equivariant 	-dg-module and a quasi-isomorphism
N
qis−→ N ′. Looking at this construction, and using the fact that any injective
123
330 P. N. Achar, S. Riche
H×Gm-module is also injective as an H -module (as can be deduced from [34,
Propositions I.3.9(c) and I.3.10(b)]), one can easily check that N ′ is also K-
injective as an H -equivariant 	-dg-module. It follows that the left-hand side





while the right-hand side is the 0-th cohomology of the complex
Hom•	-dgmodH (M, N
′).
The functor ForH×GmH clearly induces an isomorphism between these two
complexes, and the claim follows. 
We finally set
κ := ForH×GmH ◦Koszul ◦ ξ : Db(S-modfgH×Gm)→ D
fg
H (	).
This functor is endowed with a canonical isomorphism
κ ◦ 〈1〉[1] ∼= κ.
Moreover, it follows fromLemma 4.3 that, for anyM, N in Db(S-modfgH×Gm),





(M, N 〈n〉[n]) ∼−→ Hom
DfgH (	)
(κM, κN ). (4.2)
4.3 Compatibilities
Let now V ′ ⊂ V be an H -stable subspace. Then we can consider the dg-
algebras 	 and S as above, but also the similar dg-algebras
	′ :=
∧• V ′, S′ := Sym((V ′)∗)
attached to V ′, and the corresponding functor κ ′. The embedding V ′ ↪→ V
induces an embedding e : 	′ ↪→ 	 and a surjection f : S  S′. Therefore
we can consider the functors
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e∗ : DfgH (	)→ DfgH (	′),
S′
L⊗S (−) : Db(S-modfgH×Gm)→ Db(S′-mod
fg
H×Gm).







κ ′ DfgH (	
′).
Proof. Consider the functor
S′ ⊗S (−) : S-dgmodH×Gm → S′-dgmodH×Gm .
It is easily checked that there are enough objects in S-dgmodH×Gm which are
K-flat as S-dg-modules, and this implies that this functor admits a left derived
functor
S′
L⊗S (−) : DH×Gm(S)→ DH×Gm(S′).
Then to prove the proposition it suffices to construct an isomorphism of func-












The left vertical arrow in (4.3) is left-adjoint to the functor f ∗ :
DH×Gm(S
′) → DH×Gm(S). And since 	 is free over 	′, the functor e∗
induces a functor Re∗ : DH×Gm(	′) → DH×Gm(	), which is right-adjoint
to e∗. Since the horizontal arrows in (4.3) are equivalences, to prove that this
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Now, recall the functor B considered in the proof of Theorem 4.1, and let
B′ be the similar functor associated with V ′. Then by construction we have
an isomorphism
e∗ ◦B′ ∼= B ◦ f ∗.
Since all the functors considered here are exact, we deduce the desired com-
mutativity of (4.4). 
Let now K ⊂ H be a closed subgroup, and assume that H/K is a projective
noetherian scheme. Then we can consider the functor κ in the H -equivariant
setting or in the K -equivariant setting.
On the 	-side, we can consider the functor
ForHK : DfgH (	)→ DfgK (	),
and its right adjoint
R IndHK : DfgK (	)→ DfgH (	),
see Sect. 2.8. (The fact that this functor restricts to a functor between the
categories of objects with finitely generated cohomology follows from the
commutativity of diagram (2.14) and [34, Proposition I.5.12].)






The category S-modK×Gm identifies with the category QCohK×Gm(V ) of
K ×Gm-equivariant quasi-coherent sheaves on V . From this point of view, it
is well known that it admits enough injective objects, see e.g. [47, §A.2]. Using
the same procedure as in Sect. 2.8 we see that the functor IndH×GmK×Gm induces
a functor from S-modK×Gm to S-modH×Gm, which we will also denote
IndH×GmK×Gm . Since the category S-modK×Gm has enough injective objects, this
functor admits a right derived functor
R IndH×GmK×Gm : D+(S-modK×Gm)→ D+(S-modH×Gm).
From the point of view of quasi-coherent sheaves, the functor IndH×GmK×Gm iden-
tifies with the composition of the “induction equivalence”
QCohK×Gm(V ) ∼= QCohH×Gm((H ×Gm)×K×Gm V )
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with the direct image functor associated with the morphism
(H ×Gm)×K×Gm V → V
induced by the H ×Gm-action on V . This morphism is projective under our
assumptions, and using the compatibility between equivariant and ordinary
direct image functors (see [47, Proposition A.10]), we deduce that R IndH×GmK×Gm
restricts to a functor









which is right adjoint to the functor ForH×GmK×Gm .















Proof. It is enough to prove similar compatibilities for the functor Koszul ◦
ξ . In this setting the commutativity of the first diagram is obvious, and the
commutativity of the second one follows by adjunction. 
Part 2. Formality theorems
Overview.This part of the paper contains the proof of the Formality theorem
(Theorem 1.1). First, in Sect. 5 we prove a formality theorem for a derived cat-
egory of representations of the Frobenius kernel PI,1 of PI . Then in Sect. 6 we
upgrade this to an “equivariant” version, containing all of Theorem 1.1 except
the commutative diagram. Finally, that commutative diagram is established in
Sect. 7.
5 Formality for PI,1-modules
In this section we fix a subset I ⊂ S. We will denote by
DbStein(PI,1)
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the full triangulated subcategory of the category DbRepf(PI,1) generated by
the object St I . The goal of this section is to describe this category in terms of
differential graded modules over the exterior algebra of ṅI .
5.1 A differential graded resolution of nI
Recall the algebras NI , ZI , and nI introduced in Sect. 3.1. Let 	I = ∧• ṅI ,
considered as a dg-algebra as in Sect. 4, and consider the graded algebra
RI := 	I ⊗ ZI .
This algebra identifies with the (graded-)symmetric algebra of the complex
ṅI
id−→ ṅI , where the first term is in degree −1. Therefore, it admits a natural
differential which satisfies the (graded) Leibniz rule; in other words it admits
a natural structure of a differential graded algebra. Moreover, the differential
is ZI -linear, and we have
Hn(RI ) =
{
k if n = 0;
0 otherwise.
(5.1)
(In fact, decomposing ṅI as a direct sum of 1-dimensional vector spaces, we
see that the complex RI is a tensor product of dim(ṅI ) copies of the complex
k[X ] X ·(−)−−−→ k[X ] where X is an indeterminate.) Hence the natural morphism
of complexes of ZI -modules RI → k induced by the augmentation ZI → k
is a quasi-isomorphism.
A major role in our arguments will be played by the differential graded
algebra
RnI := RI ⊗ZI NI .
SinceNI is flat (in fact, free) over ZI , by (5.1) we have
Hn(RnI ) =
{
nI if n = 0;
0 otherwise.
Hence the morphism of differential graded algebras πI : RnI → nI induced
by themorphismRI → k (wherenI is considered as a differential graded alge-
bra concentrated in degree 0, with trivial differential) is a quasi-isomorphism.
The differential graded algebras RnI and nI admit natural actions of PI
induced by the adjoint action of PI on nI , and the quasi-isomorphism πI is
PI -equivariant. By restriction, we deduce actions of MI and MI,1, such that
MI,1 acts trivially on the subalgebra 	I ⊂ RnI .
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Note that the functor
RπI∗ : D+MI,1(RnI )→ D+MI,1(nI ) (5.2)
is well defined; see Remark 2.8.
Lemma 5.1 The functor
π∗I : DMI,1(nI )→ DMI,1(RnI )
is an equivalence of categories, which restricts to an equivalence
DfgMI,1(nI )
∼−→ DfgMI,1(RnI ). (5.3)




(nI ) which is a quasi-inverse to (5.3).
Proof. The first claim follows from Lemma 2.7. By the same lemma, the




∼−→ D+MI,1(RnI ). The right
adjoint RπI∗ : D+MI,1(RnI ) → D+MI,1(nI ) to this restriction must therefore
be its quasi-inverse; in particular it must be an equivalence. Finally, for X in
DfgMI,1(RnI ) we have
π∗I RπI∗(X) ∼= X,
which implies that RπI∗(X) has finitely generated cohomology. 
5.2 A crucial vanishing lemma
Note that the category of MI,1-equivariant RnI -dg-modules is canonically
equivalent to the category of modules over the semi-direct product RnI 
mI , where mI is the restricted enveloping algebra of mI , or equivalently the
distribution algebra of MI,1; see Remark 2.8. The same consideration applies
to 	I -modules.
Now, consider the dg-subalgebra NI ⊂ RnI  mI . This dg-subalgebra is
normal, RnI  mI is K-flat as a right NI -dg-module, and we have (RnI 
mI )NI ∼= 	I mI . Hencewe can apply the results of Sect. 2.2 in this setting,
and in particular consider the object RHom•NI (k,k) in DMI,1(	I ). Since the
dg-algebra 	I is concentrated in nonpositive degrees, the usual truncation
functors for complexes define functors on DMI,1(	I ). We set
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Then, considering similar constructions for the dg-subalgebra	I ⊂ 	I mI ,





in D+(mI ) ∼= D+Rep(MI,1).




Proof. We can compute ExtkNI (k,k) using the Chevalley–Eilenberg complex,
which provides a PI -equivariant projective resolution of the trivialNI -module,
see e.g. [59, Theorem 7.7.2]. In this way we see that this PI -module is the k-th
cohomology of a complex whose underlying graded vector space is (
∧k nI )
∗,
and the claim follow. 
The main result of this subsection is the following technical result.
Lemma 5.3 We have
RHomMI,1(St I , RHom	I (k, RHom
>0
NI
(k,k))⊗ St I ) = 0.
Proof. It follows in particular from Lemma 5.2 that the object RHom>0NI (k,k)
has bounded cohomology. Using truncation functors, we deduce that to prove
the lemma, it suffices to show that for any k > 0 we have
RHomMI,1(St I , RHom	I (k,Ext
k
NI
(k,k))⊗ St I ) = 0,
where ExtkNI (k,k) is considered as a (trivial) 	I -dg-module concentrated in
degree 0. Then, to prove this fact it is enough to prove that
RHomMI,1(St I , RHom	I (k,k)⊗ ExtkNI (k,k)⊗ St I ) = 0 for any k > 0.
(5.5)
And since MI,1 acts trivially on 	I , the complex RHom	I (k,k) ∈
D+Rep(MI,1) is isomorphic to a direct sum of shifts of trivial modules, so




(k,k)⊗ St I ) = 0 for any k > 0.
Finally, since St I is projective as an MI,1-module (see Sect. 3.2), to prove this,




(k,k)⊗ St I ) = 0 for any k > 0. (5.6)
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where F⊂+\+I is a subset of cardinality k. By [34, Lemma II.12.10], under
our assumptions that k = 0 and  > h, no such weight belongs to X. Now,




(−) is exact, we see that the MI,1-module ExtkNI (k,k)⊗ St I admits a




(kBI,1((− 1)ςI + ν)),
where ν is a T -weight of ExtkNI (k,k). As explained above, no weight of the
form ( − 1)ςI + ν belongs to WI • ( − 1)ςI + X = ( − 1)ςI + X. By
the linkage principle for MI,1-modules (see [34, Corollary II.9.12]), it follows
that the simple module St I is not a composition factor of any subquotient of
this filtration. This proves (5.6) and finishes the proof. 
5.3 From I -modules to RnI -modules
Recall thatMI,1 acts trivially (in otherwords through the quotientMI,1 → {1})
on 	I . Therefore, we can consider the functor
For{1}MI,1 : D(	I )→ DMI,1(	I ).
On the other hand, for any V in Rep(MI,1) one can consider the functor
(−)⊗ V : DMI,1(	I )→ DMI,1(	I ).
(Here, 	I acts on X ⊗ V via its action on X , and MI,1 acts diagonally.) In
particular we can consider the object k⊗ V , where k is the trivial dg-module;
this object will simply be denoted V . Using this convention, we denote by
DfgStein(	I )
the full triangulated subcategory of the category DfgMI,1(	I ) generated by St I .
Lemma 5.4 The functor Dfg(	I )→ DfgStein(	I ) given by
V → For{1}MI,1(V )⊗ St I
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is fully faithful.
Proof. First, we observe that the category Dfg(	I ) is generated, as a triangu-
lated category, by k. Indeed, since 	I is concentrated in nonpositive degrees,
the usual truncation functors for complexes induce functors for 	I -modules.
Then using these truncation functors we see that that the category Dfg(	I )
is generated (again as a triangulated category) by differential graded modules
which are concentrated in degree 0. Such objects are direct sums of copies of
k, and the claim is proved.
Using this claim, to prove the lemma it suffices to prove that the morphism
Ext•	I (k,k)→ Ext•DMI,1 (	I )(St I ,St I )
induced by our functor is an isomorphism. Now, since St I is a projective MI,1-
module with EndMI,1(St I ) ∼= k (see Sect. 3.2), there are natural isomorphisms
Ext•	I (k,k) ∼= Ext•	I (k,k)⊗ EndMI,1(St I ) ∼= Ext•DMI,1 (	I )(St I ,St I ),
and the lemma follows. (Here, in order to prove the second isomorphism, we
remark that if X → k is a quasi-isomorphism of 	I -dg-modules with X
K-projective, then the induced morphism X ⊗ St I → St I will be a quasi-
isomorphism of MI,1-equivariant	I -dg-modules, with X ⊗ St I K-projective
as an MI,1-equivariant 	I -dg-module.) 
Consider now the morphism σI : RnI → RnINI = 	I .
Proposition 5.5 The functor
σ ∗I : DfgStein(	I )→ DfgMI,1(RnI )
is fully faithful.




(St I ,St I )→ Hom•
DfgMI,1
(RnI )
(St I ,St I )
induced by σ ∗I is an isomorphism. Using the constructions of Sect. 2.2 for the
normal dg-subalgebras	I ⊂ 	I mI andNI ⊂ RnI mI , and in particular








(St I ,St I )
∼= Hom•D+Rep(MI,1)(St I , RHom	I (k, RHomNI (k,St I ))).
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NowNI and 	I act trivially on St I , so that we have
RHomNI (k,St I ) ∼= RHomNI (k,k)⊗ St I , RHom	I (k,St I )∼= RHom	I (k,k)⊗ St I .
Hence the claim above reduces to the claim that the morphism
Hom•D+Rep(MI,1)(St I , RHom	I (k,k)⊗ St I )
→ Hom•D+Rep(MI,1)(St I , RHom	I (k, RHomNI (k,k))⊗ St I )
induced by the natural morphism
k = τ≤0RHomNI (k,k)→ RHomNI (k,k) (5.7)




desired claim follows from the fact that
Hom•D+Rep(MI,1)(St I , RHom	I (k, RHom
>0
NI
(k,k))⊗ St I ) = 0,
which was proved in Lemma 5.3. 
5.4 Formality theorem for PI,1
Since NI,1-modules are the same thing as nI -modules, see Remark 2.4, there
exists a canonical equivalence of categories
D+MI,1(nI )
∼= D+Rep(PI,1). (5.8)
Let us consider the following composition of functors, which we will denote
by ϕI :
D+(	I )
For{1}MI,1 (−)⊗St I−−−−−−−−−→ D+MI,1(	I )




It is clear that this functor satisfies ϕI (k) ∼= St I . Combining Lemma 5.1,
Lemma 5.4, and Proposition 5.5, we obtain the following “formality” theorem.
Theorem 5.6 The functor ϕI is fully faithful on the full subcategory Dfg(	I ),
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5.5 Equivariance
In this subsectionwe fix a subset J ⊂ I . The dg-algebra	I has a natural action
of ṖI , and hence of PJ via the morphism PJ → ṖI induced by the Frobenius
morphismFrPI : PI → ṖI . If V ∈ Rep(ṖJ ), as in Sect. 5.3we can consider V
(or more precisely For ṖJPJ (V )) as a PJ -equivariant	I -dg-module concentrated
in degree 0, with trivial 	I -action. Using the constructions of Sect. 2.7, we
deduce a natural action of (the group of k-points of) PJ on the vector space
HomnD(	I )(k, V ), for any n ∈ Z.
On the other hand, consider the distribution algebra pI of PI,1. Since
PI,1 ⊂ PI is a normal subgroup, there exists a natural action of PI , hence
also of PJ , on this algebra. If V ∈ Rep(ṖJ ), we can consider St I ⊗ V as a
representation of Fr−1PI (ṖJ ), hence as a PJ -equivariant pI -dg-module. Using
again the constructions of Sect. 2.7, we deduce a natural action of PJ on the
vector space
HomnDRep(PI,1)(St I ,St I ⊗ V ) ∼= HomnD(pI )(St I ,St I ⊗ V ),
for any n ∈ Z.
In Sect. 6 we will need the following consequence of Theorem 5.6.
Proposition 5.7 For any V ∈ Rep(ṖJ ), considered as a 	I -dg-module
concentrated in degree 0 (with trivial 	I -action), there exists a canonical
isomorphism
ϕI (V ) ∼= St I ⊗ V .
Moreover, for any n ∈ Z, the functorϕI induces a PJ -equivariant isomorphism
of vector spaces
HomnD(	I )(k, V )
∼−→ HomnDRep(PI,1)(St I ,St I ⊗ V ).
Proof. To prove the isomorphism ϕI (V ) ∼= St I ⊗ V , since pI acts trivially
on V , it suffices to prove that the functor ϕI commutes with tensoring with a
vector space (up to natural isomorphism). However, it is clear that the functors
For{1}MI,1(−)⊗St I , σ ∗I , and the equivalence (5.8), commute with this operation.
And the functor RπI∗ also commutes with tensoring with a vector space, since
its inverse π∗I (see Lemma 5.1) clearly has this property.
Now, we claim that the natural morphism
HomnD(	I )(k,k)⊗ V → HomnD(	I )(k, V ) (5.9)
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is an isomorphism. Indeed, consider the Koszul resolution KI for the trivial
	I -dg-module k, as considered e.g. in [49, §2.3]. This dg-module is a K-
projective resolution of k, so that we have
HomnD(	I )(k, V )
∼= Hn(Hom•	I (KI , V )) ∼= Hn(Sym•(ṅ∗I )⊗ V ),
where ṅ∗I is in degree 2. We deduce that
HomnD(	I )(k, V )
∼=
{
Symn/2(ṅ∗I )⊗ V if n ∈ 2Z≥0;
0 otherwise.
We have a similar description for HomnD(	I )(k,k), and from this it is clear
that (5.9) is an isomorphism.
Similarly, we claim that the natural morphism
HomnDRep(PI,1)(St I ,St I )⊗ V → HomnDRep(PI,1)(St I ,St I ⊗ V ) (5.10)
is an isomorphism. Indeed, if X• is an injective resolution of St I as a PI,1-
module, then using [34, Proposition I.3.10(c)]we see that X•⊗V is an injective
resolution of St I ⊗ V , so that we have
HomnD+Rep(PI,1)(St I ,St I ⊗ V ) ∼= Hn(Hom•PI,1(St I , X• ⊗ V ))
∼= Hn(Hom•PI,1(St I , X•)⊗ V ) ∼= Hn(Hom•PI,1(St I , X•))⊗ V .
This shows that (5.10) is indeed an isomorphism.
It is easy to check that isomorphisms (5.9) and (5.10) are PJ -equivariant,
and compatible with the morphisms induced by ϕI in the obvious sense. So, to
conclude, it suffices to prove that ϕI induces a PJ -equivariant isomorphism
HomnD(	I )(k,k)
∼−→ HomnDRep(PI,1)(St I ,St I ).
The fact that this morphism is invertible follows from Theorem 5.6, and what
remains to be proved is PJ -equivariance. For thiswe can assume (for simplicity
of notation) that J = I .
We remark that the morphism
HomnDRep(PI,1)(St I ,St I )→ HomnDRep(NI,1)(St I ,St I ) (5.11)
induced by the functor For
PI,1
NI,1
associated with the embedding NI,1 ↪→ PI,1
is injective. Indeed, by (2.3) applied to nI ⊂ pI , we have a canonical isomor-
phism
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Hom•PI,1(St I ,St I ) ∼= Hom•MI,1(St I , RHomNI,1(k,St I )).
And since St I is projective as an MI,1-module (see Sect. 3.2), we deduce for
any n canonical isomorphisms
HomnD+Rep(PI,1)(St I ,St I )
∼= HomMI,1(St I ,HomnNI,1(k,St I ))
∼= HomMI,1(k,HomnNI,1(St I ,St I ))
(since NI,1 acts trivially on St I ). The claim follows.
For similar reasons as above, the vector space HomnDRep(NI,1)(St I ,St I ) has
a natural action of PI and, by Lemma 2.11 (applied to the inclusion nI ↪→
pI ), (5.11) is PI -equivariant. Hence to conclude it suffices to prove that the
morphism




◦ϕI is PI -equivariant. Now, applying the commutativity of





◦ϕI ∼= RπI∗ ◦ (σ ∗I (−)⊗ St I ) ∼= (RπI∗ ◦ σ ∗I (−))⊗ St I ,
where RπI∗ is now considered as a functor from D(RnI ) to D(nI ) and σ ∗I as
a functor from D(	I ) to D(RnI ). (We also use once again the fact that NI,1
acts trivially on St I .) Since the natural morphism
HomnDRep(NI,1)(k,k)→ HomnDRep(NI,1)(St I ,St I )
is clearly PI -equivariant, to concludewe only need to prove that themorphism
HomnD(	I )(k,k)→ HomnDRep(NI,1)(k,k)
induced by the functor RπI∗ ◦ σ ∗I is PI -equivariant. However, this morphism
is the composition
HomnD(	I )(k,k)→ HomnD(RnI )(k,k)→ HomnD(nI )(k,k)
where the first morphism is induced by σ ∗I , and the second one is the inverse
to the isomorphism induced by π∗I . Hence the desired property follows from
Lemma 2.11. 
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5.6 An Ext2-computation for B-modules
In this subsection we fix some s ∈ S. The following fact, whose proof uses a
computation done in the course of the proof of Proposition 5.7, will be used
in Sect. 8.6 below.




Proof. We certainly have Ext2B(kB(ςs),kB(ςs − αs)) ∼= Ext2B
(kB,kB(−αs)). It follows from Proposition 5.7 and its proof (in the spe-
cial case J = I = ∅) that as B-modules we have
ExtqB1(kB,kB(−αs)) ∼=
{
Symq/2(ṅ∗)⊗ kB(−αs) if q ∈ 2Z≥0,
0 otherwise.





















The weights of ṅ∗ ⊗ kḂ(−αs) are of the form β −αs with β ∈ +, each with
multiplicity 1. In particular, it has a 1-dimensional 0-weight space, so
dimk
(
H0(Ḃ, ṅ∗ ⊗ k(−αs))
) ≤ 1.
Let us now study
H2(Ḃ,kḂ(−αs)) = Ext2Ḃ(kḂ,kḂ(−αs)).
Using adjunction and the fact that R IndĠ
Ḃ
kḂ(−αs) ∼= kĠ[−1] (as follows
from [34, Corollary II.5.5]), we have
Ext2
Ḃ
(kḂ,kḂ(−αs)) ∼= Hom2Ġ(kĠ, R IndĠḂ (kḂ(−αs))) ∼= Ext1Ġ(kĠ,kĠ) = 0.
So (5.12) now says that dim Ext2B(kB,kB(−αs)) ≤ 1. We have already seen
in Lemma 3.8 that Ext2B(kB,kB(−αs)) ∼= Ext2B(kB(ςs),kB(ςs − αs)) =
0, and the lemma follows. 
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6 ṖJ -equivariant formality
As in Sect. 5, we fix a subset I ⊂ S. We also fix another subset J ⊂ I .
6.1 Statement
We denote by PJ MI,1 the subgroup of G generated by PJ and MI,1, or equiv-
alently by PJ and PI,1, which is normalized by PJ . Note that any element of
PJ MI,1 can bewritten (nonuniquely) as the product of an element of PJ and an
element of MI,1, which justifies our notation, but that MI,1 is not normalized
by PJ . The subgroup PJ MI,1 ⊂ PI can also be characterized as the inverse
image of ṖJ under the Frobenius morphism FrPI : PI → ṖI ; in particular we
have a natural surjective morphism Fr J,I : PJ MI,1 → ṖJ . We denote by
DbStein(PJ MI,1) ⊂ DbRepf(PJ MI,1)
the full subcategory generated by objects of the form St I ⊗ V for V ∈
Repf(ṖJ ). (Here, what we really mean by St I ⊗ V is ForPIPJ MI,1(St I ) ⊗
For ṖJPJ MI,1(V ), where the functor For
PI
PJ MI,1
is defined with respect to the
embedding PJ MI,1 ↪→ PI , and the functor For ṖJPJ MI,1 is defined with respect
to Fr J,I .)
The group ṖI acts on ṅI , and hence on the dg-algebra 	I . By restriction,
we can consider 	I as a ṖJ -equivariant dg-algebra. We define the functor








PJ MI,1−−−−−−→ D+PJ MI,1(	I )
−⊗ZI−−−→ D+PJ MI,1(	I )
σ ∗I−→
D+PJ MI,1(RnI )
(π∗I )−1−−−−→ D+PJ MI,1(nI ) ∼= D+Rep(NI,1  PJ MI,1)
R Ind
PJ MI,1
NI,1PJ MI,1−−−−−−−−−−→ D+Rep(PJ MI,1).
Here the first arrow is associated with the morphism Fr J,I , the equivalence
on the second line is induced by the equivalence Rep(NI,1) ∼= nI -mod
(see (2.8)), and the functor R Ind
PJ MI,1
NI,1PJ MI,1
is defined with respect to the
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morphism NI,1  PJ MI,1 → PJ MI,1 given by multiplication in PJ MI,1.
Since the morphism πI is a quasi-isomorphism (see Sect. 5.1), by Lemma 2.7
the functor π∗I : D+PJ MI,1(nI )→ D+PJ MI,1(RnI ) is an equivalence, so that the
fourth arrow is well defined.
The main result of this section is the following.




and it induces an equivalence of categories
ψJ,I : DfgṖJ (	I )
∼−→ DbStein(PJ MI,1).
Moreover, for any X ∈ Dfg
ṖJ
(	I ) and any V ∈ Rep(ṖJ ), there exists a natural
and functorial isomorphism
ψJ,I (X ⊗ V ) ∼= ψJ,I (X)⊗ For ṖJPJ MI,1(V ). (6.1)
Theorem 6.1 will be proved in Sect. 6.3. For this proof we will relate the
functor ψJ,I to the functor ϕI of Sect. 5. More precisely, in Sect. 6.2 we prove
the following.














6.2 Proof of Proposition 6.2
Let us consider the large diagram of Fig. 3. Here to save space we have omitted
the identifications
D+PJ MI,1(nI )
∼= D+Rep(NI,1  PJ MI,1),
D+PI,1(nI )
∼= D+Rep(NI,1  PI,1),
D+MI,1(nI )
∼= D+Rep(NI,1  MI,1) ∼= D+Rep(PI,1)
induced by (2.8), and the functor R Ind
PI,1
NI,1PI,1
is defined with respect to the
multiplication morphism NI,1  PI,1 → PI,1. Note that the lower vertical
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Fig. 3 Diagram for the proof of Proposition 6.2
arrows in the second and third columns are well defined thanks to Remark 2.9,
and that the functors RπI∗ on the second and third lines are well defined thanks
to Remark 2.8.
By construction, the functorψJ,I is the composition of the arrows appearing
on the top of this diagram, and the functor ϕI is the composition of the arrows
appearing on the bottom of this diagram. Hence to prove the proposition it
suffices to prove that each subdiagram (a)–(g) commutes (up to isomorphism).
It is clear that subdiagram (a) commutes, and (b) commutes by (2.10).
Consider now subdiagram (c). As in Lemma 5.1, the functor
RπI∗ : D+PI,1(RnI )→ D+PI,1(nI )
is an equivalence of categories, with quasi-inverse π∗I . Hence to prove the













This again follows from (2.10).
Next, Lemma2.3, applied to themultiplicationmorphism NI,1PJ MI,1 →
PJ MI,1 and to the subgroups NI,1  PI,1 ⊂ NI,1  PJ MI,1 and PI,1 ⊂
PJ MI,1, implies that subdiagram (d) commutes.
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Consider now subdiagram (e).We claim that for any bounded below	I -dg-
module V , the MI,1-equivariant 	I -dg-module For
{1}
MI,1
(V ) ⊗ St I is split on
the right for the functor Ind
PI,1
MI,1
: 	I -dgmodMI,1 → 	I -dgmodPI,1 . Indeed,
to prove this claim it suffices to prove that if For{1}MI,1(V )⊗St I → Y is a quasi-
isomorphism of MI,1-equivariant 	I -dg-modules such that Y is K-injective,
then the induced morphism Ind
PI,1
MI,1
(For{1}MI,1(V ) ⊗ St I ) → Ind
PI,1
MI,1
(Y ) is a
quasi-isomorphism. However Y is K-injective as a complex of MI,1-modules
because 	I  mI is K-flat as a right mI -module, and For
{1}
MI,1
(V ) ⊗ St I
is a bounded below complex of injective MI,1-modules by [34, Proposi-
tion I.3.10(c)], since St I is an injective MI,1-module (see Sect. 3.2). Hence
this fact is clear.




appearing in subdiagram (e) is the functor on derived categories induced by
the exact functor




For{1}MI,1(V )⊗ St I
)
.





For{1}MI,1(V )⊗ St I
) ∼= For{1}PI,1(V )⊗ Ind
PI,1
MI,1
(St I ) ∼= For{1}PI,1(V )⊗ ZI
by Lemma 3.3, which finishes the proof of the commutativity of subdiagram
(e).
Finally, subdiagram (f) commutes by Lemma 2.2 (see also Remark 2.9), and




πIid nI  pI
mult
nI  mI pI .
We have proved that all the pieces in the diagram of Fig. 3 commute. Hence
the diagram as a whole commutes, and Proposition 6.2 is proved.
6.3 Proof of Theorem 6.1
We begin with some preliminary lemmas.
Lemma 6.3 For any X ∈ D+
ṖJ
(	I ) and any V ∈ Rep(ṖJ ), there is a natural
isomorphism ψJ,I (X ⊗ V ) ∼= ψJ,I (X)⊗ For ṖJPJ MI,1(V ).
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Proof. We certainly have the following collection of natural isomorphisms (in
each line, Y should be understood as belonging to the appropriate category of
dg-modules):
For ṖJPJ MI,1(Y ⊗ V )⊗ ZI ∼= For
ṖJ
PJ MI,1
(Y )⊗ ZI ⊗ For ṖJPJ MI,1(V ),








The tensor identity (or rather its easy extension to our more general version of




(Y ⊗ For ṖJPJ MI,1(V )) ∼= R Ind
PJ MI,1
NI,1PJ MI,1
(Y )⊗ For ṖJPJ MI,1(V ).
The lemma follows from the combination of these isomorphisms. 
Lemma 6.4 There exists a canonical isomorphism ψJ,I (k) ∼= St I .
Proof. From the definition of ψJ,I we see that
ψJ,I (k) ∼= R IndPJ MI,1NI,1PJ MI,1(ZI ),
where the induction functor is defined with respect to the multiplication mor-
phism, and where NI,1  PJ MI,1 acts on ZI via the projection to the second
component PJ MI,1. Since ϕI (k) = St I is concentrated in degree 0, using
Proposition 6.2 we see that ψJ,I (k) is also concentrated in degree 0, so that
ψJ,I (k) ∼= IndPJ MI,1NI,1PJ MI,1(ZI ).






(ZI )) ∼= St I .
Now by adjunction we have
HomPJ MI,1
(




) ∼= HomNI,1PJ MI,1(St I ,ZI ),
where NI,1  PJ MI,1 acts on St I via the multiplication morphism to PJ MI,1.
But since NI,1 acts trivially on St I , this action coincides with the action via
the projection NI,1 PJ MI,1 → PJ MI,1 on the second factor, and we deduce
that
HomNI,1PJ MI,1(St I ,ZI ) ∼= HomPJ MI,1(St I ,ZI ).
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By Corollary 3.6 there exists a nonzero PJ MI,1-equivariant morphism St I →
ZI , and by these isomorphisms we deduce a nonzero morphism of PJ MI,1-
modules St I → IndPJ MI,1NI,1PJ MI,1(ZI ). Since St I is simple (see Sect. 3.2), this
morphism is injective. And the remarks above imply that our two modules
have the same dimension, so that this morphism must be an isomorphism.
We have thus proved that there exists an isomorphism ψJ,I (k) ∼= St I . To
construct a canonical isomorphism,we simply remark that the forgetful functor
induces an isomorphism
HomPJ MI,1(St I ,St I )
∼−→ HomPI,1(St I ,St I )
(since both spaces have dimension 1), so that the canonical isomorphism
ϕI (k) ∼= St I induces, via Proposition 6.2, a canonical isomorphismψJ,I (k) ∼=
St I . 
As explained in Sect. 5.5, for any V ∈ Rep(ṖJ ) and any n ∈ Z, the vector
space HomnD(	I )(k, V ) admits a natural action of PJ , which can easily be seen
to factor through an action of ṖJ (see the proof of Proposition 5.7).
Lemma 6.5 For any injective ṖJ -module V and any n ∈ Z, the morphism
HomnDṖJ (	I )
(k, V )→ HomnD(	I )(k, V )
induced by the functor For ṖJ{1} is injective, and it induces an isomorphism
HomnDṖJ (	I )
(k, V )
∼−→ IṖJ (HomnD(	I )(k, V )
)
.




K-injective and has components which are injective ṖJ -modules, and a quasi-
isomorphism of ṖJ -equivariant dg-modules V
qis−→ X . Then we have
HomnDṖJ (	I )






Now, as in Sect. 5.5, consider the Koszul resolution KI of the 	I -dg-module
k. Then since X is K-injective the quasi-isomorphism KI




qis−→ Hom•	I -dgmodṖJ (KI , X).
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Next, we remark that we have
Hom•	I -dgmodṖJ
(KI , X) = IṖJ (Hom•	I (KI , X)) = IṖJ (Sym•(ṅ∗I )⊗ X),
where ṅ∗I is in degree 2. The morphism Sym•(ṅ∗I ) ⊗ V → Sym•(ṅ∗I ) ⊗
X induced by the quasi-isomorphism V
qis−→ X is a quasi-isomorphism of
bounded below complexes of injective ṖJ -modules; therefore it induces a
quasi-isomorphism
I
ṖJ (Sym•(ṅ∗I )⊗ V )
qis−→ IṖJ (Sym•(ṅ∗I )⊗ X).
Combining these isomorphisms, we obtain that
HomnDṖJ (	I )








(k, V ) ∼=
{
Symn/2(ṅ∗I )⊗ V if n ∈ 2Z≥0;
0 otherwise
(see the proof of Proposition 5.7) and the lemma follows. 
Similarly (see again Sect. 5.5), for any ṖJ -module V and any n ∈ Z, the
vector space HomnD+Rep(PI,1)(St I ,St I ⊗ V ) admits a natural action of PJ .
Lemma 6.6 For any injective ṖJ -module V and any n ∈ Z, the PJ -action on
HomnD+Rep(PI,1)(St I ,St I ⊗V ) factors through an action of ṖJ . Moreover, the
morphism
HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V )→ HomnD+Rep(PI,1)(St I ,St I ⊗ V )
induced by the functor For
PJ MI,1
PI,1
is injective, and induces an isomorphism
HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V )




Reductive groups, loop Grassmannian, Springer resolution 351
Proof. Let St I
qis−→ X be an injective resolution inRep(PJ MI,1). Then X⊗V
is an injective resolution of St I ⊗ V , so that we have
HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V ) ∼= Hn(Hom•PJ MI,1(St I , X ⊗ V )).
On the other hand we have
Hom•PJ MI,1(St I , X ⊗ V ) = IṖJ (Hom•PI,1(St I , X ⊗ V ))
∼= IṖJ (Hom•PI,1(St I , X)⊗ V ),
where the ṖJ -action is induced by the PJ MI,1-actions on St I , X and V . Since
V is injective, the functor IṖJ (−⊗ V ) is exact; therefore we obtain that
HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V ) ∼= IṖJ (Hn(Hom•PI,1(St I , X))⊗ V )
∼= IṖJ (Hn(Hom•PI,1(St I , X ⊗ V ))).
By [34, Proposition I.4.12 & Corollary I.5.13(b)], any injective PJ MI,1-
module is injective as a PI,1-module; in particular X ⊗ V is an injective
resolution of St I ⊗ V as a PI,1-module, and we have
Hn(Hom•PI,1(St I , X ⊗ V )) ∼= HomnD+Rep(PI,1)(St I ,St I ⊗ V ).
This finally proves that
HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V ) ∼= IṖJ (HomnD+Rep(PI,1)(St I ,St I ⊗ V )).
This isomorphism proves the lemma, provided we prove that the PJ -action
deduced (via the Frobenius) from the ṖJ -action considered in this proof coin-
cides with the action constructed (in the general setting) in Sect. 2.7. For this
we choose a complex of PJ -equivariant pI -modules Y and a PJ -equivariant
quasi-isomorphism Y
qis−→ St I which is a projective resolution over pI . Then
this morphism induces a quasi-isomorphism
Hom•PI,1(St I , X ⊗ V )
qis−→ Hom•PI,1(Y, X ⊗ V )
because X ⊗ V is a bounded below complex of injective PI,1-modules. And
the quasi-isomorphism St I ⊗ V qis−→ X ⊗ V induces a quasi-isomorphism
Hom•PI,1(Y,St I ⊗ V )
qis−→ Hom•PI,1(Y, X ⊗ V )
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since Y is a bounded above complex of projective PI,1-modules. These quasi-
isomorphisms are PJ -equivariant, so the actions do indeed coincide. 
Corollary 6.7 For any injective ṖJ -module V and any n ∈ Z, the functor
ψJ,I induces an isomorphism
HomnDṖJ (	I )
(k, V )
∼−→ HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V ).
Proof. By Lemmas 6.3 and 6.4, we have canonical isomorphisms ψJ,I (k) ∼=
St I and ψJ,I (V ) ∼= St I ⊗ V . Now by Proposition 6.2 we have a commutative
diagram
HomnDṖJ (	I )
(k, V ) HomnD+Rep(PJ MI,1)(St I ,St I ⊗ V )
HomnD(	I )(k, V ) Hom
n
D+Rep(PI,1)(St I ,St I ⊗ V ),
where the horizontal morphisms are induced by ψJ,I and ϕI respectively,
and the vertical morphisms by the appropriate forgetful functors. By Proposi-
tion 5.7 the lower line is a PJ -equivariant isomorphism, and by Lemmas 6.5
and 6.6 the vertical arrows are embeddings of the PJ -fixed points. Therefore
the upper line is also an isomorphism. 
Now we deduce a similar property for finite-dimensional ṖJ -modules.
Proposition 6.8 For any finite dimensional ṖJ -module V , and any n ∈ Z, the






∼−→ ExtnPJ MI,1(St I ,St I ⊗ V ).
Proof. As in the proof of Corollary 6.7, we have canonical isomorphisms
ψJ,I (k) ∼= St I and ψJ,I (V ) ∼= St I ⊗ V . Choose an injective resolution V →
X• of V as a ṖJ -module and, for any k ≥ 0, let Xk be the complex
· · · → 0→ X0 → · · · → Xk → 0→ · · ·










ExtnPJ MI,1(St I ,St I ⊗ V ) ∼= HomnPJ MI,1(St I ,St I ⊗ X•).
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(k, Xk) ExtnPJ MI,1(St I ,St I ⊗ Xk),
(6.2)
where the horizontal arrows are induced by ψJ,I . By Corollary 6.7 and the
5-lemma, the lower line is an isomorphism. On the other hand, the same argu-








Hi (IṖJ (Sym j (ṅ∗I )⊗ X•)), (6.3)
and similarly for Xk . In particular, we deduce that the left-hand morphism
in (6.2) is an isomorphism for k  0. It follows that the upper horizontal
morphism is injective, and to finish the proof we only have to prove that
dimk(Ext
n
PJ MI,1(St I ,St I ⊗ V )) ≤ dimk(HomnDfg
ṖJ
(	I )
(k, V )). (6.4)



















(k,HomkD(	I )(k,k)⊗ V )).
On the other hand, by Corollary 2.6 we have
dimk(Ext
n














(k,ExtkPI,1(St I ,St I )⊗ V )).
By Proposition 5.7, for any k we have an isomorphism of ṖJ -modules
HomkD(	I )(k,k)
∼= ExtkPI,1(St I ,St I ),
123
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hence these formulas prove (6.4) and conclude the proof. (Note that all
the dimensions under consideration here are finite thanks to [34, Proposi-
tion II.4.10].) 
We can finally complete the proof of Theorem 6.1.
Proof of Theorem 6.1 The second part of the theorem has already been estab-
lished in Lemma 6.3. Since the category Dfg
ṖJ
(	I ), resp. DbStein(PJ MI,1), is
generated by the objects V , resp. St I ⊗V , for V ∈ Repf(ṖJ ) (see the proof of
Lemma 5.4 for the first case), and since ψJ,I (V ) ∼= St I ⊗ V (see Lemmas 6.3
and 6.4), to prove the first part of the theorem, it suffices to show that for any
V, V ∈ Repf(ṖJ ) and any n ∈ Z the morphism
HomnDṖJ (	I )
(V, V ′)→ Homn
DbStein(PJ MI,1)
(St I ⊗ V,St I ⊗ V ′)






(St I ⊗ V,St I ⊗ V ′)

HomnDṖJ (	I )
(k, V ∗ ⊗ V ′) Homn
DbStein(PJ MI,1)
(St I ,St I ⊗ V ∗ ⊗ V ′)
where both horizontal arrows are induced by ψJ,I and the vertical arrows are
induced by the natural adjunctions. The lower horizontal arrow is invertible
by Proposition 6.8, hence so is the upper arrow, and the theorem is proved.

7 Compatibility with induction
In this section, we show that the equivalence of Theorem 6.1 is compatible (in
the appropriate sense) with induction of representations from one subgroup of
the form PJ MI,1 to a larger one. A larger such subgroup can be obtained by
enlarging either J or I . The two cases are rather different, and we will treat
them separately.
7.1 Enlarging J
In this subsection we fix J ⊂ J ′ ⊂ I . Then ṖJ ⊂ ṖJ ′ . Using the constructions






(	I )→ D+ṖJ ′ (	I ).
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Using [34, Proposition I.5.12] and the commutativity of diagram (2.14), we
see that this functor restricts to a functor from Dfg
ṖJ









St I ⊗ For ṖJPJ MI,1(V )














For ṖJPJ MI,1(V )




First, we remark that since PI,1 acts trivially on For
ṖJ
PJ MI,1






For ṖJPJ MI,1(V )







for any V in Rep(ṖJ ). Hence, as in the proof of Lemma 2.3, to conclude it is




(For ṖJPJ MI,1(O(ṖJ ))) = 0 for i > 0.




(For ṖJPJ MI,1(O(ṖJ ))) ∼= RIPJ MI,1(O(PJ ′MI,1)⊗O(ṖJ ))
∼= R Ind ṖJPJ MI,1(O(PJ ′MI,1)).




functor also admits as a right adjoint the right derived functor of the functor
˜I




(For ṖJPJ MI,1(O(ṖJ ))) ∼= R˜IPI,1(O(PJ ′MI,1)).
Now using [34, Proposition I.4.12 & Corollary I.5.13(b)] we see that any
injective PJ MI,1-module is also injective over PI,1, so that
R˜IPI,1(O(PJ ′MI,1)) ∼= RIPI,1(O(PJ ′MI,1)) ∼= R IndPJ ′MI,1PI,1 (k).
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for i > 0, which finishes the proof. 
It follows in particular from Lemma 7.1 and [34, Proposition I.5.12]
that the functor R Ind
PJ ′MI,1
PJ MI,1
restricts to a functor from DbStein(PJ MI,1) to
DbStein(PJ ′MI,1).



















Proof. The functor R Ind
ṖJ ′
ṖJ
is right adjoint to the functor For
ṖJ ′
ṖJ




is right adjoint to the functor For
PJ ′MI,1
PJ MI,1
. Hence to construct
an isomorphism as in the statement of the theorem it suffices to construct an




















For this we consider the large diagram of Fig. 4. We will prove that all parts of
this diagram are commutative; restricting to Dfg
ṖJ ′
(	I )will provide the desired
isomorphism.
First, we remark that the left-hand trapezoid obviously commutes, and that
the two central squares are special cases of diagram (2.10), so that they indeed
commute. Hence to conclude the proof it suffices to prove that the right-hand
trapezoid commutes.
By definition, we have
Ind
PJ ′MI,1
NI,1PJ ′MI,1 = I
NI,1PJ ′MI,1(O(PJ ′MI,1)⊗−).
123











































































Fig. 4 Diagram for the proof of Theorem 7.2









→ INI,1PJ MI,1(O(PJ MI,1)⊗ ForNI,1PJ ′MI,1NI,1PJ MI,1 (−))








◦R IndPJ ′MI,1NI,1PJ ′MI,1 → R Ind
PJ MI,1
NI,1PJ MI,1
◦ ForNI,1PJ ′MI,1NI,1PJ MI,1 . (7.1)















Moreover, under these identifications, the image of (7.1) is the identity mor-
phism of the functor R Ind
PI,1
NI,1PI,1
◦ForNI,1PJ ′MI,1NI,1PI,1 ; in particular it is an
isomorphism. We deduce that (7.1) induces an isomorphism on every object
of D+Rep(NI,1  PJ ′MI,1), hence that it is an isomorphism of functors. 
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7.2 Enlarging I
In this subsection we fix J ⊂ I ⊂ I ′ ⊂ S. Then PI ⊂ PI ′ and ṅI ′ ⊂ ṅI .
We deduce a ṖJ -equivariant embedding of ṖJ -equivariant dg-algebras jI,I ′ :
	I ′ ↪→ 	I .





(St I ⊗ k((− 1)(ςI ′ − ςI ))) ∼= St I ′ .
Proof. By Lemma 2.3, in D+Rep(PI,1) we have
For
PJ MI ′,1
PI ′,1 ◦R Ind
PJ MI ′,1
PJ MI,1




(St I ⊗ k((− 1)(ςI ′ − ςI ))). (7.2)
In particular, since the functor Ind
PI ′,1
PI,1
is exact (see [34, Corollary I.5.13(b)]),
we deduce that R Ind
PJ MI ′,1
PJ MI,1
(St I ⊗ k(( − 1)(ςI ′ − ςI ))) is concentrated in
degree 0. Now, as in Lemma 3.2, we have an isomorphism of PI,1-modules










⊗k((− 1)(ςI ′ − ςI ))) ∼= IndPI ′,1B1 ((− 1)ςI ′) ∼= St I ′,
where the second isomorphism uses the tensor identity and transitivity of
induction. Combining these isomorphisms with (7.2), we obtain an isomor-




(St I ⊗ k((− 1)(ςI ′ − ςI ))) ∼= St I ′ .
By adjunction we have
HomPJ MI ′,1(St I ′, Ind
PJ MI ′,1
PJ MI,1
(St I ⊗ k((− 1)(ςI ′ − ςI )))
∼= HomPJ MI,1(St I ′,St I ⊗ k((− 1)(ςI ′ − ςI )))
∼= HomPJ MI,1(IndPI ′B (k((− 1)ςI ′)), IndPIB ((− 1)ςI ′)).
Since restriction of functions from PI ′ to PI induces a nonzero PI -equivariant
morphism Ind
PI ′
B (k(( − 1)ςI ′)) → IndPIB (( − 1)ςI ′), we deduce that there
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exists a nonzero PJ MI ′,1-equivariant morphism
St I ′ → IndPJ MI ′,1PJ MI,1 (St I ⊗ k((− 1)(ςI ′ − ςI )).
Since both of these modules are isomorphic to St I ′ as PI ′,1-modules, and since
EndPI ′,1(St I ′) = k, this morphism must be an isomorphism. 
Lemma 7.3 and the generalized tensor identity imply that for any V ∈





(St I ⊗ V )⊗ k((− 1)(ςI ′ − ςI ))
) ∼= St I ′ ⊗ V . (7.3)




restricts to a functor from DbStein(PJ MI,1) to D
b
Stein(PJ MI ′,1).


















∼ DbStein(PJ MI ′,1).
Proof. The embedding nI ′ ⊂ nI induces embeddings of dg-algebras
ĵI,I ′ : RnI ′ ↪→ RnI , j I,I ′ : nI ′ ↪→ nI











μ := (− 1)(ςI − 2ρI + 2ρI ′ − ςI ′) and ν := (− 1)(ςI ′ − ςI ).
(Note that both μ and ν define characters of MI , and hence of PI and any of
its subgroups.)
123























































ZI ⊗ForṖJPJ MI ,1(−)
F2
D+Rep(PJMI ,1)
Fig. 5 Diagram for the proof of Theorem 7.4
Consider the large diagram of Fig. 5. (Here the functors F1 and F2 are
defined so that the corresponding triangle commutes.) It is straightforward
(using in particular the commutativity of diagram (2.10)) to check that the
left-hand trapezoid and the four central squares in this diagram commute. In





(−)⊗ k(μ)) ◦ F2 ◦ j∗I,I ′ ∼= j∗I,I ′ ◦ F1. (7.4)
Now we look more closely at the right-hand trapezoid. We complete this
part of the diagram as follows:
D+Rep(NI,1  PJ MI,1)
For
R Ind D+Rep(PJ MI,1)
R Ind((−)⊗k(ν))D+Rep(NI ′,1  PJ MI,1)
R Ind((−)⊗k(ν))
R Ind
D+Rep(NI ′,1  PJ MI ′,1)
For(−)⊗k(μ)
R Ind D+Rep(PJ MI ′,1).
(Here, for simplicity of notation we have not indicated the groups in the func-
tors Ind or For. For the vertical arrows, these functors are defined with respect
to the obvious inclusions, and for the horizontal arrows they are defined with
respect to the multiplication morphisms.) We claim that the pairs of functors
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NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 ((−)⊗ k(ν)),For
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 (−)⊗ k(μ)
)
(7.6)
in this diagram are naturally adjoint pairs. For (7.5), this follows from the
general theory.
For (7.6), we first remark that the functor Ind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 is exact. In fact,
using Lemma 2.3 we see that
For
NI ′,1PJ MI ′,1
NI ′,1PI ′,1 ◦R Ind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1




and then the claim follows from [34, Proposition I.5.13(c)]. By [34, §I.8.20],
the functor For
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 has as left adjoint the coinduction functor
Coind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 , and moreover we have
Coind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1
∼= IndNI ′,1PJ MI ′,1NI ′,1PJ MI,1 (−⊗ k((− 1)(2ρI ′ − 2ρI ))).
(Here, Coind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1 stands for the functor Coind
NI ′,1PI ′,1
NI ′,1PI,1 , extended as
in [34, Proposition I.8.20].) Since ν = ( − 1)(2ρI ′ − 2ρI ) − μ, we deduce
the adjunction (7.6).
Using the adjunction morphisms associated with the pairs (7.5) and (7.6)
(together with the generalized tensor identity and the transitivity of induction)








∼−→ R IndPJ MI ′,1NI,1PJ MI,1((−)⊗ k(ν)) ◦ F1
(7.5)−−−→ R IndPJ MI ′,1NI,1PJ MI,1((−)⊗ k(ν)) ◦ R Ind
NI,1PJ MI,1
NI ′,1PJ MI,1




((−)⊗ k(ν)) ◦ R IndNI,1PJ MI,1NI ′,1PJ MI,1
◦(ForNI ′,1PJ MI ′,1NI ′,1PJ MI,1 (−)⊗ k(μ)
) ◦ F2 ◦ j∗I,I ′
∼−→ R IndPJ MI ′,1NI ′,1PJ MI ′,1 ◦R Ind
NI ′,1PJ MI ′,1
NI ′,1PJ MI,1
((−)⊗ k(ν))
◦(ForNI ′,1PJ MI ′,1NI ′,1PJ MI,1 (−)⊗ k(μ)
) ◦ F2 ◦ j∗I,I ′
(7.6)−−−→ R IndPJ MI ′,1NI ′,1PJ MI ′,1 ◦F2 ◦ j
∗
I,I ′ = ψJ,I ′ ◦ ◦ j∗I,I ′ .
This morphism will be denoted η.
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To conclude the proof it remains to prove that η is an isomorphism. For this
it suffices to prove that ηV is an isomorphism for any V ∈ Repf(ṖJ ) (since
these objects generate the category Dfg
ṖJ
(	I )). And then, by compatibility of
all our functors with tensoring with a finite dimensional ṖJ -module, it suffices
to consider the case when V = k. In this case, ηk is a PJ MI ′,1-equivariant
endomorphismofSt I ′ ; hence to prove that thismorphism is invertible it suffices
to prove that it is nonzero. In particular, we can replace all the derived functors
appearing in the equations above by their nonderived counterparts. With this
replacement, the composition we have to consider looks as follows:
St I ′ → IndPJ MI ′,1NI ′,1PJ MI,1(ZI ⊗ k(ν))→ St I ′ . (7.7)
Let us consider the middle term in (7.7). One can check, using arguments




NI ′,1PJ MI,1(ZI ⊗ k(ν)) ∼= Ind
PI ′,1T
NI ′,1PI,1T (ZI ⊗ k(ν))
∼= IndPI ′,1TNI ′,1MI,1T (St I ⊗ k(ν)),
where the second isomorphism uses a T -equivariant version of Lemma 3.3
(see the proof of Corollary 3.6). We deduce that, as MI ′,1T -modules, we have
Ind
PJ MI ′,1
NI ′,1PJ MI,1(ZI ⊗ k(ν)) ∼= Ind
MI ′,1T
MI,1T
(St I ⊗ k(ν)).
Using Lemma 3.7, we see that to conclude, it suffices to prove that both mor-
phisms appearing in (7.7) are nonzero.
The first morphism is the image under the left exact functor Ind
PJ MI ′,1
NI,1PJ MI,1
of the injective adjunctionmorphismZI⊗k(ν)→ IndNI,1PJ MI,1NI ′,1PJ MI,1(ZI⊗k(ν)).
Therefore it is injective, and in particular nonzero.
To handle the secondmorphism, as abovewe restrict equivariance to PI ′,1T .
In this setting, themorphismunder consideration is the image under the functor
Ind
PI ′,1T




′ ⊗ k((− 1)(2ρI ′ − 2ρI )))→ ZI ′ (7.8)
induced by adjunction. Thismorphism is surjective. It is even a split surjection.
In fact, since NI ′,1 ⊂ NI ′,1  PI,1T acts trivially on all the modules under
consideration we have
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′ ⊗ k((− 1)(2ρI ′ − 2ρI )))





(ZI ′ ⊗ k((− 1)(2ρI ′ − 2ρI )))
)
(where the forgetful functor is defined with respect to the projection NI ′,1 





(ZI ′ ⊗ k((− 1)(2ρI ′ − 2ρI )))→ ZI ′
induced by adjunction. Since ZI ′ is projective as a PI ′,1T -module (see
Remark 3.4), this surjection must be split, which finally proves that the second
morphism in (7.7) is nonzero, and concludes the proof of the theorem. 
7.3 The functors J,I and J,I
In the rest of the paper, wemainly consider the functorsψJ,I only in the special
case J = I . In this case, we simplify the notation and set
ψI := ψI,I : DfgṖI (	I )
∼−→ DbStein(PI ).
Now we fix two subsets J ⊂ I ⊂ S. Recall the embedding jJ,I : 	I ↪→
	J . We consider the functor




(−)⊗ kṖJ (ςJ − ςI )
) : Dfg
ṖJ
(	J )→ DfgṖI (	I ).
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The upper square is commutative by Lemma 6.3. The middle square com-
mutes by Theorem 7.4, and the bottom square commutes by Theorem 7.2. The
composition on the left-hand side is J,I , and the composition on the right-
hand side is isomorphic to R IndPIPJ ((−)⊗ k(ςJ − ςI )) (see (2.5)). Hence the
proposition is proved. 
The algebra 	J is free of finite rank as a right 	I -module; in particular
it is K-flat as a right 	I -dg-module. Therefore the functor 	J ⊗	I (−) :
	I -dgmodṖJ → 	J -dgmodṖJ is exact, and induces a triangulated functor
	J




This functor is easily seen to be left adjoint to the functor j∗J,I . Hence, if we
set
J,I := ((−)⊗ kṖJ (ςI − ςJ )
) ◦ (	J
L⊗	I (−)





(	I )→ DfgṖJ (	J ),
then the functor J,I is left adjoint to J,I .
Part 3. Induction theorems
Overview. The main goal of this part is to prove the induction theorem
(Theorem 1.2). This proof appears to be long and quite technical. For this
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reason, we start this part with a detailed overview explaining the basic ideas
of this proof.
As explained in Sect. 1.4, instead of considering the functor R IndGPI directly,







R IndGPI−−−−→ DbRepI (G),
where ψI is as in Sect. 7.3, and the functor 
I is induced by the Koszul
duality functor of Sect. 4. The main point of this is that we can consider
some“standard” and “costandard”objects in DbCohĠ×Gm(˜NI )with favorable
Hom-vanishing properties. This construction is performed in Sect. 9. In case
I = ∅ these objects are simply the standard and costandard objects in the
heart of the exotic t-structure, which are well known from [6,14,47]. In fact, a
reader interested only in the case I = ∅ and familiar with the exotic t-structure
may skip most of Sect. 9. (From this section, only Sects. 9.1–9.2, 9.6, and 9.8
will be used in the proof of this special case.)
We will show that the composition R IndGPI ◦ψI ◦
I sends these objects to
the usual standard and costandard objects in RepI (G) (see Proposition 10.3).
For this proof, the crucial case is when I = ∅. In this case, the claim is easy
for certain standard (resp. costandard) objects, and we will deduce the other
cases from these ones using translation functors and some analogous functors
J,I andJ,I relating the categories DbCohĠ×Gm(˜NI ) for different choices
of I . The compatibility between the functors R IndGPI ◦ψI ◦
I and translation
functors is proved in Sect. 8, building on the results of Sect. 7. (More precisely,
we compare the functors J,I and J,I with the functors J,I and J,I of
Sect. 7 via 
I in Sect. 9.8, and the functorsJ,I andJ,I with the translation
functors via R IndGPI ◦ψI in Sect. 8.7.)
But we will need more than the mere existence of some isomorphisms
of functors: in order to prove that a certain morphism in the distinguished
triangle (10.3) below is nonzero, we will need to prove that one can construct
certain isomorphisms of functors which are compatible with adjunctions in
an appropriate sense. This leads us to the notion of “commutative diagram of
adjoint pairs”, which is introduced and studied in Sect. 8.
Once all these ingredients are introduced, the proof of the induction theorem
is not difficult; see Sect. 10. The application to the “graded Finkelberg–
Mirković conjecture” is presented in the final Sect. 11.
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8 Translation functors
8.1 Setting
Let us denote by T ′ the maximal torus of the derived subgroup D(G) of G
contained in T . For any α ∈ , we denote byα ∈ X∗(T ′) the corresponding
fundamental weight, and we choose a preimage ςα ofα under the surjective





With this choice, for any J ⊂ I we have
ςI − ςJ = ςI\J .
We define the affine Weyl group Waff as the semi-direct product W  X.
(This group is sometimes rather called the extended affine Weyl group.) To
avoid confusion, for λ ∈ X we denote by tλ the element 1  λ ∈ Waff . The
group Waff acts on X via the “dot action” defined by
(vtλ) • μ := v(μ+ λ+ ρ)− ρ.
The subgroupWCoxaff := W Z ofWaff has a natural Coxeter group structure
(where we use the same normalization as in [47, §2.2]). Then the Bruhat order
and the length function extend in a natural way to Waff . We set
W ◦aff := {w ∈ Waff | (w) = 0};
then conjugation by W ◦aff stabilizes the set of simple reflections in Waff , and
we have Waff = W ◦aff  WCoxaff .
Under our running assumption that  > h, −ςK belongs to
CZ := {λ ∈ X | 0 ≤ 〈λ+ ρ, α∨〉 ≤  for all α ∈ +}.
Moreover, this weight has “singularity K ” in the sense that it belongs to the
walls of CZ parametrized by the simple roots in K , and to no other wall. By
standard arguments (see [34, §II.6.3]), this implies that
{w ∈ WCoxaff | w • (−ςK ) = −ςK } = WK . (8.1)
For any I ⊂ S, we set
X+I := {λ ∈ X | ∀α ∈ +I , 〈λ, α∨〉 ≥ 0}.
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Fig. 6 Diagram for the study of translation functors
Then, for λ ∈ X+I , we denote by
MI (λ), NI (λ), LI (λ)
theWeyl, dualWeyl, and simpleMI -modules of highest weightλ, respectively.
We will also consider these MI -modules as PI -modules via the surjection
PI  MI . As usual, when I = S we omit the subscript in this notation. (In
the case I = {s}, these modules have already been encountered in Sect. 3.3.)
Now we fix J ⊂ I ⊂ S. In this section, we will build on the results of Sect.
7.3 to obtain a relationship between the adjoint functors (J,I ,J,I ) and
translation functors for Rep(G). A summary of the categories and functors
we will work with in this section appears in Fig. 6.
Let us explain the notation used in this figure that has not been introduced
yet. First, on the right-hand side, for K ∈ {I, J } we denote by RepK (G) the
Serre subcategory ofRep(G) generated by the simple modules whose highest
weight belongs to X+ ∩Waff • (−ςK ). It is well known that this subcategory
is a direct summand in Rep(G), and we denote by
inK : RepK (G)→ Rep(G), prK : Rep(G)→ RepK (G)
the corresponding inclusion and projection functors respectively, or the
induced functors on derived categories. Note that in general RepK (G) is a
direct sum of several blocks of Rep(G), even when K = ∅; this is due
to the fact that we work with Waff and not with WCoxaff . More precisely,
for any ω ∈ W ◦aff we can consider the Serre subcategory RepK ,ω(G) of
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Rep(G) generated by the simple modules whose highest weight belongs to
X+∩WCoxaff ω•(−ςK ). Then eachRepK ,ω(G) is a direct summand inRep(G),
and RepK (G) is the direct sum of these subcategories.
We also consider the translation functors
T JI := pr J ◦
(
(−)⊗ L(ςI\J )
) ◦ inI : RepI (G)→ RepJ (G),
T IJ := pr I ◦
(
(−)⊗ L(ςI\J )∗
) ◦ inJ : RepJ (G)→ RepI (G).
For any ω ∈ W ◦aff , the restriction of T JI to RepI,ω(G) is the functor denoted
T ω•(−ςJ )ω•(−ςI ) in [34, §II.7.6], and the restriction of T
I
J toRepJ,ω(G) is the functor
denoted T ω•(−ςI )ω•(−ςJ ) in [34, §II.7.6].
In the left-hand side of the diagram, DbStein,−ςI\J (PJ ) denotes the full
triangulated subcategory of DbRep(PJ ) generated by objects of the form
V ⊗ k(−ςI\J ) with V ∈ DbStein(PJ ). The functors inc : DbStein(PJ ) →
DbRep(PJ ) and inc : DbStein,−ςI\J (PJ ) → DbRep(PJ ) are inclusion func-
tors.
Finally, the functors !J and !I are given by
!J = pr J ◦R IndGPJ ◦ inc ◦ ψJ and !I = pr I ◦R IndGPI ◦ inc ◦ ψI .
(8.2)
Later we will need the following easy lemma.
Lemma 8.1 For any K ⊂ S, the triangulated category DbStein(PK ) is gener-
ated by the objects of the form NK (λ − ςK ) with λ ∈ X+K + ςK , or by the
objects of the formMK (λ− ςK ) with λ ∈ X+K + ςK , or by the objects of the
form LK (λ− ςK ) with λ ∈ X+K + ςK .
Proof. Note that
((WK  X) • (−ςK )) ∩ X+K = {λ− ςK , λ ∈ X+K + ςK }.
Using this and [34, II.7.3(5)], we see that the three cases are equivalent; we
will prove the case of the objects LK (λ− ςK ).
By definition (see Sect. 6.1), DbStein(PK ) is generated as a triangulated cat-
egory by the objects of the form StK ⊗ For ṖKPK (LK (μ)) with μ ∈ X+K . Now
since StK is simple as an MK -module (see Sect. 3.2), by Steinberg’s tensor
product theorem (see [34, Proposition II.3.16]) we have




∼= LK ((− 1)ςK + μ),
and the claim follows. 
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8.2 String diagrams and commutative diagrams of adjoint pairs
It will be convenient to use the “string diagram” notation to carry out computa-
tions with natural transformations. The string diagrams in this section should
be read from top to bottom. We follow the usual convention that if p  q is an
adjoint pair of functors (with a fixed adjunction), then the unit η : id → qp




respectively. The most important rules for doing calculations with string dia-
grams are those coming from the unit-counit equations
εp ◦ pη = idp and qε ◦ ηq = idq











Suppose now that we have four categories A,A′,B,B′, with functors f :











There exists a bijection
Mor( f ′q, s f ) ∼−→ Mor(r f ′, f p) (8.5)
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The inverse map of (8.5) associates to φ : r f ′ → f p the morphism φ∨ :








The unit-counit relations (8.3) imply that the assignments θ → θ∧ and φ →
φ∨ are indeed inverse to one another.
These constructions satisfy the following property.





HomB( f pX, f Y )
(−)◦θ∧X
HomA′(X, qY ) HomB(r f ′X, f Y ),
where the bottom map is the composition
HomA′(X, qY )
f ′−→ HomB′( f ′X, f ′qY ) θY ◦(−)−−−−→ HomB′( f ′X, s f Y )
adj−→∼ HomB(r f
′X, f Y ).
Proof. Consider the diagram of Fig. 7 (where we simplify the notation, and
write e.g. θ for θY ◦ (−)). It follows from the definitions that each part of this
diagram is commutative, and the exterior square in this diagram is exactly the
diagram of the lemma. 
Definition 8.3 The diagram (8.4) is said to be a commutative diagram of
adjoint pairs if there exists an isomorphism θ : f ′q ∼−→ s f such that
θ∧ : r f ′ → f p is also an isomorphism.
Of course, the condition in Definition 8.3 is equivalent to requiring that
there be an isomorphism φ : r f ′ → f p such that φ∨ : f ′q → s f is also
an isomorphism. The following easy observation (which is standard and was
already implicitly used in the proof of Theorem 7.2) says that Definition 8.3
is easy to satisfy when f and f ′ are equivalences.
Lemma 8.4 In diagram (8.4), suppose f and f ′ are equivalences of cate-
gories. If θ : f ′q → s f is an isomorphism, then θ∧ : r f ′ → f p is an
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Hom(f qpX, f qY )
η








Hom(f X, f qY ) θ Hom(f X, sfY )
adj
∼ Hom(rf X, fY ).
Fig. 7 Hom-spaces for Lemma 8.2
isomorphism as well. Similarly, if φ : r f ′ → f p is an isomorphism, then so
is φ∨ : f ′q → s f .
Proof. This statement can be deduced fromLemma8.2 and theYoneda lemma.
Alternatively, one can argue using string diagrams as follows. If θ is an iso-
morphism, then the following two natural transformations (whose construction
uses the natural adjunctions f −1  f and f ′−1  f ′) are isomorphisms as







The former is obtained by composing θ∧ with the isomorphisms id → f ′ f ′−1
and f −1 f → id, so θ∧ is an isomorphism. The argument for φ and φ∨ is
similar. 
In the following lemma, we do not assume that f and f ′ are equivalences.
Lemma 8.5 Suppose that (8.4) is a commutative diagram of adjoint pairs.
Then f takes the counit for the adjoint pair p  q to the counit for the
adjoint pair r  s. More precisely, there exists an isomorphism of functors
f pq
∼−→ rs f such that, for any X ∈ A, the diagram
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Proof. Let θ be as inDefinition8.3, and consider the isomorphism f (pq(X))
∼−→
rs( f (X)) given by
f (pq(X))
(θ∧q(X))−1−−−−−→ r f ′q(X) r(θX )−−−→ rs( f (X)).
Then the lemma follows from the claim that




r f ′ q
θ
f
which follows immediately from the definition of θ∧ and the rules in (8.3).

8.3 More natural transformations











The unit for the adjoint pair ForPIPJ  R Ind
PI
PJ
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which is easily seen to be an isomorphism. Similarly, consider the triangle









The counit for the adjoint pair ForPIPJ  R Ind
PI
PJ







Pasting these two triangles,we alsohave anatural isomorphism inc ◦R IndPIPJ
∼−→






The following lemma follows directly from the zigzag relation for the adjunc-




Lemma 8.6 The composition
inc ◦ R IndPIPJ




(8.7)−−→ R IndPIPJ ◦ inc










Throughout this section, functors like (−)⊗k(ςI\J ) and (−)⊗L(ςI\J )∗will
often be denoted simply by k(ςI\J ) and L(ςI\J )∗, respectively. The functors
(−)⊗ k(ςI\J ) and (−)⊗ k(−ςI\J ) commute with the appropriate inclusion
functors. These commutativity isomorphisms will be denoted by diagrams of
the form
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The “transitivity” isomorphism R IndGPI ◦ R Ind
PI
PJ
∼= R IndGPJ (see (2.5)) will
be denoted by












Lastly, we have a canonical isomorphism of PJ -modules
k(ςI\J )∗ ∼= k(−ςI\J ).
Let us fix a nonzero (surjective) map of PJ -modules
L(ςI\J )→ k(ςI\J ); (8.11)
then by duality we deduce a nonzero (injective) map
k(−ςI\J )→ L(ςI\J )∗. (8.12)
We define a natural transformation




L(ςI\J )∗ R IndGPJ
by
R IndGPJ (M ⊗ k(−ςI\J ))→ R IndGPJ (M ⊗ L(ςI\J )∗)
∼−→ R IndGPJ (M)⊗ L(ςI\J )∗,
where the first morphism is induced by (8.12) and the second one by the tensor
identity.
We likewise define
δ : L(ςI\J ) ◦ R IndGPJ → R IndGPJ ◦ k(ςI\J ) or
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by
R IndGPJ (M)⊗ L(ςI\J )
∼−→ R IndGPJ (M ⊗ L(ςI\J ))
→ R IndGPJ (M ⊗ k(ςI\J )),
where the second morphism is induced by (8.11).
8.4 Natural transformations related to induction












matches the pattern of (8.4), so that the following lemma makes sense.
Lemma 8.7 We have δ = γ ∧ and γ = δ∨. In other words,


















L(ςI\J )∗ R IndGPJ
Proof. Unwinding the definition of γ ∧, we encounter the composition
L(ςI\J )→ k(ςI\J ) ⊗ k(−ςI\J )⊗ L(ςI\J )→
k(ςI\J ) ⊗ L(ςI\J )∗ ⊗ L(ςI\J )→ k(ςI\J ),
where the first and last maps come from adjunction, and the second one is
induced by (8.12). It is easy to see that this composition is equal to the map
in (8.11). It follows that γ ∧ = δ. The second equality follows, since (−)∨ is
inverse to (−)∧. 
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Lemma 8.8 For any M ∈ DbStein(PI ), the natural adjunction maps
R IndGPI (incM)→ inI pr I R IndGPI (incM),
inI pr I R Ind
G
PI (incM)→ R IndGPI (incM)
are isomorphisms.
Proof. This statement is equivalent to saying that for any M ∈ DbStein(PI ),
the object R IndGPI (incM) belongs to D
bRepI (G), or equivalently that its
cohomology objects belong toRepI (G). Using Lemma 8.1, it suffices to prove
this claim for the objectsNI (w•(−ςI ))withw ∈ WI X andw•(−ςI ) ∈ X+I .
In this case, using Kempf’s vanishing theorem (see [34, Proposition II.4.5])
and (2.5) we have
R IndGPI (incM)
∼= R IndGPI (R IndPIB (k(w • (−ςI ))))
∼= R IndGB (k(w • (−ςI ))).
Then [34, II.7.3(5)] implies that this object indeed belongs to DbRepI (G),
and the claim is proved. 
Lemma 8.9 The natural transformation
pr I γ inc : pr I ◦ R IndGPJ ◦ k(−ςI\J ) ◦ inc→ pr I ◦ L(ςI\J )∗ ◦ R IndGPJ ◦ inc
of functors from DbStein(PJ ) to D
bRepI (G) is an isomorphism.
Proof. Using again Lemma 8.1, it suffices to prove that this morphism is an
isomorphismwhen applied to any objectNJ (λ−ςJ )withλ ∈ X+J +ςJ . In this
case, the argument is closely modeled on the proof of [34, Proposition II.7.11].
Let Q be the cokernel of the map (8.12). Then there is a distinguished triangle
R IndGPJ (NJ (λ− ςJ )⊗ k(−ςI\J ))
γNJ (λ−ςJ )−−−−−−→ R IndGPJ (NJ (λ− ςJ ))⊗ L(ςI\J )∗
→ R IndGPJ (NJ (λ− ςJ )⊗ Q)
[1]−→,
so that to concludewe only have to show that prI R Ind
G
PJ
(NJ (λ−ςJ )⊗Q) =
0. Since (as in the proof of Lemma 8.8), R IndGPJ (NJ (λ − ςJ ) ⊗ Q) ∼=
R IndGB (k(λ− ςJ )⊗ Q), we have reduced the problem to showing that
pr I R Ind
G
B (k(λ− ςJ )⊗ Q) = 0. (8.13)
123
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Let ν be a weight of L(ςI\J )∗, and assume that −ςJ + ν ∈ Waff • (−ςI ).
Then we must have −ςJ + ν ∈ WCoxaff • (−ςI ). Indeed, write
−ςJ + ν = (wtμ) • (−ςI ) = w(μ− ςI + ρ)− ρ
where w ∈ W and μ ∈ X. Then we have
w(μ) = −ςJ + ν + w(ςI )− w(ρ)+ ρ.
Here it is easily checked that the right-hand side belongs to Z; so w(μ)
belongs to Z ∩ X = Z. (Here the equality follows from the fact that
X/Z has no -torsion since  > h.) This implies that w(μ) ∈ Z, hence
that μ ∈ Z, and finally that wtμ ∈ WCoxaff , as claimed.
According to [34, Lemma II.7.7], we must have ν = −wςI\J for some
w ∈ W , and−ςJ+ν = w′•(−ςI ) for somew′ ∈ WCoxaff such thatw′•(−ςJ ) =−ςJ . By (8.1), the latter implies that w′ ∈ WJ , so w′ • (−ςI ) ∈ −ςI +ZJ .
To summarize, we have that
− wςI\J ∈ −ςI + ςJ + ZJ = −ςI\J + ZJ . (8.14)
Assume that w was chosen to have minimal length, and choose a reduced
expression w = s1 · · · sr . Since −ςI\J is antidominant, we have
−ςI\J ≺ −srςI\J ≺ −sr−1srςI\J ≺ · · · ≺ −wςI\J ,
where ≺ is the standard order on X associated with our choice of positive
roots (see Sect. 9.3 below). Write −wςI\J + ςI\J as ∑s∈S nsαs . Here each
ns is a nonnegative integer; it is strictly positive if s occurs at least once in the
product s1 · · · sr . If w = 1, then at least one simple reflection not in J must
occur, sinceWJ stabilizes−ςI\J for the standard action. So ifw = 1, we have
−wςI\J + ςI\J /∈ ZJ , contradicting (8.14).
We conclude that w = 1, i.e., that the only weight ν of L(ςI\J )∗ such that
−ςJ + ν ∈ Waff • (−ςI ) is ν = −ςI\J . In other words, if ν is any weight of
Q, then −ςJ + ν /∈ Waff • (−ςI ), and hence
λ− ςJ + ν /∈ Waff • (−ςI ).
Then (8.13) follows from this by [34, II.7.3(5)]. 
Lemma 8.10 The natural transformation
pr J δ For
PI
PJ
: pr J ◦ L(ςI\J ) ◦ R IndGPJ ◦ ForPIPJ →
pr J ◦ R IndGPJ ◦ k(ςI\J ) ◦ ForPIPJ
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of functors from DbStein(PI ) to D
bRepJ (G) is an isomorphism.
Proof. By adjunction, and since N(ςI\J ) = IndGPI (NI (ςI\J )), there exists a
canonical morphism ForGPI (N(ςI\J ))→ NI (ςI\J ). Moreover this morphism
is surjective (see e.g. [20, Theorem 3.1.1] for a much more general statement).
Composing with the embedding L(ςI\J ) ↪→ N(ςI\J ) and with a morphism of
PJ -modulesNI (ςI\J )→ k(ςI\J ), we see that (8.11) factors as a composition
L(ςI\J )→ NI (ςI\J )→ k(ςI\J ). (8.15)
Now, consider the functor
(−)⊗ NI (ςI\J ) : DbRep(PI )→ DbRep(PI ).
Using the morphisms in (8.15) in place of (8.11), we can define two natural
transformations




δ′′ : L(ςI\J ) ◦ R IndGPI → R IndGPI ◦ NI (ςI\J )
that are analogous to δ. These transformations are related to δ by












Thus, the lemma will follow if we can show that the following two natural
transformations are isomorphisms:
δ′ ForPIPJ : NI (ςI\J ) ◦ R Ind
PI
PJ
◦ ForPIPJ → R Ind
PI
PJ






: pr J ◦ L(ςI\J ) ◦ R IndGPI ◦ R IndPIPJ ◦ For
PI
PJ








(V ))⊗ NI (ςI\J ) ∼= V ⊗ R IndPIPJ k(ςI\J )
∼= R IndPIPJ (For
PI
PJ
(V )⊗ k(ςI\J ))
123
Reductive groups, loop Grassmannian, Springer resolution 379
by the tensor identity. On the other hand, because the morphism




induced by the counit is an isomorphism, we see that (8.17) is an isomorphism
if and only if
pr J δ
′′ inc : pr J ◦ L(ςI\J ) ◦ R IndGPI ◦ inc→ pr J ◦ R IndGPI ◦NI (ςI\J ) ◦ inc
(8.18)
is an isomorphism. We will prove this by an argument similar to that in the
proof of Lemma 8.9. LetC be the cone of ourmorphism L(ςI\J )→ NI (ςI\J ).
For V ∈ DbRep(PI ), we have a distinguished triangle
R IndGPI (V )⊗ L(ςI\J )
δ′′V−→ R IndGPI (V ⊗ NI (ςI\J ))
→ R IndGPI (V ⊗ C)
[1]−→ .
Hence, for a given V , pr J δ
′′




C) = 0. Using Lemma 8.1, we see that to prove that (8.18) is an isomorphism,
it suffices to show that




B (k(λ− ςI ))⊗ C) ∼= pr J R IndGB (k(λ− ςI )⊗ C)
vanishes for any λ ∈ X+I + ςI .
We have Hi (C) = 0 unless i ∈ {−1, 0}, and moreover any weight ν of
H−1(C) or H0(C) lies in theW -orbit of a dominant weight ν+ which satisfies
ν+  ςI\J (since ν is a weight of N(ςI\J )). Hence, by [34, Lemma II.7.7]
and the same arguments as in the proof of Lemma 8.9, if ν is such a weight
and if −ςI + ν ∈ Waff • (−ςJ ), then we have ν = wςI\J for some w ∈ W ,
and−ςI + ν = w′ • (−ςJ ) for somew′ ∈ WCoxaff such thatw′ • (−ςI ) = −ςI .
By (8.1) we have w′ ∈ WI ; then, in analogy with (8.14), we deduce that
wςI\J ∈ ςI\J + ZI .
Reasoning similar to that which followed (8.14) now shows that w must lie
in WI . However, our morphism L(ςI\J ) → NI (ςI\J ) is an isomorphism on
the weight space of weight ςI\J , and hence also on any weight space whose
weight is in WI (ςI\J ), so no such weight can appear in H−1(C) or H0(C).
To summarize, if ν is any weight of a cohomology object of C , then−ςI +
ν /∈ Waff • (−ςJ ), and hence λ− ςI + ν /∈ Waff • (−ςJ ). By [34, II.7.3(5)],
we conclude that pr J Ind
G
B (k(λ− ςI\J )⊗ C) = 0, as desired. 
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8.5 Natural transformations related to the formality theorem
According to Proposition 7.5, there exists a natural isomorphism
α : ψI ◦J,I ∼−→ R IndPIPJ ◦ k(−ςI\J ) ◦ ψJ ,






Consider the two functors Dfg
ṖI
(	I ) → DbRep(PJ ) given by M →
ForPIPJ (ψI (M)) ⊗ k(ςI\J ) and M → inc(ψJ (J,I (M))). We define a nat-
ural transformation
β : k(ςI\J ) ◦ ForPIPJ ◦ ψI → inc ◦ ψJ ◦J,I
by








(R IndPIPJ (ψJ (
J,I (M))⊗ k(−ςI\J )))⊗ k(ςI\J )
→ ψJ (J,I (M))⊗ k(−ςI\J )⊗ k(ςI\J ) ∼−→ ψJ (J,I (M)),
where the first, third and fourth morphisms are induced by adjunction. Graph-
ically, this means that




k(ςI\J ) ForPIPJ ψI
α
inc ψJ J,I
8.6 Study of β for a minimal parabolic
In this subsection, we assume that J = ∅ and I = {s}. Our goal is to prove
the following statement.
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Proposition 8.11 Assume that J = ∅ and that I = {s} for some s ∈ S. The
natural transformation
R IndPsB β : R IndPsB ◦ k(ςs) ◦ ForPsB ◦ ψ{s} → R IndPsB ◦ inc ◦ ψ∅ ◦∅,{s}
is an isomorphism.
For the proof of this proposition we will use the following simplified nota-
tion:
ψ := ψ∅, 	 := 	∅, s := ∅,{s},
ψs := ψ{s}, 	s := 	{s}, s := ∅,{s}.
We will need some preliminary lemmas concerning the object
Ys = s(k) ∼= (		s)⊗ kḂ(ςs) ∈ DfgḂ (	).
(See Sect. 2.2 for the definition of the quotient 		s .) It is easy to see from
the definition of s that for any V ∈ Rep(Ṗs) (regarded as a Ṗs-equivariant
	s-module, as in Sect. 5.3), there is a canonical isomorphism
s(V ) ∼= Ys ⊗ V .
(Here and below, we omit the functor For Ṗs
Ḃ
.) Note that		s is isomorphic to
the exterior algebra on the 1-dimensional space ṅ/ṅs ∼= k(−αs). We therefore
have






kḂ(ςs)⊗ V if i = 0;
kḂ(ςs − αs)⊗ V if i = −1;
0 otherwise.
In particular, we have a truncation homomorphism
τ : Ys ⊗ V → kḂ(ςs)⊗ V .
Lemma 8.12 Theobjectψ(Ys⊗V ) ∈ DbStein(B) is isomorphic to the following
chain complex concentrated in degrees −1 and 0, where f is the map defined
in Lemma 3.8 (and were we omit the functor For ṖsB ):
· · · → 0→ Sts⊗kB(ςs−αs)⊗V f⊗idV−−−−→ Sts⊗kB(ςs)⊗V → 0 · · · . (8.20)
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Proof. Recall from (6.1) that we have ψ(Ys ⊗ V ) ∼= ψ(Ys)⊗ V . Therefore, it
suffices to prove the lemma in the special casewhere V is the trivial Ṗs-module.
Consider the truncation distinguished triangle
Ys
τ−→ kḂ(ςs)
ζ−→ kḂ(ςs − αs)[2]
[1]−→ .
The object Ys is certainly indecomposable (because it is indecomposable as a
	-module), so the connecting morphism ζ is nonzero. Therefore, ψ(ζ ) is a
nonzero element of Ext2B(kB(ςs),kB(ςs−αs)). By Lemma 5.8,ψ(ζ )must
be a nonzero scalarmultiple of the element θ ∈ Ext2B(kB(ςs),kB(ςs−αs))
constructed in Lemma 3.8. It follows that the cone of θ is isomorphic to the
cone ofψ(ζ ). The cone of θ is given by the chain complex (8.20) (with V = k),
while the cone of ψ(ζ ) is ψ(Ys). 
Lemma 8.13 For any simple module V ∈ Rep(Ṗs), the composition
V
η−→ ss(V ) s(τ )−−−→ s(kḂ(ςs)⊗ V ) (8.21)
(where η is the adjunction morphism) is an isomorphism.
Proof. It is easy to see from the definition that s(kḂ(ςs)⊗ V ) ∼= V . Since
V is simple by assumption, we need only show thats(τ ) ◦ η is nonzero. But









induced by adjunction; hence it is indeed nonzero. 
We are now ready to prove Proposition 8.11.
Proof of Proposition 8.11 By the samearguments as in theproof ofLemma5.4,
the category Dfg
Ṗs
(	s) is generated by the simple Ṗs-modules V , regarded as
Ṗs-equivariant 	s-dg-modules with trivial 	s-action. Hence we can fix such
a V , and it suffices to show that R IndPsB βV is an isomorphism. Applying ψs
to the maps in (8.21), and using the natural transformation α, we obtain the
commutative diagram





s(V )⊗ k(−ςs)) R IndPsB (ψ(kḂ(ςs)⊗ V )⊗ k(−ςs)).
(8.22)
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For brevity, we introduce the notation
QV := ψs(V )⊗ kB(−ςs).
According to Lemma 8.12, QV can be identified with a chain complex
Sts ⊗ k(−αs)⊗ V → Sts ⊗ V
concentrated in degrees −1 and 0.
We also have ψ(kḂ(ςs) ⊗ V ) ∼= kB(ςs) ⊗ V , so from (8.22) we obtain
the maps
ψs(V )→ R IndPsB (QV )→ R IndPsB (kB((− 1)ςs)⊗ V ).
By Lemma 8.13, the composition of these two maps is an isomorphism. Next,




B → id, we obtain the com-
mutative diagram








B (kB((− 1)ςs)⊗ V )
QV kB((− 1)ςs)⊗ V .
(8.23)
Note that R IndPsB (kB((− 1)ςs)⊗ V ) ∼= Sts ⊗ V by the tensor identity and
Kempf’s vanishing theorem. Hence the right-hand vertical arrow identifies
with a surjective map ForPsB (Sts ⊗ V )  kB((− 1)ςs)⊗ V .
Let Q′V = QV ⊗ k(ςs). Tensoring (8.23) with k(ςs), we obtain a sequence
of maps
ForPsB ψs(V )⊗ k(ςs)
βV−→ Q′V → kB(ςs)⊗ V, (8.24)
where thefirstmap is inducedby the natural transformationβ. The composition
of these twomaps is again surjective. Now apply R IndPsB to obtain the diagram
R IndPsB (For
Ps
B ψs(V )⊗ k(ςs))
R IndPsB βV−−−−−−→ R IndPsB Q′V → R IndPsB (kB(ςs)⊗ V ). (8.25)
Recall that ψs(V ) ∼= Sts ⊗ V , so the first term above is isomorphic to
R IndPsB (Sts ⊗ k(ςs) ⊗ V ). Next, Q′V is given by a chain complex of the
form
· · · → 0→ Sts ⊗ k(ςs − αs)⊗ V → Sts ⊗ k(ςs)⊗ V → 0→ · · · ,
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prJ R IndGPJ inc ψJ ΘJ,I
Fig. 8 Natural transformations for Theorem 8.16
with nonzero terms in degrees−1 and 0. Since R IndPsB (Sts⊗k(ςs−αs)⊗V ) ∼=
Sts⊗R IndPsB k(ςs−αs)⊗V = 0,we can identify the second term in (8.25)with
R IndPsB (Sts ⊗k(ςs)⊗ V ) as well. By Proposition 3.11(2) and the surjectivity
of the composition in (8.24), the composition of the two maps in (8.25) is
surjective. Then Proposition 3.11(3) tells us that the first map must be an
isomorphism, as desired. 
8.7 Main result
Recall the definition of the functors !I and !J in (8.2). We define natural
transformations
θ : !I ◦J,I → T IJ ◦!J and φ : T JI ◦!I → !J ◦J,I
by the diagrams in Fig. 8. (The dotted boxes in that figure have no significance
for the definition of θ and φ, but they appear in the proof of the next lemma.)
Lemma 8.14 (1) The natural transformation θ is an isomorphism.
(2) If J = ∅ and I = {s}, then φ is an isomorphism.
Proof. The large diagrams in Fig. 8 are mostly assembled from constituents
that are already known to be isomorphisms, such as those from (8.6), (8.9),
(8.10), and (8.19). To complete the proof, we must check that each region
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enclosed in dotted lines is an isomorphism (under the appropriate assump-
tions).
In the definition of θ , the two such regions are isomorphisms by Lemmas 8.8
and 8.9. In the definition ofφ, the two upper regions are isomorphisms byLem-
mas 8.8 and 8.10. For the lower one, we must add the assumption that J = ∅
and I = {s}, and then invoke Proposition 8.11. 
Recall (see Sect. 7.3) that the functor J,I is naturally left adjoint to J,I .
On the other hand, since the functor T JI and T
I
J are built from functors which
are naturally (bi)adjoint, T JI is naturally left adjoint to T
I
J . Therefore, the
following lemma makes sense.
Lemma 8.15 We have φ = θ∧ and θ = φ∨.
Proof. Since the operations (−)∧ and (−)∨ are inverse to each other, the two
equalities are equivalent; so we need only prove the first one. Unpacking the
definitions, this equality is equivalent to















Now this equality is a straightforward consequence of the definitions,
Lemma 8.6, Lemma 8.7, and the usual rules for manipulating string diagrams.

Combining Lemma 8.14 and Lemma 8.15 in the special case where J = ∅
and I = {s}, we obtain the following statement, which is the main result of
this section.
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Remark 8.17 It will follow from Theorem 10.7 below that the functors !K
are equivalences of categories. Once this is known, the general case of Theo-
rem 8.16 (for any pair J ⊂ I ) will follow from Lemma 8.4.
Applying Lemma 8.5 in this special case we deduce the following corollary,
which is the result we will use later in the paper.
Corollary 8.18 Let s ∈ S. There exists an isomorphism of functors
!∅ ◦∅,{s} ◦∅,{s} ∼−→ T∅{s} ◦ T {s}∅ ◦!∅
such that for any X in Dfg
Ḃ
(	) the following diagram commutes, where the
vertical arrow is induced by our isomorphism of functors and the other arrows
are induced by adjunction:
!∅ ◦∅,{s} ◦∅,{s}(X)

T∅{s} ◦ T {s}∅ ◦!∅(X) !∅(X).
Remark 8.19 The vertical arrows in Theorem 8.16 are actually biadjoint pairs:
there are also adjunctions ∅,{s}  ∅,{s} and T∅{s}  T {s}∅ . This raises two
questions:
(1) Is the diagram in Theorem 8.16 a commutative diagram of adjoint pairs
for the adjunctions∅,{s}  ∅,{s} and T∅{s}  T {s}∅ ? Concretely, consider
the isomorphism θ−1 : T {s}∅ ◦ !∅ → !{s} ◦ ∅,{s}. This question asks
whether the morphism
(θ−1)∨ : !∅ ◦∅,{s} → T∅{s} ◦!{s}
is an isomorphism. It is difficult to answer this question with explicit string
diagram calculations,mainly because it is difficult to draw a string diagram
for θ−1. (The problem is that the definition of θ involves morphisms, such
as γ , that are not isomorphisms.) However, we will see later that !∅ and
!{s} are equivalences of categories. Lemma8.4will then tell us that (θ−1)∨
is indeed an isomorphism.
(2) Is it true that (θ−1)∨ = φ−1? Starting from Theorem 8.16, there are
in fact two ways to make a commutative diagram of adjoint pairs for
∅,{s}  ∅,{s} and T∅{s}  T {s}∅ : we can either look at θ−1 and (θ−1)∨ as
above, or at φ−1 and (φ−1)∧. These are a priori different; if they happen
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Reductive groups, loop Grassmannian, Springer resolution 387












∅ (!∅(M)) ε !∅(M).
We do not know the answer to this question.
9 Cotangent bundles of partial flag varieties
9.1 Springer resolutions
For any I ⊂ S, we set
˜NI := Ġ ×ṖI ṅI .
This variety is endowed with a natural Ġ-action, and is isomorphic to the
cotangent bundle to Ġ/ṖI . When I = ∅ we simplify the notation to ˜N ; in
this case the variety is nothing but the usual Springer resolution of the nilpotent
cone.
Remark 9.1 If one replaces ṅI by (ġ/ṗI )∗ in the definition of ˜NI , then the
results of the present section hold for any reductive group Ġ with simply
connected derived subgroup in any characteristic. (Under our assumptions, it
is well known that the Killing form induces an isomorphism of ṖI -modules
ṅI ∼= (ġ/ṗI )∗.)
We let Gm act on ṅI by z · x = z−2x . This induces an action on ˜NI that
commutes with the left multiplication action of Ġ, so one can consider the
category CohĠ×Gm(˜NI ). As in Sect. 4.1, we will denote by
〈1〉 : CohĠ×Gm(˜NI ) ∼−→ CohĠ×Gm(˜NI )
the functor of tensoring with the tautological Gm-module of dimension 1. We
will use a similar convention for all varieties endowed with a Gm-action to be
encountered below.
Remark 9.2 The convention for the definition of 〈1〉 used in the present paper
is the same as in [47,48], but is opposite to the convention used in [6].
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Throughout this section, to simplify notation we set
dI := dim(Ġ/ṖI ) = dimk(ṅI ) = |+| − |+I |, nI := |+I | = dim(ṖI /Ḃ).
For any ṖI -module V , we denote byLĠ/ṖI (V ) the associated Ġ-equivariant
vector bundle on Ġ/ṖI (see [34, §I.5.8]). We also denote by L˜NI (V ) the
pullback ofLĠ/ṖI (V )under the natural projection ˜NI → Ġ/ṖI . This coherent
sheaf has a natural Ġ × Gm-equivariant structure. When V = kṖI (λ) for
some λ ∈ X which induces a character of ṖI , we write O˜NI (λ) instead of
L
˜NI (kṖI (λ)).
For λ ∈ X+I ⊂ X we denote by
ṀI (λ), ṄI (λ), L̇I (λ)
theWeyl, dualWeyl, and simple ṀI -modules of highest weightλ, respectively.
We will also consider these ṀI -modules as ṖI -modules via the surjection
ṖI  ṀI . Using these modules we can consider the Ġ × Gm-equivariant
coherent sheaves
L
˜NI (ṀI (λ)), L˜NI (ṄI (λ)), L˜NI (L̇I (λ))
on ˜NI .
Below we will use the following lemma, whose proof can be easily adapted
from the proof of [1, Corollary 5.9]. (Of course, in this statement ṄI (λ) could
have been replaced by ṀI (λ) or by L̇I (λ).)
Lemma 9.3 The category DbCohĠ×Gm(˜NI ) is generated, as a triangulated
category, by the objects L
˜NI (ṄI (λ))〈i〉 for λ ∈ X+I and i ∈ Z.
9.2 Induction and restriction functors
If J ⊂ I ⊂ S, we set
˜NJ,I := Ġ ×ṖJ ṅI .
For any ṖJ -module M , as above we can consider the vector bundle L˜NJ,I (M)
obtained by pulling back the vector bundle LĠ/ṖJ (M) under the projec-
tion ˜NJ,I → Ġ/ṖJ . We use the same convention as above for the notation
O
˜NJ,I (λ).
The inclusion map eJ,I : ṅI ↪→ ṅJ induces an inclusion map
eJ,I : ˜NJ,I ↪→ ˜NJ .
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On the other hand, there is a smooth, proper map
μJ,I : ˜NJ,I → ˜NI
whose fibers are isomorphic to ṖI /ṖJ . Define a pair of functors
J,I : DbCohĠ×Gm(˜NJ )→ DbCohĠ×Gm(˜NI ),
J,I : DbCohĠ×Gm(˜NI )→ DbCohĠ×Gm(˜NJ ),
by
J,I (F) = μJ,I∗e∗J,I (F ⊗O˜NJ (−ςI\J )),
J,I (F) = eJ,I∗μ∗J,I (F)⊗O˜NJ (ςI\J − 2ρI + 2ρJ )〈dI − dJ 〉.
In the special case where J = ∅, we denote these functors simply byI and
I . When I = {s} for some s ∈ S, we further simplify {s} and {s} to s
and s .
For λ,μ ∈ X+I , we have
I (O˜N (μ+ ςI )) ∼= L˜NI (ṄI (μ)), (9.1)
I (L
˜NI (ṄI (λ)))
∼= e∅,I∗L˜N∅,I (ṄI (λ)⊗ kḂ(ςI − 2ρI ))〈−nI 〉. (9.2)
(Here (9.2) follows directly from the definitions, and (9.1) can be deduced
from [34, I.5.18(5)].)On the other hand, ifμ ∈ −X+I , then from [34, II.4.2(10)]
one can deduce that
I (O˜N (μ+ ςI − 2ρI )) ∼= L˜NI (ṀI (wIμ))[−nI ]. (9.3)
Lemma 9.4 The functorJ,I has a left adjoint given byJ,I 〈dI − dJ 〉[dI −
dJ ] and a right adjoint given by J,I 〈dJ − dI 〉[dJ − dI ].
Proof. In this proof, for brevity we set r = dI − dJ . The canonical bundle of
ṖI /ṖJ is isomorphic to the line bundle corresponding to the ṖJ -representation
∧top
(ṗI /ṗJ )
∗ ∼= kṖJ (2ρJ−2ρI ). SinceμJ,I is a smoothmorphismwith fibers
isomorphic to ṖI /ṖJ , we have
μ!J,I (−) ∼= μ∗J,I (−)⊗O˜NJ,I O˜NJ,I (2ρJ − 2ρI )[−r ].
Next, the canonical bundle of ṅJ is isomorphic toOṅJ ⊗kṖJ (2ρ−2ρJ )〈2dJ 〉,
and likewise for ṅI . Themap eJ,I : ṅI → ṅJ is an inclusion of one smooth vari-
ety in another, and it follows that e!J,I (−) ∼= e∗J,I (−)⊗OṅI
(
OṅI ⊗kṖJ (2ρJ −
2ρI )〈2r〉[r ]
)
. We deduce that
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e!J,I (−) ∼= e∗J,I (−)⊗O˜NJ,I O˜NJ,I (2ρJ − 2ρI )〈2r〉[r ]
∼= e∗J,I (−⊗O˜NJ O˜NJ (2ρJ − 2ρI ))〈2r〉[r ]. (9.4)
Now, the right adjoint to J,I is given by
F → eJ,I∗μ!J,I (F)⊗O˜NJ O˜NJ (ςI\J )∼= eJ,I∗μ∗J,I (F)⊗O˜NJ O˜NJ (ςI\J − 2ρI + 2ρJ )[−r ]
∼= J,I (F)〈−r〉[−r ].
On the other hand, if we rewriteJ,I as
J,I (F) ∼= μJ,I∗e!J,I (F ⊗O˜NJ (−ςI\J + 2ρI − 2ρJ ))〈−2r〉[−r ],
we see that its left adjoint is given by
F → eJ,I∗μ∗J,I (F)⊗O˜NJ (ςI\J − 2ρI + 2ρJ )〈2r〉[r ] ∼= J,I (F)〈r〉[r ],
as desired. 
Remark 9.5 Belowwe will mainly consider the case when J = ∅. In this case
we have d∅ − dI = nI , hence we obtain adjoint pairs (I 〈−nI 〉[−nI ],I )
and (I ,I 〈nI 〉[nI ]).
Lemma 9.6 Assume that K ⊂ J ⊂ I . Then there exist natural isomorphisms
K ,I ∼= J,I ◦K ,J and K ,I ∼= K ,J ◦J,I .
Proof. Let e′ : ˜NK ,I → ˜NK ,J be the inclusion map induced by eJ,I : ṅI →













The square in the upper-left part of this diagram is cartesian, and the vertical
maps are smooth, so there is a natural isomorphism e∗J,IμK ,J∗ ∼= μ′∗(e′)∗
(see [47, Proposition A.15(3)]). Therefore,
J,I (K ,J (F)) = μJ,I∗e∗J,I (μK ,J∗e∗K ,J (F ⊗O˜NK (−ςJ\K ))
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⊗O
˜NJ (−ςI\J ))∼= μJ,I∗e∗J,IμK ,J∗e∗K ,J (F ⊗O˜NK (−ςJ\K − ςI\J ))∼= μJ,I∗μ′∗(e′)∗e∗K ,J (F ⊗O˜NK (−ςI\K ))∼= μK ,I∗e∗K ,I (F ⊗O˜NK (−ςI\K )) ∼= K ,I (F).
The proof thatK ,I ∼= K ,J ◦J,I is similar. 
9.3 Hom-group calculations
In this subsection we fix a subset I ⊂ S.
In the next lemma we use the standard order on X defined by
λ  μ ⇔ μ− λ ∈ Z≥0+.











e∅,I∗O˜N∅,I (λ− 2ρI ),O˜N (λ)〈n〉[k]
) ∼=
{
k if n = 2nI and k = nI ;
0 otherwise.
Proof. In the special case where I = ∅, both of these statements are proved
in [6, Lemma 7.10] or [47, Lemma 2.6]. In the general case, the coherent sheaf
e∅,I∗O˜N∅,I (μ) admits a (Koszul) resolution by locally free coherent sheaves











for any i . In particular, each Fi admits a filtration whose subquotients are line
bundles O
˜N (ν)〈2i〉 with μ  ν  μ+ 2ρI .
Thus, if λ  μ+2ρI , then λ  ν for all weights ν as above. The special case
I = ∅ then implies that Hom(Fi ,O˜N (λ)〈n〉[k]) = 0 for all i , and part (1) of
the lemma follows.
Suppose now that λ = μ + 2ρI . The reasoning in the previous paragraph
still shows that Hom(Fi ,O˜N (λ)〈n〉[k]) = 0 for 0 ≤ i < nI , and hence that
there is a natural isomorphism
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Hom(FnI [nI ],O˜N (λ)〈n〉[k])
∼−→ Hom(e∅,I∗O˜N∅,I (λ− 2ρI ),O˜N (λ)〈n〉[k]).
Since FnI ∼= O˜N (μ + 2ρI )〈2nI 〉 ∼= O˜N (λ)〈2nI 〉, part (2) also follows from
the special case I = ∅ described above. 





˜NI (ṄI (μ)),L˜NI (ṄI (λ))〈n〉[k]
)
= 0.









k if n = k = 0,
0 otherwise.
Proof. In the special case where I = ∅, this lemma reduces to Lemma 9.7,
which, as we noted above, was proved in [6,47].
For general I , using (9.1), (9.2), and adjunction (see Remark 9.5), we find
that
Hom(L
˜NI (ṄI (μ)),L˜NI (ṄI (λ))〈n〉[k])
∼= Hom(L
˜NI (ṄI (μ)),I (O˜N (λ+ ςI )〈n〉[k]))
∼= Hom(e∅,I∗L˜N∅,I (ṄI (μ)⊗ kḂ(ςI − 2ρI ))〈−2nI 〉[−nI ],
O
˜N (λ+ ςI )〈n〉[k])
∼= Hom(e∅,I∗L˜N∅,I (ṄI (μ)⊗ kḂ(−2ρI ))〈−2nI 〉[−nI ],O˜N (λ)〈n〉[k]).
The sheaf e∅,I∗L˜N∅,I (ṄI (μ) ⊗ kḂ(−2ρI )) admits a filtration whose sub-
quotients have the form e∅,I∗O˜N∅,I (ν) with ν  μ − 2ρI . Thus, if
λ  μ, then λ  ν + 2ρI for all such ν. Lemma 9.7 then implies that
Hom(e∅,I∗L˜N∅,I (ṄI (μ) ⊗ kḂ(−2ρI ))〈2dI 〉[−dI ],O˜N (λ)〈n〉[k]) = 0, so
part (1) is proved.
Suppose now that λ = μ, and consider the surjective map
e∅,I∗L˜N∅,I (ṄI (λ)⊗ kḂ(−2ρI ))  e∅,I∗O˜N∅,I (λ− 2ρI ).
Its kernel is filtered by sheaves of the form e∅,I∗O˜N∅,I (ν) with ν ≺ λ− 2ρI ,
so Lemma 9.7 implies that the induced map
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Hom(e∅,I∗O˜N∅,I (λ− 2ρI )〈−2nI 〉[−nI ],O˜N (λ)〈n〉[k])
→ Hom(e∅,I∗L˜N∅,I (ṄI (μ)⊗ kḂ(−2ρI ))〈−2nI 〉[−nI ],O˜N (λ)〈n〉[k])
is an isomorphism. The left-hand side is described by Lemma 9.7, and then
part (2) of the present lemma follows. 
The same arguments as in the proofs of Lemmas 9.7 and 9.8 allow us to
deduce the following claim from [6, Lemma 7.10] or [47, Lemma 2.6].







˜NI (ṄI (μ)),L˜NI (ṄI (λ))〈n〉[k]
)
is finite-dimensional.
From Lemmas 9.3 and 9.9 we deduce in particular that the category
DbCohĠ×Gm(˜NI ) is of graded finite type in the sense of [14, §2.1.5].
9.4 Some orders on X
If λ ∈ X, we denote by wλ the shortest element in Wtλ ⊂ Waff . Then we
can define a new partial order on X by declaring that λ ≤ μ iff wλ precedes
wμ in the Bruhat order on Waff . The goal of this subsection is to prove some
properties of this order, and explain a construction of some refinements. (These
properties are well known, but we could not find any proof in the literature.)
Given λ ∈ X and I ⊂ S, we denote by domI (λ) the unique WI -translate
of λ which belongs to X+I . (When I = S, we write dom instead of domS .)
Given w ∈ W , we denote by min(wWI ), resp. max(wWI ), the minimal,
resp. maximal, element in wWI . Then we define a “Bruhat order” on W/WI
by declaring that
vWI ≤ wWI ⇔ min(vWI ) ≤ min(wWI ) ⇔ max(vWI ) ≤ max(wWI ).
(The equivalence between the two properties follows from [24, Lemma 2.2].)
For μ ∈ X, we denote by conv(μ) the intersection of the convex hull of
Wμ ⊂ R ⊗Z X with μ + Z, and set conv0(μ) := conv(μ)\Wμ. (This
definition agrees with that in [47], but differs slightly from [14], because we
take an intersection with a coset of the root lattice, rather than with the weight
lattice.) With this notation introduced, it is well known that for λ,μ ∈ X, we
have
λ ∈ conv(μ) ⇔ dom(λ)  dom(μ). (9.6)
The first property we will need is the following.
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Lemma 9.10 Let μ ∈ X and s ∈ S, and assume that μ ≺ sμ. Then μ < sμ.
Proof. Let ν = dom(μ), and let I = {t ∈ S | t (ν) = ν}. Let also v ∈ W
be the unique element such that v = min(vWI ) and μ = v(ν). Then by [47,
Lemmas 2.2 & 2.4], we havewμ = tνv−1, and (wμ) = (tν)−(v). The fact
that s(μ) # μ implies that 〈ν, v−1(α∨s )〉 < 0, hence that sv < v. By a remark
in [55, p. 86], this implies that sv = min(svWI ). Using again [47, Lemmas 2.2
& 2.4], we deduce that wsμ = tνv−1s = wμs and that (wsμ) > (wμ), so
that indeed sμ > μ. 
Corollary 9.11 Let I ⊂ S, and λ,μ ∈ X be such that WIλ = WIμ.
(1) If λ ∈ X+I , then μ ≤ λ.
(2) If λ ∈ −X+I , then μ ≥ λ.
Proof. We prove (1); the proof of (2) is completely analogous. Let w ∈ WI
be of minimal length such that μ = wλ. If w = s1 · · · sr is a reduced decom-
position, then we have
λ # srλ # sr−1srλ # · · · # wλ = μ.
Hence the claim follows by a repeated application of Lemma 9.10. 
The following lemma can probably be proved by combinatorial arguments,
but instead we rely on the geometry of affine Grassmannians; for this reason
we defer the proof to Sect. 11.1, where the necessary geometric background
will be introduced.
Lemma 9.12 (1) If λ,μ ∈ X+, then λ ≤ μ iff λ  μ.




wWI → w(λ) ,
the restriction of ≤ to Wλ corresponds to the inverse of the Bruhat order
on W/WI .
(3) If λ ≤ μ, then λ ∈ conv(μ).
Remark 9.13 It is assertedwithout proof in [14, p. 340] (and then subsequently
in [47]) that the orders ≤ and  coincide on each W -orbit in X. However,
comparing Lemma 9.12(2) with [22, Theorem 1.1], we see that this claim is
false in general.
From these properties, we deduce in particular the following fact.
Lemma 9.14 Let λ,μ ∈ X and I ⊂ S. If μ ∈ Wλ and μ ≤ λ, then
domI (μ) ≤ domI (λ).
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Proof. Let ν = dom(λ) = dom(μ), and let K := {s ∈ S | s(ν) = ν}.
Then as in Lemma 9.12(2) we have a natural bijection W/WK
∼−→ Wν. Write
λ = v1(ν) and μ = v2(ν), where v1 = min(v1WK ) and v2 = min(v2WK ).
Then, by Lemma 9.12(2), the fact that μ ≤ λ translates into the fact that
v1 ≤ v2.
Now, let v′1 be the minimal element in the double coset WIv1WK . Then
v′1(ν) ∈ WIλ. Now for any s ∈ S we have sv′1 > v′1, which implies
that 〈v′1(ν), α∨s 〉 ≥ 0. Since this holds for any s ∈ I , this proves that
v′1(ν) ∈ X+I , and finally that domI (λ) = v′1(ν). Moreover we clearly have
v′1 = min(v′1WK ). Similarly we have domI (μ) = v′2(ν), where v′2 is the
minimal element in WIv2WK , and v′2 = min(v′2WK ).
We can finally conclude. Since v1 ≤ v2, by [24, Lemma 2.2] we have
v′1 ≤ v′2. By Lemma 9.12(2), this implies that v′2(ν) ≤ v′1(ν), hence that
domI (μ) ≤ domI (λ), as stated. 
Below we will consider refinements ≤′ of the order ≤. We will usually
require that these refinements satisfy the following property:
λ ∈ conv0(μ) ⇒ λ ≤′ μ. (9.7)
In the rest of this subsection we explain how one can construct explicitly a
refinement of ≤ satisfying (9.7) and some extra useful properties related to a
choice of a subset I ⊂ S. More precisely, let us choose
• a total order ≤1 on X+ that refines the order  (or equivalently the order
≤, see Lemma 9.12(1)) and makes (X+,≤1) isomorphic to (Z≥0,≤);
• for each W -orbit of weights Wλ, a total order ≤2 on the set Wλ∩X+I that
refines the partial order induced by ≤; and
• for each λ ∈ X+I , a total order ≤3 on WIλ that refines the partial order ≤.
Then we define a total order ≤′ on X by setting






dom(λ) <1 dom(μ), or
dom(λ) = dom(μ) and domI (λ) <2 domI (μ), or
WIλ = WIμ and λ ≤3 μ.
Clearly, the ordered set (X,≤′) is isomorphic to (Z≥0,≤). A fortiori, the same
property holds for (X+I ,≤′).
Lemma 9.15 The order ≤′ refines ≤ and satisfies (9.7).
Proof. First, (9.7) is satisfied because if λ ∈ conv0(μ) then dom(λ) ∈
conv(dom(μ))\{dom(μ)}, so that dom(λ) <1 dom(μ) by (9.6) and our
choice of order ≤1, and then λ ≤′ μ by construction of ≤′.
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Now assume that λ ≤ μ. Then by Lemma 9.12(3) we have λ ∈ conv(μ).
If λ ∈ conv0(μ) then as seen above λ ≤′ μ. Otherwise we have λ ∈ Wμ.
By Lemma 9.14, since λ ≤ μ we have domI (λ) ≤ domI (μ). If domI (λ) <
domI (μ) then domI (λ) <2 domI (μ), hence λ ≤′ μ. Otherwise we have
domI (λ) = domI (μ), hence λ ≤3 μ and again λ ≤′ μ. 
It is clear that this order also satisfies the following properties:
μ ≤′ λ ⇒ domI (μ) ≤′ domI (λ); (9.8)
if μ <′ λ and WIλ = WIμ, then v1μ <′ v2λ for all v1, v2 ∈ WI . (9.9)
9.5 Standard and costandard exotic sheaves
In this subsection again we fix a subset I ⊂ S, and we let X+,regI ⊂ X+I be the
set of regular dominant weights for MI :
X+,regI = {λ ∈ X | 〈α∨s , λ〉 > 0 for all s ∈ I }.
We clearly have
X+,regI = X+I + ςI .
For λ ∈ X+,regI , we define
DbCohĠ×Gm(˜NI )≤λ
to be the full triangulated subcategory of DbCohĠ×Gm(˜NI ) generated by
objects of the form L
˜NI (ṄI (μ− ςI ))〈n〉 with μ ∈ X
+,reg
I , μ ≤ λ and n ∈ Z.
The subcategory
DbCohĠ×Gm(˜NI )<λ
is defined similarly. If ≤′ is a partial order refining ≤, we can likewise define
the subcategories DbCohĠ×Gm(˜NI )≤′λ and DbCohĠ×Gm(˜NI )<′λ.
In the next statement we denote by δλ the minimal length of an element
v ∈ W such that v(λ) is dominant.
Proposition 9.16 Choose a total order≤′ on X that refines≤, makes (X,≤′)
isomorphic to (Z≥0,≤), and which satisfies (9.7).
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For each λ ∈ X+,regI , there exist objects∇I (λ),I (λ) ∈ DbCohĠ×Gm(˜NI )
that are uniquely determined (up to isomorphism) by the following two prop-
erties:
(1) there exist distinguished triangles
F → L
˜NI (ṄI (λ− ςI ))〈−δλ − nI 〉[−nI ] → ∇I (λ)
[1]−→, (9.10)
I (λ)→ L˜NI (ṄI (λ− ςI ))〈−δλ − nI 〉[−nI ] → F ′
[1]−→ (9.11)
with F,F ′ ∈ DbCohĠ×Gm(˜NI )<′λ;
(2) we have
Hom(G,∇I (λ)) = Hom(I (λ),G) = 0
for all G ∈ DbCohĠ×Gm(˜NI )<′λ.
Proof. Lemma 9.8 guarantees that the objects L
˜NI (ṄI (λ − ςI ))〈−δλ −
nI 〉[−nI ] for λ ∈ X+,regI form a graded exceptional sequence with respect to
the partial order, in the sense of [14, §2.1.5] (see also [6, §8.1] or [47, §2.3]).
The objects ∇I (λ) are obtained by taking the ≤′-mutation of this exceptional
sequence, as in [14, Lemma 3], and the objects I (λ) form the dual graded
exceptional sequence, as in [14, Proposition 3]. 
Remark 9.17 (1) The assumption that ≤′ satisfies (9.7) is not necessary in
Proposition 9.16. However this property is used in the proof of certain
properties of the objects ∇I (λ) and I (λ) considered below.
(2) Let λ ∈ X+,regI , and let ∇′I (λ) be an object such that there exists a distin-
guished triangle
G → L
˜NI (ṀI (λ− ςI ))〈−δλ − nI 〉[−nI ]
f−→ ∇′I (λ)
with G ∈ DbCohĠ×Gm(˜NI )<′λ and such that
Hom(H,∇′I (λ)) = 0 for all H ∈ DbCohĠ×Gm(˜NI )<′λ. (9.12)
Then there exists an isomorphism ∇′I (λ) ∼= ∇I (λ). Indeed, since the cone
of the natural morphism L
˜NI (ṀI (λ− ςI ))→ L˜NI (ṄI (λ− ςI )) belongs
to DbCohĠ×Gm(˜NI )<′λ (see property (9.7)), (9.12) implies that the mor-
phism f factors through a morphism g : L
˜NI (ṄI (λ − ςI )) → ∇′I (λ).
And an easy argument with the octahedral axiom shows that the cone
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of g belongs to DbCohĠ×Gm(˜NI )<′λ, so that ∇′I (λ) satisfies the proper-
ties which characterize ∇I (λ). Of course, similar comments apply to the
objects I (λ).
The following important property follows from the general theory of
(graded) exceptional sequences (see [14, §2.1.5]).
Corollary 9.18 For any order ≤′ as in Proposition 9.16, we have
Hom(I (μ),∇I (λ)〈n〉[k]) ∼=
{
k if μ = λ and n = k = 0;
0 otherwise.
9.6 Study of the case I = ∅
In the special case where I = ∅, we omit the subscripts and simply write
∇(λ) = ∇∅(λ), (λ) = ∅(λ).
In this case, these objects have been studied extensively in [6,14,47]. (Our
normalization of these objects follows the conventions in [6,47] but is slightly
different from those of [14], where the shift 〈−δλ〉 is omitted.) The proposition
below summarizes the main properties we will need. This statement mentions
the category
DbCohĠ×Gm(˜N )conv0(λ),
defined as the full triangulated subcategory of DbCohĠ×Gm(˜N ) generated by
the objects O
˜N (μ)〈n〉 with μ ∈ conv0(λ).
Proposition 9.19 Let λ ∈ X, and let s ∈ S.
(1) The objects ∇(λ) and (λ) are independent of the choice of order ≤′ as
in Proposition 9.16.
(2) In the distinguished triangle
F → O
˜N (λ)〈−δλ〉 → ∇(λ) [1]−→,
we have F ∈ DbCohĠ×Gm(˜N )conv0(λ).
(3) If sλ = λ, then s(∇(λ)) = s((λ)) = 0.
(4) If sλ ≺ λ, there exist distinguished triangles
∇(sλ)〈−1〉[−1] → ss(∇(λ))〈−1〉[−1] ε−→ ∇(λ) [1]−→,
(λ)〈−1〉[−1] → ss((sλ))〈−1〉[−1] ε−→ (sλ) [1]−→,
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where the second morphism in both triangles is the counit for the adjunc-
tions〈−1〉[−1]  s .
(5) If sλ ≺ λ, then there exist isomorphisms
s(∇(sλ)) ∼= s(∇(λ))〈−1〉[−1],
s((sλ)) ∼= s((λ))〈1〉[1].
Proof. Part (1) is proved in [6, Proposition 8.5(1)] or [47, Remark 3.5], and
part (2) follows from [47, Lemma 3.1(3)–(4)] and the proof of [47, Proposi-
tion 3.8].
Let us now prove part (3). Standard arguments (involving in particular the
base change theorem) show that the functor s ◦ s is isomorphic to the
Fourier–Mukai transform associated with the kernel OYs (−ςs, ςs − αs)〈−1〉,
whereYs is the subvariety of ˜N× ˜N considered in [47, §3.1] (andwherewe fol-
low the notational conventions of [47]). Hence, using [47, Proposition 3.3(2)]
and the exact sequence [47, (3.2)] (in which ρ can be replaced by ςs ; see [52,
Lemma 1.5.1]), we obtain that if sλ = λ there exists a distinguished triangle
∇(λ)〈1〉 → ∇(λ)〈1〉 → ss(∇(λ)) [1]−→ . (9.13)
We have Hom
DbCohĠ×Gm (˜N )(∇(λ),∇(λ)) = k, hence the first morphism in
this triangle is either 0 or an isomorphism. If it is zero, then ss(∇(λ)) is
isomorphic to∇(λ)〈1〉⊕∇(λ)〈1〉[1]. This is absurd since∇(λ) has a nontrivial
restriction to the inverse image of the regular orbit in the nilpotent cone (as
follows e.g. from the proof of [47, Proposition 3.8]), whiles(F) has a trivial
restriction to this open subvariety for any F in DbCohĠ×Gm(˜Ns).
We have proved that the first arrow in (9.13) is an isomorphism. Hence we
have ss(∇(λ)) = 0. But the functor s does not kill any nonzero object,
since it is a composition of a smooth pullback with a pushforward under a
closed embedding. Hence indeed we have s(∇(λ)) = 0. The proof of the
fact thats((λ)) = 0 is similar, using [47, Proposition 3.6(1)] as the starting
point.
We now consider part (4). As above, from [47, Proposition 3.3(3)] and the
exact sequence [47, (3.2)] we deduce that there exists a distinguished triangle
∇(sλ)〈−1〉[−1] → ss(∇(λ))〈−1〉[−1] → ∇(λ) [1]−→ . (9.14)
The second arrow in this triangle is nonzero, since otherwise ∇(sλ) would
be decomposable, which would contradict the fact that Hom
DbCohĠ×Gm (˜N )
(∇(sλ),∇(sλ)) = k. Hence to conclude the proof in this case, we just need
to prove that
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) = 1. (9.15)
(Indeed, this will also prove that s(∇(λ)) is nonzero, and hence that the
morphism induced by adjunction forms a basis of this 1-dimensional vector
space.)
Since sλ ≺ λ, by Lemma 9.10 we have sλ < λ, and hence
Hom
DbCohĠ×Gm (˜N )(∇(sλ),∇(λ)〈n〉[k]) = 0
for any k, n ∈ Z, by definition of a (graded) exceptional sequence.
Thus, using the long exact sequence obtained by applying the functor
Hom






which implies (9.15) and finishes the proof in this case.
The case of the objects (λ) and (sλ) is very similar (using [47, Propo-
sition 3.6(1)]), and left to the reader.
Finally, we consider part (5). By (1), we can assume that the order ≤′
has been chosen as in Sect. 9.4, in terms of the subset I = {s}. Under this
assumption, wewill also consider the objects∇{s}(λ) and{s}(λ) (constructed
from the same order), and we will prove more precisely that
s(∇(sλ)) ∼= s(∇(λ))〈−1〉[−1] ∼= ∇{s}(λ), (9.16)
s((sλ)) ∼= s((λ))〈1〉[1] ∼= {s}(λ). (9.17)







0 if sμ = μ;
L
˜Ns (Ṅs(μ− ςs)) if sμ ≺ μ;
L
˜Ns (Ṁs(sμ− ςs))[−1] if sμ # μ.
Note that ifμ ∈ conv0(λ) = conv0(sλ), thenμ <′ λ and sμ <′ λ (see (9.7)).
Hence, using these isomorphisms, we see that applyings to the distinguished
triangle in (2) for both λ and sλ, we obtain distinguished triangles
G → L
˜Ns (Ṅs(λ− ςs))〈−δλ − 1〉[−1] → s(∇(λ))〈−1〉[−1]
[1]−→,
G′ → L
˜Ns (Ṁs(λ− ςs))〈−δλ − 1〉[−1] → s(∇(sλ))
[1]−→,
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where G and G′ belong to DbCohĠ×Gm(˜NI )<′λ. Using also Remark 9.17(2),





˜Ns (Ṅs(μ− ςs)),s(∇(sλ))〈n〉[k]) = 0
for any μ ∈ X+,regs such that μ <′ λ. And in turn, since sλ <′ λ (see
Lemma 9.10), using adjunction (see Lemma 9.4), to prove this it suffices
to prove that
s(L
˜Ns (Ṅs(μ− ςs))) ∈ DbCohĠ×Gm(˜N )<′sλ. (9.18)
Now, as in the proof of Lemma 9.8, the object s(L
˜Ns (Ṅs(μ− ςs))) admits
a filtration with subquotients of the form e∅,{s}∗O˜N∅,{s}(ν)〈1〉 with ν ∈ {μ−
αs, . . . , sμ}. And as in the proof of Lemma 9.7, for any such ν there exists an
exact sequence
O
˜N (ν + αs)〈2〉 ↪→ O˜N (ν)  e∅,{s}∗O˜N∅,{s}(ν).
Hence to conclude it suffices to prove that for any weight η in {μ,μ −
αs, . . . , sμ} we have η <′ sλ. However, these weights satisfy η ≤′ μ, and
since μ /∈ {λ, sλ}, (9.9) ensures that μ <′ sλ, so that indeed η <′ sλ. This
finishes the proof of (9.16).
Finally we deduce (9.17). For this we note, using (9.16) and Lemma 9.4,
that for any μ ∈ X+,regs and n, k ∈ Z we have
Hom(s((λ)),∇s(μ)〈n〉[k]) ∼= Hom((λ),ss(∇(μ))〈n〉[k]).
Then, using (4) we deduce that this vector space vanishes unless μ = λ
and n = k = −1. Using [47, Lemma 2.5], this proves that s((λ)) ∼=
{s}(λ)〈−1〉[−1]. One can prove by similar arguments that s((sλ)) ∼=
{s}(λ), and the proof of (9.17) is then complete. 
Remark 9.20 The analogue of Proposition 9.19(2) for the objects (λ) does
not hold: the cone of the morphism(λ)→ O
˜N (λ)〈−δλ〉 does not belong to
the subcategory DbCohĠ×Gm(˜N )conv0(λ) in general. This is one of the subtle
differences between the objects (λ) and the objects ∇(λ).
Nowwe return to the case of a general subset I ⊂ S. From Proposition 9.19
we deduce the following fact.
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Corollary 9.21 Let λ ∈ X, and assume that λ /∈ WIX+,regI (i.e. that the
stabilizer of λ in WI is nontrivial). Then
I ((λ)) = I (∇(λ)) = 0.
Proof. We prove thatI ((λ)) = 0; the case of ∇(λ) is similar.
First, let us assume that λ ∈ X+I . Then since λ /∈ X+,regI , there exists s ∈ I
such that sλ = λ. Using Lemma 9.6, we obtain that
I ((λ)) = {s},I ◦s((λ)) = 0
by Proposition 9.19(3).
Nowwe consider the general case. Letμ = domI (λ), and let v ∈ WI be the
element of minimal length such that λ = vμ. Let v = s1 · · · sr be a reduced
decomposition of v. Then we have
μ # srμ # sr−1srμ # · · · # s1λ # λ.
Decomposing I as {sk},I ◦ sk for k ∈ {1, · · · , r} and using Proposi-
tion 9.19(5) repeatedly, we obtain that
I ((μ)) ∼= I ((srμ))〈−1〉[−1] ∼= · · · ∼= I ((λ))〈−r〉[−r ].
By the case of I -dominant weights considered above we haveI ((μ)) = 0,
and henceI ((λ)) = 0 as well. 
9.7 Standard and costandard exotic sheaves and induction/restriction
functors
In this subsection we fix a subset I ⊂ S with I = ∅, and we assume that the
objects ∇I (λ) and I (λ) are defined with respect to an order ≤′ constructed
as in Sect. 9.4 (which is authorized by Lemma 9.15).
Below we will need the following lemma on weights. Here, for any X ⊂ X,
we denote by Conv(X) the convex hull of X (in R⊗Z X).
Lemma 9.22 Let λ ∈ X+,regI , and let Y ⊂ +I . Then the weight λ−
∑
α∈Y α
belongs to Conv(WIλ) ∩ (λ+ ZI ).
Proof. If I is the order on X defined by λ I μ iff μ − λ ∈ Z≥0+I , then
it is well known that a weight μ ∈ X belongs to Conv(WIλ) ∩ (λ + ZI )
iff w(μ) I λ for any w ∈ WI . Hence it suffices to prove that our weight
λ −∑α∈Y α satisfies this condition. For this we will work in 12X; we extend
the order I to this lattice by using the same rule as above.
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Since 〈λ − ρI , α∨〉 ∈ Z≥0 for any α ∈ +I , we have w(λ − ρI ) I λ − ρI .
















α∈(+I \Y )(−Y )
α.
The subset (+I \Y )(−Y ) contains one representative for eachpair of opposite
roots in I . Hence the same property holds for its image under w. In other












α = ρI −
∑
α∈Z
α I ρI ,
which finishes the proof. 
Lemma 9.23 Let λ ∈ X+,regI . We have
I (DbCohĠ×Gm(˜NI )≤′λ) ⊂ DbCohĠ×Gm(˜N )≤′λ.
Proof. It suffices to prove that for any λ ∈ X+,regI the object G :=
I (L
˜NI (ṄI (λ − ςI ))) belongs to DbCohĠ×Gm(˜N )≤′λ. By (9.2), G has a
filtration whose subquotients are of the form e∅,I∗O˜N∅,I (ςI − 2ρI + ν)〈n〉
with ν a weight of ṄI (λ − ςI ). Next, the resolution (9.5) shows that
e∅,I∗O˜N∅,I (ςI − 2ρI + ν)〈n〉 lies in the full triangulated subcategory of
DbCohĠ×Gm(˜N ) generated by the objects O
˜N (σ )〈k〉 with k ∈ Z and σ of
the form
σ = ςI − 2ρI + ν +
∑
α∈Y




where Y ⊂ +I is a subset.
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It is well known that if ν is a weight of ṄI (λ − ςI ), then ν belongs to




















Now for any w ∈ WI we have





























This weight is of the form considered in Lemma 9.22, so it belongs to
Conv(WIλ). This analysis shows that the subset ofR⊗ZX considered in (9.20)
is contained in Conv(WIλ). Hence any weight σ as in (9.19) belongs to
conv0(λ) ∪ WIλ. By condition (9.7) and Corollary 9.11(1), we then have
σ ≤′ λ, and we finally deduce that G belongs to DbCohĠ×Gm(˜N )≤′λ, as
desired. 
Proposition 9.24 Let λ ∈ X.
(1) Assume that λ ∈ WIX+,regI , and let w ∈ WI be the unique element such
that wλ ∈ X+,regI . Then we have
I (∇(λ)) ∼= ∇I (wλ)〈−(w)+ nI 〉[−(w)+ nI ].
(2) Assume that λ ∈ WIX+,regI , and let w ∈ WI be the unique element such
that wλ ∈ X+,regI . Then we have
I ((λ)) ∼= I (wλ)〈(w)− nI 〉[(w)− nI ].
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Otherwise, let a(λ) be the largest weight (with respect to ≤′) such that






Proof. We begin with the claim that if part (1) holds for all μ ∈ X such that
μ ≤′ λ, then part (3) holds for λ. Indeed, DbCohĠ×Gm(˜N )≤′λ is generated by
the objects ∇(μ)〈n〉 with μ ≤′ λ (see [14, Lemma 3]), so to prove the claim,
we must check that
I (∇(μ)) ∈ DbCohĠ×Gm(˜NI )≤′a(λ) (9.21)
for all such μ (where by convention the subcategory is {0} if a(λ) is not
defined). Part (1) and Corollary 9.21 tell us that the left-hand side either van-
ishes or is of the form
∇I (domI (μ))〈n〉[k]
with domI (μ) ∈ X+,regI . By (9.8) we have domI (μ) ≤′ domI (λ), so
domI (μ) ≤′ a(λ), so (9.21) holds.
Let us now prove part (1). We proceed by induction on domI (λ) (for the
order ≤′) and, within a WI -orbit, by induction on the length of the element
w ∈ WI such that w(λ) = domI (λ).
So, let us fix some λ ∈ X such that WIλ ∩ X+,regI = ∅. We first consider
the case when λ ∈ X+,regI . Form the distinguished triangle
F → O
˜N (λ)〈−δλ〉 → ∇(λ) [1]−→ (9.22)
of Proposition 9.16. By Proposition 9.19(2), F belongs to DbCohĠ×Gm
(˜N )conv0(λ). Now, if ν ∈ conv0(λ), then ν ≤′ λ by (9.7). Hence if η ≤′ ν,
then η ≤′ λ, so domI (η) ≤′ λ by (9.8). Moreover η /∈ Wλ (because
otherwise ν ∈ conv0(η), which contradicts the fact that η ≤′ ν), so that
these weights even satisfy domI (η) <′ λ. By induction and the claim in
the first paragraph, we deduce that part (3) of the lemma holds for such
ν: I (DbCohĠ×Gm(˜N )≤′ν) is either {0} or contained in the subcategory
DbCohĠ×Gm(˜NI )≤′a(ν). In the latter case, we have a(ν) ≤′ domI (ν) <′ λ.
In all cases, we deduce that
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I (F) ∈ DbCohĠ×Gm(˜NI )<′λ. (9.23)
Let us now apply the functor I 〈−nI 〉[−nI ] to (9.22). By (9.1), we obtain a
distinguished triangle
I (F)〈−nI 〉[−nI ] → L˜NI (ṄI (λ− ςI ))〈−δλ − nI 〉[−nI ]
→ I (∇(λ))〈−nI 〉[−nI ] [1]−→ . (9.24)
If G ∈ DbCohĠ×Gm(˜NI )<′λ, then using Lemma 9.4 we have
Hom(G,I (∇(λ))〈−nI 〉[−nI ]) ∼= Hom(I (G),∇(λ)) = 0, (9.25)
where the last equality holds because, by Lemma 9.23, I (G) lies in the
subcategory DbCohĠ×Gm(˜N )<′λ.
From (9.23), (9.24), and (9.25), we see thatI (∇(λ))〈−nI 〉[−nI ] satisfies
the properties that uniquely characterize ∇I (λ), so
I (∇(λ)) ∼= ∇I (λ)〈nI 〉[nI ],
as desired.
Finally, suppose that wλ ∈ X+,regI for some nontrivial w ∈ WI . Choose a
simple reflection s ∈ I such that ws < w. By induction, we already know
that I (∇(sλ)) ∼= ∇I (wλ)〈−(ws)+ nI 〉[−(ws)+ nI ]. But since sλ # λ,
Lemma 9.6 and Proposition 9.19(5) imply that
I (∇(λ)) ∼= I (∇(sλ))〈−1〉[−1] ∼= ∇I (wλ)〈−(w)+ nI 〉[−(w)+ nI ],
as desired. Part (1) of the lemma is now proved. By the claim in the first
paragraph, part (3) is proved as well.
We now turn to part (2). This time we proceed by downward induction on
the length of w ∈ WI such that wλ ∈ X+,regI , beginning with the case where
w = wI (so (w) = nI ). Applying I to the distinguished triangle
(λ)→ O
˜N (λ)〈−δλ〉 → F ′ [1]−→
(where F ′ ∈ DbCohĠ×Gm(˜N )<′λ) and using (9.3), we obtain a distinguished
triangle
I ((λ))→ L˜NI (ṀI (wIλ− ςI ))〈−δλ〉[−nI ] → I (F ′)
[1]−→ .
If ν <′ λ, then domI (ν) ≤′ domI (λ) = wIλ by (9.8). In fact, in this case
we even have domI (ν) <′ wIλ since ν /∈ WIλ by Corollary 9.11(2). Hence
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a(ν) <′ wIλ if a(ν) is defined. Therefore, by part (3) of the lemma, I (F ′)
lies in the subcategory DbCohĠ×Gm(˜NI )<′wIλ.
If μ ∈ X+,regI and μ <′ wIλ, then by (9.9) we have μ <′ λ. Lemma 9.23
and this remark imply that
I (DbCohĠ×Gm(˜NI )<′wIλ) ⊂ DbCohĠ×Gm(˜N )<′λ.
Then, an adjunction argument similar to that in (9.25) shows that
Hom(I ((λ)),G′) = 0
for all G′ ∈ DbCohĠ×Gm(˜NI )<′wIλ. Using Remark 9.17(2) and the fact that
δλ = δwIλ + nI , we see that I ((λ)) satisfies the properties that uniquely
characterize I (wIλ), so
I ((λ)) ∼= I (wIλ),
as desired.
Finally, if λ is a weight such that wλ ∈ X+,regI for some w ∈ WI , w = wI ,
an induction argument using Proposition 9.19(5) shows that
I ((λ)) ∼= I (wλ)〈(w)− nI 〉[(w)− nI ]
as desired. 
9.8 Koszul duality
For any subset I ⊂ S, we consider the algebras
SI := Sym(ṅ∗I ), 	I :=
∧• ṅI
defined as in Sect. 4 (with respect to the natural ṖI -module structure on ṅI ).
Here SI will be mainly considered as a ṖI × Gm-equivariant algebra, and
	I will be mainly considered as ṖI -equivariant dg-algebra. Then we have the
functor




as in Sect. 4.2. If J ⊂ I , we can also restrict the ṖI -action to ṖJ , and obtain
a functor





408 P. N. Achar, S. Riche
Let γI : ṅI → ˜NI be the inclusion map x → [1Ġ : x]. Then coherent
pullback along γI gives rise to an equivalence of categories
γ ∗I : CohĠ×Gm(˜NI ) ∼−→ CohṖI×Gm(ṅI ) = SI -modfgṖI×Gm ,
sometimes called the “induction equivalence,” see e.g. [19, Lemma 2]. We
define γJ,I : ṅI → ˜NJ,I similarly; it induces an equivalence
γ ∗J,I : CohĠ×Gm(˜NJ,I ) ∼−→ CohṖJ×Gm(ṅI ) = SI -modfgṖJ×Gm .
Then we set

I := κI ◦ Db(γ ∗I ) : DbCohĠ×Gm(˜NI )→ DfgṖI (	I ).
As for κI , there exists a natural isomorphism of functors

I ◦ 〈1〉[1] ∼= 
I . (9.26)
And it follows from the isomorphism in (4.2) that for any F,G ∈
DbCohĠ×Gm(˜NI ), the functor 










The functors γ ∗I and γ ∗J,I allow us to convert the study of the functorsJ,I
into the language of SJ - and SI -modules, as shown in the left part of the
diagram of Fig. 9. The right part of the diagram comes from the discussion of
Koszul duality in Sect. 4. It follows from the definitions that the left part of
the diagram is commutative, and from Propositions 4.4 and 4.5 that the right
part is commutative.










































































Fig. 9 From ˜NI to 	I
Proof. This proposition is “almost” an application of Lemma 8.4, because 
J
and 
I are close to being equivalences. More precisely we argue as follows.
For brevity, let us put ̄J,I := J,I 〈dI − dJ 〉[dI − dJ ]. The commutativity
of the diagram in Fig. 9 gives us an isomorphism
ζ : 
I ◦J,I ∼−→ J,I ◦ 
J .
Let ζ∧ : J,I ◦ 
I → 
J ◦ ̄J,I be the morphism constructed from ζ as in
Sect. 8.2. We must show that ζ∧ is an isomorphism.
We begin with a weaker claim: that for any F ∈ DbCohĠ×Gm(˜NI ) and
G ∈ DbCohĠ×Gm(˜NJ ), the map
(−) ◦ ζ∧F : Hom(
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In this diagram, the top horizontal arrow is an isomorphism by (9.27). The














so it too is an isomorphism. We conclude that the right-hand vertical arrow
in (9.29), i.e., the map in (9.28), is an isomorphism as well.
For any V ∈ Rep(ṖJ ), we have 
J (O˜NJ ⊗ V ) ∼= k	J ⊗ V , so objects of
the form 
J (G) generate DfgṖJ (	J ) as a triangulated category. Hence (9.28)
and the five-lemma actually imply that
(−) ◦ ζ∧F : Hom(
J ̄J,I (F),G′)→ Hom(J,I
I (F),G′)
is an isomorphism for all G′ ∈ Dfg
ṖJ
(	J ). By Yoneda’s lemma, this shows that
ζ∧F : J,I 
̄I (F)→ 
JJ,I (F) is an isomorphism, as desired. 
Remark 9.26 (1) Later we will use this proposition only in the case J = ∅.
We treat the general case since it is not more difficult that this special case.
(2) One can also prove Proposition 9.25 by showing that each small square
in Fig. 9 is a commutative diagram of adjoint pairs. (For the middle row
of squares, one can use (9.4) to describe the left adjoint of e∗J,I ; similar
descriptions are possible for the other functors in that row.)
(3) As noticed (in a special case) in Remark 8.19, the functor J,I is also
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However, this version will not be useful to us: unlike the diagram in Propo-
sition 9.25, this version cannot be combined with Theorem 8.16.
Applying Lemma 8.5 we deduce from Proposition 9.25 the following corol-
lary, which is the result we will use in Sect. 10.
Corollary 9.27 There exists an isomorphism of functors

J ◦ (J,I 〈dI − dJ 〉[dI − dJ ]) ◦J,I ∼−→ J,I ◦J,I ◦ 
J
such that for any F in DbCohĠ×Gm(˜NJ ) the following diagram commutes,
where the vertical arrows are induced by our isomorphism of functors and the
other arrows are induced by adjunction:

J ◦ (J,I 〈dI − dJ 〉[dI − dJ ]) ◦J,I (F)

J,I ◦J,I ◦ 
J (F) 
J (F).
10 The induction theorem
10.1 Combinatorics of weights
Let 0Waff ⊂ Waff be the subset consisting of the elementswwhich areminimal
in Ww. Then it is well known that the assignment w → w • 0 induces a
bijection
0Waff
∼−→ (Waff • 0) ∩ X+.
On the other hand, we also have bijections 0Waff
∼−→ W\Waff ∼= X. Recall
(see Sect. 9.4) that for λ ∈ X, the inverse image of λ under this bijection is
denotedwλ. This element is described explicitly in [47, Lemma 2.4]: if vλ ∈ W
is the element of minimal length such that vλ(λ) ∈ X+, then wλ = vλ · tλ.
Combining these bijections we obtain a bijection
X
∼−→ (Waff • 0) ∩ X+ : λ → wλ • 0 = vλ • 0+  · vλ(λ). (10.1)
Now, consider the order ↑ on X as defined in [34, §6.4].
Lemma 10.1 For λ,μ ∈ X, we have
wλ • 0 ↑ wμ • 0 ⇔ λ ≤ μ.
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Proof. In caseG is semisimple, this statement is equivalent to the main results
of [58,63] (see also [33, §5] for a discussion of this result in English). Since
here we work with a reductive group, we have to be slightly more careful.
First, let us assume that λ,μ ∈ Z. Then wλ,wμ ∈ WCoxaff . Let us consider
V = Z⊗ZR, and denote byA0 the intersection of the fundamental alcove for
G (as defined in [34, II.6.2(6)]) with V . In other words,A0 is the fundamental
alcove for the group G/Z(G). The restriction of the order ↑ to Z is clearly
the order ↑ for the group G/Z(G). We deduce that, if we consider the order
↑ on alcoves of G/Z(G) defined as in [34, §II.6.5], then by [34, II.6.5(1)] we
have
wλ • 0 ↑ wμ • 0 ⇔ wλ •A0 ↑ wμ •A0.
By [58,63] this condition is equivalent to wλ ≤ wμ, hence by definition to
λ ≤ μ.
Nowwe treat the general case. If λ−μ /∈ Z, then neither of the conditions
in the statement hold, so the equivalence is guaranteed. So, let us assume that
λ − μ ∈ Z. Then there exists a unique ω ∈ Waff with (ω) = 0 and
wλω
−1 ∈ WCoxaff and wμω−1 ∈ WCoxaff . Since these elements belong to 0Waff ,
there exist λ′, μ′ ∈ Z such that
wλ = wλ′ω, wμ = wμ′ω.
By definition of the Bruhat order on Waff , we have wλ ≤ wμ iff wλ′ ≤
wμ′ , hence λ ≤ μ iff λ′ ≤ μ′. By the case already treated, this condition is
equivalent to wλ′ • 0 ↑ wμ′ • 0. And since 0 and ω • 0 both belong to the
fundamental alcove (for G), using [34, II.6.5(1)] we see that this condition is
equivalent to wλ • 0 ↑ wμ • 0, and the proof is complete. 
It follows in particular from Lemma 10.1 that the order on (Waff • 0)∩X+
induced by any order ≤′ as in Sect. 9.4 via the bijection (10.1) refines the
order ↑.
If I ⊂ S, then we define
0W Iaff := {w ∈ Waff | w is maximal in wWI and wv ∈ 0Waff for all v ∈ WI }.
(In fact, using the same trick from [55, p. 86] as in the proof of Lemma 9.10,
one can check that if w is maximal in wWI and w ∈ 0Waff , then wv ∈ 0Waff
for all v ∈ WI .)
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Lemma 10.2 Let λ ∈ X. Then λ belongs to X+,regI iff wλ ∈ 0W Iaff .
Proof. First, let us assume that λ ∈ X+,regI . Then for any v ∈ WI , and any
reduced expression v = s1 · · · sr , we have
λ # sr (λ) # sr−1sr (λ) # · · · # v(λ).
As explained in the proof of Lemma 9.10, this implies that
wλ > wλsr > wλsr sr−1 > · · · > wλv,
and that all these elements belong to 0Waff . Hence wλ ∈ 0W Iaff .
On the other hand, assume that λ /∈ X+,regI . Then there exists s ∈ I such
that sλ ' λ. If sλ # λ, then as above by Lemma 9.10 and its proof we have
wλ < wλs, and hence wλ /∈ 0W Iaff . And if sλ = λ we have
wλs = vλtλs = vλstλ = (vλsv−1λ )wλ > wλ,
and so again wλ /∈ 0W Iaff . 
From Lemma 10.2 we obtain a bijection
X+,regI
∼−→ 0W Iaff : λ → wλ.
On the other hand, it is clear that the assignment w → w • (−ςI ) defines a
bijection 0W Iaff
∼−→ (Waff • (−ςI ))∩X+; combining these bijections we obtain
a bijection
X+,regI
∼−→ (Waff • (−ςI ))∩X+ : λ → wλ • (−ςI ) = vλ • (−ςI )+  · vλ(λ).
(10.2)
10.2 Images of standard and costandard objects
From now on, for any subset I ⊂ S with I = ∅, we assume that the objects
I (λ) and ∇I (λ) are defined with respect to an order constructed as in Sect.
9.4. (In particular, this order depends on I .) In the case I = ∅, the objects
(λ) and ∇(λ) are independent of the choice of order satisfying (9.7), by
Proposition 9.19(1).
Proposition 10.3 For any λ ∈ X+,regI , we have isomorphisms
!I (
I (∇I (λ))) ∼= N(wλ • (−ςI )), !I (
I (I (λ))) ∼= M(wλ • (−ςI )).
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Proof. We begin with the first isomorphism. Suppose first that I = ∅. In this
case, we will prove the isomorphism by induction on δλ. If δλ = 0, i.e. if λ is
dominant, then ∇(λ) ∼= O
˜N (λ) (see [47, Corollary 3.4]), so
!∅(
∅(∇(λ))) ∼= !∅(kḂ(λ)) ∼= R IndGB (λ) ∼= N(λ)
by Kempf’s vanishing theorem. This proves the claim since wλ = tλ.
Otherwise, we have (vλ) > 0. Let s ∈ S be such that (vλs) < (vλ).
Then sλ # λ, δsλ = δλ − 1, and wsλ = wλs with (wλ) = (wsλ) − 1
(see Lemma 9.10 and its proof). Consider the first distinguished triangle in
Proposition 9.19(4):
∇(λ)〈−1〉[−1] → ss(∇(sλ))〈−1〉[−1] ε−→ ∇(sλ) [1]−→ .
Applying !∅ ◦ 
∅ to this triangle, and using induction and Corollaries 8.18
and 9.27, we obtain a distinguished triangle
!∅(
∅(∇(λ)))→ T∅{s}T {s}∅ (N(wλs • 0))
ε−→ N(wλs • 0) [1]−→, (10.3)
in which the second arrow is induced by adjunction. By [34, Proposi-
tion II.7.19(a) and II.7.21(8)], this distinguished triangle is actually a short
exact sequence in Rep(G) whose first term is isomorphic to N(wλ • 0), as
desired.
We now turn to the case of general I . Let λ ∈ X+,regI . Using Proposi-
tion 9.24(1), we have
!I (
I (∇I (λ))) ∼= !I
II (∇(λ)〈−nI 〉[−nI ]).
Then, using Proposition 9.25 and Lemma 8.14 we obtain isomorphisms
!I (




Next, using (9.26) and the case I = ∅, we obtain an isomorphism
!I (
I (∇I (λ))) ∼= T I∅N(wλ • 0).
Finally, by [34, Proposition II.7.11] we have T I
∅
N(wλ • 0) ∼= N(wλ • (−ςI )),
and the proof is complete.
Now we consider the case of I (λ), first in the case when I = ∅ and λ
is antidominant. In this case we have (λ) ∼= O
˜N (λ)〈−δλ〉 by [47, Proposi-
tion 3.6(2)]. As in the case of the objects ∇I (λ), we deduce that
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!∅ ◦ 
∅((λ)) ∼= R IndGB (λ)[δλ].
Now, since λ is antidominant, its stabilizer in W is WK , where K := {s ∈ S |
s(λ) = λ}. It follows in particular that vλ = wSwK and δλ = dK . We also
deduce that R IndGB (λ)
∼= R IndGPK (λ). Now using [34, II.4.2(8)], for any
i ∈ Z we have
Ri IndGPK (λ)
∼= (RdK−i IndGPK (−λ− (2ρ − 2ρK ))∗
∼= (RdK−i IndGB (−λ− (2ρ − 2ρK ))∗.
The weight−λ− (2ρ−2ρK ) is dominant, so by Kempf’s vanishing theorem
the third term vanishes unless i = dK , and we finally obtain that
R IndGB (λ)[δλ] ∼= (IndGB (−λ− 2ρ + 2ρK ))∗ ∼= M(wS(λ+ 2ρ − 2ρK )).
Since wλ • 0 = wSwK (λ + ρ)− ρ = wS(λ+ 2ρ − 2ρK ), this proves the
desired isomorphism in this case.
Wecontinue to assume that I = ∅, andprove the isomorphismbydownward
induction on δλ within a given W -orbit. The case when δλ is maximal is the
casewhen λ is antidominant, whichwas treated above. If λ is not antidominant,
there exists s ∈ S such that sλ ≺ λ, so that δsλ = δλ + 1 and wsλ = wλs
with (wsλ) = (wλ)− 1 (see again Lemma 9.10 and its proof). Consider the
second distinguished triangle in Proposition 9.19(4):
(λ)〈−1〉[−1] → ss((sλ))〈−1〉[−1] ε−→ (sλ) [1]−→ .
As above, applying the functor !∅ ◦ 
∅ and using induction and Corollar-
ies 8.18 and 9.27 (together with (9.26)), we obtain a distinguished triangle
!∅ ◦ 
∅((λ))→ T∅{s}T {s}∅ (M(wλs • 0))
ε−→ M(wλs • 0) [1]−→
where the second morphism is induced by adjunction. This implies that the
first term is isomorphic toM(wλ • 0), and finishes the proof in this case.
Finally, as in the case of the objects ∇I (λ), the case of a general subset I
follows from the case I = ∅ using Proposition 9.24(2). 
Lemma 10.4 For any λ ∈ X+,regI , the image under !I ◦ 
I of any nonzero
map I (λ)→ ∇I (λ) is nonzero.
Proof. First, let us consider the case I = ∅. We still denote by ≤′ the order
on (Waff • 0) ∩ X+ induced by the order ≤′ on X via the bijection (10.1).
As explained after Lemma 10.1, this order is a refinement of the order ↑; in
particular, Rep∅(G) is a highest weight category for this order, with standard
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objectsM(λ) and costandard objects N(λ) (for λ ∈ (Waff • 0)∩X+). For μ ∈
(Waff • 0) ∩ X+, we denote by DbRep∅(G)<′μ the triangulated subcategory
of DbRep∅(G) generated by the objects N(ν) with ν <
′ μ, or equivalently
by the objectsM(ν) with ν <′ μ. With this notation, Proposition 10.3 implies
that for any μ ∈ X we have
!∅ ◦ 
∅(DbCohĠ×Gm(˜N )<′μ) ⊂ DbRep∅(G)<′wμ•0. (10.4)
Now, let us fixλ ∈ X. There exists only one (up to scalar) nonzeromorphism
f : (λ)→ ∇(λ); letC be its cone. ThenC belongs to DbCohĠ×Gm(˜N )<′λ.
The cone of !∅ ◦ 
∅( f ) is !∅ ◦ 
∅(C), and by (10.4) it belongs to
DbRep∅(G)<′wλ•0. Now we have
!∅ ◦ 
∅((λ)) ∼= M(wλ • 0), !∅ ◦ 
∅(∇(λ)) ∼= N(wλ • 0),
so !∅ ◦ 
∅( f ) is a morphism fromM(wλ • 0) to N(wλ • 0). The fact that its
cone belongs to DbRep∅(G)<′wλ•0 forces this morphism to be nonzero, and
the claim is proved in this case.
Now let I be arbitrary, and let λ ∈ X+,regI . Consider a nonzero morphism
f : (wIλ)→ ∇(wIλ). By Proposition 9.24 we have
I ((wIλ)) ∼= I (λ), I (∇(wIλ)) ∼= ∇I (λ),
so I ( f ) is a morphism from I (λ) to ∇I (λ). By the case treated above,
the morphism !∅ ◦ 
∅( f ) is a nonzero morphism from M(wλwI • 0) to
N(wλwI • 0). (Here we use that wwIλ = wλwI .) Now since wλwI is minimal
in wλwI WI = wλWI , by [34, Proposition II.7.15] we have
T I
∅
(L(wλwI • 0)) ∼= L(wλwI • (−ςI )) = L(wλ • (−ςI )).
This implies that the image under T I
∅
of any nonzeromorphism fromM(wλwI •
0) toN(wλwI •0), in particular of!∅ ◦
∅( f ), is nonzero. But as in the proof




∅ ∼= !I ◦ 
I ◦I ;
hence !I ◦ 
I ◦ I ( f ) is nonzero. This implies that I ( f ) is nonzero. In
other words, it forms a basis of Hom(I (λ),∇I (λ)), and the desired claim is
proved. 
Remark 10.5 Wehave seen in the course of the proof ofLemma10.4 that, ifλ ∈
X+,regI , the image underI of any nonzeromorphism from(wIλ) to∇(wIλ)
is nonzero. This property can also be deduced directly from Proposition 9.24.
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10.3 The parabolic induction theorem
Proposition 10.6 For any F , G in DbCohĠ×Gm(˜NI ), the functor
!I ◦ 
I : DbCohĠ×Gm(˜NI )→ DbRepI (G)





∼−→ HomDbRepI (G)(!I (
I (F)),!I (
I (G))).
Proof. It suffices to check this property in the case whenF = I (λ) and G =
∇I (μ)[k] for some λ,μ ∈ X+,regI and k ∈ Z, since these objects (together with
their grading shifts) generate DbCohĠ×Gm(˜NI ) as a triangulated category (see
Lemma 9.3 and [14, Lemma 3]). If λ = μ, or if λ = μ but k = 0, then the
left-hand side vanishes by Corollary 9.18, and the right-hand side vanishes by
Proposition 10.3 and [34, Proposition II.4.13] (see also the bijection (10.2)).
Suppose now that λ = μ and that k = 0. Then Corollary 9.18 tells us
that there is only one nonzero summand in the left-hand side, corresponding
to n = 0, and that that term is 1-dimensional. The right-hand side is also 1-
dimensional, and Lemma 10.4 tells us that the induced map in this case is an
isomorphism. 
Recall from Lemma 8.8 that for M ∈ DbStein(PI ), the object R IndGPI (M) ∈
DbRep(G) actually lies in the subcategory DbRepI (G). In a minor abuse of
notation, we henceforth denote the composition
DbStein(PI )
inc−→ DbRep(PI )
R IndGPI−−−−→ DbRep(G) pr I−→ DbRepI (G)
simply by R IndGPI : DbStein(PI )→ DbRepI (G).
Theorem 10.7 (Induction theorem). The functor
R IndGPI : DbStein(PI )→ DbRepI (G)
is an equivalence of triangulated categories.
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Proof. LetF,G ∈ DbCohĠ×Gm(˜NI ), and consider the commutative diagram
⊕





















By Theorem 6.1, (9.27), and Proposition 10.6, the arrows labelled ψI , 
I ,
and !I ◦ 
I are isomorphisms, so the remaining arrow is an isomorphism as
well. Recall that if F = O
˜NI ⊗ V with V ∈ Rep(ṖI ), then ψI
I (F) ∼=
St I ⊗ For ṖIPI (V ). As observed in the proof of Lemma 8.1, such PI -modules
generate DbStein(PI ) as a triangulated category. So we deduce that the map
HomDbStein(PI )
(M, N )→ HomDbRepI (G)(R IndGPI (M), R IndGPI (N ))
induced by R IndGPI is an isomorphism for all M, N ∈ DbStein(PI ). In other
words,
R IndGPI : DbStein(PI )→ DbRepI (G)
is fully faithful. The category DbRepI (G) is generated by the Weyl mod-
ules (or dual Weyl modules) appearing in Proposition 10.3, so our functor is
essentially surjective as well, and hence an equivalence. 
11 The graded Finkelberg–Mirković conjecture
11.1 Mixed derived category and mixed perverse sheaves on affine
Grassmannians
Let Ṫ∨ be the complex torus which is Langlands dual to Ṫ (i.e. whose weight
lattice is dual to the weight lattice of Ṫ ), and let Ġ∨ be the unique (up to
isomorphism) connected complex reductive groupwithmaximal torus Ṫ∨ such
that the root datum of (Ġ∨, Ṫ∨) is dual to that of (Ġ, Ṫ ). Let also Ḃ∨+ ⊂ Ġ∨,
resp. Ḃ∨ ⊂ Ġ∨, be the Borel subgroup whose set of roots is ∨+, resp. −∨+.
(Recall that we have identified characters of Ṫ with characters of T ; in this
way  is also the root system of (Ġ, Ṫ ).)
Let K := C((z)), and O := C[[z]], and consider the loop group Ġ∨(K )
and its subgroup Ġ∨(O). Recall that the affine Grassmannian for Ġ∨ is a
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complex ind-variety Gr whose set of C-points identifies in a natural way with
the quotient Ġ∨(K )/Ġ∨(O). We let Iw ⊂ Ġ∨(O) be the Iwahori subgroup
associated with Ḃ∨+, i.e. the inverse image of Ḃ∨+ under the natural morphism
Ġ∨(O) → Ġ∨. To any λ ∈ X (considered as a cocharacter of Ṫ∨) one can
associate in a natural way an element zλ ∈ Ṫ∨(K ), hence a point Lλ =
zλĠ∨(O) ∈ Gr, and if we set Grλ := Iw · Lλ, then each Grλ is isomorphic to





Following [4], we define the mixed derived category Dmix(Iw)(Gr,k) of
Iw-constructible k-sheaves on Gr as K b(Parity(Iw)(Gr,k)), the bounded
homotopy category of the additive category of Iw-constructible parity com-
plexes on Gr (in the sense of [36]). As explained in [4, §3.1], this category
admits a natural t-structure, called the perverse t-structure, and whose heart
will be denoted Pervmix(Iw)(Gr,k). It also admits a “Tate twist” autoequivalence〈1〉 which is t-exact, see [4, §2.2]. With respect to this autoequivalence, the
category Pervmix(Iw)(Gr,k) has a natural structure of a graded quasi-hereditary
category with poset X (for the order induced by inclusion of closures of orbits
Grλ); see [4, §3.2]. (Note that the assumption [4, (A2)] holds in the present set-
ting by [4, Corollary 4.8].)Wewill denote byJ!(λ),J∗(λ), ICmixλ and T (λ) the
corresponding standard, costandard, simple, and tilting objects respectively.
(In the conventions of [4], the objects J!(λ), J∗(λ), T (λ) would rather be
denoted mixλ , ∇mixλ , T mixλ .)
Remark 11.1 It follows from the proof of Lemma 9.12 and Remark 11.3(2)
that the order on X induced by inclusions of closures of orbits Grλ is precisely
the order ≤ introduced in Sect. 9.4.
Now that this notation is introduced, we can finally give the proof of
Lemma 9.12.
Proof of Lemma 9.12. Let Iw− ⊂ Ġ∨(O) be the Iwahori subgroup associated
with the Borel subgroup Ḃ∨, and consider the “opposite” affineGrassmannian
Gr′ := Ġ∨(O)\Ġ∨(K ).
This ind-variety is endowedwith natural actions of Iw− and Ġ∨(O) induced by
rightmultiplication on Ġ∨(K ). For anyλ ∈ Xwe setGr′λ := Ġ∨(O)\Ġ∨(O)·
zλ·Iw−. Then the length function andBruhat order onWaff describe dimensions
of Iw−-orbits and inclusions between the closures of these orbits, respectively,
in Iw−\Ġ∨(K ). We deduce that we have
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(wλ) = dim(Gr′λ) and
(
λ ≤ μ ⇔ Gr′λ ⊂ Gr′μ
)
. (11.1)
When λ ∈ X+ we also set (Gr′)λ = Ġ∨(O)\Ġ∨(O)zλĠ∨(O). Then it is well
known that
(Gr′)λ ⊂ (Gr′)μ ⇔ λ  μ. (11.2)
Moreover, Gr′λ is dense in (Gr′)λ.
Now we can prove part (1). Let λ,μ ∈ X+. Then as explained above Gr′λ
is dense in (Gr′)λ and Gr′μ is dense in (Gr′)μ. We deduce that Gr′λ ⊂ Gr′μ if
and only if (Gr′)λ ⊂ (Gr′)μ. Comparing with (11.1) and (11.2), we deduce
that λ ≤ μ if and only if λ  μ.
Then we prove part (2). Let Ṗ∨λ be the stabilizer in Ġ∨ of the point Ġ∨(O) ·
zwS(λ) ∈ Gr′. Then Ṗ∨λ is the parabolic subgroup containing Ḃ∨ associated
with the subset K = {wSswS, s ∈ I } of S. Moreover there exists a natural
morphism (Gr′)λ → Ṗ∨λ \Ġ∨ which is an affine fibration and sends the point
Ġ∨(O) · zwS(λ) to the base point Ṗ∨λ ·1. For anyw ∈ W , this fibration restricts
to a fibration Gr′w(λ) → Ṗ∨λ \Ṗ∨λ (wSw−1)Ḃ∨ with the same fiber. Hence the
inclusions between closures of orbits in (Gr′)λ are governed by the inclusions
between closures of Ḃ∨-orbits in Ṗ∨λ \Ġ∨, which is itself governed by the
Bruhat order on WK \W . More precisely, let v,w ∈ W be such that v =
min(vWI ) and w = min(wWI ). Then using (11.1) we have
v(λ) ≤ w(λ) ⇔ Gr′v(λ) ⊂ Gr′w(λ) ⇔ Gr′v(λ) ∩ (Gr′)λ ⊂ Gr′w(λ) ∩ (Gr′)λ
⇔ Ṗ∨λ \Ṗ∨λ (wSv−1)Ḃ∨ ⊂ Ṗ∨λ \Ṗ∨λ (wSw−1)Ḃ∨.
Now we have wSv−1 = max(WKwSv−1) and wSw−1 = max(WKwSw−1).
Hence this last condition is equivalent to wSv−1 ≤ wSw−1, and finally to
w ≤ v, which finishes the proof.
Finally we prove part (3). If λ ≤ μ then Gr′λ ⊂ Gr′μ (see (11.1)), hence
Gr′λ ⊂ (Gr′)dom(μ), which implies that (Gr′)dom(λ) ⊂ (Gr′)dom(μ), and finally
that dom(λ)  dom(μ) (see (11.2)). By (9.6), this implies that λ ∈ conv(μ).

11.2 Geometric Satake equivalence
Let Pervsph(Gr,k) be the abelian category of (ordinary, i.e. non-mixed)
Ġ∨(O)-equivariant perverse sheaves on Gr. (The Ġ∨(O)-orbits on Gr are
sometimes called the spherical orbits, and the objects of Pervsph(Gr,k) are
then called spherical perverse sheaves.) This category is equipped with a sym-
metric monoidal structure given by the convolution product ; moreover there
exists an equivalence of abelian tensor categories
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S : (Pervsph(Gr,k), ) ∼−→ (Repf(Ġ),⊗), (11.3)
which sends the intersection cohomology sheaf associated with an orbit
Ġ∨(O) · Lλ with λ ∈ X+ to the simple Ġ-module with highest weight λ.
This equivalence is known as the geometric Satake equivalence; in this gen-
erality, it is due to Mirković–Vilonen [51].
Following [6, §2.4], one can define a right action of Pervsph(Gr,k) on
Dmix(Iw)(Gr,k) as follows. Let PervParitysph(Gr,k) be the subcategory of
Pervsph(Gr,k) consisting of objects which are parity. In view of the geomet-
ric Satake equivalence (11.3), the category Pervsph(Gr,k) admits a natural
structure of highest weight category, and the objects PervParitysph(Gr,k) are
exactly the tilting objects for this structure. (In most cases, this follows from
the main result of [37]. The general case is discussed in detail in [48, §1.5].)
In particular, the natural functor
K b(PervParitysph(Gr,k))→ DbPervsph(Gr,k)
is an equivalence of categories, so that we can consider Pervsph(Gr,k) as
a full subcategory in K b(PervParitysph(Gr,k)). The convolution product
induces a symmetric monoidal structure on PervParitysph(Gr,k), and hence
on K b(PervParitysph(Gr,k)), so that the monoidal structure can also be
recovered from this equivalence (see [37]). In conclusion, to construct an
action of Pervsph(Gr,k) on Dmix(Iw)(Gr,k) it suffices to construct an action of
K b(PervParitysph(Gr,k)) on D
mix
(Iw)(Gr,k). Now the convolution product also
restricts to a bifunctor
Parity(Iw)(Gr,k)× PervParitysph(Gr,k)→ Parity(Iw)(Gr,k);
see [36, Theorem 4.8]. Passing to bounded homotopy categories we deduce
the desired action of the monoidal category K b(PervParitysph(Gr,k)) on
Dmix(Iw)(Gr,k).
11.3 Relation with coherent sheaves on the Springer resolution
The following theorem is the main result of [6]; see also [48] for a differ-
ent construction of such an equivalence. (See Remark 11.3(2) below for a
comparison of the two constructions.)
Theorem 11.2 There exists an equivalence of triangulated categories
P : Dmix(Iw)(Gr,k) ∼−→ DbCohĠ×Gm(˜N )
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with the following properties:
(1) there exists an isomorphism of functors P ◦ 〈1〉 ∼= 〈1〉[1] ◦ P;
(2) for any λ ∈ X, there exist isomorphisms
P(J!(λ)) ∼= (λ), P(J∗(λ)) ∼= ∇(λ);
(3) for any F in Dmix(Iw)(Gr,k) and any G ∈ Pervsph(Gr,k), there exists a
bifunctorial isomorphism P(F  G) ∼= P(F)⊗ S(G).
Remark 11.3 (1) The difference of sign between property (1) in Theorem 11.2
and the statement of [6, Theorem 1.1] is due to the difference of conven-
tions in the definition of the functor 〈1〉 for coherent sheaves in [6] and in
the present paper. Property (2) is not stated explicitly in [6, Theorem 1.1],
but it appears in the proof of [6, Theorem 8.3].
(2) In [48], a different construction of an equivalence between Dmix(Iw)(Gr,k)
and DbCohĠ×Gm(˜N ) is given. The main difference between the two
constructions is that the compatibility with the geometric Satake equiva-
lence (Property (3)) is not clear from the proof in [48]. Another difference
appears in the labeling of objects: the equivalence of [48] exchanges the
(co)standardmixed perverse sheaf labeled by λ and the (co)standard exotic
sheaf labeled by −λ. To resolve this apparent contradiction, one should
recall that the Iwahori subgroup used in [48] is the negative one, denoted
Iw− in the proof of Lemma 9.12. Hence, if ϕ is an automorphism of Ġ∨
as in the proof of [34, Corollary II.1.16], then we have ϕ(Ḃ∨) = Ḃ∨+
and ϕ(t) = t−1 for t ∈ Ṫ∨, so that the induced automorphism of Gr
sends the orbit Iw− · Lλ to the orbit denoted Gr−λ in the present paper;
hence the induced equivalence Dmix(Iw−)(Gr,k)
∼−→ Dmix(Iw)(Gr,k) will send
the object denotedmixλ in [48] to the object J!(−λ) of the present paper,
and similarly for costandard objects. Using the notation introduced in the
proof of Lemma9.12, this comment also shows that the anti-automorphism
g → ϕ(g)−1 induces an isomorphism of varieties Gr ∼−→ Gr′ which sends
Grλ to Gr′λ.
11.4 The Finkelberg–Mirković conjecture
The categoryRepf(Ġ) embeds in the categoryRep∅(G) via the functor V →
ForĠG(V ) associated with the Frobenius morphismG → Ġ. On the other hand,
according to [51, Proposition 2.1], the category Pervsph(Gr,k) is equivalent
(via the natural forgetful functor) to the category of perverse sheaves on Gr
constructible with respect to the Ġ∨(O)-orbits, so it embeds in the category
Perv(Iw)(Gr,k) of (ordinary) Iw-constructible perverse sheaves. In [26, §1.5],
123
Reductive groups, loop Grassmannian, Springer resolution 423
M. Finkelberg and I. Mirković conjectured that (11.3) can be extended to
an equivalence between these larger categories. In the statement below, we
denote by ICλ the simple perverse sheaf associated with the Iw-orbit Grλ.
Recall also that the convolution action of the category Pervsph(Gr,k) on the
Iw-constructible derived category Db(Iw)(Gr,k) restricts to a right action of
Pervsph(Gr,k) on Perv(Iw)(Gr,k). (This fact is proved for Q-coefficients in
the étale setting in [28, Comments after Proposition 6]; the same proof applies
also in our setting.)
Conjecture 11.4 (Finkelberg–Mirković [26]). There exists an equivalence of
highest weight categories
Q : Perv(Iw)(Gr,k) ∼−→ Rep∅(G)
such that
(1) for any λ ∈ X, we have Q(ICλ) ∼= L(wλ • 0);
(2) for any F ∈ Perv(Iw)(Gr,k) and any G ∈ Pervsph(Gr,k), there exists a
bifunctorial isomorphism Q(F  G) ∼= Q(F)⊗ ForĠG(S(G)).
A characteristic-zero analogue of this conjecture (involving the principal
block of a quantum group at a root of unity) was proved in [9].
11.5 A graded version of the Finkelberg–Mirković conjecture
Conjecture 11.4 remains open at the moment. Our goal in this section is to
establish a “graded version” of it, involving the following notion from [12].
Definition 11.5 LetA be a k-linear abelian category in which every object has
finite length.A grading onA is a triple (M, v, ε)whereM is ak-linear abelian
category equipped with an autoequivalence 〈1〉 : M → M, v : M → A is
an exact functor whose essential image includes all simple objects in A, and
ε : v ∼−→ v ◦ 〈1〉 is an isomorphism of functors such that the induced map
⊕
n∈Z
ExtkM(M, N 〈n〉)→ ExtkA(v(M), v(N ))
is an isomorphism for all M, N ∈M and all k ∈ Z.
Our first result is that the convolution action of Pervsph(Gr,k) on
Dmix(Iw)(Gr,k) introduced in Sect. 11.2 is t-exact, in the following sense.
Proposition 11.6 For any F ∈ Pervmix(Iw)(Gr,k) and any G ∈ Pervsph(Gr,k),
we have F  G ∈ Pervmix(Iw)(Gr,k).
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This proposition will be proved simultaneously with the following theorem,
which we view as a “graded version” of Conjecture 11.4. In this statement, for
μ ∈ X+, we denote by T(μ) the tilting G-module with highest weight μ.
Theorem 11.7 There exists an exact functor
Q : Pervmix(Iw)(Gr,k)→ Rep∅(G)
together with an isomorphism ε : Q ∼−→ Q◦〈1〉 such that (Pervmix(Iw)(Gr,k),Q,
ε) is a grading on Rep∅(G). In addition,
(1) for any λ ∈ X, we have
Q(J!(λ)) ∼= M(wλ • 0), Q(J∗(λ)) ∼= N(wλ • 0),
Q(ICmixλ ) ∼= L(wλ • 0), Q(T (λ)) ∼= T(wλ • 0);
(2) for any F ∈ Pervmix(Iw)(Gr,k) and any G ∈ Pervsph(Gr,k), there exists a
bifunctorial isomorphism Q(F  G) ∼= Q(F)⊗ ForĠG(S(G)).
Remark 11.8 We expect that there also exists a functor v : Pervmix(Iw)(Gr,k)→
Perv(Iw)(Gr,k) and an isomorphism ε : v ◦ 〈1〉 ∼−→ v such that (Pervmix(Iw)
(Gr,k), v, ε) is a grading on Perv(Iw)(Gr,k). However, this fact is not known
at present. (In [4] we have constructed such a structure for finite-dimensional
flag varieties of reductive groups and coefficients of good characteristic.)
Proof of Proposition 11.6 and Theorem 11.7. Define
Q : Dmix(Iw)(Gr,k)→ DbRep∅(G)
to be the composition
Dmix(Iw)(Gr,k)










for any F in Dmix(Iw)(Gr,k). In other words, there exists a natural isomorphism
ε : Q ∼−→ Q ◦ 〈1〉.
Let us next show that Q is exact. In view of [4, Proposition 3.4], it is
enough to show that Q(J!(λ)) and Q(J∗(λ)) lie in Rep∅(G). However, by
Proposition 10.3 and Property (2) in Theorem 11.2, we have
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Q(J!(λ)) ∼= M(wλ • 0), Q(J∗(λ)) ∼= N(wλ • 0). (11.4)
This proves the desired exactness, and also the first two isomorphisms in (1).
Proposition 10.6 and Theorem 11.2 imply that for any F,G ∈ Pervmix(Iw)





(F,G〈n〉[k]) ∼−→ ExtkRep∅(G)(Q(F),Q(G)). (11.5)
On the other hand, we know from [4, Lemma 3.15] that the realization func-
tor provides an equivalence DbPervmix(Iw)(Gr,k) ∼= Dmix(Iw)(Gr,k). This means




Next, the simple object ICmixλ is the image of any nonzero morphism
J!(λ)→ J∗(λ), while the simple object L(wλ •0) is the image of any nonzero
morphism M(wλ • 0) → N(wλ • 0). In view of (11.4), and since Q is exact
and faithful (as follows from (11.5)), we find that
Q(ICmixλ ) ∼= L(wλ • 0).
We have thus shown that (Pervmix(Iw)(Gr,k),Q, ε) is a grading on Rep∅(G).
We now turn to the fourth isomorphism in (1). The exactness ofQ and (11.4)
(together with Lemma 10.1 and Remark 11.1) imply that Q(T (λ)) is a tilting
G-module which admits T(wλ • 0) as a direct summand. Using the isomor-
phism (11.5) for F = G = T (λ) and k = 0, together with [29, Theorem 3.1],
we see that the ring End(Q(T (λ))) is local, and hence that Q(T (λ)) is inde-
composable, which proves that Q(T (λ)) ∼= T(wλ • 0).
Finally, using Property (3) in Theorem 11.2, (6.1), and the tensor identity,
one can check that for any F ∈ Dmix(Iw)(Gr,k) and G ∈ Pervsph(Gr,k), there
exists a bifunctorial isomorphism
Q(F  G) ∼= Q(F)⊗ ForĠG(S(G))
in DbRep∅(G). In particular, if F ∈ Pervmix(Iw)(Gr,k), then Q(F  G) lies in
Rep∅(G). Now,Q is t-exact, and (11.5) implies thatQ kills no nonzero object.
Since Q(F  G) has cohomology only in degree 0, F  G must have perverse
cohomology only in degree 0. In other words, F  G is perverse. This proves
Proposition 11.6, and also Property (2) of the theorem. 
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11.6 Application to characters of simple G-modules
It is well known that the classes of the modules N(wλ • 0) form a Z-basis of
the Grothendieck group [Rep∅(G)] of the abelian category Rep∅(G). As a
direct application of Theorem 11.7, we obtain the following result.
Proposition 11.9 For any λ,μ ∈ X, the coefficients of [N(wλ • 0)] in the
expansion of [L(wμ • 0)] on the basis









(J!(λ), ICmixμ 〈 j〉[i])
)
.
Proof. It is clear that the classes [J∗(ν)〈 j〉] for ν ∈ X and j ∈ Z form a











Applying Q to the expansion of [ICmixμ ], we obtain the desired equality. 
Remark 11.10 (1) Since the characters of the induced modules N(wλ • 0) are
given by Weyl’s character formula, see [34, Proposition II.5.10], deter-
mining the character of a module is equivalent to expressing the class of
this module in terms of the classes [N(wλ • 0)]. In particular, this propo-
sition gives a geometric character formula for all simple G-modules in
Rep∅(G) (which, admittedly, is not computable in practice).
(2) Using adjunction, the sum in Proposition 11.9 can be interpreted (up to
sign) as the Euler characteristic of the costalk at Lλ of ICmixμ , in the sense
of mixed derived categories.
Let Y1 ⊂ Gr be the union of the Iw-orbits Grλ such thatwλ • 0 is restricted,
i.e. satisfies 0 ≤ 〈wλ • 0, α∨〉 <  for any simple root α. (This subvariety
is independent of  under our assumptions, but is not closed in general.) On
the other hand, let Y2 ⊂ Gr be the union of the Iw-orbits Grλ such that
〈wλ • 0 + ρ, α∨〉 ≤ (− h + 2) for any positive root α. (This subvariety is
closed, but depends on .) We will assume that  ≥ 2h − 3, so that Y1 ⊂ Y2
(see [62, §1.13]). For any λ ∈ X, we will denote by Eλ ∈ Parity(Iw)(Gr,k)
the indecomposable object supported on Grλ and whose restriction to Grλ is
kGrλ[dim(Grλ)], and by ICλ the (ordinary) intersection cohomology complex
associated with the constant rank-1 local system on Grλ.
Let (hy,x : x, y ∈ Waff)be the affineKazhdan–Lusztig polynomials forWaff
normalized as in [55]. (To be really precise, the setting we consider does not
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fit exactly with the setting of [55] since Waff is not a Coxeter group. However
a direct generalization applies, see e.g. [62, §1.8].) Lusztig’s conjecture [45]
predicts that




(−1)(w)+(y)hwS y,wSw(1) · [N(y • 0)]
for any w ∈ 0Waff such that 〈w • 0+ ρ, α∨〉 ≤ (− h + 2) for any positive
root α. It was proved by Kato that it is equivalent to require this formula for
any w ∈ 0Waff such that w • 0 is restricted, see [40, §5.4].
Theorem 11.11 Assume that  ≥ 2h − 3 and  > h.
(1) If Eλ ∼= ICλ for any λ ∈ X such that Grλ ⊂ Y1, then Lusztig’s conjecture
holds.
(2) If Lusztig’s conjecture holds, then for any λ such that Grλ ⊂ Y2, we have
Eλ ∼= ICλ.
Remark 11.12 (1) It is well known that the condition in (1) holds if   0,
see [60]. Hence Theorem 11.11 provides a new proof of Lusztig’s conjec-
ture in large characteristic.
(2) The criterion (1) is similar to a criterion obtained by Fiebig, see [25, §7.5].
In his setting, no analogue of (2) is obtained, however. (Note that Fiebig’s
criterion is in terms of the affine flag variety of Ġ∨, while ours is in terms
of the affine Grassmannian.)
(3) Theorem 11.11 can also be compared with [56, Corollary 1.0.3], which
gives a similar result relating Lusztig’s conjecture “around the Steinberg
weight” and parity complexes on the finite flag variety.
(4) Combining (1) and (2), we see that the absence of -torsion in stalks and
costalks of intersection cohomology complexes associated with orbits in
Y1 (which is equivalent to the condition Eλ ∼= ICλ, see [60]) implies the
same condition onY2, a portionwhichmight bemuch larger (in particular if
 0). The fact that this property follows from the “ordinary”Finkelberg–
Mirković conjecture was noted in [61, Remarks after Theorem 2.14]. This
property has no known geometric explanation.
Before proving this statement we need a preliminary result. Recall that for





where each Xs is isomorphic to an affine space, and for any field F, we define
the mixed derived category DmixS (X,F) as the bounded homotopy category
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of the additive category ParityS (X,F) of parity complexes on X . This cate-
gory has an autoequivalence {1} induced by the cohomological shift in parity
complexes, another autoequivalence [1] given by the cohomological shift of
complexes, and the Tate twist 〈1〉 = {−1}[1].
In particular, if s ∈ S , the category Dmix{s} (Xs,F) is equivalent to the
bounded derived category of the category of graded k-vector spaces, with
k (concentrated in internal degree 0 and considered as a complex in degree
0) corresponding to FXs {dim(Xs)}, regarded as a complex concentrated in
degree 0, see [4, Lemma 3.1]. Here the Tate twist 〈1〉 corresponds to the shift-
of-grading functor normalized as in [4, §3.1], which we will also denote 〈1〉.
If we denote by is : Xs → X the embedding, then we have a stan-
dard object mixs = (is)!FXs {dim(Xs)} and a costandard object ∇mixs =
(is)∗FXs {dim(Xs)} in the category DmixS (X,F). (See [4, §§2.4–2.5] for the
definition of the functors (is)∗ and (is)!; these functors are part of a “recolle-
ment” formalism.)
Lemma 11.13 Let F ∈ DmixS (X,F) be an object which satisfies
HomDmixS (X,F)
(mixs ,F{i}[ j]) = HomDmixS (X,F)(F,∇
mix
s {i}[ j]) = 0
unless j = 0. ThenF is isomorphic to an object ofParityS (X,F), considered
as a complex concentrated in degree 0.
Proof. We prove the claim by induction on #S .
We can assume that F is indecomposable. We choose s ∈ S such that Xs
is closed in X , and set U := ⊔t∈S{s} Xt . We denote by j : U ↪→ X the
embedding. If j∗F = 0, then using the canonical triangle
j! j∗F → F → (is)∗i∗sF [1]−→
in DmixS (X,F) we see that F ∼= (is)∗i∗sF . The assumption implies that i∗sF is
isomorphic to a complex concentrated in degree 0, and the claim follows.
From now on we assume that j∗F = 0. By induction, there exists a par-
ity complex EU on U such that j∗F ∼= EU . By the classification of parity
complexes on X (see [36]), there exists a parity complex E on X such that
EU ∼= j∗E . Then we have canonical distinguished triangles
(is)∗i !sF → F → j∗ j∗F [1]−→ and (is)∗i !sE → E → j∗ j∗E [1]−→
in DmixS (X,F).
We claim that the functor j∗ induces a surjection
HomDmixS (X,F)
(H,H′)  HomDmixS (U,F)( j
∗H, j∗H′) (11.6)
123
Reductive groups, loop Grassmannian, Springer resolution 429
when H and H′ are either F or E . Indeed, using the distinguished triangle
above for H′ we obtain an exact sequence
HomDmixS (X,F)
(H,H′)→ HomDmixS (X,F)(H, j∗ j
∗H′)
→ HomDmixS (X,F)(H, (is)∗i
!
sH′[1]),
where the first map is the morphism appearing in (11.6). Hence to conclude it
suffices to prove that the third term in this exact sequence vanishes. However,
by adjunction we have
HomDmixS (X,F)
(H, (is)∗i !sH′[1]) ∼= HomDmix{s} (Xs ,F)(i
∗
sH, i !sH′[1]).
And either by our assumption (for the case of F) or by [4, Remark 2.7] (for
the case of E), the objects i∗sH and i !sH′, considered as complexes of graded
k-vector spaces (see above), are direct sums of objects of the form k〈n〉[−n]
with n ∈ Z. Hence the desired vanishing indeed holds.
From this surjectivity we deduce that j∗F ∼= EU is indecomposable, hence
that E can be chosen to be indecomposable also. Next we fix isomorphisms
j∗F ∼−→ EU and EU ∼−→ j∗F . By surjectivity again, these isomorphisms can
be lifted to morphisms f : F → E and g : E → F . Since g ◦ f does not
belong to the maximal ideal in End(E), it must be invertible. Similarly f ◦ g
is invertible, and finally F ∼= E . 
Proof of Theorem 11.11. (1) Assume that Eλ ∼= ICλ for any λ ∈ X such that
Grλ ⊂ Y1. Then, by [4, Lemma 3.7], in Dmix(Iw)(Gr,k), for any λ such that
Grλ ⊂ Y1, the simple mixed perverse sheaf ICmixλ is simply Eλ, considered
as a complex concentrated in degree 0. Hence, using [4, Remark 2.7] and










dimHi (Grμ, i !μ(Eλ))
)
· [N(wμ • 0)],
where iμ : Grμ → Gr is the embedding. However, it is easy to see (using




dimHi (Grμ, i !μ(Eλ)) = hwSwμ,wSwλ(1),
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see [60, Implication (3)⇒ (4) in Proposition 3.11]. Hence Lusztig’s formula
holds for any λ ∈ X such that wλ • 0 is restricted. As noted above, this is
known to imply Lusztig’s conjecture via results of Kato [40].
(2) We assume now that Lusztig’s conjecture holds. The theory of mixed
derived categories developed in [4] also applies to coefficients Z or Q. In
particular we will consider the mixed derived categories Dmix(Iw)(Y2,E), for any
E ∈ {Q,Z,k}. (Here the subscript (Iw) means constructible with respect to
the stratification by orbits of Iw.) In each case we have standard and costan-
dard perverse sheaves J!(λ,E) and J∗(λ,E), and an intermediate extension
ICmixλ (E). We also have “extension of scalars” functor
k : Dmix(Iw)(Y2,Z)→ Dmix(Iw)(Y2,k), Q : Dmix(Iw)(Y2,Z)→ Dmix(Iw)(Y2,Q),
which satisfy
k(J!(λ,Z)) ∼= J!(λ,k), Q(J!(λ,Z)) ∼= J!(λ,Q), (11.7)
k(J∗(λ,Z)) ∼= J∗(λ,k), Q(J∗(λ,Z)) ∼= J∗(λ,Q), (11.8)
Q(ICmixλ (Z)) ∼= ICmixλ (Q). (11.9)
(To be precise, in [4] we only consider triples (K,O,F) such that F is the
residue field of O. But the same constructions apply for our present triple
(Q,Z,k).)
We will also consider the indecomposable parity complex Eλ(Q) and the
“ordinary” intersection cohomology complex ICλ(Q) with coefficients in
Q. Note that, as in the proof of (1), ICmixλ (Q) is isomorphic to Eλ(Q) ∼=
ICλ(Q), considered as a complex concentrated in degree 0. In particular, the
coefficients of ICmixλ (Q) in the basis of costandard perverse sheaves are given
by (−1)(wλ)+(wμ)hwSwμ,wSwλ(1).
First, we claim that
k(ICmixλ (Z)) ∼= ICmixλ (k) (11.10)
for any λ ∈ X such that Grλ ⊂ Y2. In fact, as in the proof of Proposition 11.9,
it is not difficult to see that the classes of the objects J∗(λ,E)〈i〉 form a
Z-basis of the Grothendieck group [Dmix(Iw)(Y2,E)], for any E ∈ {Q,Z,k}.












([ICmixλ (Q)])) = [k(ICmixλ (Z))]. Now, if we consider these
Grothendieck groups as Z[v, v−1]-modules where v acts via 〈1〉, Lusztig’s




([ICmixλ (Q)]))|v=1 = [ICmixλ (k)]|v=1,
where (−)|v=1 is the map to the quotient by the submodule generated by
v−1. Hence themixed perverse sheaf k(ICmixλ (Z)) has only one composition
factor, which is a Tate twist of ICmixλ (k). Considering the restrictions to Grλ,
we deduce (11.10).
Next, we claim that
HomDmix
(Iw)(Y2,Z)
(J!(λ,Z), ICmixμ (Z)〈 j〉[i]) and
HomDmix
(Iw)(Y2,Z)
(ICmixμ (Z),J∗(λ,Z)〈 j〉[i]) are Z-free (11.11)
for any i, j ∈ Z and anyλ,μ ∈ X such thatGrλ,Grμ ⊂ Y2.We treat the second
case; the first one is similar. First we remark that we can replace Dmix(Iw)(Y2,Z)
by Dmix(Iw)(Gr,Z) in these Hom-spaces. Now, assume that the finitely gen-
erated Z-module HomDmix
(Iw)(Gr,Z)
(ICmixμ (Z),J∗(λ,Z)〈 j〉[i]) has torsion.
Using (11.10) and [4, Lemma 2.10], we deduce that HomDmix
(Iw)(Gr,k)
(ICmixμ (k),
J∗(λ,k)〈 j〉[k]) is nonzero for k ∈ {i, i+1}. Then applyingQweobtain that the
k-vector space ExtkRep∅(G)(L(wλ •0),N(wλ •0)) is nonzero for k ∈ {i, i+1}.
This contradicts a parity-vanishing result of Andersen [7] (obtained as a con-
sequence of Lusztig’s conjecture), see [34, Proposition C.2(b)].


























for any i, j ∈ Z and λ,μ ∈ X such that Grλ,Grμ ⊂ Y2. Since, in the case
of Q, we know that these spaces vanish unless i + j = 0 (see above), we
deduce the same property over k. Then, Lemma 11.13 implies that ICmixλ (k) is
isomorphic to a parity complex considered as a complex concentrated in degree
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0, for any λ ∈ X such that Grλ ⊂ Y2. By indecomposability and considering
supports, we even have ICmixλ (k) ∼= Eλ(k) for any such λ.
By thewell-known characterization of simple objects in the recollement for-
malism, see [11, Corollaire 1.4.24], the fact thatICmixλ (k) ∼= Eλ(k) implies that
i∗μ(Eλ(k)) is in perverse degrees≤ −1 and that i !μ(Eλ(k)) is in perverse degrees
≥ 1, for anyμ ∈ X such that Grμ ⊂ GrλGrλ ⊂ Y2. On the other hand, these
complexes are just the ordinary restriction and corestriction of Eλ(k) to Grμ,
considered as complexes concentrated in degree 0; see [4, Remark 2.7]. Hence
these conditions mean that i∗μ(Eλ(k)) belongs to D≤− dim(Grμ)−1(Grμ,k),
and that i !μ(Eλ(k)) belongs to D≥− dim(Grμ)+1(Grμ,k), where i∗μ and i !μ now
mean the ordinary restriction and corestriction functors. Using the char-
acterization of ordinary intersection cohomology complexes given by [11,
Corollaire 1.4.24], it follows that ICλ(k) ∼= Eλ(k). 
Remark 11.14 Theorem 11.11(2), [4, Lemma 3.7] and [5, Corollary 3.17]
imply that if Lusztig’s conjecture holds, then the category Pervmix(Iw)(Y2,k)
(which is part of a grading on the Serre subcategory of Rep∅(G) generated
by the simple objects L(w • 0) with w ∈ 0Waff such that 〈w • 0 + ρ, α∨〉 ≤
(− h + 2) for any positive root α) is a Koszul category.
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