ABSTRACT Statistical process control (SPC) has been widely used to control and improve the quality of products in manufacturing processes. Currently, a limited number of schemes is available for change-point detection in multivariate categorical processes (MCPs), where each quality characteristic of products is measured by several attribute levels. Furthermore, existing few methods neglect the dependence structure among quality characteristics so as to provide low efficiency in detecting change points. This paper develops one change-point detection scheme based on the hierarchical log-linear model, which integrates a variable selection procedure to focus only on significant interaction effects, or equivalently dependent relationships among the factors. Therefore, the scheme can achieve higher efficiency than its competing method. The simulation study demonstrates the superiority of the proposed scheme and a real application shows the implementation of the scheme. 
I. INTRODUCTION
Modern manufacturing processes are widey controlled or improved by statistical process control (SPC) techniques, which mainly comprise two phases of use. Specifically, Phase I analysis aims to detect and eliminate the process outliers and further to estimate in-control (IC) parameters for online surveillance in Phase II. Up to now, plenty of attention has been paid to Phase I change-point detection with continuous data [1] . However, the same can hardly be said with those involving categorical data although attribute levels are more desirable than numerical values to measure the quality of products or service in many cases. For example, the deep reactive ion etching (DRIE) technique is usually utilized to form desired patterns on wafers, the quality of which can be measured by the characteristic, etching trench profile. As Fig. 1 shows, it is more convenient to classify
The associate editor coordinating the review of this manuscript and approving it for publication was Md Asaduzzaman. the etching profiles into negative, normal and positive than measuring their angles of sidewalls accurately [2] .
Actually, Phase II monitoring with categorical data has witnessed sufficient SPC methods in the literature. When the process involves only one quality characteristic measured by several categories, Topalidou and Psarakis [3] provided a detailed overview of earlier work. Recent developments for monitoring binomial processes include Xie et al. [4] , Huang et al. [5] , [6] , Wang and Reynolds [7] , etc. As to online surveillance of mutinomial processes, Ryan et al. [8] , Weiss [9] and Yashchin [10] made recent contributions, which were advanced by Lee et al. [11] through considering unknown direction and size of the process shifts. In addition, Das and Zhou [12] focused on the monitoring of entropy increase in categorical data while Li et al. [13] and Wang et al. [14] incorporated the natural order among attribute levels of a factor to improve the efficiency of monitoring corresponding latent continuous variable. In a general case, multiple quality characteristics shall be each classified with a few attribute levels, which induces multivariate categorical data. Regarding this, log-linear model has been developed to characterize both marginal distributions of all categorical characteristics and dependence among them. Recent progress in the model settings and extensions can be found in Bishop et al. [29] . As to quality control, engineers can refer to the recent series of charting techniques derived based on log-linear model. For example, Li et al. [15] combined the log-linear model encompassing directional information of process shifts and generalized likelihood ratio test (GLRT) to propose a multivariate categorical SPC technique. Log-linear model was further modified by Li et al. [16] to contain hierarchical dependence among factors, by Wang et al. [17] to incorporate the order among attribute levels of each factor and by Li et al. [18] to represent factors' causal relationships with each other in design of novel charting approaches.
Despite high efficiency, the aforementioned methods assume IC parameters are known or have been estimated in advance, which is not the usual case. Actually, Phase I approaches such as change-point detection schemes are often utilized to remove unusual patterns from the reference data before parameter estimation. However, according to Jones-Farmer et al. [19] , limited work has paid attention to Phase I analysis of binomial or multinomial data not to mention that of multivariate categorical data. Among the few, Borror and Champ [20] made an early contribution to detecting the change point in binomial data with p chart, which was advanced by the neural-network-based approach suggested by Shao and Lin [21] . Particularly, Niaki and Khedmati [22] focused on estimation of change point in high-yield processes. Moreover, Hou et al. [23] estimated the fault position of multinomial processes by combining maximum likelihood estimation (MLE) method and generalized p chart.
For multivariate categorical data, the few reference can be a change-point detection scheme proposed by Li et al. [24] , who integrated directional information of process shift into log-linear model. However, this method neglected hierarchical structure of the reduced log-linear model, which excludes some insignificant interaction effect terms that correspond to dependent relationships among factors. To bridge this research gap, this work first performs the variable selection procedure to obtain dependence structure of multiple factors, or equivalently, hierarchical structure of log-linear model under null hypothesis. Then the count of each attribute level combination can be estimated with Iterative Proportional Fitting (IPF) algorithm according to the hierarchical structure [29] . Finally, the at-most-one-change-point (AMOC) framework [30] is employed to propose a novel multivariate categorical change-point detection scheme, which shall be more efficient than that ignoring hierarchical information.
The rest of this article is presented as follows. Section II introduces the log-linear model to characterize marginal distributions of all factors and the dependence among them. A two-sample test with hierarchical information of log-linear model is proposed in Section III. Section IV displays a change-point detection scheme, the performance of which is investigated in comparison with that considering no hierarchical information in Section V. A porcelain production example is given in Section VI to demonstrate the implementation of the proposed approach before concluding remarks in Section VII. 
II. HIERARCHICAL LOG-LINEAR MODEL
When the sample size N is fixed, the h i marginal sum counts from n (i)1 to n (i)h i of V i will follow the multinomial distribution MN(N ; p (i)1 , . . . , p (i)h i ), where the marginal probability of factor V i at each level v is represented by
Furthermore, observed counts in the cell will jointly follow a multivariate multinomial distribution if all the factors are considered [29] . In particular, the distribution will be reduced to being binomial when each factor takes two levels.
B. LOG-LINEAR MODEL IN MATRIX FORM
In this section, a log-linear model is introduced to characterize the multivariate categorical process mentioned above. Specifically, assume a three-way contingency table concerning factors V 1 , V 2 and V 3 , which respectively take h 1 , h 2 , and h 3 attribute levels. Let the expected count with level combination of V 1 in level a 1 , V 2 in level a 2 , and V 3 in level a 3 be denoted by m a 1 a 2 a 3 (a 1 = 1, . . . , h 1 ; a 2 = 1, . . . , h 2 ; a 3 = 1, . . . , h 3 ), the log-linear model can be expressed as
where u (0) indicates the overall mean; u (1) , u (2) and u (3) represent the main effects; u (1, 2) , u (1, 3) and u (2, 3) represent the two-factor interaction effects; u (1, 2, 3) is the three-factor interaction effect.
Here each main effect term exhibits one-to-one relationship with marginal distribution of corresponding factor. In addition, interaction effects represent the dependence among corresponding factors. For example, marginal distribution of factor V 1 is associated with u (1) and the dependence between factors V 1 and V 3 can be reflected by u (1, 3) . In this way, marginal distributions of categorical factors and the dependence among them can be characterized by the loglinear model mentioned above. Particularly, the model will involve no interaction effects if the factors are independent of each other.
Usually, the log-linear model shall be equipped with identifiability constraints such as
for factor V 1 along with its attribute level index a 1 . In addition, there exist similar constraints for factor V 2 and factor V 3 . Actually, it is inconvenient to employ these separate constraints in practice but the log-linear model can be rewritten in an equivalent matrix form that satisfies the identifiability constraints in line with Li et al. [15] .
For illustration, assume V 1 , V 2 , V 3 are respectively classified into 2, 2, 3 levels and define
where 1 2 , e 2 are for the factor with 2 levels and 1 3 , e 3 are for that with 3 levels. Note that the column sums of e 2 and e 3 equal 0, which satisfies the identifiability constraints. Next, let ⊗ indicate the Kronecker product operator, vectors and matrices can be designed for the matrix-form loglinear model like
where x i , x i,j , x i,j,k are respectively for the main, two-factor interaction, three-factor interaction effect terms.
By
, the log-linear model can be rewritten as
where β 0 is related to overall mean u (0) , vectors β i , β i,j , β i,j,k represent the main, two-factor interaction, three-factor interaction effects and are equipped with the numbers of rows respectively equal to the numbers of columns in x i , x i,j and x i,j,k .
For ease of exposition, serial numders are used as subscripts of the modified effect terms and a simpler version of the model can be obtained as
It can be easily extended to characterize a multivariate categorical process with d factors
In this general case, matrices x i can be designed in the following procedure. First, determine
with subscripts corresponding to the number of attribute levels of each factor. Second, obtain the design matrix associated with an effect by replacing 1 with e with appropriate dimensions at all the positions where the factors are contained in this effect. To make it further, the log-linear model is expressed in a more explicit form:
C. HIERARCHICAL STRUCTURE OF LOG-LINEAR MODEL
As is mentioned above, log-linear model can characterize the marginal distributions of categorical factors and dependence among them with coefficients respectively corresponding to the main effect and interaction effect terms. Actually, not all effect terms will be involved by the model since some high-order effects may not exist. For example, if factors V 1 and V 2 are independent of each other, their interaction effect term u (1, 2) will not emerge in the model and corresponding coefficients β i in proposed matrix-form log-linear model shall be equal to 0. Therefore, the log-linear models with all types of effect terms will be called saturated whereas those with some interaction effects deleted can be regarded as the reduced log-linear models.
As to the reduced models, higher-order effects should be regarded as deviation from lower-order effects for the ease of parameter estimation [29] . Therefore, the hierarchy principle should be imposed, which requires involvement of all lower-order effects if a higher-order interaction effect containing them exists in the model. For instance, when the effect u (1, 3) is included for a three-way contingency table, effects u (2) and u (3) have to be involved in the log-linear model. The hierarchical models can be denoted in simple means, such as [
indicating that with effect u (1, 2, 3) deleted.
It can be seen that the hierarchical structure of a log-linear model reflects the dependent relationships among associated factors. To figure out such hierarchy, a variable selection procedure can be conducted for coefficients in β to exclude some insignificant interaction effects based on observed cell counts. It is worth noting that design matrix X is independent from hierarchy of the model and can be determined in advance according to the supplemental file of Li et al. [15] . Finally, expectation counts can be estimated from the reduced log-linear model based on MLE. We can refer to Christensen [28] for more developments of log-linear model.
III. PROPOSED TWO-SAMPLE TEST A. MLE IN HIERARCHICAL LOG-LINEAR MODEL
It has been mentioned that the hierarchical structure of a log-linear model can affect the estimation of expected cell counts in corresponding contingency table. To be specific, assume one count vector n of size N as a sample from a multivariate categorical process involving d factors. According to Section II-A, the sample n should follow multinomial distribution MN (N ; p) . Therefore, the log-likelihood of n can be obtained from probablity mass function (PDF) of the multinomial distribution as
where m = N p. Based on this, the maximum likelihood estimator m of m can be calculated. It should be notified that in a saturated log-linear model, m shall equal n/N . However, it is not true with a reduced model, where m shall be estimated with hierarchical structure considered. As is known, hierarchy of the log-linear model requires that some parameter vectors β i (i = 1, . . . , 2 d − 1) be equal to 0. Therefore, the variable selection procedures such as elastic net, ridge regression, least absolute shrinkage and selection operator (LASSO) may be incorporated to obtain the model hierarchy and parameters. Then cell counts can be estimated directly based on these parameters and a change-point detection scheme can be designed consequently. Actually, LASSO algorithm has been employed by Zou et al. [25] , Shang et al. [26] to establish the diagnostic schemes respectively for multivariate continuous processes and multistage processes, which may be naturally extended to multivariate categorical processes.
On the other hand, as mentioned in Section II-B, one interaction effect usually corresponds to multiple parameters. If one interaction effect is deleted, corresponding parameters shall be set to zero and furthermore, the higherorder interaction effects shall also be excluded from the model due to its hierarchical structure. We have to incorporate group LASSO proposed by Meier et al. [27] to impose such procedure, which complicates the problem. Fortunately, according to Bishop et al. [29] , the MLE of cell counts can be easily obtained by performing the Iterative Proportional Fitting (IPF) algorithm merely with observed cell counts according to given hierarchical structure.
For example, assume a three-factor categorical process with hierarchy [
ijk be the estimator of expected cell count m ijk in the lth iteration with m (0) ijk = 1, corresponding iterations will be
, where symbol ''+'' represents the marginal calculation. Bishop et al. [29] proved that these iterations can converge very fast to obtain the MLE of cell counts. Then corresponding parameters in log-linear model can be calculated accordingly. This article utilizes subroutine ''PRPFT'' in Fortran with the IMSL library to perform IPF algorithm.
B. TWO-SAMPLE TEST WITH VARIABLE SELECTION
In the literature, little attention has been paid to change-point detection in multivariate categorical processes. The few reference can be Li et al. [24] , who considered direction of the process shifts but ignored hierarchical structure of the factors. This article tries to incorporate variable selection associated with the model hierarchy into detecting process outliers. The variable selection procedure shall help improve the efficiency of change-point detection [31] , [32] .
Before proposing the novel change-point detection scheme, a two-sample test with variable selection can be introduced to set a basis. Specifically, assume two samples n a , n b collected from the multivariate categorical process. It is easy to see that they respectively follow multinomial distri- butions MN(N a , p a ) and MN(N b , p b ) . Therefore, hypothesis of the two-sample test will be
The log-linear model mentioned above can be modified into ln p a = 1β
.
0 (t = a, b) can be determined from β (t) , which can transform the hypothesis into an equivalent form:
The generalized likelihood ratio test (GLRT) [33] can be exploited to construct test of this hypothesis.
It is easy to get the maximum likelihood estimates(MLEs) of p a and p b as (n a + n b )/(N a + N b ) under null hypothesis and as n a /N a , n b /N b respectively under alternative hypothesis. In this way, the −2LRT(likelihood ratio test) statistic becomes
It is worth noting that this test statistic takes no account of the hierarchical structure, or variable selection equivalently speaking, of the log-linear model and it is only suitable for saturated log-linear model. In this case, MLE of the cell probability vector will be simply the cell count vector divided by total sample size.
However, when some interaction effects are removed from the model, loss of hierarchical information will weaken the power of test. With variable selection integrated according to the hierarchical structure, expectation of the cell count vector will be defferent from that in saturated model. Assume m a and m b are estimated by IPF algorithm according to the hierarchical structure, a novel test statistic can be derived as
Here m a and m b are respectively associated with n a and n b but the former ones contain the hierarchical information of the model.
IV. CHANGE-POINT DETECTION SCHEME A. PROPOSED STATISTIC
In this section, the proposed two-sample test will be introduced to construct a change-point detection scheme. As is known, the coefficient vectors β i (i = 1, . . . , 2 d − 1) of log-linear model exhibit one-to-one relationships with the marginal distributions of factors and the dependence among them. Once a shift occurs in either the marginal distirbution or dependence, corresponding coefficient in β i will deviate from its original value. Consequently, the cell probability vector will change accordingly. Therefore, it is reasonable to assume Phase I samples n 1 , n 2 , . . ., n M are identically independently collected from the following change-point model
where n j (j = 1, . . . , M ) is of size N and dimension h × 1, β a = β b and τ is the unknown change point in the Phase I dataset. In the literature, Srivastava and Worsley [34] proposed a scheme to detect change-point position in the mean of a multivariate normal distribution and Li et al. [24] borrowed this framework for change-point detection in multivariate categorical processes without account of variable selection. Similarly, the GLRT method can be integrated with the binary segmentation procedure based on hierarchical loglinear model. To be specific, the change point τ is unknown in advance and takes one value in {1, 2, . . . , M − 1}. It will be possible to group the samples collected before and after each τ respectively together to form 2 separate large samples. Then at each possible value of τ , the proposed two-sample test is implemented and calculate one statistical value. If maximum of the M − 1 values is large enough to reject the null hypothesis, it can be concluded that the change point occurs at the τ th sample. Moreover, the M samples are grouped at the kth k = 1, . . . , M − 1 sample in the following way: . According to AMOC framework, the finalized statistic for testing if a change exists will be expressed as
which is named as maximal log-likelihood ratio test statistic by Csörgő and Horváth [30] . Since the exact distribution of this statistic is not easy to derive, Csörgő and Horváth [30] provided its asymptotic distribution, according to which, the critical value can be approximated. It is a pity that this approximation method does not work well in multivariate categorical processes. Therefore, this article exploits simulation to calculate the critical value in line with Shang et al. [35] . When statistical value R is larger than a critical value or limit, the null hypothesis will be rejected and the change point τ can be estimated asτ
For the ease of exposition, the article calls this Phase I analysis method as variable-selection-based change-point detection (VSCD) scheme. Similarly, the statistic for change-point detection without account of hierarchical structure can be described as
with change point estimated aŝ
Moreover, this method can be named as general multivariate categorical change-point detection (MCCD) scheme.
B. IMPLEMENTATION OF THE SCHEME
As is indicated above, the derived statistic for change point detection should be compared with the critical value associated with given significance level, which is quite difficult to obtain since the exact distribution of the test statistic can hardly be formulated. In this work, the resampling method suggested by Shang et al. [35] are introduced to calculate the critical value according to given significance level.
As with Shang et al. [35] , small number of IC samples are presumably available to be employed for estimating the distribution parameters, which may help generate enough new observations to compute critical value corresponding to predefined Type I error. It is straightforward to see that if the change exists, samples collected after the change will behave in a different pattern from that shown by samples before the change point. Therefore, the statistical value tends to achieve its maximum at the change point in sufficient replications and the maximum will probably be larger than critical value.
To sum up, the procedures to calculate critical values according to predefined type I error can be implemented as follows:
(1) Based on limited number of IC samples, the IPF algorithm can be performed to estimate the expectation cell count vector m along with the hierarchical structure and further the cell probability vector p.
(2) According to p, generate M samples with sample size N and calculate the change-point detection statistics.
(3) Replicate step (2) and (3) for r times and record the values of R in Equation (1) and T in Equation (2) after each replication.
(4) According to the predefined type I error α or significance level, the critical values can be computed as the 100(1 − α)th percentile of the recorded values of R and T .
V. SIMULATION STUDY
In this section, the performance of proposed VSCD scheme is investigated in comparison with that of the competing method, MCCD scheme, which takes no account of hierarchical structure of the log-linear model. As is indicated, the proposed VSCD scheme can focus on significant dependent relationships among factors by integrating variable selection procedure and thus shall be more efficient than MCCD scheme in detecting the change point in multivariate categorical processes.
Here the comparison is conducted based on multivariate binomial data and multivariate multinomial data separately. Assume the Phase I samples that may contain a change point has the number M = 50 of size N = 500. Given small number of IC samples, the cell probability vector can be estimated together with the hierarchy of log-linear model based on subroutine ''CTSTP'' in IMSL library. Then IC probability vector is used to generate samples to calculate critical values via 20, 000 replications according to predefined type I error α = 0.05. The whole detecting processes are replicated for 20, 000 times to obtain the power and shifted position estimation performances of the two schemes. It is worth noting that all these procedures can be implemented fast in Fortran languages with IMSL library.
A. DETECTION POWER COMPARISON IN BINOMIAL PROCESSES
Assume 4 quality characteristics in a multivariate process and each takes two attribute levels such as conforming, nonconforming. Hence, a four-way contingency table will be formed with size 2 × 2 × 2 × 2. The cell probability vector can be estimated based on given small number of IC samples and the hierarchy of log-linear model can be determined where β 0 indicates the intercept determined from constraint 1 T p = 1. Remember one-to-one relationship exists between these coefficients and the marginal distributions of factors and and dependence among them as described in Section II-B. Furthermore, the coefficients that equal 0 correspond to interaction effect terms excluded by the log-linear model. For simulation study, a shift will be added to certain coefficient to induce process changes at the τ = 15th sample. The power represents the proportion that one scheme correctly rejects the null hypothesis and naturally, the larger its value is, the higher efficiency the scheme exhibits. As dislayed in Table 1 , the main effects of four factors mentioned above respectively correspond to the coefficients β 1 , β 2 , β 3 , β 4 , which deviate from their pre-change values by δ% to cause shifts in marginal distributions of corresponding factors. It can be seen that the proposed VSCD scheme is uniformly more efficient than its competing MCCD scheme. Besides, Table 2 presents power comparison of the two schemes when shifts occur to two-factor interaction effects indicated by β 1,2 , β 2,3 , β 2,4 or higherorder interaction effect represented by β 1,2,3 . Note that δ is employed instead of the proportional values here since coefficients corresponding to interaction effects are usually small.
In most situations, larger powers are exhibited by the proposed VSCD scheme than MCCD scheme. Particularly, when a shift occurs to β 2,4 , the hierarchical structure will change accordingly, where proposed VSCD scheme is surpassed by MCCD scheme. This is not surprising since VSCD scheme used false hierarchy in this case. Generally speaking, it can significantly improve the power of one change-point detection scheme by incorporating hierarchical information of the log-linear model and integrating variable selection procedure accordingly. We should notice that when the log-linear model involves all possible effects or can be called saturated equivalently, the proposed VSCD scheme will be the same as MCCD scheme since the variable selection procedure will be no longer applicable.
B. DETECTION POWER COMPARISON IN MULTINOMIAL PROCESSES
This section further consider the case where each quality characteristic takes more than two attribute levels. Specifically, imagine a multivariate categorical process with three quality characteristics respectively classified into three, three, four levels, which will induce a three-way contingency table of size 3 × 3 × 4. Similarly, small number of IC samples are utilized to estimate the cell probability vector along with the hierarchical structure as [
. Consequently, associated log-liear model can be equipped with the where β 0 is an intercept accommodating the constraint 1 T p = 1 and coefficients with 0 value represent the interaction effects removed from the log-linear model. Here different magnitudes of proportional δ are added to coefficients associated with main effects to produce changes in marginal distirbutions of factors and of real δ to the coefficients corresponding to interaction effects to make dependence changes to the factors. As shown in Table 3 , coefficient β 1 2 represent main effect of the first factor via its second attribute level whereas β 2 1 , β 2 2 are related to main effect of the second factor and β 3 2 , β 3 3 to that of the third factor. It is obvious that the proposed VSCD change-point detection scheme uniformly outperforms its competing MCCD scheme. Similarly, part of simulation results are presented in Table 4 under the assumption that interaction effects are encoutered with shifts. Better detection power can be seen from VSCD scheme than MCCD scheme as well except for the situation where hierarchical structure changes.
C. COMPARISON IN ESTIMATION OF SHIFTED POSITION
The subsections above evaluate the efficiency of two proposed schemes in determining the existence of a change among Phase I samples. Here position of the change can be estimated if there is any and estimation accuracy of the two schemes are further investigated. Remember that the true change point τ = 15, which shall be compared with the average of estimatedτ to induce indices ''Bias'' and the standard error ofτ ''Std". In addition, the consistency of of fault identification is quantified by two probabilities Pr(|τ − τ | ≤ 1) and Pr(|τ − τ | ≤ 2) (denoted by ''Pr1'' and ''Pr2'', respectively). Obviously, the better scheme should be with smaller biases together with standard errors and larger probabilities. To save space of the context, this section only provides the performances of shifted position estimation in binomial processes. All settings of results in Table 5 are the same as those in Subsection V-A. Coefficients β 1 , β 3 are associated with the main effects, β 2,3 , β 2,4 with two-factor interaction effects and β 1,2,3 with three-order interaction effect. Except for the case where hierarchical structure shifts, the estimator of fault position provided by VSCD scheme displays smaller biases, standard deviations, and higher probabilities Pr1, Pr2 indicating better consistence than those given by the competing method. This is because the hierarchical information of loglinear model is incorporated to induce a variable selection procedure in estimating change points while the competing method fails to do so.
VI. A REAL APPLICATION
To show its implementation, the proposed scheme will be emploited to detect the change point in a porcelain production process. According to Taleb [36] , the quality of porcelain products can be evaluated by three characteristics: appearance (V 1 ), transluscence (V 2 ), whiteness (V 3 ), which may be dependent on each other and shall be considered simultaneously. It may be difficult to measure these characteristics with numerical values and thus each of them is classified into three attribute levels such as good, marginal, bad. Consequently, a contingency table is formed with dimension 3 × 3 × 3.
Moreover, Taleb [36] displayed 23 consecutive IC samples together with 3 OC ones and each is of size N = 200. As described in Section IV-B, the first 3 IC samples are used to obtain the hierarchical structure of log-linear model as [V 1 ][V 2 V 3 ] and to estimate corresponding cell probability vector for generating new samples and calculating the critical value given Type I error α = 0.01 by 50,000 replications. Here two cases are included for comparison: the one with an occurring change point formed by the remaining 20 IC and 3 OC samples and the other without formed by only 20 IC samples. Accordingly, Fig. 2 and Fig. 3 are plotted with respective critical value 30.52 and 30.47, which are unsurprisingly close to each other since the former case considers only 3 samples more than the latter in comparison with its total 23 ones. As is seen from Fig. 2 , the maximum is reached at the 20th sample, which exceeds the critical value under α = 0.01. Therefore, the proposed scheme rejects the null hypothesis with correctly estimated change pointτ = 20. However, when there is no change point, it can be seen from Fig. 3 that the maximum is no larger than the critical value and the null hypothesis cannot be rejected. Obviously, the proposed scheme is quite efficient in detecting the change point cuased by excessive 3 OC samples.
VII. CONCLUSION
This article notices that sparse research pays attention to Phase I analysis of multivariate binomial and mutinomial data, which causes inconvenience to current quality control and improvement. Regarding this, hierarchical log-linear model is introduced to develop a change-point detection scheme under AMOC framework. With variable selection procedure integrated, insignificant parameters in the model can be excluded and thus improve the detection efficiency and accuracy of estimation of shifted position. Simulation study demonstrates the superiority of proposed scheme to its competing method that ignores the hierarchical information of log-linear model as long as the hierarchy stays the same. The detailed implementation procedure is provided by a real application.
Nevertheless, several issues are not addressed in this work and may deserve future discussions. First, the number of attribute levels in each factor is considered to be small or moderate in this article. For multivariate categorical processes with high-dimensional or ultra high-dimensional attribute levels, more general variable selection procedures such as LASSO may be incorporated to develop a change-point detection scheme, which deserves future research. Second, the scheme is developed under the assumption that only one change point exists in the reference samples. It may be extended to cases with multiple chang points according to the framework introduced by Csörgő and Horváth [30] . Continuous binary segmentation of observed samples should be conducted to estimate the number of change points, which requires many more efforts and shall attract further attention.
