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Abstract
In this paper, we study a classes of oscillatory singular integral operators of nonconvolution type
with phases more general than polynomials. We prove that such operators are bounded on Lp pro-
vided their kernels satisfy a very weak condition. In addition, we also study the related truncated
oscillatory singular integral operators. Moreover, we present a class of unbounded oscillatory singu-
lar integral operators.
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1. Introduction and statement of results
Let n  2 and Sn−1 be the unit sphere in Rn equipped with the normalized Lebesgue
measure dσ . Let N0 denote the set of all nonnegative integers. Suppose that Ω ∈ L1(Sn−1)
is a homogeneous function of degree zero on Rn that satisfies∫
Sn−1
Ω(x) dσ(x)= 0. (1.1)
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TΦ,Ωf (x) = p.v.
∫
Rn
eiΦ(x,y) |x − y|−n Ω(x − y)f (y) dy. (1.2)
Operators of the form (1.2) have arisen in the study of singular integrals on lower-
dimensional varieties and the singular transform. For background information about these
operators, we refer the readers to consult [11,13,14].
Along living problem concerning the operators in (1.2) is that under what conditions on
Φ and Ω , the corresponding operator TΦ,Ω maps Lp(Rn) into itself for some 1 < p < ∞.
When Ω is smooth, the Lp mapping properties of these operators for general mappings Φ
are relatively well understood (see [11,13,14] and references therein). A particular result in
this case which is related to our work is Ricci–Stein’s result in [11]. Ricci and Stein studied
the class of operators TP,Ω , where P is a real valued polynomial mapping on Rn × Rn.
They proved that the operator TP,Ω is bounded on Lp for all 1 < p < ∞ provided that
Ω is in C1(Sn−1). It is worth pointing out that the condition C1(Sn−1) was relaxed to
Ω ∈ Lq(Sn−1) for some q > 1 by Lu and Zhang in [9]. For other improvements of this
result, see [3,7].
The Lp boundedness for operators with rough kernels and general translation invariant
phase functions was considered by many authors ([1,2,6,12], among others). But the prob-
lem seems to be harder if the phase functions are not assumed to be of the form Φ(x−y). It
is our aim in this paper to investigate such problem. In this paper, we study the Lp bound-
edness of the operators in (1.2) but with general phase functions and kernels satisfying very
weak size condition. The class of operators that we shall consider here are rooted in, and
constitute a generalization of, operators investigated in [1,3,4,11].
W start by defining the phase functions under consideration. Let P(n) denote the set of
polynomials on Rn which have real coefficients. We also, let HO(n) denote the set of real
valued homogeneous functions on Rn. For φ ∈HO(n), we shall let deg(φ) denote the de-
gree of homogeneity of φ, i.e., φ(tx) = tdeg(φ)φ(x) for t > 0. Let AO(n) be the collection
of φ ∈HO(n) with deg(φ) ∈ N and φ|Sn−1 is real analytic. Set AO(n) = AO(n) ∪ R.
Definition 1. (a) A function Φ : Rn × Rn → R is said to be in P(n) ∗1 HO(n) if there
exist l ∈ N0, {φj : 0 j  l} ⊂AO(n), and {Pj : 0 j  l} ⊂ P(n) such that Φ(x,y) =∑l
j=0 Pj (x)φj (y − x).
(b) A function Φ : Rn × Rn → R is said to be in P(n) ∗2 HO(n) if the function Ψ
defined by Ψ (x, y) = Φ(y,x) is in P(n) ∗1 HO(n).
Set
P(n) ∗HO(n) =
2⋃
j=1
P(n) ∗j HO(n).
In order to state our results, we cite the following related remarks.
(i) In a very recent paper [1], Al-Qassem et al. studied singular integrals on lower-
dimensional varieties with kernels belonging to the block space B(0,0)q (Sn−1), q > 1 (defi-
nition of block spaces will be recalled in Section 2). As a consequence of their result, they
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all 1 j m, then the operators
Tλ,Ωf (x) = p.v.
∫
Rn
eiλ·Ψ(x−y)|x − y|−nΩ(x − y)f (y) dy,
λ ∈ Rm, are uniformly bounded on Lp for all 1 < p < ∞ provided that Ω ∈ B(0,0)q (Sn−1)
for some q > 1.
(ii) Also, the authors of [1] showed that if the condition Ω ∈ B(0,0)q (Sn−1) is replaced
by Ω ∈ B(0,ε)q (Sn−1) for some ε < 0, then the Lp boundedness of the singular integral
operator T0,Ω may fail for any 1 < p < ∞.
(iii) Let P(n,n) denote the class of all real valued polynomial mappings on Rn × Rn.
Then it can be easily seen that P(n,n) ⊂ P(n) ∗HO(n) and the inclusion is proper. To
give an example of a mapping Φ in P(n) ∗HO(n) which is not a polynomial, we cite the
function
Φ(x,y) =
{
(yn − xn) sin
(
(yn − xn)3
(
n∑
j=1
(yj − xj )2
)−3/2)} n∏
j=1
x2j ,
where x = (x1, . . . , xn) and y = (y1, . . . , yn).
(iv) In [8], it is shown that the block spaces B(0,0)q (Sn−1), q > 1, enjoy the following
relations:
Lp(Sn−1) B0,0q (Sn−1) for all p > 1, (1.3)⋃
q>1
B0,0q (Sn−1)
⋃
p>1
Lp(Sn−1). (1.4)
On the other hand, the relation between the spaces B(0,0)q (Sn−1) and L log+ L(Sn−1) is
unknown (see [10]). It is a common feeling that B(0,0)q (Sn−1) and L log+ L(Sn−1) are
incomparable in the sense that neither of them contains the other. A similar statement
holds for B(0,0)q (Sn−1) and the Hardy space H1(Sn−1).
(v) While revising this paper, it came to our attention that the special cases of Theo-
rems 1.1 and 1.2 below dealing with polynomial mappings Φ have been recently proved in
[10]. Thus our theorems can be viewed as generalizations of the results of [10].
In light of the remarks above, we are led to the following natural question.
Question. Suppose that Ω ∈ B(0,0)q (Sn−1) for some q > 1 is a homogeneous function of
degree zero on Rn that satisfies (1.1). Suppose also that Φ ∈ P(n) ∗HO(n). Is the corre-
sponding operator TΦ,Ω bounded on Lp for some p ∈ (1,∞)?
In this paper, we shall answer this question in the affirmative. In fact, we have the
following
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of degree zero on Rn that satisfies (1.1). If Φ ∈ P(n) ∗HO(n), then∥∥TΦ,Ω(f )∥∥p  Cp‖f ‖p (1.5)
for all 1 < p < ∞ with constant Cp independent of the coefficients of the particular poly-
nomials involved in the representation of Φ in Definition 1.
Also, in this paper we study the truncated maximal oscillatory singular integral operator
T∗Φ,Ωf (x) = sup
ε>0
∣∣∣∣∣
∫
|x−y|>ε
eiΦ(x,y)|x − y|−nΩ(x − y)f (y) dy
∣∣∣∣∣. (1.6)
Our result regarding T∗Φ,Ω is the following
Theorem 1.2. Suppose that Ω ∈ B(0,0)q (Sn−1) for some q > 1 is a homogeneous function
of degree zero on Rn that satisfies (1.1). If Φ ∈ P(n) ∗HO(n), then∥∥T∗Φ,Ω(f )∥∥p  Cp‖f ‖p (1.7)
for all 1 < p < ∞ with constant Cp independent of the coefficients of the particular poly-
nomials involved in the representation of Φ in Definition 1.
By remark (iii) and the relations (1.3)–(1.4), we conclude that Theorems 1.1 and 1.2
are proper extensions of the corresponding results in [9]. It should be pointed out here
that the main significance of Theorems 1.1 and 1.2 lies in its presenting a large class of
nonconvolution type operators that are bounded on Lp provided that their kernels are in
B
(0,0)
q (Sn−1) for some q > 1.
It is noteworthy that in our results above the case where some of the homogeneous
functions {φj } satisfy deg(φj ) = 0 is excluded. In Section 6, we shall show that if such
case occurs, then the corresponding operator may fail boundedness at any p even when Ω
is smooth (see Proposition 6.1 in this paper).
We remark here that when the phase function Φ is assumed to be a polynomial mapping
in P(n,n) which is the case considered in [10], we can obtain a relatively easy proof
of the corresponding inequalities (1.5) and (1.7) above by a careful use of the estimates
obtained in [7,13], some ideas developed in this paper, and certain decomposition of the
function Ω (see Section 2). But, for general functions Φ in P(n) ∗HO(n), the situation
is very involved. To resolve this issue, a systematic approach is developed in this paper.
Our machinery is presented as a sequence of lemmas and theorems in Sections 3 and 4.
A great deal more can be obtained by applying variations of this machinery to more general
operators. A detailed discussion of these results will appear in a forthcoming paper.
Throughout this paper the letter C will denote a constant that may vary at each occur-
rence, but it is independent of the essential variables.
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To improve previously obtained results, Jiang and Lu introduced the following special
class of block spaces Bκ,υq (Sn−1).
Definition 2.1. (1) For x ′0 ∈ Sn−1 and 0 < θ0  2, the set B(x ′0, θ0) = {x ′ ∈ Sn−1: |x ′ − x ′0|
< θ0} is called a cap on Sn−1.
(2) For 1 < q  ∞, a measurable function b is called a q-block on Sn−1 if b is a
function supported on some cap I = B(x ′0, θ0) with ‖b‖Lq  |I |−1/q
′
, where |I | = σ(I)
and 1/q + 1/q ′ = 1.
(3) Bκ,υq (Sn−1) = {Ω ∈ L1(Sn−1): Ω = ∑∞µ=1 cµbµ}, where each cµ is a complex
number; each bµ is a q-block supported on a cap Iµ on Sn−1; and
Mκ,υq
({cµ}, {Iµ})= ∞∑
µ=1
|cµ|
(
1 + φκ,υ
(|Iµ|))< ∞,
where φκ,υ(t) =
∫ 1
t
u−1−κ logυ(u−1) du if 0 < t < 1 and φκ,υ(t) = 0 if t  1.
Notice that φκ,υ(t) ∼ t−κ logυ(t−1) as t → 0 for κ > 0, υ ∈ R, and φ0,υ(t) ∼
logυ+1(t−1) as t → 0 for υ > −1. Moreover, among many properties of block spaces [8],
we cite the following which are closely related to our work:
(i) B0,υq ⊂ B0,0q (q > 1), ν > 0;
(ii) B0,υq2 ⊂ B0,υq1 (1 < q1 < q2); Lq(Sn−1) ⊆ B0,υq (Sn−1) (υ > −1);
(iii) ⋃q>1 B0,υq (Sn−1)⋃p>1 Lp(Sn−1), υ > −1.
3. Some basic lemmas
By a similar argument as in the proof of Lemma 2.6 in [5], we can easily obtain the
following
Lemma 3.1. Let l ∈ N and let Φ = (φ0, φ1, . . . , φl), where {φk: 0  k  l} is a linearly
independent subset of AO(n). Then there exist positive constants δ = δ(Φ,Sn−1,Sl+1)
and A = A(Φ,Sn−1,Sl+1) such that
sup
η′∈Sl+1
∫
Sn−1
∣∣η′ ·Φ(y ′)∣∣−δ dσ (y ′) < A.
Lemma 3.2. Suppose that q > 1, l,m ∈ N0, and that Ω ∈ L1(Sn−1) is a homogeneous
function of degree zero on Rn that satisfies ‖Ω‖1  1 and ‖Ω‖q  |C(Ω)|−1/q ′ , where
q > 1, 1/q + 1/q ′ = 1, and 0 < C(Ω)  1. Suppose also that {φk: 0  k  l} ⊂
AO(n) and {Pk: 0  k  l} ⊂ P(n) are such that for some integer d  2, we have
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k m} ⊂ (N0)n be such that deg(θk) + |αk| = d for all 0 k m and that the functions
xαkθk(x), 0  k  m, are linearly independent. Let Ψ (x, y) = ∑mk=0 Ckxαkθk(y − x) +∑l
k=0 Pk(x)φk(y − x) and
T∞Ψ,Ωf (x) =
∫
|x−y|1
eiΨ (x,y)|x − y|−nΩ(x − y)f (y) dy.
If ∑mk=0 |Ck| = 1, then∥∥T∞Ψ,Ωf ∥∥p  C{1 + log(∣∣C(Ω)∣∣−1)}‖f ‖p (3.1)
for all 1 < p < ∞ with constant C independent of Ω , the constants Ck and the coefficients
of the polynomials Pk .
Proof. For j ∈ N, let Ij be the interval Ij = (2j−1,2j ] and let
KΩ,Ψ,j (x, y) = eiΨ (x,y)|x − y|−nΩ(x − y)χIj
(|x − y|),
where χIj is the characteristic function of the interval Ij . Let
T∞KΩ,Ψ,j (f )(x) = p.v.
∫
Rn
KΩ,Ψ,j (x, y)f (y) dy. (3.2)
Then we have the following decomposition of the operator T∞Ψ,Ω :
T∞Ψ,Ω(f )(x) =
∞∑
j=1
T∞KΩ,Ψ,j (f )(x). (3.3)
By similar argument as in [9], for fixed y ′ ∈ Sn−1, let Y be the hyperplane through the
origin orthogonal to y ′. Then for x ∈ Rn, there exist s ∈ R and z ∈ Y such that x = z+ sy ′.
Therefore,
T∞KΩ,Ψ,j (f )(x) =
∫
Sn−1
Ω(y ′)Nj,y ′,z
(
f (z+ ·y ′))(t) dt dσ (y ′), (3.4)
where Nj,y ′,z is the operator defined on L2(R) by
Nj,y ′,z(g)(s) =
∫
2j−1s−t<2j
eiΨ (z+sy ′,z+ty ′)(s − t)−1g(t) dt.
By the boundedness of the Hardy–Littlewood maximal function on Lp for all 1 < p < ∞,
the inequality
‖Nj,y ′,z‖Lp→Lp  C (3.5)
holds for all 1 < p < ∞.
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has the kernel
Mj(u, v) =
∫
1/2<r1
2j−1<2j r+v−u2j
eiEj (y
′,z,u,v,r)r−1(2j r + v − u)−1 dr, (3.6)
where Ej(y ′, z, u, v, r) = Ψ (2j ry ′ + z + vy ′, z + vy ′) − Ψ (2j ry ′ + z + vy ′, z + uy ′).
It is easy to see that
Ej(y
′, z, u, v, r) = (v − u)2(d−1)j
{
m∑
k=0
deg(θk)Cky ′αkθk(−y ′)
}
rd−1
+ Hj(y ′, z, u, v, r),
where Hj is a polynomial in the r-variable with degree at most d − 2. Therefore, by an
application of van der Corput lemma [14], we obtain
∣∣Mj(u, v)∣∣ C|v − u|− 1d−1 2−2j
∣∣∣∣∣
m∑
k=0
deg(θk)Cky ′αkθk(−y ′)
∣∣∣∣∣
− 1
d−1
; (3.7)
when combined with the estimate |Mj(u, v)| 2−jCχ[0,2j−1](|v − u|) implies that
∣∣Mj(u, v)∣∣ C|v − u|− δd−1 2−(1+δ)j
∣∣∣∣∣
m∑
k=0
deg(θk)Cky ′αkθk(−y ′)
∣∣∣∣∣
− δd−1
× χ[0,2j−1]
(|v − u|) (3.8)
for all δ ∈ (0,1]. Thus if we choose δ < d − 1, then by similar argument as in [9], we can
show that
‖Nj,y ′,z‖L2→L2  C2−
dδ
d−1 j
∣∣∣∣∣
m∑
k=0
deg(θk)Cky ′αkθk(−y ′)
∣∣∣∣∣
− δd−1
. (3.9)
By interpolation between (3.5) and (3.9), we have
‖Nj,y ′,z‖Lp→Lp  C2− θdδd−1 j
∣∣∣∣∣
m∑
k=0
deg(θk)Cky ′αkθk(−y ′)
∣∣∣∣∣
− θδd−1
(3.10)
for all 0 < θ < 1.
Thus if we choose θ very small, (3.4), (3.10), Minkowski inequality, Lemma 3.1, and
the observation
∑m
k=0 deg(θk)|Ck| 1 imply that∥∥T∞KΩ,Ψ,j (f )∥∥Lp  C2−εj ∣∣C(Ω)∣∣− 1q′ ‖f ‖Lp (3.11)
for all 1 < p < ∞ and for some ε > 0.
Now if |C(Ω)|−1 > e, then by interpolation between (3.11) and the estimate∥∥T∞K (f )∥∥ p  ‖f ‖p, (3.12)Ω,Ψ,j L
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for all 1 < p < ∞. Here α(Ω) = log(|C(Ω)|−1).
On the other hand, if |C(Ω)|−1  e, we have∥∥T∞KΩ,Ψ,j (f )∥∥Lp  C2−εj‖f ‖p (3.14)
for all 1 < p < ∞.
Therefore, by (3.13) and (3.14), we obtain the following estimate:∥∥T∞KΩ,Ψ,j (f )∥∥Lp  C{2−εj + 2− εα(Ω) j }‖f ‖p (3.15)
for all 1 < p < ∞.
Hence, by (3.3) and (3.15), we obtain
∥∥T∞Ψ,Ω(f )∥∥Lp  C
{ ∞∑
j=1
{
2−
ε
d j + 2− εdα(Ω) j}
}
‖f ‖p
 C
{
1 + log(∣∣C(Ω)∣∣−1)}‖f ‖p (3.16)
for all 1 < p < ∞. This completes the proof. 
In the proof of our main results, we will rune through the case where we need an analog
of Lemma 3.2 with d = 1. In order to handle this case, we have the following
Lemma 3.3. Suppose that Ω , q , q ′, and C(Ω) are as in Lemma 3.2. Suppose also that φ ∈
AO(n) with deg(φ) = 1. Let hφ : Sn−1 × Rn → R be given by hφ(y ′, ξ) = φ(y ′) + ξ · y ′.
If the function hφ(·, ξ) is not the zero function for every ξ ∈ Rn, then the operator
T∞φ,Ωf (x) =
∫
|x−y|1
eiφ(y−x)|x − y|−nΩ(x − y)f (y) dy (3.17)
satisfies∥∥T∞φ,Ωf ∥∥p  C{1 + log(∣∣C(Ω)∣∣−1)}‖f ‖p (3.18)
for all 1 < p < ∞, where Cp is a constant independent of Ω .
Proof. We decompose T∞φ,Ω as
T∞φ,Ωf (x) =
∞∑
j=1
T∞KΩ,φ,j f (x), (3.19)
where T∞KΩ,φ,j is the operator defined by (3.2) with KΩ,Ψ,j is replaced by
KΩ,φ,j (x, y) = eiφ(y−x)|x − y|−nΩ(x − y)χIj
(|x − y|).
80 A. Al-Salman / J. Math. Anal. Appl. 299 (2004) 72–88It is easy to see that∥∥T∞KΩ,φ,j f ∥∥p  (log 2)‖Ω‖1‖f ‖p  (log 2)‖f ‖p (3.20)
for all 1 < p < ∞.
On the other hand, by Plancherel’s theorem, we have∥∥T∞KΩ,φ,j f ∥∥2 
{
sup
ξ∈Rn
∣∣Lφ,j (ξ)∣∣}‖f ‖2 , (3.21)
where
Lφ,j (ξ) =
∫
2j−1<|y|2j
ei{ξ ·y+φ(y)}|y|−nΩ(y) dy. (3.22)
Now we estimate the supremum in (3.21). It is clear that∣∣Lφ,j (ξ)∣∣
∫
Sn−1
∣∣Ω(y ′)∣∣Iφ,j (ξ, y ′) dσ(y ′), (3.23)
where
Iφ,j (ξ, y
′) =
∣∣∣∣∣
1∫
1/2
ei2
j hφ(y
′,ξ )rr−1 dr
∣∣∣∣∣. (3.24)
By integration by parts we obtain
Iφ,j (ξ, y
′)
∣∣2jhφ(y ′, ξ)∣∣−1;
when interpolated with the estimate Iφ,j (ξ, y ′) log(2) implies that
Iφ,j (ξ, y
′)
∣∣2jhφ(y ′, ξ)∣∣− δq′ , (3.25)
where δ is the constant in Lemma 3.1. Thus, by (3.23), (3.25), Hölder’s inequality, and
Lemma 3.1 we obtain
sup
ξ∈Rn
∣∣Lφ,j (ξ)∣∣ 2− δq′ j ∣∣C(Ω)∣∣− 1q′ ;
when combined with (3.21) implies that∥∥T∞φ,Ω,j f ∥∥2  2− δq′ j ∣∣C(Ω)∣∣− 1q′ ‖f ‖2.
Now, by the same argument that led to (3.15), we get∥∥T∞φ,Ω,j (f )∥∥Lp  C{2−εj + 2− εα(Ω) j }‖f ‖p (3.26)
for all 1 < p < ∞. Hence, (3.18) follows by similar argument as that for (3.16). This
completes the proof. 
We remark here that the result of Lemma 3.3 still hold even if deg(φ) = 0.
By a careful investigation of the proof of Lemma 2.4 in [3], we can easily obtain the
following
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isfies (1.1). Suppose also that ‖Ω‖L1  1 and ‖Ω‖Lq  |C(Ω)|−1/q ′ , where q > 1,
1/q + 1/q ′ = 1, and 0 < C(Ω) 1. Then the singular integral operator
TI,Ωf (x) = p.v.
∫
Rn
|x − y|−nΩ(x − y)f (y) dy (3.27)
satisfies
‖TI,Ωf ‖p  Cp
{
1 + log∣∣C(Ω)∣∣−1}‖f ‖p (3.28)
for all 1 < p < ∞. The constant Cp is independent of Ω .
The following lemma can be found in [6].
Lemma 3.5 [6]. Let Ω ∈ L1(Sn−1) and
µΩf (x) = sup
j∈Z
∫
2j|y|<2j+1
∣∣f (x − y)∣∣|y|−n∣∣Ω(y ′)∣∣dy.
Then for 1 < p ∞ there exists a constant Cp > 0 independent of Ω such that
‖µΩf ‖p  Cp‖Ω‖L1(Sn−1)‖f ‖p
for every f ∈ Lp(Rd ).
As a consequence of Lemma 3.5 and (3.15), we obtain the following
Lemma 3.6. Under the hypothesis of Lemma 3.2, we have∥∥(T∞Ψ,Ω)∗(f )∥∥p  C{1 + log(∣∣C(Ω)∣∣−1)}‖f ‖p (3.29)
for all 1 < p < ∞ with constant C independent of Ω , the constants Ck and the coefficients
of the polynomials Pk , where
(
T∞Ψ,Ω
)∗
(f )(x) = sup
ε>1
∣∣∣∣∣
∫
|x−y|>ε
eiΨ (x,y)|x − y|−nΩ(x − y)f (y) dy
∣∣∣∣∣. (3.30)
Proof. The key step in proving (3.29) is observing that
(
T∞Ψ,Ω
)∗
(f )(x) µΩf (x)+
∞∑
j=1
∣∣T∞KΩ,Ψ,j (f )(x)∣∣, (3.31)
where T∞KΩ,Ψ,j , j  0, are the operators given by (3.2) and µΩ is the operator defined in
Lemma 3.5. Hence, (3.29) follows by (3.31), (3.15), and Lemma 2.3 along with the fact
that ‖Ω1‖ 1. This completes the proof. 
Similarly, Lemma 3.5 and the inequality (3.26) imply the following
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for all 1 < p < ∞, where Cp is a constant independent of Ω , and (T∞φ,Ω)∗ is defined by
(3.30) with Ψ (x, y) = φ(y − x).
4. Oscillatory singular integrals with q-block kernels
For d ∈ N0 and j ∈ {1,2}, we say that Φ : Rn × Rn → R is in Hjd (n) if Φ has a repre-
sentation Φ =∑lk=0 Pkφk in P(n) ∗j HO(n) with
max
{
deg(Pk) + deg(φk): 0 k  l
}
 d.
Clearly Hjd(n) ⊆Hjd+1(n) for all d  0. Moreover,
P(n) ∗j HO(n) =
⋃
d∈N0
Hjd(n). (4.1)
A key step towards proving our results is the following theorem.
Theorem 4.1. Suppose that Ω is a homogeneous function of degree zero on Rn that satisfies
(1.1) with ‖Ω‖L1  1 and ‖Ω‖Lq  |C(Ω)|−1/q ′ , where q > 1, 1/q + 1/q ′ = 1, and 0 <
C(Ω) 1. If Φ ∈ P(n) ∗HO(n), then∥∥TΦ,Ω(f )∥∥p  Cp{1 + log∣∣C(Ω)∣∣−1}‖f ‖p (4.2)
for all 1 < p < ∞ with constant Cp independent of the coefficients of the polynomials
involved in the representation of Φ in Definition 1.
Proof. By (4.1), it suffices to prove (4.2) for all Φ ∈Hjd (n) and for all d  0. We shall start
by proving (4.2) for Φ ∈H1d(n) and for all d  0. To this end, we shall argue by induction
on d .
If Φ ∈ H10(n), then Φ is a constant function. Therefore, the corresponding operator
TΦ,Ω is a constant multiple of the operator TI,Ω given by (3.27). Thus, by Lemma 3.4, the
inequality (4.2) holds for all Φ ∈H10(n).
Now assume that (4.2) holds for all Φ ∈H1s (n) with s  d . Let Φ ∈H1d+1(n)\H1d (n).
Then Φ has a representation in the form Φ(x,y) =∑lj=0 Pk(x)φk(y − x) with
max
{
deg(Pk) + deg(φk): 0 k  l
}= d + 1.
If deg(φk0) = 0 for some k0, then φk0 is constant and therefore the term Pk0φk0 can
be taken outside the integral defining TΦ,Ω . Thus, we may assume that deg(φk) > 0 for
all k. Let Pk(x) =∑|αk |dk aαkxαk and let J be the set of all k ∈ {0,1, . . . , l} that satisfy
dk + deg(φk) = d + 1. Then
Φ(x,y) =
∑ ∑
aαk
{
xαkφk(y − x)
}+∑Pk(x)φk(y − x). (4.3)
k∈J |αk |=dk k /∈J
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|αk| = dk} is linearly independent. Set
δ =
(∑
k∈J
∑
|αk |=dk
|aαk |
) 1
d+1
.
Clearly, δ = 0 since Φ /∈H1d(n). Now, let fδ be the function defined by fδ(x) = f (δ−1x)
and let Φδ be defined by
Φδ(x, y) =
∑
k∈J
∑
|αk |=dk
δ−(d+1)aαk
{
xαkφk(y − x)
}+∑
k/∈J
Pk(δ
−1x)φk
(
δ−1(y − x)).
Then, it is easy to see that the following hold:
Φ(x,y) = Φδ(δx, δy), (4.4)
‖TΦ,Ωf ‖p = δ−
n
p ‖TΦδ,Ωfδ‖p, (4.5)∑
k∈J
∑
|αk |=dk
|δ−(d+1)aαk | = 1. (4.6)
In view of (4.4), (4.5), and the fact that δ−n/p ‖fδ‖p = ‖f ‖p , to prove (4.2) it suffices to
show that
‖TΦδ,Ωf ‖p  C
{
1 + log∣∣C(Ω)∣∣−1}‖f ‖p (4.7)
for all 1 < p < ∞, where C is a constant independent of δ, the constants aαk , and the
coefficients of the polynomials Pk . To prove (4.7), we write
TΦδ,Ωf (x) = TlocΦδ,Ωf (x) + T∞Φδ,Ωf (x), (4.8)
where
T∞Φδ,Ωf (x) =
∫
|x−y|1
eiΦδ(x,y)|x − y|−nΩ(x − y)f (y) dy,
TlocΦδ,Ωf (x) =
∫
|x−y|<1
eiΦδ(x,y)|x − y|−nΩ(x − y)f (y) dy. (4.9)
First by Lemma 3.2 if d  2 and Lemma 3.3 if d = 1, we have∥∥T∞Φδ,Ωf ∥∥p  Cp{1 + log∣∣C(Ω)∣∣−1}‖f ‖p (4.10)
for all 1 < p < ∞, where C is a constant independent of δ, the constants aαk , and the
coefficients of the polynomials Pk .
Next, we show that∥∥TlocΦδ,Ωf ∥∥p  Cp{1 + log∣∣C(Ω)∣∣−1}‖f ‖p. (4.11)
For h ∈ Rn, let
Hh,δ(x, y) =
∑ ∑
δ−(d+1)aαk
{
xαk − (x − h)αk}φk(y − x)k∈J |αk |=dk
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Ψh,δ(x, y) = Hh,δ(x, y)+
∑
k/∈J
Pk(δ
−1x)φk
(
δ−1(y − x)). (4.12)
Then it is clear that Ψh,δ ∈H1d (n). Therefore, by induction assumption we have
‖TΨh,δ ,Ωf ‖p  Cp
{
1 + log∣∣C(Ω)∣∣−1}‖f ‖p (4.13)
for all 1 < p < ∞, where C is a constant independent of δ, the constants aαk , and the
coefficients of the polynomials Pk .
By (4.13) and Lemma 2.5 in [3], it follows that∥∥TlocΨh,δ ,Ωf ∥∥p  Cp{1 + log∣∣C(Ω)∣∣−1}‖f ‖p, (4.14)
where TlocΨh,δ ,Ω is the operator defined by (4.9) with Ψh,δ is replaced by Φδ .
Now, let RlocΦδ,Ω,h be the operator given by
RlocΦδ,Ω,h(f )(x) = T∞Φδ,Ωf (x)− TlocΨh,δ ,Ωf (x). (4.15)
Then for |x − h| < 1/4, we have∣∣RlocΦδ,Ω,h(f )(x)∣∣

{
max
0jl
‖φj‖L∞(Sn−1)
}∑
k∈J
∑
|αk |=dk
{
δ−(d+1)|aαk |
∣∣Sk,αk,Ω,h(f )(x)∣∣}
 C
∑
k∈J
∑
|αk |=dk
{
δ−(d+1)|aαk |
∫
|x−y|<1
|y − x|deg(φk)−n∣∣Ω(x − y)∣∣∣∣f (y)∣∣dy
}
.
(4.16)
Here, Sk,αk,Ω,h is the operator given by
Sk,αk,Ω,h(f )(x) =
∫
|x−y|<1
|x − h||αk ||y − x|deg(φk)−n∣∣Ω(x − y)∣∣∣∣f (y)∣∣dy.
Therefore, by (4.6), (4.16), and Minkowski inequality, we obtain∫
|x−h|<1/4
∣∣RlocΦδ,Ω,h(f )(x)∣∣p dx
 C
{∑
k∈J
∑
|αk |=dk
δ−(d+1)|aαk |
( ∫
|z|<1
|z|deg(φk)−n∣∣Ω(z)∣∣dz
)p}
×
∫
|y−h|<5/4
∣∣f (y)∣∣p dy
 C‖Ω‖p
L1
∫ ∣∣f (y)∣∣p dy. (4.17)
|y−h|<5/4
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along with the fact that ‖Ω‖L1  1 imply the following inequality:∫
|x−h|<1/4
∣∣TlocΦδ,Ωf (x)∣∣p dx
 C
{
1 + log∣∣C(Ω)∣∣−1}p‖f ‖pp + C
∫
|y−h|<5/4
∣∣f (y)∣∣p dy. (4.18)
Since h ∈ Rn is arbitrary, (4.18) implies (4.11). This completes the induction argument and
hence the proof of (4.2) for Φ ∈P(n) ∗1 HO(n).
Now, we turn to the proof of (4.2) for Φ ∈ P(n) ∗2 HO(n). But this case follows easily
from the first case. In fact, if Φ ∈ P(n) ∗2 HO(n) then the operator (TΦ,Ω)∗ which is the
adjoint of TΦ,Ω has the same form as TΦ,Ω but with phase function Ψ (x, y) = −Φ(y,x).
Since Φ ∈ P(n) ∗2 HO(n), it follows that Ψ ∈ P(n) ∗1 HO(n). Thus (4.2) holds for
(TΦ,Ω)∗ and hence for TΦ,Ω . This completes the proof. 
We end this section by the following analog of Theorem 4.1 for the truncated maximal
function.
Theorem 4.2. Suppose that Ω is a homogeneous function of degree zero on Rn that satisfies
(1.1) with ‖Ω‖L1  1 and ‖Ω‖Lq  |C(Ω)|−1/q ′ , where q > 1, 1/q + 1/q ′ = 1, and 0 <
C(Ω) 1 . If Φ ∈ Φ ∈ P(n) ∗HO(n), then the operator T∗Φ,Ω given by (1.4) satisfies∥∥(T∗Φ,Ω)(f )∥∥p  Cp{1 + log∣∣C(Ω)∣∣−1}‖f ‖p (4.19)
for all 1 < p < ∞ with constant Cp independent of the coefficients of the particular poly-
nomials involved in the representation of Φ in Definition 1.
Proof. The proof follows by similar argument as that carried out in the proof of Theo-
rem 4.1 with minor modifications. We omit the details. 
5. Proofs of main results
Proof of Theorem 1.1. Let Ω ∈ B(0,0)q (Sn−1) and satisfying (1.1) and let Φ ∈ P(n) ∗
HO(n). Then Ω =∑∞µ=1 cµbµ, where bµ is a q-block function with support on a cap Iµ
on Sn−1. For each bµ, we let b˜µ(y ′) = bµ(y ′) −
∫
Sn−1 bµ(y
′) dσ(y ′). Then we have the
following:∫
Sn−1
b˜µ(y
′) dσ(y ′) = 0, (5.1)
∥∥b˜µ(y ′)∥∥1  2, (5.2)∥∥b˜µ(y ′)∥∥  2|Iµ|− 1q′ , (5.3)q
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∞∑
µ=1
cµb˜µ(y
′). (5.4)
Thus, by (5.4), we have the following decomposition of the operator TΦ,Ω :
TΦ,Ωf (x) =
∞∑
µ=1
cµTΦ,b˜µf (x), (5.5)
where T
Φ,b˜µ
has the same definition as that for TΦ,Ω with Ω replaced by b˜µ.
Now, we are in a position to apply Theorem 4.1. By Theorem 4.1 with Ω replaced by
b˜µ and C(Ω) =
∣∣Iµ∣∣, we have
‖TΦ,b˜µf ‖p  C
{
1 + log |Iµ|−1
}‖f ‖p (5.6)
for all 1 < p < ∞ with constant C independent of b˜µ.
Thus, by (5.5) and (5.6), we have
‖TΦ,Ωf ‖p  C
∞∑
µ=1
{|cµ|(1 + log |Iµ|−1)}‖f ‖p C‖f ‖p
for all 1 < p < ∞, where the second inequality follows since Ω ∈ B(0,0)q (Sn−1). This
completes the proof. 
Proof of Theorem 1.2. Let Ω , Φ,cµ, bµ, q, Iµ, and b˜µ be as in the proof of Theo-
rem 1.1. For each µ, let T∗
Φ,b˜µ
be the operator defined by (1.6) with Ω replaced by b˜µ.
Then ‖T∗Φ,Ωf ‖p  C
∑∞
µ=1 |cµ|‖T∗Φ,b˜µ‖p for all 1 < p < ∞. Hence, the result follows
by Theorem 3.2 and similar argument as that in the proof of Theorem 1.2. This completes
the proof. 
6. Unbounded operators
In this section, we show that if the phase function Φ has a representation in the form
Φ(x,y) =∑lj=0 Pj (x)φj (y − x) with deg(φj0) = 0 for some j0, then the operator TΦ,Ω
may fail boundedness at any p. Since C1(Sn−1) ⊂ B(0,0)q (Sn−1) for any q > 1, it suffices
to present an unbounded operator TΦ,Ω with Ω ∈ C1(Sn−1). We shall work in dimension
n = 2. For dimensions n 3, similar argument holds with minor modifications. Let
φ(y1, y2) = Ω(y1, y2) = y32
(
y21 + y22
)−3/2
. (6.1)
Clearly Ω satisfies (1.1) and that Ω is in C1(Sn−1). Moreover, ‖Ω‖q  1 for any q  1.
Now, we have the following
Proposition 6.1. Let φ and Ω be given by (6.1). For a polynomial mapping P : R2 → R
let ΦP (x, y) = P(x − y)φ(y − x). If P(0) = 0, then the operator TΦP ,Ω is not bounded
on Lp(R2) for any 1 < p < ∞.
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TΦP ,Ωf (x) = T∞ΦP ,Ωf (x) + TlocΦP ,Ωf (x), (6.2)
where T∞ΦP ,Ω and T
loc
ΦP ,Ω
are given by the formulas (4.9) with Φδ is replaced by ΦP . By
rescaling, we may assume that P(0) = 1. By Lemmas 3.2, 3.3, and the remark that follows
the proof of Lemma 3.3, we have that T∞ΦP ,Ω is bounded on L
p(R2) for any 1 < p < ∞.
Therefore, by this, (6.2), and the observation that the operator is of convolution type, it
suffices to prove the proposition when p = 2 and TlocΦP ,Ω instead of TΦP ,Ω . We have two
cases.
Case 1. Assume that deg(P ) = 0. By Plancherel’s theorem, we only need to show that
sup
ξ∈R2
∣∣mφ(ξ)∣∣= ∞, (6.3)
where
mφ(ξ) =
∫
|y|<1
e−i{ξ ·y+φ(y)}t|y|−nΩ(y) dy.
It is easy to see that (6.3) holds if and only if the following holds:
sup
ξ∈R2
∣∣Kφ(ξ)∣∣= ∞, (6.4)
where
Kφ(ξ) = mφ(ξ) −
∫
S1
eiφ(y
′)Ω(y ′)
{ 1∫
0
(
cos(ξ · y ′r) − 1)r−1 dr
}
dσ(y ′)
+
∫
S1
eiφ(y
′)Ω(y ′)
{ 1∫
0
sin(ξ · y ′r)r−1 dr
}
dσ(y ′). (6.5)
To see that (6.4) hold, suppose on the contrary that supξ∈R2 |Kφ(ξ)| < ∞. Then it follows
that ∫
S1
eiφ(y
′)Ω(y ′) dσ(y ′) = 0. (6.6)
But, as in [6], it can be easily seen that (6.6) is impossible to hold. In fact,
∫
S1
Im
(
eiφ(y
′)Ω(y ′)
)
dσ(y ′) = 2
π∫
0
sin(sin θ) sin(θ) dθ > 0.
This shows that (6.4) holds and hence (6.3). Thus the end of the proof of Case 1 is reached.
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Tlocφ f (x) = p.v.
∫
|x−y|<1
eiφ(x−y)|x − y|−2Ω(x − y)f (y) dy (6.7)
and let
S(f )(x) = TlocΦP ,Ωf (x) − Tlocφ f (x). (6.8)
Then it can be easily seen that
‖S‖p  C‖f ‖p (6.9)
for any 1 < p < ∞. Thus, by (6.8), (6.9), and the unboundedness of Tlocφ obtained in
Case 1, we conclude that the operator TlocΦP ,Ω is not bounded on L
2(R2). This completes
the proof of Case 2 and hence the proof of the proposition. 
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