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Abstract
Accurate and easy to handle simulation tools are needed for the design and develop-
ment of future space transportation systems operating in the hypersonic regime. The
simulation of hypersonic flow fields in thermochemical nonequilibrium is a challenging
task, as a variety of flow features on various time and length scales needs to be properly
resolved. A high-quality grid is required to capture all flow phenomena while reducing
computational costs and numerical instabilities. H-adaptive multiscale-based grid adap-
tation allows for an automatic adjustment of the grid. The locally highly-resolved grid
allows to capture all relevant flow features while achieving a high efficiency by keeping
the overall number of grid cells low.
With this purpose in mind, a general CFD solver framework is developed in the present
work. It combines the multiscale-based grid adaptation with the necessary physical
models and numerical methods for the simulation of arbitrary reaction models in ther-
mochemical nonequilibrium. The developed tools and methods are incorporated into
the QUADFLOW solver, an integrated concept of grid generation, grid adaptation and
finite-volume flow solver.
The modified QUADFLOW solver is applied to two pertinent applications. The in-
jection of various cooling gases into a supersonic boundary layer demonstrates the ver-
satility of the QUADFLOW solver at the example of a low enthalpy configuration. The
simulated high-enthalpy Edney type IV and type VII shock-shock interactions represent
a complex and challenging flow configuration. A high resolution of the vortex struc-
tures in the inner flow field and of the boundary layer is achieved at the same time.
The simulation results enhance the understanding of the driving mechanism of the jet
unsteadiness.
iii
Zusammenfassung
(Translation of Abstract into German language)
Für die Auslegung und Entwicklung zukünftiger Raumtransportsysteme im Hyperschall
werden Simulationslösungen benötigt, die präzise und einfach in der Handhabung sind.
Die Simulation hypersonischer Strömungen im chemischen und thermischen Nichtgleich-
gewicht ist eine anspruchsvolle Aufgabe, da eine Vielzahl von Strömungseffekten auf
verschiedenen Zeit- und Längenskalen aufgelöst werden muss. Ein qualitativ hochwer-
tiges Rechgitter wird benötigt um alle Strömungseffekte aufzulösen, gleichzeitig aber
den Rechenaufwand gering zu halten und numerische Instabilitäten zu vermeiden. Die
h-adaptive multiskalen-basierte Gitteradaption ermöglicht eine automatische Anpassung
des Rechengitters. Das resultierende, lokal hochaufgelöste Rechengitter erlaubt es alle
relevanten Strömungseffekte aufzulösen und gleichzeitig eine hohe Effizienz zu erzielen
indem die Gesamtzahl der Gitterzellen möglichst gering gehalten wird.
In der vorliegenden Dissertation wird eine speziell für diese Aufgabe optimierte CFD
Simulationslösung entwickelt. Hierzu wird die multiskalen-basierte Gitteradaption mit
den notwendigen physikalischen Modellen und numerischen Methoden kombiniert die
erforderlich sind, um beliebige Reaktionsmodelle im chemischen und thermischen Nicht-
gleichgewicht zu simulieren. Die entwickelten Methoden werden in QUADFLOW imple-
mentiert, einer integrierten Simulationslösung bestehend aus Gittergenerierung, Gittera-
daption und Finite-Volumen Strömungslöser.
Die modifizierte QUADFLOW Simulationslösung wird im Anschluss zur Simulation
zweier einschlägiger Anwendungsbeispiele eingesetzt. Die Kühlgaseinspritzung verschie-
dener Gase in eine Überschallgrenzschicht demonstriert eindrucksvoll die Vielseitigkeit
von QUADFLOW am Beispiel einer Konfiguration mit geringer Enthalpie. Die simu-
lierten Edney Typ IV und Typ VII Stoß-Stoß Interaktionen stellen komplexe und an-
spruchsvolle Konfigurationen mit hoher Enthalpie dar. In diesem Fall konnte eine hohe
Auflösung sowohl der Wirbelstrukturen im inneren Strömungsfeld als auch der Grenz-
schicht erzielt werden. Die erzielten Ergebnisse tragen zu einem besseren Verständnis
der Ursachen für die resultierende Instationarität bei.
iv
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1. Introduction
In recent years, there has been a great deal of interest in facilitating space access through
the design of efficient and reliable space transportation systems. For the design of ther-
mal protection systems, rocket propulsion systems and hypersonic air-breathing propul-
sion systems, the proper prediction of thermal and structural loads is a crucial task.
Although experimental methods provide an essential means for the validation of simu-
lation results and the verification of entire subsystems, not all flow field quantities of
interest are accessible to measurements and tight budgets may prohibit extensive and
costly experimental campaigns. As a remedy, accurate and easy to handle tools are
urgently needed throughout the entire design phase.
External and internal hypersonic high-enthalpy flows are characterized by a wide range
of physically relevant phenomena on various time and length scales.4 This includes shock
patterns spread over wide areas of the flow field, boundary layers, entropy layers as well
as the interaction of all of these flow phenomena, potentially in an unsteady flow field.
Within shock and boundary layers, internal energy modes of the gas molecules are
excited and chemical reactions are triggered. Thermochemical relaxation processes may
occur on small length scales, but may have an impact on the entire flow field as the gas
properties may be significantly and rapidly altered.
The proper resolution of these multiphysics phenomena at various length scales is a
challenging task for every flow solver, both in terms of physical modeling as well as the
applied numerical methods. Grid quality has a significant influence on the solution and a
properly designed grid is a necessity for any flow simulation. Capturing thermochemical
nonequilibrium effects in shock and boundary layers requires a locally high grid resolu-
tion. At the same time, the high computational costs of thermochemical nonequilibrium
models prohibit the use of overly or inefficiently refined grids. However, the manual de-
sign of high-quality grids is cumbersome. In order to keep the number of grid cells and
the resulting computational costs low, the user must have an a-priori knowledge of the
flow field solution to refine the grid accordingly. This requires labor-intensive manual
work on the mesh, especially when the grid needs to be readjusted several times as a
part of an iterative solution process in cases where no a-priori knowledge of the solution
is available.
A possible remedy to this is the use of grid adaptation methods. The automatic
detection of flow features significantly reduces manual work on the grid. For steady-
state simulations, the solution process may be started on a coarse base discretization,
which is successively refined during the solution process. The computational effort is
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significantly reduced through a grid that is tailored to the flow field solution. In addition,
the solution on a given grid level may be used as an initial guess for the subsequent grid
level. This further reduces the time to establish and relocate flow features.
Several approaches118,12 exist to conduct a local grid adaptation. p-adaptation locally
changes the order of the numerical scheme. r-adaptation globally re-meshes a grid with a
given and constant number of cells by moving existing cell nodes into areas where a higher
resolution is required. This approach greatly facilitates data management as the overall
number and the logical connection of the grid cells remains constant. Another, more
flexible approach is h-adaptation, where the cells are locally subdivided and enriched
by additional cells. At the expense of hanging nodes at the interfaces between different
refinement levels, major h-refinement methods result in a tree-like sequence of nested
grids with a potentially high local resolution.
Suitable criteria are required for driving the adaptation mechanism. This is a crucial
and challenging task, especially in hypersonic flow fields where flow features are found
on various length scales. Local indicators14 are frequently taken into account for driving
the adaptation mechanism. In general, the adaptation criterion may be based on118
(a) solution features or the reconstruction of values or gradients, (b) adjoint methods,
or (c) truncation errors and residuals.
Adaptive Mesh Refinement (AMR) is a grid adaptation method which is frequently
used for hypersonic flows. It relies on a sequence of nested grid patches which are
superimposed on a structured12 or unstructured coarse grid. Local error estimators are
used to drive the adaptation mechanism. For instance, Kirk70 employs a gradient or flux-
jump error indicator combined with a problem-dependent selection criterion to identify
relevant areas for refinement. In general, AMR methods involve a considerable effort
in programming and data management28 and the local error estimators and selection
criteria need to be properly adjusted to the solved flow problem.
AMR is applied in various Computational Fluid Dynamics (CFD) solvers for the
simulation of compressible high-speed flows. An example is the Adaptive Mesh Refine-
ment framework AMROC.38 The block-structured adaptive mesh refinement is capable
of achieving grids with an “extraordinary high local resolution”, but with the restriction
to simple domains1 because of its patch-wise refinement strategy. AMROC can be cou-
pled to various flow solvers based on time-explicit finite volume methods.1 Deiterding38
applied a finite volume scheme which is second order in space to simulate complex Mach
reflection structures in reactive H2 − O2 − Ar gas mixtures. Another example of an
AMR-based CFD code is implemented by Kirk.70 In his work, the finite element based
CFD solver is applied to a large variety of complex flow configurations. This includes
the simulation of an Edney type IV shock-shock interaction.
As a replacement to AMR, alternative grid adaptation methods are also applied to
compressible high-speed flows. An example of this is the DLR TAU123 code, which is
based on unstructured hybrid grids. The grid adaptation employs an edge-based data
structure where the edges may be subdivided to allow for a local grid refinement. Areas
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which require grid refinement are identified with edge-indicator sensor functions. These
indicators may use gradients or differences along the edge of any suitable flow variable.
The TAU code may be applied to a variety of flow configurations, including compressible
flows in thermochemical nonequilibrium of various gas mixtures.
An alternative to the discussed refinement methods is the use of multiresolution tech-
niques.100 The multiscale-based grid adaptation works directly on the solution variables
of the flow solver without the need for additional local error estimators. The key idea28,12
is to transform the arrays of cell average data with the help of multiscale techniques,
similar to those applied for image compression, into a different format which reveals
insight into the solution behavior.
Such a multiscale-based grid adaptation is incorporated into the QUADFLOW14
solver, an integrated framework of finite-volume method flow solver, grid generation
and grid adaptation module. QUADFLOW was specifically designed for the solution of
the compressible Navier-Stokes equations with the aim to cover flow simulations from
transonic to hypersonic speeds. The multiscale-based grid adaptation concept is an es-
sential and unique feature of the QUADFLOW solver. As no knowledge on the refined
grid areas is available prior to running the simulation, a generalized and highly-accurate
description of the grid is needed at runtime. This is realized through the grid generation
module, which is based on a sparse B-Spline representation of the grids. This allows
for an accurate function evaluation at any given point. The flow solver was specifically
designed to handle unstructured grids with a potentially large number of hanging nodes.
The initial version of the QUADFLOW solver was released in 2003 with contributions
from the principal authors Müller100 (grid adaptation), Lamby81 (grid generation) and
Bramkamp12 (flow solver). Over the last decade, various authors contributed to the
development of the QUADFLOW solver, making it a powerful and versatile tool which
was validated with and applied to a large number of applications.77,102,10,15
1.1. Objectives of this Thesis
The aim of this work is to develop a general CFD solver framework which allows new in-
sights into hypersonic nonequilibrium flow fields by delivering highly-resolved simulation
results in an efficient way.
The QUADFLOW solver is modified and extended by providing the necessary phys-
ical models and numerical methods for the simulation of arbitrary reaction models in
thermochemical nonequilibrium. The original implementation of the thermochemical
nonequilibrium models in the QUADFLOW solver are based on previous work by Klom-
faß71 and Kumar.80 In his thesis, Klomfaß focused on the thermodynamic modeling
of nonequilibrium flows and introduced correlated models for the computation of the
energy exchange among vibrational energy modes. For the purpose of validation, he
implemented these models for 5-species air into a research code. Later on, the resulting
code formed the basis of the NSCTNG299 solver. Kumar incorporated these NSCTNG2
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routines for 5-species air into the QUADFLOW solver and extended the existing code
with additional thermal nonequilibrium models from the literature. Kumar considered
also the 2-species nitrogen model in his simulations. However, in his implementation, it
was only a subset of the existing 5-species model where unused quantities were computed,
but neglected afterwards.
In the current work, the existing models and the implementation are generalized and
implemented in an efficient way. This extension builds upon a generalization of the
QUADFLOW solver for inviscid flows in chemical nonequilibrium which was subject to
previous work.136,135 The aim of the current work is to provide a general framework
which can be used for the simulation of thermochemical nonequilibrium gas mixtures
with an arbitrary number of species. This includes the possibility to use any number
of temperatures for simulations in thermal nonequilibrium. The temperatures may be
formed from various energy modes in a user-defined way. Tools required for the computa-
tion and data exchange of curve fit data of the thermodynamic and transport properties
are implemented. This provides a most flexible implementation which can be easily
extended and applied to a wide range of applications.
Apart from the need of an accurate modeling of thermochemical nonequilibrium ef-
fects, simulations of hypersonic flows require robust, efficient and accurate numerical
methods. This requires further modifications of the QUADFLOW solver. The conver-
gence rate of the flow solver is significantly increased in the present work by providing
the necessary means for the use of implicit or explicit-implicit time integration methods.
The Jacobians for the nonequilibrium viscous fluxes are derived and implemented. Nec-
essary interfaces for the Jacobians of the thermochemical source terms are incorporated
and the derivation of the Jacobians is illustrated at the example of the Millikan and
White vibrational-translational energy exchange. In view of the shock-shock interaction
configurations considered in the present work, the stability of the convergence process
and the grid quality is improved through the use of newly implemented piecewise grid
stretching functions. The implementation of a second order approximation of the wall
temperature gradient significantly improves the accuracy of the wall heat flux rates. A
logarithmic approximation of the temperature gradient is discussed as an alternative ap-
proach. All nonequilibrium modules of the QUADFLOW solver, which utilize multiple
programming languages (C++, C, FORTRAN), are parallelized based on the Message
Passing Interface (MPI) standard and tuned for running on large-scale High Performance
Computing (HPC) clusters.
The resulting QUADFLOW solver allows to properly capture thermochemical nonequi-
librium flow fields with a locally very high resolution combined with a high efficiency.
The proper resolution of small-scale flow features provides the user with new insights
into high-speed flow fields. This could not be realized with Kumar’s implementation of
the QUADFLOW solver. Apart from various test cases for the purpose of validation,
the capabilities of the present QUADFLOW solver will be demonstrated with two perti-
nent application test cases in the present work. Excerpts of these works were previously
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published as preprints of this thesis by Windisch, Reinartz and Müller.138,137 The in-
jection of cooling gases into a supersonic laminar boundary layer represents a typical
low enthalpy configuration. The flexible handling of the injection boundary condition
demonstrates the versatility and flexibility of the grid adaptation concept. The proper
resolution of the boundary and cooling layer demonstrates the robustness of the applied
numerical methods. The simulated Edney type IV and Edney type VII shock-shock
interactions are a pertinent example of complex unsteady flow phenomena. Especially
the high dependency of the Edney type IV interaction problem on the mesh quality is
one of the reasons why shock-shock interactions are difficult to simulate. The simulation
result demonstrates the abilities of the modified QUADFLOW solver to capture the
inner flow field and the boundary layer of this complex configuration at the same time
and with a high resolution. The results enhance the understanding of the mechanism of
the unsteady jet movements and allow for a classification of the unsteady jet behavior.
The discussion addresses the difficult problem of grid convergence and provides new
insight into the numerics and physics of this important shock-shock interaction. Po-
tential pitfalls of inadequate numerical methods are discussed. The less known Edney
type VII interaction is simulated using the gas composition of the Martian atmosphere.
Planned interplanetary missions to Mars have spurred the interest of the research com-
munity which is in need to find adequate simulation capabilities. The results presented
in this work demonstrate that the Edney type VII interaction occurs in CO2 dominated
gas mixtures and provide new insight into the flow field structure and the jet unsteady
movement.
1.2. Outline
Chapter 2 will give a more detailed introduction into the considered application cases. A
literature review will provide the reader with the necessary theoretical background. The
applied physical and mathematical models are the subject of Chapter 3. Emphasis is
placed on the modification and extension of the models for the simulation of gas mixtures
with an arbitrary number of species and internal temperatures. The multiscale-based
grid adaptation and all relevant numerical methods of the flow solver are discussed in
Chapter 4. Chapter 5 discusses the validation of sole modules of the modified flow solver.
This includes (a) external tools for the generation of appropriate curve fit data for the
thermodynamic and transport properties, (b) the finite-rate chemistry model, the (c)
temporal relaxation and (d) combined temporal and spatial relaxation of the nonequi-
librium source terms. The QUADFLOW solver as a whole is validated with two different
configurations of hypersonic flow around a cylinder and a nozzle flow configuration in
Chapter 6. The cooling gas injection and the shock-shock interaction as application
test cases follow in Chapters 7 and 8, respectively. The work is concluded with a brief
summary in Chapter 9.
5
6
2. Test Configurations and Literature
Review
The modified QUADFLOW solver presented in this work is applied to simulate two test
configurations: A cooling gas injection into a laminar supersonic boundary layer and a
shock-shock interaction which, depending on the test gas, results in an Edney type IV
or Edney type VII interaction. More details on the selected configurations are given in
the following, along with the necessary theoretical background and a state of the art
summary from a brief literature review.
2.1. Cooling Gas Injection
2.1.1. Motivation
The use of either passive or active cooling techniques is a major approach to lower the
thermal impact of supersonic high-enthalpy flows on the surrounding structures. Passive
techniques, such as cooling by radiation or ablation, are widely used for thermal protec-
tion systems in external aerodynamics. However, these techniques cannot be adjusted
during flight to account for different flight phases and the corresponding heat fluxes.
Accordingly, the whole system must be designed for the peak heat flux which could lead
to inefficient designs with large safety margins during other flight phases. Internal flows
in rocket propulsion systems and hypersonic air-breathing propulsion also require highly
efficient cooling techniques. Operating conditions of these systems may change signifi-
cantly during flight and the cooling system must be able to handle high heat loads over
a longer period of time. This is why active cooling techniques are preferred for these
kinds of systems.
Active cooling techniques allow for an adjustment to the current flight phase and are
based on the injection of a coolant into the boundary layer. The coolant can be injected
either by using porous media or through distinct openings in the surface. Porous media
allow for a uniform injection over a larger area which leads to low temperature gradients
along the surface even for low coolant mass flow rates. Injecting the coolant through
slots or boreholes in the surface allows for thicker cooling films in local hot spots, such as
the nose region of a reentry vehicle. Besides, there are less restrictions on the selection
of the surface material.
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2.1.2. Literature Review
Film cooling is frequently used for turbine blades, where air is injected into the turbulent
flow field through a series of single boreholes. Apart from this pertinent application, basic
research on film cooling with higher blowing ratios in incompressible, subsonic flow fields
is widely found in the early literature. An overview of fundamental studies concerning
film cooling is given by Goldstein.49 Driven by the development of space transporta-
tion systems, supersonic flow fields came more and more into the focus of the research
community in subsequent years. Major theoretical and empirical approaches from vari-
ous researchers, describing the efficiency of film cooling for various flow conditions, are
discussed by Heufer.59 Heufer’s primary focus is on the injection of air into laminar
supersonic flow fields. In his work, a theoretical approach for predicting the cooling
efficiency is derived60 and supported by experimental and numerical studies. Keller and
Kloker69 numerically investigated the film cooling of air injected into air through one
or two rows of staggered, discrete holes. Both modeled and fully simulated injection
channels are applied in this study. The influence of modeled versus simulated injection
is discussed by Gotzen et al.34 for a single-slot injection. While air as a coolant sim-
plifies the investigation of the injection mechanism, actual applications frequently use
different cooling gases. Holden64 conducted experiments to analyze film cooling efficien-
cies in turbulent hypersonic flows with shock interactions. A supersonic jet of helium
was injected tangentially into the flow field. Holden demonstrates a larger cooling effi-
ciency of the helium coolant than for a nitrogen coolant used in previous investigations.
Both measurements can be correlated by complex input parameters which include Mach
number, specific heats and molar weights of the coolants. Cheuret et al.27 investigated
transpiration cooling through a porous medium applying air, helium and hydrogen as
a coolant. In case of hydrogen and helium, due to their larger specific heat capacities,
the mass flow rate can be greatly reduced while achieving the same cooling efficiency as
when using air.
2.1.3. Test Configuration
The slot injection of various cooling gases into a laminar supersonic boundary layer
was recently investigated in experiments by Hombsch and Olivier.65 An inclined flat
plate mounted on a wedge model is investigated in a hypersonic shock tunnel to create
a supersonic laminar boundary layer. Various coolants at ambient temperature are
injected. The effect of these coolants (air, argon, helium, sulfur(VI)fluoride, carbon
dioxide) on the wall heat fluxes and the corresponding cooling efficiencies are measured.
The experiments by Hombsch and Olivier65 are computationally investigated in Chap-
ter 7. The lower temperatures of this configuration allow for the use of a reduced and
computationally less expensive model, in particular a frozen gas mixture of thermally
perfect gases in thermal equilibrium. Combined with the grid adaptation concept, this
test case demonstrates the efficiency and flexibility of the QUADFLOW solver.
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2.2. Edney Type IV and Type VII Shock-Shock Interaction
2.2.1. Motivation
Shock-shock interactions are characterized by a wide range of physically relevant flow
phenomena.40 These are located throughout the entire flow field and make the manual
design of grids rather cumbersome. A pertinent example is the Edney type IV inter-
action, see Figures 2.1 and 2.2. This configuration is the result of an incident shock
wave which impinges on the bow shock in front of a blunt body. The Edney type IV
interaction is frequently used in theoretical and experimental investigations as it leads
to high aerothermal loads on the body surface. Shock interactions of this or related
types are frequently found in engineering applications. Depending on the particular
configuration, Edney type IV interactions may show unsteady behavior. Due to their
high frequency, these unsteady mechanisms cannot be fully captured by experimental
investigations. Highly-resolved CFD simulations are the only means to investigate such
configurations.
The proper simulation and prediction of these shock interaction patterns is a crucial
task. The structure of the incident oblique shock wave and the main shock must be
properly captured in order to predict the deflection of the flow field and the resulting
shock pattern. Strong shocks are formed at a certain distance ahead of the vehicle surface
and spread out over a larger area. In addition, the boundary layer needs to be properly
resolved in order to capture the wall heat flux and to predict the thermal loads on
the vehicle surface. Both areas are connected by strong interaction patterns, which are
difficult to predict in strength and location and are potentially unstable.54 To account
for the high-temperature flow field behind the shock pattern, the physical modeling
of the numerical simulation must consider nonequilibrium effects. The excitation of
the internal energy modes and the resulting dissociations are yet another flow feature,
which requires a locally very high resolution. In addition, the inherent instability of
the Edney type IV and other shock-shock interactions is a challenging task, especially
when considering the potentially unstable solution behavior of numerical simulations
in chemical and thermochemical nonequilibrium. However, especially for the analysis
of the high-frequency unsteady solution mechanisms, which are not fully accessible to
experimental investigations, CFD simulations are an important means to gain further
insight into these kinds of shock-shock interactions.
2.2.2. Literature Review
Classification of Shock-Shock Interactions Shock-shock interactions have been widely
discussed in the literature over the past decades. Referring to Sanderson,121 the shock
interference pattern depends on the strength and angle of the intersecting shocks, the
geometry of the body around which the interference pattern is formed, the relative loca-
tion of the impinging shock on the body and the gas properties, i.e., the ratio of specific
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Figure 2.1.: Schematic drawing of the original Edney classification, after Grasso et al.54
Figure 2.2.: Schematic drawing of the Edney type IV interaction, after Grasso et al.54
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Figure 2.3.: Schematic drawing of the type VII interaction, after Yamamoto et al.143
heats. The most comprehensive classification of shock-shock interactions was carried out
by Edney,40 who experimentally and theoretically investigated the impingement of an
oblique shock wave on a strong bow shock in front of a blunt body. Edney distinguished
six shock-interaction patterns named as types I-VI. The particular type depends on the
location of the impingement on the bow shock, compare Figure 2.1. The Edney type IV
interaction is the most critical shock-shock interaction in terms of the aerothermal loads
on the wall.54,17 As a result, this type is most interesting for engineering applications.
A detailed analysis of the front section of the shock interaction pattern was carried out
for double-wedge geometries by Olejniczak et al.105 A supersonic jet forms between two
triple points and reaches into the subsonic region behind the bow shock, see Figure 2.2.
The flow bends upwards by a combination of several expansion and compression waves.
The wall impingement of the flow passing though the shock pattern of the jet and the
terminating shock leads to high pressures and temperatures on the surface of the blunt
body. This configuration exhibits an unstable behavior and is highly sensitive to the
exact location h of the shock impingement. When the impinging shock wave is moved
upward, the jet begins to bend upwards along the cylinder surface. This state is fre-
quently characterized as a type IVa interaction,54 which is an extension of the original
Edney type I-VI classification. In addition to these widely accepted types, authors in
the literature also identified shock-shock interactions in which the jet structure extends
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away from the wall into the flow field. Yamamoto et al.143 defined such an interaction as
type VII, while other authors referred to similar configurations as types IVb,c. The type
VII shock-shock interaction requires an impinging shock location similar to the types
IVb,c as indicated in Figure 2.1. As Yamamoto et al. identified this interaction type
only for a particular configuration, no information is available on the range of impinge-
ment locations leading to a type VII interaction. A schematic drawing of the particular
configuration found by Yamamoto et al. is depicted in Figure 2.3.
Nonequilibrium effects In his work, Edney indicated the dependence of the shock-
shock interaction pattern on the gas properties and related high-temperature effects.
The influence of nonequilibrium effects has been computationally investigated by vari-
ous authors.16,70,43,143 While Edney80,40 speculates in earlier investigations that high-
temperature real gas effects will lead to increased heat flux rates, Kumar as well as other
authors121,43 demonstrated that increasing nonequilibrium effects decrease the actual
heat flux rate. Following Brück17 who investigated flows in thermochemical nonequilib-
rium, stronger chemical reactions lead to smaller shock stand-off distances which in turn
reduces the size of the supersonic jet. Assuming a constant pressure difference across
the shock train inside the supersonic jet, shorter jets are characterized by a stronger
curvature and are less likely to impinge on the wall surface. This finding is confirmed
by Yamamoto et al.143 who found that the decreased shock stand-off distance leads to
an increase in pressure in the area below the supersonic jet, which in turn leads to a
stronger curved jet structure. They concluded from a study of nitrogen flow in ther-
mochemical nonequilibrium that a strong decrease in the shock stand-off distance may
even result in a change of the shock-shock interference type. For large values of the
impingement shock location h, see Figure 2.1, a new type of shock-shock interference
was experienced which involves a “supersonic jet streaming toward the upper downstream
without stagnating on the body”. This is in contrast to the type IVa interaction in which
case the supersonic jet still touches the wall surface. Yamamoto et al.143 referred to this
new interaction as type VII. The supersonic jet is characterized by a strong vorticity.
The vibrational temperature and the resulting reaction rates within the jet structure are
low. The details of this jet structure, which remain subject to further investigation and
clear classification, are discussed in Section 8.4.
Grid Dependency The vast majority of the simulations of shock-shock interactions rely
on the use of non-adaptive, mostly structured grids. The use of non-adaptive grids makes
it difficult to capture all relevant flow features of unsteady phenomena, as this would
require either a high resolution throughout the flow field or a high-quality, manually
designed grid. Such a non-adaptive grid would need to be properly fitted to the flow field
solution. As the computational solution is not known a-priori and in addition affected
by the local grid resolution, the manual design of a grid would usually include several
labor-intensive iteration cycles where the grid is adjusted according to the expected and
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actual computational solution. In case of unsteady simulations, the refined area needs
to capture larger portions of the flow domain which make the grid computationally less
efficient. A remedy to this is the use of an adaptive flow solver which automatically
detects all flow features and locally adapts the grid during the solution process. To the
author’s knowledge, Adaptive Mesh Refinement (AMR) has been rarely used in literature
to simulate shock-shock interactions employing non-ideal gas assumptions.70 AMR relies
on a gradient-based adaptation of the flow field. However, as shock-shock interactions
may be potentially unstable and will not lead to a pronounced convergence behavior,
an adaptation solely based on the flow field quantities is a more promising approach.
This is why the multiscale-based grid adaptation concept is used in the present work.
Locally refined areas in combination with hanging nodes allow to capture all important
flow phenomena, without the need to sacrifice the proper resolution in certain areas for
the sake of lower computational costs. Grid convergence can be easily addressed by
applying another grid adaptation to refine the grid.
Several authors noted the strong dependence of the solution on the grid quality. Sys-
tematic studies of the required cell size for the proper resolution of the wall heat flux
were carried out by Hoffmann et al.63 It was found that the required grid size depends on
the Mach number and the Reynolds number. Olejniczak et al.105 investigated inviscid
shock-shock interactions on a double ramp and noted the strong sensitivity of the shock
angles and contact surfaces to the proper resolution of the triple points.
Unsteady Mechanism The Edney type IV interaction is known as being inherently
unstable.80 Different types of behavior are found in the literature which range from
fully unsteady to steady flow characteristics of the jet structure. No comprehensive
systematic studies of the unsteady behavior are known to the author. However, the
unsteady characteristics of particular configurations are subject to various publications.
Referring to Lind and Lewis,83 the unsteadiness of the Edney type IV interaction
depends strongly on the angle and strength of the oblique shock wave and its impinge-
ment location on the bow shock. They observed that small changes in the impinging
shock properties may cause steady flow fields to become unsteady. Following their ob-
servations,83 “the high-frequency jet unsteadiness is seen to be related to the formation of
a vortex near the junction of upper shear layer and the termination point of the super-
sonic jet, its breakdown, and then its propagation along the upper portion of the cylinder,
causing shear layers to be generated and then shed.” The shedding frequency was ana-
lyzed by means of a Fourier analysis to be in the order of 1.4 kHz for a test case with
stronger oscillations from several investigated configurations. This frequency was also
confirmed by the variation of the peak pressure at the wall. The published plots of
the peak pressure and the jet impingement angle for a particular configuration show a
quite regular pattern with only minor variations in the magnitude over a longer period
of time. This is in contrast to results of a slightly modified configuration with a lower
angle of the oblique shock wave and a higher impingement location on the bow shock.
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In this case, only initial oscillations were discovered. These were strongly damped in
time and resulted in a steady-state solution. This effect was also supported by a coarser
grid resolution. A stronger damping of the oscillations in the initial phase was also ob-
served for an intermediate configuration with a higher angle of the incident shock wave.
However, in this case only a solution close to steady-state but with sustained oscillations
was reached. All of these ideal gas results were simulated with the TIMETVD code of
Yee83 which is second-order accurate in space and time.
Chu and Lu29 applied higher-order WENO schemes which are third-order accurate
in time to investigate the unsteady behavior of the Edney type IV interaction. The
maximum values of the heat flux and the surface pressure were found to show periodic
oscillations. A feedback mechanism was proposed as a possible means to investigate the
dominant frequency of particular configurations of the shock-shock interaction.
Furumoto et al.43 also observed the unsteady characteristics of the Edney type IV
interaction in their simulations of 5-species air in thermochemical nonequilibrium. The
applied numerical code was second-order accurate in space and third-order accurate in
time. The investigated configuration resulted in stronger unsteady characteristics in the
initial phase of the simulation. A sustained oscillation in the maximum surface pressure
could be reached once all transients of the solution were damped out. Furumoto et al.
concluded that the most unstable solution was obtained with a shock impingement angle
which leads to a shock-shock interaction in the transition regime between a type III and
IV interaction. In case of more unstable solutions, “the largest degree of unsteadiness
was the result of alternating shed vortices both above and below the jet”43 which is similar
to the mechanism described by Lind and Lewis,83 though the vortex shedding on both
sides of the jet seems to be influential in the configuration of Furumoto et al. In a similar
study for ideal gases, Zhong145 identified unsteady characteristics with a frequency in
the order of 30 kHz.
Yamamoto et al.143 confirmed the unsteady behavior of the Edney type IV interac-
tion, both for ideal gas and thermochemical nonequilibrium. The applied finite differ-
ence scheme was fourth-order in space and second-order in time. Concerning the upwind
methods, a modified AUSM scheme was used for ideal gas, whereas the AUSMDV scheme
was employed to improve the stability of the simulations in thermochemical nonequilib-
rium.
Gaitonde44 simulated an Edney type IV interaction with ideal gas applying a higher-
order MUSCL scheme. He observed periodic unsteady behavior with a large scale move-
ment at a dominant frequency of 32 kHz.
Brück17 reported an oscillating behavior of the residual in his steady-state simulations
of the Edney type IV interaction in thermochemical nonequilibrium which was identified
as unsteady behavior. Brück17 concluded from Furumoto’s findings that the influence of
the unsteady behavior on the stagnation point quantities is low and only of minor impor-
tance. A similar behavior was identified by Kumar80 in his reactive thermal equilibrium
simulations of Sanderson’s experiments with an older version of the QUADFLOW solver.
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For a low enthalpy case, stronger initial oscillations of the peak Stanton number and the
shock impingement angle were observed. The latter approached a steady-state solution,
while sustained oscillations with a smaller amplitude were discovered in the peak Stan-
ton number. Kumar80 concluded that a “possible reason of the jet unsteadiness could
be the propagation of a pressure wave, generated by the interaction between the shock
waves in the supersonic jet structure and the shear layer outside the jet, to the upstream
direction through the subsonic shock layer”. Kumar could not identify any vortices, most
likely due to the lower resolution of these simulations. Kumar underlined that his obser-
vations oppose the earlier investigations by Lind and Lewis83 and by Furumoto et al.,43
who identified the previously discussed formation and shedding of vortices as the driving
mechanism. However, similar to the investigations of these authors, Kumar found that
the unsteady behavior depends strongly on the particular configuration. While a low
enthalpy leads to stronger unsteady phenomena, a qualitatively similar, but less pro-
nounced behavior was found for an intermediate enthalpy test case and a high-enthalpy
test case. Especially the latter test case was recognized as being close to a steady-state
solution. In all of his studies, Kumar applied a local time stepping at the initial stage
of the computation to allow for an accelerated convergence. Once all flow features were
resolved, a global time stepping allowed a time-accurate unsteady resolution of the flow
field.
2.2.3. Test Configuration
Given the above mentioned properties, shock-shock interactions are an excellent appli-
cation for the QUADFLOW solver. The experimental campaign by Sanderson com-
prised three shock-shock configurations named cases A to C, as well as a corresponding
test series without shock impingement for calibration and validation purposes. Besides
these experimental data, computational data by Candler et al.,20,104 solutions computed
with the DLR FLOWer CNE code78 and solutions computed with an older version of
the QUADFLOW solver121 are available for the flow field without shock impingement.
These data serve as a basis on which the validation of the current implementation of
the nonequilibrium branch of the QUADFLOW solver can be built. Sanderson’s high-
enthalpy test case C without shock impingement is selected for the validation and will
be discussed in Section 6.1. The medium enthalpy test case B with a freestream tem-
perature of T∞ = 1190K is selected for the simulation of the shock-shock interaction.
In Kumar’s80 simulation of the Edney type IV shock-shock interaction experiment,
the former reactive simulations of pure nitrogen were carried out in thermal equilib-
rium only due to limitations of the older version of the nonequilibrium branch of the
QUADFLOW solver. Only two grid adaptations could be used due to the large sensi-
tivity of these simulations to the occurrence of hanging nodes in the boundary layer.
Kumar found that this phenomenon was even more severe for the reference simulation
without shock impingement. No grid adaptation could be used in this test case. Kumar
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experienced minor unsteady characteristics of the Stanton number distribution and the
jet impingement location. However, the low resolution of these simulations resulted in
a higher dissipation which led to a damping of all initially unsteady behavior.
The current nonequilibrium branch of the QUADFLOW solver contains several im-
provements, such as (a) the implicit time integration, (b) lowered computational costs of
the nitrogen model through the implementation of generalized reaction models, (c) use
of parallelization techniques, (d) improved piecewise grid stretching functions leading to
a higher grid quality, (e) increased numerical stability of the flux limiters through the
use of normalized conservative quantities136,135 combined with improved consistency
checks, and (f) a second order approximation of the wall temperature gradient. These
improvements will allow to simulate the shock-shock interaction with a much better
overall solution quality and a much higher grid resolution, both in chemical and ther-
mochemical nonequilibrium. The higher resolution of the present simulation will allow
to fully capture the unsteady mechanism and to gain detailed insights into the vortex
structure and the compression wave patterns of the flow field.
The Edney type IV interaction will also serve as an example configuration for the
discussion of a modeled logarithmic temperature distribution in the boundary layer.
This model provides an alternative to highly stretched grid cells in the boundary layer.
To demonstrate the versatility of the QUADFLOW solver, Chapter 8 will in addition
discuss simulation results for the Martian atmosphere. For the given configuration, the
application of this gas model will result into an Edney type VII configuration as defined
by Yamamoto et al.143 The highly-resolved simulation results of this test case will allow
to gain insight into the vortex structure of this configuration, which, to the knowledge
of the author, has not been investigated before. The test case may therefore serve as a
basis for future investigations of these kinds of interaction types.
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3. Physical and Mathematical Modeling
In this chapter, all important physical models and the underlying assumptions are in-
troduced. At the beginning we will start with the definition of the Knudsen and the
Damköhler number in Section 3.1. These are two important non-dimensional parameters
which may be used to define the investigated flow regimes. The drawn assumption of a
continuum flow field will result in the introduction of the Navier-Stokes equations in Sec-
tion 3.2. This set of coupled partial differential equations describes the dynamics of a gas
mixture and is presented in an extended formulation for nonequilibrium flows. Section
3.3 familiarizes the reader with the applied gas model. The discussion of the underlying
nonequilibrium models and assumptions follows in the subsequent sections. The internal
energetic structure of atomic and molecular species of the gas mixture is discussed more
detailed. This leads to a mathematical model for the thermodynamic properties of these
species. These data can be used to build up the macroscopic gas mixture quantities
presented in Section 3.4. Transport phenomena in nonequilibrium gas mixtures are the
subject of Section 3.5. The finite-rate chemistry model needed for the computation of
chemical nonequilibrium effects is presented in Section 3.6. The physical modeling is
concluded in Section 3.7 with the discussion of the vibrational energy exchange models
for thermal nonequilibrium and their coupling with the underlying finite-rate chemistry
model.
The physical modeling presented in this chapter and the implementation in
QUADFLOW are based on previous work by Klomfaß,71 Kumar80 and Windisch.136,135
3.1. Flow Regimes
Knudsen Number By definition, the ratio of the mean free path λ and a characteristic
length L of a flow field is called the Knudsen number:4,61
Kn :=
λ
L
. (3.1)
It may be used to distinguish between four flow regimes: (a) continuum flow, (b) contin-
uum flow with slip effects, (c) disturbed free molecular flow and (d) free molecular flow.
The vehicle length or the dimension of relevant parts of an experimental ground test
may be used as the reference length L. For all kinds of generic test cases and real flight
vehicles with altitudes below approximately 35km, even in combination with very small
reference lengths such as the size of a measurement orifice, the Knudsen number will be
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below the widely accepted limit of the continuum flow regime, Kn / 0.01. This will
hold for altitudes of up to 100 km, if the vehicle length is used as the reference length.61
Damköhler Number The first Damköhler number21,30
Da :=
tref
τ
(3.2)
is a widely accepted non-dimensional parameter to describe the influence of nonequilib-
rium effects on the flow field. It compares the residence time tres of a small volume of
flow in the considered flow region to the characteristic time τ of the chemical reactions
or thermal relaxation process. The residence time tres =
Lref
vref
may be computed based
on a given reference speed vref of the main flow and a reference length Lref . Special care
must be taken when selecting the reference length. For example, choosing the overall
size of a reentry vehicle might be misleading. Flow phenomena, such as shock waves,
appear locally and require the use of an appropriate, locally justified reference length.61
The Damköhler number can be used to decide if significant chemical or thermochem-
ical nonequilibrium effects are expected. There are three main cases which need to be
distinguished:
• Da → ∞: The residence time of the flow volume is much larger than the charac-
teristic time of the nonequilibrium process. Deviations from the equilibrium state
are rapidly resolved. The flow is considered to be in chemical or thermochemical
equilibrium. This state is frequently found in low-enthalpy flow fields and in the
hypersonic far-field before or sufficiently far behind an obstacle.
• Da ≈ 1: The residence time and the characteristic time of the nonequilibrium
effects are of the same order. Significant nonequilibrium effects are present in the
whole flow field.
• Da → 0: The residence time is too short for significant nonequilibrium effects to
occur. This state is called a frozen flow.
All of the three main cases are present in the simulations of the current work.
3.2. Flow Equations
The continuum assumption holds for all applications of the QUADFLOW solver and
justifies the use of the Navier-Stokes equations. The generic and experimental test cases
discussed within this thesis are characterized by moderate Reynolds numbers. Hence,
laminar flow conditions are expected in these cases.
The Navier-Stokes equations12 need to be extended with additional transport equa-
tions in order to capture chemical or thermochemical nonequilibrium effects. Within the
current work, chemical nonequilibrium refers to a gas mixture of thermally perfect gases
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in chemical nonequilibrium and thermal equilibrium. Thermochemical nonequilibrium is
defined as a gas in chemical and thermal nonequilibrium.i
The mixture of thermally perfect gases in thermochemical nonequilibrium is governed
by the following equation set:
∂ρ
∂t
+∇ · (ρV ) = 0 , (3.3)
∂ (ρV )
∂t
+∇ · (ρV V T + pI)−∇ · (τ) = 0 , (3.4)
∂ (ρE)
∂t
+∇ · ((ρE + p)V )−∇ · (τ V + q) = 0 , (3.5)
∂ρα
∂t
+∇ · (ραV ) +∇ ·
(
qD
α
)
= ω˙α , (3.6)
∂ (ρme
m)
∂t
+∇ · (ρmemV )−∇ ·
(
qm
)
= Ω˙m . (3.7)
The equations are noted here in differential form and govern the flow in an infinites-
imal small volume that is fixed in space. The continuity equation (3.3) is extended by
the species transport equations (3.6) to account for single species densities ρα and the
corresponding chemical production terms ω˙α. Details can be found in Section 3.6 and
Appendix B.1. The equation system is solved for all but one species’ densities, as the
density of the remaining species may be computed from the global density (3.28). For
the simulation of chemical nonequilibrium flows, it is sufficient to solve equations (3.3)
through (3.6). A single temperature T is employed to describe the thermodynamic
state in case of thermal equilibrium. For closure of the system, the pressure p is mod-
eled via the equation of state (3.30). The required transport coefficients are discussed
in Section 3.5. In thermochemical nonequilibrium, the equation set needs to be ex-
tended with the transport equations for all considered internal energies of the molecular
species (3.7). The exchange rates between internal energy modes Ω˙m are needed in
thermal nonequilibrium and account for the energy exchange between different energy
modes, see Section 3.7.
3.3. Nonequilibrium Gas Models
3.3.1. Classification of Gases
The exact classification of gases and their properties seem to be varying depending on
the literature source and the author’s personal preferences. The terminology used in this
dissertation follows the classifications and definitions by Anderson,4 which are widely
accepted in the scientific community.
iIt should be noted here that the term thermochemical nonequilibrium is frequently used with
different meanings throughout the literature. Some authors prefer to use the term thermochemical
nonequilibrium for flows in chemical nonequilibrium only, provided that gas mixtures of thermally
perfect gases are considered.
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Referring to Anderson,4 perfect gases may be distinguished and defined as calorically
perfect gases or thermally perfect gases. Calorically perfect gases are characterized by
constant specific heats which, in turn, leads to a constant isentropic exponent γ = cp/cV .
Such a calorically perfect gas is called ideal gas in the literature.
In the present work, it is assumed that each species is calorically imperfect and may
rather be described as a thermally perfect gas. The specific heat at constant volume of
each gas component is therefore a function of temperature:
cV,α = cV,α(T ) . (3.8)
There is no dependency on the pressure, as intermolecular forces are neglected. The
specific energy of a gas component is coupled to its specific heat:
deα
dT
= cV,α . (3.9)
Hence, the specific energy is a function of temperature as well:
eα = eα(T ) . (3.10)
3.3.2. Energy Modes
From a microscopic point of view, the energy of each single atom in a gas mixture
may be split up into the translational energy, the electronic energy and the zero-point
energy:4,134
 = (tr) + (el) + (0) . (3.11)
The translational energy (tr) describes the kinetic energy of a single atom, represented
by its center of mass, as it is moving through the gas. The electronic energy (el) accounts
for different energy configurations of the electrons in the atomic orbitals56 around the
nucleus. The zero-point energy (0) simply defines the energy in the ground state of the
atom.
Molecular species possess additional internal energy modes which are a result of the
relative movement of the atoms within the molecule:
 = (tr) + (rot) + (vib) + (el) + (0) . (3.12)
The rotational energy (rot) accounts for the rotational kinetic energy which is a result of
the moment of inertia of the atomic components towards the combined center of mass.
The vibrational energy mode (vib) is a result of the relative, translational movement of
the atoms in a molecule.
All of the energy modes of single atoms or molecules are covered by quantum mechan-
ical effects. Hence, the amount of energy stored in a particular energy mode of a single
chemical species is not continuous but discrete in nature. The spacing between different
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energy levels depends on the particular energy mode and the amount of energy stored
in this mode.4
Due to the large number of atoms and molecules in a flow field, modeling of the
microscopic energy states of all atoms and molecules is not a feasible approach. Instead,
CFD simulations require the use of macroscopic quantities to keep the total number
of degrees of freedom in a range that can be dealt with on modern computer systems.
Moreover, the whole derivation of the Navier-Stokes equations (3.3)-(3.7) is based on
discrete volumes of fluid with a large number of gas particles.5 Such a macroscopic
description of the energy states requires additional modeling. Details are discussed in
Appendix B.1.
3.3.3. Practical Use of Nonequilibrium Modes
3.3.3.1. Overview
The assumption of a thermally perfect gas mixture was motivated in Section 3.3.1. The
specific heat capacity and the internal energy of each species are solely a function of
temperature. In thermal nonequilibrium, a distinct temperature may be assigned to
each energy mode of a particular species. Basic models for the quantification of the
energy stored in each energy mode and the resulting specific heat capacity are listed in
the Appendix B.1.1.
The presentation of the extended Navier-Stokes equations (3.3)-(3.7) indicates that an
arbitrary number of internal energy modes may be considered in the equation system. In
general, all energy modes listed in (3.11) and (3.12) can be included in the simulation for
each atomic and molecular species. However, this approach would lead to a significant
increase in the computational time for each iteration step - especially when implicit time
integration methods are considered. To keep the computational costs low, it is common
practice in CFD simulations to combine several energy modes into one or more groups.
A combined internal temperature Tm is then assigned to each of these groups. In the
following, some basic assumptions on the characteristics of different energy modes will
be discussed. After this, a brief overview of widely used models will be given.
3.3.3.2. Relaxation Characteristics
The 5-species air model is one of the standard models for the simulation of air and will
serve as an example in the following discussion. The constituent species and their energy
modes are given in Figure 3.1. The 5-species air model shows a total of 16 energy modes
which may, in a general model, be considered as independent degrees of freedom. For
simplification, the characteristic temperature of an energy mode of a particular species
is denoted in the present work as T (∗), whereas characteristic temperatures of combined
energy modes are written without brackets, for example Tm.
All energy exchange and relaxation processes are caused by collisions between parti-
cles. Not all collisions lead to energy exchanges because only a low percentage of all
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Figure 3.1.: Energy modes of 5-species air.
collisions involves sufficient energy to meet the activation energy.134 This is especially
true for dissociation reactions which require a high amount of energy.
Table 3.1.: Number of collisions to
reach equilibrium.61
Phenomenon Number of collisions
Translation O (10)
Rotation O (10)
Vibration O (104)
Dissociation > O (104)
Table 3.1 lists the order of collisions required to
approach an equilibrium state. Both, the transla-
tional and the rotational energy mode need only
a few collisions to approach equilibrium. This
justifies the most common assumption that the
translational and the rotational energy mode of all
molecules and atoms may each be represented by a
combined temperature T tr and T rot, respectively.
This is represented graphically with the arrows (a) and (b) in Figure 3.1. Another widely
accepted assumption is that the energy exchange between the translational and rota-
tional energy modes is so strong that equilibrium between those two energy modes may
be assumed. A combined temperature T tr covering the translational and rotational en-
ergy modes may be assigned, see arrow (i) in Figure 3.1. This simplification is supported
by the low characteristic rotational temperatures of diatomic species. It is therefore rea-
sonable to assume the rotational energy modes to be fully excited.61 The energy and the
specific heat capacity of the fully excited modes may be computed with (B.1) and (B.2),
respectively.
The influence of the vibrational and electronic energy mode is mostly addressed in
literature sources dealing with high-enthalpy flows for atmospheric reentry.21,23,112,55
Ionization plays an important role in these flow fields. In these cases, an additional
translational temperature mode T elect−tr is assigned to account for the energy of the
free electrons. According to Candler,23 it is often assumed that the temperatures which
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characterize the translational energy mode of the free electrons and the bound excited
electronic energy are the same. The resonant coupling between vibration and free elec-
trons validates the assumption that the vibrational energy mode is in equilibrium with
the combined electron-electronic energy mode.23 This is supported by Park who demon-
strated a strong coupling between these three energy modes in investigations of ioniza-
tion processes behind shock waves.112 It can be assumed that this result holds also for
gas models without ionization. Therefore, these results justify the use of a combined
electronic and vibrational temperature T vibα for each molecular species as indicated in
Figure 3.1, (f)-(h).
3.3.3.3. Equilibrium Assumptions for Practical Usage
Depending on the target accuracy of the CFD simulation, the presented combined tem-
peratures may again be grouped together and described by equilibrium temperatures
to further reduce the involved computational costs. A brief overview of frequently used
models will be given in the following paragraphs.
Thermal equilibrium A special case is thermal equilibrium where, by definition, all
energy modes are in equilibrium at the same temperature T . In this case, the contribu-
tions of all energy modes may simply be summed up. This simplification holds for large
Damköhler numbers (3.2). Chemical reactions may be modeled by a finite-rate chem-
istry model based only on one temperature T . In case of low temperatures, Klomfaß71
concluded that the vibrational relaxation time is significantly shorter than the chemical
reaction times. This means that in low-enthalpy test cases, chemical reaction processes
occur mostly in thermal equilibrium and are decoupled of the thermal relaxation process.
Two-Temperature Model In general, vibrationally excited molecules are more likely to
dissociate than molecules at lower energy states. Hence, a major benefit of the modeling
of vibrational temperature is the improved prediction of chemical dissociation reactions.
Details can be found in Section 3.6. Capturing both the vibrational excitation and the
resulting chemical reactions will in general lead to delayed chemical reactions in the
shock layer. This results in a smoother transition between weakly and strongly reacting
portions of the flow field. The governing equation system becomes less stiff112 and is
easier to solve.
Many authors advocate the use of a single vibrational temperature T vib and a com-
bined temperature T tr that covers the translational and rotational energy modes.103,55
This is called a two-temperature or a lumped vibrational temperature model. The elec-
tronic energy may be neglected or could be included in two different ways. One approach
is to completely include the electronic energy mode of all species into the vibrational
temperature T vib. This approach is illustrated for the 5-species air model in Figure 3.1
with the arrows (i) and (j). Another approach is to include only the electronic energy
mode of the molecular species into the vibrational temperature T vib as illustrated by
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(l) and (k). The use of a combined translational and rotational temperature T tr was
already discussed. In addition, the coupling between the vibrational energy modes is
very strong which justifies the use of a single vibrational temperature T vib. Park argues
that large uncertainties exist in the computation of the coupling between vibrational en-
ergy modes. In case of a simulation with the 5-species air model the differences between
the vibrational temperatures were found to be small and, given the uncertainties, not
meaningful at all.112
Multi-Temperature Model A more sophisticated approach is the use of a combined
vibrational-electronic temperature T vib for each molecule of the gas mixture, compare
(f)-(h) in Figure 3.1. A single temperature, for simplification in the following called
T tr, is assigned to all translational and rotational energy modes and to the electronic
energy modes of atomic species, compare (k) in Figure 3.1. The distinct modeling of the
vibrational temperatures allows for the use of more accurate models for the vibration-
vibration energy coupling. However, the additional transport equations will lead to
higher computational costs and increase the stiffness of the governing equation system.112
3.3.4. Mathematical Modeling of Nonequilibrium Models in QUADFLOW
One of the aims of the current work is to provide a general interface for the computation
of thermal nonequilibrium flows in the QUADFLOW solver. The previous discussion
described the different ways to combine the internal energy modes of the fluid and to
assign equilibrium temperatures to them. QUADFLOW follows the common practice
to combine at least the translational energy modes to one single temperature. This
facilitates the handling of other mixture quantities, such as pressure, which depend on
a single translational temperature. Apart form the assumption of a combined transla-
tional temperature T tr, there are no further restrictions in the QUADFLOW solver. A
temperature Tm may be assigned to a single energy mode (i) or combinations of any of
the available energy modes. In the current QUADFLOW implementation, to ensure an
unambiguous energy state of all energy modesii, each energy mode of a particular species
is assigned only once to a temperature m. A transport equation of type (3.7) is assigned
to each temperature Tm. The source term Ω˙m on the right-hand side of (3.7) uses iden-
tifiers to decide which energy modes need to be considered in the applied energy transfer
model. The translational temperature T tr is not described by the transport equations.
Instead, it is computed from the total energy E in (3.5).
A fairly general description of the energy function emα (Tm) and the specific heat
capacity cmV,α (T
m) is needed in order to handle various combinations of the energy
iiFor better readability, energy modes of single species and the inherent temperatures are denoted in
brackets as (i) or with their specific names (?). Assigned temperatures and the resulting thermodynamic
properties, which are considered in the equation system (3.7), are denoted without brackets with m .
A temperature m involves one or more energy modes (i).
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modes, each defined by a different energy model e(i)α
(
T (i)
)
and a different heat capacity
c
(i)
V,α
(
T (i)
)
. This can be achieved by the use of curve fits, which approximate these
functions via polynomial functions.
Polynomial expressions for the approximation of the energy functions and heat ca-
pacities are used by various authors in the literature.51,79,91,99,48,73 The type of the
polynomials ranges from 4th51 order over 5th48 order polynomials to rational functions
with seven degrees of freedom91 in the form a4T 4 + . . . a0 + a−1T−1 + a−2T−2 . In some
cases the polynomials are defined as piecewise functions.51
In the current work, curve fits consisting of piecewise defined cubic polynomials are
used. These were successfully tested and used in preceding work by Klomfaß71 and
Kumar.80 An arbitrary number of intervals may be used in the current implementation.
This is the most flexible way of implementing different models for the energy and the
specific heat capacity without a priori knowledge of the specific model. A curve fit may
be assigned for each energy mode (i) of a species α:
e(i)α
(
T (i)
)
= e
(i)
3,α
(
T (i)
)3
+ e
(i)
2,α
(
T (i)
)2
+ e
(i)
1,αT
(i) + e
(i)
0,α , (3.13)
c
(i)
V,α
(
T (i)
)
= c
(i)
V,3,α
(
T (i)
)3
+ c
(i)
V,2,α
(
T (i)
)2
+ c
(i)
V,1,αT
(i) + c
(i)
V,0,α . (3.14)
If a temperature m consists of more than one energy mode (i), the contributions of all
energy modes (i) are summed upiii:
emα (T
m) =
∑
i(m,α)
e(i)α (T
m) , (3.15)
cmV,α (T
m) =
∑
i(m,α)
c
(i)
V,α (T
m) . (3.16)
Depending on the underlying energy model, the number of intervals of each curve fit
may be different.
The required curve fits can be computed from analytical models or fitted from tab-
ulated data.126 The curve fit data may already be summed up in the fitting process
if there is no individual data available or needed for each energy mode. This might
especially be useful in cases where the tabulated data do not distinguish between dif-
ferent energy modes, e.g., in case of the JANAF tables. If needed, this data may be
supplemented with curve fits from analytical data. The enthalpies of formation e0α are
constant and may be gained from tabulated data. Details on the curve fitting process
are discussed in Section 5.1.
iiiThe notation
∑
i(m,α) means that the sum over all energy modes i = 1, . . . , NE of species α with
a contribution to temperature m is taken.
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3.4. Mixture Properties
Simulations in chemical nonequilibrium are characterized by alternating gas composi-
tions. In QUADFLOW, the gas mixture is modeled as a chemically reacting mixture4
of thermally perfect gases. The thermodynamic state of such a nonequilibrium system
is completely defined by the chemical composition and two state variables, e.g., the
pressure p and the equilibrium temperature T .
The computation of the mixture quantities based on the properties of single species is
the subject of the following section. Most gas properties are mass specific and may be
weighted by the species mass fractions:
Xα =
ρα
ρ
. (3.17)
The summation of the weighted gas properties will lead to the gas mixture proper-
ties.45,125 The following quantities are frequently used in the QUADFLOW solver80,136
and need to account for generalized reaction models:
• Enthalpy of Formation iv e0
e0 =
∑
α
Xαe
(0)
α (3.18)
• Specific Gas Constant R
Runiv = NAk (3.19)
Rα =
Runiv
Mα
(3.20)
R = Runiv
(∑
α
Xα
Mα
)
(3.21)
• Specific Heat Capacity at Constant Volume cV
Depending on the chosen thermal nonequilibrium model, the specific heat capacity
may involve contributions from various energy modes. The specific heat capacity
for a particular temperature m may be calculated by weighting (3.16) with the
mass fractionsv:
cmV (T
m) =
∑
α(m)
Xαc
m
V,α(T
m)
(3.16)
=
∑
α(m)
Xα
 ∑
i(m,α)
c
(i)
V,α (T
m)
 . (3.22)
ivThe notation
∑
α means that the sum over all species α = 1, . . . , NS is taken.
vThe notation
∑
α(m) means that the sum over all species α = 1, . . . , NS with an energy mode (i),
which contributes to temperature m, is taken.
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The gas mixture specific heat capacity at constant volume may be calculated by
summation of the specific heat capacities of all temperatures m, which include
here also the translational temperature:
cV =
∑
m+tr
cmV (T
m)
(3.22)
=
∑
m+tr
∑
α(m)
Xα
 ∑
i(m,α)
c
(i)
V,α (T
m)
 . (3.23)
• Internal Energy e
The specific internal energy em for a particular temperature m can be calculated
as follows:
em (Tm) =
∑
α(m)
Xαe
m
α (T
m)
(3.15)
=
∑
α(m)
Xα
 ∑
i(m,α)
e(i)α (T
m)
 . (3.24)
The internal energy of the gas mixture is defined in the present work as the re-
maining portion of the total energy E, after the kinetic energy and the internal
energy of formation is subtracted:
e = E − 1
2
V TV − e0 . (3.25)
The gas mixture internal energy without the enthalpy of formation may be calcu-
lated by summation of (3.24) for all temperatures m, including the translational
temperature:
e =
∑
m+tr
em (Tm)
(3.24)
=
∑
m+tr
∑
α(m)
Xα
 ∑
i(m,α)
e(i)α (T
m)
 . (3.26)
• Translational Temperature T tr
The translational temperature T tr can be computed form the internal energy e
after subtracting the contributions of the other temperatures:
etr
(
T tr
)
= e−
∑
m
em (Tm) . (3.27)
The temperature is computed iteratively via Newton’s method from the curve fit
(3.15) for the translational temperature. This requires a smooth curve fit for the
whole temperature range. The update 4T tr is used to test for convergence.
All other temperatures m are computed in a similar manner via (3.24).
• The density ρ of the gas mixture is the sum of all partial densities ρα:
ρ =
∑
α
ρα . (3.28)
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• The isentropic exponent99,80 can be computed from (3.23) and (3.21):
γ = 1 +
R
ctrV
. (3.29)
Only the translational energy mode is considered in thermal nonequilibrium for
simplification and consistency with (3.30) and (3.31).
• The equation of state p = ρRT may be used here as it holds for all perfect gases
where intermolecular forces are negligible. The pressure p can be computed from
the partial pressures pα. Only the translational temperature will be used as the
pressure is a result of the microscopic, translational movement of the atoms and
molecules4 in the gas:
p =
∑
α
pα =
∑
α
ραRαT
tr = ρRT tr . (3.30)
• The speed of sound c is calculated from the mixture quantities:
c =
√
γ
p
ρ
=
√
γRT tr . (3.31)
This is an approximation which assumes a locally frozen value of the speed of
sound.108 This assumption is also needed for the other involved quantities such as
(3.29).
Some of the models presented in the following sections are based on molar quantities.
In this case, the molar fraction
Yα =
χα
χtot
(3.32)
is used to weigh physical quantities. This is especially the case for molar quantities, such
as the gas mixture molar weight:
Mmix =
∑
α
YαMα . (3.33)
The molar concentration χα of a single species is defined as:
χα =
ρα
Mα
. (3.34)
It may be used to calculate the total molar concentration χtot =
∑
α χα.
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3.5. Transport Properties
3.5.1. Viscosity (Momentum Transport)
3.5.1.1. Viscous Stress Tensor
The viscous stress tensor τ without contribution from pressure, see (3.4), is determined
by the usual Newtonian fluid assumption. The generalization for Newton’s law of vis-
cosity can be written in the vector-tensor notation as:8
τ = µ
(
∇V + (∇V )T
)
+
(
µκ − 2
3
µ
)
(∇ · V ) I , (3.35)
where µ is the dynamic viscosity and µκ is the dilatational viscosity. It is known from
kinetic theory that the latter is zero for monatomic gases at low density8 and it is
frequently assumed that this holds true for all low density gases. Three widely used
models for the calculation of the dynamic viscosity µ were previously applied by Kumar80
and are currently implemented in the QUADFLOW solver. The details can be found in
the following sections.
3.5.1.2. Sutherland’s Law
An empirical relation for the calculation of the dynamic viscosity of an ideal gas is given
by Sutherland’s law.127 It can be written as
µ = µref
(
T
Tref
)3/2 Tref + S
T + S
(3.36)
and is a function of the (translational) temperature only. The Sutherland temperature
S, the reference temperature Tref and the corresponding reference viscosity µref are
constants and listed for air in the Appendix B.2.1. Generalized versions of Sutherland’s
law for particular species can be found in the literature.31
3.5.1.3. Blottner Viscosity Model
The Blottner9 viscosity model is another curve fit for the viscosity coefficient:
µα = 0.1 exp ((Aα lnT +Bα) lnT + Cα) . (3.37)
Unlike the original Sutherland’s law, the Blottner viscosity model can be used to compute
the viscosity µα of each species individually. In his original publication, Blottner presents
the model constants for a 5-species air model, see Appendix B.2.2. These data were found
to be valid for temperatures of up to 10, 000 K, but might be used53 for temperatures
of up to 30, 000K.
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3.5.1.4. Viscosity Curve Fit
Similar to the thermodynamic quantities, the species’ dynamic viscosities µα are fitted
as piecewise 4th degree polynomials to simplify data handling:
µα (T ) = µ4,αT
4 + µ3,αT
3 + µ2,αT
2 + µ1,αT + µ0,α , (3.38)
This approach allows the implementation of any viscosity model and is used to provide
data based on the Lennard-Jones theory. This allows to easily find curve fit data for
any given species needed in the current QUADFLOW implementation. The underlying
model will be discussed in the following. Details on the curve fitting process, which is
implemented in an external tool, are described in Section 5.2.
The viscosity of any species α may be computed based on kinetic theory. A rigorous
approach for monatomic gases at low density was developed independently by Chapman
and Enskog.8 The Chapman-Enskog theory allows to compute the transport properties
based on the intermolecular potential energy σ˜α,LJ which is a function of the distance r
between a pair of molecules.
Various models for the calculation of the intermolecular potential energy can be found
in the literature. A widely used model is the Lennard-Jones (6-12) potential62,128
σ˜α,LJ (r) = 4α,LJ
((σα,LJ
r
)12 − (σα,LJ
r
)6)
, (3.39)
where the constant σα,LJ is the collision diameter and α,LJ is the maximum energy of
attraction. The derivative −dσ˜α,LJ/dr describes the intermolecular force between both
molecules and may be either attractive or repulsive, depending on the distance r.
Due to large uncertainties in the determination of the Lennard-Jones parameters, the
data differ between literature sources. To ensure consistency of the data, as much data
as possible are used from one of the available sources.8,31,62 The maximum energy of
attraction α,LJ can be used in dimensionless form, the reduced temperature, T ?LJ =
kT/α,LJ to calculate the collision integral for viscosity Ωµ,LJ . This quantity describes
the deviation of the molecular collisions from their rigid sphere behavior.8 The collision
integral is equal to one for rigid spheres with collision diameter σα,LJ .
A curve fit for the collision integral for viscosity and conductivity was developed by
Neufeld:101
Ωµ,LJ = Ωk,LJ =
1.16145(
T ?LJ
)0.14874 + 0.52487exp (0.7732T ?LJ) + 2.16178exp (2.43787T ?LJ) . (3.40)
Alternatively, tables of the collision integrals for particular models are available in the
literature.140,141 The result of (3.40) can be used to calculate the viscosity of a pure
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monatomic gas62,8
µα = 2.6693 · 10−5
√
MαT
σ2α,LJΩµ,LJ
, (3.41)
which is solely a function of the (translational) temperature. In (3.40), the temperature
T is given in [K], the collision diameter σα,LJ is given in
◦
[A], the molar weight Mα is
given in [g/mol] and the viscosity µα is given in [g/cm · s]. Even though (3.40) is a
result which was originally developed for monatomic gases, (3.41) is frequently used for
polyatomic gases and the results were found to be remarkably good.8
3.5.1.5. Wilke’s Semi-Empirical Mixing Rule
The dynamic viscosity µ of the gas mixture is calculated via Wilke’s semi-empirical
mixing rule:
µ =
∑
α
Yαµα∑
β YβΦαβ
. (3.42)
The dimensionless quantities Φαβ can be calculated from the species properties:
Φαβ =
1√
8
(
1 +
Mα
Mβ
)−1/2(
1 +
(
µα
µβ
)1/2(Mβ
Mα
)1/4)2
. (3.43)
Wilke’s mixing rule is a straight-forward approach and avoids usage of the more complex
multicomponent extension62 of the Chapman-Enskog theory. This approach was success-
fully applied in the NSCTNG299 solver and validated in QUADFLOW by Kumar.80 The
results of Wilke’s mixing rule are widely accepted94 and are frequently within an average
deviation from measured viscosities8 of about 2 %, even though some authors6 question
the accuracy of this mixing rule at higher temperatures and promote the use of different
approaches.
3.5.2. Diffusion (Mass Transport)
3.5.2.1. Fick’s law
The diffusion mass flux qD
α
(3.6) of each species α is approximated via Fick’s law:115,8
qD
α
= −ρDα ∇
(
ρα
ρ
)
. (3.44)
This assumption neglects pressure and thermal diffusion and considers only concentra-
tion gradients as the driving force.
In principal, the diffusion coefficient in (3.44) would be the binary diffusion coefficient
Dkj describing the diffusion among two species k and j. The relation would only be
valid for binary gas mixtures. However, in practical applications, one may apply (3.44)
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in the given form and use a single constant diffusion coefficient115 D = Dα, α = 1, ..., NS
for the diffusion mass fluxes of all species α.
Kumar80 used this approach in the QUADFLOW solver for the simulation of 5-species
air. The single constant diffusion coefficient is frequently computed from the Lewis
number, which is defined here as:97
Le =
Dρcp
k
, (3.45)
where k is the (translational) gas mixture conductivity. It should be noted here that
the definition of the Lewis number is not consistent across all publications with some
authors8 using the reciprocal value of (3.45).
In general, (3.44) would require diffusion coefficients Dα for the diffusion mass flux
of each species α. An expression for these diffusion coefficients, which are based on the
binary diffusion coefficients weighted by the gas mixture composition, can be written as
follows:18,50
Dα =
1− Yα∑NS
j=1 Yj/Dαj
. (3.46)
Dkj are the binary diffusion coefficients for dilute gases,8 which are weighted in (3.46)
by the molar fractions Yα.
Peters115 proposes a simplified approach which employs the binary diffusion coefficient
between the abundant species of the gas mixture and the transported species α. For
instance in the case of air, the binary diffusion coefficient Dα,N2 between nitrogen and
the species α is used.
Even though the local gas mixture composition varies strongly across the flow field
for some test cases, the overall influence of the diffusion model on characteristic flow
properties such as the wall heat flux is rather low and justifies the use of a single diffusion
coefficient. In case of cooling gas injections with various coolants discussed in Section 7.4,
the diffusion coefficient is adjusted to capture the diffusion mass fluxes between the
cooling gas jet and the surrounding air. The QUADFLOW solver requires the Lewis
number as an input parameter. The constant Lewis number for various coolant-air
combinations is connected to the ratio of the binary diffusion coefficients as follows:
Leair−coolant =
Dair−coolant
Dair−air Leair−air . (3.47)
The Lewis number for air may be used as a reference value. The binary diffusion coef-
ficients Dair−coolant and Dair−air are determined based on the Chapman-Enskog theory,
see Section 3.5.2.2. Bird8 published approximated Lennard-Jones potential parameters
for an air-gas mixture. For the coolant, the data of the dominating species are used.
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3.5.2.2. Binary Diffusion Curve Fit
Similar to the species’ dynamic viscosity, the binary diffusion coefficients Dαβ may be
fitted as a piecewise polynomial of degree four to simplify data handling:
Dαβ (T ) = D4,αβT 4 +D3,αβT 3 +D2,αβT 2 +D1,αβT +D0,αβ . (3.48)
This approach was previously tested in the QUADFLOW solver.99,80 Details on the
curve fitting process are subject to Section 5.2.
Like the viscosity of a species α, the binary diffusion coefficient can be computed
with the Chapman-Enskog theory utilizing the Lennard-Jones potential (3.39). The
maximum energy of attraction
αβ,LJ =
√
α,LJβ,LJ (3.49)
and the collision diameter
σαβ,LJ =
1
2
(σα,LJ + σβ,LJ) (3.50)
need to be averaged. The required collision integral is calculated from the reduced
temperature T ?αβ,LJ = kT/αβ,LJ with a curve fit by Neufeld:
101
ΩD,αβ,,LJ = 1.06036
(T ?αβ,LJ)
0.1561 +
0.193
exp(0.47635T ?αβ,LJ)
+ 1.03587
exp(1.52996T ?αβ,LJ)
+ 1.76474
exp(3.89411T ?αβ,LJ)
.
(3.51)
With this result the binary diffusion coefficient can be calculated as
Dαβ = 0.0018583
√
T 3
(
1
Mα
+
1
Mβ
)
1
pσ2αβ,LJΩD,αβ,LJ
(3.52)
when the following units are used: temperature T in [K]; the collision diameter σα,β,LJ
in
◦
[A]; the molar weight Mα in [g/mol]; pressure p in [atm]; and the binary diffusion
coefficient Dα,β in
[
cm2/s
]
.
3.5.3. Conduction (Energy Transport)
3.5.3.1. Heat Flux
The energy transport is driven by two processes when neglecting radiation and turbu-
lence: the thermal conduction caused by temperature gradients and the transport of
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enthalpy driven by diffusion. The heat flux
q = ktr ∇ (T tr)+∑
m
km ∇ (Tm)−
∑
α
hαq
D
α
(3.53)
in the energy conservation equation (3.5) requires the computation of the enthalpyvi
hα = e
tr
α
(
T tr
)
+
∑
m(α)
emα (T
m) +RαT
tr + e0α (3.54)
carried by species α.
The heat fluxvii
qm = km ∇ (Tm)−
∑
α(m)
hmα q
D
α
(3.55)
in the transport equation of the internal energies (3.7) is calculated solely based on the
enthalpy hmα = emα (Tm), according to (3.15).
3.5.3.2. Thermal Conductivity
In principle, the (translational) thermal conductivity k(tr)α can be calculated by a Chapman-
Enskog formula similar to (3.41). However, unlike for the viscous coefficient, this ap-
proach delivers only accurate results for monatomic gases and is not recommended62
for use with polyatomic molecules with internal energetic structure. A simple way
to calculate the thermal conductivity is the semi-empirical method developed by Eu-
cken. Kumar80 demonstrated that this is a feasible approach for simulations with the
QUADFLOW solver.
The formulation by Nompelis103,122 accounts for the translational and the rotational
energy modes:
ktrα = µα
(
5
2
c
(tr)
V,α + c
(rot)
V,α
)
. (3.56)
The thermal conductivity ktr of the gas mixture can be calculated from (3.56) by
means of Wilke’s semi-empirical mixing rule. The formulation of (3.42) remains the
same, except for the species viscosities µα which are replaced by the corresponding
terms of the thermal conductivity ktrα . The thermal conductivity of additional energy
modes may be calculated as:134,103
kmα = µαc
m
V,α (T
m) . (3.57)
For reasons of simplicity, the thermal conductivity may also be determined from the
viThe notation
∑
m(α) means that the sum over all temperatures m which belong to species α is
taken.
viiThe notation
∑
α(m) means that the sum over all species α = 1, . . . , NS which contribute to
temperature m is taken.
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Prandtl number:73
ktr =
ctrP µ
Pr
, (3.58)
kmα =
cmP,αµα
Pr
. (3.59)
Bird8 assesses this method as fairly satisfactory for nonpolar polyatomic gases at low
density. The Prandtl number is in general a function of the gas mixture composition,
the temperature and the pressure117 and can be assumed as constant for most test cases.
A value between Pr = 0.7 . . . 0.8 is widely accepted for air and many other gases.
3.6. Chemical Nonequilibrium Model
3.6.1. Chemical Nonequilibrium
The equilibrium composition of a given gas mixture in a closed system is in general a
function of two state variables. Frequently, the pressure p and the (thermal equilibrium)
temperature T are chosen to define the equilibrium state of a system. The equilibrium
composition of 5-species air is depicted in Figure 5.11. Anderson4 plotted the molar
fractions of the gas mixture as a function of temperature, while keeping the pressure
constant at 1 atm. The gas mixture composition changes significantly with increasing
temperature. The equilibrium composition may be computed based on the equilibrium
constant.4 The definition and different forms of the equilibrium constant are discussed
in Sections 3.6.2.3 and 3.6.3, respectively.
In general, chemical nonequilibrium is defined as the deviation of the gas mixture
composition from the equilibrium state of a system. The nonequilibrium system tends
to approach an equilibrium state through a series of chemical reactions. A finite rate
chemistry model needs to be applied to capture the details of the relaxation process. The
required models are discussed in the following sections. The current implementation of
these models is based on work by Klomfaß71 and Kumar.80 The generalization of the
QUADFLOW implementation of the finite-rate chemistry model for various reaction
models was subject to previous works.136,135,52
3.6.2. Reaction Kinetics
3.6.2.1. Chemical Source Term
The chemical production rates ω˙α in the species transport equation (3.6) describe the
effective change in the mass of species α per unit volume and per unit time4 caused by
chemical reactions. The change in the mass of species α due to diffusion is considered
in (3.6) using (3.44). A positive sign indicates a net production of species α while a
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negative sign indicates a consumption of this species:
ω˙α =
d
dt
(ρα) = Mα
NR∑
r=1
d
dt
(χα) r . (3.60)
The source term ω˙α corresponds to the time derivative of the species density ρα. The
density of species α can be computed as the product of the molar concentration χα and
the molar mass Mα. Depending on the particular reaction model, several reactions may
contribute to an increase or decrease of the molar concentration of species α. All other
reaction equations in (3.60) cancel out and do not lead to an effective change in the
species mass.
An elementary reaction is defined as a reaction which takes place in a single collision.4
In general, an elementary reaction96 may be written as:∑
α
ν ′α,rNA (α)

∑
α
ν ′′α,rNA (α) , (3.61)
where ν ′α,r and ν ′′α,r are the stoichiometric numbers of the forward and the backward
reaction, respectively. NA (α) is used here to denote one mole of species α. In its
general form, (3.61) considers all species α by summation over all NS species. For
species which do not contribute to a particular elementary reaction, the stoichiometric
number να,r is zero.
Usually, three major elementary reactions are considered in the reaction models for the
simulation of high-speed flows. These are dissociation reactions, recombination reactions
and exchange reactions:
A+B 
 Cˆ + C˜ + B˜ , (3.62)
A+B 
 C +D . (3.63)
Endothermic dissociation reactions (3.62) and their reverse process, an exothermic re-
combination reaction, are characterized by the presence of a third species B. This species
is only needed as a third body in the collision to trigger the dissociation process of the
molecular species A to the atomic species C. Even though the energy state of species B
may be altered to B˜, the species itself remains chemically inert. The energy difference
between state B and B˜ is transferred to the dissociation products Cˆ and C˜. In principal,
the energy states of the reaction products Cˆ and C˜ may be unequal.
Exchange reactions (3.63) are characterized by the transfer of an atom from species
A to species B. The reaction products are denoted as C and D. Exchange reactions are
by definition elementary reactions and take place in a single collision between A and B.
This is in contrast to other complex reactions which can be decomposed into a series of
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elementary steps along with the required number of collisions.
The change in the molar concentration ddt (χα)r of species α by reaction r is described
by the law of mass action.4,71 For better illustration, it may be split up into the forward
and the backward reactionviii:
d
dt
(χα)
f
r =
(
ν ′′α,r − ν ′α,r
)(
kf,r
∏
α
(χα)
ν′α,r
)
, (3.64)
d
dt
(χα)
b
r = −
(
ν ′′α,r − ν ′α,r
)(
kb,r
∏
α
(χα)
ν′′α,r
)
. (3.65)
On a macroscopic scale, both reactions take place at the same instant in time and can
be superimposed to the net change in the molar concentration:
d
dt
(χα)r =
d
dt
(χα)
f
r +
d
dt
(χα)
b
r . (3.66)
The forward and backward rate constants kf,r and kb,r, respectively, are a measure for
the speed of the chemical reaction. According to collision theory, the probability that a
collision between two different particles will lead to a chemical reaction is only affected
by the excitation of the translational and vibrational energy modes.71 Particles in higher
energy states are more likely to meet the activation energy and to react than particles
with a lower energy. Theoretical approaches based on kinetic theory exist, but these
methods are rarely used due to large uncertainties of several orders of magnitude.4 Large
uncertainties between different reaction models can also be found for experimentally
measured reaction rates, even though these differences are smaller than for the theoretical
approaches. This is why experimentally measured rate constants are widely preferred.
Most experimental investigations measure only a single temperature for the correlation
of the rate constants. This corresponds to a thermal equilibrium assumption. The
discussion of different approaches to extend these models for thermal nonequilibrium is
subject to Section 3.7.4. The units of the forward and backward rate constants depend
on the reaction order, i.e., the number of particles involved in the reaction.
The law of mass action (3.64)-(3.66) is a function of the molar concentration in addi-
tion to the reaction rate constants. The molar concentrations of species α are functions
of the partial densities. A higher density leads to an increase in the number of collisions
among particles. This results in an increased number of reactions under the assumption
that the temperature and the corresponding reaction probabilities are kept constant.
In (3.62), the third body is denoted by species B. In most reaction systems, several
species might function as an inert third body in the reaction process. However, collisions
viiiThe notation
∏
α means that the product over all species α = 1, . . . , NS is taken.
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with different third bodies are not equally likely to happen. For example, the elementary
recombination reaction
H +H +M 
 H2 +M (3.67)
is more likely to happen when the function of the third bodyM is taken on by molecular
hydrogen H2 instead of atomic hydrogen H. To account for this, various literature
sources45,68,116 employ third body efficiencies when tabulating reaction mechanisms. In
this case a theoretical molar concentration of the third body M is calculated with the
third body efficiencies tα,r:
χM =
∑
α
tα,rχα . (3.68)
The third body efficiency is a positive integer tα,r ≥ 1 for all species α which take part
as a third body in the chemical reaction r. The stoichiometric number ν of the third
body is always equal to one. This allows to extend (3.64) and (3.65) by multiplication
with (3.68) to account for the reactions with all third bodies68,52 in a single equationix:
d
dt
(χα)
f
r,TB =
(
ν ′′α,r − ν ′α,r
)kf,r ∏
α 6=M
(χα)
ν′α,r
(∑
α
tα,rχα
)
, (3.69)
d
dt
(χα)
b
r,TB = −
(
ν ′′α,r − ν ′α,r
)kb,r ∏
α 6=M
(χα)
ν′′α,r
(∑
α
tα,rχα
)
. (3.70)
Another way of expressing (3.69) and (3.70) is to keep the law of mass action (3.64)-
(3.65) for each single reaction of the reaction set, but to account for the third body
efficiency for each third body species separately. To simplify the data handling in the
QUADFLOW solver,52 the third body efficiencies are incorporated in the reaction model
constant Cf,r (3.71).
OnlyNS−1 chemical source terms are required in the solution process of the governing
equation system (3.3)-(3.7). The density of the remaining species is computed from the
global density. This approach results in fewer errors in the calculation of the global
density and helps to ensure the conservation of the total mass. In addition, it might be
advisable to account for mass conservation of each chemical element in the calculation
of the chemical source terms, see Section 3.6.2.5.
ixThe product
∏
α 6=M consists only of those species α which do not take part in the reaction as third
bodies M .
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3.6.2.2. Forward Reaction Rates
Experimental correlations of the forward reaction rates are frequently expressed in terms
of the modified Arrhenius equation:4
kf,r = Cf,r (Tf,r)
nf,r e
−Ef,r
kTf,r . (3.71)
The pre-exponential temperature factor (Tf,r)nf,r , where nf,r is a constant, allows for an
improved modeling compared to the original Arrhenius equation. Cf,r is a model specific
constant and k is the Boltzmann constant. For most models, the activation energy
Ef,r is equal to the energy difference between the reaction products and the reactants.
Depending on the literature source, the denominator in (3.71) may contain the universal
gas constant Runiv instead of the Boltzmann constant k. The size of the activation energy
Ef,r in the tabulated reaction model data changes accordingly. To avoid confusion, some
authors32 prefer to tabulate the whole expression E˜f,r/Runiv = Ef,r/k instead.
3.6.2.3. Equilibrium Constant
By definition, the speed of the forward and of the backward reaction are equal in chemical
equilibrium. The net change of the molar concentration of the involved species is equal
to zero, ddt (χα)r = 0. Setting (3.66) to zero leads to the definition of the equilibrium
constant Kc,eq,r of the reaction r:∏
α (χα)
ν′′α,r∏
α (χα)
ν′α,r
=
kf,r(Tf,r)
kb,r(Tb,r)
:= Kc,eq,r(Teq,r) . (3.72)
This definition is based on the ratio of the molar concentrations χ on the left- and right-
hand side of the reaction equations. The resulting equilibrium constant Kc,eq,r is based
on concentrations. Even though these relations were originally derived for equilibrium
flows, (3.72) can also be applied to chemical nonequilibrium flows.108,4 Reactions which
differ only in the third body have the same equilibrium constant. This is accounted for
in the QUADFLOW implementation by the concept of reaction classes. This concept
was first used by Klomfaß71 and groups reactions r with the same equilibrium constants.
The equilibrium constant is fitted in a log-log notation as a piecewise cubic polyno-
mial:71,80
ln (Kc,eq,r (Teq,r)) = K3,c,eq,r (lnTeq,r)
3 +K2,c,eq,r (lnTeq,r)
2 +K1,c,eq,r lnTeq,r +K0,c,eq,r .
(3.73)
The curve fit is equidistant with respect to its logarithmic range. This accounts well
for the characteristics of the equilibrium constants with stronger changes at lower and
medium temperatures. See Section 3.6.3 for details on the modeling and Section 5.3.1
for details on the curve fitting process.
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3.6.2.4. Backward Reaction Rates
The backward reaction rates kb,r (Tb,r) can be modeled in a similar manner as the forward
reaction rates (3.71). The backward reaction rates are a function of a single temperature
only. As discussed before, large uncertainties can be found in tabulated data for reaction
rates. This is why the computation of reaction rates for both directions is usually
avoided. Instead, the backward reaction rates are calculated by (3.72) from the forward
reaction rates and the equilibrium constant.
3.6.2.5. Conservation of Chemical Elements
The presented models may be used to compute the chemical production rates of all
species α of the gas mixture. The extended Navier-Stokes equations (3.3)-(3.7) consist
of NS − 1 species transport equations (3.6). The density of the resulting species αNS
may be computed indirectly.
In a chemical reaction, atoms are reorganized and bound into new chemical com-
pounds. However, in a closed system, mass conservation of each chemical element
requires that the total number of atoms of each species will remain constant. This
approach can be used to indirectly compute some source terms without the need to set
up all NS − 1 source terms of the equation system. This is especially useful in cases in
which large uncertainties in the reaction rates can be identified for single reactions and
the resulting source terms.
To assure mass conservation of the chemical elements, the chemical production rates
of the atomic species are computed from the production rates of the corresponding
molecular compounds. For this, the production rates of the molecular compound need
to be weighted with the molar weights. For instance, the following relations are used in
case of the air model and were previously tested by Klomfaß71 and Kumar:80
ω˙N = −ω˙N2 − ω˙NO
MN
MNO
, (3.74)
ω˙O = −ω˙O2 − ω˙NO
MO
MNO
. (3.75)
3.6.3. Computation of the Equilibrium Constant
The equilibrium constant is a function of temperature only. In the literature, there are
two approaches available for the calculation of the equilibrium constant for a particular
chemical reaction. The first approach134,4 is based on statistical thermodynamics and
a direct result of assumptions for the most probable macrostate of the system. Among
other quantities, the equilibrium constant is a function of the partition functions of the
involved chemical species. In practice it might be difficult to find appropriate data sets
which meet the required accuracy.
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A second approach4 for the computation of the equilibrium constant employs the
Gibbs free energy as an additional condition for the equilibrium state. In this case,
pressure is accounted for as a constant state variable.51 Tabulated data for this method
are readily available in the literature and may be based on experimental investigations
as well as on quantum mechanical computations. A widely accepted source are the
JANAF Thermochemical Tables.126 These list the Gibbs free energy of formation of
all relevant chemical species for temperatures of up to 6, 000K. Górecki52 applied this
method for the simulation of hydrogen-air flows in QUADFLOW. The initial use of this
method delivered good results and the approach was selected for the present work. In
the following, the underlying physical model will be briefly presented. A more detailed
derivation can be found in the literature.93,4
The Gibbs free energy for a mole of species α is defined as:
Gα = Hα − TSα , (3.76)
where Hα is the molar enthalpy and Sα the molar entropy. The Gibbs free energy can
be interpreted as the maximum amount of non-expansion work of a closed system. It
is minimized when a system reaches an equilibrium state. When a system stays in an
equilibrium state, the forward and backward chemical reactions will cancel out in such
a way that there is no net change in the Gibbs free energy:∑
α
ν ′′α,rGα −
∑
α
ν ′α,rGα = 0 . (3.77)
In molar quantities, the Gibbs free energy reads4
Gα = Hα − T
(ˆ T
Tref
Cp,α
dT
T
+Runiv ln
pα
pref
+ Sα,ref
)
(3.78)
for an arbitrary reference state. When working with tabulated data, the assumption of
a constant pressure pα = p0 = const. for all data significantly facilitates data handling.
The corresponding Gibbs free energy may be denoted as Gp0α . Evaluating (3.78) at
constant pressure and combination with itself (3.78) leads to a general expression for
the Gibbs free energy based on the tabulated reference state:
Gα = G
p0
α +RunivT ln
(
pα
p0
)
. (3.79)
Combining (3.79) with the condition for an equilibrium state (3.77) leads to the definition
of the equilibrium constant Kp,eq,r:93
Kp,eq,r :=
∏
α
(
pα
p0
)ν′′α,r
∏
α
(
pα
p0
)ν′α,r = exp
(∑
α
v′α
Gp0α
RunivT
−
∑
α
v′′α
Gp0α
RunivT
)
. (3.80)
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Substitution of the net change in the Gibbs free energy with
4Gp0 =
∑
α
ν ′′αG
p0
α −
∑
α
ν ′αG
p0
α (3.81)
leads to a simplified expression:
Kp,eq,r = exp
(
− 4G
p0
RunivT
)
. (3.82)
The above expressions, (3.80) and (3.82), are functions of temperature only and define
the equilibrium constant Kp,eq,r based on the ratio pα/p0 of the pressure pα to the
reference pressure p0. Some authors4 prefer to cancel out the reference pressure p0 by
selection of a fixed value of p0 = 1 atm as the reference pressure.
The equilibrium constant Kp,eq,r may be converted to the equilibrium constant Kc,eq,r
(3.6.2.3) based on molar concentrations:
Kc,eq,r =
(
p0
RunivT
)∑
α(ν
′′
α−ν′α)
Kp,eq,r . (3.83)
3.7. Thermal Nonequilibrium Models
3.7.1. Overview
Section 3.3.3 illustrated different ways to combine temperatures and how to include
these energy modes in the governing equation system (3.7). The equilibrium state of
each energy mode m is described by its equilibrium temperature Tm. In case of the
vibrational energy modes, the equilibrium temperature corresponds to a Boltzmann
distribution of the microscopic energy states. Significant thermal nonequilibrium effects
might occur in hypersonic flow simulations, especially in the vicinity of strong shock
waves. This is captured by deviations of all independent temperatures from a mutual
equilibrium temperature. Once a nonequilibrium state occurs, the gas will approach the
equilibrium state through a series of relaxation processes. This is covered by the thermal
exchange rates Ω˙m on the right-hand side of (3.7) which describe the energy exchange
per unit time and unit volume.
The excitation of the vibrational energy mode triggers chemical dissociations in the
gas mixture. Alteration of gas compositions may lead to significant changes in the
thermodynamic properties of the gas mixture. This is why the proper modeling of
the vibrational energy mode is most important. The subsequent sections deal with the
energy exchange of the vibrational energy mode. All exchange processes are taking place
at the same time and the resulting relaxation path depends on the interaction of all of
these phenomena. Major couplings are the vibrational-translational energy exchange
Ω˙V T , the vibrational-vibrational energy exchange Ω˙V V and the vibration-dissociation
coupling Ω˙V D. The latter leads to an improved prediction of the dissociation process
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Figure 3.2.: Overview of thermal nonequilibrium models.
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based on the excitation of the vibrational energy mode.
Some of the discussed models were derived and validated by Klomfaß. These and the
other presented models were implemented and tested for an air model in the NSCTNG299,73
solver. Kumar80 incorporated these routines for 5-species air into the QUADFLOW
solver. In the present work, the available models are extended for generalized reaction
models. This gives the user a wider choice of models. Figure 3.2 gives an overview of
the implemented nonequilibrium models and serves as a road map for the subsequent
sections. The identifiers from this figure will be frequently used throughout this work
to simplify the identification of the applied models. Modules printed in yellow color are
optional and may be either used together with the main model or can be turned off.
3.7.2. Vibrational-Translational Energy Exchange Ω˙V T (VT)
Energy exchanges between the vibrational and the translational energy mode may oc-
cur in collisions between molecules and between molecules and atoms. The detailed
collision mechanisms are subject to many publications82,134,112,71,95,92 and have been
investigated since the early 1930s. Most authors use a formulation of the vibrational-
translational relaxation which was originally developed by Landau and Teller.82 This
approach is based on the assumption that only jumps in one vibrational quantum level
are possible. A detailed derivation can be found in Anderson’s book.4
In the present work the original Landau-Teller approach103 is modified to account for
the different temperature models as described in Section 3.3.3x:
Ω˙mV T =
∑
α(m,vib)
ρα
e
(vib)∗
α
(
T tr
)− e(vib)α (Tm)
τ
(vib)
α
. (3.84)
Depending on the chosen temperature model, several species α (m, vib) might con-
tribute with their vibrational energy modes (vib) to each temperature m. The con-
tribution of each of these species α (m, vib) to the source term Ω˙mV T is computed in-
dependently according to the original Landau-Teller formulation before the summation
over all α (m, vib) is computed.
The expression e(vib)∗α
(
T tr
)
denotes the calculation of the vibrational energy e(vib)α of
the species α with the translational temperature T tr. The numerator of the Landau-
Teller expression (3.84) becomes zero when an equilibrium state with T tr = Tm is
achieved. The term τ (vib)α is the molar averaged vibrational-translational relaxation time
for species α.
Meador et al.92 criticize that there is no reason to expect a linear dependence on tem-
perature differences such as given in (3.84) in high-enthalpy nonequilibrium flows. They
argue that in order to compensate for a physically poor formulation of the mathematical
problem, τ (vib)α needs to be a function of both, the translational and the vibrational
xThe notation
∑
α(m,vib) means that the sum over all species α = 1, . . . , NS with an vibrational
energy mode (vib), which contributes to temperature m, is taken.
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temperature.
Today, the general concept of the Landau-Teller approach (3.84) is widely accepted
and used in modern flow solvers103,50 for high-enthalpy flow field simulations. However,
the original formulation134,61 for the relaxation time τ (vib)α in (3.84) is nowadays mostly
replaced with the model of Millikan and White95,112 or with the model of Schwartz,
Slawsky and Herzfeld (SSH).71,73,119,120 The SSH theory is especially useful when con-
sidering vibrational-vibrational energy exchanges. It is based on the assumption that
jumps by up to two vibrational quantum levels are possible and that the transfer of en-
ergy occurs preferentially through resonant transitions,112 i.e., (almost) without trans-
lational energy exchange. Relaxation times calculated based on the theory of the forced
harmonic oscillator were found to deliver similar results as the SSH theory.24
In the present version of the QUADFLOW solver, the Millikan and White model is
implemented and may be used with or without the correction by Park. Alternatively, a
Klomfaß curve fit, which is based on SSH theory, is also implemented. Both models are
discussed in detail below in Sections 3.7.2.1 and 3.7.2.2.
3.7.2.1. Millikan and White (VT.1)
The Millikan and White relaxation time is a semi-empirical correlation between ex-
perimentally measured relaxation times and the relevant molecular constants. It was
originally developed “to estimate with increased accuracy and confidence the rates for
cases not yet measured”.95 In general, the fitting between the experimental results and
the semi-empirical correlation was assessed by Millikan and White as remarkably good,
even though the extrapolation of the data up to dissociation temperatures may not
be physically meaningful.95 The original publication95 indicates a temperature range
of 500 K to 8, 000 K with good agreement up to temperatures of about 5, 000 K.112
However, the Millikan and White model is used nowadays even in high temperature
applications where ionization is expected.48
The Millikan and White relaxation time in its original formulation (VT.1.MW) is
given as:
pταβ = exp
(
Cα
√
µαβ
(
θ(vib)α
) 4
3
((
T (tr)
)− 1
3 − 0.015 (µαβ)
1
4
)
− 18.42
)
. (3.85)
ταβ is the inter-species relaxation time in [s] for a collision of species α with species β.
Here, the pressure is specified in [atm] and Cα is a species dependent constant. Millikan
and White proposed an average quantity of Cα = 1.16 · 10−3. Data sets used in the
present work are tabulated in Table B.1. There is no dependency on the vibrational
temperature as only the constant characteristic temperature of vibration θ(vib) is consid-
ered. µαβ is the reduced mass of the colliding particles α and β and may be calculated
from the molar weights:23
µαβ =
MαMβ
Mα +Mβ
. (3.86)
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The reduced mass is considered here in [g/mol]. The molar averaged relaxation time
τ
(vib)
α for species α is computed considering all inter-species collisions.23 It is assumed
that no free electrons are present in the gas mixture:
τ (vib)α =
1∑
β
Yβ
ταβ
. (3.87)
The original Millikan and White formulation (3.85) yields an unrealistically large
relaxation rate at high temperatures.23 Especially for temperatures above 8, 000 K,48
the collision cross sections implied by (3.85) are much too large. A remedy to this was
proposed by Park113,48,112 who suggests a correction of the Millikan and White model
of the form
τ (vib)α = τ
(vib),MW
α + τ
(vib),Park
α , (3.88)
where τ (vib),MWα is expressed by (3.87). The correction term (VT.1.P) is given as:
τ (vib),Parkα =
1
σαc¯αnα
. (3.89)
σα = 10
−16 [cm2] is the effective cross section for vibrational relaxation and is chosen to
be an order of magnitude smaller than the elastic cross section.48 Park80 proposed also
another form of the effective cross section
σα = 10
−17
(
50, 000
T tr
)2
, (3.90)
which is a function of the translational temperature and used in the present work.
(3.89) depends also on the number density nα = χαNA and the average molar velocity
of particle α:
c¯α =
(
8RunivT
tr
piMα
) 1
2
. (3.91)
3.7.2.2. Klomfaß Curve Fit (VT.2)
The original Landau-Teller formulation71,82,112 yields the expression
ταβ =
1(
1− exp
(
−θ(vib)α /T tr
))
χβk
V T
αβ
(3.92)
for all inter-species collisions. (3.92) is a weighted quantity and depends on the molar
concentration χβ . Hence, the molar averaged relaxation time may be computed as:
τ (vib)α =
1∑
β
1
ταβ
. (3.93)
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The velocity averaged rate constants kV Tαβ is calculated based on the theory of Schwartz,
Slawsky and Herzfeld (SSH):71,73,119,120
kV Tαβ = zαβ exp
(
aV Tαβ
(T tr)
1
3
+
bV Tαβ
T tr
+ cV Tαβ
)
. (3.94)
For bV Tαβ = 0, (3.94) shows the same temperature dependency as the original formulation
by Landau and Teller. The collision rate is given as
zαβ = σ
2
αβNA
√
8piRunivT tr
µαβ
, (3.95)
where µαβ is the reduced mass as defined in (3.86). Klomfaß estimated the radius of
distance to be below σαβ = 3
◦
A = 3 · 10−10 m.
The parameters aV Tαβ , b
V T
αβ and c
V T
αβ in the SSH theory (3.94) depend, among other
quantities, on the steric factor and the potential parameter of the colliding particles.
According to Klomfaß,71 there is a lack of data of these quantities for practical CFD
simulations. As a possible remedy, Klomfaß developed these parameters for 5-species
air by curve fitting experimental data. The parameters aV Tαβ and c
V T
αβ were considered
in the least squares method while the parameter bV Tαβ was set to zero, as was proposed
in the approach of the original formulation by Landau and Teller. No experimental
data were available for the calculation of the rate constants for nitric oxide (NO). The
curve fitting for these rate constants was based on modeled data from Wray.139 In
addition, missing experimental data for some of the inter-species collisions were replaced
by approximations calculated with the Millikan and White law (3.85).
3.7.3. Vibrational-Vibrational Energy Exchange Ω˙V V (VV)
Energy exchanges between the vibrational energy modes occur in collisions of molecules.
The macroscopic vibrational energy state of a molecular species is described by its vi-
brational temperature T (vib). Molecular species with different vibrational temperatures
will relax toward a uniform vibrational equilibrium temperature through a series of
vibrational-vibrational energy exchanges.
The average vibrational energy transfer22 from species β to species α in a collision of
both species can be expressed in general by the quantity QV V,β−α. At the same time
the reverse process, transferring energy from species α to species β can be quantified as
QV V,α−β . The effective change in vibrational energy m of species α per unit time and
per unit volume caused by collisions with species β may be denoted as:
QmV V,α,β = Q
m
V V,β−α −QmV V,α−β . (3.96)
In a multi-species gas, collisions of species α with all other species need to be considered.
Collisions between different particles of the same species α = β do not lead to a net
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transfer in vibrational energy as both energy states are already described by an average
vibrational temperature T (vib)α . In a general case, several species and energy modes may
share a combined temperature Tm. This leads to a combined expression for the source
term of the vibrational-vibrational energy exchange for temperature mxi
Ω˙mV V =
∑
α(m,vib)
 ∑
β(n6=m,vib)6=α
QmV V,α,β
 , (3.97)
which is a modification of the original formulation by Candler.22 The inner sum of (3.97)
describes the summation of the effective changes in the vibrational energy (3.96) of
species α(m, vib) with all possible collision partners β (n 6= m, vib) 6= α . No net en-
ergy transfer is expected in collisions where the same vibrational temperature n = m
is assigned to both vibrational energy modes. This corresponds, by definition, to a
vibrational equilibrium state. Afterwards, the individual contributions of all species
α (m, vib) to the exchange rate Ω˙mV V of the vibrational energy mode m are summed up
leading to (3.97).
3.7.3.1. Klomfaß Curve Fit (VV.1)
Klomfaß71 uses a kinetic theory approach for the computation of (3.96) which is similar
to the approach for the vibrational-translational energy transfer in Section 3.7.2.2:
QmV V,α,β =ραχβk
V V
αβ
1
Rβθ
(vib)
β
(e(vib)α +Rαθ(vib)α ) e(vib)β exp
−θ(vib)α − θ(vib)β
T (tr)

−
(
e
(vib)
β +Rβθ
(vib)
β
)
e(vib)α
)
.
(3.98)
The derivation of (3.98) is based on a harmonic oscillator assumption. The effective
change in vibrational energy of species α becomes zero once a Boltzmann distribution is
achieved for the translational and the vibrational energies of the contributing molecular
species. The effective change of the reverse process of (3.98) can be calculated as:
QnV V,β,α = −QmV V,α,β
θ
(vib)
β
θ
(vib)
α
. (3.99)
Unlike for the vibrational-translational energy transfer, Klomfaß applied no curve-fitting
to calculate the velocity averaged rate constants kV Vαβ of the vibrational-vibrational en-
ergy transfer as there were not enough experimental data available. Instead, a heuristic
correlation based on the rate constants for the vibrational-translational energy trans-
xiThe notation
∑
α(m,vib) means that the sum over all species α = 1, . . . , NS with an vibrational
energy mode (vib), which contributes to temperature m, is taken.
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fer (3.94) is employed:
kV Vαβ =
√
kV Tαα k
V T
ββ exp
((
θ
(vib)
α − θ(vib)β
)
/T (tr)
)
. (3.100)
3.7.3.2. Candler (VV.2)
The effective change in vibrational energy of species α per unit time and per unit vol-
ume (3.96) is given as:
QmV V,α,β = Zα−β
PαβMβe(vib)β (Tn(β))
NA
− Pβα
Mαe
(vib)
α
(
Tm(α)
)
NA
 . (3.101)
The expression Mβe
(vib)
β /NA represents the energy per particle. The collision fre-
quency Zα−β expresses the number of collisions between particles of the species α and
β per unit time and per unit volume:
Zα−β = nαnβσαβ
√
8RunivT (tr)
piµαβ
. (3.102)
The number density nα = χαNA may be computed as a product of the molar concentra-
tion χα and the Avogadro number NA . The collision cross section σαβ = dαdβ is based
on measured collision diameters d. Various formulations and derivations of (3.102) can
be found in the literature.4,134,62 The presented formulation employs the universal gas
constant Runiv and is based on the reduced mass defined by (3.86).
In the derivation of (3.101), Candler22 assumes that only a certain number of collisions
lead to an exchange of vibrational temperature. To account for this effect, the molar
collision frequency Zα−β/NA is multiplied by the probability Pαβ . This factor expresses
the fraction of successful collisions in which energy is transferred from species β to species
α. The specific vibrational energy e(vib)β needs to be multiplied here by the molar weight
Mα to obtain the molar vibrational energy. The energy conservation allows for the direct
calculation of the reverse process (3.104).
The size of the probability factor Pαβ and the corresponding reverse factor need to be
modeled and are subject to controversial discussions. The following formulations were
previously tested by Klomfaß71 and Kumar.80
The original formulation by Candler22 (VV.2.1) assumes a constant probability
in the order of
Pαβ = Pβα ≈ 10−2 , (3.103)
QnV V,β,α = −QmV V,α,β , (3.104)
for temperatures above 2, 000K.
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Kumar80 (VV.2.2) suggests the use of the coupling
Pβα = Pαβ
Mβ
Mα
√√√√e(vib)β (Tn(β)) e(vib)β (Tm(α))
e
(vib)
α
(
Tn(β)
)
e
(vib)
α
(
Tm(α)
) , (3.105)
QnV V,β,α = −QmV V,α,β
Mα
Mβ
√√√√e(vib)α (Tn(β)) e(vib)α (Tm(α))
e
(vib)
β
(
Tn(β)
)
e
(vib)
β
(
Tm(α)
) , (3.106)
between both probabilities Pβα and Pαβ to ensure that the effective change in vibrational
energy will become zero as soon as a thermal equilibrium state of the contributing
vibrational energy modes is achieved. Pαβ is selected according to (3.103). However,
Kumar80 assesses this coupling to be rather unimportant in the case of air where the
probabilities Pβα and Pαβ are small.
Knab80,74 (VV.2.3) uses the same probability as Candler for the energy exchange
from species α to species β:
Pβα = 10
−2 . (3.107)
The probability of the reverse process
Pαβ = Pβα
 θ(vib)α
exp
(
θ
(vib)
α /T (tr)
)
− 1
/ θ(vib)β
exp
(
θ
(vib)
β /T
(tr)
)
− 1
 , (3.108)
QnV V,β,α = −QmV V,α,β , (3.109)
reflects the ratio of the vibrational energies of species β and α according to the harmonic
oscillator model (B.3). However, (B.3) is evaluated here with the translational tempera-
ture T (tr) instead of the vibrational temperature. This approach can only be used along
with (B.3) for the calculation of the vibrational energies e(vib)β and e
(vib)
α in (3.101) and
ensures that the whole expression becomes zeroxii as soon as the vibrational and the
translational temperatures approach an equilibrium temperature T (tr) = T (vib)α = T
(vib)
β .
3.7.4. Vibration-Dissociation Coupling (VD)
The preceding sections dealt with the energy exchange among vibrational energy modes
of different species and with the vibrational-translational energy exchange. These energy
exchange models are needed to accurately describe the excitation of the vibrational
energy state. The vibration-dissociation coupling provides the link between the thermal
and the chemical nonequilibrium model. Molecules which are vibrationally excited are
more likely to meet the activation energy that is needed for a particular chemical reaction.
This effect is modeled by a coupling of the vibrational temperature with the reaction
xii(B.3) is derived based on molar vibrational energies. In this case (B.3) is calculated with Runiv
instead of Rα which cancels out in (3.108). In (B.3), the specific vibrational energy is converted to a
molar vibrational energy by multiplication with the molar weight.
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rates of the finite rate chemistry models (VD.*.C). The resulting chemical reaction will
in turn have an effect on the excitation of the vibrational energy modes (VD.*.E). This is
quantified by the source term Ω˙V D. For instance, endothermic dissociation reactions are
using large amounts of the vibrational energy to split the molecules into smaller particles.
The reverse process of an exothermic recombination reaction will increase the vibrational
energy. These effects need to be accounted for by a coupling of the chemical reactions
with the vibrational energy. In the QUADFLOW solver, two widely-used vibration-
dissociation coupling models were validated by Kumar80 and are currently used: The
Park average temperature model and the CVDV coupling by Treanor and Marrone.
3.7.4.1. Park Average Temperature Model (VD.1)
Chemistry Coupling (VD.1.C) The Park average temperature model110,48,23,74 is an
empirical correlation. It assumes that the dissociation rates constants are best described
by a geometric average temperature of the translational temperature and the vibrational
temperature:
Ta =
(
T (tr)
)Φ (
T (vib)
)1−Φ
. (3.110)
The original formulation by Park110 applies the constant Φ = 0.5. In this case, both
temperatures contribute to the average temperature Ta with an equal weight. Later
publications by various authors23,74 propose to put more weight on the translational
temperature, utilizing Φ = 0.7. The results of the reaction rates with Φ = 0.7 were
found to be within a factor of three of those calculated with more complex models
based on the SSH theory.74 As the whole model is based on empirical correlations, a
general value for the constant Φ is difficult to determine and depends most likely on
the particular configuration under investigation. In most cases a value in the range of
Φ = 0.5 . . . 0.7 should be applied
The average temperature Ta is used only in the calculation of the forward reaction
rates (3.71) of dissociation reactions. The translational temperature T (tr) = T tr is
equal for all species of the gas mixture. In the original formulation by Park, only one
vibrational temperature was used to describe the thermal nonequilibrium state of the
gas mixture. In a multi-temperature model, a vibrational temperature T (vib) = Tm is
assigned to each dissociating molecule. It shall be noted here that depending on the
selected temperature model, one or more vibrational temperatures of different species α
may be assigned to a single temperature m = m (α).
Backward reaction rates are computed with the translational temperature T (tr). Fre-
quently, this holds also for the forward reaction rates of exchange reactions. The com-
putation of the backward reaction rates may require a re-computation of the forward
reaction rates with Φ = 1 in cases where a different value of Φ was previously used.
Most authors in the literature assess the agreement between the Park average temper-
ature model and experimental investigations as rather good,74,23 even though the model
is not physically founded.
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Vibrational Energy Coupling Ω˙V D (VD.1.E) Park assumes that the vibrational tem-
perature of the reacting molecules corresponds to the average vibrational energy with
T (vib) = Tm in the gas mixture. This leads to a simple expression for the thermal
nonequilibrium source term:
Ω˙mVD =
∑
α(m)
ω˙αe
(vib)
α (T
m) . (3.111)
The chemical source term ω˙α (3.60) is computed with the modified reaction rates. The
specific vibrational temperature e(vib)α (Tm) is zero for all species α which do not have a
vibrational energy mode.
Some authors assume a constant vibrational energy for molecules participating in
the dissociation and recombination reactions. Typically, a fraction of the characteristic
zero-point or dissociation temperature θ(0)α such as 0.3 θ
(0)
α is taken.23
3.7.4.2. Coupled Vibration Dissociation Vibration Model (VD.2)
The most prominent version of the coupled vibration dissociation vibration (CVDV)
model was originally developed by Treanor and Marrone.129,89,112,74,23 Simplified mod-
els account only for the influence of the vibrational excitation on the dissociation pro-
cess of molecules (CVD) and do not account for any effects of the dissociation on the
vibrational energy (VD.2.C). The standard CVDV model accounts for both couplings
(VD.2.C and VD.2.E). Both models, the CVDV and the CVD coupling consider in their
original formulation only dissociation reactions and backward reactions as a reverse pro-
cess. Extended models such as the coupled vibration dissociation exchange reactions
model (CVDEV)124 or the coupled vibration chemistry vibration model (CVCV)75 are
specifically designed to account for exchange reactions.
In the following, the classical CVDV model is used as suggested by Klomfaß71 and
Kumar.80 The derivation of the CVDV model is physically founded74 and it delivers
more detailed predictions than the Park average temperature model. Two different ver-
sions of this model exist for the prediction of dissociation reactions: The non-preferential
and the preferential dissociation model. Both models differ only in the reaction prob-
ability which is expressed by the parameter U . The non-preferential model (U → ∞)
assumes that dissociation occurs with equal probability from all vibrational excitation
levels. The preferential model (U = const.), however, assumes that molecules with
higher vibrational excitation are more likely to dissociate. Molecules in the lower vibra-
tional levels must become more vibrationally excited before participating in dissociation
reactions.
Chemistry Coupling (VD.2.C) The coupling of the vibrational energy state with the
finite rate chemistry is accounted for by an amplification factor of the forward reaction
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rate (3.71):
k∗f,r = kf,r
(
T tr
) · V . (3.112)
The original forward reaction rate kf,r is calculated based on the translational temper-
ature T tr. The coupling factor V can be calculated as:89
V =
Q (TF )Q
(
T (tr)
)
Q
(
T (vib)
)
Q (−U) , (3.113)
where Q is the vibrational partition function (B.5) or (B.8), respectively. A vibra-
tional temperature smaller than the translational temperature results in a coupling fac-
tor V < 1. This effect can be identified directly behind strong shock waves, where a
dissociation lag is present until the vibrational energy modes are sufficiently excited.
The vibrational partition function should be consistent with the selected energy model,
i.e., a bounded or an unbounded harmonic oscillator model should be used throughout
the whole simulation. As an alternative to the use of curve fits, an analytic version of the
bounded (B.6) and unbounded (B.3) harmonic oscillator may be used in combination
with the CVDV coupling. Following Treanor and Marrone,89 the negative value −U can
be interpreted as the vibrational temperature at which the molecules are formed by re-
combination. The definition of the modified temperature TF in case of the preferential
model reads:89
1
TF
:=
1
T (vib)
− 1
T (tr)
− 1
U
. (3.114)
Marrone recommends a value of U = θ(0)α /3, which leads to a good agreement between
experimental investigations and computations in terms of dissociation lag times and
dissociation rate constants.74 In case of the non-preferential model with U → ∞,
(3.114) is simplified to
1
TF
:=
1
T (vib)
− 1
T (tr)
, (3.115)
which corresponds to the first formulation of the model by Treanor and Marrone.129 In
this case, the infinite temperature limit of the partition function (B.15) is applied instead
of the regular definition of the partition function. Klomfaß99 limited the magnitude
of the temperature at which the partition functions are evaluated to a maximum of
ten times the zero-point temperature of the particular species, Tmax = 10 · θ(0)α . Two
approaches may be used to avoid infinite values of the modified temperature which would
be the limit of a division by zero in (3.115). Klomfaß99 suggested the use of a minimum
temperature difference between the vibrational and the translational temperature of
100 K. Otherwise, the coupling factor V may be directly set to V = 1 in cases where
the vibrational temperature and the translational temperature are equal or do not differ
significantly.
Vibrational Energy Coupling Ω˙V D (VD.2.E) The CVDV model includes a coupling
of the dissociation reactions on the vibrational energy. The contribution to the ther-
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mal source term of the vibrational energy is modeled differently for dissociation and
recombination reactions:
Ω˙mVD =
∑
α(m)
ω˙α,disse
(vib)
α (TF ) + ω˙α,recombe
(vib)
α (−U) . (3.116)
The limit T → ∞ of the vibrational energy (B.13) is used in case of a non-preferential
model, U →∞, or in cases where the vibrational and the translational temperature are
similar, TF →∞.
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4. Numerical Methods
4.1. Overview: QUADFLOW solver
The main focus in the development of the QUADFLOW solver since the late 90s was
on the simulation of compressible transonic and supersonic flows on locally adapted
grids. QUADFLOW is an integrated concept of flow solver, grid generation and grid
adaptation module.14,12,81,13 The interaction of the three main modules is an essential
feature of the QUADFLOW solver and is organized as follows:
• Grid Generation: A fairly general description of the grid is needed since there is
no a priori knowledge on the location of cells which need to be refined during the
solution process. The grid generation module is based on a multiblock topology
with a grid mapping defined in each block. The task of the grid generation module
is to provide the whole grid geometry for the flow solver and the grid adaptation
module.
• Grid Adaptation: This module analyzes the solution provided by the flow solver
for a given grid at a given time. The grid is locally adapted to the flow features
based on a multiscale analysis.
• Flow Solver: A cell-centered finite volume solver is applied to solve the Navier-
Stokes equations. The grid may consist of polyhedral cells with arbitrary geometry
and may contain hanging nodes. All the physical models for the simulation of
nonequilibrium flows are part of this module.
The interaction of these modules significantly improves the efficiency and the overall
quality of the solution. Most of the computational time is spent on cells located in areas
where significant flow features are expected. The flow field is defined by multiresolu-
tion grids with highly resolved geometry, possibly equipped with user-defined, problem-
dependent, grid-stretching functions. All modules are equipped with parallelization
techniques to reduce the total solution time to a tolerable amount. The QUADFLOW
solver is programmed on a hybrid architecture in C++, C and FORTRAN. The paral-
lelization is realized via MPI and may in addition utilize OpenMP for shared memory
computations on single cluster nodes.
For the current work, no significant changes had to be made in the grid adaptation
or grid generation module, though the generated multiresolution grids are essential to
resolve the flow features discussed in the result sections. In the following, only a brief
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Figure 4.1.: Parametric mapping of a grid patch (2D). Reproduction from Bramkamp.12
Figure 4.2.: Logarithmic stretching function.
overview of the grid adaptation and grid generation module based on published pa-
pers100,81,12 will be given. The discussion of the numerical methods is limited to aspects
of major importance, despite most of the parts of the QUADFLOW flow solver needed to
be modified in some way to account for the additional transport equations and changed
gas properties. However, most of these changes are straightforward and do not need to
be elaborated in detail.
4.2. Grid Generation
A fairly general description of the grid geometry is needed to ensure a high fidelity of
boundary conforming meshes at any given point in the flow domain. This is achieved by
a representation of the grid by block-structured, parametric B-Spline patches.81,12 The
grid mapping is simply a local evaluation of the B-Spline function, see Figure 4.1. The
application of B-Spline patches helps to keep the interpolation error low when capturing
a predefined geometry. The initial meshing is facilitated by the use of several, possibly
non-matching blocks to account for complex geometries.
Another essential feature of the grid generation are user-defined grid-stretching func-
tions. These functions alter the grid geometry in the parameter domain by evaluation of
an intermediate mapping function prior to the actual parametric mapping. For instance,
a logarithmic stretching function may be used to resolve boundary layers. When a cell
in the boundary layer is adapted, the size of the cell in each parameter direction in
the original domain is simply cut into halves. The logarithmic stretching function then
moves the new grid line much closer to the wall with the result that the cell height in
the computational domain is much smaller than half the previous cell size. Figure 4.2
depicts an example of an adapted grid in the parameter domain with and without the
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Figure 4.3.: Sequence of nested grids and significant details (2D). Reproduction from Müller.100
evaluation of the logarithmic stretching function. Stretching functions allow for large
cells on coarser grid levels where shocks need to be quickly transported, while enhancing
the solution quality with highly resolved grids on finer levels.
4.3. Grid Adaptation
Instead of classical gradient- or residual-based error estimators, the grid adaptation in the
QUADFLOW solver is based on a multiscale analysis. This method delivers improved
results for complex flow configurations in which both, strong shock waves with steep
gradients and boundary layers with much smoother changes need to be resolved at the
same time. The details of this concept are subject to various publications.100,14,81,15 The
intent and concept is outlined by Dahmen, Gotzen and Müller34,35 as follows: “The main
distinction from previous work regarding adaptation lies in the fact that we employ here
recent multiresolution techniques. The starting point is to transform the arrays of cell
averages associated with any given finite volume discretization into a different format that
reveals insight into the local behavior of the solution. The cell averages on a given highest
level of resolution L = Lmax are represented as cell averages on some coarse level L = 0
where the fine scale information is encoded in arrays of detail coefficients of ascending
resolution L = 0, . . . , Lmax − 1. This requires a hierarchy of meshes. The multiscale
representation is used to create locally refined meshes. Thus a principal objective is to
extract the inherent complexity of the problem by placing as few degrees of freedom so as
to still capture the features of the searched for solution within a given tolerance. A central
mathematical problem is then to show that the essential information to be propagated in
time is still kept with sufficient accuracy when working on locally coarser meshes.”
The grid adaptation process as a whole may be subdivided into six steps as proposed
by Müller.100,14
1. Local multiscale transformation. The cell-averaged solution from the flow
solver on a locally refined grid is decomposed with a multiscale transformation. The
following steps need at least one set of detail coefficients, which is why the initial
computation is carried out at least on level L = 1. The multiscale transformation
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requires that the grid is graded, i.e., neighboring cells differ at most by one level.
2. Thresholding. The detail coefficients are normalized with the maximum of the
conservation or transport quantity in the flow field. All normalized detail coeffi-
cients which fall below a level dependent threshold of L = 2L−Lmax are discarded.
This is required to filter significant details from details representing rather unim-
portant flow features.
3. Prediction. The task of this step is to predict which detail coefficients may be-
come important in the next iteration cycle of the flow solver. In principle, this step
decides which areas of the grid need to be locally refined or coarsened. A modified
heuristic approach by Harten58 is used here. The prediction is based on the as-
sumption14 that only a limited number of detail coefficients in the neighborhood
of a significant detail may become important, because information in the flow field
is only propagated at finite speed. In addition, it is assumed that shocks may,
in general, require a higher resolution to become sharper. Therefore, if a detail
coefficient is sufficiently large, it will also trigger grid refinement on higher levels.
4. Grading. After the prediction, the hierarchy of the significant detail coefficients
needs to be adjusted to correspond to a graded tree as illustrated in the right part
of Figure 4.3. Neighboring cells are only allowed to differ at most by one significant
detail or one grid level.
5. Grid adaptation. The adapted grid in the parameter domain is constructed from
the graded tree of significant details. The shaded cells, as indicated in the left part
of Figure 4.3, are replaced by a sequence of refined grid levels. From one level
to another the size of the cell in the parameter domain is cut into halves in each
parameter direction.
6. Local inverse multiscale transformation. The cell-averaged data on the
adapted grid are constructed from the sequence of significant details.
It shall be noted here that the whole grid adaptation process does not need access to
the fully refined grid at any time.
4.4. Finite Volume Discretization
The Navier-Stokes equations for nonequilibrium flows (3.3)-(3.7) are solved with a stan-
dard, cell-centered finite volume method. The divergence theorem is applied to convert
the volume integral into a surface integral. This leads to the discretized equation set:
ˆ
V
∂U
∂t
dV +
˛
∂V
((
F inv − F visc)nx + (Ginv −Gvisc)ny
+
(
H inv −Hvisc)nz) dA = ˆ
V
S dV ,
(4.1)
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which is solved for each cell V. The surface is denoted by ∂V, the corresponding outer
normal vector by n = (nx, ny, nz)T . The system is solved for the vector of the unknown
conserved and transported variables:
U =
(
ρ, ρV T , ρE, ρα, ρme
m
)T
. (4.2)
The inviscid and viscous fluxes
F inv =

ρu
ρu2 + p
ρvu
ρwu
(ρE + p)u
ραu
ρme
mu

, Ginv =

ρv
ρuv
ρv2 + p
ρwv
(ρE + p) v
ραv
ρme
mv

, H inv =

ρw
ρuw
ρvw
ρw2 + p
(ρE + p)w
ραw
ρme
mw

, (4.3)
F visc =

0
τxx
τyx
τzx
uτxx + vτxy + wτxz + qx
−qDα,x
qmx

, Gvisc =

0
τxy
τyy
τzy
uτyx + vτyy + wτyz + qy
−qDα,y
qmy

,
Hvisc =

0
τxz
τyz
τzz
uτzx + vτzy + wτzz + qz
−qDα,z
qmz

,
(4.4)
contain the expressions from the first and the second divergence operator in (3.3)-(3.7),
respectively. The vector
S =
(
0, . . . , 0, ω˙α, Ω˙
m
V T + Ω˙
m
V V + Ω˙
m
VD
)T
(4.5)
contains the source terms due to the chemical production and thermal nonequilibrium
energy exchange. Details on the finite volume discretization and the applied numerical
methods in the QUADFLOW solver can be found in various publications, including the
original work by Bramkamp12 for ideal gases and the extension by Kumar80 for the
5-species air model in thermochemical nonequilibrium.
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4.4.1. Discretization of Fluxes
4.4.1.1. Inviscid Fluxes
Upwind Methods The solution of the finite volume discretization (4.1) of the Navier-
Stokes equations requires the computation of the inviscid fluxes across the cell interfaces.
Upwind methods account for the direction of the information propagation in the flow
field. A frozen speed of sound is applied for simulations in thermochemical nonequi-
librium. Upwind methods result in a stable discretization by calculating the net flux
based on the flow states on both sides of the interface. Two different types of upwind
methods can be distinguished.12 While flux-vector splitting (FVS) methods are based
on a decomposition of the flux vector, the flux-difference splitting (FDS) methods solve
quasi one-dimensional Riemann problems. The latter can be carried out with exact or
approximate Riemann solvers.
The current version of the QUADFLOW solver utilizes FVS methods by van Leer144
and Hänel-Schwane,57 the mixed methods AUSM,86 AUSM+85 and AUSMDV87 as well
as an approximated FDS method by Liu and Vinokur.88 These methods were originally
implemented for ideal gas in the QUADFLOW solver by Bramkamp12 or, in case of the
Liu and Vinokur FDS method, used in the NSCTNG299 solver. Kumar80 extended the
implementation of these models in the QUADFLOW solver for 5-species air. A general
discussion on the advantages and disadvantages of these methods can be found in his
thesis.80 The extension of the upwind methods for general gas models was started previ-
ously by the author136 and was completed in the present work for thermal nonequilibrium
models. All extensions are straightforward and will not be discussed in detail.
Even though the characteristics of the upwind methods depend strongly on the in-
vestigated test case and make it difficult to draw general conclusions, some typical
experiences from a user’s perspective shall be briefly discussed in the following and may
serve as general hints for the application of the upwind method.
In contrast to previous simulations by Kumar,80 the extension of the implicit time
integration schemes in the QUADFLOW solver to thermochemical nonequilibrium flows
allowed the use of higher CFL numbers. In general, it was observed that the FVS
methods by van Leer144 and Hänel-Schwane57 are more robust and allow for the largest
time steps. The approximate Riemann solver by Liu and Vinokur88 requires the smallest
time steps, unless the problem is prone to carbuncle effects in which case the mixed
methods require even smaller time steps. This is especially true if lots of hanging nodes
or distorted cells with high aspect ratios are present in the grid.
In many cases the mixed schemes and the FDS method are more accurate in the
resolution of the wall heat flux when highly stretched cells need to be applied to resolve
the boundary layer. Frequently, the AUSMDV87 method seems to be a bit more robust
whilst the other schemes seem to better resolve the wall quantities.
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Reconstruction The computation of the inviscid fluxes across the cell interfaces re-
quires that the states on the left and right side of the interfaces are known. Several
methods are available in the QUADFLOW solver for the reconstruction of the primitive
variables. The simplest reconstruction assumes that the cell-averaged quantities are con-
stant throughout the cell. This first order method does not provide any information on
the gradients of the flow quantities in the cell center and may only be used for inviscid
computations. The other reconstruction methods are second order in space and based on
a computation of the gradients in the cell center. Either a Green-Gauss reconstruction
or a least-squares approach, which is solved via normal equations or via Householder
reflections, is employed. Details on all methods can be found in Bramkamp’s12 thesis.
Limiters Slope limiters are required to avoid that new extrema or spurious oscillations
are generated by the second order reconstruction in the vicinity of discontinuities. This
is realized by a blending between first and second order reconstruction based on the
limiter function φi ∈ [0, 1]. The QUADFLOW solver employs the Venkatakrishnan133
and the PC5 limiter.33 In general, the implementation of the limiters is independent
of the gas model. However, it was found in previous works136,135 that the dimensional
quantities need to be normalized prior to the application of the limiter to avoid large
disparities in the order of the limited quantities. This characteristic could be confirmed
in the current work for thermal nonequilibrium flows.
A limiter freezing may be required in addition for the stabilization of steady-state
nonequilibrium flows. After a certain residual is reached in the convergence cycle, the
limiter function φi is frozen with an individual value in each cell and may further only be
reduced, but not increased. This avoids strong changes of the reconstructed quantities
in areas where shocks or extrema show tendencies of moving back and forth between
cells during the artificial time-marching process toward a steady-state solution.
In the current QUADFLOW version, all quantities are checked for plausibility and
physical validity after the reconstruction and the limiting process. This includes the
species densities and nonequilibrium temperatures. Negative values are intercepted and
a recomputation with constant reconstruction is enforced.
4.4.1.2. Viscous Fluxes
While the calculation of the viscous fluxes is straightforward, the calculation of the
required gradients and average quantities at the cell interface is more complicated on
grids with arbitrary topology. Bramkamp12 suggested to use the scheme by Deister37
which computes the gradient at the interface based on weighted averages of gradients in
the adjacent cell centers. This method is used for all interfaces in the inner flow field. For
a wall boundary condition, the scheme by Deister is applied in a simplified version. The
other quantities at the interfaces in the interior flow field are simply averaged quantities
from the adjacent cells.
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4.5. Boundary Conditions
All boundary conditions applied in the present study are implemented in a weak formula-
tion.12,10,80 The weak formulation of the boundary conditions was extensively tested in
many applications of the QUADFLOW solver, including the previous work by Kumar.80
In the weak formulation, the boundary of the flow field coincides with the cell interface
and all boundary conditions are imposed there. For the computation of the inviscid
fluxes, the state on the exterior side of the interface is manipulated such that the resulting
inviscid flux yields the imposed numerical boundary condition. The boundary cells are
treated by the upwind methods in the same way as all interior cells of the flow domain.
For the computation of the viscous fluxes, the gradient and the flow quantities at the
interface are manipulated.
4.5.1. Wall
Isothermal, non-catalytic walls with no-slip condition are considered in the current work.
The boundary condition must yield the numerical contact condition12 of the inviscid
fluxes (
F inv | Ginv | H inv) · n∣∣
wall
=
(
0, p · nT , 0, . . .)T
wall
(4.6)
of an impermeable wall at rest with the physical boundary condition:
V wall = 0 . (4.7)
This is realized by exchanging the sign of the velocity in the conservative quantities of
the interior state at the interface and assigning these altered quantities to the exterior
state. Afterwards, the resulting net flux is computed via the selected upwind method.
Additional physical boundary conditions are imposed for the computation of the vis-
cous fluxes. The temperature is set to a given isothermal wall temperature
T tr,m = T tr,mwall , (4.8)
which, in thermal nonequilibrium, might in principal be different for each temperature.
Park112 recommends to use the same wall temperature for all nonequilibrium tempera-
tures. The value of the density at the wall is approximated with the cell-averaged density
of the boundary cell. The gradient of all species’ mass fractions is set to zero:
∂Xα
∂n
= 0 , (4.9)
which corresponds to the physical boundary condition of a non-catalytic wall. The
velocity and the temperature gradients are computed from the imposed values at the
wall. The particular treatment is subject to the following paragraphs.
62
It is especially important to distinguish the applied weak formulation of a no-slip wall
from the alternative and widely-used strong formulation of the boundary conditions. In
the presented weak formulation, the wall coincides with the boundary cell face. This
leads to a non-zero velocity in the cell center. This is in contrast to a strong formulation,
where the location of the unknown, cell-averaged quantities of the adjacent cell is moved
to the midpoint of the cell interface. Boundary conditions for the inviscid fluxes may
be directly imposed in this case by a manipulation of the conservative quantities for
momentum and energy. The viscous fluxes are computed in a similar manner as for the
weak formulation.
First Order Approximation of Gradients Following Bramkamp,12 the velocity and the
temperature gradients in wall-normal direction are approximated from selected values
via a truncated Taylor series. The velocity gradient in wall-normal direction is first
order in space and utilizes the imposed value at the interface and the velocity in the
boundary cell. The imposed isothermal wall temperature is used for the computation of
the temperature gradient.
Second Order Approximation of Temperature Gradient The heat flux (3.53) is pro-
portional to the temperature gradient and very sensitive to the grid resolution, but
crucial to resolve for most engineering applications. An approximation which is first
order in space may serve in many applications as a simple and straightforward method.
However, it was found in the present study that the use of a second order approximation
in the boundary cell is beneficial on highly stretched grids, even though the gradients of
the inner flow field remain only first order accurate. This allows to capture the temper-
ature gradient with a coarser grid than the first order approximation, which may lead to
an increase in efficiency compared to a third order reconstruction throughout the entire
flow field.
Three temperature values are needed for the computation of the second order approx-
imation of the gradient. The first two can be unambiguously identified since the cell
interface and the boundary cell are clearly defined by the grid interconnectivity. Even-
tually, on highly distorted grids with hanging nodes, several choices may exist for the
adjacent cell. As the schematic drawing depicted in Figure 4.4 shows, in this case the cell
with the lowest angle θ between the face normal vector n and the vector defined by the
cell center x2 and the boundary face center x¯ is taken. Boundary cells are not considered
in the search procedure. A truncation of the Taylor series leads to a one-dimensional
approximation of the temperature gradient in wall-normal direction:
∂T
∂n
∣∣∣∣
x¯
= α1T (x1) + α2T (x2) + α3T (x¯) , (4.10)
α1 =
h2 + h1
h1h2
, α2 =
−h1
h22 + h1h2
, α3 =
− (h2 + 2h1)
h1h2 + h21
. (4.11)
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Figure 4.4.: Identification of adjacent cell for 2nd order gradient approximation.
The distances h1 and h2 are determined by a projection of the vectors from the boundary
face center to the cell centers on the boundary face normal vector.
Logarithmic Approximation of the Temperature Gradient For the simulation of the
Edney type IV shock-shock interaction, a logarithmic ansatz function is used in addition
to the second order gradient approximation. This introduces an additional physical
modeling for the boundary layer and may in certain cases help to stabilize the simulation
or to capture a more realistic boundary layer while using a coarse grid resolution. Even
though there is no rigorous justification available for the use of such a modeling in laminar
flow, temperature distributions in the boundary layer frequently appear to be close to
logarithmic behavior and make it worth to investigate this approach. Nevertheless, when
evaluating simulation results, one should keep in mind that this is purely a simplifying
assumption and does not necessarily coincide with the actual effects in the boundary
layer. Details on the application are discussed in Section 8.3.5.
Figure 4.5.: Sketch of boundary cell.
The logarithmic approximation of the tem-
perature gradient in a generic boundary cell
with size h in wall-normal direction is deter-
mined by three given values of the temperature
distribution, see Figure 4.5. The cell-averaged
value Tˆ0 in the cell center and the imposed
wall temperature T−h/2 are supplemented by
the temperature gradient T ′h/2 at the inner face
of the boundary cell. This value is calculated with a first order approximation from the
cell-averaged values of the boundary cell and the adjacent cell. The adjacent cell is iden-
tified in the same way as in the calculation of the second order temperature gradient.
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A simple logarithmic ansatz function
T (x) = A+B log (x+ C) (4.12)
is selected for the temperature distribution. The unknown parameters may be computed
from the given two temperatures and the given temperature gradient:
T ′
(
h
2
)
=
B
h
2 + C
!
= T ′h/2 , (4.13)
Tˆ (0) =
1
h
ˆ h
2
−h
2
T (x) dx
!
= Tˆ0 , (4.14)
T
(
−h
2
)
= A+B log
(
−h
2
+ C
)
!
= T−h/2 . (4.15)
Insertion of (4.12) into (4.14) and combining (4.13)-(4.15) leads to a single expression:
0 = T−h/2 − Tˆ0 −
(
T ′h/2
(
h
2
+ C
))
log
(
−h
2
+ C
)
+ (4.16)
T ′h/2
h
2 + C
h
((
h
2
+ C
)
log
(
h
2
+ C
)
−
(
−h
2
+ C
)
log
(
−h
2
+ C
)
− h
)
,
with only one unknown C. This nonlinear scalar equation is solved iteratively via New-
ton’s method in combination with a damping algorithm.36 The parameter B can after-
wards be calculated from (4.13). This leads to the final result, the temperature gradient
T ′
(
−h
2
)
=
B
−h2 + C
(4.17)
at the boundary face.
Only few changes in the flow quantities are expected at the beginning of the iteration
process when the simulation is started from scratch with a constant initialization. In
addition, some parts of the boundary layer may show only a flat temperature gradient.
In these cases it is impossible for the logarithmic function to match the temperature dis-
tribution. The iteration scheme will diverge or produce spurious solutions. To avoid this
effect, the logarithmic approximation is only applied in cases when a relative tempera-
ture difference of at least 0.1 percent is detected among all three locations. Otherwise a
first order approximation serves as a fallback.
Note that in an alternative version of the logarithmic approximation for preceding
testing purposes, the temperature value Th/2 was used at the left face instead of the
temperature gradient. This value was calculated from a distance-weighted linear in-
terpolation of the cell-averaged quantities of the boundary cell and its adjacent cell.
However, this approach was found to lead to a poor convergence behavior. This was
mostly caused by small temperature differences between the left face and the cell center
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in case of highly stretched grids, which made it impossible to match the temperature dis-
tribution with the logarithmic ansatz function. In the current version of the logarithmic
approximation, the temperature gradient is calculated by a first order approximation.
This may be regarded as an averaging procedure which is not distance-weighted and
part of the modeling process.
4.5.2. Symmetry
Similar to a wall, there is no flow in normal direction across a symmetry plane. The
physical contact condition:
V · n = 0 , (4.18)
is imposed in the numerical calculation of the inviscid fluxes by a manipulation of the
sign of the velocity in normal direction only. The velocity in tangential direction is not
affected by this. All gradients in normal direction are set to zero for the computation of
the viscous fluxes:
∂V
∂n
= 0,
∂Xα
∂n
= 0,
∂T tr,m
∂n
= 0 . (4.19)
Flow values required at the boundary face are assigned the same values as in the interior
cell.
4.5.3. Subsonic Injection
The boundary conditions by Gotzen et al.34 are extended for nonequilibrium flows. The
numerical boundary conditions for the inviscid fluxes are modeled by imposing the state
variables on the exterior side of the injection boundary:
(ρ)exterior =
pinterior
RcTc
, (4.20)
(ρV )exterior = ρ∞ |V∞|Fc (cos (θ) , sin (θ) , 0)T , (4.21)
(ρE)exterior = (ρ)exterior
(
e (Tc, Xc) +
1
2
(ρ∞ |V∞|Fc)2
(ρ)2exterior
+ e0 (Xc)
)
, (4.22)
(ρα)exterior = (ρ)exteriorXc . (4.23)
Figure 4.6.: Schematic drawing of
the subsonic injection.
The quantities are computed form the properties of
the cooling gas (c) and the inflow properties (∞) at
the boundary layer edge. The blowing ratio F =
ρcuc/ρ∞u∞ defines the mass flow of the cooling gas.
θ denotes the injection angle as depicted in Figure 4.6.
The above example is given for chemical nonequilibrium
and thermal equilibrium only.
For the computation of the viscous fluxes, all quantities are extrapolated via a constant
function from the cell-averaged quantities of the boundary cell. All gradients are assumed
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to be constant throughout the boundary cell and computed with a reconstruction method
which is second order in space.
4.5.4. Far-field
At supersonic inflows, given values are used for all quantities, whereas at supersonic out-
flows, the far-field values are extrapolated from the cell-averaged values of the boundary
cell. In both cases, all gradients are set to zero.
4.6. Time Integration
Kumar80 applied explicit time integration methods in his simulations with the 5-species
air model. An operator splitting is considered to separate the integration of the flow field
from the integration of the thermochemical source terms. In addition to the fully explicit
method, Kumar solved the ODE system of the chemical source terms with an implicit
method, as the stiffness of this term may otherwise introduce instabilities and pose
significant restrictions on the admissible time step sizes. This approach is called here
an explicit-implicit method. To improve the efficiency of the steady-state simulations in
the current work, a fully coupled, implicit time integration is used here. This allows to
use significantly larger time steps and accelerates convergence.
4.6.1. Explicit Method
The generalization of the explicit and explicit-implicit time integration methods for
inviscid flows in chemical nonequilibrium with arbitrary reaction models is subject to
previous publications.136,135 A brief summary will be given in the following, as these
methods are applied in the validation in Chapter 5.
A multi-stage Runge-Kutta method with operator splitting reads:136
Uˆ
(0)
= Uˆ
n
, Uˆ
(s˜)
= Uˆ
(0) − αs4tV
(¸
∂V
(
Fˆ
inv
(
Uˆ
(s−1))
+ Fˆ
visc
(
Uˆ
(s−1)))
n dA
)
Uˆ
(s)
= Uˆ
(s˜)
+4Uˆ (s˜)
s = 1, ..., p ,
(4.24)
Uˆ
n+1
= Uˆ
(p)
.
?ˆ denotes the quantities of all cells and the corresponding numerical fluxes. The value
of the stage coefficient αS depends on the applied p-stage scheme.12 The time step size
4t is computed via the CFL number12 and may be applied either locally or globally.
The operator splitting leads to an intermediate solution (s˜).
The multi-stage Runge-Kutta method may also be applied to the update
4Uˆ (s˜) = αs4t Sˆ
(
Uˆ
(s˜)
)
(4.25)
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of the ODE system of the thermochemical source terms, which is the simplest way for
the computation.
4.6.2. Explicit-Implicit Method
The operator splitting (4.24) allows to use an implicit time integration method for the
update 4Uˆ (s˜) =
(
Uˆ
(s) − Uˆ (s˜)
)
of the chemical and/or thermal source term
I − αs4t∂Sˆ
(
Uˆ
(s˜)
)
∂Uˆ
4Uˆ (s˜) = αs4t Sˆ (Uˆ (s˜)) , (4.26)
instead of the explicit scheme (4.25). This was introduced by Kumar80 for the chemi-
cal source term as a remedy for stiffness-related instabilities of the finite-rate chemistry
model. For simplification, the Jacobian ∂Sˆ
cne
/∂Uˆ of the chemical source term con-
sists only of the derivatives of (3.60) with respect to the species densities ρα, α =
1, . . . , NS − 1. Except for the molar concentrations χα, all quantities are treated as
constants. Details on the Jacobian of the chemical source term may be found in earlier
publications.80,136,135
4.6.3. Implicit Method
The backward Euler method is a standard time integration scheme and frequently used
with the QUADFLOW solver.12 In the present work, the implicit time integration
was applied to thermochemical nonequilibrium flows. The required implementation in-
volved the extension of the viscous flux Jacobians from ideal gas, which were originally
implemented by Bramkamp,12 to gas mixtures of thermally perfect gases. The thermal
nonequilibrium source terms needed to be implemented and the chemical nonequilibrium
source terms were incorporated into the coupled equation system. The vibrational-
vibrational energy exchange is not considered here, as the use of a two-temperature
model was found to be most efficient in the course of the current study, see Chapter 5.
The application of the backward Euler method to the finite volume discretization (4.1)
Rˆ
(
Uˆ
)
:=
˛
∂V
(
Fˆ
inv
+ Fˆ
visc
)
n dA−
ˆ
V
Sˆ dV (4.27)
leads to a nonlinear system of partial differential equations:12
R˜ :=
(
Uˆ
n+1 − Uˆn
) V
4t + Rˆ
(
Uˆ
n+1
)
= 0 . (4.28)
The system is linearized and solved via Newton’s Method.12 Uˆ
n
is used as an initial
guess:
Jˆ
(
Uˆ
n
)
4Uˆn = −R˜
(
Uˆ
n
)
, 4Uˆn = Uˆn+1 − Uˆn . (4.29)
Bramkamp12 found that one Newton step is sufficient in case of steady-state simulations
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where an artificial time-marching approach is used. This could also be confirmed in the
present study for stiff thermochemical nonequilibrium flows. The computational time for
setting up intermediate Newton iterations is in general the same as for a new time step
and renders the use of intermediate Newton iterations obsolete unless an unsteady flow
field is simulated. The equation system is solved iteratively by preconditioned Krylov
subspace methods such as the Generalized Minimum Residual (GMRES) method.12 This
is realized with the Portable, Extensible Toolkit for Scientific Computations (PETSc)7
which is also used to manage the underlying data structures.
The Jacobian may be split up into contributions from the temporal discretization,
the inviscid fluxes, the viscous fluxes, the chemical source terms and the thermal source
terms:
Jˆ =
V
4tI +
∂
(¸
∂V
(
Fˆ
inv
+ Fˆ
visc
)
n dA
)
∂Uˆ
+
∂
(´
V
(
Sˆ
cne
+ Sˆ
tne
)
dV
)
∂Uˆ
. (4.30)
Bramkamp12 suggested to differentiate the inviscid fluxes numerically with a one-sided
difference operator. This circumvents the analytic differentiation of the upwind methods,
which is cumbersome and prone to errors,12 but introduces discretization and round-off
errors into the system. This approach is also used here for the modified flux formulation.
The Jacobian of the chemical source terms is already used in the formulation of the
explicit-implicit method.136,135,80 The derivations of the other Jacobians are subject to
the following paragraphs.
Jacobian of Viscous Fluxes Bramkamp12 followed an approach by Geuzaine.46 The
Jacobian of the viscous fluxes for each cell j is decomposed into:
∂F visc
∂U j
=
∂F visc
∂W f
· ∂W f
∂W j
· ∂W j
∂U j
. (4.31)
The vector of the primitive variables at the cell faces f is extended in the present work
for thermochemical nonequilibrium flows:
W f =
(
ρ, V , T tr, (∇Vx)T , (∇Vy)T , (∇Vz)T ,
(∇T tr)T , ρα˜, (∇ρ)T , (∇ρα˜)T , Tm) .
(4.32)
It contains the partial densities ρα and the associated gradients of all species, which are
denoted here as α˜. The values at the faces are calculated from the primitive variables
at the cell center j:
W j =
(
ρ, V , T tr, ρα, T
m
)
. (4.33)
The vector U j contains the conservative variables (4.2) at the cell center j. Only NS−1
species are considered as the last species is computed from the global density (3.28). All
faces of a cell contribute to its Jacobian.
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The Jacobian of the viscous fluxes with respect to the primitive variables at the
cell face, ∂F visc/∂W f , is derived in two steps. The derivatives of the fluxes result-
ing from (3.3)-(3.5) are automatically derived with the symbolic manipulation soft-
ware Maple.2 This required the extension and modification of the Maple scripts by
Bramkamp,12 which define the underlying equations. The derivatives of the fluxes
from (3.6) and (3.7) are derived by hand to maintain the flexibility to use an arbitrary
number of species and temperatures in the reaction model.
The transport properties, i.e., the viscosity µ, the thermal conductivity ktr and the
diffusion coefficients Dα, are treated as constants in the differentiation of the viscous
fluxes. A frozen heat capacity cV,α is applied when taking the derivative of the energy
eα via (3.9). In thermal nonequilibrium flows, the gradients ∇Tm of the nonequilibrium
temperatures m are treated as constants. For this reason, only the gradient ∇T tr of the
translational temperature is included in (4.32).
All of these simplifications are introduced to reduce the computational costs of the
evaluation of the Jacobians and to simplify the handling of the Jacobian. The resulting
errors are small compared to the error introduced by other approximations throughout
the code, for example by the numerical differentiation of the inviscid fluxes.
The diffusion mass flux contributes in a direct (3.44) and indirect (3.53)-(3.55) manner
to the viscous fluxes. For its derivative
∇ρα
ρ
=
∇ρα
ρ
− ρα
ρ2
∇ρ , (4.34)
the gradient ∇ρα of all NS species mass fractions is required. The gradient is computed
for all species with the reconstruction process according to Section 4.4.1.1. This includes
the indirectly computed species via (3.28).
The weight matrix ∂W f/∂W j connects the primitive variables at the cell faces to the
primitive variables in the cell center. Unlike for the straight-forward differentiation of
the averaged quantities at the faces, an approximation is required for the differentiation
of the face gradients which are computed as discussed in Section 4.4.1.2. Details on this
topic are subject to the publication by Bramkamp.12
The applied simplifications are also used for the computation of the Jacobian of
the primitive variables in the cell center with respect to the conservative variables,
∂W j/∂U j . The translational temperature T tr is expressed via (3.27) and (3.25) with
the modification (3.9):
T tr =
1
ctrV (T
tr)
(
E −
∑
m
em − 1
2
V TV − e0
)
. (4.35)
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In the differentiation of the above expression, the enthalpy of formation (3.18) and the
heat capacity, which is normally a function of the mass fractions,
ctrV
(
T tr
)
=
∑
α
Xαc
tr
V,α
(
T tr
)
, (4.36)
are treated as constants. A similar approach is applied for the temperatures
Tm =
1
cmV (T
m)
em , (4.37)
which are computed via (3.24). Depending on the particular assignment of internal
energy modes to a temperature m, see Section 3.3.3, the specific heat capacity cmV (T
m)
might become zero for lower temperature ranges. In this case, the affected temperature
Tm is treated as a constant with a predefined minimum temperature.
Jacobian of Thermal Nonequilibrium Source Term From an engineering point of
view, the influence of the vibrational-translational energy exchange model on the whole
flow field is the most significant among all thermal nonequilibrium models. Examples
for the different impact of the nonequilibrium models are discussed in Section 5.5. The
vibrational-vibrational energy exchange model is only important in the direct vicinity
of a shock wave. A proper resolution of these effects would in general, due to physical
constraints, require very small time steps. In this case, the stiffness caused by the source
terms can be properly handled by explicit time integration methods and renders the use
of computationally expensive implicit methods obsolete. Only a full Jacobian of the
Millikan and White VT model is considered in the following. Kumar used a simplified
Jacobian for the chemical source term, see Section 4.6.2. The influence of the vibra-
tional excitation on the chemical source term Jacobian is neglected here. A simplified
Jacobian is applied for the vibration-dissociation coupling to capture the influence of
the nonequilibrium temperatures on the vibrational energy states.
The derivation of the Jacobian of the Millikan and White model is based on the
same assumptions as for the Jacobians of the viscous fluxes. Starting from the Landau-
Teller approach (3.84) with (3.85)-(3.87), the full Jacobian is differentiated with respect
to all conservative variables (4.2). The general approach is similar to the one published by
Nompelis.103 However, the derivation and implementation in the QUADFLOW solver is
based on NS−1 transport equations for the species densities. The Jacobian is validated
against an example of the 5-species air model which is computed through automatic
differentiation with Maple.2 The comparison on a code-level eliminates potential errors
in the bulky, manual differentiation of the source term for general reaction models.
A simplified Jacobian is employed for the vibration-dissociation coupling. Only
71
the derivatives with respect to the vibrational energies are considered as these are ex-
pected to be most important. The derivative of the energy coupling (3.111) is decom-
posed into:
∂Ω˙V D
∂ (ρem)
=
∂Ω˙V D
∂Tm
∂Tm
∂ (ρem)
. (4.38)
A similar expression is found for the CVDV model:
∂Ω˙V D
∂ (ρem)
=
∂Ω˙V D
∂TF
∂TF
∂Tm
∂Tm
∂ (ρem)
. (4.39)
The derivative of the vibrational energy (3.9) is calculated with a frozen specific heat
capacity in cases when an energy curve fit is used. While this holds always for the Park
model, the CVDV coupling may be based on analytic expressions for the vibrational
energies and the partition functions. In this case, analytic derivatives of the bounded and
unbounded harmonic oscillator model are considered. The derivation of these quantities
is discussed in Appendix B.1.3.
4.6.4. CFL Evolution and Convergence Criteria
An artificial time-marching scheme is applied to iterate towards a steady-state solution.
The admissible time step is determined with the Courant-Friedrichs-Levy (CFL) condi-
tion.12 The criterion implemented by Bramkamp and applied by Kumar80 is based on
the inviscid and viscous fluxes. The contributions of both fluxes are averaged resulting
into a combined time step 4tinv, visc. In the course of the present work, an additional
restriction on the time step 4t = min (4tinv, visc, 4tchem) which is imposed by the
stiff chemical source term was tested. The time step size 4tchem v 1/λchemmax was based
on the largest absolute eigenvalue of the chemical source term Jacobian. However, this
approach was identified as being overly restrictive and is not recommended for practi-
cal use. For most simulations, a restriction of the time step size based on the inviscid
and viscous fluxes only is sufficient for the simulation of thermochemical nonequilibrium
flows.
Unless a time-dependent solution behavior is analyzed, the time step size may differ
from cell to cell as the CFL number is only locally evaluated. The CFL number is
increased in each iteration step n starting from an initial value CFLmin until a maximum
CFL number CFLmax is reached:
CFLn+1 = min (CFLmink
n, CFLmax) , k > 1.0, n ≥ 1 . (4.40)
The iteration on a particular grid is stopped when the normalized averaged density
residual reaches a given threshold value. If needed, a grid adaptation is conducted
and the iteration cycle is repeated. The density residual is normalized with the initial
residual of each iteration cycle. The CFL number evolution is restarted after each grid
adaptation.
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5. Model Validation and Evaluation
This chapter serves as an intermediate step in the validation of the revised and extended
QUADFLOW solver. A general road map of its content is depicted in Figure 5.1. The
first two sections deal with the thermodynamic properties and the transport properties,
respectively. External tools called THERMO, THERMOSTAT and TRANSPORT are
developed for the generation of appropriate data sets as a part of the general framework
for the simulation of arbitrary gas mixtures. The focus of the first two sections is on the
validation of these curve fit data against existing data from Klomfaß for the 5-species
air model. The validation is supplemented by the evaluation of example curve fits for
the Park CO2 reaction model. The validation of the thermodynamic and transport
models which use the provided curve fit data is not subject to the current chapter.
The validation of these models for 5-species air and 2-species nitrogen was part of the
works by Klomfaß71,73 and Kumar.80 The extended models in the present version of the
QUADFLOW solver were verified against existing routines during the implementation
phase. In addition, these parts are implicitly included in the other validations.
Sections 5.3 and 5.4 are part of the validation of the extended finite-rate chemistry
model. An external tool called EQUILIBRIUM is developed for the generation of the
equilibrium constant curve fits for arbitrary reaction models. The resulting data set for
5-species air is compared to data by Klomfaß.71 The equilibrium constants of the Park
CO2 reaction model are plotted for illustration. Another external tool was developed
and is applied for the automatic generation of FORTRAN code. This code is required to
incorporate a new reaction model into the finite-rate chemistry solver. In Section 5.4.2,
the equilibrium compositions as a steady-state limit of the finite-rate chemistry solver
are validated. This serves as a validation for both, the equilibrium constant curve fits
and the automatically generated FORTRAN code. An overview of all discussed reaction
models can be found in Appendix B.3.
The relaxation of a closed system in thermochemical nonequilibrium towards an equi-
librium state is discussed in Section 5.4.3. This test case was used to verify the current
thermal nonequilibrium implementation.
The model validation and evaluation is concluded with the simulation of the relaxation
behind a shock wave in 5-species air in Section 5.5. With the exception of the transport
properties, the interaction of all of the previously discussed parts of the flow solver is
checked by this test case. For a four-temperature configuration, the QUADFLOW solver
is validated against the NSCTNG2 solver on a code level. Example solutions of different
temperature combinations are evaluated. In addition, the downward compatibility of
73
Figure 5.1.: Overview of model validation (blue) and evaluation (yellow).
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several finite-rate chemistry models was used for validation: in cases where the mass
fractions of all additional species are set to zero, these models will result into the 5-
species air model. This is verified using the example of the Jachimowski model.
5.1. Thermodynamic Properties
5.1.1. Calculation Method
In the course of the present work, two stand-alone programs were implemented for the
generation of the curve fits for the specific heat capacities and the internal energies. The
aim of this work is to provide a completely automated process with the flexibility to
account for arbitrary gas models.
THERMO The first program is called THERMO and calculates the curve fits based on
tabulated data. All physical data are taken from the JANAF Thermochemical Tables126
which are loaded into THERMO in an electronic format. In general, any available
experimental or theoretical database91,90,25 may be converted to the JANAF Tables
data format and may be used in THERMO.
The JANAF Tables provide data sets for a large number of species at a reference
pressure of p0 = 105 Pa in a temperature range from 0K to 6, 000K in steps of 100K.
There is no distinction between different energy modes. This is why the resulting curve
fit may only be used for thermal equilibrium computations. The data of the specific
heat capacity at constant pressure and of the enthalpy are extracted from the tables and
converted accordingly:
cV,α = cP,α −Rα , (5.1)
eα = hα −RαT . (5.2)
If a negative value for the enthalpy h0α = hα (T = 0K) is given, all enthalpies are moved
to this reference point (hα := hα − h0α) prior to computing the internal energies. In
general, validity of measured gas data in the temperature range slightly above 0K is more
than questionable. Using a cut off temperature of 200K prevents oscillations in the fitted
data set due to strong changes of the thermodynamic properties at low temperatures.
The enthalpy of formation is determined at standard temperature (298.15K). If no data
set is given at standard temperature, the data set at the closest available temperature
is used. QUADFLOW uses the internal energy of formation as a zero point energy.
The internal energy of formation is approximated by the enthalpy of formation which is
moved before to the chosen reference point.
After the calculation of the data sets for the specific heat capacities and the internal
energies, the external program SURFIT72 by Klomfaß is called for the generation of
the curve fits (3.13)-(3.14). The results are read by THERMO and converted to the
QUADFLOW file format. The number of curve fits depends strongly on the provided
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tabulated input data, as a certain minimum number of data points is needed for the
curve fitting process. Seven curve fit intervals are applied in the present validation case.
THERMO (Park CO2 model) The thermodynamic data for thermal nonequilibrium
simulations with the Park CO2 model are treated in a special manner. Instead of
data based on statistical thermodynamics as for other thermal nonequilibrium models,
tabulated data by Capitelli et al.26,25 are used in this case. These data sets include a
large number of excited electronic states114,76,142 and are valid even for temperatures
above 10, 000K. The data sets are therefore recommended by various authors114,76,142
as a replacement or supplement to older90,91 data sets.
All internal energy modes, i.e., the rotational, vibrational and electronic energy modes
are incorporated by Capitelli et al. into a single data set. This data was incorporated
into QUADFLOW by a modified version of THERMO which separates the data into
two energy modes. The internal energy and specific heat capacity without rotational
energy are calculated via
c
(vib,el)
V,α = c
int
V,α − c(rot)V,α (5.3)
e
(vib,el)
V,α = e
int
V,α − e(rot)V,α (5.4)
as proposed by Kovalev et al.76 The contribution of the rotational energy modes
is approximated via (B.1) and (B.2), respectively, and incorporated into a combined
translational-rotational energy mode.
THERMOSTAT The second program, called THERMOSTAT, generates curve fits
based on theories from statistical thermodynamics. It can provide curve fits for par-
ticular energy modes or arbitrary combinations of several energy modes. The resulting
data sets are well suited for simulations in thermal nonequilibrium and may account for
any combined temperature model as discussed in Section 3.3.3.
In the current calculations the unbounded harmonic oscillator model is applied. De-
tails on the models for the energies and the specific heat capacities are given in the
Appendix B.1. The input data, which are listed in Appendix B.1.6, consist of the un-
derlying characteristic temperatures and degeneracies. All physical data were taken
from Klomfaß71 to simplify the validation process. The translational and the rotational
energy mode are described by a combined curve fit. The other groupings of the multi-
temperature model, see Section 3.3.3.3, are accounted for internally in the QUADFLOW
solver to allow for an easier handling of different models.
With the given models, THERMOSTAT calculates tabulated data of the specific heat
capacities and internal energies as a function of temperature. Afterwards, these data are
curve fitted as piecewise polynomials (3.13)-(3.14) using SURFIT72 by Klomfaß and the
output is converted into the QUADFLOW file format by THERMOSTAT. In the present
validation case, 240 curve fit intervals are used for the internal energies, except for the
combined translational and rotational energy mode. The high number of intervals was
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required to obtain oscillation-free curve fits with only small deviations from the original
data. The energy and the heat capacity of the translational and rotational energy mode
are constants (B.1)-(B.2) and require only one curve fit interval.
5.1.2. Validation of Results
Figure 5.2 shows the dimensionless specific heat capacities cV,αMα/Runiv for 5-species
air. These data were calculated with THERMO using tabulated data from the JANAF
Thermochemical Tables.126 In addition, previous results from Klomfaß are shown for
comparison (symbols). These curve fits are part of the NSCNG2 program package and
were calculated by Klomfaß based on a theoretical anharmonic oscillator assumption.
The curve fits match closely, except for molecular oxygen (O2), where some deviations
are found for temperatures above 4, 500 K. This is probably due to differences in the
excitation of the internal energy modes between the anharmonic oscillator model and
the results from the JANAF tables. Figure 5.3 depicts a similar plot as in Figure 5.2,
except that here the internal energy is plotted. The results are qualitatively the same,
however, the deviations for molecular oxygen are found to be much smaller.
The dimensionless specific heat capacities of the internal energy modes are plotted
in Figure 5.4. These data were calculated with THERMOSTAT based on theoretical
formulae from statistical thermodynamics. The plot shows separate curves for the elec-
tronic and vibrational heat capacity. These curves are compared with data by Klomfaß
from the NSCTNG299 program package (symbols). Both curves match exactly and
build up one single curve. The asymptotic behavior of the electronic energy mode can
be clearly seen, whereas the vibrational energy mode needs higher temperatures to be-
come excited. The black line represents the sum of all internal energy modes, i.e., the
electronic and vibrational energy modes plotted in the Figure and the constant trans-
lational (c(tr)V,N2MN2/Runiv = 1.5) and rotational (c
(tr)
V,N2
MN2/Runiv = 1) energy modes
which are not shown separately. It is compared to the result calculated with THERMO
from Figure 5.2 (red line). Both curves agree well for lower temperatures. Deviations
can be observed at higher temperatures where vibrational energy modes are excited.
5.1.3. Evaluation of the Park CO2 Model
The dimensionless specific heat capacities of the additional species of the Park CO2
model, which is a simplified version of the original model by Park113 and covers all five
species of the previously discussed air model, are plotted in Figure 5.5. These data can
be used in thermal equilibrium simulations. The JANAF Tables include a strong peak
of the specific heat capacity of molecular carbon C2 at lower temperatures, which is
captured by the illustrated curve fit. Other sources, such as the tabulated curve fits for
the NASA CEA51 program, show lower peaks here while the qualitative characteristics
are similar.
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Figure 5.2.: Heat capacities cV,αMα/Runiv for air. Comparison with NSCNG298 data.
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Figure 5.3.: Internal energies eαMα/RunivT for air. Comparison with NSCNG298 data.
10000 20000 300000
1
2
3
4
5
T [K]
c V
,N
2M
N
2/R
u
n
iv
 
[−]
 
 
cV,N2 (JANAF)
cV,N2
cV,N2
(el)
cV,N2
(el)
 (NSCTNG2)
cV,N2
(vib)
cV,N2
(vib)
 (NSCTNG2)
Figure 5.4.: Heat capacities of internal modes for N2. Comparison with NSCTNG299 data.
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Figure 5.5.: Heat capacities cV,αMα/Runiv for the Park CO2 model (without air species).
5.2. Transport Properties
5.2.1. Calculation Method
Another program, called TRANSPORT, was written for the computation of the curve
fits for the species’ dynamic viscosities µα (3.38) and the binary diffusion coefficients Dαβ
(3.48). It can be used to automatically generate QUADFLOW input files for any species
or species combinations based on the Chapman-Enskog theory. The underlying models
are discussed in Sections 3.5.1.4 and 3.5.2.2. The required values for the maximum
energy of attraction α,LJ , the collision diameter σα,LJ and the molar weightMα of each
species were taken from tabulated data,8 see Appendix B.2.3.
The Chapman-Enskog theory is used to generate data sets of temperature and the
corresponding transport properties. Afterwards, control files and input data for the
curve fitting are automatically generated. The curve fitting process is again carried out
with the external program SURFIT written by Klomfaß.72
5.2.2. Validation of Results
Figure 5.6 shows the plotted curve fits for the species’ viscosities of 5-species air. The
current curve fits (solid lines) are compared to curve fits by Klomfaß which were used
in the NSCTNG2 solver (symbols). The largest differences between both data sets can
be found for atomic nitrogen, whereas other species such as molecular oxygen show only
minor differences, resulting from different model functions in the computation of the col-
lision integrals Ωµ,LJ . Klomfaß uses an exponential ansatz function with model constants
specifically adjusted for 5-species air. In contrast to this, the current computations are
based on a general curve fit for the collision integral (3.40). This broader approach may
be applied to a variety of different species and is used for all models in the current work.
The curve fits for other species are qualitatively similar to the discussed curve fits. The
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Figure 5.6.: Dynamic viscosities over temperature for air. Comparison with NSCTNG299 data.
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Figure 5.7.: Dynamic viscosities over temperature for the Park CO2 model (without air species).
curve fits for the species’ viscosities of the Park CO2 model show a qualitatively similar
behavior, see Figure 5.7.
Figure 5.8 depicts two selected binary diffusion coefficients Dαβ over temperature for
5-species air. The current results (solid line) are drawn on top of the data by Klomfaß
(symbols). Among all calculated curve fits, the N − N binary diffusion coefficients
(blue line) show the largest differences while the O2 −NO binary diffusion coefficients
show the smallest difference and match perfectly. In a similar manner as for the viscosity
coefficient, the differences are mostly caused by different ansatz functions for the collision
integral ΩD,αβ,,LJ .
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Figure 5.8.: Binary diffusion coefficients over temperature for air. Comparison with NSCTNG299
5.3. Equilibrium Constant
5.3.1. Calculation Method
The equilibrium constant Kc,eq,r (3.72) is calculated based on the methods presented in
Section 3.6.3. A dedicated program, called EQUILIBRIUM, was written for this purpose
and allows the automated generation of the required curve fits for arbitrary reaction
models. Based on the specified reaction model an equilibrium curve fit is calculated
for each reaction class. All physical data are taken from the JANAF Thermochemical
Tables.126
The net change in the Gibbs free energy (3.81) is independent of the reference state
of the formation enthalpy. Thus, the Gibbs free energy of formation 4fGp0α from the
JANAF tables can be used in (3.81) instead of the absolute value Gp0α of the Gibbs free
energy. If the temperature steps in the JANAF table are too large, it may be required to
interpolate the Gibbs free energy of formation at intermediate temperatures with a curve
fit. The tabulated data of the Gibbs free energy of formation at various temperatures
are then used to compute the equilibrium constant Kp,eq,r (3.82) based on pressure. This
quantity can be converted via (3.83) into the equilibrium constantKc,eq,r (3.72) based on
molar concentrations. The resulting data for Kc,eq,r are tabulated as logarithmic pairs
(ln (T ) , ln (Kc,eq,r)) and curve fitted (3.73) with a piecewise cubic polynomial using the
external program SURFIT.72 This allows for the evaluation of the equilibrium constant
at any temperature. The equilibrium constants need to be computed for all reaction
classes, i.e., for all reactions which differ not only in the third body efficiencies. In the
latter case, the third body is chemically inert and does not produce a net change in the
Gibbs free energy of formation.
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Figure 5.9.: Equilibrium constants Kc,eq for air. Comparison with NSCNG298 data.
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Figure 5.10.: Equilibrium constants Kc,eq of major dissociation reactions for the Park CO2
model.
5.3.2. Validation and Evaluation of Results
Figure 5.9 illustrates a comparison of the equilibrium constant curve fits (solid lines)
with the curve fits by Klomfaß (symbols) from the NSCNG298 program package. The
computation of the latter was carried out by means of models from statistical thermody-
namics. Both solutions match closely for temperatures up to 10, 000K, especially when
considering that only data up to 6, 000K were available in the JANAF Tables.
The equilibrium constants of the exchange reactions change rapidly at lower temper-
atures and keep a value close to one thereafter. This is in contrast to the dissociation
reactions which clearly favor one side of the reaction equation, see (3.72). The discussed
effect is less dominant for the Park CO2 model, where the equilibrium constants of the
dissociation reactions themselves are spread over a larger range, see Figure 5.10.
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5.4. Relaxation of a Closed System
5.4.1. Simulation Method
As a first step in the validation process, the relaxation process of the implemented finite-
rate chemistry model and of the thermal nonequilibrium model towards an equilibrium
state is investigated for a closed system. This corresponds to the isolated simulation of
the chemical and thermal relaxation process in one cell of the flow domain, provided that
there is no influence of moving fluid or diffusive processes. The simulation is realized by
solving a reduced set of the Navier-Stokes equations (3.3)-(3.7), where the inviscid and
viscous fluxes are removed. This results in a simple ODE system
dρα
dt
= ω˙α (5.5)
d (ρme
m)
dt
= Ω˙m (5.6)
for the species densities ρα and the temperatures Tm. The latter is expressed in terms of
the internal energies em (Tm). The global density ρ is kept constant as there is no mass
flow through a closed system. Depending on the particular test case, either the total
energy ρE or the temperature T may be kept constant. The QUADFLOW module for
the computation of the chemical production rates, ω˙α = ω˙α (ρ, ρα, ρE, ρmem), and of the
thermal exchange rates, Ω˙m = Ω˙m (ρ, ρα, ρE, ρmem), expects the conservative quantities
as input variables. Because of this, the constant temperature is realized by adjusting the
total energy E (3.25) and ρmem (3.24) after each iteration to comply with the altered gas
composition. The ODE system (5.5)-(5.6) may be solved with the same time integration
schemes as available for explicit flow computations, i.e., an explicit Runge-Kutta scheme
or, in case of the finite-rate chemistry, an implicit time integration with a Jacobian which
is either fully occupied or contains only diagonal elements. A small time step is needed
to allow for a frequent adjustment of the total energy. This is why the computationally
less expensive explicit method is selected for the current validation. If not mentioned
otherwise, a time step of 4t = 10−8 s is used. The iteration process is stopped, when
the relative change in all mass fractions drops below a threshold value of 10−7 or when a
model dependent maximum number of iterations is reached to avoid unreasonably large
computational times. When a series of equilibrium compositions is computed for a given
range of temperatures or pressures, the previous solution is used as an initial guess for
the iteration scheme.
5.4.2. Chemical Equilibrium Composition
In general, a chemical equilibrium state is defined by two thermodynamic state variables,
such as pressure and temperature, and the initial composition of the gas. In a finite-rate
chemistry model, the forward and backward reaction rates determine the particular path
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Figure 5.11.: Equilibrium composition of 5-species air at constant pressure (1atm). Comparison
of QUADFLOW, NASA CEA and Anderson.4 Original image by Anderson.4
of the relaxation process which is taken to reach an equilibrium state, i.e., the reaction
speed and the intermediate gas compositions. The equilibrium state itself is independent
of the relaxation process. This is why the relaxation process can be used to compute
the equilibrium composition of a closed system.
In the present work, the NASA program for Chemical Equilibrium and Applications
(NASA CEA)51 is used for comparison. This code solves the Gibbs iteration equa-
tions via Newton’s method. Included in the software package is a large database which
contains curve fits for the required thermodynamic properties.
5.4.2.1. Air Model
The equilibrium composition of air at a pressure of 1atm for temperatures from 2, 000K
to 9, 000K is illustrated in Figure 5.11. The current results are compared to the solution
from the NASA CEA code and the solution published by Anderson.4 The initial com-
position (in mass fractions: XN2 = 0.765, XO2 = 0.232, Xother = 0.001) is selected such
that the composition used by Anderson is best met. However, uncertainties remain in
the exact amount of the trace species which are difficult to measure from the published
plot. These differences can, for instance, be seen at 2, 000 K, where the mole fractions
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Figure 5.12.: Relaxation of 5-species air towards chemical equilibrium at T = 6000K.
of both, molecular oxygen and molecular nitrogen, are slightly larger than the selected
quantities. The JANAF tables provide data only up to 6, 000K which is the reason why
the original high temperature curve fits by Klomfaß71,98 are used here. These curve fits
were generated with methods from statistical thermodynamics. The Park 90 reaction
rate constants are used in the finite-rate chemistry model to approach the equilibrium
state.
All three solutions agree very well for temperatures of up to 5, 000K, given the uncer-
tainties in the initial composition. The differences at higher temperature are probably
the result of different equilibrium constants, which show larger uncertainties with in-
creasing temperature. For illustration of the relaxation process, an example plot of
the relaxation process at T = 6, 000 K, starting with the equilibrium composition at
T = 2, 000 K, is given in Figure 5.12. The development of the mole fraction of nitric
oxide indicates that opposing chemical reactions may be present at a given state of the
system and need to be captured by the finite-rate chemistry model.
While the gas mixture compositions are strongly temperature dependent, the influence
of the pressure on the whole system and its equilibrium state is much weaker. This is
illustrated by Figure 5.13 which shows a logarithmic plot of the equilibrium composition
at constant temperature T = 5, 000 K for a pressure range from 0.03 bar to 5.0 bar. A
small offset can be found between the QUADFLOW and the NASA CEA solution which
is caused by different databases for the equilibrium constant. As there is no dependency
of the equilibrium constant on the pressure, the offset is constant.
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Figure 5.13.: Equilibrium composition of 5-species air at constant temperature (5000K). Com-
parison of QUADFLOW (lines) and NASA CEA (symbols).
5.4.2.2. Additional Reaction Models
For the reduced Evans and Schexnayder model, Figure 5.14, an initial composition
which contains mostly O2 and a smaller amount of H2O was chosen (mass fractions:
XO2 = 0.90017, XH2O = 0.09983, Xother = 0.00001). This composition is close to the
equilibrium state and avoids strong, detonation-like reactions, which might occur in sys-
tems which contain O2 and H2 in stoichiometric mixtures. The Jachimowski model,
Figure 5.15, is validated with an initial gas mixture composition which is equal to the
initial composition of air used for the simulations in the current work, except for the mass
fraction of molecular nitrogen, which was reduced by 10 % in favor of H2O (mass frac-
tions: XN2 = 0.647, XO2 = 0.25, XN = XO = XNO = 0.001, XH2O = 0.1, Xother = 0.0).
Due to the fast branching reactions in this scheme, the time step needed to be lowered
by one order of magnitude, i.e., 4t = 10−9 s.
The initial equilibrium composition for the Park CO2 model, Figure 5.16, was se-
lected in a similar way as for the Jachimowski model. In this case, the mass frac-
tion of molecular carbon was increased (mass fractions: XN2 = 0.647, XO2 = 0.25,
XN = XO = XNO = 0.001, XC2 = 0.1, Xother = 0.0). The plotted results confirm that
QUADFLOW reproduces the NASA CEA solutions very well.
5.4.3. Thermal Equilibrium State
The time relaxation of a thermal nonequilibrium state was tested for consistency as a first
step in the validation process of the thermal nonequilibrium implementation. This will be
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Figure 5.14.: Equilibrium composition of the reduced Evans and Schexnayder model at constant
pressure (1 atm). Comparison of QUADFLOW (lines) and NASA CEA (symbols).
Figure 5.15.: Equilibrium composition of the Jachimowski model at constant pressure (1 atm).
Comparison of QUADFLOW (lines) and NASA CEA (symbols).
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Figure 5.16.: Equilibrium composition of the Park CO2 model at constant pressure (1 atm).
Comparison of QUADFLOW (lines) and NASA CEA (symbols).
Figure 5.17.: Relaxation of air towards thermal and chemical equilibrium at T tr = 3, 000K.
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demonstrated in the following with one example configuration. The multi-temperature
model is selected and the vibrational-electronic temperatures of the molecular compo-
nents are initialized with rather random values (TN2 = 500 K, TO2 = 1, 000 K and
TNO = 1, 500 K). A fixed translational temperature T = 3, 000 K is assigned to make
sure that nitric oxide (NO) is contained in the equilibrium gas mixture. A value of
1 bar is assigned for the pressure. One energy exchange model of each type according
to Figure 3.2 is activated in this test case: VD.1.C including VD.1.E; VT.1.MW in-
cluding VT.1.P; and VV.2.2. The time step was lowered by two orders of magnitude to
4t = 10−10s to make sure that the thermal nonequilibrium effects are properly captured.
Please note that such small time steps are usually not required for the computation of
the equilibrium solution. For a steady-state solution, the previously selected time step
of 4t = 10−8 s is sufficient. Figure 5.17 clearly demonstrates that all temperatures
approach a single equilibrium temperature. The lower vibrational temperatures increase
strongly at the beginning of the relaxation process. The chemical relaxation process
takes much longer than the thermal relaxation. The first change in the slope of TNO is
caused by a significant relative increase in the number of nitric oxide molecules among
which the vibrational energy is distributed.
5.5. Relaxation Behind Shock Waves
5.5.1. Simulation Method
Shock waves are one of the main causes for high temperature effects in hypersonic flow
fields. Unlike boundary layers, shock waves lead to a sudden increase in the temperature
and foster strong nonequilibrium states which need to be properly captured. The effects
of the chemical and thermal nonequilibrium model on the relaxation process can best be
investigated in a simplified, one-dimensional, spatial relaxation. Even though this test
case computes a steady-state relaxation, similarities exist to the previously discussed
temporal relaxation, because the spatial distance from the shock wave is linked to the
relaxation time via the integral of the flow velocity. However, this test case involves
much stronger interactions between all flow quantities since neither the temperature nor
the pressure is fixed.
The relaxation behind a shock wave can be simulated with the one-dimensional, steady
Euler equations80
dρ
dx
=
c2
γu2
(
− u
2
u2 − c2
)
Φρ (5.7)
dXα
dx
=
1
uρ
ω˙α (5.8)
du
dx
= − c
2
γu2
(
− u
2
u2 − c2
)
Φu (5.9)
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)
Φp (5.10)
deα
dx
=
1
uρ
Ω˙m (5.11)
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∑
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(
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tr
α −
RαT
tr
γ − 1
)
dXα
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)
, (5.12)
where x and u are the one-dimensional distance and velocity, respectively. This ODE
system is solved with an explicit Runge-Kutta integration scheme. A comparison be-
tween different multistage Runge-Kutta schemes leads to the result that a one-stage
method sufficiently captures all flow features. The spatial step 4x = 10−7 m needs to
be sufficiently small to properly capture the flow physics.
The solution of the equation set (5.7)-(5.12) was implemented as a tool in the
QUADFLOW solver. It uses as many modules of the QUADFLOW nonequilibrium
branch as possible to cover a large part of the code. This allows for an easy handling
as a standard validation tool whenever a new reaction model or thermal nonequilibrium
model is implemented.
5.5.2. Air Model
Klomfaß71 used the relaxation behind a shock wave for a consistency check of the earlier
versions of the NSCTNG2 solver. Kumar80 used these published results for the validation
of his thermal nonequilibrium implementation. In the present work, one of the former
test cases is selected for validation. Klomfaß refers to this test case as F1, Kumar as
C1. The conditions behind a normal shock wave are used as inflow conditions for the
one-dimensional, steady Euler equations. These can be calculated with basic hypersonic
shock relations and are given in Table 5.1.
For an in-depth validation of the generalized QUADFLOW implementation on a code
level, the ODE system (5.7)-(5.12) was also implemented into the latest version of the
NSCTNG299 solver. This allows to compare both codes with the same models but
an independent implementation with a debugger during the program execution for a
particular configuration.
The Klomfaß curve fit models (VT.2 and VV.1, according to Figure 3.2) are used for
the VT and VV energy exchange, respectively. The CVDV Model with non-preferential
dissociation is applied for the VD coupling (VD.2.C including VD.2.E). Dissociation
reactions as well as exchange reactions are considered for the vibrational energy coupling.
To ensure compatibility with the NSCTNG2 models for this test case, the coupling factor
(3.113) of the CVD model is only activated if a minimum temperature difference of 100K
between the vibrational and the translational temperature is reached, see Section 3.7.4.2
iThe notation
∑
m means that the sum over all temperatures m = 1, . . . , NT with m 6= tr is taken.
iiThe notation
∑
α means that the sum over all species α = 1, . . . , NS is taken.
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Table 5.1.: Inflow conditions of the Klomfaß F1 test case.
Free-stream conditions:
u [m/s] p [Pa] T tr [K] T other [K]
4000 100 300 300
Post-shock conditions:
u [m/s] p [Pa] T tr [K] T other [K]
678 15420 7873 300
XN [−] XN2 [−] XO [−] XO2 [−] XNO [−]
0.0001 0.7667 0.0001 0.2330 0.0001
for details. The partition functions and the vibrational energy functions are calculated
in the same way as in the NSCTNG2 code. This includes a direct computation with the
bounded harmonic oscillator model (B.6)-(B.8). Analytically derived high temperature
limits (B.13)-(B.14) are used in cases where the temperature exceeds a maximum value
of Tmax = 10 ·θ(0)α . The finite-rate chemistry is computed with the Park 87 reaction rate
model.80 The original curve fits by Klomfaß are used for the equilibrium constants and
the calculation of the thermodynamic properties.
The results of the simulations for this configuration are plotted in Figure 5.18. The
temperatures are normalized with the post-shock translational temperature. The solu-
tion by Kumar121 is reproduced in the background and depicts the solution with thin,
black lines. Unfortunately, details on the implementation, the used model parame-
ters and the exact configuration are not available for this simulation. This is why the
computed solutions of the NSCTNG2 (symbols) solver and of QUADFLOW (dashed
lines) show some discrepancies compared to the solution by Kumar. The solutions from
NSCTNG2 and from QUADFLOW match exactly on a code level, as both codes are
based on exactly the same models. Density, velocity and pressure are plotted in Fig-
ure 5.19.
5.5.3. Air Model: Energy Exchange and Coupling Models
More detailed studies on the influence of the implemented thermal nonequilibrium mod-
els on the solution of the relaxation behind shock waves were published by Kumar80
and Klomfaß.71 In the following, only two exemplary combinations of nonequilibrium
models are presented. For these, the simulation of the Klomfaß F1 test case is repeated,
see Figure 5.20.
The first solution (symbols) uses the VD coupling by Park instead of the CVDV
model. A comparison of this configuration (VT.2, VV.1,VD.1.C including VD.1.E) with
the previous solution (VT.2, VV.1,VD.2.C including VD.2.E) in Figure 5.18 leads to the
conclusion that the influence of the VD coupling model is only of minor importance for
the current test case. Both models are similar in the respect that they do not rely on
a preferential dissociation of vibrationally more excited molecules. The impact of the
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Figure 5.18.: Relaxation of 5-species air behind a shock wave. Comparison of solution by Ku-
mar80 with computed results from QUADFLOW and NSCTNG2 for Klomfaß test case (VT.2,
VV.1,VD.2.C including VD.2.E).
Figure 5.19.: Relaxation of air behind a shock wave. Comparison of solution by Kumar80 with
computed results from QUADFLOW and NSCTNG2 for Klomfaß test case.
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recombination energy, U → ∞ in (3.116), is low, since major recombination reactions
are present in the vicinity of the shock wave. The modified temperatures (3.115) are in
the same order as the Park averaged temperature (3.110).
The second solution (lines) in Figure 5.20 is calculated with the Millikan and White
VT energy exchange model and the Candler VV energy exchange model in the version
by Knab (VT.1.MW including VT.1.P, VV.2.3,VD.1.C including VD.1.E). Especially
the Millikan and White VT energy exchange model leads to a major difference in the
relaxation of the nonequilibrium temperatures. The coupling between the translational
and the vibrational energy modes is much stronger, which leads to a faster relaxation
towards an equilibrium temperature. However, the overall impact on the chemical relax-
ation is small and diminishes at a distance between 0.01m and 0.1m behind the shock
wave.
5.5.4. Air Model: Temperature Models
The energy modes of the atoms and molecules in 5-species air may be combined in
different ways. This may lead to a different number of equilibrium temperatures Tm.
Details on possible combinations are discussed in Section 3.3.3.3. The impact of the
different combinations on the relaxation behind shock waves will be investigated in the
following.
The previous test case with the VD coupling by Park, the Millikan and White VT en-
ergy exchange model and the Candler VV energy exchange model (VT.1.MW including
VT.1.P, VV.2.3,VD.1.C including VD.1.E) is taken for comparison, see Figure 5.20. In
this and all previous test cases the usual multi-temperature model with four tempera-
tures is applied. This is indicated in Figure 3.1 by the temperature groups (k), (f), (g)
and (h).
The first variant consists of a total of three temperatures. The translational tempera-
ture (k) remains unchanged, while two of the three temperature groups (f), (g) and (h)
are combined into one temperature. This variant is purely of academic interest, as none
of these combinations may be physically justified. The results in Figures 5.21 and 5.22
indicate that the influence of the different temperature groups on the chemical relaxation
process is negligible. Even the impact on the relaxation of the translational temperature
is very low. The second variant in Figure 5.21 is a two-temperature model, which cap-
tures the translational temperature (k) and a single vibrational temperature (l). The
findings for this configuration are similar to the three-temperature models. Further in-
vestigations demonstrated that both combinations of a two-temperature model, either
temperatures (k) and (l) as discussed before, or temperatures (i) and (j), produce al-
most the same results. This finding is of importance for practical CFD simulations, as
there is no physical justification for the 5-species air model to yield preference for one
of these two combinations. The computational results demonstrated that this question
is rather of theoretical interest and not relevant for practical results.
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Figure 5.20.: Relaxation of 5-species air behind a shock wave. Comparison of Park, MW, Candler
(VT.1.MW including VT.1.P, VV.2.3,VD.1.C including VD.1.E) vs. Park, Klomfaß (VT.2,
VV.1,VD.1.C including VD.1.E).
Figure 5.21.: Relaxation of 5-species air behind a shock wave. Comparison of two-temperature
(lines) and three-temperature (symbols) model (O2).
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To reduce the computational effort of a thermal nonequilibrium computation, it is
advisable to keep the number of temperatures as low as possible. Though differences
in the thermal relaxation process are observed for different temperature models, the
translational relaxation and the chemical relaxation are comparable. These findings
support the conclusion drawn by Park,112 see Section 3.3.3.3, according to which a two-
temperature model is sufficient for the simulation of 5-species air. Kumar80 was more
timid in the interpretation of his findings from the comparison of a two-temperature
model and a multi-temperature model, but supported the conclusion by Park112 that
the additional stiffness introduced by more temperatures and the corresponding energy
transport equations is not outweighed by an increase in accuracy. Furthermore, two-
temperature models render the use of VV energy exchange models obsolete, which is
favorable given the large uncertainties112 and the high computational effort of such
models. Though a further reduction of the number of temperature would save additional
computation time, a comparison of the two-temperature model with a (one-temperature)
thermal equilibrium model leads to the conclusion that there is a stronger influence of
the vibrational temperature on the chemical composition and on the state variables of
the flow field, see Figure 5.23 for comparison. It is therefore recommended to use two-
temperature models for high-temperature simulations, as long as no accurate solution
in the direct vicinity of shock waves is needed.
5.5.5. Simulation of Air with Jachimowski Model
The implemented Jachimowski Air-H2 model as well as the Park CO2 model contain
the 5-species of the air model. In principle, these models are downward compatible and
may be used for the simulation of air. For the purpose of validation, this is illustrated
at the example of the Jachimowski model.
The previously discussed nonequilibrium relaxation is recomputed in thermal equilib-
rium. Instead of the high-temperature curve fits based on statistical thermodynamics,
the low-temperature curve fits generated form the JANAF tables are used. It shall be
noted here that the applied inflow translational temperature exceeds the tabulated max-
imum temperature of the Jachimowski model. The missing physical data is extrapolated
from the available data base. The same data sources are used for the air model and the
Jachimowski model. Different forward reaction rate constants are applied for both mod-
els, as the definition of the default reaction direction is not the same for both models.
The relaxation plots in Figure 5.23 verify that the same equilibrium state is approached
by both models. The relaxation path is qualitatively similar, even though some differ-
ences exist - especially for the translational temperature. This is caused by differences
in the reaction mechanism and the corresponding forward reaction rates.
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Figure 5.22.: Relaxation of 5-species air behind a shock wave. Comparison of three-temperature
models (N2, NO).
Figure 5.23.: Relaxation of air behind a shock wave. Comparison of thermal equilibrium air
model with Jachimowski model.
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6. Validation of the QUADFLOW solver
Major modules of the nonequilibrium branch of the QUADFLOW solver were validated
in the preceding chapter. This included a validation of the thermodynamic properties,
the transport properties and a detailed validation of the thermochemical nonequilibrium
models. In the current chapter, the combination and interaction of these modules in the
QUADFLOW solver is validated.
Stagnation point problems are characteristic applications in which high-temperature
effects occur. In the following, two stagnation point problems of nitrogen flow over a
generic cylinder will be investigated; a configuration by Sanderson121 in Section 6.1 and a
configuration by Hornung66 in Section 6.1.7. In addition to the purpose of validation, the
test configuration by Sanderson serves also as an example to address the grid adaptation
in the light of the overall solution process.
A suitable test cases for high-enthalpy flows with thermochemical nonequilibrium ef-
fects are nozzle flows, which are of utter interest for the design of propulsion systems
and experimental, hypersonic facilities. The supersonic nitrogen flow field in the diver-
gent part of a nozzle will be addressed in Section 6.3. This configuration is based on an
experimental test case by Gillespie and Sharma.47
6.1. Chemical and Thermochemical Nonequilibrium Flow
over a Cylinder (Sanderson)
In the following, a nitrogen flow around a cylinder with a radius of r = 0.0203 m is
simulated at M = 5.28 . This test case was originally designed by S.R. Sanderson for
the experimental investigation of shock wave interactions in hypersonic flows.121 The
experiments were conducted in the GALCIT T5 hypervelocity shock tunnel. For calibra-
tion purposes, a series of experiments considering flow fields without shock interactions
was carried out. Test case C with the highest enthalpy is investigated in the following.
This test case bears the highest flow field temperatures downstream of the bow shock
and therefore holds the strongest nonequilibrium effects.
Besides the experimental data provided by Sanderson, computational data by van
Keuk and Kumar are used for comparison. Van Keuk132 ran simulations with the code
developed by Candler et al.20,104 and used these results, as well as the experimental
data by Sanderson, to validate the DLR FLOWer chemical nonequilibrium code.78 The
results of both codes are available and used within this study. Kumar80 simulated this
test case with an earlier version of QUADFLOW using a subset of the 5-species air
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Figure 6.1.: Initial grid with aspect ratio AR = 40 on level L = 1.
model to compare with the aforementioned experimental and computational results. As
the applied models are similar to the current version of the nonequilibrium branch of the
QUADFLOW solver, the validation with the generalized implementation of the reaction
models increases confidence in the results. However, grid adaptation was not employed
by Kumar for the final computations, as the earlier QUADFLOW version could not
properly deal with the hanging nodes in the boundary layer for this particular test
case. Kumar illustrates this problem by comparison of the manually designed grid to an
adapted grid on a maximum refinement level of Lmax = 2.
All of the available computational results for this particular configuration consider
flows in chemical nonequilibrium only. Hence, in the following, emphasis will be placed
on chemical nonequilibrium flows.
6.1.1. Problem Setup
The considered cylinder with a radius of r = 0.0203 m is represented by adaptive one-
block B-Spline meshes. Two meshes with different aspect ratios are designed in order to
investigate any grid dependencies on the solution. Figure 6.1 gives an overview of the
flow problem and shows the mesh with the higher aspect ratio AR = 40 on refinement
level L = 1. This representation uses a total of 450 cells on level L = 0 and 1800
cells and L = 1, respectively. A logarithmic stretching function is applied in radial and
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circumferential direction to properly resolve all flow quantities in the viscous boundary
layer and on the stagnation line. The maximum aspect ratio AR = 40 is measured at
the stagnation point. A second mesh with a lower aspect ratio of AR = 17 is designed
by using a lower stretching in radial direction. To reduce computational costs, only the
upper half of the cylinder is simulated.
A symmetric boundary condition is imposed on the lower edge, representing the stag-
nation line. The isothermal non-catalytic wall is assumed at the circular edge on the
right side. The elliptic edge on the left serves as a supersonic inflow. A supersonic
outflow boundary condition is imposed on the edge on the upper right.
Table 6.1.: Inflow conditions.
M∞ [−] ρ∞ [kg/m3] T∞ [K] Twall [K]
5.28 0.0157 2326.45 500
XN [−] XN2 [−]
0.0511 0.9489
The inflow conditions are given in
Table 6.1. All the data were provided
by Sanderson except for the wall tem-
perature assumption. In the experi-
ments conducted by Sanderson, uni-
form flow conditions were maintained
for 1.25ms in the test section. The wall was not heated and may therefore be assumed
to be at room temperature. However, as there is no information available in how far
the wall was allowed to cool down between the test runs, van Keuk131 assumed a wall
temperature of Twall = 500 K in his simulations. This estimate is also used within the
current study.
To avoid carbuncles and oscillations on the stagnation line, the inviscid fluxes are
computed using the AUSM scheme. The Green-Gauss reconstruction is applied. The
Stanton number distribution (A.3) is computed with a first order approximation of the
temperature gradient. A fully coupled implicit time integration with local CFL number
is selected to advance the steady-state solution in artificial time.
Blottner’s viscosity model (3.37) is used to compute the species’ viscosities. Wilke’s
semi-empirical mixing rule is then applied to determine the viscosity of the whole gas
mixture. The conductivities of the single species are calculated with the Eucken correc-
tion for polyatomic molecules (3.56). Wilke’s mixing rule is also applied here, in order
to obtain the conductivity of the whole gas mixture. A single diffusion coefficient based
on the Lewis number Le = 1.0 is taken to compute the mass diffusion.
The current study uses a 2-species nitrogen model consisting of molecular and atomic
nitrogen. The forward reaction rates are determined with the Park 8798 reaction model.
The simulations in thermochemical nonequilibrium employed the vibrational-translational
energy exchange model by Millikan and White combined with the correction by Park
(VT.1.MW including VT.1.P). The vibration-dissociation coupling is realized with the
Park average temperature model (VD.1.C including VD.1.E). Both, dissociation and
exchange reactions are considered in the coupling of the finite-rate chemistry model
to the vibrational energy. The energy groupings (k) and (f), compare Figure 3.1, are
considered as applicable for the two species nitrogen model.
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Table 6.2.: Number of cells. Comparison of productive runs and convergence study.
theoretical AR = 40 AR = 17
grid level maximum prod. run conv. study prod. run conv. study
(L = 0) (450) (450) (450) (450) (450)
L = 1 (1, 800) (1, 800) (1, 800) (1, 800) (1, 800)
L = 2 7, 200 6, 363 (7, 200) 5, 940 (7, 200)
L = 3 28, 800 23, 826 23, 358 22, 203 21, 804
L = 4 115, 200 60, 009 75, 699 52, 482 73, 137
L = 5 460, 800 159, 510 141, 570
L = 6 1, 843, 200 235, 035 205, 563
L = 7 7, 372, 800 247, 740 247, 161
6.1.2. Grid Convergence and Grid Adaptation
A conservative grid adaptation strategy with six grid adaptations is applied to test for
grid convergence. The grid adaptation process considers all conservative flow quantities
but not the transported quantities. A threshold value of  = 10−3 and a drop residual
of RES = 10−4 is applied. This warrants proper capturing of all significant flow field
features during the adaptation process. The residual on the final grid is RES = 10−6.
For the convergence study, cautious settings for the maximum CFL numbers in the
range of 20.0 to 30.0 are applied. Table 6.2 shows the development of the number of
cells within the adaptation process. Manually set uniform refinements are denoted in
brackets. The rate of increase of the number of cells declines significantly between level
L = 6 and L = 7. This indicates grid convergence by means of the threshold value
for the grid adaptation. The adapted grid with aspect ratio AR = 40 is depicted in
Figure 6.2.
Figure 6.3 shows a comparison of the density isolines of both meshes with different
aspect ratios on level L = 4 and level L = 7, respectively. This demonstrates that full
grid convergence is reached within the flow field on level L = 4 after only three grid
adaptations. Due to the nature of the shock wave as a discontinuity, the shock front
itself does never fully reach grid convergence. The shock wave constantly occupies 3
cells in radial direction on all grid levels, regardless of the actual cell sizes.
Figure 6.11 illustrates that the grid adaptation from level L = 4 to level L = 7 leads
only to smaller changes in the Stanton number distribution in case of the mesh with the
lower aspect ratio AR = 17. Theses differences are negligible for the grid with AR = 40
due to the finer mesh in the boundary layer and therefore not illustrated here. The cell
height, i.e., the size in radial direction, of the mesh with aspect ratio AR = 40 on level
L = 4 is roughly twice the height as for the mesh with AR = 17 on level L = 7. The
differences between both aspect ratio grids are small even though the cell size is doubled.
This indicates grid convergence.
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Figure 6.2.: Adapted grid with aspect ratio AR = 40 on level L = 7.
Figure 6.3.: Density isolines. Comparison of different grids and adaptation levels.
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Figure 6.4.: Density residual vs. number of iterations.
6.1.3. Efficient Solution Strategy
As a conclusion of the grid convergence study, three grid adaptations are found to be
sufficient to adequately resolve all flow field properties. To demonstrate the efficiency
of the QUADFLOW flow solver, the multiscale-based grid adaptation strategy was par-
ticularly adjusted to quickly produce a proper solution after three grid adaptations on
level L = 4. This included the selection of the optimal final residual on each level and
the corresponding maximum CFL number.
Table 6.3.: Final residual on each level and corresponding
maximum CFL number for productive runs.
AR = 40 AR = 17
grid level final RES max. CFL max. CFL
L = 1 10−1 20.0 20.0
L = 2 10−1 40.0 40.0
L = 3 10−2 300.0 300.0
L = 4 10−2 200.0 300.0
Figure 6.4 depicts the den-
sity residual over the num-
ber of iterations. The cor-
responding maximum CFL
numbers are listed in Table
6.3. A minimum CFL num-
ber of 0.4 and a value of k =
1.02 was applied in the CFL
number evolution (4.40). In
Figure 6.4, the adaptation process can be clearly identified by a sudden increase of the
residual. The figure illustrates that the convergence speed of the grid with higher aspect
ratio is slower than for the grid with lower aspect ratio. At a given CFL number, a
smaller cell size leads to a smaller time step. In addition, this demonstrates the influ-
ence of the flow field solution within the boundary layer on the overall solution process.
In case of the grid with lower aspect ratio, less than 1, 400 iterations are required to
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Figure 6.5.: Mach number isolines. Comparison of QUADFLOW solution with FLOWer solution
by van Keuk.131
simulate the current test case. Less than 400 iterations are carried out on the finest
grid, which is computationally most expensive. Even early adaptations after dropping
the residual for only about one order of magnitude provide sufficient data for the grid
adaptation process.
Table 6.3 indicates that grids with weaker stretching allow higher maximum CFL
numbers. In addition, higher CFL numbers may be used on finer grids which leads to a
fast convergence and high computational efficiency. Generally speaking, the limitations
of the CFL number are mostly due to the use of the AUSM scheme for the computation
of the inviscid fluxes in combination with strong nonequilibrium effects triggered by the
bow shock and the strong temperature drop in the boundary layer. For other upwind
methods such as van Leer, a significantly higher CFL number may be chosen. However,
these schemes are prone to oscillations, especially with respect to the sensitive wall
quantities, and may produce carbuncle phenomena.
6.1.4. Flow Field
In Figure 6.5, the solution computed by van Keuk using the FLOWer code is compared
to the current solution. Concerning the overall resolution, it should be noted that the
FLOWer solution with 7, 021 cells corresponds approximately to level L = 2 of the
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FLOWer / Candler
AR40, L=4
Figure 6.6.: Density isolines and Stanton number distribution. Original image by van Keuk132
with overlay of QUADFLOW solution (blue).
QUADFLOW solution with 5, 940 cells. This is why the FLOWer solution is smeared
out, whereas the grid converged solution of the QUADFLOW solver gives sharper and
more accurate results.
Figure 6.6 shows the density isolines of the flow field and the Stanton number distri-
bution at the wall. It was originally plotted by van Keuk132 and used to compare the
solution of the FLOWer code (lower half) with the results of the Candler code (upper
half). For the current validation, the QUADFLOW solution is added. The shock stand-
off distance as well as the general shape of the bow shock agrees well between all three
codes. The differences within the flow field are reasonable, especially when considering
the differences in the meshing. Besides, the figure demonstrates that the QUADFLOW
solution agrees well with the other results.
Figure 6.7 shows the temperature distribution throughout the flow field. The highest
temperature is reached right after the shock. Due to the cool wall, a strong temperature
gradient is present within the boundary layer. The temperature boundary layer as
well as the velocity distribution within the boundary layer is depicted as close-ups in
Figure 6.7. A more detailed analysis of the flow field temperatures reveals that the
temperature range of the mesh with aspect ratio AR = 40 is slightly higher (TAR40 =
608 K . . . 11, 701 K) than the temperature range of the mesh with lower aspect ratio
(TAR17 = 750 K . . . 11, 557 K). The finer meshing in radial direction in the vicinity of
the bow shock leads to an improved resolution.
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Figure 6.7.: Temperature distribution. Grid with aspect ratio AR = 17 on level L = 4.
Figure 6.8.: Isolines of N2 mass fractions. Original image by Kumar80 with overlay of solution
on grid with AR = 17.
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The high temperatures within the flow field trigger strong chemical reactions. Figure
6.8 displays the isolines of the N2 mass fractions. The figure was originally created by
Kumar80 in order to compare his solution with the solution of the FLOWer code provided
by van Keuk. The modified figure shows the solution of the mesh with aspect ratio AR =
17 plotted on top. The similarity between the current solution and the former solution
provided by Kumar can be clearly seen. The solution by van Keuk computed with
FLOWer reveals qualitatively the same flow characteristics, but shows quantitatively
stronger reactions. These differences are probably the result of different models for the
equilibrium constants. Considering the overall uncertainties in the physical modeling of
chemical nonequilibrium effects, all codes show a satisfying agreement.
6.1.5. Stagnation Line
Figure 6.9 shows the density and pressure distribution on the stagnation line. For
easier handling, both quantities are normalized with their inflow values. As discussed
previously, the resolution of van Keuk’s mesh is much coarser in the vicinity of the bow
shock than the mesh currently in use. This and the higher dissipation of the FLOWer
code explains why the shock is much better resolved in the current solution. The cold
wall cools the boundary layer and its surrounding flow field. The gradual temperature
decrease leads to an increase in density which can be clearly identified.
The high temperature downstream of the bow shock leads to significant nonequilibrium
effects, see Figure 6.10. The strongest dissociation reactions of molecular nitrogen are
triggered right after the bow shock. The sudden increase of atomic nitrogen binds a
huge amount of enthalpy of formation and leads in turn to a drop of temperature. The
reaction process abates gradually until a state close to equilibrium is reached. In the
vicinity of the wall, the temperature drop caused by the cold wall is predominant. This is
why the direction of the chemical reactions is reversed and the concentration of molecular
nitrogen increases strongly.
6.1.6. Wall Quantities
The Stanton number distribution in case of the grid with aspect ratio AR = 40 is
depicted in Figure 6.6. To ease handling, the Stanton number is normalized by the the-
oretical value for stagnation point flows according to Fay and Riddell42 StFay&Riddell =
0.0167. Figure 6.6 shows that the Stanton number distribution agrees well with the
solution of the Candler code. At the stagnation point, the theoretical value according
to Fay and Riddell is only slightly underpredicted. The solution of the FLOWer code is
significantly higher.
The graph in the background of Figure 6.11 was plotted by Kumar80 to compare his
QUADFLOW results with the experimental data provided by Sanderson. The figure
was modified by adding the current solutions. The red line represents the same Stanton
number distribution as in Figure 6.6. Except for the region close to the stagnation
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Figure 6.9.: Normalized density and pressure distribution on the stagnation line for thermal
equilibrium (blue) and thermal nonequilibrium (red). Comparison with the FLOWer solution
(black) by van Keuk.131
Figure 6.10.: Mass fractions of atomic and molecular nitrogen on the stagnation line. Comparison
with the FLOWer solution (van Keuk131).
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Figure 6.11.: Normalized Stanton number distribution. Comparison of experimental data and
computations by Kumar80 with the present simulation in thermal equilibrium (left side) and
thermal nonequilibrium (right side). Original image by Kumar.80
point, the solution on level L = 7 matches the Stanton number distribution computed
by Kumar. In the stagnation point, Kumar’s solution copes with a carbuncle effect due
to the use of the Roe Riemann solver. This effect is of minor importance for the AUSM
scheme currently in use, so that the theoretical value by Fay and Riddell is perfectly
met.
Figure 6.12 shows the wall distribution of the pressure coefficient. The original figure
was created by Kumar to compare the solution of the pressure coefficient on different re-
finement levels. In the modified figure, the solution of van Keuk and the present solution
are added. The current solution agrees well with the solution computed by Kumar. The
solution provided by van Keuk deviates most in the stagnation point. This is probably
due to the different modeling of the reaction mechanism. The flow composition and the
resulting flow field temperatures affect all other flow quantities. This explains why the
deviation is strongest in the stagnation point. Here, the temperature rise across the
shock is strongest which leads to the strongest high-temperature effects downstream of
the shock. In the outer region of the cylinder, the influence of the weak oblique shock
wave and the resulting high-temperature effects are significantly lower. In general, the
pressure coefficient is less sensitive to grid convergence than the Stanton number.
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Figure 6.12.: Pressure coefficient at the wall. Comparison of the solutions by Kumar80 and van
Keuk131,132 with the present computation. Original image by Kumar.80
6.1.7. Comparison of Chemical and Thermochemical Nonequilibrium
As no published data of thermochemical nonequilibrium simulations are available for
comparison for the present test case, the thermochemical nonequilibrium solutions are
only compared to the chemical nonequilibrium solutions. It is found that the simula-
tion in thermochemical nonequilibrium requires a higher grid resolution to reach grid
convergence as compared to the chemical nonequilibrium solution. This is due to the
fast vibrational exchange and relaxation processes which need to be properly resolved.
Except for the additional nonequilibrium models, the simulations are run with the same
configuration as the previously discussed simulations for the convergence study. The
solution on level L = 6 is found to deliver grid converged solutions of the flow field as
well as of the wall quantities.
Figure 6.9 shows the pressure and density distribution on the stagnation line in com-
parison to the chemical nonequilibrium solution. In thermal nonequilibrium, the bow
shock is located further downstream, close to the end of the shock layer of the FLOWer
solution. The smaller shock distance comes along with a higher jump in the pres-
sure. Surprisingly, the magnitude of the pressure distribution agrees very well with the
FLOWer solution in chemical nonequilibrium.
The temperature distributions on the stagnation line for chemical nonequilibrium and
thermal nonequilibrium are plotted in Figure 6.13. A comparison of both results confirms
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Figure 6.13.: Normalized temperatures on the stagnation line for thermal equilibrium (CNE)
and thermal nonequilibrium (CTNE). Grid with aspect ratio AR = 40 on level L = 6.
Figure 6.14.: N2 mass fractions (color flood) and TN2 isolines (black). Grid with aspect ratio
AR = 40 on level L = 6.
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the previous finding for the lower aspect ratio grid that the bow shock is located further
downstream and is more intense in case of the simulation in thermal nonequilibrium.
The vibrational and the translational temperature are strongly coupled in the present
test case and show very similar distributions, even though the peak of the vibrational
temperature is lower than for the translational temperature. This effect is caused by the
drain of vibrational energy through dissociation reactions. The interaction between the
chemical reactions and the vibrational temperature is illustrated in Figure 6.14.
The Stanton number distribution as the most sensitive quantity is plotted in Figure
6.11. The application of the thermal nonequilibrium models leads to higher temperatures
in the boundary layer which in turn result into a higher heat flux into the wall.
6.2. Thermochemical Nonequilibrium Flow over a Cylinder
(Hornung)
Kumar121 simulated a generic experimental test case by Hornung66 in the course of
the validation process of an earlier version of the thermal nonequilibrium branch of the
QUADFLOW solver. This test case is similar to the previously discussed test case,
except that here a cylinder with a radius of 0.0127 m is investigated. Even though
Kumar did not reach grid convergence within the flow field, he identified that the shock
stand-off distance was sufficiently resolved and published results of the quantities on the
stagnation line. In the following, the results on the stagnation line are briefly compared
to the results of the current thermochemical nonequilibrium branch of the QUADFLOW
solver.
6.2.1. Problem Setup
Table 6.4.: Inflow conditions.
V∞ [m/s] ρ∞ [kg/m3] T∞ [K] Twall [K]
5,594 0.00498 1,833 300
XN [−] XN2 [−]
0.073 0.927
The upper half of the cylinder is sim-
ulated with an adaptive one-block B-
Spline mesh with logarithmic stretch-
ing in radial direction. The initial
grid with a total of 200 cells on level
L = 1 is adapted six times after reach-
ing a residual of RES = 10−3. On the final grid with 77, 012 cells, the iteration process
is stopped at a normalized density residual of RES = 10−4. The boundary conditions
are the same as for the previously discussed test case. The same isothermal wall tem-
perature is imposed on both temperatures of the two-temperature nitrogen model. The
inflow conditions are listed in Table 6.4. The gas mixture conductivity is based on a
constant Prandtl number, Pr = 0.7, the diffusion coefficient is based on a constant Lewis
number, Le = 1.0. Sutherland’s law is used to define the gas mixture viscosity. The
Park 85 reaction rate model is used in combination with the Park average temperature
model (VD.1.C including VD.1.E). The Millikan and White model is applied in combi-
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Figure 6.15.: Normalized density and mass fractions of atomic nitrogen on the stagnation line.
Original image by Kumar80 (black lines) with overlay of current solution (colored lines).
Figure 6.16.: Temperatures on the stagnation line. Original image by Kumar80 (black lines)
with overlay of current solution (colored lines).
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nation with the correction by Park (VT.1.MW including VT.1.P). The energy groupings
(k) and (f), compare Figure 3.1, are considered as far as applicable for the two species
nitrogen model.
6.2.2. Comparison of Results
Figures 6.15 and 6.16 compare the distribution of the stagnation line quantities of the
current solution with the previous results published by Kumar.80 The quantitative and
qualitative characteristics of the former solution are well reproduced, though it is evident
that the resolution of the present solution has significantly improved. Kumar used only
two grid adaptations with a maximum of 13, 000 cells for the computations. The bow
shock can be identified by a sharp discontinuity in the distribution of the density and
the temperatures. The translational temperature shows a distinct peak value instead
of a plateau which is triggered by a more accurate simulation of the vibrational energy
exchange in the vicinity of the shock wave. Considering the different grid resolutions, the
shock stand-off distance is captured well by both solutions. The increased grid resolution
leads to a thinner boundary layer in the present simulation, which especially affects the
distribution of the atomic nitrogen mass fractions close to the wall.
6.3. Nozzle Flow
The expanding flow in a planar divergent nozzle is a pertinent test case for thermochem-
ical nonequilibrium flows. The vibrational-translational temperature exchange slows
down during the flow expansion and the vibrational temperature becomes frozen at a
certain location. In the following an experimental test case of Gillespie and Sharma47 is
simulated to validate the nitrogen thermochemistry model in the QUADFLOW solver.
Excerpts of this work were previously published as a preprint of this thesis by Windisch,
Reinartz and Müller137 and presented at the 18th AIAA/3AF International Space Planes
and Hypersonic Systems and Technologies Conference.
6.3.1. Problem Setup
In the experiment by Gillespie and Sharma47 a total temperature of T0 = 2, 800K and
a total pressure of p0 = 102 atm was applied. Pure nitrogen with a vitiation of less then
10 ppm was used in this case. The geometry is defined by
A
A∗ = 1 +
( x
2.54 cm
)2
, (6.1)
where A∗ is the narrowest cross-section with sonic flow conditions. In the present simu-
lation, only the divergent part of the nozzle is computed, assuming a supersonic inflow
boundary condition at a Mach number slightly above M = 1 right next to the sonic
point. Thermal equilibrium is assumed at the inflow boundary. An isothermal wall at
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Figure 6.17.: Initial grid on level L = 1.
the recovery temperature of Trec = 2, 743.12 K is assumed. The problem is symmetric
and only half the planar nozzle is simulated. The initial grid on level L = 1 consists of
1, 600 cells and is depicted in Figure 6.17. The grid is constructed in such a way that
the intersections of the grid lines are perpendicular at the boundary edges of the flow
domain and almost perpendicular throughout the remainder of the flow field. A loga-
rithmic stretching function is imposed towards the wall and the narrowest cross-section.
The cell next to the sonic point on the symmetry line is quadratic in shape. A target
residual of RES = 10−4 is applied to trigger grid adaptation. A total of five adaptations
is carried out. On the final grid Lmax = 6, the iteration process is stopped after reaching
a normalized density residual of RES = 10−6.
A Green-Gauss reconstruction in combination with a limiter freezing is applied. The
van Leer upwind method is used in combination with the Venkatakrishnan flux limiter.
The viscosity is computed via Sutherland’s law. A constant Prandtl number Pr = 0.7
and a constant Lewis number Le = 1.0 are applied for the computation of the thermal
conductivities and the diffusion coefficient, respectively. The Park 85 reaction model in
combination with the Park average temperature model for the vibration-dissociation cou-
pling is applied. All reactions are considered in the vibrational energy coupling (VD.1.C
including VD.1.E). The vibrational-translational energy exchange is realized with the
Klomfaß Curve Fit model. The energy groupings (k) and (f), compare Figure 3.1, are
considered as far as applicable for the two species nitrogen model.
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Figure 6.18.: Adapted grid on level L = 6.
6.3.2. Results
The adaptation process leads to a final grid of approx. 69, 000 cells on level L = 6, which
is depicted in Figure 6.18. While the boundary layer and the area close to the narrowest
cross-section require a high resolution due to stronger nonequilibrium processes, most
interior parts of the computational domain are kept quite coarse by the grid adaptation.
The adapted grid captures all flow field features and results in a saving of approximately
95 percent compared to a uniformly refined grid on the same level. Even though this
is not a fair comparison to a manually designed grid with less and more thoroughly
located cells, it still demonstrates the large potential of the grid adaptation mechanism
for nonequilibrium flows.
Figure 6.19 shows a comparison of the Mach number isolines of the computation with
the experimental and computational solution by Gillespie and Sharma.47 The general
behavior of the flow field is captured by the current simulation. A comparison of the
translational and vibrational temperatures with the experimental and computational
results by Gillespie and Sharma47 is shown in Figure 6.20. The qualitative effect of a
freezing vibrational temperature can be clearly seen. The differences in the absolute
value of the vibrational temperature to the computational solution by Gillespie and
Sharma are probably due to a different model for the vibration-translation coupling. In
addition, the current simulation is restricted on the divergent part of the nozzle. The
inflow boundary starts right after the sonic point of the nozzle. Uncertainties exist in
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Figure 6.19.: Comparison of the Mach isolines of the present solution (colored) with the original
solution by Gillespie and Sharma47 showing experimental fringes (top) and a computational
solution (bottom) of the flow field. Original image by Gillespie and Sharma.47
Figure 6.20.: Comparison of translational and vibrational temperature on the symmetry line of
the present solution (colored lines) with the original solution by Gillespie and Sharma47 showing
the experimental (symbols) and a computational solution (black lines).47 Original image by
Gillespie and Sharma.47
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the proper determination of the inflow conditions, especially with respect to the thermal
equilibrium assumption and the lack of an established boundary layer.
The present configuration concludes the validation of the extended thermochemical
nonequilibrium flow solver, which can now be applied to engineering problems in the
following chapters.
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7. Cooling Gas Injection
In the following, a cooling gas injection of various coolants into a supersonic lami-
nar boundary layer is investigated. This test case demonstrates the abilities of the
QUADFLOW solver for frozen flows at lower temperatures. The grid adaptation con-
cept facilitates the meshing, as no a-priori knowledge of the cooling layer is required.
The applied grid stretching function gradually leads to a stronger stretching with an
increasing number of adaptations. This facilitates the convergence process at lower lev-
els whilst the boundary layer quantities are fully captured at higher grid levels. For
the present simulations, an experimental test case was selected in collaboration with
Hombsch and Olivier65 who conducted the experiments at the Shock Wave Laboratory
of RWTH Aachen University.
The cooling gas injection of air into air modeled as an ideal gas was previously simu-
lated with the QUADFLOW solver by Gotzen et al.34 In the present work, the influence
of different coolants is analyzed to provide deeper insight into the effect of the coolant
on the flow field and the wall heat fluxes. The test gas for the main flow is air. Vari-
ous coolants at ambient temperature are injected into the boundary layer. The effects
of these coolants on the wall heat fluxes and the corresponding cooling efficiencies are
measured. Excerpts of this work were previously published as a preprint of this thesis by
Windisch, Reinartz and Müller138 and presented at the 50th AIAA Aerospace Sciences
Meeting.
Section 7.1 familiarizes the reader with the concepts for the theoretical analysis of
cooling gas injections. In Section 7.2, the nonequilibrium branch of the QUADFLOW
solver is validated for boundary layer flows by comparison to theoretical solutions and to
simulation results for ideal gases. Details on the experimental and computational setup
of the cooling gas injection are subject to Sections 7.3 and 7.4, respectively, followed by
a discussion of the simulation results in Section 7.5.
7.1. Theoretical Description of the Cooling Gas Injection
Theoretical analyses of cooling gas injections are published by Heufer et al.60,59 and
Hombsch and Olivier.65 A brief summary is given in the following.
Film cooling is based on the direct injection of a coolant into a boundary layer. The hot
gas in the boundary layer is displaced and a protective layer with lower temperature is
formed on the surface of the cooled structure. As the complete boundary layer becomes
thicker, the temperature and velocity gradients at the wall are getting smaller. In
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addition, the low temperature of the gas close to the wall leads to a lower viscosity and
thermal conductivity. Both effects lead to a significant reduction of the resulting wall
heat flux and skin friction.60
The cooling efficiency can be intensified by using coolants with favorable properties,
such as a low viscosity, a low thermal conductivity and a high specific heat capacity. A
low molar mass, i.e., a low density of the coolant, will result in a thicker protective layer
and lead to smaller gradients at the wall.
In the following, it will be assumed that the coolant is injected through a slot on the
surface. The length of the slot is assumed to be long enough, so that three-dimensional
effects may be neglected. With increasing distance from the opening, the coolant is
accelerated and heated. Gradients between the layer of the injected coolant and the
main flow field will disappear. At some distance downstream of the injection slot, the
coolant will be completely absorbed and the boundary layer profile will approach the
undisturbed one.
The flow field of the cooling gas injection may be described by certain dimensionless
parameters. The blowing ratio F is defined as the mass flow ratio of the cooling gas and
the corresponding freestream value at the boundary layer edge.
F =
ρcuc
ρ∞u∞
(7.1)
This ratio expresses the amount of mass which is locally injected into the flow field. Due
to the large freestream velocity u∞ in supersonic flows, the influence of the momentum
ratio
M =
ρcu
2
c
ρ∞u2∞
= F
uc
u∞
(7.2)
may usually be neglected.
The cooling efficiency η is widely used to compare the efficiency of different coolants
and cooling methods. It may be defined as
η =
Taw,nc − Taw,c
Taw,nc − Tc,0
(?)≈ 1− q˙c
q˙nc
= 1− Stc
Stnc
(7.3)
where Taw,nc is the adiabatic wall temperature without cooling, Taw,c is the adiabatic
wall temperature with cooling and Tc,0 is the reservoir temperature. The cooling effi-
ciency describes in every point along the cooled wall the ratio of the actual temperature
difference to the theoretically possible temperature difference. The approximation (?)
is frequently used for experiments in super- and hypersonic test facilities.60,65,49,64 It is
assumed that the reservoir temperature is equal to the wall temperature and that the
heat flux throughout the whole boundary layer is predominantly influenced by the gas
properties of the main flow.
The cooling efficiency η depends on various flow quantities, which were correlated by
120
Heufer et al.60 to an empirically justified non-dimensional factor
ξ =
√
x
xref
1
Re∞
x¯ C?
1
Fs
(7.4)
which holds for laminar film cooling on a generic flat plate. The effective slot width is
denoted by s. The slot position xslot is incorporated via an empirical correlation used to
calculate the reference length xref = x1.16slot . The position x is measured from the plate’s
front, whereas x¯ describes the distance from the injection slot. The Chapman-Rubesin
factor
C? =
√
ρ?µ?/ρ∞µ∞ (7.5)
describes the thermal viscous effects in the compressible boundary layer and is calculated
using the reference temperature T ? = 0.28 T∞ + 0.72 Tr, where Tr denotes the recovery
temperature.
Hombsch and Olivier65 consider the influence of different coolants by replacing the
correlation factor ξ with the new factor ξ?.
ξ? = ξ
Dˆair−coolant
Dˆair−air
ρc
ρ∞
µ∞
µc
(7.6)
The influence of the binary diffusion on the mixing process between the coolant and the
main flow compared to the self-diffusion within the main flow is described by the ratio
of the binary diffusion coefficients Dˆair−coolant/Dˆair−air. Air is modeled here as a single
species using a combined Lennard-Jones potential.8 Another parameter which influences
the mixing process and the shape of the boundary layer is the dynamic viscosity µ. A
lower density of the coolant, which is proportional to the coolant’s molar weight ρ ∼M ,
leads to an increased thickness of the cooling layer.
7.2. Validation of Boundary Layer Flows
Prior to the investigation of the cooling gas injection, the non-ideal gas branch of the
QUADFLOW solver is validated for pure boundary layer flows over a generic test plate.
The inflow conditions and the flat plate dimensions are selected from a test case inves-
tigated by Gotzen et al.34 The stagnation enthalpy is low and no chemical reactions
are expected. Analytical self-similar solutions of the velocity and temperature boundary
layer profile at discrete locations as well as a Stanton number distribution over the whole
flat plate will be used for comparison.
7.2.1. Computational Setup
The flat plate with a length of 0.2 m is represented by an adaptive three block B-spline
mesh. The initial mesh with a total of 3,960 cells is illustrated in Figure 7.1. The first
block at the lower left (0.01×0.005m, 28×10 cells, green) covers the area in front of the
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Table 7.1.: Inflow conditions.
Air Model
M∞ [−] ρ∞ [kg/m3] T∞ [K] Twall [K]
2.6 0.0981 488 293
XN [−] XN2 [−] XO [−] XO2 [−] XNO [−]
0.001 0.747 0.001 0.25 0.001
Nitrogen Model
XN [−] XN2 [−]
1E-10 1.0 - 1E-10
plate and is required to account for the Mach wave emanating at the leading edge. The
flat plate is represented by the second block on the lower right (0.2× 0.005 m, 240× 10
cells, red). A logarithmic stretching function is imposed in both dimensions on the lower
blocks to achieve a low cell height directly at the wall combined with a low aspect ratio
at the plate tip. A third block (0.21× 0.145 m, 40× 32 cells, blue) with an isotropic cell
distribution is attached at the top of the lower blocks. This block is required to capture
the Mach wave and to impose the far-field boundary conditions. As this area is of minor
interest in the current study, this part of the grid is kept quite coarse.
A symmetric boundary condition is imposed on the lower edge of the first block. Su-
personic inflow and supersonic outflow conditions are applied at the far-field boundaries.
Table 7.1 lists the inflow conditions for the air model, for the nitrogen model and for
the ideal gas solution. The isothermal wall is non-catalytic.
All simulations are carried out using an adaptive strategy. After reaching a normalized
density residual ofRES = 10−4, a grid adaptation is carried out based on all conservative
quantities except for the species densities. On the initial grid, the convergence speed
was found to be quite poor after reaching a residual in the order of RES = 10−1.
To avoid wasting computational time on the coarsest grid level, adaptation is initiated
after reaching a residual of RES = 2 · 10−1. A threshold value of  = 10−3 is used
in the grid adaptation to identify regions with strong changes of the conservative flow
quantities. At the wall, adaptation is enforced within a layer of five cells to ensure a high
resolution within the boundary layer and to avoid glitches of the wall flow quantities
due to hanging nodes. The maximum refinement level is increased consecutively with
each grid adaptation. The CFL number is increased in each time step up to a value of
CFLmax = 10
3 beginning with CFLmin = 0.4.
Green-Gauss reconstruction is used and the inviscid fluxes are computed with the
approximate Riemann solver by Liu and Vinokur. All temperature gradients are first
order approximated. The diffusion coefficient D is given by assuming a constant Lewis
number of Le = 1.2. The thermal conductivity is calculated using a constant Prandtl
number, Pr = 0.72. Sutherland’s law is used to determine the gas mixture viscosity. No
finite-rate chemistry model is needed as only lower temperatures are expected. However,
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for validation purposes, the simulations are still carried out in chemical nonequilibrium
using the Park 85 reaction rate model. Along with the expected low temperatures,
molecular components will be predominant throughout the flow field and the overall
reaction rates will be moderate. This is especially true for nitrogen with its high dis-
sociation temperature. Hence, for the nitrogen model, the incoming flow was chosen to
consist almost completely of molecular nitrogen. A frozen gas mixture is considered in
addition to the finite-rate chemistry model.
7.2.2. Results and Discussion
Grid Adaptation and Convergence The logarithmic stretching of the two lower blocks
supported by the grid adaptation leads to a high resolution of the flow field close to the
wall. Hence, it is found that as few as two grid adaptations, which will lead to a total
number of approx. 45, 000 cells, are sufficient to completely resolve the boundary layer.
Grid convergence is tested for with an additional grid adaptation.
As the amount of energy required for the dissociation of molecular nitrogen is quite
high, there are almost no notable dissociations throughout the flow field. The few
chemical reactions are triggered by a slight increase in temperature and small deviations
of the inflow conditions from the equilibrium state. Nevertheless, the additional stiffness
of the chemical source term is noticeable. This is confirmed in Figure 7.2 which shows the
residual of simulations with activated finite-rate chemistry. In each iteration cycle, the
convergence paths of the different models will fork at higher residuals and merge again
at a lower residual. When deactivating the finite-rate chemistry models, the convergence
paths of all models are exactly the same and the plot reduces to a single curve.
Boundary Layer Figure 7.3 confirms that the same velocity and temperature boundary
layer profiles are produced by the nitrogen model, the ideal gas model as defined in Sec-
tion 3.3.1 and the self-similar boundary layer theory. The Stanton number distribution
(A.3) is depicted in Figure 7.4. The self-similar130 solutions of the velocity and tem-
perature boundary layer profiles and of the Stanton number distribution are computed
using a shooting technique approach.4
General Findings During the course of the validation process, it was observed that
the solution quality is strongly affected by certain aspects of the simulation. Especially
the selected upwind method seems to have a major influence on the results. Liu and
Vinokur and the AUSMDV schemes are producing highly accurate results at the expense
of a higher computational time caused by restrictions on the maximum CFL number.
Furthermore, the Stanton number is especially sensitive to the grid stretching and the
resulting cell height at the wall, see also Bosco.10
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Figure 7.1.: Initial grid and computational domain.
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Figure 7.2.: Density residual vs. number of iterations.
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Figure 7.4.: Stanton number distribution.
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7.3. Experimental Test Case
The influence of various coolants (air, argon, helium, sulfur(VI)fluoride and carbon diox-
ide), injected into the supersonic laminar boundary layer over a generic flat plate, was
investigated in experiments by Hombsch and Olivier.65 The experiments were conducted
in the shock tunnel TH2 at RWTH Aachen University.107 To lower the original Mach
number of M = 8.3, the flat plate of width 350mm and length 250mm was mounted on
a wedge with an inclination of 30◦ with respect to the main flow. The generated oblique
shock wave leads to a compression and redirects the flow to be parallel to the surface of
the plate. In the numerical simulation, only the flat plate is simulated. The flow condi-
tions behind the oblique shock wave are used as the inflow conditions in the numerical
simulation. This leads to unit Reynolds numbers of Re ≈ 4.1 × 106 1/m. These data
are based on measured correlations for the used low enthalpy condition of the shock
tunnel. Inhomogeneities of the flow field throughout the test section are neglected. The
injection slot with an effective width of s = 0.5 mm is located 107 mm downstream of
the leading edge. The coolant is injected at an angle of 45◦. The size of the injection
slot in cross-direction is 120 mm. Due to the short measurement time, an isothermal
wall is assumed.
The flow field of the two-dimensional simulation will be compared to the flow field
at the center line. Thirty thermocouples are mounted into the surface of the plate to
monitor the heat fluxes. In addition, heat fluxes are measured by an infrared camera
which provides data with higher spatial resolution. For this, a stripe of black colored
acrylate glue is mounted on the plate center line. A rake of fifteen Pitot tubes is mounted
at a position 153 mm downstream of the leading edge to measure the boundary layer
profile.
7.4. Computational Setup
Two versions of the computational mesh are used. The first version, which will be called
modeled injection in the following, is composed of five blocks. The injection is solely
modeled via boundary conditions. The second version of the grid, named simulated
injection, consists of an additional 6th block. Here, the channel of the injection slot is
simulated to account for the boundary layer profile within the channel. Figure 7.5 shows
a schematic drawing of the computational domain. The mesh size on level L = 0 of each
block is listed in Table 7.2.
A logarithmic stretching function is imposed in vertical direction in all lower blocks.
This is to achieve a low cell height directly at the wall, which gets smaller in each adapta-
tion step. This corresponds to an increase of the aspect ratio with each adaptation step.
The height of all lower blocks is chosen to be about four times the analytical prediction
of the boundary layer thickness based on van Driest’s self-similar solution. In horizontal
direction, a logarithmic stretching function is used in blocks number one and four. In
126
Table 7.2.: Side length and initial mesh size of each block on level L = 0.
Block Side length Initial mesh size
number ([mm]× [mm]) ([cells]× [cells])
1 10× 5 8× 7
2 107× 5 50× 7
3 0.707× 5 5× 7
4 142.293× 5 34× 7
5 260× 145 20× 16
6 0.707× 1 7× 5
Figure 7.5.: Schematic drawing of the computational domain. Not to scale.
Figure 7.6.: Initial grid on the uniform refinement level L = 1.
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Table 7.3.: Inflow conditions.
M∞ [−] ρ∞ [kg/m3] T∞ [K] Twall [K]
2.61 0.0959 545 293
XN [−] XN2 [−] XO [−] XO2 [−] XNO [−]
0.0 0.767 0.0 0.233 0.0
block number two an arctangent function is applied. This ensures a smooth transition
at the interface between the injection block and both adjacent blocks as depicted in Fig-
ure 7.6. A quadratic cell is placed at the leading edge of the plate to properly capture
the emerging boundary layer and the emanating Mach wave. The stretching function
in block number one allows for a smooth transition to the leading edge of the plate.
Block number five with an isotropic cell distribution is attached at the top. This block
is required to capture the compression waves and prevent reflections. As this area is not
of interest in the current study and only inserted to enhance convergence speed, this
part of the grid is kept as coarse as possible.
The boundary conditions are comparable to the previously investigated flat plate
configuration. The experimental post-shock conditions listed in Table 7.3 are imposed
at the supersonic inflow. Block number three represents the injection zone. In case of
the modeled injection, the lower edge represents the subsonic injection slot. The cells at
the lower edge have a height of 0.06mm and an aspect ratio of 1.16. This is measured
on the uniform refinement level L = 1, on which the iteration cycle is started. In case
of the simulated injection, block number six is attached at the bottom of block number
three. In this case, the subsonic injection boundary condition is moved to the lower edge
of block number six.
Within the current study, adaptations are conducted after reaching a normalized den-
sity residual of RES = 10−4. A threshold value of  = 10−3 is applied to identify
regions with strong changes of the conservative flow quantities. The solution is iterated
on the final grid until a normalized residual of RES = 10−4 is reached. A maximum
refinement level of Lmax = 6 is applied. The modeled injection requires three grid adap-
tations, while the simulated injection requires an additional fourth adaptation. Grid
convergence is tested with an additional refinement level. The fully coupled implicit
time integration scheme with CFLmin = 0.4 is applied. The maximum CFL number
depends on the particular configuration and ranges in the order from ∼ 104 for air-air
injections to ∼ 101 for air-helium. In general, the simulated injection and coolants which
lead to stronger displacements of the boundary layer, require lower CFL numbers.
The Green-Gauss reconstruction is applied combined with the Venkatakrishnan limiter
with activated limiter freezing. The approximate Riemann solver by Liu and Vinokur is
selected as this was found to handle large aspect ratio cells with high accuracy.
For the given experimental test case, a maximum temperature of about 720 K is
achieved in the flow field. At this low temperature, no significant chemical reactions are
expected. This could be confirmed in preliminary studies with a simple extension of the
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Park 85 reaction model in order to simulate the injection of helium (He), argon (Ar)
and sulfur(VI)fluoride (SF6). Helium and argon are noble gases and chemically inert. In
case of sulfur(VI)fluoride, chemical reactions leading to chemical compounds from sulfur
and fluoride were neglected. All three species were only considered as collision partners
in the Park 85 reaction model. The third body efficiencies were assumed to be equal to
those of the other atomic species. The CO2 injection was simulated with the Park CO2
model. As no significant difference between the frozen and chemically reactive solutions
was detected, the finite-rate chemistry model is deactivated in the following simulations
to reduce the computational effort.
Even though the local gas mixture composition varies strongly across the flow field for
the investigated cooling gas injection, investigations confirmed that the overall influence
of the diffusion model on the wall heat flux is indeed negligible. Details are discussed
in Section 7.5.3. This is why a combined diffusion coefficient is used within the current
study. The local single diffusion coefficient D is calculated from the Lewis number
as indicated in Section 3.5.2. The Lewis number for air (Leair−air = 1.2) is used as a
reference value. Published approximated Lennard-Jones potential parameters from Bird8
are applied for the computation of the binary diffusion coefficients. This approach is
consistent with the computation of the correlation factor (7.6) by Hombsch and Olivier.65
The thermal conductivity is calculated by means of the Eucken correction (3.56). The
dynamic viscosities are computed with a curve fit (3.38).
7.5. Results and Discussion
7.5.1. Grid Adaptation and Efficiency
Among all flow quantities, the wall heat flux is the quantity which is most sensitive
to the grid quality. Due to the applied multiscale-based grid-adaptation concept, grid
convergence can easily be tested by computing an additional refinement level. Figure 7.7
demonstrates the convergence of the wall heat flux in the vicinity of the injection slot.
For the current test case, three adaptations, corresponding to level L = 4, are found to
be sufficient to properly resolve the modeled injection. The simulated injection requires
an additional refinement level L = 5 to resolve the flow field inside the injection channel.
The residual and the CFL number evolution of the adaptation cycles are depicted in
Figure 7.8 at the example of the modeled air-air injection. While the artificial time-
marching procedure in the initial iteration cycle requires a few more steps to develop
the flow field solution and to move all flow features to the right location, the subsequent
iteration cycles show a sharp decrease of the residual right from the beginning of the
iteration process. This leads to a fast convergence behavior on the computationally more
expensive, finer grid levels.
Figure 7.9 shows the adapted grid at the leading edge on refinement level L = 5.
At the leading edge of the plate the incoming flow is disturbed and slightly redirected
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Figure 7.7.: Demonstration of grid convergence for the heat flux. Modeled air-helium injection,
F = 0.05.
by the growing boundary layer. Hence, a weak Mach wave emanates at this point,
which is detected and resolved by the multiscale-based adaptation concept. The contin-
uously growing boundary layer leads to a wide range of disturbances producing a larger
adapted area which, away from the wave, becomes gradually coarser. The adapted grid,
here for the simulated air-air injection with a blowing ratio of F = 0.05, is illustrated
in Figures 7.9 and 7.10. It is worthwhile mentioning that the high grid resolution re-
quired in the vicinity of the injection slot does not extend into the far field, because the
QUADFLOW solver is capable to deal with hanging nodes at the block interfaces. The
injected coolant displaces and thickens the undisturbed boundary layer which leads to
a compression wave. Block number five, which extends into the far field to avoid non-
physical reflections from the far field boundary, is included in the adaptation process for
the sake of completeness, even though the flow quantities in this block are of no further
interest.
7.5.2. Modeled vs. Simulated Injection
In case of the simulated injection, a small boundary layer develops within the injection
channel. This is illustrated in Figure 7.11, which shows a comparison of the velocity
magnitude for the modeled and the simulated injection. In both solutions, a large
recirculation zone with clockwise direction is located in front of the injection slot. In
case of the modeled injection, an additional medium-sized vortex with counterclockwise
circulation develops at the front edge of the injection slot. This is due to a larger velocity
of the coolant in this area, which, together with the vorticity of the larger recirculation
zone, leads to strong shear layers. The recirculation zone leads also to an increase in the
wall heat flux, see Figure 7.7. In case of the simulated injection, a major part of the flow
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Figure 7.8.: Density residual and CFL number vs. number of iterations for the modeled air-air
injection, F = 0.05.
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Figure 7.9.: Grid refinement and density isolines at the leading edge.
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injection, F = 0.05.
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in the boundary layer of the injection channel is slow enough to be redirected around
the leading edge of the injection slot. In this case, the recirculation zone is reduced to
a very small vortex directly at the left corner of the injection slot.
In both cases, the displacement of the plate boundary layer caused by the injection
of the coolant can be clearly seen. The higher velocity of the coolant leads to the
development of a shear layer between the coolant and the displaced boundary layer.
The resulting mixing layer is evident in front of the injection slot and vanishes with
increasing running length.
The strongest temperature gradients are encountered in a thin part of the mixing
layer. This part shows a temperature of approx. 400K as indicated in Figure 7.12. The
mixing process of the coolant with the main flow is more homogeneous and takes place
in a larger area. The mixing process of helium with air is illustrated in Figure 7.12 by
the isolines of the helium mass fraction XHe.
In most engineering applications, the differences between the modeled and the simu-
lated injection on the temperature distribution in the flow field are negligible, except for
very light gases such as helium. The temperature distribution in the injection zone for
the helium injection is depicted in Figure 7.12. The flow field solutions for the modeled
and the simulated injection show similar characteristics. A more detailed comparison of
the thicknesses of the temperature boundary layer is given in Figure 7.13. To illustrate
the boundary thicknesses in a simple way, the temperature isoline at T = 400 K is
plotted for each coolant. For air and helium, the modeled and the simulated injection
are compared. The temperature of T = 400K corresponds to a thin part of the mixing
layer with the strongest temperature gradients, which is present in all solutions and
easy to delimit. Qualitatively similar results can be obtained for any given temperature.
For better illustration, the y-axis in Figure 7.13 is stretched. In the area close to the
injection slot, the simulated injection leads to thinner boundary layers than the modeled
injection. This is likely to be caused by a larger width of the cooling gas jet in case of
the modeled injection, where no boundary layer is present. The larger vortex may also
lead to a larger blocking of the main flow boundary layer.
The thicker boundary layer in case of the modeled injection leads to a reduction of the
temperature gradient within the boundary layer, which results in a lower wall heat flux.
The differences of the cooling layer thicknesses between the modeled and the simulated
injection are mostly present in the area close to the injection slot. Further downstream
from the injection slot, the differences are negligible for coolants with molar weights
similar as, or larger than air. A noteworthy difference may only be encountered for very
light coolants, such as helium. However, from an engineering point of view, the resulting
effect on the wall heat fluxes is still low. This is especially the case in the area further
downstream of the injection slot as illustrated in Figure 7.13 where the position of the
Pitot rake at x = 153mm is selected as an example location.
Even though the simulated injection resolves more physical phenomena of the flow
field, the modeled injection has significant advantages for practical engineering applica-
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Figure 7.12.: Temperature distribution and isolines of helium mass fractions for the modeled
and simulated air-helium injection, F = 0.05.
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Figure 7.14.: Density isolines for modeled air-argon injection. Comparison of diffusion models,
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tions. Most notably, the modeled injection allows for easier and more flexible meshing,
where the same grid may be used for several injection studies by a simple modification
of the boundary conditions.
7.5.3. Mixing Processes
The change of the species concentrations in the numerical simulation is primarily caused
by convective mixing processes. Preliminary studies demonstrated that the influence of
the species diffusion is several orders of magnitude smaller. One of the results of these
studies is illustrated in Figure 7.14, which compares the argon mass fractions resulting
from two different diffusion models. The first model is applied for all test cases in
this study and based on the methods discussed in Section 7.4. The second model is
more accurate and based on multicomponent diffusion (3.46). No significant difference
between both models can be encountered and no difference is visible in Figure 7.14,
which means that the simpler model based on a constant Lewis number is sufficient for
the current study.
The change of the coolant mass fractions by convective mixing is illustrated in Figures
7.15 and 7.16. The coolant concentration decreases gradually throughout the mixing
layer. At the same time, the temperature increases as the coolant becomes less dominant.
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Figure 7.15.: Temperature isolines and helium/ argon mass fractions for the modeled air-helium/
air-argon injection, F = 0.05.
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7.5.4. Influence of Different Coolants
Figures 7.15 and 7.16 indicate that the thickness of the cooling film and the resulting
cooling efficiency depends strongly on the chosen coolant. Diffusion modeling is only
of minor importance in the numerical simulation of supersonic film cooling, as most
of the mixing process is dominated by convective effects. In the current study, it is
observed that the cooling film thickness depends mostly on the molar weight of the
coolant. The other gas properties, such as heat capacity, internal energy, viscosity and
thermal conductivity also have a clear contribution, but are less important.
Table 7.4.: Molar weight of coolants.
Molar weight [kg/kmol]
He Air (mixture) Ar CO2 SF6
4 28.9 40 44 146
The density of the coolant is propor-
tional to its molar weight, i.e., ρ ∼Mmix,
which can be derived from the equation
of state (3.30). The injected mass stays
equal for all coolants in Figures 7.15 and
7.16, as the blowing ratio (7.1) is kept constant. A lower density of the coolant will there-
fore lead to a higher volume of the cooling film. This can be clearly seen when comparing
helium and sulfur(VI)fluoride. The differences between the other coolants are smaller as
the differences between the molar weights are less significant, see Table 7.4.
Figure 7.17 shows the ratio of the Pitot pressure to the static pressure in the boundary
layer for various coolants. The results of the numerical simulation are plotted with
colored lines. Solid lines are used for the cooling gas injection, dashed lines represent
the reference solution without injection. In addition, a theoretical reference solution
according to van Driest is shown with a solid black line. Colored symbols are used for
the experimental results provided by Hombsch and Olivier.65 In the experimental setup,
the Pitot rake is installed at a position 153 mm downstream of the leading edge. The
numerical and the experimental results show similar characteristics, even though the
experimental results are shifted towards higher Pitot pressures. This is probably due to
general uncertainties in both solutions. The injection of other coolants than helium leads
only to a small increase of the Pitot pressure ratio. As the Pitot rake is located 46mm
downstream of the injection slot, large parts of the cooling film have been absorbed by
mixing processes at this position. The injection of helium leads to a thickened cooling
film, as can be seen in Figure 7.15. The thicker cooling film and the corresponding
thicker boundary layer can also be clearly seen in Figure 7.17. The increased boundary
layer thickness in case of the helium injection can also be observed in the experimental
results. All data points of the helium injection are elevated, whereas the solutions of the
other coolants and the reference solutions are closer together.
In general, a thicker cooling film leads to a reduction of the temperature gradients and
the resulting wall heat fluxes. This can be observed when comparing Figures 7.18 and
7.19. Here, the numerical solutions for the heat flux distribution in case of the modeled
air-air and the air-helium injection are compared with experimental data.65 An undis-
turbed boundary layer develops at the front of the flat plate. The heat flux distribution
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of the case with cooling gas injection matches with the reference solution without cooling
gas injection and with the self-similar solution. The theoretical self-similar solution is
calculated according to van Driest.4 The experimental data are gained from measure-
ments with an infrared camera and several thermocouples.65 The differences between the
numerical and experimental results in front of the cooling gas injection are probably due
to uncertainties in the experiments and the computational setup, especially concerning
the proper computation of the inflow conditions. For the heat fluxes, the experimental
error of measurement is in the range of 10 percent.59 The cooling gas is injected at a
position 107mm downstream of the leading edge. Figures 7.18 and 7.19 show that the
wall heat flux starts to decrease in front of the injection slot, where the recirculation
zone is located, as depicted in Figure 7.11. The recirculation zone is strongest in case of
the helium injection, where the cooling film is the thickest. The small increase-decrease
pattern in the wall heat flux at the left corner of the injection slot is due to the change
of the rotation direction between both vortices in the recirculation zone. The stagna-
tion point between both recirculation zones leads to an increase in the wall heat flux.
The following strong decrease is caused by the convective transport of the hot gas away
from the wall through the recirculation vortex. A comparably smaller pattern may be
observed at the right corner of the injection slot due to a smaller local stagnation point.
As expected, the helium injection shows the lowest wall heat fluxes. The wall heat fluxes
increase slower in this case, as the thicker cooling gas layer tends to slow down the mix-
ing process. This qualitative result is also observed in the experiments, even though
both results show quantitative differences. In the experimental setup, the Pitot rake is
installed at a position 153 mm downstream of the leading edge. The resulting distur-
bances of the flow field are not captured by the computational solution. In addition, the
computational solution does not account for any instabilities which may be present in
the experimental flow field.
Figure 7.20 depicts the cooling efficiency η (7.3) over the nondimensional correlation
factor ξ (7.4). In this plot, the influence of the different coolants on the cooling efficiency
can be seen, as the influence of the different coolants is not incorporated in the correlation
factor ξ. As expected, helium shows the by far best cooling efficiency due to the increased
thickness of the cooling film. The general characteristics of the experimental results are
resolved by the numerical simulation. However, the quantitative differences between
the cooling efficiencies are larger for the numerical simulation than for the experimental
results. As a rule of thumb, one might conclude from Figure 7.20 that at constant mass
flow rate the cooling efficiency is inversely proportional to the coolant’s molar weight.
The only exception from this is carbon dioxide, where other physical properties become
more significant.
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Figure 7.17.: Ratio of Pitot pressure to static pressure at x = 153 mm: comparison with ex-
perimental data for different coolants. The experimental data are a courtesy of Hombsch and
Olivier.65
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Figure 7.18.: Heat flux for the modeled air-air injection: comparison with experimental data,65
F = 0.042.
139
0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.20
5
10
15
20
25
30
X [m]
q 
[W
/cm
2 ]
Heat Flux Air−Helium Injection
 
 
Injection
Reference (no injection)
Self similar
Thermocouples
Infrared camera
Figure 7.19.: Heat flux for the modeled air-helium injection: comparison with experimental
data,65 F = 0.05.
Figure 7.20.: Cooling efficiency: comparison with experimental data. The experimental data are
a courtesy of Hombsch and Olivier,65 F = 0.05.
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8. Edney Type IV and VII Interaction
Shock-shock interactions are a prominent example of complex flow phenomena which
require a locally high resolution. Two configurations are investigated in the following.
The Edney type IV shock-shock interaction is frequently found in engineering ap-
plications. The simulation of this interaction is a challenging task due to its inherent
numerical and physical instability. The investigated configuration is based on an ex-
periment in nitrogen flow by Sanderson.121 From the experimental readings, Sanderson
reported an unsteady behavior of the supersonic jet structure. As the resulting high-
frequency unsteady mechanisms are not fully accessible by experimental investigations,
computational results are important to gain further insights. In the present simulations,
the exact location of the impinging shock wave is selected within the uncertainty range
of the experiment in such a way that a pronounced unsteady mechanism is observed.
The grid adaptation strategy of the QUADFLOW solver allows to investigate multiple
resolution levels, which support the identification and analysis of the mechanisms of the
jet unsteadiness. This leads to a new classification of the unsteady flow field behavior.
An additional benefit of the multiresolution approach is the evaluation of the solution
quality with respect to the grid resolution. The new results can help to address the
difficult topic of grid dependency in simulations of shock-shock configurations. This is
an important, but underrepresented topic in the literature. The highly-resolved sim-
ulations of the Edney type IV interaction in thermochemical nonequilibrium provide
detailed insights into the jet movement and the transient wall heat flux rates.
A CO2-dominated gas composition equal to the Martian atmosphere is investigated
in the second configuration. Planned interplanetary space missions have increased the
interest of the research community in the Martian atmosphere, and the development
of adequate CFD solvers is subject to ongoing research. The purpose of the present
investigation is two-fold: to demonstrate that the QUADFLOW solver is capable of
handling complex flow simulations of a multi-species CO2 reaction model and to provide
new insights into the less known Edney type VII shock-shock interaction. This type of
shock-shock interaction was originally observed and defined in a nitrogen flow field by
Yamamoto et al.143 In the following, it will be demonstrated that this kind of shock-
shock interaction can also be observed for CO2 gas compositions.
An introduction to shock-shock interactions and the Edney classification has been
given in Section 2.2.2. There, information and literature references on the underlying
physical mechanisms can be found. The experimental setup is described in Section 8.1,
followed by the computational parameters in Section 8.2. The Edney type IV interaction
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is discussed in Section 8.3, followed by the Edney type VII interaction in Section 8.4.
Excerpts of this work were previously published as a preprint of this thesis by Windisch,
Reinartz and Müller137 and were presented at the 18th AIAA/3AF International Space
Planes and Hypersonic Systems and Technologies Conference.
8.1. Experimental Test Case of Edney Type IV Interaction
The Edney type IV shock-shock interaction was experimentally investigated by Sander-
son.121 The experiments were conducted in the GALCIT T5 free piston driver shock
tunnel at the California Institute of Technology. The aim of the experimental study
was to investigate the effects of high enthalpy thermochemistry on the Edney type IV
interaction.
The nominally two-dimensional flow field around a cylinder of diameter d = 40.6mm
with an impinging coplanar shock wave was investigated for almost pure nitrogen flow.
The incident shock wave was produced by a shock generator. The flow was deflected by
an angle of 6◦. The angle of the incident shock wave was measured by Sanderson to be
in the range of 15◦ ± 1◦. Surface junction thermocouple measurements were recorded
and the flow field was visualized by holographic interferometry. Sanderson investigated
a total of three enthalpy test cases with a test time between 1.25 and 5ms, from which
the intermediate test case B is selected for the present study. The free stream flow
conditions are given in Table 8.1.
Sanderson121 encountered oscillation frequencies from 5− 15 kHz in the experimental
investigations of test case A. The quality of the frequency spectra of the other test
cases was limited due to the small number of observed cycles. The Strouhal number,
Sh = fd/u∞, was estimated for test case B as 0.11 ± 100%. Plotted data of the
experimental campaign are available in a frequency range of 103 to 105 Hz. The data
was recorded at a sampling rate of 200 kHz.
8.2. Computational Setup
Grid Geometry and Stretching A proper design of the grid is crucial for the simulation
of the investigated shock-shock interactions. Important flow features can be observed
on different scales. This includes strong local bow shocks, an unsteady jet structure
which consists of a mixture of shock waves and compression/expansion wave patterns,
and a strong gradient boundary layer. While the grid adaptation concept allows for an
automatic detection of the grid areas which need a high grid resolution, the coarse grid
discretization must take care of a proper cell geometry to avoid too many refinement
levels in the boundary layer. Especially the grid stretching is crucial in the present con-
figuration. On the one hand, a grid converged resolution of the heat flux requires a strong
stretching of the boundary cells. On the other hand, a uniform mesh is advantageous for
the resolution of the inner flow field. Thus, the transition between both grid stretchings
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Figure 8.1.: Initial grid with high grid stretching and schematic drawing of incident shock wave.
Not to scale.
needs to be smooth and adequately located to avoid any numerical instabilities.
An example of the initial grid on level L = 1 is shown in Figure 8.1. The coarse grid
discretization consists of 52 × 12 = 624 cells. A piecewise defined stretching function
is used in wall normal direction. The mapping from the normalized parameter domain
sˆ ∈ [0, 1] to the normalized physical domain xˆ ∈ [0, 1] in wall normal direction is realized
via the function
xˆ =
xˆl
exp
(
log(1+σ−ψ)
(
sˆ
sˆl
))
−1
σ−ψ for sˆ < sˆl
1−xˆl
1−tˆl (sˆ− sˆl) + xˆl for sˆ ≥ sˆl
. (8.1)
The wall is located at xwall = −0.0203m which corresponds to xˆwall = 0 in normalized
coordinates. The physical mesh has a size of 0.02m in wall normal direction measured
on the symmetry line, i.e., xinflow = −0.0403 m or xˆinflow = 1.0. The switching be-
tween both expressions of (8.1) occurs at sˆl = 0.1 measured in the parameter domain,
which corresponds to xˆl = xˆ (sˆl) = 0.02 or x = −0.0207 m in the normalized physical
domain or dimensional physical domain, respectively. Three different configurations for
the stretching parameter σ are used in the present study, see Table 8.2. The same pa-
rameter ψ = 0.5 is applied in all configurations. The logarithmic stretching functioni is
applied inside the boundary layer and ensures a high resolution of the wall heat flux. A
iThe term logarithmic stretching function originates from the inverse mapping of (8.1), which defines
a mapping from the physical domain to the parameter domain.
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Table 8.1.: Inflow conditions.121
condition 1 (upper) condition 2 (lower)
ρ∞ [kg/m3] 0.0155 0.0289
M∞ [−] 6.2884 5.515
T∞ [K] 1190.0 1490.0
gas composition (upper and lower)
Pure nitrogen XN2 [−] XN [−]
(cases: N2 − . . .) 0.99 0.01
Martian atmosphere XAr [−] XCO2 [−]
(cases: CO2 − . . .) 0.0147 0.9670
XN2 [−] Xother [−]
0.0174 0.0001
linear stretching functionii is applied in the interior of the flow domain. The uniform
mesh in this area is important to properly capture both triple points of the shock-shock
interaction. With sˆl = 0.1, a total of ten percent of the parameter domain is located
in only two percent of the physical domain. This results in a significant increase in the
number of grid points close to the wall. The grid lines in circumferential direction are
uniformly distributed.
The imposed logarithmic stretching of the boundary layer is necessary to achieve low
cell heights in wall normal direction. This allows for a high resolution of the wall heat
flux. The grids with medium
(
σ = 2× 10−4) and high grid stretching (σ = 4× 10−6)
were constructed to lead to a cell height of 1.7 × 10−7 m directly at the wall on level
L = 8 and L = 6, respectively. Cells with aspect ratios of less than 320 may be placed
at the wall in nonequilibrium flows, without negative side effects on the accuracy of the
wall heat flux distribution produced by the QUADFLOW solver. To allow for a security
margin, the grid stretching in the present configuration is selected to lead to a maximum
aspect ratio of AR = 200 on the final level L = 8 and L = 6, respectively. Even though
strongly stretched cells allow for less grid points and increased computational efficiency,
there are also certain constraints. Unsteady flow phenomena tangential to the wall are
damped inside the boundary layer due to the implied averaging of the flow quantities
across the cell. Cells with large aspect ratios frequently trigger numerical instabilities
and the low cell height results in a slower development of the steady-state solution, given
that the computation is started from a constant initial solution on a particular grid. The
latter is resolved by using a coarse initial grid on the first adaptation level L = 1. In
this case, there are only two grid points in the domain of the logarithmic stretching
function. This leads to a large cell height directly at the wall with little influence of the
logarithmic stretching function on this grid level, see Figure 8.1. When the solution is
iterated artificially in time, the bow shock moves from the cylinder wall into its final
location. At this initial stage, the low grid stretching in the boundary layer significantly
iiA linear stretching function corresponds to a uniform distribution of the grid lines.
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reduces the time required for the whole movement. Once the location of the bow shock
is settled, increasing grid refinements lead to a highly stretched grid.
Boundary Conditions The far field boundary of the grid in wall normal direction rep-
resents the supersonic inflow boundary. This boundary is split into two parts to simulate
the incident oblique shock wave. On the upper part of the inflow boundary, the free-
stream flow conditions are used, on the lower part, the flow conditions behind the oblique
shock wave are applied as inflow conditions, see Table 8.1. The flow state behind the
incident oblique shock wave was computed in a separate simulation of the shock genera-
tor in order to get proper inflow conditions for the applied nitrogen reaction model. For
simplicity, the inflow conditions are assumed to be in thermal equilibrium. Hence, only
chemical nonequilibrium was considered in the computation of the inflow conditions.
The location of the splitting is defined by the incident shock wave with a 15◦-angle
and the height h as indicated in Figure 8.1. The value of h is non-dimensionalized by the
radius r = 0.0203m of the cylinder. An overview of all simulated configurations is given
in Table 8.2. Different values of h are selected, as this parameter can be used to control
the actual type of the Edney shock-shock interaction. A value of h = 0.08 is selected for
nitrogen flow in thermochemical nonequilibrium (N2 − CTNE), as this leads to roughly
similar locations of the triple points as in the experimental results. The solution is close
to an Edney type IVa interaction and shows a pronounced unsteady behavior. A slightly
higher value of h = 0.09 is applied in case of chemical nonequilibrium (N2 − CNE).
This leads to a similar location of the triple points and of the shock structure as in
thermochemical nonequilibrium. In case of quasi-steady-state simulations, a value of
h = 0.075 can be applied to produce a solution closer to an Edney type IV interaction
(N2 − CNE − steady − h0.075− impl) which is more stable. For simulations with the
Park CO2 reaction model in thermochemical nonequilibrium, a value of h = 0.09 delivers
simulation results which may be characterized as an Edney type VII interaction as
defined by Yamamoto et al.143 It should be noted that in this case a reduced height
of h = 0.05 would lead to a shock-shock interaction which is similar to an Edney type
IVa43 interaction.
A supersonic outflow boundary condition is defined at the upper and lower edges of
the mesh. Due to the short test time, an isothermal wall at ambient temperature of
300K is assumed at the surface of the cylinder.
Physical Modeling The applied physical models for the thermodynamic and trans-
port properties as well as for the nonequilibrium models were selected to allow for a
cost-effective and numerically robust computation of the nonequilibrium effects. The
nonequilibrium models by Park and Millikan and White are widely accepted in the
literature.
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In case of pure nitrogen flow (N2), the viscosity is calculated via Sutherland’s law. A
constant Prandtl number Pr = 0.7 and a constant Lewis number Le = 1.0 are applied
to model the gas mixture conductivity and the diffusion coefficient, respectively. The
Park 85 reaction rate model is applied to describe finite-rate chemistry effects. In ther-
mochemical nonequilibrium, the vibration-dissociation coupling is modeled via the Park
average temperature model (VD.1.C). All reactions are considered for the vibrational
energy coupling (VD.1.E). The Millikan and White model is applied to capture the
vibrational-translational energy exchange (VT.1.MW). Thermal equilibrium is assumed
at the inflow boundaries of the domain.
In case of the Park CO2 reaction model (CO2), the species’ viscosities are calculated
via curve fits based on the Chapman-Enskog theory. Wilke’s semi-empirical mixing-rule
is applied to compute the overall gas mixture viscosity. A constant Prandtl number ap-
proximated as Pr = 0.74 is applied for the calculation of the gas mixture conductivity.
A Lewis number of Le = 0.6 is taken into account. For simplicity, this value is ap-
proximated by using (3.47) with the binary diffusion coefficients DCO2−CO2 and DN2−N2
calculated based on data by Bird et al.8 The thermodynamic properties are calculated
with tabulated data by Capitelli et al.26,25 The widely accepted two-temperature model
is applied here, as thermochemical nonequilibrium simulations of flows which consider
the Martian atmosphere are frequently found to deviate only slightly from the ther-
mal equilibrium state,142 even for reentry configurations. The electronic energy modes
of molecular species and the vibrational energy modes are combined in a single vibra-
tional temperature. All other settings are similar to the nitrogen model. Data for the
vibrational-translational energy exchange are taken for most species from the original
publication by Millikan and White. The data for CO2 are taken from Camac,19 those
for CO from Park. These data sets are recommended by various authors.142,114,76
The thermochemical nonequilibrium models may lead to numerical instabilities when
applied to highly stretched cells. This is why the thermal source term is turned off for the
first layer of boundary cells located directly at the wall. Preliminary investigations have
shown that this simplified modeling has only little influence on the solution accuracy.
Settings of the Numerical Methods The second-order Green-Gauss reconstruction
is applied in combination with the Venkatakrishnan flux limiter. The second order
approximation of the wall temperature gradient is applied to enhance the resolution of
the wall heat flux. The AUSM upwind method is found to deliver accurate results at
high grid resolutions with no tendency for carbuncle phenomena.
Several constraints have to be taken into account when selecting the time integration
method for the current test configuration. An explicit method would be a common choice
for unsteady flow fields. However, the high stiffness of the thermochemical nonequilib-
rium source term prohibits the use of an explicit method for the present configuration
and requires instead the use of an implicit or explicit-implicit method. In either case, the
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frequent evaluation of the source term Jacobians is quite costly, given the long run-time
of the present unsteady simulations. The use of an explicit-implicit method is therefore
not a good choice as it would involve high computational costs for the evaluation of the
source term Jacobian, but still imposes a significant limitation on the time step, as a
CFL number below approximately 0.5 needs to be used for the explicit-implicit method
on higher levels. A remedy to these high costs is the use of a fully coupled implicit
method. The implicit method allows for larger CFL numbers, which reduces the overall
number of iterations required to reach a given point in time. The current configuration
uses highly-stretched cells at the wall which, even for larger CFL numbers, still result
into smaller global time step sizes and an appropriate temporal resolution. The implicit
method reduces the number of evaluations of the Jacobians. Several choices exist for the
implicit time integration method. The implicit first-order backward Euler method was
selected here, as this method is implemented in the QUADFLOW solver and represents
the best available trade-off concerning efficiency, stability and accuracy for the current
configuration. In particular, its good stability behavior reduces the risk of further nu-
merical limitations in addition to the small global time step sizes. The highly resolved
grids reduce the numerical dissipation and compensate the low temporal accuracy. Only
one evaluation of the Jacobians is required in each Newton iteration step, i.e. the non-
linear problem will not be converged, which is expected to be sufficient for the applied
first-order backward Euler method. The overall computational efficiency increases with
the backward Euler method as compared to the use of the explicit-implicit method.
The solution is advanced in time with a global time-stepping to ensure time consistency
of the solution. The time steps are small enough to capture and resolve all major
unsteady effects of the flow field. Two different approaches are used in the present work
to determine the time step size. A constant time step is applied for the (N2) simulations
on levels L ≤ 6. This allows for a better comparison of the flow field solution between grid
levels, as the solution is computed at the same physical time. For all other computations
a given CFL number is applied to determine the time step size in each iteration step.
Specified quantities are denoted in Table 8.2 without the use of brackets.
Besides the discussed global time-stepping, quasi-steady-state (N2 − CNE − steady)
simulations are advanced in artificial time utilizing a local time-stepping. In these cases
the CFL number is constant throughout the entire flow domain. The local time-stepping
is also used on the lower grid levels in the other computations, as this helped to quickly
advance the solution to higher grid levels. Once the target level is reached, the time-
accurate unsteady simulation with a global time-stepping is started.
For nitrogen flows (N2 − CTNE − L8− impl) as well as for the Park CO2 model
(CO2 − CTNE − L8− impl), the CFL numbers on the highest final grid level L = 8 are
set to CFL = 5.0. Higher CFL numbers can be applied on lower levels and for chemical
nonequilibrium flows, see Table 8.2. For verification, case (N2 − CTNE − L4− expl)
uses an explicit time integration scheme with a constant global time step of 5× 10−10 s.
This corresponds to a maximum CFL number close to 1.0. All implicit time inte-
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gration schemes apply two Newton steps in each iteration, except for the simulations
(CO2 − CTNE) where only one Newton step is applied to reduce the computational
costs.
Grid Adaptation At the initial stages of the simulation, grid adaptation is conducted
after reaching a normalized density residual of RES = 10−4 for (N2)-cases and RES =
10−2 for (CO2)-cases, respectively. In some cases the initial grid levels require an ear-
lier adaptation. A smaller threshold value  is required for the Park CO2 model in
thermochemical nonequilibrium (CO2 − CTNE), see Table 8.2. The increase of the ac-
tual adaptation level L is stopped as indicated in the table, while the maximum level
Lmax = 8 is kept constant for the (N2)-cases and a value of Lmax = 6 and Lmax = 8,
respectively, is applied in case of the (CO2)-cases.
The prediction and grading strategy of the multiscale based grid adaptation leads to a
refinement of the grid not only in areas which require a high resolution, but also in a small
area around these flow features. Since the jet moves only slowly, grid adaptation is not
needed after every iteration step. In fact, once the target resolution is reached for cases
with a maximum level of L = 6, further grid adaptation is no longer necessary at all as
the relevant areas of the grid that require a high resolution are already uniformly refined
up to the highest level. Therefore, no further grid adaptation is conducted throughout
the whole unsteady cycle. In case of highly-resolved simulations with a target grid level
of L = 8 (L8− impl), grid adaptations are carried out every 100 iterations after reaching
the target level. This strategy reflects a good trade-off between the computational effort
and the proper resolution of the flow field, as the jet moves only slowly and does not
leave the fully refined area within 100 iterations.
8.3. Nitrogen Flow: Edney Type IV Interaction
8.3.1. Grid Adaptation and Dependency w.r.t. Space and Time
The effects of the space and time discretization on the unsteady solution have gained
only little attention in past publications, even though this is an essential part of any
numerical simulation. One of the reasons is that shock-shock interactions require a very
high grid resolution to analyze grid dependencies or even reach grid convergence. While
this high resolution can be provided today with modern numerical tools such as the
QUADFLOW solver and grid convergence can in principle be demonstrated for steady-
state solutions, see Section 8.3.2, the high sensitivity of unsteady jet mechanisms towards
even small perturbations in the flow field hinders any rigorous convergence analysis at
affordable costs. Any change in the grid resolution will trigger small changes in the flow
field, which will result into a slightly different unsteady mechanism. This challenge could
not be overcome in the present work either. However, the intention of the subsequent
sections is to contribute with the discussion of multiresolution effects to this important
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topic. The aim is to analyze the development of the jet unsteady mechanisms on various
grid levels. The discussion in Section 8.3.2 is also meant as a warning. Numerical
settings, such as a local limiter freezing, could easily produce misleading solutions.
Given the unsteady flow features of shock-shock interactions, a suitable means to
assess grid dependencies cannot be easily found. The high sensitivity of the unsteady jet
structure towards any numerical or physical perturbations is certainly a major challenge
in any grid dependency analysis. In addition, highly-resolved shock-shock interactions
in thermochemical nonequilibrium are difficult to simulate and have high computational
demands. Therefore, a comparison of the jet unsteady mechanism on different solution
levels seems to be a possible means to discuss grid dependencies. The grid adaptation
concept of the QUADFLOW solver allows for an easy adjustment of the grid resolution
and is therefore ideally suited for such an analysis.
The following discussion of the grid dependencies is not only meant as a necessity
to address the validity and accuracy of the presented results, but also as a result for
itself to provide further insights into the grid dependencies of Edney type IV shock-
shock interactions. The multiresolution approach facilitates the classification of the
unsteady mechanism and allows for new insight in the development of the unsteady
mechanism. The following discussion may serve as a good basis for further analyses of
similar unsteady shock-shock interactions.
The subsequent paragraphs are organized as follows: At first the reader will be given
an overview of the adapted grid and the resulting flow field. This is followed by a
detailed classification of the observed jet unsteady mechanisms. The categorization of
these mechanisms then allows to address the temporal and spatial resolution in the
subsequent paragraphs.
Grid Adaptation Process A schematic drawing of the Edney type IV interaction was
discussed in Section 2.2 and can be found in Figure 2.2. A classification of the flow
features into different zones is depicted in Figure 8.2. This allows for an easier discussion
of the grid adaptation.
A solution on level L = 8 is found to be sufficient to resolve all flow features of the
nitrogen flow in thermochemical nonequilibrium. A sequence of the grid adaptation
process beginning on the initial level L = 1 is depicted in Figure 8.3.
Major unsteady phenomena are encountered in the overall simulation. As discussed in
Section 8.2, carrying out grid adaptations every 100 iterations leads to a good trade-off
between computational costs and solution accuracy for the present configuration.
The supersonic jet (zones two and three in Figure 8.2) and the upper supersonic area
(zone five) show stronger periodic movements. The ongoing relocation of these flow
features results in significant changes to the adapted grid. Figures 8.4 and 8.5 show
snapshots of the grid on level L = 8 at different points in time. Unlike the bow shocks
and the two triple points of the shock structure which are almost fixed in their location,
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Figure 8.2.: Schematic drawing of jet unsteady mechanism. Sonic line indicated in bold black.
the jet structure and the expansion and compression waves inside it are moving with
time and the grid changes constantly. Especially at the very end of the supersonic jet,
major movements of the jet structure can be detected. In addition, the compression and
expansion waves inside the jet may vary in size. Transient pressure waves, which are
propagating through the flow field from right to left, are also detected and resolved by
the grid adaptation and can be identified as single spots which are perpendicular to the
supersonic jet.
Classification of Unsteady Mechanism In order to address the spatial and temporal
resolution, the unsteady mechanisms need to be characterized. A schematic drawing of
the jet structure is depicted in Figure 8.2. Black solid lines indicate the border between
supersonic and subsonic parts of the flow domain. Six main supersonic areas can be found
in the flow field as indicated by dashed lines. In principle, all unsteady phenomena in
the flow field are strongly coupled and depend on each other. The subdivision of the
flow domain helps to identify six unsteady mechanisms:
(a) The curvature and location of the bow shocks (green arrows) is affected by pressure
waves passing through the flow field and by the thickness of zone five.
(b) Zones one to three may rotate (yellow arrows) around the center of the interface
between different zones. The rotation is due to the relocation and changes in
strength of the compression and expansion pattern.
(c) This effect is coupled to a longitudinal expansion and compression of the zones one
to three (blue arrows).
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Figure 8.3.: Sequence of adapted grids. (N2 − CTNE − L8− impl)
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Figure 8.4.: Close-up of grid on level L = 8 after seven grid adaptations. Comparison at solution
time 3.210× 10−6 s (black) and 0.244× 10−6 s (red). (N2 − CTNE − L8− impl)
Figure 8.5.: Close-up of grid on level L = 8 after seven grid adaptations. Comparison at solution
time 3.206× 10−6 s (black) and 0.242× 10−6 s (red). (N2 − CTNE − L8− impl)
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(d) Zone four may emerge in the flow field and eventually integrate into either zone
three or zone five. This mechanism supports mechanism (e).
(e) The transition of the Edney type IV interaction into an Edney type IVa interaction
(red arrow) in which zones one through five are interconnected by the supersonic
jet.
(f) Zones five and six change their size and location, including the distance to the wall.
The preceding characterization is based only on the supersonic jet structure since it can
be most easily investigated. Other unsteady phenomena, such as the formation and
shedding of vortices and propagating pressure waves may lead to different character-
izations. However, the influences of these effects on the jet structure are included in
the above analysis and an additional analysis of these flow features would not reveal
significant additional insights into the flow problem.
The dependency of the unsteady solution on the grid size and the time step size is
difficult to evaluate, as even small disturbances in the flow field seem to trigger physical
instabilities of the jet movement and lead to significant changes in the flow field. This
strong dependency of the unsteady mechanism impedes any effort to carry out a rigorous
convergence study. However, some general conclusions may still be drawn from the
present study.
Temporal Resolution The temporal resolution is investigated for nitrogen flow in ther-
mochemical nonequilibrium by a comparison of an implicit time integration method
(N2 − CTNE − L4− impl) with an explicit-implicit method with a significantly smaller
time step (N2 − CTNE − L4− expl). This comparison is carried out on level L = 4.
This grid level allows for the largest time step of the implicit method and serves as an
upper bound. The time for one cycle of the unsteady mechanism (e) does not show any
notable changes between both simulations, see Table 8.3. The time period is measured
from the instant when the direction of the movement is reversed from a movement away
from zone five into a movement towards zone five. This turning point can be described
as the state where the shock interaction is closest to an Edney type IV interaction. The
only minor changes in the average time period of the unsteady mechanism indicate that
the implicit method is capable of resolving all major flow features of the unsteady mecha-
nism. This demonstrates that the temporal resolution with a time step as large as 10−8 s
is sufficient to capture all physically relevant unsteady mechanism in the flow field. No
additional higher frequency movements could be identified in the explicit-implicit flow
field solution which could potentially resolve unsteady mechanisms with higher frequen-
cies. In order to compare the time development of the unsteady mechanism over a longer
period of time, both solutions are compared for more than 50 cycles of the jet unsteady
mechanism. The implicit and explicit solution show similar characteristics. In general,
the movement of the unsteady mechanism seems to abate slightly over the course of
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time until a stable periodic movement with a smaller amplitude is reached. This effect
is probably caused by long-term dissipative effects of the flow solver and does not have
a notable influence on the time period of the unsteady mechanism. Surprisingly, the un-
steady mechanism (a) becomes more pronounced over the course of time. The long-time
investigation demonstrates that no low frequency unsteady mechanisms are present in
the flow field which theoretically might not have been captured in the highly-resolved
simulation due to limitations of the overall simulated time span.
Spatial Resolution The dependency of the unsteady mechanism with respect to the
spatial resolution is addressed by performing computations on different refinement levels,
see Table 8.3. The most pronounced unsteady phenomenon is mechanism (e) which can
be identified on all refinement levels. While the highly resolved simulation on level L = 8
is computationally most expensive and allows only the computation of one time period,
several time periods are simulated on the lower refinement levels. The tabulated time
periods represent the arithmetic mean over 10 samples, supplemented by error bounds
of the two data samples with the largest deviation. Large variations in the time period
of single cycles of the unsteady mechanism can be identified. Measuring the time period
is especially difficult on higher levels, on which the generation and the movement of zone
four make it difficult to identify the turning points of the movement.
On level L = 4, the time for one cycle is significantly larger than for higher refinement
levels. In addition, the amplitude of the periodic oscillations tends to become smaller
over time for chemical (N2 − CNE − L4− impl) as well as thermochemical nonequi-
librium (N2 − CTNE − L4− impl). This gradual decay is frequently interrupted by
perturbations in case of thermochemical nonequilibrium (N2 − CTNE − L4− impl),
while the chemical nonequilibrium solution (N2 − CNE − L4− impl) reaches almost
steady state. The damping of both solutions is a result of the coarser grid resolution
which comes along at the expense of a higher dissipation rate. No abatement of the
amplitude can be observed on level five or higher. This underlines the importance of
a high grid resolution to properly capture unsteady phenomena. Overall, the discussed
phenomena are at least a strong indication for a sufficient resolution of the main un-
steady mechanism (e) on levels five or higher, though the uncertainties of the data set
are too large to draw any firm conclusions.
Unlike the main unsteady mechanism (e) which is present on all grid levels, the
other unsteady mechanisms are stronger affected by the local grid resolution. This
will be discussed in the following for the simulations in thermochemical nonequilibrium
(N2 − CTNE).
On coarser grid levels the unsteady mechanism (a) leads to stronger deformations of
the bow shocks which are traveling in a wave like manner from the triple points to the
exterior parts of the bow shock. This is illustrated at several sample times in Figure
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8.6 for the configuration (N2 − CTNE − L4− impl), compare t = 6× 10−6 s (red) and
t = 1.09× 10−5 s (green). These deformations above and below the incident shock wave
can mostly be observed when the jet end is moving upwards. This effect gets much
weaker and better grid converged on finer grid levels.
Figure 8.6.: Unsteady mechanism (a) on level L = 4
(N2 − CTNE − L4− impl). Sonic lines indicated at different
times.
The horizontal movements
of the shock front as a
whole, i.e., changes in the
shock stand-off distance, are
rather small compared to the
jet movement. Surprisingly,
the unsteady movement gets
more pronounced on higher
refinement levels. This indi-
cates that the shock stand-
off distance is not coupled
to the waves traveling along
the shock front. Instead, this
type of unsteadiness is likely
to be caused by unsteady
movements of zone five on
higher grid levels according
to mechanism (f). Depend-
ing on the actual position,
zone five causes a displacement of the subsonic parts of the flow domain which in turn
affect the shock stand-off distance. The relocation of zone number five is rather small
on level L = 4, compare the solution at t = 8.25×10−6 s (blue) with the other solutions.
The unsteady mechanism (c) is found to be stronger on coarser grid levels. Even a
separation between the supersonic zones one and two can be identified on level L = 4
at t = 5 × 10−6 s (black). This is likely to be caused by a coarse resolution of the
compression and expansion waves which tend to be smeared out on this grid level. The
contraction between zones one and two vanishes on higher grid levels where only a small
notch-like contraction is left, see for example Figure 8.9. Small contractions can be found
throughout the supersonic jet structure, especially at the end of the jet. On coarser grid
levels, zones one through three tend to be smoother, compare Figure 8.6. Mechanism (c)
can best be identified comparing the solution at t = 5×10−6s (black) to t = 1.09×10−5s
(green).
The unsteady mechanism (d) appears beginning on level L = 5 and becomes more
significant on higher grid levels. This flow feature seems to be the most grid dependent
one of all unsteady mechanisms. The development of this mechanism supports also the
unsteady mechanism (e), where zones one through five are interconnected. In addition,
the wall distance of the unsteady mechanism (f) becomes larger on higher grid levels.
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Conclusion Given the large uncertainties, it may be concluded for the dependency anal-
ysis that the differences between the flow field solutions on level L = 5 and
L = 6 (N2 − CTNE − L5− impl, N2 − CTNE − L6− impl) with respect to the main
jet unsteady mechanism (e) are small and a good indication of a proper resolution. To
be on the safe side, a security margin of two grid adaptations is added to the final
test configuration (N2 − CTNE − L8− impl) which is carried out on refinement level
L = 8. This grid was used for all physical analyses of the present work. It consists of
approximately 1.5 million cells which is only about 14.9 percent of the number of grid
cells of a uniform grid on this level and allows for a high resolution while keeping the
computational costs acceptable.
The piecewise defined stretching function applied in the present simulation combined
with the grid adaptation concept allows to properly capture both, the flow field as
well as the boundary layer quantities at the same time. It will be demonstrated in
Section 8.3.2 that the current setup on level L = 6 is capable of almost achieving
full grid convergence even of the highly sensitive Stanton number distribution in case
of an enforced quasi-steady-state solution (N2 − CNE − steady − h0.09− impl). The
mesh on level L = 8 of the highly-resolved simulation in thermochemical nonequilibrium
(N2 − CTNE − L8− impl) leads to a grid with a similar size of the wall cell in normal
direction, but with smaller size in circumferential direction. This is to avoid any damping
of unsteady oscillations close to the wall through an insufficient spatial resolution in
circumferential direction.
8.3.2. Dependency of the Unsteady Mechanism w.r.t. Spatial Order
All of the unsteady simulations are carried out with a finite volume discretization which
is second order in space away from discontinuities. Steady-state flow simulations in ther-
mochemical nonequilibrium may often benefit from a local limiter freezing, see Section
4.4.1.1. This fallback to a lower order scheme stabilizes the solution and may speed up
the convergence process. However, for the present configuration, application of a limiter
freezing will lead to a misleading quasi-steady-state solution.
Application of the limiter freezing for the present configuration will mainly affect the
bow shocks where a sharp discontinuity is detected and a first-order reconstruction is
then applied. The lower order reconstruction results in additional dissipation. Surpris-
ingly, the damping of the unsteady mechanism (a) seems to be so high for the current
shock configuration that the location of the bow shock becomes fixed in space. This
in turn results in a flow field which could be misinterpreted as a steady-state solution.
Especially the combination with a local time stepping and an implicit time scheme is
prone to misinterpretations. Figure 8.7 depicts the residual of an example simulation
in chemical nonequilibrium. Only the explicit time integration scheme with global time
stepping shows a stagnation of the residual over time on higher levels such as L = 6 .
This is a first indication of unsteady behavior which would become more pronounced in
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Figure 8.7.: Density residual for the chemical nonequilibrium simulation. Comparison of implicit
computation with local time stepping (N2 − CNE − steady − h0.09− impl) and explicit time
accurate restart with global time stepping (N2 − CNE − steady − h0.09− expl).
subsequent grid adaptations.
Kumar80 applied only two grid adaptations in his simulations. Due to the relatively
coarse grid, this led to similar results as in the present simulation with activated limiter
freezing. The coarse grid of Kumar’s simulation resulted into a larger dissipation which
led to a damping of initial oscillations of the Stanton number distribution and the jet
impingement location.
Similar results are identified for the current configuration, including initially stronger
oscillations in the maximum Stanton number. However, these oscillations are damped
over time. Even grid convergence could be thoroughly demonstrated for the quasi-
steady-state simulation. This includes the highly grid sensitive peak Stanton number, see
Figure 8.8. The agreement with the instantaneous experimental results is very good,137
especially with regard to the wall heat flux. However, releasing the limiter freezing
leads to a fully unsteady solution in this case. Hence, the quasi-steady-state result is
a misleading solution which, if physically founded at all, does not reflect more than an
instantaneous solution of the flow field based on numerical artifacts.
The general finding that increased dissipation, either through coarser grids or a low
spatial order, leads to a damping of oscillations is not new. For example the general
dependency of unsteady effects on the grid resolution was confirmed by Lind and Lewis,83
who indicated that coarser grids lead to a faster damping of oscillations. It is also pointed
out in the discussion in Section 2.2.2 that most authors are using second or higher order
spatial discretizations for the simulations of unsteady shock-shock interactions. However,
it is surprising that even a limited local decrease of the spatial order in the vicinity of the
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Figure 8.8.: Stanton number distribution at the wall for different shock positions h and on differ-
ent grid levels L. Simulations in chemical nonequilibrium with activated limiter freezing, cases
(N2 − CNE − steady − . . .− impl). Comparison with experimental data from Sanderson121 in
original image.
shock wave, which is a highly refined area of the adapted flow domain, may completely
alter the flow field solution from unsteady to steady-state. Hence, one may draw the
conclusion that using at least a second order scheme in space throughout the entire
flow field is an advisable rule of thumb. Even a much higher grid resolution cannot
compensate for the lack of second-order accuracy in space.
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8.3.3. Flow Field
Unsteady Mechanism In the following, the flow field solution and the jet unsteadiness
are discussed in more detail. The analysis is carried out by means of the highly resolved
simulation on level L = 8 in thermochemical nonequilibrium (N2 − CTNE − L8− impl).
When reaching level L = 8 for the first time, this instant in time is defined as the refer-
ence time t = 0 s.
The unsteady mechanism (e) is the most dominant flow feature, see Figures 8.9
and 8.10: The unsteady cycle starts with the lower turning point at time t = 1.026 ×
10−6 s. This does not coincide with time t = 0 s, as the jet is moving upward and
downward when reaching level L = 8 for the first time, compare t = 0.639× 10−6 s and
t = 1.026× 10−6 s. The solution cycle ends at time t = 5.151× 10−6 s which leads to a
time period of 4t = 4.125× 10−6 s or a frequency of approximately 242 kHz.
All major characteristic unsteady phenomena as indicated in Figure 8.2 can be iden-
tified in the solution. The jet is moving upwards at the beginning of the solution cycle
of mechanism (e) at t = 1.026 × 10−6 s. When reaching the upper turning point at
t = 2.677 × 10−6 s, zones two, three and five are interconnected to a single supersonic
jet. The jet is then moving downward, increasing the distance to zone five and building
up a subsonic part in between the zones, compare t = 3.393 × 10−6 s. Mechanism (d)
results from a contraction of the jet end which finally leads to the supersonic zone four,
t = 3.787× 10−6 s. As mechanism (f) changes the size of zone five, zones four and five
eventually connect at time t = 4.211× 10−6 s. The main unsteady mechanism (e) starts
over again after finishing the main downward motion of the jet zones two and three by
movements with smaller amplitude.
Mechanisms (b) and (c), i.e., rotations of zones one to three and a longitudinal expan-
sion and compression of the jet, can be observed throughout the whole solution cycle.
Both are major driving mechanisms for the unsteady movement (e). The amplitude of
mechanism (a) is rather small on higher grid levels. It can be identified best in Fig-
ures 8.9 and 8.10 when comparing the intersection of the sonic line with the x-axis, for
instance at times t = 1.026× 10−6 s and t = 3.787× 10−6 s.
The solution is very sensitive to any numerical and physical perturbations and may
be described as rather chaotic. The frequency range of the unsteady phenomena de-
pends strongly on the specific configuration under consideration, in particular on the
location of the impinging shock wave. As compared to the experiment, the simulation
is capable of resolving a much higher frequency range of the physical instabilities. The
frequency of the main unsteady mechanism is about one order of magnitude larger than
the frequencies measured in the experimental campaign. The simulations on level L = 4
were run for the longest time and covered a physical time range of 4.6 × 10−4 s. No
additional major unsteady mechanism can be identified in these computations which
could potentially cover a frequency range down to 2.2 kHz.
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Figure 8.11 depicts a comparison of the instantaneous experimental fringes with the
Mach number isolines of the computational solution at t = 3.210 × 10−6 s. The shape
and location of the bow shocks and of the initial shock of the jet structure is captured
very well by the simulation, especially when taking into account that the recording of
the experimental measurement is not truly instantaneous but requires a finite amount
of time. In addition, the experimental results may be influenced by 3D effects. The
agreement of the jet structure is reasonable, given that the shock-shock interaction is
unsteady and very sensitive to even small variations of the shock impingement location.
Further insight into the unsteady mechanism may be gained from a comparison of the
present configuration with other computational results. The discussion in Section 2.2.2
indicates that various authors found a relation between the jet unsteadiness and the
formation and shedding of vortices. This general finding is confirmed in the present
study, though the detailed mechanism seems to be different.
During the solution cycle, up to five vortices are generated in the flow domain above
the supersonic jet at t = 2.164 × 10−6 s, see Figure 8.9, while at most two vortices
are found in the area below the jet. The observation of shed vortices on both sides of
the supersonic jet is in agreement with the findings by Furumoto et al.43 However, in
the present study the vortices above the supersonic jet are strongly related to the jet
movement while the main vortex below the jet is more steady and seems to be only of
minor importance. The vortex below the jet is located at a larger distance to the jet
and exists longer than the vortices above the jet.
The observed coupling of the vortices above the jet to the jet unsteadiness is to some
extent in agreement with the results by Lind and Lewis.83 They identified a coupling
between a vortex in the upper shear layer and the high-frequency jet unsteadiness. The
formation of a single vortex was observed “near the junction of upper shear layer and
the termination point of the supersonic jet”. In the present work, the formation and
shedding of several vortices is more pronounced near the junctions between the jet zones
two, three and four as defined in Figure 8.2. This includes two strong vortices near the
jet termination point at time t = 3.787× 10−6 s, see Figure 8.9.
In the simulations by Lind and Lewis the generated vortex propagates along the
upper portion of the cylinder and related to the main pressure cycle. Such a transport of
vortices over a larger part of the flow domain could not be observed in the present study.
Instead, vortices are formed and dissipated several times during each time period of the
main unsteady mechanism (e). An example of this frequent and rapid development of
the flow field is given in Figure 8.9, compare for instance solution time t = 2.059×10−6 s
with t = 2.164 × 10−6 s. Within only a short period of time, a new vortex is formed
in the middle of the flow field while the upper middle vortex moved to the left and
became much stronger. At solution times when the jet structure is close to an Edney
type IV interaction, the formation and dissipation of vortices is more pronounced in the
inner part of the flow field and above the supersonic jet, i.e., zones two and three. At
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Figure 8.9.: Formation and shedding of vortices. Jet structure indicated by Mach number contour
plot with restricted range M = 1 . . . 2. (N2 − CTNE − L8− impl)
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Figure 8.10.: Formation and shedding of vortices (continued). Jet structure indicated by Mach
number contour plot with restricted range M = 1 . . . 2. (N2 − CTNE − L8− impl)
solutions times when zone four is present, the formation and shedding of vortices is more
pronounced in this part of the flow domain.
In general, the formation, dissipation and shedding of vortices is coupled to pressure
waves which are propagating at high speeds from right to left through the subsonic part
of the flow domain. Figure 8.12 illustrates that pressure waves exist in the entire flow
field. The structure of the pressure field is strongly coupled to the formation of vortices
and the wave patterns inside the supersonic jet. After an initial oblique shock wave the
flow inside the jet is redirected through a series of expansion and compression waves.
The location and the type (compression, expansion) of these wave patterns change with
time as indicated by the local Mach number in Figure 8.9 and the pressure contours in
Figure 8.12.
A strong compression wave which is almost normal to the flow direction can be ob-
served at time t = 3.787 × 10−6 s. This flow feature emerges from the alternating
compression-expansion wave pattern and belongs to a part of the jet where all wave
patterns are highly unsteady. The flow remains supersonic while passing through this
compression and is again accelerated further downstream. At the end of the supersonic
jet, the expansion and compression wave patterns tend to become more symmetric with
respect to the jet center. The jet curvature becomes so strong, that the compression of
the flow leads to a subsonic part which separates zones three and four, see Figure 8.9.
Nonequilibrium Effects Figure 8.13 illustrates the dissociation of molecular nitrogen
in the flow field. Through the vibration-dissociation coupling, the chemical reactions are
closely tied to the translational and vibrational temperature. Only moderate delays in
the excitation of the vibrational energy mode by the vibrational-translational energy can
be observed, most notably in the shock zone after the bow shocks. The oblique shock
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Figure 8.11.: Comparison of the Mach number isolines at time 3.210×10−6s with the experimen-
tal fringes121 of the flow field. Sonic line indicated by black line. Picture taken by Sanderson.121
(N2 − CTNE − L8− impl)
wave in front of the supersonic jet, which connects both triple points, and the following
pattern of oblique shock waves is much weaker than the upper and lower bow shock. The
vibrational temperature remains almost constant in the main core of the supersonic jet.
Comparing Figures 8.12 and 8.13 indicates similarities in the pressure distribution and
the vibrational temperature of the flow field. On the one hand, higher pressures reduce
the relaxation time of the vibrational-energy exchange which increases the amount of
vibrational energy. On the other hand, a higher pressure leads to stronger dissociations
along with a depletion of vibrational energy. The latter effect is more pronounced in the
vicinity of the sonic lines. The depletion of vibrational energy is supported by mixing
processes and energy exchanges through conduction and diffusion. For clarification it
should be noted here that in general both, chemical reactions as well as the vibrational-
translational energy exchange are coupled with a delay to the flow field. This gives time
for convective transport which has a significant influence on the flow field.
Figure 8.14 compares the jet structure of the solution in thermochemical nonequi-
librium (N2 − CTNE − L8− impl) with the solution in chemical nonequilibrium and
thermal equilibrium (N2 − CNE − L6− impl). Both solutions are depicted on level
L = 6 shortly after reaching this level for the first time. The thermochemical nonequi-
librium effects lead to a decrease of the translational temperature of the flow field. This
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Figure 8.12.: Isolines of pressure waves. Jet shape indicated by transition between supersonic
(red) and subsonic (blue) flow. (N2 − CTNE − L8− impl)
Figure 8.13.: Contour plot of N2 mass fractions (left) and vibrational temperature (right). Iso-
lines of translational temperature (left). (N2 − CTNE − L8− impl)
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Figure 8.14.: Jet structure indicated by sonic lines. Comparison of thermochemical
nonequilibrium (N2 − CTNE − L8− impl) on level L = 6 with chemical nonequilibrium
(N2 − CNE − L6− impl) solution.
results in an increase in density and a smaller stand-off distance of the bow shocks. As
the whole shock structure is affected by the size of the shock layer, the CNE solution
requires a higher location (h = 0.09) of the impinging shock wave as compared to the
CTNE solution (h = 0.08) in order to generate a jet with similar shape. Despite the
differences in both simulations regarding the location of the triple points as well as the
physical modeling, the observed unsteady mechanism remains similar. This is confirmed
by the time periods of the unsteady mechanism (e), see Table 8.3.
8.3.4. Wall Quantities
Figure 8.15 depicts the development of the Stanton number ratio over time. The Stanton
number (A.3) is normalized by the theoretical value for stagnation point flows according
to Fay and Riddell,42 StFay&Riddell = 0.0172. The angle is measured from the geometric
stagnation point, i.e., the center line of the cylinder.
Strong peaks are located at the jet end. All significant unsteady changes of the heat
flux take place at a symmetric range between − 20.0◦ and + 20.0◦ with respect to the
geometric stagnation point.
The Stanton number distribution for one cycle of the unsteady mechanism (e) from
t = 1.026× 10−6 s to t = 5.151× 10−6 s is plotted in Figure 8.16. A data set is written
approximately every 1.3 × 10−8 s and depicted with dotted lines. The point density in
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Figure 8.15.: Stanton number distribution over time. (N2 − CTNE − L8− impl)
Figure 8.16.: Stanton number distribution at the wall for one full cycle of the unsteady mech-
anism. Output written approximately every 1.3× 10−8 s. Comparison with experimental data
from Sanderson121 in original image. (N2 − CTNE − L8− impl)
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Figure 8.17.: Oscillations of maximum Stanton number and maximum pressure.
(N2 − CTNE − L8− impl)
this plot is a measure for the accumulated duration of the corresponding value.
The computed heat flux rates as well as the calculated arithmetic means are in good
agreement with the experimental measurements by Sanderson.121 The experimental
results indicate larger standard deviations in the area where the main unsteady fluctua-
tions were found in the simulation. The present results support the unsteady behavior of
the heat flux found by Sanderson.121 The length of one cycle of the unsteady mechanism
is small. Hence, the arithmetic mean of the Stanton number ratio is a good measure
for the expected heat load in engineering applications. This value corresponds to a time
weighted average, as the time step size remains similar during the whole computation.
An analysis of the maximum ratios for pressure and the Stanton number reveals more
insight into the coupling with the unsteady mechanism. The maximum Stanton number
ratio of approximately 14.2 can be found at t ≈ 1.15·10−6s when the jet impinges almost
horizontally on the cylinder surface. In this case the Mach disc of the terminating shock
wave seems to be almost parallel to the wall surface, with the lower corner being a bit
closer to the wall. This changes at t ≈ 1.45 × 10−6 s when the upper corner of the
jet end is slightly closer to the wall. This effect can be observed in Figure 8.17 as an
almost discontinuous change of the location of the maximum Stanton number, when
a new location becomes more dominant. Afterwards the angle increases as the jet is
bending upwards. The jet end is moving further away from the cylinder surface which
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lowers the wall heat flux at an almost constant rate. At some instant in time the jet gets
connected to zone five as illustrated in Figure 8.12 and stops bending further upward.
Instead, zone four tends to move closer to the wall. At about t ≈ 2.54 × 10−6 s the
location of the maximum Stanton number ratio switches from the upper end of zone
four to the jet side, which is now located closer to the wall. When the jet is moving
downwards, zone four separates first from zone five and afterwards from zone three as
discussed in Section 8.3.3. After separating from zone five, zone four keeps on moving
upwards which causes again an increase in the angle and the maximum Stanton number
ratio. Once zone four has connected to zone five, both supersonic zones move closer to
the wall. This causes again a jump in the location of the maximum Stanton number
ratio at about t ≈ 4.05× 10−6 s. As the jet end is moving towards the cylinder surface
at the same time, the heat flux in this part of the flow domain becomes more prominent
again at about t ≈ 4.50× 10−6 s. The cycle ends at about t = 5.151× 10−6 s.
The maximum pressure and the maximum Stanton number ratio are closely coupled
and show similar characteristics, even though the pressure is sometimes ahead of the
heat flux distribution. Overall, both quantities are mostly affected by the distance of
the supersonic zones to the cylinder surface. The location and to a minor extent the
maximum values are in addition superimposed by high frequency oscillations with a low
amplitude. This effect might be coupled to pressure waves traveling through the flow
domain.
As the whole unsteady mechanism is very sensitive and to a certain extent based on
random numerical and physical noise, the unsteady mechanism is not exactly repeated
in the following cycle. This is why the location and magnitude of the Stanton number
ratio is not exactly matched at the beginning and the end of the jet. However, the
general qualitative trend of increasing heat flux and pressure is matched.
8.3.5. Logarithmic Temperature Model
The capabilities of the logarithmic temperature model in resolving the wall heat fluxes
are briefly demonstrated in the following using the example of a quasi-steady-state so-
lution of nitrogen flow in chemical nonequilibrium. This section serves as an alternative
approach to the second order approximation of the temperature gradient applied to the
previously discussed results. Fixing the shock location at a particular instant in time
helps to avoid any side-effects of unsteady phenomena on the solution when comparing
both heat fluxes. It should be noted that the results presented in this section are a nu-
merical study. The actual physical meaning is limited due to the lower order resolution
of the initial shock structure, compare the discussion in Section 8.3.2.
Motivation Crucial for the accuracy of the wall heat flux is the proper computation of
the temperature gradient at the wall. Figure 8.18 gives an example of the temperature
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Figure 8.18.: Example logarithmic temperature profile at the wall on highly stretched grid, level
L = 6 (N2 − CNE − steady − h0.09− impl). Quasi-steady-state simulation of nitrogen flow
in chemical nonequilibrium with h = 0.09. The data are extracted with different angles along
several lines form the cylinder center.
distribution close to the wall at different locations. The shape of all temperature pro-
files is close to a logarithmic function. In order to resolve this logarithmic temperature
profile, a highly stretched grid with high aspect ratios and a low height of the cell next
to the wall is required. However, highly stretched grids are usually prone to numerical
instabilities. A possible remedy for these instabilities, while maintaining a high accu-
racy of the temperature gradient, is the use of a logarithmic temperature distribution
function for the computation of the temperature gradient. The physical modeling of
the temperature distribution will lead to a numerical stabilization and allow the use
of a coarser grid, as the logarithmic temperature profile does not need to be captured.
Details on the modeling are discussed in Section 4.5.1.
Grid Quality A coarser grid with a low logarithmic stretching is sufficient, even re-
quired, for the logarithmic temperature model, compare Figures 8.19 and 8.20. This
leads to a lower aspect ratio at the wall. The size in wall normal direction of the cell
located directly at the wall is comparable to the grid with high stretching on level L = 2.
The grid spacing in the jet area is comparable to the other grids with higher stretching.
Results As discussed in Section 4.5.1, a linear reconstruction is employed as a fall-
back in areas where the temperature distribution cannot be captured by a logarithmic
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Figure 8.19.: Grid on level L = 5 after four adaptations with low stretching.
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Figure 8.20.: Example grid on level L = 5 after four adaptations with high stretching.
(N2 − CNE − steady − h0.075− impl)
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Figure 8.21.: Stanton number distribution at the wall for h = 0.075. Comparison of second order
temperature gradient (N2 − CNE − steady − h0.075− impl) with the logarithmic temperature
model (N2 − CNE − steady − log). Quasi-steady-state simulations in chemical nonequilibrium
on level L = 5. Comparison with experimental data from Sanderson121 in original image.
function. A careful adjustment of the switching process is needed to avoid numerical
instabilities caused by frequent switching between both models. For a given temperature
boundary layer, the switching process is guided by a lower limit of the wall cell size. A
grid resolution that is too high will lead to a grid resolved solution of the logarithmic
temperature profile by a linear model and will render the use of a logarithmic model
within a single cell not only obsolete, but counterproductive by forcing the logarithmic
model into the fallback option. For the current configuration with low stretching, level
L = 5 was identified as the maximum allowable refinement level at the wall. Figure 8.19
indicates that after four grid adaptations with a maximum level L = 5, a larger part of
the flow field above the supersonic jet is no longer refined and kept on level L = 4. This
indicates convergence of the inner flow field with respect to the applied threshold value.
The distribution of the Stanton number in case of the logarithmic temperature model
is depicted in Figure 8.21. All basic characteristics are properly resolved on a grid with
a much lower stretching, though the peak heat flux is slightly lower at this grid level
for the logarithmic temperature model than for the second order temperature gradient.
Given the much coarser grid resolution along with the reduced computational time, the
logarithmic temperature model will be a good alternative for efficient simulations with
only an intermediate demand in accuracy.
173
8.4. Martian Atmosphere: Edney Type VII Interaction
The current configuration with h = 0.09 is simulated utilizing the gas composition of the
Martian atmosphere (CO2 − CTNE − L8− impl). The resulting flow field is similar to
an Edney type VII interaction as defined by Yamamoto et al.143 For this or similar
configurations, no experimental results are known to the author which could be used
for comparison. The main purpose of this test case is to demonstrate the flexibility and
versatility of the modified flow solver by applying it to another gas model. In addition it
is demonstrated that Edney type VII interactions may be generated in CO2 gas mixtures.
8.4.1. Grid Adaptation and Dependency
The same mesh with medium stretching is utilized in the present highly-resolved simula-
tion as it has been used for the simulation of nitrogen flow in thermochemical nonequi-
librium. This leads to a final grid on level L = 8 with approximately 1.4 million cells,
which is only about 11% of the cells compared to a uniformly refined grid on this level.
The unsteady mechanism in the current configuration, see Figure 8.22, leads to a large
relocation of the bow shock and all other sub- and supersonic flow features of the shock
interaction zone as compared to the previous Edney type IV interaction.
In the present configuration, the bow shock seems to be more difficult to capture for
the adaptation mechanism. Therefore, a slightly lower threshold value  is applied, see
Table 8.2. In addition, the adaptation is carried out with respect to all transported
quantities of the flow field, including all species densities and the vibrational energy.
This is expected to lead to a higher sensitivity of the grid adaptation towards the ther-
mochemical production terms in the shock zone.
The total number of cells is similar as for the previous configuration, as the smaller
shock stand-off distance in case of the Park CO2 models leads to a larger far field on
a coarser grid level which compensates the slightly higher adaptation rate within the
flow field. Overall, the flow features and the locally required higher resolution remain
similar for both configurations. Figure 8.22 demonstrates that the bow shock is properly
captured and locally refined up to the highest grid level with these settings.
To reduce the computational costs for this test case, the unsteady simulation is re-
stricted to a duration of 5 × 10−6 s. This duration is of a similar order as the highly-
resolved simulation of nitrogen flow on level L = 8. However, the unsteady cycle appears
to be much longer for the present configuration and cannot be fully covered. Hence, time
resolution cannot be analyzed, but is expected to show similar characteristics as for the
nitrogen flow test case.
Grid resolution may to some extent be addressed by comparison of the thermochemical
nonequilibrium solution on level L = 8 (mesh with medium stretching) to the solution on
level L = 6 (high stretching). Figure 8.23 shows the jet structure for both simulations.
The simulation is synchronized in time by selecting solutions in which the transition
location from a strong to a weak oblique shock wave is in a similar position. The triple
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Figure 8.22.: Close-up of grid on level L = 8 after seven grid adaptations. Comparison at
solution time 0.121× 10−6 s (black) and 2.446× 10−6 s (red). (CO2 − CTNE − L8− impl)
points of the shock-shock interaction are fixed in space by the incident shock wave and
build up the second reference point to pinpoint the solution. When comparing both
results, one should keep in mind that both simulations do not necessarily need to be
identical, because random fluctuations triggered on one grid level may not be present in
the other solution and vice versa. Even small perturbations may add up over time and
have a large influence on the resulting flow field. In addition, the results are subject to
proper time resolution, which is not fully ensured for the applied constant CFL number
computations with potentially different time step sizes in both simulations. Hence, the
comparison of both solutions remains only a good indicator to get a rough idea of the
grid dependency.
Figure 8.23 clearly illustrates that both solutions show the characteristics of an Edney
type VII interaction. The distance between the jet and the cylinder surface is similar
in both solutions. On level L = 6, the supersonic jet extends over a larger area than
on level L = 8. The sonic line defining the supersonic jet structure is finer resolved
on level L = 8. Small waves traveling on the curved bow shocks are found in both
solutions. Overall, the discrepancies between both solutions are larger than for nitrogen
flow in thermochemical nonequilibrium. However, given the large uncertainties in both
solutions, they are qualitatively similar.
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Figure 8.23.: Jet structure indicated by sonic lines. Comparison of solution on level L = 6 (green
line, CO2−CTNE−L6−impl) with solution on level L = 8 (red-blue, CO2−CTNE−L8−impl).
8.4.2. Flow Field
Figure 8.24 gives an overview of the jet structure at different points in time. The flow
field clearly meets the definition of an Edney type VII interaction by Yamamoto et al.143
The “supersonic jet streaming toward the upper downstream without stagnating on the
body” was identified in a simulation of nitrogen flow in thermochemical nonequilibrium for
larger values of the impingement shock location h. Unlike for the previous configuration
where an Edney type VII configuration could not be generated by increasing the shock
impingement location, the simulation with the Martian atmosphere gas model results in
an Edney type VII interaction for a wide range of different impingement locations. The
lower bound of the impingement location can be identified as h = 0.05 for the present
configuration. In this case the Edney type VII interaction is close to an Edney type IVa
interaction, see Figure 8.25. However, the flow field is still characterized by a strong
vorticity, which is typical of Edney type VII interactions.
Flow Field Characteristics The main flow features of the present shock-shock interac-
tion are illustrated in Figure 8.26. Zone one comprises the shock layer directly behind
the bow shock which is characterized by high translational and vibrational temperatures
and the corresponding chemical and thermal relaxation processes. Yamamoto et al.143
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Figure 8.24.: Formation and shedding of vortices. Jet structure indicated by Mach number
contour plot with restricted range M = 1 . . . 2. (CO2 − CTNE − L8− impl)
identified this part of the flow domain as the most reactive zone in their nitrogen flow
simulations. This finding is qualitatively similar to the CO2 dominated flow field in
the present configuration, see Figure 8.27. A transition from a strong oblique shock
wave into a weak oblique shock wave can be found at the boundaries of zones two and
three. Assuming a constant isentropic exponent γ = 1.403, gas dynamic relations for
ideal gases from standard text books106 deliver an angle of σ = 66.6◦ between the local
shock front and the inflow direction. This value is reproduced at the lower corner of
zone three, while a larger angle is found at the upper corner of zone two. The latter is
due to influences of the upper triple point.
Above (zone three) and below (zone two) the upper triple point the flow remains
supersonic after passing a weak oblique shock wave. A strong oblique shock wave is
formed at the end of zone three. This is a result of the released blockage of the inner
flow field once the flow passed the supersonic zone five and zone seven with its high
vorticity. The inner flow field requires less space after passing these zones and the angle
σ increases.
The supersonic jet in zone four has similarities to the jet in case of the Edney type IV
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Figure 8.25.: Formation and shedding of vortices for h = 0.05. Jet structure indicated by Mach
number contour plot with restricted range M = 1 . . . 2.(CO2 − CTNE − L8− h0.05)
Figure 8.26.: Schematic drawing of jet structure. Sonic line indicated in bold black.
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interaction. Likewise, it consists of two triple points which are almost fixed in space and
connect the initial bow shock, an oblique shock wave and a series of alternating compres-
sion and expansion waves within the jet structure. Fewer compression and expansion
waves are found in zone five along with lower changes in pressure and temperature.
Fewer but still significant chemical reactions are observed in this zone. This opposes
the finding by Yamamoto et al. who observed a frozen flow in this area. The discrep-
ancy is likely to be caused by the higher dissociation temperature of molecular nitrogen
compared to molecular oxygen and carbon dioxide.
Zones six and seven are characterized by a strong vorticity. Both zones consist of at
least one larger vortex. Yamamoto et al. found that the flow characteristics in zone six
are simpler than in zone seven. This cannot be confirmed in the present configuration.
While zone six does not contain the jet structure, more vortices may be present in this
zone resulting into a complex flow field with higher shear stresses. In agreement to the
findings by Yamamoto et al., the pressure in zone six is higher than in zones four, five
and seven and causes the jet to bend upwards.
Nonequilibrium Effects Table 8.4 tabulates characteristic gas properties for the upper
inflow condition and compares these with the gas properties of the nitrogen flow config-
uration. The shock stand-off distance is significantly reduced for the gas model of the
Martian atmosphere. The lower post-shock temperatures in the current configuration
lead to a higher density of the fluid. In addition, the speed of sound is lower in the
Martian atmosphere. At a given Mach number, this results in a lower mass flow rate.
Combined with the higher density, a much smaller distance between the bow shock and
the cylinder wall is sufficient in the present configuration to jettison the entire incoming
mass flow.
Table 8.4.: Comparison of gas properties at
inflow condition 1.
Nitrogen CO2 model
c∞ [m/s] 707.7 565.1
R [J/kg ·K] 299.9 191.3
γ [−] 1.403 1.403
cV [J/kg ·K] 743.8 475.1
The vibrational temperature is found to
follow closely the translational tempera-
ture, except for a thin shock layer behind
the bow shock in zone one where the high-
est temperatures are found and a nonequi-
librium model is needed. Strong chemi-
cal dissociation reactions of carbon diox-
ide are found in this area, see Figure 8.27.
The mass fractions of atomic oxygen increase rapidly in this area, slowly followed by
molecular oxygen which is more present in areas with lower temperatures. The tem-
peratures and chemical relaxations in the jet zone four are dominated by the series of
expansion and compression waves, while the relaxation process in zone five is influenced
by reflected pressure waves which propagate through the flow field, compare for instance
the vibrational temperature in Figure 8.27 with the pressure waves in Figure 8.28 at
t = 3.472× 10−6 s.
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Figure 8.27.: Contour plot of mass fractions and vibrational temperature. Jet structure indicated
by sonic lines (black). (CO2 − CTNE − L8− impl)
Figure 8.28.: Isolines of pressure waves. Jet shape indicated by transition between supersonic
(red) and subsonic (blue) flow. (CO2 − CTNE − L8− impl)
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Figure 8.29.: Stanton number distribution at the wall for one full cycle of the unsteady mecha-
nism. Output written approximately every 3× 10−8 s. (CO2 − CTNE − L8− impl)
Unsteady Mechanism Yamamoto et al. indicated the unsteadiness of the Edney type
VII shock-shock interaction in their publication. This finding can be confirmed for the
present configuration, see Figure 8.24. Within the time span of 5 × 10−6 s captured in
the simulation, the supersonic jet expands into the flow field bending around the upper
vortex. Only a single large vortex is present in zone seven, which propagates upwards
in the flow field. The large vortex in zone six remains almost fixed in a single location,
while the medium sized vortices to the upper left and upper right vary significantly in
their strength and in their location. In addition, small vortices are formed and shed in
the vicinity of the jet contraction zones, see for instance the solution at t = 0.969×10−6s
in Figure 8.24. The continuous presence of two larger vortices substantiates the strong
vorticity of the Edney type VII interaction and is a unique and distinctive feature.
Similar to the test configuration with nitrogen flow, pressure waves originating from
the compression and expansion waves in the jet zone four are propagating through the
entire flow field. However, unlike in the nitrogen flow configuration where the jet gets
close to the wall surface, the pressure waves in the current configuration are mostly
propagated downstream, see t = 0.969× 10−6 s in Figure 8.28. The pressure waves are
reflected at the wall and propagating upstream, until they hit again the supersonic jet
and interact with the downward traveling pressure waves, see for instance t = 3.472 ×
10−6 s.
181
Conclusion The above discussion of the inner flow field demonstrates that the Edney
type VII interaction as defined by Yamamoto et al. can also be observed in carbon
dioxide dominated gas mixtures. The shock-shock interaction can be subdivided into
different zones which feature unsteady flow mechanisms.
8.4.3. Wall Quantities
The heat flux rates are much lower compared to the nitrogen flow configuration as the
jet does not get close to the cylinder surface, let alone, impinge on the wall. The highest
Stanton number ratio is found at the beginning of the simulation cycle though the
differences are small during the entire simulation, compare Figure 8.29 which indicates
that there is a strong clustering of the instantaneous Stanton number ratios around the
arithmetic mean.
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9. Conclusion and Outlook
A general CFD solver framework for the accurate and efficient simulation of supersonic
nonequilibrium flow fields was developed in the present work.
The development was based on the QUADFLOW solver, an integrated concept of
finite-volume flow solver, B-Spline based grid generation and multiscale-based grid adap-
tation. The flow solver needed to be modified and extended with the required physical
models and numerical methods for the simulation of arbitrary gas mixtures in thermo-
chemical nonequilibrium. This included the generalization of the underlying physical
models to allow for an arbitrary number of species and internal temperatures. Neces-
sary tools for the data exchange of thermodynamic and transport properties were imple-
mented. Apart form the physical models, the numerical methods of the QUADFLOW
flow solver were also extended and improved. The convergence speed of the simulation
was significantly accelerated through the use of implicit and explicit-implicit time inte-
gration methods. The total simulation time of the QUADFLOW solver was cut down
through the parallelization of the nonequilibrium modules. A logarithmic and a second
order approximation of the temperature gradient improved the resolution of the wall
heat flux. The modified QUADFLOW solver was validated with respect to single mod-
ules and components, as well as a whole by application to hypersonic flow fields around
cylinders and to internal nozzle flow.
The resulting QUADFLOW solver now serves as a general CFD solver framework
for the efficient simulation of high-speed flows of various gas mixtures in thermochem-
ical nonequilibrium. The applied multiscale-based grid adaptation was demonstrated
to perform well with arbitrary gas models and allowed to produce highly-resolved sim-
ulations on locally h-adapted grids. The high resolution provided new insights into
nonequilibrium flow configurations which are based on multiple length scales. This was
demonstrated by application of two example test cases: A cooling gas injection and
Edney type IV and type VII shock-shock interactions.
Cooling Gas Injection The influence of various coolants on the cooling effectiveness in
supersonic laminar film cooling was investigated. An experimental setting of a generic
flat plate by Hombsch and Olivier65 was simulated with the modified nonequilibrium
branch of the QUADFLOW solver. Good agreements were found between the experi-
mental and numerical results. The flow fields of the modeled and simulated injection
were compared. It can be concluded that the simpler modeled injection resolves all
physically relevant effects of the flow field. The cooling efficiency seems to be primarily
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dependent on the coolants molar weight. A low density of light coolants will lead to
a thickened cooling film. This results in lower temperature gradients in the boundary
layer and reduced wall heat fluxes.
It was demonstrated that the multiscale-based grid adaptation concept is an efficient
way to simulate cooling gas injections. All relevant flow properties were automatically
detected and resolved by the grid adaptation concept, which automatically adjusts the
computational mesh. In combination with the modeled injection, this approach sig-
nificantly facilitates the meshing of efficient grids as the same mesh may be used for
the reference solution and for the cooling gas injection. The design of the modified
QUADFLOW solver allows for an easy exchange of the reaction models. Together with
the automatic grid adaptation, the generation of cooling gas injections with different
gas properties is significantly facilitated. This demonstrates a considerable potential for
industrial applications, where the best location for the cooling gas injection needs to be
determined by an analysis of a large number of different configurations.
Edney Type IV and VII Shock-Shock Interaction An experimental test case by
Sanderson121 of an Edney type IV shock-shock interaction was simulated in its orig-
inal configuration with nitrogen flow and in a modified version utilizing a gas model of
the Martian atmosphere. It was demonstrated that the current version of the nonequi-
librium branch of the QUADFLOW solver is capable of handling complex unsteady flow
phenomena such as the Edney type IV and Edney type VII shock-shock interaction.
The inherent instability of these test cases makes the simulation in thermochemical
nonequilibrium a challenging task.
The present simulations of nitrogen flow in thermochemical nonequilibrium employ up
to seven grid adaptations, reaching a mesh size of about 1.5 million cells. This results
in a saving of 85% of the cells compared to the uniformly refined grid on the same level.
The highly stretched grid at the wall combined with the second order approximation of
the wall temperature gradient led to a high accuracy of the Stanton number distribution,
which is an important quantity in hypersonic applications. The B-Spline representation
of the grid allowed the use of a piecewise defined logarithmic stretching function. This
led to an easy to handle one block grid with a smooth but rapid transition from highly
stretched grid cells at the wall to a quadratic shape of the grid cells in the area of the
supersonic jet. A proper resolution of the jet structure and of the wall quantities was
achieved at the same time. The usage of hanging nodes in the grid allowed for a smooth
transition of the grid spacing from regions where a high local resolution is required, to
areas with moderate variations requiring a lower resolution. This helped to cut down
the computational costs.
The unsteady mechanism and its grid dependency was discussed in greater detail for
the experimental Edney type IV shock-shock interaction by Sanderson. The highly-
resolved simulation allowed to gain new insights into the structure and the unsteadiness
of the vortices and pressure waves in the entire flow field. A detailed analysis of the jet
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structure allowed to subdivide the jet into different zones and categorize their respective
unsteady mechanisms, also with respect to the spatial and temporal resolution behavior.
The proper resolution of the flow field and wall quantities at the same time facilitated
the description of the influence of the jet unsteady mechanism on the wall heat flux
rates.
A modeled logarithmic temperature distribution was presented. This alternative ap-
proach to the second order temperature gradient permits to maintain a high accuracy
of the wall temperature gradient while using a coarser grid with a low stretching.
In addition to the simulation of the experimental nitrogen flow configuration, the test
case was extended to another thermochemical nonequilibrium model to demonstrate the
versatility of the QUADFLOW solver. The Park CO2 model was selected as simula-
tions of the Martian atmosphere are important for interplanetary space missions. The
simulations revealed that the Edney type VII interaction, as defined by Yamamoto et
al.,143 is an important and pronounced shock-shock interaction for the applied configu-
ration of the Martian atmosphere. The highly-resolved simulation allowed new insights
into the vortex structure and the propagation of pressure wave patterns for this type of
shock-shock interaction. The applied multiscale-based grid adaptation concept is very
beneficial for this configuration, as the unsteady jet structure extends far into the inner
flow field and no a-priori knowledge of the flow field is available. The high resolution
of the flow field allowed to resolve the formation and shedding of small vortices side-by-
side with the more dominant larger vortex structures. The flow field was subdivided into
different zones and the thermochemical relaxation process was analyzed and compared
to the nitrogen flow field of the previous configuration. The gained insight into this less
known configuration is an excellent basis on which further experimental and theoretical
analyses can build.
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A. Nondimensional Coefficients
A.1. Skin Friction
The skin friction coefficient is defined as
cf =
τwall
1
2ρ∞u
2∞
, (A.1)
where the wall shear stress may be calculated as:
τwall = µ
∂Vt
∂n
= µ
(
n · ∇xV
)
. (A.2)
The tangential velocity in the local coordinate system Vt = t · V may be computed in a
particular plane of the coordinate system based on the boundary face normal vector n
and the corresponding tangential vector t.
A.2. Stanton Number
The Stanton number is defined as:
St =
qwall
ρ∞u∞cp,∞ (Twall − T0,∞) . (A.3)
If not otherwise mentioned, the inflow quantities for the specific heat capacity cp,∞ and
T0,∞ are calculated based on an ideal gas assumption to improve comparability with
results from ideal gas simulations. The heat flux at the wall
qwall = k
tr ∂T
tr
∂n
+
∑
m
km
∂Tm
∂n
(A.4)
is directly calculated from a first or second order approximation of the temperature
gradient normal to the wall with the methods discussed in Section 4.5.1.
199
200
B. Physical Constants and Model
Parameters
B.1. Thermodynamic Properties of Flows in Thermal
Nonequilibrium
B.1.1. Energy Models: Translational and Rotational Energy Models
Experimental data for calculations in thermal equilibrium are readily available from liter-
ature sources such as the JANAF Thermochemical Tables as discussed in Section 5.1. In
the following, basic analytic models especially suited for flows in thermal nonequilibrium
are discussed.
A very simple approach for the computation of analytic solutions for macroscopic
thermodynamic quantities is based on kinetic theory of gases4 and the equipartition
theorem.134,61 Assuming that all energy modes of a species are fully excited and in
equilibrium, the energy may be calculated as:
e(?)α =
f
2
RT , (B.1)
c
(?)
V,α =
f
2
R . (B.2)
Atoms have three translational degrees of freedom, fatom = 3, whereas diatomic molecules
have two additional rotational degrees of freedom and two additional vibrational degrees
of freedom, fmolecule = 7. Electronic and zero-point energies are neglected in (B.1).
The application of statistical thermodynamics is another, more sophisticated approach
for the computation of macroscopic gas quantities. Statistical thermodynamics is based
on the fundamental assumption, that all microscopic energy states of a system are equally
likely to occur.134 The Boltzmann distribution represents the most likely distribution
of the energy states across the whole system for a particular energy mode.71 This most
probable macrostate is defined as the thermal equilibrium state of an energy mode. It
is assumed in the following that the energy state of each energy mode is decoupled from
the other energy modes and can be described by a single temperature.
In case of the translational and the rotational energy mode, the results derived from
statistical thermodynamics are the same as the results based on the equipartition the-
orem (B.1)-(B.2). Both energy modes are already fully excited at low temperatures,4
which makes it easy to assume three degrees of freedom for the translational energy mode
201
(f (trans) = 3) and two degrees of freedom for the rotational energy mode (f (rot) = 2).
The vibrational and electronic energy modes are rarely found to be fully excited, be-
cause phenomena such as dissociation and ionization will most likely occur beforehand.61
Because of this, these energy modes need to be modeled as described in the following
sections.
B.1.2. Energy Models: Vibrational Energy Mode
The energy stored in the vibrational energy mode may be computed based on statistical
thermodynamics. The harmonic oscillator assumption as a simple model is frequently
used in the literature. A harmonic oscillator is an idealized assumption where the spacing
between the vibrational energy modes is, by definition, equidistant. This is sufficiently
accurate for most practical purposes unless “the temperatures are high enough that the
upper vibrational states are appreciably populated”.134 Anharmonic oscillator models
allow for a more realistic description of the vibrational energy state because there is
no restriction on equidistant energy spacings. This is useful in combination with so-
phisticated vibrational relaxation models.119,112 In addition, anharmonic models may
account for the coupling between the vibrational and rotational energy modes at high
temperatures.134
The forced harmonic oscillator model and the anharmonic oscillator model are fre-
quently used in a Master Equation3 formulation of the flow equations, where the trans-
port of vibrational energy states is captured. This approach involves a high computa-
tional effort and is only required in cases where strong perturbations from the equilib-
rium state are expected.11 Test cases requiring state resolved simulations are not in the
scope of the QUADFLOW solver. For reasons of practicability, the following discussion
is restricted to harmonic oscillator models which are mostly used in the present work.
Harmonic oscillator models were applied by Klomfaß71 in his solver for code validation
and later used in the NSCTNG2 solver. Kumar80 successfully tested these routines and
data sets in the QUADFLOW solver. In addition, available curve fits from Klomfaß71
based on the anharmonic oscillator model were used by Kumar.
The unbounded harmonic oscillator assumption leads to the following expressions
for the vibrational energy and the specific heat capacity134 of a species α:
e(vib)α
(
T (vib)
)
=
Rαθ
(vib)
α
exp
(
θ
(vib)
α /T (vib)
)
− 1
, (B.3)
c
(vib)
V,α
(
T (vib)
)
=
Rα
(
θ
(vib)
α /T (vib)
)2
exp
(
θ
(vib)
α /T (vib)
)
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)2 . (B.4)
θ
(vib)
α = hν/k is called the characteristic temperature for vibration.134 The frequency ν
of the harmonic oscillator is different for each species α. h is the Planck constant and
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k is the Boltzmann constant. (B.3) and (B.4) are expressed per unit mass as they are
calculated with the specific gas constant Rα .
The expressions (B.3)-(B.4) are derived from the corresponding partition function for
the vibrational energy:
Q(vib)α
(
T (vib)
)
=
1
1− exp
(
−θ(vib)α /T (vib)
) . (B.5)
(B.3)-(B.4) assumes that an infinite number of vibrational energy states exist. If the
energy level is truncated at an energy state immediately below dissociation, the following
expression for the bounded harmonic oscillator is obtained:71
e(vib)α
(
T (vib)
)
=
Rαθ
(vib)
α
exp
(
θ
(vib)
α /T
)
− 1
− Rαθ
(0)
α
exp
(
θ
(0)
α /T
)
− 1
, (B.6)
c
(vib)
V,α
(
T (vib)
)
=
Rα
(
θ
(vib)
α /T (vib)
)2
exp
(
θ
(vib)
α /T (vib)
)
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)2 −
Rα
(
θ
(0)
α /T (vib)
)2
exp
(
θ
(0)
α /T (vib)
)
(
exp
(
θ
(0)
α /T (vib)
)
− 1
)2 .
(B.7)
θ
(0)
α is the characteristic temperature of the zero point energy. The corresponding par-
tition function reads:
Q(vib)α
(
T (vib)
)
=
1− exp
(
−θ(0)α /T (vib)
)
1− exp
(
−θ(vib)α /T (vib)
) . (B.8)
The limits of the vibrational energy derivatives and of the partition func-
tions for T → ∞ in case of the bounded and unbounded harmonic oscillator can be
found in Appendix B.1.3. These may be required in the CVDV coupling, see Section
3.7.4.2.
203
B.1.3. Limits of Vibrational Energy Models and Derivatives
B.1.3.1. Unbounded Harmonic Oscillator Model
The limit T (vib) → ∞ of the vibrational energy for the unbounded harmonic oscillator
is assumed to be equal to the limit of the energy for the bounded harmonic oscillator
(B.12).
By definition (3.9), the derivative of the vibrational energy is equal to the specific
heat capacity (B.4):
∂e
(vib)
α
∂T (vib)
∣∣∣∣∣
T (vib)→∞
= lim
T (vib)→∞
Rα
(
θ
(vib)
α
)2
exp
(
θ
(vib)
α /T (vib)
)
(
T (vib)
)2 (
exp
(
θ
(vib)
α /T (vib)
)
− 1
)2 . (B.9)
The limit of the denominator is gained by applying l’Hôpital’s rule (?):
lim
T (vib)→∞
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)2
(
T (vib)
)−2 ?=
lim
T (vib)→∞
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)
θ
(vib)
α exp
(
θ
(vib)
α /T (vib)
)
(
T (vib)
)−1 ?=
lim
T (vib)→∞
(
θ(vib)α
)2(
2
(
exp
(
θ(vib)α /T
(vib)
))2−
exp
(
θ(vib)α /T
(vib)
))
.
(B.10)
Plugging (B.10) into (B.9) and taking the limit leads to:
∂e
(vib)
α
∂T (vib)
∣∣∣∣∣
T (vib)→∞
= Rα . (B.11)
The limit of the partition function for T (vib) →∞ is assumed to be equal to the limit
in case of the bounded harmonic oscillator (B.15).
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B.1.3.2. Bounded Harmonic Oscillator Model
The limit of the vibrational energy (B.6) can again be calculated by application of
l’Hôpital’s rule (?)
lim
T (vib)→∞
 Rαθ(vib)α
exp
(
θ
(vib)
α /T (vib)
)
− 1
− Rαθ
(0)
α
exp
(
θ
(0)
α /T (vib)
)
− 1
 =
lim
T (vib)→∞
Rα
(
θ
(vib)
α exp
(
θ
(0)
α /T (vib)
)
− 1
)
− θ(0)α
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)
(
exp
(
θ
(vib)
α /T (vib)
)
− 1
)(
exp
(
θ
(0)
α /T (vib)
)
− 1
) ?=
lim
T (vib)→∞
Rαθ
(vib)
α θ
(0)
α
((
− exp
(
θ(0)α /T
(vib)
)
+ exp
(
θ(vib)α /T
(vib)
))
(
−θ(vib)α exp
(
θ(vib)α /T
(vib)
)(
exp
(
θ(0)α /T
(vib)
)
− 1
)
−θ(0)α exp
(
θ(0)α /T
(vib)
)(
exp
(
θ(vib)α /T
(vib)
)
− 1
))−1) ?
=
lim
T (vib)→∞
Rαθ
(vib)
α θ
(0)
α
((
−θ(0)α exp
(
θ(0)α /T
(vib)
)
+ θ(vib)α exp
(
θ(vib)α /T
(vib)
))
(
−
(
θ(vib)α
)2
exp
(
θ(vib)α /T
(vib)
)(
exp
(
θ(0)α /T
(vib)
)
− 1
)
−
(
θ(0)α
)2
exp
(
θ(0)α /T
(vib)
)(
exp
(
θ(vib)α /T
(vib)
)
− 1
)
−2θ(vib)α θ(0)α exp
(
θ(vib)α /T
(vib)
)
exp
(
θ(0)α /T
(vib)
))−1)
(B.12)
delivering the result:
lim
T (vib)→∞
e(vib)α
(
T (vib)
)
=
1
2
Rα
(
θ(0)α − θ(vib)α
)
. (B.13)
The limit of both terms of (B.7) for T (vib) →∞ can be calculated in the same manner
as in the previous Section (B.1.3.1). This leads to the result:
∂e
(vib)
α
∂T (vib)
∣∣∣∣∣
T (vib)→∞
= Rα −Rα = 0 . (B.14)
The limit T (vib) →∞ of the partition function can be computed from (B.8) by appli-
cation of l’Hôpital’s rule:
Q(vib)α
(
T (vib) →∞
)
=
θ
(0)
α
θ
(vib)
α
. (B.15)
205
B.1.4. Energy Models: Electronic Energy Mode
The energy contained in the electronic energy mode can only be expressed in terms of
the electronic partition functioni Q(el)α . The following relations are found:71
Q(el)α
(
T (el)
)
=
Imax∑
I=0
g
(el)
α(I) exp
(
−θ(el)α(I)/T (el)
)
, (B.16)
e(el)α
(
T (el)
)
=
Rα
Q
(el)
α
Imax∑
I=0
g
(el)
α(I)θ
(el)
α(I) exp
(
−θ(el)α(I)/T (el)
)
, (B.17)
c
(el)
V,α
(
T (el)
)
=
Rα(
T (el)
)2

∑Imax
I=0 g
(el)
α(I)
(
θ
(el)
α(I)
)2
exp
(
−θ(el)α(I)/T (el)
)
Q
(el)
α
−
(
e
(el)
α
Rα
)2 .
(B.18)
B.1.5. Energy Models: Zero-point Energy
The energy of a species α in its ground state is constant and may be expressed as:
e(0)α = Rαθ
(0)
α . (B.19)
iThe partition function depends on the degeneracy g which is a measure for the number of quantum
states with the same energy level. Imax is the number of considered energy levels.
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B.1.6. Energy Model Data for Air
α θ
(0)
α θ
(rot)
α θ
(vib)
α θ
(el)
α(I=0....4) g
(el)
α(I=0...4)
N 0 0 0 0 4
27, 658 10
41, 495 6
N2 −113, 308 2.86 3, 392 0 1
72, 239 3
O 0 0 0 0 5
228 3
320 1
22, 830 5
48, 620 1
O2 −59, 392 2.08 2, 274 0 3
11, 392 2
18, 985 1
51, 934 3
NO −75, 548 2.45 2, 739 0 2
174 2
55, 258 8
63, 258 2
B.1.7. Curve Fit Data for the Park CO2 Model
Literature sources76,142,114 recommend Capitelli et al.26 as a source for the thermody-
namic properties of CO2 gas mixtures in thermochemical nonequilibrium. This data set
is valid up to high temperatures beyond 10, 000 K. Capitelli et al.26 published tabu-
lated data of the combined internal energies based on a rigid rotator, harmonic oscillator
assumption. This data set is published in a format similar to the JANAF tables and
converted to the QUADFLOW file format with a modified version of THERMO. The
data are extrapolated and interpolated at lower temperatures with a piecewise quadratic
polynomial to prevent stronger oscillations of the otherwise piecewise cubic polynomial
at lower temperatures. The translational energy mode is approximated according to
(B.1) and (B.2).
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B.2. Transport Coefficients
B.2.1. Sutherland’s Law for Air
µref [kg/ (m · s)] Tref [K] S [K]
1.716 · 10−5 273.15 110.4
B.2.2. Blottner Viscosity Model
α Aα Bα Cα
N 0.0115572 0.6031679 −12.4327495
N2 0.0268142 0.3177838 −11.3155513
O 0.0203144 0.4294404 −11.6031403
O2 0.0449290 −0.0826158 −9.2019475
NO 0.0436378 −0.0335511 −9.5767430
B.2.3. Lennard-Jones Parameters
α σα,LJ
[ ◦
A
]
α,LJ/k [K]
N 3.298 71.40
N2 3.621 97.53
O 2.750 80.00
O2 3.458 107.40
NO 3.621 97.53
208
B.3. Implemented Reaction Models
In the following, the reaction mechanisms in the QUADFLOW solver which are relevant
for the current work are presented. Literature sources for the forward reaction rate data
are referenced. The concept of reaction classes, as introduced and defined in Section
3.6.2.3, is used here for easier handling. A reaction class is a generalized chemical
reaction, where the particular third body used to initiate the chemical reaction is not of
interest. This corresponds to the definition of a reaction in various literature sources.
B.3.1. Air Model
Within this work, air is considered as being composed of five species N , N2, O, O2, and
NO.
1N2 + 1M 
 2N + 1M
1O2 + 1M 
 2O + 1M
1NO + 1M 
 1N + 1O + 1M
1NO + 1O 
 1N + 1O2
1N2 + 1O 
 1N + 1NO
(B.20)
Counting all possible combinations for the third body M , the air model comprises 17
chemical reactions of which two are exchange reactions with their own reaction classes.
The remaining 15 reactions may be grouped into three dissociation reactions, each of
which with their own reaction class.
Various data sets for the forward reaction rates are available in the literature. Park109,111
published several data sets which are widely accepted.
B.3.2. Air Model with Coolant
A maximum temperature of about 720 K is achieved in the flow field in case of the
investigated cooling gas injection. At this low temperature, no significant chemical
reactions are expected and the chemical reaction model is only of minor influence. This
allows for a simple extension of the 5-species air reaction model in order to simulate the
injection of helium (He), argon (Ar) and sulfur(VI)fluoride (SF6). Helium and argon are
noble gases and chemically inert. In case of sulfur(VI)fluoride, chemical reactions leading
to chemical compounds from sulfur and fluoride are neglected. Hence, all three species
are only considered as collision partners reaction model. The third body efficiencies are
assumed to be equal to one.
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B.3.3. Nitrogen Model
In this model only atomic and molecular nitrogen is present. It comprises one dissocia-
tion reaction with both species as a third body and is a subset of the air model.
1N2 + 1M 
 2N1 + 1M (B.21)
For consistency with the air model, the source term of atomic nitrogen is computed from
the source term of molecular nitrogen.
B.3.4. Reduced Evans and Schexnayder Model (Hydrogen-Oxygen)
This reaction model was originally developed by Evans and Schexnayder41 for hydrogen-
oxygen-nitrogen reaction systems. It includes less reactions than the original Jachi-
mowski scheme and is computationally less expensive. Gollan50 took the reaction model
by Evans and Schexnayder and reduced it to a pure hydrogen-oxygen model. Only OH
and H2O are considered as chemical compounds made from hydrogen and oxygen. This
leads to a reaction system with only 6 species: H, H2, O , O2, OH, and H2O.
1H2 + 1M 
 2H + 1M
1O2 + 1M 
 2O + 1M
1H2O + 1M 
 1OH + 1H + 1M
1OH + 1M 
 1 + 1H + 1M
1H2O + 1O 
 2OH
1H2O + 1H 
 1OH + 1H2
1O2 + 1H 
 1OH + 1O
1H2 + 1O 
 1OH + 1H
(B.22)
Counting all possible third-body combinations, this leads to a total of 28 reactions
with the presented 8 reaction classes. The same reaction rate data as for the original
Evans and Schexnayder41,50 reaction model are used.
B.3.5. Jachimowski Model (Hydrogen-Oxygen-Nitrogen)
The original Jachimowski67,45 model considers reactions among 13 species: H, H2, O,
O2, OH, HO2, H2O2, H2O, HNO, NO2, N , NO, and N2. Counting all third-body
combinations, these result in a total of 140 reactions with 32 reaction classes as listed
in (B.23).
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1H + 1O2 
 1OH + 1O
1O + 1H2 
 1OH + 1H
1OH + 1H2 
 1H2O + 1H
1OH + 1OH 
 1H2O + 1O
1H + 1OH + 1M 
 1H2O + 1M
2H + 1M 
 1H2 + 1M
1H + 1O + 1M 
 1OH + 1M
1H + 1O2 + 1M 
 1HO2 + 1M
1H2 + 1O2 
 1HO2 + 1H
1HO2 + 1H 
 2OH
1HO2 + 1H 
 1H2O + 1O
1HO2 + 1O 
 1O2 + 1OH
1HO2 + 1OH 
 1H2O + 1O2
2HO2 
 1H2O2 + 1O2
1H + 1H2O2 
 1H2 + 1HO2
1O + 1H2O2 
 1OH + 1HO2
1OH + 1H2O2 
 1H2O + 1HO2
1H2O2 + 1M 
 2OH + 1M
2O + 1M 
 1O2 + 1M
2N + 1M 
 1N2 + 1M
1N + 1O2 
 1NO + 1O
1N + 1NO 
 1N2 + 1O
1N + 1OH 
 1NO + 1H
1H + 1NO + 1M 
 1HNO + 1M
1H + 1HNO 
 1NO + 1H2
1O + 1HNO 
 1NO + 1OH
1OH + 1HNO 
 1NO + 1H2O
1HO2 + 1HNO 
 1NO + 1H2O2
1HO2 + 1NO 
 1NO2 + 1OH
1H + 1NO2 
 1NO + 1OH
1O + 1NO2 
 1NO + 1O2
1NO2 + 1M 
 1NO + 1O + 1M
(B.23)
A reduced version of this Jachimowski reaction model with a lower number of nitrogen
compounds and related reactions was implemented into the QUADFLOW solver by
Górecki.52 Probably due to missing chain branching reactions, this model was not found
to accurately capture the chemical reactions in a hydrogen-oxygen-nitrogen system. It
is therefore recommended, to use either the full Jachimowski scheme presented here or
a pure hydrogen-oxygen model, like the model by Evans and Schexnayder presented in
the following section.
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B.3.6. Hydrogen Model
This model accounts only for atomic and molecular hydrogen. Analogously to the nitro-
gen model and the air model, it was derived from the reduced Evans and Schexnayder
model.
1H2 + 1M 
 2H + 1M (B.24)
B.3.7. Park CO2 Model (Oxygen-Nitrogen-Carbon)
The Park113 CO2 model is an extension of the air model with argon, carbon and carbon
compounds leading to a system of 12 species: Ar,C, N , O, C2, O2, CN , CO, NO, CO2,
NCO, and N2.
1 C2 + 1M 
 2 C + 1M
1N2 + 1M 
 2N + 1M
1O2 + 1M 
 2O + 1M
1 CN + 1M 
 1 C + 1N + 1M
1 CO + 1M 
 1 C + 1O + 1M
1NO + 1M 
 1N + 1O + 1M
1 CO2 + 1M 
 1 CO + 1O + 1M
1NCO + 1M 
 1 CO + 1N + 1M
1NO + 1O 
 1N + 1O2
1N2 + 1O 
 1NO + 1N
1 CO + 1O 
 1 C + 1O2
1 CO + 1 C 
 1 C2 + 1O
1 CO + 1N 
 1 CN + 1O
1N2 + 1 C 
 1 CN + 1N
1 CN + 1O 
 1NO + 1 C
1 CN + 1 C 
 1 C2 + 1N
1 CO2 + 1O 
 1O2 + 1 CO
1 CN + 1O2 
 1NCO + 1O
1 CN + 1 CO2 
 1NCO + 1 CO
1 CN + 1NO 
 1NCO + 1N
1 CO + 1NO 
 1NCO + 1O
1 CN + 1 CO 
 1NCO + 1 C
(B.25)
Counting all possible combinations for collision, this leads to a total of 102 reactions
described by 22 reaction classes. Park collected the required reaction rate coefficients
from various sources.113
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B.4. Thermal Nonequilibrium Models
B.4.1. Millikan and White (VT.1)
B.4.1.1. Air Model
The Millikan and White model data for 5-species air are taken over from the previ-
ous QUADFLOW implementation by Kumar. For consistency within the model, the
vibrational temperature is kept regardless of how the thermodynamic properties are cal-
culated. The data for Cα are listed in Table B.1 in the centimeter-gram-second system
of units.
B.4.1.2. Park CO2 Model
The characteristic vibrational temperature θ(vib)α is computed from the vibrational fre-
quencies ν˜(vib)α in [1/cm]:
θ(vib)α =
hν˜c
k
. (B.26)
The data for ν˜ are taken from the NIST Chemistry WebBook.84 Experimental data are
preferred where available. Likewise, characteristic vibrational temperatures published
in the original publication from Millikan and White are preferred. For simplicity, only
one vibrational energy mode is taken into account for the molecules CO2 and CNO.
Table B.1.: Millikan and White data for air and the
Park CO2 model.
α Cα [cgs− system of units] θ(vib)α [K]
N2 1.15 · 10−3 3395
O2 1.10 · 10−3 2239
NO 1.16 · 10−3 2689
C2 1.16 · 10−3 2669
CN 1.16 · 10−3 2977
CO 2.22 · 10−3 1918
CO2 1.705 · 10−4 3122
NCO 1.16 · 10−3 3321
If available, the constant Cα
is taken from the original pub-
lication by Millikan and White.
Otherwise the recommended av-
erage quantity of Cα = 1.16·10−3
is used. The constant CCO2 for
carbon dioxide is approximated
to best fit the data by Camac.19
In case of carbon monoxide the
constant is taken from the publi-
cation by Park et al.113 These
data sets are recommended for
the simulations of the Martian atmosphere by various publications.142,114,76
It should be noted here that the described modeling of the vibrational-translational
transitions is a simple, yet only rough estimate of the realistic energy exchange pro-
cesses. More accurate state resolved models are recommended by various authors, e.g.
Doraiswamy.39 However, such a detailed modeling increases the computational effort
significantly and is out of scope of the present conceptual study. Wright142 concludes
from earlier studies that the “level of thermal nonequilibrium in the flow field is small
for most cases, although it should be modeled for completeness”.
213
B.4.2. Klomfaß Curve Fit (VT.2 and VV.1)
Data for the vibrational-translational (VT.2) and the vibrational-vibrational (VV.1)
energy exchange are published in the PhD thesis by Klomfaß.71
B.4.3. Candler (VV.2)
Data for the 5-species air model are taken from the previous QUADFLOW implemen-
tation by Kumar. Similar as for the Millikan and White model, the vibrational temper-
ature is kept regardless of how the thermodynamic properties and other quantities are
calculated.
α dα [m] θ
(vib)
α [K]
N2 3.709 · 10−10 3, 392
O2 3.608 · 10−10 2, 274
NO 3.534 · 10−10 2, 739
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Accurate and easy to handle simulation tools are needed for the design 
and development of future space transportation systems. The simula-
tion of hypersonic ﬂ ow ﬁ elds in thermochemical nonequilibrium is 
a challenging task, as a variety of ﬂ ow features on various time and 
length scales needs to be properly resolved. 
With this purpose in mind, a general CFD solver framework is develo-
ped in this doctoral thesis. It combines the multiscale-based grid adap-
tation with the necessary physical models and numerical methods for 
the simulation of arbitrary reaction models in thermochemical none-
quilibrium. The developed tools and methods are incorporated into the 
QUADFLOW solver, an integrated concept of grid generation, grid 
adaptation and ﬁ nite-volume ﬂ ow solver.
The modiﬁ ed QUADFLOW solver is then applied to pertinent applica-
tions. The injection of various cooling gases into a supersonic bounda-
ry layer demonstrates the versatility of the QUADFLOW solver at the 
example of a low enthalpy conﬁ guration. The simulated high-enthal-
py Edney type IV and type VII shock-shock interactions represent a 
complex and challenging ﬂ ow conﬁ guration. A high resolution of the 
vortex structures in the inner ﬂ ow ﬁ eld and of the boundary layer is 
achieved at the same time. 
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