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Abstract In general, solving Global Optimization (GO) problems by Branch-and-Bound
(B&B) requires a huge computational capacity. Parallel execution is used to speed up the
computing time. As in this type of algorithms, the foreseen computational workload (number
of nodes in the B&B tree) changes dynamically during the execution, the load balancing and
the decision on additional processors is complicated. We use the term left-over to represent
the number of nodes that still have to be evaluated at a certain moment during execution.
In this work, we study new methods to estimate the left-over value based on the observed
amount of pruning. This provides information about the remaining running time of the algo-
rithm and the required computational resources. We focus on their use for interval B&B GO
algorithms.
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1 Introduction
Branch-and-Bound algorithms are frequently used to solve NP-hard problems: Global Opti-
mization (GO), Combinatorial Optimization, Mixed Integer Programming (MIP), etc. This
type of problems can not be solved in polynomial time. Little, Murty, Sweeny and Karel
gave the name of Branch-and-Bound [21]. The method was first proposed by A. H. Land and
A. G. Doig in 1960 for Integer Linear Programming [19]. The B&B algorithm builds a tree
of nodes which are selected, divided, evaluated and stored or rejected according to certain
rules. The number of nodes to be evaluated depends on the instance to be solved and is not
known in advance.
The computing time required to solve problems can be reduced using parallel computing.
However, in order to obtain good performance, appropriate management of workload among
processors is necessary. This requires estimation of the current and future computational
burden to appropriately determine the computational resources applied to the problem at any
time. We review methods for estimating the workload in B&B algorithms from literature and
then develop new methods based on measured pruning. For a wide survey of parallel B&B
algorithms see [11,32]. In multiple pool algorithms most authors discuss the prevention of
parallel search anomalies; i.e. performing searches in a similar way to the sequential one,
and moving promising nodes among processors in terms of lower bounds in minimization
problems. Some examples can be found in [9,10,20,29]. As mentioned before, parallel B&B
has been used widely to solve GO problems [8,27,28]. We are interested in interval par-
allel GO algorithms. Examples of general interval parallel GO algorithms can be found in
[1,7,13–16,23,33]. These references show the relevance of knowing the workload in B&B
but none of them attempts to estimate the pending work.
Knuth [18] was the first to propose a prediction method for backtracking search trees.
He argued that his off-line method based on random probing can not be used for procedures
like B&B. Cornuéjols et al. [4] give some intuitive reasons why Knuth’s estimator may fail
and describe a method to predict the size of a MIP B&B tree using three parameters: the
maximum depth, the widest level and the first level at which the tree is no longer complete.
Kilby et al. [17] give an extensive review on the topic and present two on-line methods for
estimating the size of a backtracking search. The first method is based on a weighted sample
of the branches visited by chronological backtracking. The second method uses a depth-first
search from left to right. It assumes that the unexplored right sub-tree will be similar to the
explored left sub-tree. Recently, Özaltın et al. [26] study a method based on monitoring the
development of the MIP gap to predict when the gap becomes zero and the search ends.
Authors show experimentally that applying the sum of subtree gaps leads to better predic-
tions than using the global gap in MIP problems. The methods we develop do not assume
any shape nor regularity of the search tree and use the so-called rejection ratio obtained by
the algorithm.
We use the term left-over to represent the number of nodes to be evaluated by the B&B
algorithm until it is finished. In this work, we study new methods for estimating the left-
over value based on the observed amount of pruning. This provides information about the
remaining computational burden of the algorithm that can be used to dynamically allocate
resources in a parallel computing environment. For the design of our methods we have taken
into account the following two important characteristics for estimating the left-over value:
– To know whether or not a branch will reach a solution leaf has the same complexity as
solving a GO problem. Therefore, this problem is NP-hard. This shows the difficulty to
estimate the number of nodes that will be generated from a given one.
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– An estimation method should be simple, in the sense that it should not be hard to compute,
compared to running time of the underlying B&B algorithm.
The rest of the paper is organized as follows. Section 2 describes basic characteristics
of B&B algorithms. In Sect. 3 we define several concepts related to the left-over which are
useful to develop methods to estimate left-over in B&B algorithms. Section 4 describes two
points of view on what we call node rejection ratios: per level of the search tree and based on
information from previous iterations. Moreover, we study how to predict the maximum depth
reached from a node. Three new methods to estimate the left-over in a B&B algorithm are
presented in Sect. 5. Section 6 outlines the experiments to measure performance and studies
experimental results. Finally Sect. 7 presents conclusions.
2 B&B algorithm
B&B algorithms are used to find optimal solutions in optimization problems. Their perfor-
mance depends on the specification of the following ingredients:
– Division: Divide a node such that it is covered by the union of resulting nodes.
– Bounding: Compute bounds of the objective function value range for each node in order
to decide on its rejection.
– Selection: Determine which node is the next one to be visited and possibly divided.
– Rejection: If a node is proved not to contain optimal solutions, it can be removed from
the search tree. The bounds are used for that.
– Termination rule: Determines when the algorithm finishes.
We describe these rules in a B&B algorithm for solving GO problems. GO problems consist
of finding the global minimum (or maximum) points of a function, that is:
Let f : S ⊂ Rn → R be a continuous function. We want to find the set of points x∗ for
which:
f (x∗) = min
x∈S f (x) (1)
In a point x∗ the global minimum is attained. S is the feasible set or search region. Usually
S is assumed to be compact, specifically we focus on a box constrained feasible area.
Algorithm 1 describes an interval B&B algorithm to solve Problem (1). F is the interval
extension of f [12],  is the work pool, Ω the list of nodes that reach the termination cri-
terion, and  is the accuracy of the solution nodes based on their width. Algorithm 1 runs
until the work pool, , is empty (line 4). A node is selected from the work pool (line 5). As
selection rule we use Best-first search, selecting the node with the best lower bound. This
rule is also known as “best bound first”. Using this rule, the number of generated nodes is
smaller compared to other strategies when the algorithm searches all solutions [1]. The upper
bound f ∗ of the optimum is updated by evaluating the middle point m(X) of the selected
node (line 6). In this work we use bisection as division rule, where the widest co-ordinate of
X is bisected. Interval Arithmetic is used as bounding rule to compute the lower (F(X)) and
upper bound (F(X)) of the nodes [12,22]. The rejection rule discards node X if f ∗ < F(X)
because X can not contain a global optimum solution (line 12). If f ∗ is updated, the algorithm
examines the work and final pool to determine which nodes can be rejected (CutOffTest, lines
8 and 9, respectively). The width w(X) of X is defined by the size of the widest co-ordinate
of X . If w(X) ≤ , the node is saved in the final pool Ω and not divided anymore. If it
remains in Ω at the end of the execution, it is considered a candidate to contain an optimal
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Algorithm 1 B&B Global Optimization Algorithm
Funct BBGO_Algorithm(S, F, )
1. f ∗ = F(S) Upper bound of the minimum f ∗
2.  := {S} Work pool
3.  := ∅ Final pool
4. while (  = ∅ )
5. X :=Select a node from  Selection rule
6. f ∗ := min{ f ∗, F(m(X))} Update f ∗
7. if ( f ∗ = F(m(X))) If f ∗ is updated
8.  := Cut O f f T est (, f ∗)
9.  := Cut O f f T est (, f ∗)
10. Divide(X, X1, X2) Division rule
11. for i := 1 to 2
12. if ( f ∗ < F(Xi )) reject Xi Rejection rule
13. elsif (w(Xi ) ≤ )  :=  ∪ {Xi } Termination rule
14. else  :=  ∪ {Xi }
15. return 
solution (line 13). Nodes that do not satisfy rejection or termination rules are inserted in the
work pool for further processing (line 14).
Other B&B algorithms are similar to Algorithm 1. Therefore, the research presented in
the sequel can be adapted to other B&B algorithms.
3 Definitions around the left-over concept
This section provides definitions of basic parameters and concepts that help to understand
the problem of predicting the remaining workload in terms of nodes to be evaluated. Each
node can be considered the root of a sub-tree. We use the term offspring of a node to refer to
the total number of nodes in the sub-tree starting at this node.
Definition 1 Offspr(X) is the number of nodes generated from X by a B&B algorithm; i.e.
the number of nodes in the sub-tree having X as root.
We are interested in the total offspring of nodes in pool  during algorithm execution. We
define this as:





The issue is that the exact number of nodes Offspr(X) generated from X is known only
after algorithm termination. However, for each node X in the search tree, one can determine
an upper bound on the number of nodes in the sub-tree generated from it. We call this upper
bound:
Definition 3 CT ree(X) is the number of nodes of the complete tree generated from X
through successive divisions until reaching accuracy .
The value of CT ree(X) depends on the width of X , dimension of the problem (n), used
accuracy () and division rule (bisection in our case). We denote by L the maximum depth
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S
Fig. 1 Complete binary tree (L = 4). LeftOverU () = CT ree(S) = 21 + 22 + 23 + 24 = 30
of the search tree to reach solution nodes. Every node requires n subdivisions to halve their
width. The number of levels L of the binary tree can be determined from the number of times
m to halve the width such as to obtain final solutions (w(X) ≤ ) from the starting node S.













If all width wi of the interval on variable xi are equal, the depth of the B&B tree is L = m ·n.
Otherwise one should specify L = 
∑ni=1 log2 wi (S) − log2 .
Let l(X) represent the level of a node X , where l(S) = 0. In the algorithm, CT ree(X) is
the number of nodes of the complete binary tree of depth L − l(X):
CT ree(X) = 21 + 22 + 23 + · · · + 2L−l(X). (2)
This can be written as:
CT ree(X) = 2(L−l(X)+1) − 2 = 2(2(L−l(X)) − 1).
Given a pool  in a B&B algorithm, one can dynamically determine an upper bound on





Figure 1 shows a complete binary tree of four levels and the LeftOverU () with  = {S}.
The value of LeftOverU () is a large overestimate of LeftOver(). The actual value of the
LeftOver() depends on how effective the rejection is done. Estimating the rejection behav-
ior can help us to estimate the offspring of nodes. Figures 2, 3, 4 and 5 show an example of a
B&B tree. Black nodes represent the current pool . Shaded nodes are those rejected by the
algorithm. Figure 2 shows an example of the execution of the B&B algorithm. Nodes above
the dotted line are known at a certain step during B&B algorithm execution. The nodes below
the dotted line depict future iterations and obviously, they are not known. For pool  in this
example, the difference between LeftOverU () and LeftOver() is 12.
At each iteration of the B&B algorithm, the upper bound of left-over gets closer to its
value. Figure 3 shows how the difference has decreased to 6 due to the elimination of nodes
with over-estimated offspring.
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Fig. 3 Example 2 (L = 4). LeftOver() = 12, LeftOverU () = 18
Let the estimated offspring of a node X be denoted by OffsprE (X). Our approach to esti-
mate the left-over is to consider the sum of estimators of offspring of all the nodes in the
current pool.
Definition 4 The estimated left-over value, denoted by LeftOverE (), in a B&B Algorithm





The goal is to construct good offspring estimators OffsprE (X) which are easy to calculate.
One approach is to observe the amount of pruning done by the algorithm and we focus on
that in the following section.
4 Rejection ratios and sub-tree depth
We study approaches to measure the amount of pruning done by the algorithm. These are
used to develop offspring estimators. One way to consider pruning is to focus on the number
of rejected nodes in each level of the B&B tree. Another way is to consider the rejection ratio
achieved in previous iterations of the algorithm. Moreover, one can focus on the depth of
a sub-tree rooted in each node. In this study, predictions are made every k iterations of the
algorithm. We use j as prediction index, such that at j × k iterations a prediction is given.
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Fig. 4 Rejection ratios per level (L = 4), Offspr(S) = 18
S










Fig. 5 Rejection ratios per level (L = 4, q1 = 3)
4.1 Rejection ratio per level
One way to look at rejections within the search tree is to consider the rejection per level. We
use index i to denote a level of the tree.
Definition 5 The rejection ratio per level γi , i = 1, . . . , L is the number of nodes rejected
at level i divided by the number of nodes evaluated at level i . The series of numbers is called
the γ -sequence.
Figure 4 illustrates the concept of the γ -sequence. The total number of nodes in the tree can
be deduced from that:
Offspr(S) = 21 + 22(1 − γ1) + · · · + 24(1 − γ1)(1 − γ2)(1 − γ3) = 18. (4)
We will use the idea of Eq. (4) to estimate total number of nodes in the tree. For that, it is
necessary to have good estimates of the γ -sequence. To estimate the rejection ratio during
algorithm execution, the following concepts are introduced:
Ei, j : number of nodes evaluated at level i after j × k iterations.
Ri, j : number of nodes rejected at level i after j × k iterations.
Index q j denotes the lowest level such that Ei, j = 0, ∀i ≥ q j . When the algorithm finishes
q j = L + 1. The observed rejection ratio at level i after j × k iterations is:
γˆi, j = Ri, jEi, j , i = 1, . . . , q j − 1.
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During algorithm execution, for these levels i where all nodes have been evaluated, γi = γˆi, j .
So after algorithm execution, the series γˆi, j gives the exact γ -sequence. Figure 5 shows an
example where q1 = 3. In this example E2,1 = 2 and R2,1 = 1. The challenge is to determine
good estimates for the unknown (γ3 and γ4 in Fig. 5), or partially unknown (γ2 in Fig. 5)
values of γi .
4.2 Rejection ratio per iteration
Another way to look at rejections within the search tree is to measure rejections during the
iterations. In each iteration, the B&B algorithm selects a node and divides it, rejecting or
saving new nodes in final pool Ω or inserting them for further processing in pool . We focus
on the rejection behavior during the last k iterations. Using a similar notation as in Sect. 4.1,
we define:
E I j : number of nodes evaluated during the last k iterations. In this work E I j is always 2k,
because two new nodes are generated and evaluated at each iteration using bisection.
RI j : number of nodes rejected during the last k iterations.
F I j : number of final nodes stored in Ω (see Algorithm 1) during the last k iterations.
The rejection ratio per iteration, denoted by ϕ j , is the ratio between the number of rejected
nodes plus final nodes and the number of evaluated nodes, during the last k of in total j × k
iterations:
ϕ j = RI j + F I jE I j ∈ [0, 1].
A value of ϕ j > 0.5 means that new nodes are mostly rejected, so the size of the pool 
decreases. A value of ϕ j < 0.5 means that new nodes are mostly stored, so the size of the
pool increases. A value of ϕ j = 0.5 means that one node is rejected and one is stored, so the
size of the pool stays the same. A similar reasoning applies for γˆi, j .
4.3 Sub-tree depth prediction
In general, not all branches of the B&B algorithm reach the final level. Therefore, it is
interesting to predict the maximum depth reached from a node to obtain a better offspring
estimation.
The lower bound F on the objective function value is nondecreasing with the level [24].
Let X F be the father node of X and X G the grandfather node of X , such that F(X G) ≤
F(X F ) ≤ F(X). Figure 6 outlines the idea of increasing lower bound with increasing level.
For node X , a prediction of the depth of the subtree starting in X could be based on the
increase measured of the lower bound from grandfather node to father node to X itself. The
moment the observed slope cuts bound f ∗ can be used to estimate the depth. The idea is to
estimate when the lower bound of the offspring of X will be greater than f ∗ and therefore
the subtree finishes. Both observed slopes, i.e. the increase from grandfather to father and
from father to X , can be used.
Using the observed slopes, the prediction of the subtree ending and the offspring dying
out is given by Eqs. (5) and (6):
Cut Level1(X) =
⌈
f ∗ − F(X)
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f ∗
levels
F (X G )




Fig. 6 Sub-tree depth prediction
Cut Level2(X) =
⌈
f ∗ − F(X F )
F(X F ) − F(X G)
⌉
+ l(X) − 1. (6)
Using the largest one as long as it does not pass the depth L of the total tree gives estimate:
Cut Level(X) = min{max(Cut Level1(X), Cut Level2(X)), L}.
This means that if any of the slopes is 0 or if Cut Level1(X) and/or Cut Level2(X) are greater
than L , then Cut Level(X) = L . A prediction of the depth of the tree rooted in X is
dp(X) = Cut Level(X) − l(X). (7)
Notice that dp(X) predicts the sub-tree depth generated from a node, but it does not give
information about how many offspring will be generated and how offspring is distributed in
the sub-tree.
5 Left-over estimators
The measured parameters γˆi, j , ϕ j and dp(X) can be used to develop offspring and left-over
estimators. We describe and evaluate several.
5.1 PL-LEM (Per Levels Left-Over Estimation Method)
Let  j be the state of the working pool at prediction moment j , that is after k × j iterations.
Then LeftOver( j ) is the difference between Offspr(S) and the number of nodes already
evaluated at prediction j :
LeftOver( j ) = Offspr(S) −
L∑
i=1
Ei, j . (8)
Notice that using bisection,
∑L
i=1 Ei, j = 2 × k × j . Similar to Eq. (4) we can estimate the
total tree size by
OffsprEj (S) = 21 + 22(1 − γˆ1, j ) + . . . + 2L
L−1∏
i=1
(1 − γˆi, j ).
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Notice that γˆi, j is only measured for i = 1, . . . , q j −1. As the further development of the tree
is unknown, we use γˆi, j = 0.5 for i = q j , . . . , L . This means that the number of branches
of the search tree is considered constant from level q j until the last level. The corresponding
estimate of the left-over is
LeftOverE ( j ) = OffsprEj (S) −
L∑
i=1
Ei, j . (9)
5.2 IG-LEM (Per k Iterations Global Left-Over Estimation Method)
IG-LEM is based on the rejection ratio ϕ j per iteration discussed in Sect. 4.2. An exponential
smoothing average is used for the rejection ratio ϕ j measured during the last k iterations.
Rejection estimator θ j is the exponential smoothing average of sequence ϕ j , i.e:
θ j = αθ j−1 + (1 − α)ϕ j ∈ [0, 1]. (10)
At the beginning, θ0 = ϕ0. The value of α is between [0, 1]. We choose a value of 0.4 because
it shows a good balance between smoothing and changes. The last evaluated θ j is used to
estimate OffsprEj (X) in the following way. We apply θ j to CT ree(X) (Eq. (2)) to obtain an
offspring estimator for node X :
OffsprEj (X) = 21 + 22(1 − θ j )1 + 23(1 − θ j )2 + · · · + 2L−l(X)(1 − θ j )L−l(X)−1
which can be simplified to:
OffsprEj (X) = 2
2L−l(X)(1 − θ j )L−l(X) − 1
2(1 − θ j ) − 1 . (11)
Combined with (3) this gives estimator
LeftOverE ( j ) =
∑
X∈ j
OffsprEj (X) = 2
∑
X∈ j
2L−l(X)(1 − θ j )L−l(X) − 1
2(1 − θ j ) − 1 . (12)
Notice that (11) reflects the idea that the subtree of each node X has offspring in last level L .
5.3 IL-LEM (Per k Iterations Local Left-Over Estimation Method)
The IL-LEM method is similar to IG-LEM. The difference is that the predicted depth (7) of
the sub-tree from node X is taken into account:
OffsprEj (X) = 2
2dp(X)(1 − θ j )dp(X) − 1
2(1 − θ j ) − 1 . (13)
Combining again (3) with subtree estimator (13), gives the left-over estimation
LeftOverE ( j ) =
∑
X∈ j
OffsprEj (X) = 2
∑
X∈ j
2dp(X)(1 − θ j )dp(X) − 1
2(1 − θ j ) − 1 . (14)
This method requires more computation than IG-LEM because it uses the determination of
dp(X) for each node X in the tree. Additionally, it requires the information on the lower
bounds of father and grandfather node which has to be stored with the node. Nodes with the
same dp() value have the same OffsprE () value, which does not depend on their level in the
search tree.
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Table 1 Test functions
Problem Ref. n gm  L Offspr(S)
Goldstein–Price [30] 2 1 10−3 24 101,668
Levy3 [30] 2 9 10−4 36 337,786
Levy5 [30] 2 1 10−5 42 299,656
Griewank 2 [31] 2 1 10−9 82 109,390
Griewank 10 [31] 10 1 10−6 310 616,446
EX1 [5] 2 1 10−6 42 383,058
Branin [30] 2 3 10−9 68 146,358
Henriksen–Madsen 3 [14] 2 9 10−4 36 335,896
Henriksen–Madsen 4 [14] 3 1 10−3 42 216,292
Chichinadze [6] 2 1 10−5 46 697,304
Shekel 10 [30] 4 1 10−5 80 8,487,156
Shekel 7 [30] 4 1 10−5 80 6,939,346
Shekel 5 [30] 4 1 10−5 80 313,096
Hartman 6 [30] 6 1 10−2 42 877,002
Hartman 3 [30] 3 1 10−3 30 454,568
Ratz-5 [30] 3 1 10−4 54 2,359,306
Rosenbrock 10 [6] 10 1 10−5 190 581,136
Colville [3] 4 1 10−5 84 1,211,542
Kowalik [30] 4 1 10−3 36 3,090,698
Neumaier 2 [25] 4 12 10−3 48 21,399,102
Neumaier 3–10 [25] 10 1 10−2 150 12,958,026
Ratz-8 [30] 9 1 10−4 162 4,718,574
6 Numerical experiments
First we discuss the design of the experiments and then give and discuss the numerical results.
An Interval GO Algorithm is used to evaluate the described left-over estimation methods.
We evaluate per level left-over estimator PL-LEM (based on (9)) and left-over estimators
IG-LEM (based on (12)) and IL-LEM (based on (14)). Version 2.2.4 of C-XSC is used for
Interval Arithmetic (http://www.math.uni-wuppertal.de/~xsc/).
To measure the performance of the methods, we designed three testbeds of experiments
that are summarized in Table 1. For the first set of functions, f ∗ was given as the global
upper bound f ∗, no accelerating devices were used [12,16] and predictions were made every
k = 1,000 iterations. For the second and third sets of test functions, the global minimum
value f ∗ was not provided. Furthermore, for the third set of functions the monotonicity test
was used as accelerating device and predictions were made every k = 100,000 iterations.
The following notation is used for column headers:
Problem Problem name
Ref. Reference with problem description
n Problem dimension
gm Number of global minimum points
123
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Number of nodes per level









Fig. 7 Number of nodes at each level and γ -sequence for the Levy 5 problem,  = 10−5
 The stopping criterion accuracy (w(X) ≤ )
L Maximum level
Offspr(S) Number of generated nodes.
The shape of the generated search tree depends on the instance and on the algorithm. To
illustrate the introduced concepts, Fig. 7 gives graphs with the number of nodes per level and
the γ -sequence for the Levy-5 test function. Graphs for other instances presented in Table 1
are given in Appendix A. Notice that the number of nodes per level and γ -sequence give
similar information. The γ -sequence graphs have a line at γ = 0.5 to highlight that γi < 0.5
means an increase in the number of nodes from level i to level i + 1, γi > 0.5 means a
decrease in the number of nodes and γi = 0.5 means that the number of nodes in level i and
level i + 1 is the same. This can be seen in the graph showing the number of nodes per level,
on the left hand side. It is interesting to observe the zigzag behavior of the γ -sequence. This
is a consequence of using bisection; after each n splits the width of the box is halved giving
another rejection behavior than in the intermediate levels.
To depict the left-over prediction made by the methods described in this paper, a graph
is drawn for each instance of the first set where the case of Levy 5 is given in Fig. 8. On
the axes one can find the iterations versus the left-over and its predictions. Figures 18–26
in Appendix B show the prediction for the other instances. Only values near the left-over
value defined by Eq. (8) are shown. The line representing the left-over starts at Offspr(S)
and decreases with a slope of 2 as two nodes are evaluated in each iteration. The value of
Offspr(S) is given for all evaluated instances in Table 1.
The difference in search behavior for the different instances is shown by the figures in
Appendix B. Families of test problems like Levy 3-Levy 5, Griewank 2-Griewank 10 and
Henriksen–Madsen 3- Henriksen–Madsen 4 show a similar behavior in the search, even when
the problems in the same family have a different number of global minimum points and/or
dimension. Moreover, most of the test problems show an increasing number of nodes at final
levels. This is due to the fact that the algorithm searches for all solutions.
The instances Griewank 2, Griewank 10, Branin and Chichinadze provide a specific behav-
iour; their lower bounds are equal to f ∗ for each node. If the second criterion is to select
the node with the smallest upper bound, then a similar behavior of a Depth-First search is
produced, causing IL-LEM and IG-LEM estimators to predict badly. On the other hand, the
PL-LEM estimator performs almost perfect. If the second criterion is to select the oldest
node first (LIFO), then IL-LEM and IG-LEM work as good as the PL-LEM estimator. We
used LIFO as second selection rule in our experiments.
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Fig. 8 Levy 5.  = 10−5
To measure the performance of the left-over estimators, we define as performance indicator





|LeftOverE ( j ) − LeftOver( j )|
LeftOver( j ) ,
where N is the total number of predictions made during an experiment. This number dif-
fers for each considered instance and experimental set up. Specifically, in the experiment
we measure the value of AR P E during different stages of the algorithm execution, which
are defined by 0−20%, 20−40%, 40−60%, 60−80% and 80−100%. The values of the best
performing method are marked in bold. For each method, the prediction error AR P E is
shown in a separate table. In order to facilitate comparison of the three estimation methods,
the instances are reordered within the testbeds.
The general rule looking at predictions is that if the measured past gives good information
about the future, then prediction is easy. For our investigation this means that measured rejec-
tion ratios give adequate information. To highlight an extreme case, consider the Rosenbrock
instance with updates of the upper bound. The PL-LEM prediction is doing extremely well,
where the other predictors fail completely. Going into depth, the γ -sequence has values vary-
ing from 0 to 0.7 over the levels and are measured well by γˆ . However, the iteration rejection
rates are measured over all the tree and sometimes underestimate the average rejection highly
and therefore overestimate the workload.
If we focus more in general on PL-LEM in Table 2 and its ARPE values, one observes
that seven of the instances exhibit a prediction error less than 0.5 in most of the stages. For
these test functions the γˆ -sequence is relatively constant during the execution. This means
that boxes at the same level have a similar rejection ratio value. Notice that if γˆ predicts the
γ -sequence exactly, no prediction error is made, as occurs for the Griewank 2 and Griewank
10 functions. In contrast, a non-constant behavior of the γˆ -sequence leads to big errors even
in the last stage of execution.
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Table 2 ARPE for PL-LEM prediction method
Problem 0–20% 20–40% 40–60% 60–80% 80–100%
Henriksen–Madsen 4 26.50 32.80 21.30 13.01 6.75
Goldstein–Price 12.35 4.25 0.93 0.34 1.31
Henriksen–Madsen 3 2.89 5.90 5.32 4.53 2.97
Levy 5 2.48 4.52 4.22 3.58 3.05
Levy 3 2.43 4.49 4.25 3.49 3.27
EX 1 1.64 2.75 2.54 2.23 2.42
Branin 1.29 2.82 3.39 2.64 0.79
Chichinadze 1.19 2.24 2.25 1.02 0.76
Griewank 2 0.23 0.09 0 0 0
Griewank 10 0 0 0 0 0
Hartman 6 874.38 221.11 83.80 27.18 10.71
Shekel 7 130.06 82.96 43.23 20.16 8.04
Shekel 5 126.49 65.45 29.68 16.90 7.95
Shekel 10 125.23 77.04 41.66 19.63 7.97
Colville 19.92 15.20 14.59 12.05 6.39
Hartman 3 4.94 5.74 4.55 3.89 3.50
Ratz-5 0.57 0.42 0.23 0.37 0.06
Rosenbrock 10 0.12 0.05 0.05 0.05 0.06
Kowalik 7.82 6.87 5.98 6.32 6.82
Ratz-8 0.68 0.37 0.18 0 0
Neumaier 3–10 0.66 0.49 0.28 0.24 0.40
Neumaier 2 0.58 0.24 0.07 0.14 0.02
Table 3 shows the ARPE value for IG-LEM. The IG-LEM method shows good predictions
from (40–60%) of the execution. For many instances good estimation results occur, which
are better at the final stage. One can observe that the prediction error in the last stage grows
occasionally due to nodes reaching the final level of the tree.
Table 4 shows the ARPE value for IL-LEM. In general, the IL-LEM method outperforms
the others. It obtains the best predictions in the last stage of execution (80–100%). Moreover,
good predictions are made from (20–40%) of algorithm execution. Those values not marked
in bold are quite similar to the best predictions apart from a small number of cases. The figures
in Appendix B illustrate this behavior. IG-LEM and IL-LEM provide similar predictions in
the last stages for most of the instances. In first stages, the prediction may differ considerably.
We systematically varied the algorithm to observe the quality of the prediction. First
of all, the updates of f ∗ give an unpredictable aspect to the estimation, as one does not
know in advance when the upper bound is updated and how this is influenced by the
selection rule chosen. In several scenarios, we fixed f ∗ = f ∗ beforehand. The differ-
ence in predictability did not seem very big. A second aspect is to add a monotonicity
test as rejection rule. The hypothesis is that this will increase predictability if during the
search this rule provides a stationary behavior. What we observed is that the predictabil-
ity did not increase, nor decrease systematically. Apparently, the prediction methods that
are based on observed behaviour during the last iterations are in a sense robust to algo-
rithm configuration change. This seems promising for the general applicability of such
methods.
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Table 3 ARPE for IG-LEM prediction method
Problem 0–20% 20–40% 40–60% 60–80% 80–100%
Henriksen–Madsen 4 2.10E+6 8.55E+4 1.19 0.48 0.01
Goldstein–Price 40.95 0.18 0.33 1.29 0.44
Henriksen–Madsen 3 124.30 7.85 0.54 0.20 0.01
Levy 5 143.89 6.78 0.08 0.05 0.11
Levy 3 62.08 5.93 0.07 0.05 0.15
EX 1 6.49 2.43 0.30 0.26 0.13
Branin 3.07 2.17 0.76 0.54 0.31
Chichinadze 9.88 3.22 1.66 0.18 0.25
Griewank 2 0.09 0 0 0 0
Griewank 10 1.10E+86 0.02 0.02 0.01 0
Hartman 6 7.02E+4 39.45 1.44 0.19 0.04
Shekel 7 1.19E+5 7.08 1.41 0.57 0
Shekel 5 8.98E+4 11.89 0.90 0.49 0.06
Shekel 10 4.83E+4 3.89 1.31 0.60 0
Colville 7.55E+9 153.75 32.03 7.71 3.21
Hartman 3 21.97 0.27 0.25 0.12 0.09
Ratz-5 181.73 0.27 0.22 0.31 0
Rosenbrock 10 1.23E+27 1.99E+5 4.30E+3 28.29 0.59
Kowalik 15.57 2.35 0.35 0.27 0.39
Ratz-8 0.66 1.18 1.21 0.03 0
Neumaier 3–10 4.43E+4 4.21 0.36 0.79 0.61
Neumaier 2 2.53 0.95 0.59 0.25 0.03
7 Conclusions and future work
Workload estimation during algorithm execution of a B&B method is a big challenge. This
work presents new estimators of the left-over value which can be used to predict the remaining
execution time. All these prediction methods have a low computational cost requiring just
a few operations. They are based on the measurement of the rejection ratio per level of the
search tree (the so-called γ -sequence) or per iterations during the execution. The prediction
is based on the assumption that the rejection ratio measured during algorithm execution will
be similar in the future. Specifically, we developed the PL-LEM predictor based on rejec-
tion per level and IG-LEM and IL-LEM based on measured rejection during the iterations.
Experimental results show that in general, better predictions are obtained for methods based
on the rejection ratio per iterations. They can do a reasonable good prediction after 40% of
algorithm execution.
The inclusion of additional information in the methods improves the predictions but
increases the computational cost. This is the case of the IL-LEM method, which uses a
sub-tree depth predictor and obtains good left-over estimations. Additionally, the sub-tree
depth predictor can be used to perform dynamic load balancing in parallel computing. The
study of performance of this load balancing method will be done in future work. On the other
hand, the PL-LEM method deserves a future study of inclusion of additional information to
improve the predicted γ -sequence. The study of better indicators [2] of the quality of a box
will be done in future work.
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Table 4 ARPE for IL-LEM prediction method
Problem 0–20% 20–40% 40–60% 60–80% 80–100%
Henriksen–Madsen 4 9.45E+5 4.64E+3 0.27 0.12 0
Goldstein–Price 0.84 0.78 0.78 0.54 0.09
Henriksen–Madsen 3 76.43 0.28 0.29 0.16 0
Levy 5 0.29 0.37 0.15 0.12 0.03
Levy 3 24.20 0.96 0.15 0.12 0.05
EX 1 4.23 1.68 0.31 0.27 0.14
Branin 3.07 2.17 0.76 0.54 0.31
Chichinadze 7.21 2.47 1.48 0.18 0.25
Griewank 2 0.04 0 0 0 0
Griewank 10 1.10E+86 0.02 0.02 0.01 0
Hartman 6 2.73E+4 7.18 0.35 0.10 0.14
Shekel 7 489.29 0.28 0.19 0.04 0
Shekel 5 1.04 0.10 0.08 0.02 0.01
Shekel 10 156.18 0.32 0.24 0.09 0
Colville 5.80E+9 66.73 15.91 3.89 1.07
Hartman 3 10.55 0.31 0.30 0.17 0.11
Ratz-5 181.73 0.27 0.22 0.31 0
Rosenbrock 10 1.23E+27 1.99E+5 4.30E+3 28.29 0.59
Kowalik 7.87 0.69 0.09 0.07 0.06
Ratz-8 0.66 1.18 1.21 0.03 0
Neumaier 3–10 1.62E+3 0.57 0.67 0.60 0.22
Neumaier 2 2.53 0.95 0.59 0.25 0.03
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.
Appendix A: Nodes per level and γ -sequence of test problems
See Figs. 9, 10, 11, 12, 13, 14, 15, 16, 17.
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Fig. 9 Goldstein–Price problem.  = 10−3
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Fig. 12 Griewank 10 problem.  = 10−6 123
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Fig. 13 EX1 problem.  = 10−6
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Fig. 15 Henriksen–Madsen 3 problem.  = 10−4
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Fig. 17 Chichinadze problem.  = 10−5
Appendix B: Left-over prediction figures
See Figs. 18, 19, 20, 21, 22, 23, 24, 25, 26.

















Fig. 18 Goldstein–Price.  = 10−3 123
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Fig. 19 EX 1.  = 10−6















Fig. 20 Levy 3.  = 10−4
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Fig. 21 Griewank 2.  = 10−9


















Fig. 22 Griewank 10.  = 10−6
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Fig. 23 Henriksen–Madsen 3.  = 10−4















Fig. 24 Henriksen–Madsen 4.  = 10−3
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Fig. 25 Branin.  = 10−9
















Fig. 26 Chichinadze.  = 10−5
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