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ABSTRACT
This dissertation consists of three independent studies in Financial Economics. The first
chapter focuses on the predictive power of the implied correlation index on the future S&P
500 Index returns. The second chapter investigates a nonlinear contemporary relationship
between stock returns and oil price changes. The last chapter discusses the relationship
between impact trading costs and a number of market factors that affect the costs.
In the first chapter, I investigate the predictive power of the implied correlation index on
the future S&P 500 Index returns. This new index was launched by Chicago Board Option
Exchange following 2007-2008 financial crisis. As it is derived from the S&P 500 Index
option price and the option prices of the largest 50 S&P Index stocks, it is widely regarded
by market participants as a gauge of average expected future stock return correlation.
Because of its role in measuring systematic risks, any changes in this index may provide
useful information about the future market movements.
Motivated by this index’s forward-looking characteristic, I propose a linear regression
where the future S&P 500 Index multi-period return is regressed on a number of controls
such as the current period changes of S&P index and the implied correlation index etc. I use
weekly data and three different sample splits for in-sample estimation and out-of-sample
performance evaluation. I find that the implied correlation index is informative for the
period 2007-2009 in predicting the S&P 500 Index returns of 28 to 39 weeks. My model
consistently outperforms the random walk model using the Superior Predictive Ability test.
This implied correlation index is also useful in predicting the S&P index future multi-week
returns for the period 2009-2011 and a longer time span from 2007-2011. I also do a test
for the Efficient Market Hypothesis by incorporating the implied volatility index in the
regression. There is no evidence supporting the view that the market is efficient for those
time periods.
In the second chapter, I estimate a nonlinear contemporary relationship between stock
returns and oil price shocks. Previous studies on this issue suffer a number of limitations.
For example, they do not control the factors potentially driving the economy and the oil
market simultaneously. Although, Kilian and Park (2009) does a good job in identifying the
relationship by distinguishing different oil market shocks, they use a linear regression frame-
work and do not address the contemporary relationship. Considering the different impacts
of different-size oil shocks on stock returns, I propose a two-step estimation procedure for
identifying their relationship. In the first step, I follow Kilian and Park’s methodology, i.e.
a structural vector autoregression, to estimate the demand-specific oil shocks. During the
second step, I use a nonparametric quantile regression to estimate the relationship between
stock returns and the estimated exogenous oil price shocks. This way, I can control for the
factors that simultaneously drive the economy and the oil market and am able to identify
a nonlinear relationship of stock returns with oil shocks at the same time.
The result shows that different-size oil price changes do have quite different impacts on
stock returns. I also find an asymmetric effect of large oil shocks on large stock returns.
Specifically, the positive impact of the large negative oil shocks on stock returns is much
bigger than the negative impact of the large positive oil shocks on stock returns. I carry out
a robust check by running regressions for a number of different model setups and the result
persists. I also compare my model with Kilian and Park’ SVAR model and it turns out that
my model is a big improvement on their model in explaining the stock return variations.
The third and last chapter focuses on impact trading cost and its relationship with sev-
eral market factors. In this chapter, I focus on one of financial market microstructure issues,
the immediate impact trading cost for major NASDAQ stocks. The immediate impact cost
is the extra cost that market traders pay when they execute a large volume transaction
without delay during the time when the market is less liquid. Because the market depth is
defined to be the market’s ability to sustain relatively large market orders without impact-
ing the price of the security, this cost is closely linked to the trading volume. When trading
volume becomes large, market liquidity gets worse and therefore the relationship between
immediate impact cost and trading volume is virtually nonlinear. People trading in the
market are interested in this relationship because they hope to figure out the best strategies
in the situation where they want to execute a large volume order when the market is not
deep. Another measure of market depth or liquidity people often use is market spread.
Because it is the compensation for market makers’ willingness to hold an imbalanced port-
folio when the market is not liquid, it is regarded as another important factor linked to the
impact cost.
In this chapter, I use a nonparametric model to estimate the unknown relationship
between immediate impact cost and market factors such as trading volume, market spread
etc. for the major NASDAQ stocks. The result shows that, for many stock transactions,
there is a certain volume threshold of trading volume beyond which impact costs increase
dramatically. I find that for 99% of trading, immediate execution is optimal. I also identify
a negative relationship between the occurrence likelihood of a large trading cost and the
stock market cap.
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On the Predictive Power of the Implied Correlation Index
Hongtao Zhou∗
Abstract
This paper explores the predictive power of the S&P 500 Implied Correlation Index for the
S&P 500 Index returns. We propose three models in which future S&P 500 Index multi-period
returns are regressed on the current information set of the implied correlation index changes.
The result shows that changes in this implied correlation index, i.e. current weekly change
and changes in the past, are strongly linked to the S&P 500 Index future multi-period returns
and our models consistently outperform the random walk model using the Superior Predictive
Ability test. To verify whether this is inconsistent with the Efficient Market Hypothesis, we add
the S&P 500 implied volatility index in our regression to control for the adjusted market risk
expectations. We find that the implied correlation index can still explain a big part of variations
of the future S&P 500 Index returns. We also do the test for a longer time series of the implied
correlation index we construct and the result persists.
JEL Codes: G10, C01, C14, G14.
Keywords: implied correlation, S&P 500 index, Superior Predictive Ability test.
∗Department of Economics, Boston College, 140 Commonwealth Avenue, Chestnut Hill, MA 02467. Email:
zhouho@bc.edu. I sincerely appreciate tremendous help, support and encouragement from my dissertation com-
mittee: Professors Karim Chalak, Georg Strasser and Zhijie Xiao. I would also like to thank Professors Donald Cox,
Arthur Lewbel and graduate students in the dissertation workshop for their insightful comments.
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1 Introduction
In July 2009, CBOE (Chicago Board Options Exchange) began disseminating daily values for the
CBOE S&P 500 Implied Correlation Index. There were two publicly known Implied Correlation
Indexes tied to two different maturities: ICJ for January 2010 and JCJ for January 2011. Later,
KCJ was distributed for maturing in January 2012. The CBOE S&P 500 Implied Correlation
Index is regarded as a measure of expected average correlation of price returns of S&P 500 Index
components, implied through S&P 500 Index option prices and prices of single-stock options on the
50 largest components of the S&P 500 Index. Therefore, it can be used to monitor the market’s
overall systematic risk.1 In the literature of modern portfolio management, systematic risk analysis
is the most important element because it cannot be diversified away by any portfolio optimization
methods. Also it is unknown ex ante and cannot be accurately foreseen by the market. How
to monitor and control this type of systematic risk has become a very important issue for both
regulatory authority and market participants.
Theoretically, the systematic risk is the major component of stock pricing factors and therefore
should be reflected in market stock returns. As the new index can be used to measure the systematic
risk, it can provide useful information on returns of the S&P 500 standard index. For instance,
many studies have found that return correlations among those major stocks are strengthened during
periods when the market is down substantially.2 This asymmetric response of the market correlation
to changes in the market major indexes reflects the different trading strategies taken by market
participants and provides useful information on stock market future trends. A number of empirical
findings have confirmed the role of the implied correlations of stock returns as a priced risk. Driessen
et al. (2005) shows that the substantial gap between average implied and realized correlations is
evidence of a large correlation risk premium and indicates that the entire index variance risk
premium can be attributed to the correlation risk price. Krishnan et al. (2008) also finds that
correlation carries a significantly negative risk price after controlling for asset volatility and other
risk factors.
There are a number of studies which explore the autocorrelation structure of correlation in
order to forecast future stock market movements. They model the conditional correlation based
on a historical information set. One of the most general specifications is the one proposed in
Engle and Kroner (1995). Engle (2002) develops a multivariate GARCH model with time-varying
correlations.3 However, one limitation of this type of approach is that it forecasts correlations
using historical data and the past information set is not so relevant to future market prediction.
This motivates some researchers to focus their attention on using the market forecast of future
correlation implied by option prices.4 Skintzi and Refenes (2003) proposes a new methodology
1For a single stock, the systematic risk can be measured by the ‘beta’ according to the standard CAPM model.
It is the non-diversifiable portion of the stock return.
2For example, Schwert (1989), Conrad et al. (1991), Cho and Engle (2000) etc. document asymmetric covariances,
volatilities and betas of stock returns in their studies.
3This model is also known as the Dynamic Conditional Correlation (DCC) model.
4Option prices have been used to obtain implied volatility, i.e. the market short-term forecast of the underlying
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for constructing an implied correlation index from option prices and applies it to the Dow Jones
Industrial Average (DJIA) index option prices. They find evidence of the existence of a long-run
dependence in correlation and contemporaneous relationship between the correlation index daily
changes and the DJIA index returns. However, the relationship becomes insignificant for future
DJIA returns, which means the implied correlation index they calculated has no predictive power
for the DJIA index returns.
In this paper, we fill this gap by exploring the predictive power of the implied correlation index
for the future S&P 500 index returns. As Sim (1984) has indicated, asset prices should follow
a martingale process over a short time interval and therefore cannot be predicted with their own
historical information. We estimate a regression model in which future S&P 500 index multi-period
returns are linked to the information on weekly changes in the implied correlation index and the
S&P 500 Index in the past. The data we use are the implied correlation index data set provided by
CBOE starting from November 17th, 2007.5 This data set also contains SPX for that period.6 We
split the whole sample by three different proportions, i.e. 2:1, 3:1 and 4:1, for in-sample estimation
and out-of-sample testing. With the Superior Predictive Ability testing procedure, we compare
our model with the random walk model in terms of MSFE (Mean Squared Forecasting Errors).7
While, for JCJ, the role of this implied correlation index is limited, we find that ICJ and KCJ
weekly returns have a big predictive power for the S&P 500 index future multi-period returns, 28
to 39 weeks and 19 to 35 weeks respectively. This predictive power is also identified for a longer
implied correlation index time series we construct. Those SPA testing results indicate that our
model consistently outperforms the random walk model.
The predictivity of the S&P 500 Index returns raises a natural question about the potential
invalidity of the Efficient Market Hypothesis. To determine whether this is true or those unexpected
returns are simply market risk-adjusted returns, we run a regression with some forms of VIX, i.e.
the CBOE’s implied volatility index, as the only explanatory variables.8 We then test the predictive
power of VIX by comparing this regression with the one that have both VIX and ICJ as regressors.
We find that, even after we control for the market adjusted risk measures using VIX, ICJ still can
explain a big part of variations of the future S&P 500 Index returns. This fact casts a shadow on
the validity of the Efficient Market Hypothesis for the time period that ICJ covers.
The reminder of this paper proceeds as follows. Section 2 provides the background for the
implied correlation index. Section 3 discusses data issues and model specifications. Section 4
presents the estimation procedures and results. Section 5 summarizes this paper and concludes.
asset volatility. Latane and Rendleman (1976) and Fleming et al. (1995) have good discussions on the predictive
power of the implied volatility index.
5The implied correlation index has different names for different time periods. For example, ICJ is the name of
CBOE Implied Correlation Index maturing in January 2010. JCJ and KCJ are names with a maturity in January
2011 and January 2012, respectively.
6SPX is the market code for the S&P 500 Index.
7This is known as the SPA test proposed by Hansen (2005). It is based on the ‘Reality Check’ testing procedure
by White (2000).
8VIX is a measure of market expectations of near-term volatility and derived from S&P 500 Index option prices.
It has been considered the best measure of market risk and investor sentiment.
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2 Background
The implied correlation index, as a measure of average price return correlation of the major S&P
500 Index stocks, is derived from S&P 500 Index option prices and prices of single-stock options
on the 50 largest index components. Generally, the variance of an index is given by the following
formula:
σ2index =
N∑
i=1
w2i σ
2
i + 2
N−1∑
i=1
N∑
j>i
wiwjσiσjρij (1)
where σi and σj are the volatility of ith and jth index components, wi and wj are the weight of
ith and jth index components. ρij is the pair-wise correlation of index components. In order to
calculate the CBOE S&P 500 Implied Correlation Index, we determine the weight of each index
component as follows:
wi =
pisi∑50
i=1 pisi
(2)
where pi is the price of the ith index component and si is the float-adjusted shares outstanding of
the ith index component. As the ICJ index is designed to measure the average correlation of S&P
500 Index components in which case all the pair-wise correlations are assumed to be equal, we can
solve for this index from equation (1) as follows:
ρaverage =
σ2index −
∑N
i=1w
2
i σ
2
i
2
∑N−1
i=1
∑N
j>iwiwjσiσj
(3)
The CBOE S&P 500 Implied Correlation Index is calculated using the index option implied volatil-
ities and the implied volatilities of options on the 50 largest stocks comprising the S&P 500 Index.
3 Data and Model Specification
3.1 Model Specification
Our model takes the following regression form:
rt,t+kspx = α0 + α1r
t−1,t
spx + α2r
t−1,t
ici + α3r
t−1,t
spx r
t−1,t
ici + α4r
t−k,t−1
ici + t (4)
where rspx and rici are returns of the S&P 500 index and the implied correlation index.
9 Superscript
t−k, t− 1, t and t+k denote different time points. Thus, rt,t+kspx is the return of SPX over the time
period from t to t + k. rt−1,tspx and rt−1,tici are one-period return. r
t−k,t−1
ici is added in the regression
because the time series of the dependent variable contain overlapping components. This term is
also useful in controlling information on the implied correlation index in the past. Theoretically, if
9As always, returns are calculated as log-difference of index prices.
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the market is efficient, any stock or index price should follow a random walk process10
pt = pt−1 + t (5)
where t is independently distributed.
11 In this case, returns are martingale difference sequences
E(rt|Ft−1) = 0 (6)
where Ft−1 is the information set at time t− 1. In order to justify our model setting, we first do a
unit root test for both the level and the weekly return of SPX. The results are summarized in the
following table:
Table 1: unit root test for the level and weekly return of SPX (2007-2009)
p-value Level Return
SPX 0.97 0.01
From the table, we cannot reject the null hypothesis that the level of SPX follows a unit root
process. However, the test statistic for the weekly return series of SPX strongly suggests that the
weekly return is stationary. We show the level and weekly return time series for SPX graphically:
Figure 1 - Time Series for SPX Weekly Closing Prices and Weekly Returns
The first graph in Figure 1 shows the level of SPX. The second graph shows the SPX weekly
return series, which appear to be stationary with a zero mean. We show the autocorrelation function
of SPX weekly returns in the following Figure:
10Stock market indexes, formed by a basket of individual stocks, follow a random walk process under the hypothesis
of efficient markets. A number of studies, e.g. Kendall (1953) and Fama (1965), have been concentrated on statistical
approaches to testing the serial independence of stock or index prices. In general, most studies on this topic tend to
uphold the theory of random walk.
11Residuals can be homogeneous or heterogeneous.
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Figure 2 - Autocorrelation Function for SPX Weekly Returns
There is no evidence that the current SPX weekly return is correlated with any of its past
values. Therefore, we cannot reject the market efficiency hypothesis that SPX weekly return series
are a martingale difference sequence. This leads to a natural conclusion that SPX may follow a
random walk process and the expectation of its multi-period return would be zero conditional on
today’s information. We take this as the benchmark model and it can be expressed as
E(rt,t+kspx |Ft) = 0 (7)
Given this fact, it is reasonable to have the following regression equation:
rt,t+kspx = β0 + β1r
t−1,t
ici + β2r
t−1,t
spx r
t−1,t
ici + β3r
t−k,t−1
ici + t (8)
Also, in this paper, we estimate a regression equation in which we only keep the interacted term of
the S&P 500 index and the implied correlation index as the independent variable for the current
time period:
rt,t+kspx = γ0 + γ1r
t−1,t
spx r
t−1,t
ici + γ2r
t−k,t−1
ici + t (9)
We compare our model, i.e. equation (4), (8) and (9), with the benchmark random walk model for
S&P 500 index and the implied correlation index weekly returns.
3.2 Data
We use the data provided by CBOE. The Implied Correlation Index data set contains daily closing
prices of the S&P 500 index (SPX), the implied correlation index (ICJ, JCJ and KCJ) and the
implied volatility index (VIX) for a two-year time period. We take log-difference of those index
prices to transform them into weekly return series.
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3.3 Test of Superior Predictive Ability
Following common practice, we divide the whole sample of weekly returns into two parts. The first
part is for model estimation and the second is for forecasting evaluation. We make three different
sample splits 2:1, 3:1 and 4:1 for weekly return series in order to make our results robust. The out-
of-sample performance evaluation is carried out by implementing the Superior Predictive Ability
(SPA) test proposed by Hansen (2005). This test is a modified version of the ‘Reality Check’ (RC)
test proposed by White (2000) and intended for testing whether a benchmark forecasting model
is outperformed by alternative forecasting models. Compared with the ‘Reality Check’ test, there
are two advantages using this SPA test in this paper. First, the SPA test is more powerful and
less sensitive to the inclusion of irrelevant alternatives than the RC test.12 Second, this SPA test
is implemented using a bootstrap method. In this paper, we use this testing procedure to compare
our model with the random walk model in terms of MSFE (Mean Square Forecasting Error). Since
our alternative forecasting models may not be all relevant and we only have two-year weekly data,
this SPA test can greatly facilitate our model comparison.
4 Model Estimation and Test
4.1 Estimation and tests for the SPX weekly returns - ICJ (2007-2009)
We consider using equations (4), (8) and (9) as our model to see if additional information on current
and past SPX and ICJ returns would be useful to forecast the S&P 500 Index returns in the next k
periods.13 We look at the weekly return data and try different values of k. The results for different
sample splits are shown in Tables in the Appendix.
It can be seen from those tables that the model coefficients are statistically significant and
relatively stable. We only report the results of model estimation for SPX multi-period returns of
28 to 39 weeks (7 to 10 months) because the Superior Predictive Ability test indicates that, within
this time range, the out-of-sample forecasting performance of our model is better than the random
walk model. We show the SPA test results of 23 to 40 weeks (5 to 10 months) to make comparison
in the following tables:
We visualize the results in the following graphs:
12As Hansen (2000) indicated, the RC test can be manipulated by including poor and irrelevant alternatives and
this problem can be alleviated by studentizing the test statistic and by invoking a sample-dependent null distribution.
13For weekly return data, k denotes the number of weeks for which the SPX return is forecasted.
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Table 2: SPA Test of S&P 500 Index Weekly Return for Equation (4) against Random Walk as
Benchmark
weeks 23 24 25 26 27 28 29 30 31
2:1 0.10 0.07 0.08 0.01 0.00 0.00 0.00 0.00 0.00
3:1 0.85 0.70 0.46 0.20 0.05 0.00 0.00 0.00 0.00
4:1 1.00 0.96 0.95 0.58 0.55 0.11 0.00 0.00 0.00
weeks 32 33 34 35 36 37 38 39 40
2:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03
Table 3: SPA Test of S&P 500 Index Weekly Return for Equation (8) against Random Walk as
Benchmark
weeks 23 24 25 26 27 28 29 30 31
2:1 0.10 0.08 0.06 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.81 0.66 0.39 0.14 0.03 0.00 0.00 0.00 0.00
4:1 1.00 0.98 0.93 0.52 0.46 0.02 0.00 0.00 0.00
weeks 32 33 34 35 36 37 38 39 40
2:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02
4:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.09
Table 4: SPA Test of S&P 500 Index Weekly Return for Equation (9) against Random Walk as
Benchmark
weeks 23 24 25 26 27 28 29 30 31
2:1 0.07 0.05 0.03 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.77 0.60 0.32 0.08 0.01 0.00 0.00 0.00 0.00
4:1 1.00 0.91 0.85 0.42 0.36 0.00 0.00 0.00 0.00
weeks 32 33 34 35 36 37 38 39 40
2:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.03
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Figure 3 - Test for Equation (4) against Random Walk as benchmark
Figure 4 - Test for Equation (8) against Random Walk as benchmark
Figure 5 - Test for Equation (9) against Random Walk as benchmark
From above, we see that the p-value is zero for most of SPA tests for equations (4), (8) and
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(9).14 All three models outperform the benchmark Random Walk model no matter what splits
we try. In order to figure out whether model (4), (8) or (9) is the best model to be selected, we
compare model (4) and (8) against (9) as benchmark and report the SPA results of 28 to 39 weeks
in the following table:15
Table 5: SPA Test of S&P 500 Index Weekly Return for Equation (4) against (9) as Benchmark
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.89 0.90 0.35 0.09 0.48 0.07 0.03 0.13 0.31 0.31 0.99 0.66
3:1 0.94 0.68 0.40 0.20 0.85 0.07 0.10 0.83 0.04 0.39 0.32 0.10
4:1 0.96 0.63 0.74 0.46 0.59 0.05 0.17 0.78 0.03 0.38 0.13 0.05
Table 6: SPA Test of S&P 500 Index Weekly Return for Equation (8) against (9) as Benchmark
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.72 0.49 0.15 0.11 0.35 0.07 0.03 0.16 0.41 0.34 0.98 0.40
3:1 0.78 0.33 0.23 0.19 0.52 0.08 0.10 0.16 0.04 0.42 0.33 0.08
4:1 0.72 0.08 0.15 0.17 0.25 0.07 0.11 0.19 0.03 0.40 0.24 0.03
Table 7: Number of Out-of-Sample Observations for the SPA Test
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 16 16 15 15 14 13 13 12 11 11 10 9
3:1 12 12 12 11 10 10 10 9 8 8 8 7
4:1 10 10 9 9 8 8 8 7 7 6 6 6
Again, we visualize the results of model comparison in the following graphs:
14The relatively big values in the lower right corner of each table may be due to scarcity of data, e.g. only 5
observations available for testing the S&P return of 40 weeks ahead under the 4:1 sample split.
15Those are cases where the p value is close to zero or a small number when those models are compared with the
random walk model.
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Figure 3 - Test for Equation (4) against Equation (9) as benchmark
Figure 4 - Test for Equation (8) against Equation (9) as benchmark
While model (4) and (8) appear to be a little better than model (9) in terms of the SPA results,
there is no strong evidence that model (9) can be dominated by either of them at the significance
level of 5% or 10%. Parsimony consideration would prefer model (9) as the best one for predicting
the SPX future returns. Corresponding to each p-value of the SPA test in Table 5 and 6, we list
the number of out-of-sample observations for different horizons and sample splits in Table 7. We
divide Table 5 and 6 into two parts. The upper left part contain the results for the case where 10
or more observations are available for testing the model predictive performance. The lower right
part shows the results for the case of less than 10 observations for testing.
It is worth noting that except for the lagged SPX term in model (4), all the model coefficients
are positive. It makes a lot of sense, particularly for the interacted term of SPX and ICJ. It
suggests that if the market sees a slump and a strengthened average stock correlation on average
in a particular week, the S&P 500 Index return 7 to 10 months from now would likely be negative.
This implies that the current downward trend is likely to continue in the near future. The opposite
is true when the market witnesses a big rally and an enlarged average stock correlation in a week.
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4.2 Test on the Predictive Power for other Implied Correlation Indexes
In this section, we use data on other two implied correlation indexes, i.e. JCJ and KCJ, to test
for efficiency of our methodology. We also check whether our finding for ICJ stands for a longer
implied correlation data we construct.16 We visualize the SPA test for JCJ (2008-2010) and KCJ
(2009-2011) in the following graphs:17
Figure 3 - Test for Equation (4) against Random Walk as benchmark (JCJ)
Figure 3 - Test for Equation (4) against Random Walk as benchmark (KCJ)
Unlike the case of ICJ, the role of our methodology for the JCJ index is limited and this is
reflected in the first graph above. However, the KCJ index is still informative for predicting the
future S&P 500 index returns for 19 weeks to 35 weeks. This can be seen from the second graph
in which all p-values are close to zero for 3 sample splits.18
In order to check the robustness of our methodology, we construct a new longer time series of
16As ICJ, JCJ and KCJ are fundamentally the same measure on the future market correlation, they can be utilized
to construct a new longer time series representing the implied correlation index.
17The SPA test statistic for JCJ and KCJ is summarized in tables in Appendix.
18We only show the results of the SPA test for Equation (4) against the random walk model for JCJ and KCJ.
The SPA test statistic for Equations (8) and (9) for these two indexes are similar.
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the implied correlation index by linking ICJ, JCJ and KCJ. Since these 3 indexes overlap with
each other for a year span, we smooth their overlapping parts using the weighted average method.
Because of irregularities of beginning and ending of each index, we give less weight to the beginning
part and the ending part of a index and more weight to the middle part of a index.19 The new
combined implied correlation data covers a 4-year time span. We report the SPA test for Equation
(4) against the random walk model in the following graph:
Figure 3 - Test for Equation (4) against Random Walk as benchmark (Combined Data)
All p-values are close zero for a time period from 23 weeks to 42 weeks which indicates that the
combined data is more informative than all 3 individual indexes in predicting the future S&P 500
index returns. This strongly confirms the predictive power we have found in the implied correlation
index above.
4.3 Test for the Efficient Market Hypothesis
The predictivity of ICJ for the future S&P 500 Index returns goes against the Efficient Market
Hypothesis. However, this may be due to the fact that there is no control for market risk-adjusted
returns. In other words, the Efficient Market Hypothesis cannot be refuted if we find the evidence
showing that those returns are simply the premium for dynamically adjusted market risks. To test
this possibility, we compare this following two regressions:
rt,t+kspx = α0 + α1r
t−1,t
vix + α2r
t−k,t−1
vix + t (10)
rt,t+kspx = α0 + α1r
t−1,t
vix + α2r
t−k,t−1
vix + α3r
t−1,t
icj + α4r
t−1,t
spx r
t−1,t
icj + α5r
t−k,t−1
icj + t (11)
The first regression has two terms related to the CBOE’s implied volatility index, i.e. VIX, to
control the dynamiclly adjusted expectation on market risks. rt−1,tvix and r
t−k,t−1
vix are current weekly
change of VIX and its cumulative past change from week t−k to week t−1. In the second equation,
19The irregularity issue comes from the fact that those indexes are calculated from their option prices. At the
beginning or ending of each option, the trading volume dwindles to a large degree and the option price changes
dramatically.
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we add in our measures of the ICJ index to see if this change can significantly improve the model
predictive power for the variations of the future S&P 500 Index returns. First, we compare model
(10) against the random walk model and the p-values of SPA are shown in the following table:
Table 8: SPA Test of S&P 500 Index Weekly Return for Equation (10) against Random Walk as
Benchmark
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.88 0.77 0.27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.97 0.88 0.53 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.99 0.95 0.74 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
It can be seen from the table that, for predicting the cumulative returns of the future 31 to 39
weeks, model (10) outperforms the random walk model. This indicates that information on VIX
is helpful in explaining part of variations of the future S&P 500 Index returns.20 Meanwhile, we
compare the predictive power of model (11) with that of the random walk model and show the
result of the SPA test as follows:
Table 9: SPA Test of S&P 500 Index Weekly Return for Equation (11) against Random Walk as
Benchmark
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.69 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Except for the future returns of 28 weeks, all p-values in Table 8 are below 5% which demon-
strates a strong ability of model (11) in predicting the future S&P 500 Index returns. From above,
we can see both VIX and ICJ contain important information about the future market index returns.
In order to make clear whether ICJ can provide more information on the market than VIX, we
implement the SPA test for these two models and show the out-of-sample performance comparison
in the following table:
Table 10: SPA Test of S&P 500 Index Weekly Return for Equation (11) against Equation (10) as
Benchmark
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
20We estimate this model and report the in-sample estimation results in Appendix.
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We see from Table 9 that all p-values are close to zero which indicates a superior predictive
power of model (11). In addition, the predicted values of the future S&P 500 Index returns are
much closer to the true values than model (10). This suggests that some information on ICJ is not
the same as what we can find in VIX and the ICJ index can be used to predict the future stock
market index returns. It is our conclusion that the Efficient Market Hypothesis cannot be claimed
as valid in facing what we have found in this paper.
5 Conclusion
Stock or index return and volatility are two central quantities to financial markets. They are
fundamental to a variety of financial applications, such as asset pricing, portfolio optimization, risk
management etc. In most of the financial literature, the stock or index price change is treated as
a random walk process, which implies that the return series are virtually the martingale difference
sequences. Although the GARCH models can be used to model the second moment dynamics of
return series in some cases, information on past return series generally cannot be used to forecast
future returns.
In this paper, we focused on the S&P 500 Index return series and study whether the newly
launched Implied Correlation Index provided by CBOE can provide useful information about the
forecasting of the future S&P 500 Index returns. We turned our attention to the SPX and ICJ
weekly return series and regressed the future SPX multi-period return on the current information
set of weekly changes in SPX and ICJ. The estimation result suggests a big role for information
on the SPX and ICJ weekly changes and our new model outperforms the benchmark random
walk model in terms of MSFE with the Superior Predictive Ability (SPA) test. We found a close
relationship between the SPX return in the next 7 to 10 months and the current information set of
SPX and ICJ weekly returns. We checked the robustness of this result by resorting to 3 different
sample splits and our model consistently beats the benchmark random walk model.
We also carried out the SPA test for other implied correlation index such as JCJ, KCJ and a
new longer combined data linking all 3 implied correlation indexes. While, for the JCJ index, our
model cannot beat the random walk model, the KCJ index and the combined correlation index are
informative in predicting the future S&P 500 index returns. In particular, the combined data can
be used to predict the S&P 500 index returns of 23 weeks to 42 weeks from now and this largely
expands the predicting horizon limited by each individual index.
It is worth noting that the coefficient sign of the interacted term in our model is consistently
positive for three different models. Intuitively, this indicates that when we observe a stock market
rally or slump over a week with a strengthened average correlation, the current market trend is
most likely to continue in the future 7 to 10 months.
Our finding can be regarded as a good test for market efficiency. In this sense, the evidence
we found does not support the Efficient Market Hypothesis. However, this may be due to failure
of controlling for the market adjusted expectation on systematic risks. To check this possibility,
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we added the CBOE’s implied volatility index, i.e. VIX, in our regression and test whether a
VIX model with the ICJ index can outperform a simple VIX model. The result shows that ICJ
indeed contains information which VIX does not provide and this conclusion is robust to different
predicting horizons and sample splits.
All the results we obtained in this paper demonstrate that the implied correlation index plays
a big role in predicting the stock market directions in the future. In this sense, it is a leading
indicator and should merit special attention from market participants.
6 Open Issues and Future Work
There are a number of issues we need to address in the future. First, we see some discrepancy
in predictive power among different sample splits. We need to figure out whether it is because of
economic reason or statistical reason. If it is caused by some economic factor, we’d better control
for it. If it is due to the statistical reason, we can try more sample splits to make the result more
robust.
The second issue is the test for the Efficient Market Hypothesis. We need to be more cautious
in claiming any evidence for its failure. Even if we control for the adjusted market risk expectation,
there might be some reasons that deny an arbitrage opportunity in stock markets. One of them is
the transaction costs.
Third, we need to figure out why the JCJ index is nor informative in predicting the future
S&P 500 index returns. We want to know whether it is because the market becomes more efficient
during the period JCJ covers or because we miss some important factors in our model.
Last, it would be better to give a theoretical justification for our model. This would also help
address the second issue listed above.
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Appendix
Table 11: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.3319 0.0282 0.00***
α1 -0.9226 0.2904 0.00**
α2 1.0806 0.1432 0.00***
α3 8.2775 1.1511 0.00***
α4 1.1468 0.0939 0.00***
k=28 3:1 α0 -0.3283 0.0296 0.00***
α1 -0.9730 0.2847 0.00**
α2 1.1245 0.1499 0.00***
α3 7.9909 1.2138 0.00***
α4 1.2186 0.0916 0.00***
4:1 α0 -0.3271 0.0277 0.00***
α1 -1.0800 0.3163 0.00**
α2 1.1066 0.1675 0.00***
α3 7.9618 1.3382 0.00***
α4 1.2632 0.1020 0.00***
2:1 α0 -0.3257 0.0254 0.00***
α1 -0.9337 0.3726 0.02*
α2 1.0307 0.2177 0.00***
α3 8.1731 1.2980 0.00***
α4 1.1526 0.0861 0.00***
k=29 3:1 α0 -0.3208 0.0268 0.00***
α1 -0.8701 0.3742 0.03*
α2 1.0304 0.2253 0.00***
α3 8.1446 1.3746 0.00***
α4 1.2115 0.0800 0.00***
4:1 α0 -0.3207 0.0263 0.00***
α1 -0.9949 0.3628 0.01**
α2 1.0582 0.2425 0.00***
α3 7.7599 1.4711 0.00***
α4 1.2594 0.0853 0.00***
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Table 12: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.3270 0.0201 0.00***
α1 -0.9212 0.2200 0.00***
α2 1.0970 0.1230 0.00***
α3 8.4332 0.8134 0.00***
α4 1.2502 0.0853 0.00***
k=30 3:1 α0 -0.3248 0.0206 0.00***
α1 -0.9101 0.1942 0.00***
α2 1.1122 0.1198 0.00***
α3 8.3539 0.8008 0.00***
α4 1.2868 0.0771 0.00***
4:1 α0 -0.3245 0.0215 0.00***
α1 -1.0517 0.1895 0.00***
α2 1.1569 0.1248 0.00***
α3 7.9556 0.7983 0.00***
α4 1.3409 0.0775 0.00***
2:1 α0 -0.3159 0.0140 0.00***
α1 -0.7748 0.1790 0.00***
α2 0.9352 0.1167 0.00***
α3 7.6628 0.7831 0.00***
α4 1.2942 0.0675 0.00***
k=31 3:1 α0 -0.3130 0.0146 0.00***
α1 -0.8434 0.1828 0.00***
α2 0.9857 0.1091 0.00***
α3 7.2923 0.8123 0.00***
α4 1.3347 0.0563 0.00***
4:1 α0 -0.3129 0.0149 0.00***
α1 -0.9347 0.1750 0.00***
α2 1.0307 0.1023 0.00***
α3 6.9898 0.7771 0.00***
α4 1.3571 0.0539 0.00***
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Table 13: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.3089 0.0165 0.00***
α1 -0.8186 0.1839 0.00***
α2 1.0557 0.1245 0.00***
α3 6.7368 0.8879 0.00***
α4 1.3364 0.0641 0.00***
k=32 3:1 α0 -0.3056 0.0173 0.00***
α1 -0.8354 0.1703 0.00***
α2 1.0902 0.1152 0.00***
α3 6.5253 0.8328 0.00***
α4 1.3811 0.0633 0.00***
4:1 α0 -0.3052 0.0178 0.00***
α1 -0.8278 0.1519 0.00***
α2 1.0941 0.1034 0.00***
α3 6.5360 0.7942 0.00***
α4 1.3747 0.0585 0.00***
2:1 α0 -0.2949 0.0172 0.00***
α1 -0.7628 0.3967 0.07
α2 0.9905 0.1020 0.00***
α3 8.9469 1.4977 0.00***
α4 1.3331 0.0648 0.00***
k=33 3:1 α0 -0.2911 0.0230 0.00***
α1 -0.7185 0.5822 0.23
α2 0.9908 0.1259 0.00***
α3 9.0216 1.8563 0.00***
α4 1.3556 0.0592 0.00***
4:1 α0 -0.2875 0.0132 0.00***
α1 -0.6138 0.2477 0.02*
α2 0.9700 0.0765 0.00***
α3 9.2766 1.0306 0.00***
α4 1.3498 0.0414 0.00***
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Table 14: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.2582 0.0156 0.00***
α1 0.1192 0.3702 0.75
α2 0.8313 0.1225 0.00***
α3 12.9459 1.2930 0.00***
α4 1.3776 0.1315 0.00***
k=34 3:1 α0 -0.2575 0.4088 0.00***
α1 0.1571 0.4088 0.70
α2 0.8173 0.1421 0.00***
α3 13.0418 1.3629 0.00***
α4 1.3798 0.1168 0.00***
4:1 α0 -0.2558 0.0134 0.00***
α1 0.2155 0.3011 0.48
α2 0.8027 0.1139 0.00***
α3 13.1839 1.0707 0.00***
α4 1.3874 0.0857 0.00***
2:1 α0 -0.2274 0.0163 0.00***
α1 -0.2407 0.3985 0.55
α2 0.8984 0.1253 0.00***
α3 9.7932 1.6020 0.00***
α4 1.3692 0.1315 0.00***
k=35 3:1 α0 -0.2436 0.0133 0.00***
α1 -1.2515 0.2480 0.00***
α2 0.0224 0.5389 0.97
α3 0.0183 3.2251 1.00
α4 1.1971 0.0644 0.00***
4:1 α0 -0.2327 0.0148 0.00***
α1 -0.2681 0.3735 0.48
α2 0.8563 0.1236 0.00***
α3 9.6887 1.9644 0.00***
α4 1.2634 0.0706 0.00***
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Table 15: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.2050 0.0325 0.00***
α1 -0.1882 0.8858 0.83
α2 0.7076 0.1776 0.00***
α3 9.0795 2.9390 0.01**
α4 1.3480 0.2615 0.00***
k=36 3:1 α0 -0.2118 0.0240 0.00***
α1 -0.3297 0.7209 0.65
α2 0.6829 0.1555 0.00***
α3 8.4992 2.6370 0.00**
α4 1.2067 0.1301 0.00***
4:1 α0 -0.2114 0.0213 0.00***
α1 -0.2970 0.5801 0.61
α2 0.6779 0.1465 0.00***
α3 8.6405 2.1653 0.00***
α4 1.2083 0.0892 0.00***
2:1 α0 -0.2060 0.0243 0.00***
α1 -0.2801 0.5521 0.62
α2 0.8330 0.1625 0.00***
α3 9.0221 1.8637 0.00***
α4 1.2074 0.1842 0.00***
k=37 3:1 α0 -0.2023 0.0200 0.00***
α1 -0.1129 0.4288 0.80
α2 0.7578 0.1349 0.00***
α3 9.3253 1.6725 0.00***
α4 1.2890 0.1065 0.00***
4:1 α0 -0.2032 0.0220 0.00***
α1 -0.1122 0.4140 0.79
α2 0.7337 0.1412 0.00***
α3 9.3135 1.8703 0.00***
α4 1.2328 0.0791 0.00***
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Table 16: Regression of S&P 500 Index Weekly Returns for Equation (4)
split coefficient estimate Std. Error Pr(> |t|)
2:1 α0 -0.1719 0.0171 0.00***
α1 -0.0739 0.1349 0.59
α2 0.7750 0.1111 0.00***
α3 7.5427 0.7155 0.00***
α4 1.4559 0.0961 0.00***
k=38 3:1 α0 -0.1775 0.0145 0.00***
α1 -0.1341 0.1254 0.30
α2 0.7832 0.0799 0.00***
α3 7.5693 0.5953 0.00***
α4 1.4123 0.0760 0.00***
4:1 α0 -0.1957 0.0119 0.00***
α1 -0.6907 0.1609 0.00***
α2 -0.0872 0.3414 0.80
α3 -7.5920 2.9252 0.02*
α4 1.3121 0.0532 0.00***
2:1 α0 -0.1835 0.0297 0.00***
α1 -0.6794 0.2976 0.04*
α2 0.9800 0.1757 0.00***
α3 6.8614 1.0957 0.00***
α4 1.3802 0.1231 0.00***
k=39 3:1 α0 -0.1704 0.0275 0.00***
α1 -0.4925 0.2951 0.11
α2 0.8983 0.1814 0.00***
α3 6.8345 1.0724 0.00***
α4 1.3938 0.1140 0.00***
4:1 α0 -0.1683 0.0303 0.00***
α1 -0.4779 0.3367 0.17
α2 0.8947 0.2102 0.00***
α3 6.8712 1.0853 0.00***
α4 1.4085 0.1097 0.00***
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Table 17: Regression of S&P 500 Index Weekly Returns for Equation (8)
split coefficient estimate Std. Error Pr(> |t|)
2:1 β0 -0.3161 0.0279 0.00***
β1 0.8476 0.1391 0.00***
β2 10.0192 1.4749 0.00***
β3 1.1357 0.1009 0.00***
k=28 3:1 β0 -0.3111 0.0288 0.00***
β1 0.8886 0.1464 0.00***
β2 9.8056 1.7078 0.00***
β3 1.2101 0.0959 0.00***
4:1 β0 -0.3080 0.0267 0.00***
β1 0.8446 0.1687 0.00***
β2 9.9693 1.6188 0.00***
β3 1.2551 0.1092 0.00***
2:1 β0 -0.3109 0.0232 0.00***
β1 0.7704 0.1970 0.00***
β2 9.9540 1.6441 0.00***
β3 1.1545 0.0990 0.00***
k=29 3:1 β0 -0.3065 0.0245 0.00***
β1 0.7909 0.2050 0.00***
β2 9.8945 1.7273 0.00***
β3 1.2092 0.0821 0.00***
4:1 β0 -0.3075 0.0210 0.00***
β1 0.0722 0.3788 0.85
β2 -5.4505 5.3658 0.32
β3 1.3345 0.0879 0.00***
2:1 β0 -0.3131 0.0199 0.00***
β1 0.8171 0.1133 0.00***
β2 10.1398 1.4657 0.00***
β3 1.2241 0.0962 0.00***
k=30 3:1 β0 -0.3111 0.0200 0.00***
β1 0.8310 0.1099 0.00***
β2 10.0290 1.4994 0.00***
β3 1.2526 0.0777 0.00***
4:1 β0 -0.3070 0.0201 0.00***
β1 0.8427 0.1296 0.00***
β2 9.7477 1.6604 0.00***
β3 1.3262 0.0827 0.00***
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Table 18: Regression of S&P 500 Index Weekly Returns for Equation (8)
split coefficient estimate Std. Error Pr(> |t|)
2:1 β0 -0.3067 0.0156 0.00***
β1 0.6913 0.1256 0.00***
β2 9.3480 1.0115 0.00***
β3 1.2749 0.0793 0.00***
k=31 3:1 β0 -0.3034 0.0164 0.00***
β1 0.7178 0.1140 0.00***
β2 9.1548 1.1549 0.00***
β3 1.3059 0.0634 0.00***
4:1 β0 -0.3011 0.0164 0.00***
β1 0.7474 0.1178 0.00***
β2 8.9540 1.3021 0.00***
β3 1.3447 0.0673 0.00***
2:1 β0 -0.2991 0.0156 0.00***
β1 0.8019 0.1309 0.00***
β2 8.5169 0.9869 0.00***
β3 1.3137 0.0688 0.00***
k=32 3:1 β0 -0.2941 0.0156 0.00***
β1 0.8410 0.1213 0.00***
β2 8.1880 1.0148 0.00***
β3 1.3652 0.0635 0.00***
4:1 β0 -0.2927 0.0159 0.00***
β1 0.8620 0.1159 0.00***
β2 8.1124 1.0322 0.00***
β3 1.3801 0.0594 0.00***
2:1 β0 -0.2899 0.0142 0.00***
β1 1.2239 0.0983 0.00***
β2 0.8627 2.8613 0.77
β3 1.3300 0.0695 0.00***
k=33 3:1 β0 -0.2871 0.0132 0.00***
β1 1.2289 0.0864 0.00***
β2 1.0335 2.0980 0.63
β3 1.3533 0.0500 0.00***
4:1 β0 -0.2864 0.0127 0.00***
β1 1.2111 0.0805 0.00***
β2 1.3829 1.5977 0.39
β3 1.3518 0.0429 0.00***
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Table 19: Regression of S&P 500 Index Weekly Returns for Equation (8)
split coefficient estimate Std. Error Pr(> |t|)
2:1 β0 -0.2602 0.0130 0.00***
β1 0.8621 0.0776 0.00***
β2 12.6426 0.8347 0.00***
β3 1.3669 0.1193 0.00***
k=34 3:1 β0 -0.2601 0.0125 0.00***
β1 0.8567 0.0889 0.00***
β2 12.6495 0.8371 0.00***
β3 1.3658 0.0849 0.00***
4:1 β0 -0.2591 0.0123 0.00***
β1 0.8599 0.0828 0.00***
β2 12.6613 0.8394 0.00***
β3 1.3733 0.0679 0.00***
2:1 β0 -0.2249 0.0163 0.00***
β1 0.8382 0.0842 0.00***
β2 10.3559 0.8505 0.00***
β3 1.3700 0.1359 0.00***
k=35 3:1 β0 -0.2286 0.0160 0.00***
β1 0.8035 0.0913 0.00***
β2 10.3393 1.0572 0.00***
β3 1.2855 0.0923 0.00***
4:1 β0 -0.2295 0.0161 0.00***
β1 0.7956 0.0929 0.00***
β2 10.3646 0.8980 0.00***
β3 1.2714 0.0618 0.00***
2:1 β0 -0.2009 0.0189 0.00***
β1 0.6668 0.0678 0.00***
β2 9.6068 0.6428 0.00***
β3 1.3761 0.1749 0.00***
k=36 3:1 β0 -0.2055 0.0161 0.00***
β1 0.6127 0.0913 0.00***
β2 9.4109 0.8448 0.00***
β3 1.2357 0.1042 0.00***
4:1 β0 -0.2058 0.0159 0.00***
β1 0.6123 0.0907 0.00***
β2 9.4173 0.8346 0.00***
β3 1.2249 0.0812 0.00***
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Table 20: Regression of S&P 500 Index Weekly Returns for Equation (8)
split coefficient estimate Std. Error Pr(> |t|)
2:1 β0 -0.2000 0.0189 0.00***
β1 0.7520 0.1350 0.00***
β2 9.5567 0.9927 0.00***
β3 1.3151 0.1631 0.00***
k=37 3:1 β0 -0.2005 0.0182 0.00***
β1 0.7353 0.1094 0.00***
β2 9.6298 1.0192 0.00***
β3 1.2977 0.0978 0.00***
4:1 β0 -0.2011 0.0194 0.00***
β1 0.7061 0.1091 0.00***
β2 9.5677 1.0186 0.00***
β3 1.2367 0.0723 0.00***
2:1 β0 -0.1694 0.0154 0.00***
β1 0.7329 0.1000 0.00***
β2 7.7350 0.7398 0.00***
β3 1.4606 0.0970 0.00***
k=38 3:1 β0 -0.1746 0.0129 0.00***
β1 0.7388 0.0596 0.00***
β2 7.8366 0.6579 0.00***
β3 1.4070 0.0750 0.00***
4:1 β0 -0.1757 0.0128 0.00***
β1 0.7046 0.0562 0.00***
β2 7.8176 0.5893 0.00***
β3 1.3408 0.0667 0.00***
2:1 β0 -0.1640 0.0228 0.00***
β1 0.7431 0.1255 0.00***
β2 7.7892 1.1087 0.00***
β3 1.3239 0.1515 0.00***
k=39 3:1 β0 -0.1575 0.0218 0.00***
β1 0.7469 0.1213 0.00***
β2 7.6948 1.1114 0.00***
β3 1.3706 0.1466 0.00***
4:1 β0 -0.1559 0.0217 0.00***
β1 0.7645 0.1163 0.00***
β2 7.7377 1.1020 0.00***
β3 1.4015 0.1336 0.00***
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Table 21: Regression of S&P 500 Index Weekly Returns for Equation (9)
split coefficient estimate Std. Error Pr(> |t|)
2:1 γ0 -0.3023 0.0246 0.00***
γ1 6.0191 2.1118 0.01**
γ2 1.0870 0.1151 0.00***
k=28 3:1 γ0 -0.2988 0.0256 0.00***
γ1 4.9381 2.2722 0.04*
γ2 1.1816 0.0940 0.00***
4:1 γ0 -0.2946 0.0247 0.00***
γ1 5.6600 2.1761 0.01*
γ2 1.2259 0.1044 0.00***
2:1 γ0 -0.3094 0.0213 0.00***
γ1 5.5026 2.2737 0.02*
γ2 1.1680 0.1115 0.00***
k=29 3:1 γ0 -0.3087 0.0204 0.00***
γ1 -4.8041 4.7815 0.32
γ2 1.2768 0.0795 0.00***
4:1 γ0 -0.3065 0.0208 0.00***
γ1 -5.9074 4.5416 0.20
γ2 1.3342 0.0871 0.00***
2:1 γ0 -0.3005 0.0227 0.00***
γ1 6.5997 1.7744 0.00***
γ2 1.1770 0.1152 0.00***
k=30 3:1 γ0 -0.2985 0.0208 0.00***
γ1 6.1823 2.1138 0.00**
γ2 1.2227 0.1022 0.00***
4:1 γ0 -0.2948 0.0207 0.00***
γ1 5.6318 2.4216 0.03*
γ2 1.2958 0.1003 0.00***
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Table 22: Regression of S&P 500 Index Weekly Returns for Equation (9)
split coefficient estimate Std. Error Pr(> |t|)
2:1 γ0 -0.3012 0.0163 0.00***
γ1 5.3084 1.0084 0.00***
γ2 1.2597 0.0760 0.00***
k=31 3:1 γ0 -0.2965 0.0165 0.00***
γ1 4.8692 1.2270 0.00***
γ2 1.2948 0.0646 0.00***
4:1 γ0 -0.2937 0.0167 0.00***
γ1 4.4471 1.5410 0.01**
γ2 1.3288 0.0660 0.00***
2:1 γ0 -0.2946 0.0144 0.00***
γ1 3.8698 1.2198 0.00**
γ2 1.3065 0.0757 0.00***
k=32 3:1 γ0 -0.2876 0.0141 0.00***
γ1 3.2444 1.4105 0.03*
γ2 1.3653 0.0675 0.00***
4:1 γ0 -0.2860 0.0133 0.00***
γ1 -3.8036 4.3007 0.38
γ2 1.3949 0.0604 0.00***
2:1 γ0 -0.2846 0.0162 0.00***
γ1 -21.0270 5.0467 0.00***
γ2 1.2534 0.0636 0.00***
k=33 3:1 γ0 -0.2793 0.0163 0.00***
γ1 -22.2313 2.5694 0.00***
γ2 1.3026 0.0669 0.00***
4:1 γ0 -0.2773 0.0159 0.00***
γ1 -21.6490 2.7622 0.00***
γ2 1.3108 0.0577 0.00***
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Table 23: Regression of S&P 500 Index Weekly Returns for Equation (9)
split coefficient estimate Std. Error Pr(> |t|)
2:1 γ0 -0.2534 0.0149 0.00***
γ1 7.3237 0.5468 0.00***
γ2 1.2991 0.1559 0.00***
k=34 3:1 γ0 -0.2511 0.0129 0.00***
γ1 7.2443 0.5249 0.00***
γ2 1.3358 0.1080 0.00***
4:1 γ0 -0.2495 0.0127 0.00***
γ1 7.2586 0.5111 0.00***
γ2 1.3454 0.0824 0.00***
2:1 γ0 -0.2148 0.0212 0.00***
γ1 5.9314 1.7671 0.00**
γ2 1.2413 0.3543 0.00**
k=35 3:1 γ0 -0.2161 0.0212 0.00***
γ1 5.8728 1.0704 0.00***
γ2 1.2357 0.1554 0.00***
4:1 γ0 -0.2184 0.0196 0.00***
γ1 5.8101 0.8048 0.00***
γ2 1.2380 0.0998 0.00***
2:1 γ0 -0.1880 0.0212 0.00***
γ1 6.5264 1.3525 0.00***
γ2 1.2358 0.3615 0.00**
k=36 3:1 γ0 -0.2138 0.0141 0.00***
γ1 -27.1086 5.6332 0.00***
γ2 1.1343 0.0640 0.00***
4:1 γ0 -0.2136 0.0137 0.00***
γ1 -27.0404 5.7863 0.00***
γ2 1.1404 0.0543 0.00***
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Table 24: Regression of S&P 500 Index Weekly Returns for Equation (9)
split coefficient estimate Std. Error Pr(> |t|)
2:1 γ0 -0.1745 0.0264 0.00***
γ1 6.4998 2.0575 0.01**
γ2 1.1288 0.1869 0.00***
k=37 3:1 γ0 -0.1758 0.0281 0.00***
γ1 6.1295 1.6479 0.00**
γ2 1.1696 0.1536 0.00***
4:1 γ0 -0.1766 0.0282 0.00***
γ1 6.1246 1.5752 0.00***
γ2 1.1395 0.1150 0.00***
2:1 γ0 -0.1625 0.0218 0.00***
γ1 3.5165 1.6136 0.04*
γ2 1.3930 0.4586 0.00**
k=38 3:1 γ0 -0.1856 0.0126 0.00***
γ1 -24.5050 4.1307 0.00***
γ2 1.3065 0.0714 0.00***
4:1 γ0 -0.1894 0.0120 0.00***
γ1 -22.9968 2.4012 0.00***
γ2 1.2601 0.0493 0.00***
2:1 γ0 -0.1486 0.0186 0.00***
γ1 3.4585 1.1580 0.01**
γ2 1.3107 0.2617 0.00***
k=39 3:1 γ0 -0.1466 0.0177 0.00***
γ1 3.2664 0.8134 0.00***
γ2 1.3773 0.1484 0.00***
4:1 γ0 -0.1439 0.0167 0.00***
γ1 3.1588 0.8660 0.00**
γ2 1.4201 0.1333 0.00***
Table 25: SPA Test for Equation (4) against Random Walk as Benchmark (JCJ)
weeks 28 29 30 31 32 33 34 35 36 37 38 39
2:1 0.01 0.24 0.00 0.02 0.09 0.93 0.41 0.99 0.02 0.03 0.93 0.35
3:1 0.04 0.16 0.07 0.60 0.87 0.99 0.27 0.08 0.00 0.05 0.91 0.81
4:1 0.26 0.46 0.81 0.70 0.90 1.00 0.79 0.05 0.00 0.14 0.91 0.58
Table 26: SPA Test for Equation (4) against Random Walk as Benchmark (KCJ)
weeks 23 24 25 26 27 28 29 30 31 32 33 34
2:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
4:1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 0.00 0.06
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Table 27: SPA Test for Equation (4) against Random Walk as Benchmark (Combined Data)
weeks 21 22 23 24 25 26 27 28 29 30 31 32
2:1 0.10 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3:1 0.17 0.09 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4:1 0.09 0.04 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 28: SPA Test for Equation (4) against Random Walk as Benchmark (Combined Data)
weeks 33 34 35 36 37 38 39 40 41 42 43 44
2:1 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.01 0.06 0.07
3:1 0.00 0.01 0.02 0.02 0.03 0.04 0.01 0.00 0.00 0.02 0.09 0.15
4:1 0.00 0.01 0.03 0.03 0.05 0.05 0.02 0.00 0.01 0.03 0.13 0.15
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A New Investigation on the Relation between Stock and Oil Market Returns
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Abstract
This paper extends the previous work by Kilian and Park (2009) and implements a nonpara-
metric estimation procedure to investigate the unknown contemporary relationship between U.S.
monthly stock returns and oil market price changes. We first use a structural vector autore-
gression to get a monthly time series of the estimated oil price shocks. With those exogenous
shocks, at the second stage, we estimate the model using a nonparametric quantile regression
method. The result shows that there is a strong contemporary relationship between stock mar-
ket return and oil price change. In particular, this relationship is prominent for the distribution
tails of those changes. Also, this relationship is shown to be asymmetric for largest positive
and negative oil price shocks which sheds new light on the conventional views on stock and oil
market connection.
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1 Introduction
The role that changes in the price of crude oil have in accounting for fluctuations in stock prices is
a topic of significant interest in recent research. There are compelling reasons to believe why the
prices of oil and stocks are tightly linked. For instance, by raising the cost of production, higher oil
prices serve as a restraint on economic activities and generate negative pressures on stock prices.
They also contribute to headline inflation and reduce real consumption, so that if today’s higher
oil prices is suggestive of a lower level of real future consumption, agents would be more willing to
accept a lower rate of return on financial assets in order to smooth consumption and to transfer
wealth to the future period of anticipated scarcity. Theoretical considerations notwithstanding,
the empirical findings on the impact of oil on stock prices have been surprisingly inconclusive. For
example, while Kling (1985), and Jones and Kaul (1996) are among the some who observe that
stock market declines are closely related to oil price inflation, Chen, Roll and Ross (1986), and
Huang, Marsulis, and Stoll (1996), and others, find the link between oil and stock prices to be
tenuous at best.1
The lack of consensus in the empirical research is intriguing. It underscores the difficulty of
uncovering the true impact of oil prices in the data and calls for a deeper understanding of the
methodological issues that can mask the effect that higher oil prices have on the performance of
stock markets. One limitation in many of the existing studies is the assumption that oil prices
are exogenous with respect to the economy, thus exogenous in the determination of stock prices.
However, as the equities and commodities markets may be driven by the same economic forces –
for instance, higher stock prices could be due to stronger aggregate demand that also drives up oil
prices – the ordinary least squares estimates of the effects that the prices of oil have on stocks are
inconsistent.2 A second limitation is the general presumption that the impact on stock returns from
oil price changes can be unraveled without inspecting more closely the underlying driving factors.
As Sadorsky (1999) and Kilian (2008c, 2009) argue otherwise, understanding these channels
can help to elucidate how and why oil price variations can affect stock prices. For instance, Kilian
(2009) and Kilian and Park (2009) show that the effects of oil price shocks on the stock market can
be very different, depending on whether the oil price increase is driven by oil production shortfalls,
or by shifts in precautionary demand for crude oil that reflect increased concerns about future oil
supply shortfalls. A third limitation is the assumption that the relationship between oil and stocks
is linear. This is at best a simplifying assumption, although estimating the nonlinearities between
oil and stocks is a longstanding challenge that has been recognized by the literature.
A forth limitation, related to the idea that the oil and stock markets are nonlinearly related,
is that the intensity of this relationship could vary across different points in the distributions
1There are a number of other papers questioning the link between oil prices and stock prices in literature. For
example, Wei (2003) find no evidence that the U.S. stock market decline in 1974 can be attributed to the oil price
increase of that year.
2Hamilton (1983) gave a good discussion on the correlation between oil price change and gross national product
growth. He tested three hypotheses and concluded that exogenous oil price changes should be responsible for causing
some recessions prior to 1973. For more discussions, see Mork (1989).
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of oil price and stock returns. This notion is linked to the study of asset dependence, where it
has been emphasized that during extreme events, the relationship between assets may deviate
significantly from the usual level of correlation as suggested by measures of average dependence
such as the sample correlation coefficient. For example, concerning international stock markets,
Longin and Solnik (1995, 2001) argue that negative tail returns of one market are typically more
strongly correlated with the negative tail returns of another market, suggesting that stock markets
are more strongly dependent when they are bearish. For the relationship between exchange rates
(Patton, 2006; Bouye` and Salmon, 2009), and the relationship between stocks and bonds (Guidolin
and Timmermann, 2005), these relationships could transpire very differently during “extreme” or
“tail” events. Interestingly, little attention has been paid on the possibility that the relationship
between oil and stocks is distribution specific, so that the relationship that expresses, say, how large
negative returns on stocks are linked to large positive oil price shocks could be very different from
the average relationship between oil and stocks. In other words, the weak empirical relationship
could be symptomatic of the fact that the average relationship between the oil and stock markets
is weak, but by no means does this immediately imply the same level of weakness when the focus
centers on the relationship between their tail distributions.
In this paper, we propose a new methodology to study the relationship between the distribution
of oil price shocks with the distribution of the return on the U.S. stock market. In particular, to
study the nonlinear relationship between the oil and stock markets, we examine the effects that the
quantile of oil price shocks have on the quantile of the U.S. stock return by constructing a model
that combines the techniques of nonparametric regression and quantile regression.3 Nonparametric
regression provides a convenient way to study the local effects of oil that are centered around a
specific point, or quantile, in the distribution of oil price shocks. Quantile regression is a statistical
analysis that sheds light on how the quantile of the dependent variable, the U.S. stock return in
this context, responds to a set of conditioning variables. Therefore, by embedding a nonparametric
model into the quantile regression framework, we can study the effects that quantiles of oil price
shocks have on quantiles of stock return, and look at how the tail quantiles of oil price shocks may
influence the distribution of the U.S. stock return.
That being said, in adopting a nonparametric model, it is important to address the issue of curse
of dimensionality as the nonparametric model is potentially infinite dimensional. To proceed, we
adopt an especially convenient dimension reduction technique known as the local linear regression
model. In the context of modeling conditional means nonparametrically, the local linear regression
model has been considered by Cai, Fan and Yao (2000).4 In this paper, we consider a more general
approach of modeling conditional quantiles, within the spirit of Cai et al. (2000), by using the local
linear regression model in conjunction with quantile regression. We call this model, the local linear
quantile regression model, which we will apply to investigate the relationship between the quantiles
3This method is in general called ‘partially linear model’ as the coefficient of some independent variables are an
unknown function of the ‘smooth’ variable and the coefficient of other controls is fixed.
4By having the coefficients in the regression as unknown functions of some ‘smooth variable’, this so-called ‘func-
tional coefficient model’ can achieve modeling flexibility and estimating feasibility simultaneously.
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of oil price shocks and stock returns.
As mentioned, a study of the causal effect of oil price shocks on stock return must include a
careful consideration on the issue of identifying the shock as well as the issue about the channels
through which stocks are influenced by oil. To address these considerations simultaneously, we
draw from the seminal work of Kilian and Park (2009) to build a structural decomposition of
fluctuations in the real price of oil through a structural vector autoregression (SVAR) approach.
Making a distinction between the forces of oil demand and supply in contributing to the variation in
oil prices is important. For instance, Kilian and Park (2009) find a dichotomy, where the negative
response of stock prices to oil price shocks is only related to the case when the oil price rises due
to an oil-market specific demand shock, but shocks to crude oil production have no significant
effect on cumulative stock returns. Empirically, their paper establishes the crucial point that it
is oil demand shocks that contribute significantly to fluctuations in the U.S. stock return, while
the contribution of oil supply shocks is weak and statistically insignificant.5 Therefore, taking into
account of the Kilian and Park (2009) critique, we study how the tail events surrounding oil price
shocks due to demand variations can affect the distribution of stock prices, in particular look at
whether these shocks are able to explain large movements in the U.S. stock return.
We carry out a nonparametric quantile regression in which lowest or highest stock returns are
linked to different levels of oil price shock. We try two different bandwidths, 0.02 and 0.05, for the
kernel. The result demonstrates that different size oil shocks have different impacts on the large-size
stock market returns. Coefficients linked to oil shocks are significant for both the highest and lowest
quantile oil shocks and their impacts on the distribution tails of stock returns are conspicuous. For
example, we observe that the coefficient of intercept is about 0.12 for the 0.95 quantile regression on
all the quantiles of oil shock under 0.10. Meanwhile, for the 0.05 quantile regression, the coefficient
of intercept is around -0.06 for most of oil shock quantiles above 0.90 which implies a much smaller
impact on stock returns.6 This asymmetric relationship between large stock returns and large
oil shocks is a bit counter-intuitive because, traditionally, people tend to think that the negative
impact of the largest positive oil shocks on stock returns should be more significant. Our result
shows that this is basically not true except for some extremely large positive oil shocks.
We check the robustness of our results by adding a number of lagged stock returns in the
regression. We try the cases where one, two and three lags of stock returns are used as controls in
our regression. The results indicate that the contemporary relationship between stock returns and
oil price shocks is stable and the asymmetric effect we find in the simplest case above persists. We
also check the case where all lagged variables in Kilian and Park (2009) are added in the regression
and our findings stand.
5There are two oil demand shocks being analyzed in Kilian and Park’s SVAR model. One is the aggregate oil
demand driven by the economy expansion and the other is the oil market specific demand reflecting the precautious
concerns over the economy’s future uncertainties. Since our primary interest in this paper is the connection of stock
market with oil market, Kilian and Park’s methodology can be used to screen the aggregate supply and demand
effects out of the observed oil price changes by dropping the stock return variable from their SVAR model.
6The only exception is in the case where the bandwidth is 0.02, the intercept becomes -0.15 for the 0.98 quantile
oil shock. This large effect disappears when the bandwidth becomes 0.05.
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To make sure that our approach is more general and informative than Kilian and Park (2009), we
implement a robust check procedure in which we add a nonparametric term in the 4th equation of
Kilian and Park’s SVAR model.7 We first estimate the SVAR model without the 4th equation and
recover the structural oil shocks. We then use those estimated shocks to identify their corresponding
coefficients. The estimated residuals are significantly reduced compared with the SVAR model in
Kilian and Park (2009) which shows that our new model indeed does a better job in explaining the
average stock return variations.
The reminder of this paper proceeds as follows. Section 2 discusses data and our model specifi-
cations. Section 3 presents the estimation results for different models we specify. Section 4 shows
the comparison of our nonparametric regression with the SVAR model in Kilian and Park (2009).
Section 5 summarizes this paper and concludes.
2 Data and Methodology
2.1 Data
For modeling the nonlinear relationship between stock market returns and oil price changes, we
need the stock market return as dependent variable and exogenous oil price changes as a legitimate
regressor. The stock market return data can be obtained directly from online data resources.8
However, the data of exogenous oil price shocks can not be directly obtained. In this paper, we
adopt a two-step estimation procedure. We first use the structural vector autoregresssion approach
suggested by Kilian and Park (2009) to uncover the structural oil price shocks. Then we can use
those exogenous shocks in our second-step estimation for the stock-oil relationship. As in Kilian
and Park’s paper, the first-step estimation requires data on the world crude oil production, the real
curde oil price and a measure of global real activity.9 All data used are monthly and the sample
period is from January 1973 to December 2007.
2.2 Methodology
There are two issues concerning the study of the relationship between oil prices and real stock
returns. First, as mentioned in Section 1, many existing empirical models for the study of the
relationship between oil prices and stock returns have been constructed under the assumption of
strict exogeneity of oil prices. The problem with this assumption is the possibility that the same
economic shocks that drive macroeconomic aggregates, and thus stock returns, may also influence
the price of crude oil, making it challenging to separate cause and effect in the relationship between
oil prices and stock returns. Second, even if we were to control for reverse causality, there are
existing models that do not distinguish the oil market shocks that are responsible for driving up
7As the standard SVAR model is one of the mean regressions, we run a mean regression for the 4th equation in
order to make comparison.
8As suggested in Kilian and Park (2009), the stock return is constructed from the CPI inflation rate and the log
returns on the Center for Research in Security Prices (CRSP) value-weighted market portfolio.
9For more details, please refer to Kilian and Park (2009).
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the price of crude oil. As shown by Kilian (2007) and Kilian and Park (2009), the effects of demand
and supply shocks in the crude oil market on U.S. macroeconomic aggregates are qualitatively and
quantitatively different, where oil price changes led by demand increases have been the primary
factor in the determination of the U.S. stock return.
To address these concerns, we draw from the seminal work of Kilian and Park (2009) and
construct a structural VAR model that relates U.S. stock market variables to measures of demand
and supply shocks in the global crude oil market. This structural VAR model is based on monthly
data for the vector time series zt, with the ordering consisting of the percent change in global crude
oil production, followed by the measure of real activity in global industrial commodity markets,
and the real price of crude oil. The model is given by:
A0zt = α+
p∑
i=1
Aizt−i + t (1)
where t is the vector of SVAR residuals which are serially and mutually uncorrelated. If et
denotes the reduced-form VAR residuals, we have et = A
−1
0 t. Following Kilian and Park (2009), we
decompose the variation in the real price of oil to three structural shocks. The variable 1t denotes
shocks to the global supply of crude oil (henceforth oil supply shock) and 2t denotes shocks to the
global demand for all industrial commodities (including crude oil) that are driven by global real
economic activity (aggregate demand shock). The main shock of interest is 3t (oil-specific demand
shock), which denotes an oil-market specific demand shock that is designed to capture shifts in
precautionary demand for crude oil arising from increased concerns about the availability of future
oil supplies.
To identify the structural shocks, Kilian and Park (2009) propose a set of exclusion restrictions
to yield a triangular structure of the matrix of innovations that takes the form:
et =
 e1te2t
e3t
 =
 a11 0 0a21 a22 0
a31 a32 a33

−1 1t2t
3t
 (2)
where 1t, 2t and 3t are the structural shock to global oil production, global real activity, real
price of oil respectively. These exclusion restrictions may be motivated as follows: (1) crude oil
supply will not respond to oil demand shocks within the month, given the costs of adjusting oil
production and the uncertainty about the state of the crude oil market; (2) increases in the real
price of oil driven by shocks that are specific to the oil market will not lower global real economic
activity within the month; and (3) innovations to the real price of oil that cannot be explained by
oil supply shocks or shocks to the aggregate demand for industrial commodities must be demand
shocks that are specific to the oil market.
After obtaining 3t, the oil-specific demand shock, we then utilize a nonparametric approach to
link its distribution with the distribution of the U.S. stock return. As we recall, the main objective
of this paper is to study how large shocks to oil prices, in this case originating from variations in
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the demand for oil, influences the distribution of stock returns. In particular, we study the link
between lower (or higher) quantile of stock return and higher (or lower) quantile of the oil price
shock, so as to unravel the relationship between large demand-led oil price increase and significant
declines in the U.S. stock return. Letting the τ -superscript denote the quantile of a variable, the
model that we study relates the quantile of U.S. return with the quantile of the demand-led oil price
shocks, through a nonparametric framework known as the “partially varying coefficient models”:10
rτ
′
t = β
τ ′(τt ) + α
τ ′rt−1 + vτ
′
t (3)
rτ
′
t is the τ
′ quantile of the stock market return, vt is the error term where the τ ′ quantile of vt is
zero, and τt is the τ quantile of the demand-specific oil price shock. Because the parameters are
nonparametric in τt , equation (3) is not a feasible model to estimate. To proceed, we employ a local
linear regression technique. This entails taking a first order Taylor expansion on those coefficients
around some fixed value of t, say 
τ
t . For instance, for β(
τ
t ), this involves the approximation of t
in β(t) around 
τ
t :
β(t) ≈ β(τt ) + β′(τt )(t − τt ) (4)
At this point, the model is not feasible to estimate as t is unknown. Therefore, in place of t,
we use its estimated counterpart ˆt. Following this approximation, the model can be estimated by
solving the following residual minimization
min
n∑
i=1
ρτ ′ [rt − β(ˆt)− αrt−1]K
(
Fn(ˆt)− τ
h
)
where the function ρτ ′ is the tilted absolute value function which gives the τ
′th quantile as its
solution. There is a one-for-one mapping between the oil price shock and its probability measure.
We use the following empirical distribution function
Fn(t) =
1
n
n∑
k=1
I(k < t) (5)
Again, for a local regression, the following local polynomial approximations have to be substituted
back into the above formula:
β(ˆt) ≈ β(ˆτt ) + β′(ˆt − ˆτt )
10This semiparametric regression method was proposed by Cai and Xiao (2012) as an effective way to model some
nonlinear dynamic time series.
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3 Regression
3.1 Oil impact on stock returns without lags (the simplest case)
Our nonparametric quantile regression is carried out by selecting a number of quantiles of oil price
shock and solving a nonparametric regression at different quantiles of stock return. In this paper,
we are interested in knowing how the tails of oil price shock and stock market return are connected.
Intuitively, large positive oil price shocks have a negative impact on the economy and therefore we
expect there is a strong relationship between higher quantiles of oil shock and lower quantiles of
stock return. Likewise, large negative oil shocks have a positive impact on the economy and stock
returns. We can check this by showing in the following table the result for different levels of oil
price shock and their relations with stock returns:11
Table 1: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.02)
0.02 Value S.E. Pr(> |t|) 0.04 Value S.E. Pr(> |t|)
β0 0.1136 0.0165 0.0000 β0 0.1271 0.0054 0.0000
β1 -0.0182 0.0021 0.0000 β1 -0.0208 0.0007 0.0000
0.06 Value S.E. Pr(> |t|) 0.08 Value S.E. Pr(> |t|)
β0 0.1277 0.0089 0.0000 β0 0.1227 0.0001 0.0000
β1 -0.0251 0.0065 0.0001 β1 -0.0251 0.0019 0.0000
0.10 Value S.E. Pr(> |t|) 0.12 Value S.E. Pr(> |t|)
β0 0.1202 0.0001 0.0000 β0 0.0813 0.0614 0.1861
β1 -0.0275 0.0011 0.0000 β1 -0.0072 0.0350 0.8364
0.14 Value S.E. Pr(> |t|) 0.16 Value S.E. Pr(> |t|)
β0 0.0771 0.0254 0.0026 β0 0.0768 0.0308 0.0131
β1 -0.0033 0.0122 0.7856 β1 -0.0033 0.0153 0.8285
0.18 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0251 0.0327 0.4432 β0 0.0024 0.0102 0.8154
β1 0.0231 0.0168 0.1690 β1 0.0800 0.0053 0.0000
The bandwidth we use in this nonparametric quantile regression is 0.02. From above, there
is a strong relationship between large negative oil price shocks and large positive stock returns.
The constant term is approximately 0.12 for oil shock quantiles up to 0.10. We also find a strong
relationship between large positive oil shocks and large negative stock returns. However, except for
the 0.98 oil shock quantile, the constant term is around 0.6 for most of oil shock quantiles above
0.9, nearly a half of the impact of those large negative oil shocks on stock returns. We find this
asymmetry in other lowest and highest stock return quantiles as well. This difference can be seen
in the following graph:
11We only show the results for the lowest (below 0.2) and highest (above 0.8) quantiles of oil shocks and their
impacts on the 0.05 and 0.95 quantile stock returns. We place the results of oil shock impact on other lowest and
highest quantiles of stock returns in Appendix. We would not report other quantile-quantile relationships because
most of them are insignificant and not particularly interesting.
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Table 2: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.02)
0.80 Value S.E. Pr(> |t|) 0.82 Value S.E. Pr(> |t|)
β0 -0.0623 0.0222 0.0052 β0 -0.0641 0.0043 0.0000
β1 -0.0133 0.0061 0.0306 β1 -0.0129 0.0021 0.0000
0.84 Value S.E. Pr(> |t|) 0.86 Value S.E. Pr(> |t|)
β0 -0.0641 0.0043 0.0000 β0 -0.0652 0.0357 0.0690
β1 -0.0129 0.0021 0.0000 β1 -0.0129 0.0746 0.8628
0.88 Value S.E. Pr(> |t|) 0.90 Value S.E. Pr(> |t|)
β0 -0.0610 0.0307 0.0475 β0 -0.0445 0.0180 0.0141
β1 -0.0112 0.0213 0.5998 β1 -0.0051 0.0192 0.7894
0.92 Value S.E. Pr(> |t|) 0.94 Value S.E. Pr(> |t|)
β0 -0.0626 0.0159 0.0001 β0 -0.0609 0.0128 0.0000
β1 0.0101 0.0140 0.4687 β1 0.0101 0.0132 0.4420
0.96 Value S.E. Pr(> |t|) 0.98 Value S.E. Pr(> |t|)
β0 -0.0640 0.0082 0.0000 β0 -0.1506 0.0739 0.0422
β1 -0.0115 0.0137 0.4016 β1 -0.0302 0.0170 0.0772
Figure 1 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.02)
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Figure 2 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.02)
We show in two graphs above the values of the constant term for different oil shock quantiles
with the corresponding standard deviations. We can see that the impact of most negative oil shocks
on the 0.95 stock return quantile is much bigger than that of most positive oil shocks on the 0.05
stock return quantile. The constant is large at the 0.98 oil shock quantile but this is suspicious
because the corresponding standard deviation is large as well. To check whether the result is robust,
we change the bandwidth to be 0.05. The estimated coefficients are shown as follows:
Table 3: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.05)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.1244 0.0278 0.0000 β0 0.1091 0.0251 0.0000
β1 -0.0208 0.0170 0.2226 β1 -0.0198 0.0176 0.2608
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0769 0.0164 0.0000 β0 0.0212 0.0241 0.3798
β1 -0.0033 0.0080 0.6802 β1 0.0703 0.0355 0.0482
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0549 0.0113 0.0000 β0 0.0566 0.0350 0.1066
β1 0.0232 0.0156 0.1376 β1 0.0215 0.0624 0.7302
Again, we draw two graphs for the 0.95 and 0.05 quantile of stock returns to compare different
impacts of different-size oil shocks:
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Table 4: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.05)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0497 0.0151 0.0011 β0 -0.0689 0.0484 0.1555
β1 0.0069 0.0103 0.5034 β1 0.0311 0.0444 0.4837
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0682 0.0130 0.0000 β0 -0.0649 0.0133 0.0000
β1 0.0284 0.0408 0.4865 β1 -0.0129 0.0253 0.6104
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0588 0.0236 0.0130 β0 -0.0564 0.0494 0.2542
β1 0.0060 0.0158 0.7037 β1 0.0066 0.0206 0.7479
Figure 3 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05)
Figure 4 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05)
The asymmetric effect of oil shocks we identify above is confirmed with the 0.05 bandwidth
case. From the graphs, we see the impact of the most negative oil shocks on the 0.95 stock return
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quantile is still nearly twice as much as the impact of the most positive oil shocks on the 0.05 stock
return quantile. The 0.98 quantile oil shock effect disappears when the bandwidth becomes 0.05.
This oil shock effect asymmetry is also spotted in the graphs showing the coefficient of slope:
Figure 5 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05)
Figure 6 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05)
The impact difference between the large negative oil shocks and the large positive oil shocks can
be seen from their corresponding β1 values. As β1 is the slope of the local linear approximation for
β, it measures the sensitivity of stock returns to oil shocks. From the graphs, we see the absolute
value of β1 is much bigger for the large negative oil shocks than for the large positive oil shocks.
This implies that the more negative oil shocks become, the more positive their impacts on the large
stock returns. This is not true for the most positive oil shocks.
3.2 Oil impact on stock returns with lags of control variables
In this section, we investigate whether the tail relationship between stock returns and oil price
changes persists once we have more control variables in our nonparametric regression. First, we
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add one, two and three lags of stock returns in our regression and show the results in the following
graphs:12
Figure 7 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05, 1 lag of stock
returns)
Figure 8 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05, 1 lag of stock
returns)
12The estimated coefficients (β0 and β1) are shown in tables in Appendix.
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Figure 9 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05, 2 lags of stock
returns)
Figure 10 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05, 2 lags of stock
returns)
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Figure 11 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05, 3 lags of stock
returns)
Figure 12 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05, 3 lags of stock
returns)
From the graphs, we see a big impact from the large negative oil shocks for all three models
with lags. For the large positive shocks, the impact is not evident. Although, for the models with
1 or 2 stock return lags, the large oil shocks seem to have a big negative impact on stock returns
as the case where the bandwidth is 0.02, the standard deviations are large. When we have 3 lags
in our regression, this unclear negative impact disappears. This confirms the asymmetric effect of
large oil shocks on stock returns we have identified.
We continue checking the robustness of our findings by adding in our regression all lags of
control variables in Kilian and Park (2009). In their SVAR model, changes in global oil production,
global economic activity and real oil price are three factors which can potentially drive the economy
and affect the stock market returns. We keep them all in our nonparametric regression of stock
returns on oil shocks. The model selection criteria for the SVAR model all point to 2 or 3 lags as the
optimal choice, so we determine to include 3 lags of those control variables in our nonparametric
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regression. We show the result of this case in the following two tables:
Figure 13 - Oil impact on 0.95 quantile of stock returns (bandwidth=0.05, all lags)
Figure 14 - Oil impact on 0.05 quantile of stock returns (bandwidth=0.05, all lags)
The graphs show the difference of oil impact for the large negative and positive oil shocks.
The constant coefficient is 0.09 for the 0.05 oil shock quantile and 0.076 for the 0.10 oil shock
quantile. This implies that a strong impact of the large negative oil shocks on stock returns is
evident though it becomes slightly smaller than that in those previous models. In the meantime,
the constant coefficient is around 0.06 for both 0.90 and 0.95 oil shock quantiles, which indicates
that the impact of the large positive oil shocks is still not obvious. This fact once again demonstrates
a strong asymmetric effect of the large oil shocks on the tails of stock returns.
4 Model Comparison with Kilian and Park (2009)
In this section, we provide some justifications for implementing our model. In Kilian and Park
(2009), they used 24 lags of control variables for their SVAR model to investigate long-term dynamic
behaviors of stock returns affected by different oil shocks. This paper, however, focus instead on
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the contemporary relationship between oil shocks and stock returns. We first figure out the most
appropriate SVAR model according to some model selection criteria and then compare our model
with it in terms of estimated residuals. As we mentioned earlier, some model selection criteria
select a SVAR model with 3 lags.13 As our model is a two-step estimation procedure, we first
estimate the structural shocks from a SVAR model with only the first 3 elements of Kilian and
Park’s model. We then compare those shocks with the estimated structural shocks from Kilian
and Park’ 4-element SVAR model to see if we lose any information by adopting our approach. The
estimated residual difference between these two cases for the first 3 SVAR equations is shown in
the following graph:
Figure 15 - Estimated residual difference between 3-element SVAR model and 4-element
SVAR model
All 3 graphs indicate no big difference between residuals estimated from 3-element SVAR model
and residuals estimated from 4-element SVAR model. This suggests that, by using the first 3
equations in Kilian and Park (2009), we do not lose information about the demand-specific shocks.
In order to show that the two-step estimation procedure we use is superior to Kilian and Park’
SVAR model, we compare the estimated residuals from our nonparametric regression with the
estimated residuals from the 4th equation of Kilian and Park’ SVAR model.14 We calculate the
sum of estimated residuals for our model and Kilian and Park’ SVAR model to be 0.43 and 0.83
respectively. The adjusted R-squared is 0.50 for our model and 0.03 for the SVAR model in
Kilian and Park (2009). This indicates that having a nonparametric term of estimated oil shocks
13HQ and SC select a model with 2 lags as the best but AIC and FPE prefer a model with 3 lags.
14We compare a nonparametric mean regression with the 4th equation of Kilian and Park’ SVAR model because
the latter is a mean regression.
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significantly help explain the stock return variations.
5 Conclusion
The relationship between stock market and oil market has been an interesting research topic in
Finance. The exact relationship between stock returns and oil price fluctuations has been discussed
extensively in financial literature. In general, people tend to think of large oil shocks as the
cause for large stock price fluctuations and not the opposite. Statistically, this connection can be
demonstrated in a regression in which stock returns are regressed on oil shocks. However, there are a
number of limitations in those previous studies for identifying such a relationship. One is that there
might be some ‘common’ driving forces that cause both stock and oil price to change. Another issue
is the presumption that this relationship can be unraveled without inspecting the underlying factors
causing the oil price changes. In addressing those limitations, Kilian and Park (2009) proposed a
structural vector autoregression model to analyze the impact of different oil shocks on the stock
market. However, by using a SVAR model, they did not investigate the contemporary relationship
between stock returns and oil price changes.
In this paper, based on monthly data, we addressed this issue from a new perspective and focus
on the contemporary relationship between stock returns and oil shocks. We used a structural vector
autoregression model to get the estimated exogenous oil price shock time series first and then use
them to estimate a nonparametric quantile model of the relationship between stock returns and
oil price changes. The reasoning of this approach lies in the fact that simple linear regressions
cannot effectively address the issue of estimation inconsistency when some hidden factors driving
the stock and oil price fluctuations. By resorting to a structural vector autoregression, we can
control the hidden factors to a large degree. However, even if we control for those factors, simple
linear regressions cannot be used to identify the stock and oil relationship at different levels of oil
shock. Intuitively, different sizes of oil shocks would likely have different impacts on stock returns.
By employing a nonparametric quantile method, we are capable of addressing this issue directly.
Also, this approach allows us to explore another important and interesting issue, i.e. whether the
oil impact on stock market is symmetric or not.
The results we obtain in this paper extend the previous work on the stock-oil correlation in
two aspects. Firstly, we showed that different exogenous oil shocks indeed have different impacts
on stock returns and the relationship is nonlinear. Secondly, we identified an asymmetric effect of
large oil shocks on large stock returns. Specifically, the impact of large negative oil shocks on stock
returns is much bigger than that of large positive oil shocks. This finding is confirmed in different
models we specify.
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6 Open Issues and Future Work
In the future, we need to address a number of issues in this paper. First, as we observe a different oil
impact on stock returns from large oil shocks, we need to do a formal test for this impact difference.
This would tell us how much confidence we give to those results.
Also, even if we include different lags of state variables in our model, we may want to consider
more controls that could potentially affect the stock-oil relationship. One of them is interest rate
because it can exert its influence on both oil price and stock market. Another potential candidate
is market volatility because it is one of the concerns that investors have when trading different
assets in different markets.
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Appendix
Table 5: Impact of Oil Shock Quantiles on 0.98 Quantile Stock Return (Bandwidth=0.02)
0.02 Value S.E. Pr(> |t|) 0.04 Value S.E. Pr(> |t|)
β0 0.1338 0.0000 0.0000 β0 0.1271 0.0049 0.0000
β1 -0.0208 0.0000 0.0000 β1 -0.0208 0.0006 0.0000
0.06 Value S.E. Pr(> |t|) 0.08 Value S.E. Pr(> |t|)
β0 0.1271 0.0006 0.0000 β0 0.1227 0.0000 0.0000
β1 -0.0215 0.0035 0.0000 β1 -0.0251 0.0000 0.0000
0.10 Value S.E. Pr(> |t|) 0.12 Value S.E. Pr(> |t|)
β0 0.1202 0.0003 0.0000 β0 0.1166 0.0352 0.0010
β1 -0.0275 0.0022 0.0000 β1 -0.0275 0.0247 0.2654
0.14 Value S.E. Pr(> |t|) 0.16 Value S.E. Pr(> |t|)
β0 0.0771 0.0095 0.0000 β0 0.0768 0.0000 0.0000
β1 -0.0033 0.0111 0.7659 β1 -0.0033 0.0000 0.0000
0.18 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0766 0.0798 0.3375 β0 0.0093 0.0218 0.6695
β1 -0.0033 0.0989 0.9733 β1 0.0765 0.0113 0.0000
55
Table 6: Impact of Oil Shock Quantiles on 0.02 Quantile Stock Return (Bandwidth=0.02)
0.80 Value S.E. Pr(> |t|) 0.82 Value S.E. Pr(> |t|)
β0 -0.0912 0.0848 0.2828 β0 -0.0633 0.0001 0.0000
β1 -0.0212 0.1678 0.8994 β1 -0.0133 0.0006 0.0000
0.84 Value S.E. Pr(> |t|) 0.86 Value S.E. Pr(> |t|)
β0 -0.0641 0.0122 0.0000 β0 -0.0696 0.0309 0.0249
β1 -0.0129 0.0720 0.8579 β1 0.0397 0.0361 0.2719
0.88 Value S.E. Pr(> |t|) 0.90 Value S.E. Pr(> |t|)
β0 -0.0831 0.0000 0.0000 β0 -0.0641 0.0344 0.0635
β1 0.0222 0.0000 0.0000 β1 0.0101 0.0269 0.7061
0.92 Value S.E. Pr(> |t|) 0.94 Value S.E. Pr(> |t|)
β0 -0.0626 0.0000 0.0000 β0 -0.0609 0.0000 0.0000
β1 0.0101 0.0000 0.0000 β1 0.0101 0.0000 0.0000
0.96 Value S.E. Pr(> |t|) 0.98 Value S.E. Pr(> |t|)
β0 -0.0571 0.0734 0.4372 β0 -0.1506 0.0408 0.0003
β1 0.0101 0.0294 0.7304 β1 -0.0302 0.0255 0.2367
Table 7: Impact of Oil Shock Quantiles on 0.97 Quantile Stock Return (Bandwidth=0.02)
0.02 Value S.E. Pr(> |t|) 0.04 Value S.E. Pr(> |t|)
β0 0.1338 0.0184 0.0000 β0 0.1271 0.0045 0.0000
β1 -0.0208 0.0024 0.0000 β1 -0.0208 0.0006 0.0000
0.06 Value S.E. Pr(> |t|) 0.08 Value S.E. Pr(> |t|)
β0 0.1271 0.0006 0.0000 β0 0.1227 0.0000 0.0000
β1 -0.0215 0.0033 0.0000 β1 -0.0251 0.0000 0.0000
0.10 Value S.E. Pr(> |t|) 0.12 Value S.E. Pr(> |t|)
β0 0.1202 0.0002 0.0000 β0 0.1166 0.0477 0.0148
β1 -0.0275 0.0020 0.0000 β1 -0.0275 0.0328 0.4023
0.14 Value S.E. Pr(> |t|) 0.16 Value S.E. Pr(> |t|)
β0 0.0771 0.0088 0.0000 β0 0.0768 0.0000 0.0000
β1 -0.0033 0.0102 0.7467 β1 -0.0033 0.0000 0.0000
0.18 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0251 0.0735 0.7331 β0 0.0024 0.0201 0.9059
β1 0.0231 0.0912 0.7997 β1 0.0800 0.0104 0.0000
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Table 8: Impact of Oil Shock Quantiles on 0.03 Quantile Stock Return (Bandwidth=0.02)
0.80 Value S.E. Pr(> |t|) 0.82 Value S.E. Pr(> |t|)
β0 -0.0623 0.0104 0.0000 β0 -0.0633 0.0000 0.0000
β1 -0.0133 0.0635 0.8343 β1 -0.0133 0.0000 0.0000
0.84 Value S.E. Pr(> |t|) 0.86 Value S.E. Pr(> |t|)
β0 -0.0641 0.0113 0.0000 β0 -0.0696 0.0139 0.0000
β1 -0.0129 0.0664 0.0000 β1 0.0397 0.0702 0.5718
0.88 Value S.E. Pr(> |t|) 0.90 Value S.E. Pr(> |t|)
β0 -0.0831 0.0209 0.0001 β0 -0.0641 0.0325 0.0495
β1 0.0222 0.0395 0.5739 β1 0.0101 0.0254 0.6897
0.92 Value S.E. Pr(> |t|) 0.94 Value S.E. Pr(> |t|)
β0 -0.0626 0.0000 0.0000 β0 -0.0609 0.0000 0.0000
β1 0.0101 0.0000 0.0000 β1 0.0101 0.0000 0.0000
0.96 Value S.E. Pr(> |t|) 0.98 Value S.E. Pr(> |t|)
β0 -0.0571 0.0735 0.4375 β0 -0.1506 0.0376 0.0001
β1 0.0101 0.0346 0.7694 β1 -0.0302 0.0235 0.1995
Table 9: Impact of Oil Shock Quantiles on 0.96 Quantile Stock Return (Bandwidth=0.02)
0.02 Value S.E. Pr(> |t|) 0.04 Value S.E. Pr(> |t|)
β0 0.1338 0.1726 0.4388 β0 0.1271 0.0000 0.0000
β1 -0.0208 0.0979 0.8321 β1 -0.0208 0.0000 0.0000
0.06 Value S.E. Pr(> |t|) 0.08 Value S.E. Pr(> |t|)
β0 0.1277 0.0094 0.0000 β0 0.1227 0.0001 0.0000
β1 -0.0251 0.0068 0.0003 β1 -0.0251 0.0020 0.0000
0.10 Value S.E. Pr(> |t|) 0.12 Value S.E. Pr(> |t|)
β0 0.1202 0.0054 0.0000 β0 0.0775 0.0644 0.2301
β1 -0.0275 0.0047 0.0000 β1 -0.0033 0.0368 0.9283
0.14 Value S.E. Pr(> |t|) 0.16 Value S.E. Pr(> |t|)
β0 0.0771 0.0267 0.0041 β0 0.0768 0.0266 0.0041
β1 -0.0033 0.0128 0.7958 β1 -0.0033 0.0132 0.8015
0.18 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0251 0.0731 0.7316 β0 0.0024 0.0056 0.6727
β1 0.0231 0.0885 0.7938 β1 0.0800 0.0029 0.0000
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Table 10: Impact of Oil Shock Quantiles on 0.04 Quantile Stock Return (Bandwidth=0.02)
0.80 Value S.E. Pr(> |t|) 0.82 Value S.E. Pr(> |t|)
β0 -0.0623 0.0233 0.0078 β0 -0.0633 0.0008 0.0000
β1 -0.0133 0.0064 0.0395 β1 -0.0133 0.0002 0.0000
0.84 Value S.E. Pr(> |t|) 0.86 Value S.E. Pr(> |t|)
β0 -0.0641 0.0042 0.0000 β0 -0.0696 0.0375 0.0645
β1 -0.0129 0.0016 0.0000 β1 0.0397 0.0783 0.6121
0.88 Value S.E. Pr(> |t|) 0.90 Value S.E. Pr(> |t|)
β0 -0.0831 0.0197 0.0000 β0 -0.0445 0.0306 0.1470
β1 0.0222 0.0314 0.4799 β1 -0.0051 0.0239 0.8301
0.92 Value S.E. Pr(> |t|) 0.94 Value S.E. Pr(> |t|)
β0 -0.0626 0.0167 0.0002 β0 -0.0609 0.0000 0.0000
β1 0.0101 0.0147 0.4902 β1 0.0101 0.0000 0.0000
0.96 Value S.E. Pr(> |t|) 0.98 Value S.E. Pr(> |t|)
β0 -0.0546 0.0850 0.5207 β0 -0.1506 0.0776 0.0529
β1 0.0060 0.0366 0.8698 β1 -0.0302 0.0179 0.0923
Table 11: Impact of Oil Shock Quantiles on 0.96 Quantile Stock Return (Bandwidth=0.05)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.1244 0.0068 0.0000 β0 0.1091 0.0156 0.0000
β1 -0.0208 0.0009 0.0000 β1 -0.0198 0.0109 0.0703
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0769 0.0211 0.0003 β0 0.0257 0.0442 0.5613
β1 -0.0033 0.0103 0.7488 β1 0.0680 0.0474 0.1517
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0558 0.0108 0.0000 β0 0.0583 0.0403 0.1490
β1 0.0245 0.0149 0.1009 β1 0.0219 0.0718 0.7603
Table 12: Impact of Oil Shock Quantiles on 0.04 Quantile Stock Return (Bandwidth=0.05)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0649 0.0173 0.0002 β0 -0.0740 0.0434 0.0892
β1 0.0272 0.0292 0.3536 β1 0.0339 0.0331 0.3052
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0682 0.0429 0.1132 β0 -0.0609 0.0140 0.0000
β1 0.0284 0.0649 0.6613 β1 0.0030 0.0266 0.9117
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0641 0.0256 0.0126 β0 -0.0593 0.0428 0.1669
β1 0.0101 0.0204 0.6202 β1 0.0101 0.0193 0.5995
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Table 13: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.05, 1 lag
of stock return)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.1119 0.0075 0.0000 β0 0.1044 0.0086 0.0000
β1 -0.0184 0.0011 0.0000 β1 -0.0184 0.0012 0.0000
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0821 0.0219 0.0002 β0 0.0283 0.0196 0.1491
β1 -0.0093 0.0161 0.5636 β1 0.0499 0.0203 0.0141
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0564 0.0119 0.0000 β0 0.0683 0.0273 0.0127
β1 0.0353 0.0182 0.0528 β1 0.0239 0.0394 0.5456
Table 14: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.05, 1 lag
of stock return)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0512 0.0130 0.0001 β0 -0.0689 0.0548 0.2096
β1 0.0159 0.0175 0.3629 β1 0.0312 0.0232 0.1795
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0655 0.0477 0.1706 β0 -0.0595 0.0129 0.0000
β1 0.0276 0.0449 0.5388 β1 -0.0070 0.0218 0.7483
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0552 0.0271 0.0418 β0 -0.0797 0.0427 0.0625
β1 0.0026 0.0084 0.7572 β1 -0.0090 0.0159 0.5734
Table 15: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.05, 2 lags
of stock return)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.1139 0.0083 0.0000 β0 0.1062 0.0081 0.0000
β1 -0.0189 0.0014 0.0000 β1 -0.0189 0.0013 0.0000
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0833 0.0363 0.0222 β0 0.0474 0.0096 0.0000
β1 -0.0104 0.0321 0.7451 β1 0.0292 0.0056 0.0000
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0522 0.0081 0.0000 β0 0.0709 0.0211 0.0009
β1 0.0274 0.0074 0.0002 β1 0.0123 0.0273 0.6532
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Table 16: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.05, 2 lags
of stock return)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0586 0.0040 0.0000 β0 -0.0566 0.0524 0.2810
β1 0.0123 0.0021 0.0000 β1 0.0173 0.0173 0.3158
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0558 0.0458 0.2230 β0 -0.0724 0.0128 0.0000
β1 0.0174 0.0415 0.6744 β1 -0.0079 0.0059 0.1804
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0750 0.0144 0.0000 β0 -0.1038 0.0415 0.0128
β1 -0.0095 0.0073 0.1980 β1 -0.0183 0.0180 0.3117
Table 17: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.05, 3 lags
of stock return)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.1126 0.0073 0.0000 β0 0.1033 0.0107 0.0000
β1 -0.0194 0.0008 0.0000 β1 -0.0196 0.0098 0.0465
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.1157 0.0262 0.0000 β0 0.0481 0.0124 0.0001
β1 -0.0324 0.0167 0.0534 β1 0.0287 0.0099 0.0039
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0518 0.0084 0.0000 β0 0.0703 0.0102 0.0000
β1 0.0304 0.0085 0.0004 β1 0.0138 0.0135 0.3071
Table 18: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.05, 3 lags
of stock return)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0505 0.0124 0.0001 β0 -0.0544 0.0454 0.2317
β1 0.0152 0.0062 0.0143 β1 0.0148 0.0246 0.5480
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0674 0.0484 0.1641 β0 -0.0696 0.0128 0.0000
β1 0.0133 0.0362 0.7132 β1 -0.0079 0.0043 0.0680
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0671 0.0053 0.0000 β0 -0.0580 0.0323 0.0733
β1 -0.0060 0.0012 0.0000 β1 -0.0034 0.0151 0.8236
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Table 19: Impact of Oil Shock Quantiles on 0.95 Quantile Stock Return (Bandwidth=0.05, all lags
of controls)
0.05 Value S.E. Pr(> |t|) 0.10 Value S.E. Pr(> |t|)
β0 0.0919 0.0015 0.0000 β0 0.0759 0.0214 0.0004
β1 -0.0152 0.0007 0.0000 β1 -0.0157 0.0135 0.2453
0.15 Value S.E. Pr(> |t|) 0.20 Value S.E. Pr(> |t|)
β0 0.0510 0.0445 0.2525 β0 0.0334 0.0261 0.2018
β1 0.0022 0.0277 0.9371 β1 0.0436 0.0249 0.0804
0.25 Value S.E. Pr(> |t|) 0.30 Value S.E. Pr(> |t|)
β0 0.0571 0.0154 0.0002 β0 0.0595 0.0168 0.0004
β1 0.0267 0.0150 0.0764 β1 0.0072 0.0149 0.6271
Table 20: Impact of Oil Shock Quantiles on 0.05 Quantile Stock Return (Bandwidth=0.05, all lags
of controls)
0.70 Value S.E. Pr(> |t|) 0.75 Value S.E. Pr(> |t|)
β0 -0.0579 0.0328 0.0785 β0 -0.0601 0.0069 0.0000
β1 -0.0013 0.0219 0.9530 β1 -0.0023 0.0066 0.7285
0.80 Value S.E. Pr(> |t|) 0.85 Value S.E. Pr(> |t|)
β0 -0.0771 0.0116 0.0000 β0 -0.0521 0.0156 0.0009
β1 -0.0091 0.0066 0.1674 β1 -0.0009 0.0114 0.9407
0.90 Value S.E. Pr(> |t|) 0.95 Value S.E. Pr(> |t|)
β0 -0.0578 0.0067 0.0000 β0 -0.0607 0.0043 0.0000
β1 -0.0030 0.0044 0.4979 β1 0.0009 0.0021 0.6785
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Modeling Impact Trading Costs
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Abstract
This paper analyzes the issues commonly involved in estimating extra costs for immediate
transactions. Based on the NYSE TAQ tick-by-tick data, we employ a nonparametric approach,
the local median regression, to identify the unknown relationship between impact costs and
several financial factors for a number of representative stocks traded in NASDAQ. The result
shows that, for many stock transactions, there is a certain volume threshold of trading volume
beyond which impact costs increase dramatically. We find that for 99% of trading, immediate
execution is optimal. We also identify a negative relationship between the occurrence likelihood
of a large trading cost and the stock market cap.
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1 Introduction
Market trading costs are major parts of the investment process and one of the important issues
for trading and portfolio management. Good trading execution decisions can reduce costs and bad
execution strategies usually lead to paying high costs which impair portfolio returns. Trading costs
are commonly divided into two major components: a fixed part which is called “explicit costs”
and a variable part, i.e. implicit costs. Explicit costs are costs such as brokerage commissions and
taxes etc. which have to be paid irrespective of the size of trading. In contrast, implicit costs
depend on factors such as trading volume and market conditions and can be influenced by the way
a transaction is implemented. Impact trading costs and opportunity costs are two typical implicit
costs.1
Theoretical models and empirical evidence have identified and confirmed the significant role
played by the transaction costs in financial markets. Constantinides (1986) and Davis and Norman
(1990) analyzed the portfolio selection issues in presence of trading costs. In their models, investors
face a tradeoff: frequent portfolio rebalancing entailing high trading costs, or occasional rebalancing
with low costs but a suboptimal portfolio. Karceski, Livingston & O’Neal (2005) showed that fund
investors bear substantial portfolio trading costs (about 43 basic points). Chalmers, Edelen &
Kadlec (1999) estimated those costs to average 0.78% of fund assets per year. This number is quite
substantial given the fact that, at year end 2008, the U.S. mutual fund industry managed assets of
9.6 trillion dollars. Donald Keim and Ananth Madhavan (1998) and Ian Domowitz et al. (2001)
also reported similar findings on trading costs for domestic and international transactions.
In recent years, both applied financial economists and researchers in financial sectors have
started to pay more attention to the issue of transaction costs. Although often neglected in classic
portfolio models in finance, accurate trading cost estimates have become more and more essential
to the EPM (Efficient Portfolio Management) process.2 After Pogue (1970) had given one of
the first descriptions of incorporating transaction costs in the mean-variance framework, several
papers focused on this topic and provided further extensions and modifications to the fundamental
approach. For example, Adcock and Meade (1994), Lobo et al. (2000), Mitchell and Braun (2002)
are good discussions of this topic.
Among all transaction costs, implicit costs are of special concern and their estimation is the focus
of many applied financial economists and trading analysts. Unlike explicit costs, which are basically
known ex ante and fixed, implicit costs are unobservable and not known in advance. In most cases,
implicit costs make up a significant part of the total costs incurred.3 Among implicit costs, the
impact trading costs attract most attention. Several studies try to figure out the relationship
between these costs and other market factors. For instance, Kyle (1985), Bertsimas and Lo (1998)
1Impact trading costs occur because of market price fluctuations triggered by transactions. Opportunity costs
are costs due to a delay of a transaction, e.g. because of limit orders or illiquid market conditions.
2The EPM process is a synthesis of strategic asset allocation and active risk budgeting. Its goals are to determine
the risks being taken and to ensure that the portfolio is fully compensated for taking on those risks.
3Karceski et al. shows that implicit costs are 24.6 basis points which is much bigger than commission fees which
is 18.7 basis points.
66
and Breen et al. (2000) adopted a simple linear model and choose some trade-based or asset-based
factors as regressors. Other papers such as Hasbrouck (1991) and Hausman et al. (1992) allowed
some nonlinear functional forms in their regressions.
This paper presents a new approach to estimating the impact cost of transaction for a trade
with a certain level of volume. Based on tick-by-tick NYSE TAQ data, we employ a nonparametric
model to capture an unknown nonlinear relationship between impact cost and a number of financial
factors such as market spread, trading volume and stock return volatility. Our approach is based
on Cai, Fan and Yao (2000) in which they proposed a new nonparametric model - the so-called
functional coefficient model - to explore the dynamic interactions between animals and their pop-
ulation over years. We extended this model, which was originally designed for time series analysis,
to a cross-sectional framework. This model has several advantages for the estimation of impact
costs: First, the relationship between impact costs and market factors such as trading volume is
not necessarily linear and a simple linear regression could give a misleading result. Second, this
functional coefficient model is easily implemented by using only one smoothing variable in the re-
gression. Last but not least, this model is a local regression model which is the good fit for the
case we study in this paper, i.e. the local effects of different trading volumes.
In this paper, we address the issue of immediate impact cost estimation by using data on
major NASDAQ stocks in the NYSE TAQ database. These tick-by-tick data are appropriate as
we measure market impact costs for “instant” transactions, or immediate transactions, not for
transactions being executed in a longer time period. This cost analysis is important because it
is the instant transactions that provide crucial information on current market liquidity. Market
brokers or dealers need this information for their trading decisions.4 There is always a tradeoff
between impact costs and opportunity costs and market participants often need to strike a balance
between those two costs when they trade stocks with large volumes.5 If they know exactly the
current market condition, they would be able to optimize their trading strategies and minimize the
total trading costs. For this reason, information on costs for immediate transactions will be very
valuable. So far, no empirical research has addressed this extra-high-frequency cost issue.
We carry out a local median regression, a nonparametric quantile regression, for each NASDAQ
stock with concerns that the ordinary parametric or nonparametric OLS regression might not be
sufficient to guarantee an accurate estimation for financial data. For many stocks we examine,
results show that coefficients of the spread term are significant and have correct signs. The magni-
tude of coefficients suggests a dominant role played by trading volume and spread in determining
impact costs. However, the cost-volume relationship is nonlinear over the range of volume when
we control spread. Specifically, we observe a relatively flat cost curve up to a certain threshold
4In this paper, we analyze the immediate impact costs for the NASDAQ stocks instead of major stocks traded in
NYSE. Unlike the consolidated floor markets such as NYSE etc., dealer markets like NASDAQ are fragmented and
usually characterized by low transparency. This analysis is particularly useful to market participants such as fund
managers as they sometimes trade large volume stocks and do not have complete information on the market liquidity
5We assume the opportunity costs to be much smaller than the impact costs here. However, in the case where
opportunity costs are large, e.g. during some market rallies or slumps, they must be taken into account for optimal
decision making.
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of volume around which the relationship suddenly changes and the curve becomes an increasing
function of volume. We check this finding for many stocks and confirm the existence of such a
pattern throughout.
In this model, we have a number of dummy variables in order to check different seasonal effects
and trading pattern effects, i.e. costs being different for buying and selling orders. From the results,
we find no evidence of Monday or Friday effects but can not rule out the existence of half-month
effects, i.e. difference between the first half month and the second half month. There is no strong
evidence showing trading pattern effects. Overall, seasonal and trading patterns do not explain the
cost variations.
We also examine the occurrence likelihood of a nonlinear cost-volume relationship for each stock.
We divide all stocks with a nonlinear cost-volume relationship into 5 categories in terms of their
caps.6 We find a negative correlation between occurrence frequency and market cap. This confirms
our intuition that the more liquid the stock, the less costly is a transaction of a given volume.
Our finding has an important implication to market participants. For large cap stocks, as their
markets are liquid, there is no need to delay transactions in general. In the meantime, for medium
or small cap stocks, special care should be taken when trading volumes are large. For 99% of
transactions, however, immediate transaction is still optimal.7
This paper proceeds as follows. Section 2 shows the baseline model and discusses the model
specifications. Section 3 analyzes all the issues related to the data. Section 4 presents the estimation
procedures and results for the stocks we examine. Section 5 summarizes this paper and concludes.
2 Model
2.1 Baseline model: functional coefficient regression
The regression method employed has its root in a generalized nonparametric approach which is
labeled the “functional coefficient model”. This baseline model is given by Cai, Fan and Yao
(2000) and takes the following regression form:
yi = a1(ui)x1i + a2(ui)x2i + · · ·+ ak(ui)xki + i (1)
yi is the dependent variable which is a function of k independent variables xji (j=1,2,...,k) and a
residual term i, which is a sequence of iid random variables and independent of xji. Coefficients
in the regression are an unknown function of the state-dependent variable ui.
8 This generalized
6We define a cost-volume relationship as nonlinear if the average cost above 0.99 volume quantile divided by the
average cost between 0.8 and 0.95 volume quantile is no less than 1.5.
7In this paper, we assume the opportunity costs to be constant and relatively small compared with impact costs.
When opportunity costs are large, it may be optimal for immediate transaction for large impact trading costs as long
as they are less than opportunity costs.
8In fact, in Cai, Fan and Yao (2000), the model setting is functional-coefficient autoregressive. The state-
dependent variable, which they call “model-dependent variable”, is taken from one of lagged values of the dependent
variable.
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regression model has distinctive features that other models can not compete with. First, the model
is flexible to accommodate the cases where different variables interact with each other in a very
complicated way. Second, it avoids the “curse in dimensionality” that the full nonparametric models
normally have. By adopting such a functional coefficient regression form, estimation flexibility and
feasibility can be achieved simultaneously.
To make estimating this general model feasible, Cai et al. take the first order Taylor expan-
sion on those coefficients around some fixed value of u, u0, and have the following local linear
approximations:
aj(u) ≈ aj + bj(u− u0) (j = 1, 2, ..., k)
The estimation can then be carried out by minimizing the total squared errors as follows:
min
n∑
i=1
yi − k∑
j=1
{aj + bj(ui − u0)}xji
2Kh(ui − u0)
where Kh(·) = h−1K(·/h) and h is the bandwidth of nonparametric regression. The estimated
values of coefficients are given by aˆj(u0) = aˆj .
2.2 Model specification
Our model closely follows the line of Cai, Fan and Yao (2000) and takes the following regression
form:
yi = β0(vi) + β1(vi)x1i + β2(vi)x2i + i (2)
where vi, x1i and x2i denote the volume, spread and volatility, respectively and i is an iid sequence
and independent of vi, x1i and x2i. To make the model more flexible, the coefficients are some
unknown functions of trading volume.9 Taking Taylor expansion on each β around some fixed
value v0 yields
βj(v) ≈ βj(v0) + β′j(v − v0) (j = 0, 1, 2)
After substitution, the local regression becomes
yi = β0(v0) +β
′
0(v0)(vi− v0) + (β1(v0) +β′1(v0)(vi− v0))x1i + (β2(v0) +β′2(v0)(vi− v0))x2i + i (3)
Nonparametric regression requires the variable in the kernel function be distributed uniformly, or
more precisely, data density be the same for the whole range. If this condition is satisfied, then
a well-selected constant bandwidth would suffice. Otherwise, a method called “nearest neighbor
bandwidth” has to be adopted to make the kernel work well. For the TAQ data on trading volume,
many observations are concentrated on the round lot points, i.e. one hundred shares or multiples
9What distinguishes my model from Cai, Fan and Yao’s model is the functional form of regression in terms of
the state-dependent variable. In Cai et. al. (2000), there is no interception term and the state-dependent variable is
also often taken as one of the regressors. Since there is no empirical evidence for a relationship between the cost and
the squared term of the trading volume, these two settings are pretty much the same.
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of it. In between those round lot points, there are relatively few observations. This data sparsity
creates a big obstacle for implementing the nonparametric regression. To circumvent this issue, I
make a slight change to the original regression equation. Instead of focusing on the level of trading
volume, we look at its different quantiles and make the quantile as the new state-dependent variable.
Since the quantile is essentially a probability measure and has a uniform distribution between 0
and 1, the bandwidth can thus be a constant. Such a transformation immediately leads to
yj |vj=v(τ) = β0(v(τ)) + β1(v(τ))x1j + β2(v(τ))x2j + j (4)
There is a one-for-one mapping between trading volume and its probability measure. We use the
following empirical distribution function
Fn(vi) =
1
n
n∑
k=1
I(vk < vi) (5)
Then, the nonparametric local linear regression is proceeded by solving
min
n∑
i=1
[yi − β0(vi)− β1(vi)x1i − β2(vi)x2i]2K
(
Fn(vi)− τ
h
)
Similarly, the nonparametric quantile regression can be implemented by
min
n∑
i=1
ρτ ′ [yi − β0(vi)− β1(vi)x1i − β2(vi)x2i]K
(
Fn(vi)− τ
h
)
where the function ρτ ′ is the tilted absolute value function which gives the τ
′th quantile as its
solution. Again, for a local regression, the following local polynomial approximations have to be
substituted back into the above formula:
βj(vi) ≈ βj(v(τ)) + β′j(vi − v(τ)) (j = 0, 1, 2)
2.3 Stochastic volatility
Given properties of the NYSE TAQ tick-by-tick data, it is appropriate to use the ‘instant’ return
volatility in the model. The best way to capture this type of volatility is to use the Stochastic
Volatility models, which are a special case of the generalized State-Space models. Excellent surveys
can be found in Ghysels, Harvey and Renault (1996) and Shephard (2004). The canonical model
in this class for discrete time is
nt = βe
mt/2t (6)
mt+1 = µ+ φ(mt − µ) + σηηt (7)
m1 ∼ N(µ, σ
2
1− φ2 )
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Unlike the GARCH models, an extra stochastic term appears in the second equation to make
the dynamic process of volatility entirely unpredictable. Different assumptions on the error terms
can lead to different paths of the whole process. In this paper, I use a slightly modified version as
given in Shumway and Stoffer (2006):
nt = mt + ηt (obs eqn) (8)
mt = φ0 + φ1mt−1 + wt (state eqn) (9)
where
nt = log r
2
t mt = log σ
2
t
ηt = utzt0 + (1− ut)zt1
zt0, zt1 and wt are 3 white noises. The latent volatility can be uncovered by using the Kalman
filter.
2.4 Seasonal and trading pattern effects
In this paper, we want to test different claims on seasonal effects and trading pattern effects. We
achieve this goal by adding a number of dummy variables into our model. In order to keep the model
succinct without loss of generality, we have the dummies taking the linear form in the regression.
The specific regression equation is as follows:
yi = β0(vi) + β1(vi)x1i + β2(vi)x2i + γ1id1i + γ2id2i + i (10)
In this new model, d1i and d2i represent the dummy variables for trading pattern effects and
seasonal effects. d2i can be a vector depending on how many seasonal effects we want to control
in our model. These dummy variables take values of 0 or 1 and a significant non-zero coefficient
would imply the existence of those effects.
3 Data
3.1 Structure and Content of TAQ
The data used in this paper are collected from the NYSE TAQ online data resources. Although
we want to get the data that provide the details relating to each transaction, such firm level data
are hardly available. In contrast, the TAQ data set has its own incomparable advantages: First,
it is accessible to outside researchers. Second, it contains some useful information on transactions
being carried out for every stock traded in NYSE or NASDAQ. Last but not least, they are the
tick-by-tick data and very convenient for statistical inference on immediate impact costs.
In TAQ data set, Consolidated Trades contain information on the current price at which a trade
is done and the volume associated with this trade. Consolidated Quotes, on the other hand, give
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detailed information on bid and ask prices and their corresponding quantities. Typical Trades and
Quotes files are shown in Appendix A1.
3.2 Practical Trading Issues and Selected Variables for Regression
In this paper, we regress the impact cost of transaction on three independent variables: spread,
trading volume and return volatility. We select these three regressors because their values can be
directly or indirectly obtained from the Consolidated Trades and Quotes files and they are the most
relevant factors as to impact costs.
As we mentioned earlier, impact costs are a reflection of market liquidity and therefore a major
concern for market participants. When trading volume is small, this is not a big issue. However,
there are times people need to make a big-size volume trading to be able to balance their optimized
portfolios. In this situation, depending on the market liquidity for the stocks they are trying to
trade, the cost can vary quite substantially.
There are two important indicators of market liquidity people often use in practice. The first
one is the bid-ask spread. When market liquidity becomes a big issue, the spread tends to be quite
large. On the contrary, when the market is liquid and many people are involved in trading stocks,
the spread is substantially reduced.10 The second indicator is market depth which is often regarded
as another liquidity measure by market participants. It is referred to as the amount of stock shares
that can be bought or sold at various bid-ask spreads. The NASDAQ Level II quotes provide this
sort of information that can be accessed during the normal trading sessions.11
While the Consolidated Quotes file does not contain all the information of the NASDAQ Level
II quotes, we can find those bid and ask prices, next to the best spread, with their corresponding
shares ready for being traded. In other words, from the TAQ database, we know the basic spread
structure but not all the details. The variable of ‘spread’ in our model, as we explained earlier, is
the midpoint of averaged bid and ask prices weighted by their corresponding shares. This spread
measure takes into account both spread and market depth.
For the measure of impact costs, we adopt the widely acceptable algorithm given by Lee and
Ready (1991). In their seminal paper, Lee and Ready readdress the issue that quotes are often
recorded ahead of trades and find it appropriate to associate the current trade with the quotes 5
seconds earlier. For impact costs of transaction, we compare the price of a trade with the midpoint
price determined by the bid-ask pair 5 seconds earlier in the quotes data file. Specifically, we have
the following formula for calculating the costs:
tct = pt −midt−5
Here, t denotes the ‘tick’, the time when a trade is reported and observed. It is clear that the
value of the RHS of equation, i.e. the costs, could be positive or negative. If the current trade
10The spread is the compensation for risk-taking by market makers for providing market liquidity.
11The Level II quotes are also called ‘order book’ or ‘the market depth’.
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price is bigger than the midpoint price 5 second earlier, then this trade can be classified as “buyer-
initiated”. If the current price is smaller than the midpoint price associated with it, then this
trade is classified as “seller-initiated”. Meanwhile, there is an unsettled debate on the asymmetry
of trading patterns, i.e. the fact that impact costs vary between buy and sell orders. In this paper,
I will use one dummy variable to control this effect.
If, for the trade price at some tick point, there is no bid-ask pair 5 seconds earlier matching
them, then we trace up the data set and pick the one just preceding that point. For instance, if
the trade price is pointing to 10:30:12 and there is no record for time 10:30:07, then if there is a
bid-ask pair at 10:30:05 and no any other records within these 2 seconds, then the quote at 10:30:05
should be the one triggering the trade price at 10:30:12. Another issue is related to the case where
multiple bid-ask pairs are recorded for one tick. Unlike the normal case where there is one-for-one
mapping, we calculate the weighted average to determine the value of midpoint price.
Costs can be computed in an absolute form as shown above or, alternatively, can be expressed
as a relative form as follows
tct = ln(pt)− ln(midt−5)
In this paper, we use the latter as measured costs for two considerations: First, it is a routine to
take logs on original data before carrying out a statistical regression. Secondly, we can remove
the stock price as an independent variable and therefore simplify our model. Otherwise, we must
control for the cost effect of each stock’s price.
Spread is normally computed as the difference between the highest bid price and lowest ask
price in quotes data file. However, for the case where we can see a deep spread structure, i.e.
multiple pairs for one tick, we calculate the weighted average for bid and ask prices to pin down the
spread for that tick point. Similar to the computation of costs, we use the log difference between
bid and ask
spread = ln(ask)− ln(bid)
Since we adopt a nonparametric approach, this change would not have a fundamental effect on the
result.
Trading volume can be obtained directly from the trades data file of TAQ. For the case where,
at a particular tick point and a certain price, multiple trading volumes show up, we sum them up
and make it as one observation value.
In this paper, we measure trading volume by its quantile rank instead of its absolute value. The
reason we do this transformation is because it is volume’s relative rank position, not its absolute
value, that truly determines the trading cost. The same volume can trigger quite different costs
depending on different circumstances. Ceteris paribus, in the day that we see a big transaction
volume, trading cost of a certain level of volume would be a lot less than that in the day when only
a small amount of stock shares are traded. From another perspective, using quantiles for trading
volume reflects our thinking of market depth as well. As a matter of fact, it is the relative position
of trading volume within the depth of bid-ask quotes that finally determines the magnitude of
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trading costs at that time point. The more depth the market has at one moment, the lower rank
trading volume, the lower cost we have.
The observation values of return volatility need to be derived from the state-space model intro-
duced in Section 2. In order to do that, we construct a return series for the midpoint price and use
the Kalman filter to uncover a series of instant volatility. Since the control variables are taken as
reference when a decision of trading is being made, the uncovered volatility, as well as the spread,
must be 5 seconds or more ahead for the prevailing trading price.
We collect data for each stock listed on NASDAQ on a half-month basis. In doing so, we take
into account different seasonal effects and meanwhile have sufficient data for estimation. Later, we
justify this strategy by examining those effects in the model. We collect data for two randomly
selected months (April and May in 2008) and divide them into four data sets. Those are commonly
traded stocks from four sectors: Biotech, Computer, Retail and Wholesale, and Telecom.
4 Estimation
We use the quantile regression technique to estimate the model. The conditional mean regression is
a widely used method of statistical analysis and, under normal conditions, also most efficient among
all the estimation techniques. However, when the error term is, conditional on the regressors, not
normally distributed, the outcomes of conditional mean regression could be misleading. This is
because the conditional mean estimator is not robust in the sense that it can be largely affected
by the outliers. For most of financial data, they do not simply follow a normal distribution, which
often makes the conditional mean estimator a poor estimator in practice. In order to control effects
of the outliers and make the results relatively independent of the underlying distribution, some
more robust estimation techniques are proposed. Quantile regression is one of them. In this paper,
we run the local median regression, i.e. 50% quantile regression of impact costs.
Some literature on liquidity identifies a nonlinear relationship between cost and volume based
on empirical evidence. By intuition, when the volume of a given trade increases, the market
liquidity, i.e. the depth of the market relative to the trade, gets worse which in turn pushes the
price up and down even further. In this way, the unit cost would be different for different trading
volume transactions. In particular, we should expect the cost being paid for low levels of volume
to be relatively flat and when volume gets large, the cost curve looks more steep. This detailed
information can only be obtained by having a local regression for different volumes.
4.1 Nonparametric medium regression for low volumes
Our nonparametric median regression, i.e. local median regression, is carried out by selecting a
number of quantiles of trading volume and solving a minimization problem as shown in Section 2.2.
We are interested in knowing how a specific trading affects the impact cost and what special role
volume is playing in this process. As small volumes are of little concern due to their limited impact
on costs, we omit most of results for lower volume quantiles and give only those depicting the effects
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for relatively high volumes. Table 3 shows part of result from the nonparametric median regression
(Equation 10) using the data of NVIDIA Corporation (NVDA) during the first half month of April,
2008:12
We do not give the result for other regressors here, e.g. seasonal effects such as Monday or
Friday effects and other interacted terms, since they are not consistently significant.13 In Table
3, most of coefficients in regression are significant for the first three terms and have an intuitively
correct sign no matter how trading volume changes. However, those values change slightly across
the range of volume and we do not see any strong evidence to support the view that those coefficients
monotonically increase as volume.
These results contradict with the widely accepted viewpoints concerning the cost-volume rela-
tions even if those statements are based on much less frequent transactions. Intuitively, as volume
increases, the unit cost should increase too, particularly when the market is thin. Thus, we expect
the cost to be a nonlinear function of volume as volume gets larger and this nonlinearity may take
a form different than any normal nonlinear functions.
4.2 Nonparametric median regression for high volumes
In order to better understand this nonlinearity, we zoom into the volume quantiles where we expect
the strong nonlinearity. The results are summarized in Table 2:
There is a turning point around volume being at the quantile between 98% and 99%. Beyond
that level, we observe a gradual and steady increase in the coefficients of spread which are themselves
functions of trading volume. Throughout the range of higher volumes, the spread term is gradually
dominant and becomes the only statistically significant term. This indicates that when trading
volume reaches a certain threshold level, incurring a high cost would become inevitable. For any
given level of spread, cost is simply an increasing function of trading volume and when we look at
the whole range of volume, this cost-volume function turns out to be nonlinear. Since the threshold
corresponds to a level a bit over 10,000 shares for this stock, this implies that any volume below
that level would not likely have a big impact on its prevailing price. In other words, when making
a decision about trading this stock with volume under 10,000 shares during this time period, we
do not need to worry about the issue of impact costs.
We visualize this relationship in the following graph:
12We select the case of the NVIDIA corporation as an example for analyzing impact costs due to its medium-size
market cap. We provide results for other stocks and time periods in Appendix A2.
13We estimate the model for a number of stocks and find no evidence of existence of Monday or Friday effects.
However, the results show a significant non-zero coefficient for the half-month dummy for some of the stocks we check.
This confirms the claim on half-month effects and make legitimate and reasonable using half-month data sets for our
model estimation.
75
Table 1: Local Median Regression for Low Volumes (NVDA, 1st half of April, 2008)
0.20 (100) Coef. S.E. 0.40 (300) Coef. S.E.
Intercept 0.0001 0.0001 Intercept 0.0001*** 0.0000
Spread 0.2331 0.1862 Spread 0.2345*** 0.0239
Vola 0.0065 0.0054 Vola 0.0068*** 0.0019
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.50 (500) Coef. S.E. 0.55 (600) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0002* 0.0001
Spread 0.4576*** 0.1059 Spread 0.2108 0.1727
Vola 0.001 0.002 Vola 0.0076** 0.0039
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.60 (780) Coef. S.E. 0.65 (1000) Coef. S.E.
Intercept 0.0001*** 0.0000 Intercept 0.0002*** 0.0000
Spread 0.3755*** 0.0455 Spread 0.2025*** 0.0443
Vola 0.0164 0.0167 Vola 0.0078*** 0.0015
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.70 (1100) Coef. S.E. 0.75 (1400) Coef. S.E.
Intercept 0.0002*** 0.0001 Intercept 0.0001** 0.0000
Spread 0.1348 0.0895 Spread 0.2354** 0.1059
Vola 0.0054 0.0053 Vola 0.0070* 0.0037
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.80 (1970) Coef. S.E. 0.82 (2150) Coef. S.E.
Intercept 0.0001 0.0001 Intercept 0.0002*** 0.0000
Spread 0.4081*** 0.0907 Spread 0.1771** 0.0747
Vola 0.0025 0.0058 Vola 0.0119*** 0.0027
Buy 0.0000 0.0000 Buy 0.0000*** 0.0000
0.84 (2500) Coef. S.E. 0.86 (2800) Coef. S.E.
Intercept 0.0001*** 0.0000 Intercept 0.0002*** 0.0000
Spread 0.3249*** 0.0326 Spread 0.2027*** 0.0286
Vola 0.0040** 0.0018 Vola 0.0094*** 0.0022
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.88 (3210) Coef. S.E. 0.90 (3880) Coef. S.E.
Intercept 0.0002*** 0.0000 Intercept 0.0000 0.0001
Spread 0.2109*** 0.0139 Spread 0.4755** 0.2172
Vola 0.0080*** 0.0024 Vola 0.0003 0.0067
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.92 (4600) Coef. S.E. 0.94 (5500) Coef. S.E.
Intercept 0.0001*** 0.0000 Intercept 0.0001 0.0001
Spread 0.3364*** 0.0238 Spread 0.3248** 0.1655
Vola 0.0021 0.0029 Vola 0.1459 0.3119
Buy 0.0000* 0.0000 Buy 0.0000 0.0000
0.96 (7120) Coef. S.E. 0.97 (8400) Coef. S.E.
Intercept 0.0001*** 0.0000 Intercept 0.0001*** 0.0000
Spread 0.3019*** 0.0682 Spread 0.2991*** 0.0741
Vola 0.0037 0.0037 Vola 0.0151 0.0331
Buy 0.0000 0.0000 Buy 0.0000 0.0000
Note: *, ** and *** denote 0.05, 0.01 and 0.001 significance levels.
The first number in each cell represents the volume quantile and the
number in bracket is the corresponding volume.
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Table 2: Local Median Regression for High Volumes (NVDA, 1st half of April, 2008)
0.98 (10180) Coef. S.E. 0.99 (13600) Coef. S.E.
Intercept 0.0001 0.0003 Intercept 0.0001* 0.0000
Spread 0.3175 0.4761 Spread 0.3493*** 0.0916
Vola 0.0094 0.0138 Vola 0.0031 0.0076
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (14290) Coef. S.E. 0.992 (15040) Coef. S.E.
Intercept 0.0001 0.0001 Intercept 0.0001 0.0001
Spread 0.3608*** 0.0937 Spread 0.3319** 0.1343
Vola 0.0032 0.0062 Vola 0.0065 0.0177
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (15930) Coef. S.E. 0.994 (17110) Coef. S.E.
Intercept 0.0000 0.0002 Intercept 0.0000 0.0001
Spread 0.4388 0.3398 Spread 0.4620** 0.1820
Vola 0.0028 0.0295 Vola 0.0032 0.0112
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (18400) Coef. S.E. 0.996 (19940) Coef. S.E.
Intercept 0.0000 0.0003 Intercept -0.0000 0.0000
Spread 0.4849 0.4988 Spread 0.5103*** 0.0131
Vola 0.0029 0.0189 Vola 0.0025 0.0154
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (22670) Coef. S.E. 0.998 (26220) Coef. S.E.
Intercept -0.0000 0.0003 Intercept -0.0000 0.0002
Spread 0.5557 0.5287 Spread 0.5738 0.4129
Vola 0.0037 0.0888 Vola 0.1944 0.5556
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (39500) Coef. S.E. 0.9991 (41300) Coef. S.E.
Intercept -0.0002 0.0002 Intercept -0.0002 0.0002
Spread 0.7829** 0.3951 Spread 0.8109** 0.4109
Vola 0.2869*** 0.0476 Vola 0.3043*** 0.0654
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (43830) Coef. S.E. 0.9993 (47060) Coef. S.E.
Intercept -0.0002 0.0003 Intercept -0.0002 0.0003
Spread 0.8523* 0.4884 Spread 0.9030* 0.4843
Vola 0.3150** 0.1553 Vola 0.3466*** 0.0909
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9994 (50000) Coef. S.E. 0.9995 (50400) Coef. S.E.
Intercept -0.0002 0.0003 Intercept -0.0002 0.0003
Spread 0.9494* 0.5125 Spread 0.9558* 0.5292
Vola 0.3611*** 0.0487 Vola 0.3748*** 0.0482
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Figure 1 - Correlation between spread coefficient and volume (NVDA, 1st half of April, 2008)
Figure 1 displays the relationship between the spread coefficient and trading volume for the
data of NVIDIA during the first half month of April, 2008.14 The horizontal and vertical axis
represents the volume quantile and the spread coefficient value, respectively. As clear in the graph,
the value of spread coefficient changes little over volume quantile range below 98% and dramatically
increases after reaching that level.
Tables 1 and 2 also show the estimated coefficients and standard deviations for the dummy
variable of trading pattern effects (“buy”). From the table, most of these coefficients are not signif-
icantly different from zero and we can not reject the null hypothesis that no systematic difference
exists for different trading behaviors. This is true not only for lower volume quantiles but for all
higher quantiles as well. Later, we will show this conclusion holds for most of data sets we select.
4.3 Results for other major stocks
In order to show that this result is not just attached to a particular data set we select, we continue
to run the same regression using the data of other stocks. Those are major stocks being traded
in NASDAQ and belong to four major sectors: Biotech, Computer Hardware and Software, Retail
and Wholesale, Telecom. For comparison, we select the data for those stocks for the same time
period, i.e. the first half of April, 2008. Table 5 and 6 show results of high volume quantiles for
other two stocks, Broadcom Corporation (BRCM) and Seagate Technology (STX), respectively.
Table 3 and 4 clearly show an increasing cost function with respect to trading volume. Like
NVIDIA, both stocks demonstrate a threshold at the 99% volume quantile. It can be seen that
at high trading volume levels, cost is sorely determined by the term of spread. The role of other
factors, e.g. return volatility, diminishes quickly as trading volume increases. The relationship
between the coefficient of spread and the quantile of trading volume for these two stocks is shown
in the following graphs:
14In the graph,  and × represent significant and insignificant coefficients, respectively.
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Table 3: Local Median Regression for High Volumes (BRCM, 1st half of April, 2008)
0.98 (8300) Coef. S.E. 0.99 (10800) Coef. S.E.
Intercept 0.0002*** 0.0001 Intercept 0.0001*** 0.0000
Spread 0.1677* 0.0933 Spread 0.3645*** 0.0304
Vola 0.1364 0.1274 Vola 0.0002 0.1657
Buy 0.0000* 0.0000 Buy 0.0000** 0.0000
0.991 (11190) Coef. S.E. 0.992 (11700) Coef. S.E.
Intercept 0.0001** 0.0000 Intercept 0.0001** 0.0000
Spread 0.3715*** 0.0467 Spread 0.3814*** 0.0589
Vola 0.0443 0.2274 Vola 0.0139 0.295
Buy 0.0000** 0.0000 Buy 0.0000** 0.0000
0.993 (12200) Coef. S.E. 0.994 (13090) Coef. S.E.
Intercept 0.0001* 0.0000 Intercept 0.0000 0.0000
Spread 0.3906*** 0.0557 Spread 0.4076*** 0.0623
Vola 0.049 0.2984 Vola 0.0474 0.3396
Buy 0.0000** 0.0000 Buy 0.0000* 0.0000
0.995 (14100) Coef. S.E. 0.996 (15500) Coef. S.E.
Intercept 0.0000*** 0.0000 Intercept 0.0000 0.0000
Spread 0.4267*** 0.0230 Spread 0.4535*** 0.0320
Vola 0.0266 0.1725 Vola -0.0276 0.2614
Buy 0.0000** 0.0000 Buy 0.0000** 0.0000
0.997 (17860) Coef. S.E. 0.998 (21890) Coef. S.E.
Intercept 0.0000 0.0013 Intercept -0.0000 0.0007
Spread 0.4974 2.6611 Spread 0.5746 1.3586
Vola -0.0987 1.2756 Vola -0.1314 0.5932
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (30100) Coef. S.E. 0.9991 (32170) Coef. S.E.
Intercept -0.0001 0.0005 Intercept -0.0001 0.0023
Spread 0.7249 0.7345 Spread 0.7634 4.6684
Vola -0.2533 0.4249 Vola -0.2717 1.9134
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (35100) Coef. S.E. 0.9993 (37640) Coef. S.E.
Intercept -0.0001 0.0027 Intercept -0.0001 0.0029
Spread 0.8178 5.4989 Spread 0.8509 5.9798
Vola -0.2960 2.0593 Vola -0.2948 2.3447
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 4: Local Median Regression for High Volumes (STX, 1st half of April, 2008)
0.98 (5700) Coef. S.E. 0.99 (8300) Coef. S.E.
Intercept 0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.3822*** 0.0918 Spread 0.6243*** 0.1259
Vola 0.0309*** 0.0066 Vola -0.0054 0.0702
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (8700) Coef. S.E. 0.992 (9200) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.6341*** 0.0897 Spread 0.6440*** 0.1427
Vola -0.0042 0.0703 Vola -0.0051 0.0682
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (9900) Coef. S.E. 0.994 (10400) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0002
Spread 0.6751*** 0.2447 Spread 0.6923*** 0.2106
Vola -0.0103 0.1398 Vola 0.0019 0.0159
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (11500) Coef. S.E. 0.996 (12800) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0002
Spread 0.7308*** 0.2141 Spread 0.7709*** 0.2572
Vola 0.0025 0.0151 Vola -0.0164 0.1056
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (14600) Coef. S.E. 0.998 (18030) Coef. S.E.
Intercept -0.0002 0.0004 Intercept -0.0002 0.0003
Spread 0.8843 0.7073 Spread 0.9605 0.6165
Vola -0.0534 0.1771 Vola 0.0053 0.3466
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (30820) Coef. S.E. 0.9991 (35980) Coef. S.E.
Intercept -0.0004 0.0005 Intercept -0.0005 0.0006
Spread 1.4851** 0.6750 Spread 1.6775** 0.8525
Vola 0.0186 0.1857 Vola 0.0220 0.2325
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (40120) Coef. S.E. 0.9993 (46260) Coef. S.E.
Intercept -0.0006 0.0012 Intercept -0.0007 0.0013
Spread 1.8319 2.1153 Spread 2.0618 2.1926
Vola 0.0251 1.6275 Vola 0.0197 1.6648
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Figure 2 - Correlation between spread coefficient and volume (BRCM, 1st half of April, 2008)
Figure 3 - Correlation between spread coefficient and volume (STX, 1st half of April, 2008)
Figure 2 and 3 visualize the relationship between impact cost and trading volume, mainly
through the coefficient of spread. We can see from these two graphs that trading volume has no
big impact on cost until it reaches the 99% quantile. This confirms our finding in the cost-volume
relationship.
We continue our estimation for other stocks listed in NASDAQ. Out of 24 stocks under investi-
gation, we spot nearly half of them having the nonlinear cost function as mentioned above. Part of
results are shown in Appendix A2. Once again, we look at different volume quantiles and see how
they affect the cost determination. Similar to those in Table 1, 2 and 3, the coefficients do not have
a monotonic trend up to a certain volume threshold. The corresponding threshold levels in those
data sets differ but not to a large degree. This strongly confirms the fact we found out above.
We further confirm our finding by looking at the second half month of April. Again, we have
approximately 50% data sets showing the pattern just mentioned. Tables and figures in Appendix
A2 list part of results for some of them and we find strong evidence for our claim. Compared with
the first half month data, nearly half of stocks again display a strong nonlinearity beyond the 99%
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volume quantile. There are some stocks for which their data sets show the nonlinear relationship
in the second half month but not in the first half month and vice versa. This discrepancy reveals
a fact that even though trading volume has a big influence on cost, it is not always the case. For
some specific stocks or specific time periods, such a relationship may not look clear-cut.
Using quantiles instead of absolute values would likely narrow down the threshold to smaller
intervals. For instance, NVIDIA has four data sets with quantile thresholds 98%, 97%, 98% and
99%, respectively. In other words, unless trading volume is projected to exceed 97% quantile, we
can rule out the possibility of paying a high cost for transaction. However, there is no evidence that
those thresholds are stable over time. They are varying according to ongoing market conditions.
For some stocks we investigate, e.g. Apple Inc. etc., the threshold lies in some high quantile levels.
Resorting to quantiles would not rule out some variations in this critical threshold level.
We check this claim with the data sets on May for those stocks and the results are similar.15
However, for some stocks, the threshold interval is not so obvious or a bit large, making cost
estimation up in the air given a certain level of trading volume. This may be due to either the
increased noise level or frequent change in market momentum or trends as represented by stochastic
oscillators. In both cases, we can not control those factors and the modeling of cost becomes more
difficult and less meaningful. We are not saying that those factors are less important. What we
want to emphasize is that for some scenarios when stochastic factors or random events largely affect
or even dominate the trading process, something like transaction costs can not be fully captured
by econometric modeling, whether parametric or nonparametric. The best we can do in practice
is to estimate the cost for normal circumstances and take the average as the reference for decision
making.
4.4 Link between nonlinearity and market cap
We define a cost-volume relationship as strongly nonlinear (L-shape) if the average of the spread
coefficient above 0.99 (quantile) divided by the average of the spread coefficient between 0.8 and
0.95 (quantile) is equal to or bigger than 1.5. From four data sets we have examined, we find a fact
that the occurrence frequency of a strong nonlinear cost-volume relationship varies across different
stocks. For example, we do not find any occurrence of such a relationship for big cap stocks like
Google (GOOG) and Research In Motion (RIMM). We only spot the relationship one time for Apple
(AAPL) which has the biggest capitalization among the stocks we examine. Meanwhile, we have
found 3 or 4 occurrence of a strong cost-volume relationship for some medium cap stocks such as
Ross Store (ROST), NVIDIA (NVDA) and Seagate (STX). This fact suggests a potential negative
relationship between cost nonlinearity and market cap. We divide the stocks into 5 categories
in terms of their market caps (in billions) and calculate the occurrence frequency of a nonlinear
cost-volume relationship for each category. We demonstrate the relationship between nonlinearity
occurrence frequency and average market cap in the following graph:
15Results are in Appendix and available upon request.
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Figure 4 - Correlation between occurrence frequency and market cap
As shown in Figure 4, on average, the more cap a stock has, the less likely we see a strong
nonlinear cost-volume relationship. We know that stocks with a big cap usually have a sufficiently
liquid market. This finding confirms our intuition that the more liquid the market is for one stock,
the less cost we have for the transaction of a certain level of volume.
5 Conclusion
The issue of instant or immediate impact costs of transaction has long been a big concern for
the market participants, particularly for those trading equities frequently with large volume sizes.
This liquidity issue adversely affects the market behaviors, making trading activities inefficient
and market participants incapable of maintaining optimized and balanced portfolios. For those
who are holding large portfolios, like fund managers, this impact cost issue becomes more and
more important as they often need to quickly and dramatically adjust their positions on different
equities or other derivatives for the changing market conditions. In practice, when a large order is
placed in the market, it usually takes some time to get all finished and the impact cost is also quite
large unless the market is liquid enough. One generally acknowledged strategy in this situation is
to divide a large volume order into small pieces and execute them one by one. However, time has
to be sacrificed this way and there are some special circumstances that do not allow this strategy
to work well.
While many people pay their attention to the transaction cost issue and try to figure out what
is the best way to improve trading activities in unfavorable conditions, none of them has done any
serious research on this special impact cost. They use different data sets, from firm’s trading records
or market database, and different regression forms, linear or nonlinear, to capture the cost-volume
correlation in a relatively long time period. Though their results may provide some useful hints on
how good trading strategies can be constructed, they are not able to effectively cope with the issue
we discuss here.
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In this paper, we focused on the issue of immediate impact cost of transaction and its impli-
cations to cost estimation. Based on a modified functional coefficient model and the tick-by-tick
NYSE TAQ data, we identified a strong nonlinear relationship between impact cost and trading
volume for some major NASDAQ stocks. In those cases, the relationship changes little below
a volume quantile threshold of 99% but starts to increase dramatically beyond that level. This
change has been demonstrated to occur mainly through the functional coefficient of spread, not
other terms in our regression. This fact indicates that, for 99% of trades, there is no reason to
wait or split the trade because the opportunity cost of waiting is likely to exceed the saved impact
cost in those cases. Only for the 1%-2% largest trades, we observed a disproportional price impact.
We also found a negative relationship between market cap and likelihood of large cost occurrence
frequency. This tells us that we should pay more attention to those less liquid medium cap stocks
for the impact trading cost concern.
This result has a special meaning for market participants like fund managers or large individual
investors since they often make a decision of trading stocks with big volumes. They hold a variety
of portfolios and knowing information on trading costs, particularly for the immediate transactions,
would help them quickly make a right decision and effectively improve their portfolio performance.
For the purpose of maintaining an optimal portfolio, it is essential to making a good guess on the
impact cost for a given level of trading volume. Unlike other market factors, such as spread and
market volatility, the trading volume is the only variable that can be fully controlled. Given the
results we obtain in this paper, it is safe to claim that, for a big trading volume, the prevailing
market spread structure is the only determinant factor for immediate transaction costs. This
confirms our conjecture on trading cost determination.
6 Open Issues and Future Work
There are several open questions that need to be answered in the future. One is how to estimate
the opportunity cost for each transaction. In particular, we want to focus on the opportunity cost
for the cases where the impact trading cost is likely to be large compared with the market depth.
Information on opportunity costs would greatly help stock market traders make an optimal trading
decision when facing a large impact cost.
Second, there are a number of control variables that potentially affect the impact trading cost.
We did not bring them all in our regression. For example, we did not identify a seasonal effect in
this paper but this may be due to insufficient data we used. We also have only two month data
in a particular year which makes the result sensitive to some underlying factors we did not control
for that time period. Another control variable that should be taken into account is the proportion
of trading volume to the overall volume on that day. It is possible that the relative volume plays a
more important role in determining the impact trading cost.
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A1
Table 5: Consolidated Trades file for Amazon (April 7th, 2008)
SYMBOL DATE TIME PRICE SIZE
AMZN 20080407 10:00:00 78.23 100
AMZN 20080407 10:00:00 78.21 600
AMZN 20080407 10:00:01 78.2 300
AMZN 20080407 10:00:01 78.21 100
AMZN 20080407 10:00:01 78.21 100
AMZN 20080407 10:00:01 78.21 100
AMZN 20080407 10:00:02 78.22 100
AMZN 20080407 10:00:03 78.2 100
AMZN 20080407 10:00:03 78.2 800
AMZN 20080407 10:00:03 78.2 300
. . . . .
. . . . .
. . . . .
Table 6: Consolidated Quotes file for Amazon (April 7th, 2008)
SYMBOL DATE TIME BID OFR BIDSIZ OFRSIZ
AMZN 20080407 10:00:00 78.22 78.27 2 6
AMZN 20080407 10:00:00 78.22 78.25 1 46
AMZN 20080407 10:00:00 78.21 78.25 2 46
AMZN 20080407 10:00:00 78.21 78.25 1 46
. . . . . . .
. . . . . . .
. . . . . . .
AMZN 20080407 10:00:01 78.2 78.24 2 1
AMZN 20080407 10:00:01 78.2 78.24 3 1
AMZN 20080407 10:00:01 78.2 78.25 2 4
. . . . . . .
. . . . . . .
. . . . . . .
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Table 7: Local Median Regression for High Volumes (BBBY, 1st half of April, 2008)
0.98 (3700) Coef. S.E. 0.99 (5000) Coef. S.E.
Intercept 0.0001* 0.0001 Intercept 0.0000 0.0001
Spread 0.2579 0.2180 Spread 0.3752*** 0.0767
Vola 0.1805 0.4223 Vola -0.0142 0.1098
Buy -0.0000 0.0000 Buy 0.0000 0.0000
0.991 (5100) Coef. S.E. 0.992 (5300) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0000 0.0001
Spread 0.3731*** 0.1296 Spread 0.3837** 0.1865
Vola 0.0586 0.5157 Vola -0.0053 0.5733
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (5600) Coef. S.E. 0.994 (6000) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0000 0.0001
Spread 0.4012*** 0.0833 Spread 0.3651* 0.1954
Vola -0.0436 0.8887 Vola 0.0474 0.3396
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (6500) Coef. S.E. 0.996 (7100) Coef. S.E.
Intercept 0.0000 0.0002 Intercept 0.0000 0.0002
Spread 0.4081 0.3133 Spread 0.4363* 0.2506
Vola 0.1458 0.9660 Vola -0.0575 0.8432
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (8100) Coef. S.E. 0.998 (10000) Coef. S.E.
Intercept 0.0000 0.0001 Intercept -0.0000 0.0002
Spread 0.4623 0.3485 Spread 0.5377** 0.2417
Vola -0.1539 0.6540 Vola -0.3094 1.9901
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (14990) Coef. S.E. 0.9991 (15350) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0004
Spread 0.7450* 0.4609 Spread 0.7470 0.5538
Vola -0.8631 1.4232 Vola -0.7627 3.1258
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (16750) Coef. S.E. 0.9993 (19610) Coef. S.E.
Intercept -0.0001 0.0004 Intercept -0.0001 0.0007
Spread 0.8042* 0.4729 Spread 0.9378 1.3432
Vola -0.8939 3.6413 Vola -1.3285 4.7631
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 8: Local Median Regression for High Volumes (SPLS, 1st half of April, 2008)
0.98 (6500) Coef. S.E. 0.99 (8750) Coef. S.E.
Intercept -0.0000 0.0002 Intercept -0.0002 0.0002
Spread 0.5966 0.5166 Spread 0.8926** 0.4164
Vola -0.0146 0.0858 Vola -0.0483 0.1227
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (9100) Coef. S.E. 0.992 (9460) Coef. S.E.
Intercept -0.0001 0.0003 Intercept -0.0001 0.0002
Spread 0.6858 0.5592 Spread 0.7081 0.4536
Vola -0.0376 0.1962 Vola -0.0301 0.2022
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (9960) Coef. S.E. 0.994 (10400) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0001
Spread 0.7410 0.4725 Spread 0.6458*** 0.1972
Vola -0.0453 0.2767 Vola -0.0490 0.0505
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (10900) Coef. S.E. 0.996 (11630) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.6751*** 0.2586 Spread 0.7161** 0.2842
Vola -0.0169 0.2176 Vola -0.0192 0.3469
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (12790) Coef. S.E. 0.998 (14200) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0002*** 0.0000
Spread 0.7777*** 0.2641 Spread 0.8565*** 0.0145
Vola -0.0112 0.0216 Vola -0.0178 0.0490
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (17150) Coef. S.E. 0.9991 (17900) Coef. S.E.
Intercept -0.0002*** 0.0000 Intercept -0.0003 0.0005
Spread 1.0206*** 0.0078 Spread 1.2653 1.0580
Vola -0.0250 0.0316 Vola -0.0415 0.0552
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (18490) Coef. S.E. 0.9993 (19830) Coef. S.E.
Intercept -0.0004 0.0003 Intercept -0.0004 0.0006
Spread 1.3051** 0.5841 Spread 1.3947 1.2746
Vola -0.0436 0.0315 Vola -0.0478 0.0780
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 9: Local Median Regression for High Volumes (ROST, 1st half of April, 2008)
0.98 (2040) Coef. S.E. 0.99 (2800) Coef. S.E.
Intercept 0.0001* 0.0001 Intercept 0.0002 0.0001
Spread 0.1889 0.1274 Spread 0.5320 0.3630
Vola -0.0330 0.4686 Vola -1.5378 1.2914
Buy -0.0000 0.0000 Buy 0.0000 0.0000
0.991 (2970) Coef. S.E. 0.992 (3100) Coef. S.E.
Intercept 0.0002 0.0005 Intercept -0.0001 0.0004
Spread 0.5833 0.7612 Spread 0.8947 0.9575
Vola -1.7562 1.0977 Vola -0.2195 1.9762
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (3240) Coef. S.E. 0.994 (3500) Coef. S.E.
Intercept -0.0001 0.0003 Intercept -0.0003 0.0006
Spread 0.7261 0.9146 Spread 1.5079 0.9743
Vola -0.3359 2.3134 Vola -1.9627 2.5626
Buy 0.0000 0.0001 Buy 0.0000 0.0000
0.995 (3900) Coef. S.E. 0.996 (4200) Coef. S.E.
Intercept -0.0002 0.0007 Intercept -0.0001 0.0005
Spread 1.4124 1.1746 Spread 1.4099 1.1892
Vola -2.4286 2.0935 Vola -3.1622 2.1444
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (4740) Coef. S.E. 0.998 (5800) Coef. S.E.
Intercept 0.0001 0.0011 Intercept -0.0008 0.0015
Spread 0.8162 1.9836 Spread 3.3274 3.0143
Vola -2.0260 1.9149 Vola -5.8165 6.3300
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (8000) Coef. S.E. 0.9991 (8500) Coef. S.E.
Intercept -0.0009 0.0009 Intercept -0.0008 0.0009
Spread 4.5218*** 1.7180 Spread 4.3520** 1.8581
Vola -8.6364 2.2077 Vola -9.6160** 4.0591
Buy -0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (9240) Coef. S.E. 0.9993 (9890) Coef. S.E.
Intercept -0.0009 0.0013 Intercept -0.0012 0.0034
Spread 4.7149** 2.1700 Spread 5.6566 8.5927
Vola -10.5335** 4.7619 Vola -12.1012 12.5748
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 10: Local Median Regression for High Volumes (AAPL, 1st half of April, 2008)
0.995 (5300) Coef. S.E. 0.996 (5850) Coef. S.E.
Intercept 0.0002** 0.0001 Intercept 0.0002** 0.0001
Spread 0.1667 0.2472 Spread 0.0824 0.2261
Vola 0.1376 0.8629 Vola 0.2795 1.3164
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (6750) Coef. S.E. 0.998 (8080) Coef. S.E.
Intercept 0.0002*** 0.0001 Intercept 0.0002** 0.0001
Spread 0.0488 0.2223 Spread 0.0987 0.3383
Vola 0.1050 0.7108 Vola 0.7027 0.7993
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.999 (10370) Coef. S.E. 0.9991 (10860) Coef. S.E.
Intercept 0.0001 0.0002 Intercept 0.0001 0.0001
Spread 0.2665 0.4555 Spread 0.4098* 0.2188
Vola 0.8359 1.6255 Vola 0.7646 0.4772
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.9992 (11760) Coef. S.E. 0.9993 (12330) Coef. S.E.
Intercept 0.0001 0.0001 Intercept 0.0000 0.0002
Spread 0.4422 0.2927 Spread 0.5640 0.3568
Vola 0.8426 0.3030 Vola 0.7891 1.0485
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.9994 (13540) Coef. S.E. 0.9995 (14700) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0000 0.0002
Spread 0.5286* 0.3180 Spread 0.5496* 0.3395
Vola 0.9515 0.7405 Vola 0.9804 1.0614
Buy 0.0000 0.0000 Buy -0.0000 0.0000
0.9996 (16150) Coef. S.E. 0.9997 (20540) Coef. S.E.
Intercept 0.0001 0.0002 Intercept -0.0000 0.0002
Spread 0.6061** 0.3299 Spread 0.7333*** 0.2842
Vola 1.0164 2.3339 Vola 1.3712 1.4520
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.9998 (26000) Coef. S.E. 0.9999 (36360) Coef. S.E.
Intercept -0.0001 0.0003 Intercept -0.0001 0.0003
Spread 0.9369* 0.5052 Spread 1.3180** 0.5324
Vola 1.7373 4.7721 Vola 2.2574 1.0240
Buy -0.0000 0.0000 Buy -0.0000 0.0000
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Table 11: Local Median Regression for High Volumes (GILD, 1st half of April, 2008)
0.991 (3320) Coef. S.E. 0.992 (3500) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0000 0.0001
Spread 0.4532 0.3197 Spread 0.4620 0.3588
Vola -0.1597 0.3055 Vola -0.1293 0.2833
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (3700) Coef. S.E. 0.994 (3930) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0000 0.0001
Spread 0.4852** 0.2404 Spread 0.4745 0.4001
Vola -0.1724 0.5901 Vola -0.1452 0.6260
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (4300) Coef. S.E. 0.996 (4880) Coef. S.E.
Intercept 0.0000 0.0001 Intercept 0.0001 0.0002
Spread 0.4937 0.5144 Spread 0.4253 0.4016
Vola -0.2302 0.4217 Vola -0.1999 1.2683
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (5490) Coef. S.E. 0.998 (6580) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0001 0.0002
Spread 0.8585*** 0.2790 Spread 1.0455* 0.5708
Vola -0.3888** 0.1560 Vola -0.5475 0.7380
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (10100) Coef. S.E. 0.9991 (10680) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0003
Spread 1.5440** 0.7319 Spread 1.6261** 0.6433
Vola -1.1998 0.9219 Vola -1.3972 1.7144
Buy 0.0000* 0.0000 Buy 0.0000 0.0000
0.9992 (11610) Coef. S.E. 0.9993 (13340) Coef. S.E.
Intercept -0.0002 0.0003 Intercept -0.0002 0.0002
Spread 1.7523** 0.8833 Spread 2.0504*** 0.3830
Vola -1.6191 1.4020 Vola -2.7185 2.6845
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9994 (15910) Coef. S.E. 0.9995 (19600) Coef. S.E.
Intercept -0.0002 0.0003 Intercept -0.0004 0.0005
Spread 2.3884*** 0.3805 Spread 3.3334 2.0406
Vola -3.1720* 1.9019 Vola -4.0870 3.5032
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 12: Local Median Regression for High Volumes (MCHP, 2nd half of April, 2008)
0.994 (4400) Coef. S.E. 0.995 (4690) Coef. S.E.
Intercept -0.0000 0.0000 Intercept -0.0000 0.0000
Spread 0.5247*** 0.0699 Spread 0.5530*** 0.0966
Vola 0.0590 0.1525 Vola 0.0169 0.2474
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.996 (5040) Coef. S.E. 0.997 (5500) Coef. S.E.
Intercept -0.0000 0.0000 Intercept -0.0000 0.0001
Spread 0.5078*** 0.0813 Spread 0.5297*** 0.2965
Vola -0.0033 0.1730 Vola -0.0082 0.3339
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.998 (6800) Coef. S.E. 0.999 (10210) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0000 0.0000
Spread 0.5340*** 0.1087 Spread 0.5598*** 0.0657
Vola -0.0325 0.2083 Vola -0.0183 0.1325
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9991 (10780) Coef. S.E. 0.9992 (11300) Coef. S.E.
Intercept -0.0000 0.0000 Intercept -0.0000 0.0001
Spread 0.5674*** 0.0613 Spread 0.5694*** 0.1338
Vola -0.0168 0.1259 Vola -0.0167 0.2282
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9993 (13560) Coef. S.E. 0.9994 (18070) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0000 0.0001
Spread 0.5896*** 0.1737 Spread 0.6360* 0.2178
Vola -0.0168 0.3509 Vola -0.0262 0.4163
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9995 (25000) Coef. S.E. 0.9996 (27260) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.7114*** 0.1378 Spread 0.7346*** 0.2451
Vola -0.0366 0.3125 Vola -0.0404 0.3996
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9997 (33840) Coef. S.E. 0.9998 (49450) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0004
Spread 0.7951 0.5380 Spread 0.9506 0.8816
Vola -0.0462 1.0509 Vola -0.0673 1.6773
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 13: Local Median Regression for High Volumes (GILD, 2nd half of April, 2008)
0.98 (2730) Coef. S.E. 0.99 (3800) Coef. S.E.
Intercept 0.0000 0.0000 Intercept -0.0001 0.0003
Spread 0.4020*** 0.1332 Spread 0.6805 1.0603
Vola 0.3480*** 0.0235 Vola 0.6418 1.6697
Buy -0.0000* 0.0000 Buy -0.0000 0.0000
0.991 (3930) Coef. S.E. 0.992 (4100) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0001 0.0002
Spread 0.7520 0.8235 Spread 0.8533 0.6018
Vola 0.6717 0.9636 Vola 0.6416 1.0912
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.993 (4340) Coef. S.E. 0.994 (4790) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0004
Spread 0.9739*** 0.2471 Spread 0.9806 1.1137
Vola 0.6894 0.4282 Vola 0.7664* 0.4231
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.995 (5100) Coef. S.E. 0.996 (5750) Coef. S.E.
Intercept -0.0002 0.0006 Intercept -0.0002 0.0008
Spread 1.0096 1.9959 Spread 1.2448 2.8077
Vola 0.4581 2.5232 Vola 0.3399 4.8847
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.997 (6800) Coef. S.E. 0.998 (9000) Coef. S.E.
Intercept 0.0003 0.0004 Intercept -0.0004 0.0001
Spread 1.4476 1.3714 Spread 1.8676*** 0.0561
Vola 0.3936 4.8756 Vola 0.0557 1.1064
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.999 (14930) Coef. S.E. 0.9991 (16390) Coef. S.E.
Intercept -0.0006 0.0004 Intercept -0.0006 0.0007
Spread 2.4632* 1.5340 Spread 2.7074 2.2145
Vola 0.5114 2.3236 Vola 0.5547 2.5127
Buy -0.0000 0.0000 Buy -0.0000 0.0000
0.9992 (18000) Coef. S.E. 0.9993 (20440) Coef. S.E.
Intercept -0.0007 0.006 Intercept -0.0008 0.0016
Spread 2.9509** 1.4808 Spread 3.3329 5.2880
Vola 0.6314 4.9108 Vola 0.6955 8.4080
Buy -0.0000 0.0000 Buy -0.0000 0.0000
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Table 14: Local Median Regression for High Volumes (ADBE, 2nd half of April, 2008)
0.98 (3380) Coef. S.E. 0.99 (4450) Coef. S.E.
Intercept 0.0000 0.0000 Intercept -0.0000 0.0001
Spread 0.4286*** 0.0886 Spread 0.5562*** 0.1904
Vola -0.0231 0.0969 Vola -0.5206 0.9481
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (4600) Coef. S.E. 0.992 (4800) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0000 0.0001
Spread 0.5732** 0.2610 Spread 0.5957 0.3988
Vola -0.5401 1.0857 Vola -0.5678 1.6558
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (5030) Coef. S.E. 0.994 (5300) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0001 0.0002
Spread 0.6245*** 0.2364 Spread 0.8564 0.5760
Vola -0.8935 0.5902 Vola -1.2905 0.9503
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (5600) Coef. S.E. 0.996 (6000) Coef. S.E.
Intercept -0.0001 0.0003 Intercept -0.0001 0.0003
Spread 0.7277 1.0875 Spread 0.8737 1.1740
Vola -1.0272 5.2628 Vola -1.2524 4.9339
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (6600) Coef. S.E. 0.998 (7700) Coef. S.E.
Intercept -0.0002 0.0005 Intercept -0.0004 0.0007
Spread 1.1867 1.6628 Spread 1.7993 2.5791
Vola -1.6379 4.7357 Vola -2.6669 8.8149
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (10120) Coef. S.E. 0.9991 (10620) Coef. S.E.
Intercept -0.0006 0.0005 Intercept -0.0007 0.0004
Spread 2.7292* 1.5487 Spread 2.8608* 1.4953
Vola -4.0416 1.4095 Vola -4.2425** 1.9445
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (11200) Coef. S.E. 0.9993 (11970) Coef. S.E.
Intercept -0.0007 0.0005 Intercept -0.0008 0.0005
Spread 3.0173* 1.7224 Spread 3.2221** 1.5443
Vola -4.4994*** 1.5563 Vola -4.8223** 2.0877
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 15: Local Median Regression for High Volumes (STX, 2nd half of April, 2008)
0.98 (6000) Coef. S.E. 0.99 (9000) Coef. S.E.
Intercept 0.0001 0.0001 Intercept -0.0001 0.0002
Spread 0.3604* 0.2194 Spread 0.7390** 0.3014
Vola 0.0232 0.1335 Vola 0.0054 0.0383
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (9500) Coef. S.E. 0.992 (10000) Coef. S.E.
Intercept -0.0002 0.0002 Intercept -0.0002 0.0002
Spread 0.7925** 0.3154 Spread 0.7951*** 0.2921
Vola 0.0070 0.0238 Vola 0.0056 0.0270
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (10500) Coef. S.E. 0.994 (11340) Coef. S.E.
Intercept -0.0002 0.0002 Intercept -0.0002 0.0002
Spread 0.8085*** 0.3085 Spread 0.9155*** 0.3508
Vola 0.0083 0.0356 Vola 0.0035 0.0431
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (12290) Coef. S.E. 0.996 (14100) Coef. S.E.
Intercept -0.0004 0.0003 Intercept -0.0006** 0.0002
Spread 1.1818** 0.5826 Spread 1.5486*** 0.4099
Vola 0.0096 0.0817 Vola 0.0216 0.0341
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (15950) Coef. S.E. 0.998 (20000) Coef. S.E.
Intercept -0.0008 0.0006 Intercept -0.0009 0.0005
Spread 2.0630* 1.0953 Spread 2.1583** 1.0502
Vola 0.0351 0.1478 Vola 0.0285 0.0905
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (27100) Coef. S.E. 0.9991 (29050) Coef. S.E.
Intercept -0.0014 0.0009 Intercept -0.0015* 0.0009
Spread 3.2183* 1.6580 Spread 3.3601** 1.6326
Vola 0.1740 0.3359 Vola 0.1510 0.3775
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (30200) Coef. S.E. 0.9993 (40000) Coef. S.E.
Intercept -0.0016*** 0.0003 Intercept -0.0021* 0.0013
Spread 3.5534*** 0.6082 Spread 4.5210* 2.4178
Vola 0.1887 0.2390 Vola 0.2441 0.4826
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 16: Local Median Regression for High Volumes (BRCM, 2nd half of April, 2008)
0.995 (16230) Coef. S.E. 0.996 (18250) Coef. S.E.
Intercept 0.0001 0.0001 Intercept 0.0001* 0.0001
Spread 0.2839 0.2141 Spread 0.3057*** 0.0792
Vola -0.1985 0.3181 Vola -0.2070 0.1687
Buy 0.0000* 0.0000 Buy 0.0000 0.0000
0.997 (21600) Coef. S.E. 0.998 (27110) Coef. S.E.
Intercept -0.0003** 0.0001 Intercept -0.0004* 0.0002
Spread 1.1532*** 0.2617 Spread 1.4028*** 0.5230
Vola -0.2449 0.3016 Vola -0.2911 1.0435
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (49560) Coef. S.E. 0.9991 (50000) Coef. S.E.
Intercept -0.0009 0.0006 Intercept -0.0009** 0.0004
Spread 2.6742** 1.1489 Spread 2.6970** 1.0896
Vola -0.7326 1.6065 Vola -0.7380 1.7510
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (50000) Coef. S.E. 0.9993 (50010) Coef. S.E.
Intercept -0.0009* 0.0005 Intercept -0.0008*** 0.0002
Spread 2.6970*** 0.8465 Spread 2.6753*** 0.3330
Vola -0.7360 1.4442 Vola -0.7086 0.4855
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9994 (53890) Coef. S.E. 0.9995 (75210) Coef. S.E.
Intercept -0.0009*** 0.0002 Intercept -0.0013*** 0.0003
Spread 2.8747*** 0.5296 Spread 3.9796*** 0.7405
Vola -0.4634 1.3056 Vola -0.6540 1.8330
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9996 (97540) Coef. S.E. 0.9997 (100000) Coef. S.E.
Intercept -0.0017*** 0.0005 Intercept -0.0018*** 0.0003
Spread 5.1422*** 0.7963 Spread 5.2697*** 0.6322
Vola -1.1364 2.0890 Vola -1.1677 1.8137
Buy 0.0000* 0.0000 Buy 0.0000 0.0000
0.9998 (100300) Coef. S.E. 0.9999 (240000) Coef. S.E.
Intercept -0.0018** 0.0008 Intercept -0.0044** 0.0020
Spread 5.2854*** 1.4976 Spread 12.5299*** 3.5831
Vola -1.1452 3.6874 Vola -2.3261 3.4767
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 17: Local Median Regression for High Volumes (ROST, 2nd half of April, 2008)
0.98 (2000) Coef. S.E. 0.99 (2600) Coef. S.E.
Intercept -0.0000 0.0002 Intercept -0.0000 0.0002
Spread 0.5756** 0.2649 Spread 0.5518* 0.3442
Vola -0.1326 0.3650 Vola -0.0303 0.4330
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.991 (2700) Coef. S.E. 0.992 (2800) Coef. S.E.
Intercept -0.0000 0.0002 Intercept -0.0000 0.0003
Spread 0.5199 0.3401 Spread 0.5292 0.5736
Vola 0.0203 0.5577 Vola 0.0207 0.6135
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.993 (2900) Coef. S.E. 0.994 (3100) Coef. S.E.
Intercept -0.0000 0.0002 Intercept -0.0001 0.0002
Spread 0.5462 0.4553 Spread 0.7757*** 0.3007
Vola 0.0028 0.6542 Vola 0.0116 0.4327
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.995 (3300) Coef. S.E. 0.996 (3620) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0002
Spread 0.8106** 0.3211 Spread 0.8729*** 0.2328
Vola 0.0125 0.4818 Vola -0.0001 0.2360
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.997 (4100) Coef. S.E. 0.998 (4910) Coef. S.E.
Intercept -0.0001 0.0002 Intercept -0.0002 0.0002
Spread 0.9421* 0.5321 Spread 1.1164* 0.6595
Vola 0.0683 0.8399 Vola -0.1064 0.9223
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.999 (6570) Coef. S.E. 0.9991 (6900) Coef. S.E.
Intercept -0.0003 0.0007 Intercept -0.0003 0.0015
Spread 1.4316 1.4644 Spread 1.4688 1.9799
Vola 0.0483 1.8323 Vola 0.2418 6.4011
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9992 (7100) Coef. S.E. 0.9993 (7960) Coef. S.E.
Intercept -0.0003 0.0005 Intercept -0.0004 0.0011
Spread 1.4543** 0.6033 Spread 1.6259 1.8565
Vola 0.5058 2.4817 Vola 0.5766 2.9006
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Table 18: Local Median Regression for High Volumes (SPLS, 2nd half of April, 2008)
0.994 (9900) Coef. S.E. 0.995 (10410) Coef. S.E.
Intercept 0.0001 0.0003 Intercept -0.0000 0.0000
Spread 0.3803 0.6152 Spread 0.5510*** 0.0775
Vola -0.0092 0.4135 Vola -0.0075 0.0833
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.996 (11050) Coef. S.E. 0.997 (11840) Coef. S.E.
Intercept 0.0000 0.0000 Intercept 0.0000 0.0001
Spread 0.5589*** 0.0902 Spread 0.5794*** 0.0910
Vola -0.0101 0.1949 Vola -0.0608 0.4371
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.998 (13400) Coef. S.E. 0.999 (16840) Coef. S.E.
Intercept -0.0000 0.0001 Intercept -0.0001 0.0001
Spread 0.6088*** 0.1056 Spread 0.6976*** 0.1392
Vola -0.1180 0.4436 Vola -0.1324 0.9084
Buy 0.0000 0.0000 Buy 0.0000** 0.0000
0.9991 (17260) Coef. S.E. 0.9992 (17790) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.7051*** 0.1379 Spread 0.7143*** 0.1381
Vola -0.1360 0.9071 Vola -0.1402 0.9470
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9993 (18190) Coef. S.E. 0.9994 (20000) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.7213*** 0.1163 Spread 0.7526*** 0.1908
Vola -0.1613 0.6373 Vola -0.1774 0.4328
Buy 0.0000 0.0000 Buy 0.0000 0.0000
0.9995 (20020) Coef. S.E. 0.9996 (22060) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0001 0.0001
Spread 0.7530*** 0.1989 Spread 0.7884*** 0.1992
Vola -0.1776 0.2854 Vola -0.1887 0.4348
Buy 0.0000* 0.0000 Buy 0.0000 0.0000
0.9997 (24310) Coef. S.E. 0.9998 (31310) Coef. S.E.
Intercept -0.0001 0.0001 Intercept -0.0002*** 0.0000
Spread 0.8275*** 0.0538 Spread 0.9486*** 0.0621
Vola -0.1983 0.3423 Vola -0.2783 0.2001
Buy 0.0000 0.0000 Buy 0.0000 0.0000
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Figure 5 - Correlation between spread coefficient and volume (BBBY, 1st half of April, 2008)
Figure 6 - Correlation between spread coefficient and volume (SPLS, 1st half of April, 2008)
Figure 7 - Correlation between spread coefficient and volume (ROST, 1st half of April, 2008)
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Figure 8 - Correlation between spread coefficient and volume (AAPL, 1st half of April, 2008)
Figure 9 - Correlation between spread coefficient and volume (GILD, 1st half of April, 2008)
Figure 10 - Correlation between spread coefficient and volume (MCHP, 2nd half of April, 2008)
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Figure 11 - Correlation between spread coefficient and volume (GILD, 2nd half of April, 2008)
Figure 12 - Correlation between spread coefficient and volume (ADBE, 2nd half of April, 2008)
Figure 13 - Correlation between spread coefficient and volume (STX, 2nd half of April, 2008)
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Figure 14 - Correlation between spread coefficient and volume (BRCM, 2nd half of April, 2008)
Figure 15 - Correlation between spread coefficient and volume (ROST, 2nd half of April, 2008)
Figure 16 - Correlation between spread coefficient and volume (SPLS, 2nd half of April, 2008)
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