In this paper we give a single-source shortest-path algorithm that breaks, after over 60 years, the O(n · m) time bound for the Bellman-Ford algorithm, where n is the number of vertices and m is the number of arcs of the graph. Our algorithm converts the input graph to a graph with nonnegative weights by performing at most min( √ n, m/ log n) calls to Dijkstra's algorithm, such that the shortest-path tree is the same for the new graph as that for the original. When Dijkstra's algorithm is implemented using Fibonacci heaps, the running time of our algorithm is therefore O( √ n · m + n · √ m log n). We also give a second implementation that performs few calls to Dijkstra's algorithm if the graph contains few negative arcs on the shortest-path tree.
Introduction
The shortest-path problem is one of the classical topics in graph algorithms. Consider a directed weighted graph G = (V, A), V is the set of n vertices, A is the set of m arcs, and ℓ : A → R is a length function, where ℓ(u, v) is the weight of the arc (u, v) . A shortest path between two vertices is a path of arcs with the minimum total weight. The single-source version is to find the shortest paths from a given source s to all other vertices. The shortest path is undefined if G has a cycle with negative total weight accessible from the source. The target is to get a shortest-path tree from s to all the vertices in G, or to alert that G has a negative cycle.
Since Bellman [2] , Ford [10] , and Moore [18] have developed their O(n · m) shortest-path algorithm, several attempts were unsuccessful to break this asymptotic worst-case bound, except for some special cases. Nevertheless, several heuristics were developed to outperform the BellmanFord-Moore algorithm in practice, still not surpassing the theoretical bound. These algorithms include [15, 20, 21, 25] . If the graph contains cycles of negative weight, all the aforementioned algorithms would report it but most likely not as soon as possible. In the literature there are several algorithms with the primary objective of promptly detecting if a negative cycle exists [4, 5, 16, 25, 27] . The asymptotic worst-case running times of all these algorithms are at least as the Bellman-Ford bound. The well-known Dijkstra algorithm only works efficiently for graphs with nonnegative arc weights [8] . Dijkstra's algorithm when implemented using Fibonacci heaps runs in O(m + n log n) time [11] . If there are arcs with negative weights, Dijkstra's algorithm can be applied but without a polynomial time guarantee. Some suggestions [9, 19] are to handle the problem by consecutive applications of Dijkstra's method to a serious of sub-problems. Such algorithms are referred to as Dijkstra-based algorithms. The running time of the Dijkstra-based algorithms depend on the number of negative arcs and their distribution within the graph. In particular, the algorithm in [9] calls Dijkstra's algorithm at most k + 2 times, where k is the maximum number of negative arcs on a path of the shortest-path tree. When the number of negative arcs is large, the performance of these algorithms degrades and they cannot compete with other algorithms in practice. Other algorithms that allow negative arc weights, but whose running time depends on the weights of the arcs, rely on a technique called scaling [6, 12, 14] . Most notable is Goldberg's algorithm that runs in O( √ n · m log L) time, where L is the absolute value of the largest negative arc weight [14] . If the arc weights are nonnegative integers, special priority queues were developed to solve the problem more efficiently, depending on the weights of the arcs as well [1, 26] . On the other hand, more efficient algorithms with better theoretical bounds exist for some special graph families like: planar graphs [17] and Euclidean graphs [22] . Last but not least, the single-source shortest-path problem can be solved in linear time for acyclic graphs using topological sorting [7] . Most shortest-path algorithms are based on the general label-correcting method [3, 7, 13, 23] . For every vertex v, the method maintains a tentative distance d(v) and a parent pointer p(v), and update them throughout the algorithm. The parent pointers form a parent graph G p . The method starts by setting d(s) = 0; for every other vertex:
The scan operation, defined on a vertex u, checks all outgoing arcs from u for relaxation.
The method works in rounds until no more arcs can be relaxed. For each round, the scan operation is applied to some and possibly all the vertices. Different strategies for selecting which vertices to be scanned and their scanning order lead to different algorithms. When the algorithm terminates, if G has no negative cycles, the final value for d(v) is the shortest-path distance from s to v and G p is a shortest-path tree. If G has negative cycles, the label-correcting method can be easily modified to find such a cycle and terminate. The Bellman-Ford-Moore algorithm scans, in each round, all the vertices whose tentative distances have changed in the previous round.
In this paper we introduce a new algorithm for the single-source shortest-path problem that breaks the O(n · m) time bound that endured over 60 years. Our algorithm repeatedly calls: i) a linear-time shortest-path algorithm for an acyclic graph with nonpositive weights and ii) Dijkstra's algorithm on a transformed graph with nonnegative weights. Afterwards, the original graph is transformed to a graph with nonnegative weights that has the same shortest-path tree as the original graph. One more call to Dijkstra's algorithm on this transformed graph would then finish the job. Our first implementation runs in O( √ n · m + n · √ m log n) time. We also give a second implementation that performs at most min( √ 2n, h + 1) calls to Dijkstra's algorithm, where h is the minimum of the count of fully-negative subpaths and the length of the longest fully-positive subpath on a shortest path, improving over [9] .
Preliminaries

Potentials and reduced weights
Given a list of potential values d on the set of vertices V , the reduced weight
Let G d be the graph G with the reduced weights instead of the originals. For any path
Hence, the shortest path between any two vertices is the same for the graph G and the corresponding graph G d with the reduced weights. For a cycle C, ℓ d (C) = ℓ(C). Hence, the graph G has a negative cycle if and only if G d has a negative cycle. Our objective is to find the potentials that make the reduced weights for G d all nonnegative. Once the graph has no negative weights, we can apply Dijkstra's algorithm to get the shortest-path tree from the given source. This tree is also the shortest-path tree for the original graph.
The admissible graph
, is called the admissible graph. Typically, if there is a cycle in the admissible graph, then there is a negative cycle in the original graph. The only exception is for a cycle with zero total weight, i.e. all its arcs have zero weight. In this case, since all the vertices on a zero cycle have the same shortest-path values, we aim to get rid of those cycles. As in [14] , we can contract the vertices of the zero cycles after identifying those cycles by finding the strongly connected components of G − in linear time [24] . If there is a negative arc that connects two vertices of a strongly connected component of G − , a negative cycle is found. We would therefore assume in the sequel that the zero cycles are first removed by our algorithm, and hence the admissible graph is acyclic as long as G has no negative cycle. Once we come up with potentials for the contracted graph resulting in nonnegative reduced weights for all the arcs, the reduction can be directly extended to the original graph.
The shortest paths from any vertex to other vertices of an acyclic graph with n vertices and m arcs, even with negative arcs, can be found in O(n + m) time [7] using topological sorting. We can apply this algorithm to find the shortest paths to the vertices of G − , by adding an artificial source vertex that connects with zero-weight arcs to vertices having zero in-degree in G − .
Dijkstra's algorithm
Dijkstra's algorithm [8] works efficiently for graphs with nonnegative arc weights. Each round, the algorithm selects a vertex with the minimum tentative distance among the unscanned vertices to be scanned next. For graphs with nonnegative arc weights, once a vertex is scanned it will never be scanned again. The worst-case complexity of Dijkstra's algorithm depends on the data structure used for finding the vertex with the minimum distance. When implemented using arrays or linked lists, the algorithm runs in O(n 2 ) time. When implemented using binary heaps, the algorithm runs in O(m lg n) time. When implemented using Fibonacci heaps, the algorithm runs in O(m + n lg n) time [11] .
Definitions
Let G ′ be the graph formed from G by adding an artificial source vertex s ′ with zero-weight arcs from s ′ to the vertices of zero in-degree in G − . Let T be the shortest-path tree from s ′ to the reachable vertices in G ′ . We use G ′ and T for the sake of the explanation and analysis only. Let δ(x, y) be the value of the shortest path between vertices x and y that are on a path in T .
We define a snake as a maximal path that has zero or more consecutive arcs with zero weight followed by one arc with negative weight. The zero-weight arcs form the tail of the snake, and the negative arc is its head. We call a path with consecutive nonnegative arcs, that are not on a snake's tail, a fully-nonnegative segment. In general, any path is composed of consecutive snakes possibly alternating with fully-nonnegative segments.
Algorithm insights
The idea of the algorithm is to gradually push the negative weights forward through different paths of G ′ starting from s ′ until they are mended, or until a negative cycle is discovered if exists. We shall use shortest-path computations to perform this task by pushing the negative weights through shortest paths, and hence eliminating them allover the graph. It is possible to find the shortest paths within the admissible graph in linear time as it is acyclic (assuming that the graph has no negative cycles). It is also possible to efficiently find the single-source shortest paths for a graph with nonnegative arcs using Dijkstra's algorithm. We apply the two procedures alternately and repeatedly. Each time, we use the shortest-path values as potentials and transform the graph by using the reduced weights instead of the originals for the next iteration. The good news is that all the negative weights disappear within min( √ n, m/ log n) calls to Dijkstra's algorithm. The intuition for the proof is as follows. If there are no negative cycles, the negative weights are pushed forward, until mended, over paths that obviously have at most n − 1 arcs each. After applying the first procedure (shortest paths for the admissible graph that is an acyclic graph), the reduced weights for the negative arcs become zero, while possible new negative weights appear for the arcs following the paths of the admissible graph. As a result, the negative arcs on arbitrary paths are either mended or pushed forward. In other words, the snakes are extended in length. After applying the second procedure (Dijkstra's algorithm on a transformed graph with nonnegative weights), at least one negative weight for a given path extends to fuse with another, and hence the number of the negative weights on the path is reduced. In other words, two snakes on the path connects in one.
The assurance of mending the negative weights through the shortest paths of T is an enough guarantee that they are eliminated allover the graph G, as is proved in the next lemma. Proof. Consider a negative arc (u, v) in the graph G. If this arc is in the shortest-path tree T , then its reduced weight is nonnegative by assumption. If not, then there is another path between u and v in T that is a shortest path with total weight that is not more than ℓ(u, v). For the total reduced weight of this shortest path to become nonnegative, the potentials d(u) and
The extension procedure
The first procedure, which we call the extension procedure, starts with a graph G and finds within the admissible graph G − the shortest path to every vertex from the artificial source (that connects with zero-weight arcs to vertices having zero in-degree in G − ). Let T − be the resulting shortestpath tree. Note that all of the computed shortest-path values are nonpositive. Let r(x) be this shortest-path value to a vertex x of the admissible graph, and let −k be the smallest among these values. If x has no ingoing negative arcs, then r(x) is set to zero. The procedure then uses the resulting shortest-path values as potentials, and calculates the reduced arc weights for G forming a new graph with new weights. The rough purpose of this procedure is to simultaneously push all the negative weights one arc forward, and hence possibly extend the number of arcs of every path of the admissible graph. More precisely, every negative arc becomes nonnegative while its positive immediate-successor arcs, if any, may become negative in return.
Consider the reduced weight of any arc (u, v) of G after applying the extension procedure. If the weight of the arc was nonpositive before the procedure, i.e. ℓ(u, v) ≤ 0, then the arc was in the admissible graph when applying the procedure. From the triangle inequality for the shortest paths, it follows that r(v) ≤ ℓ(u, v) + r(u). Since the reduced weight of the arc is calculated as ℓ r (u, v) = ℓ(u, v) + r(u) − r(v), it follows that ℓ r (u, v) ≥ 0 and the reduced weights of all the arcs that were in the admissible graph are nonnegative. In case the arc (u, v) turns out to be on the shortest-path tree T , it follows that ℓ r (u, v) = 0. If ℓ(u, v) > 0 and vertex u had no ingoing arcs from the admissible graph, then r(u) = 0. It follows that ℓ r (u, v) ≥ ℓ(u, v) and so ℓ r (u, v) > 0. The only case where ℓ r (u, v) is possibly negative is if ℓ(u, v) was not in the admissible graph and u had some ingoing arc from the admissible graph.
Lemma 2. Consider a snake on a path P of the shortest-path tree T . In the transformed graph, after applying the extension procedure: the snake either extends by one arc, connects with the next snake on P in a longer snake, or extends by a nonnegative arc forming a nonnegative segment.
Proof. Since the snake is on the shortest-path tree T , this snake will be on the shortest-path tree T − of G − as would be figured out by the procedure. For any arc (u, v) on the tail of the snake, r(u) = r(v). As a result, ℓ r (u, v) = ℓ(u, v) = 0. If the arc (u, v) is the head of the snake, then r(v) = ℓ(u, v) + r(u) and ℓ r (u, v) = 0 as well. If the succeeding arc to the head of the snake on P is negative after the procedure, the snake has extended by one arc. If the succeeding arc is positive, the snake has joined a nonnegative segment. If the succeeding arc is zero, the snake has either become part of the next snake on P or part of a nonnegative segment.
Lemma 3. Consider any snake on a path P . In the transformed graph, after applying the extension procedure: the snake either extends by one arc, connects with the next snake on P in a longer snake, or extends by a nonnegative arc forming to a nonnegative segment.
Proof. The proof is pretty similar to that of Lemma 2. The new consideration is that parts of P may not be in the shortest-path tree T . Assume that (u, v) is on the snake and is not in T . As (u, v) has a nonpositive weight, it must be in the admissible graph. Yet, it has not appeared in T − . The triangle inequality for the shortest paths implies
converting the snake to a nonnegative segment.
The connection procedure
The second procedure, which we call the connection procedure, starts with a graph G and, similar to the extension procedure, finds the shortest path within G − to every reachable vertex. In contrast to the extension procedure, the resulting shortest-path values are used in another shortest-path computation, but now for a graph with nonnegative weights. In more details, the procedure continues by adding a new source vertex s ′ to the graph G, and connects it to all the vertices of G forming a graph G + . The weight of the arc from s ′ to vertex x is assigned the value ℓ + (s ′ , x) = r(x) + k, which is nonnegative. The weight of the negative arcs of G are set to zero in G + . In other words, if ℓ(x, y) < 0, then ℓ + (x, y) = 0. Since all the weights of G + are nonnegative, we can now apply Dijkstra's algorithm to get the shortest paths from s ′ to all other vertices in G + . Let T + be the resulting shortest-path tree of Dijkstra's algorithm. Let d(x) be the shortest-path value to vertex x in G + . The procedure then calculates the reduced arc weights for G using these shortest-path values as potentials forming a new graph with new weights. The rough purpose of this procedure is to push at least one negative weight on each shortest path of T all the way to collapse with the next negative weight. More precisely, at least the first negative weight on every shortest path P of T becomes nonnegative while the weights of all its positive immediate-successor arcs up to the next negative arc on P become zero.
Consider the reduced weight of any arc (u, v) of G after applying the connection procedure. If the weight of the arc was nonnegative before the procedure, i.e. ℓ(u, v) ≥ 0, then the arc is in the graph G + with the same weight when applying the procedure. From the triangle inequality for the shortest paths, it follows that d(v) ≤ ℓ(u, v) + d(u). Since the reduced weight of the arc is calculated as
, it follows that ℓ d (u, v) ≥ 0 and the reduced weights of all the nonnegative arcs that were in G are still nonnegative. In case the arc (u, v) turns out to be in T + , it follows that ℓ d (u, v) = 0.
Lemma 4. Consider the first snake on a path P of the shortest-path tree T . In the transformed graph, after applying the connection procedure: the snake either meets another snake at an intersection vertex, connects with the next snake on P in a longer snake, or connects with a positive arc forming a nonnegative segment.
Proof. Since the snake is on the shortest-path tree T , this snake will be on the shortest-path tree T − as would be figured out by the procedure. For any arc (u, v) on the tail of the snake, r(u) = r(v). As a result, ℓ
. Since all the weights in G + are nonnegative and ℓ(u, v) = 0, it follows that d(u) = d(v), and hence
If the arc (u, v) is the head of the snake, then r(v) = ℓ(u, v) + r(u) and ℓ + (u, v) = 0. Inherently, ℓ + (s ′ , u) is set to k + r(u) and ℓ + (s ′ , v) is set to k + r(v). Since ℓ(u, v) < 0, thus r(v) < r(u) and hence ℓ + (s ′ , v) is shorter than ℓ + (s ′ , u) + ℓ + (u, v). Assume, for the rest of the proof, that the arc (u, v) is the head of the first snake on a shortest path P in T . It follows that r(u) = 0 and r(v) = ℓ(u, v). In accordance,
, as would be figured out by Dijkstra's algorithm. (Note that this is not necessarily true for the subsequent snakes, as Dijkstra's algorithm may be fooled for the absence of the negative weights in
Consider the nonnegative segment S that follows (u, v) on P . If no such segment exists, the first snake directly connects with the next snake on P , and the lemma follows. If there is another snake in G that passes by a vertex of S, and the first snake of P meets this snake at the intersection vertex, the lemma follows. We may then assume that no other snake passes by S.
We use induction to prove that the reduced weights of the arcs of S will be zero after applying the connection procedure. Let (x, y) be an arc on S, and so r(x) = r(y) = 0 and ℓ
For the base case, assume that the vertex x is the vertex v itself. It follows that
, and Dijkstra's algorithm will set d(y) = k. In this case, 
y) > 0, the snake is so converted into a nonnegative segment, and the lemma follows. If ℓ d (x, y) = 0, the reduced weight of (x, y) is zero, and the induction hypothesis is fulfilled. If ℓ(u, v)+δ(v, y) < 0, then ℓ + (s ′ , v)+δ(v, y) < ℓ + (s ′ , y), and Dijkstra's algorithm will choose (x, y) on T + and will set d(
, and the induction hypothesis is fulfilled. As the reduced weights of all the arcs of S become zero, the first snake on P connects with the second in the transformed graph, and the lemma follows.
Lemma 5. Consider the first snake on a path P starting from s ′ . In the transformed graph, after applying the connection procedure: the snake either meets another snake at an intersection vertex, connects with the next snake on P in a longer snake, or connects with a positive arc forming a nonnegative segment.
Proof. The proof is pretty similar to that of Lemma 4. The new consideration is that parts of P are possibly not in the shortest-path tree T . Consider the nonnegative segment S that follows the snake on P , and assume that no other snake passes by S. Assume that an arc (x, y) is on S but not in T . As (x, y) has a nonnegative weight and is on a first nonnegatove segment, it must have been considered by Dijkstra's algorithm. Still, (x, y) has not appeared in T + . The triangle inequality for the shortest paths would then be a strict inequality and would indicate that d(y) < ℓ(x, y) + d(x). It follows that ℓ d (x, y) = ℓ(x, y) + d(x) − d(y) > 0, and the snake connects with the positive arc forming a nonnegative segment.
Our algorithm
The extension and connection procedures offer great machinery to handle snakes. The first makes all snakes on a path longer or coverts some to nonnegative segments, while the second connects the first two snakes on a path in one or converts the first into a positive segment (unless it meets with another snake on an intersection vertex). Obviously, we shall use a combination of the two procedures. In fact, several intermixing orders would do the job. We suggest two implementations: The first performs the extension procedure repeatedly for max(⌈ √ n⌉, ⌈n · (log n)/m⌉) times or until the graph has no negative weights, then repeatedly performs the connection procedure until the graph has no negative weights. We prove that this second loop would be executed at most min( √ n, m/ log n) times. The second implementation performs an interleaved combination of the two procedures until the graph has no negative weights. We prove that the combination will be executed at most min( √ 2n, h+1) times, where h is the minimum of the count of fully-negative subpaths and the length of the longest fully-positive subpath on a shortest path.
Implementation 1
1: repeat max(⌈ √ n⌉, ⌈n · (log n)/m⌉) times or until G has no negative arcs
2:
G ← perform the extension procedure on G 3: repeat until G has no negative arcs
4:
G ← perform the connection procedure on G
Implementation 2
1: repeat until G has no negative arcs
2:
G ← perform the extension procedure on G
3:
The only obstacle for the connection procedure is the interference of snakes from other paths. More precisely, if a snake lengthens and meets another path it may obstruct the snakes on this path. One may think that, if it happens a lot, these encounters would significantly delay the process of mending the negative arcs in the worst case; but this is not true.
We define a path to be noninjectable if no outsider snake that was on a different path in the original graph ever extends to join this path throughout the algorithm. The next key lemma shows that the upper bound for the number of iterations required to mend the snakes on a noninjectable path is only one less than the upper bound for the number of iterations required to mend the snakes on any other path. Proof. The intuition of the proof is to partition the graph into noninjectable paths, and show that they will not delay one another except by at most one extra iteration above the upper bound for a noninjectable path. Consider a path P , and let Q be another path that joins P at vertex x, sharing the suffix. Assume that the prefix of P up to x, call it P ′ , is a noninjectable path (was not and will never be obstructed by an outsider snake). In addition, before a specific iteration t, assume that the head of a snake on Q was just pointing to x and would extend next to the shared suffix, obstructing P . Note that this event must happen exactly once to every path unless it is a noninjectable path. After this event, the shared suffix will be part of Q, but not P (P is afterwards just P ′ ). Hence, we can logically partition the graph throughout the algorithm to noninjectable paths or paths that have not experienced this last obstruction event.
We use induction on these obstruction events, in reverse chronological order, to prove the lemma for the path P . The base case is for any noninjectable path, which by assumption needs at most η iterations to mend all its snakes. The induction hypothesis indicates that, for the path Q, whether it is noninjectable or not, the upper bound for the number of iterations required to mend all its snakes is η + 1. Since P ′ is a noninjectable path, the upper bound for the number of iterations required to mend all its snakes is η by assumption. We only need to show that the obstruction will only delay the snakes of P ′ to reach the end of the suffix of Q by one extra iteration than the upper bound for a noninjectable path.
If t = η + 1, then the snakes on P ′ must have been mended earlier. Also, by the induction hypothesis, there would only be this snake left on Q and it will be mended in the current iteration. It follows that all the snakes on P are mended after iteration η + 1. If t = η, then there could be at most one snake on P ′ , at most one on Q pointing to x, and at most one on the common suffix. After iteration η, the snake on Q connects with the snake on the suffix (or becomes a nonnegative segment), and in the meantime the snake on P ′ connects with them (or becomes a nonnegative segment); that the two snakes join the third within the same iteration is a crucial observation for the validity of our time bounds. It follows that at most one more iteration is needed to mend the last snake on P , for a total of at most η + 1 iterations. If t < η, it is at most until iteration η when all the snakes on P ′ are mended in at most one snake, and at most two snakes reside on Q one of them passes by x. The same argument as before indicates that two more iterations are needed to mend all the snakes. In all cases, the snakes on P are all mended within η + 1 iterations. The induction hypothesis is fulfilled and the lemma follows. Proof. Since the extension procedure extends the length of every surviving snake by at least one, the length of each surviving snake will be at least max(⌈ √ n⌉, ⌈n· (log n)/m⌉)+1 after executing the first loop in our first implementation. It follows that the number of snakes remaining on a path afterwards is at most min( √ n, m/ log n)−1. Since the extension procedure either connects the first two snakes on a noninjectable path in one snake or kills the first snake, the number of snakes decreases by one after every iteration. It follows that the number of iterations for the second loop of our first implementation is at most min( √ n, m/ log n)− 1 to mend all the snakes from noninjectable paths. For the second implementation, the connection procedure decreases the count of fully-negative subpaths on a shortest path, while the extension procedure decreases the length of each fullypositive subpath on a shortest path or mends the snake before it. The number of iterations is therefore bounded by h. Also, the worst case happens when the connection procedure connects two snakes that are back-to-back with one positive arcs in between. Since every snake will be of length at least i + 1 after the ith call to the extension procedure, it follows that the length of the first snake (including the lengths of the possibly mended first snakes) at the jth iteration, which is now the connection of all the prefix snakes, will be at least j i=1 (i + 1) = (j + 1)(j + 2)/2. It follows that j is at most √ 2n − 1 to mend all the snakes from noninjectable paths.
The next lemma directly follows from Lemma 6 and Lemma 7.
Lemma 8. The second loop of our first implementation executes at most min( √ n, m/ log n) times to mend all snakes. The loop of our second implementation executes at most min( √ 2n, h + 1) times to mend all snakes.
And here are our main theorems. Theorem 1. We can convert a graph with negative weights to a graph that has all nonnegative weights, such that the two graphs have the same shortest-path tree starting from any source, using max(⌈ √ n⌉, ⌈n· (log n)/m⌉) calls to a linear-time shortest-path computation for an acyclic graph and at most min( √ n, m/ log n) calls to Dijkstra's algorithm, where n is the number of vertices and m is the number of arcs of the underlying graph.
Proof. The theorem follows from Lemma 8 when applying the first implementation.
Theorem 2. We can convert a graph with negative weights to a graph that has all nonnegative weights, such that the two graphs have the same shortest-path tree starting from any source, using O( √ n · m + n · √ m log n) time when implementing Dijkstra's algorithm using Fibonacci heaps, where n is the number of vertices and m is the number of arcs of the underlying graph.
Proof. Every call to Dijkstra's algorithm requires O(m + n log n) time when implemented using Fibonacci heaps. If m = Ω(n log n), the running time of Dijkstra's algorithm is O(m) and it is called O( √ n) times. In this case, the call to the O(m)-time computation for the shortest-path for an acyclic graph is repeated also O( √ n) times. The total of the two loops is O( √ n · m). If m = O(n log n), the running time of Dijkstra's algorithm is O(n log n) and it is called O( m/ log n) times. In this case, the call to the O(m)-time computation for the shortest-path for an acyclic graph is repeated O(n · (log n)/m) times. The total of the two loops is O(n · √ m log n). 
