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Abstract
Despite considerable work in the literature on N -point correlators in 2-d conformal
WZNW models based on affine ŜL(2)k, either by using the Wakimoto construction or by
directly solving the Knizhnik-Zamolodchikov equations, most published results pertain
to integrable representations with t = k + 2 integer and all primary fields having integer
or half integer spin. Results for admissible representations corresponding to t = k + 2 =
p/q rational, appear to be rather incomplete, despite their potential interest in various
connections, notably in connections to non-critical string theory via 2− d gravity based
on hamiltonian reductions. Indeed, surprisingly, even the fusion rules remain a subject
of discussion. The reason for this state of affairs may be traced to the need in the free
field Wakimoto construction for introducing a second screening charge as discussed by
Bershadsky and Ooguri, one which depends on fractional powers of free fields, and such
entities have until now eluded a consistent interpretation in terms of Wick contractions.
In this paper we develop the techniques necessary to deal with these complications, and
we provide explicit general integral representations for conformal blocks on the sphere.
They turn out to have the structure expected from the operator formalism and one, which
renders their consistency check straight forward. We further discuss fusion rules, and as a
check we verify explicitly that our conformal blocks satisfy the Knizhnik-Zamolodchikov
equations and are projectively invariant.
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1 Introduction
N -point correlators of 2-d conformal WZNW theories based on affine ŜL(2)k, with k =
level, have been much studied already. They are typically constructed, either by applying
the free field realization of Wakimoto [1], from which results have been given for example
in refs. [2, 3, 4, 5], or by solving the Knizhnik-Zamolodchikov equations [6], from which
results have been given for example in refs. [6, 7, 8, 9, 10]. Recently the structure of
solutions of the Knizhnik-Zamolodchikov equations on higher genus Riemann surfaces
has been reexamined [11]. The results given in these various pieces of works are quite
complete as far as unitary, integrable representations [12] are concerned, but appear sur-
prisingly incomplete for the general case, including admissible representations. Partial
and conjectural results not based on the free field realization were given in [4]. In partic-
ular these authors made the interesting conjecture, that minimal model conformal blocks
are obtained from the affine SL(2) blocks by a simple substitution, one of identifying
the xi-variables related to the i’th SL(2) representation (and to be introduced below),
with the Koba-Nielsen variables, zi. Based on this conjecture an attempt was made to
solve the Knizhnik-Zamolodchikov equations in a power series of (xi−zi). In contrast we
shall find complete integral expressions based on the free field realization and providing
exact solutions to the KZ equations. Using that realization, the conjecture may now be
addressed. In this paper we have merely checked it’s validity in a few examples. We
intend to come back to a detailed discussion of this and related issues of hamiltonian
reduction elsewhere.
In general the WZNW theory is characterized by the level, k, or equivalently by t =
k+2 (for ŜL(2)k). Then degenerate primary fields exist for representations characterized
by spins, jrs, given by [13, 14]
2jrs + 1 = r − st (1)
with r, s integers. However, previous results can be characterized as pertaining only to
the special case, s = 0, which is the full case only for integrable representations. The
reason for this restriction is fairly natural, since (see sect. 2) the screening charge usually
employed in the free field realization is capable of screening just such primary fields.
In fact, a possible second screening operator, capable of screening the general case was
proposed by Bershadsky and Ooguri [15], but since it involved fractional powers of the
free ghost fields, it apparently has remained unknown how to make use of that screening
operator.
In the present paper we overcome this difficulty by showing how the techniques of
fractional calculus [16] (briefly described in an appendix) naturally provides a solution.
As a result we are able to present general integral formulas for the N -point conformal
blocks on a sphere, and by using standard sewing techniques it should be possible to
generalize those to an arbitrary Riemann surface. Our own motivation lies in our wish to
make use of these results to cover the case of admissible representations [17] corresponding
to rational values of t, since these are the ones relevant for treating conformal minimal
matter using hamiltonian reduction [15] coupled to 2-d gravity along the lines of [18, 19].
Once this technique is worked out it would be interesting to generalize to higher groups
and supergroups in order to be able to treat more general non-critical string theory. The
technique we present here appears directly amenable of such generalizations.
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In sect. 2 we define our notation and introduce the relation to fractional calculus. In
sect. 3 we show how to obtain the three point function and we derive fusion rules for
admissible representations and compare with results already in the literature. In sect. 4
we derive the N -point function and make comments on comparison with known results.
In sect. 5 we provide examples concerning 4-point functions. In sect. 6 we prove that
the N -point functions satisfy the Knizhnik-Zamolodchikov equations. It appears from
comparing with known solutions in the mathematics literature [10], that our formulas
involving auxiliary integrations represent fairly powerful ways of dealing with such so-
lutions. In fact, the structure of our blocks corresponds very closely to the operator
formalism, and any results worked out in the latter can be verified in the former. In
sect. 7 we discuss the slightly non trivial way in which projective and global sl2 invari-
ance of the correlators is established. In sect. 8 we give a summary and an outlook.
In two appendices we briefly describe fractional calculus [16], and we prove some non
trivial consistency conditions for the rules for Wick contractions we have derived based
on fractional calculus.
2 Notation for free field realization. Relation to frac-
tional calculus
The Wakimoto realization [1] is based on the free scalar field, ϕ(z), and bosonic ghost
fields, (β(z), γ(z)), of dimensions (1, 0) which we take to have the following contractions
ϕ(z)ϕ(w) = log(z − w), β(z)γ(w) = 1
z − w (2)
We only consider one chirality of the fields. The ŜL(2)k affine currents may then be
represented as
J+(z) = β(z)
J3(z) = − : γβ : (z)−
√
t/2∂ϕ(z)
J−(z) = − : γ2β : (z) + k∂γ(z) −√2tγ∂ϕ(z)
t ≡ k + 2 6= 0 (3)
They satisfy
J+(z)J−(w) =
2
z − wJ
3(w) +
k
(z − w)2
J3(z)J±(w) = ± 1
z − wJ
±(w)
J3(z)J3(w) =
k/2
(z − w)2 (4)
The Sugawara energy momentum tensor is obtained as
T (z) =: β∂γ : (z) +
1
2
: ∂ϕ∂ϕ : (z) +
1√
2t
∂2ϕ(z) (5)
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with central charge
c =
3k
k + 2
Since we shall be dealing with nonunitary representations, j, of SL(2) for which the
weight, m, may assume infinitely many (integrally spaced) values, it is most convenient
to collect the multiplets of primary fields as [7]
φj(z, x) =
∑
m
φmj (z)x
j−m (6)
Such a primary field satisfies the following OPE’s
Ja(z)φj(w, x) =
1
z − wJ
a
0 (w)φj(w, x) (7)
where the SL(2) representation is provided by the differential operators
Ja0 (z)φj(z, x) = [J
a
0 , φj(z, x)] = D
a
xφj(z, x)
D+x = −x2∂x + 2xj
D3x = −x∂x + j
D−x = ∂x (8)
The primary field φj(w, x) defined in this way transforms covariantly under both confor-
mal transformations and loop projective transformations, namely as an h tensor field for
the former, and a −j tensor field for the latter,
z → f(z)
x → a(z)x+ b(z)
c(z)x+ d(z)
(9)
with a(z)d(z) − b(z)c(z) = 1. One easily verifies that the free field realization of the
primary field may be taken as [4]
φj(z, x) = (1 + γ(z)x)
2j : e−j
√
2/tϕ(z) : (10)
where, in general one should asymptotically expand (1 + γ(z)x)2j as
(1 + γ(z)x)2j(α) =
∑
n∈ZZ
(
2j
n + α
)
(γ(z)x)n+α (11)
Here, the choice of the parameter α depends on the monodromy conditions of the primary
field φj(z, x) around contours in x-space, and those in turn depend on the other fields
present in the correlator.
Let us add various remarks of a general nature. For further details on fractional
calculus we refer to Appendix A. The most important rule for us will simply be
∂axx
b =
Γ(b+ 1)
Γ(b− a+ 1)x
b−a (12)
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Next, consider the fractional derivative of the exponential function:
Da exp(x) =
∑
n∈ZZ
1
Γ(n− a+ 1)x
n−a, a ∈ C (13)
This represents a peculiar realization of the exponential function itself, which converges
asymptotically for |x| → ∞. Formally the right hand side is invariant under further dif-
ferentiation corresponding to the fact that it represents the original exponential function.
The representation may be better understood by writing
exp{x} = x−a[ e
x
x−a
] (14)
and then introducing for the last bracket a Fourier expansion with integer powers of x
on a circle in the complex x-plane. On the circle
[exxa]
has a discontinuity which we may take to be for negative x. The Fourier expansion
converges for large |x| where the discontinuity becomes vanishingly small. Thus we take
Da exp(x) = exp(x) (15)
for any a. However, we shall find it convenient to use the fractional derivative to represent
a generating functional for the integrals
lim
R→∞
∮
RS1
du
2πi
eu
ua+1+n
=
1
Γ(a+ 1 + n)
(16)
Different a’s give rise to representations or expansions of the exponential function in
which individual terms have different non-trivial monodromies.
Similarly, since we shall need contractions with the operator
(1 + γ(z)x)2j
we shall find it convenient to represent the expansion of the associated analytic function
f(z) ≡ (1 + z)2j
in several different ways. Indeed, from
(1 + z)2j = za[(1 + z)2jz−a]
we may imagine that the last bracket is expanded in integer powers of z in a way con-
vergent on the unit circle (with suitable conditions on a) since in fact this time the
discontinuity is vanishing. This renders many equivalent representation for the function:
(1 + z)2j =
∑
n∈ZZ
(
2j
n− a
)
zn−a (17)
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which are all equivalent in the sense of analytic function theory but which correspond to
expansions with different monodromies for the individual terms.
When deciding on what expansion to adopt for the operator
(1 + γ(z)x)2j
we use the criterion, that after all Wick contractions have been performed, powers of
β and γ inside normal ordering signs are non-negative integers, such as was illustrated
above. Only then are these terms having an obvious interpretation when sandwiched
between states. In other terms, the existence of external states and other primary fields
in the correlator decides what monodromies to choose for individual terms in expansions.
All of that will be illustrated further below.
To calculate operator product expansion (OPE) of expressions involving the β(z) and
γ(w) fields, when either β or γ fields appear with integral powers, it is clear that the
following rules apply:
β(z)nF (γ(w)) = : (β(z) +
1
z − w∂γ(w))
nF (γ(w)) :
γ(z)nF (β(w)) = : (γ(z)− 1
z − w∂β(w))
nF (β(w)) : (18)
The two relevant screening charge currents are [15]
S1(z) = β(z)e
+
√
2/tϕ(z)
S2(z) = β(z)
−te−
√
2tϕ(z) (19)
From now on we mostly leave out normal ordering signs around exponentials. The screen-
ing currents are easily seen to have OPE’s with the affine currents that are either non-
singular or form total derivatives (in particular this will follow from our definitions of
Wick contractions for fractional powers of free fields below).
As we have seen, the γ(z) field can be fractionally powered in asymptotic expansions
of the primary field φj(z, x). Thus we need insertions of the second screening current
S2(z) in the correlators to neutralize those. In such cases, the β field has nontrivial
monodromy with respect to the primary field φj(z, x). Hence our proposal to deal with
the awkward looking field,
β(z)−t
consists in generalizing eq.(18) as
G(β(z))F (γ(w)) =: G(β(z) +
1
z − w∂γ(w))F (γ(w)) : (20)
where, the asymptotic expansions for G(β(z) + 1
z−w∂γ(w)) and F (γ(w)) would depend
on their monodromy conditions in the z and w variables respectively. When applying
eq.(20) to our particular case, where F (γ) = (1 + xγ)2j , we have
β(z)−tF (γ(w)) = : (β(z) +
1
z − w∂γ(w))
−tF (γ(w)) :
=
∞∑
n=0
( −t
n
)
: βn(z)(z − w)t+n∂−t−nγ(w) F (γ(w)) : (21)
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and we see the need for fractional calculus [16].
As an example of how the technique works we provide in the appendix an explicit
non-trivial proof that
(βa(z)γa(w))(βb(z)γb(w)) = βa+b(z)γa+b(w) (22)
Additionally, our explicit verification that our results for the N -point functions satisfy
the Knizhnik-Zamolodchikov equations may be viewed as a check that fractional calculus
does indeed provide us with the requisite properties for Wick contractions as defined in
eq.(21) .
3 The three point function and fusion rules
Before considering correlators, we want to define our notations and choices as far as dual
states are concerned [20, 5]. We use the following mode expansions and definitions:
β(z) =
∑
n∈ZZ
βnz
−n−1 , γ(z) =
∑
n∈ZZ
γnz
−n
: βnγm : =
{
βnγm , n < 0
γmβn , n ≥ 0
j(z) = − : γ(z)β(z) := +∂φ(z)
φ(z)φ(z′) = − log(z − z′)
ϕ(z)ϕ(z′) = + log(z − z′)
φ(z) = qφ + aφ log z +
∑
n 6=0
jn
−nz
−n
ϕ(z) = qϕ + aϕ log z +
∑
n 6=0
an
−nz
−n
j0 ≡ aφ
[aφ, qφ] = −1
[aϕ, qϕ] = +1
j(z) =
∑
n∈ZZ
jnz
−n−1
j†n = −j−n , a†n = a−n
γ†n = γ−n , β
†
n = −β−n (23)
The ket-vacuum, invariant under both projective sl2 and affine zero-mode sl2, is |0〉
satisfying
βn|0〉 = 0 = γn|0〉 = an|0〉 = jn|0〉, n > 0
β0|0〉 = 0 = aϕ|0〉 = aφ|0〉
γ0|0〉 6= 0
Ln|0〉 = 0, n ≥ −1 (24)
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with
Ln =
∑
m∈ZZ
(−m : βn−mγm : +1
2
: an−mam :)− (n+ 1)
√
1
2t
an (25)
Correspondingly the sl2 invariant bra-vacuum, 〈sl2|, satisfies
〈sl2|Ln = 0, n ≤ 1
〈sl2|βn = 0, n ≤ 0
〈sl2|γn = 0, n ≤ −1
〈sl2|j0 = 〈sl2|aφ = 〈sl2|
〈sl2|aϕ =
√
2
t
〈sl2|
〈sl2|0〉 = 0 (26)
The last equality is due to the fact that the bra-vacuum defined above carries different
charges comparing to the ket-vacuum. In what follows we shall define another bra-vacuum
with all the charges at infinity screened. This will be the dual vacuum we are mostly
going to use in calculating the correlators.
We define the dual vacuum state in the WZNW free field realization, 〈0|, as
〈0| = 〈sl2|e−qφe
√
2/tqϕ (27)
It satisfies:
〈0|0〉 = 1
〈0|γ0 = 0
〈0|β0 6= 0
〈0|aϕ = 0
〈0|j0 = 〈0|aφ = 0
〈0|β(z)γ(z′)|0〉 = 1
z − z′ (28)
From the dual vacuum we construct dual bra-states of lowest SL(2) weight
〈j| = 〈0|ej
√
2/tqϕ (29)
This state indeed satisfies the conditions for being a lowest weight state of the affine
algebra:
〈j|J30 = j〈j|
〈j|J−n = 0, n ≤ 0
〈j|J3n = 0, n < 0
〈j|J+n = 0, n < 0 (30)
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For the corresponding ket states
|j〉 = e−j
√
2/tqϕ|0〉 (31)
we have
〈j|j〉 = 1 (32)
and this ket state is similarly a highest weight state of the affine algebra. We notice that
〈0|J+0 = 〈0|β0 6= 0 (33)
Thus we are performing all calculations with an sl2 non-invariant bra-vacuum. This gives
rise to some complications when we wish to prove projective and global sl2 invariance of
our correlators. We shall explicitly demonstrate in sect. 7 that the above state, 〈0|β0,
while not being zero is in fact a BRST exact state in the sense of Felder [21], and that
therefore it must be expected to decouple from all correlators. This decoupling we then
verify.
Let us now consider the evaluation of the (chiral) three point function
〈j3|φj2(z, x)|j1〉 (34)
where, the dual bra, 〈j3|, and the ket, |j1〉, are defined above. Using the free field
realizations of φj2(z, x), eq.(10) , the three point function may be evaluated only provided
the “momenta” may be screened away in the standard way [22], and correspondingly
φj2(z, x) is replaced by the intertwining field, (φj2(z, x))
j3
j1 , which maps a j1 highest weight
module into a j3 highest weight module. Following Felder [21, 2], but using the two
screening charges of [15] in eq.(19) instead, we are led to consider the intertwining field
(φj2(z, x))
j3
j1 =
∮ s∏
j=1
dvj
2πi
r∏
i=1
dui
2πi
φj2(z, x)P (u1, ..., ur; v1, ..., vs)
P (u1, ..., ur; v1, ..., vs) =
s∏
j=1
β−t(vj)e−
√
2tϕ(vj)
r∏
i=1
β(ui)e
√
2/tϕ(ui) (35)
This requires that
j1 + j2 − j3 = r − st (36)
with r and s non negative integers. It is trivial using well known techniques to perform
the ϕ part of the Wick contractions. Hence we concentrate on explaining how to perform
the βγ part. First we have to determine the asymptotic expansion in γ within φj2(z, x).
By projective invariance of the three point function, x could be fractionally powered,
when s in eq.(36) is nonzero:
〈j3|(φj2(z, x))j3j1 |j1〉 ∝ xr−st (37)
Hence we should expand asymptotically,
φj2(z, x) = (1 + γ(z)x)
2j2
(−st)e
−j2
√
2/tϕ(z)
=
∑
n∈ZZ
(
2j2
n− st
)
(γ(z)x)n−ste−j2
√
2/tϕ(z) (38)
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and
β(w)−t(1 + γ(z)x)2j2(−st)
= : (β(w) +
1
w − z ∂γ(z))
−t ∑
m∈ZZ
(
2j2
m− st
)
(γ(z)x)m−st :
=
∞∑
n=0
( −t
n
)
: βn(w)(w − z)t+n∂−t−nγ(z)
∑
m∈ZZ
(
2j2
m− st
)
(γ(z)x)m−st :
=
∞∑
n=0
( −t
n
)
: βn(w)(w − z)t+n Γ(2j2 + 1)
Γ(2j2 + t + n+ 1)
(1 + γ(z)x)2j2+t+n((1−s)t) : x
−t−n (39)
Similarly, we deduce
s∏
i=1
β(wi)
−t(1 + γ(z)x)2j2(−st)
= :
s∏
i=1
(β(wi) +
1
wi − z∂γ(z))
−t ∑
m∈ZZ
(
2j2
m− st
)
(γ(z)x)m−st :
= :
s∏
i=1
∞∑
ni=0
( −t
ni
)
βni(wi)(wi − z)t+ni∂−t−niγ(z)
∑
m∈ZZ
(
2j2
m− st
)
(γ(z)x)m−st :
= :
s∏
i=1
∞∑
ni=0
( −t
ni
)
βni(wi)(wi − z)t+ni Γ(2j2 + 1)
Γ(2j2 + st+
∑
i ni + 1)
· (1 + γ(z)x)2j2+st+
∑
i
ni : x−st−
∑
i
ni (40)
Notice that in these equations β and γ appear within normal ordering signs with integral
powers.
Eqs.(39) and (40) suggest that we consider some kind of generating function, which
looks like the exponential function,
F (u) =
∑
n∈ZZ
1
Γ(n− a + 1)(1 + γ(z)x)
n−a
(α) u
−n+a (41)
We shall find it useful to use the following rather trivial identity:
(1 + γ(z)x)2j = Γ(2j + 1)
∮
0
du
2πi
1
u
(u−1D)−2j exp [(1 + γ(z)x)/u] (42)
where D converts the exponential function into the derivative of that function, in par-
ticular it acts on and only on the entire argument of that function. We now prove the
following
Lemma
βa(w) exp [(1 + γ(z)x)/u] =: (β(w) +
x/u
w − z )
aDa exp [(1 + γ(z)x)/u] : (43)
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Proof of lemma:
βa(w) exp [(1 + γ(z)x)/u]
=
∑
k,m,n∈ZZ
(
a
m
)
: βm(w)(w − z)m−a∂a−mγ(z)
1
Γ(n + 1)
(
n
k
)
(γ(z)x)n−k : u−n
=
∑
k,m,n∈ZZ
(
a
m
)
: βm(w)(w − z)m−aγn−k−a+m(z) :
· 1
Γ(k + 1)
1
Γ(n− k − a +m+ 1)x
n−k−a+mxa−mu−n
=
∑
k,m,N∈ZZ
(
a
m
)
: βm(w)(w − z)m−axa−mum−aγ−a+N−k(z) :
·
( −a +N
k
)
1
Γ(−a +N + 1)x
−a+N−kua−N
= : (β(w) +
x/u
w − z )
aDa exp [(1 + γ(z)x/u)] : (44)
Q.E.D.
We may now calculate the βγ parts of the contractions in the 3-point function:
r∏
i=1
β(ui)
s∏
j=1
β−t(vj)(1 + γ(z)x)2j
=
∮
0
du
2πi
u2j
u
:
r∏
i=1
[β(ui) +
x/u
ui − z ]
s∏
j=1
[β(vj) +
x/u
vj − z ]
−t
· D−2j+r−st exp{1 + γ(z)x
u
} : Γ(2j + 1) (45)
When inserted between 〈j3| and |j1〉 to produce W βγ3 , the βγ part of the three point
function, we effectively put β ≡ 0 ≡ γ whereupon the u-integration becomes trivial, and
we find the result
W βγ3 =
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1)x
r−st
∮ r∏
i=1
dui
2πi
(ui − z)−1
s∏
j=1
dvj
2πi
(vj − z)t (46)
Here we mean to employ the contours discussed by Felder [21]. The ϕ part of the 3-point
function is standard. We may put z = 1 = x using global projective and global SL(2)
invariance. We only give the result for admissible representations:
t = p/q
2ji + 1 = ri − sit
1 ≤ ri ≤ p− 1
0 ≤ si ≤ q − 1 (47)
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where (p, q) = 1, and p, q ∈ N .
W3 =
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1)
·
∮ r∏
i=1
dui
2πi
s∏
j=1
dvj
2πi
∏
i1<i2
(ui1 − ui2)2/t
∏
j1<j2
(vj1 − vj2)2t
∏
i,j
(ui − vj)−2
·
r∏
i=1
u
(1−r1)/t+s1
i (1− ui)(1−r2)/t+s2−1
s∏
j=1
vr1−1−s1tj (1− vj)r2−1−(s2−1)t (48)
This integral is exactly of the Dotsenko-Fateev form [22] and, using the Felder contours,
may be written down as [21]
W3 =
Γ(2j2 + 1)
Γ(j2 + j3 − j1 + 1)e
iπr(r+1−2r1)/teiπts(s−1−2s1)trs
·
r∏
j=1
(1− e2πi(r1−j)/t)(1− e2πij/t)
1− e2πi/t
s∏
j=1
(1− e2πit(s1+1−j))(1− e2πitj)
1− e2πit
·
r∏
i=1
Γ(i/t)
Γ(1/t)
s∏
i=1
Γ(it− s)
Γ(t)
·
r−1∏
i=0
Γ(s1 + 1 + (1− r1 + i)/t)Γ(s2 + (1− r2 + i)/t)
Γ(s1 + s2 + 1− 2s+ (r − r1 − r2 + i+ 1)/t)
·
s−1∏
i=0
Γ(r1 − r + (i− s1)t)Γ(r2 − r + (1− s2 + i)t)
Γ(r1 − r + r2 + (s− s1 − s2 + i)t) (49)
The analysis of this expression in terms of fusion rules is standard [21]. The result may
be written as follows:
1 + |r1 − r2| ≤ r3 ≤ p− 1− |r1 + r2 − p|
|s1 − s2| ≤ s3 ≤ q − 1− |s1 + s2 − q + 1| (50)
The first line of these fusion rules is well known for the case, q = 1, of integrable rep-
resentations, and it was obtained in the general case in [2]. The second was obtained
by Awata and Yamada [23] by considering the conditions for decoupling of null-states,
and by Feigin and Malikov [24] by cohomological methods. In addition these authors
provide a fusion rule ((II) for [23], (I) for [24]), which we do not get in the free field
realization. We do not know if there exist conformal field theories with non vanishing
couplings respecting those.
We conclude this section by making a comment on the possible SL(2) representations
carried by the intertwining field (φj2(z, x))
j3
j1 . Clearly, on the ket-vacuum,
(φj2(z, x))
j3
j1 |0〉 = (φj2(z, x))j20 |0〉δj1,0
= exJ
−
0 ezL−1 |j2〉δj1,0 (51)
is in a highest weight representation of the SL(2) current algebra with the highest weight
state |j2〉. On the other hand, as it will be explicitly checked in sect. 4, on the dual
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vacuum state,
〈0|(φj2(z, x))j3j1z
2j2(j2+1)
t x−2j2 = 〈0|(φj2(z, x))0j2z
2j2(j2+1)
t x−2j2
= 〈j2|eL1/ze−J+0 /x (52)
is in a lowest weight representation of the SL(2) current algebra with the lowest weight
state 〈j2|. When sandwiched in the middle of the correlator, however, the intertwining
field (φj2(z, x))
j3
j1 could carry representations belonging to the continuous series of the
SL(2) algebra, in which neither a highest weight nor a lowest weight state exists, when
both j1 + j2 − j3 and j1 − j2 − j3 are non-integers. This means we decompose φj2(z, x)j3j1
into J30 eigenstates,
[J30 , (φj2,λ(z, x))
j3
j1 ] = λ(φj2,λ(z, x))
j3
j1
λ 6= ±j2 (mod) 1 (53)
Although in that case (φj2(z, x))
j3
j1 does not correspond to a highest weight representation,
it maps a j1 highest weight representation to a j3 highest weight representation.
4 The most general N-point function for degenerate
representations on the sphere
We wish to evaluate the conformal block
WN = 〈jN |[φjN−1(zN−1, xN−1)]jNιN−2 ...[φjn(zn, xn)]
ιn
ιn−1
...[φj2(z2, x2)]
ι2
j1
|j1〉 (54)
Thus we have primary fields (chiral vertex operators) at points
z1 = 0, z2, ..., zN−1, zN =∞
having x values
x1 = 0, x2, ..., xN−1, xN =∞
We parametrize
j1 + j2 − ι2 = ρ2 − σ2t
ι2 + j3 − ι3 = ρ3 − σ3t
...
ιn−1 + jn − ιn = ρn − σnt
...
ιN−2 + jN−1 − jN = ρN−1 − σN−1t
2ji + 1 = ri − sit (55)
with σn, ρn non negative integers. We then get for the βγ part of the correlator, denoting
by w(n, i) and v(n, k) the positions of the i’th and the k’th screening currents of the first
12
and second kinds respectively in eq.(19) around the n’th primary field:
W βγN = 〈jN |(1 + xnγ(zn))2jn
σn∏
k=1
[β(v(n, k))]−t
N−1∏
n=2
ρn∏
i=1
β(w(n, i))|j1〉
=
∮
0
N−1∏
n=2
dun
2πi
ρn∏
i=1
σn∏
k=1
〈jN | :
(
β(w(n, i)) +
xn/un
w(n, i)− zn
)(
β(v(n, k)) +
xn/un
v(n, k)− zn
)−t
· u2jnn D−2jn+ρn−σntn exp{
1 + xnγ(zn)
un
}Γ(2jn + 1) 1
un
: |j1〉
=
∮
0
N−1∏
n=2
dun
2πi
ρn∏
i=1
(
N−1∑
ℓ=2
xℓ/uℓ
w(n, i)− zℓ
)
σn∏
k=1
(
N−1∑
ℓ=2
xℓ/uℓ
v(n, k)− zℓ
)−t
· u2jn−1n D−2jn+ρn−σntn exp{
1
un
}Γ(2jn + 1) (56)
where we have used the techniques already developed for the three point function. In
particular, in the second equality we applied the lemma of the previous section, and in
the last equality we kept doing that until normal ordering signs surround all operators,
at which point the calculation is completed by putting β’s and γ’s under normal ordering
signs equal to zero. Conforming with the discussion in the previous section we may
also throw away all derivatives on the exponential (they are with respect to the full
argument of the exponential), but their presence serve to remind us in some cases, what
representations would conveniently be used. In the sequel we drop these derivatives.
It is straightforward to write down the contribution from the ϕ part of the free field
realization. It is
W ϕN =
∏
1≤m<n≤N−1
(zm − zn)2jmjn/t
N−1∏
n=2
ρn∏
i=1
N−1∏
m=1
(w(n, i)− zm)−2jm/t
·
N−1∏
n=2
σn∏
k=1
N−1∏
m=1
(v(n, k)− zm)2jm
∏
(n,i)<(n′,i′)
(w(n, i)− w(n′, i′))2/t
· ∏
(n,k)<(n′,k′)
(v(n, k)− v(n′, k′))2t ∏
(n,i),(n′,k)
(w(n, i)− v(n′, k))−2 (57)
Here we have introduced a rather arbitrary ordering of indices, for example as
(n, i) < (n′, i′) (58)
if either n < n′ or n = n′, i < i′.
Let us summarize our findings in a more compact notation: Let
M =
N−1∑
m=2
(ρm + σm)
wi i = 1, ...,M (59)
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collectively denote the position of all screening charges:
{wi} = {w(n, i), v(n, k)}
Further, let
ki =
{ −1 i = 1, ...,∑m ρm
t i =
∑
m ρm + 1, ...,M
B(wi) ≡
N−1∑
ℓ=1
xℓ/uℓ
wi − zℓ (60)
(here x1 = 0). Then the integrand of the N -point function is given by (we use the same
letters for the integrated expressions, we hope this will not cause confusion)
WN = WBW
ϕ
NF (61)
with
W βγN = WBF
WB =
M∏
i=1
B(wi)
−ki
W ϕN =
∏
m<n
(zm − zn)2jmjn/t
M∏
i=1
N−1∏
m=1
(wi − zm)2kijm/t
∏
i<j<M
(wi − wj)2kikj/t
F =
N−1∏
m=2
Γ(2jm + 1)u
2jm−1
m e
1
um (62)
This integrand is to be integrated over the um’s along contours enclosing um = 0, and
over the wi’s along the Felder contours.
We believe the above general closed expression for integral representation of the N -
point function to be useful for further development, in particular integrations over the
auxiliary variables, uℓ, ℓ = 2, ..., N − 1 seem tractable as they stand. If for some reason,
one needs to get rid of these integrations, it is not too difficult. As an example, we
provide an explicit form for the result for integrable representations. First we define the
following notation:
Let
JN = {2, 3, ..., N − 1}
IN = {(n, i)|n = 2, ..., N − 1, i = 1, 2, ..., ρn}
FN = {maps, f , from IN to JN} (63)
For t = k + 2 integer, all σ’s are = 0. In this case we may then write
W βγN =
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!
∏
(n,i)∈IN
(
N−1∑
ℓ=2
xℓ/uℓ
w(n, i)− zℓ
)
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=
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!
∑
f∈FN
∏
(n,i)∈IN
(
xf(n,i)/uf(n,i)
w(n, i)− zf(n,i)
)
=
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!∑
f∈FN
∏
ℓ∈JN
(xℓ/uℓ)
|f−1(ℓ)| ∏
(n,i)∈f−1(ℓ)
(w(n, i)− zℓ)−1
=
∑
f∈FN
∏
ℓ∈JN
x
|f−1(ℓ)|
ℓ
(2jℓ)!
(2jℓ − |f−1(ℓ)|)!
∏
(n,i)∈f−1(ℓ)
(w(n, i)− zℓ)−1 (64)
A similar but even more complicated sum formula obtains in the general case.
We now have two ways of calculating the conformal block corresponding to N pri-
maries. The way so far described is by using (part of) projective invariance (to be
discussed further later) and global sl2 invariance to work it out as
W
(I)
N (zN =∞, xN =∞, zN−1, xN−1, ..., z2, x2, z1 = 0, x1 = 0)
= 〈jN |[φjN−1(zN−1, xN−1)]jNιN−2 ...[φj2(z2, x2)]
ι2
j1
|j1〉 (65)
However, obviously, we may also use our technique to evaluate the same N -point confor-
mal block as
W
(II)
N (zN , xN , zN−1, xN−1, ..., z2, x2, z1, x1)
= 〈0|[φjN (zN , xN )]0jN [φjN−1(zN−1, xN−1)]
jN
ιN−2
...
...[φj2(z2, x2)]
ι2
j1
[φj1(z1, x1)]
j1
0 |0〉 (66)
We now want to demonstrate that up to normalization these expressions are equivalent
in the appropriate limits. This procedure has also been mentioned in section 3 when
discussing different representations mapped into one another by the intertwining field.
Here is the direct check. Notice that the second form involves more screening charges
around the last field than the first one. We shall see that these extra screenings give rise
to a constant contribution in the limit zN , xN →∞. But for finite zN and xN , unlike in
the case of the conformal minimal models, there does not seem to be any simple way of
getting a conjugate field, which would get rid of the extra screening charges.
It is clear that in the limit z1, x1 → 0 the second formulation coincides with the first.
In particular, the second formulation involves no extra screening operators. Thus we
shall concentrate on the limit zN , xN →∞.
As before, we let wi denote the position of screening operators in the first case, W
(I)
N ,
and we let i run over the same set as in the first case. Further, we let zn, xn denote the
arguments as in the first case and n = 1, 2, ..., N −1 runs over the same set as in the first
case. The new feature in the second case is:
(i) the appearance of
jN + jN − 0 = rN − 1− sN t = ρN − σN t
extra screening operators, the positions of which we denote by
wNiN , iN = 1, ..., ρN + σN
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kNiN =
{ −1 , iN = 1, ..., ρN
t , iN = ρN + 1, ..., ρN + σN
and
(ii) an extra u-integration over a variable we call uN .
Then we want to consider the limit as zN , xN → ∞ (letting W (I)N stand for the
integrand in an appropriate way) of
z
2jN (jN+1)
t x−2jNW (II)N
= z
2jN (jN+1)
t x−2jNΓ(2jN + 1)
∏
iN
B
−kN
iN (wNiN )
∏
iN<jN
(wNiN − wNjN )2k
N
iN
kN
jN
/t
· ∏
i,iN
(wNiN − wi)2k
N
iN
ki/t
∏
iN
(zN − wNiN )2k
N
iN
jN/t
∏
iN ,n
(wNiN − zn)2k
N
iN
jn/t
· ∏
n
(zN − zn)2jN jn/t
∏
i
(zN − wi)2jNki/tu2jN−1N e1/uN
duN
2πi
W
(I)
N
∏
iN
dwNiN (67)
where the function B(w) is defined with one more term than for case (I), cf. eq.(60) .
We now use that
−∑
iN
kNiN = ρN − σN t = 2jN∑
i
ki = −
∑
n
jn + jN (68)
In the limit, zN →∞, xN →∞ we find
wNiN/zN = w˜
N
iN
wi/zN → 0
zn/zN → 0 (69)
with w˜NiN finite. Also
B(wNiN ) ∼
xN/uN
(1− w˜NiN )zN
(70)
Hence
lim
zN ,xN→∞
z
2jN (jN+1)
t x−2jNW (II)N
∼ z2 jN (jN+1)t x−2jNN x
−
∑
iN
kN
iN
N u
∑
iN
kN
iN
N z
∑
iN
kN
iN
N
∏
iN
(1− w˜NiN )k
N
iN
· ∏
iN<jN
(w˜NiN − w˜NjN )2k
N
iN
kN
jN
/t
z
∑
iN<jN
2kN
iN
kN
jN
/t
N
· ∏
iN ,i
(w˜NiN )
2kN
iN
ki/tz
∑
iN ,i
2kN
iN
ki/t
N
∏
iN
(1− w˜NiN )2k
N
iN
jN/tz
∑
iN
2kN
iN
jN/t
N
· ∏
iN ,n
(w˜NiN )
2kN
iN
jn/tz
∑
iN ,n
2kN
iN
jn/t
N z
∑
n
2jN jn/t
N z
∑
i
2jNki/t
N
· u2jN−1N e1/uNΓ(2jN + 1)
duN
2πi
W
(I)
N
∏
iN
dw˜NiNz
ρN+σN
N (71)
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We may evaluate the total power of zN as
2
t
jN (jN + 1)− 2jN + 1
t
[(
∑
iN
kNiN )
2 −∑
iN
(kNiN )
2] +
2
t
(−2jN)(−
∑
n
jn + jN )
+
2
t
jN (−2jN ) + 2
t
(−2jN)
∑
n
jn +
2
t
jN
∑
n
jn +
2
t
jN(−
∑
n
jn + jN ) + ρN + σN
= 0 (72)
which merely shows that the intertwining field, [φjN (zN , xN)]
0
jN
indeed has the right
scaling dimension in our formalism. Similarly the total power of zero for xN says that
we treat the field in our formalism with correct global sl2 properties. The uN -integrand
becomes trivial, involving only
u−1N e
1/uN (73)
The dependence on w˜NiN becomes∏
iN
(1− w˜NiN )k
N
iN
∏
iN<jN
(w˜NiN − w˜NjN )2k
N
iN
kN
jN
/t
·
∏
iN
(w˜NiN )
2kN
iN
/t
(−
∑
n
jn+jN )∏
iN
(1− w˜NiN )2k
N
iN
jN/t
·
∏
iN
(w˜NiN )
2kNiN
/t

∑
n
jn
(74)
So that this yields an integral over the w˜NiN ’s which is independent of the remaining
parameters of the correlator, except jN , and thus merely contributes to the normalization
of the state 〈jN |.
5 The 4-point function
Using the general results for the N -point correlators, we now specialize by way of illus-
tration to the case of 4-point correlation functions. First consider the βγ part,
〈j4|[φj3(z3, x3)]j4j [φj2(z2, x2)]jj1|j1〉βγ (75)
with the notation
j1 + j2 − j = ρ2 − σ2t
j + j3 − j4 = ρ3 − σ3t (76)
So as far as the βγ part is concerned this means we get∮
0
du2
2πi
du3
2πi
1
u2u3
uρ2−σ2t
·
ρ3∏
i3=1
[
x2/u
w(3, i3)− z2 +
x3
w(3, i3)− z3 ]
σ3∏
l3=1
[
x2/u
v(3, l3)− z2 +
x3
v(3, l3)− z3 ]
−t
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·
ρ2∏
i2=1
[
x2/u
w(2, i2)− z2 +
x3
w(2, i2)− z3 ]
σ2∏
l2=1
[
x2/u
v(2, l2)− z2 +
x3
v(2, l2)− z3 ]
−t
· (u−13 D3)−2j3+ρ3−σ3t exp{
1
u3
}Γ(2j3 + 1)
· (u−12 D2)−2j2+ρ2−σ2t exp{
1
u2
}Γ(2j2 + 1)
(77)
where, we have let
u ≡ u2/u3 (78)
Again the (somewhat misleading) notation is that the D’s are derivatives with respect
to the entire argument of the relevant exponentials.
Now we notice the following identity for fractional derivatives of exponentials:
Dax exp(x)D
b
y exp(y) = D
a+b exp(x+ y) (79)
We want to consider a change of variables from (u2, u3) to (u2, u). The integration
measure is
du2
u2
du3
u3
= −du2
u2
du
u
2j2+2j3−ρ3+σ3t−ρ2+σ2t = 2j2+2j3−(j3+j−j4)−(j2+j1−j) = j2+j3+j4−j1 ≡ J1 (80)
We have introduced the notation
Ji ≡ j1 + j2 + j3 + j4 − 2ji (81)
Using the generalized exponential identity, we obtain the following u and u2 dependence:
dudu2
uu2
u−2j3+ρ2−σ2t+ρ3−σ3tuJ12 D
−J1 exp{1 + u
u2
} (82)
Now the integral over u2 will produce the factor
(1 + u)J1
Γ(J1 + 1)
(83)
We are left with the following integral:∮
0
du
2πi
ρ3∏
i3=1
[
x2
w(3, i3)− z2 +
x3u
w(3, i3)− z3 ]
σ3∏
l3=1
[
x2
v(3, l3)− z2 +
x3u
v(3, l3)− z3 ]
−t
·
ρ2∏
i2=1
[
x2
w(2, i2)− z2 +
x3u
w(2, i2)− z3 ]
σ2∏
l2=1
[
x2
v(2, l2)− z2 +
x3u
v(2, l2)− z3 ]
−t
· u−2j3−1 (1 + u)
J1
Γ(J1 + 1)
Γ(2j3 + 1)Γ(2j2 + 1) (84)
To write the final result for the 4-point function in a more compact form, let us
collectively denote the positions for both kinds of screening charges as
wi, i = 1, ..., ρ2 + ρ3 + σ2 + σ3 ≡M
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Then the complete expression for the 4-point function is
〈j4|[φj3(z3, x3)]j4j [φj2(z2, x2)]jj1|j1〉
=
∏
m<n
(zm − zn)2jmjn/tΓ(2j3 + 1)Γ(2j2 + 1)
·
∮
0
du
2πi
M∏
i=1
∮
dwi
2πi
[
x2
wi − z2 +
x3u
wi − z3 ]
−ki∏
i<j
(wi − wj)
2kikj
t
·
M∏
i=1
3∏
l=1
(wi − zl)
2kijl
t u−2j3−1
(1 + u)J1
Γ(J1 + 1)
(85)
where only one auxiliary integration over u is involved. Let us now work out some specific
examples. In those example we shall fix z3 = x3 = 1. Due to projective invariance in
both z and x spaces, the more general case can be easily recovered.
Example 1:
j1 = j2 = j3 = j4 = 1/2, j = 0, J1 = 1
ρ2 = 1, σ2 = ρ3 = σ3 = 0 (86)
In this case the u integral can be explicitly carried out, leaving the result
〈1/2|[φ1/2(1, 1)]1/20 [φ1/2(z, x)]01/2|1/2〉
= −((1− z)z)1/(2t)
∮ dw
2πi
(
1
1− w +
x
z − w )((1− w)(z − w)w)
−1/t
= (−)1/t((1− z)z)1/(2t)
{( −1/t
1/t− 1
)
z−2/t+1F (1/t+ 1,−1/t+ 1;−2/t+ 2; z)
+ x
( −1/t− 1
1/t− 1
)
z−2/tF (1/t,−1/t+ 1;−2/t+ 1; z)
}
(87)
Here the w-integration contour goes through z and encircles w = 0, and F (a, b; c; z) is
the hypergeometric function.
Example 2: In this example we shall consider the case where a second screening charge
is needed.
j1 = −t/2, j2 = 1/2, j3 = −t/2, j4 = 1/2, j = 1/2− t/2, J1 = 1
σ3 = 1, σ2 = ρ2 = ρ3 = 0 (88)
In this case both the u and w integrals can be carried out, and yields
〈1/2|[φ−t/2(1, 1)]1/21/2−t/2[φ1/2(z, x)]1/2−t/2−t/2 |−t/2〉
= (z(1 − z))−1/2
∮
dw
2πi
∮
0
du
2πi
(− u
1− w +
x
w − z )
−t
· (1 + u)ut−1(w − z)((w − 1)w)−tΓ(−t + 1)
= (z(1 − z))−1/2(1− t + (t− 2)z + xt)Γ(1 − t)(e
−2πit − 1)
(2− t)(1− t) (89)
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where the w-integration contour may be taken to be the unit circle.
It can be verified that the expressions obtained in the two examples satisfy the KZ
equation.
We have also verified that these correlators respect the interesting conjecture made
in ref. [4] that in the limit x → z they reduce to minimal model correlators. We hope
to come back elsewhere and give a complete discussion of the validity of this conjecture
based on our full integral representations.
6 Proof of the Knizhnik-Zamolodchikov equations
One may wonder whether the rules for contractions we have put forward, really reproduce
the structure of the conformal theory. In order to settle this question in the affirmative we
provide in this section an explicit proof that our N -point functions satisfy the Knizhnik-
Zamolodchikov equations. In this proof we should not, therefore, make any use of the
rules of contractions.
The Knizhnik-Zamolodchikov equation corresponding to the primary field at position
zm0 may be written down as:
{t∂zm0 +
∑
m6=m0
2Daxm0D
a
xm
zm − zm0
}WN = 0 (90)
where WN is the N -point function after requisite integrals have been performed.
The structure of the proof is as follows:
For the selected position, zm0 , of the primary field at that position, we shall define a
function
G(w) =
1
w − zm0
{D+xm0G
−(w) + 2D3xm0G
3(w) +D−xm0G
+(w)} (91)
where the Ga(w)’s are functions to be defined and will turn out a posteriori to be
Ga(w) = 〈Ja(w)O〉 (92)
where O is the collection of free field realizations of all our chiral vertex operators and
screening charges. Indeed we shall evaluate the Ga(w)’s using our contraction rules from
that idea. However the point about the proof is that the function G(w) eventually written
down will only have pole singularities as a function of w, and will behave as O(w−2) for
w →∞, and thus the sum of residues will vanish. What we shall show explicitly is that
the vanishing condition for this sum of residues is precisely the Knizhnik-Zamolodchikov
equation on our N -point function. This should come as no surprise since this is merely
the standard technique for proving the Knizhnik-Zamolodchikov equation. The point is
that in the standard proof one makes use of associativity properties of the operators, and
the purpose of our proof is exactly to establish that our rules for contractions in fact
conform to those.
Now it is clear how we build the functions Ga(w). It is useful to observe that to use
our contraction rules with the free field realizations eq.(3) is very easy in our correlator,
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since one may establish the rules:
β(w) → B(w)
γ(w) → −
M∑
i=1
DBi
w − wi
−
√
t/2∂ϕ(w) →
M∑
i=1
ki
w − wi +
N−1∑
m=1
jm
w − zm (93)
where
DBi ≡
∂
∂B(wi)
, ki is defined as in section 5
Then (our notation here does not distinguish between integrands and integrated expres-
sions)
G+(w) = B(w)WBW
ϕ
NF
G3(w) = {B(w)
M∑
i=1
DBi
w − wi +
M∑
i=1
ki
w − wi +
N−1∑
m=1
jm
w − zm}WBW
ϕ
NF
G−(w) = {−∑
i,j
B(w)
DBiDBj
(w − wi)(w − wj) + (t− 2)
∑
i
DBi
(w − wi)2
− 2∑
i,j
kiDBj
(w − wi)(w − wj) − 2
∑
m,j
jmDBj
(w − zm)(w − wj)}WBW
ϕ
NF (94)
These expressions define our function G(w) and from now on we may completely forget
they came form applying our contraction rules to certain correlators.
In the following calculations the structure of the auxiliary u-integrations turns out to
be very crucial. In fact, any dependence on an xm is via the combination xm/um so that
we may write
xm∂xm = −um∂um
and subsequently do a partial integration in um, writing effectively
xm∂xmWBW
ϕ
NF ∼WBW ϕN∂um(umF )
Let
D−xm0G
+
zm0
denote the contribution to the pole residue in G(w) at w = zm0 coming from the term
D−xm0G
+(w) ≡ D−xm0
∮
zm0
dw
2πi
1
w − zm0
G+(w)
in G(w) etc. Then we find after some calculations for the pole at zm0 :
D−xm0G
+
zm0
=
∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
∂xm0WB ·W ϕNF
21
2D3xm0G
3
zm0
= 2{− ∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
um0∂xm0WB ·W ϕN
− ∂zm0WB ·W ϕN +
t
2jm0
WB · ∂zm0W ϕN}(−jm0 + u−1m0)F
D+xm0G
−
zm0
= {− ∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
∂xm0WB ·W ϕN [2jm0u2jm0m0 − u2jm0−1m0 ]
− 2∂zm0WB ·W ϕN [(2jm0 − 1)u2jm0−1m0 − u2jm0−2m0 ]
+ (t− 2 + 2jm0)∂zm0WB ·W ϕNu2jm0−1m0
+
t
jm0
WB · ∂zm0W ϕN [2jm0u2jm0−1m0 − u2jm0−2m0 ]}
· e1/um0Γ(2jm0 + 1)
∏
m6=m0
Γ(2jm + 1)u
2jm−1
m e
1/um (95)
This sums up to become
t∂zm0WN
the first term in the Knizhnik-Zamolodchikov equation.
In a similar fashion the pole residue at w = wj turns out to give after some calculations
(up to a factor independent of wj)
∂wj
(
tWB ·W ϕN
B(wj)(wj − zm0)
)
so that this term will vanish upon integration over wj.
Finally the pole residues at the points w = zm 6= zm0 rather easily give the remaining
terms in the KZ equations, eq.(90) . Since there are no other singularities in w, the KZ
equations have been proven.
7 Projective invariance and global SL(2) invariance
In ref. [22] it was shown, that solutions of the Knizhnik-Zamolodchikov equations are
projectively invariant provided the primary fields can add up to a singlet. In our case this
is the requirement of global SL(2) invariance. Thus, let us restrict to the case where the
initial and final bra and ket carry just the vacuum and the dual vacuum: j1 = 0 = jN ,
i.e. we are really looking at an (N − 2)-point function. Then global SL(2) invariance is
the statement that
N−1∑
m=2
DaxmWN−2 = 0 (96)
This is equivalent to the statement that in
Ga(w) = 〈Ja(w)O〉 (97)
the leading behaviour as w → ∞ is O(w−2) rather than O(w−1). From the expressions
above, that is trivial for G−(w), and for G3(w) it follows from the fact that
M∑
i=1
ki = −
N−1∑
m=1
(ρm − tσm) = −
N−1∑
m=1
jm (98)
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for jN = 0. For G
+(w) it is more complicated to see. As previously discussed this is
related to the fact that we are not using the projectively invariant vacuum, 〈sl2|, in our
calculations, rather we are using the dual vacuum, 〈0|, for which 〈0|J+0 = 〈0|β0 6= 0.
What we are going to show is that the state,
〈0|β0
even though it is non-vanishing, is BRST-exact in the sense of Felder [21], and that
(hence) it decouples from correlators of BRST invariant operators.
First let us argue at the operator level, and subsequently at the level of our correlators.
We write
〈0|β0 = 〈0|e−
√
2/tqϕe
√
2/tqϕβ0 = 〈−1|
∮ dz
2πi
e
√
2/tϕ(z)β(z) (99)
where the bra state, 〈−1|, is the lowest weight state, 〈j = −1|. Now this integral is in fact
the appropriate BRST operator in Felder’s formulation. To see this, recall, that acting
on the Fock space pertaining to
jr,s
and labelled Fr,s, the relevant BRST operator (for which the BRST current is single
valued) is
Qr ∼
∮
dv0
2πi
...
dvr−1
2πi
S1(v0)...S1(vr−1) (100)
with
Qr : Fr,s 7→ F−r,s
For jN =0, this is the Fock space with r = 1, s = 0, so that in fact
2jN + 1 = 1− 0 · t
therefore the relevant BRST operator on this space isQ1 which is just the one we obtained.
Next let us see how the argument works at the level of the correlator. We are going
to show that inserting the operator
β0 =
∮
∞
dw
2πi
β(w)
furthest to the left in a correlator with jN = 0, is equivalent to inserting the BRST-charge
operator ∮
∞
dw
2πi
β(w)e
√
2/tϕ(w)
furthest to the left of the operators and to the right of the bra 〈−1|.
Indeed in the first case, using the rules for building correlators, we obtain (up to
normalization) ∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki∏
i<j
(wi − wj)2kikj/t
· ∏
n<m
(zn − zm)2jnjm/t
∏
i,n
(wi − zn)2kijn/t
∏
n
u2jn−1n e
1/un (101)
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In the second case, we notice that the state labelled 〈−1| is exactly a lowest weight state,
〈jN = −1|, and we are formally looking at an (N−1) point function with jN = −1. Since
we have
ιN−2 + jN−1 − jN = ρN−1 − σN−1t (102)
we see that the value of ρN−1 will be one unit larger in the case jN = −1 than in the
case jN = 0. This means we have one extra screening charge of the first kind in that
case, which we may lift off the intertwining field furthest to the left, in other words that
calculation will just be the one we seek to carry out. Using the rules developed we find
in that case, letting w denoting the position of the extra screening operator compared to
the previous case (so in the formulas below, the index, i, runs over exactly the same set
as before):∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki∏
i
(w − wi)−2ki/t
∏
n
(w − zn)−2jn/t
∏
i<j
(wi − wj)2kikj/t
· ∏
n<m
(zn − zm)2jnjm/t
∏
i,n
(wi − zn)2kijn/t
∏
n
u2jn−1n e
1/un
=
∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki∏
i
(1− wi/w)−2ki/t
∏
n
(1− zn/w)−2jn/tw−2(
∑
i
ki+
∑
n
jn)/t
· ∏
i<j
(wi − wj)2kikj/t
∏
n<m
(zn − zm)2jnjm/t
∏
i,n
(wi − zn)2kijn/t
∏
n
u2jn−1n e
1/un (103)
We now use that
−∑
i
ki =
∑
n
ρn − t
∑
n
σn =
∑
n
jn − jN (104)
Since we use the notation that sums over i and n are pertaining to the case with jN = 0,
we see that the extra power of w becomes zero, and for a very large integration contour
for w, all w-dependence drops out except for the one in B(w) so that we exactly prove
the identity of the two cases also at the level of our correlators.
Having come this far, we may move the Felder-type BRST operator through all in-
tertwining fields in exactly the same way as for minimal models, until in the end it hits
the vacuum. Since we are only using screening operators of the first kind in the BRST
operators, the procedure will work just as for the minimal models.
In addition it is rather easy to verify that the functions Ga(w) have the expected
pole residues for 〈Ja(w)O〉 at points w = zm. Further one verifies that there are no pole
residues in G+(w) and G3(w) for w = wi the position of a screening charge. For G
−(w)
that residue is proportional to the total derivative
∂wi (DBiWB ·W ϕN)
All of those remarks establish that our N -point blocks have the correct projective and
global SL(2) invariance properties. In particular, it gives rise to alternative representa-
tions for the N -point blocks, ones obtained by taking initial and final states to be vacua.
This new representation is more symmetric and does not involve dual states [5], but
involves a larger number of screening integrations in general.
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8 Conclusions
In this paper we have shown how to deal with fractional powers of free fields, and thereby
we have managed to make sense of the second screening charge proposed by Bershadsky
and Ooguri [15] for affine SL(2) WZNW models. This has enabled us to build the most
general conformal blocks for such theories on the sphere, even in the case of admissible
representations with fractional levels. The ensuing integral formulas are tractable and
have allowed us to verify many formal properties, such as projective invariance, global
SL(2) invariance, the fact that the conformal blocks satisfy the Knizhnik-Zamolodchikov
equations etc. This gives hope that the relations to non perturbative string theory and
topological field theory along the lines of [18, 19] may be made more explicit. Also our
technique seems straightforward to generalize to higher groups and supergroups so that
further progress in non perturbative string theory conceivably could be obtained.
A Fractional Calculus
Here we very briefly introduce fractional calculus [16]. For an analytic function, f(z), the
fractional derivative, ∂az , is defined for any complex number, a. It satisfies the following
axioms:
1. If f(z) is an analytic function, the fractional derivative, ∂δf(z), is an analytic
function of z and δ.
2. For δ integer, the result must agree with ordinary differentiation (δ positive) or
integration (δ negative). By default the integration constants are put to zero, so
that the function together with a maximum number of derivatives vanish at some
point, like z = 0.
3. δ = 0 is the identity.
4. Fractional differentiation is linear.
5. For fractional integration, ℜα > 0,ℜβ > 0
∂−α∂−βf(z) = ∂−(α+β)f(z)
For ℜa > 0, ∂−a satisfying the above is given by the Riemann-Liouville operator
∂−af(z) =
1
Γ(a)
∫ z
0
(z − t)a−1f(t)dt (105)
For any a, b
∂a∂b = ∂a+b (106)
Thus fractional differentiation is also defined. We principally need the rule, which is now
easy to derive
∂axx
b =
Γ(b+ 1)
Γ(b− a+ 1)x
b−a (107)
(Notice that ∂ax1 6= 0 for a not positive integer (!)).
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B Example of consistency conditions for Wick con-
tractions
In this appendix we illustrate the non-trivial nature of the workings of the Wick contrac-
tions we have proposed. In fact, consider the reduction of
βa(z)γa(z′) =
Γ(a+ 1)
(z − z′)a
∑
N
(
a
N
)
1
N !
(z − z′)N : (β(z)γ(z′))N : (108)
where we have used the rules developed in sects. 2 and 3. Next consider the evaluation
of
Ia,b(z, z
′) ≡ (βa(z)γa(z′))(βb(z)γb(z′)) (109)
This expression may be evaluated in two ways: either (i) by first using eq.(108) for
both parentheses to reduce both of them to normal ordered products of integer powers
of β and γ, and then subsequently carrying out all remaining contractions, or else (ii) by
simply using eq.(108) with a + b replacing a. Obviously these two ways should lead to
the same result for consistency. This requirement is part of the associativity properties
for operators, and we consider them to be justified by the fact that our blocks satisfy
the KZ equations. Here we demonstrate that the above condition gives rise to nontrivial
identities for which we indicate an independent elementary proof.
The general contractions between integer powers of β and γ are carried out using the
following trick:
βn(z)γm(z′) = [β(z) + (z − z′)−1∂γ(z′)]nγm(z′)
= : exp{(z − z′)−1∂γ(z′)∂β(z)}βn(z)γm(z′) :
=
∑
ℓ
(z − z′)−ℓ
ℓ!
: ∂ℓβ(z)β
n(z)∂ℓγ(z′)γ
m(z′) :
=
∑
ℓ
1
(z − z′)ℓℓ!
Γ(n+ 1)
Γ(n− ℓ+ 1)
Γ(m+ 1)
Γ(m− ℓ+ 1) : β
n−ℓ(z)γm−ℓ(z′) : (110)
Then one obtains after a few steps
Ia,b(z, z
′) =
Γ(a + 1)Γ(b+ 1)
(z − z′)a+b
∑
m,n,k,ℓ
(
a
m
)(
b
n
)(
m
k
)(
n
ℓ
)
· : (β(z)γ(z
′)(z − z′))m+n−k−ℓ :
(m− ℓ)!(n− k)! (111)
On the other hand the second way of evaluation simply gives the result
Ia,b(z, z
′) =
Γ(a+ b+ 1)
(z − z′)a+b
∑
N
(
a + b
N
)
(z − z′)N : (β(z)γ(z
′))N :
N !
(112)
Defining the generating functions
Fa(x) =
∑
N
(
a
N
)
xN
N !
Gab(x) =
∑
m,n,k,ℓ
(
a
m
)(
b
n
)(
m
k
)(
n
ℓ
)
xm+n−k−ℓ
(m− ℓ)!(n− k)! (113)
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we see that the consistency condition may be expressed as
Gab(x) =
(
a + b
b
)
Fa+b(x) (114)
We now briefly indicate how this identity may be proven. First we notice that we may
write (
a + b
a
)
=
(
a+ b
b
)
=
∮
dt
2πi
(1 + t)a+b
ta+1
(115)
where the contour may be taken as the unit circle, passing through the branch point at
t = −1 of the integrand (for suitable values of the exponents). Then we write
Gab(x) =
∑
p,q,k,ℓ
(
a
q + ℓ
)(
b
p+ k
)(
q + ℓ
k
)(
p+ k
ℓ
)
xp+q
p!q!
=
∑
p,q,k,ℓ
4∏
i=1
∮
C0
dti
2πi
1
ti
(1 + t1)
a
tq+ℓ1
(1 + t2)
b
tp+k2
(1 + t3)
q+ℓ
tk3
(1 + t4)
p+k
tℓ4
xp+q
p!q!
(116)
The identity is now obtained by successively doing 1) the sum over ℓ, 2) the integral over
t4, 3) the sum over k, 4) the integral over t3, 5) the integral over t1 and t2 in any order,
and 6) the sum over q with p+ q = N . In each case one picks up residues after suitable
deformations of the contours.
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