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Based on the Bochner integral a concept of unbiasedness for set-valued 
estimators is introduced. The equivalence of this integral with the one developed by 
Aumann does not only deliver an intuitive statistical interpretation of the 
introduced notion of unbiasedness but also allows for certain types of loss functions 
to reduce set estimation problems to point estimation problems. A characterization 
of unbiased set-valued estimators with minimal risk can be given using the method 
of directional derivatives. For special classes of set-valued estimation problems 
results of the Rao covariance method type are available. 0 1988 Academic Press, Inc 
1. INTRODUCTION 
The estimation of the values of a parameter function in the sense of the 
usual estimation theory leads to estimates which often with probability 1 
do not coincide with the value that has to be estimated. This fact, of 
course, lies in the nature of estimation theory. 
One way to overcome this difficulty is to appeal to concepts of con- 
fidence estimation, for example, to the concept of uniformly most accurate 
unbiased confidence intervals. The latter is closely related to testing theory 
and cannot be seen as an extension of estimation theory by its setup. 
We establish a concept of confidence estimation studying set-valued 
estimators (estimation correspondences) for set-valued parameter functions 
(parameter correspondences) according to ideas of the usual point 
estimation theory. (With these parameter functions we determine values the 
statistician tends to accept.) Results from the theory of integration of 
convex-compact-valued correspondences allow us thereby to establish a 
concept of unbiased estimators, too, for the setup considered here. 
In order to present in Section 2 an important and useful result of the 
theory of integration-the connection between the Bochner integral [2] 
and the integral introduced by Aumann in [ 11, as it is investigated by 
G. Debreu in [4] and F. Hiai and H. Umegaki in [7]-we first have to 
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establish a linear space containing the values of compact-convex-valued 
correspondences. 
In Section 3 we describe first the estimation experiment for compact- 
convex-valued correspondences and investigate then the notion of an 
unbiased estimation correspondence. 
The method of directional derivatives established in [6] for (point-) 
estimators can be carried over to the theory of estimation correspondences 
and allows a characterization of unbiased estimation correspondences with 
minimal risk. The study of examples, of which we think are not 
meaningless with regard to practice, we are led to results of the “Rao 
covariance method’ type. 
2. INTEGRATING CONVEX-COMPACT-VALUED CORRESPONDENCES 
Let E be a separable real Banach space. The norm of an element x E E is 
denoted by 1x1. For two nonempty subsets A and B of E the Hausdorff 
distance 6 of A and B is defined by 
6(A, B) :=max{sup inf Ix- yl, sup inf Ix-~1). 
Let W(E) be the system of all nonempty convex-compact subsets of E. 
Then, 6 is a metric on G??(E). The space G%(E) will henceforth be endowed 
with the corresponding metric space structure. 
With regard to future applications we introduce as examples the 
following subsets of V(E), i.e., systems of special convex and compact sets. 
EXAMPLES 2.1. 1. For a given n x k-matrix A let VA(P) be the system 
of all (convex-) compact subsets C of IR” of the type C = {z E [w” I zA < b}, 
for some bE [Wk, b being the unique constraint vector-we assume that the 
constraints are chosen in such a way that they are all efficient. The 
elements of VA(lRn) will be called A-polyhedrons. 
Let s denote the maximal cardinality of the sets of extreme points, 
Ext(C), C being an element of qA( 08”). Then vectors d’, . . . . d” exist, such 
that for any C E ‘?ZA( [Wn) the extreme points ei with i < s of C are the unique 
solution of at least one of the linear programs max(z . d’l z E C} 
(i= 1, . . . . s). In order to define the representation of C E VA( (W”), we assume 
that together with the space qA(IW”) such a set of vectors {d’, . . . . &}-we 
call it by obvious reasons an ordering collection-is given. A sequence 
(cl, . . . . c-‘) is called a representation of C, iff C is the convex hull of 
(c’, . . . . c’), i.e., C = conv(c’, . . . . c”), and every c’ is the unique solution of 
max{z.d’jzoC} (i= 1, . . . . . 7). 
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2. Let B(m, r) be the closed ball with center m E [w” and radius r > 0. 
The space { B(m, r) ) m E IV, r E [w + } will be denoted by V&0( R”). 
Remark 2.2. 1. The spaces %?,,( KY), VA( [w”) as well as { {x} 1 x E Iw” ) 
are closed, convex subcones of V(fFP). 
2. Note, that for instance the system of all polyhedral convex-com- 
pact subsets C of [w” with at most r extreme points is a closed subcone of 
97([Wn), but not even convex for r > 1. 
In order to introduce the notion of an integral for estimation correspon- 
dences a linear structure on the space Q?(E) is required. To this end we 
introduce convex combinations of convex sets defining 
i zjCi := { i trCjl C* E Cl, . . . . C,E CT} 
i= 1 i=l 
for t, , . . . . t, E [w + and C, , . . . . C, E V(E). By a famous theorem of Radstriim 
[S], the space q(E) endowed with this convex structure may be embedded 
as a closed convex cone into a real Banach-space V” with norm II.jI s.t. 
IlCl -C*lI =&C,, C,) for C,, C,E%(E), 
where the linear structure in V induces the one in q(E). With this linear 
structure in V(E) convexity can be introduced for real functions 
J %‘(E) -+ I&! in a canonical way. The function f: %7(E) + Iw is said to be 
convex, iff 
holds for all C,, C, Ed and t E [0, 11. 
The space E will be endowed with its Borel-a-field L%(E), i.e., the a-field 
generated by the open subsets of E. The Borel-a-field induced by the metric 
space structure of W(E) will be denoted by &3(%?(E)). 
Furthermore, let (W, 2, P) be a complete probability space. By a 
correspondence 2 from W to E we understand a set-valued mapping, which 
associates with every element XE W a nonempty subset Z(x) of E. On the 
other hand, the correspondence Z may be seen as a function from W to the 
set of all nonempty subsets of E. These two aspects of correspondences 
have led to different concepts of measurability. We base on the 
measurability concept of the later aspect of Z. The measurability of Z 
regarded as a function from W to %X(E) is defined in the usual sense. 
In the sequel, we investigate correspondences with values in the subcone 
%‘A([Wn) and S&,(lV), respectively, as defined in the previous examples. By 
the representation of a correspondence 2: 0-l -+ VA([w”) we understand a 
sequence (f’, . . . . J’S, of functions ,f’: W + [w, such that (f’(x), . . . . f”(x)) is 
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the representation of Z(x) for every x E W. In the same way the constraint- 
function 6: W + R’ is defined for the correspondence Z. 
LEMMA 2.3. Let Z be a correspondence with values in WA(W). Further, 
let (f’, . . . . p) b e t e re h p resentation of Z, and let b be the constraint function 
of Z. Then, the following three assertions are equivalent: 
(1) Z is measurable, 
(2) f’, . . . . f” are measurable functions, 
(3) b is a measurable function. 
Proof (1) = (3) Let Z be measurable. Since the ith component b, of b 
satisfies 
b,(x)= max zai, 
z l Z(s) 
where ai is the ith column of A, measurability of b, follows from Debreu 
c4, (4.5)1. 
(3) 3 (2) Let b be a measurable function. Then, quadratic nonsingular 
submatrices A ‘, . . . . A” of A exist, such that 
f;(x)= b’(x)(A’)-’ (xe W, i= 1, . . . . s), 
where b’ consists of those components of b associated with A’. Thus, 
measurability is proved for the representation (f’, . . . . fs). 
(2)=(l) Let f’,...,fs b e measurable functions. Further, let A* be a 
countable dense subset of the unit simplex A in R”. Then, we have 
3 
c cr;f’(x)~(ol,,...,cr,)~A* 
i= 1 
for every x E W. Measurability of Z is now a consequence of Theorem III.9 
in [3]. 1 
The next lemma gives a result similar to the one of Lemma 2.3 for the 
center and radius functions of correspondences with values in %?O(Rn). 
LEMMA 2.4. Let Z be a correspondence with values in %$,(W), and let m 
and r be the center and radius functions of Z, respectively. Then, the 
following statements are equivalent: 
(1) Z is measurable, 
(2) m and r are measurable functions. 
The method of proof is similar to that used in the previous lemma. 
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Therefore, the proof is omitted. Finally, we state that measurability of a 
correspondence Z: W j%?(E) is an extension of the measurability concept 
for functions f: W + E. 
Remark 2.5. If Z: W + V(E) is a one-point-correspondence, i.e., 
lZ(x)l = 1 (XE WI, 
then measurability of Z is equivalent to measurability of the unique 
selector f: W + E of Z, which is the direct consequence of the equation 
for all open sets UC E, and [4, (4.2)]. 
The notion of integral to be used in the sequel for mappings Z: W + Y 
will be the Bochner integral, as introduced, for instance, in [S, Chapter IV, 
10.7, Definition 71. We denote it by s Z dP. In addition to this notion of 
integral we refer to the integral introduced by R. Aumann in [ 1 J: Thereby 
let 
Q(Z) := {fl f being Y?-39(E)-measurable,f(x)~Z(x) (XE W)} 
be the set of measurable selectors of Z: 
zEElz=jf dPforsomefE@(Z) . 
Following F. Hiai and H. Umegaki [7], Theorem 4.5, we have 
If E has the Radon-Nikodym property (RNP), then 
j-ZdP=lAZdP. 
(2.6) 
The merit of having stated the above equality first is due to G. Debreu in 
[4, Theorem 6.51; but this equality does not hold true without any 
additional assumption on E. Compare the remark following Theorem 4.5 
in [7]. 
3. UNBIASED ESTIMATION CORRESPONDENCES 
An estimation problem with set-valued parameter function is determined 
by an eight-tuple 
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what we call an estimation experiment; thereby (W, 2) (sample space) is a 
measurable space (where we assume that 2 includes its universally 
measurable sets). r (parameter space) is a nonempty set and W := (P,( .) 1 
y E r} (set of possible sample distributions) is a set of probability measures 
P, on SF, such that y -+ P,,( .) is one-to-one. E denotes a real separable 
Banach space, Y is a nonempty closed, convex subcone of W(E) within V 
and L: f -+ Y (set-valued parameter function, parameter correspondence) 
is a mapping. u: r x Y -+ R + ((convex) loss function) denotes a mapping, 
such that o(y, .): Y -+ R, is g(%?(E)) - z&measurable (and convex) for all 
y E I-. 
The given setup follows the line of the usual (point-) estimation problem 
with the alteration that L is now set-valued-with values in the subcone Y 
of q(E)-instead of being point-valued as in the case of a point-estimation 
problem. In the intuitive interpretation the convex and compact set L(y) 
determines those points in E, which the statistician tends to accept, 
provided y is the accurate parameter. 
DEFINITION 3.1. Let an estimation experiment (W, ~8, f, W, E, 9, L, 
u) be given. Then any 2 - 8(%?(E))-measurable mapping Z: W -+ Y is 
called an estimation correspondence (to the given estimation experiment). 
5Fyy denotes the set of all estimation correspondences. 
By the concept laid down, the values of the estimation correspondence 
and the ones of the parameter correspondence lie in the same closed and 
convex subcone Y of V(E). It is clear, that the point-estimation problem is 
covered with this set-up, too. But even if one is interested in true set-valued 
estimators, it is clear that for practical purposes the subcone 9’ is kept as 
small as possible. 
Remark 3.2. As Z has values in the closed, convex cone 9, it follows 
that { ZdP,6Y for all YET. 
DEFINITION 3.3. An estimation correspondence Z is called unbiased, iff 
s Z dP, = L(y) (Y E 0. 
The set of all unbiased estimation correspondences to a given estimation 
problem is denoted by Z$. 
THEOREM 3.4. The space of all unbiased estimation correspondences is 
convex. 
Proof: The proof is an immediate consequence of the linearity of the 
Bochner integral. 1 
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THEOREM 3.5. Let E have the RNP. Then an estimation correspondence 
Z is unbiased, ijjf 
L(y)= zEElz=!-fdP;;,f@(Z) 
1 
(Y E 0. 
ProoJ: The proof follows from (2.6). 1 
In the following we assume E to be the Iw”. By the well-known theorem 
of Radon and Nikodym E= 88” has the RNP. We start with an obvious 
fact which we cite without proof. 
LEMMA 3.6. Let Z: W + %‘( W”) be a %’ - .$!8(%‘( KY))-measurable mapping 
and a E W. Consider the programs 
(a) max{Sf(x).adPIf~~(Z)} 
(b) max{z.a(zEiZdP}. 
Then 
( 1) (a) and (b) possess optimal solutions. 
(2) The optimal values of (a) and (b) are equal. 
(3) If f * is an optimal solution of (a), then j f * dP is an optimal 
solution of (b); if Z is an optimal solution of (b); then f~ @p(Z), with 
J f dP = Z is an optimal solution of (a). 
By conv(3’, . . . . fs) we understand the correspondence Z with Z(x) := 
conv(3l(x), . . . . -f”(x)) (x E HI). 
THEOREM 3.7. Let (d’, . . . . d”) be an ordering collection of WA(W), let 
Z: W --f WA( W’) be a X - SJ(W( W)-measurable mapping, (f’, . . . . f”) being 
the representation and 6: W -+ [Wk the constraint function of Z. Moreover, let 
P be a probability measure on H. Then 
/ZdP=jconv(j”,...,f’)dP= conv(jf’dP,...,If’dP) 
= 
1 
ZE[W”/ZA< 
1 I 
bdP 
Proof: As Z E %A( KY) it follows from 2.2.1 that j Z dP E WA(W); i.e., 
j ZdP= {z~ WlzA ~8) f or some 5~ Iw”. Moreover, any element Z’ of the 
representation of j Z dP is the unique solution of max(z , d’J z E f Z dP) 
(i= 1, . . . . s). As, on the other hand, fi is P-a.e. the unique solution of 
max {s f (x) . d’ dP [SE G(Z)} it follows from Lemma 3.6 that 
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(i) j.fidP=Y (i= 1, . . . . s), 
which proves-observing (2.6)- 
s 
conv(f’, . . . . ,f.‘)dP=conv(~~‘dP,...,rf’dP). 
Let the jth component of zA <b(x), i.e., [zAlj< bj(x) be as equality 
fulfilled (XE W) for jSi dP= z’. From (i) we obtain by integration 
As for any Jo N, an element fi of the representation of Z can be found, 
such that fi(x) fulfills [zA], <b,(x) as equality for all x E W, then also 
is valid. 1 
We have preferred to give a direct proof for the above theorem based on 
the special assumptions made here. Of course, the proof could also be given 
as an application of Theorem 5.5 in [7]. 
COROLLARY 3.8. Let an estimation experiment with Y = VA(W) be 
given, L having the representation (I’, . . . . P) and the constraint-function 
bL-: W --) [Wk. Moreover, let Z be an estimation correspondence to the given 
estimation experiment having the representation (f’, . . . . f’) and the con- 
straint function 6: W + [Wk. The statements (l), (2), and (3) are equivalent: 
(1) Z is unbiased, 
(2) lfidP,=l’(y) (y~f) (i= 1, . . ..s). 
(3) [bdP,=bL(y) (YES) (i=l,...,s). 
THEOREM 3.9. Let Z: W --f%?,,(W) be an %’ - S?(g(IW”))-measurable 
mapping, the measurable mappings m: W + E?‘, r: I-! -+ R + being its center 
and its radius function. Then 
Proof By 2.2.1 f Z dP E qO( I?); let r?r and r be the center and the radius 
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of J Z dP. Observing Lemma 2.4 we derive from Lemma 3.6 (by a short 
consideration) the equalities 
5 mdP=rii and s rdP=T, 
which proves the theorem. l 
COROLLARY 3.10. Let an estimation experiment with 9’ = %‘O(Rn) and L 
having the center and the radius function mL: r-+ KY’ and rL: r+ R + be 
given; then the estimation correspondence Z, m: W + R” and r: W + R + 
being its center and radius function is unbiased, iff 
J^ m dP, = m”(y), I r dP, = r”(y) (Y E 0. 
4. CHARACTERIZING UNBIASED ESTIMATION 
CORRESPONDENCES WITH MINIMAL RISK BY THE 
METHOD OF DIRECTIONAL DERIVATIVES 
Defining the estimation experiment we have already introduced the 
notion of the loss function. Now, we are going to give examples for loss 
functions. 
EXAMPLES 4.1. Let the functions v( ., .): TX Y + [w + be defined 
1. for Y :=%‘(E) by 
V(Y, Cl := 4L(Y), Cl w-, cmw, 
2. for Y :=eA(Rn) by 
ufv, Cl := llbL(y) - bll*, 
b being the constraint-vector of 
C= {zlzA<b} (w, c4ww, 
3. for Y := WA(W) by 
u(y, C) := i III’(Y) - c’/12, 
i= 1 
V’(Y 12 . . . . P(y)) and (c’, . . . . cS) denoting the representation of L(y) and C, 
respectively (y E r, C E gA( W)), 
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4. for Y := ‘&(R”) by 
U(Y, B) := IW(~)-mll~+ lIrL(y)-rl12, 
m”(r), r”(y), and m, r being the center and the radius of L(y) and B, 
respectively (y E f, BE %$( KY’)). 
For all the considered functions u the functions o(y, . ): Y -+ R + (y E r) 
are continuous, i.e., the functions u are loss functions. Moreover, the 
functions u(y, .) (y E r) of (l))(4) are convex, for (1) a proof can be found 
in [4, (5.1), (5.2)], while for (2), (3), and (4) it can easily be verified. 
Using the loss functions u as introduced in Example 4.1.2, 4.1.3, and 
4.1.4, respectively, Corollaries 3.8 and 3.10 show that the corresponding 
set-estimation problem reduces to a point-estimation problem. 
For 9 := E = R” any (convex) loss function to a (usual) point- 
estimation experiment is a (convex) loss function in the sense of the setup 
given here. 
DEFINITION 4.2. Let an estimation experiment be given. 
1. For Z E %‘,, the mapping 
p( .> Z): r+ w, ml, 
defined by 
P(Y, Z) := I U(Y, Z) dP (Y Er-1 
is called the risk of Z. 
2. Z E %& is called of finite risk, iff 
P(Y, a < cfx (Y E 0. 
The set of all unbiased correspondences Z E TV with finite risk is denoted 
by P$. 
3. Z E ?7:V c qV is called of minimal risk within S$, iff 
P(Y, -3 d P(Y, Z) (yEr, ZETy). 
In the sequel, a general optimality condition for unbiased estimation 
correspondences will be derived. For that purpose, we first cite a result of 
convex optimization theory. Let W be any convex subset of a real vector 
space, and let f: W + R be any convex function. Then, the directional 
derivative off at the point w E W w.r.t. w’ E W is defined by 
n,f~w).=limf((l-t)W+tW’)-f(W) 
fl0 t 
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The minima of f in W can be characterized by means of directional 
derivatives. 
LEMMA 4.3. Let f: W + R be convex, and let w  E W. Then, the following 
two statements are equivalent: 
(1) fCw)=min,,.,f(w'); 
(2) D,,f(w)30 (W’E W). 
Applying this lemma to the estimation experiment (W, 2, W, E, 9, L, 
v) we obtain necessary and sufficient conditions for an estimation 
correspondence to be of minimal risk. 
THEOREM 4.4. Let $2’” be any convex subset of S?$; and let v be a convex 
loss function. Then for given Z, Z’ E f’ the function ~t*D~~(,~v(y, Z(x)) 
defined on W is P,,-quasiintegrable for every y E IY A necessary and sufficient 
condition for an estimation correspondence Z E 2”’ to be of minimal risk is 
given by 
1* D z,,.r)v(~, z(x)) dP,(x) 2 0 (Z’ E T, y E I-). (1) 
Proof Let y E r be given. Since v(y, ) is a convex function on E, p(y, . ) 
is a convex function on 6’. Therefore, according to the previous Lemma, 
Z E .9”’ satisfies 
if and only if 
P(Y, a G P(K Z) (ZE a’), 
(i) D,.p(y, Z)>O (Z’E~‘) 
holds true. Since v(y, .) is a convex function, we obtain the valuation 
5 CV(Y, (1 - t) Z(x) + tZ(x)) - V(Y, ax))1 
<; C(l -t) V(Y, ax)) + NY, zl(x))- V(Y, .ax)l 
= V(Y, T(x)) - V(YT -3x)) (O<t<l,xEW) 
for given Z’ E 9’. Hence the function (l/t)[v(r, (1 - t) Z( -) + tZ'( .)) - 
v(y, Z( .))I is bounded from above by a P,-integrable function and is 
therefore itself P,-quasiintegrable. Moreover, since v(y, .) is convex, the 
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function t H (l/t)[u(y, (1 - t) Z(x) + tZ’(x)) - u(y, Z(X))] is nonincreasing 
in t. Hence, from the monotone convergence theorem, the equation 
follows, which together with (i) completes the proof of the theorem. 1 
In order to illustrate the above result we will give two examples; the first 
is related to the case of VA(W)-valued correspondences, the other to the 
case of %‘J W)-valued correspondences. 
EXAMPLES 4.5. 1. Let (W, 2, f, W, E, 9, L, u) be an estimation 
experiment with E := W, 9 := %,,(lV), and u as introduced in Exam- 
ple 4.1.3. In order to reformulate condition (1) of Theorem 4.4 for the case 
studied here, we first calculate the directional derivative of u at Z(x) w.r.t. 
some Z’(X) obtaining the formula 
D Z&Y, %)) = Dw~x~(ll&) - bLWl12) 
= (b(x) - bL(y), b’(x) - 6(x)) (XE W), 
where 6 and b’ are the constraint functions of the correspondences Z and 
Z’, respectively. A necessary and sufficient condition for an estimation 
correspondence Z E P$’ to be of minimal risk is therefore given by 
I (6-b%), b’-6) dP,ao (Y E 0, 
b’ being a constraint-function of some estimation correspondence Z’ E a$‘. 
Hence, a sufficient condition for Z to be of minimal risk is given by 
cov& - b;(y), by) = 0 (YEI-, i= 1, . . ..S) 
for all zero-estimators b”, i.e., all estimators b” satisfying 
5 b’dP,=O (Y En 
which strongly reminds us of the Rao covariance condition, which is well 
known from point estimation theory. 
2. Let (I-U, X, r, W, E, Y, L, u) be an estimation experiment with 
E := IF!“, 9’ := G&,(W), and u as given in Example 4.1.4. By a similar 
calculation we obtain a necessary and sufficient condition for a corre- 
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spondence Z E 2E$ with center function KG and radius function r to be of 
minimal risk as follows: 
cov,(ti,m")=O (YE0 
cov,( r, r-0) 2 0 (Y E r) 
for all zero estimators m" and Y’ with TO 2 -?, 
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