Abstract. A result analogous to the Vituskin approximation theorem is proved for mean approximation by solutions of certain elliptic equations. The main result of the present paper is an analogue of the Vituskin theorem for Lp approximation by solutions u of an equation L(D)u = L(d/dxx,.. .,d/dxn)u = 0, where L is a homogeneous polynomial of degree m > 1 in R" with complex coefficients and
1. Introduction. The theory of uniform approximation by holomorphic functions of one complex variable has a long history, including well-known results by Runge [32] and Mergeljan [28] , and reached a culmination in the work of Vituskin [36] . The original proofs of these results were constructive; proofs of the results of Runge and Mergeljan by the methods of functional analysis were obtained later [6; 8, Chapter 2] , but no such proof is known for the theorem of Vituskin. An analogue of the Vituskin problem for Lp approximation by holomorphic functions was considered by Havin [11] , who used the methods of functional analysis and the Cartan fine topology, and by the author [3] , who used the methods of functional analysis and quasitopologies. Hedberg [13] related these ideas to nonlinear potential theory, and obtained Wiener-type criteria for Lp approximation by holomorphic functions; further developments are given in the recent work of Hedberg and Wolff [18] . Lindberg [24, 25] adapted the constructive techniques of Vituskin [36] to the study of L approximation by holomorphic functions, obtaining, in particular, a constructive proof of the approximation theorem of [3] .
The main result of the present paper is an analogue of the Vituskin theorem for Lp approximation by solutions u of an equation L(D)u = L(d/dxx,.. .,d/dxn)u = 0, where L is a homogeneous polynomial of degree m > 1 in R" with complex coefficients and (i) 1 < p < 00,
(ii) L satisfies the ellipticity condition L(f)#0 if¿ER"\{0}, (iii) m < n or n is odd. Our proof is constructive, and extends Lindberg's adaptation [25] of the method of VitusKin [36] .
Generalizations of the Runge theorem to solutions of partial differential equations were given by Lax [22] and Malgrange [26] . For p = 2, the problem considered here was studied by Babuska [2] , who showed, in particular, that it was equivalent to a stability problem for the iterated Laplace operator Am (see also Polking [30, Theorem 1.1]); the stability problem for A had been studied by Keldys [21] , and the stability problem for A has been studied more recently by Saak [33] for 5 a positive integer satisfying 2s < n. For 1 < p < oo, the problem considered here has been studied by Hedberg [14, 16, 17] , Polking [30] , and Hedberg and Wolff [18] . For further work on problems of the Mergeljan-Vituskin type for uniform or mean approximation by solutions of elliptic equations, see the references at the end of this paper and the references quoted in [7; 12; 16; 23, Chapter V, §5 and 30].
In §2 we will define some capacities used in this paper and state our main result, Theorem 2.1. We give some auxiliary results in § §3, 4 and 5, and then present the proof of Theorem 2.1 in § §6 and 7.
The author is grateful to L. I. Hedberg, who made many helpful suggestions concerning the first version of this paper. In particular, the estimate of Lemma 3.7 was originally proved by a study of Laurent-type expansions for solutions of elliptic equations (see [10] ); Hedberg suggested that a more direct proof might be obtained from an application of Taylor's theorem with remainder, and this has been carried out in the final version of the paper. This improvement eliminated the need for a constant which appeared in the original statement of Theorem 2.1 and elsewhere in the paper.
Part of the work on this paper was done while the author was at Rice University, on sabbatical leave from Indiana University. The author is grateful to his home institution for making this leave possible, and to the host institution for kind hospitality and for help in the preparation of the paper.
2. Notation and statement of the approximation theorem. We begin by giving some conventions which will remain in effect for the rest of this paper.
Let A C R". A neighborhood of A is any open set in R" which contains A. We let int A denote the interior of A, and A the closure of A. We define Xa-R1 ~* R to De equal to one on the set A and zero elsewhere.
If Q C R" is open, we let ^'(ß) be the space of Schwartz distributions on ß, and S'(ß) the space of distributions of compact support on ß. We use the notation (T,<¡>) to denote the action of a distribution 7 E ^'(Si) on a function $ E C0°°(ß), or the action of a distribution T E &'(&) on a function <#> E C°°(ß).
We let N = {0,1,2,... Pi(0= 2 *£>{* for| GR"; i = 1,2;
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use we let d, denote the dimension of %, and we define Ya(£) = £"/ \/aJ for | a \-I, so that {Ya}M=¡ is an orthonormal basis for 9,. Throughout this paper we let L be a fixed element of tym, m > 1, satisfying the ellipticity condition
we assume that (2.3) m < n or n is odd.
Under these assumptions, there exists a fundamental solution E E L,(R",loc) for L(D) whose restriction to R"\{0} is a real-analytic homogeneous function of degree m -n [20,Chapter III]; we let E denote a fixed fundamental solution for L(D) having these properties.
If L(D) is the Cauchy-Riemann operator 3/3z = (3/3x, + i3/3x2)/2 in C = R2, we may take E(z) = l/irz. If A is the Laplace operator A = 32/3x2 + • • • +32/3x2 in R", L(D) = Am/2 for some positive even integer m, and (2.3) holds, then we may take E(x) = Cn m \ x \m~" for some constant Cnm.
Throughout this paper we let/7 be a fixed real number satisfying 1 <p < oo, and let q be defined by l/p + l/q -1. The "constants" appearing in this paper may depend on n, L, E and p, and may also depend on other quantities indicated as the constants are introduced.
If B is any open ball in R", we let 2B denote the open ball with the same center as B whose radius is twice that of B.
If / E {0,1,... ,m -1} and H E 9,\{0), we define the capacity yp H as follows. Remarks. 1. In view of the requirement that T E S'(R"), condition (2.5) means that the support of Tis a compact subset of A. In this paper we take ||w|| A = ||w||L ,A) if A E R" is Lebesgue measurable and u E hp(A); and ||m|| a-+ oo if ß C R" is open and u E ^'(ily^L (Q). Note that if A is a subset of the open set ß C R", and T E &'(R") satisfies (2.5) and (2.8), then E * T E L^R",loc).
2. We use the convention that if / -0, the symbol % U • • • U <$,_, refers to the empty set. Thus, in the special case H E l3,0\{0}, condition (2.6) may be omitted, and, since dimc % = 1, condition (2.7) may also be omitted.
3. The capacity y , was studied by Harvey and Polking [9] , and is related to the capacities defined in nonlinear potential theory (see the discussion following Theorem 2.1 below). The capacities y H are similar to a family of capacities defined by Maz'ja [27] . See also Hedberg [15] and the references given there.
We give an alternate definition for y H in the appendix; the discussion there provides motivation for the definition above. A theorem of Polking states that (with slightly different definitions) condition (b) for the case H E %\{0} follows from (a), and implies that condition (c) for the case H E ^oXfO} follows from (a). Polking's result is quoted in Remark 5 below.
In case q > n, it follows easily from Remarks 1 and 2 in §4 and Propositions 4.2, 4.5 and 4.6 that condition (c) of Theorem 2.1 holds for every compact set X C R". We conclude that if q > n, condition (a) of Theorem 2.1 must hold for every compact set X E R"; this was proved by Polking [30, Theorem 2.9] , and related results were proved by Burenkov [4] .
For the operator L(D) = d/dz in R2, Theorem 2.1 is known, and, in fact, a number of other equivalent conditions have been given; for further discussion and references see the first paragraph of §1.
In order to place Theorem 2.1 in perspective, we will conclude this section with several remarks concerning earlier work on the use of capacities to study mean approximation by solutions of elliptic equations. For this purpose we let P(D) be any elliptic partial differential operator of order k > 1 in R" having constant coefficients. Let X ER" be compact. We say that X has the L approximation property for P(D) provided condition (a) of Theorem 2.1 holds with P(D) in place of L(D). If -00 < 5 < 00, we define the Bessel kernel Gs by requiring that the Fourier transform Gs(£) = (1 + |£|2)"i/2, and for A E R" we define the capacity csq(A) = sup I (T, 1)|, where the supremum is taken over all T E S'(R") such that supp TEA and \\GS * T\\ ■#, < 1. The theory of the capacities csq and the related nonlinear potentials has been developed by Adams, Fuglede, Havin, Hedberg, Maz'ja, Meyers, Resetnjak and others; for further discussion, and comparison with other capacities used in nonhnear potential theory, see [1, 16, 17, 30] Remarks. 4. Polking [30] and Hedberg [14, 16, 17] have proved sufficient conditions for the Lp approximation property. In particular, the work of Hedberg [17] on the spectral synthesis problem for Sobolev spaces, as extended by Hedberg and Wolff [18] , yields the following result. If there exists a constant tj > 0 such that (2.9) c^{G\intX)<r,ci<q (G\X) for all open sets G ER" and each i -\,...,k, then X has the Lp approximation property for P(D).
5. Polking [30, Theorem 2.7] proved the following necessary condition for mean approximation. If X has the Lp approximation property for P(D), then ck q(G\mt X) = ck q(G\X) for every open set G E R". Polking has pointed out to the author that it is not known whether the converse is true in general (compare [33] ).
6. For k>2 there is a gap between the conditions given by the italicized statements in Remarks 4 and 5. In this connection, Hedberg has pointed out the following two illuminating examples to the author:
(a) The converse of the italicized statement in Remark 4 is false if n/k < q =s n. To prove this, note that since q < n, it follows from [31, Theorem 4 and 30, Theorem 2.6, c2 ) =• a)] that there exists a nowhere dense compact set ICR" such that for any tj > 0, condition (2.9) for i = 1 will fail for some open set G E R". However, since X is nowhere dense and n/k < q, it follows from [30, Theorem 2.6] that X has the Lp approximation property for P( D ).
(b) Although we do not know whether the converse to the itahcized statement in Remark 5 is valid, we can show the following: if k > 2 and q = n, then there exists a compact set ICR" and a constant 17 such that (2.9) holds for i = k and every open set G E R" of diameter less than 1, but X does not have the Lp approximation property for P(D). To prove this, note that since q = n, it follows from [16, Example 6.6 ] that there exists a compact set XcR" which does not have the approximation property for P(D). Since kq>n, the set {ckq(A): A ER", A nonempty} has a positive lower bound; it follows that (2.9) holds for i = k and every open set G E R" of diameter less than 1.
7. The work of Saak [33] gives conditions involving certain capacities which are both necessary and sufficient for a compact set X E R" to have the L2 approximation property for P(D), provided 2k < n.
3. Preliminary results. If a E R" and r > 0, we let Br(a) = {x E R": | x -a |< r) be the open ball of radius r about a, and we write Br = Br(0). We let X denote Lebesgue measure in R", and 8 the Dirac measure at the origin of R". If / £ L,(R", loc), and A E R" is a bounded Lebesgue measurable set with X(A) > 0, we set (3.0 [/L=^)>A.
We will use the elementary estimate
for any complex numbers zx,...,zt. This follows from Holder's inequality for finite sums. We now give some results concerning " potentials" given by the convolution of the fundamental solution E and distributions of compact support in R". Lemma 3.1. Let TE$'(R").
If the distribution E*T coincides with the zero distribution on a neighborhood of supp T, then T = 0.
Proof. Since T = 8 * T = L(D)(E * T), the hypothesis implies that T coincides with the zero distribution on a neighborhood of supp T. Thus T -0. Proof. If TE$'(R") satisfies supp T E K, then we obtain, from Holder's inequality, Ii I E <3'k, where N 3 k =£ /, we may write / = 2^=^^, for some choice of complex numbers ca; then 1M=k |ca|< dxk/2{I, 7}1/2, and hence (3.4) yields (3.3) with C = dx/2sup^,\\L(D)(4,Ya)\\qa. Lemma 3.4. There exists a constant C such that for every P E tym we have
iff E Lp(R" ) has compact support.
Proof. We first let a E N" satisfy \a\= m. Then Ya(D)E is a tempered distribution on R" whose restriction to R"\{0} is infinitely differentiable and homogeneous of degree -«. We conclude from [5, §3.4, Theorem 26] If P E <3>m, we may write P = %u=mcaYa, for some choice of complex numbers ca; then 2 \ca\^dxj2{p,py/2, \a\-m and hence (3.6) yields (3.5) with C = ^/2sup|a|=m Ca. We conclude this section with a "decay estimate for potentials", stated as Lemma 3.7. For L(D) = 3/3z and E(z) = l/irz, such estimates are known and have been used in the study of approximation by holomorphic functions [24, 25, 28, 36] .
The following lemma is known (see [34, §3.4.2] ), but for completeness we include the proof. Proof. Let 0 < d < dist(Ä", R"\ß) « oo, and let ^ E C0°°(Bd/2) satisfy i// = 1 in a neighborhood of the origin. Let a E N". If u E Lp(Ü) satisfies L(D)u = 0 in ß, we may regard u E Lp(R") C ^'(R") by setting u = 0 in R"\ß. We then have
It follows that on the set K + Bd/2 we have
In particular, for each jcEiwe obtain
the lemma follows from applying Holder's inequality to the last integral.
For each x E R"\{0} and each / E N we define the polynomial
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If x E R"\{0} is fixed, the function R"\{x} B y -* E(x -y) E C is real-analytic;
hence the Taylor expansion about y = 0,
must be valid for y in some neighborhood of the origin in R".
Lemma 3.6. Let I EN.
(a) There exists a constant C = C(l) such that \Q$x\y)\< C\x\m~"^'\yi if x E R"\{0} and y E R".
Proof. Part (a) follows from the fact that for each a E N", DaE is homogeneous of degree m -n -\ a \.
To prove part (b) we note that the conclusion is obvious if / < m, and hence we assume that />w.
In the Taylor expansion (3.7) we may apply L(D) to each monomial, and then combine terms to obtain the Taylor series for the function
near y = 0; in the latter Taylor series each monomial must have coefficient zero, and it follows that L(D)Q\X) = 0 near y = 0. Since Q\x) E % the lemma follows.
Lemma 3.7. For each l0 E N there exists a constant C = C(l0) with the following property. Suppose that T E S'(R") satisfies supp T C B,, and if l0> 1 suppose that (3.8) (7\/>=0 forlE%U---U%o_x.
Ifu = E*TE L^R", loc), then
Proof. Let <p E Co°(B5/3) be a fixed function which is identically equal to one on a neighborhood of B4/3. Now suppose that T E &'(R") and u = E * T satisfy the hypotheses of the lemma, define ü = (1 -<j>)u and make the following three observations:
Io. «= E* L(D)ü.
To prove Io, we first note that u -ü has compact support, and hence
Since we also have u -E *T -E * (L(D)u), 1° follows.
In fact, since u -ü has compact support, we have where C2 is the constant C(/0) of Lemma 3.6(a) and C3 = 6I",_"_/°IC2. We therefore conclude from Io, 2° and Lemma 3.6(b) that
From this estimate and 3° we obtain (3.9).
4. The capacities yp H. In this section we study the capacities yp H. Throughout this section we let IE {0,1,.. .,m -1} be fixed. We first let H E %\{0), and make the and 0<||£* 711,4,.
If <;> E C°°(R") and a E R", we define the translated function <#>a E C°°(R") by 4>a(x) = <l>(x -a), xE R"; if u E ^'(Rn) and a E R", we define the translated distribution ua E 6D'(Rn) by (ua, <p)= (u, <j>_a), <j> E C0°°(R"), and note that supp ua = [suppw] + {a}. To obtain a lower bound for yp<H({0), B2R), we let T = H(D)8. Ii I E <$k, where N 3 k < /, then (4.,)
{T,I)=(-yn,MD)I)=^)l{H¡¡) HI1;
If I « |= /, it follows from the hypothesis q(m -l)>n that Ya(D)E E L (R",loc).
We may write H -^=¡caYa, for some choice of complex numbers ca; then 2w=,|cJ< dx/\H, tf}1/2, and hence From (4.9) and (4.10) we see that there exists a constant C = C(l, ß) > 0 such that y ,W({0},B2Ä) > C{H, #}'/2, and (b) then follows from (4.8).
5. The localization operator. If g E C0°°(R"), we define the localization operator cVg:
The operator % was considered by Vituskin [36] for L(D) -3/3z and E(z) = l/irz, and has been considered in [9 and 29] 6. Proof of necessary conditions for approximation. In this section we will prove the implication (a) => (b) in Theorem 2.1. We suppose that condition (a) of that theorem holds. Let N 3 / «s m -1 and H £ "¿P/X {0}, and let G and ß be open subsets of R" satisfying G OE ß G R". In view of the monotonicity property (4.1) it suffices to prove that (6.1) yp,H(G\X, 0) > y,,"(G\mt X, 0).
We will assume that (6.2) yPiB(G\iatX,Q)>0, for otherwise (6.1) is obvious. From (6.2) it follows that (6.3) G\X^<¡>;
in fact, if (6.3) fails, we obtain G E X and hence G E int X, so (6.2) fails.
In view of (6.3) there exists a function yp E CQX(G\X) satisfying fypdX ¥= 0; we let this function yp be fixed for the rest of this section. For each k £ N we let {a EN": \a\-k) carry a fixed ordering, so that each point of Cdk may be written as {ca}¡aX=k for some choice of complex numbers ca, and we make the following three observations.
Io. The mapping The following notation will be used for the rest of this section: for each k £ N, ik denotes the norm of the inverse of the mapping (6.4) when 9k carries the norm (6.5) and Cdk carries the norm ||{ca}|| -sup{|cj : |a|= k).
We now let T £ &'(R") be a fixed distribution satisfying (6.6) supp T E G\int X E G, (6.7) (7\/)=0 til E%U ■■■U%_x, (6.8) (7\/>=0 til E%and{H, I) = 0, (6.9) £*T£Li,(Rn,loc) and 0 <||£ * r||,,o < 1.
Our goal is to prove that (6.10) YJ,tJr(G\Jf,0)>|<r,Är>|/||£ •Tll^.o.
In view of (6.2) and Remark 3 in §4, this will imply (6.1), as desired. We let f -E * T, and we let g E C0X(G) be a fixed function which is identically where f is a constant depending on /, G, ß, Ä, g and on t0, t,,. . .,t,. Assuming for the moment that this claim has been proved, and writing w = E * W¡ for each/ E N, we conclude from (6.9), (6.11) and (6.14) that, for sufficiently large/, we have \\Wj -Vj\\ Q > 0, and hence from (6.7), (6.8) and (6.13) we obtain yp,fí(G\X,Q)>\(gL(D)uj-WJ,H)\/\\Wj-vj\\pS¡ = \(T,H)\Awj-vJlipja.
Letting/ t* oo and applying (6.11) and (6.14), we obtain yPtH(G\X,Q)>\(T,H)\/\\f\\p,a, which is the desired inequality (6.10).
We now prove the claim of the preceding paragraph. To do this, we use induction on v to prove the following assertion for v £ {0,1,...,/}. n": For each) E N there exists a function W}r) £ C0X(G\ X) E S'(R") such that
Here the constants f" are defined inductively by the equations f0 = t0C1C3 and f, = t"C,C3 + (1 + t/J3)^_ , if 1 < v < I. Since n, implies the claim, with f = ¡, and H/. = H/C) for each/ E N, this will complete the proof of (6.10).
To prove no, we apply Io and 3° (for k = 0) and the definition of t0. We conclude that, for each j E N, there exists a polynomial ,/(0) £ % sucn that the function W¡0) = Jf\D)yp E C0X(G\X) E 5'(R") satisfies (W¡°\ 1>= (gL(D)Uj -T, l>and \\E* wj\,ü <to|(s¿(¿>)«,--r,i)|< c,c3t0/-', where the last inequality follows from (6.12). This proves IT.0. Now let v £ {1,...,/} be fixed, and suppose n"_, has been proved. We let/ E N be fixed. If W/"~l) £ C0y°(G\X) is the function given by n"_" we define S = gL(D)Uj -T -Wfr-X). Applying Io, 2° and 3° (for k = v) and the definition of t", We then obtain |£*»"||,.0<T,sup|(S,ra>|.
\\E * W\\P,Q < t. sup|(gL(z))u7 -r,ytt)| + sup|(wf-»,ya)| N="
where the first inequahty follows from (6.15), the second inequality from (6.12) and Corollary 3.3, and the third inequahty from the induction hypothesis. Thus we see that n" holds with W/v) = Wj-*-" + W for each/ E N. 7 . Proof of sufficient conditions for approximation. In this section we will complete the proof of Theorem 2.1 ; since the imphcation (b) => (c) is obvious, it remains to prove the implication (c) =» (a). Our techniques extend those used by Lindberg [24, 25] for L(D) = 3/3z, which are based on those used by Vituskin [36] . Lemma 7.1 was given in [25, Lemma] for L(D) -3/3z and E(z) = l/irz; Lemmas 7.2 and 7.3 summarize well-known facts associated with cubical decompositions of R", and Lemma 7.4 is essentially given in [25, p. 66]. We denote by u the (n -l)-dimensional area of the unit sphere in R", so that « = hA(B,). We use 2¡ as a shortened notation for 2;=0. Proof. The form of the proof will be similar to that of [25, Lemma] . By considering the mapping R" 3 x -> x/8 E R", and applying (4.4), (4.5) and Lemmas 4.3 and 4.4, we may reduce the proof to the case 5=1. We therefore assume that 8 -1 throughout the proof, and we write B-= B,(x ■). We first prove Lemma 7.1 under the additional hypothesis that for each/ E N we have (7.5) (Tj,l)=0 if/E^.
If a E R" and k £ {1,2,...}, we consider the set &k(a) = {x ER":2k-2<\x-a\<2k),
we let Nk(a) denote the number of the centers Xj which lie in &k(a), and we make the following three observations. Io. Nk(a) « Cxk"~\ where C, = n4"Z.
To prove Io, we note that if k > 2, the Nk(a) balls Bj having centers Xj E &k(a) must all lie in the set {x £ R": 2k -3 <|x -a|< 2k + 1}; since each point of R" lies in at most Z of the balls ff., we conclude that Nk(a)X(Bx) < ZX({x ER":2k-3^\x-a\<2k+ 1}) For k -1,3° is obvious. Thus we may prove 3° under the assumption that k > 2. We then have &k(Xj) E {x ER": \x -xA> 2), and hence we obtain from Lemma where the second, third and final inequalities follow, respectively, from Minkowski's inequality, 2° and 3°; and the symbol = in the last line indicates that we define C4 = C\/qC2x/p?%=xk-2. This proves Lemma 7.1, with C = Q\ under the additional hypothesis (7.5).
We now prove Lemma 7.1 in the general case. Let the distributions T and functions/ = E *T¡ satisfy the hypotheses of the lemma. For each/ £ N we define where the first inequality follows from (3.2), the second inequahty from (7.6) and (7.9), the third inequality from (3.2), and the last inequality from (7.8) . This proves Lemma 7.1. We say that a point of R" is a lattice point if each of its n coordinates is an integer, and we let Z -Z(n) be the largest number of lattice points which can occur in a closed ball of radius 2Jñ in R".
We now use decompositions of R" which are analogous to those used by Vituskin [36] , Lindberg [24, 25] and others. To define these we let {a7},6N be an enumeration of all lattice points in R". We let 8 > 0 be fixed, and set 80 = 8/2{ñ. We define Xjg = 80aj E R" for each/ E N. If a(S) = 2 2 y.yl («times), then 2<S) C B8/3. For/ £ N, the sets S.>8 = S(8) + xjS are disjoint, their union is R", and 2.>8 C B8/3(x7 8). We now define, for each/ £ N, gj.8 = K * Xa,,, e qfvR") and BJ%, = B8(x,.8). Proof. We first show that (7.11) {y ER":dist(v, K)<28/3] E IJ %<t.
jet,
To prove this, leiy E R" satisfy dist( v, K) < 28/3. Let/ be the unique element of N such thatj> E ây 8. Since 2^ 8 C Bs/3(xjS), we conclude that dist(xy 8, K) < 8; hence K intersects B8(x -i8) = Bj s, which means that/ E fs. This proves (7.11). We now write 2 gj.,(x) = ht*l 2 XftJOO if* ER". 4 is easy if £ is a continuous function of compact support in R", and follows for arbitrary £ £ Lp(R") by using the fact that continuous functions of compact support are dense in Lp(R"). The details will be omitted.
We now complete this paper by proving the implication (c) =» (a) of Theorem 2.1. Suppose that condition (c) of that theorem holds. We let/E L^A') satisfy L(D)f = 0 on int X, and define/ = 0 on R"\ X.
If/is considered as a distribution on R", its support is contained in the compact set X E R". It follows that
We conclude from Lemmas 5.1 and 7.3 that, for each 8 > 0, we have where the equality follows from (7.12), the first inequality follows from Lemma 7.1, the second inequahty follows from (3.2), and the third inequality follows from (7.13) and (7.14). In view of Lemma 7.4 the last sum approaches zero as 8 10, which proves condition (a) of Theorem 2.1. We now prove the claim of the preceding paragraph. In the proof we let 8 be fixed with 0 < 8 < p; we write B} = Bj&, 2y = 2->8 and gy = gy 8. We will use induction on v to prove the following assertion for v E {0,1,..., m -1}. 
