INTRODUCTION AND PRELIMINARIES
Ž w x. After their introduction in the 1940s cf. 18 , the Hochschild homology and cohomology groups of an algebra with coefficients in a bimodule have played a fundamental role. Given an algebra ⌳ and a ⌳᎐⌳-bimodule M and viewing both ⌳ and M as left modules over the enveloping algebra e op Ž . ⌳ s ⌳ m ⌳ , the Hochschild cohomology groups H * ⌳, M are the Ž . Ž . groups Ext* ⌳, M while the homology groups H# ⌳, M are the corre-Ž w x . sponding Tor groups cf. 5, Chap. IX . The most studied case has been that in which M s ⌳ and, more specifically, when ⌳ is a split basic finite dimensional algebra over a field K. In that case, the algebra is partially determined by combinatorial data, namely, its quiver with relations, and it Ž .Ž Ž .. is a natural goal to obtain information about H * ⌳, M resp. H# ⌳, M in terms of those combinatorial data. That was the scheme of the initial w x w x attempts made by Cibils 6 and Happel 17 to give explicit formulae for Ž . the dimensions of the H * ⌳, ⌳ . In terms of computations, the first natural situation to look at is that in which the algebra is monomial, since the combinatorial data are simpler. But even in that case, explicit formulae w x have been obtained only in very specific situations, cf. 15, 20, 22 . That Ž . shows the difficulty of dealing with Hochschild co homology groups of algebras, an area in which classical problems remain open or have been w x solved only recently. For instance, Buchweitz and Liu 3 have obtained examples of finite dimensional algebras with loops in their quiver and zero first Hochschild cohomology vector space, thus giving a negative answer to a question posed by Happel. However, in characteristic p ) 0, it is not known if there exist algebras graded by the radical for which the H 1 is zero and the quiver has oriented cycles. In case of existence, those cycles Ž w x. have lengths which are multiples of p cf. 12 .
Note also an important relation with representation theory. An algebra 1 Ž . ⌳ is said to be strongly simply connected if H B, B s 0 for any convex subcategory B of ⌳; examples are provided by algebras whose quivers are w x trees. It has been conjectured by de la Pena 10, 11 that a strongly simplỹ connected algebra is tame if and only if its Tits form is weakly non-nega-Ž w x. tive see also 13 .
In a different direction, in case of a modular finite group algebra kG, 1 Ž . there is no known formula computing the dimension of H kG, kG , although results relating the multiplicative structure of the entire Hochschild cohomology and of the usual cohomology rings have been w x obtained recently; see 9, 19, 21 . In this paper we provide formulae for the dimension of the first 1 Ž . Hochschild cohomology vector space H ⌳, M , where ⌳ is an algebra with a separable splitting subalgebra and M is a ⌳᎐⌳-bimodule. We first consider a monomial non-commutative algebra, in order to provide a simpler specific formula in this case and to sketch the methods used in the sequel. Recall that such an algebra, ⌳, is the quotient of the path algebra of a quiver Q by a two-sided ideal generated by oriented paths of length at least 2. The important point is that the quiver of ⌳ can afford oriented cycles. The computation is based on a modelization of cohomological tools and on a computation of the center of those algebras. In Section 3, we tackle the most general situation, with different bimodules of coefficients andror more general algebras. Examples of applications are given in the two final sections, where, among other things, we apply our techniques to w x truncated algebras, recovering results obtained by Locateli 20 in characw x teristic zero; see also 1, 15 . Other examples are provided by commutative monomial algebras and cancellative semigroup algebras.
Throughout the paper, our algebra ⌳ will have a decomposition ⌳ s E [ r, where E is a separable subalgebra and r is a two-sided ideal. An algebra is of that type if, and only if, it is isomorphic to TrI, where Ž . Ž w x T s T X is the tensor ring of an E᎐E-bimodule X see 8 for the E .
Ž . definition and I is a two-sided ideal of T contained in the ideal r X generated by X. We shall identify in the sequel ⌳ with TrI and will fix a Ž minimal set Z of generators of I as a two-sided ideal i.e., no proper subset . of Z generates I as a two-sided ideal . Observe also that we have a Ž .
If now M is a ⌳᎐⌳-bimodule, then M can be viewed as a T᎐T-bimodule such that IM s 0 s MI and conversely, a fact that we shall freely use.
Typical cases of algebras ⌳ as those above are any given by quiver and relations. A quiver Q is an oriented graph, with set of vertices Q and set 0 of arrows Q , both of which we shall assume to be finite in the sequel. 1 
Ž .
Ž . Each arrow a of Q has a source s a and a terminal vertex t a . If they coincide a is a loop. A path of Q is a sequence of arrows, in which the source of each arrow has to be the terminus of the preceding one. The zero-length or trivial paths are the vertices. The linear span kQ of the set of paths has an algebra structure provided by the concatenation of paths, with the convention agreeing that the product of non-concatenable paths is zero. Let us consider an algebra of the form ⌳ s KQrI, where Q is a finite quiver and I is a two-sided ideal of KQ, generated by a set Z of generators called relations, which are linear combinations of paths of length G 2. In this situation we have a decomposition ⌳ s E [ r, where KQ generated by the arrows. For our type of algebras, a canonical reduced resolution of the bimodule w x ⌳ has been described, for instance, in 8 ; it uses tensor powers of r over ⌳ ⌳ E. This simplified resolution provides a complex of cochains whose coho-Ž . mology is H * ⌳, M . In particular we have that
M is the centralizer of ⌳ in M, also called the space of invariants, and 
x . the tensor ring of an E-bimodule X cf. 8, Proposition 2.12 . The middle homomorphism restricts each derivation Ѩ : A ª M to I. The last homomorphism is provided by a connecting homomorphism of a long exact sequence.
DIMENSION OF H
The purpose of this section is to provide a computation of the dimension 1 Ž . of H ⌳, ⌳ where ⌳ is a monomial noncommutative algebra, i.e., an algebra represented by quiver and relations ⌳ s KQrI, where the ideal I Ž . is generated by a set Z of paths of length G 2 . We shall assume that Z is minimal; i.e., no proper subpath of a path in Z is again in Z. Note that the computation for the monomial case provides a sample of subsequent developments in the paper.
Computations of the dimensions of the three last terms of the four-terms w x exact sequence have been worked out in 8 , using a combinatorial approach to the middle restriction morphism. This will allow us to prove the following Theorem 1, having fixed previously some notation and tools.
Ž . We denote Z ⌳ the center of ⌳; its dimension can be computed Ž through the number of connected components of an ad hoc quiver see . Proposition 2 below . The set of paths not belonging to I is denoted by B; i.e., B consists of those paths not containing an element of Z as a subpath.
Ž . It is clear that the classes modulo I of elements of B form a basis of ⌳. We shall denote by B the subset of B formed by the paths of length n. Ž . or last arrow of ⑀. The subset of glued elements is denoted Q rrB . We 1 g Ž . call a, ⑀ admissible when, for every ␥ g Z in which a appears, any Ž one-replacement of a by ⑀ yields a path which is not in B equivalently, a . Ž . path which is in I . The corresponding subset will be denoted Q rrB . 
In the four-term exact sequence, we first examine H kQ, ² :. Ž kQr Z . The length-one projective bimodule resolution of kQ see for w x. instance 8 immediately shows that
. w x The next term is Hom Z r Z , kQr Z . In 7 a presentation kQykQ ² : of the kQ-bimodule Z is provided as an explicit projective bimodule with relations. This enables us to define a specific quiver called the parallel quiver, which has some particular connected components, the medals. We do not make precise these objects in this paper since the final result does not use those notions. The dimension of the Hom vector space we consider is the number of medals. Finally, the last term of the 2 Ž . w x four-term exact sequence is H ⌳, ⌳ . The results of 7 tell us about 2 Ž . 2 Ž . the dimension of H ⌳, ⌳ and determine when H ⌳, ⌳ is zero. This is a key point for classifying the rigid monomial algebras. Actually 2 Ž . dim H ⌳, ⌳ is the number of medals, minus the number of effective k elements in Q rrB and minus the rank of R . Using that zero is the 1 g alternate sum of the dimensions in the four-term exact sequence, we obtain the formula of the theorem.
As regards the center of ⌳, we consider an auxiliary quiver ⌫. Its set of Ž . vertices is the set of oriented cycles in B hence, in particular, Q : ⌫ . If 
where n ⌫ is the number of closed connected components of ⌫
The proof is routine.
by E s e , . . . , e the family of canonical central idempotents of E. e Ne , the latter's direct sum being e Ne . The first two dimensions are now
particular, if ⌳ s KQrI is gi¨en by qui¨er and relations, then
Proof. The quiver with relations case is a straightforward conse-Ž . quence of the general one. In this latter one, it is clear that C E :
cause D m D op is a simple Artinian algebra whose only simple left
Z D s K , from which the result follows.
There is an equality
In particular, when ⌳ s KQrI is gi¨en by qui¨er and relations,
Ž . where Q i, j is the set of arrows i ª j in Q.
Proof. One has Hom X , M s Hom e Xe , e Me .
Ž .
Ž .
[ 
difficult task, and some restrictions will be needed. As suggested in the proof of Proposition 3, one can choose the loops in
such that mx s 0 and, symmetrically, one defines the right annihilator Ž . r x .
In the above situation, we shall say that the set B of loops in ⌬ M is X-good in case the following conditions hold:
x is the K-span of the loops
b g B such that bx s 0, and symmetrically for r x . 
Proof. From the fact that B is X-good and C is closed it follows that xt s t x, for each x g ⌬ X . From that one gets that xt s t x, for every
Ž . x g X, bearing in mind that t g C E and X is generated as an identify and no recipe is valid everywhere. A strong simplification comes Ž . when ⌳ and M are graded. Indeed, consider the canonical N-grading on Ž . T X obtained by assigning degree 0 to the elements of E and degree 1 E to those of X. When the ideal of relations I is generated by a set Z of Ž . homogeneous elements, A s T X rI inherits a canonical grading. In E this situation, suppose also that M is a graded ⌳᎐⌳-bimodule; i.e., it admits a decomposition M s M as an E᎐E-bimodule such
We denote by R the restric-
The following is the main result in this 
THE MONOMIAL CASE REVISITED
In this section, we consider a monomial D-algebra A s DQrI, where D is a central simple algebra and Q is a finite quiver, and we fix a minimal In this situation, the sort of ⌳᎐⌳-bimodules that we are interested in are 
: a, ⑀ g Q rrB , which actually identifies each Q rrB with a
⑀ and the remaining elements of Z to zero. In that way, we get an identification between ZrrB and a K-linearly independent subset of M Z Ž . which spans a subspace containing Im R . Bearing in mind the isomor-
all the above identifications allow us to view R as a K-linear map n interpretation, using Proposition 6 3 , we can also view R as a K-linear
where d is the length of ␥.
Throughout this section, whenever needed, we shall view the above identifications as identities. Consider now, for every n G 0, the K-vector
Ž . glued elements of Q rrB which are not admissible. Proof. According to the preceding comments, one can express every 
Ž .
Ž . ⌬ is X-good, so that Proposition 5 applies and dim C ⌳ s n ⌫ . Since M both ⌳ and M are canonically N-graded by the length of the paths, we can Ž n . apply Proposition 6 and it only remains to calculate dim Ker R , for M every n G 0. According to the comments preceding the foregoing lemma,
where U is the E ᎐ E n n n n n Ž . K-span of the admissible elements of Q rrB and V is that of the 1 n n effective elements. The above lemma implies that
From that the result follows. Ž . has eight connected components, four of them closed. Ž . In order to compute Z ⌳ , we first identify the closed oriented cycles, i.e., the oriented cycles belonging to closed connected components of the loop-quiver ⌫ of M s ⌳ . Leaving aside the vertices of Q, which always ⌳ ⌳ form a closed connected component of ⌫, clearly, an oriented cycle is closed if either its length is n y 1 or if the only arrows leaving or ending at the source-terminus vertex of are the first or the last arrow of . The Ž . connected components of ⌫ correspond either to n y 1 -cycles or to orbits of shorter cycles under the action of the appropriate cyclic group. Under this action, the alternative condition is only preserved in case Q is Ž . an l-crown i.e., an oriented cycle with l vertices and l arrows , for some l G 1. If l G n then we are in the trivial situation when, up to multiplicities Ž . of arrows, ⌫ s Q and Z ⌳ s K has dimension 1. If l -n and we put n s lr, with 0 F r -l, then we have q y 1 orbits of cycles of length -n y 1, in case r s 0, 1, or q orbits, in case r / 0, 1. The case r s 1 is Ž . the only one in which we have n y 1 -cycles and there are l of them. This discussion shows the following result, the crown part of which is essentially Ž w x . known cf. 1, Sect. 
Proof. We claim that the only case in which G / 0 and R : G s
is the zero map is when Q consists of one
vertex and one loop and char K divides n. Indeed, if R ' 0 and
␣, e with coefficient n. Hence char K divides n. On the
. other hand, if there were an arrow a / ␣ entering e, then a␣ , a␣ Ž . appears with coefficient n y 1 in R ␣, e . But then char K divides
n y 1, which is a contradiction. Symmetrically, there cannot be an arrow aЈ / ␣ leaving e. w x Ž n . Hence, besides the case ⌳ ( K X r X with char K dividing n, when 1 Ž . dim H ⌳, ⌳ s n using Theorem 3, we can assume R injective, whence
Since, by the previous lemma,
s 0 for all k ) 0, the formula in Theorem 3 gives 
FURTHER APPLICATIONS AND EXAMPLES
We come back to the general situation depicted in the introduction and in Section 3. The following is an immediate consequence of the proof of Theorem 2
Ž .
M EXAMPLES 1. The following are examples in which the hypothesis of the above corollary is satisfied:
When M is a semisimple ⌳᎐⌳-bimodule such that XM s MX s 0. In this case, if the ideal of relations I is contained in the ideal of Ž . T X generated by X m X, then R is the zero map, so that
where Q is a finite quiver, D is a central division algebra and I is a two-sided ideal of DQ containing all the products ␣ c or c␣ , with ␣ g Q and c an oriented cycle in Q. Actually, in this latter case, one
Hence, we get a simplified formula:
A particular situation of the above corollary deserves a special treatment. It is when ⌳ is a commutative algebra and M is a commutative ⌳᎐⌳-bimodule; i.e., the action of ⌳ is the same on the left and on the right. Here ⌳ is a finite direct product of quotients of polynomial algebras over the ground field K. For simplification purposes, we shall assume that w x A s K x , . . . , x rI, although the arguments work equally well for an 1 n infinite number of variables. Now X s Ý Kx and E s K. The fact We are now ready to give our result. 
and the result follows. Ž . ble iff r, s, t q 4 f N N . We consider three samples: N N s r, s, t g N N : r -3, s -4 Collecting all the above information, Theorem 5 yields:
, 145, or 133, depending on whether char K s 3, 2, 5, or none of them. Remark 4. The formula of Theorem 5 does not make much sense when 1 Ž . dim M sA , for it is not difficult to see that dim H ⌳, M is always infinite in that case. However, by tracing back the proof of the theorem, one sees that, denoting by Ѩ Ž x i , ⑀ . the derivation corresponding to f
true when dim M sA . In fact, the reader will have no difficulty in w x deducing the following corollary, which extends 2, Theorem 2.2.1 .
Ž w x. COROLLARY 2 see 2 . With notation as in the last theorem, we ha¨e a ⌳-module decomposition
Suppose now that Q is a finite quiver and P Q is the path semigroup Ž .
of Q; i.e., the elements of P Q are the paths in Q plus a zero element 0 and multiplication is just concatenation of paths. Consider any semigroup Ž .
⌺ obtained from P Q by factoring out by some congruencies p ' q or p ' 0, where p and q are paths in Q of lengths G 2 sharing source and Ž w x . terminus vertices see 4, 16 for more details . By abuse of notation, we say that an element of ⌺ is an arrow or an oriented cycle if it is the class, modulo the above congruencies, of an arrow or an oriented cycle in Q. We Ž . consider a central division algebra D and the truncated semigroup Ž ''D-algebra'' ⌳ s D⌺ i.e., we agree that D0 s 0, a fact that will be also . assumed for any of the appearing bimodules . Observe that D⌺ s DQrI, where I is the two-sided ideal of DQ generated by the set Z of defining relations of ⌺. The sort of ⌳᎐⌳-bimodules that we shall consider is either of the form M s ⌳rH, where H is a two-sided ideal of ⌳ generated by elements of ⌺, or of the form M s D⌺Ј, where ⌺Ј : ⌺ is a two-sided Ž . ideal in the semigroup sense of ⌺. In both cases, M has a unique D-basis B consisting of elements of ⌺, namely, B s ⌺ _ H in, the first case and Ä 4 B s ⌺Ј _ 0 in the second case. For that reason, a ⌳᎐⌳-bimodule of any of the two types will be called a semigroup bimodule. One can again extend to this situation the terminology used in Sections 2 and 4. Given a pair Ž .
Ž a, ⑀ .
Ž . ² : a, ⑀ g Q rrB, we denote by Ѩ : r X s Q ª M the derivation Ž . either 0 / au s ⑀¨or 0 / ua s¨⑀ . Finally, the pair a, ⑀ will be effecti¨e if it is neither admissible nor glued. As in the monomial case, Ž . Ž . Ž . Q rrB , Q rrB , and Q rrB will denote the sets of admissible, 4 5 . We suggest that the reader check that the cycles of B satisfy the 1 Ž . cancellation property. In order to compute dim H ⌳, ⌳ , the following are the relevant data: < < 1. Q rrB s 36. 
