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ABSTRACT
Microscopes play vital role biological science and medicine. For single photon micro-
scopies, the scattering of photons makes region of interest over a few hundred microns
inaccessible. Multi-photon microscopes are widely used for minimally invasive in vivo
brain imaging due to their increased imaging depth. However, multi-photon micro-
scopes are hampered by limited dynamic range, preventing weak sample features from
being detected in the presence of strong features, or preventing the capture of unpre-
dictable bursts in sample strength. In the first part of the thesis, I present a solution
to vastly improve the dynamic range of a multi-photon microscope while limiting
potential photodamage. Benefits are shown in both structural and in-vivo functional
mouse brain imaging applications.
In the second part of the thesis work, I explore a completely different approach to-
wards deep tissue imaging by changing the type of radiation from light to ultrasound.
Instead of following footprints left by predecessors in the ultrasound imaging field,
we use ultrasound in a similar way as we use light. Inspired by an optical phase con-
trast technique invented in the lab, I developed an unprecedented ultrasound imaging
system that can visualize the ultrasound phase contrast in the sample. The ultra-
vi
sound phase contrast technique is able to visualize local sound speed variations, a
completely different contrast from the standard medical ultrasound system. Com-
pared with existing sound speed tomography systems, our technique eliminates the
cumbersome sound speed reconstruction process. The research work in this section
contains three parts. In the first part, we designed a low-cost single element scan-
ning system as proof of concept. In the second part, we implemented the ultrasound
phase contrast imaging system on a commercial linear phased transducer array and
an imaging apparatus designed for samples with finite thickness. In the third part, we
studied the feasibility of ultrasound phase contrast imaging in arbitrarily thick tissue.
We presented a complete workflow of theoretical study, simulation, prototyping and
experimental testing for all three parts.
vii
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1Chapter 1
Introduction
The microscope is one of the most import scientific instrument in the modern world.
Originally developed for studying biological specimen, microscope now enables people
to observe all kinds of microscopic structures that are not visible to naked eyes such
as atoms, molecules, integrated circuits, viruses, cells tissues, and micro-organisms.
Thus, microscopes play an extremely important role in biology, medicine, physics,
chemistry, and other engineering fields.
For traditional optical microscopes, whose contrast comes from linear light-tissue
interactions such as absorption, phase change or fluorescence response, imaging depth
is determined by how deep the illumination light can maintain well focused. As a
turbid media, biological tissue disturbs the illumination photons mainly by scattering.
To characterize scattering properties of tissue, people use mean free path ls, which
is defined as the average distance traveled by light between two successive scattering
events. Mean free path of light in biological tissue is dependent on both tissue type
and optical frequency, but it is generally found to be around 100µm(Jacques, 2013).
When the illumination light travels through a distance of several ls in tissue, on
average all photons are scattered a few times, we can thus expect the focus to be
attenuated and deformed. This limitation makes optical microscopies only suitable
for tissue slices with a few hundred microns thickness.
Although the motivation of microscopes is to provide users with a magnified image,
the emphasis of this thesis does not lie on magnification or resolution. Instead, we are
2interested in imaging deep in biological tissue, which is vital for in vivo applications.
The thesis aims to push the limits of imaging depth from two different perspectives.
One is by augmenting the existing multi-photon microscopies; the other one is by
using ultrasound waves in a way similar to light.
1.1 Multi-photon Microscopy
One way to boost the imaging depth is to use multi-photon excitation(Denk et al.,
1990)(Maiti et al., 1997), where light interacts supralinearly with fluorescent molecules.
The basic idea of multi-photon excitation is shown in Fig. 1·1. A fluorescent molecule
can absorb more than one photon simultaneously in a single quantized event and
transit to the excited state. After a transient period of time, the molecule will jump
back to the ground state by emitting a photon with higher energy compared with the
excitation photons.
Excited State
Ground State
Single photon
excitation
Two photon
excitation
Multi photon
excitation
Florescence
emission
…
Figure 1·1: Multi-photon excitation energy diagram. From left to
right: single photon excitation; two-photon excitation; multi-photon
excitation.
The imaging depth benefits from multi-photon microscopy for two reasons. The
first reason is reduced scattering and absorption. For commonly used fluorescent
markers, single photon excitation uses visible light(400-700 nm), while multi-photon
excitation uses near-infrared excitation light(700–1200 nm). Near-infrared light gen-
erally has a longer scattering mean free path than visible light, which means near-
infrared light will probabilistically undergo less scattering events for a certain distance
of travel. In addition, longer wavelength reduces the influence of each scattering event.
3For scatters with a size comparable to the wavelength, near-infrared light will be de-
flected by a smaller angle (smaller anisotropy), which, therefore, allows it to maintain
the incident direction over a longer distance (longer transport mean free path l∗s).
The second reason is reduced background excitation. Scattered photons will
not reach beam focus in phase with ballistic ones, but they can excite fluorescence
molecules elsewhere. This is called out-of-focus fluorescence. In multi-photon mi-
croscopy, exited fluorescence power from a molecule is proportional to Iα, where I
is the illumination intensity and α is the excitation order. With increased α, out-
of-focus fluorescence will be greatly reduced because the scattered excitation light is
weak in intensity.
To detect excited fluorescent light, photomultiplier tubes (PMT) are widely used
in almost all commercial systems due to its high sensitivity. Nevertheless, the dynamic
range of PMT is typically around 103 to 104, which limits the maximum and mini-
mum intensities that can be observed in each image frame. For biological tissue, the
limitation in dynamic range prevents sample features with weak fluorescent response
from being detected at the same time with features whose fluorescent responses are
strong. The problem becomes more severe when imaging calcium dynamics, where
unpredictable bursts of fluorescent response tend to saturate the PMT. In chapter 2,
we will discuss a solution to deal with challenges in the dynamic range problem of
existing multi-photon microscopy system(Yang et al., 2017).
1.2 Ultrasound Phase Contrast Imaging
Ultrasound is much less scattered in tissue compared with light(Sehgal and Greenleaf,
1984). As is discussed in detail in chapter 3, the mean free path of ultrasound is on
the order of 10mm, which makes it promising to focus ultrasound as deep as several
centimeters in tissue.
4The idea of utilizing the penetration depth of ultrasound has been explored in a
light-sound hybrid imaging modality called acousto-optical tomography (AOT)(Elson
et al., 2011). Instead of focusing light, AOT works by scanning an ultrasound focus
through the region of interest, i.e. focusing ultrasound. At the same time, the sample
is illuminated with coherent light and the resultant speckle pattern formed by trans-
mitted photons are acquired. Tissue-ultrasound interactions will ’tag’ photons that
pass through the ultrasound focus. By detecting and filtering the variation of speckle
pattern formed by tagged and untagged photons, people can measure the strength of
tissue-ultrasound interactions. As AOT does not require photons to maintain their
directions(ballistic) by the time they reach the ultrasound focus, the imaging depth
is no longer bounded by transport mean free path.
In the second project of this thesis, we take one step further by building a pure
ultrasound imaging system without relying on photons to detect tissue-ultrasound
interactions. Through this, we make the big leap into the regime of ultrasound imag-
ing. Ultrasound imaging and its biomedical applications have been extensively stud-
ied since the early 1940s. Varieties of imaging modalities exist for the area, including
B-mode imaging(Firestone, 1946), Doppler ultrasound(Aaslid et al., 1982), synthetic
aperture imaging(Burckhardt et al., 1974), nonlinear ultrasound imaging(Schrope and
Newhouse, 1993), ultrasound elastography(Wilson and Robinson, 1982), ultrasound
computed tomography(Greenleaf et al., 1975) and ultrasound microscopy(Briggs and
Kolosov, 2010). These imaging techniques detect local acoustic properties such as re-
flectivity, acoustic impedance, sound speed, nonlinear response, elastic property and
attenuation coefficient.
This thesis does not follow any of the footprints left by predecessors in the ultra-
sound imaging field, instead, it creatively explores the possibility to use ultrasound
in a similar way as we use light. Inspired by optical phase contrast techniques(Ford
5et al., 2012)(Mertz et al., 2014)(Parthasarathy et al., 2012), the second part of the
thesis work makes an analogy between ultrasound and light and developed an unprece-
dented ultrasound imaging system that can visualize the ultrasound phase contrast
in the sample.
1.3 Outline of the Thesis
The topic of this thesis is to report the advances we have made in pushing the limits of
imaging depth in biological tissue. From the above brief discussion, we know that the
problem is addressed through two different approaches, by augmenting the existing
multi-photon microscopies and by using ultrasound waves in a similar way as light.
We will discuss the two in details in the following two chapters respectively.
In Chapter 2 we present the study of high dynamic range multi-photon microscopy.
We show the design, prototyping and testing procedure for developing an FPGA based
digital feedback loop. The chapter also discusses the details about the methodology
to integrate the feedback loop into a commercially available two-photon microscopy
system. This high dynamic range system is used for both structural and in-vivo func-
tional mouse brain imaging, where benefits over traditional multi-photon microscopy
are demonstrated as well.
In Chapter 3 we present the research in developing an optical analogous ultrasound
phase contrast imaging system. The research work contains three parts. In the first
part, we designed a low-cost single element scanning system as proof of concept. In
the second part, we implemented the ultrasound phase contrast imaging system on a
commercial linear phased transducer array and an imaging apparatus that mimics the
existing X-ray mammography system. In the third part, we studied the feasibility of
ultrasound phase contrast imaging in arbitrarily thick tissue. We presented a complete
workflow of theoretical study, simulation, prototyping and testing for all three parts.
6We addressed the key challenges in building optical analogous ultrasound imaging
system. We also experimentally demonstrated the system’s capability of detecting
ultrasound speed variation with high sensitivity and diffraction limited resolution.
Finally, in Chapter 4 we state conclusions, examine the limitations of our current
research, and discuss potential future directions of deep imaging in biological tissue.
7Chapter 2
High Dynamic Range Multi-Photon
Microscopy
2.1 Introduction
The advantage in penetration depth of multi-photon microscopy led to its wide appli-
cation in various fields of biological research, especially in the field of high resolution
functional brain imaging, where the ability to image deep in intact thick tissue is
highly valued(Feng et al., 2000). Fluorescent objects can be imaged, even in living
systems(Lichtman and Conchello, 2005). In their conventional implementations, a
laser beam of constant intensity is scanned through a sample, and the resulting flu-
orescence signal from the sample is measured by a detector and assigned to a pixel
location to form an image.
There are several problems associated with standard multi-photon microscopy.
First, the dynamic range in biological imaging is often challenged by the enormous
diversity of brightness levels within a sample. For example, large somas and much
finer dendritic processes contain extreme variations in brightness, therefore, it is of-
ten impossible to capture the full range of signals without either saturating the de-
tector when scanning over bright regions, or losing signal when scanning over dim
regions. Second, when imaging time-varying signals from functional reporters such as
GCaMP(Chen et al., 2012), large brightness variations occur that cannot be predicted
in advance, forcing the user to operate with low illumination power to minimize the
8possibility of detector saturation, thus compromising SNR. Third, when performing
volumetric scans through an extended range of depths, a single laser power becomes
either too weak at large depths or too strong at shallow depths.
A simple solution to all these problems involves actively regulating the laser power
pixel by pixel using negative feedback electronics(Chu et al., 2007), (Chu et al., 2010).
However, to date, implementations of this solution have been based on custom analog
electronics that have been difficult to build and calibrate, leading to image reconstruc-
tion that was unreliable. We present here a modified technique based on simultaneous
detection of the signal and illumination powers that is user-friendly, calibration-free
and can be assembled from readily available off-the-shelf components. Our solution is
a self-contained unit that can be attached to any multiphoton microscope, commercial
or otherwise, with no hardware modifications whatsoever. Our only assumptions are
that the microscope is based on standard (i.e. non-resonant) galvanometric scanning
and that it is equipped with a method to rapidly control laser power (for exam-
ple, most commercial vendors provide power control with an electro-optic modulator
(EOM)), and a simple photodiode to probe the laser power. Because our unit is based
on digital field-programmable gate array (FPGA) electronics and dual detection of
signal and illumination powers, its operational parameters are well-defined and image
reconstruction is robust and accurate.
A technique called Controlled Light Exposure Microscopy (CLEM) has studied the
method in controlling illumination power(Hoebe et al., 2007), wherein the laser power
is controlled in an on/off manner and shut off occurs when a prescribed amount of
signal is detected from a given pixel. The objective of CLEM is to minimize exposure
of the sample to unnecessary illumination, thus leading to reduced photobleaching
or phototoxicity. Our technique possesses the same benefit, however, it goes an
important step further by also providing a greatly improved dynamic range, which
9CLEM does not.
Vinegoni et al.(Vinegoni et al., 2016) take another approach to increase the dy-
namic range of a scanning two-photon microscopy. In their work, fluorescent response
is splitted to three branches, which are detected separately using three PMTs. By
applying different intensity filters, these three branches are effectively looking at differ-
ent intensity ranges. An HDR image is then obtained by stitching three low dynamic
range images together in the intensity domain. In this approach, the illumination
power is fixed and all the three detector branches work simultaneously, so no extra
limitation of pixel rate is placed on the two-photon imaging system. However, the
complicated setup process, as well as numerical post-processing, are required for three
PMTs to work in parallel. In addition, in order to detect the dim structures, illu-
mination power needs to be fixed at a relatively high level. Considering the reduced
detection efficiency due to the split detection strategy, we can expect an increased
photodamage compared with conventional two-photon microscopy.
In the next section, we will explain in detail our solutions to the dynamic range
problem.
2.2 Principle of Active Illuminated Multi-Photon Microscopy
In a standard multi-photon microscopy system, the laser power is fixed during the
scanning process and image information is contained in the detected time-dependent
fluorescence signal(Hoebe et al., 2008). There are two bottlenecks of dynamic range
in the system: the first is the dynamic range of the photodetector, usually a PMT,
is around 105 : 1; the second is the bit depth of data acquisition interface, normally
around 12-14 bit, which corresponds to 105 : 1 dynamic range. As shown in Fig. 2·1A
and Fig. 2·1B, we take two steps to overcome the bottlenecks. First, we try to keep
florescence response within photo detector’s detection range by actively regulating the
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illumination power and keep florescence response within photo detector’s detection
range. Second, we compress information of pixels so that the data could be digitized
by a 12 bit data acquisition interface.
Figure 2·1: Schematic of principle. Layout for (A) conventional,
and (B) active-illumination-assisted multiphoton microscopy (PID
=proportional-integral-derivative feedback).
A PID negative feedback is designed to regulate florescence response S0 by control-
ling the input illumination power. To avoid photobleaching, a user-defined maximum
power Pmax is implemented using a digital actuator. When sufficient power is avail-
able to hold S0, the system is in feedback active mode. When more than Pmax is
needed to reach S0, the power is automatically set to Pmax and the system switches
to power-limited mode. As is shown in Fig. 2·1B, we define the fluorescent sample
strength X to be a variable that includes all factors contributing to the local fluores-
cent emissivity, including concentration, cross section, quantum yield, etc., such that
the detected multi-photon excited fluorescence is
S = XPα (2.1)
where α is the excitation order (2 for two-photon microscopy). As a result, the desired
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quantity of interest is the sample strength
X =
S
Pα
(2.2)
Note that this relation always holds, which means that the computation result will be
equal to real sample strength regardless whether the system is in feedback-active or
power-limited mode – the output remains the desired X regardless. Moreover, even
if the feedback fails to some degree and neither S nor P attains its targeted value,
the ratio X remains correct, which is all the user cares about.
The above strategy can keep the fluorescence response within the detector’s range,
and at the same time minimize the possibility of photobleaching or phototoxicity (a
similar strategy involves on/off illumination control(Hoebe et al., 2007) (Caarls et al.,
2011) (Horton et al., 2013). However, we are still limited by the bit depth of data
acquisition interface. To improve the dynamic range of the acquired images, an
additional feature to our strategy is desired. The problem can be made clear with
an example. Let us consider the standard case where microscope signal acquisition
is performed with a 12-bit A/D converter. In this case, even if the optical detector
(typically a PMT) is noiseless, the best dynamic range one can hope to achieve is
4096:1. And even if one were to switch to a converter with larger bit depth, one would
then run into dynamic range limitations imposed by the detector itself, which for a
typical PMT is 105 : 1. These ranges are far short of the brightness ranges occasioned
in fluorescently labeled brain tissue, often by orders of magnitude.
When examining the problem more closely, one realizes one could do much better,
even with a standard 12-bit converter. The problem is that the converter is not
efficiently utilized. As the optical signal increases, so does the shot noise associated
with the signal, meaning that the fine sampling provided by the 12-bit converter
becomes wasted at high signal levels where all it does is oversample noise. A much
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better strategy is to redistribute the sampling so that fine sampling is provided at low
signal levels where it is needed, while coarser sampling is relegated to larger signal
levels. Such a redistribution of sampling can be achieved by applying a nonlinear
(more precisely, sub-linear) operation to the signal before it is sampled by the linear
A/D converter. The operation we choose for our system is the logarithm operator.
To be clear, we apply the logarithm operator to the sample strength X. But in turn,
this is derived from the logarithms of the fluorescence signal S and the laser power
P by the simple relation
log2(X) = log2(S)− αlog2(P ) (2.3)
2.3 Methods
In this section, we will explain in detail the underlying methods enabling the principle
of active illuminated multi-photon microscopy illustrated above.
2.3.1 Active Illumination Add-on Technique
As is shown in Fig. 2·1, the fluorescence signal S obtained from the microscope PMT
(Hamamatsu H7422PA-40 with Prairie Ultima pre-amp) is normally routed to the
microscope acquisition electronics. Instead, we route it here to one of the ADC input
of the FPGA board, through a variable voltage divider (5000 Ω) adjusted so that the
overall ADC gain Gs is nominally adjusted to fill the converter bit depth (minus one).
That is, Gs = 2
Bs/Ssat, where BS = 13 and Ssat is the saturation signal obtained
from the PMT. The error difference between the digitized signal Sˆ = GSS and a
programmed set point S0 is then fed into a PID controller to compute the targeted
digitized laser power Pˆ . This is sent to the EOM (Conoptics 350-80LA with 302RM
driver) via one of the FPGA DAC outputs such that the nominal overall DAC gain is
Gp = Pmax/2
BP , where BP = 14 and Pmax is the EOM driver voltage corresponding
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to the maximum allowed laser power. This is adjusted using a variable voltage diver
(5000 Ω) between the FPGA output and the EOM driver input (alternatively, it can
be loaded into the Red Pitaya FPGA through its web page interface).
In the event that the target Pˆ is less than the maximum allowed Pˆmax the board
is in feedback-active mode. Otherwise, the board automatically switches to power-
limited mode and max is held fixed at Pˆmax max. To turn active illumination off we
bypass the feedback and apply a user-defined constant voltage to EOM.
Regardless of whether the board is in feedback-active or power-limited mode,
the sample strength X is computed from the knowledge of Sˆ and Pˆ (obtained by
probing the laser power with a 2% beamsplitter, neutral density filter, and a Thor-
labs PDA36A amplified photodiode, and adjusted with a variable voltage divider to
match the photodiode output range to the 1V input range of the second Red Pitaya
ADC input). Once computed and encoded by a logarithm operation, X is routed
to the microscope acquisition electronics via the second FPGA DAC output. For
the logarithm operation, both Pˆ and Sˆ are converted to log2(Pˆ ) and log2(Sˆ) using
a lookup table containing BLbit entries pre-calculated by MATLAB and stored in
onboard ROM. These entries are scaled by GL = 2BL/BS, and processed to obtain
LˆX = GLlog2Xˆ+C = GL(log2Sˆ−αlog2Pˆ+C, where C is an additive constant chosen
to avoid the possibility of negativities in LˆX in the event the microscope acquisition
electronics does not allow negative input levels (we used here BL = 13 and C = 2BL).
After LˆX is output by our active illumination unit D/A converter it is then re-digitized
by the microscope acquisition electronics. The link between
ˆˆ
LX after re-digitization
and LˆX is given by
ˆˆ
LX = GM LˆX , where ideally GM is adjusted to fill the bit depth
B of the microscope acquisition electronics when LˆX is maximum. What is displayed
on the computer screen, which, as far as the microscope is concerned corresponds to a
standard image, is then
ˆˆ
LX . If desired, the numerical reconstruction of X, to within
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an unimportant scaling factor, can be performed post-hoc using the simple relation
X ∝ 2 ˆˆLX/GLGM . Note that an accurate knowledge of GM is critical here to ensure
that the reconstruction of X is properly linear.
2.3.2 Implementation of PID Feedback on FPGA
PID is a widely-used negative feedback control algorithm. Assume that we have
a time-varying error signal, e(t), which is the difference between set point and the
process variable. The controller attempts to minimize the error by changing the
controlled variable u(t), in our case the illumination power, to a new value determined
by a weighted sum of three control terms: P, I and D. P stands for proportional term,
whose value is proportional to e(t). I stands for integral term, which is the integrated
error over time. D is the derivative term, which is the error’s rate of change. The
continuous PID control algorithm in a standard form can be written as (Lima et al.,
2006)
u (t) = Kp
e(t) + 1
Ti
t∫
0
e(t′)dt′ + Td
de(t)
dt
 . (2.4)
Where coefficient Kp is the proportional gain, Ti is the integral time, Td is the deriva-
tive time.
We can discretize the equation, by replacing the integral with discrete summation
and using backward difference (e[k]− e[k − 1]) to approximate the derivative.
u[k] = Kp
(
e[k] +
1
Ti
k−1∑
k′=0
e[k′]T + Td
(
e[k]− e[k − 1]
T
))
(2.5)
Here T is the sampling period. Subtracting u[k − 1] from the above and rearranging
the right-hand side of equation 2.5 yields the final discretized PID equation:
u[k] = u[k − 1] + b0e[k] + b1e[k − 1] + b2e[k − 2] (2.6)
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with
b0 = Kp
(
1 +
Td
T
)
;
b1 = Kp
(
−1 + T
Ti
− 2Td
T
)
;
b2 = Kp
Td
T
.
In our case, we do not use the D term of PID, so Td is set to zero. As is shown in
Figure 2·2, we first subtract input signal from set point to obtain the error signal. We
then multiply the error signal by a proportional gain kp to obtain the proportional
control term. At the same time, the error is multiplied by an integral gain kI and
added to an integral register. Finally, the proportional and integral terms are summed
up and sent to an output actuator. The implementation of the algorithm contains
two multipliers, two adders and one subtractor. To improve calculation speed, Xilinx
IP cores are used.
PID Controller
Register
-
e(k)
+ Actuator u(k)
s(k)
k
I
k
P
s
0 umax
+
Figure 2·2: Work flow of the PID controller.
The use of a logarithm scale to encode sample strength was introduced by Chu and
others(Chu et al., 2010). As shown in Figure 2·3, three steps are involved. First, the
signal level is measured by the PMT and digitized as S and the illumination power is
measured by a photodetector and digitized as P . Both S and P are encoded as 13-bit
signals, meaning that their logarithms can be computed using the same predefined
and scaled lookup table that occupies less than 7KB of onboard ROM. Finally, a
subtraction operation is performed between the logs of S and P (the latter being
16
multiplied by 2 in the case of two-photon microscopy by bit shifting). A constant is
added to the final result (here 213) before sending it to the microscope control system
to prevent it from going negative.
Sample Strength Calculation
p
s
Logarithm
LUT
log(p)
log(s)
bit-shift
rescale
log(p^2)
log(s)+C
- log(x)+C
Figure 2·3: Sample strength is calculated from s, the signal level and
p, the illumination power on that pixel.
Our feedback system is designed based on the Red Pitaya development kit. Red
Pitaya is an FPGA development kit with a dual-core ARM Cortex chip on board
and features two 125MHz analog inputs and two 125MHz analog output ports. The
hardware parameters and functional layout are summarized below.
Table 2.1: Red Pitaya Hardware Description
Function Component Specification
A/D Converter LTC2145 14 bit 125MHz
D/A Converter AD9767 14 bit 125MHz
SoC Xilinx Zynq 7010
As is illustrated in Fig. 2·4, our FPGA-based PID controller is composed of five
functional blocks.
1. A PID controller that computes the desired controller output.
2. An AXI-Stream interface for the user to set the feedback parameters.
3. An oscilloscope to visualize the input signal.
4. A sample strength calculator.
5. An input/output interface.
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Figure 2·4: Overall structure of our PID controller. Functional blocks
are shaded in gray. s(k) is the discretized PMT signal; s0 is the set
point; kP and kI are feedback coefficients; u is the controller output
signal, which controls the transmission of the EOM; p is the laser power,
measured by the photodiode; x is the sample strength.
Among them, the AXI interface, the oscilloscope and the I/O interface is part of
the Red Pitaya open source project. Detailed code and description can be found on
Github: https://github.com/RedPitaya/RedPitaya/tree/master/fpga
The AXI-Stream interface provides real-time communication between Red Pitaya’s
Linux system and FPGA. We use it to adjust the feedback parameters and visualize
the input signal. The input/output interface performs dual channel A/D and dual
channel D/A conversion at 125MHz. In our case, the signal level is digitized by
input channel 1 while the illumination power is digitized by channel 2. The oscillo-
scope modules stores data from the high-speed A/D converter in a triggered buffer
and transfers the data through AXI-Stream to Red Pitaya’s DRAM for on-screen
visualization.
FPGA programming is performed through the Vivado R©Design Suite 2015.1 by
Xilinx. All source code is written in Verilog. The target FPGA device used in this
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research is the Xilinx Zynq 7010 SoC. The device resource utilization is shown below:
Table 2.2: Device Resource Utilization
Resource Utilization Available Utilization %
FF 4849 35200 13.90
LUT 4535 17600 25.77
I/O 257 6000 4.28
BRAM 33 60 55.00
DSP48 13 80 16.25
BUFG 7 32 21.88
PLL 1 2 50
2.4 Imaging Results
We first use a High Dynamic Range Add-on enabled two-photon microscope to image
BPAE cells (FluoCells Prepared Slide 2, Molecular Probes). The imaging result is
shown in Fig. 2·5. From Fig. 2·5(a) and Fig. 2·5(b), we can see that within the limit of
maximum allowed power, the feedback system tries to keep detector response (PMT
data) at the set point. Note the bright edges apparent in Fig. 2·5(a) are caused by
overshoot in the feedback at 4µs pixel time (see 2.5 for details). Despite the overshoot
and dark regions, variation in S are canceled after computation of log2(X) (or X),
and Fig. 2·5(b) remains a quantitative representation of sample fluorescence strength.
We then demonstrate the advantage of active illumination in neuronal imaging.
Details about mouse brain imaging experiments can be found in Appendix B. During
structural imaging of neuronal anatomy, different cellular compartments often lead
to a range of signal intensities greatly exceeding what can be captured by current
multi-photon microscopes. For example, dendritic spines are a widely used readout
of neural plasticity(Wilbrecht et al., 2010), but these small and dim structures are of-
ten difficult to resolve without saturating signals from larger adjacent compartments
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Figure 2·5: Demonstration of technique. (a) is the raw PMT data ob-
tained from BPAE cells (FluoCells PreparedSlide 2, Molecular Probes)
while active illumination is on (normally this signal would be sent to
the microscope acquisition electronics). (b) is the illumination power
measured by the photodiode. (c) is the resultant log encoded sample
strength sent to the microscope acquisition electronics, or log2(X). (d)
is the linear-encoded sample strength calculated post-hoc, X.
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such as parent dendrites or the cell body. This problem is remedied by active illu-
mination, as illustrated in Fig. 2·6. In Fig. 2·6 A, we see that high power reveals
neural processes but causes detector saturation (red), whereas low power (just be-
low saturation) produces a mostly dim image. AI (log scale) provides much higher
dynamic range while never saturating. By plotting the intensity profiles along the
yellow dashed line, we see that high power and AI images exhibit similar SNR (slight
differences are attributable to sample drift between acquisitions), whereas spines in
the sub-saturation power image are barely discernible. Importantly, the overlay of
linear histograms in Fig. 2·6 B confirms that the fluorescence levels acquired with and
without AI are reliably consistent over the full span of brightness ranges. That is, AI
allows both bright and dim cellular compartments in mouse brain tissue to be simul-
taneously and accurately quantified without the need for repeated exposures. Our AI
technique greatly improving the SNR of spine imaging while preventing clipping of
signals from larger dendritic branches. Indeed, the sample strengths in Fig. 2·6 span
a range 108 : 1. The display of such a large dynamic range is facilitated with our
log representation, and a conventional linear representation can be readily recovered
post-acquisition by applying the anti-log operator to X.
Active illumination also offers substantial benefits for imaging neural activity with
genetically encoded Ca2+ indicators. Activity levels often vary dramatically across
different neurons within a circuit(O’Connor et al., 2010), posing challenges for cap-
turing both large fluorescence increases within the most highly active cells without
sacrificing signals from weakly active neurons that still encode meaningful informa-
tion. This problem is compounded by the increased dynamic range of the latest gen-
eration of Ca2+ indicators such as GCaMP6. To illustrate this situation, we imaged
sensory responses to odors in the olfactory bulb of Ty1-GCaMP3 mice(Chen et al.,
2012) with 3.2µs pixel time, where neurons exhibit both increases and decreases in
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Figure 2·6: Demonstration of high dynamic range mouse brain imag-
ing. (A) YFP-labeled pyramidal neuron in neocortical slice (single
frame from a 26-frame 75µm z-stack, 3.2µs pixel time)acquired with
high (left) and low (center) laser power, and active illumination (right).
Re-scaled insets are shown for comparison, following post-hoc lineariza-
tion of the AI-on inset, along with plot profiles of four spines (along
dashed yellow line). (B) YFP-labeled neurons (maximum intensity pro-
jection of a 23-frame 88µm z-stack, 3.2µs pixel time), acquired conven-
tionally (AI off, linear, just below saturation) and with active illumi-
nation (AI on, log). For comparison, images are also shown in log and
linear representations, respectively. Histograms of the linear images ap-
pear almost identical, whereas histograms of the log images reveal that
in fact AI (green) provides here a 26-bit dynamic range compared to
the 12-bit dynamic range provided by conventional acquisition (black).
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neural activity with diverse amplitudes and temporal dynamics (Fig. 2·7A,B). Ac-
tive illumination enabled the use of sufficient laser power to reveal weakly activated
cells while at the same time preventing the clipping of more strongly responsive cells.
Active illumination also provided improved resolution of Ca2+ changes in smaller
dendritic compartments (Fig. 2·7C), which play important roles in integrating in-
put from other neurons(Magee, 2000) and can even act as independent input-output
sites(Urban and Arevian, 2009)(Euler et al., 2002). From Fig. 2·7C, we can see that
when the laser power is limited to prevent saturation, activity maps primarily reflect
only the strongest-responding structures (left); when the laser power is increased
with AI, the improved SNR enables the detection of smaller changes in soma and
dendrites, providing a more detailed identification of activity across the neural popu-
lation (right). Overall, active illumination decreased the noise levels in resting signals
from individual cells, while providing a corresponding increase in the SNR of sensory
responses (Fig. 2·7D–I), illustrating an increase in the amount of information about
circuit dynamics that can be extracted with Ca2+ indicators.
2.5 Discussion
Latency is one of the most important parameters for a real-time feedback control
system. Our PID feedback implementation consists of several devices that contribute
to the total latency, including a PMT, its associated trans-impedance amplifier, the
EOM driver and the FPGA board. Altogether, these devices were found to introduce
a latency in the feedback of ≈ 2µs. Among all components, the delay time introduced
by FPGA operations, running on Red Pitaya board with a 125MHz oscillator as the
master clock are:
1. A/D conversion. For the LTC2145 A/D converter, ≈ 7ns.
2. Digital signal processing, including signal wrangling, PID controller output com-
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Figure 2·7: Improved functional imaging of neural activity with ac-
tive illumination. (A) Mitral/tufted cells and dendrites in the olfactory
bulb of Ty1-GCaMP3 mice. (B) Sensory responses to odors for se-
lected ROIs. (C) Activity maps showing average δF/F0 during the 5
sec period after odor stimulation. (D,E) Increasing laser power alone
leads to detector saturation in many areas, where red identifies pixels
clipped at any time during the image sequence (3.2µs pixel time). (F)
Increased image quality with AI, shown for three example neurons in
single imaging frames prior to odor stimulation. (G) Comparison of
sensory responses in 3 different neurons with and without AI, showing
cells with low, moderate, and high activity levels. (H) On average, AI
gave a 30% reduction in resting noise levels of individual ROIs. (I) Cu-
mulative SNR histograms showing rightward shift toward higher SNR
with AI (black) compared to without AI (red). SNRs were calculated
for each ROI as peak δF/F0 during the odor response divided by the
standard deviation (SD) of the resting activity.
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putation and output thresholding, ≈ 10ns.
3. D/A conversion. For Red Pitaya’s onboard D/A converter, ≈ 30ns.
As a result, a total latency of ≈ 50ns introduced by the FPGA is negligible compared
to the time introduced by other devices. Actually, the major speed limitation of our
feedback system comes from the EOM driver.
In our experiments, we use a pixel sampling rate up to 1MHz. Such a high
pixel rate pushed our system to its speed limit since barely a single control cycle is
allowed per pixel. With a proper gain setting, the PID controller can bring the PMT
signal into a measurable range in the first cycle and thus avoid saturation. However,
when only one cycle is allowed per pixel, we see a larger percentage of overshooting
on upswings and undershooting on downswings. These phenomena are highlighted
in Figs. 2·8, which illustrate active illumination at a rate of 4µs per pixel. Both the
sample strength and the raw PMT signal are simultaneously acquired by two channels
of the microscope acquisition electronics. Ideally, the raw PMT signal should plateau
to a constant value whenever the system toggles to feedback-active mode. Manifestly,
at the rate of 4µs per pixel, overshooting occurs before the system is able to stabilize.
Nevertheless, the calculated sample strength remains unaffected because transient
errors in S and P largely cancel one another.
One might wonder how it is possible to improve dynamic range beyond the intrinsic
range of the detector acquisition electronics. The key here is that two detectors are
used, not just one. Moreover, the signal of interest, namely the sample strength X,
depends on the simultaneous measurements provided by both of these detectors, not
just one. In the case of multiphoton microscopy, the dependence on one of these
measurements is nonlinear, further increasing the sensitivity to this measurement.
The thesis project does not attain the full potential gain in the dynamic range
predicted by theory (see Fig. 3) for a variety of reasons. First, we give ourselves some
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Figure 2·8: Image of a fluorescent bead. (left) Comparison of raw
PMT signal and reconstructed sample strength while active illumina-
tion is on with 4µs pixel time. (right) Line plots through yellow line on
the image along scan direction.
wiggle room (Xt < Xsat) to allow for the possibility of errors in the feedback, such as
feedback overshoot. Second, it is necessary to introduce a constant offset to log2X
because our microscope acquisition electronics did not allow negative input levels
(see the Fig. 2·2). Third, a roll-off in SNR occurred at Xr, caused by our inability to
precisely control and detect the illumination power P at levels when it is very small
(owing in part to digitization inaccuracies, noise in the EOM control and photodiode
electronics, and a weak quadratic dependence of the EOM response at that level).
Nevertheless, the gains in dynamic range we achieved are substantial. For example,
a gain of 14 is illustrated in Fig. 2·6B, above and beyond the range of 12 provided by
standard microscope acquisition electronics.
We emphasize that such a redistribution of gray levels entails no additional loss of
information, since, up to sample strengths much larger than Xsat , loss of information
remains dominated by uncertainties due to shot noise rather than inaccuracies due
to sampling (see Fig. 2·9). A theoretical evaluation of the dynamic range is provided
in the appendix A, and illustrated in Fig. 2·9, for the case when S0 is set to half the
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Figure 2·9: Analysis of the signal to noise ratio (SNR) as a function
of sample strength X. Black trace is SNR for conventional two-photon
microscopy (α = 2), limited to sample strength Xsat at which point the
detector saturates, for acquisition bit depth B = 12. Red and green
dashed traces are SNR for power-limited and feedback-active modes –
transition between the two modes occurs at Xt. Net active-illumination
SNR (blue trace) is shot-noise limited up to sample strength Xr, at
which point it begins to roll off when digitization of the laser power
P becomes undersampled. Signal set point S0 is set here to half the
detector saturation level. The maximum allowed laser power Pmax is
set to P0. Ssat is taken to be 2.5× 104.
detector saturation level. The resulting maximum gain in dynamic range compared to
standard multi-photon microscopy is given by ×2αB−1, where B is the bit depth of the
acquisition electronics. For two-photon microscopy with typical bit-depth=12, this
corresponds to a maximum increase in dynamic range of almost 107. For three-photon
microscopy(Lima et al., 2006), the increase would be greater than 1010.
Compared to multi-exposure, multi-signal-attenuation, or post-detection strate-
gies for achieving high dynamic range, our technique provides the added benefits of
limiting photobleaching or phototoxicity in the sample (Pmax is set to no higher than
the illumination power P0 normally used in standard imaging, and reducing potential
of damage to the detector itself caused by sudden signal transients (S is prevented
from being larger than S0). It should be noted that active illumination can also be
applied to single photon scanning microscopy (e.g. confocal), however with reduced
benefits to dynamic range and photodamage limitation. The purpose of our active
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illumination add-on is to enable scanning microscopes, particularly multiphoton mi-
croscopes, to see more, in many cases much more, in a reliable, quantitative manner
and without significant sacrifice in performance. To maximize impact, we have fo-
cused on making our add-on easy to assemble from only a few off-the-shelf components
and to implement with no requirement of microscope hardware modifications.
2.6 Code Availability
The Red Pitaya software and operation manual for the particular active illumina-
tion implementation described here will be made freely available on our website:
http://biomicroscopy.bu.edu.
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Chapter 3
Ultrasound Phase Contrast Imaging
3.1 Introduction
Due to the strong scattering of biological tissue, optical imaging methods can hardly
reach 1mm beneath the surface. Ultrasound, on the other hand, can easily reach
several centimeters depth without being severely attenuated or scattered. In this
project, I replace the light radiation with ultrasound and build an ultrasound phase
contrast imaging system.
As is briefly mentioned in Chapter 1, the idea of utilizing ultrasound for deep tis-
sue imaging has been used in Acousto-optical tomography(AOT). Recently reported
AOT systems has a imaging depth of 10cm in tissue(Lai et al., 2012)(Zhang et al.,
2012). However, in AOT system, detection photons have to penetrate through the
whole sample, which requires a large amount of illumination power. In addition, the
presence of shot noise makes it challenging to efficiently detect transmitted photons
that are modulated by ultrasound. Therefore, delicate detection equipments are re-
quired, such as persistent spectral hole burning filter or photorefractive crystal-based
interferometer. For these reasons, we would like to waive the use of light and boost
the imaging depth by building a pure ultrasound system, thus breaking the transport
limitations of photons in the imaging of biological tissues.
Ultrasound echography, or B-Mode ultrasound, is widely used for clinical purposes.
In echography, contrast comes from sharp acoustic impedance change alone the axial
direction. The contrast mechanism restricts the applications of echography to samples
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with different reflectivity or distinct back scattering properties(Sehgal et al., 2006).
Take breast cancer screening for example, it is difficult to use ultrasound echogra-
phy to characterize complex cysts filled with echogenic fluid. In an early study(Hogg
et al., 1988), it is reported that as many as 33% of the lesions considered to be inder-
minate were cystic on aspiration. There is growing evidence that adding echography
screening to mammography will increase the sensitivity(Berg et al., 2008), but X-ray
mammography still remains the gold standard for breast cancer screening.
Sound speed is heterogeneous in biological tissue(Ophir and Lin, 1988) and can be
used as endogenous contrast for biomedical imaging. Human breast tissue is known to
refract diagnostic ultrasound pulse and generate distortion of wavefront(Hinkelman
et al., 1995). Malignant breast tumors generally have higher sound speed than normal
breast tissue. According a series of experimental measurements(Li et al., 2009)(Mast,
2000), sound speed in fat tissue is roughly 1478 m/s; sound speed in glandular breast
tissue is around 1510 m/s, and sound speed in malignant breast tumors is roughly
1548 m/s. This relative sound speed difference suggest that sound speed imaging
bears great potential in breast cancer screening.
In addition to breast cancer screening, sound speed imaging are also studied for
a varieties of applications. By utilizing the sound speed dependence on tissue tem-
perature(Bamber and Hill, 1979), sound speed imaging can serve as a non-invasive
tissue thermometer in guided thermal therapy procedures(Farny and Clement, 2009).
Research work related to sound-speed imaging started in the mid 1970s(Greenleaf
et al., 1975)(Greenleaf et al., 1978), clinical applications are reported a few years
later(Greenleaf and Bahn, 1981). Most of the proposed imaging systems work in
transmission geometry. In 1981, Carson et al.(Carson et al., 1981) reported a re-
flection imaging system that can acquire pulse-echo images and images that repre-
sent local attenuation coefficient and sound speed simultaneously. Thanks to the
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advances in memory size and computing power, in vivo sound-speed tomography sys-
tem with faster imaging rate, higher spatial resolution and better image contrast are
developed in recent years(Chang et al., 2007)(Li et al., 2009)(Nebeker and Nelson,
2010)(Nebeker and Nelson, 2012).
In existing sound-speed tomography systems, people send ultrasound pulses from
one side of the sample, acquire the transmitted ultrasound wave on the other side and
computationally reconstruct tomographic images. There are a total of three different
sound speed reconstruction strategies.
Ray based sound speed reconstruction is the earliest and yet the most widely used
method. Ray-based reconstruction is built upon the simple assumption of straight
ray propagation. Basically, time of flight of sound rays equals the integration of
’slowness’(1/speed) along the traveling path. To figure out a two dimensional or three
dimensional sound speed map, tens of thousands of sound rays with different positions
and orientations have to be acquired and then fed into a system of linear equations. In
practice, the sound ray is not a straight line, and the bending of sound ray introduces
nonlinearity to the reconstruction problem. Since the late 1970s, lots of research
efforts have been devoted to counteract the ray-bent effect(Schomberg, 1978)(Norton,
1987)(Li et al., 2009), mainly through iterative methods. Studies show that the lower
bound of resolution in the ray-based method is several wavelengths(Quan and Huang,
2007).
Diffraction based reconstruction is another well-exploited method. With ideas and
mathematical tools borrowed from Fourier diffraction theory in optics, here wave-
front distortions are treated as perturbations of the incident radiation field. Sound
speed variation is obtained by properly solving the inverse wave propagation equa-
tion. Diffraction based reconstruction can potentially achieve a better solution than
ray based method, but it is known to have convergence issues(Robinson and Green-
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leaf, 1986).
A third method is often called full wave inversion reconstruction, which refers to
solving the inverse wave propagation equation directly using optimization tools. Since
the total count of unknowns is on the scale of the number of pixels or voxels, the full
wave inversion method has prohibitive computation cost.
In all these sound speed imaging systems, sound speed is measured indirectly
through its integral: time of flight (or effectively, phase), so tomographic image recon-
struction is an intrinsically illy-posed inverse problem. Solving this inverse problem
is not only computationally expensive, but also cost inefficient as the 360◦ scan often
requires expensive ring transducer array with thousands of elements. In some special
cases, people could walk around the cost using prior knowledge(Farny and Clement,
2009), but in general, sound speed tomography is not clinically available due to these
obstacles.
In optical imaging field, it is hard to measure the time of flight directly. Op-
tical phase contrast techniques were developed quite early in the history of optical
microscopy. Early researchers designed optical systems such as DIC(Saylor, 1935)
that turns optical phase shifts into intensity variations. Optical phase contrast
microscopy provides exquisite high-resolution images of sample morphology with-
out the use of sample labeling. Mertz et al. recently developed a few new tech-
niques for optical phase contrast imaging, including Oblique Back-illumination Mi-
croscopy (OBM)(Ford et al., 2012) and its scanning version (sOBM)(Mertz et al.,
2014) that work in reflection geometry generate phase contrast images in arbitrarily
thick tissue; Partitioned Aperture Wavefront imaging (PAW)(Parthasarathy et al.,
2012)(Barankov and Mertz, 2013) that works in transmission geometry.
From geometrical optics point of view, the contrast of both OBM and PAW comes
from the bending of the light ray on lateral refractive index variations. Sound ray
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behaves similarly to light ray in the way that it will refract on local sound speed
variations along the propagation path.
Instead of treating refraction as an artifact, we are inspired by optical phase
contrast techniques to design an imaging system that utilizes the refraction of ultra-
sound to detect local sound speed variations. Ultrasound and light have very distinct
scattering and absorption behaviors in biological tissue. On the other hand, their re-
fraction behaviors are almost identical. Actually, from a macroscopic perspective, the
refractions of light and sound are both governed by Snell’s Law (Cobbold, 2006)(Saleh
et al., 1991), with respect to light speed and sound speed. Since we are measuring
sound speed using the phase shift, the name phase contrast and sound speed imaging
will be interchangeable in this report. The system is cost-efficient. We can provide
phase contrast images by simple algebraic operations on the raw data and eliminate
the need for solving complicated inverse problems. We first did a feasibility study by
building a low-cost single element scanning system and imaged a silicon phantom. We
then implemented the ultrasound phase contrast imaging system on a linear phased
transducer array with two different detection schemes and imaged tissue-mimicking
phantoms. In the last part, we analyzed the limitation of existing setups and proposed
some future improvement plan.
3.2 Principle of Scanning Oblique Back-scattering Microscope
The principle of sOBM can be explained from the geometrical wave refraction point
of view. As is shown in Fig. 3·1, suppose there is a plane wave propagating in
+zˆ direction, the wave front is in parallel with the X-Y plane. The plane wave
passes through a region with inhomogeneous sound speed. If we assume the sound
speed variations are small compared with background sound speed c, the path length
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difference between left sound ray and right sound ray is
∆pathlength =
∫
focus
(
c
c′
− 1)dz =
∫
focus
c′ − c
c′
dz (3.1)
From geometrical relation, the path length difference is compensated by beam deflec-
tion. For small deflection angle ∆θ, we have
∆pathlength = ∆x∆θ (3.2)
Combining the above two equations together, we have
∆θ =
∫
focus
1
c
∂c
∂x
dz (3.3)
Equation 3.3 demonstrates that the refraction angle is proportional to sound speed
gradient alone xˆ direction, integrated over the focal zone. If we further assume the
sound speed gradient ∂c
∂x
to be uniform over the focal region, we can turn the integra-
tion into phase
∆θ =
λ
2pi
∫
focus
ω
c2
∂c
∂x
dz =
λ
2pi
∂
∂x
∫
focus
ω
c
dz =
λ
2pi
∂ψ
∂x
(3.4)
Here ψ is the phase accumulated over the focal zone.
To detect ultrasound beam refraction and figure out the phase gradient at the
focal zone, we use a two detectors strategy. As is shown in Fig. 3·2, if we focus
an ultrasound beam into a sample, the energy distribution of the ultrasound beam
beyond the focal zone is subject to sound speed variation at the focal zone.
Suppose that we place two detectors symmetrically to the central axis and they
measure the total energy of the sound wave of the left half and the right half as Ileft
and Iright, respectively. We can reveal both attenuation and sound speed variance
information about the focus by performing some simple data processing. By summing
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Figure 3·1: Ultrasound beam refraction caused by local sound speed
variation.
up signals from two receivers, we effectively have one combined detector and signal
from the combined detector reveals attenuation at the focal point. We calculate the
total transmitted energy to get the attenuation image:
Iat = Iright + Ileft. (3.5)
On the other hand, by subtracting energy obtained by the left receiver from energy
obtained by the right receiver, we can qualitatively measure the amount of refraction,
which is proportional to phase variation over the focal spot. To minimize the influence
of amplitude fluctuation caused by attenuation, we divide the difference image by the
attenuation image.
Ipc =
Iright − Ileft
Iright + Ileft
. (3.6)
This data processing procedure is identical to the one used in PAW(Parthasarathy
et al., 2012).
Although simple and intuitive, we never implemented an imaging system that
has two detectors with larger detection area placed on the other side of the sample.
There are several practical reasons for not using the simplest setup. First of all,
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Figure 3·2: Using two detectors to measure beam refraction angle.
Dashed lines indicate the envelope of ultrasound beam without refrac-
tion. Blue shade indicates the sound rays that are refracted by the
sound speed variations of the sample.
transmission setup requires the ultrasound beam to penetrate through the sample
without being scattered or attenuated, which might not be the case for body imaging.
It also requires acoustic coupling to both sides of the sample. Secondly, as a scanning
imaging technique, we will need to move the whole apparatus mechanically. Two
large detectors make the system cumbersome and hard to be mounted on a translation
stage. Finally, large detectors with sufficient number of elements are expensive.
For the case of optical sOBM, the solution to the above practical problems has
already been found(Mertz et al., 2014). In the next section, we will use optical sOBM
as our starting point and present possible solutions to practical problems shown above
in the case of ultrasound.
3.3 Detection of Ultrasound Beam Refraction
3.3.1 Difference Between the Scattering Behavior of Light and Sound
Light propagation can be described by Maxwell’s equations. And the acoustic wave
equation governs the propagation of sound waves through the medium. However, bio-
logical tissue is a turbid medium where Maxwell’s equation or acoustic wave equation
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is not analytically solvable. We are interested in scattering and attenuation prop-
erties of human tissue, which is studied extensively by numerical simulations and
experiments.
Generally, scattering is the process where light or sound are forced to deviate from
a straight line trajectory by some localized non-uniformities in the medium; atten-
uation is the reduction of energy with respect to distance traveled. The scattering
and attenuation properties of both light and sound in tissue are frequency dependent.
Nevertheless, we will restrict the discussion of scattering behavior to light in the visi-
ble range(400-700nm) and sound that falls in the range of medical ultrasound (1MHz
to 10MHz). We will address the differences in scattering behavior between visible
light and medical ultrasound.
The main difference between light and ultrasound propagation in tissue lies in
how many times light or ultrasound are scattered before being attenuated. When
traveling inside human tissue, the attenuation of both light and ultrasound at a given
frequency can be described by a logarithmic decay relation:
I(l) = I0e
−µal (3.7)
Here l is the length of trajectory, I is the attenuated intensity, I0 is the intensity of
incident wave, µa is the attenuation coefficient, whose dimension is 1/length. We can
roughly define the length of propagation lp to be
1
µa
, which is the traveling length by
which the wave intensity has dropped to e−1.
For both light and ultrasound, the attenuation coefficient varies among different
types of tissue. For fibrograndular tissue and fat tissue, which are two major compo-
nents of human breast, the µa value of visible light is found(Key et al., 1991)(Sandell
and Zhu, 2011) to be around 10mm−1. As for ultrasound, µa is around 2mm−1 at
5MHz. Note that, the optics community and the acoustics community have different
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conventions in describing the wave attenuation. As intensity is the time-averaged
amplitude square per area, the logarithmic decay relation holds for both light and
sound.
On the other hand, mean free path of light in biological tissue, as is discussed
in section1, is around 100µm. For ultrasound, people rarely use the term mean free
path to quantify the multiple scattering behavior in tissue, simply because multiple
scattering does not play a significant role in general ultrasound imaging. From limited
sources, we find that the ultrasound ls in tissue to be around 10mm(Cortela et al.,
2016).
Using length of propagation and scattering mean free path, we can estimate the
total number of scattering events nsct by
nsct =
lp
ls
(3.8)
For light, nlightsct = 1, while for ultrasound, n
sound
sct = 0.05. The number roughly tells us
that, compared with light, ultrasound undergoes only 1/20 scattering events before
being attenuated. As a result, we are not able to replicate the detection strategy of
the optical sOBM to the ultrasound case. Details of tackling the problem will be
discussed in section3.4.1 and section3.5.1.
A second and less significant difference between light and ultrasound’s scattering
behavior comes from the differential cross section. Single scattering event can be
characterized by scattering angle, which is the amount of deflection caused by the
scatterer. Since the outcome of one scattering event is random and difficult to mea-
sure, people prefer to describe scattering statistically, by differential cross section,
which means the angular distribution of the scattered radiation intensity.
dσ
dΩ
=
PΩ(θ, ψ)
I0
(3.9)
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where σ is the scattering cross section with dimension area, Ω is solid angle, P is the
scattered radiation power per unit solid angle in direction (θ, ψ), I0 is the incident
wave intensity. The intensity distribution itself is not an intrinsic properties of bio-
logical tissue. One can imagine that a big bulk of tissue will cause more scattering
than a single cell. If we assume the volume is small and multiple scattering is not
a significant phenomenon, we can characterize a scattering material by differential
cross section per volume
dσ¯
dΩ
=
1
Vˆ
dσ
dΩ
(3.10)
For convenience, we can turn power per unit solid angle PΩ into intensity, which is
power per unit area. Suppose the intensity detector is located one unit length away
from the scattering volume, the scattered intensity PΩ = I(θ, ψ)(θ, ψ) ∗ dΩ ∗ (dˆ)2,
which, combined with equation 3.9 and equation 3.10, leads to
dσ¯ =
(dˆ)2
Vˆ
I(θ, ψ)
I0
=
1
1m
I(θ, ψ)
I0
(3.11)
The new dσ¯ are often called differential scattering cross section as well, it has dimen-
sion of 1/length. Interestingly, the concept of differential scattering cross section per
volume is often referred to as volume scattering function (VSF) or scattering phase
function by the optics community.
Fig. 3·3 shows the differential scattering cross section per volume of 783nm light
for adult rat brain. We can see from the figure that scattered intensity in the back-
ward direction (θ > 90◦), compared with incident intensity, is below 10−4. The optics
community often describes the scattering behavior by anisotropy factor. Basically,
anisotropy is a measure of the amount of forward direction retained after a single scat-
tering event. Anisotropy of light propagation in biological tissue is around 0.9(Kienle
et al., 2004). As for ultrasound, unfortunately, we are not able to find any study of
anisotropy factor in soft tissue.
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Figure 3·3: Differential scattering cross section per volume (more
wiggly curve, axis on the left) and cumulative probability function
(smoother curve, axis on the right) for adult rat brain. Figure taken
from Van der Zee, P., and D. T. Delpy. ”Computed point spread func-
tions for light in tissue using a measured volume scattering function.”
Oxygen Transport to Tissue X. Springer, Boston, MA, 1988. 191-
197.(Van der Zee and Delpy, 1988)
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Figure 3·4: Differential scattering cross section per volume of ultra-
sound. Left: 4MHz, right: 7MHz. M: skeletal muscle, NL: normal liver,
TL: tumor liver, B:blood. The bars correspond to standard error from
means. Figure taken from Nassiri, D. K., and C. R. Hill. ”The differ-
ential and total bulk acoustic scattering cross sections of some human
and animal tissues.” The Journal of the Acoustical Society of America
79.6 (1986): 2034-2047.(Nassiri and Hill, 1986)
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Fig. 3·4 shows the differential scattering cross section per volume of 4MHz and
7MHz ultrasound pulse in four different types of tissues. The data does not reach all
the way to 0◦, but we can still tell that, for ultrasound, the scattered intensity in the
backward direction is around 10−2 of incident intensity.
Combining the two scattering properties of ultrasound, that ultrasound undergoes
much less scattering events before being absorbed, as well as that ultrasound differ-
ential scattering cross section is larger in the backward direction, most of the energy
that comes back out from the biological tissue originates from single back scattering
events. We will talk about a detection strategy based on back scattered echoes in
section3.6.
3.3.2 Techniques for Detecting Energy Distribution
From section 3.3.1, we know that in biological tissue:
1. Compared with ultrasound, light undergoes 80 times more scattering events
before being absorbed.
2. Scattered light energy dominantly concentrates in the forward direction while
backscattering is a much more significant phenomenon for ultrasound.
If we send light into biological tissue, a photon could, probabilistically, goes through a
series of forward scattering events and come back out of the tissue from the same side.
The phenomenon is called diffuse reflectance (note the term is different from diffuse
reflection). Actually, according to theoretical study from Perelman et al.(Perelman
et al., 1997) and Tim Ford’s Monte Carlo simulation(Ford, 2013), if we place an
detector at around 1 transport mean free path L∗s away from the incident point, the
detected photons are most likely to reach the detector through a banana shaped trace.
See Fig. 3·5.
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Figure 3·5: Fluence rate estimation using Monte Carlo simulation.
Fluence is shown in normalized logarithmic units. Dashed line is the
indicates the classical path. Figure taken from Ford, Tim N. Fast
widefield techniques for fluorescence and phase endomicroscopy. Diss.
Boston University, 2013.(Ford, 2013)
Although Tim’s simulation is for the wide field microscope setup (OBM), we can
infer from the principle of reciprocity of light that, if we focus light using an objective
into tissue, the classical path of photon will bifurcate symmetrically to left and right
to form two ”bananas” before reaching out from the tissue.
In the application of optical sOBM, as long as the focal depth is within the ballistic
region, we can expect the light beam to be refracted by the optical phase gradient
in the focal zone. Now the fluence on the left and right classical paths are not equal
anymore. By coupling the left side and the right side of the objective with two
detectors using optic fibers, we will be able to measure the amount of refraction. It
is important to note that, diffuse reflectance of light not only sends photons back to
the sample surface, but also averages all spatial frequency components of the focused
illumination light: although the probabilities are not strictly the same, illumination
photons from all incident angles have some chance of hitting the detector.
The advantage of diffuse reflectance is lost in the ultrasound case. To be more
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specific, diffuse reflectance comes from multiple scatterings of light. As ultrasound
is much less scattered compared with light, according to a phantom study, over 95%
of the energy received at the reflection geometry comes from single back-scattering
events(Bly et al., 1985).
In this thesis project, we simulated and experimentally studied a total of three
solutions to the problem of detecting transmitted ultrasound energy and implemented
three ultrasound phase contrast imaging systems based on different detection schemes.
We first deviate from the idea of sOBM and do not using scattered signal to
detect the amount of refraction. Instead, we built two systems that are similar to
PAW(Parthasarathy et al., 2012), where the transmitted ultrasound wave is collected.
The first implementation is a proof-of-principle work, where the refracted ultrasound
beam is reflected and gathered back to the transducer (same one used for emission).
To use a single transducer element for emission and detecting echo from the left half
as well as the right half, a time-gated detection technique is used. In the second
implementation, we make use of a programmable linear transducer array to greatly
accelerate the scanning process. The signal to noise ratio is also improved.
In the third implementation, we return to the original idea of using endogenous
scatterers as signal sources. Endogenous scatterers are utilized to measure the rela-
tive energy distribution over the left and right half of the sample and determine the
amount of refraction. The idea of using endogenous scatteres as signal sources was
first explored by Norton et al.(Norton and Linzer, 1979) in 1979, where tomographic
images were generated by using echoes from random scatterers as the illumination
source. Shortly after that, Green et al. developed an imaging system called Ultra-
sound Reflex Transmission Imaging (URTI)(Green and Arditi, 1985). Briefly, URTI
works as the follows. An ultrasound pulse is emitted into the sample. The pulse
can be either focused or unfocused. The pulse will travel a certain distance and
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excite randomly distributed endogenous scatterers. Reverberations from these scat-
terers will propagate backward and reach the probe. To extract attenuation strength
of a certain point, the probe is focused synthetically and hear only for the echoes
that pass through the focal point. Although the probe is placed on only one side of
the sample, URTI is essentially a transmission imaging technique since the probe is
detecting ultrasound that is generated beyond the focus. It is also worth mention-
ing that, since reflections from a large zone are integrated, URTI cannot use time
of flight to resolve depth information, which is similar to our setup. In the follow-
ing decades, URTI is studied by a few groups and was used for discrimination of
pigmented lesions(Rallan et al., 2007) and image temperature induced sound speed
variation(Farny and Clement, 2009).
Implementation of the first technique is very cost effective. On the other hand,
implementations of the second and the third techniques can be applied to different
use cases, depending on the thickness of the sample of interest. In the following three
sections, we will discuss in details these three techniques and their respective research
outcomes.
3.4 Single Element Phase Contrast Imaging
3.4.1 Methods
Our experimental setup is illustrated as Fig. 3·6. The imaging apparatus together
with the sample is submerged in water. The apparatus contains the following com-
ponents: a focused ultrasound transducer (Olympus A309s) as the emitter and re-
ceiver, a step reflectors, two 2D motors (Thorlabs MTS50 Z8 ∗2), an ultrasound
pulser/receiver (Ultratek PicoPulser) and an FPGA controller (Red Pitaya). To im-
age a sample, an ultrasound pulse centered at 5Mhz is emitted and focused onto the
sample. The pulse will be refracted by the sample, bounce off the step reflector before
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it reaches back to the transducer. Due to path length difference introduced by the
step reflector, left part of the transmitted pulse will arrive at the transducer earlier
than the right part, by an amount of 2d/c, where d is the step size and c is the sound
speed in water. In order to effectively collect the diverging ultrasound pulse, we use
two ellipsoid shaped reflection surfaces in the step reflector. Each ellipsoid surface is
aligned such that one of its foci coincides with the transducer’s focal point while the
other focus locates at the transducer’s front surface. The left and the right ellipsoid’s
major axis both lie on the center axis of the ultrasound transducer, but they have
different lengths: m1 = 65mm, m2 = 80mm. The FPGA controller serves as the
timing master and performs signal processing.
Pulser/
Receiver
FPGA
Translation 
Stage
Reflector
Ellipsoid
major axis = m1
Ultrasound
Transducer
f
Ellipsoid
major axis = m2
Phantom
: Reflected pulse
: Emitted pulse
d
 𝑥
 𝑧
 𝑦
Figure 3·6: Schematics of the experiment setup. Dashed lines indicate
pulses that bounce off the ellipsoid reflector. Solid shade indicates the
sound ray path of the transmitted pulse. f is the focal distance of the
ultrasound transducer. d = 15mm is the length difference between two
ellipsoid’s major axis.
In order to obtain echography image, phase contrast image and attenuation con-
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trast image at the same time, we need to record echoes from both the ultrasound
focus and the step reflector. As a result, we set a total of three short acquisition
windows. At the beginning of each pulse-receiving cycle, the FPGA controller trig-
gers the emission of the ultrasound pulse. To acquire back-scattered signal from the
focus and form the echography image, the first acquisition window is set at time
t1 =
2f
c
+ τ1. Here f is the focal distance, c is the sound speed in water. Since the
sound speed in the silicone phantom is significantly slower than c (690 m/s), we add
a delay τ1 = 6.25µs to compensate for it. The ultrasound pulser sends a stimulus
square wave with 100 ns duration to the transducer. Signal emitted by the transducer
damps after 3 cycles, so the spatial pulse length in silicone phantom is 0.4 mm. This
also determines the axial resolution of the echo image. As for the transmitted pulse,
a second acquisition window is set at time t2 =
2m1+f
c
+ τ2, where m1 is the length of
major axis of the smaller ellipsoid and τ2 = 12.5µs is the delay compensation term.
The third acquisition window is set at time t3 =
2m2+fl
c
+ τ2, where m2 is the length
of major axis of the larger ellipsoid and τ2 is the delay compensation term. Window
duration for acquiring the transmitted signal is set to be d
c
since the axial resolu-
tion of phase contrast imaging does not depend on time gating. Signals acquired in
three time windows will be preprocessed and stored in PC. Once the reflected pulse
is received and processed, the controller can start the next cycle.
To acquire an image in X − Y plane, the sample is 2D scanned mechanically.
To get images for all three modalities, the pulse repetition frequency (PRF) is lim-
ited by the round trip time of flight. If we are interested in only the phase contrast
and attenuation contrast, the technique operates essentially in transmission geom-
etry. In this case, the PRF is limited by the total duration of the received signal.
PRF > 1/tduration = c/d. Here d = 15mm, c = 1.5mm/s, PRF = 800Hz. In
our experiment, the scan speed is restricted by the maximum moving speed of the
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motorized translation stage (5mm/s). Taking an 8mm by 10mm image takes around
6 minutes.
Raw transducer response is digitized by the 14 bit 50 MS/s ADC and prepro-
cessed in FPGA. Specifically, signal energy in each acquisition window is computed
by squaring and summing the transducer response. Reflectivity image is obtained by
registering the back-scattered signal energy with scan position. For absorption and
phase contrast image, the math operation described in Introduction 3.1 is performed.
3.4.2 Experiment Results
The phantom we imaged is made of Dragon Skin R© silicones. The phantom is 14
mm thick. Inclusions are hexagon shaped air rods (1 mm diameter) trapped in the
phantom. Sound speed in the silicone background is measured to be 690 m/s while
sound speed in air is 343 m/s. Images of the silicone phantom are shown in Fig.
3·7. The alignment and size of inclusion (ground truth) are shown in Fig. 3·7(a).
Fig. 3·7(b) shows the image acquired at time window 1, which corresponds to back-
reflected pulse from the focal point. Fig. 3·7(c) and Fig. 3·7(d) are images acquired
at time window 2 and 3, which correspond to the left and the right part of the
transmitted pulse, respectively. Fig. 3·7(e) is the phase contrast image obtained as
equation 3.15. Fig. 3·7(f) is the attenuation image obtained as equation 3.14. Fig.
3·7(e) resembles optical DIC images. When the ultrasound focus is scanned across
each air rod, phase gradient (or ∂c
∂x
) is positive on the left edge, zero at the center and
positive at the right edge, which is shown as the white-gray-black pattern.
3.4.3 Discussion
Resolution of the system depends on the size of focal spot. According to the the-
oretical study by Lucas et al.(Lucas and Muir, 1982) and Chen et al.(Chen et al.,
1993), -3 dB lateral width of the focal spot is diffraction limited: 1.62D
ka
, where D is
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d1 = 1.25mm
d2 = 0.92mm
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0      2mm
Figure 3·7: Results from phantom experiment. (a) Ground truth im-
age. (b) back-scattered tomographic image at transducer’s focal plane.
(c) Energy in the left part of transmitted pulse. (d) Energy in the right
part of transmitted pulse. (e) Phase contrast image. (f) Absorption
contrast image.
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the focal length, k is the wave number, a is the diameter of the transducer. For 5
MHz ultrasound, 0.5 inch transducer element diameter and 0.75 inch focal length,
focal spot width is 0.729 mm. Axial sound pressure distribution alone the center axis
takes a more complicated form as
|paxial| = |2p0|
D/z − 1
D
z
sin
(
kz
2
{[
1 +
4D
z
(
D
z
− 1
)
sin2
a/2D
2
]1/2
− 1
})
(3.12)
Where p0 is the pressure level at transducer surface. The axial span of region where
|paxial(z)|
|p0| >
√
2
2
|paxial(D)|
|p0| is found numerically to be 12.8mm. Since the image is formed
by mechanically scanning the focal spot, each scan line takes 8 seconds to be acquired.
As we can see, long imaging time prohibits the system to be applied to biomedical
imaging and tissue thermal imaging. In the next part of the project, we implemented
the idea of ultrasound phase on a commercially available transducer array and boosted
the line rate to 30Hz.
3.5 Ultrasound Phase Contrast in Reflection Geometry
3.5.1 Methods
Aside from using focused transducer element, ultrasound energy can be focused by
applying proper phase delay on a linear transducer array. Suppose the wavelength
of ultrasonic pulse is λ, the linear array has a total N elements with element pitch
l, according to Dr. Kino’s research in 1979(Kino, 1979), the normalized ultrasound
amplitude near focal point (x0, z0) at (x, z0) can be expressed as
A(x− x0, z0) = sin (Npil (x− x0) /λz0)
sin (pil (x− x0) /λz0) (3.13)
With very large N , equation 3.13 reduces to a simple sinc function, which is the
same as focal point profiled generated by a spherical shaped focusing transducer.
Instead of using an ellipsoid shaped reflector, we simply use a plane reflector in
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the setup, see Figure 3·8. In the case of presence of phase variation at the focal
zone, ultrasound beam deflection ∆θ will result in a shift ∆θ(d− f) of the center of
transmitted beam at the reflector. Upon specular reflection, deflection angle will be
preserved and when reflected pulse returns back to the probe, the center of the pulse
will shift by an amount of ∆θ(2d− f). The system is implemented on a Verasonics R©
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Figure 3·8: Schematics of the experiment setup. Blue shade indicates
the envelope of emitted ultrasound pulse while orange shade indicates
the envelope of the reflected ultrasound pulse. f is the focal controlled
by the phase delay of array elements. d is the distance between the
probe and reflector.
VantageTM128 system. The simplified plane reflector has several advantages over
our old design. First, the material used for the 3D printed ellipsoid reflector is not
efficient in reflecting sound energy. For a simple plane reflector, we have the freedom
to pick reflector material to maximize the acoustic reflection rate. Secondly, this
setup is very similar to the one used in mammography, which makes it possible to
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make a direct comparison between sound speed images obtained by our system and
mammographic images. Actually, for better registration between ultrasound images
and X-ray images, a similar experimental setup was used in some of the computed
sound speed tomography works(Richter, 1995)(Krueger et al., 1996)(Huang and Li,
2004).
An X-Y image is obtained as follows. 128 out of 256 elements are chosen as the
aperture in every data acquisition event. This is achieved by switching the electronic
multiplexer inside the probe. Scanning in the x direction is done by increasing the
aperture’s start position along the x direction, from 0 to 128. The probe is scanned
in y direction mechanically using a motorized translation stage. Similar to the single
element case, we have two acquisition windows in each pulse-receiving cycle, cor-
responding to the echo from the focus and echo from the bottom reflector. At the
beginning of each data acquisition event, the selected emission elements are fired with
proper phase delay, all elements in the aperture are used as receivers. For echographic
image, the first acquisition window is set at time t1 =
2f
c
+ τ1. Here f is the focal
distance, c is the sound speed in water, τ1 is added to compensate for the delay caused
by slower or faster sound speed inside the sample. As for the transmitted pulse, a
second acquisition window is set at time t2 =
2d
c
+ τ2, where d is the distance between
probe front surface and the reflector and τ2 is the delay compensation term. Note
that, in the flat reflector case, the time of flight of echoes that are not the same across
all elements on the probe. We could set different time windows for different elements
to accommodate for this effect, but for simplicity purpose, we use a long-lasting uni-
form time window for all receiving elements. The energy of the signal received by
the left half of the receiving aperture (element number 1-64) and the right half of the
receiving aperture (element number 1-64) is calculated over the second acquisition
time window as Ileft and Iright respectively. Similar to the procedure described in the
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section 3.4.1 for the single element feasibility study, attenuation of the focal point is
computed as
Iat = Iright + Ileft. (3.14)
While the phase contrast is computed as
Ipc =
Iright − Ileft
Iright + Ileft
. (3.15)
3.5.2 Experiment Results
The phantom used in this experiment is made of a mixture of Agar and Gelatin.
Following the recipe published by Dr. Madson and others(Madsen et al., 2005), the
phantom is known to mimic human tissue’s acoustic properties. For cost efficiency, we
did not add ingredients for tuning NMR properties. Basically, Agar and Gelatin are
melted in deionized water and mixed together. The mixture is poured into an acrylic
box where it cools to room temperature. Inclusion inside the otherwise homogeneous
phantom is created by placing cylindrical rod into the mixture before it congeals.
After 24 hours, the rod is withdrawn and the inclusion is filled with deionized water.
The dimension and acoustic property of the phantom are shown in Fig 3·9.
Inclusion, sound speed 1500 ±15m/s
Background, sound speed 1545 ±15m/s
𝛼 = 0.23 ± 0.05 dB/(cm MHz)
𝜌 = 0.95 ± 0.01 g/mL
Thickness: 25mm
16mm
3.5mm
Figure 3·9: Side view of in-house made phantom using mixture of
Agar and Gelatin. Inclusion is deionized water.
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The imaging results are shown in Fig 3·10. In Fig 3·10(a), the echographic image
is reconstructed from the back-scattered signal at the focal plane. The top surface
of cylindrical inclusion appears as a reflecting cone due to imperfect alignment of
the inclusion and the strong sectioning ability of echography. The white cloud is
an artifact that comes from multiple reflections between phantom’s top surface and
probe. A pair of positive-negative phase gradient is seen over the edge of the inclusion
in figure 3·10(b). Since water inclusion is less absorptive compared with Agar-Gelatin
mixture, the inclusion creates a slightly brighter region in figure 3·10(c). Figure
3·10(d) shows the phase reconstruction using Hilbert transform(Arnison et al., 2000).
3.5.3 Discussion
Similar to PAW(Parthasarathy et al., 2012), in the ultrasound phase contrast system,
illumination NA should always be smaller than detection NA. More specifically, if
the maximum refraction angle introduced by the sample is θ, in order to capture
the dynamics of sound speed inhomogeneity, detection NA should be greater than
illumination NA + θ. Fig 3·11 shows the effects of different detection NAs. This
NA relation limits the largest possible illumination NA we can use. If we have n1
illumination element and n2 receiving elements, assume that the focal point is f away
form the probe and the reflector is located at d, our illumination NA will be n1l
f
. Since
the transmitted ultrasound pulse will be received after a round trip from focal point
to the reflector, and from reflector to the probe, the detection NA will be n2l
2d−f . The
relationship between illumination NA and detection NA can be expressed as
n2l
2d− f <
n1l
f
+ θ (3.16)
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Figure 3·10: Multi-modality imaging results of the tissue-mimicking
phantom. (a), Echographic image (b), Phase gradient image. (c), Ab-
sorption image. (d), Ultrasound phase reconstruction. Element pitch
= 0.2mm, line pitch = 0.2mm.
Figure 3·11: Effective of different detection NAs. The three images
are taken under the same condition except for the number of receiving
elements. (a), Illumination NA = 0.2, detection NA = 0.36. (b), Illu-
mination NA = 0.2, detection NA = 0.18. (a), Illumination NA = 0.2,
detection NA = 0.09.
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In the best case, we can assume that the refraction angle is always small. Since d is
always greater than f , if we let d > 1.5f , then n1 < n2/2. This means illumination
element count has to be less than half of detection element count. In addition, for
the linear probe we used in our setup, we can only perform one dimensional focusing.
The limited illumination NA prevents us from performing axial sectioning, but greatly
extends the system’s depth of field. This is shown in Fig 3·12.
Figure 3·12: A x-z section of the phantom. Both edge of the inclusion
generate strong contrast even at 20 λ above or below the focus. Element
pitch = 0.2mm, line pitch = 0.23mm.
Our current line rate is 20 Hz, so it takes 5 seconds to form a 100*128 pixel
image. Acquired data is processed and displayed in real time. It is worth mentioning
that, since we do not rely on time of flight for axial resolution, acquisitions can be
parallelized to accelerate the imaging speed. The speed advantage of the transmission
imaging system over echography techniques has been reported in earlier works(Quate
et al., 1979). Figure 3·13 shows part of the raw data obtained by receivers. In each
acquisition event, the top arc is the transmitted signal while the bottom arc represents
the received signal. Those two arcs have opposite curvatures for two reasons. Over the
emitting process, peripheral actuators in the aperture fire earlier than those central
ones in order to form a focus. On the other hand, sounds rays that hit the central
part of aperture undergo shorter travel distance compared with the rays that hit the
peripheral elements. With our current ultrasound probe, every time we move the
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aperture by switching active elements, there is a multiplexer overhead. As a result,
we are forced to perform acquisitions sequentially. The current pixel rate is limited by
round trip time-of-flight plus multiplexer overhead. In principle, we can emit multiple
focusing beams before echoes come back, as is shown in the right half of Figure 3·13.
In this case, the pixel rate is determined by the pulse duration, which can reach up
to 2MHz.
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Figure 3·13: Signal emitted and received by the transducer array.
Left: current experimental setup, acquisitions are performed sequen-
tially. Right: fast acquisition setup, multiple focusing beam is emitted
before the echo is received.
With the capacity of generating a multi-channel arbitrary waveform, we can aug-
ment any commercial probe designed for B-mode imaging and use it for our phase
contrast technique.
The main limitation of this system comes from the bottom reflector. The reflec-
tor’s influence lies in two folds. First, it requires the distal end of the imaging object
to be and perpendicular to the imaging axis. Specifically, in order for the reflected
pulse energy to distribute evenly between left half and right half, the distal end of the
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imaging object should not contain any large scale tilt (on the scale of diverged ultra-
sound beam width). Secondly, to ensure that all the transmitted energy is collected
by the probe. From equation3.16 in section 3.5.3, we can see that, when the reflector
is placed further away from the focal point, we need to use smaller illumination NA.
There are other inconveniences caused by the reflector. For example, the air gap
between reflector and sample back surface would cause severe attenuation. Even if
the air gap is filled with ultrasound index-matching gel, multiple reflections between
reflector and sample back surface could make it difficult to extract information from
received waveform.
3.6 Ultrasound Phase Contrast with Endogenous Scatters
3.6.1 Scattering from Endogenous Scatters
In the plane reflector case as described in section 3.5, the deflection of the ultrasound
beam can be easily measured by integrating the energy received on the left half
and right half of the aperture. However, endogenous scatterers do not have the
nice property of preserving the deflection angle. Actually, by considering the results
in Fig. 3·4, it is reasonable to assume the differential scattering cross section to be
uniform for all backward directions (θ > 90◦). In this case, the directional information
of the ultrasound beam will be completely lost.
We can still utilize responses from scatterers because if ultrasound beam deflects
to one side, scatterers located on this side will generate a stronger scattered signal.
Influence of the random scattering outcome is studied with a simple experiment. In
this experiment, we scan a line in xˆ direction in a homogeneous sample. For the 1st to
59th scanning points, ultrasound is focused to the central axis of the aperture, 14mm
deep. For the 60th to the 69th scanning points, while keeping the focal depth, the
focus is shifted laterally by 0.23mm to the left. Then for the rest scanning points, the
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Figure 3·14: Illustration of the difference between plane reflector
setup(A) and random scatterer setup(B). Red arrow indicates the ”tra-
jectory” of refracted ultrasound beam. Area shaded in blue indicates
intensity distribution in xˆ direction. Specular reflection can generate
higher ultrasound amplitude and larger beam shift compared with ran-
dom back scatterings.
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focus is restored to the center. In a word, we manually deflected the beam by roughly
1◦ for a few pixels. The same line scan is performed with both plane reflector setup
and endogenous scatterers setup, on the same tissue mimicking phantom, following
the same data processing procedure as described in the previous section3.5. As is
shown in Fig. 3·15, we are able to detect this deflection using the plane reflector
with 3dB SNR. On the other hand, we are not able to detect the deflection in the
endogenous scatterers setup.
Flat Bottom Reflector Scatter
Figure 3·15: Detection of deflection. X coordinate is scan point
and Y coordinate is normalized ultrasound amplitude. Left channel
curve(orange) and right channel curve(blue) corresponds to integrated
ultrasound amplitude over the left half and right half of the aperture,
respectively. For the plane reflector case(left), we see a upshoot of the
left channel signal and a downshoot of the right channel where the ul-
trasound beam is deflected. For the endogenous scatterer case(right),
the deflection signal is overwhelmed by noise.
To improve the signal to noise ratio, we need to localize the scatterers. One ap-
proach of localization is to bin the transducer array elements. One reason for the
failure of our previous two channel strategy lies in the uniform differential backscat-
tering cross section. By binning adjacent elements on the transducer array together,
we can effectively have a transducer element with larger reception area, or reception
width, in 1D case. Unlike optical detectors that are sensitive to light power, ultra-
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sound transducer detects sound pressure. Let the reception length of a transducer to
be wrcp, ultrasound wavelength to be λ. Consider a plane wave with incident angle
θ, if wrcpsin(θ) > λ, Crest and trough of the plane wave will destructively inter-
fere at the transducer surface. As a result, the binned transducer is sensitive only
to echoes originates from a triangle-shaped region with reduced apex angle. With
the binned array elements, the left receiver aperture’s measurement is determined
mainly by scatterers located to the left of the central axis, although there is no way
to completely rule out the crosstalk.
3.6.2 Experimental Setup
The experimental setup is very similar to the one used in section 3.5.1. The major
difference is the removal of bottom reflector, as shown in Fig. 3·16.
Similar to the plane reflector case, we use f to denote focal distance. Now we
would like to figure out the distribution of ultrasound pulse beyond the focal zone
using echoes from randomly distributed scatterers. For the purpose that is explained
in detail in section 3.6.4, we move the starting time point of the acquisition window
to 2f/cs, where cs is the sound speed in the sample. The acquisition window is also
extended to at most 40.96µs. If we convert the acquisition time to distance traveled
by ultrasound, the whole acquisition window corresponds to a region with thickness
64λ, located f away from the focal zone. The actual duration of the window depends
on the distance between the focal zone and the sample’s back surface, dback. Since
we would like to gate out the unpredicted reflection from sample back surface, if
dback < f + 64λ, the acquisition window will be shortened to 2(dback − f)/cs, where
the factor 2 comes from round trip of ultrasound beam. Note that if dback < f , the
sample is considered not suitable for the endogenous scatterers technique.
61
Verasonics
System
Translation 
Stage
Transducer 
Array
: Emitted pulse
: Echo from scatters
Phantom
f
ො𝑥
Ƹ𝑧
ො𝑦
Phase contrast
Figure 3·16: Experimental Setup of ultrasound phase contrast imag-
ing using endogenous scatters. Blue shade is the envelop of emitted
ultrasound pulse. Red curved segments indicates echoes from randomly
distributed scatterers.
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3.6.3 Preliminary Results
To test the performance of this method, another phantom is made, using the same
recipe as used in section 3.5. In order to mimic the situation where the back surface
of the imaging object is not accessible, the inclusion is placed much further from the
back surface, compared with the phantom in section 3.5. The layout of the phantom
is shown in Fig. 3·17.
Inclusion, sound speed 1500 ±15m/s
Background, sound speed 1545 ±15m/s
𝛼 = 0.23 ± 0.05 dB/(cm MHz)
𝜌 = 0.95 ± 0.01 g/mL
Thickness: 25mm
16mm
3.5mm
Figure 3·17: Left: Layout of the phantom used for endogenous scat-
terers setup, x-z section. Background material is mixture of gelatin
and Agar, inclusion is distilled water. Right: Echography image of the
phantom. Inclusion appear as a hypoechoic circle.
X-Y sections of the phantom obtained using scattered signal is shown in Fig. 3·18.
Sub image A is the echographic image, which is often referred to as C-scan as the
image plane is normal to the ultrasound beam. The distilled water inclusion appears
hypoechoic. The rest are ultrasound phase contrast images. Sub image B is acquired
by integrating all transducer elements’ response on one side as left or right channel,
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which is the same strategy as the one used in plane reflector case. Phase gradient
corresponding to two edges of the inclusion can be found in this image. Sub image D
is acquired by binning 4 transducers together and then integrate half of the aperture.
SNR is greatly improved with the binning technique, compared with sub image C.
Sub image E is obtained by applying a 1D high pass filter along xˆ on sub image D.
We believe that background speckle is a slowly varying structure while useful signal,
the phase gradient, has a higher spatial frequency. However, it turns out that high
pass filter only results in marginal improvement.
0           4mm 
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Figure 3·18: X-Y section images of tissue mimicking phantom. A:
Echographic. B - D: Ultrasound phase contrast. Ultrasound beam is
focused to the center of the cylindrical inclusion, which is 10mm below
the probe. 64 elements are used for emission and 128 are used for
reception.
As we do not rely on the reflector any more, we can apply this technique to samples
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Table 3.1: Sound speed in CIRS Model 049A phantom.
Material SoundSpeed(m/s) Uncertainty(m/s)
Background 1540 15
Type 1 Lesions 1530 15
Type 2 Lesions 1533 15
Type 3 Lesions 1552 15
Type 4 Lesions 1572 15
that are arbitrarily thick. We imaged a commercial ultrasound phantom Computer-
ized produced by Imaging Reference Systems, Inc(CIRS), Model 049A. Although the
phantom is originally designed for elasticity imaging, we are able to detect sound
speed variation between the inclusion and background. Sound speed of different ma-
terials is listed in Table. 3.1. Image of CIRS Model 049A is shown in Fig. 3·19. We
can observe from the image that the spherical inclusion appears as a bright edge on
the left and a dark edge on the right. Whereas in Fig. 3·18, the cylindrical inclusion
has a dark left edge and bright right edge. This is because in CIRS phantom, the
inclusion’s sound speed is higher than surrounding background while in our tissue
mimicking phantom, sound speed the inclusion has lower sound speed. It is worth
mentioning that, with the current SNR, we are not able to see type 1, 2 or 3 lesions,
whose sound speed is less than 1% different from the background.
3.6.4 Discussion
The endogenous scatters setup works in reflection geometry, which makes it applicable
to more sample types. However, it has some practical limitations compared with
the plane reflector setup. First, the amplitude of echoes from the plane reflector is
orders of magnitude larger than the scattered signal from endogenous scatterers. The
exact amplitude of echo depends on reflector material as well as attenuation property
and thickness of the sample, but approximately, using our tissue-mimicking phantom
with 25mm thickness and a stainless steel reflector, reflected echo from the reflector
is approximately 104 stronger than scattered signal. Since irreducible noise from the
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0      4mm 
Figure 3·19: X-Y section images of CIRS Model 049A phantom. In-
clusion is a 10mm diameter sphere with sound speed 1572m/s. The
ultrasound beam is focused to the center of the spherical inclusion,
which is 15mm below the probe. 64 elements are used for emission and
128 are used for reception.
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transducers and amplification electronics are roughly the same for both setups, the
endogenous scatterer setup will have lower SNR.
Yet one more disadvantage comes from the non-uniform distribution of endogenous
scatters. Our method of measuring deflection by localizing scatterers are based on
the assumption that scatterers are perfectly uniformly distributed inside the tissue.
However, if one strong scatter pass through the insonification zone, from right to left,
we can expect a variation of both phase contrast and attenuation measurements. As
all ultrasonic scatters are insonified by a short coherent pulse, we can expect speckles
in our images. Aside from speckles, it is known that endogenous scatters in human
tissue scatter ultrasound in all directions randomly(Davros et al., 1986). A scattering
event occurs to the right of the focus could generate an echo whose energy is centered
at any position along the receiving probe. In order to measure the energy distribution
of the illumination pulse beyond the focal zone, we cannot simply integrate signals
received from the left and right half of the aperture. In order to minimize the effect of
scattering inhomogeneity in the sample, we would like the ultrasound sound intensity
to disperse over a large insonification region. For this reason, the backscattered signal
that originates from within one focal distance beyond the focal zone is abandoned,
although it contains information about beam deflection.
3.7 Graphical User Interface for Ultrasound Phase Contrast
Imaging
3.7.1 Motivation and Requirements for the Graphical User Interface
The control system for ultrasound phase contrast imaging is built on Verasonics Van-
tage system and written in Matlab. Generally, the control system can configure
parameters, send commands to the hardware to perform ultrasound emission and ac-
quisition. It also has some preliminary image processing functions such as generating
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and displaying the multi-modality images in real time over the scanning process.
Each of these functions involves interaction with hardware driver provided by
Verasonics. The hardware drivers do not provide a user-friendly interface and require
hundreds of parameters as input. Some of the parameters, vital to the imaging
process, is dependent on the combination of others. In addition, the imaging process
is not automated and many manual interventions are required to complete a 2D scan.
For example, to change the ultrasound beam focus, one has to compute the delay
time for each element in the array, based on the array element pitch, and parse the
delay time array to the hardware. In order to simplify the imaging process and
facilitate the use of our new ultrasound phase contrast imaging system, we designed
a graphical user interface (GUI) to automate the process and guide the end user in a
straightforward manner.
The GUI plays three roles. It encapsulates the implementation details of the
hardware control module and simulation code. It provides a simple and user-friendly
interface for the users, including both non-technical users and system developers. It
also demonstrates a natural workflow that can instruct the users to set parameters,
run data acquisition and then process acquired images.
3.7.2 Architecture and Function Design
Here, we will provide a concise description of the GUI design. We use Model-Viewer-
Controller (MVC) pattern. The model holds all the system-specific parameters, data
and hardware logic that are required to perform the scan. It is also responsible for
invoking the Verasonics hardware driver and external post-processing functions. The
viewer gives the user a graphical representation of the model and provides a guide to
users. The controller is the master of the system. It controls the behavior of both
model as well as the viewer and is responsible for the communication between the
viewer and controller. A screenshot of the GUI and design of the class diagram are
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shown in Fig 3·20.
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Figure 3·20: Design of class diagram(A) and a screen shot of the
GUI(B).
70
Chapter 4
Conclusions
4.1 Summary of the Thesis
In this thesis, we covered two major research projects aiming at deep imaging in
biological tissue. In the first project, we focus on improving the contrast ratio as
well as reducing photodamage for optical imaging with a few hundreds of microns
imaging depth. We worked out an add-on device that can increase the dynamic range
of multi-photon microscopy. A contrast ratio of 108 : 1 is achieved in our experiment
with structural sample. In theory, the maximum increase in dynamic range is 107 for
two-photon microscopy and 1010 for three-photon microscopy. We showed in images
of YFP-labeled pyramidal neuron in neocortical slice that we are able to acquire
the fluorescent response from the dim dendritic spine and at the same time avoid
saturation on bright cell body. In functional imaging of neural activities, we showed
that our AI technique prevents saturation at higher illumination intensity and result
in a noise reduction of 30%. With improved SNR and higher dynamic range, we can
better resolve Ca2+ changes in small dendritic compartments.
Technically, our add-on is based on a digital real-time negative feedback system
and is implemented on a low-cost FPGA board. No microscope hardware modifica-
tions are required, making the technique readily compatible with commercial instru-
ments.
The main limitation of our technique is its latency. Generally, in order for a PID
feedback system to work stably, the bandwidth of the feedback loop should be at
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least 5 times larger than the bandwidth of the controlled system. For our particular
application, where the error as large as 100% is allowed, the maximum pixel rate that
is comparable to feedback loop bandwidth. The feedback loop bandwidth is bounded
mainly by EOM driver’s bandwidth, 1MHz. This limitation prevents us from applying
the feedback add-on to a resonance scanning system (0.2µs pixel rate).
In the second project, we utilize the penetration depth of the ultrasound wave and
build an ultrasound phase contrast microscopy whose imaging depth is on the order
of several centimeters. The project is accomplished through three consecutive works.
We proved the feasibility of applying optical phase contrast technique to ultrasound
waves. Based on the same principle, we developed three systems corresponding to
different detection strategies and use cases. We tested these systems on both tissue
mimicking phantoms and a commercial elasticity imaging phantom. In both cases, we
are able to visualize local phase variations that are caused by sound speed difference
of 2%.
With ideas borrowed from optical phase contrast microscopy, our ultrasound phase
contrast system is cost-efficient and does not require cumbersome sound speed recon-
struction. In addition, our phase contrast imaging can be performed by a commercial
ultrasound probe designed for B-scan.
One drawback of the current setup is that we do not have the ability to detect
phase variation quantitatively. We have obtained images with good contrast in the
plane reflector implementation, but for the scatterers implementation, the image qual-
ity is troubled by both SNR issue caused by both electronic noise and background
speckle.
72
4.2 Future Work
In order for the active illumination add-on to work on a resonance scanning system, we
could replace the actuator of our feedback system by faster electro-optic modulators.
The bandwidth limit of our currently EOM comes from its high voltage amplifier.
There are high voltage amplifiers that are commercially available but at a much
higher price. Researchers have also proposed semiconductor based on EOMs that
waive the requirement of high voltage amplifier and are able to operate on 10ns time
scale.(Liu et al., 2004)(Xu et al., 2005). On the other hand, in our current setup, the
sample strength X is computed by the FPGA board, D/A converted and digitized
by the data acquisition card that works with the scanning software again. We could
potentially remove the D/A and A/D overhead by adding a customized plugin to
the scanning software and send digitally streamed data directly from FPGA to the
computer.
Regarding our proposed ultrasound phase contrast imaging system, this is a brand
new field of research and there are a lot of questions remaining unanswered. To list
a few as examples. What is the resolution and sensitivity limit of the system? When
applied to clinical samples, can we establish a relationship between ultrasound phase
contrast and anatomical structures and pathological features? What if the weak
refraction assumption in equation 3.3 does not hold for some biological tissue? Can
we obtain a speckle-free image using scattered ultrasound?
Some of these unknowns can be answered by further experiments or minor mod-
ifications of the current system. Since we are detecting ultrasound phase gradient
induced by sound speed inhomogeneity, we can measure the sensitivity of the system
by making a phantom with several inclusions, each of them deviates slightly more
from the background in sound speed. We could also improve the resolution, both
laterally and axially, by using a larger NA illumination beam or a two-dimensional
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transducer array. In terms of minimizing the influence of speckle, more advanced
post-processing could be performed. One possible solution is as follows. If we plot
the transducer array’s raw signal against time, echo originates from each small scat-
terer will show up as an arc on this plot. If we could efficiently locate the scatterer
using the received arc, we would have a better measurement of energy distribution
caused by deflection.
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Appendix A
Signal to Noise Ratio Analysis
Our goal here is to evaluate the expected gain in dynamic range provided by active
illumination. For this, we will evaluate the expected SNR of our system.
We begin by writing S = XPα , where S is the fluorescence signal in units of
number of detected photons per sample time (i.e. unitless), X is the sample strength,
P is the illumination power, and α is the multiphoton order. We also define:
S0 = set point for signal level when active illumination is engaged.
Ssat = signal level at which detector saturates.
P0 = laser power used for standard microscopy (w/o active illumination).
Pmax = maximum laser power allowed when active illumination is engaged.
ηS = S0/Ssat = normalized set point for active illumination.
ηP = P0/Pmax = normalized laser power w/o active illumination.
Xsat = Ssat/P
α
0 = maximum sample strength that can be measured w/o active
illumination.
B = digitization bit depth for microscope acquisition electronics.
BS = digitization bit depth for FPGA input.
BP = digitization bit depth for FPGA output.
Our measurement of X contains noise. That is, we can write X = 〈X〉 + δX,
where 〈...〉 corresponds to an ensemble average and δX is the noise associated with
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any given measurement of X. The variance of this noise is denoted by σ2X = 〈δX2〉,
leading to a SNR associated with the measurement of X given by SNR = 〈X〉 /σX .
This definition of SNR will be used throughout.
Let us first calculate the SNR associated with standard multiphoton microscopy
(i.e. without active illumination). In this case, the digitized signal can be written as
Sˆ =
〈
Sˆ
〉
+ δSˆ, with
〈
Sˆ
〉
= GM 〈S〉
〈
δSˆ2
〉
=
〈
G2MδS
2 + δD2S + δN
2
〉
= G2M 〈S〉+ σ2D + σ2N
where GM is the gain associated with the microscope acquisition electronics. The
first term on the r.h.s. of
〈
δSˆ2
〉
corresponds to shot noise. To fill the bit depth of
these electronics, we use GM = 2
B/Ssat. Also σ
2
D is the variance of the detector noise
(in post-digitized units), and σ2N is the variance of the inaccuracies introduced by the
digitization process itself. For randomly distributed signal strengths, this is given by
σ2N = 0.083.
Since our goal is to measure X, we should in principle also have a knowledge of
the laser power P0. Let us assume a best case scenario where P0 is known perfectly.
We have then
X =
S
Pα0
=
1
Pα0
Sˆ
GM
,
and to first order
σ2X
〈X〉2 =
1
S
+
(
1
GMS
)2 (
σ2D + σ
2
N
)
.
This may be rewritten in terms of Xsat and Ssat, obtaining:
76
Standard microscopy mode:
σ2X
〈X〉2 =
(
1
Ssat
Xsat
〈X〉
)
+
(
1
GMSsat
Xsat
〈X〉
)2 (
σ2D + σ
2
N
)
, (A.1)
from which we readily derive the SNR associated with a measurement of X.
We proceed in a similar manner in the case of active illumination. We write
Sˆ = GSS and Pˆ = GPP , and LˆX = log2 Xˆ +C, where C is a constant introduced to
ensure LˆX does not become negative. These quantities are digitized values processed
by the FGPA board. The FPGA output LˆX is then re-digitized when it is read by the
microscope acquisition electronics, leading to
̂̂
LX = GXLˆX + δN . What is displayed
on the computer screen is then
̂̂
LX .
To evaluate the SNR associated with this measurement, we must numerically
reconstruct X. This is given by
X = 2ˆ
(
1
GX
̂̂
LX − C
)
,
leading to
〈X〉+ δX =
(〈
Sˆ
〉
+ δSˆ
)
(〈
Pˆ
〉
+ δPˆ
)α2δN/GX
≈ 1〈
Pˆ
〉α (〈Sˆ〉+ δSˆ)
1− α δPˆ〈
Pˆ
〉
(1 + δNX
GX
ln 2
)
. (A.2)
We note that the errors in Pˆ dominantly arise from errors in the lookup table
associated with Pˆ (i.e. P-LUT) obtained during the FPGA calibration procedure.
Let us assume that the calibration was performed with large enough laser power that
δPˆ arises solely from systematic digitization errors (and not from random shot or
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photodiode readout noise, which, upon long integration times, average to zero). That
is, we assume
〈
δPˆ 2
〉
= σ2N . After some algebra, we obtain
σ2X
〈X〉2 =
1
〈S〉 +
(
1
GS 〈S〉
)2 (
σ2D + σ
2
N
)
+
(
α
1
GP 〈P 〉
)2
σ2N +
(
1
GX
)2
(ln 2)2 σ2N .
Two scenarios must be considered since active illumination can operate in either
feedback active or power limited modes.
In feedback active mode, we have S = S0 = ηSSsat and P
α = S0/X, leading to
σ2X
〈X〉2 =
1
ηSSsat
+
(
1
GSηSSsat
)2 (
σ2D + σ
2
N
)
+
(
α
GP
)2( 〈X〉
ηSSsat
)2/α
σ2N +
(
ln 2
GX
)2
σ2N .
In power limited mode, we have P = Pmax and S = P
α
maxX =
1
ηαP
Ssat
X
Xsat
, leading
to
σ2X
〈X〉2 =
ηαP
Ssat
Xsat
〈X〉 +
(
ηαP
GSSsat
Xsat
〈X〉
)2 (
σ2D + σ
2
N
)
+
(
α
GPPmax
)2
σ2N +
(
ln 2
GX
)2
σ2N .
In the event GP is properly adjusted to fill the FPGA output bit depth, then
GP = 2
BP /Pmax and these expressions can be simplified further:
Feedback active mode:
σ2X
〈X〉2 =
1
ηSSsat
+
(
1
GSηSSsat
)2 (
σ2D + σ
2
N
)
+
(
α
ηP2BP
)2( 〈X〉
ηSXsat
)2/α
σ2N +
(
ln 2
GX
)2
σ2N .
(A.3)
Power-limited mode:
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σ2X
〈X〉2 =
ηαP
Ssat
Xsat
〈X〉 +
(
ηαP
GSSsat
Xsat
〈X〉
)2 (
σ2D + σ
2
N
)
+
( α
2BP
)2
σ2N +
(
ln 2
GX
)2
σ2N . (A.4)
We note that the transition between feedback active and power limited modes
occurs at a threshold sample strength given by Xt = S0/P
α
max = ηSη
α
PXsat.
Let us now compare the maximum dynamic ranges of standard versus active
illumination microscopes.
With standard microscopy, the minimum possible measure of X is 1/GSP
α
0 . The
maximum possible measure is Ssat/P
α
0 . The best dynamic range, corresponding to
the ratio of the two, is then GSSsat.
With active illumination, the minimum possible measure of X is obtained in
power-limited mode and given by 1/GSP
a
max. The maximum possible measure is
obtained in feedback-active mode and given by GαPηSSsat. Assuming GP is properly
adjusted, the best dynamic range is then 2αBP ηSGSSsat.
The potential dynamic range gain afforded by active illumination is thus 2αBP ηS.
A more conservative estimate of this dynamic range gain can be evaluated based
instead on the rolloff in the SNR that occurs in feedback-active mode when X becomes
large (see Fig. 1c). This rolloff occurs when inaccuracies due to the digitization of P
become larger than uncertainties due to the shot noise in S0, which, according to Eq.
A.3, occurs when
(
α
ηP2BP
)2( 〈X〉
ηSXsat
)2/α
σ2N >
1
ηSSsat
,
leading to rolloff sample strength defined byXr = 2
αBP+1ηSξ, where ξ =
(
ηP
ασN
√
1
ηSSsat
)α
.
A reduced estimate for the gain in dynamic range becomes then 2αBP ηSξ. This re-
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duced estimate is likely overly conservative since the SNR at Xr still remains high.
At this point, is is instructive to attach numbers to our calculations. The pa-
rameters needed to fully establish SNR as a function of normalized sample strength
〈X〉 /Xsat are ηS, ηP , GS, GP , and Ssat. As an example (c.f. Fig. 1c), we use ηS = 0.5
and ηP = 1, where the latter ensures that photodamage cannot increase. We also as-
sume the electronic gains are adjusted such that GS = 2
BS/Ssat and GP = 2
BP /Pmax
(bearing in mind that we could do slightly better with GS = 2
BS/S0). Finally, we
need to calculate Ssat in units of number of detected photons per sample time. A typ-
ical PMT sensitivity is 105A/W and a typical PMT output saturation level is 100µA.
Hence PMT saturation typically occurs at roughly 1 nW, or 2.5 × 109 photons/s.
Assuming a sampling time of 10µs, we arrive at Ssat ≈ 2.5× 104.
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Appendix B
Details About Mouse Brain Imaging
All samples were imaged with a Prairie Ultima two-photon microscope using an Olym-
pus 20× NA 1.0 objective. Structural imaging of fluorescently labeled cortical pyra-
midal neurons was performed in vitro in acute, 300µm thick brain slices prepared
from YFP-M mice using standard techniques1. Functional Ca2+ imaging was per-
formed in vivo in the olfactory bulb of transgenic mice with widespread expression of
the genetically encoded indicator GCaMP3.
Animals were anesthetized with isoflurane, and a craniotomy was performed over
the dorsal olfactory bulb. Sensory responses to odorants were measured in mitral cells
at a depth of 300–350µm from the dorsal surface. Odorants were amyl acetate and
2-methyl butyraldehyde, diluted in mineral oil to a concentration of 2%, and added
to the main air stream using a custom olfactometer for a final concentration of 1%.
All animal procedures were approved by the Boston University Institutional Animal
Care and Use Committee and carried out in accordance with NIH standards
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