Process-Aware Information Systems (PAIS) is an IT system that support business processes and generate large amounts of event logs from the execution of business processes. An event log is represented as a tuple of CaseID, Timestamp, Activity and Actor. Process Mining is a new and emerging field that aims at analyzing the event logs to discover, enhance and improve business processes and check conformance between run time and design time business processes. The large volume of event logs generated are stored in the databases. Relational databases perform well for a certain class of applications. However, there are a certain class of applications for which relational databases are not able to scale. To handle such class of applications, NoSQL database systems emerged. Discovering a process model (workflow model) from event logs is one of the most challenging and important Process Mining task. The α-miner algorithm is one of the first and most widely used Process Discovery technique. Our objective is to investigate which of the databases (Relational or NoSQL) performs better for a Process Discovery application under Process Mining. We implement the α-miner algorithm on relational (row-oriented) and NoSQL (column-oriented) databases in database query languages so that our algorithm is tightly coupled to the database. We present a performance benchmarking and comparison of the α-miner algorithm on row-oriented database and NoSQL column-oriented database so that we can compare which database can efficiently store massive event logs and analyze it in seconds to discover a process model.
Research Motivation and Aim
A PAIS is an IT system that manages and supports business processes. A PAIS generates data from the execution of business processes. The data generated by a PAIS like Enterprise Resource Planing (ERP) and Customer Relationship Management (CRM) [20] is in the form of event logs (represented as a tuple <CaseID, Timestamp, Activity, Actor>). In an event log, a particular CaseID, that is a process instance, has a set of activities associated with it, ordered by timestamp. Process Mining is new and emerging field which consist of analyzing event logs generated from the execution of business process. The insights obtained from event logs helps the organizations to improve their business processes. There are three major techniques within Process Mining viz. Process Discovery, Process Conformance and Process Enhancement [26] .
The classification of Process Mining techniques is based on whether there is a priori model and how the a priori model is used, if present. In this paper we focus on Process Discovery aspect of Process Mining. In Process Discovery, there is no a priori model. Process Discovery aims to construct a process model, which is a computationally intensive task, from the the information present in event logs. One of the most fundamental algorithm under Process Discovery is the α-miner algorithm [24] which is used to generate process model from event logs.
Before the year 2000, majority of the organizations used traditional Relational Database
Management System (RDBMS) to store the data. Most of the traditional relational databases focus on Online Transaction Processing (OLTP) applications [18] but are not able to perform certain Online Analytical Processing (OLAP) applications efficiently. Row-oriented databases are not able to perform certain analytical functions (like Dense_Rank, Sum, Count, Rank, Top, First, Last and Average) efficiently but work fine when we need to retrieve the entire row or to insert a new record. Recent years have seen the introduction of a number of NoSQL column-oriented database systems [23] . These database systems have been shown to perform more than an order of magnitude better than the traditional relational database systems on analytical workloads [6] . NoSQL column-oriented databases are well suited for analytical queries but result in poor performance for insertion of individual records or retrieving all the fields of a row. Another problem with traditional relational databases is impedance matching [9] .
When representation of data in memory and that in database is different, then it is known as impedance matching. This is because in-memory data structures use lists, dictionaries, nested lists while traditional databases store data only in the form of tables and rows. Thus, we need to translate data objects present in the memory to tables and rows and vice-versa.
Performing the translation is complex and costly. NoSQL databases on the other hand are schema-less. Records can be inserted at run time without defining any rigid schema. Hence, NoSQL databases do not face the problem of impedance matching.
There are certain class of applications for which row-oriented databases are not able to scale like real time messaging System of Facebook. To handle such class of applications, NoSQL database systems were introduced. Process Discovery is a very important application of Process Mining. Our aim is to examine an approach to implement a Process Discovery α-miner algo-rithm on a row-oriented database and a NoSQL column-oriented database and to benchmark the performance of the algorithm on both the row-oriented and column-oriented databases.
A lot of research has been done in implementing data mining algorithms in database query languages. Previous work suggests that tight coupling of the data mining algorithms to the database systems improves the performance of the algorithms significantly [13] . We aim to implement α-miner algorithm in Structured Query Language (SQL) so that our Process Discovery application is tightly coupled to the database.
Combination of Hadoop 1 component and NoSQL column-oriented databases allow accessing large data efficiently and storing data easily as compared to single machine databases [25] .
There are various NoSQL column-oriented databases [23] but for our current work, we will focus on Apache HBase 2 (NoSQL column-oriented database) and MySQL 3 (row-oriented database).
To perform analytical functions, NoSQL column-oriented databases either use MapReduce programming model or use their own simple query language that just supports create, read, update and delete (CRUD). They do not support SQL interface. We integrate Apache Phoenix 4 (SQL layer over HBase) into HBase to support SQL interface in it. It converts SQL queries to HBase scans rather than MapReduce jobs. It executes converted scans in parallel over the regions in a regionserver and targets low latency query over HBase tables as compared to MapReduce framework and client API's.
Main research aim presented in this paper is-1. To investigate an approach to implement α-miner algorithm in SQL. The underlying row-oriented database for implementation is MySQL using InnoDB 5 engine.
2. To investigate an approach to implement α-miner algorithm on column-oriented database HBase using Phoenix and HDFS.
3. To conduct a series of experiment on publicly available real world dataset, to compare the performance of α-miner algorithm on both the databases. The experiment considers multiple aspects such as α-miner stepwise execution, bulk loading across various datasets, write intensive time, read intensive time, disk space of tables, disk space of tables using compression technique, α-miner stepwise execution using compression technique, real time batch wise insertion and real time single record insertion.
Related Work
In this Section, we review closely related work to the study presented in this paper and list the novel contributions of our work in context to existing work. We divide related work into Algorithm to implement k-means in column-oriented databases. This algorithm identifies the median gaps in the data in each of the columns and using these gaps to identify other clusters by using the difference in the median gaps.
Performance Comparison of Mining Algorithms in Row-Oriented and Column-Oriented Databases
Hasso conducted common database approach for OLTP and OLAP using an in-memory column database [18] . He presented a comparison of OLAP and OLTP considering row-oriented database and column-oriented database. Rana et al. implement Apriori algorithm on MonetDB and Oracle database and compare their performance in terms of execution time [7] .
Novel Contribution
In context of existing work, this study presented here makes the following novel contributions.
The work presented in this paper is extension of the work presented in [21] [10]. The study presented in this paper has several more results which are not present in [21] [10] due to limited space in the conference paper.
1. While there has been work done on implementing data mining algorithms on row-oriented databases, we are the first to implement Process Mining α-miner algorithm on MySQL using InnoDB storage engine.
2. While there has been work done on implementing data mining algorithms on columnoriented databases, we are the first to implement Process Mining α-miner algorithm in
HBase using Phoenix and HDFS.
3. We present a performance benchmarking and comparison of α-miner algorithm on both MySQL and HBase. We consider multiple aspects such as α-miner stepwise execution, bulk loading across various datasets, write intensive time, read intensive time, disk space of tables, disk space of tables using compression technique, α-miner stepwise execution using compression technique, real time batch wise insertion and real time single record insertion.
α-Miner Algorithm
The α-miner algorithm is an algorithm used in discovering Process Mining [24] . It was first put forward by van der Aalst, Weijter and Maruster. Input for the α-miner algorithm is an event log L and output is a process model. The α-miner algorithm consists of scanning the event logs for discovering causality between the activities present in the event log. The basic ordering relations determined by α-miner algorithm are the following:
1. a L b iff a directly precedes b in some trace. Where a and b can be set of activities or an activity and this relation represents causality.
Let L be an event log over T, where T is the set of distinct activities present in the event log and σ is a trace in the event log. α(L) is defined as follows.
The stepwise description of the α-miner algorithm can be given as:
Step 1 computes T L (Total Events) which represents the set of distinct activities present in the event log L.
2.
Step 2 computes T I (Initial Events) which represents the set of all the initial activities of corresponding trace.
3.
Step 3 computes T O (Final Events) which represents the set of distinct activities which appear at the end of some trace in the event log.
In order to compute
Step 4, we compute the relationships between all the activities in T L . This computation is presented in the form of a footprint matrix and is called preprocessing in α-miner algorithm. Using the footprint matrix we compute pairs of sets of activities such that all activities in the same set are not connected to each other while every activity in first set has causality relationship to every other activity in the second set.
5.
Step 5 keeps only the maximal pairs of sets generated in the fourth step, eliminating the non-maximal ones.
6.
Step 6 adds the input place which is the source place and the output place which is the sink place in addition to all the places obtained in the fifth step.
7.
Step 7 is the final step of the α-miner algorithm that presents all the places including the input and output places and all the input and output transitions from the places.
4 Implementation of α-Miner Algorithm in SQL on Row-Oriented
We present a few segments of our implementation due to limited space in the paper. The entire code and implementation can be downloaded from our website 6 . Before implementing α-miner algorithm, we do pre-processing in JAVA to create two tables viz. causality 
Experimental Dataset
We conduct our study on a publicly available large real world dataset downloaded from Business The primary key is a composite primary key consisting of CaseID, Timestamp and Status.
We use the same data model while performing bulk loading of datasets through the database loader. We take each reading five times for all the experiments and the average of each reading is reported in the paper. HFile stores data in key-value pairs and reducers also generate output in key-value pairs. The output of reducers can be stored on multiple HFiles directly without interacting with HBase.
At the end all the created HFiles will be handovered to HBase to store on HDFS. Bulk loading in MySQL is done using LOAD DATA INFILE command which is designed for mass loading of records in a single operation as it overcomes the overhead of parsing and flushing batch of HBase to examine which database performs better for each step. In MySQL default size of innodb_buffer_pool_size is 8 MB that is used to Cache data and indexes of its tables. The larger we set this value, the lesser is the disk I/O needed to access the data in tables. Table 2 and Fig. 1(b) an experiment to compare which of the database performs better for read and write operations in both MySQL and HBase. As can be seen from Fig. 2(a) and Table 3 , HBase gives better read performance as compared to MySQL for all the Steps. According to us, the reason for HBase giving better read performance can be the difference in the data structure of both the databases. In MySQL, B-Tree index needs to be scanned to find the location of block where the data is stored. In case of HBase data is read as described below-1. To find the data, HBase client will hit the memstore first.
2. When the memstore fails, HBase client will hit the BlockCache [5] .
3. If both the memtsore and BlockCache fail, HBase client will locate the target HFiles in HDFS (contains target data) using log structure merge tree and load it into the memory.
The total time taken to read the data in each of the Step of α-miner algorithm is 1.16 times lower in HBase as compared to MySQL. Fig. 2(b) and Table 4 show that the write performance of HBase is better as compared to MySQL. We believe the reason for HBase giving better write performance can be the difference in the way writes are performed in both the databases. In MySQL, the B-Tree index needs to be scanned to find the location of block where the data needs to be written. Almost all the leaf blocks of B-Tree are stored on the disk. Hence, at least one I/O operation is required to retrieve the target block in memory. Fig. 2(b) illustrates that
Step 5 and Step 7 of α-miner algorithm in MySQL are more write intensive than the other steps.
We believe the reason can be the generation of maximal sets and places by stored procedures in MySQL. A large number of insert operations are executed in the stored procedure to generate the maximal sets. In HBase we perform the same steps using Java because SQL interface over HBase does not support advanced features of SQL. Writes in HBase are performed by first locating regionserver from zookeeper 13 , then regionserver writes to WAL and finally to memstore of the corresponding region. Phoenix allows to perform parallelism in reading and writing the data on multiple regions of a table stored in HBase regionserver in comparison to sequential reads and writes of MySQL. The total time taken in writing the data in each of the
Step of α-miner algorithm is 1.70 times lower in HBase as compared to MySQL. Thus, writes in HBase are more optimized as compared to that in MySQL. Step wise Tables  Disk Usage in Bytes  MySQL  HBase  Step 1  16384  2048  Step 2  16384  1945  Step 3  16384  1945  Step 4  16384  6348  Step 5  16384  3481  Step 6  16384  4505  Step 7 49152 13414 We perform an experiment to investigate which database can efficiently store results of each
Step of α-miner algorithm in tables with minimum disk space. Table 5 and Fig. 3(a) reveal the disk space occupied by tables created in each step of α-miner algorithm. We include only data length (excluding the size of index tables) in disk space of table because we did not create index for any of the tables. Experimental results show that HBase on an average uses disk space 6 times lower than MySQL for tables created at each step of the algorithm. Hence, cumulative disk space for storing all the tables in MySQL is 147456 bytes while for HBase is 33722 bytes.
We believe the underlying reason for MySQL occupying more space is the difference in the way memory is allocated to tables in both the databases. In MySQL, the operating system allocates fixed size blocks of size 16 KB for the data to be stored in a HFile is a file format of HBase which is stored over HDFS block (default size is 64 MB).
Maximum size of a HFile is 64 KB after which a new HFile needs to be created. HFiles are created when memstore reaches its threshold value (default value is 64 MB) or commit occurs. Similarly, the same process is applied to the HFiles of HBase for storing in HDFS. We conclude that the disk space for each table created in each step is more efficiently utilized in HBase as compared to MySQL.
A way to utilize disk space efficiently is by using the well known compression technique.
Data compression enables smaller database size, reduced I/O and improved throughput. We conduct an experiment to compute the disk space occupied by tables at each
Step of the α-miner algorithm using compression technique. When we compare the disk space occupied by each As can be seen from Table 5 and Table 6 , the compression ratio in MySQL for Step 7 is equal to 6 (49152/8192) while the compression ratio in HBase for
Step 7 is equal to 3.7. Minimum and maximum compression ratio in HBase is 1.3 and 3.7 respectively while in MySQL is 2 and 6 respectively. We believe the reason for MySQL having a higher compression ratio can be the difference in the compression techniques used by both the databases. MySQL uses the zlib compression technique which provides a better compaction using only six bytes of header and trailer of compressed block. HBase uses gzip compression technique and gzip wrapper uses a minimum of eighteen bytes of header and trailer for compressed block. The maximum compression ratio provided by MySQL is 2 times more as compared to HBase. In the context of α-miner algorithm, MySQL performs better than HBase in utilizing the disk space when compression technique is applied. We conduct an experiment to examine the time taken by each Step of α-miner algorithm with compression technique. In α-miner algorithm we create tables in each
Step with the compression keyword. Table 7 and Fig. 4(a) HBase giving a better stepwise execution time, with compression enabled can be the difference in the internal architecture of both the databases that was explained in experiment (Refer to Table 2 and Fig. 1(b) ). From Table 2 and Table 7 , we infer that the total execution time of α-miner algorithm in MySQL is 2 times more as compared to HBase using compression technique.
We compare the total time taken in executing α-miner algorithm without compression and with In all the experiments described above the event logs generated from business processes is stored in a CSV file and then loaded in the database. In the context of Process Mining, PAIS are getting continuously updated with event logs. We setup our experiment to import the event logs directly into the database server from a client application, that is real time data (event logs) loading. The real time loading experiment can be conducted in two ways viz. batch insertion and single row insertion. In the batch insertion, the client application inserts 5, 00, 000 records in different batch sizes. The results of batch insertion are shown in Fig. 4(b) and Table   8 . We believe that batch insertion might be faster than single record insertion because when we execute a batch, then multiple records in a batch are inserted in a table in a single round trip. Within the batch insertion experiment we find the number of inserts per second for different batch sizes. We calculated inserts per second by dividing total inserts with the total time taken in seconds. Thus, we change InnoDB buffer size from 8 MB to 20 MB.
In HBase there is a lag in persisting the data stored on memstore to disk and it is by default asynchronous. On the other hand, MySQL persists data on disk and it is by default synchronous. To have the same configuration we change the durability of HBase to FSYNC_WAL in HBase configuration file. FSYNC_WAL writes the data to WAL synchronously and forces it to the disk. From the results it can be seen that time taken in HBase is 25 times lower in loading 5, 00, 000 records with different batch sizes as compared to MySQL. We believe the reason for this can be the difference in the way records are inserted in MySQL and HBase. In MySQL, executing an insert statement is a five step process. The batched insert statements in a buffer are first sent to the server, then parsed, then values are checked for uniqueness (intent hidden query), then data is inserted in actual table and finally data is inserted in index table.
In HBase executing an insert statement is a two step process. The first step is writing the data to WAL then to the memstore and finally to the disk synchronously. Thus, the performance of HBase is better as compared to MySQL for batch insertion.
We also conduct a single row insertion experiment to examine which database can perform better for single row insertion. Fig. 5(b) and Table 10 reveal that the performance of HBase is better as compared to MySQL for all the datasets. The reason is same as batch insertion but here instead of sending records in a batch we are sending a single record in a single round trip. Fig. 5(b) reveals that when the dataset size increases then the difference between the time taken in loading real time data in MySQL and HBase also increases. We examine that the difference is 14 times lower in HBase as compared to MySQL. Hence, performance of HBase is better as compared to MySQL in loading different datasets with single record insertion.
Conclusion
In this paper, we present an implementation of α-miner algorithm in MySQL and HBase using SQL. Furthermore, we present the performance benchmarking and comparison of α-miner algorithm in MySQL and HBase. The α-miner implementation in MySQL is a one tier application which uses only standard SQL queries and advanced stored procedures. Similarly, implementation in HBase is done using Phoenix. We conclude that HBase on an average is 29 times faster than MySQL in loading large datasets. Based on experimental results, we conclude that HBase outperforms MySQL in loading real time data (event logs) by having 17 times more number of inserts per second.
We conclude the total time taken to read the data while execution of α-miner algorithm is 
