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1. Introduction and main results
As it was pointed out by Jerison and Lee in [16], there are important similarities between confor-
mal geometry and the geometry of CR manifolds, which serve as abstract models of real hypersurfaces
in complex manifolds, which we are going to discuss brieﬂy in the following. On this subject see also
the survey article by Beals, Fefferman and Grossman [2] and the book by Dragomir and Tomassini [8].
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tangent bundle CTM = TM ⊗ C such that [H,H] ⊆ H (i.e. H is formally integrable) and H ∩ H = {0}
(i.e. H is almost Lagrangian). The bundle H is called a CR structure on the manifold M . An abstract
CR manifold is said to be of hypersurface type if dimR M = 2n+ 1 and dimC H = n.
If the CR manifold M is of hypersurface type and oriented, it is possible to associate to its CR
structure H a one form θ globally deﬁned on M such that Ker(θ) = H. θ is unique modulo a multiple
of nonzero function on M: a choice of a nonzero multiple of such θ is called a pseudohermitian
structure on M . dθ deﬁnes the Levi form Lθ on H. If the Levi form Lθ is strictly positive deﬁnite,
we say that M , with this CR structure, is strictly pseudoconvex. In this case, the form θ , as well as a
nonzero function multiple of θ , is a contact form on M . See for instance [8].
A scalar curvature associated to the pseudohermitian structure has been introduced by Webster in
[30,31] and by Tanaka in [27]. Thus the CR Yamabe problem is formulated as follows: on a strictly
pseudoconvex CR manifold, ﬁnd a choice of pseudohermitian structure, or equivalently a choice of
contact form θ , with constant pseudohermitian scalar curvature.
Jerison and Lee proved in [16] that there exists a CR numerical invariant λ(M) associated to every
compact strictly pseudoconvex orientable CR manifold M of dimension 2n + 1, such that λ(M) is
always less than or equal to the value corresponding to the sphere S2n+1 ⊂ Cn+1 and such that the
CR Yamabe problem admits solution on M , provided that λ(M) < λ(S2n+1). This result is an analogue
in the CR setting of the classical result of Aubin [1] on Riemannian manifolds.
Jerison and Lee also proved in [17] that if θ is a contact form associated to the standard CR struc-
ture on S2n+1 having constant pseudohermitian scalar curvature, then it is obtained from a constant
multiple of the standard contact form on S2n+1 via a CR automorphism of the sphere. This result is
then an analogue in the CR setting of the well-known result by Obata in [26] and by Gidas, Ni and
Nirenberg in [11].
The Heisenberg group Hn is CR equivalent to the sphere S2n+1 ⊂ Cn+1 minus a point via the Cayley
transform, see e.g. [16], so that the Heisenberg group plays in CR geometry the same role as Rn in
conformal geometry while the Cayley transform corresponds to the stereographic projection.
Under a change of pseudohermitian structure given by θ˜ = up−2θ with p = 2n+2n , the pseudoher-
mitian scalar curvature R changes according to the following equation
bnbu + Ru = R˜up−1, bn := 2n+ 2n , (1)
as one can ﬁnd in [16]. Here b is the sublaplacian operator on the CR manifold M , which is a linear
second order subelliptic operator, see also [8,16] and references therein. On the sublaplacian on the
Heisenberg group, which we will denote by H , see also Section 2.
One interesting feature of Eq. (1) is that the exponent p in the nonlinearity is the same as the one
appearing in a Sobolev-type inequality for functions in C∞0 (Hn), which is related to the CR structure
deﬁned on Hn , that was proved by Folland and Stein in [9].
We report here a very nice table that summarizes many important similarities between CR geom-
etry and conformal geometry, as it appears in [16].
Conformal geometry CR geometry
Riemannian manifold (M, g) CR manifold (M, θ)
Euclidean space Rm Heisenberg group Hn
m-sphere Sm ⊂ Rm+1 (2n+ 1)-sphere S2n+1 ⊂ Cn+1
Stereographic projection Cayley transform
Riemannian normal coordinates Folland–Stein normal coordinates
Scalar curvature K Webster (pseudohermitian) scalar curvature R
Laplace–Beltrami operator  Sublaplacian operator b
Sobolev spaces Wk,r Folland–Stein spaces Sk,r
Sobolev embedding W 1,2 ⊂ Lq , 1q = 12 − 1m Sobolev embedding S1,2 ⊂ Lp , 1p = 12 − 12n+2
Conformal change g˜ = uq−2g Change of contact form θ˜ = up−2θ
Conformal invariant μ(M) CR invariant λ(M)
Yamabe equation: amu + Ku = μuq−1 CR Yamabe equation: bnbu + Ru = λup−1
Many authors have already expanded the previous list with important contributions, as Gover and
Graham did in [12], where they derived the CR analogues on CR manifolds of the GJMS operators
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Graham, Jenne, Mason and Sparling [13].
The point of this paper is to provide a new characterization of fully nonlinear CR invariant equa-
tions of the second order on the Heisenberg group, thus adding another interesting similarity between
CR geometry and conformal geometry. We then also provide comparison principles for solutions of
families of fully nonlinear second order operators on Hn , which have suitable invariances.
The original result on the Euclidean space Rn was proved by A. Li and the ﬁrst author in [21].
There, among many other results, they showed that any fully nonlinear conformally invariant equation
on Rn takes the form
F
(
x,u,∇u,∇2u)= F(0,1,0,−n − 2
2
Au
)
,
where
Au := − 2
n− 2u
− n+2n−2 ∇2u + 2n
(n− 2)2 u
− 2nn−2 ∇u ⊗ ∇u − 2
(n− 2)2 u
− 2nn−2 |∇u|2 In, (2)
and F (0,1,0, ·) is invariant under orthogonal conjugation, i.e.
F
(
0,1,0,−n − 2
2
O−1AO
)
= F
(
0,1,0,−n − 2
2
A
)
for every real symmetric n× n matrix A and every real orthogonal n× n matrix O .
The tensor Au is very closely related to the Schouten tensor of a Riemannian manifold (M, g),
which is deﬁned by setting
Ag = 1
n− 2
(
Ricg − Rg
2(n− 1) g
)
, (3)
where Ricg and Rg denote the Ricci tensor and the scalar curvature associated with g , respectively.
Indeed, let g1 = u 4n−2 g be a conformal change of metrics on M; then, as one can see in [28],
Ag1 = −
2
n − 2u
−1∇2gu +
2n
(n− 2)2 u
−2∇gu ⊗ ∇gu − 2
(n− 2)2 u
−2|∇gu|2g g + Ag .
If one lets g = u 4n−2 gﬂat, where gﬂat denotes the Euclidean metric on Rn , then by the above transfor-
mation formula
Ag = u 4n−2 Auij dxi dx j,
where Au is given by (2).
Lee derived in [20] the analogue transformation law for the CR Schouten tensor under a CR con-
formal change of the contact form θ on a CR manifold.
Remark 1.1. Let N denote the set of positive integers. For any N ∈ N we will denote by IN and 0N the
identity N × N matrix and the zero N × N matrix respectively. We will denote by Mat(N,R) the set
of N × N real matrices and by SN×N the set of real symmetric N × N matrices.
If v,w ∈ RN for some N ∈ N, we will denote by v ⊗ w the N × N real matrix
v ⊗ w := [viw j]i, j=1,...,N .
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A(v ⊗ w)B = ((Av) ⊗ w)B = (Av) ⊗ (BT w).
With some abuse of notation then we will simply write it as Av ⊗ wB .
1.1. Fully nonlinear CR invariant equations of the second order on Hn
The Heisenberg group Hn is the set Rn × Rn × R endowed with the group action ◦ deﬁned by
ξˆ ◦ ξ :=
(
x+ xˆ, y + yˆ, t + tˆ + 2
n∑
i=1
xi yˆi − yi xˆi
)
(4)
for any ξ = (x, y, t), ξˆ = (xˆ, yˆ, tˆ) in Hn , with x = (x1, . . . , xn), xˆ = (xˆ1, . . . , xˆn), y = (y1, . . . , yn) and
yˆ = ( yˆ1, . . . , yˆn) denoting elements of Rn . We will also use the notation ξ = (z, t) with z = x + iy,
z ∈ Cn  Rn×Rn . Let Q := 2n+2 denote the homogeneous dimension of Hn , see also [10]. We consider
the norm on Hn deﬁned by
|ξ |H :=
[(
n∑
i=1
x2i + y2i
)2
+ t2
] 1
4
= (|z|4 + t2) 14 . (5)
The corresponding distance on Hn is deﬁned accordingly by setting
dH (ξ, ξˆ ) :=
∣∣ξˆ−1 ◦ ξ ∣∣H
where ξˆ−1 is the inverse of ξˆ with respect to ◦, i.e. ξˆ−1 = −ξˆ . For every ξ ∈ Hn and R > 0 we will
use the notation
DR(ξ) :=
{
η ∈ Hn ∣∣ dH (ξ,η) < R}. (6)
For any ﬁxed ξˆ ∈ Hn we will denote by τ
ξˆ
:Hn → Hn the left translation on Hn by ξˆ , deﬁned by
τ
ξˆ
(ξ) = ξˆ ◦ ξ, (7)
where ◦ denotes the group action deﬁned in (4), while for any λ > 0 we will denote by δλ :Hn → Hn
the dilation deﬁned by
δλ(ξ) :=
(
λx, λy, λ2t
)
, (8)
which satisﬁes
δλ(ξˆ ◦ ξ) = δλ(ξˆ ) ◦ δλ(ξ)
for every ξ , ξˆ ∈ Hn and every λ > 0.
Notice that the norm on Hn deﬁned by (5) is homogeneous of degree 1 with respect to the dila-
tions δλ , i.e. ∣∣δλ(ξ)∣∣ = λ|ξ |H ∀ξ ∈ Hn, λ > 0.H
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U(n). Using the complex numbers notation, its action is given by
ρM(ξ) = ρM(z, t) := (Mz, t) (9)
for any M ∈ U(n) and every ξ = (z, t) ∈ Hn .
It is a known fact that a complex matrix M ∈ Mat(n,C) belongs to U(n), i.e. it satisﬁes M ·
(M)T = In , if and only if the block matrix M˜ ∈Mat(2n,R) deﬁned as in Theorem 1.3 by
M˜ :=
(
B −C
C B
)
, with B := ReM, C := ImM ∈Mat(n,R),
belongs to O(2n), i.e. one has M˜ · (M˜)T = I2n . Using the real numbers notation, one has
ρM(ξ) = ρM(x, y, t) = (Bx− C y, By + Cx, t)
for any M ∈ U(n) and every ξ = (x, y, t) ∈ Hn . In the case of the Euclidean space Rn , the analogues of
these maps are the usual rotations, given by the action of the group O(n) on Rn .
We ﬁnally introduce the inversion map ι :Hn → Hn deﬁned by
ι(ξ) = ι(x, y, t) := (x,−y,−t) (10)
for every ξ = (x, y, t) ∈ Hn , and the map ϕ :Hn → Hn deﬁned by Jerison and Lee in [16] which we
shall refer to as the CR inversion and which is deﬁned by the following relations:
ϕ(ξ) := ξ˜ (11)
where ξ˜ = (x˜, y˜, t˜) and
x˜ := xt + y|z|
2
|ξ |4H
, y˜ := yt − x|z|
2
|ξ |4H
, t˜ := −t|ξ |4H
. (12)
We explicitly remark that |ϕ(ξ)|H = 1|ξ |H . The CR inversion of Hn plays the role of the usual inversion
with respect to the unitary sphere in Rn .
The elements of the group of automorphisms of Hn generated by the left translations (7), by the
dilations (8), by the rotations (9), by the inversion map (10) and by the CR inversion (12) are called
CR maps on Hn .
For further references on these maps, on their deﬁnitions and their properties we also refer to the
works of Korányi [19], Jerison and Lee [16] and Birindelli and Prajapat [4,3].
The vector ﬁelds
X j := ∂
∂x j
+ 2y j ∂
∂t
, j = 1, . . . ,n,
Y j := ∂
∂ y j
− 2x j ∂
∂t
, j = 1, . . . ,n,
T := ∂ (13)
∂t
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respect to the group action ◦. The Heisenberg gradient, or horizontal gradient, of a regular function
u :Hn → Hn is then deﬁned by
∇Hu := (X1u, . . . , Xnu, Y1u, . . . , Ynu),
while its Heisenberg Hessian matrix is
∇2Hu :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
X1X1u · · · XnX1u Y1X1u · · · Yn X1u
...
. . .
...
...
. . .
...
X1Xnu · · · XnXnu Y1Xnu · · · Yn Xnu
X1Y1u · · · XnY1u Y1Y1u · · · YnY1u
...
. . .
...
...
. . .
...
X1Ynu · · · XnYnu Y1Ynu · · · YnYnu
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
(
X j Xiu Y j Xiu
X jYiu Y jYiu
)
i, j=1,...,n
. (14)
We also deﬁne
∇2H,su(ξ) :=
1
2
[∇2Hu(ξ) + (∇2Hu(ξ))T ] (15)
which is the symmetric part of the matrix ∇2Hu(ξ).
Now let n ∈ N and deﬁne G, J ∈Mat(2n,R) by setting
G :=
(
In 0n
0n −In
)
, J :=
(
0n In
−In 0n
)
. (16)
We notice that ∇2Hu ∈ S2n×2n ⊕ JR, see also Section 2.1.
We now introduce the deﬁnition of CR invariance for an operator F depending on ξ , u, ∇Hu, ∇2Hu.
We refer to Section 2 for some further basic facts concerning the Heisenberg group.
Deﬁnition 1.2. Let F ∈ C0(Hn × R+ × R2n × (S2n×2n ⊕ JR)). Then F (·,u,∇Hu,∇2Hu) is CR invariant on
the Heisenberg group Hn if for any positive function u ∈ C2(Hn) and any CR map ψ :Hn → Hn one has
that
F
(
ξ,uψ(ξ),∇Huψ(ξ),∇2Huψ(ξ)
)= F (ψ(ξ),u(ψ(ξ)),∇Hu(ψ(ξ)),∇2Hu(ψ(ξ))), (17)
for every ξ , where the function uψ is the transformed function of u through the CR map ψ , which is
deﬁned by
uψ(ξ) :=
∣∣ Jψ(ξ)∣∣ Q −22Q u(ψ(ξ)), ξ ∈ Hn. (18)
The main results of the present paper are now contained in the following theorems.
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Heisenberg group Hn if and only if
F
(·,u,∇Hu,∇2Hu)≡ F(0,1,0,− Q − 22 Au
)
, (19)
where
Au := − 2
Q − 2u
− Q +2Q −2 ∇2H,su +
2Q
(Q − 2)2 u
− 2QQ −2 ∇Hu ⊗ ∇Hu
− 4
(Q − 2)2 u
− 2QQ −2 J∇Hu ⊗ J∇Hu − 2
(Q − 2)2 u
− 2QQ −2 |∇Hu|2 I2n, (20)
and moreover for every A ∈ S2n×2n ⊕ JR one has
(i) F (0,1,0, A) = F (0,1,0, M˜T AM˜) for every unitary matrix M = B + iC ∈ U(n), where we have set M˜ :=( B −C
C B
)
,
(ii) F (0,1,0, A) = F (0,1,0,GAG),
(iii) F (0,1,0, A) = F (0,1,0, A + α J ) for every α ∈ R,
with J , G being deﬁned as in (16).
We want to stress here that Au ∈ S2n×2n , thus it always has real eigenvalues, even if the Heisen-
berg Hessian matrix ∇2Hu in general is not symmetric. Let
λ
(
Au
)= (λ1(Au), . . . , λ2n(Au))
denote the eigenvalues of Au . Using Theorem 1.3 we can then provide some examples of fully non-
linear CR invariant operators of the second order on the Heisenberg group. Indeed, for k = 1, . . . ,2n,
let
ωk(λ) =
∑
1i1<···<ik2n
λi1 · · ·λik , λ = (λ1, . . . , λ2n) ∈ R2n,
denote the kth symmetric function on R2n . Then ωk(λ(Au)) is a fully nonlinear CR invariant differen-
tial operator of the second order on Hn .
Similar operators, involving the tensors in Eqs. (2) and (3), were studied in the context of confor-
mal geometry on Rn and on more general Riemannian manifolds by many authors, see the works by
Viaclovsky [28] and [29], the papers by Chang, Gursky, and Yang [6] and [7] and the works by A. Li
and the ﬁrst author [21] and [22], and the references therein.
1.2. Comparison principle on a domain Ω ⊂ Hn for fully nonlinear CR invariant equations
Remark 1.4. If A, B ∈Mat(N,R) for some N ∈ N, we will write A  B if
〈ξ, Aξ 〉RN  〈ξ, Bξ 〉RN for every ξ ∈ RN ,
where we denoted with 〈·,·〉RN the usual scalar product in RN . If A − B is a diagonalizable matrix,
this is equivalent to A − B having nonnegative eigenvalues, i.e. to A − B being nonnegative deﬁnite.
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(i) A ∈ Σ, c ∈ R+ ⇒ cA ∈ Σ,
(ii) A ∈ Σ, B ∈ S2n×2n and B > 0 ⇒ A + B ∈ Σ. (21)
Notice that condition (ii) in particular implies
(iii) A ∈ Σ, B ∈ S2n×2n and B  0 ⇒ A + B ∈ Σ.
Theorem 1.5. Let Ω ⊂ Hn be a domain, let Σ ⊂ S2n×2n be an open set of matrices satisfying condition (21)
and let u,w ∈ C2(Ω) ∩ C0(Ω). Assume that u,w > 0 on Ω , Au ∈ Σ and Aw ∈ Σc for every ξ ∈ Ω . Then
(i) if u  w on ∂Ω , u  w in Ω ,
(ii) if u > w on ∂Ω , u > w in Ω .
1.3. Comparison principle for a family of fully nonlinear equations on a punctured ball DR(ξ0) ⊂ Hn
Remark 1.6. In this section we will consider an operator T ∈ C1(R+ × R2n × (S2n×2n ⊕ JR)) satisfying
the following assumptions
(i) T = T (s, v,U ) is elliptic with respect to the family of vector ﬁelds X1, . . . , Xn, Y1, . . . , Yn , i.e.[
− ∂T
∂Uij
(s, v,U )
]
i, j=1,...,2n
> 0 on R+ × R2n × (S2n×2n ⊕ JR), (22)
that is for every [a,b] ⊂ R+ , K1 ⊂ R2n compact, K2 ⊂ S2n×2n ⊕ JR compact there exists β > 0
such that 〈
W ,− ∂T
∂Uij
(s, v,U ) · W
〉
R2n
 β|W |2
for every W ∈ R2n , s ∈ [a,b], v ∈ K1, U ∈ K2;
(ii) T is invariant with respect to dilations in Hn , i.e. for every λ > 0 and every positive function
u ∈ C2(Hn) one has
T
(
uδλ (ξ),∇Huδλ (ξ),∇2Huδλ (ξ)
)= T (u(δλ(ξ)),∇Hu(δλ(ξ)),∇2Hu(δλ(ξ)))
for every ξ ∈ Hn .
Notice that since the operator T does not explicitly depend on ξ ∈ Hn , it is automatically invariant
with respect to left translations in Hn , i.e. for every ξˆ ∈ Hn and every positive function u ∈ C2(Hn) one
has
T
(
uτ
ξˆ
(ξ),∇Huτ
ξˆ
(ξ),∇2Huτξˆ (ξ)
)= T (u(τ
ξˆ
(ξ)
)
,∇Hu
(
τ
ξˆ
(ξ)
)
,∇2Hu
(
τ
ξˆ
(ξ)
))
for every ξ ∈ Hn .
Theorem 1.7. Assume that the operator T satisﬁes the hypotheses above. Consider D2(ξ0) ⊂ Hn and let u ∈
C2(D2(ξ0) \ {ξ0}), w ∈ C2(D2(ξ0)) be such that
(i) u > w in D2(ξ0) \ {ξ0} and w > 0 in D2(ξ0),
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(iii) T (u,∇Hu,∇2Hu) 0 T (w,∇H w,∇2Hw) in D2(ξ0) \ {ξ0}.
Then lim infξ→ξ0 (u(ξ) − w(ξ)) > 0.
This result is an analogue in the Heisenberg group setting of the original result proved in the
Euclidean setting by the ﬁrst author (see [23, Theorem 1.7]). From Theorems 1.3 and 1.7, the following
corollary immediately follows.
Corollary 1.8. Let F (Au) be a CR invariant operator on the Heisenberg group, with Au being deﬁned as in
Eq. (20) and F ∈ C1(S2n×2n). Assume that for every A ∈ S2n×2n one has[
∂ F
∂ Aij
(A)
]
i, j=1,...,2n
> 0.
Consider D2(ξ0) ⊂ Hn and let u ∈ C2(D2(ξ0) \ {ξ0}), v ∈ C2(D2(ξ0)) be such that
(i) u > w in D2(ξ0) \ {ξ0} and w > 0 in D2(ξ0),
(ii) Hu  0 in D2(ξ0) \ {ξ0},
(iii) F (Au) 0 F (Aw) in D2(ξ0) \ {ξ0}.
Then lim infξ→ξ0 (u(ξ) − w(ξ)) > 0.
The paper is organized as follows: in Section 2 we introduce notations, deﬁnitions and some
known facts about the Heisenberg group and the sublaplacian operator deﬁned on it, which we are
going to use throughout the paper. Section 2 also contains the formulae for ∇Huψ and ∇2Huψ , when
u ∈ C2(Hn) and ψ is any of the generators of the group of CR maps on Hn .
In Section 3 we give the proof of Theorem 1.3, in Section 4 we prove Theorem 1.5 while in Sec-
tion 5 we give the proof of Theorem 1.7. Section 4 also contains another result of interest, where
we study “the ﬁrst variation” of the operator Au deﬁned in (20), and which is the equivalent on the
Heisenberg group of an analogous lemma proved in the Euclidean setting by the ﬁrst author (see [24,
Lemma 3.7]).
Finally in Appendix A we collect some technical results, which are used in the previous sections.
2. Notation and preliminary facts
For future use we notice here that if we denote by Jψ(ξ) the Jacobian matrix of a CR map ψ :
Hn → Hn evaluated at ξ ∈ Hn and by | Jψ(ξ)| its determinant, then we have∣∣ Jτ
ξˆ
(ξ)
∣∣= 1, ∣∣ JρM (ξ)∣∣= 1, ∣∣ J ι(ξ)∣∣= 1,∣∣ Jδλ (ξ)∣∣= λQ , ∣∣ Jϕ(ξ)∣∣= 1|ξ |2QH ,
where we recall that Q = 2n+ 2 denotes the homogeneous dimension of Hn .
Next we recall that, for any CR map ψ on Hn and any function u :Hn → Hn , the transformed
function uψ is deﬁned as in (18) by
uψ(ξ) :=
∣∣ Jψ(ξ)∣∣ Q −22Q u(ψ(ξ)), ξ ∈ Hn.
Then we have
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(ξ) = u(ξˆ ◦ ξ), uρM (ξ) = u(Bx− C y,Cx+ By, t), uι(ξ) = u(x,−y,−t),
uδλ (ξ) = λ
Q −2
2 u
(
λx, λy, λ2t
)
, uϕ(ξ) = 1|ξ |Q −2H
u(x˜, y˜, t˜). (23)
2.1. The sublaplacian on the Heisenberg group
Consider the vector ﬁelds X j, Y j for j = 1, . . . ,n deﬁned in (13). The sublaplacian on the Heisen-
berg group is the linear differential operator of the second order deﬁned by
Hu :=
n∑
j=1
X2j u + Y 2j u
=
n∑
j=1
∂2u
∂x2j
+ ∂
2u
∂ y2j
+ 4y j ∂
2u
∂x j∂t
− 4x j ∂
2u
∂ y j∂t
+ 4(x2j + y2j )∂2u∂t2 .
The sublaplacian is the trace of the Heisenberg Hessian matrix deﬁned in (14) and it is degenerate
elliptic. Furthermore it has divergence form. Indeed one has
Hu = div
(
A(z)∇u),
where here ∇u denotes the gradient of u in R2n+1 and
A(z) = A(x, y) :=
( In 0n 2y
0n In −2x
2y −2x 4|z|2
)
,
with In and 0n denoting respectively the identity matrix and the zero matrix in Rn .
Now notice that the smooth vector ﬁelds X j , Y j , j = 1, . . . ,n, satisfy the following commutation
relations
[Xi, Y j] = −4T δi j, [Xi, X j] = [Yi, Y j] = 0 ∀i, j = 1, . . . ,n (24)
and hence they and their ﬁrst order commutators span the whole Lie algebra. It is then a consequence
of the classical theorem of Hörmander [14] that the sublaplacian is hypoelliptic, i.e. if Hu ∈ C∞ then
u ∈ C∞ . Moreover H satisﬁes the Strong Maximum Principle, as one ﬁnds in the work of Bony [5].
Remark 2.1. Notice that, by the commutation relations (24), the Heisenberg Hessian matrix of a reg-
ular function u is not symmetric, in general. Indeed, it is easy to see that
∇2Hu(ξ) = ∇2H,su(ξ) + 2T u(ξ) J , (25)
with J ∈Mat(2n,R) being deﬁned as in (16) by
J :=
(
0n In
−In 0n
)
.
Remark 2.2. Using the deﬁnition of the matrix J in (16), for every regular function u one has
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∂t
J z,
∇2Hu = ∇2z u + 2
∂
∂t
∇zu ⊗ J z + 2 J z ⊗ ∂
∂t
∇zu + 4∂
2u
∂t2
J z ⊗ J z + 2∂u
∂t
J ,
∇2H,su = ∇2z u + 2
∂
∂t
∇zu ⊗ J z + 2 J z ⊗ ∂
∂t
∇zu + 4∂
2u
∂t2
J z ⊗ J z,
Hu = zu + 4|z|2 ∂
2u
∂t2
+ 4 ∂
∂t
〈 J z,∇zu〉R2n ,
where z , ∇2z and ∇z are respectively the ordinary Laplace operator, the Hessian matrix and the
gradient with respect to the variables z = (x, y) ∈ R2n . This in particular implies
∇Hu(0) = ∇zu(0), ∇2Hu(0) = ∇2z u(0) + 2
∂u
∂t
(0) J .
Remark 2.3. It is not diﬃcult to see that
∇Huτ
ξˆ
(ξ) = ∇Hu(ξˆ ◦ ξ),
∇HuρM (ξ) = M˜T · ∇Hu(Bx− C y, By + Cx, t),
∇Huι(ξ) = G · ∇Hu(x,−y,−t),
∇Huδλ (ξ) = λ
Q
2 ∇Hu
(
λx, λy, λ2t
)
, (26)
with G ∈Mat(2n,R) being deﬁned as in Theorem 1.3 by G = ( In 0n0n −In ), and that
∇2Huτξˆ (ξ) = ∇2Hu(ξˆ ◦ ξ),
∇2HuρM (ξ) = M˜T · ∇2Hu(Bx− C y, By + Cx, t) · M˜,
∇2Huι(ξ) = G · ∇2Hu(x,−y,−t) · G,
∇2Huδλ (ξ) = λ
Q +2
2 ∇2Hu
(
λx, λy, λ2t
)
. (27)
Then it follows that
Huτ
ξˆ
(ξ) = Hu(ξˆ ◦ ξ),
HuρM (ξ) = Hu(Bx− C y, By + Cx, t),
Huι(ξ) = Hu(x,−y,−t),
Huδλ (ξ) = λ
Q +2
2 Hu
(
λx, λy, λ2t
)
. (28)
2.2. A useful CR map
Instead of using the CR inversion ϕ deﬁned in (11) as one of the generators of the group of CR
maps on Hn , throughout the rest of the paper we will use the map ϕˇ := ϕ ◦ ι, i.e. ϕˇ(ξ) = (xˇ, yˇ, tˇ) for
every ξ ∈ Hn with (xˇ, yˇ, tˇ) being in turn deﬁned by
xˇ= − xt + y|z|
2
|ξ |4 , yˇ =
yt − x|z|2
|ξ |4 , tˇ =
t
|ξ |4 . (29)H H H
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Hn \ {0}.
We now derive the transformation formulae for ∇Huϕˇ and ∇2Huϕˇ .
Proposition 2.4. Let u ∈ C2(Hn), then uϕˇ (ξ) = 1|ξ |Q−2H u(xˇ, yˇ, tˇ) for every ξ ∈ H
n \ {0}. Moreover for every
j = 1, . . . ,n and every ξ = (x, y, t) ∈ Hn \ {0} one has
X juϕˇ (ξ) = −(Q − 2)|ξ |−(Q +2)H u
(
ϕˇ(ξ)
)(|z|2x j + ty j)
+ |ξ |−(Q +6)H
∂u
∂t
(
ϕˇ(ξ)
)(
2
(|z|4 − t2)y j − 4t|z|2x j)
+ |ξ |−(Q +6)H
[
n∑
h=1
∂u
∂xh
(
ϕˇ(ξ)
)(−δ jht|ξ |4H + 2(|z|4 − t2)(x j yh − y jxh)
+ 4t|z|2(x jxh + y j yh)
)]
+ |ξ |−(Q +6)H
[
n∑
h=1
∂u
∂ yh
(
ϕˇ(ξ)
)(−δ jh|z|2|ξ |4H + 2(|z|4 − t2)(x jxh + y j yh)
+ 4t|z|2(y jxh − x j yh)
)]
, (30)
Y juϕˇ (ξ) = −(Q − 2)|ξ |−(Q +2)H u
(
ϕˇ(ξ)
)(|z|2 y j − tx j)
+ |ξ |−(Q +6)H
∂u
∂t
(
ϕˇ(ξ)
)(
2
(
t2 − |z|4)x j − 4t|z|2 y j)
+ |ξ |−(Q +6)H
[
n∑
h=1
∂u
∂xh
(
ϕˇ(ξ)
)(−δ jh|z|2|ξ |4H + 2(|z|4 − t2)(y j yh + x jxh)
+ 4t|z|2(y jxh − x j yh)
)]
+ |ξ |−(Q +6)H
[
n∑
h=1
∂u
∂ yh
(
ϕˇ(ξ)
)(
δ jht|ξ |4H + 2
(|z|4 − t2)(y jxh − x j yh)
− 4t|z|2(x jxh + y j yh)
)]
. (31)
Proof. By deﬁnition (18) one has uϕˇ (ξ) = | J ϕˇ (ξ)|
Q−2
2Q u(ϕˇ(ξ)). Since for every ξ ∈ Hn one has that
∣∣ J ϕˇ (ξ)∣∣= ∣∣ Jϕ◦ι(ξ)∣∣= ∣∣ Jϕ(ξ)∣∣∣∣ J ι(ξ)∣∣= ∣∣ Jϕ(ξ)∣∣= 1|ξ |2QH ,
we get uϕˇ (ξ) = 1|ξ |Q−2H u(xˇ, yˇ, tˇ) as claimed.
Then one also gets
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(
1
|ξ |Q −2H
)
+ 1|ξ |Q −2H
X j
(
u(xˇ, yˇ, tˇ)
)
= −(Q − 2)|ξ |−(Q +2)H u(xˇ, yˇ, tˇ)
(|z|2x j + ty j)
+ 1|ξ |Q −2H
(
n∑
h=1
∂u
∂xh
(xˇ, yˇ, tˇ)X j(xˇh) +
n∑
h=1
∂u
∂ yh
(xˇ, yˇ, tˇ)X j( yˇh) + ∂u
∂t
(xˇ, yˇ, tˇ)X j(tˇ)
)
,
and in a similar way
Y juϕˇ (ξ) = u(xˇ, yˇ, tˇ)Y j
(
1
|ξ |Q −2H
)
+ 1|ξ |Q −2H
Y j
(
u(xˇ, yˇ, tˇ)
)
= −(Q − 2)|ξ |−(Q +2)H u(xˇ, yˇ, tˇ)
(|z|2 y j − tx j)
+ 1|ξ |Q −2H
(
n∑
h=1
∂u
∂xh
(xˇ, yˇ, tˇ)Y j(xˇh) +
n∑
h=1
∂u
∂ yh
(xˇ, yˇ, tˇ)Y j( yˇh) + ∂u
∂t
(xˇ, yˇ, tˇ)Y j(tˇ)
)
.
Now it suﬃces to use the formulae for X j(xˇh), X j( yˇh), X j(tˇ), Y j(xˇh), Y j( yˇh) and Y j(tˇ), which are pro-
vided in Lemma A.1 in Appendix A, in order to conclude the proof. 
Remark 2.5. We can rewrite formulae (30) and (31) in the following form
∇Huϕˇ (ξ) = − (Q − 2)|ξ |Q +2H
u
(
ϕˇ(ξ)
)(|z|2z + t J z)+ 1|ξ |QH E · ∇Hu
(
ϕˇ(ξ)
)
, (32)
where J ∈ Mat(2n,R) is the matrix deﬁned in (16) and where E ∈ Mat(2n,R) is the block matrix
deﬁned by
E := |ξ |2H
(
X j(xˇh) X j( yˇh)
Y j(xˇh) Y j( yˇh)
)
j,h=1,...,n
. (33)
Using Lemma A.1 we see that the matrix E can be written in the form
E =
(
− t|ξ |2H
I2n + |z|
2
|ξ |2H
J + 1|ξ |6H
(
2
(|z|4 − t2)(z ⊗ J z − J z ⊗ z) + 4t|z|2(z ⊗ z + J z ⊗ J z))) · G
=
(
R S
S −R
)
=
(
R −S
S R
)
· G = G ·
(
R S
−S R
)
, (34)
where G ∈Mat(2n,R) is the matrix deﬁned in (16) and where R, S ∈Mat(n,R) are given by
R := |ξ |2H
(
X j(xˇh)
)
j,h=1,...,n = −|ξ |2H
(
Y j( yˇh)
)
j,h=1,...,n
= − t|ξ |2H
In + 1|ξ |6H
(
2
(|z|4 − t2)(x⊗ y − y ⊗ x) + 4t|z|2(x⊗ x+ y ⊗ y)),
S := |ξ |2H
(
X j( yˇh)
)
j,h=1,...,n = |ξ |2H
(
Y j(xˇh)
)
j,h=1,...,n
= − |z|
2
|ξ |2 In +
1
|ξ |6
(
2
(|z|4 − t2)(x⊗ x+ y ⊗ y) + 4t|z|2(y ⊗ x− x⊗ y)).H H
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Corollary 2.6. Let u ∈ C2(Hn), then
∇2Huϕˇ (ξ) =
Q 2 − 4
|ξ |Q +6H
u
(
ϕˇ(ξ)
)(|z|2z + t J z)⊗ (|z|2z + t J z)
− (Q − 2)|ξ |Q +2H
u
(
ϕˇ(ξ)
)(|z|2 I2n + t J + 2z ⊗ z + 2 J z ⊗ J z)
− (Q − 2)|ξ |Q +4H
(|z|2z + t J z)⊗ (E · ∇Hu(ϕˇ(ξ)))
− (Q − 2)|ξ |Q +4H
(
E · ∇Hu
(
ϕˇ(ξ)
))⊗ (|z|2z + t J z)+ 1|ξ |Q +2H E · ∇2Hu
(
ϕˇ(ξ)
) · ET
+ 1|ξ |Q −2H
n∑
h=1
∇2H (xˇh)Xhu
(
ϕˇ(ξ)
)+ ∇2H ( yˇh)Yhu(ϕˇ(ξ)) (35)
for every ξ ∈ Hn \ {0}, where E is the matrix deﬁned in (33).
Proof. In order to obtain formula (35) it’s suﬃcient to recall the deﬁnition of the Heisenberg Hessian
matrix ∇2H given in formula (14) and use formula (32). 
Remark 2.7. Notice that for every ξ = (z, t) ∈ Hn \ {0} one has
1
|ξ |Q −2H
n∑
h=1
∇2H (xˇh)Xhu
(
ϕˇ(ξ)
)+ ∇2H ( yˇh)Yhu(ϕˇ(ξ))
= 1|ξ |Q +6H
G∇Hu ⊗
(
2
(
t2 − |z|4) J z + 4t|z|2z)
+ 1|ξ |Q +6H
(
2
(
t2 − |z|4) J z + 4t|z|2z)⊗ G∇Hu
+ 1|ξ |Q +6H
G J∇Hu ⊗
(
2
(|z|4 − t2)z + 4t|z|2 J z)
+ 1|ξ |Q +6H
(
2
(|z|4 − t2)z + 4t|z|2 J z)⊗ G J∇Hu
+ 8|ξ |Q +6H
(〈G J z,∇Hu〉R2n z − 〈Gz,∇Hu〉R2n J z)⊗ (|z|2z − t J z)
+ 8|ξ |Q +6H
(〈Gz,∇Hu〉R2n z + 〈G J z,∇Hu〉R2n J z)⊗ (tz + |z|2 J z)
− 16(|z|
4 − t2)
|ξ |Q +10H
(〈G J z,∇Hu〉R2n z − 〈Gz,∇Hu〉R2n J z)⊗ (|z|2z + t J z)
− 32t|z|
2
|ξ |Q +10
(〈Gz,∇Hu〉R2n z + 〈G J z,∇Hu〉R2n J z)⊗ (|z|2z + t J z)H
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(
2
(|z|4 − t2)〈G J z,∇Hu〉R2n + 4t|z|2〈Gz,∇Hu〉R2n)I2n
+ 1|ξ |Q +6H
(
2
(
t2 − |z|4)〈Gz,∇Hu〉R2n + 4t|z|2〈G J z,∇Hu〉R2n) J ,
where G, J ∈Mat(2n,R) are the matrices deﬁned in (16) and where it’s understood that in the previ-
ous equality ∇Hu is to be evaluated at the point ϕˇ(ξ).
Corollary 2.8. Let u ∈ C2(Hn), then
Huϕˇ (ξ) = 1|ξ |Q +2H
Hu(xˇ, yˇ, tˇ). (36)
Proof. In order to conclude one only needs to compute the trace of the matrix ∇2Huϕˇ , given in for-
mula (35). 
On the formula which is the analogue to (36) when the CR inversion ϕ is involved, see also [16,3]
and references therein.
Remark 2.9. By relations (28) and (36) one has
u
− Q +2Q −2
ψ Huψ =
(
u−
Q +2
Q −2 Hu
) ◦ ψ in Hn
for every CR map ψ :Hn → Hn , i.e.
F
(·,u,∇Hu,∇2Hu) := u− Q +2Q −2 Hu
satisﬁes Deﬁnition 1.2 and it is thus a CR invariant operator on Hn . In particular, if u ∈ C2 is a positive
solution of
−Hu = u
Q +2
Q −2 , (37)
so is uψ for any CR map ψ on Hn . Eq. (37) is related to the CR Yamabe problem on Hn , see e.g. [16].
3. Proof of Theorem 1.3
Lemma 3.1. Given ξ0 ∈ Hn, s ∈ R+ , V ∈ R2n, c ∈ R and S ∈ S2n×2n a symmetric 2n × 2n real matrix, there
exists u ∈ C∞(Hn) which is positive and such that
u(ξ0) = s, ∇Hu(ξ0) = V , ∇2Hu(ξ0) = S + c J .
Proof. Let w ∈ C∞(R2n+1) be a positive function such that
w(0) = s, ∇w(0) =
(
V ,
c
2
)
, ∇2w(0) =
(
S 0
0 1
)
.
Now deﬁne u(ξ) = w(ξ−10 ◦ ξ). Then by relations (26), (27) and Remark 2.2 one has
1324 Y.Y. Li, D.D. Monticelli / J. Differential Equations 252 (2012) 1309–1349u(ξ0) = w(0) = s,
∇Hu(ξ0) = ∇Hw(0) = ∇zw(0) = V ,
∇2Hu(ξ0) = ∇2Hw(0) = ∇2z w(0) + 2
∂w
∂t
(0) J = S + c J
as desired. 
Proof of Theorem 1.3. We start by showing that a second order differential operator of the form
(19) deﬁned on Hn which satisﬁes the invariance properties (i), (ii) and (iii) of the statement is CR
invariant on Hn . Indeed, using formulae (26) and (27), for every positive function u ∈ C2(Hn) it’s easy
to see that on Hn one has
A
uτ
ξˆ (ξ) = Au(τ
ξˆ
(ξ)
)
for every ξˆ ∈ Hn,
AuρM (ξ) = M˜T · Au(ρM(ξ)) · M˜ for every M ∈ U(n),
Auδλ (ξ) = Au(δλ(ξ)) for every λ > 0,
Auι (ξ ) = G · Au(ι(ξ)) · G.
Moreover, using formulae (32) and (35) one can see that for every ξ ∈ Hn \ {0}
Auϕˇ (ξ ) = E · Au(ϕˇ(ξ)) · ET ,
where G, E ∈Mat(2n,R) are the matrices deﬁned respectively in (16) and in (33).
The ﬁrst part of the proof is thus complete. We are now going to prove that a CR invariant differ-
ential operator of the second order on Hn necessarily satisﬁes (19) and the invariance properties (i),
(ii) and (iii) of the statement.
Let ξ0 ∈ Hn , s ∈ R+ , v ∈ R2n and U ∈ S2n×2n ⊕ JR. Now consider a positive function φ ∈ C∞(Hn)
such that φ(ξ0) = s, ∇Hφ(ξ0) = v and ∇2Hφ(ξ0) = U , see Lemma 3.1. Now use relation (17) with the
CR transformation
ψ(ξ) = τξ0(ξ) = ξ0 ◦ ξ,
see also deﬁnition (7), and the function φ. By relations (23), (26) and (27) one has
F
(
ξ,φ(ξ0 ◦ ξ),∇Hφ(ξ0 ◦ ξ),∇2Hφ(ξ0 ◦ ξ)
)= F (ξ0 ◦ ξ,φ(ξ0 ◦ ξ),∇Hφ(ξ0 ◦ ξ),∇2Hφ(ξ0 ◦ ξ)).
Evaluating this equality in ξ = 0 yields
F (0, s, v,U ) = F (0, φ(ξ0),∇Hφ(ξ0),∇2Hφ(ξ0))
= F (ξ0, φ(ξ0),∇Hφ(ξ0),∇2Hφ(ξ0))= F (ξ0, s, v,U ). (38)
Since this holds for every ξ0 ∈ Hn , F (ξ0, s, v,U ) does not depend explicitly on ξ0. From now on we
will write F (s, v,U ) in place of F (ξ0, s, v,U ).
Now let φ ∈ C∞(Hn) be a positive function such that φ(0) = s, ∇Hφ(0) = 0 and ∇2Hφ(0) = U and
consider the CR transformation
ψ(ξ) = ρM(ξ) = (Bx− C y, By + Cx, t)
for a matrix M = B + iC ∈ U(n), see also deﬁnition (9). Using relation (17), by formulae (23), (26) and
(27) we get
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(
φ
(
ρM(ξ)
)
, M˜T · ∇Hφ
(
ρM(ξ)
)
, M˜T · ∇2Hφ
(
ρM(ξ)
) · M˜)
= F (φ(ρM(ξ)),∇Hφ(ρM(ξ)),∇2Hφ(ρM(ξ))).
Evaluating such equality in ξ = 0 yields
F
(
s,0, M˜T U M˜
)= F (φ(0), M˜T · ∇Hφ(0), M˜T · ∇2Hφ(0) · M˜)
= F (φ(0),∇Hφ(0),∇2Hφ(0))
= F (s,0,U ). (39)
Consider again a positive function φ ∈ C∞(Hn) such that φ(0) = s, ∇Hφ(0) = 0 and ∇2Hφ(0) = U
and the CR transformation
ι(ξ) = ι(x, y, t) = (x,−y,−t),
see deﬁnition (10). Using relations (17), (23), (26) and (27) as in the previous cases and evaluating
the resulting equality in 0 ∈ Hn gives
F (s,0,GUG) = F (s,0,U ). (40)
Let φ ∈ C∞(Hn) be a positive function such that φ(0) = s, ∇Hφ(0) = 0 and ∇2Hφ(0) = U , let Q =
2n+ 2 and
ψ(ξ) = δ
s
− 2Q −2
(ξ) = (s− 2Q −2 x, s− 2Q −2 y, s− 4Q −2 t),
see deﬁnition (8). By (23), (26) and (27), relation (17) yields
F
(
s−1φ
(
δ
s
− 2Q −2
(ξ)
)
, s−
Q
Q −2 ∇Hφ
(
δ
s
− 2Q −2
(ξ)
)
, s−
Q +2
Q −2 ∇2Hφ
(
δ
s
− 2Q −2
(ξ)
))
= F (φ(δ
s
− 2Q −2
(ξ)
)
,∇Hφ
(
δ
s
− 2Q −2
(ξ)
)
,∇2Hφ
(
δ
s
− 2Q −2
(ξ)
))
.
Evaluating this equality in ξ = 0 gives
F
(
1,0, s−
Q +2
Q −2 U
)= F (s,0,U ). (41)
Now let v = (p,q) ∈ Rn × Rn , v = 0 and let ξ0 := (x0, y0, t0) with
x0 = − (Q − 2)s|v|2 p, y0 = −
(Q − 2)s
|v|2 q, t0 = 0
and deﬁne
λ := |ξ0|H =
(|x0|2 + |y0|2) 12 = (Q − 2)s|v| .
Then consider a positive function φ ∈ C∞(Hn) such that φ(ξ0) = s, ∇Hφ(ξ0) = v and ∇2Hφ(ξ0) = U
and the CR transformation
ψ(ξ) = ϕ ◦ ι ◦ δλ−2(ξ) =
(
λ2 xˇ, λ2 yˇ, λ4tˇ
)
, (42)
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xˇ= − xt + y|z|
2
|ξ |4H
, yˇ = yt − x|z|
2
|ξ |4H
, tˇ = t|ξ |4H
, (43)
see deﬁnitions (8), (10) and (12). Then one has φψ(ξ) = λQ−2|ξ |Q−2H φ(λ
2 xˇ, λ2 yˇ, λ4tˇ), and by relation (17)
evaluated in ψ−1(ξ0) one has
F
(
φψ
(
ψ−1(ξ0)
)
,∇Hφψ
(
ψ−1(ξ0)
)
,∇2Hφψ
(
ψ−1(ξ0)
))= F (φ(ξ0),∇Hφ(ξ0),∇2Hφ(ξ0))
= F (s, v,U ).
Now by Lemma A.4 in Appendix A we have that φψ(ψ−1(ξ0)) = s, ∇Hφψ(ψ−1(ξ0)) = 0 and that
∇2Hφψ
(
ψ−1(ξ0)
)= G[− Q
Q − 2 s
−1 J v ⊗ J v + 2
Q − 2 s
−1v ⊗ v + 1
Q − 2 s
−1|v|2 I2n
+ J T U J + 4|v|4
(〈v,U v〉R2n J v ⊗ J v + 〈 J v,U J v〉R2n v ⊗ v
− 〈 J v,U v〉R2n v ⊗ J v − 〈v,U J v〉R2n J v ⊗ v
)
+ 2|v|2
(
J v ⊗ J T U T v − v ⊗ J T U T J v + J T U v ⊗ J v − J T U J v ⊗ v)]G,
(44)
with G , J being deﬁned as in (16) and where we recall that 〈v1, v2〉R2n denotes the scalar product of
the vectors v1, v2 ∈ R2n . Then
F
(
s,0,∇2Hφψ
(
ψ−1(ξ0)
))= F (s, v,U ). (45)
Now consider the matrix E ∈ O(2n) deﬁned in (33). It’s not diﬃcult to see that, when evaluated
at the point ψ−1(ξ0),
E = G
(
2
|v|2 ( J v ⊗ v − v ⊗ J v) + J
T
)
.
Notice that we can apply results (39) and (40) to relation (45) using the orthogonal matrix E , since it
can be written in the form GM˜ with
M = B + iC ∈ U(n), M˜ =
(
B −C
C B
)
and
B = 2|v|2 (q ⊗ p − p ⊗ q), C = −
2
|v|2 (p ⊗ p + q ⊗ q) + In.
We conclude that
F (s, v,U ) = F (s,0,∇2Hφψ (ψ−1(ξ0)))= F (s,0, ET∇2Hφψ(ψ−1(ξ0))E). (46)
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ET∇2Hφψ
(
ψ−1(ξ0)
)
E = − Q
Q − 2 s
−1v ⊗ v + 2
Q − 2 s
−1 J v ⊗ J v + 1
Q − 2 s
−1|v|2 I2n + U
and hence from relation (46) we get
F (s, v,U ) = F
(
s,0,− Q
Q − 2 s
−1v ⊗ v + 2
Q − 2 s
−1 J v ⊗ J v + 1
Q − 2 s
−1|v|2 I2n + U
)
.
This equality trivially holds also in the case v = 0, then for every s ∈ R+ , v ∈ R2n , U ∈ S2n×2n ⊕ JR by
(41) one has
F (s, v,U ) = F
(
1,0,− Q
Q − 2 s
− 2QQ −2 v ⊗ v + 2
Q − 2 s
− 2QQ −2 J v ⊗ J v
+ 1
Q − 2 s
− 2QQ −2 |v|2 I2n + s−
Q +2
Q −2 U
)
. (47)
Now let λ > 0 and consider the CR map ψ deﬁned in (42). Let ξ0 = (0,0, λ2) ∈ Hn and pick a
positive function φ ∈ C∞(Hn) such that φ(ξ0) = 1, ∇Hφ(ξ0) = 0 and ∇2Hφ(ξ0) = U .
By Lemma A.5 in Appendix A we have that φψ(ψ−1(ξ0)) = 1, ∇Hφψ(ψ−1(ξ0)) = 0 and
∇2Hφψ(ψ−1(ξ0)) = − Q −2λ2 J + GUG. Since F is CR invariant on Hn , we have
F (1,0,U ) = F (φ(ξ0),∇Hφ(ξ0),∇2Hφ(ξ0))
= F (φψ (ψ−1(ξ0)),∇Hφψ(ψ−1(ξ0)),∇2Hφψ (ψ−1(ξ0)))
= F
(
1,0,− Q − 2
λ2
J + GUG
)
.
We now use (40) together with the relation
G ·
[
− Q − 2
λ2
J + GUG
]
· G = Q − 2
λ2
J + U
to conclude that for every λ > 0 one has
F (1,0,U ) = F
(
1,0,
Q − 2
λ2
J + U
)
.
Since λ > 0 is arbitrary, we have that for every α > 0
F (1,0,U ) = F (1,0,α J + U ). (48)
If we consider λ > 0, the CR map ψ deﬁned in (42), the point ξ0 = (0,0,−λ2) ∈ Hn and a positive
function φ ∈ C∞(Hn) such that φ(ξ0) = 1, ∇Hφ(ξ0) = 0 and ∇2Hφ(ξ0) = U , we can use Lemma A.6 and
repeat the above argument. Thus we obtain
F (1,0,U ) = F (1,0,−α J + U ) (49)
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F (1,0,U ) = F (1,0,α J + U ) (50)
for every α ∈ R. Now notice that
U =
[
U + U T
2
]
+
[
U − U T
2
]
=
[
U + U T
2
]
+ α J
for a suitable α ∈ R. Then by relations (47) and (50) we ﬁnally get that for every s ∈ R+ , v ∈ R2n ,
U ∈ S2n×2n ⊕ JR one has
F (s, v,U ) = F
(
1,0,− Q − 2
2
A(s, v,U )
)
,
with
A(s, v,U ) := 2Q
(Q − 2)2 s
− 2QQ −2 v ⊗ v − 4
(Q − 2)2 s
− 2QQ −2 J v ⊗ J v
− 2
(Q − 2)2 s
− 2QQ −2 |v|2 I2n − 2
(Q − 2) s
− Q +2Q −2
[
U + U T
2
]
.
Theorem 1.3 is now proved. 
Remark 3.2. Notice that for every positive function u ∈ C2(Hn) one has
trace
(
Au
)= − 2
Q − 2u
− Q +2Q −2 Hu
which, modulo the harmless constant − 2Q −2 , is the example recalled in Remark 2.9.
4. Proof of Theorem 1.5
We start this section with a lemma which will be needed in the course of the proof of Theorem 1.5.
For u ∈ C2(Ω), u > 0 deﬁne φ := u− 2Q−2 . Then φ ∈ C2(Ω), φ > 0 and one has
Au = Aφ := φ∇2H,sφ −
1
2
|∇Hφ|2 I2n − J∇Hφ ⊗ J∇Hφ. (51)
Lemma 4.1. Let Ω ⊂ Hn be a bounded open domain, φ ∈ C2(Ω) and φ > 0 in Ω . Let η(ξ) = η(z, t) := eδ|z|2
for δ > 0. Then there exists δ > 0, depending only on supΩ |z|, such that ∀δ ∈ (0, δ) and ∀ε > 0 one has
Aφ+εη 
(
1+ ε η
φ
)
Aφ + εδηφ I2n in Ω. (52)
Proof. For every φ,η ∈ C2(Ω) with φ,η > 0 in Ω and every ε > 0 one has
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1
2
∣∣∇H (φ + εη)∣∣2 I2n − J∇H (φ + εη) ⊗ J∇H (φ + εη)
= Aφ + ε
(
φ∇2H,sη + η∇2H,sφ − 〈∇Hφ,∇Hη〉R2n I2n
− J∇Hφ ⊗ J∇Hη − J∇Hη ⊗ J∇Hφ
)+ ε2Aη.
By deﬁnition (51) then one gets
Aφ+εη =
(
1+ ε η
φ
)
Aφ + ε
(
φ∇2H,sη +
|∇Hφ|2
2φ
ηI2n + η
φ
J∇Hφ ⊗ J∇Hφ
− 〈∇Hφ,∇Hη〉R2n I2n − J∇Hφ ⊗ J∇Hη − J∇Hη ⊗ J∇Hφ
)
+ ε2Aη. (53)
Now notice that
∇H
(
η
φ
)
⊗ ∇H
(
η
φ
)
= 1
φ2
∇Hη ⊗ ∇Hη + η
φ3
(
η
φ
∇Hφ ⊗ ∇Hφ − ∇Hφ ⊗ ∇Hη − ∇Hη ⊗ ∇Hφ
)
,
then it follows that
φ3
η
(
J∇H
(
η
φ
)
⊗ J∇H
(
η
φ
)
− 1
φ2
J∇Hη ⊗ J∇Hη
)
=
(
η
φ
J∇Hφ ⊗ J∇Hφ − J∇Hφ ⊗ J∇Hη − J∇Hη ⊗ J∇Hφ
)
. (54)
Inserting relation (54) into (53) we get
Aφ+εη =
(
1+ ε η
φ
)
Aφ + ε
(
φ∇2H,sη +
|∇Hφ|2
2φ
ηI2n − 〈∇Hφ,∇Hη〉R2n I2n
× φ
3
η
J∇H
(
η
φ
)
⊗ J∇H
(
η
φ
)
− φ
η
J∇Hη ⊗ J∇Hη
)
+ ε2Aη. (55)
Now let η(ξ) = η(z, t) := eδ|z|2 , with δ > 0 to be chosen later. Then for every ξ ∈ Hn one has η(ξ) 1
and
∇Hη(ξ) = 2δη(ξ)z, ∇2H,sη(ξ) = 2δη(ξ)I2n + 4δ2η(ξ)z ⊗ z. (56)
By relations (56) and since
02n  v ⊗ v  |v|2 I2n for all v ∈ R2n,
it follows that if 0< δ  18 (supΩ |z|)−2 one has
Aη = 2δη2 I2n + 4δ2η2z ⊗ z − 2δ2η2|z|2 I2n − 4δ2η2 J z ⊗ J z
 2δη2 I2n − 2δ2η2|z|2 I2n − 4δ2η2|z|2 I2n
 5δη2 I2n (57)4
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φ∇2H,sη +
|∇Hφ|2
2φ
ηI2n − 〈∇Hφ,∇Hη〉R2n I2n +
φ3
η
J∇H
(
η
φ
)
⊗ J∇H
(
η
φ
)
− φ
η
J∇Hη ⊗ J∇Hη
 φ∇2H,sη +
|∇Hφ|2
2φ
ηI2n − 〈∇Hφ,∇Hη〉R2n I2n −
φ
η
J∇Hη ⊗ J∇Hη
= 2δηφ I2n + 4δ2ηφz ⊗ z + |∇Hφ|
2
2φ
ηI2n − 2δη〈∇Hφ, z〉R2n I2n − 4δ2ηφ J z ⊗ J z
 2δηφ I2n + |∇Hφ|
2
2φ
ηI2n − |∇Hφ|
2
4φ
ηI2n − 4δ2ηφ|z|2 I2n − 4δ2ηφ|z|2 I2n

(
δηφ + |∇Hφ|
2
4φ
η
)
I2n
and hence
φ∇2H,sη +
|∇Hφ|2
2φ
ηI2n − 〈∇Hφ,∇Hη〉R2n I2n +
φ3
η
J∇H
(
η
φ
)
⊗ J∇H
(
η
φ
)
− φ
η
J∇Hη ⊗ J∇Hη
 δηφ I2n. (58)
Then from (55) by relations (57) and (58) we have
Aφ+εη 
(
1+ ε η
φ
)
Aφ + εδηφ I2n in Ω.
The proof of the lemma is now complete. 
Remark 4.2. Inequality (52) is equivalent to
A[(u
− 2Q −2 +εη)− Q −22 ] 
(
1+ εηu 2Q −2 )Au + εδηu− 2Q −2 I2n in Ω.
We are now ready to start with the proof of Theorem 1.5.
Proof of Theorem 1.5. We start by proving part (i) of the statement.
Let φ := u− 2Q−2 and θ := w− 2Q−2 . Then u(ξ)  w(ξ) if and only if φ(ξ)  θ(ξ), for any ξ ∈ Ω .
Hence in particular we have φ  θ on ∂Ω . Moreover we also have
Aφ = Au ∈ Σ, Aθ = Aw ∈ Σc in Ω. (59)
Now by contradiction suppose there exists ξ0 ∈ Ω such that u(ξ0) < w(ξ0), i.e. such that φ(ξ0) >
θ(ξ0). Multiply φ by a constant α∗ ∈ (0,1) so that
θ > α∗φ on ∂Ω,
θ  α∗φ in Ω,
θ(ξ1) = α∗φ(ξ1) for some ξ1 ∈ Ω. (60)
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let η(ξ) = eδ|z|2 for some δ > 0 small enough so that for ε > 0 one has
Aα∗φ+εη 
(
1+ ε η
α∗φ
)
Aα∗φ + εδη(α∗φ)I2n in Ω. (61)
Choose ε > 0 small enough, so that
θ > α∗φ + εη on ∂Ω.
For instance this can be achieved by choosing 0 < ε < 12 (inf∂Ω(θ − α∗φ))(sup∂Ω η)−1. Then we have
θ(ξ1) < α∗φ(ξ1) + εη(ξ1).
Now, in a similar way as we already did with α∗ in relations (60), let γ ∈ (0,1) be such that
θ > γ (α∗φ + εη) on ∂Ω,
θ  γ (α∗φ + εη) in Ω,
θ(ξ2) = γ
(
α∗φ(ξ2) + εη(ξ2)
)
for some ξ2 ∈ Ω, (62)
where γ = sup{c ∈ (0,1): β(α∗φ + εη)  θ in Ω, ∀β ∈ (0, c)}. Consider the CR map τξ2 (ξ) and the
transformed functions φτξ2 , θτξ2 and ητξ2 , see also deﬁnition (7) and relation (23). By relations (62)
then we have
θτξ2
 γ (α∗φτξ2 + εητξ2 ) in τ−1ξ2 (Ω),
θτξ2
(0) = γ (α∗φτξ2 (0) + εητξ2 (0)). (63)
Then we have
∇θτξ2 (0) = γ
(
α∗∇φτξ2 (0) + ε∇ητξ2 (0)
)
, (64)
∇2θτξ2 (0) γ
(
α∗∇2φτξ2 (0) + ε∇2ητξ2 (0)
)
, (65)
where we recall that ∇ and ∇2 denote respectively the gradient and the Hessian matrix of a regular
function in R2n+1. Now recall that by Remark 2.2 for any function f ∈ C1(Ω) one has ∇H f (0) =
∇z f (0), hence by relation (64) we have
∇Hθτξ2 (0) = γ
(
α∗∇Hφτξ2 (0) + ε∇Hητξ2 (0)
)
. (66)
We notice also that (65) implies
∇2H,sθτξ2 (0) γ
(
α∗∇2H,sφτξ2 (0) + ε∇2H,sητξ2 (0)
)
. (67)
Indeed for any z ∈ R2n let ζ := (z,0) ∈ R2n+1, then we have
〈
z,∇2z θτξ2 (0)z
〉
R2n =
2n∑
i, j=1
[∇2z θτξ2 (0)]i j zi z j
=
2n+1∑
i, j=1
[∇2θτξ2 (0)]i jζiζ j = 〈ζ,∇2θτξ2 (0)ζ 〉R2n+1 ,
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(
α∗∇2z φτξ2 (0) + ε∇2z ητξ2 (0)
)
z
〉
R2n =
〈
ζ,γ
(
α∗∇2φτξ2 (0) + ε∇2ητξ2 (0)
)
ζ
〉
R2n+1 .
Now, by relation (65), this in turn implies that
∇2z θτξ2 (0) γ
(
α∗∇2z φτξ2 (0) + ε∇2z ητξ2 (0)
)
. (68)
By Remark 2.2 one has ∇2H,s f (0) = ∇2z f (0) for every function f ∈ C2(Ω), so that inequality (68)
ﬁnally implies (67).
But then by formulae (26) and (27) we have
θ(ξ2) = θτξ2 (0) = γ
(
α∗φτξ2 (0) + εητξ2 (0)
)= γ (α∗φ(ξ2) + εη(ξ2)) by (63),
∇Hθ(ξ2) = ∇Hθτξ2 (0) = γ
(
α∗∇Hφτξ2 (0) + ε∇Hητξ2 (0)
)
by (66)
= γ (α∗∇Hφ(ξ2) + ε∇Hη(ξ2)),
∇2H,sθ(ξ2) = ∇2H,sθτξ2 (0) γ
(
α∗∇2H,sφτξ2 (0) + ε∇2H,sητξ2 (0)
)
by (67)
= γ (α∗∇2H,sφ(ξ2) + ε∇2H,sη(ξ2)).
This in turn implies that at ξ2 ∈ Ω one has
Aθ = θ∇2H,sθ −
1
2
|∇Hθ |2 I2n − J∇Hθ ⊗ J∇Hθ
 Aγ (α∗φ+εη)
= γ 2Aα∗φ+εη
 γ 2
((
1+ ε η
α∗φ
)
Aα∗φ + εδη(α∗φ)I2n
)
by (61)
= γ 2α2∗
(
1+ ε η
α∗φ
)
Aφ + εδγ 2α∗ηφ I2n. (69)
Since Aφ ∈ Σ and since γ 2α2∗(1+ ε ηα∗φ ) > 0 in Ω , by condition (21) we get
γ 2α2∗
(
1+ ε η
α∗φ
)
Aφ ∈ Σ. (70)
Then in ξ2 ∈ Ω we have
Aθ =
(
Aθ − γ 2α2∗
(
1+ ε η
α∗φ
)
Aφ
)
+ γ 2α2∗
(
1+ ε η
α∗φ
)
Aφ := B + cAφ,
with cAφ ∈ Σ by (70) and with B ∈ S2n×2n , B  εδγ 2α∗ηφ I2n > 0 by (69).
By condition (21) it follows that Aθ ∈ Σ when evaluated in ξ2 ∈ Ω , which contradicts our hypoth-
esis Aθ ∈ Σc in Ω , see condition (59). Then we have u  w in Ω .
Part (i) of the statement of the theorem is thus proved. Now we turn our attention to part (ii).
Consider again φ := u− 2Q−2 and θ := w− 2Q−2 . Then Aφ ∈ Σ and Aθ ∈ Σc . Since u > w on ∂Ω , we
have θ > φ on ∂Ω . By part (i) we have u  w in Ω , and hence θ  φ in Ω .
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Then we have condition (60), this time with α∗ = 1.
The proof now proceeds as in the previous case (i), where one has just to substitute α∗ = 1 in
all the calculations. Then we can conclude that at some point ξ2 ∈ Ω one has Aθ ∈ Σ , which again
contradicts our hypothesis Aθ ∈ Σc in Ω . Thus u > w in Ω , and the proof of the theorem is now
complete. 
Remark 4.3. Notice that, by choosing
Σ := {A ∈ S2n×2n ∣∣ tr A > 0}
in Theorem 1.5, we have the following corollary:
Let u,w ∈ C2(Ω)∪ C0(Ω) with Ω ⊂ Hn a bounded open domain. Suppose that u,w > 0 in Ω , and
that Hu  0, Hw  0 in Ω . Then
(i) if u  w on ∂Ω , u  w in Ω ,
(ii) if u > w on ∂Ω , u > w in Ω .
This is also a consequence of the Weak Maximum Principle applied to the sublaplacian on the
Heisenberg group.
5. Proof of Theorem 1.7
We start this section with some results that will be needed in the course of the proof of Theo-
rem 1.7.
Theorem 5.1. Let n 1, Q = 2n+ 2 and consider D1(0) ⊂ Hn, u ∈ C2(D1(0) \ {0}) such that
Hu  0 in D1(0) \ {0}.
Let f , g : D1(0) → R be bounded functions such that
(i) f (0) = g(0),
(ii) f , g are differentiable in 0 and ∇H f (0) = ∇H g(0),
(iii) u(ξ) f (ξ), u(ξ) g(ξ) for every ξ ∈ D1(0) \ {0}.
Then one has limR→0+ infDR (0) u > f (0).
Proof. For every ξ ∈ D1(0) \ {0} deﬁne
u˜(ξ) := u(ξ) − f (0) − 〈∇ f (0), ξ 〉R2n+1 ,
and for ξ ∈ D1(0) deﬁne
f˜ (ξ) := f (ξ) − f (0) − 〈∇ f (0), ξ 〉R2n+1 ,
g˜(ξ) := g(ξ) − f (0) − 〈∇ f (0), ξ 〉R2n+1 ,
where ∇ denotes the usual gradient of a function deﬁned in a domain of R2n+1. Then u˜, f˜ , g˜ satisfy
all of the hypotheses of the theorem, moreover with
f˜ (0) = g˜(0) = 0, ∇ f˜ (0) = 0, ∇H f˜ (0) = 0, ∇H g˜(0) = 0.
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lim
R→0 infDR (0)
u˜ > 0= f˜ (0),
then we also have
lim
R→0
(
inf
DR (0)
u − f (0) − inf
DR (0)
〈∇ f (0), ξ 〉R2n+1) limR→0 infDR (0) u˜ > 0.
Thus we obtain the desired result on u, i.e. limR→0 infDR (0) u > f (0).
Hence without loss of generality we can assume that the functions u, f , g also satisfy
f (0) = g(0) = 0, ∇ f (0) = 0, ∇H f (0) = 0, ∇H g(0) = 0, (71)
and thus we have to prove that limR→0 infDR (0) u > 0= f (0).
Conditions (71) in particular imply that as |ξ | → 0 one has
f (ξ) = o(|ξ |), g(ξ) = 〈∇g(0), ξ 〉R2n+1 + o(|ξ |),
where | · | denotes the usual Euclidean norm. Then in D1(0) we have
u(ξ)−h(ξ), u(ξ) 〈∇g(0), ξ 〉R2n+1 − h(ξ) := 〈ζ, ξ〉R2n+1 − h(ξ) (72)
with ζ = (z1, t1) := ∇g(0) ∈ R2n ×R, z1 = ∇H g(0) = 0 by (71), and with h(ξ) 0 bounded and h(ξ) =
o(|ξ |) as |ξ | → 0. Now deﬁne on D1(0) \ {0} the function
uλ(ξ) := 1
λ
u
(
δλ(ξ)
)
,
with 0< λ  1 and δλ(ξ) deﬁned by relation (8). Notice that, as λ tends to 0, we have on D1(0)
1
λ
h
(
δλ(ξ)
)= 1
λ
∣∣δλ(ξ)∣∣o(1) = √λ2|z|2 + λ4t2
λ
o(1) |ξ |o(1)√2o(1).
Hence h(δλ(ξ)) = o(λ) as λ → 0, uniformly for ξ ∈ D1(0). By relations (72) then we have
uλ(ξ)−1
λ
h
(
δλ(ξ)
)
−o(1) on D1(0) \ {0}, (73)
uλ(ξ)
1
λ
〈
ζ, δλ(ξ)
〉
R2n+1 −
1
λ
h
(
δλ(ξ)
)
 〈z1, z〉R2n + λt1t − o(1) 〈z1, z〉R2n − 0(1) on D1(0) \ {0}, (74)
uniformly in ξ = (z, t) as λ → 0.
By (73) for every ε > 0 there exists λ0 > 0 such that
uλ(ξ)−ε in D1(0) \ {0} for all λ < λ0. (75)
Moreover, if we set ξ0 := ( z12|z1| ,0), we have |ξ0|H = |ξ0| = 12 and it’s easy to see that D 14 (ξ0) ⊂
D1(0) \ {0}. By (74) on D 1 (ξ0) then we have4
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1
2
|z1| +
〈
z1, z − z1
2|z1|
〉
R2n
− o(1)
 1
2
|z1| − |z1|
∣∣∣∣z − z12|z1|
∣∣∣∣− o(1)
 1
2
|z1| − |z1||ξ − ξ0|H − o(1)
 1
2
|z1| − 1
4
|z1| − o(1) > c0, (76)
with c0 := 18 |z1| > 0, for every positive λ which is smaller than a suitable λ1 > 0. From now on we
will assume that 0< λ < λ :=min{λ0, λ1}.
Now let σ (ε) be the solution of⎧⎪⎪⎨⎪⎪⎩
Hσ
(ε) = 0 on D1(0) \ D 1
4
(ξ0),
σ (ε) = −2ε on ∂D1(0),
σ (ε) = 1
2
c0 on ∂D 1
4
(ξ0).
(77)
Since Ω := D1(0) \ D 1
4
(ξ0) is a smooth domain and since its boundary is characteristic for H only
in the north and south poles of the two balls, i.e. in
N1 = (0,1), S1 = (0,−1), N2 =
(
ζz
2|ζz| ,
1
16
)
, S2 =
(
ζz
2|ζz| ,−
1
16
)
,
problem (77) admits a unique solution which is C∞ in the interior of the domain, because the oper-
ator is hypoelliptic since it satisﬁes Hörmander’s condition (see [14]), and also up to the boundary in
any point which is different from N1, S1, N2, S2 (see [18] and [15]). The unique solution of problem
(77) is also continuous up to the boundary in all the points, see [15].
By the maximum principle, see [5], the solution depends continuously on the data of the problem
and as ε tends to 0 we have
sup
Ω
∣∣σ (ε) − σ (0)∣∣→ 0, (78)
where σ (0) is the unique solution of
⎧⎪⎪⎨⎪⎪⎩
Hσ
(0) = 0 on D1(0) \ D 1
4
(ξ0),
σ (0) = 0 on ∂D1(0),
σ (0) = 1
2
c0 on ∂D 1
4
(ξ0).
(79)
By the Strong Maximum Principle, see [5], we have that σ (0)  0 in Ω and σ (0) cannot attain its
minimum value in Ω . In particular we have σ (0)(0) > 0. Then by (78) if we choose ε > 0 small
enough we have
σ (ε)(0) 1σ (0)(0) > 0. (80)
2
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−2ε  σ (ε)  1
2
c0 on Ω. (81)
Now ﬁx ε > 0 such that (80) holds, and for 0< λ < λ and any 0< r < 18 deﬁne
Θλ(ξ) = uλ(ξ) + ArQ −2
(|ξ |−(Q −2)H − 1)− σ (ε)(ξ) (82)
on D1(0) \ (Dr(0) ∪ D 1
4
(ξ0)), with A > 1 to be ﬁxed later. Notice that Dr(0) ⊂ D1(0) and that
Dr(0)∩D 1
4
(ξ0) = ∅. Moreover one also has H (|ξ |−(Q −2)H ) = 0 in Hn \{0}, since |ξ |−(Q −2)H is a constant
multiple of the fundamental solution of H centered at 0.
Then HΘλ = Huλ  0 in D1(0) \ (Dr(0) ∪ D 1
4
(ξ0)).
Now notice that σ (ε) = −2ε on ∂D1(0), and hence σ (ε) − 32ε near ∂D1(0). But then near ∂D1(0)
by (75) one has
Θλ  uλ − σ (ε) −ε + 3
2
ε = 1
2
ε > 0.
On ∂D 1
4
(ξ0), by (76) and (77), one has
Θλ  uλ − σ (ε)  c0 − 1
2
c0 = 1
2
c0 > 0.
Finally on ∂Dr(0), by (82) and (81), one has
Θλ −ε + ArQ −2
(
r−(Q −2) − 1)− 1
2
c0  A
(
1− 1
8Q −2
)
− ε − 1
2
c0 > 0
if we choose A > 1 large enough. Hence Θλ > 0 on ∂(D1(0) \ (Dr(0) ∪ D 1
4
(ξ0))). From the maximum
principle then it follows that Θλ > 0 on the whole domain.
Now ﬁx ξ ∈ D1(0) \ {0} and let 0< r < min{|ξ |H , 18 }. For all 0 < λ < λ then we have
uλ(ξ) + ArQ −2
(|ξ |−(Q −2)H − 1)− σ (ε)(ξ) > 0,
and by letting r tend to 0 we get uλ(ξ) σ (ε)(ξ).
Then for all R ∈ (0, λ) one has
inf
DR (0)
u(ξ) = inf
D R
λ
(0)
u
(
δλ(ξ)
)= λ inf
D R
λ
(0)
uλ(ξ) λ inf
D R
λ
(0)
σ (ε)(ξ).
Hence by the continuity of σ (ε) and by relation (80) we get
lim
R→0 infDR (0)
u(ξ) λ lim
R→0 infD R
λ
(0)
σ (ε)(ξ) = λσ (ε)(0) λ
2
σ (0)(0) > 0.
Thus the proof of the theorem is now complete. 
Exploiting left translations and dilations, deﬁned respectively in (7) and (8), one can easily derive
the following corollary from Theorem 5.1.
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that
Hu  0 in DR(ξ0) \ {ξ0}.
Let f , g : DR(ξ0) → R be bounded functions such that
(i) f (ξ0) = g(ξ0),
(ii) f , g are differentiable in ξ0 and ∇H f (ξ0) = ∇H g(ξ0),
(iii) u(ξ) f (ξ), u(ξ) g(ξ) for every ξ ∈ DR(ξ0) \ {ξ0}.
Then one has limr→0+ infDr (ξ0) u > f (ξ0).
For any positive function w ∈ C2(D2(0)), ξ ∈ D2(0) and λ > 0 let
wξ,λ(η) = wτξ ◦δλ (η) = λ
Q −2
2 w
(
ξ ◦ δλ(η)
)
, (83)
for η ∈ Hn such that ξ ◦ δλ(η) ∈ D2(0).
Lemma 5.3. Assume u ∈ C2(D2(0) \ {0}), w ∈ C2(D2(0)), u > w in D2(0) \ {0}, w > 0 in D2(0). Then there
exists ε1 ∈ (0,1) such that
wξ,1−
√
ε(η) < u(η)
for every ξ,η ∈ Hn and ε > 0 such that |ξ |H < ε < ε1 and 0 < |η|H  1.
Proof. Let γ ,ε0 ∈ (0,1) be small constants to be chosen later. Let ξ,η ∈ Hn and ε > 0 be such that
|ξ |H < ε < ε0 and 0< |η|H  γ . Then one has∣∣ξ ◦ δ1−√ε(η)∣∣H  |ξ |H + (1− √ε )|η|H < ε + (1− √ε )γ < 2
and hence in particular ξ ◦ δ1−√ε(η) ∈ D2(0). Moreover for a suitable constant C > 0 one has∣∣ξ ◦ δ1−√ε(η) − η∣∣ C√ε(√ε + γ ). (84)
Since w ∈ C2(D2(0)), by relation (84) for ε0 and δ small enough we have that
w
(
ξ ◦ δ1−√ε(η)
)= w(η) + O (∣∣ξ ◦ δ1−√ε(η) − η∣∣)= w(η) + √εO (√ε + γ ),
uniformly in ξ,η. Then
wξ,1−
√
ε(η) − u(η) < wξ,1−
√
ε(η) − w(η)
=
(
1− Q − 2
2
√
ε + O (ε)
)
w
(
ξ ◦ δ1−√ε(η)
)− w(η)
=
(
1− Q − 2
2
√
ε + O (ε)
)(
w(η) + √εO (√ε + γ ))− w(η)
=
[
− Q − 2
2
w(η) + O (√ε + γ )
]√
ε,
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wξ,1−
√
ε(η) < u(η) if |ξ |H < ε < ε0 and 0 < |η|H  γ . (85)
Now let ξ,η ∈ Hn and ε > 0 be such that |ξ |H < ε < ε0 and 0 < |η|H  1. Then one ﬁnds∣∣ξ ◦ δ1−√ε(η) − η∣∣ C√ε.
Since w ∈ C2(D2(0)) one has
w
(
ξ ◦ δ1−√ε(η)
)= w(η) + O (∣∣ξ ◦ δ1−√ε(η) − η∣∣)= w(η) + O (√ε ),
uniformly in ξ,η. Choose ε1 ∈ (0, ε0) such that
O (
√
ε1 ) < min
γ|ζ |H1
[
u(ζ ) − w(ζ )].
This is possible by our hypotheses on the functions u,w . Now for every ξ,η ∈ Hn such that |ξ |H <
ε < ε1 and γ  |η|H  1 we have
wξ,1−
√
ε(η) = w(η) + O (√ε ) < w(η) + (u(η) − w(η))= u(η). (86)
Relations (85) and (86) together give the desired result. 
Lemma 5.4. Assume u ∈ C2(D2(0) \ {0}), w ∈ C2(D2(0)), u > w in D2(0) \ {0}, w > 0 in D2(0). Then there
exists ε2 ∈ (0,1) such that for every ε ∈ (0, ε2) one has
wξ,λ(η) < u(η)
for every ξ ∈ Hn such that |ξ |H < ε, every η ∈ Hn such that |η|H = 1 and every λ ∈ [1− √ε,1+ √ε ].
Proof. Let
ε0 := inf
∂D1(0)
[
u(ζ ) − w(ζ )],
then ε0 > 0. For every ε ∈ (0,1/9), every λ ∈ [1−√ε,1+√ε ] and every ξ,η ∈ Hn such that |ξ |H < ε
and |η|H = 1 one has ξ ◦ δλ(η) ∈ D 3
2
(0). Thus we get
wξ,λ(η) − u(η) = [w(ξ ◦ δλ(η))− w(η)]+ [w(η) − u(η)]+ (λ Q −22 − 1)w(ξ ◦ δλ(η))

∣∣w(ξ ◦ δλ(η))− w(η)∣∣− inf
∂D1(0)
[
u(ζ ) − w(ζ )]+ ∣∣λ Q −22 − 1∣∣ sup
D 3
2
(0)
w

∣∣w(ξ ◦ δλ(η))− w(η)∣∣− ε0 + C1√ε (87)
for some constant C1 > 0.
Now notice that for every ε ∈ (0,1), every λ ∈ [1 − √ε,1 + √ε ] and every ξ,η ∈ Hn such that
|ξ |H < ε and |η|H = 1 one has ∣∣ξ ◦ δλ(η) − η∣∣< C2√ε (88)
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2
(0), since we have η, (ξ ◦ δλ(η)) ∈
D 3
2
(0), by (88) we can ﬁnd ε∗ ∈ (0,1/9) small enough so that for every ε ∈ (0, ε∗) we have
∣∣w(ξ ◦ δλ(η))− w(η)∣∣< ε0
2
.
Now let ε2 =min{ε∗, ε
2
0
16C21
}. By inequality (87), for every ε ∈ (0, ε2), every λ ∈ [1−√ε,1+√ε ], every
ξ,η ∈ Hn such that |ξ |H < ε and |η|H = 1 we have
wξ,λ(η) − u(η) < −ε0
2
+ C1
√
ε < −ε0
4
< 0.
The proof of the lemma is now complete. 
Lemma 5.5. Assume u ∈ C2(D2(0) \ {0}), w ∈ C2(D2(0)), u > w in D2(0) \ {0}, w > 0 in D2(0). If
lim inf
ξ→0
[
u(ξ) − w(ξ)]= 0,
then there exists ε3 ∈ (0,1) such that
sup
0<|η|H1
{
wξ,1+
√
ε
2 (η) − u(η)}> 0
for every ξ ∈ Hn and every ε > 0 such that |ξ |H < ε < ε3 .
Proof. For ε3 > 0 small enough and every ε ∈ (0, ε3), if |ξ |H < ε < ε3 one has
limsup
η→0
{
wξ,1+
√
ε
2 (η) − u(η)}= wξ,1+√ε2 (0) − lim inf
η→0 u(η)
= wξ,1+
√
ε
2 (0) − w(0)
=
[
1+ Q − 2
2
√
ε
2
+ O (ε)
]
w(ξ) − w(0). (89)
Now notice that |ξ |√2ε. Since w ∈ C2(D2(0)), we have
w(ξ) = w(0) + O (|ξ |)= w(0) + O (ε).
Thus by relation (89) we get
limsup
η→0
{
wξ,1+
√
ε
2 (η) − u(η)}= [1+ Q − 2
2
√
ε
2
+ O (ε)
](
w(0) + O (ε))− w(0)
=
(
Q − 2
4
w(0) + O (√ε )
)√
ε > 0,
if ε ∈ (0, ε3) and ε3 is small enough. Thus it follows that
sup
0<|η| 1
{
wξ,1+
√
ε
2 (η) − u(η)}> 0. H
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Proof of Theorem 1.7. Without loss of generality, up to a translation we can assume that ξ0 = 0.
Arguing by contradiction, suppose that the conclusion of the theorem does not hold, i.e. that
lim inf
ξ→0
[
u(ξ) − w(ξ)]= 0. (90)
Then let ε := 18 min{ε1, ε2, ε3}, with ε1, ε2, ε3 being provided by Lemmas 5.3, 5.4 and 5.5 respectively.
By Lemma 5.3 one has
wξ,1−
√
ε(η) < u(η) for all η ∈ D1(0) \ {0}, (91)
for every ξ ∈ Dε(0). Now for any such ξ deﬁne
λ(ξ) := sup{μ 1− √ε ∣∣ wξ,λ(η) < u(η) ∀η ∈ D1(0) \ {0}, for all λ ∈ [1− √ε,μ]}.
By relation (91) we have that λ(ξ) is well deﬁned and that λ(ξ)  1 − √ε, for every ξ ∈ Dε(0). By
Lemma 5.5 we also have that λ(ξ) < 1+
√
ε
2 for every ξ ∈ Dε(0).
Now by the deﬁnition of λ(ξ) one has that
wξ,λ(ξ)(η) u(η) for every η ∈ D1(0) \ {0} and every ξ ∈ Dε(0). (92)
Moreover, since λ(ξ) ∈ [1− √ε,1+
√
ε
2 ], by Lemma 5.4 one also has that
wξ,λ(ξ)(η) < u(η) for every η ∈ ∂D1(0) and every ξ ∈ Dε(0). (93)
We make the following claim:
wξ,λ(ξ)(η) < u(η) for every η ∈ D1(0) \ {0} and every ξ ∈ Dε(0). (94)
For every ξ ∈ Dε(0), η ∈ D1(0) \ {0} we have ξ ◦ δλ(ξ)(η) ∈ D 32 (0). By the invariance of the opera-
tor T , we have that
T
(
wξ,λ(ξ),∇Hwξ,λ(ξ),∇2Hwξ,λ(ξ)
)
(η) ≡ T (w,∇Hw,∇2Hw)(ξ ◦ δλ(ξ)(η)) 0 for η ∈ D1(0)
and thus
T
(
u,∇Hu,∇2Hu
)− T (wξ,λ(ξ),∇Hwξ,λ(ξ),∇2Hwξ,λ(ξ)) 0 on D1(0) \ {0}.
Now let Ω be an open, connected set such that Ω ⊂ D1(0) \ {0}. By condition (92) we have
wξ,λ(ξ)(η) − u(η) 0 for every η ∈ Ω and every ξ ∈ Dε(0).
Recalling the notation T = T (s, v,U ) with s > 0, v ∈ R2n , U ∈ S2n×2n ⊗ JR, by the regularity of all
the functions involved on Ω , for every ξ ∈ Dε(0) and every η ∈ Ω we have
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(
u,∇Hu,∇2Hu
)− T (wξ,λ(ξ),∇Hwξ,λ(ξ),∇2Hwξ,λ(ξ))
=
1∫
0
d
dr
[
T
(
ru + (1− r)wξ,λ(ξ), r∇Hu + (1− r)∇Hwξ,λ(ξ), r∇2Hu + (1− r)∇2Hwξ,λ(ξ)
)]
dr
= c(wξ,λ(ξ) − u)+ 〈b,∇H(wξ,λ(ξ) − u)〉R2n + 2n∑
i, j=1
aij
[∇2H(wξ,λ(ξ) − u)]i j
:= L(wξ,λ(ξ) − u),
with c ∈ C0(Ω), b = (b1, . . . ,b2n) ∈ C0(Ω,R2n), aij ∈ C0(Ω) for every i, j = 1, . . . ,2n being deﬁned by
c(η) = −
1∫
0
∂T
∂s
(
ru(η) + (1− r)wξ,λ(ξ)(η), r∇Hu(η) + (1− r)∇Hwξ,λ(ξ)(η),
r∇2Hu(η) + (1− r)∇2Hwξ,λ(ξ)(η)
)
dr,
b j(η) = −
1∫
0
∂T
∂v j
(
ru(η) + (1− r)wξ,λ(ξ)(η), r∇Hu(η) + (1− r)∇Hwξ,λ(ξ)(η),
r∇2Hu(η) + (1− r)∇2Hwξ,λ(ξ)(η)
)
dr,
aij(η) = −
1∫
0
∂T
∂Uij
(
ru(η) + (1− r)wξ,λ(ξ)(η), r∇Hu(η) + (1− r)∇Hwξ,λ(ξ)(η),
r∇2Hu(η) + (1− r)∇2Hwξ,λ(ξ)(η)
)
dr.
By the regularity of u,w and since ξ ◦ δλ(ξ)(η) ∈ D 32 (0) for every ξ ∈ Dε(0) and every η ∈ Ω , we can
ﬁnd a,b, R1, R2 ∈ R+ with b > a such that
(
ru + (1− r)wξ,λ(ξ), r∇Hu + (1− r)∇Hwξ,λ(ξ), r∇2Hu + (1− r)∇2Hwξ,λ(ξ)
)
∈ [a,b] × BR1(0) × BR2(0) ⊂ R+ × R2n ×
(S2n×2n ⊕ JR)
for every r ∈ [0,1], every ξ ∈ Dε(0) and every η ∈ Ω . Thus by our hypotheses on the operator T , see
condition (22), the matrix [aij(η)]i, j=1,...,2n is strictly positive deﬁnite on Ω , for every ξ ∈ Dε(0).
Since the vector ﬁelds X1, . . . , Xn, Y1, . . . , Yn satisfy the Hörmander condition, see condition (24),
by [25, Theorem 4.1] we can conclude that for every ξ ∈ D1(0) we have either (wξ,λ(ξ) − u) ≡ 0 or
(wξ,λ(ξ) − u) < 0 in Ω .
Now for any m ∈ N we can choose Ω = Ωm := D1(0) \ D 1
m
(0), and by condition (93) and the
previous argument we can conclude that
(
wξ,λ(ξ) − u)< 0 in D1(0) \ D 1
m
(0), for every ξ ∈ Dε(0) and everym ∈ N.
Thus our claim follows and (94) holds.
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lim inf
η→0
[
u(η) − wξ,λ(ξ)(η)]= 0 for every ξ ∈ Dε(0). (95)
Thus in particular for every ξ ∈ Dε(0)
wξ,λ(ξ)(0) = (λ(ξ)) Q −22 w(ξ) = lim inf
η→0 u(η) := α ∈ (0,∞). (96)
By conditions (94), (95) and (96) and since Hu  0, Theorem 5.1 yields
V = ∇Hwξ,λ(ξ)(0) =
(
λ(ξ)
) Q
2 ∇Hw(ξ) for every ξ ∈ Dε(0), (97)
for some ﬁxed V ∈ R2n . Relations (96) and (97) in turn give
∇Hw(ξ) = α−
Q
Q −2
(
w(ξ)
) Q
Q −2 V for every ξ ∈ Dε(0).
Thus for every ξ ∈ Dε(0) we get for j = 1, . . . ,n
X2j w(ξ) =
Q
Q − 2α
− 2QQ −2 (w(ξ)) Q +2Q −2 V 2j ,
Y 2j w(ξ) =
Q
Q − 2α
− 2QQ −2 (w(ξ)) Q +2Q −2 V 2j+n,
and hence
Hw(ξ) = Q
Q − 2α
− 2QQ −2 (w(ξ)) Q +2Q −2 |V |2  0 in Dε(0).
Then it follows that H (u − w)  0 in Dε(0) \ {0}, with u − w > 0 in Dε(0) \ {0} by condition (i).
Then Lemma A.7 yields
inf
Dε(0)\{0}
(u − w) inf
∂Dε(0)
(u − w) > 0,
and thus
lim inf
ξ→0
[
u(ξ) − w(ξ)]> 0,
which contradicts our initial assumption, condition (90). The proof of Theorem 1.7 is now com-
plete. 
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In this section we collect some technical results, which were used in the course of the proof of
Theorem 1.3 in Section 3.
Moreover we consider the CR map ϕˇ = ϕ ◦ ι, which we recall was deﬁned in (29) by setting
ϕˇ(ξ) = (xˇ, yˇ, tˇ) for every ξ ∈ Hn \ {0}, with
xˇ= − xt + y|z|
2
|ξ |4H
, yˇ = yt − x|z|
2
|ξ |4H
, tˇ = t|ξ |4H
,
and for every h = 1, . . . ,n we compute ∇H (xˇh),∇H ( yˇh),∇H (tˇ),∇2H (xˇh),∇2H ( yˇh), ∇2H (tˇ).
Lemma A.1. For every h, j = 1, . . . ,n we have
X j(xˇh) = −Y j( yˇh) = − t|ξ |4H
δ jh + 1|ξ |8H
(
2
(|z|4 − t2)(yhx j − xh y j) + 4t|z|2(x jxh + y j yh)),
X j( yˇh) = Y j(xˇh) = − |z|
2
|ξ |4H
δ jh + 1|ξ |8H
(
2
(|z|4 − t2)(x jxh + yh y j) + 4t|z|2(y jxh − x j yh)),
X j(tˇ) = 1|ξ |8H
(
2
(|z|4 − t2)y j − 4t|z|2x j),
Y j(tˇ) = 1|ξ |8H
(
2
(
t2 − |z|4)x j − 4t|z|2 y j),
T (xˇh) = 1|ξ |8H
((
t2 − |z|4)xh + 2t|z|2 yh),
T ( yˇh) = 1|ξ |8H
((|z|4 − t2)yh + 2t|z|2xh),
T (tˇ) = 1|ξ |8H
(|z|4 − t2)
where δ jh is the Kronecker’s symbol.
Proof. One has just to use the deﬁnition of the vector ﬁelds T , X j , Y j for j = 1, . . . ,n given in
Section 2.1 in order to get the result. 
Lemma A.2. For every i,h, j = 1, . . . ,n we have
X j Xi(xˇh) = δih|ξ |8H
(
2
(
t2 − |z|4)y j + 4t|z|2x j)
− 8|ξ |12H
(|z|2x j + ty j)(2(|z|4 − t2)(xi yh − yixh) + 4t|z|2(xixh + yi yh))
+ 1|ξ |8H
(
8
(|z|2x j − ty j)(xi yh − yixh) + 8(tx j + |z|2 y j)(xixh + yi yh)
+ δi j
(
2
(|z|4 − t2)yh + 4t|z|2xh)+ δ jh(2(t2 − |z|4)yi + 4t|z|2xi)),
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(
2
(|z|4 − t2)x j + 4t|z|2 y j)
− 8|ξ |12H
(|z|2x j + ty j)(2(|z|4 − t2)(yi yh + xixh) + 4t|z|2(yixh − xi yh))
+ 1|ξ |8H
(
8
(|z|2x j − ty j)(yi yh + xixh) + 8(tx j + |z|2 y j)(yixh − xi yh)
+ δi j
(
2
(|z|4 − t2)xh − 4t|z|2 yh)+ δ jh(2(|z|4 − t2)xi + 4t|z|2 yi)),
Y j Xi(xˇh) = δih|ξ |8H
(
2
(|z|4 − t2)x j + 4t|z|2 y j)
+ 8|ξ |12H
(|z|2 y j − tx j)(2(|z|4 − t2)(xh yi − xi yh) − 4t|z|2(yi yh + xixh))
− 1|ξ |8H
(
8
(|z|2 y j + tx j)(yixh − xi yh) + 8(|z|2x j − ty j)(yi yh + xixh)
+ δi j
(
2
(|z|4 − t2)xh − 4t|z|2 yh)+ δ jh(2(t2 − |z|4)xi − 4t|z|2 yi)),
Y jYi(xˇh) = δih|ξ |8H
(
2
(|z|4 − t2)y j − 4t|z|2x j)
− 8|ξ |12H
(|z|2 y j − tx j)(2(|z|4 − t2)(yi yh + xixh) + 4t|z|2(yixh − xi yh))
+ 1|ξ |8H
(
8
(|z|2 y j + tx j)(yi yh + xixh) + 8(|z|2x j − ty j)(xi yh − yixh)
+ δi j
(
2
(|z|4 − t2)yh + 4t|z|2xh)+ δ jh(2(|z|4 − t2)yi − 4t|z|2xi)).
Moreover
X j Xi( yˇh) = X jYi(xˇh), Y jYi( yˇh) = −Y j Xi(xˇh),
Y j Xi( yˇh) = Y jYi(xˇh), X jYi( yˇh) = −X j Xi(xˇh).
Finally
X j Xi(tˇ) = − 8|ξ |12H
(|z|2x j + ty j)(2(|z|4 − t2)yi − 4t|z|2xi)
+ 1|ξ |8H
(
8
(|z|2x j − ty j)yi − 8(tx j + |z|2 y j)xi − 4t|z|2δi j),
X jYi(tˇ) = − 8|ξ |12H
(|z|2x j + ty j)(2(t2 − |z|4)xi − 4t|z|2 yi)
+ 1|ξ |8
(
8
(
ty j − |z|2x j
)
xi − 8
(
tx j + |z|2 y j
)
yi + 2
(
t2 − |z|4)δi j),H
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(|z|2 y j − tx j)(2(t2 − |z|4)xi − 4t|z|2 yi)
+ 1|ξ |8H
(
8
(|z|2x j − ty j)yi − 8(|z|2 y j + tx j)xi − 4t|z|2δi j).
Proof. One needs only use the deﬁnition of the vector ﬁelds T , X j , Y j for j = 1, . . . ,n and Lemma A.1
to conclude. 
Remark A.3. By Lemmas A.1 and A.2, for every h = 1, . . . ,n we have
∇H (xˇh) = − J∇H ( yˇh), ∇2H (xˇh) = − J∇2H ( yˇh)
in Hn \ {0}, where J ∈Mat(2n,R) is the matrix deﬁned in (16). Moreover
∣∣∇H (xˇh)∣∣=
(
n∑
j=1
(∣∣X j(xˇh)∣∣2 + ∣∣Y j(xˇh)∣∣2)
) 1
2
= 1|ξ |2H
,
∣∣∇H ( yˇh)∣∣=
(
n∑
j=1
(∣∣X j( yˇh)∣∣2 + ∣∣Y j( yˇh)∣∣2)
) 1
2
= 1|ξ |2H
for every ξ ∈ Hn \ {0}.
Lemma A.4. Let v = (p,q) ∈ Rn × Rn, v = 0, s > 0 and let ξ0 := (x0, y0, t0) with
x0 = − (Q − 2)s|v|2 p, y0 = −
(Q − 2)s
|v|2 q, t0 = 0.
Deﬁne z0 = (x0, y0) and
λ := |ξ0|H =
(|x0|2 + |y0|2) 12 = (Q − 2)s|v| .
Let
ψ(ξ) = ϕ ◦ ι ◦ δλ−2(ξ) =
(
λ2xˇ, λ2 yˇ, λ4tˇ
)
for every ξ = (x, y, t) ∈ Hn \ {0}, and consider also a positive function φ ∈ C∞(Hn) such that φ(ξ0) = s,
∇Hφ(ξ0) = v and ∇2Hφ(ξ0) = U . Then one has φψ(ψ−1(ξ0)) = s, ∇Hφψ(ψ−1(ξ0)) = 0 and
∇2Hφψ
(
ψ−1(ξ0)
)= G[− Q
Q − 2 s
−1 J v ⊗ J v + 2
Q − 2 s
−1v ⊗ v + 1
Q − 2 s
−1|v|2 I2n
+ J T U J + 4|v|4
(〈v,U v〉R2n J v ⊗ J v + 〈 J v,U J v〉R2n v ⊗ v
− 〈 J v,U v〉R2n v ⊗ J v − 〈v,U J v〉R2n J v ⊗ v
)
+ 2|v|2
(
J v ⊗ J T U T v − v ⊗ J T U T J v + J T U v ⊗ J v − J T U J v ⊗ v)]G,
(98)
with G, J being deﬁned as in (16).
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ξ ∈ Hn \ {0} one has
(φϕˇ)δλ−2 (ξ) = λ−(Q −2)φϕˇ
(
λ−2x, λ−2 y, λ−4t
)
=
(
λ
|ξ |H
)Q −2
φ
(
λ2xˇ, λ2 yˇ, λ4tˇ
)
= φψ(ξ). (99)
Now notice also that for every ξ ∈ Hn \ {0} one has ψ2(ξ) = ξ , so that ψ−1(ξ) = ψ(ξ) for all ξ ∈
Hn \ {0}. Then by the deﬁnition of λ and ξ0 in particular one has
ψ−1(ξ0) = ψ(ξ0) = (−y0,−x0,0).
Thus using formula (99) one immediately gets
φψ
(
ψ−1(ξ0)
)= φ(ξ0) = s.
By formulae (99) and (26), for every ξ = (x, y, t) ∈ Hn \ {0} one also has
∇Hφψ(ξ) = ∇H
(
(φϕˇ)δλ−2
)
(ξ) = λ−Q ∇Hφϕˇ
(
λ−2x, λ−2 y, λ−4t
)
. (100)
Evaluating equality (100) at ψ−1(ξ0) and using formula (32) we get
∇Hφψ
(
ψ−1(ξ0)
)= (Q − 2)λQ −2|z0|Q u(ξ0)
(
y0
x0
)
+ λ
Q
|z0|Q E · ∇Hu(ξ0),
where the matrix E , which was deﬁned in (33), is now evaluated at the point ψ−1(ξ0). Recalling
the deﬁnition of x0 and y0, from the previous equality one concludes that ∇Hφψ(ψ−1(ξ0)) = 0 as
claimed.
In a similar way, by formulae (27) one also has
∇2Hφψ(ξ) = ∇2H
(
(φϕˇ)δλ−2
)
(ξ) = λ−(Q +2)∇2Hφϕˇ
(
λ−2x, λ−2 y, λ−4t
)
, (101)
so that
∇2Hφψ
(
ψ−1(ξ0)
)= λ−(Q +2)∇2Hφϕˇ(−λ−2 y0,−λ−2x0,0).
Now in order to get formula (98), and thus conclude the proof of the lemma, it’s suﬃcient to substi-
tute in the previous equality the expression for ∇2Hφϕˇ which is provided by formula (35), where all
the functions appearing there are to be evaluated at the point ξ = (−λ−2 y0,−λ−2x0,0). 
Lemma A.5. Let λ > 0 and let
ξ0 = (x0, y0, t0) =
(
0,0, λ2
)
,
ψ(ξ) = ϕ ◦ ι ◦ δλ−2(ξ) =
(
λ2xˇ, λ2 yˇ, λ4tˇ
)
for every ξ = (x, y, t) ∈ Hn \ {0}. Consider a positive function φ ∈ C∞(Hn) such that φ(ξ0) = 1, ∇Hφ(ξ0) = 0
and ∇2Hφ(ξ0) = U . Then one has φψ
(
ψ−1(ξ0)
)= 1, ∇Hφψ(ψ−1(ξ0)) = 0 and
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(
ψ−1(ξ0)
)= − Q − 2
λ2
J + GUG,
with G, J being deﬁned as in (16).
Proof. One has ψ(ξ0) = ψ−1(ξ0) = ξ0 and |ξ0|H = λ. Thus, using formula (99) one immediately gets
φψ
(
ψ−1(ξ0)
)= φ(ξ0) = 1.
Next, evaluating equality (100) at ξ0 = ψ−1(ξ0) and using formula (32) yields
∇Hφψ
(
ψ−1(ξ0)
)= 0.
Finally, we evaluate (101) at the point ξ0 = ψ−1(ξ0) and we use formula (35). Since in this case we
have E = −G , where E is the matrix deﬁned in (33) now evaluated at the point (0,0, λ−2), we get
∇2Hφψ
(
ψ−1(ξ0)
)= − Q − 2
λ2
J + GUG,
and the proof of the lemma is now complete. 
One can prove the following lemma in the same way.
Lemma A.6. Let λ > 0 and let
ξ0 = (x0, y0, t0) =
(
0,0,−λ2),
ψ(ξ) = ϕ ◦ ι ◦ δλ−2(ξ) =
(
λ2xˇ, λ2 yˇ, λ4tˇ
)
for every ξ = (x, y, t) ∈ Hn \ {0}. Consider a positive function φ ∈ C∞(Hn) such that φ(ξ0) = 1, ∇Hφ(ξ0) = 0
and ∇2Hφ(ξ0) = U . Then one has φψ(ψ−1(ξ0)) = 1, ∇Hφψ(ψ−1(ξ0)) = 0 and
∇2Hφψ
(
ψ−1(ξ0)
)= Q − 2
λ2
J + GUG,
with G, J being deﬁned as in (16).
The following lemma is a consequence of Bony’s Strong Maximum Principle, see [5].
Lemma A.7. Let u ∈ C2(Dr(ξ0) \ {ξ0}) for some r > 0 and ξ0 ∈ Hn. Assume
(i) Hu  0 on Dr(ξ0) \ {ξ0},
(ii) u−(ξ) = o( 1|ξ−ξ0|Q−2H ) as ξ → ξ0 , where u
− := −min{u,0}.
Then infDr(ξ0)\{ξ0} u  inf∂Dr(ξ0) u.
Proof. Up to a translation τξ0 and a dilation δr , we can assume without loss of generality that
Dr(ξ0) ≡ D1(0).
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n \ {0}, which is a multiple of the fundamental
solution of −H on Hn , centered at 0 ∈ Hn . Let m0 :=min∂D1(0) u and deﬁne v := m0−uw on D1(0)\{0}.
Then for every ε > 0 one has
H v + 2
w
〈∇Hw,∇H v〉R2n = −
Hu
w
 0
on D1(0) \ Dε(0). Since w ∈ C∞(Hn \ {0}) and w > 0 in Hn \ {0}, by the Strong Maximum Principle
proved by Bony in [5] one has that
sup
D1(0)\Dε(0)
v  sup
∂D1(0)∪∂Dε(0)
v+ = sup
∂Dε(0)
v+, (102)
since by deﬁnition one has v  0 on ∂D1(0). For every ﬁxed ξ ∈ D1(0) \ {0}, one has that ξ ∈ D1(0) \
Dε(0) for every ε > 0 small enough. Then using (102) one obtains
v(ξ) sup
∂Dε(0)
v+  sup
∂Dε(0)
c0 + u−
w
 c0εQ −2 + sup
∂Dε(0)
u−
w
(103)
for every ε > 0 small enough. By condition (ii), one has that u
−(η)
w(η) tends to 0 as η → 0, and hence
sup∂Dε(0)
u−
w also tends to 0 as ε → 0. Then passing to the limit as ε → 0 in (103) yields v(ξ) 0, for
every ξ ∈ D1(0) \ {0}. By the deﬁnition of v thus we have
u(ξ) c0 = min
∂D1(0)
u for every ξ ∈ D1(0) \ {0}. 
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