ABSTRACT Intelligent use of batteries in hybrid electric vehicles (HEV) is the main factor for high-fuel economy. For a cruising HEV, the state-of-charge Pulse and Glide (SOC-PnG) is known to be the optimal charging-discharging pattern. The optimal charging-discharging profiles of the SOC-PnG strategy can be obtained using the optimization algorithms, such as dynamic programming and Pontryagin's minimum principle. These methods are general tools for optimal control problems but they demand too much computing resources. This paper proposes a problem-specific optimization method that can solve an optimal control problem of the SOC-PnG with less computing resources than the general optimization algorithms. The problem is formulated in the SOC-SOC rate domain, which simplifies the optimization problem and removes many constraints. This approach transforms the necessary conditions for the optimality from one with a path function to one with a point function. An optimization algorithm based on the point function can obtain the optimal solutions about 100 times faster than dynamic programming. This fast optimization is possible because the algorithm exploits the specific cost structure and problem properties. Therefore, this algorithm cannot be applied to all optimization problems but it can accelerate the recursive and timeconsuming system design or control design processes in HEV research. Fuel efficiency, hybrid vehicle, optimization, state-of-charge Pulse and Glide (SOC-PnG) 
I. INTRODUCTION
As regulations and customers demand higher fuel economy, various related research has been performed. Most general approaches focus on a design aspect, such as weight-reducing technologies. These approaches use new materials or new structures [1] - [3] . Electrification of the powertrain system is also one of the important approaches to increase fuel economy. Hybrid electric vehicles (HEV) achieve a very high level of fuel economy that conventional vehicles cannot reach by adding a battery and motor as additional power sources. The efficiency of an engine is highly dependent on the load and the engine speed. The motor controls the The associate editor coordinating the review of this manuscript and approving it for publication was Roberto Sacile. load to the engine or continuously changes the gear ratio so that the engine speed is decoupled from the vehicle speed, which is the basis for the high efficiency of HEV powertrains. Most research on HEVs is on the design of component configurations or optimal power control of a motor and an engine [4] - [9] . Autonomous driving using intelligent transportation system technologies is another potential approach. The vehicle speed of an autonomous vehicle can be a control variable and plays a similar role as the motor of HEVs. A controller can change the velocity or the acceleration of the vehicle so that the engine speed or the engine load is controllable, which can improve the fuel economy.
One of the interesting approaches modulating the vehicle speed for high fuel economy is Pulse and Glide (PnG) driving. The approach is based on driving with periodic acceleration followed by deceleration within a speed range, which reduces fuel consumption [10] - [12] . The PnG strategy can be applied to HEVs. On a highway, vehicles are in a cruising state for most of the time. For a cruising HEV, charging and discharging of the battery with a PnG strategy is known to be optimal and is called the state-of-charge PnG (SOC-PnG) strategy [13] .
Li introduced the Legendre pseudo-spectral method to formulate an optimal control problem to avoid some numerical issues, but the problem was still a mixed integer problem, which requires a significant amount of time to solve the problem. Dynamic Programming (DP) and Pontryagin's Minimum Principle (PMP) are popular methods to solve these types of problems in HEV research [14] - [17] . These methods are general approaches to solve an optimal control problem but require a huge amount of computing resources.
This paper proposes a new numerical method to solve an optimal control problem for SOC-PnG. The method is based on a problem defined in a SOC-SOC rate domain rather than the time-SOC domain, which removes many equality and inequality constraints and transforms the necessary conditions from a path function to a point function. The proposed algorithm finds the optimal solution among a small number of candidate solutions that meet the necessary conditions. The proposed method reduces the computing time required to obtain the optimal solution by approximately 100 times compared to DP.
The rest of the paper is organized as follows. Section II presents the formulation of the optimal control problem for the SOC-PnG strategy in the SOC-SOC rate domain, and Section III presents how to extract the optimal charging discharging profile for the SOC-PnG strategy. Section IV presents some case studies, and Section V concludes the paper.
II. OPTIMAL CONTROL PROBLEM FORMULATION A. SOC-PnG STRATEGY
The SOC-PnG strategy is similar to the PnG strategy. The engine of the HEV generates more power during the pulse phase than that used for cruising to operate in an efficient region. The excess power is stored in the battery, so the vehicle does not need to speed up due to the excess power. The engine idles or is turned off during the glide phase but the vehicle still runs at the desired cruising speed because the motor can provide power using the energy stored in the battery during the pulse phase. In the case of HEVs, the vehicle speed does not need to fluctuate, and the SOC fluctuates instead, as shown in Figure 1 .
In this chapter, an optimal control problem for the SOCPnG strategy is formulated to achieve the optimal chargingdischarging profile for a cruising HEV.
B. VEHICLE MODEL
A mid-sized parallel hybrid electric vehicle is considered, and the variables and parameters are shown in Table 1 . We consider only longitudinal dynamics with a simplified powertrain shown in Figure 2 . The powertrain consists of an engine, motor, battery, transmission, and final gear. Hybrid vehicles have two power sources for driving: one is a battery, and the other is an engine. The power demand for driving is split into two power sources. The overall efficiency is determined by how much and when the power is split. The transmission has four gear positions. When the transmission is in the neutral position, the engine is disconnected from the drivetrain and turned off. For a cruising vehicle, the total force applied to the vehicle is zero, and the vehicle dynamics are: Given a cruising speed, the total required torque from the engine and the motor is determined using (1). The engine model is a quasi-static function, as shown in Figure 3 . The fuel rate f is expressed as a function of the engine speed ω e and the engine torque τ e . The electric components (the motor and battery) are also modeled using quasi-static functions, as shown in Figure 4 . The efficiency of the motor is a function of the motor torque and the motor speed that is same as the engine speed unless the engine is disconnected. The open circuit voltage and the internal resistance of the battery are functions of the SOC. The battery dynamics are:
C. FORMULATION OF OPTIMAL CONTROL PROBLEM FOR SOC-PnG IN TIME-SOC DOMAIN
For the SOC-PnG driving shown in Figure 1 , the cost J for the optimization problem is defined as the fuel consumption in g/m:
where F c and D c are the consumed fuel and the travelled distance during a SOC-PnG cycle, respectively. The equality constraints are the longitudinal vehicle dynamics expressed in (1), the SOC dynamics expressed in (2) , and the following SOC conditions:
where SOC min and SOC max are the lower and upper bounds of the allowable SOC range. The inequality constraints are related to the operation limits of the engine, motor, and battery:
The optimal control problem can be summarized as follows:
where h(x) is for the equality constraints, and g(x) is for the inequality constraints. This problem is a nonlinear and mixedinteger problem with a free final time, which increases the computing time.
D. FORMULATION OF OPTIMAL CONTROL PROBLEM FOR SOC-PnG IN SOC-SOC RATE DOMAIN
The periodic SOC-PnG driving shown in Figure 1 can be re-presented in the SOC-SOC rate domain, as shown in Figure 5 . Using this domain, the cost function (3) can be re-expressed as follows: 
where the integral variable is SOC, and the lower and upper limits of the variable are fixed values: SOC min and SOC max . The upper limit of the integral variable in the Time-SOC domain (t p ) was not fixed. Given the SOC rate and SOC, the motor torque and engine torque are determined for a cruising vehicle that is expressed using (1) and (3). Therefore, the fuel rate is determined if the SOC rate, SOC, and gear level are given, as shown in Figure 6 . Fuel rate values are results of calculation based on powertrain dynamics and the characteristics of electric components shown in Figures 3 and 4 . This figure also shows other interesting features: the optimal gear selection rule. In the SOC-SOC rate domain, the optimal gear is easily selected by choosing the gear level with the lowest fuel rate at the given SOC and SOC rate, as shown in Figure 7 . Therefore, the gear level is no longer a control variable and is instead dependent on the states. The optimal control problem becomes the following:
s.t. SȮC min (SOC) ≤ SȮC(SOC)
≤ SȮC max (SOC).
Through the domain transformation, the control variables are transformed from [τ m , τ e , p g , t p ] to the SOC rate. The problem is still a nonlinear problem, but it is no longer a mixed-integer problem or free-final-time problem. In this problem formulation, the inequality constraints become simple. Furthermore, these constraints are already imbedded in Figure 6 and Figure 7 , which means the inequality constraints in (9) do not need to be considered explicitly. The equality constraints (1) and (2) are considered when calculating the fuel rate shown in Figure 6 . Other equality constraints in (4) are considered as the integral limit in (7). Therefore, many equality and inequality constraints are unnecessary for the formulation in the SOC-SOC rate domain.
The fuel rate function implicitly includes all the constraints. Figure 8 show the fuel rate function when we use optimal gears at each state. Eventually, the optimal control problem becomes:
where
, f = fuel(SOC, SȮC).
III. EXTRACTION OF OPTIMAL CHARGING DISCHARGING PROFILE
An algorithm is proposed to find an optimal battery chargingdischarging profile based on the re-formulated optimal control problem. Figure 9 shows an example of a chargingdischarging profile. The closed curve represents a cycle of VOLUME 7, 2019 FIGURE 9. SOC-PnG driving cycle in the SOC-SOC rate domain.
SOC-PnG driving. A trajectory C consists of four sections:
The battery is charged in section C 1 and discharged in section C 3 . The lines show the SOC rate as a function of SOC during both the pulse (C 1 ) and glide (C 3 ) phases. In sections C 2 and C 4 , the SOC rates and SOC changes are zero because the SOC rates change instantaneously from positive to negative, and vice versa. In this cycle, the cost function (10) is expressed as:
For computational convenience, the problem is transformed into discrete forms as follows:
The optimal control problem is also transformed as follows:
The necessary conditions for the optimality of (12) are:
The left term in (14) is the ratio between the sensitivity of the consumed fuel to the k th SOC rate and the sensitivity of the travel distance to the k th SOC rate. The right term is the optimal cost or optimal fuel consumption. Using (11), the following equation is derived:
Note that the term on the right hand side is a point function and not a path function. A new function S(SOC k , SȮC k ) is defined as a sensitivity ratio function as follows:
and as a result, the necessary condition (14) becomes:
This is the final form of the necessary condition from which candidates of the optimal charging-discharging profile will be extracted. The last term of (17) happens to be the fuel consumption of the optimal trajectory or the optimal cost. If we know the optimal cost, the optimal trajectory satisfies (17) . As mentioned, the function S is a point function, which means that finding a trajectory of SOC that satisfies (17) is not a demanding process. A graphical example is shown in Figure 10 . Figure 10 (a) shows a surface of the sensitivity ratio S as a function of SOC and SOC rate. Assuming an optimal fuel consumption, several trajectories satisfying (17) can be easily extracted, as shown in Figure 10 (b). These trajectories are contour curves that have the same height values (0.01) and are candidates for the optimal trajectory. If the optimal fuel consumption is 0.01, one of the candidates would be the optimal trajectories because they meet the condition, (17) . However, the optimal fuel consumption is unknown before the optimal trajectory or the optimal charging-discharging profile is determined, and candidate trajectories should be extracted for all possible values of fuel consumption.
The optimal trajectory must be one of these candidate trajectories extracted using the all possible values. Because the fuel consumption is a physical term, the number of the all possible values is manageably small. By repeating this process for all possible assumed fuel consumption, the optimal trajectory can be achieved. 
IV. ALGORITHM VALIDATION AND DISCUSSION
The proposed algorithm was validated for cases with several cruising speeds. Two cases are shown in Figure 11 . To confirm the optimality of the result, DP results are also presented as a reference. Figures 11 (a) and (b) show the charging discharging profiles in the SOC-SOC rate domain for speeds of 60 km/h and 120 km/h. Figures 11 (c) and (d) show the profiles on the time-SOC domain. Figure 11 (d) presents the fuel consumption. The charging-discharging profiles of both algorithms are almost identical. The fuel consumption shows a slight difference (about 0.2% error) that is from numerical errors because both methods are based on discretization in different domains. Through many comparisons, we confirmed that the proposed algorithm shows almost the same fuel consumption as the DP results.
The computation times for both algorithms are compared in Figure 12 . The computation times are presented for cruising cases with several speeds of 30-140 km/h and SOC-PnG ranges of 0.45-0.55, 0.4-0.6, and 0.35-0.65 that would be practical ranges for hybrid electric vehicles. Both simulations were performed with the same computer with intel R Core TM I7-5500U CPU 2.4 GHz and 8GB RAM. The proposed algorithm required only 1-2 seconds, whereas DP required 150 -250 seconds. Furthermore, the computing time of DP is quite dependent on the size of the SOC ranges, but the proposed algorithm is less affected by it. These case studies show that the proposed algorithm can achieve the optimal charging-discharging profiles for a cruising HEV under the SOC-PnG strategy using less computing time than DP. The proposed optimization algorithm outperforms DP, but it cannot be applied to all optimization algorithms. The proposed algorithm is problem-dependent and is only valid VOLUME 7, 2019 when one of the system states changes monotonically over time so that the optimization problem can be re-formulated in the new domain with the monotonically changing state. This algorithm was effective for the optimization problem of the SOC-PnG strategy because SOC monotonically increases or decreases in that strategy. This algorithm does not have general applicability but shows significant performance improvement in a specific type of optimization problem.
V. CONCLUSION
This paper presented a rapid optimization algorithm to obtain the optimal charging-discharging profiles for a cruising HEV with the SOC-PnG strategy. By formulating the optimal control problem for SOC-PnG in the SOC-SOC rate domain, the problem becomes much simpler than the formulation in the time domain, and many constraints disappear. Using the necessary conditions defined with a point function rather than a path function significantly reduces the complexity. The proposed algorithm reduced the computation time by 100 times compared to DP for the SOC-PnG strategy. This approach can be extended to real-time control applications with a small number of control variables or optimization problems with a large number of design variables in cases with monotonic changes of the system states.
