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RÉSU MÉ 
La venue de l'informatique en nuage a suscité un grand besoin d 'une isolation efficace et 
automatique des locataires dans les cent res de données. Cette isolation ne peut être garantie 
qu 'avec la considération simultanée des infrastructures physiques et virtuelles. Cependant, la 
plupart des systèmes de gestion des réseaux virtuels pour les plate-formes de l'informatique en 
nuage ne prennent pas en considération la dépendance ent re ces deux types d 'infrastructures 
lors de la gestion des réseaux virtuels. 
Dans ce mémoire, nous avons proposé une solution pour l'anticipation des conflits lors de 
la création des réseaux Overlay pour les plates-formes de l'informatique en nuage. Dans notre 
approche, nous avons considéré comme cruciale la dépendance entre l'infrastructure physique 
et l'infrastructure virtuelle. Le modèle CMnet que nous avons élaboré décrit cette dépendance. 
Ce modèle fournit une abstraction des différents paramètres de l'infrastructure d 'un centre de 
données multi-locataire tel que les topologies et les services du réseau. En effet, nous avons 
utilisé le langage d'abstraction de la configuration Meta-Cli pour la représentation des services 
et des configurations des équipements réseau. Par la suite, ce modèle a été validé grâce au 
langage de validation Alloy. 
otre approche a été mise en œuvre dans la plate-forme Openstack, à travers la concept ion 
et le développement d 'un plug-in pour eutron appelé MAP basé sur CMnet et sur Meta-Cli. 
MAP nous a permis d 'avoir une maîtrise presque complète de l'infrastructure du centre de 
données et d 'effectuer des opérations complexes telles que la validation des réseaux Overlay et 
leurs adaptations aux caractéristiques de l'infrastructure physique. En effet, les t ests réalisés 
sur MAP à travers trois scénarios différents ont permis d'affirmer la dét ection des conflits sur 
les services et la topologie du réseau. 

INTRODUCTION 
L'informatique en nuage est un modèle relativement nouveau dans le monde de l'informatique. 
Selon la définit ion du NIS T (National Institue of Standard and technologie) [32], l'informatique 
en nuage est un modèle permet tant l'accès omniprésent et pratique aux réseaux contenant un 
ensemble de ressources informatiques (réseau, serveurs, disques de stockage, applications, ser-
vices ... ) configurables, partagées et pouvent être rapidement approvisionnées ou libérées avec 
un effort minimal de gestion et d'interaction avec le fournisseur . 
De nos jours, la culture de l'informatique en nuage s'est relativement propagée, plusieurs 
personnes utilisent les services de stockage en ligne tels que Dropbox ou Google Drive ainsi que 
d 'autres services relatifs au modèle laas (Infrastructure as a service) tels que la location des 
machines virtuelles. L'augmentation rapide des demandes pour les services de l'informatique en 
nuage engendre une évolution exponentielle des cent res de données. Cette évolution est carac-
térisée essentiellement par l'ajout de ressources physiques et matérielles telles que les serveurs, 
les routeurs et les équilibreurs de charge. 
L'augmentation des demandes pour l'informatique en nuage nécessite aussi une infrastruc-
ture multi-locataires plus robuste. Il est essentiel de partager la même infrastructure physique, 
que ce soit pour les nuages publics qui hébergent plusieurs clients avec des exigences et des 
niveaux de services différents, ou pour les nuages privés partagés par plusieurs organismes et 
départements. Cependant, l'infrastructure multi-locat aires rend la gestion d 'un centre de don-
nées plus difficile à réaliser. Les locat aires d'un centre de données doivent êt re isolés à tous 
les niveaux et surtout au niveau du réseau. L'isolation au niveau du réseau s'effectue grâce 
aux technologies de virtualisat ion des réseaux qu'on appelle les réseaux Overlay [7]. Chaque 
locataire doit avoir son propre réseau Overlay qui lui garantit l'isolat ion par rapport aux autres 
locataires du nuage. Chaque réseau Overlay est en réali té un service tel que le VLAN [30], 
VxLAN [28], VPN [39], etc. Pour garantir le bon fonctionnement des réseaux des locataires, il 
faut que les propriétés de ces services soient valides par rapport aux propriétés déjà présentes 
dans les configurations des équipements réseau de l'infrastructure physique. 
Comment s'assurer que les services d 'isolation du trafic fonctionnent correctement ? 
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C'est un défi de taille surtout en ra ison de la complexité des infrastructures et du nombre 
des équipements réseau présents dans les centres de données. De plus, chaque service réseau né-
cessite une logique de configuration et des paramètres totalement différents des aut res services. 
La majorité des tâches pour la configuration des équipements est réalisée manuellement [18], ce 
qui les rend très lents à mettre en place et sujets à des erreurs humaines. 
Pour implémenter ces services, il faut que l'ingénieur réseau s'assure que la configuration 
des équipements physiques et virt uels soit correcte. Cela implique que les nouvelles configura-
t ions qui vont s'ajouter au fur et à mesure de l'ajout des services dans le réseau ne doivent pas 
ent rer en conflit avec la configuration existante [16]. Cela limite considérablement l'évolut ivité 
et la flexibilité des cent res de données et augmente la surcharge administrative. 
L'un des plus grands défis pour l'automatisation des configurations de services dans un 
cent re de données est l'adaptation à une topologie très instable et sujette à des modifications 
fréquentes. Tous les réseaux Overlay dans un cent re de données ainsi que les autres services 
tels que les services de sécurité sont très dépendants de la topologie. Les administrateurs réseau 
doivent avoir une vue globale sur la localisation des équipements physiques et virtuels pour 
pouvoir configurer les services et s'assurer de leur bon fonctionnement. 
P lusieurs services peuvent être uti lisés pour les réseaux Overlay. La dépendance en-
tre ces services est nécessaire pour assurer l'isolation du réseau du locata ire. L'ut ilisation de 
plusieurs services pour un même réseau Overlay est exigée parfois par la topologie du réseau tel 
que l'existence de plusieurs domaines de Broadcasting dans un même réseau physique ou pour 
d'autres raisons telles que la sécurité et le chiffrement des données. 
Objectifs et Contribut ion 
Dans notre t ravail, nous proposons une solut ion permettant l'ant icipation des conflits et 
erreurs lors de la création des réseaux Overlay pour les plates-formes de l'informatique en nuage. 
Cette solut ion permet de s'assurer du bon fonctionnement des services réseau en effectuant des 
opérations de validation sur l'infrastructure physique et en détectant les problèmes et les conflits 
avec le nouveau réseau virtuel aussi bien au niveau de la configuration des équipements qu 'au 
niveau de la topologie du réseau. De plus, notre solution est capable d 'adapter le réseau Overlay 
aux caractéristiques de l'infrastructure déjà en place. 
L'about issement de ces objectifs est réalisé à l'aide du langage d 'abstraction de la con-
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figuration (Meta-Cli) [8] et du modèle d 'abstraction de l'infrastructure physique et virtuelle. 
À travers le langage Meta-Cli et des règles de validation, le système est capable de valider le 
bon fonctionnement des services du réseau Overlay avec les services et les configurations déjà 
existants dans les équipements réseau. Le modèle d'abstraction, quant à lui , nous permet de 
prendre en considération d'aut res propriétés intéressantes de l'infrastructure physique telle que 
la topologie du réseau, c'est à dire l'extraction des chemins ent re les différents nœuds du réseau 
ainsi que l'extraction des différents domaines de Broadcasting. 
OpenStack [38], est de nos jours la plate-forme OpenSource la plus utilisée et la plus per-
formante dans le domaine de l'informatique en nuage. C'est pour cette raison qu 'on a décidé de 
contribuer à ce grand projet à travers un nouveau plug- in appelé MAP. Ce plug-in représente 
la concrétisation de notre solut ion et s 'intègre au projet Neutron [23] de OpenStack qui est re-
sponsable de la gestion du réseau pour la plate-forme. 
Division du document 
Le chapit re 1 présente un aperçu du problème de la configuration des équipements réseau 
dans un centre de données et illustre ce problème par quelques exemples de services et d'applications 
que propose l'informatique en nuage. 
Dans le chapitre 2, nous décrivons plusieurs concepts et technologies qui ont été mis en 
œuvre pour tenter de remédier aux problèmes déjà évoqués. De plus, nous allons présenter les 
forces et faiblesses de chacun d'entre eux et leurs différences avec notre solution. 
Le chapitre 3 présente une descript ion détaillée du modèle CMnet et de ses différents 
composants. La validation de ce modèle sera aussi évoquée en présentant sa formalisation avec 
le langage Alloy [20] ainsi que la formalisation des différentes contraintes et règles qui sont 
appliquées sur la topologie du réseau et sur les configurations des équipements. 
Dans le chapitre 4, nous présentons la conception et l'implémentation du nouveau plug-in 
MAP de la plate-forme de l'informatique en nuage OpenStack. Nous allons aussi détailler dans 
ce chapit re le rôle du modèle que nous avons conçu ainsi que celui du langage Meta-Cli dans 
l'aboutissement de nos objectifs. 
Le chapitre 5 décrit les résultats des expérimentations de notre plug-in MAP sur des 
infrastructures simples et complexes d 'un centre de données. 
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La conclusion fait le point sur la contribution du travail, les points forts et faibles de notre 
solution ainsi que les perspectives vers lesquelles notre nouvelle méthode peut nous amener. 
CHAPITRE I 
GESTION D 'UN CENTRE DE DONNÉES 
De nos jours, il n 'existe pas de solut ion nous permettant de gérer l'infrastructure physique 
et virtuelle d 'un centre de données. L'existence de telles solutions pourrait alléger considérable-
ment les lourdes tâches des administrateurs réseau et remédier aux problèmes et aux défaillances 
que rencontrent souvent les systèmes informatiques. La difficulté de la concept ion d 'une telle 
solution réside dans la complexité des infrastructures des centres de données et surtout dans 
l'intégration de la virtualisation dans la majorité des équipements de ces centres. Dans ce 
chapitre, nous allons détailler cette problématique et comprendre la composition d'un centre de 
données comportant des plates-formes d'informatique en nuage tel que OpenStack. 
1.1 Infrastructure d'un centre de données 
Les centres de données modernes possèdent une très large gamme d'équipements physiques 
et virtuels. Ces derniers peuvent provenir de fournisseurs et de technologies différents tels que 
Cisco [19] et Juniper [9] pour les commutateurs et les routeurs ou KVM [22] et XEN [5] 
pour les hyperviseurs. Bien que ces produits soient technologiquement différents, ils peuvent 
toutefois interagir pour offrir des services d 'informatique en nuage. Cette hétérogénéité com-
plexifie considérablement la gestion des infrastructures. Dans cette section, nous allons détailler 
les différents composantes des centres de données et le rôle de chaque type d 'équipement pour 
la garant ie des services de l'informatique en nuage. 
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1.1.1 Infrastructure physique 
Les infrastructures modernes des centres de données contiennent plusieurs types d 'équipements 
tels que : 
• Les serveurs de calcul: Ce sont de grands serveurs qui possèdent une grande capacité 
de calcul et de mémoire. Ces serveurs sont dédiés à l'hébergement des machines virt uelles. 
• Les serveurs de stockages ou NAS (Network Attached Storage): Ce sont des 
serveurs de fichiers autonomes, reliés à un réseau dont la principale fonction est le stockage 
de données dans un volume centralisé pour des clients de réseaux hétérogènes. Les serveurs 
de stockage peuvent utiliser des services réseau spécifiques tels que FCoE (Fibre Channel 
a ver Ethernet). 
• Les commutateurs de la couche d 'accès: La couche d'accès cont ient des dispositifs 
qui permettent aux groupes de travail et aux utilisateurs d 'ut iliser les services fournis par 
les couches de distribution et de base. Dans la couche d 'accès, il est possible d'étendre ou 
de contracter des domaines de collision en utilisant un répéteur , un concentrateur ou un 
commutateur standard . 
• Les commutateurs d e la couch e de distribution: C'est à partir de cette couche que 
nous commençons à exercer un contrôle sur les transmissions réseau. Cette couche permet 
également de limiter et créer des domaines de diffusion et de créer des réseaux locaux 
virtuels. 
• Les commutateurs de la couche de base: La couche de base est responsable du trans-
port rapide et fiable de données sur un réseau. La couche centrale est souvent contenue 
dans les réseaux de fédérateurs, car toutes les autres couches reposent sur elle. Son but 
est de réduire le temps de latence de la transmission de paquets. Par ailleurs, les facteurs 
à prendre en considération lors de la conception des appareils à ut iliser dans la couche de 
base sont: 
Un débit du réseau élevé. 
Une faible latence du réseau. 
• Les équipements de sécurité : Les équipements de sécuri té dans un centre de données 
permettent de protéger l'infrastructure du centre de données et ses clients contre des 
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attaques qui peuvent survenir dans le réseau. Plusieurs types d 'équipements peuvent être 
utilisés tels que les pare-feu, les systèmes de détection d 'intrusions (IDS) , les systèmes de 
protection d 'intrusion (IFS) et les équilibreurs de charges. L'utilisation de ces équipements 
peut garantir une meilleure qualité de service pour les clients. 
Cette liste non exhaustive des types d 'équipements dans un centre de données basique nous 
montre la complexité de l'infrastructure ainsi que son hétérogénéité. Ceci rend la gestion au-
tomatique et centrale du centre de données très difficile. 
1.1. 2 Infrastructure virtuelle 
Afin de réaliser des économies en termes de coûts sur la consolidation des centres de 
données tout en garantissant la performance et la flexibilité, les entreprises ont recouru à la 
virtualisation et aux services de l'informatique en nuage. Pour supporter la virtualisation dans 
les centres de données, il faut utiliser plusieurs types de t echnologies et de protocoles. 
• La machine virtuelle: Est une émulation des ordinateurs ou des serveurs. Elle a le même 
comportement qu 'un ordinateur physique réel. Elle permet d 'exécuter des programmes 
exactement comme une machine physique. D'autre part , pour accéder aux ressources 
physiques de la machine hôte, la machine virtuelle doit interagir avec un hyperviseur. 
• L'hyperviseur: Est un logiciel nécessaire pour l'émulation de plusieurs machines virtuelles 
dans une même machine physique. La tâche principale d 'un hyperviseur est de partager 
les ressources matérielles de la machine hôte entre toutes les machines virtuelles. Plusieurs 
types d'hyperviseurs existent sur le marché tels que KVM, X en, VSphere [26] . 
• Le commutateur virtuel: Le commutateur virtuel est généralement situé à l'intérieur de 
l'hyperviseur. Il permet aux machines virtuelles de communiquer entre elles et d 'accéder 
au réseau externe. Plusieurs types de commutateurs virtuels existent sur le marché, tels 
que le commutateur Nexusl OOOv [35] de Cisco et le commutateur OVS [37] qui utilise la 
technologie OpenFlow [31] pour assurer l'acheminement des paquets. 
• Les réseaux virtuels: Les réseaux virtuels sont des réseaux superposés qui sont implé-
mentés au-dessus du réseau physique existant. Les réseaux virtuels permettent l'isolation 
des réseaux des locataires des centres de données. Généralement, les réseaux virtuels 
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utilisent des services tels que VLAN ( Virtual LAN) ou VPN ( Virtual Private Network) 
ou encore de nouveaux services tels que VxLAN ( Virtual Extensible LAN). 
Les multiples concepts et technologies de virtualisation s'ajoutent à l'infrastructure physique 
traditionnelle d 'un centre de données, complexifiant la gestion de l'infrastructure de ce dernier. 
1.2 Validation des infrastructures réseaux 
Le concept de la configuration et de la gestion de l'infrastructure réseau repose sur un 
principe paradoxal. D'un côté, tous les nœuds de l'infrastructure doivent interagir entre eux et se 
comporter en groupe, mais de l'aut re côté leurs configurations sont effectuées individuellement. 
De plus, les nœuds de l'infrastructure physique doivent supporter les services des réseaux virtuels 
dont la configurat ion ne doit pas être contradictoire et doit assurer l'isolation entre les différents 
locataires. 
1.2.1 Dépendance entre l'infrastructure physique et l ' infrastructure 
virtuelle 
Le concept de la virtualisation est apparu pour nous détacher de tout ce qui est réel et 
nous apporter plus de flexibilité. Cependant , il est très difficile d 'atteindre cet objectif, étant 
donné l'étroite liaison qu 'il y a entre ces deux concepts (par exemple, une machine virtuelle ne 
peut pas être plus puissante que la machine physique qui l'héberge). P lusieurs cas d 'ut ilisation 
dans un centre de données multi-locataires peuvent nous expliquer cette dépendance. 
Exemple d e migration d es machines virtuelles 
La migration d 'une machine virt uelle d 'un serveur à un autre ou d 'un centre de données 
à un autre est l'une des principales fonctionnalités que proposent aujourd 'hui la majorité des 
fournisseurs de l'informatique en nuage. La figure 1.1 est un exemple basique de la migrat ion 
d 'une machine virtuelle. La raison de cette migration est d 'augmenter les performances du 
réseau entre les deux machines virt uelles, ce qui amène à leur rapprochement et à la diminution 
du nombre de nœuds ent re eux. La migration de la machine virtuelle du Server-3 vers le Server2 
engendre plusieurs changements dans le réseau. Cette migration ne peut être effectuée sans une 
connaissance complète de la topologie du réseau. Les machines virtu lles situées dans le Serverl 
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et le Server3 communiquent ensemble à t ravers le service VLAN avec l'ident ifiant 22 , ce qui 
engendre la configuration de ce service dans tous les équipements du chemin les séparant. Avant 
la migration, il n'y a que l'interface Fe2/0 du Switchl qui n 'implémente pas le service VLAN22. 
Cependant lors de la migration, il faut que cette interface Fe2j0: Switchl implémente le service 
VLAN22 pour que la machine virtuelle puisse être transférée vers le serveur Server2. Après 
l'opération de migration, l'interface Fe2/0:Switch2 ne doit plus contenir le service VLAN22 pour 
maintenir l'isolation du locataire et l' interface Fe2/0: Switchl doit garder le service VLAN22 
pour assurer la communication entre les deux machines virt uelles. 
Figure 1.1: Migration d'une machine virtuelle 
La configuration du réseau virtuel connectant des machines virtuelles affecte la configu-
ration des équipements physiques. 
Exemple de la localisation des machines virtuelles 
L'une des plus grands objectifs dans les centres de données est de pouvoir assurer la bande 
passante et la fiabilité du réseau pour une machine virtuelle. De nos jours, un client utilisant 
une plate-forme d'informatique en nuage ne peut ni choisir les performances du réseau de ses 
machines virtuelles ni de son infrastructure virtuelle. Assurer un tel service dans une plate-
forme d'informatique en nuage nécessite un contrôle total de l'infrastructure physique et une 
connaissance totale de la topologie physique et virtuelle. 
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Figure 1.2: Considération des performances réseau pour le choix de la localisation d 'une machine 
virtuelle 
La figure 1.2 représente un exemple de cette problématique. Supposons qu 'un client 
disposant d 'une machine virtuelle dans un centre de données veut créer une nouvelle machine 
virtuelle et veut obligatoirement que la bande passante entre ses deux machines virtuelles soit 
supérieure à 20Mb/s. Puisque que la bande passante entre le Serverl et le Server2 ne peut 
pas dépasser les lOMb/s et que le Serverl a atteint la totalité de ses capacités, la machine 
virtuelle dans notre cas ne peut être créée que sur le Server3. Ce service que peut offrir la 
plate-forme d'informatique en nuage ne peut être réalisé que si, et seulement si, on a une vue 
sur la topologie du réseau et qu 'on dispose de toutes les informations nécessaires concernant 
les performances des liens. Dans ce contexte, le client n 'a pas une vue de l'infrastructure sur 
laquelle repose son système. Cependant, le fournisseur de ce type de service doit impérativement 
avoir une connaissance détaillée de l'infrastructure physique et avoir un modèle de description 
qui lui permet d'offrir des services de ce genre d'une manière automatique. 
Exemple du choix de la technologie d'isolation entre les locataires 
Comme mentionné précédemment , les technologies d 'isolation dans un centre de données 
sont variées. Par ail! urs, chaque technologie présente des avantages et des inconvénients. Par 
exemple, le service VLAN est utilisé pour l'isolation entre les locataires d'un même centre de 
données. D'autre part, étant donné que le protocole VLAN est présent dans la couche 2 du 
réseau, les performances du r 'seau ne sont presque pas détériorées. Tandis que le protocole 
VxLAN est utilisé pour p rmettre l'isolation entre l s locataires et l'extension du réseau local 
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virtuel à deux ou plusieurs centres de données séparés par des domaines de la couche 3. Par 
contre, le service VxLAN peut supporter beaucoup plus de locataires que le service VLAN. Il 
existe aussi plusieurs autres protocoles tels que VPN, OTV [36], FCoE [21]. Cependant pour 
chaque protocole et technologie, il faut configurer adéquatement les différents nœuds présents 
dans l'infrastructure du centre de données. 
VPLS VPLS 
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Figure 1.3: Changement de la technologie d 'isolation 
L'exemple présent dans la figure 1.3 illustre l'impact de la création d 'une machine virtuelle 
sur l'ensemble du réseau. Dans cet exemple, le client a décidé de créer une machine virtuelle dans 
un centre de données différent de celui qui héberge déjà ses anciennes machines. Cependant, il 
veut que toutes ses machines puissent communiquer et se comporter comme si elles étaient dans 
le même réseau local. Le fournisseur de service peut alors utiliser le service VxLAN comme 
technologie qui p rmet de virtualiser son réseau local. Pour subvenir aux besoins de son client, 
le fournisseur de Cloud doit adapter les configurations de ses différents nœuds physiques et 
virtuels. Par exemple, les commutateurs virtuels présents dans les serveurs 1, 2 et 3 doivent être 
configurés de manière à ce qu 'ils puissent ajouter le champ VxLAN aux paquets qui sortent de 
la machine virtuelle concernée. De plus, la configuration des commutateurs Corel et Core2 est 
obligatoire pour pouvoir acheminer les paquets avec le champ VxLAN vers le centre de données 
adéquat. Finalement, les configurations des commutateurs Switchl et Switch2 concernant le 
VLAN ne sont plus nécessaires puisque les machines virtuelles communiquent maintenant avec 
V xL AN. 
1.3 Vers une solution 
Malgré l'évolution rapide des réseaux de nos jours, et l'apparition de plusieurs outils de 
gestion de l'infrastructure et des équipements réseau , il n 'existe pour l'instant aucun mécanisme, 
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ni outil permettant de détecter automatiquement les dépendances entre l'infrastructure physique 
et virtuelle. De nos jours, le bon fonctionnement des services dans les centres de données multi-
locataires est souvent dévolu à l'intuition des administrateurs, qui dans le meilleur des cas, ne 
peuvent soumettre leurs configurations qu 'à une batterie de tests. Les cas d 'utilisation présen-
tés précédemment nous montrent qu'on ne pourra jamais gérer le réseau virtuel sans prendre 
en considération l'infrastructure physique qui l'abrite. C'est pour cette ra ison que nous avons 
opté pour une description et une modélisation de ces deux infrastructures. La modélisation de 
l'infrastructure d 'un centre de données et des configurations des différents équipements pourra 
assurer la génération automatique d 'une configuration valide et la détection des différents prob-
lèmes qui peuvent survenir dans le réseau. Quatre étapes doivent être réalisées pour atteindre 
cet objectif: 
1. Description de l'infrastructure physique et virtuelle et création d 'un modèle complet et 
formeL Ce modèle doit décrire aussi bien la topologie du réseau que la configuration et 
les paramètres des équipements. 
2. Élaboration de règles de validation pour chaque service. Ces règles vont permettre de gérer 
l'interdépendance entre l'infrastructure virtuelle et physique. Elles doivent s'appliquer sur 
le modèle déjà élaboré et prendre en considération la _topologie du réseau pour le choix des 
équipements à configurer. 
3. Formalisation du modèle et des règles de validation avec le langage Alloy pour la fm·mali-
sation et la validation du modèle. 
4. Implémentation du modèle, des règles de validation et des algorithmes nécessaires dans un 
système de gestion d 'un centre de données virtualisé tel que OpenStack. 
CHAPITRE II 
REVUE DE LA LITTÉRATU RE 
Les administrateurs des cent res de données de nos jours sont dans une impasse. D'une 
part, les demandes des services de l'informatique en nuage augmentent quotidiennement, d'aut re 
part la tâche de la gestion des cent res de données devient de plus en plus lourde et com-
plexe. P lusieurs solut ions ont vu le jour, essayant de résoudre les problèmes de gestion des 
infrastructures virtuelles et physiques ainsi que la validation des configurations des équipements 
réseau. Dans ce chapit re, nous étudierons les concepts de l'informatique en nuage en prenant 
comme exemple la célèbre plate-forme OpenStack. Nous allons ensuite étudier les différentes 
approches proposées par la communauté scientifique pour résoudre les problèmes mentionnés 
dans le chapit re précédent. 
2.1 Plate-formes de l 'informatique en nuage 
Ce sont des plates-formes qui permettent de cont rôler un grand nombre de ressources 
matérielles. Ces ressources peuvent être différentes: ressources de calcul, ressources de stockage 
ou ressources de réseaux. Ces plates-formes sont généralement gérées par des tableaux de bord 
sous forme d'applications web. 
2.1.1 Typ es de plate-formes de l'informatique en nuage 
Les plates-formes de nos jours proposent plusieurs types de modèles [24]. Dans notre 
étude, nous allons nous intéresser au modèle l aas. Ce type offre plus de flexibilité aux en-
t reprises par rapport aux autres modèles tel que le Paas et le Saas. De plus, il leur permet 
de réduire le coût de gestion de leurs cent res de données en déployant toute leur infrastructure 
dans l'informatique en nuage. C'est dans ce modèle qu' il y a le plus de défis et le plus de prob-
lématiques. Les fournisseurs utilisent plusieurs types de technologies tels que les hyperviseurs 
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et les commutateurs virtuels. Comme mentionné dans 1.1.2, les hyperviseurs sont utilisés pour 
exécuter plusieurs machines virtuelles sur les serveurs hôtes et les commutateurs virtuels sont 
responsables de connecter les machines virtuelles au réseau. Plusieurs compagnies offrent ce 
genre de service de nos jours telles que Amazon ou R ackspace. Il existe aussi des plates-formes 
qui permettent de créer ce modèle l aas tel que OpenStack et CloudStack. Dans notre projet, 
nous allons utiliser la plate-forme OpenStack puisque c'est la plate-forme Open source la plus 
connue et la plus ut ilisée de nos jours. Nous a llons nous intéresser spécia lement à la partie 
réseau de OpenStack. 
2 .1.2 La p late-forme OpenStack 
OpenStack e t composée d 'une mult it ude de projets. Nova [2] est un projet qui permet 
aux administrateurs de gérer les hôtes physiques pour qu 'ils puissent créer les machines virtuelles 
et partager les ressources ent re elles. Keystone est le projet qui assure la gestion des rôles, des 
utilisateurs et des projets. Horizon est le projet qui offre une interface graphique pour la gestion 
de la plate-forme. Nous nous intéresserons dans not re travail au projet Ieutron qui assure le 
côté réseau de la pla te-forme. 
Présentation de Neutron 
Neut ron qui permet aux administrateurs de créer des infrastructures réseau et d 'y con-
necter les machines virtuelles. Ce dernier est aussi responsable de la configuration des équipements 
nécessaires dans la gestion de ces réseaux. Neut ron décompose le réseau virtuel en trois parties 
[1]: 
• Le réseau: représente un domaine virt uel de la couche 2 du réseau. Il peut être considéré 
comme un commutateur virtuel. 
• Le sous-réseau: représente des blocs d 'adresses IPv4 ou IPv6. C'est à partir de ces blocs 
qu 'on assigne une adresse IP à une machine virt uelle. 
• Le port: représente un port d 'un commutateur virtuel sur lequel la machine virt uelle est 
connectée. 
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Réseau 
Figure 2.1: Concepts de Neut ron 
La fi gure 2.1 illustre un exemple d'architecture réseau dans Neut ron et OpenStack. Dans 
cet exemple, on a deux machines virt uelles VM1 et VM2 qui ont les adresses IPs respectives 
10.0.0.3 et 10.0.0.4. Ces deux machines virtuelles appart iennent au même sous-réseau 10.0.0.0/24 
qui lui appart ient au réseau virt uel Netl . Les deux machines virtuelles sont connectées a u réseau 
virtuel à t ravers les ports virt uels TAP1 et TAP2. Par ailleurs, le réseau virtuel Netl peut être 
configuré sur les équipements physiques comme étant soit un réseau VLAN ou VxLAN ou un 
tunnel OTV ou VPN. La configuration de ces équipements réseau pour supporter ces services 
se fait à t ravers les plug-ins de eut ron. 
Allons plus en détail sur les étapes pour la configuration d'un commutateur virtuel lors 
de la création d'une machine virtuelle dans un serveur physique. Nous allons prendre comme 
exemple le plug-in OVS [4] de eut ron. 
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Allouer le réseau 2-Creation d'un port 
3- Ajouter un port au br-int 
5- Récupérer les détails du rt 
4- Detecter l'ajout du port 
6- Configurer le port à travers OpenFiow 
Neutron OVS-agent 
Figure 2.2: Fonctionnement du plug-in 0 VS 
Comme présenté dans la figure 2.2, Nova est responsable de la création de la machine 
virtuelle dans les serveurs physiques ou les nœuds de calcul. Ce dernier va ensuite demander à 
Neutron de mettre à jour sa base de données en lui donnant les informations nécessaires sur le 
nouveau port créé. Puis il va ajouter un port virt uel sur le pont br-int du commutateur OVS. 
Ensuite, l'agent qui est déjà installé dans le serveur physique s'aperçoit qu 'un nouveau port a 
été ajouté à son commutateur virtuel. Pour connaître les paramètres de configuration de ce 
port , l'agent consulte le serveur de Neutron puis configure le commutateur à l'aide du protocole 
OpenFlow. Après avoir terminé la configuration du commutateur , l'agent met à jour l'état du 
port auprès du serveur Neut ron. On constate que, d'après le fonctionnement de OpenStack 
et des autres plates-formes d'informatique en nuage, la gestion du réseau virtuel est effectuée 
essentiellement sur l'infrastructure virtuelle. La dépendance entre l'infrastructure virt uelle et 
l'infrastructure physique est mal gérée ce qui limite la diversification des services que proposent 
ces plates-formes. 
2.2 Modèle d'abstraction de l'infrastructure: CIM 
Plusieurs modèles d'abstraction de l'infrastructure ont vu le jour pour réduire la com-
plexité et le coût de la gestion des infrastructures virtuels tel que le modèle CIM [40] ( Common 
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Information Madel). L'objectif du modèle CIM est de fournir une représentation uniforme 
d'information de gestion pour des systèmes, des applications et des réseaux. Développé par le 
DMTF (Distributed Managem ent Task Force) le modèle CIM de la gestion de l'infrastructure 
virtuelle s'intéresse essentiellement à l'infrastructure virtuelle. Dans le travail [14], les chercheurs 
ont présenté un ensemble de concepts et une décomposition des composants de l'infrastructure 
virtuelle. 
Outil de gestion Base de données des profils de ports réseaux 
LAN 
ouche de virtualisation Plateform de virtualisation 
Figure 2.3: Modèle CIM de gestion du réseau virtuel 
La figure 2.3 illustre le modèle que propose le groupe de travail de DMTF pour la gestion 
de l'infrastructure virtuelle. Ce modèle présente quatre composantes essentielles qui sont: 
• Plate-forme de virtualisation: Elle est fournie par un système hôte et permet le dé-
ploiement de systèmes et de machines virtuelles. D'autre part, elle comprend le service de 
gestion de la virtualisation. 
• Pont adjacent : C'est un pont IEEE 802.1Q qui est connecté à la station physique à 
travers un ou plusieurs ports Ethernet . La principale différence entre ce pont et un pont 
générique 802.1D est le support des protocoles de détection et de contrôle EVB de IEEE. 
• Outil de gestion: Il est responsable de la gestion de la plate-forme de virtualisation ainsi 
que de la mise en place de machines virtuelles (VM) sur cette plate-forme. 
• Base de données de profils de ports réseau: Est un répertoire contenant un ensem-
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ble d 'attributs qui peuvent être appliqués aux ports de l'infrastructure réseau lors de la 
création de machines virtuelles ou de leurs migrations. 
Le modèle CIM est un modèle qui semble être intéressant pour la gestion de l'infrastructure 
virtuelle. Il permet la gestion de la plate-forme de virtualisation et des équipements qui sont 
adjacents à cette plate-forme. Cependant, il n 'offre pas une vue globale sur l'ensemble des com-
posants de l'infrastructure tels que les équipements entre les nœuds de l 'infrastructure virt uelle. 
De plus, il n 'offre pas une vue sur la topologie physique de l'infrastructure, ce qui limite consid-
érablement les cas d 'utilisation de ce modèle. 
2.3 Langage d'abstraction des configurations réseau: Meta-Cli 
L'interface de la ligne de commande représente la principale interface pour la configura-
tion des équipements réseau. Elle se base sur un ensemble de séquences de commandes que 
l'administrateur envoie à l'équipement pour configurer les différents services réseau. Cepen-
dant , la configuration à t ravers cette interface est très complexe et nécessite plusieurs heures de 
lecture de manuels pour chaque type d 'équipement et pour chaque fournisseur. La logique de 
la configuration et des fichiers de configurations sont très différents d 'un système à un autre. 
C'est pour cette raison que le langage Meta-CL! [8] a été créé. Ce langage offre une abstraction 
intelligente des configurations des équipements réseau. Il permet aussi d 'abstraire la configura-
tion des services pour automatiser leur déploiement sur chaque type d 'équipement. Le modèle 
Meta-CL! t raduit essent iellement les contextes, les fichiers de configuration et les autres infor-
mations de configuration en des structures qui peuvent être manipulées d 'une manière simple 
et qui garantissent la validi té et la cohérence du processus de configuration . 
hostname LSR-B 
interface loopbackO 
ip address 10.10.10.2 255.255.255.255 
router bgp 65500 
neighbor 10.10.10.3 remote-as 65500 
neighbor 10.10.10.3 update-source loopbackO 
interface: loopbackO 
- ip address: "10.10.10.2" 
- mask: "255.255.255.0" 
-router 
- bgp:65500 
- neighbor • remote-as: "10.10.10.3" 
- neighbor • update-source loopbackO: "10.10.10.3" 
Figure 2.4: Exemple de traduction d'une configuration en Meta-CL! 
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La figure 2.4 illustre un exemple de traduction de la configuration IOS d 'un équipement 
Cisco en langage Meta-CL!. On voit bien que l'information est devenue plus structurée et sous 
forme (clé:valeur) telle que (ip address: 10.10.10.2) . Ainsi, la valeur du masque de sous réseau 
est devenue un fils au paramètre adresse IP. Le langage Meta-CL! structure l'information sous 
forme hiérarchique selon l'appartenance de chaque paramètre à son noeud parent adéquat . 
Ce formalisme a facilité considérablement la gestion de la configuration des équipements 
et nous a permis de gérer les configurations de différents types d'équipements de la même façon. 
La structuration de la Meta-Cli a permis aussi de créer des règles et des contraintes pour 
automatiser la validation de certains types de services. C'est ce qui a donné naissance à l'outil 
ValidMaker. 
2.4 Outil de validation des configurations réseau: ValidMaker 
Conformément aux exigences de configuration du réseau , des outils ont été proposés pour 
la gestion de la configuration du réseau, tels que ValidM aker [17]. Cet outil a été développé par 
20 
l'équipe du laboratoire de téléinformatique et réseau (LTIR) à l'Université du Québec à Mon-
t réal. Ce logiciel sert à deux fins principales. D 'abord, il a bstrait l'hétérogénéité des équipements 
et des mult iples plates-formes en fournissant une représentation commune des informations des 
configurations sous forme Meta-CL!. Deuxièmement, ValidMaker permet d'exprimer des con-
traintes formelles sur des structures Meta-CL!. L'outil implémente aussi un moteur de validation 
pour vérifier automatiquement la conformité d 'une configuration donnée. Les contraintes peu-
vent imposer des dépendances. Pour répondre à ces deux objectifs, ValidMaker est composé de 
deux modules: le moteur de validation et le gestionnaire de configuration, comme représenté 
dans la figure 2.5. 
Moteur de 
validation 
ValidMaker 
Gestionnaire 
de 
Figure 2.5: Architecture de l'outil ValidMaker 
Nous allons maintenant détailler le fonctionnement du gestionnaire de configuration, car 
c'est la partie la plus importante pour notre travail. En effet, c'est cette composante qui est 
responsable de la formalisation des paramètres et des configurations réseau. Le gestionnaire 
de configuration de l'appareil est la partie du système responsable de la communication avec 
les dispositifs, la récupération de la configuration et la transformation en structures Meta-
CL!. À l'inverse, les configurations Meta-CL! internes à ValidMaker peuvent être traduites en 
une structure prise en charge par l'équipement cible n fonction du système d'exploitation du 
fournisseur et du numéro de sa version. Le gestionnaire de configuration permet aussi la détection 
des services présents dans chaque équipement. L'ajout de services dans la configuration est aussi 
possible grâce aux différents concepts qu'utilise ValidMaker. Principalement, quatre structures 
sont ut ilisées par l'out il pour la gestion et la validation des services, comme illustré dans la 
figure 2.6: 
-------------------------- --
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• Service générique: Durant la phase de la conception, l'administrateur doit étudier 
le service et extraire ses principaux paramètres. Les paramètres doivent appartenir au 
service et pas à l'équipement. Ensuite, l'administrateur doit formaliser ces paramètres et 
les structurer à l'aide du langage Meta-Cli. 
• Instance de service: C'est l'instance du service générique déjà construite. L'instance 
de service comprend les valeurs des paramètres du service générique. On prend comme 
exemple le service VLAN. L'instance du service VLAN doit comprendre l'identifiant du 
service c'est-à-dire le VLAN_ ID. 
• Équipement: La configuration de l'équipement en Meta-CL! peut contenir des références 
à des instances de services. Si un équipement implémente un service, les paramètres du 
service possèdent une référence aux paramètres de l'instance de service. 
• R ègle : La règle dans ValidMaker représente une opération logique pour la validation d'un 
service. Chaque opérande d 'une règle est une référence au nœud du service générique. 
Grâce aux règles définies dans l'outil , le moteur de validation valide les équipements deux 
par deux. 
lnstanciation) 
Découverte~ Configuration Services Instances de 
tmplémentatio6 
génériques services des 
v équipements 
f Ré fe renee f f Réference t 
'---Référence Règles 
Figure 2.6: Les concepts de ValidMaker 
L'outil ValidMaker est très puissant dans la gestion et la validation des configurations 
des équipements réseau. Cependant, l 'opération de validation qu'il réalise ne s'effectue que sur 
les équipements et ne prend pas en considération la topologie globale du réseau. De plus, les 
structures de données de ValidMaker ne gèrent pour l'instant que les équipements physiques 
et traditionnels. Les équipements OpenFlow et les commutateurs virtuels ne sont pas encore 
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supportés . 
2.5 Langage de description et de validation des modèles: Alloy 
Alloy [20] est un langage de description des structures et un out il permettant de les 
explorer. Il a été utilisé dans une large gamme d'applications de recherche pour trouver les 
failles de sécurité dans les mécanismes de conception des réseaux de commutation téléphoniques 
[3] . 
Le modèle Alloy représente une collection de contraintes qui décrivent (implicitement) 
un ensemble de structures, par exemple: toutes les configurations possibles de sécurité d 'une 
application web, ou toutes les topologies possibles d 'un réseau de commutation. L'outil Alloy 
est un solveur qui prend les contraintes d'un modèle et trouve des structures qui les satisfont. 
Il peut être ut ilisé pour l'exploration du modèle en générant des structures valides, ou pour la 
vérification des propriétés du modèle en générant des contre-exemples. 
Alloy [10] propose une syntaxe de déclaration compat ible avec les modèles d 'objets, et 
une autre syntaxe pour l'expression de formules t rès complexes. 
2.5.1 Syntaxe et Sémantique du langage 
Alloy présente une syntaxe riche et très accessible. Il est inspiré des langages orientés 
objet : il permet de spécifier le type des objets, leurs attributs et le type de ces attributs. Il 
permet également de spécifier des contraintes sur ces objets et de spécifier un «cadre» qui définit 
un nombre fini d 'instances de chaque objet. Pour ce qui concerne sa syntaxe, elle est composée 
de deux groupes différents qui sont les structures et les contraintes. 
D éclaration d es structures 
Pour la déclaration d 'un objet ou d 'une structure (appelé aussi signature), il faut utiliser 
le mot clé «sig» suivi du nom de l'objet comme le montre le code 2. 1. 
Code 2 .1 : Déclaration d 'une structure d a n s Alloy 
s ig TargetNetwork { 
} 
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Les objets dans Alloy peuvent hériter des caractéristiques et des paramètres d 'autres 
objets. L'héritage peut être réalisé à l'aide du mot clé «extends ». D'autre part , un ou plusieurs 
liens entre les différents objets ou avec l'objet lui-même peuvent être créés. Pour cela, il suffit 
de créer un élément à l'intérieur des accolades qui suivent la déclaration de l'objet. Le code 2.2 
un exemple de création de liens ent re les objets. 
Code 2.2: C réat ion des liens ent re les obj ets dans A l loy 
sig PhysicalNetwork { 
tg _net: one TargetNetwork 
} 
Dans l'exemple 2.2 l'élément à l'intérieur de la déclarat ion de l'objet «PhysicalNetwork» 
représente une relation entre «PhysicalNetwork» et « TargetNetwork». Nous avons appelé cette 
relation «tg_ net». «one» est le mot clé qui représente la multiplicité de la relation. Il indique 
qu 'un «PhysicalNetwork» ne peut avoir une relation «tg_ net» qu 'avec un seul objet de type 
« TargetNetwork». P lusieurs autres mots clés décrivant la multiplicité peuvent être utilisés dans 
Alloy comme présenté dans les deux tableaux 2.1 et 2.2. 
e peut être une variable ou une expression 
x: set e x est un ensemble de e 
x: lone e x peut être vide ou un seul élément de type e 
x: sorne e x est un ensemble non vide de e 
x: one e x ne peut être qu 'un élément de type e 
x: e x peut être vide ou un ensemble de e 
Tableau 2.1: Ensemble de déclarations dans Alloy avec les multiplicités 
A et B sont des expressions qui produisent des relations 
rn et n sont sorne , lone , one ou set 
m éléments de A corresponds à chaque 
r: Am ---+ nB élément de B 
Chaque élément de A correspond à n 
éléments de B 
Tableau 2.2: Déclaration de la relation «---+» 
Déclaration des contraintes 
Les contraintes dans le langage Alloy peuvent être représentées suivant plusieurs manières: 
• On peut ajouter des contraintes juste après la déclaration d'un objet. Cette contrainte 
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Pour chaque variable V , relation R , ensemble Set et formule cp 
Quantificateur prédicats dans les relations 
Q V: Set 1 cp QR 
all Quantificat eur universel 
all v: Set 1 cp est vrai si cp est vrai pour 
chaque valeur de v dans Set 
sorne 
Quantificateur existent iel 
Sorne v: Set 1 cp est vrai si cp est vrai 
pour un ou plusieurs valeurs de v dans Taille de R est 1 ou supérieur 
Set. 
no 
Négation du quantificateur existentiel 
no v: Set 1 cp est vrai si cp est vrai pour Taille de R est zéro 
aucune valeur de v dans Set . 
lone Zéro ou un existe lone v: Set 1 cp est vrai si cp est vrai 
pour pas plus qu 'une valeur de v dans Taille de R est zéro ou un 
Set. 
exactement un seul existe 
one 
one v: Set 1 cp est vrai si cp est vrai 
pour exactement une valeur de v dans Taille de R est un 
Set. 
Tableau 2.3: Quantificateurs et prédicats dans Alloy 
ne sera appliquée que sur l'objet et ses paramètres. Il s'agit d 'un raccourci pour une 
contrainte. 
• On peut aussi utiliser le mot clé ~~fact » . Un «fa ct » ou un fait définit une formule que nous 
pouvons assumer comme toujours valide pour n 'importe quelle situation. L'analyseur de 
Alloy utilise des faits comme des axiomes dans la construction des exemples et des contre-
exemples. 
• On peut aussi ut iliser les prédicats avec le mot clé «pred». Un prédicat définit une formule 
(vrai ou faux). Il peut prendre des paramètres qui sont utilisés dans l'obtention de son 
résultat . 
Dans ces types de contl:aintes, plusieurs quantificateurs peuvent être utilisés. Le tableau 
2. 3 présente une part ie de ces quantificat eurs. 
Alloy permet aussi la déclaration de fonctions. Une fonction dans Alloy est précédée par 
le mot clé «fun ». Une fonction peut avoir comme résultat de retour une rela tion , un ensemble 
ou un atome (instance d 'une signature) . Elle peut prendre des paramètres qui seront utilisés 
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dans le calcul du résultat . Elle peut définir une relation (généralement à l'aide de« ---+ ») et en 
faire usage pour produire son résultat. 
Après la déclaration de tout le modèle, ses signatures, ses cont raintes et ses fonctions, 
nous pouvons en générer une ou plusi urs instances valides. La génération des instances se 
fait à l'aide du mot clé «run ». Ce dernier nous permet de spécifier l'étendue des instances 
générées du modèle. Par exemple si on fait «run fo r 4 TargetNetwork and 2 PhysicalNetwork», 
l'analyseur nous génère une instance du modèle dont les atomes ne dépassent pas 4 pour la 
signature « TargetNetwork» et 2 pour la signature «PhysicalNetwork» . 
Alloy est un outil efficace pour la formalisat ion et la validation des modèles. Plusieurs pro-
jets de recherche se sont basés sur le langage et out il Alloy pour la modélisation des équipements 
réseau et de leurs configurations tel que le t ravail de S. Narain [34]. 
2.6 Solution de la résolution des exigences: Requirement Solver 
Le principe du travail de S. Narain présenté dans son art icle [34] repose sur la modélisation 
de la configuration du réseau sous forme d 'un ensemble de variables, la fixation de la taille 
des domaines, l'écriture des contraintes sur ces variables en termes de formules du premier 
ordre puis la conversion du tout avec Alloy sous forme d'une formule booléenne et puis la 
transmission du problème à un solveur SAT. Si une solution existe, l'outil Alloy la reconvert it en 
valeurs du problème initial et l'affiche. Pour faciliter l'écriture, Narain ut ilise un modèle «objet ». 
On peut par exemple définir une interface qui possède deux champs: l'adresse et le routeur 
auquel elle appartient. On peut ensuite référer à ces champs d 'une manière t radit ionnelle: 
«interface.routeur». Cette notat ion est celle employée par l'out il Alloy. L'auteur propose 6 
façons différentes d'utiliser le solveur (toujours pour des domaines fixés) : 
1. Synthèse d e configuration (Configuration Synthesis ): pour produire une config-
urat ion à partir d 'un ensemble de formules R, soumettre R au solveur puis récupérer le 
résultat . 
2. R e nforcement des contraintes (Requirement Strengthening): pour reconfigurer 
un réseau avec un ensemble addit ionnel S de contraintes, soumettre R & S au solveur et 
prendre le résultat. 
3. Ajout de composants ( Component Addition): modifier les domaines en conséquence, 
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resoumettre R au solveur et récupérer le résulta t . 
4. Vérification d es contraintes (Requirement vérification) : pour vérifier qu 'un réseau 
respectant R ne peut causer la situation U, soumettre R & U au solve ur et constater 
l'absence de solut ions. 
5. D ét ection des erreurs d e configuration (Configuration Error D etection): pour 
modéliser la configuration actuelle du réseau par une conjonction d'affectations C , puis 
vérifier si R & C a une solut ion (si pas de solution, il y a une erreur) 
6. Correction des erreurs de configuration (Configuration Error Fixing): si une 
configuration ne respecte pas R, soumettre R au solveur et choisir la solution la plus proche 
de la configuration actuelle 
Puis, jusqu 'à la fin de l'art icle, l'auteur s'est aussi intéressé au problème de la modélisation d 'un 
VPN avec un certain nombre de contraintes de sécurité. Le travail proposé par le chercheur S. 
Narain montre l'efficacité de Alloy dans la modélisation et la validation des équipements et des 
services réseau. À t ravers une modélisation de la configuration des équipements, des services 
et de leurs cont raintes, S. Narain a réussi à générer une configuration globale du réseau. Les 
services ont été validés à t ravers des règles qui prennent en charge deux équipements adjacents. 
Cependant la modélisation globale de l'infrastructure et de la topologie du réseau est absente 
dans le travail de S. Narain ce qui limite considérablement l'étendue des contraintes et affecte 
le fonctionnement global du réseau. 
2.7 Résumé 
Dans ce chapit re, nous avons évoqué les différents travaux dont nous nous sommes in-
spirés pour résoudre notre problématique. Nous avons présenté la plate-forme OpenStack et les 
concepts qu 'elle ut ilise pour la gestion du réseau virtuel afin de nous familiariser avec les archi-
tectures virtuelles utilisées actuellement dans les centres de données. Par la suite, nous avons 
étudié le langage Meta-Cli et ValidMaker pour l'abstraction et la validation des services et des 
configurations réseau. Le travail réalisé par S. Narain nous a aussi inspiré sur la manière de 
valider et de formaliser notre modèle d 'abstraction du centre de données en utilisant le langage 
et l'outil Alloy. Pour la sui te de ce mémoire, nous allons présenter la manière avec laquelle nous 
avons combiné tous ces travaux pour résoudre notre problématique et gérer l'infrastructure du 
centre de données d 'une manière efficace. 
CHAPITRE III 
MODÈLE D'ABSTRACTION DU CENTRE DE DONNÉES 
MULTI-LOCATAIRES 
Les différents outils et travaux présentés dans le chapit re précédent nous ont permis de 
mieux comprendre les différentes composantes d 'une infrastructure d'un cent re de données. 
Plusieurs concepts présentés dans ces outils et travaux nous ont permis de créer un modèle 
d'abstraction de l'infrastructure virtuelle et physique d'un centre de données. Nous avons appelé 
notre modèle CMnet Madel ou (Cloud Management Network Madel). Dans ce chapitre, nous 
allons détailler CMnet madel et présenter son application pour un exemple d'une infrastructure 
réelle. ous allons par la suite détailler les différentes opérations que nous pouvons réaliser 
sur le modèle et présenter quelques exemples de contraintes sur les services applicables sur le 
modèle. 
3.1 Description du modèle CMnet: 
Afin d'aboutir à nos objectifs et de gérer l'infrastructure physique et virtuelle, nous avons 
élaboré un modèle permettant de décrire la correspondance entre ces deux infrastructures. Ce 
modèle nous permet d'avoir une vue globale sur la topologie du réseau et de localiser les infras-
tructures virtuelles. Ce modèle nous permet aussi d'avoir les caractéristiques et la configuration 
de chaque équipement physique grâce à l'abstraction fournie par le langage Meta-CL!. Nous 
allons maintenant détailler chaque élément de l'arbre de notre modèle présenté dans la figure 
3.3: 
• Target Network: représente le réseau global ou l'infrastructure globale du centre de 
données. 
• Generic service: est un service réseau représenté à travers le langage Meta-CL!. L'utilisateur 
doit analyser le service réseau et bien le représenter sous une forme Meta-CL!. 
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• Physical network: Représente un réseau physique du réseau global. Cet élément re-
groupe zéro ou plusieurs nœuds physiques (physical nades) et des liens ent re ces nœuds. 
Le réseau physique est composé des éléments suivants: 
• Instance service: Cet élément représente une instance d 'un service générique. 
L'instance de service est représentée en langage Meta-CL!. Il contient la même struc-
ture arborescente que celle d 'un service générique en attribuant des valeurs aux 
nœuds spécifiques au service. Cependant , les nœuds spécifiques à la topologie ou 
à l'équipement seront insérés lors du déploiement de l'instance de service dans la 
configuration d 'un équipement. 
• Physical Links : Un lien physique représente un câble réseau ou une connexion 
embarquée qui lie deux interfaces réseaux entre elles. Il peut représenter un câble 
Ethernet ou une fibre optique, etc. Il peut aussi représenter un lien inter~te entre un 
serveur «Blade» et un commutateur interne. 
• Physical Node Group: Cet élément représente un ensemble de nœuds physiques. 
Cet objet peut être le châssis d 'un serveur «blade», qui comprend plusieurs serveurs 
et plusieurs équipements réseau. 
• Physical Node: Le nœud physique peut être un équipement de réseau, de stockage 
ou de traitement . Ce nœud est associé à un réseau physique et il peut être associé à 
un groupe de nœuds physiques (Physical Node Group) à travers son identifiant. Un 
nœud physique est composé des éléments suivants: 
• Physical Interface: Un nœud physique regroupe zéro ou plusieurs interfaces. 
Chaque interface peut aussi être associée à un lien physique. 
• Physical Interface Group: Représente un ensemble d 'interfaces d 'un même 
nœud physique. Cet ensemble peut être créé selon un ou plusieurs critères, tels 
que l'appartenance à une seule «Linecard», ou l'appartenance à un seul VDC 
( Virtual Data Center ), etc. 
• Configuration: Représente la configuration du nœud physique en langage Meta-
CL!. 
• Virtual Network: Cet élément représente un des réseaux virtuels du réseau global du 
centre de données. Le réseau virtuel est composé des éléments suivants: 
• Virtual Node Group: le groupe de nœuds virtuels représente l'ensemble des nœuds 
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virtuels qui appartiennent au même nœud physique. Il contient aussi une association 
entre l'élément du nœud physique (Physical Node) et les interfaces correspondantes. 
• Virtual Links: Un lien virtuel est ut ilisé pour lier deux interfaces virtuelles. Il peut 
représenter une liaison entre une machine virtuelle et un commutateur virtuel. Le 
lien virtuel peut aussi relier une interface virt uelle et une interface physique. 
• Instance service: Cet objet est similaire à l'objet «instance service» pour les 
réseaux physiques. Ces deux objets héritent de l'élément «generic service». 
• Virtual Node: Un nœud virtuel représente un équipement virt uel dans le réseau. Il 
peut être un commutateur virtuel « OVS», un bridge virtuel ou une machine virtuelle. 
Il faut que les nœuds virtuels appartiennent au même réseau virtuel. Ce nœud peut 
être par exemple un VRF ( Virtual Routing and Forwarding) configuré dans un router. 
Un nœud virtuel est comporte plusieurs autres éléments tel que: 
• Virtual Interface: Cet objet représente une interface virtuelle d 'une machine 
virtuelle ou d 'un commutateur virtuel tel un « VNIC». Une interface virtuelle 
est connectée à une autre interface virtuelle à travers un lien virtuel. 
• Configuration: C'est la configuration de l'équipement virtuel. 
La liaison entre les groupes de nœuds virtuels et le nœud physique est nécessaire pour la corre-
spondance entre le réseau virtuel et le réseau physique. 
Un centre de données multi-locataires doit supporter un ou plusieurs services réseau. Ces 
services sont généralement utilisés pour l'isolation des locataires. Ces services peuvent être soit 
des réseaux locaux virtuels ( VLANs) , des réseaux (LANs) virtuels et extensibles ( VxLANs) ou 
d'aut res services tels que FCoE utilisés pour le stockage des données. Une erreur de configuration 
de l'un de ces services peut engendrer des problèmes de sécurité ou de disponibilité. Prenons 
comme exemple, un centre de données multi-locataire qui ut ilise le service VLAN pour l'isolation 
des réseaux virtuels. Ce dernier ne doit en aucun cas avoir le même identifiant de VLAN pour 
deux locataires différents. Ceci doit être pris en compte dans la gestion des services dans un 
centre de données. Le modèle CMnet nous permet d 'associer ces services au réseau dans lequel 
ils sont implémentés comme illustre la figure 3.1. 
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Target Network 
1 
composé 
de o .. oc 
Generic SeNice 
Figure 3.1: Les services génériques dans CMnet modeZ 
L'association présentée à la de la figure 3.1 indique que le réseau global peut supporter un 
ou plusieurs services génériques. À t ravers cette association, nous pouvons effectuer plusieurs 
opérations sur 1 s services comme l'ajout, la suppression ou la modification des services. ous 
pouvons en plus découvrir des services dans une infrastructure virtuelle ou physique. Cependant, 
les services ont des paramètres reliés à l'équipement comme le nom des interfaces et les adresses 
IP. Par exemple, le service VLAN avec l'identifiant «1001 » est appliqué sur l'interface «Fe1/ 0» 
de l'équipement «AccessSwitch ». C'est pour cette ra ison qu'on a utilisé le concept de l'instance 
de service de l'outil ValidMaker. L'élément de l'instance de service doit être relié à l'élément du 
service générique et ceux des nœuds physiques et virtuels comme illustré dans la figure 3.2. 
composé 
de 
composé 
de 
Figure 3.2: Les instances de services dans CMnet model 
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3.2 Exemple d'application du modèle CMnet 
En se basant sur ce modèle, plusieurs cas d 'utilisations peuvent être couverts. La figure 3.4 
présente un exemple d 'une infrastructure basique composée d 'un serveur de calcul qui contient 
deux machines virtuelles pour le locataire 1 et un autre serveur de calcul qui ne contient aucune 
machine virtuelle. Ces deux serveurs sont connectés à l'aide de deux commutateurs Cisco de 
type Nexus. 
Ge llO Ge4/0 
Ge3/0 
Locatairel 
Nexus2 
Figure 3.4: Exemple d 'une infrastructure basique dans un centre de données 
La figure 3.5 présente une inst ance de notre modèle d 'abstraction qui décrit l'infrastruct ure 
basique décrite dans la figure 3.4. L'élément «Target Networkl » représente le réseau global de 
l'infrastructure incluant le réseau physique qui est «Physical N etworkl » et le réseau virtuel 
« Virtual Network 1 ». Le réseau physique est composé des nœuds physiques suivants (nexusl , 
nexus2, serveurl et serveur2 ). Il est aussi composé des différents liens physiques (Lienl , Lien2, 
Lien3 ) qui relient les interfaces des différents nœuds physiques. Quant au réseau virtuel, il est 
composé de 2 bridge ( br-int et br-ext). Ces deux bridges appartiennent au groupe de nœuds 
virt uels « OVS ». La correspondance entre le réseau virtuel et le réseau physique se manifeste 
avec deux liaisons principales. La première liaison est entre le groupe de nœuds virtuels « OVS » 
et le nœud physique «serveurl ». La deuxième liaison relie l'interface du nœud virtuel «br-ext » 
à l'interface du nœud physique «serveurl ». 
À partir de cet exemple, nous avons montré que notre modèle peut supporter une infras-
tructure basique d 'un centre de données multi-locataires. L'instance de donnée décrit correcte-
ment les différentes composantes de l'infrastructure, la topologie du réseau virtuel et physique 
ainsi que la correspondance entre les deux types de réseau. 
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attaché 
attaché 
Figure 3.5: Instance du modèle CMnet pour l'exemple de l'infrastructure du centre de données 
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3.3 Les opéra tions supportées pa r CMnet 
Le cycle de vie d 'une machine virtuelle ou d 'autres composantes virtuelles à l'intérieur 
d'un centre de données engendre plusieurs modifications dans la configuration de nombreux 
équipements. Le cycle de vie d'un composant virtuel est généralement constit ué de plusieurs 
opérations. ous allons décrire dans cette section un ensemble d 'opérations qui peuvent inter-
venir dans le cycle de vie d 'une machine virtuelle. Nous allons par la suit démontr r l'efficacité 
de notre modèle en décrivant l'implication de chacun de ses éléments dans les opérations. 
• Création de machines v irtuelles: La création d 'une machine virtuelle représente une 
opération principale sur son cycle de vie. Lors de la création d'une VM, l'application 
de gestion du centre de données doit manipuler plusieurs éléments de notre modèle. 
Tout d 'abord , elle doit spécifier l'emplacement de cette VM dépendamment d ses car-
actéristiques. L'application doit choisir le serveur physique adéquat où sera hébergé la 
VM en prenant en considération non seulement les paramètres de la mémoire et de la 
vitesse du processeur, mais aussi les performances réseau telles que la bande passante et 
la latence. Ces dernières ne peuvent être prises en compte qu'en ayant une vue glob-
ale sur la topologie du réseau et sur la performance de chaque lien. Après avoir choisi 
l'emplacement , l'application peut créer la machine virtuelle en tant qu 'élément « Virtu-
aLNode» et l'associer au « VirtuaLNetwork» correspondant. Ensuite elle crée les « Virtual-
Interjace» avec lesquels la VM peut se connecter au réseau puis les relier à travers les 
« VirluaLLink». L'application peut alors associer le groupe de nœuds virtuels auxquels est 
associée la VM « VirluaLNodeGroupe » au nœud physique «PhysicaLNode» correspondant 
et relier l'interface virtuelle « VirtuaLinterface» à l'interface physique «PhysicaLinterface» 
adéquate. Enfin, l'application se charge de la configuration des équipements virtuels et 
physiques. Elle doit d 'abord identifier tous les équipements qui vont être affectés par 
la création de la VM. La découverte de la configuration « Config » et des services «In-
stanceService» sur les équipements doit être effectuée pour la validation des nouveaux 
services. Cette découverte peut être effectuée grâce au langage Meta-Cli qui décrit les 
configurations des équipements réseau. Apr's la découverte et la validation des services, 
l'application applique les nouveaux changements sur les équipements réseau en ajoutant 
de nouveaux services. 
• Création de réseau v irtuel: Dès sa création, une machine virtuelle doit toujours être 
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connecté à un réseau virtuel. Ainsi, la création de réseau virtuel représente une opération 
essentielle dans le cycle de vie d'une VM. Lors de la création du réseau virtuel, l 'application 
de gestion du centre de données met à jour sa base de données. Cette opération nécessite 
la création d 'un nouvel élément de type « VirtualNetwork» avec tous les paramètres corre-
spondants et son association à l'élément « TargetNetwork» correspondant . D'aut re part , la 
création de réseaux virt uels n'affecte pas la configuration de l'infrastructure physique du 
centre de données. Les paramètres d 'un réseau virtuel ne s'appliquent sur la configuration 
de l'infrastructure physique que lors de la création d 'un nœud virt uel associé à ce réseau 
virtuel. 
• M odification du ser vice d 'isolation: L'opération de modification du service d 'isolation 
n 'est pas fréquente dans le cycle de vie d 'une machine virtuelle. Généralement, cette opéra-
tion n 'est demandée par le locataire que s'il y a un changement de la stratégie tel que la 
migration d 'un tunnel GRE vers un t unnel VPN pour des raisons de sécurité. La modifica-
tion peut ~tre aussi réalisé pour changer l'identifiant d'un service tel que le service VLAN 
ou VxLAN. Pour réaliser cette opération, l'application de gestion du centre de données 
doit identifier les nœuds physiques «PhysicalNodes» dont dépend le réseau virtuel « Vir-
tualNetwork» du locataire. Ensuite, les instances de services «lnstanceService» doivent 
être soit modifiées ou supprimées et instanciées d 'un autre service générique « GenericSer-
vice». Toutefois, la modification des instances de services ne peut être appliquée qu 'après 
une validation des nouveaux paramètres pour qu'elle ne perturbe pas les aut res services 
implémentés dans les autres équipements du réseau . Finalement, après la mise à jour de 
la base de données, l'application de gestion du centre de données applique les nouveaux 
changements sur les équipements réels de l'infrastructure physique et virtuelle. 
• M igration de la m achine v irtuelle : La migration d 'une machine virtuelle est une des 
opérations des plus délicates et les plus difficiles à réaliser. En effet, il n 'existe pas beaucoup 
de plates-formes ou d 'applications de gestion de centres de données capa bles d 'effectuer 
une telle opération. Par ailleurs, cette opération comporte plusieurs sous-tâches et né-
cessite une gestion complète de toute l'infrastructure. Tout d 'abord l'application doit 
identifi r le nouveau serveur physique «PhysicalNode» sur lequel la machine virtuelle va 
être hébergée. Ce nouveau serveur physique doit non seulement supporter les caractéris-
tiques d la machine virtuelle qu 'il va héberger , telles que la RAMet le CPU, mais doit 
aussi se situer dans un emplacement où il peut assurer les performances réseau pour 
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Opérations Méthodologie 
Elément impliqué Moyen de configuration 
Virt ual Node Application de Gestion / BD 
Création d ' une VM Virt ual Interface Application de Gestion / BD 
Virtual Links BD 
Configuration OF /Netconf/CLI/ Puppet . .. 
Création d ' un réseau Virtual etwork BD 
virt uel 
Modification du Instance Service BD 
service d 'isolation 
Vnode / Vswitch OF/ Application de gestion 
Configuration OF /Netconf/ CLI/Puppet .. . . 
Lecture de vNIC Virtual Interface Application de gestion 
Migration de la PhysicalNode Application de gestion 
machine virtuelle 
PhysicalLink BD/ Application de gestion 
Configuration OF /Netconf/CLI/ Puppet . ... 
Virtual Node Application de gestion/ BD 
Virt ual Interface Application de gestion/BD 
Virtual Links BD 
Tableau 3.1: Exemples d 'opérations dans le cycle de vie d 'une machine virtuelle. 
la machine virtuelle. D'aut re part, pour calculer des performances réseau pour la ma-
chine virtuelle, il faut calculer les performances réseau de chaque lien «PhysicalLink» dont 
dépend le réseau virt uel « VirtualNetwork». Après l'identification du serveur physique, 
l'application doit configurer tous les équipements réseau qui séparent l'ancien et le nou-
veau serveur afin de faciliter la migration de la machine virtuelle. Pour cela, elle doit 
calculer le plus court et fiable chemin entre ces deux serveurs d 'après la topologie fournie 
par le modèle. Ensuite, l'application doit configurer tous ces équipements avec le même 
service «fnstanceService» que celui du réseau virtuel auquel la VM appartient. Dès que 
l'application termine l'opération de la migration, elle met à jour la base de données avec 
les nouveaux paramètres de l'élément « VirtualNode» de la VM qui devient membre d 'un 
nouvel élément de groupe de nœuds virtuels « VirtualNodeGroup». Enfin , l'application 
supprime les services ajoutés à l'équipement concernant la migration de la VM et met à 
jour la configuration des équipements dont dépend le réseau virtuel « VirtualNetwork» de 
la VM. 
Le tableau 3.1 résume les différentes opérations qu 'on vient de détailler. 
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3.4 Validation de CMnet avec Alloy 
Nous avons utilisé Alloy pour la validation de notre modèle. Cet outil nous permet de 
trouver des problèmes liés à la conception. Il nous permet également de sp 'cifier des contraintes 
sur ses objets et un cadre qui définit un nombre fini d 'instances de ces objets. Tout d'abord, 
Alloy compile la spécification dans une formule propositionnelle et il utilise un solveur comme 
B erkmin [15] ou zChaff [27] afin de vérifier si la formule est satisfaisable. Si tel est le cas, il 
convertit les val urs de variables propositionnelles, les enregistre et les affich 
3 .4 .1 Formalisation du modèle CMnet 
Notre modèle contient un ensemble de structures et de contraintes qu 'on peut formaliser 
avec Alloy. Les contraintes qu'on va traiter dans cette sous-section sont liées aux structures du 
modèle. 
Formalisation des nœuds: 
Tous avons déclaré, pour la formalisation de notre modèle à l'aide de Alloy, une structure 
qui s'appelle «Node». Cette structure va être la classe parente des nœuds physiques et virtuels. 
En effet, cette structure englobe les paramètres communs entre les nœuds physiques et virtuels. 
Code 3.1: Formalisation d e Node 
abstract sig Node { 
w: Node -> lone W 
} 
Dans notre déclaration de la structure «Node» dans le code 3.1 , nous avons spécifié une 
relation «w» qui indique le poids du lien entre chaque deux nœuds. Le poids peut caractériser un 
lien entre deux nœuds virt uels, deux nœuds physiques ou un nœud physique et un autre virtuel. 
Nous avons déclaré la structure «Node» pour faciliter la formalisation des nœuds physiques et 
virtuels. 
La déclaration des nœuds physiques est illustrée par le code 3.2. 
Code 3.2: Formalisation de PhysicalNode 
abstract s ig Phy sica lNode extend s Node { 
ph ys_ Group: Physica l NodeGroup, 
phys_net : one PhysicalNetwork 
} 
s ig Swi teh, Storage, Server, Firewall 
extends PhysicalNode{} 
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Comme le montre la formalisation 3.2 , on remarque que les nœuds physiques héritent 
de la structure «Node» déclarée précédemment. La structure «PhysicalNode» possède deux li-
aisons avec deux aut res structures du modèle: une liaison «ph ys_ Group» qui lie la structure 
«PhysicalNode» avec la structure «PhysicalNodeGroup» et qui indique qu 'un nœud physique 
peut appartenir à zéro ou à plusieurs groupes de nœuds physiques. L'autre liaison est appelée 
«phys_net » et indique qu 'un nœud physique doit appartenir à un seul réseau physique. Vu que 
les différents types de nœ uds physiques n 'ont pas tous le même comportement dans une infras-
t ructure, nous avons déclaré des structures pour chacun d 'eux . Dans notre implémentation nous 
avons spécifié cinq types de nœuds physiques qui sont les commutateurs d 'accès «A ccessSwitch », 
le commutateur de base « CoreSwitch », le serveur de stockage « Storage», le serveur de calcul 
«Server» et le pare-feu «Firewall ». 
Code 3.3: Formalisation de VirtualNode 
ab s tract sig VirtualNode extends Node { 
v_group: VirtualNod e Group, 
v_net: sorne VirtualNetwork 
} 
sig VM, Vswitch, Vrouter, Bridge 
extends VirtualNode {} 
Les nœuds virtuels 3.3 héritent aussi de la structur «Node» . La structure « VirtualNode» 
possède deux liaisons: 
ne liaison «v_ group» qui lie la structure « VirtualNode» avec celle de « VirtualNode-
Group» et qui indique qu'un nœud virtuel peut appartenir à zéro ou à plusieurs groupes 
de nœuds virtu !s. 
- Une liaison appelée «v_ net » et qui indique qu 'un nœud virtuel peut appartenir à un ou à 
plusieurs réseaux virtuels. 
Par ailleurs, les différents types de nœuds virtuels n'ont pas le même comportement dans une 
infrastructure, ce qui nous a amenés à déclarer dans notre implémentation quatre types de 
nœuds virtuels qui sont les machines virtuelles « VM », les commutateurs virtuels « Vswitch», les 
routeurs virtuels « Vrouter» t les ponts virtuels «Bridge». 
La formalisation de la configura tion pour les nœuds physiques est implémentée dans Alloy 
comme illustré dans le code 3.4: 
Code 3.4: Forma lisation d e Configumtion 
----------------------------------------------------------------------------------------------------------------------------
sig Configuration { 
} 
services: InstanceService, 
phys_node : one Physi ca lNode 
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La structure de la configuration 3.4 possède deux liaisons distinctes avec deux autres struc-
tures: une liaison «services» qui indique qu'une configuration peut contenir zéro ou plusieurs 
instances de services et une autre liaison «phys_ node» qui indique qu 'une configuration ne doit 
appartenir qu 'à un et un seul nœud physique. 
Formalisation des liens 
La formalisation des liens physiques 3.10 est composée de deux blocs. Le premier représente 
la déclaration de l'élément du modèle «PhysicaLLink» et le deuxième représente les contraintes 
à appliquer sur la déclaration. Plusieurs paramètres sont présents dans la déclaration. Les 
paramètres «phys_ int_ one» et «phys_ int_ two » indique qu'un lien physique ne peut être relié 
qu'à deux interfaces physiques. De plus le paramètre «weight» indique que chaque lien physique 
doit avoir un poids et le paramètre «phys_ net» indique que le lien physique appartient à un 
seul réseau physique. 
Code 3.5: Formalisation d e PhysicalLink 
sig PhysicalLink { 
weight: one W, 
phys_net: one PhysicalNetwork , 
phys_int_one: one Physicalinterface, 
phys_int_two: one Physicalinterface 
}{ disj [phys_int_one, phys_int_two ] and 
w[phys_int_one.phys_node, phys_int_two.phys_node] weight } 
Le deuxième bloc représente une contrainte sur la liaison «weight ». Il indique que pour 
chaque lien physique qui relie deux interfaces physiques disjointes, le poids de ce lien physique 
est égal au poids entre les deux nœuds physiques des deux interfaces. 
Code 3.6: Formalisation d e VirtualLink 
sig VirtualLink { 
weight : one W, 
v_int_one: one Virtualinterface, 
v_int_two: lone Virtualinterface, 
phys_int: lone Physicalinterface, 
v_net: sorne VirtualNetwork 
}{ w[v_int_one.v_node, v_int _two. v_node ] = weight 
or w[v_int_one.v_node, phys_int.phys_node] = weight } 
40 
Cependant , le lien virtuel 3.6 peut relier deux interfaces virtuelles ou une interface virtuelle et une 
interface physique. À t ravers les paramètres de la déclaration des liens virtuels « VirtualLink» 
on remarque qu'il n 'y a qu'un seul paramètre qui relie le lien virtuel à l'interface virtuelle et qu 'il 
est considéré comme obligatoire en utilisant le mot clé «one». D'autre part , l'autre liaison avec 
l'interface virtuelle est considérée comme optionnelle de même pour la liaison avec l'interface 
physique. 
Formalisation des services 
otre modèle décompose les services en deux group s très dépendants qui sont les services 
génériques et les instances de ervices. Comme mentionné dans le chapitre 1, le service générique 
doit avoir seulement les paramètres les plus essentiels. Pour faciliter la formalisation des services 
dans Alloy, nous avons déclaré la structure « GenericService» 3.7. Cette structure va être la 
structure parente de tous les services génériques. 
Code 3.7: Formalisation d e GenericService 
abstract s ig GenericService { 
tg_net: one TargetNet work 
} 
L'élément du service générique doit appartenir à l'élément du réseau global selon notre modèle. 
C'est pour cette raison qu 'on a ajouté le paramètre «tg_ net» qui représente une liaison avec la 
structure « TargetNetwork» n indiquant qu 'un service générique doit appartenir à un et un seul 
réseau global. 
Code 3.8: Formalisation d e Vlan 
abstract sig Mode{} 
sig Access, Trunk extends Mode{} 
sig Vlan extends GenericService{ 
} 
val : one Int 
mode : on e Mode 
Le service générique VLAN présenté dans le code 3.8 contient deux principaux paramètres 
qui sont «val» et «mode» . Le paramètre «val» correspond à l'identifiant du VLAN tandis que le 
paramètre «mode» correspond au mode du service VLAN. Dans notre formalisation, le service 
générique ne peut être lié à travers sa liaison «mode» qu'a une structure de type «Access» ou 
«Trunk». 
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Après la formalisation des services génériques, la formalisation des instances de services 
est nécessaire pour leurs insertion dans les configurations des nœuds. Les instances de services 
doivent avoir une liaison d 'instanciation avec les services génériques. Leur formalisation est 
réalisée comme illustré dans le code 3.9. 
Code 3.9: Formalisation de InstanceService 
abstract s ig InstanceService{} 
sig InstanceVlan extends InstanceService{ 
instanceOf: one Vlan, 
interface: one Physicalinterface 
} 
Toutes les structures des instances de services doivent hériter de la structure «lnstanceService». 
La structure de l'instance de service VLAN contient deux principaux paramètres qui sont «in-
stanceOf» et «interface». En effet, «instanceOf» représente une liaison d 'instanciation entre 
l'instance de service et le service générique VLA tandis que le paramètre «interfa ce» indique 
l'interface du nœud physique sur lequel l'instance du service VLAN est appliqué. 
La formalisation du modèle est essentielle cependant elle n'est pas suffisante pour générer 
une configuration valide. Nous allons maintenant détailler notre formalisation des contraintes 
du modèle et des services ainsi que les fonctions qui vont être utilisées dans ces contraintes. 
3.4.2 Formalisation de l'algorithme de calcul de chemin 
Pour implémenter l'algorithme de calcul de chemin, nous devons implémenter d 'autres 
fonctions qui vont nous aider à aboutir à notre objectif. Pour calculer le plus court chemin dans 
une topologie, il faut formaliser la relation que les liens ont avec la dist ance: 
• La distance ent re deux nœuds physiques est égale au poids du lien physique qui relie ces 
deux nœuds. 
Code 3.10: Formalisation de la contrainte sur les liens physiques 
fact { all x,y: PhysicalNode 1 one w[x,y] <=> 
{ sorne z: PhysicalLink 1 
} 
{ z.phys_int_one.phys_node = x and z.phys_int_two.phys_node = y } 
or {z.phys_int_two.phy s _node =x and z .phys_int_one.phys_node y} 
} 
• La distance entre deux nœuds virtuels est égale au poids du lien virtuel qui relie ces deux 
nœuds. 
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Code 3.11: Formalisation de la cont r a inte sur les liens virtuels 
fa ct { all x, y: VirtualNode 1 one w [x, y ] <=> 
{ sorne z: VirtualLink 1 
} 
{ {z.v _ int_one.v_node =x and z . v_int_two.v _ node =y} 
or {z . v_int_two . v_node = x and z .v _int_one . v_node = y } 
} 
} 
• La distance entre un nœud virtuel et un nœud physique est égale au poids du lien virtuel 
qui relie ces deux nœuds. 
Code 3.12: Formalisation de la contr a inte des liens virtuels qui 1·elient les nœuds virtuels et les 
nœuds physique 
fa c t { all x: VirtualN o de , y : Ph ys i c alN o de 1 
{ one w[x,y] <= > { sorne z: VirtualLink 
{z.v_int_one.v_node =x and 
z.phys_int.phys_node y } 
} 
} 
} 
and 
{ one w [y, xl <= > { sorne z: VirtualLink 1 
} 
{ z . v_int_one . v_node 
z . phys_int . phys_node 
} 
= x and 
y } 
Après la formalisation de la distance, le calcul de chemin nécessite la défini t ion de la notion du 
voisin. Dans notre cas, deux voisins doivent absolument avoir une distance ent re eux. Donc la 
fonction pour le calcul des voisins est défini dans Alloy comme illustré dans le code 3.1 3. 
Code 3.13: Formalisation de la fonction de la recherche d es vois ins 
fun e dge: Nod e - > s et Node { 
x,y : Node 1 sorne w[x,y] 
} 
Cette fonction 3.13 retourne tous les nœuds voisins d 'un nœud passé en paramètre. Après la 
défini tion de la distance et des voisins, nous pouvons formaliser not re algorithme pour le calcul 
des chemins à travers notre modèle. Pour formaliser le calcul des chemins dans Alloy, nous 
avons ut ilisé le module 'util / ordering' sur la structure 'State' définit dans le code 3.14. 
Code 3.14: Formalisation d es états 
sig State { 
} 
pa th : set Node, 
node: o n e Node 
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Le module «utiljordering» crée un ordre linéaire sur les atomes de la structure «State». En 
effet, la structure «State» représente l'état de l'algorithme de calcul des chemins. Par ailleurs, le 
changement de l'état ou «State» signifie la découverte d'un voisin d'un nœud avec le minimum 
de distance. Le paramètre «Path » doit contenir l'ensemble des nœuds du chemin qui ont été 
découverts pour un état donné. Le paramètre «node» représente le nœud actuel pour un état 
donné. L'algorithme de calcul de chemin est formalisé avec Alloy comme illustré dans le code 
3.15. 
Code 3 .15: Formalisa tion de l'algorithme d e calcu l d e che mins 
pred ca l c ulate_path [pre, post : State , dst : Node] { 
{ pre. node ! = dst and #pre. node. edge >= 1 } = > 
} 
{ sorne y: Node 1 
} 
y in pre. node. edge and y ! in pre. pa t h and all y': Node - y 1 
{y' in pre.node .edge => lte[w[pre.node, y ], w[pre.node,y' JJ } 
= >{ post . node =y and pos t. path = pre.path + y } 
else { post.path = post.pat h + pre.path and pre.node = post . node } 
La fonction de calcul de chemins prend comme paramètre d'ent rée le nœud source et le 
nœud destination. Tout d'abord l'algorit hme vérifie si le nœud source est différent du nœud 
destination et que le nœud source possède des voisins. Si tel est le cas, il choisit le nœud voisin 
qui a le minimum de distance et l'ajoute au paramètre «Path» de la structure «State». Aucun 
changement d 'état n 'est autorisé si on a atteint le nœud de destination. 
3.4.3 Formalisation des contraintes 
Les contraintes sont des formalismes qui décrivent les structures du modèle. Atloy nous 
permet d 'avoir deux types de contraintes qui sont les faits «Facts» et les prédicats «Predicates». 
Lorsque Alloy cherche des instances du modèle, il rejette tous ceux qui sont en contradiction 
avec les faits. Cependant les prédicats sont des contraintes paramétrées qui ne sont pas automa-
t iquement prises en compte par Atloy. 
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Les contraintes sur le modèle 
Les contraintes qui décrivent les structures du modèle doivent toujours être vraies. C'est 
pour cette raison que ces contraintes sont toujours des faits. Voici quelques cont raintes du 
modèle formalisé avec Alloy. 
• Une configuration ne peut pas appartenir à deux nœuds différents et un nœud physique 
ne peut avoir qu 'un seul fichier de configuration. Le code 3.16 illustre cette contrainte. 
Code 3.16: Formalisation de la contrainte sur le s configur ations 
fact: { 
} 
a11 y: Configuration, 
x: Configuration - y 1 
disj [ y. ph y s_node, x . phys_node] 
• Un lien virtuel peut connecter deux interfaces virtuelles ou une interface virtuelle et une 
interface physique (pour connecter une machine virtuelle avec l'interface de l'hôte par 
exemple). Le code 3.17 illustre cette contrainte. 
Code 3.17: Formalisation de la contrainte entre les interfaces et les liens virtuels 
fact { all x: VirtualLink 
} 
{ (#x . v_int_one = 1 and #x . v_int:_t:wo = 1 and #x.phys_int = 0) or 
(#x.v _ int = 1 and #x.v_int_two = 0 and #x.phys_int = 1) 
} 
and ally: (VirtualLink- x), z:x.v_int 1 not: z in y.v_int: 
Formalisation des contraintes sur les services 
Les contraintes sur les services sont des règles qui peuvent être appliquées pour s'assurer 
du bon fonctionnement des services. Nous avons pris comme exemple une règle (3.18) qui permet 
de valider le service VLAN pour assurer l'accès internet aux machines virtuelles. En effet , pour 
chaque réseau virtuel utilisant le service VLAN et contenant des machines virtuelles, il existe 
un chemin entre chaque machine virtuelle et le routeur de base «Core Switch» du centre de 
données et il faut que chaque équipement physique qui appartient à ce chemin implémente la 
même instance du service VLAN. 
Code 3.18: Formalisation de la contrainte «Accès inte rnet aux m achines virtue lles» 
pred ru1e_v1an_path { 
all z: Virtual Netwo rk , y: InstanceVlan 1 sorne sw: CoreSwitch, v : VM 
} 
3.4.4 
{ v . v_net = z and y.InstanceOf in z.se r vice } <=> 
{ creat ePath [ v,sw ] and a ll p : so/ l ast.path 1 
sorne phys_int : Phy s icalinterface 1 
p = phys_int . phys_node and y.interface = phys_int 
} 
Génération d'une instance de configuration 
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L'outil Alloy nous permet d 'effectuer des vérifications sur notre formalisation des struc-
tures et des contraintes. Pour la vérification de l'inconsistance de notre formalisation , on peut 
générer des instances de configuration en utilisant le mot clé «run». Si notre modèle est consis-
tant , alors Alloy nous génère l'instance d 'une configurat ion ainsi qu 'une visualisation de cette 
instance. 
Exe mple d ' une infrastructure simple: 
Pour vérifier la cohérence de notre modèle, nous avons généré une instance de configura-
tion pour une infrastructure basique d 'un centre de données similaire à celle de la figure 3.4. 
Pour générer une configuration pour une telle infrastructure, nous avons exécuté la commande 
présenté dans le code 3.19: 
Code 3 .19 : Formalisation de l ' infrastructm·e de la figure 3.4 
run rule_vlan_path for exactly 1 TargetNetwork, 
exactly 1 Physica l Network, 
exact l y 3 PhysicalLink, 
exact l y PhysicalNodeGroup, 
exact l y 4 PhysicalNode, 
exact l y AccessSwitc h, 
exact l y 1 CoreSwitch, 
exactly 2 Server, 
exact l y 0 Storage, 
e xact l y Physicalinterfa c eGroup, 
6 Physicalinterface, 
exact l y 0 InstanceService, 
exactly 2 Co n figuration, 
exa c tly Vl an, 
e x a c tly GenericService, 
exactl y 1 Tenant, 
exactly 2 Vir tualNetwo r k, 
exactly 2 Bridge, 
exact l y 2 VM, 
exact l y 4 VirtualNode, 
exact l y 4 Vir tua lLi nk, 
e xactly Virtual NodeGroup, 
exactly 7 Virtualinterface 
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Nous avons choisi pour notre environnement le nombre de chaque structure de notre mod-
èle. La commande indique que nous voulons générer une configuration valide selon la contrainte 
«rule_ vlan_ path». Vu que notre modèle est complexe et met en jeu plusieurs structures, nous 
allons vérifier la configuration générée de quelques éléments tels que les liens physiques et virtuels 
ou l'appartenance des nœuds physiques au réseau physique. 
• Vérification des liens physiques: Après le raffinement du résultat de la génération de 
la configuration pour une meilleure visibilité de l'interaction des liens physiques avec les 
nœuds physiques, on obtient le résultat représenté dans la figure 3.6: 
phys_node 
phys_node 
phys_node 
edge 
~ edge--/_edge 
<:;> 
Figure 3.6: Résultat de la génération de la configuration par Alloy raffiné pour les liens physiques 
À travers cette instance de configuration 3.6, on remarque que toutes nos contraintes ont été 
prises en compte et que les différentes structures interagissent entre elles comme convenu. En 
effet les liens physiques relient toujours deux interfaces distinctes: le lien physique «PhysicalL-
ink1 » relie les nœuds physiques «server1 » et « CoreSwitch» à travers les interfaces «Physicalln-
terface1 »et «Physicallnterface5». Le lien «PhysicalLinkO » relie les deux nœuds physiques «Ac-
cessSwitch» et «Server1 » à travers les interfaces «Physicallnterjace3» et «Physicallnterface4 ». 
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Le troisième lien « PhysicalLink2 » relie les nœuds physiques « serverO » et « AccessSwitch » à 
travers les interfaces « Physicalfnterfa ce2 » et « PhysicalinterfaceO ». 
• Vérification des liens virtuels: Après le raffinement du résultat de la génération de la 
configuration pour une meilleure visibilité de l'interaction des liens virtuels avec les nœuds 
virtuels et physiques, on obtient le résultat représenté dans la figure 3. 7 : 
phys_int v_int_one v_int_two 
phys_int 
v_node 
phys_n~ode edge edge 
1 
g 
Figure 3.7: Résultat partiel de la génération de la configuration par Alloy raffiné pour les liens 
virt uels 
À travers l'instance de configuration partielle présenté dans la figure 3.7, on remarque que toutes 
nos contraintes ont été prises en compte et que les différentes structures interagissent entre elles 
comme convenu. En effet les liens virtuels relient toujours çleux interfaces virtuelles distinctes 
ou une interface virtuelle et une interface physique. Par exemple, le lien virtuel « VirtualLinkO » 
relie les deux nœuds virt uels « VMO » et « bridgeO » à travers les deux interfaces virtuelles « Vir-
tualfnterjace6 » et « Virtualfnterface2 ». Le lien virtuel « VirtualLinkl » relie le nœud virtuel 
« VMO» avec le nœud physique «serverl » à travers une interface virtuelle «virtualinterfaceS» 
et une interface physique «Physicallnterface3» . 
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3.5 Résumé 
CMnet est un modèle d 'abstraction de l'infrastructure physique et virtuelle. L'un des 
avantages les plus importants que nous fournit ce mod ' le est la correspondance ent re ces deux 
types d 'infrastructures. CMnet est aussi capable de décrire et abstraire les services réseau pour 
chaque équipement grâce au langage M eta- Cli. Ce modèle est destiné à la gestion des centres de 
données multi-locataires capables de supporter la virtualisation. Nous avons conçu ce modèle 
afin de nous permettre l'ant icipation de la création des réseaux Overlay pour les plates-formes 
de l'informatique en nuage. 
Dans ce chapitre, nous avons présenté notre modèle et décrit toutes ses composantes. ous 
avons par la suite proposé un exemple d 'application de CMnet. Grâce à la puissance de l'outil 
et du langage Alloy, nous avons validé notre modèle et généré une configuration complète et 
valide d 'une infrastructure d 'un centre de données multi-locataire. Dans les chapitres suivants, 
nous allons détailler l'implémentation de CMnet et décrire d s scénarios d 'ut ilisation. 
CHAPITRE IV 
CONCEPTION ET IMPLÉMENTATION D 'UN SYSTÈME DE 
GESTION DU RÉSEAU DANS UN CENTRE DE DONNÉES 
MULTI-LOCATAIRES 
MAP (Modular Adaptative Plugin) est un plug-in dédié au projet réseau de OpenStack 
Neutron. Ce plug-in est plus riche que les autres plug-ins de Neutron en termes de fonctionnalités 
puisqu 'il se base sur le puissant modèle d 'abstraction CMnet. Dans ce chapitre, nous allons 
présenter la spécification du plug-in MAP, son architecture et les principales fonctionnalités 
qu'il réalise pour gérer l'infrastructure virtuelle de Neutron. 
4 .1 Spécification de MAP 
4.1.1 Description 
MAP, un plug-in pour le projet eut ron d 'OpenStack, est conçu pour gérer efficacement 
et automatiquement les réseaux Overlays. Sur la base du modèle CMnet, MAP est capable de 
choisir un ou plusieurs services réseaux (VLAN 1 MP LS 1 OTV 1 V X lan, etc.) pour mettre en 
œuvre les réseaux virtuels et configurer les réseaux physiques afin qu 'ils puissent les supporter. 
En effet, grâce à diverses technologies de configurations telles que NETCONF et CL! et à la 
représentation abstraite des configurations fournies par la Meta-CL!, MAP est capable de gérer 
différents types d 'équipements. 
4 .1.2 Interaction de MAP avec N eutron 
MAP est fortement couplé avec Neutron en lui fournissant une implémentation de son 
API. La figure 4.1 illustre cette interaction. 
Comme montré dans la figure 4.1, le plug-in est capable de gérer à la fois les équipements 
physiques et les équipements virt uels. D'autre part, la gestion de ces équipements est effectuée 
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Figure 4.1: Intégration du plug-in MAP dans Neutron 
à t ravers plusieurs types de drivers tels que le driver CL! , Netconf et OpenFlow . . . . De 
plus, les paramètres et les configurations des équipements gérés sont fournis par deux bases de 
données de types différents. La première base de données comporte les tables et ies paramètres 
du modèle d 'abstraction CMnet vus dans le chapit re 3. Cette dernière est gérée par le système 
de gestion de bases de données MySQL [33]. Par ailleurs, l'interaction du plug-in avec cette base 
est effectuée à t ravers la boite à outils libre de Python appelée SQLA!chemy [6]. La seconde base 
de données est composée de fichiers XML qui représentent les configurations des équipements, 
les services et les règles de validation sous forme Meta-Cli. L'interaction entre le plug-in MAP 
et Neutron est réalisée à travers l'API de Neutron. Cet API représente l'interface des services 
du réseau virt uel pour les ut ilisateurs et pour les aut res services et doit en effet être implémenté 
par chaque plug-in de Ieutron. L'API de eut ron comporte: 
• Pour le concept N etwork: 
• List Networks: Cette opération renvoie la liste de tous les réseaux dont le locataire 
a accès. 
• Show N etwork: Cette opération renvoie la liste complète des paramètres du réseau. 
Cette opération ne peut être effectuée que si le réseau existe et que l'utilisateur qui 
fait la requête est autorisé à accéder à ces informations. 
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• Create Network: Cette opération permet la création d'un réseau virtuel pour Neu-
tron. 
• Update N etwork: Cette opération permet aux utilisateurs de mettre à jour certains 
attributs du réseau virtuel, tels que le nom du réseau. Par ailleurs certains attributs 
comme les ident ifiants ne peuvent pas être mis à jour. 
• D elete N etwork: Cette opération permet la _suppression du réseau virtuel dont 
l'identifiant est spécifié dans la requête. 
• Pour le concept Subnet : 
• List Subnets : Cette opération renvoie la liste des sous-réseaux auxquels le locataire 
a accès. 
• Show Subnet: Cette opération donne des informations sur le sous-réseau spécifié 
dans la demande. 
• Create Subnet: Cette opération crée un nouveau sous-réseau sur un réseau virtuel 
spécifique. 
• Update Subnet : Cette opération met à jour les informations concernant un sous-
réseau, tels que la version IP, et le masque du sous réseau. Cependant, l'ensemble 
des allocations IP ne peut pas être mis à jour . 
• D elete Subnet : Cette opération permet la suppression d 'un sous-réseau appartenant 
au réseau virtuel spécifié dans la requête. 
• Pour le concept Port: 
• List Port: Cette opération renvoie la liste des ports virtuels auxquels le locataire a 
accès. 
• Show Port: Cette opération fournit des informations sur le port virtuel spécifié dans 
la demande. 
• Create Port: Cette opération crée un nouveau port virtuel sur un réseau virtuel 
spécifique. 
• Update Port: Cette opération peut être utilisée pour mettre à jour les informations 
sur un port virtuel, telles que le nom symbolique et les adresses IP associées. 
• Delet e Port: Cette opération permet la suppression d 'un port virtuel d 'un réseau 
virtuel donnée. 
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4.2 Conception du plug-in 
4.2.1 Architecture de MAP 
Figure 4.2: Architecture du plug-in MAP 
Le plug-in MAP est constitué de plusieurs modules et composantes qui interagissent entre 
eux pour la réalisation de plusieurs opérations telles que la validation des services réseau et la 
gestion de plusieurs types d 'équipements. Le plug-in MAP est réalisé d 'une manière modulaire 
sous forme de blocs. De plus, il est très facile d 'y ajouter ou d 'en supprimer des fonctionnalités. 
Comme mentionné dans la section 4.1.2, le plug-in MAP communique avec eutron à t ravers 
l'API de Neut ron. Cette API est implémentée dans le module Base Plugin. Ce dernier 
communique avec l'Infrastructure Manager pour effectuer des opérations sur l'infrastructure 
du centre de données. Parmi ces opérations, on note la connexion entre deux ou plusieurs 
machines virtuelles distantes, la migration d 'une machine virtuelle d 'un serveur à un autre 
ou bien l'établissement de l'accès d 'une machine virtuelle au réseau externe tel qu'Internet ou 
autre. Pour réaliser ce type d 'opérations élémentaires dans les infrastructures des centres de 
données virtualisés, l'Infrastructure Manager interagit avec plusieurs autres modules qui sont 
le Topology Manager, le Node Manager, l'Isolation Provider et le Validator . Le module 
Topology Manager permet d 'effectuer plusieurs opérations liées à la topologie à savoir le calcul 
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du plus court chemin et la recherche de nœuds voisins pour un nœud donné. Ce mo"dule utilise 
des algori thmes pour la recherche du plus court chemin tel que l'algorithme KSP (K-shortest 
path) [43]. 
Le module Isolation Provider est le module le plus critique, car il est étroitement lié aux 
services supportés par le plug-in. Ce module doit être mis à jour pour chaque nouveau service. 
De plus, il implémente la logique de configuration pour chaque service réseau. La principale 
mission de ce module est de créer des instances de services à partir des services génériques qui 
sont fournis par le R esource Manager. Le Node Manager quant à lui , st responsable 
de l'implémentation des instances de services sur les configurations des différ nts équipements. 
Ce dernier est aussi capable de découvrir le~ services présents dans une configuration donnée. 
Après l'ajout des instances de services dans les configurations, le module Validator permet 
la détection et l'extraction des conflits présents dans ces services. Grâce à son algorithme de 
validation qui est basé sur le langage Meta-Cli, ce module est capable de détecter l'équipement 
responsable du conflit et la partie de la règle à laquelle il ne répond pas. La configuration des 
équipements réseau est effectuée par l'intermédiaire des drivers. Par ailleurs, le choix du driver 
correspondant à chaque équipement est effectué par le module Driver Manager . Ce module est 
capable de détecter les caractéristiques de chaque équipement et par la suite ut iliser le meilleur 
driver afin de configurer l'équipement. En effet, plusieurs drivers peuvent être ut ilisés avec 
notre plug-in. Cependant, nous n'avons considéré que deux drivers dans notre implémentation 
qui sont Netconf et CL!. Netconf est utilisé pour communiquer avec les équipements réseau à 
travers le protocole Netconf [11]. Le driver CLI permet la récupération et l'envoi de fichiers de 
configurations vers les équipements. 
4.2.2 Concepts de MAP 
MAP gère plusieurs notions présentes dans le modèle d 'abstraction CMnet décrit dans 
le chapitre 3. Ces notions sont très importantes pour le plug-in, car elles lui permettent de 
disposer d'une abstraction complète de l'infrastructure physique et virtuelle afin d 'avoir une 
correspondance entre elles. Dans cette section nous n 'allons détailler que trois principales notions 
qui sont le Virtual Node, le Physical Node et le Virtual Node Group. Les autres notions seront 
détaillées dans l'annexe A de cette thèse. Nous notons que la signification CRUD pour chaque 
attribut d 'une notion correspond à: 
C - Create: L'attribut peut être créé; 
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R- R ead: L'attribut peut être retourné en réponse à une opération «show » ou «list »; 
U - Update: La valeur de l'attribut peut être modifiée; 
D - Delete: La valeur de l'attribut peut être supprimée; 
Not ion Physical N ode 
A t tribut Type Obligatoire CRUD Va le ur par Contra intes de d éfaut validation 
id uuid-str Oui CR Généré UUID Pattern 
na1ne String Non CRU None N/A 
description String i\on CRUD Nf A i\fA 
Fichier de 
conf_ file ru Oui CRU Nf A configw-ation 
existant 
Switch 1 Storge 1 
type String Oui en Switch Server 1 PC 1 
Firewall 1 !DSI IPS 
status String Otu CRU Active Active 1 Inactive 
eqtupment Mode! String Nou CRU Nf A N/ A 
system version String Non CRU N/A N/A 
Liste d'instances 
services List( mud-str) i\ou CRUD Liste vide de services 
existants dans le 
réseau physique 
pbysical_ uetw-
uwd-str Otu CR Généré UID Pattern 
ork id -
pbysical _ node 
uuid-str i\on CR Généré UID Pattern 
_ group id -
Tableau 4.1: Liste des attributs de «Physical Node». 
Le nœud physique est représenté dans MAP par la notion Physical Node. Le tableau 
4.1 présente les attributs de l'élément Physical Node du modèle décrit dans le chapitre 3. Un 
nœud physique dans MAP doit absolument avoir un identifiant et un fichier de configuration 
«conf_jile». Un nœud physique peut avoir plusieurs types tels qu'un commutateur , un routeur , 
un serveur de stockage, un serveur de traitement ou un équipement de sécurité. Les nœuds 
physiques peuvent appartenir à un Physical Node Group comme présenté dans le tableau A.8, 
mais doivent obligatoirement appartenir à un Physical Network comme présenté dans le tableau 
A.2. Pour chaque nœud la spécification du modèle de l'équipement et de la version du système 
avec laquelle il fonctionne est nécessaire. Ces deux paramètres permettent au D river Manager 
de choisir le driver approprié pour communiquer avec ces équipements. 
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Attribut Typ e Obligatoire C RUD Valeu r par Contraint es d e d éfau t validation 
id uuicl-str Oui CR Généré UUJD Pattern 
na me String Non CRU None Nf A 
descri ption String !\on CRUD N/A Nf A 
Fichier de 
conf_ file UIU Otù cnu ~/A configuration 
existant 
type Stri ng Otù CR VYI VM 1 switcb 1 
router 1 bridge 
status String Otù CRU Active Active 1 Inactive 
eqtù pmcnt ~1odel String Non cnu X/ A ~/A 
system version String Non CRU N/A N/A 
Liste cl 'instances 
services liste( mùcl-str ) Non CRUD liste vide de services présents 
clans le réseau 
virtuel 
virtual_ nctw- list( uuicl-st r) Oui CR Généré u lD Pattern 
ork id -
vir tual nocle 
uuid-str Non CR Généré u lD Pattern group id -
Tableau 4.2: List e des attributs de «Virtual Node». 
Notion Virtual N ode 
Le nœud virtuel est représenté dans M AP par la notion Virtual Node. Le tableau 4.2 
présente les attributs de l'élément Virtual Node du modèle décrit dans le chapit re 3. Comme 
pour le nœud physique, le nœud virtuel doit obligatoirement avoir un identifiant et un fichier 
de configuration décrit en langage Meta-Cli. Le paramèt re type indique si le nœud virtuel 
est une machine virtuelle, un commutateur , un routeur ou un pont. Dans le choix du driver 
pour la configurat ion de l'équipement virtuel, le D r iver Manager doit connaître le modèle de 
l'équipement et la version du système avec lequel il fonctionne. 
N otion Virtua l N ode Group: 
Attr ibu t Type Obligatoire C R U D Va le ur par Contra in t es de d éfa ut val ida tion 
id uuicl-str Oui CR Généré UU ID Pattern . 
narne String Non CRU None N/ A 
descripti on String Non CRUD N/ A Nf A 
type String Non CRUD None OVS 1 Vroutcr 1 Bridge 
identifian t cl'trn 
physical_ nocle* utticl-st r Non CRUD None nœud physique 
existant 
virtual_ network list(mùd-str) Oui CR Généré UTD Pattern id -
Tableau 4.3: Liste des attributs de «Virtual Node Group ». 
Le groupe de nœuds virt uels est représenté dans MAP par la notion Virtua l Node Group et 
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c'est l'une des notions les plus importantes de MAP. Le groupe de nœuds virt uels permet à MA P 
de faire la correspondance ent re l'infrastructure virtuelle et l'infrastructure physique. Chaque 
nœud virtuel doit appartenir à un groupe de nœuds virtuels pour qu 'il puisse être associé à un 
nœud physique. Les groupes de nœuds virt uels doivent appartenir aux mêmes réseaux virtuels 
que les nœuds qu 'ils regroupent. 
4 .2 .3 Fonctionnalités de MAP 
MA P est conçu pour supporter plusieurs opérations et effectuer plusieurs fonctionnalités 
pour la plateforme OpenStack. Le principal objectif de ce plug-in est l'ant icipation des conflits 
liés aux configurations des services et à la topologie. Dans cette section, nous allons détailler 
les principales opérations qui nous permettent d'atteindre cet objectif. Ces opérations sont la 
création des réseaux virtuels et la connexion des machines virtuelles à ces réseaux virtuels. 
Mais d 'abord, et avant qu'un ut ilisateur ne puisse effectuer ces opérations et lors de 
l'init ialisation du plug-in, les informations sur l'infrastructure physique sont mises à jour dans 
la base de données de MAP. Ensuite, les infrastructures virtuelles qui vont être créées seront 
mappées sur cette infrast ructure physique. 
Création d 'u n réseau v irtu el 
! s s 
1 1 
1 
1 1 
r create_network (name, seg_id)__.! 
1 ~reate_network(name , seg_id~ 
Alternative) 
(fr name exist] ~dd_network(name. seg_id>----j 1 1 
1 
J.-Network name already exist-1 1 
1 1 1 
r+Error Network name already ex1st-l 1 J 
1 ['*'"Error Network name alrea(.)y ex1 st~ 1 1 1 
--, - - - - - - - - _J - - - - - - - - _j_ - - - - - - - - 1 - - - - - - _J 
[(Oise] 1 1 ~ 1 
1 1 1 1 Generale network_id 1 
1 1 1 ~ 1 
1 l ~etwork i l 
l 1 ~create_virtual_network(Networkjd, target_networl<)----.1 
1 1 1 1 1 
1 1 ~virtual Nelwork createcl----j' 1 
: ~NetVJork create<l------1 1 
~etwork created- 1 1 1 
1 1 1 
1 1 1 
Figure 4.3: Opérations pour la création d'un réseau virtuel dans MAP 
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Avant la création des machines virtuelles, un client de OpenStack doit obligatoirement 
créer le réseau virtuel a uquel elle va être connectée. La création d 'un réseau virtuel est l'une 
des opérations les plus essentielles pour la création d 'une infrastructure virtuelle, car toutes 
les autres opérations reposent sur celle-ci. Avec le plug-in MAP, lorsqu 'un utilisateur veut 
créer son réseau virtuel, il doit utiliser l'API de Neutron. La méthode «create_ network» est 
alors exécutée dans le module B ase pulg in. L'exécution de cette méthode engendre l'ajout du 
réseau virtuel dans la base de données de eutron, puis dans celle de MAP. Cependant d 'après la 
spécification de l'API de Neutron, les réseaux virtuels doivent avoir des noms différents. D 'autre 
part , l'objet N etwork dans les deux bases de données doit avoir le même identifiant pour 
pouvoir déployer l'infrastructure virtuelle sur l'infrastructure physique. La figure 4.3 illustre les 
opérations nécessaires pour la création d 'un réseau virtuel 
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Connexion d'une machine virtuelle au réseau virtuel 
La connexion d 'une machine virtuelle à un réseau virtuel est l'une des fonctions les plus 
importantes dans la plateforme OpenStack et dans toutes les plateformes de l'informatique en 
nuage de type laas. Par ailleurs, l'implémentation de cette fonctionnalité dans MAP est t rès 
différente de cell s des autres plug-ins de la plateforme. En effet, ce qui distingue notre plug-in 
par rapport aux autres c'est qu'il est t rès flexible et prend n considération presque toutes les 
caractéristiques de l'infrastructure physique et virtuelle. La figure 4.4, illustre les opérations 
nécessaires pour la connexion d 'une machine virtuelle à un réseau virtuel. 
Chaque noeud de t raitement possède un agent qui communique avec le plug-in de eu-
tron et qui le notifie de chaque changement dans l'infrastructure virtuelle. Lorsque Nova crée 
la machine virtuelle dans un nœud de traitement, il crée avec cette machine un port virtuel 
et l'attache au commutateur virtuel de l'hyperviseur. L'agent de Neutron détecte l'ajout d 'un 
port virtuel attaché au commutateur virtuel et avertit le plug-in de cet ajout. À travers ses 
drivers, Map récupère la notification de l'agent et vérifie les informations de ce nouveau port 
dans la base de donnée de eutron. Après la récupération de ces informations, le processus 
de configuration peut commencer. Le module Infrastructure Manager recherche toutes les 
machines qui appartiennent au même réseau virtuel de la nouvelle machine virtuelle. Pour 
chaque machine virtuelle t rouvée, l'Infrastructure Manager fait appel au module Topol-
ogy Manager pour rechercher tous les chemins entre ces machines virtuelles. Le Topology 
Manager quant à lui utilise l'algorithme KSP pour rechercher tous les plus courts chemins 
entre chaque deux nœuds puis envoi tous les chemins à l'Infrastructure Manager . Cepen-
dant , si aucun chemin trouvé, le Topology Manager envoi une liste vide à l'Infrastructure 
Manager. Après l'identification des équipements et leurs interfaces qui constituent les chemins 
trouvés, l'Infrastructure Manager les envoie à l'Isolation provider pour la création des 
instances de services. L'Isolation Provider crée, à partir des servie s génériques disponibles, 
les instances de services pour chaque équipement du chemin. La configuration de ces instances 
de services est réalisée en considérant le type des équipements et sa position dans la topologie 
du réseau. Les instances de services crée sont alors acheminées vers le Node Manager . Ce 
dernier implémente c s instanc s de services sur les configurations des équipements et retourne 
les nouvelles configurations à l'Infrastructure Manager pour une validation complète des 
services. Le Validator utilise les règles de validation présente dans la base de données· M eta- Cli 
pour effectuer la validation des services. L'algorithme de validation ut ilisé dans le Validator 
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ne récupère que les règles correspondant aux services qui ont été utilisés pour la configuration 
des équipements. Cet algori thme génère le booléen «T'rue» si la validation s'effectue avec succès 
sinon il retourne la cause du conflit dans le cas contraire. Si la validation a réussi, les configura-
tions sont envoyées au Driver Manager pour choisir le driver qui va configurer l'équipement . 
4.2.4 Description de l'environnement de développement 
Nous avons implémenté MAP sur un environnement de développement OpenStack nommé 
Devstack avec le langage Python dans sa version 3. 
Devstack 
DevStack est un script capable de créer rapidement un environnement de développe-
ment d 'OpenStack. La mission de DevStack est de fournir et entretenir les outils utilisés pour 
l'installation des services de OpenStack à partir du dépôt Git [25] . Il peut également être utilisé 
pour faire des démonstrations sur l'activation et l'exploitation des services de OpenStack et 
fournir des exemples de leur utilisation à partir de la ligne de commande. Le script de Devstack 
peut être exécuté sur plusieurs types de plateformes telles qu ' Ubuntu [13] ou Fedora [12]. Dans 
notre implémentation, nous avons travaillé sur la plate-forme Ubunt u server 12.4. 
Devstack est aussi capa ble d' installer et de configurer toutes les composantes de OpenStack 
sur un même nœud (c 'est à dire une seule machine de t raitement) , mais aussi sur plusieurs nœuds 
distants. 
Python 
P ython [41] est un langage de programmation orienté objet . C'est le langage principal 
avec lequel sont écrits la majorité des projets de OpenStack. Les développeurs de OpenStack 
ont récemment migré les projets de la plateforme de la version 2 de Python à la version 3, 
car ce dernier présente plusieurs nouvelles fonctionnalités. Les principales fonctionnalités qui 
nous intéressent dans la version 3 sont la gestion des adresses 1Pv4 et la possibilité de création 
d 'environnements virtuels pour les tests de scénarios. C'est pour cette raison qu 'on opté pour 
l'ut ilisation de Python 3. 
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4.3 Résumé 
MAP est le plug-in réseau de Neut ron que nous proposons pour la gestion et la configura-
t ion du réseau dans un environnement OpenStack. MAP possède des out ils et des concepts qui 
lui permettent d'effectuer plusieurs opérations qu 'on ne trouve pas chez les aut res plug-ins de 
Neutron. Ces opérations lui permettent d'atteindre ses objectifs qui sont la détection des conflits 
liés à la co"nfiguration des équipements et de la topologie du réseau et l'adaptation des réseaux 
Overlay à l'infrastructure existante. Nous allons par la suite tester ces nouvelles fonctionnalités 
dans des infrastructures issues du monde réel des cent res de données. 

CHAPITRE V 
ÉVALUATION DE L'IMPLÉMENTATION 
Dans ce chapitre, nous allons présenter une évaluation du modèle et du plug-in pro-
posés dans les chapitres 3 et 4. En effet , nous déploierons sous OpenStack, un ensemble 
d 'infrastructures simples et complexes, que nous contrôlerons par l'intermédiaire de notre plug-
in. Nous observerons par la suite les comportements de ces dernières suivant différents scénarios 
nécessitant un changement de la configuration. Nous voudrions aussi déceler les limites de notre 
solut ion en terme de nombre de nœuds et de nombre de chemins à configurer dans chaque ex-
emple d 'infrastructure. A la fin de ce chapitre, nous allons établir une comparaison entre MAP 
et d 'autres plug-ins disponibles pour Neut ron. 
5.1 Environnement d'évaluation 
Afin d 'évaluer le plug-in MAP et le modèle CMnet, nous avons déployé un environnement 
OpenStack comme illustré dans la figure 5.1 composé de deux nœuds de traitements ( Com-
pute Nades) et d 'un nœud de contrôle (Contro l Node) . Les nœuds de traitement vont héberger 
les machines virtuelles tandis que le nœud de contrôle sera responsable du contrôle de toute 
l'infrastructure OpenStack. Pour cela, nous avons utilisé 3 machines virt uelles avec Ubuntu 
12.04. Par ailleurs, chaque nœud de traitement possède deux interface:;; réseau: l'une reliée 
au nœud de contrôle et l'aut re reliée aux autres nœuds de t raitement par le biais d 'un réseau 
physique émulé par GNS3 [42] et que nous décrirons dans la suite de ce chapitre. Cet outil 
représente un environnement pour la simulation des réseaux informatiques et peut être ut il-
isé pour la vérification et l'expérimentat ion des configurations des équipements réseau. Afin 
de mettre en œuvre les différents réseaux pour nos scénarios, nous avons ut ilisé deux types 
d 'équipements: 
• Un émulateur du routeur Cisco 7200 représenté dans la figure 5.2a: Ce routeur est utilisé 
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VM: Ubuntu 12.04 
{ 
Nova 
Installé Agen~~~utron 
KVM 
Noeud de traitement 
VM: Ubuntu 12.04 
Installé Tempest 
{ 
Horizon 
Nova 
Neutron 
Keystone 
Noeud de controle 
VM: Ubuntu 12.04 
{ 
Nova 
Installé Agen~~~utron 
KVM 
Noeud de traitement 
Figure 5.1: Environnement d 'évaluation du plug-in MAP 
normalement pour les infrastructures des prestataires de services en tant que routeur edge. 
• Un émulateur du routeur Cisco 3725 représenté dans la figure 5.2b: Ce routeur peut 
effectuer des fonctionnalités de commutations et créer des réseaux virtuels basés sur la 
technologie VLAN. 
(b) Émulateur du routeur Cisco 3725 
(a) Émulateur du routeur Cisco 7200 
Figure 5.2: Équipements utilisés dans GNS3 
Le déploiement de OpenStack a nécessité l'installation de quelques composantes essen-
tielles pour assurer les fonctions de base de cet environnement: 
- KVM: Il représente l'hyperviseur déployé dans le nœud de traitement qui hébergera nos 
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machines virtuelles. 
- Nova: C'est le projet d'OpenStack responsable de la gestion du cycle de vie des instances 
de machines virtuelles. 
- Keystone: C'est le projet d 'OpenStack responsable de la gestion des rôles, des utilisateurs, 
des projets et des tenants. 
- Neutron: C'est le projet d'OpenStack fournissant la plateforme SDN et responsable de la 
communication des machines virtuelles. 
- OVS: Il représente le commutateur virtuel de notre infrastructure permettant aux ma-
chines virtuelles d 'accéder au réseau physique. L' OVS sera configuré à l'aide d 'un agent 
de eutron 
5.2 Scénario 1: Détection des conflits sur la topologie du réseau: 
5.2.1 Description du scénario 
Ce scénario met en évidence la possibilité d 'anticipation du bon fonctionnement d'un 
réseau Overlay. En effet, grâce au modèle d'abstraction de l'infrastructure physique et virtuelle, 
le plug-in est capable de calculer les chemins entre les différents nœuds physiques et virtuels. 
De plus, le plug-in est aussi capable de générer une erreur si aucun chemin n'a été trouvé entre 
deux nœuds distants. Dans ce scénario, nous avons simulé la création d 'une machine virtuelle 
dans le « serveur2 » pour un locataire donnée. Ce locataire possède déjà une machine virtuelle 
dans un «serveurl » et voudrait que ces 2 machines soient dans le même réseau virtuel. ous 
avons aussi simulé la panne d'un lien connectant deux équipements physiques, ce qui engendrera 
en effet l'élimination de tout chemin pouvant connecter ces deux machines virtuelles. Dans ce 
scénario, le plug-in MAP est configuré de sorte à utiliser le service VLAN pour le réseau Overlay 
permettant la communication des deux machines virtuelles comme illustré dans la figure 5.10. 
5.2.2 Évaluation de l'algorithme de calcul des chemins 
La détection des conflits liés à la topologie du réseau est basée essentiellement sur l'algorithme 
de calcul de chemins KSP. Nous cherchons à évaluer notre implémentation de cet algorithme à 
travers des tests unitaires. Ces tests varient selon deux principaux facteurs qui sont le nombre de 
nœuds physiques et le nombre de plus courts chemins que l'algorithme KSP doit calculer. Nous 
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VM2 
Figure 5.3: Infrastructure adoptée pour le premier scénario 
tentons aussi d 'élaborer l'équation pour calculer le temps de recherche du plus court' chemin en 
fonction de ces deux facteurs. Cette équation est la suivante: 
(5.1) 
La variable TKsP représente le temps d 'exécution de l'algorithme de recherche du plus 
court chemin KSP. Les variables N et C représentent respectivement le nombre de nœuds 
du centre de données et le nombre de chemins qui doit être généré par l'algorithme KSP. La 
constante k représente une constante d'init ialisation . Les principales valeurs que nous devons 
chercher sont la constante kN qui représente le facteur d'impact du nombre de nœuds sur le 
temps d 'exécution de l'algorithme KSP et la constante kc qui représente le facteur d 'impact du 
nombre de chemins sur le temps d 'exécution de l'algorithme KSP. 
La figure 5.4 présente le temps d 'exécution de l'algorithme KSP en fonction du nombre 
de nœuds N présents dans l'infrastructure du centre de données. Pour ce test , nous avons fixé le 
nombre de chemins C égale à 1. ous observons qu'avec l'augmentation du nombre de nœuds, 
l'algorithme KSP prend plus de temps pour le calcul et la génération du plus court chemin 
TKSP · 
La figure 5.5 représente le temps d 'exécution de l'algorithme KSP en fonction du nombre 
de chemins C tout en fixant le nombre de nœuds présents dans l'infrastructure physique à 
N = 29. Nous observons qu'avec l'augmentation du nombre de chemins C , l'algorithme KSP 
prend plus de temps pour le calcul et la génération des plus courts chemins. 
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Figure 5.4: ':D mps d 'exécution de l'algorithme KSP en fonction du nombre de nœuds présent 
dans l'infrastructure 
À t ravers ces deux courbes 5.4 et 5.5, nous avons élaboré l'équation 5.1 de calcule du 
temps de rech rche du plus court chemin n calculant les deux facteurs d 'impact kN et kc : 
kc c:= 115 
os résultats démontrent que le facteur d'impact du nombre de chemins kc est supérieur 
à celui du nombre de nœuds kN . Ceci est expliqué par le fait qu 'ajouter un chemin de plus 
à calculer pour l'algorithme KSP implique l'ajout d 'un aut re cycle d 'exécution de l'algorithme 
tout en éliminant les chemins calculés précédemment. 
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Figure 5.5: Temps d 'exécution de l'algorithme KSP en fonction du nombre de chemins calculés 
5.3 Scénario 2: Détection des conflits sur la configuration 
5.3 .1 Description du scénario 
Ce second scénario nous permet aussi d 'anticiper le bon fonctionnement d 'un réseau Over-
lay. En effet, grâce à l'abstraction fournie par la Meta-Cli et les règles de validation qui sont 
adaptées à ce langage, le plug-in est capable de détecter les conflits et les problèmes qui peuvent 
survenir dans la configuration des équipements réseau. Sur l'infrastructure illustrée par la figure 
5.6, nous avons simulé la création d 'une machine virtuelle dans le «serveur2» pour un locataire 
donnée. Ce locataire possède déjà une machine virtuelle dans le «serveurl » et voudrait que 
ces deux machines virtuelles soient dans le même réseau virtuel. Pour ce fait, le plug-in MAP 
doit créer la configuration des équipements physiques reliant les deux serveurs. Par ailleurs , 
le plug-in MAP est configuré pour utiliser le service EoMPLS [29] pour mettre en œuvre un 
réseau Overlay entre deux serveurs physiques séparés par un domaine L3. D'autre part , la con-
figuration des équipements réseau avec le service EoMP LS, nécessite la configuration préalable 
des interfaces «LoopbackO » des équipements concernés en leur attribuant une adresse IP. Cette 
dernière configuration n 'est en effet pas mise en œuvre dans notre scénario. 
69 
EoMPLS EoMPLS 
GelfO 
Ge2/0 
Figure 5.6: Infrastructure adoptée pour le 2 ème scénario 
L'une des règles que nous avons implémentées dans MAP nous permet de détecter l'absence 
de la configuration de l'interface «LoopbackD». Cette règle énonce que pour chaque routeur ap-
partenant au chemin reliant les deux machines virtuelles, il faut que l'interface «LoopbackD» 
existe et qu 'elle ait une adresse ip valide. La description de la règle est comme suit: Si, au 
minimum, deux machines virtuelles appartiennent à un réseau virtuel basé sur le service VLAN, 
il existe un chemin entre ces deux machines tel que les adresses ip des interfaces «LoopbackD» 
des routeurs qui appartiennent à ce chemin sont différent de «Null ». La formule logique suivante 
décrit cette règle: 
'r:/V irtualnetwork : vn j { vn.service ='vlan'} 
~VirtualN ode : vml , vm2/ { vml # vm2 1\ vml E vn 1\ vm2 E vn} 
~paths: y j {y = vml ---1 vm2 1\ IYI = 1} 
'r:/PhysicalNode : PhysNodej{PhysNode c y 1\ PhysNode .type = Router } 
=> (~PhysNode: LoopbackO/ {LoopbackO .ipaddress # null} 
5.3.2 Évaluation de l'algorithme de validation de la configuration 
La détection des conflits liés aux services réseaux implémentés sur les configurations des 
équipements est basée essentiellement sur l'algorithme de validation des configurations Meta-Cli. 
ous cherchons à évaluer l'implémentation de notre algorithme à travers des tests unitaires. Ces 
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tests varient selon trois principaux facteurs qui sont le nombre de nœuds du centre de données, le 
nombre de chemins générés par l'algorithme KSP et le nombre de règles de validation utilisées . 
Nous tentons aussi d 'élaborer l'équation pour le calcul du temps de validation des services 
réseaux qui est sous la forme: 
(5.2) 
La variable T val représente le temps d 'exécut ion de l'algorithme de validation des services 
réseaux. Les variables N , C et R représentent respectivement le nombre de nœuds du centre 
de données, le nombre de chemins générés par l'algorithme KSP et le nombre de règles de 
validation. La constante kt représente une constante d 'initialisation. Les principales valeurs que 
nous devons chercher sont: 
• La constante kNt qui représente le facteur d'impact du nombre de nœuds sur le temps 
d 'exécution de l'algorithme de validation de la configuration. 
• La constante kc t qui représente le facteur d 'impact du nombre de chemins générés par 
l'algorithme KSP sur l'algorithme de validation de la configuration. 
• La constante kRt qui représente le facteur d 'impact du nombre des règles sur l'algorit hme 
de validation de la configuration. 
La figure 5.7 présente le temps d 'exécution de l'algorithme de validation en fonction du 
nombre de nœuds N présents dans l'infrastructure du centre de données. Nous avons aussi 
fixé le nombre de chemins générés par l'algorithme KSP à C = 1 et le nombre de règles de 
validation à R = 2. Nous observons qu 'av c l'augmentation du nombre de nœuds l'algorithme de 
validation prend plus de temps pour valider les services réseaux présents dans les configurations 
des équipements. 
La figure 5.8 représente le temps d 'exécution de l'algorit hme de validation en fonction 
du nombre de chemins C générés par l'algorithme KSP tout en fixant le nombre de nœuds à 
N = 29 et le nombre de règles de validation à R = 2. ous observons qu 'avec l'augmentation 
du nombre de chemins, l'algorithme de validation prends plus de temps pour valider les services 
réseaux présents dans la configuration des équipements. 
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Figure 5.7: Temps d'exécution de l'algorithme de validation en fonction du nombre de nœuds 
présent dans l'infrastructure 
La courbe de la figure 5.9 représente le temps d 'exécution de l'algorithme de validation 
en fonction du nombre de règles de validation disponibles tout en fixant le nombre de nœuds à 
N = 29 et le nombre de chemins à C = 2. Nous observons qu'avec l'augmentation du nombre de 
règles, l'algorithme de validation prends plus de temps pour valider les services réseaux présents 
dans la configuration des équipements. 
À travers ces trois courbes 5.8, 5.7 et 5.9, nous avons éla boré l'équation 5.2 de calcul du 
temps de validation des configurations des équipements réseaux en calculant les trois facteurs 
d'impact kNt, ke t et k Rt: 
kNI ~ 0.65 
ke t ~ 488.65 
kR! ~ 52.98 
Nos résultats démontrent que le facteur d'impact du nombre de nœuds k Nt est t rès in-
férieur aux deux autres facteurs ke t et kR' · Ces résultats impliquent que le nombre de nœuds 
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Figure 5.8: Temps d 'exécution de l'algorit hme de validation en fonction du nombre de chemins 
calculés 
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F igure 5.9: Temps d 'exécut ion de l'a lgorithme de validation en fonction du nombre de règles 
dans un centre de données n 'a pas d 'influence sur les performances de notre algorit hme de vali-
dation puisqu 'on ne valide que l s chemins générés pa r l'algorit hme KSP. Le facteur d 'impact du 
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nombre de chemins sur l'algorithme de validation reste le plus élevé étant donné que le nombre 
de chemins représente le nombre de cycles d 'exécut ion de cet algorithme. 
5.4 Scénario 3: Adaptation des services à l'infrastructure physique 
5.4.1 D escription du scénario 
Ce scénario met en évidence l'un de nos objectifs qui est le choix automatique du service 
réseau assurant le bon fonctionnement d 'un réseau Overlay. En effet, ce choix doit prendre en 
considération le changement du domaine de diffusion dans l'infrastructure du réseau physique. 
Dans ce scénario , nous a llons simuler la création d 'une machine virt uelle dans le «serveur2 » 
pour un locataire donné. Ce locataire possède déjà une machine virtuelle dans le «serveurl » 
et voudrait que ces 2 machines soient dans le même réseau virtuel. Au début du scénario, les 
deux nœuds de t raitement sont séparés par un domaine L3. Après, suite à la création de la 
seconde machine virtuelle, le plug-in va étendre le domaine à L2 aussi. Pour cela, le service 
EoMPLS sera utilisé, étant donné que nous avons configuré le plug-in de la sorte. L'isolation 
des locataires dans le domaine L2 sera assurée par le service VLAN. ous notons finalement 
que le locataire de ces machines virtuelles possède un réseau virtuel basé sur le protocole VLAN. 
L'identifiant de ce réseau virtuel est 10. 
EoMPLS EoMPLS 
te.::J Fe0/0 
VMl 
Figure 5.10: Infrastructure adoptée pour le troisième scénario 
Lors de l'exécution de ce scénario, le plug-in MAP nous génère les configurations des 
différents équipements du réseau. Ces configurations sont sous format Meta-Cli et seront ensuite 
traduites sous la forme de configurat ion des systèmes lOS de Cisco. 
Les figures 5.11 à 5.14 représentent les configurations générées pour les différents équipements 
Cisco reliant les deux nœuds de traitement. Les lignes en gras représentent les paramètres des 
services utilisés. Ces figurent montrent que le service EoMPLS a été correctement configuré 
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dans les routeurs pour l'extension du domaine de Broadcasting, tandis que les commutateurs 
ont été configurés à l'aide du service VLAN. ous constatons aussi que seulement les interfaces 
qui font part ie du chemin entre les deux machines virtuelles ont été configurées. 
version 12.4 
hostname Routerl 
ip cet 
INTERFACE LOOPBACKO 
IP ADDRESS 9.9.9.9 255.255.255.0 
IP OSPF NETWORK POINT-TO-POINT 
INTERFACE FASTETHERNET0/1 
IP ADDRESS 192.168.23.2 2.55.255.255.0 
MPLS IP 
INTERFACE FASTETHERNET0/0 
no ip address 
duplex auto 
speed auto 
XCONNECT 5.5.5.5 15 ENCAPSULATION 
MPLS 
ROUTER OSPF 1 
LOG-AOJACENCY-CHANGES 
PASSIVE-INTERFACE FASTETHERNET0/0 
NETWORK 0.0.0.0 255.255.255.255 AREA 0 
Figure 5.11: Configuration du routeur 1 
version 12.4 
hostname Router2 
ip cef 
INTERFACE LOOPBACKO 
IP ADDRESS 5.5.5.5 255.255.255.0 
IP OSPF NETWORK POINT·TO·POINT 
INTERFACE FASTETHERNET0/0 
IP ADDRESS 192.168.23.1 255.255.255.0 
MPLS IP 
INTERFACE FASTETHERNET0/1 
no ip address 
duplex auto 
speed auto 
XGONNECT 9.9.9.9 15 ENCAPSULATION 
MPLS 
ROUTER OSPF 1 
LOG-ADJACENCY-CHANGES 
PASSIVE-INTERFACE FASTETHERNET0/1 
NETWORK 0.0.0.0 255.255.255.255 AREA 0 
Figure 5.12: Configuration du routeur 2 
version 12.4 
hostname Switchl 
ip cef 
INTERFACE FASTETHERNET1J1 
SWITCHPORT ACCESS VLAN 10 
SWITCHPORT MODE TRUNK 
SWITCHPORT TRUNK ALLOWED VLAN 1,2,1001-1005,10 
INTERFACE FASTETHERNETl/2 
SWITCHPORT ACCESS VLAN 10 
SWITCHPORT MODE TRUNK 
SWITCHPORT TRUNK ALLOWED VLAN 1,2,1001-1005,10 
Figure 5.13: Configuration du commutateur 1 
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version 12.4 
hostname Switch2 
ip cet 
INTERFACE FASTETHERNET112 
SWITCHPORT ACCESS VLAN 10 
SWITCHPORT MODE TRUNK 
SWITCHPORT TRUNK ALLOWED VLAN 1,2,1001-1005,10 
INTERFACE FASTETHERNETlll 
SWITCHPORT ACCESS VLAN 10 
SWITCHPORT MODE TRUNK 
SWITCHPORT TRUNK ALLOWED VLAN 1,2,1001-1005,10 
Figure 5.14: Configuration du commutateur 2 
5.4 .2 Évaluation de l'algorithme de génération de la configuration 
Lors de l'absence des conflits liés à la topologies du réseaux et des conflits liés aux con-
figurations des services réseaux, le processus de génération de la configuration est effectué. Ce 
processus dépend étroitement de celui du calcul des chemins et de la validation des configura-
tions .Ces deux derniers sont responsables du choix des services et des équipements sur lequels 
ils sont appliqués. Dans cette section, nous cherchons à évaluer l'implémentation de notre al-
gorithme à travers des tests unitaires. Ces tests varient selon deux principaux facteurs qui sont 
le nombre de nœuds du centre de données et le nombre de chemins générés par l'algorithme 
KSP. ous tentons aussi d 'élaborer l'équation pour le calcul du temps de validation des ervices 
réseaux qui est sous la forme: 
(5.3) 
La variable T gen représente le temps d'exécution de l'algorithme de génération de la con-
figuration. Les variables 'N' et 'C' représentent respectivement le nombre de nœuds du centre 
de donnée et le nombre de chemins générés par l'algorithme KSP. La constante kil représente 
une constante d 'initialisation. Les principales valeurs que nous devons chercher sont : 
• La constante kN II qui représente le facteur d 'impact du nombre de nœuds sur le temps 
d 'exécution de l'algorithme de génération de la configuration. 
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• La constante kc ll qui représente le facteur d 'impact du nombre de chemins généré par 
l'algorithme KSP sur le temps d 'exécution de l'algorit hme de génération de la configura-
t ion. 
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Figure 5.15: Temps d 'exécution de l'algorithme de génération de la configuration en fonction 
du nombre de nœuds présent dans l'infrastructure 
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Figure 5.16: Temps d 'exécution de l'algorithme de génération de la configuration en fonction 
du nombre de chemins calculés 
La figure 5.15 présente le temps d 'exécution de l'algorithme de génération de la configu-
ration en fonction du nombre de nœuds N présents dans l'infrastructure du cent re de données. 
r-----------------------·--------
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Ious avons aussi fixé le nombre de chemins générés par l'algorithme KSP à C = 1 et le nom-
bre de règle de validation à R = 2. Nous observons qu 'avec l'augmentation du nombre de 
nœuds l'algorithme de génération de la configuration prends plus de temps pour générer les 
configurations lOS des équipements. 
La figure 5.16 représente le temps d 'exécution de l'algorithme de génération de la con-
figuration en fonction du nombre de chemins C générés par l'algorithme KSP tout en fixant 
le nombre de nœuds à N = 29 et le nombre de règles de validation à R = 2. Nous observons 
qu 'avec l'augmentation du nombre de chemins, l'algorithme de génération de la configuration 
prend plus de temps pour générer les configurations !OS des équipements. 
A travers ces deux courbes 5.16 et 5.15, nous avons élaboré l'équation de calcul du temps 
de génération des configurations des équipements réseaux en calculant les deux facteurs d ' impact 
kN II et kc ll : 
kN II C:::: 0 .04 
kc " c:::: 11.59 
Ces résultats impliquent que le nombre de nœuds dans un centre de données n 'a pas 
d 'influence sur les performances de notre algorithme de génération de la configuration puisqu 'on 
ne génère que les configurations des nœuds appartenant aux chemins générés par l'algorithme 
KSP. Le facteur d 'impact du nombre de chemins sur l'algorithme de génération des configuration 
reste plus élevé que le facteur d 'impact du nombre de nœuds, étant donné que le nombre de 
chemins représente le nombre de cycles d 'exécution de cet algorithme. 
5.5 Discussion des résultats des expérimentations 
D'après les résulta ts des tests effectués sur les scénarios présentés précédemment, notre 
implémentation répond à toutes les spécifications énoncées, à savoir la détection des conflits 
causé par la configuration ou aux liaisons dans la topologie et l'adaptation des services réseaux 
à la topologie et aux types d 'équipements présents dans l'infrastructure du centre de données. 
Nous avons observé à travers les tests effectués que la configuration du réseau du centre 
de données lors d 'une opération d 'ajout d 'une machine ou d 'un nœud virtuel se compose de trois 
processus principaux qui sont: 
--------- -------------
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• La recherche de chemins entre les nœuds à travers l'algorithme KSP 
• La validation des services réseaux implémentés sur les configurations des équipements sous 
format Meta-Cli 
• La génération des configurations valides en format correspondant au système de l'équipement 
de destination 
Par ailleurs, le temps de configuration de l'infrastructure physique pour supporter les 
réseaux virtuels est composé en grande partie du temps d 'exécut ion de ces trois processus. Par 
conséquent, les principaux facteurs qui influent sur les performances et le temps de mise en plac 
des réseaux virtuels lors de la création des nœuds virtuels sont: 
• Le nombre de nœuds présents dans l'infrastructure du cent re de données 
• Le nombre de chemins calculés ent re les différents nœuds 
• Le nombre de règles de validat ion pour les services réseaux 
ous tentons aussi d'élaborer l'équation pour le calcule du temps de mise en place des 
réseaux virtuels lors de la création des nœuds virtuels: 
(5 .4) 
La varia ble T total représente le temps de gestion des réseaux virtuels. Les variables N, 
C et R représentent respectivement le nombre de nœuds du centre de données, le nombre de 
chemins générés par l'algorithme KSP et le nombre de règles de validation. La constante K 
représente une con tante d 'initialisation. Les principales valeurs que nous devons chercher: 
• La constante K N qui représente le facteur d'impact du nombre de nœuds sur le temps de 
mise en place des réseaux virtuels lors de la création des nœuds virtuels 
• La constante K c qui représente le facteur d 'impact du nombre de chemins généré par 
l'algorithme KSP sur le temps de mise en place des réseaux virtuels lors de la création des 
nœuds virtuels 
• La constante K R qui représente le facteur d 'impact du nombre des règles sur le temps de 
mise en place des réseaux virtuels lors de la création des nœuds virtuels 
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A t ravers les équations calculées du temps d 'exécution des différents algorithmes utilisés, 
nous concluons que: 
(5 .5) 
K c = kc + kc t + kc" (5.6) 
(5 .7) 
D'après les résultats obtenus lors des tests de performance des différents algorithmes util-
isés, nous constatons que le facteur d 'impact du nombre de chemins K c est largement supérieur 
aux autres facteurs à savoir J(N et J(R- En effet, un nombre de chemins important alourdit 
énormément le processus de mise en place des réseaux virtuels sur l'infrastructure physique. De 
plus, ajouter un chemin à configurer implique l'ajout d 'un nouveau cycle pour l'algorithme KSP, 
l'algorithme de validation et celui de la génération des configurations. Par conséquent , le four-
nisseur de service qui ut ilise notre plug-in MAP, doit bien choisir le nombre de chemins qu'il veut 
configurer lors de chaque opération sur l'infrastructure virtuelle. En effet, un grand nombre de 
chemins implique une plus grande précision et une gestion plus complète de l'infrastructure mais 
aussi une diminut ion des performances et une augmentation du temps de gestion des réseaux 
virtuels. 
5 .6 Comparaison de MAP avec d'autres plug-ins de Neutron 
ous avons finalement comparé les fonctionnalités implémentées dans notre plug-in par 
rapport à celles d 'autres plug-ins de Neutron. Notre comparaison s'est basée sur cinq critères 
qui sont: 
1- La gestion des équipements OpenFlow 
2- Le gestion des équipements traditionnels 
3- Anticipation des conflits dans le réseau 
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Configura- Configuration P lusie urs types 
P lugin tion d es des équ ip ements Antic ipation d es Adapta tion à d 'équipe m e nts équipem e nt! 
traditionne ls conflits l'infrastructure simultané m ent Ope nFlow 
map J J J J J 
bigswitch J 
ci seo J 
ml2 J J 
openvswitch J 
opencontrail J J J 
opcnday light J J J 
ryn J 
Tableau 5.1: Charectéristiques des différents plug-ins de eut ron 
4- Choix automatique des services à déployer 
5- Gestion des équipements de différents constructeurs 
MAP englobe l'ensemble de ces critères cont rairement aux aut res plug-ins qui vérifient 
quant à eux une moyenne de t rois de ces propriétés. 
5.7 Résumé 
Notre implémentation est considérée comme satisfaisante vu qu 'elle a répondu à tous nos 
objectifs. Cependant le plug-in MAP, n'est pas pour l'instant prêt pour opérer dans un envi-
ronnement de production vu les performances modestes mesurées. Dans ce chapit re nous avons 
présenté différents scénarios de not re plug-in. ous avons par la suite évalué les performances 
des algorithmes ut ilisés en calculant leurs temps d 'exécution par rapport à différentes facteurs 
importants tel que le nombre de nœuds, le nombre de règles de validation et le nombre de chemins 
entre les nœuds. Nous avons par la suite discuté et analysé ces résult ats en évoquant les points 
forts et les points faibles de notre implémentation. Enfin, nous avons fait une comparaison de 
MAP avec les principaux plug-in exist ants dans Neut ron. 

CONCLUSION 
Les technologies de l'informatique en nuage témoignent d'une évolution importante au-
jourd'hui et ceci à tous les niveaux. En effet, cette évolution est due à une forte demande dans 
le marché mondiale pour les services de l'informatique en nuage vu leur apport considérable en 
matière de flexibilité et de disponibilité. Cependant, plusieurs défis restent encore à résoudre 
pour ces technologies émergentes et surtout en matière de gestion des réseaux virtuels pour les 
centres de données multi-locataires. 
Dans ce mémoire, nous avons proposé une solution pour l'anticipation des conflits lors de 
la création des réseaux OverLay pour les plates-formes de l'informatique en nuage. Dans notre 
approche, nous avons considéré comme cruciale la dépendance entre l'infrastructure physique 
et l'infrastructure virtuelle. Le modèle CMnet que nous avons élaboré décrit bien cette dépen-
dance. Ce modèle fourn it une abstraction des différents paramètres de l'infrastructure d 'un 
centre de données multi-locataires "tel que les topologies et les services du réseau . Ce modèle 
a été par la suite validé grâce au langage de validation ALloy. De plus, nous avons utilisé le 
langage d'abstraction de la configuration Meta-Cli pour la représentation des services et des 
configurations des équipements réseau. 
Les différents travaux réalisés pour la gestion des infrastructures virtuelles ne prennent 
pas en considération leurs dépendances avec l'infrastructure physique. En effet, dans le projet 
Neutron de la plate-forme OpenStack, les plug-ins implémentés pour la gestion de l'infrastructure 
virtuelle ne prennent pas en considération la topologie du réseau physique et les configurations 
de ses équipements. C'est pour cette raison que nous avons proposé MAP, un plug-in pour 
OpenStack proposant une nouvelle méthode pour la gestion du réseau dans un centre de données 
multi-locataires. 
Se basant sur le modèle CMnet et sur le langage Meta-CLi, MAP nous permet d'avoir une 
maîtrise presque complète de l'infrastructure du centre de données et d 'effectuer des opérations 
complexes tels que la validation des réseaux OverLay et leurs adaptations aux caractéristiques de 
l'infrastructure physique. L 'un des principaux objectifs de ce nouveau plug-in est de permettre à 
la plate-forme d'OpenStack et à son projet de gestion des réseaux Neutron d 'anticiper la création 
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des réseaux Overlay en détectant les conflits liés aux configurations des services réseaux et à la 
topologie. Ce plug-in est aussi capable d'adapter les configurations de ces services aux types 
d'équipements présents dans l'infrastructure du centre de données et à leurs emplacements. 
Nous avons éla boré trois scénarios afin de tester le bon fonctionnement de notre plug-in. 
Les tests réalisés sur MAP ont permis d'affirmer la détection des conflits sur les services et la 
topologie du réseau. ous avons par la suite testé les performances des différents algorithmes 
utilisé selon plusieurs facteurs qui sont le nombre de nœuds présents dans l'infrastructure, le 
nombre de chemins calculés et configurés entre les nœuds et le nombre de règles de validation des 
services réseaux. À travers ces tests, nous avons conclu que le facteur du nombre de chemins est 
le plus critique. En effet, un nombre important de chemins implique une plus grande précision 
et une gestion plus compl' te de l'infrastructure mais alourdit énormément le processus de mise 
en place des réseaux virtuels sur l'infrastructure physique. 
Iotre plug-in ne présente pas une solution complète pour la gestion d 'une infrastructure 
entière d 'un cent re de donn 'es. En effet elle ne supporte pas pour l'instant les services réseau 
transactionnels. Ces services, tels que VPN, nécessitent un ordre logique lors de la configuration 
des équipements. éanmoins, nous étions capables d'effectuer des opérations complexes sur le 
réseau tel que le calcul des plus courts chemins entre les nœuds et la validation des réseaux 
Overlays. 
La gestion des réseaux est un domaine large et plein de défis non résolus. Dans de futurs 
travaux, nous pourrons explorer la partie de la visualisation du réseau en nous basant sur notre 
nouveau modèle pour permettre aux administrateurs réseau de mieux gérer leurs infrastructures 
physique et virtuelle. 
APPENDICE A 
CONCEPTS DE MAP 
Dans cette annexe, nous allons présenter les différents concepts de MA P et leurs attri buts. 
A.l La notion Target N etwork 
A t tribut Type Obligat o ire C R U D Vale ur par Contrai nt es d e d éfa ut valida tio n 
id uuid-str Otti CR Généré UUID Pattern 
na me String Non cnu None N/ A 
status String Otti CRU Active Active 1 Inactive 
Tableau A.l : Liste des attributs de «Target Ietwork». 
A.2 La notion Physical N etwor k 
Attribut Type Obligat o ire C R U D Valeur pa r Cont r a intes de d éfa ut va lida tio n 
id mtid-str Y es CR Généré UUID Pattern 
na me String Non CRU None N/A 
status String Oui cnu Active Active 1 Inactive 
target_ netw-
uuid-str Otti en Généré UJD Pattern 
ork id -
Tableau A.2: Liste des attributs de «Physical Network». 
A.3 La notion Virtual N etwork 
Att ribut Type Obligatoire C R U D Vale ur par Cont ra intes de d éfa ut val ida t io n 
id uttid-str Oui CR Généré UUID Pat tern 
nan1e String Non cnu None Nf A 
status String Otti cnu Active Active 1 Inactive 
tenant id uu.id-str Oui CR Généré UUID_ Pattern 
targct_ netw-
uuid-str Otti CR Généré UUID Pattern 
ork id -
Tableau A.3: Liste des attributs de «Virtual Network». 
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A.4 La notion Tenant 
Attribut Type Obligatoire CRUD Vale ur par Contraintes de défaut va lidation 
id uuid-str Ouj e n Généré UUID Pattern 
nan1e String !\on enu !\one '\ fA 
status String Quj enu Active Acti ve ! Inacti ve 
Tableau A.4: Liste des attributs de «Tenant ». 
A.5 La notion Generic Service 
Attribut Type Obligatoire CRUD Va le ur pa r Contraintes de d é fa ut validation 
id uujd-str Quj e n Généré UUID Pattern 
name Stri ng !\on CRU !\one Nf A 
description String Non CnUD Nf A Nf A 
conf fi le um Oui cnu '\fA Nf A 
targct_ netw-
uu.id-str Quj e n Généré UUID Pattern 
ork id -
Tableau A.5: Liste des attributs de «Generic Service» . 
A .6 La notion Physical Link 
Attribut Type Obligatoire C RUD Valeur par Contraintes de défaut validation 
id utùd-str Ouj CR Généré UUJD Pattern 
nan1e String ~on CRU None '\ fA 
descript ion String Non CRUD !\fA !\fA 
cost lnteger Ouj cnu 1 Nf A 
status String ÜLÙ cnu Acti ve Active 1 Inactive 
ldenti fiants des 
physical_ interfaces tuple( uuid-str) Otù CRU Nf A interfaces 
physiques existants 
physical_ netw-
mùd-st r Otù CR Géuéré u ID Pa t tern 
ork id -
-
Tableau A.6: Liste des attributs de «Physical Link». 
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A.7 La notion Instance Service 
Attribut Type Obligatoire CRUD Valeur pa r Contraintes de dé faut val idation 
id uuid-str Oui CR Généré UUID Pattern 
na me String Non cnu None N/ A 
description String Non CRUD N/ A N/ A 
conf file URI Y es cnu N/ A Nf A 
generic_ scr-
uuid-str Oui CR Généré -um _ Pattem 
vice id 
physica l_ netw-
uuid-str Otù CR Gén ' ré UUID _ Pattern 
ork id (optional) 
virtual netw-
uuid-str Oui CR Généré UID _ Pattern 
ork id (optional) 
Tableau A.7: Liste des attributs de «<nstance Service». 
A.8 La notion Physical Node Group 
Attribut Type 0 bligatoire CRUD Vale ur par Contraintes de d éfaut validation 
id uuid-str Oui CR Généré UUID Pattern 
na me String l\on CRU None K/A 
description String l\on CRUD N/A ~/A 
typ e String or Nul! l\on CRUD None Chassis 1 l\ one 
physical_netw-
uuid-str Oui CR Généré UUID_ Pattern 
ork id 
Tableau A.8: Liste des attributs de «Physical Node Group ». 
A.9 La notion Physical Interface Group 
Attribut Type Obligatoire CRUD Valeur par Contraintes de défaut validation 
id uuid-str Oui en Généré UUID Pat tern 
na me String Non CRU None N/A 
description String l\on CRUD Nf A N/A 
type String or Nnll l\on cnuo None Linecard 
physical_ nod-
uuid-str Oui CR Généré u ID Pattern 
c id -
Tableau A.9: Liste des attributs de «Physical Interface Group». 
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A.lO La notion P hysical interface 
Attribut Type Obligatoire CRUD Valeur par Contraintes de défaut validation 
id uuid-str Oui CR Généré UUID Pattern 
na mc String Non cnu None Nf A 
description String Non CRUD Nf A Nf A 
Etberuet 1 Fas t 
Ethernet 1 
type String Oui CR Fast Ethcrnt Giga bitEthernet 1 
10 Gigabit 
Ethernct 
stattts String Oui CRU Act.ivc Active ! Inactive 
link id uuid-str Non CRUD Nf A Nf A 
physica l_ nod-
uuid-str Oui CR Généré ·um Pattern 
e id -
phisica l_ interf-
uu.id-str :'\on en D :'\ fA :'\ fA. 
ace group id 
Tableau A.lO: Liste des attributs de «Physical interface». 
A.ll La notion Virtual links 
Attribut Type Obligatoire CRUD Va leur par Contra intes d e défaut validation 
id uuid-str Ou.i CR Généré UUID Pattern 
name String Non CRU None Nf A 
description String Non CRUD Nf A Nf A 
status Strin g Oui CRU Acti ve Active 1 Inactive 
cast lntcgcr Oui CRU 1 Nf A 
vLrtuaJ interfaces 
-
tuple( uuid-str) Oui CRU :'\ fA UUID Pattern 
virtual 
-
nctwork list( uuid-str) Oui en Généré UUID Pattern id -
Tableau A.ll: Liste des attributs de «Virtuallinks». 
A.12 La notion Virtua l interface 
Attribut Type Obligatoire CRUD Valeur par Contra intes de défaut validation 
id uuid-str Oui CR Généré UUID Pattern 
na me String Non CRU None Nf A 
dcscri ption String Non cnuo Nf A Nf A 
virtio 1 el 000 
type String Non CR virtio lne2k ci 1 pcnet 1 
rtl8I39 1 tun 1 tap 
status String Oui CRU Active Active 1 Inactive 
link id uuid-str . Non CRUD Nf A Nf A 
virt ual nod- c id utùd-str Oui CR Généré UUID Pattern 
Tableau A. l 2: Liste des attributs de «Virtual interface». 
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