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SECTION 1 
INTRODUCTION 
The scope of the studias described in this three-volume report i s  intended to 
serve a s  a contribution to the development of the hardware and software facilities 
necessary to accomplish automatically the extraction of the spectral information 
f rom line scanner multispectral image data. The applicability of the theoretical 
concepts included is not restricted to the study of data f rom multispectral line 
scanners, however. The data format produced by such instruments is unusually 
well suited to the development of techniques for extraction of spectral information. 
The use of such data at the existing level of capability in the general problem 
allows the investigator to work directly on the portions of the problem requiring 
the development of new concepts which can cope with high data rates and unprece- 
dentedly large amounts of information. The favorable evaluation of concepts 
which can handle data from multispectral line scanners, and reduce to practice 
the extraction of spectral information therefrom, will extend the same practical 
benefits to  the processing of multispectral data from most other image forming 
instruments as well. 
the data f rom other types of instruments into the format achieved directly with a 
multispectral line scanner. 
I 
The only intermediate steps necessary will be to transform 
The concepts developed and partially evaluated during the conduct of this 
study have been carried out with eight-channcl multispectral line scanner video 
produced by the Bendix EMSIDE I scanner. 
in  Section 5. 1. 
this report, consist of the following: 
The airborne equipmsnt is illustrated 
The end products of the study, contained in the three volumes of 
1. Volume I: a report on the study activities and findings 
2. Volume XI: a description of the generally applicable software used to 
conduct the study; included a r e  analytical descriptions of equations 
evaluated b y  the various programs and flow diagrams which i.ndicate 
how the computations a re  actually performed 
3. Volume 111: engineering specifications which describe the steps which, 
in our judgment, would result  in the development of a Signature Data 
Processing System (SDPS). 
1-1 (I) 
BSR 2949 
The system described i s  not quite a stand-alone system. It has been devised 
to interface with the Ground Data Station (GDS) currently in process for use with 
data collected by a 24 -channel airborne multispectral l ine  scanner. The data 
station and the line scanner together comprise the M.ultispectra1 Data System 
(MSDS). Bendix i s  producing this system for NASA/MSC under Contract NAS 
9-9089. The SDPS interface with the MSDS-GDS allows the former to possess the 
highly refined data handling, editing, and display capability of the latter without 
duplication of equipment and cost. The data input for the SDPS i s  taken from the 
GDS. Processing techniques desired for evaluation a re  applied in the SDPS; the 
result of applying these techniques will produce a magnetic tape a s  an output 
product. The magnetic tape will be suitable for use a s  input data to the GDS; 
when the tape i s  s o  used, the display obtained will be processed imagery which 
maps the spatial distribution of the desired categories based on the spectral in- 
formation extracted from the raw data. 
The SDPS for which specifications a re  submitted in Volume 111 should be 
regarded a s  a research tool. The problem, a s  defined in the next section, i s  not 
the theoretical one of how to extract information, but practical ones. 
problems are how to store enough information. to permit reliable recognition of 
information in the data, how to execute the necessary comparisons quickly, and 
how to determine whether a satisfactory job is performed. 
The practical 
The system specified would provide a research tool of sufficiently general 
flexibility and speed to permit accrual of practical user -oriented experience with 
a great many different techniques for evaluation. 
tionally oriented. 
arithmetic electronics and low noise, wide bandwidth analog electronics make some 
of the alternative methods of implementing the necessary functions very difficult 
to select. Par t  of the development will require the conduct of trade-off analyses 
based on the then current state of the art ,  
The specifications a r e  func- 
Rapidly improving state of the a r t  in high-speed digital 
The balance of Volume I i s  devoted to  a description of the study activities 
conducted with the analytical tools implemented in the form of computer programs. 
The Problem Definition in Section 2 i s  followed by a description of the Study Plan 
in Section 3. 
anticipated aspects of the study. Sections 4 and 5 depcribe the studies performed 
on simulated data, the Parametric Studies, and on Real World Data. Section 5, 3, 
Canonical Transformations, concludes the study of Real World Data with a descrip- 
tion of a promising approach to the problem of dimensionality reduction. Conclu- 
sions drawn f rom the study activities a r e  presented in Section 7, 
This section is  concluded with a review of the significant but tln- 
b 
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SECTION 2 
T ECI-INICA L AP PROA GI4 
2 . 1  DEFINITION OF STUDY OBJECTIVES 
Automatic processing is intended to ease the burden placed on the: interpreter 
of multispectral imagery. 
tion of imagery from a 24-channel scanner would require the inspection of 24 sets 
of imagery with each showing the same spatial area.  
objectively with the strictly spectral information that might be available to him, 
while simultaneously presented with a great deal of redundant spatial information 
much more easily interpreted than spectral information, is asking too mcch. 
interpreter rmkes use of the spectral information in the imagery at  all,  he is  very 
likely to look for  the broad categorical differences which have played a historical 
role in motivating the development of remote sensing instrumentation. 
for thermal differences in the infrared ( IR) ,  evidence of moisture content in the 
near IR, reflectivity differences in the visible, and norn,ally unobservable reflec - 
tivity differences in the ultraviolet. 
manually, the usable spectral resolution would probably require far less  than pro- 
In the absence of automatic processing, the interpreta- I 
To ask: the interpreter to  deal 
If the 
He will look 
If multispectral imagery were to be interpreted 
vided on a multispectral scanner. ip- 
The study of multkpectral signature data is carried out with the objective of 
classifying each observz-tion by type. 
variable parameter of a target category. 
meter and might well be one of the components of -multispectral observation. 
classifications desired a re  the kinds of material which produced the observation 
such a s  corn, oats, granite, quartz, grassland, or forest. 
processing can be undertaken to produce enhanced imagery which is more easily 
interpreted by the user and which relieves him of the burden of inspecting a great 
many images, o r  to produce decision imagery in which case the machine makes 
the final categorical decision. 
tinuous gray scale formed to sharpen the contrast between target categories which 
have characteristic spectral differences expressable on a single scale. 
imagery has distinct gray levels o r  colors associated with each target category. 
The distinction, not a generally recognized one, i s  useful to emphasize an important 
difference in the type of Classifications achievable with automatic methods of proces - 
sing multispectral data, 
One does not intend to measure a continuously 
Temperature is such a measurable para- 
The 
Multispectral data 
1 
Enhanced imagery is normally prepared with a con- 
Decision 
2-1 (I) 
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The maximum likelihood approach to  signature recognition can be demon- 
strated to provide optimum recognition. 
means that a l l  spectral information avail: 1. le is used to assign new observations 
to the member of a set of alternative populations sampled ear l ier ,  which will be 
correct with highest probability, will minimize cost, or ,  with highest probability, 
will place an extreme value on any other quantifiable consequence of the classi- 
fication. 
In this case,  the use of the word optiinum 
Decision imagery is produced by applying Bayesian decision theory to obser- 
vations, in the process comparing them with the signature distributions of reference 
data, and displaying the decision alone. 
sociating a character with each category o r  on a color film recorder by associating 
a color with each category. In neither case is the relative confidence, a s  measured 
by the conditional probability used to  make the decision, transmitted to the user via 
the image display. 
This is done on a printer-plotter beJ as- 
Enhanced imagery transmits gray scales but cannot separate well, more than 
a few major categories; decision imagery transmits only a result obtained by using 
all the available information, but not the information used to obtain the result. 
Ideal processed imagery, which the current study undertook to make possible, 
combines the best features of both types. 
well known spectral signature distributions, the idea? presentation of processed re- - 
sults in a single display would show the classification of new observations into 
categories Jescribed by the known distributions and transmit to the user the relative 
confidence of each decision. This can be accomplished by making classifications 
based on a Bayesian decision strategy and-,computing the conditional a posteriori 
probability for  each classification under the hypothesis selected. 
such an ideal processor is a time-varying classification vector, with one component 
for each permissible feature alternative. 
t o  the input which may be regarded as a time-varying observation vector with one 
component for each spectral channel. 
Given a set  of features o r  targets with 
c 
The output of 
The output vector is precisely analogous 
The Classification vector is a continuous time stream of conditional probabili- 
ties which can be displayed in  a video format just as the input vector. A single dis- 
play can be devis3d to accommodate all components of the classification vector, 
Each component is identified with a color; thus, channel 1, corresponding to feature 
alternative A ,  is encoded to make a red spot on a color display; channel 2, feature 
alternative B, is encoded to  make a green spot. The number of colors usable in  
this way is limited only by the minimum differences in  hue distinguishable by the 
human eye. 
c 
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As the display device sweeps the image plane to  make the display, the color 
displayed is that determined by decision rule such a s  described in the followir,g 
section. The saturation of the selected 
color, however, is controlled by the magnitude of the conditional probability com- 
puted for the category selected. 
that should be placed in the decision. 
between zero (white) and one (completely saturated) as the conditional probability 
is very low or very high. 
This result is ordinary decision imagery. 
This causes the display to show the confidence 
The saturation of the selected hue varies 
This procedure is conceptually simple when employing digital computing 
1 methods. for each category considered. 
with one component for each of the alternatives considered. 
component is the probability of the corresponding alternative. 
into a display by directing the multicomponent output to a color f i l m  recorder such 
a s  that provided in the ground data station. 
modulated in intensity f rom saturation to  white as the probability of correctness is 
large or  small, provides a display which makes all the information available to  the 
inter pr ete r . 
The probability can be computed separately for each observation and 
The output of this processing scheme is a vector 
The value of each 
This can be turned 
A distinct color for each alternative, 
Two problems a r e  raised when Bayesian procedure is applied t o  multivariate 
observations from- imaging sensors. 
to  represent adequately the multivariate signature distribution for a cingle target 
increases exponentially with the number of channels because readii 
nels a r e  not statfstically independent. 
nels and only 100 resolvable levels on each channel would require 1048 words to 
store the signature distribution from a single target. 
the storage capacity of any reasonably sized computer. 
this form cannot therefore be stored digitally in the core  portion of the computer 
memory. 
ceptable and also have prohibitively long access times. 
The amount of information that must be stored 
on the chan- 
Thus, a multispectral scanner with 24 chan- 
Such a requirement exceeds 
Signature distributions in 
Other methods of digital storage for this information a r e  equally unac- 
The second problem concerns the necessary processing rate. Imaging sen- 
sors  collect observations at rates on the order of 105 per second. A proper job of 
classification requires that each of these observations be compared with signature 
distribution for each of the alternatives among which classification is desired. 
Digital methods can be used for signature recognition only if the information stor- 
age requirements can be reduced to  acceptabie levels. 
age requirement is so reduced, digital processing can be completed only at a rate 
much slower than the rate  at which the data a r e  provided. 
techniques a re  employed, the rat2 at which data can be processed is acceptable, 
but the information required to  apply decision rclles and compute zonditional 
probabilities is passed to the processing device at the expense of much ad- 
ditional analog circuitry. 
1 
When the information s tor-  
When analog processing 
2-3 (I) 
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The basic objectives of this study were: 
To explore methods for minimizing the amount of information that must 
be stored to  represent multispectral signature distributions, and t o  
develop quantitative measures of the relative merits of various 
methods 
To explore methods for maximizing the amount of information that can 
be stored 
To evaluate the feasibility of analog methods for  implementing the 
analytical methods explo'recl to  permit rea l  data rate processing with 
analog equipment . 
The scope of these objectives is extremely broad. To approach them in a 
manner which does not permit the illusion of progress to  be represented as r ea l  
progress is to  conduct painfully slow research. 
as the ultimate representation of a population. 
tions concerning the distribution of the population will not influence the results ob- 
tained. The use of samples in this way, however, imposes a number of other 
problems which must themselves be studied before proceeding with the direct 
object: v e s .  
Samples of a population a r e  used 
This choice pa ran tees  that assump- 
2.2 DECISION RULES c 
h4any different objective cr i ter ia  have been postulated to initiate se r ies  of 
analytical deductions to specify rules for decision and classification of multivariate 
observations. 
references describing many such developments and ways of looking at the problem 
of multivariate decisions. 
This section concludes with a partial bibliography which cites 
Decision rules devised in this manner always require knowledge of, or  an  
assumption concerning, the nature of two or  more multivariate distribution functions. 
of relative cost af e r r o r s  and minimize net cost; some use the same information 
t o  minimize the maximum risk. 
ties and relative costs of various e r r o r s  t o  the possible decisions, while necessary, 
is a user judgment problem which has no serious impact on the difficalty of the basic 
decision problem. 
I The rules do not normally differ in important ways. Some permit the assignment 
In any case, the assignment of - a pr ior i  probabili- 
BSR 2949 
The peripheral trimming which often accompanies the development of decision 
rules i s  eliminated in the concise statement of three theorems proved by Rao. e 
These a r e  quoted without proof but not without comment. 
for decisions involving three categories; the generalization required for more cate - 
gories i s  obvious. 
which the best (most probably correct)  decision is category i, a r e  defined. 
probability density function, f i  &), describes the distribution of observations, x, 
drawn f rom the population of category i. 
observations is Pi. 
The theorems a r e  stated 
Regions, Ri,  i n  multivariate space within the boundaries of 
Thz 
The a priori probability of category i 
Theorem 1 
The regions defined by ((I ): 
R1 fl P f > P2fz, P f > P 3 f 3  
1 1 -  1 1 -  
R2 n P2 f2-> P1 P1, P f > P3f3 
2 2 -  
~~n P f > p I f l ,  P f > P  f 
3 3 -  3 3 -  2 2  
constitute the best possible system of mutually exclusive regions. 
Such mutually exclusive regions a r e  also exhaustive in the sense of assigning . 
every point in the space to a region, Ri. 
the best regions are:  
In the event of equally probable categories, 
These regions may be used for classifying an observation when nothing i s  known 
about the Pi. 
We choose that hypothesis for which the likelihood is a maximum. 
"This is the maximum likelihood method in the problem of classification 
A second theorem is  developed t o  define regions, C;, which maximize the 
probability of a correct decision subject to a m-aximum permissible probability of 
an incorrect decision. 
necessarily exhaustive of the space. 
These regions can also be mutually exclusive but a r e  not 
5 
C. Radhakrishna Rao, Advanced Statistical Methods in Biometric Research, 
John Wiley &I Son, Inc., New York, 1952. 
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Theorem 2 
and 
Region C satisfying the condition 
1 
J. 
f dx is a maximum subject to  the restrictions s,
c1 
. 
is defined by 
3 f > af t bf 1 -  2 
where a and b are suitably chosen. 
Similarly, regions C., each maximizing the probability of correct assignment 
to  category i subject to  a maximum probability Q of assignment to  each of the other 
categories j f i ,  a r e  defined by: 
c 
1 
Furthermore, ii the a priori probabilities Pi a r e  known, a single constant can be 9 chosen such that the region Ci is defined by: 
2-6 (I) 
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The practical implication of this result is that, given the ability to compute 
A 
the density functions, fj, for each new observation, x, it can be determined whether 
the observation l ies within a region Ci by evaluating a simple linear combination of 
the probability densities f i  for a l l  j. 
certainty to be retained. 
division of niultivariate space into mutually exclusive regions which limit the prob- 
ability of incorrect decisions. 
The determination permits the degree of 
The linear combination may be selected to determine a 
A third theorem describes a method for the determination of mutually 
exclusive, exhaustive regions such that the e r ro r s  for each group are in an 
assigned ratio. 
Theorem 3 
The system of regions: 
R l n a f j  > b 5 ,  a f l  > c f  - 3  - 
R 2 n b f 2 > c  - f 3 ,  b f 2 F a f l  
where a, b, and c are suitably chosen are the best possible if the e r ro r s  of 
classification for the three groups are to be in an assigned ratio. 
Rao's proofs describe methods for suitably choosing the constants a and b 
of Theorem 2, and a, b, and c of Theorem 3. 
The point to be made here is that knowledge of the probability density 
functions permits the best possible classification t o  be accomplished by applying 
the decision rules developed in these theorems. ,t 
The thrust  of the Signature Data Processing (SDP) Study was therefore 
directed to  methods of representing general probability density functions and making 
them easily and rapidly available for the simple computations necessary to com- 
plete the desired classification. The difficulty of representing general density 
functions, i. e. , representation of functions which cannot be easily described with 
parametric analytic functions, is the justification €or the commonly applied a s  - 
sumption of multivariate normality. Study of solutions to this difficulty involves 
two parallel lines of activity; both were initiated during this study and are con- 
tinuing. Analytical and computer studies of r ea l  data distributions a r e  conducted 
2-7 (I) 
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t o  learn about the properties of real  distributions, how to represent them, and the 
consequences of using representations which a r e  less general than population 
samples. The parallel activity to design, fabricate, and evaluate breadboard 
hardware for implementing decision processing was also carried to the extent 
necessary to define development specifications for an S D P  System. 
approach to the two activities is described in the following sections. 
The technical 
Before proceeding with a discussion of these activities, however, consider 
the nature of a display obtained by the decision rules of Theorems 1, 2, and 3. 
The rule described by Theorem 1, when applied to a three-category decision 
problem, can give three possible answers. 
exclusive and exhaustive regions. 
a three-color map or  the equivalent generated on a computer printer substituting 
characters for colors. More colors o r  characters are required to  map larger  
numbers of categories. A three-color map of this type, produced during work 
supported by the Geographic Sciences Division, US Army Topographic Laboratories, 
Ft. Belvoir, Virginia, is illustrated in Figure 2-1. 
Each observation tested by this rule 
' will be assigned to one of the three categories by division of the space into mutually 
Display of these results could take the form of 
From the user  point of view, such a display is defective because it does 
not distinguish between regions in which the alternative categories a r e  almost 
equally probable but one i s  selected by the decision rule, and regions in which 
the probability of erroneous assignment to the selected category is small. 
is the problem addressed by Theorems 2 and 3. 
exclusive and exhaustive regions in such a way that the probabilities of e r ro r  for 
the categories a r e  in assignable ratios. 
useful for many problems, Theorem 2 provides the best illustration of the flexibility 
dessrable in a decision rule. 
This 
Theorem 3 modifies the mutually * 
While a decision rule of this kind is 
The regions into which space is divided for the purpose of classifying ob- 
servations need not be exhaustive or mutually exclusive for that matter. 
decision rule that region Cj is defined by 
The 
e 
produces a region Ci within which the probability 
'i 
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THIS BEACH R I D G E  IS A POTENTIA1 LO- 
N OF SAND AND GRAVEL DEPOSITS. 
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for a l l  j f i ,  when the a .  a r e  suitably chosen. 
any region Ci shrinks to an arbitrarily small size. 
that the regions Ci overlap. A reasonable selection of Q for  a three-category 
problem in two variables might produce regions 
Q may be chosen small enough that 
Q may alsa  be chosen so large J 
as illustrated in Figure 2-2. 
of Theorem 1. 
of the conditions on the probability of e r ror .  
The regions Ri = C.  + D. a re  those defined by the rule 
1 
The regions D i  a r e  excluded by the ruie of Theorem 2 for violation 
Regions comparable to the D i  may be found on the three-color map of Fig- 
The white areas  along the boundaries between colors a re  observations 
Decision 
ure  2-1. 
assigned t o  none of the three decision regions represented by a color. 
is withheld. 
Black areas  may also be found on the map. These in fact appear only be- 
cause of the darkroom techniques used to produce the three-color map. 
white maps in transparency form were made separately and superimposed in the 
darkroom to produce the three-color version. The black areas  could have been 
produced, however, by overlapping decision regions Ci. 
and achieved by selecting sufficiently large Qi t o  define Ci. 
case are not mutually exclusive. 
Black and 
This could be desirable 
The regions Ci in this 
Selection of decision regions in this way - such that decisions are withheld 
unless clearly justified - transmits more information than simple categorical as - 
signment on the basis of maximum likelihood, i. e., the Theorem 1 rule. 
The basic defect is still not removed, however. The objection that some ob- 
servations which satisfy the maximum likelihood criterion and are assigned to the 
appropriate category may not be clear -cut cases of an observation f rom that cate - 
gory is answered only by creating another category against which the same objection 
may be raised. 
The process could be continued by creating another region within which the 
degree of uncertainty is greater still, and others within which the certainty of the 
decision given is higher. 
t o  display a continuous variable with a mechanism permitting the display of discrete 
variables only. 
The basic defect is still there because of the attempt 
The decision rule of Theorem 2 states a concise tes t  for deciding whether a 
given observation falls within a region deAned to  favor correct decisions and limit 
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the number of e r ro r s .  
probabilities describes a method for determining the probability that a given ob- 
servation is assigned to the correct category. The difference i s  important in terms 
of identifying a variable suitable for display purposes. If an oLservation is  assigned 
to region Ci, the Bayesian conditional a posteriori Probability that the assignment i s  
correct is: 
Bayes' Theorem on the computation of conditional a posteriori 
P. f .  
' For display purposes, probability is more suitable than probability density (lilteli- 
hood) 01' likelihood ratio. 
The interpretation to be placed on a likelihood is not at a l l  clear from the 
numerical value. Probability i s  ccrnmonly inferred only from integrated values of 
likelihood over a region. 
conditional probability densities without integration. Display of a probability, ex- 
pressed on a map in te rms  of gray scale o r  saturation of a color selected to repre- 
sent the category to which an observation i s  assigned, gives a continuous variable 
which admits to  an intuitive interpretation. 
predictable to allow scaling of the signal to  an analog displ-ay device to  accomodate 
all possible values. In cases where probability variations a re  confined to a small 
range, and variations within the small range a re  of interest, it could be desirable 
either to increase the gain at the expense of dynamic range o r  elect t o  display a 
logarithm of probability . 
Bayes' Theorem gives a probability computed from the 
The range of the variable is sufficiently 
The importance of admitting continuously variable instead of discmtely variable 
information to the display mechanism is based partly on the reluctance of people to 
allow machines t o  draw conclusions without assistance. This reluctance is soundly 
based, since recognition techniques based on spectral information alone do not take 
into account the additional information in spatial configuration. 
mation is only made available if the spectral information is completely displayed. 
Human interpreterp handle spatial. information with fa r  greater facility than 
machines, The w k i e  experience of sight and living contributes to the ability of a 
human to  identify shapes. 
make no attempt to process the spatial information, but they do not necessarily 
destroy it, 
is selected which cannot properly present it for interpretation. Subsequent 
developments will permit processing for the recognition of spatial patterns. The 
utility of this technology, however, will be impeded by the use of display devices 
which present conclusions based on spectral patterns alone without a lso presenting 
the continuous variables which permit spatial patterns ts appear without: smoothing, 
thus making them available for manual or intuit,ive interpretation and for subsequent 
machine proce s sing. 
The spatial infor - c' 
Machines which perform spectral signature recognition 
The spatial. information content is not eliminated until a display device 
2-13 (I) 
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SECTION 3 
STUDY PLAN 
The storage of non -parametric probability density functions required for acconi- 
plishing recognition and classification of spectral signatures is identified as  the major 
practical impediment which prevents the immediate construction o€ an optimum pr3- 
cessing system. The approach now ta.ken is to develop the characteristics of a sys-  
tem which will perform in a satisfactory, though perhaps not optimum, fashion under 
the storage constrcints imposed by the state of the art. This problem is addressed 
with three specific objectives: (1) reduction of the amount of data that must be stored, 
(2)increasing the total amount of information that can be stored, and (3) increasing 
the throughput speed with which information can be recovered for  data processing. 
The study plan, as  initially conceived, offered an approach to  these objectives 
base2 on linear transformations. 
systems i s  representation of the conditional probability density function. 
termining the best of many approximate methods for representing the density 
function, the plan as  initially represented would call for selection of a best approach. 
There a re  very few criteria for jud,ging a best representation. Judgments based 
on results obtained are  not reliable because all decision boundaries a re  not nec- 
essarily affected by the adequacy of a representation. 
only that the relative sizes of the densities a re  satisfactory near the decision 
boundary. 
fall in a region where the densities have been found satisfactory. 
between pairs of distributions i s  helpful but somewhat difficult to interpret on an 
absolute scale. 
multiple category classification problem in which s i d l a r  representations a re  used 
for the density of each category, it is unambiguous. 
sensitive to so many parameters, it is dif-ficult znd expensive in te rms  of com- 
puter time to maximize information content by parametric adjustment. 
The soft spot .in practical signature recognition 
By de- 
A classificat’lon result says 
When a. new decision is required, the boundary does not necessarily 
The divergence 
As a measure of the relative difficulty of the distinctions in a 
Because the measure is 
The study as  actually conducted differs for these reasons from the plan ini- 
tially conceived. The comparisons originally undertaken could be carried out with 
the analytical and computational tools developed during the study- Because results 
obtained in this way are  not conclusive, however, the analytical and computational 
tools originally conceived and develcped were supplemented with methods which 
directly addressed the problem of finding a satisfactory method of representing 
conditional probability densities 
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BSR 2549 
For the very reasons that the study was necessary, it was not possible to 
lay out an initial study plan which both satisfied the control objective of giving 
specific direction and pacing events and the technical benefit of hindsight. 
The material covered in Sections 3.1 and 3.2 represents the structure of the 
ideas upon. which the original study plan was based, Section 3.3 summarizes the 
unanticipated study findings and developments; more thorough discussions of these 
findings a re  found in other sections of the report to which the reader is directed. 
3.1 MATHEMATICAL, METHODS 
r- 
The first two objectives - minimizing the amount of data that must be stored 
I -- 
and maxin6zing the amount of information that can be stored - are  approached by 
devising linear transformations of the raw data that permit dimensionality reduc- 
tim without loss of informationo If the useful information contained in eight chan- 
nels of the raw multispectral observations can be completely mapped into a smaller 
number of new variables by a transformation, the amount of data that must be 
stored is proportionately reduced. Because the storage capacity thus made avail- 
able can be used to  store other information, the amount of information that can be 
stored is increased. 
Transformations used for dimensionality reduction, however, must be chosen 
in such a way that the amount of useful information contained in  the variables de- 
leted is as  small as  possible. 
pose is obtained during factor analysis. 
mation i s  one which may allow the space required to store certain kinds of infor- 
mation to  be reduced even i f  dimensionality reduction is not possible. 
formation which results from diagonalizing the correlation matrix of a data sample 
i s  known in  the literature of factor analysis as  a "principal component" transforma- 
tion and the study of this transformation i s  known as  "principal component analysis. 
It can be shown that the transformation has the following properties: 
One linear transformation considered for this pur- 
Among the properties of such a transfor- 
The trans- 
4 
5 
1. The new variables, known as  the principal components, a r e  uncorrelated. 
This property is exactly true only for the principal components of the 
data sample analyzed in this way. c 
2. The transformationcan be reversed to recover exactly the original data. 
No information is lost  by applying the transformation 
The f:-rst property does not guarantee the statistical independence of principal com- 
ponents, but the property is more likely to  be true of the variables transformed in 
this way than of the original data. 
which the transformation is  applied; it is non-singular. 
The second property is true for any data to 
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One potential value of this transformation l ies  in the extent to which the 
principal components a re  not only uncorrelated but statistically independent also. 
If this i s  so, the information storage requirement becomes a linear function of the 
number of channels instead of an exponential one. 
signature distribution, of the form, 
Storage of the most general 
I = f(X1- X2' . . .) Xm) (3.1-1) 
r equi. r e s 
(3.1-2) 
words for each of the alternatives among which a new signature is to  be classified, 
where N is the storage requirement in words of a length in bits necessary to 
distinguish R resolvable levels. 
levels on each channel, the total requirement i s  
For an eight-channel device with 100 resolvable 
N = (1O0l8 = 10l6 words (3. 1-3) 
for each alternative. 
independent, the storage of the most general distribution can be expressed in  the 
form 
If however, the signals on the eight channels a r e  statistically 
. 
f (Xl, x2, . .*X& = fl  IX ) f (X,) 0 . 0  f (X ) . 1  2 8 8  (3.1-4) - 
and requires only 
N = mR = 8 :E 100 = 800 words (3.1-5) 
for each alternative. 
In the event that the principal component transformation produces variables 
which a re  uncorrelated but not statistically independent, it may nonetheless be 
possible to identify pairs of these variables which a r e  more nearly statistically 
independent of the other pairs than each member of a pair is of the other. Since 
principal component analysis removes linear dependence (which is a lack of 
correlation) but cannot remove simultaneously the nonlinear dependenca, the 
pairing of dependent principal components brings together the strongest residual 
nonlinear dependencies. 
r"; c -  
A bivariate joint distribution describes each such pair. In this situation, 
the complete multivariate distribution for each alternative can be written as: 
(3.1 -6) 
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If digital methods a re  used to store this information, the reduction in storage r e -  
quirement is less  impressive than in the case of completely independent variables, 
equation 3.1-5. The requirement now i s  proportional to the number of independent 
bivariate distributions. F o r  the eight-channel example, 
(3. 1-7) 4 N = (l/Z)n R2  = 4 (100)' = 4 5:: 10 words 
3.1.1 Principal Component Analysis (Factor Analysis) 
The role of the principal component transformation is to  express the raw 
F" data in a new coordinate system in which the new variables, principal components, 
i - a re  more nearly independent than originally. Factor analysis, as  performed in 
modern times by computer, often begins with a principal component or principal 
factor analysis of the data. The reader is referred to  the literature of factor 
analysis 8 for further discussion of the te rms  and techniques of that important 
subject. A principal component transformation is obtained a s  follows: 
1. Prepare the data sample for analysis, Express this as  a matrix 
wifh m rows (corresponding t o  mdtivariate observations with m 
channels) and n columns (corresponding to n observations of the target 
described by the data sample). Require that n > m. Call this 
x =  *21 x22 X2n e . 0 . 
2. The data may or may not be put in standard form. It has been found 
desirable to do so. 
row of the data matrix. 
of its own row and divide by the standard deviation. 
Compute fie mean and standard deviation of each 
From each element, subtract the mean value 
Define this as  
:k Harry H. Harman, Modern Factor Analysis, 2nd Edition Revised, The 
University of Chicago Press. 
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which i s  the matrix of the data sample in standard form. 
diagonal matrix of standard deviations for each row: 
S is the 
s =  
P 
b and 
s1 1 
0 
s22 
C b  
0 
0 
mm 0 S 
X i s  a matrix of n identical columns; each row is the mean value of 
a row of X repeated n times: 
1 
3. Form the correlation matrix of the data sample. This is: 
T R = Y Y ,  
BSR 2949 
4. 
P 
i. 
Diagonalize the correlation matrix using standard procedures, ’:< 
The result i.s: 
D =  
x 1  . 
\ 
0 x 2  . . . 
m 0 A 
T URU 
The real  symmetric matrix, R, is diagonalized to  a form of 
eigenvalues, X 1, . . . , X m, by the unitary matrix U, formed from 
the m eigenvectors of R. UT = U transposed. 
5. Multiply both sides of the above by the inverse of D expressed in 
the form: 
where 
T Substitute yy  
and the result 
T T -112 I = D a 1 l 2 u Y Y  u D 
. 
is  commutative. since D 
gc I. S .  Sokolnikoff and R. M. Redheffer, Mathematics of Physics and Modern 
4 2  
Engineerirag, McGraw-Hill Book Coo # 1958, 
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This is the matrix of principal components in standard form. 
is m n just as  is the data sample matrix. In nonstandard form, 
the principal component matrix is: 
It 
Note that the principal components a re  uncorrelated because the 
correlation matrix of the principal components is equal to fie 
identity matrix. 
T T -1/2 
= (D-1/2UY) (Y U D ) 
= I. 
7. The principal component transformation is t h u s  identified as  the 
rn m matrix. - 
T = , y & - S  -1 D '1/2u 
and 
G = TX 
OF 
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A computational scheme to perform principal component analysis of multi- 
spectral data has been developed, A flow chart describing the optional methods 
of analysis available and a computer program logical. flow chart i s  presented in 
Volume I1 of this report. 
3.1.2 Bayesian Decision Processor 
The decision rules discussed in Section 2 a r e  general and equivalent to  the 
Bayesian approach described here. 
decision rule which minimizes the cost of an experiment admit to a direct intuitive 
interpretation. 
in Volume I1 with a computer program flow chart. 
The coefficients and parameters used in the 
A computational method for applying this decision rule is described 
The criterion i s  minimum cost. The expected cost of an experiment is: 
k k  
E(w) = 2 w(j, k) P(j, k) 3e1-8 
k=l j= l  
where 
w = cost of the experiment 
w(j, k) = cost of assigning an object of class j to class k 
. 
A 
. 
I 
P(j, k) = probability of assigning an object of class j to  class k. 
The probability P(j, k) can be expressed a s  the product of an a priori and a con- 
ditional probability 
where 
P(j) = a priori  probability of occurence for objects of class j - 
P(k I j )  = probability of assigning an object to class k provided it belongs 
to  class j 
. 
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The problem i s  to define values of tihe observed signature which cause it 
a region in to be attributed to a class IC, Let ??Ic be the set of signatures (ie e. 
the space of signatures) which is a~r ibu ted ,  to class k. Then, by definition: 
P(1c I j) = 1 f . (%)dP (3.1-10) J 
rk 
where 
OF 
where 
.L x = an observed signature 
fj (x) = the probability density function of signatures for objects of' 
class j 
rk = acceptance region for assignment to class k 
Q = the entire signature space 
rk (3) = 1 for 2 E rk 
The expected cost is then: 
k k 
k= 1 j= 1 
3-9 (I)  
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To niininiize the expected cost, evaluate the cost function i n  square brackets for 
each 1: and set  rl,(z) = 1 for the k associated with the minimum cost. 
rule implied i s  to assign the observation$ to  the category k which minii-nizes the 
cost of thc decision. 
The decision 
c 
The computational schenie which applies this decision rule and is described 
in Volume 11 requires a reliable method for  computing tho probability densities 
f j  During the study, more effort i s  directed to the st-udy of how reliably to 
describe probability densities than to applying the Bayesian Decision Processes. 
3 . 1 . 3  Information Divergence 
Divergence i s  a measure of the amount of information which the differences 
between two distributions contribute to the ability to classify a spectral signature. 
The divergence i s  defined a s  the. sum of two information measures. 
Suppose a signature-? ar ises  from one of two object classes, j or k, The 
likelihood ratio method of classification i s  t o  evaluate the likelihood function 
and assign the signature to  object class j i f  L exceeds some criterion value, and 
to class k otherwise. The amount of information in the likelihood ratio for making 
the decision is log L. (The base of the logarithm does not matter since the re- 
sults vary only by a multiplicative constant; however, log2 L gives the information 
in bits. ) 
To obtain the average information per observation for evaluating the 
hypothesis that the signature belongs to  object class j against the alternative class 
k, it is necessary to take the expected value over distribution j: 
Similar 1 y, 
signature belongs 
f.G) 
I(j:k) = j k g  --)f**)& f,s, 
the average information for evaluating the hypothesis that the 
to object class k against the alternative class j is: 
3-10 (I) 
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)f (x)dx 
*k&) 
I(1c:j) = Jiog --jx k 
J 
The divergence between the two populations is:  
J(j, k) = I(j;k) t I(k;j). 
Note that J(j, k) applies to differences between distributions and not to the sample 
of signatures to be classified, Note also that I(j;lc) and I(1c;j) a r e  integrals, but 
the integration takes place over di€fereat distributions, vie, the distributions of 
the two object classeso Finally, note that the information measures, while inte- 
grated over only one or" the two object class distributions, a r e  not defined unless 
fhe alternative class is specified; i. e., each is defined for tl.c distribution, but 
only against a well defined alternative. 
To evaluate the divergence between distributions of object classes, an 
average of the log likelihood functions over the reference data s e t s  replaces the 
integral. 
sets and the algorithms for evaluating the density functions, 
Tt.. distributions a re  assumed to  be characterized by the reference data 
Let N. and Nk be the number of observations in each of the two reference 
J samples. The required computations are: 
:.*. 
r - 
Y: 
s 
i' 
J(j, k) = I(j;k) t I(k;j). 
The density functions a re  computed with'one of the optional methods provided for 
all computational routines which require the use of a density function. 
tational scheme is documented in  detail with a computer program flow chart in 
Volume If. 
The compu- 
3-11  (1) 
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3.  1 4 Probability Density Functions 
Signature distributions, particularly storage of the information which d e  - 
scribes them, make the task of implementing any rxiultivariate decision strategy 
a difficult one. 
pressing and storing these distributions be evaluated by comparing the perform- 
ance of Bayesian decision strategy using the various methods. 
expressing multivariate distributions of observations a r e  provided: 
. 
The intended appioach requires that alternative methods of ex- 
Five methods of 
1, General Form; Multivariate Histogram 
-L. . . . x ) = f (X)  f(X1’ X2’ m 
2. Independent Bivariate Histograms 
3. Independent Univariate Histograms 
... x ) ? f  (X ) f  (X ) . . . f  (X ) f(X1, x2, m 1 1 2 2  m m  
4. Independent Univariate Normal Distributions 
( 2 d .  m/2 s s 2....9m )-. (I i= 1 1 ‘  f(X, ~ x2, . . .x 
5. Multivariate Normal 
3-12 (I) 
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Each of the histogram forins is smoothed according to the method suggested 
by Specht. The general expression for the smoothing technique is: 
The Y i  a re  memders of the reference samp,s set which is taken as representative 
of the population of interest. 
not coinc-ide Xith an observation Yi in the reLere2ce sample set, a smoothing func- 
tion, g (X - Y i )  , i a  used. 
Tozvaluate a density function a t  a point X which does 
The functions g (X - Yi) can be normalized SO that: 
s f  ( ? ) d g  = 1 .  
00 
This approach, a- concept equivalent to the use of a smoothed and normalized histo- 
gram, is used for the histogram forms of the density function. 
storage requirements imposed by the actual use of a general multivariate histogram 
are avoided by instead storing the sample froin which such a histogram would be 
computed. In this way, an impractically long computational time requirew-ent is 
substituted for an impossible storage requirement; the objective, however, is 
strictly for evaluation. 
The immense 
= - = a  
Donald F . Spechts suggested the use of an exponential form for g(X - Yi). 
If a single multixariate observation with m channels is exprezsed as an 
m-dimensional vector, X,  the multivariate distribution function for X can be 
written: 
2s 
m/2 c e  A. f (X) = --
j= 1 n( 2 sS) 
J, -r 
D. F. Specht, IEEE Tracsactions on Electronic Computers, Vol EC-16, No. 3, 
June 1967. 
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This function can be shown to have the mathematLca1 properties of a distribution 
function (see ref by D. F. Specht). The vectors Y , j=1,2, . . n, a r e  the n multi- 
variate observations which comprise the data sample representing the signature 
distribution of a single target alternative. The cons , is a data-dependent 
parameter set  by the user.  
ment of an exponeiitial~unction. 
a large diztance from X to contribute small amounts to  the distrit-ation function at 
the point X,  and those nearby to contribute relatively large amounts. 
j 
The difference vector, X - Yj , appears in  the argu-& 
The absolute value of this vector causes points ' j  
"From a practical point of view,. .the estimator.. . has two serious 
disadvantages: ( 1 )  it requires storage of the entire training set  for 
use in classification, and (2)  the amount of computation required 
for each classification is roughly proportional to  the size of the 
training set. 
approach is warranted, the [data sample] will easily be large 
enough to make these characteristics prohibitive. ' I  From Research 
Bulletin, Laboratory for Agricultural Remote Sensing, Vol 3 ,  
No. 844, September 1968.8 
For most practical problems for which a statistical 
While the c9,niputation time required to  employ this function is large even 
for evaluation purposes, it does have the virtue of giving the best results that can 
be expected from any decision strategy. By paying the penalty of computational 
time during the evaluation phase, the degradation in performance which accom- 
panies the use of other approximations can be quantitatively assessed. 
The general form multivariate histogram can also be computed using func- 
The computational time saved 
During the study, it became nec- 
A l l  programs \-.hich 
The computations a r e  
tions which decay linearly instead of exponentially. 
with the use of linear functions is considerable. 
essary to  devise such a method. 
ability densities are performed in a subroutine with options. 
require such a computation have the same options available. 
discussed and a computer program flow char: is presented in Volume 11. 
The numerical methods used to compute p.:ob- 
Two additional forms of the density function are provided because they are 
frequently used in other work and very often provide a reasonably accurate descrip- 
tion of the world. 
The independent univariate normal density function, fourth on the list, 
should be equivslent to the use of the fifth, multivariate normal, whenever the in- 
put variables, X, are uncorrelated. 
nents under some conditions. The expression for the general multivariate normal 
form uses matrix notation in the argument of the exponential. The definitions that 
This is true in the case of principal compo- 
* 
- ... -0 
This document goes on to suggest an  expansion of the estimator in polynomial form 
as a solution to the disadvantages, The solution is not entirely satisfactory, however, 
for reasons also discussed in  the document. The polynomial method was rejected for 
use during this study to avc id  such problems a s  evaluating the truncation e r ro r  
superimposed on that of selecting smoothing parameter s o  
3-14 (I) 
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T -1 a r e  the data matrix and the transpose thereof, and R apply are:  X and X 
inverse of th3 correlation matrix. 
of mean values f rom the data matrix elements. 
is the 
Use of the form presumes ear l ier  subtraction 
The computational scheme and computer program flow charts used for  each 
of these is presented in Volume 11. 
3.  1 . 5  Review of Mathematical Methods 
Fig. 3-1 is a block diagram illustrating the various operations performed 
on multivariate observations to accomplish signature data processing. 
blocks a r e  numbered for reference in the diecussion which follows. 
The 13 
The basic mathematical methods of principal component analysis , Bayesian 
decision strategy, information divergence , and computation of probability densities 
a r e  performed in several of the blocks in Figure 3 - 1 .  Blocks 1 through 5 a r e  data 
input operations only. Block 7,  scatter diagrams, represents only a display opera- 
tion. Blocks 6 ,  8, and 9 apply the mathematical methods discussed. The compu- 
tation of probability densities is performed as required in Blocks 8 and 9. 
Because of the t ime consuming nature of the density computations, Block 10 
was added to  append the density computed with a given set of parameters to  each 
observation of a data set. The operations performed subsequently a r e  performed 
directly on the previously computed probability densities at  a considerable saving 
in time. These operations a r e  discussed in Section 3 . 3 .  
3.2 HARDWARE CONCEPTS 
A new hardware concept, applied t o  the processing of multivariate data, is 
intended not only to increase the amount of information that can be stored in a 
processor-the second of the study objectives-but also to  ra ise  the throughput rate 
at which multispectral video can be processed. 
For  two dimensions, an analog equivalent of a bivariate histogram in digital 
storage is a scatter diagram . A scatter diagram is a method for presenting a 
perfectly general bivariate distribution. 
plane of two factor scores,  the bivariate distribution is faithfully described in- 
cluding a12 residual nonlinear relationships between them. 
single target category plotted in +his way represent part of the multivariate signa- 
ture distribution for that alternative. 
When observations are plotted in the 
Observations from a 
A general multivariate distribution can be written a s  a product of bivariate 
distributions i f  each pair of variables is statistically independent of the other pairs. 
c 
BSR 2949 
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This condition is more likely to be t rue of pairs of the transformed variables (the 
factor scores) than of the pairs of the original variables. 
showing the strongest evidence of residual nonlinear relationships is described on 
a single scatter diagram. Assuming that the bivariate distribution described on 
each scatter diagram is statistically independent of the others which apply to the 
same alternative, they can be multiplied to form the general multivariate distri-  
bution. The only remaining question is the nature of an analog device to recover 
the value of the bivariate distributions from the scatter diagrams. 
The distribution of pairs 
4r 
, <  
A flying spot scanner system fo r  this purpose is being evaluated. This differs 
from the usual flying spot scanner in that deflection of the beam is not in a ras te r  
pattern. 
diagram a r e  used to deflect the beam. The scatter diagram is photographed and 
reduced in size; in the form of a negative transparency it is then placed over the 
CRT faceplate with the origin located at  the undeflected spot position. 
portions of the transparency a r e  those without points; positions of high probability 
density a r e  those where the transparent spot density is high. 
combinations used to deflect the beam a r e  equivalent to  the coordinates of the scatter 
diagram; thus, with the origin aligned and tb.e deflection gain properly controlled, 
the flying spot scanner output is a direct measure of a general bivariate probability 
distribution. When the beam is deflected into a region of high-point density-also 
high-probability density-more light passes through the transparency to  the photo- 
multiplier. The beam spot size is enlarged to provide smoothing of the distribution 
function. 
Rather, the same two video linear combinations plotted on the scatter 
Opaque 
The analog linear 
This provides rapid analog computation of a general conditional joint proba- 
bility that an observation arose from the alternative described by the signature dis- 
tribution on the transparencies. With the addition of more flying spot scanners, the 
signature distribution for several  alternatives can be stored and computed rapidly 
and simultaneously. 
Analog summing circuits and dividing networks can then be used to apply any de- 
sired decision rules to the probability densities which have been provided in analog 
form. A functional schematic of a single analog table lcok-up device is illustrated 
in Fig. 3-2. Section 6, Hardware Development, describes in some detail the 
breadboard version of the Analog Table Look-Up device constructed during the 
study. Two distinct functions are performed by the breadboard version. A principal 
component transformation is applied to the video with an analog transformation net- 
work. This provides the input deflection yariables for  the flying spot scar-ners 
which produce bivariate probability densities a s  analog output. 
are: (1) the transformation and (2) the computation of bivariate probability density. 
The two functions 
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Figure 3-2 Functional Schematic of Analog Table Look-Up Device 
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3 . 3  STUDY REVIEW 
The analysis portions of the study began with completion of the software 
necessary to conduct the comparisons required in the original study plan. 
review presented here calls attention to the mathematical methods and computa- 
tional schemes developed during the study that were not initially foreseen. 
a r e  described in greater detail else where in  the report. 
total accomplishnient is  gained by recognizing the unforeseen developments together. 
The 
They 
Some perspective on the 
The concepts discussed include: 
1, Cluster analysis 
2. Density divergence 
3. Smoothing functions 
4. Smoothing parameters 
5. Canonical analysis. 
A new concept in cluster analysis has been developed to locate cluster centers 
a s  modes in a hyperspace. 
gram appears to work equally well on real-world data. 
used to obtain an evaluation of the separability of the alternative target signature 
distributions which contribute to distribution of all signatures found on a common 
set of raw data. 
necessity for complete and accurate ground truth. 
activities did not require the use of cluster analysis, an analytical description of 
the method used is included in an Appendix to Volume I. The same description is  
accompanied by a computer program flow chart  in Section 1.4, Volume 11. 
While tested and proved with simulated data, the pro- 
This tool eventua1l.y can be 
Cluster analysis applied in this way may eventually relieve the 
Because the primary study 
Information divergence has been used largely as a measure of the differences 
in the probability density functions of two populations. In fact, two samples drawn 
f rom the populations of interest a r e  used to allow the lengthy integration otherwise 
required for a divergence computation to  be replaced with a summation over two 
samples, one from each population. The substitution of sum for integral is per- 
formed in Section 3. 1. It became necessary during the study to devise a method 
for measuring the differences in two ways of representing the probability density of 
a single sample. 
a sample divergence as noted in Figure 3-1. The density divergence is derived and 
applied in Section 4 to determine the sample size and smoothing parameters neces- 
s ary to represent a parametrically de sc ribable population. 
The concept of a density divergence is therefore distinguished from . 
* 
The exponential form of the smoothing function originally proposed by Specht 
and contemplated for use during this study, was found to be unnecessarily time 
consuming, A linear form, computationally faster by using only add-and-substract 
3-19(1) 
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arithmetic, was devised to replace it, 
Sections 4 and 5. 
sity function. 
The linear form is defined and applied in 
The linear form maintains the nornializability required of a den- 
.r 
The selection of smoothing parameters for use with the smoothing function 
was a fa r  more difficult task than anticipated. 
satisfactorily. 
multivariate distribution. 
the smoothing parameter should be different for each variable. 
ments required directional smoothing in directions not necessarily parallel with 
the axis of the coordinate system in which the data a r e  represented. 
smoothing matrix is  required which reflects directionality similar to that described 
by a correlation matrix. The relationship between sample size and satisfactory 
smoothing parameters remains complicated. For sufficiently large samples, it 
would probably be less so. 
matic selection of smoothing parameteys, allowing for the variable density of 
observations in hyperspace, is one of the most important areas  for further work 
.identified during the study. 
This is a problem not yet solved 
Specht suggested a single smoothing paramet.er for  a complete 
During an early program review, it was suggested that 
Further develop - 
Hence, a 
Development of a generally applicable method for auto- 
Linear transformations produced by principal component analysis appear to  
be nonaptimum for the purpose of dimensionality reduction. 
tions permit more efficient storage of information by allowing the probability 
density to be factored, they a re  not necessarily the best such transformations for 
reducing dimensionality. The eigenvalue problem from which they a r e  devised does 
not distinguish between variance owing to noise-like influences and variance due to 
spectral  information content. The method of canonical analysis described in Section 
5.3 is believed to be original. Preliminary evaluations of the method tend to  con- 
firm the hypothesis that information of value is more concentrated in the first few 
canonical variables than in the first few principal components. 
While such transforma- 
. 
t 
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SECTION 4 
PARAMETRIC STUDIES 
The simulated data program, described in Volume 11, was used to generate 
multivariate data samples from populations with known parameters. 
performed on these samples serve as a test of the software generated during the 
study and a s  a guide for interpretation of results. The interpretive role applies 
particularly to the use of the information divergence programs and the selection 
of smoothing parameters for use in the Specht function. 
Computations 
When the divergence in units of bits or nits i s  computed between two popula- 
tions with multivariate normal distributions, the interpretation of signal-to-noise 
(S/N) ratio can be placed on the result. 
divergence between a population and a sample drawn from the population i s  a measure 
of how well the sample represents the population. 
on the value of divergence between two dissimilar populations provides an intuitive 
interpretation for this measure of similarity. 
This is demonstrated in Section 3. The 
The S/N interpretation placed 
Divergence computations with simulated data can be performed between popu- 
Because samples a r e  used ia the study to  represent populations and for 
The problem of picking suitable 
lations and samples to help determine the sample size necessary to  represent a 
population. 
the direct computation of probability density, the samples must be smoothed with 
the Specht function concept described in Section 3. 
smoothing parameters is also investigated with simulated data during the para- 
metric studies. 
The diagram in Figure 4-1 shows the flow of data during the parametric studies. 
Each box on the diagram represents one of the programs applied during the study. 
These a re  described in Volume 11. 
ware checkout is routine. 
how t o  apply the software. 
The portion of the investigation devoted to  soft- 
This section deals with the portion conducted to learn 
The box, i. e. , program called Density Lister was written specifically for the 
detailed study of the Specht function and the selection of smoothing parameters. 
The Decision Ruler applies various decision rules to  the output of the Density Lister. 
The Decision Ruler was written specifically to  realize economies in computation 
BSR 2949 
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' time by avoiding recomputation of probability densities when the same data a r e  
used repetitively in the conduct of the study, 
The Density Lister and the Decision Ruler were not used during the para- 
metric study; they were created f o r  use during the study of real  world data to satis-  
f y  requirements identified dur ',ig the parametric study. 
4.1 DESCRIPTION OF SIMULATED DATA SETS 
Four-channel data were used in this parametric study. It is  sufficiently 
complicated for testing the analytical techniques and can be econoinically displayed 
in the form of scatter diagrams for  visual interpretation and insight. Thirty-two 
points were chosen to serve a s  mean values for each of the eight clusters of four- 
channel data. Standard deviations and eigenvalues f o r  each channel were likewise 
chosen, the 1a.tter t o  utilize the random correlation option to the Simulated Data  
Program. :: Eight data clusters of 1000 signatures each resu1.ted from the c h : !  e 
or^  parameters in Table 4-1, The Data  Selection Program, followed by the Su%- 
sampling Program, was thea used to  form data set  SDPSlO containing three training 
sets of 200 signatures each and eight sampie sets of 100 signatures each. 
three training sets were organized as follows: '. 
The 
1. A sampling f rom i~ single cluster, cluster 1 
2. A sampling from two nearby clusters, clnstsrs 2 and 3,  typical of a 
target affected by different conditims 
3. A sampling froin five widely scattered c?:., . ters ,  clusters 4 through 8, to 
represent het e :Y rgtxeous background area.  
\ 
Each of the eight sample s e a ,  candidates for assignmerl! :.P one of the three targets 
during testing of the Bayes Decision Function Program, 'rS.hs sampled from each 
of the original clusters. 
The scatter diagrams of SDPS10, Figure 4-2, in which two of the possible six 
channel pairs of the combined training sets arc: displayed, can be regarded as a 
two-dimensional projection of the four -dimensional distribution of the signatures, 
The scatter diagrams of Figure 4-2 show all three training sets comprising SDPSlO 
plotted on the same diagram. Figure 4-3 
shows similar scatter diagrams f o r  each .of the three training sets above. 
The evidence of clustering is obvious. 
SA description of the Simulated Data  Program options is found in Volume XI, 
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TABLE 4-1 
SIh4ULATED DATA PARAMETERS, SDPSlO 
Desc- iution 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Stancard Deviation 
E ig e nvalue 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Standard Deviation 
Eigenvalue 
Mean 
Standard Deviation 
Eigenvalue - 
- 
1 
0 .50  
0. 03 
0.85 
0.40 
0.02 
1. 30 
0.40 
1.00 
0.60 
0. 03 
l.50 
0. 30 
0. 04 
0. 50 
0. 50 
0.02 
1.10 
0. 30 
0.02 
0 . 6 0  
0. 50 
0.04 
2. ?O 
0. e2 
Ch: 
2 
0. 50 
0. 03 
1 .  05 
0 . 6 0  
0. 04 
0. 90 
0. 70 
0. 04 
1.00 
0.40 
0.02 
1.20 
0.40 
0. 03 
0. 80 
0. 70 
0.02 
1. 30 
0.60 
0.01 
0.80 
0. 30 
0. 08 
0.40 
.ne 1 
3 
0. 50 
0. 03 
0.95 
0.60 
0. 02 
1 . 1 0  
0. 60 
0. 02 
1.00 
0.40 
0. 04 
0.80 
0.50 
0. 02 
1.20 
0. 30 
0. 04 
0.70 
0.40 
0. 03 
1.10 
0.70 
0. 10 
0. 70 
TABLE 4-2 
EXPECTED C 1J.SSIFICATION RESULTS (TRUTH TABLES) 
T- 
100 I roo - 
6 
0 
0 
100 
7 
- 
0 
0 
1 ,o 
Y 
4 
0.  50 
0. 03 
1.15 
0.40 
0. 04 
0.  70 
0.50 
0. 04 
1.00 
0.60 
0.02 
0.50 
0.60 
0.02 
1.50 
0.40 
0. 04 
0. 90 
0. 70 
0.04 
1.50 
0. 30 
0. 06 
0.20 
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Visual iiispection shows the clusters to be easily separable; the decision boundaries 
are so distinct that correct target assignment by the Bayes Decision Function Pro-  
gram is easily accomplished. 
To create a sufficiently diificult problem for further study, data sets  SDPS15, 
SDPS20, SDPS24, and SDPS3O were created with 1 1/2, 2, 4, and 10 times the 
cluster standard deviations, respectively, of SDPSl 0, and otherwise identical para- 
meters and organization. 
a r e  demonstrated by scatter diagrams for these data sets, Figure 4-4, camparable 
to those of SDPSlO in Figure 4-2. Bayes Decision Function and Information Di -  
vergence Program results from a l l  five data sets under comparable parameters 
follow the visual interpretation, and are summarized in Figures 4-5 and 4-6. 
Progres sively more dif€icuit tasks of target separation 
The observations treated as unknown a re  assigned to one of the three training 
set groups. 
from each of the eight populations described in Table 4-1. 
unknowa group was thus 100 from training set group 1, 200 from training set 
group 2, and 500 from training set group 3. 
The set of utknown observations consists of 100 observations drawn 
The composition of the 
While classification results for SDPSlO were near perfect, the most degen- 
erate success (300 misclassifications) occurs for SDPS3O with a l l  classification of 
samples as  background, the most highly probable category as specified by the 
a priori  probabilities. 
between targets 1 and 2, 0.21 bit between target 1 and background, and 0.415 bit 
between target 2 and background. 
marized in Figure 4-5 are shown in Table 4-2. 
Training set divergences for SDPS30 were only 0. 39 bit 
Truth tables for the classification results sum- 
4 .2  PRELIMINARY ANALYSG OF SIMULATED DATA 
Trial of the Bayes Decision Function Program and the Information Divergence 
Program was made with training set data in digitized scanner form, using the 
multivariate Specht smoothing function option $ for  probability density computation. 
This suggested areas requiring further study of the analytical techniques. A priori  
probabilities of occurrence of targets 1, 2, and 3 of data set  SDPSlO were speci- 
fied as 0. 2, 0. 2, and 0 . 6 ,  respectively, and the costs of misclassification were 
equal. The results in Table 4-3  support the cotlclusion that evaluation of the merits 
of a particular representation of the probability density on the basis of classification 
results alone is inconclusive and can be misleading. To obtain correct classification, 
it is necessary only that the relative values of the probability density functions be cor- 
rectly ordered; in regions far  from a decision'boundary, this is not difficult to do. 
Thus, a representation which produces good results mayicorrectly order the likeli- 
hoods near the decision boundaries and also in regions far from decision boundaries 
for the problem solver( without providing a representation equally good close to and 
far from the decision boundaries. The perfect classi€ication of the eight sarnples i n  
both runs shown is in  spite of the poor choice of Specht smoothing parameters. De- 
cision boundaries can thus be quite insensitive to the probability density rkpresenta- 
tion chosen. 
:: 
A discussion of the Specht smoothing function is presented in Section 3.  
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Factor aiia1,ysis i s  a method of multivariate statistical analysis for finding 
coordinate systems in  which the data exhibit certain desirable properties, 
solutions a re  not unique but depend on the model selected by the investigator. 
Standard factor solutions a re  available which identify orthogonal factors and have 
tho property that each of the successive factors selected explains a maximum 
amount of the unexplained variance. The orthogonal 501UtiOn transforms the data 
into independent variables by removing those correlations between variables which 
a re  the result  of linear dependence. Nonlinear relationships which contribute to 
the correlation between variables cannot be removed in thi9 way. 
representation also eliminates redundant information, resulting in a moderate 
reduction in storage requirements. 
from the transformed data, provided the number of dimensixis is the same. 
the information content is small for several factors, they may be eliminated from 
the factor solution with little effect on reproducibility of data or  on the subsequent 
analysis. 
form in Section 3.  
The 
The orthogonal 
The original observations can be recovered 
( If 
The model for the orthogonal factor solution i s  presented in matrix 
f 
The four Bayesian Decision processing and divergence computations were 
performed with the probability density Computation as the Specht smoothing 
fu nc tio n : 
m 2 
/ ( x p .  1 
exp \- $2 -LJ ) i s i= 1 
1 f(x,, xz 0 . .  .x = 
(Za)m/ZN(m S.) 1/2 j= l  n 1  
m 
i= 1 
whcre m is  the dimension of the sample and training vectors, xi is the i3 component 
(factor) of the sample vector, Si is  the smoothing parameter for the i$.,dimension 
(factor), yij is the ith I component (factor) of the jth I training vector, Lna’N is the 
number of training vectors. 
proportion of variance explained by the factor, and with constant Si, i = l ,  m, the 
function was used a s  follows: 
With the factor’ scores ordered according t o  decreasing 
. 
- 
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E.. 
2. 
3- 
4. 
c 
Four dimensionally with w)?. 2 4 and factors 1, 2, 3 and 4 of the trai*-;ng 
and sample set  vectors 
Three dimensionally with nr t: 3 and factors 1, 2, and 3 of the training 
and sample set  vectors 
Two dimensionally with m = 2 and factors 1 and 2 of the training and 
sample set vectors 
One dimensionally with rri = 1 and factor 1 of the training set  and sample 
set  vectors. 
Figure 4-7  graphically* represents the results of the four tests. It is helpful. 
A total of 79 bits of 
and reasonable, since information i s  additive, to examine the sum of the information 
divergences between training sets (Tl-T2) $. (T2-B) 4- (Tl-B). 
information from SUCP. an addition, based on the two -dimensional Specht computa - 
kion divergence results, would seem to be sufficient to keep classification rl;sults 
satsifactorily stable with those based on the four -dimensional computation, 
tho one-dimensional computation sends misclassification soaring from five 
rnisclass.ifications with two factors to 195 misclassifications; the total from sum- 
mation of divergences for the one-dimensional run was only 21  bits. 
clusiorn, however, cannot be generalized because the information divergence com- 
putatim i s  heavily influenced by the selection of smoothing parameters. 
selectimg suitable smoothing para-meters can be objectively treated. 
i s  discmssed in Section 4.3. 
'Yat, 
This ccn- 
I 
A 
conclusion of general validity must thewefore be deferred until the problem of 
This probleri 
Gxperience with the Bayes lkcision Function Program and interpretation 
of the resul ts  soon made it clear that the confidence to be placed in a classification 
made with the Bayesian strategy would be useful supplementary information. 
Compukation of the conditional probability that a particular observation may be 
correctly classified a s  one of the alternatives presented i s  easily provided as a 
by-product of applying the Bayesian decision strategy or any comparable decision 
rule. Given an observation in multivariate space, the probability density is 
determined for each target under consideration. 
%o be considered, the conditional probability that an observation i s  correctly 
classiEad as belonging tr? she Jt& category j s : 
If K alternative categories are 
A 
PJ fJ  
P(e(J)  = 
K 
I =  1 
e 
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A 
where p i s  the a priori  probability of occurrence of category I and f (x) i s  the 
Bayes Decision Function Program in Figure 4-8 shows the usefulness of this added 
information. For example, sample signature number 601 was classified as 
belonging to cateogy 1 witii the Bayesian n o s t e r i o r i  probability of 0.75907 that 
the classification i s  correct. 
the conditional probability that assignment of the same signature to categories 
2 and 3, respectively, would be correct. 
the classification of signature number 1400 as category 3 since the probability 
of correct classification of such i s  0.999 17. 
x probabi I. i t y  density function of signatures of class I. The sample output from the 
The second and third a posteriori probabilities a r e  
A higher confidence could be placeii in 
4.3 SAMPLE SMOOTHING 
The best estimate of the probability density function for sample data is  
based on the actual distribution of the sample. The assumption is that the sample 
represents the population, and that the true distribution can be approximated with 
any desired accuracy with a sufficiently large random sample. 
for estimating the probability density of an arbi t rary observation which i s  inde- 
pendent of assumptions as to distributional form. The method described here is  
based on a function proposed by Specht. * For purposes of computation, the 
sample may be expressed in the form of a histogram, or the computations can be 
made directly from the individual observations. 
A method is needed 
The method consists of attributing a probability density function of arbi t rary 
form to each point in  the training sample. The density function at a n  arbi t rary point 
is obtained by adding up the contributions from all points in  the data set and renor- 
malizing. When the probability density function attributed to each point i n  the train- 
ing sample i s  multivariate normal with the identity matrix for channel-to-channel 
correlation, the form studied by Specht is abtained and the contributioz of each 
point to the total decreases exponentially with the distance from tho point at which 
the density is evaluated. 
The density function for a normally distributed variable in a space of m 
c dimensions (channels) is:  
2 m (x. - a 1 1 x i  
2 
i= 1 i 0- 
f(xp X2" ' ' s 5) = 
m/z (2 l r )  u u 
1 2***',m 
b provided the variables are uncorrelated. Here, ai  is the mean and vi the standard 
deviation in the ith -channel. 
sample, yij, and the smoothing parameters, Sj l/i, and summing the contributions 
By substituting for a. a n  r i  the points of a t raking 
- -  - - 
$< 
Donald F, Specht, "Generation of Polynomial Discriminant Functions for Pattern 
Recognition, Stanford Electronics Laboratories, Stanford, California, Technical 
Report No. 6764-5, May 1966. 
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of a l l  points y; in the training sample to the density function at  an arbi t rary point 
x , the following result is obtained for the density function a t  the arbi t rary point 2 :  
-. 
The index i extends over the m components of the arbi t rary point 
y- in the training saiiiple. The parameter _L'lSi" is a smoothing parameter which 
determines the extent to which the density is concentrated about the observation 
and the points 
CL. 
J 
; vectors of the sample. 
For  large values of Si, the density function i s  quite smooth. A s  the Si 
approaches zero, the density function approaches the reference sample with an 
impulse function of amplitude 1/N at each observed point. 
small values of Si, the reference sample distribution can be smoothed without 
sacrificing the under lying characteristics of the population distribution, 
By choosing suitably 
It soon becomes clear to a user, however, that the selection of smoothing 
parameters which are "suitably small'' i s  no easy task. 
smoothing are required in  different directions. 
necessarily those parallel to the axes used to describe the location of observations 
in the chance hyperspace defined by the spectral  boundaries of channels. The 
amount of smoothing also depends on the local point density in the sample of 
observations used to define the distribution of the population. The local point 
density in  turn depends, at any given region in the distribution, on the total 
number oi points in the sample. 
Different amounts of 
These directions are not 
The importance of these complications to the direct  use of samples to 
represent populations is illustrated by the results of some preliminary studies 
with simulated data which are described below. The use of samples in this way 
was undertaken with full knowledge that the computational time required to 
de scribe population densities would make the scheme operationally impractical. 
A search €or a computationally faster method of smoothing samples was begun 
when it became clear that: a major investigation of the methods of selecting 
smoothing parameters would be necessary. 
operations in the smoothing function described by Speclit is evaluation of the 
exponential function. 
and divisions and a total use of several  hundred microseconds per exponentiation. 
Addition, subtraction, and logical operations are performed relatively fast by 
the computer. A smoothing function was therefore implemented which can be 
cl 
One of the most time-consuming 
To complete this operation requires many multiplications 
BSR 2949 
evaluated with only add and logical operatiom once the data have been divided 
by the smoothing parameters. 
imagined by considering the difference between a three -dimensional Gaussian 
surface and a pyramid. 
The dilference between the two functions can be 
A generalization of the expression which results from using a smoothing 
function, g (i?, 7.1, to smooth it sample is :  
J 
N 
j= 1 
A 
'where x is an arbi t rary vector, yj is  the jf& training vector, N i s  the number 
a€ observations in the training sample, and m i s  the number of channels. 
form of g (x ,  y.) proposed by Specht is: 
The 
- % A  
J 
and 
D = ( 2 ~ )  m'2 N(SIS 2 . e . S  1/2 . 
m 
These expressions use smoothing parameters with the dimensions of variance, 
i. e., the dimension of the x., squared. 
A pyramid smoothing function, generalized from two dimensions and called 
hyperpyramid smoothing, has been implemented to shorten the computational time 
requirements from those of exponential smoothing. The g (2, 9j) takes the form: 
1 
4-20(1) 
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nl- I. The form of D for this function i s  D = 2 
have the dimensions of the standard deviation, i. e .  , the same dimensions a s  the 
variables xi . ((s1iI2 = Si . ) The expression 1 %  iiYij I is  the absolute value 
of the difference between the jthtraining sample observation and the same 
component of the point, x, at. which the density i s  to be evaluated. 
i used in the expression for g (2, F-) i s  that single value of i which minimizes 
the value of g (2, Fj), but g (?, yj) $s never allowed to become negative. 
The computational time required for the hyperpyramid function evaluation 
is  approximately half that required for the exponential smoothing. 
computation times for samples used in this study, however, are long even with 
this saving. 
and the number of points at which the density must be evaluated. 
N(SI1StZ . . . SIm). Here, the S'i 'S 
A 
The value of 
Typical 
Running time is a function of the sample size, number of components, 
4. 3. 1 Specialized Applications of Divergence 
The concept of information divergence is  normally applied to compute the 
divergence between two distributions a s  reprc sented by two different samples, or  
between two samples from the same distribution. If the samples are drawn frorr, 
the same population, this may be used as a measure of the sample size required 
to represent the population. This divergence in bits is a measure of the difference 
between two samples from the same population. 
small, it is fair  to infer that the samples are large enough to represent the papula- 
tion. 
When this divergence becomes 
A more direct computation of the divergence between a population with 
known parameters and a sample drawn from the population is derived below. 
This modified divergence computation i s  used when it is desired to determine the 
divergence between two representations of the same population. It is thus useful 
in evaluating any given selection of smoothing parameters. 
The integral evaluated to compute divergence is : 
f2 
f l  
d?? f i f z  log - dz. 
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To compute the divergence between a parametrically computed distribution, f l ,  and 
the Specht representation, f2 ,  of the sanze distribution, the integral i s  first conver- 
ted to a sum over the sample used for  the’specht rcpresentdtion. Note also t k t :  
and 
If d; - : i. e . ,  integration of the density 1 N l1 
function f l  over 2 is replaced with summation over the training sample. 
cedures a re  legitimate methods for computing expected values. 
Both pro- 
Then note that -cp N 1
and the expression for divergence can be rewritten as: 
1 1  J = 1 ) (log - -  log - z u  -4 f 1 5 
I\ L i= 1 I 
N 
= 1 C ( 1  -5 l o g f i  L - 
i= 1 f l  f2 N 
When f l  is a par metric expression of the density of a known distribution -.nd f2  i s  
a smoothing function using a sample from the distribution, the choice of smoothing 
values used in f2  may be evaluated. 
‘; study to determine the divergence between a multivariate normal population and a 
This expression is used in the parametric ‘- sample drawn from the population which is  used to represent it via the Specht 
smoothing function. 
In cases of real world data, where the population distribution parameters 
are unknown or  complicated in form, tho parameters of smoothing and the sample 
sizes a re  selected to provide two samples to represent the population. 
should differ from each other no more than a sample differs from a parametrically 
represented population. 
The samples 
4. 3. 2 Investigation of Smoothing Parameters 
To use a sample to  represent a population as in all of this analysis, a . 
smoothing method must be employed. 
local that the spaces between sarnpke points are considered to be less  probable 
This smoothing must be loca.1, but not so 
... 
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than they really are ,  
tion was undertaken with the use of SDPSZO, a data set which apparently presents 
a problem of reasonable difficulty. 
A systematic examination of smoothing with the Specht func- 
Eight attempts ai: classification and divergence c.oniputation were made with 
the smoothing parameters for the multivariate Specht function representing the 
following proportions of within-cluster variance: 1/4, 3/8, 1/2, 1, 1 1/2, 2, 3 
and 4. While minimizing of percentage e r ro r  of confusion of target 1 and target 
2 occurs with smoothing parameters in the range 3/4 to 3 times the within-cluster 
variance, the same occurs in the ranges 1/2 to 1 times the cluster variance for 
confusion of target 2 and the background, and 3/8 to 1/2 times the cluster variance 
for confusion of target 1 and the background. 
that target 1 and the background a r e  to be more easily separable than targets 1 and 
2. This conclusion is suggested by the continually larger divergence between the 
former pair of targets than between the latter pair. Yet, the confusion of samples 
to be classified as target 1 and the background i s  continually greater than that of 
targets 1 and 2. 
small for representation of the population. 
divergence between these inadequately sized training samples and classification 
re sult s. 
Also to be noted in Figure 4-9 i s  
An explanation of. this i s  that the training sample size was too 
Contrary indications a r e  obtained from 
The selection of smoothing parameters on the basis of misclassification 
would be unwise, particularly in view of the generalization needed to move to rea l  
problems, 
sults, it was concluded that the intricacies of smoothing will not permit the selec- 
tion of smoothing parameters on the basis of an easily established rule; a more 
careful study was then undertaken. 
After consideration of the many possible interpretations of these re  - 
The amount of smoo; hing rcyuired differs with the shape and number of modes 
in the actual distribution, the number of points in the sample, the number of chan- 
nels, and the direction along which smoothing takes place. A pair of correlated 
variables, for example, with a distribution shape not parallel to either axis, as 
in Figure 4-10 would be misrepresented by smoothing in the direction of the axes, 
The distortion caused by such smoothing is indicated by dotted lines on target B. 
There a r e  infinitely many points well outside such a cluster which would not be 
treated as such by smoothing only in the directions of the axes. The density evalu- 
ated at such a point by the Specht function method is f a r  higher than the distribution 
warrants. 
tional smoothing. A smoothing matrix, similar in concept to the inverse covari- 
ance matrix used on the multivariate normal expression, could be devised. 
option is adopted, the number of smoothing arameters that must be specified 
leap; from N = the number of channels to bJ< Furthermore, there is no convenient 
intuitive interpretation available to select easily the off -diagonal smoothing param- 
eters. 
c- 
Two methods may be applied to accomodate the requirement for direc-  
If this 
Factor analysis, however, provides ready-made software for a simpler 
ASR 2949 
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approach. 
variables a re  uncorrelated factor scores, Figure 4.-11, eliminates the need for off- 
diagonal elements of a smoothing matrix. This approach is used lor  the balance of 
the smoothing study. 
Transformation of the data into a coordinate system in which the new 
Factor analysis has the further benefit of permitting a net reduction in the 
number of variables employed. Because the transformation is used to concentratci 
information in a smaller number of variables than would otherwise be necessary, 
and because these variables are uncorrelated, the number of smoothing par3,meters 
that must be specified i s  less than N for rea l  data, 
The hyperpyramid form of the smoothing function, discussed in Section 4. 3, 
wa.s used for the balance of the parametric study to realize the savings in computer 
time. The form of this function i s  repeated: 
(- 
where N i s  the number of observations in the kthtraining set, S k ik 
parameter €or the ith -channel of the ktktraining set, and 
i s  the smoothing 
yiik is the ig component of the jtt& signature of the kt& training set, and xi is the 
it- component of 2. 
of logical and add instructions, eliminating thq costly exponentiation of the previous 
smoothing f un,c ti on. 
This hyperpyramid function can be implemented with the use  
* 
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A modified divergence computation ::( was developed for determining the bit 
This diver - difference between the distribution of a population with known parameters and a representation of that distribution obtained'from a smoothed sample. 
gence computation, referked to in the remainder of this section a s  density diver- 
gence, is: 
i= 1 
where fl is computed as multivariate normal from the known distribution param- 
eters and f2  is  the smoothing function. 
specialized use of the Information Divergence Program was made by computing the 
divergence between two samples from the same papulation. :% A further intricacy, 
the relation of smoothing to point density, was then studied along with the problem 
of choosing a large enough sample size for representation of a population. 
In conjunction with this modification, 
Using the population parameters of SDPSZO, cluster 1, three data sets were 
A basis for concluding that a 
generated, each containing two samples of size 200, 400, and 600 observations 
from the unimodal multivariate normal population. 
sample is large enough to represent a population is a small divergence between 
two samples of that size. 
pyramid smoothing function for probability density computation, are shown in 
tabular and graphic form in Figure 4-12. 
Results f r G m  this type of computation, using the hyper- 
A sample size of 400 cbservations is seen to be much more reasonable for 
representation of the population than 200 observations. 
the divergence is further decreased to the order of 1 bit for a sample of 600. 
half sigma smoothing appears to be inadequate. 
of divergence is desirable. 
case of two unimodal and normally distributed populations, the interpretation of 
signal and noise takes the following form: signal is the distance (generalized to  the 
number of dimensions required) between modes, and noise is the square root of the 
sum of the two variances. 
For  1 -sigma smoothing, 
One- 
The figure of about 1 bit o r  1 nit 
In the It can be interpreted crudely a s  a n  S/N ratio. 
The reason for variation in  the divergence results for 1/2 [r and la smoothing 
parameters i n  Figure 4-12 is  a n  initial indication of the relationship of smootfing 
to sample size. 
betweert adjacent training set points so that new points between these are assigned. 
density values comparable to those assigned to the training points themselves. 
When, however, the parameter is too small, small peaks a r e  introduced into the 
estimated density, determined by randomness in  the selection of t h e  training 
:::Derivation and-discussion pressnled in  Section 4.3; 1. 
The parameter should be just large enough to smooth the transition 
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e 
sample rather than by the actual distribution. 
too small in this problem is supported by the results from the density divergence 
computation shown in Figure 4-13. The following inverse covariance matr ix  was 
computed from one of the samples containing 200 observations used abovo: 
That 1/2u for smoothing was indeed 
342.55 -41.73 - 3 6 . 6 6  43.12 
-41.73 280. 24 32.77 -6.46 
-36.66 32.77 307.71 -31.98 
43.12 -6.46 -31.98 284.60 
With  f l  based on the multivariate normal density function and this inverse covari- 
ance matrix, and f2  a s  the hyperpyram, ! smoothing fanction, the density diver- 
gence computation was performed on three samples of sizes 200, 400, and 600 
observations, respectively. Smoothing parameters of 1/2u and 1u were used. The 
divergence, then, between the actual multivariate normal density and the estimated 
density for all three sample sizes is  much larger for a 1/20 smoothing parameter 
than for the la smoothing parameter. 
worse for both 1/20 and lu smoothing as sample size decreaees from 400 to 200 
observations, but the density divergence for 600 signatures, point three on each 
graph, was worse than that for 400 signatures. This is explained by examination 
of the inverse covariance matrix computed from 600 observations in comparison to 
that from 200 observatians presented above: 
The density divergence is  increasingly 
1 
291.54 29.10 -13.26 -23.73 
29. ZG 316.58 5.73 -22.39 
-13.26 5. 71 278.54 33.28 
-23.73 -22.39 33.28 268.82 
An increase from 200 observations to 600 observations changes the inv, arse 
covariance matrix of the samples to the point that representation of the multi- 
variate normal density of the 600 -observation sample with the original matrix 
did not lend to an accurate measure of the divergence between the hyperpyramid 
estimate of the density and the actual density of the sample. As expected, use 
of the second matrix in the multivariate normal probability density computation 
brought the density divergence computation below that for the sample of size 
400, point 4 on each graph. 
The parametric representation used in f l  fo r  the point 3 computations was 
not describing the population from which the 600 'samples ware d r e w .  
proper parametric representation was used, the computation gave the result 
plotted as point 4. 
When the 
Note that the divergence between samples, plotted in Ffgure 4-12, is eom- 
parable for  all sample sizes to the divergence between population and sample, 
plotted in  Figure 4-13. 
. -  
4-3 O(1) 
g ,  
. . 
. 
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Figure 4- 13 Density Divergence as a Function of Sample Size 
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While this study could be profitably carried much further, lo  investigate 
the effects of multiple modes, for example, and still larger  samples, it i s  tenta- 
tively concluded that a smoothing parameter of dimension approximately equal to 
the dimension of a cluster is suitable smoothing. 
the standard deviation appears to be about right, 
eter, the divergence may be decreased smoothly b y  increasing the sample size, 
A sample of size  600 gives a reasonably small  divergence for four-channel data. 
This conclusion is more critically evaluated when the result is applied to observa- 
tions of rea l  world data with multiple modes. It then becomes necessary to select 
smoothing parameters based on the size of clusLers. 
A sinoothing parameter equal to 
Given a suitzble smoothing param- 
Note also that the simulated data wer.: not factor analyzed before the diver- (r ‘gence computations were performed. The smoothing was carr ied out, however, 
as though the variables were uncorrelated; the directionality of the smoothing was 
ignored. The results obtained in Figure 4-13, showing the divergence between 
population and sample, a r e  therefore somewhat larger than if  the data had been 
properly smoothed, i. e., factor analyzed. . .  
The study of simulated data, presented in this section under the title Para- . 
metric Studies, is presented to  document the work conducted to  evaluate the soft- 
ware prepared and used in the balance of the study. 
stage for later resolution have been studied f i rs t  with s imdated data to gain confid- 
ence that the software is properly performing the intended operations. Problems 
to be studied further in the following section include selection of smoothing para- 
meters and the size of training samples uscd. These problems relate to both aspects 
of the study objectives. The two aspects a re :  (1) a computer evaluation of process- 
ing schemes based on maximum likelihood methods, using only samples of data 
drawn from a much larger population, and ( 2 )  the development of analog processing 
hardware to operate on the unknown parent populations to perform maximum likeli- 
hood processing. 
Problems identified at this 
, 
The selection of smoo’ihing parameters best  for use in the computer portion 
of the study, if the results a r e  to be implemented usefully, must correspond to real-  
Lizable smoothing parameters realizable by the analog processing hardware. 
flinear transformation specified by compcter analysis is also performed by the ana- 
log hardware. 
tion performed on parent populations by the hardware to be specified. Section 6 
discusses the latter aspect of the problem. 
tion 5 serves a s  a guide for design and perfor.mance objectives of the hardware 
system which will evolve. 
The 
Every operation performed by the computer has an  analogous opera- 
The computer study described in Sec- 
a 
.- 
. .  
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SECTION 5 
REAL-WORLD STUDIES 
L 
i 
c 
z 
Studies performed on data taken from the real world parallel those performed 
on simulated data with known distributions. 
placed on the studies of actual data; conclusions about the potential role and value 
of multispectral data processing ultimately depend upon the distributions nature 
provides. It is only by understanding the information contained in the differences 
between distributims of signa.tures drawn from different populations of interest 
that objective specifications for a data collection system and a data processing 
system can be written. 
Proportionately more emphasis i s  
The spectral differences that contribute collectively t o  the increased infor - 
mation obtainable with multispectral methods of collection and processing do not 
necessarily bear the same relationship to an allowable noise level on the correspond- 
ing channel of the data collection instriiment as would be required for  a single- 
channel instrument. An appropriate approach to the problem of objectively stating 
performance requirements for collection and for processing is  to think in te rms  of 
the effect of instrument noise on the information content of an observed sample dis- 
tribution. When the dispersion contributed by the instrument noise i s  small with 
respect to the dispersion contributed by nature, as determined by multispectral 
measures of information content, then a further improvement in instrument per- 
formance’tvill not improve the ability of the data processor to recognize and clas- 
sify targets. The answer obtained by applying this criterion will of course change 
with the difficulty of the signature recognition problems of current interest. When 
problems of one level of difficulty a re  satisfactorily solved, attention will be directed 
to  the next more difficult problems. 
best performance in a data collection device that current technology and available 
resources can provide. 
It is reasonable, therefore, to acquire the 
As data from such devices become available, the problem of learning to ex- 
tract whatever information i s  present and present it in  usable form will be studied 
with the best possible data. The study of such data will show the hierarchic diffi- 
culty of those problems which can be solved. 
relatively simple and solvable with data collected by an instrument which does not 
perform to state-of-the-art specifications. 
then be designed to the most cost-effective specifications; this will mean reduced 
performance standards in some cases. 
Some of them will be identified as 
Operational instrumsntstion should 
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Conclusions dra.,,m from analysis of data currently available a r e  less  general 
in applicability. The sources of dispersion in the data include contributions from 
instrument noise and from nature. While the contributions from instrument noise 
appear to be smaller than those from nature, there is  no way to determine quanti- 
tatively the relative sizes of the contributions. 
ognition of agricultural crop type signatures, which comprise the real  data used in 
this study, is  not among the most difficult of signature recognition problems, and 
(2) the instrument used to collect the data studied does not have the best performance 
that current technology can provide - i ts  performance, however, appears to be 
adequate for the problem considered. 
Two things a re  certain: (1) the rec-  
The techniques developed during this study a re  to  evaluate the information 
Performance achieved is not to be generalized a s  an indication 
of the limits of multispectral processing. 
and experience with a much larger variety of data and the use of data collection 
instruinents which approach technology-limited performance. 
bntent of data. 
This generalization will require analysis 
This section discusses the study of real-world data performed for evaluative 
purposes. Sections 5.1 through 5.3 indicate how data sets  were generated, the 
statistical analysis applied to the data sets, and the results of the analysis. 
5.1 PILOT DATA SETS 
Multispectral data collected over agricultural areas  near Weslaco, Texas, 
were examined to provide sufficient known signatures for analysis. The data collec- 
tion instrument was an eight-channel multispectral line scanner with channels from 
the UV to the IR a s  illustrated in Figure 5-1. Bendix Aerospace Systcns Division, 
under contract to,,YASA/MSC (Contract No. NAS 9 -94341, conducted four flights 
during the 1969 growing season over the test  sites maintained near Weslaco, Texas, 
by the Agricultural Research Service. 
the scanner; Figures 5-3 and 5-4 a re  photographs of the scanner. 
some of the performance characteristics. 
Figure 5-2 shows the optical schematic of 
Table 5-1 gives 
Of interest  in the scanner system is the technique used for calibration, con- 
01, and dynamic range compression of the electronic signals. The technique 
used is considered a major technological advance in this type of scanner, 
tion sources a re  provided for dark reference and illumination level reference. 
Signals from these Calibration sources are injected into every channel on every 
scan line. The illumination level reference used is diffuse solar (and sky) ir- 
radiance brought into the scanner from above the aircraft  through a fiber-optics 
bundle terminating below a diffusing surface. 
Calibra- 
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EMSIDE 
CHANNELS 
C H #  1 
- 
C H # 2  
- 
CH # 3 
C H # 4  
C H # 5  
C H # 6  
I 
C H # 7  
C H # 8  
C H # 9  
0.2 
0.40 
0.42 
0.491 
0.57 
0.58 
0.64 
0.70 
0.8 
3.9 
1. 
1. 
1. 
9 0.38 
0.44 
0.50 
0.56 
0.62 
0.68 
0.74 
0.86 
1 .o 
1.2 
COLOR 
BAND’ 
SOLAR 
uv 
VIOLET 
BLUE 
GREEN 
YELLOW 
CRANGE 
RED 
SOLAR 
IR 
*HANDBOOK OF 
CHEMISTRY AND 
PHYSICS, 
35TH EDITION 
Figure 5 - 1  EMSIDE Channel. Locations vs. Color Band 
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Field Defining 
i? 
In 5, Detectors 
0 a Radiation From Ground 
Figure 5 -2  Multispectral Scanner Pictorial Layout 
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TAGLE 5 - 1  
PERFORMANCE CHARACTERISTICS 
Channels 
(Number) 
I 
2 
3 
4 
5 
6 
7 
8 
- .-- 
Scanning rate 
(nominal) 
Instantaneous Field-Of-View 
. (Spatial Resolution) 
Spectral Band Detector 
(Microns) 
0.38 - 0.44 
0.44 - 0.50 
0.50 - 6.56 
0.56 - 0.62 
0.62 - 0.68 
0.68 - 0.74 
0.34 - 0.86 
0.86 - 1.0 
s-20 Prvi 
S-20 PM 
S-20 PM 
S-20 PM 
s-20 PM 
S-20 PM 
s- 1 PM 
s- 1 PM 
100 revolut ions/sec 
2.5 mi I I  iradians 
Lateral Scan Angle 120 degrees 
Output Each Channel Terrain Spectral Reflectance 
Spectra I Reflectance Accuracy 1.0 percent 
Design V/h (aircraft velocity f.p.s/ 0.25 
attitclde in feet) 
Analog Tape Recorder Ampex AR 1600 
30.0 min. Tape Running Time (per reel) 
System Weight (Scanner, 
Electronics, Recorder) 
400 lb. 
Power Requirements (Scanner, Electronics, 
Recorder ) 
27 a @ 28V-DC 
't.5 8 @ 115V,~400cps 
Single Phase 
Calibration of each channel is accomplished by a closed-loop electronic servo 
which autoniatically compensates for spectral and intensity variations in  terrain 
ner. 
terrain spectral reflectance. 
flectance range sent to the tape recorder. 
corder dynamic range is the limiting factor of the system dynamic range. 
-. .llluinination and variations in the optical and electronic characteristics of the scan- 
The video output from each of the nine channels is calibrated to yield directly 
d 
System electronics penni t  selection of the total r e -  
This is a vital feature because tape re- 
The Agricultural Research Service provided ground truth for the flight clata 
used during the study. A summary of the information is  found in  Report 69-03.+ 
A more detailed report  on the ground truth for this period is found in a report  by 
"he same author s and organization. 'x' c 
An initial survey was made of the number and conditions of various crops in 
the area as indicated by the ground truth suminary of Sits 32. 
was compiled showing total number of fields of various crops in  the six flight 
lines where data were acquired. 
sorghum, and citrus. 
primary analysis. 
A simple histogram 
The three rrlost numerous classes were cotton, 
These three, with the addition of bare soil, were chosen for 
Imagery was generated from the analog data, and several  fields of interest  
"Fields of interest" were defined as those given a Itgood" or  "excellent" 
were located with the aid of corollary aerial photography in  the ground truth sLm- 
rnary. 
rating in the summary. 
IBM-compatible format as a digital tape. 
Saniples were taken from the analog data and written in  
Imagery is prepared during the sampling procedure. During the sampling 
period, a video blanking signal causes a line to  appear on the imagery. Examples 
Alvin H. Gerbermann, Joe A. Cuellar, and Ross IV, Learner; Grounc! Truth 
Summary, April - July 1969, Site 32, Weslaco, Texas; Report 69-03; 
Rio Grande Soil and Water Research Center, Soil and W a t e r  Conservation 
Research Division, Agricultural Research Service, US Department of Agri- 
culture, Weslaco, Texas; 1 Dec 1969 
Alvin H. Gerbermann, Joe A. Cuellar, and Ross W. Learner; Detailed Ground 
Truth, April - July 1969, Site 32, Weslaco, Texas; Report 70-01; Rio Grande 
Soil and W a t e r  Research Center, Soil and Watzr Conservation Research Divi- 
sion, Agricultural Research Service, US Department of Agriculbre, Weslaco, 
Texas, 2 March 1970. 
. 
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of imagery prepared dur ing  digital sampling a r e  shown i n  Figure 5-5 .  The thin 
black line which appears along the length of most of the imagery is due to a video 
blanking signal. The video blanking signa1 i s  applied to a l l  channels of video once 
each scan line for 5 5-psec period. The multiple channel A / D  converter samples 
the video from all  channels simultaneously at this point i n  the duty cycle. The blank- 
ing signal identifies i n  the real-time laboratory imagery display the line along whic.11 
digital samples a r e  collected. The position of this line i n  the imagery may be ad- 
justed until the cursor line produced by the blanking signal passes through the re- 
gions which a r e  to be sampled. 
recorder input with one exception. During the actual sample recording times, the 
blanking signal is  removed. The locations sampled and recorded on the digital tape 
a r e  thus found i n  the illustrations on a straight 1Ine filling the gap i n  the cursor 
line, i .e . ,  that line due to the video blanking signal. 
The blanking signal is also applied to the film 
The numbers and letters on the fields in Figure 5-5 a r e  the identification 
They were provided on the aerial photography in the Ground Truth Summary. 
annotated cn the imagery produced from the scanner video in Figure 5-5. 
line numbers a re  flight lines drawn on the map controlling the conduct of the 
mission and along which aerial survey data and ground truth data were collected. 
The exaniples a re  taken from lines 1 2  and 13. The ID numbers a r e  data control 
numbers. 
sample is comprised of an ID number determined by thumb wheel settings on the 
digitizer, and an 8-bit number from each of eight channels simultaneously sampled. 
SDP software edited the digital tape, rejecting all samples containing one or more 
channels with an under or overflow. The 22,000 unedited samples were compared 
with imagery made during the time of sample for  the purpose of isolating those 
samples representing the four classes of interest. A scan line count, as well as 
a usable sample case number, is supplied by the tape editing software. This is 
called a case number. Case numbers 
of samples clearly established as  having originated from a particular field were 
obtained for further data selection. 
The 
Tb.ese a r e  appended t o  each digital sample recorded on tape. A single 
Boundaries were identified for each field. 
The four classes of interest, cottim, sorghum, citrus, and bare soil, existed 
in varying conditions as indicated in the following summary. 
The 'tcrop type" refers to ground truth information provided by the Weslaco 
Agricultural Re search Service: 
1 = Excellent 
2,4 = Less than optimum crop coverage 
2 , 5  = Uneven plant height 
2,12 = Recently watered 
2,13 = Debris present 
2,14 = Crusted surface. 
The ID number i s  written on the magnetic tape by the A/D converter at the 
time of digitizing. 
* 
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The field and line number were provided by the ground truth sumniary. They 
indicate the exact position of the various fields. 
order of the digital samples after the digital tape has been edited. 
sists of discarding all spectra which contain a zero OF 252, corresponding l o  under- 
flow or  overflow of the A/D converter). 
The case number indicates the 
(Editing con- 
With this information, each sample may be uniquely associated wit11 a particu- 
l a r  field and thus identified as per the ground truth information. 
Tape Editor Output Ground Truth: Data Set ASD. P124. WESLOOOl 
Crop 
Crop Type ID Field Line Case No. 
cotto11 1 
(2099) 
Cotton 2, 5 
(1409) 
Cotton 2,12 
(1853) 
Total Cotton = (5787) 
10 
11 
16 
31 
32 
35 
30 
13 
18 
23 
33 
37 
30 
16 
23 
27 
18 
18 
19 
29 
30 
31 
34 
35 
83 
82 
38 
32 
23 
103 
89 B 
69 
13 
18 
10 
107 
89 A 
39 B 
23 
2 B  
10 
9 c  
12 
43 
38 
34 
118 
102 
3 
3 
3 
12 
12 
13 
13 
3 
3 
11 
12 
13 
13 
3 
11 
11 
3 
3 
3 
12 
12 
12 
1' 
13 
25-91, 124-165 
313 - 489 
2320 - 2452 
12655 - 13194 
13305 - 13921 
18523 .. 19006 
21484 - 21530 
1605 - 1649 
4141 - 4449 
8798 - 9005 
14445 .. 14621 
20143 - 20242 
21645 - 22220 
2320 - 2452 
8108 - 8292 
10538 - 10648 
4493 - 4801 
4823 - 4999 
5052 - 5139 
11360 - 11498 
11955 - 12258 
12347 .. 12567 
16501 - 10662 
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Tape Editor Output Ground Truth: Data Set ASD, P124, -- WESLOOOl (Cont, ) 
Crop 
Crop Type ID F ie ld  Line Case No, - 
Sor ghuin 1 12 
(2566) 15 
16 
20 
23 
25 
27 
28 
29 
33 
33 
37 
(497) 26 
I Sorghum 2s5 15 
Sorghum 2#12 23 
(1233) 27 
29 
74 A 
52 
59 A 
54 
20 
13 
2A 
49 
41 D 
8 
73 
109 
53 
9 A  
21 13 
2 c  
41 B 
3 
3 
3 
11 
11 
11 
11 
12 
12 
12 
12 
13 
3 
11 
11 
11 
12 
1048 - 1312 
2060 - 2195 
2474 - 2562 
5862 - 5950 . 
8512 - 8752 
9490 - 9896 
10670 - 10758 
10859 - 11079 
11613 - 11705 
14709 - 15083 
15171 - 15589 
19901 . 20099 
2262 - 2319 
9897 - 10337 
8293 - 8361 
10472 - 10505 
11843 - 11889 s. 
c Total Sorghum = (4296) 33 .12 12 14115 - 14401 
34 115 13 16708 - 17490 
Citrus 1, 23 
(585) 
Citrus 2, 23 
(709) 
17 
17 
21 
22 
20 
20 
12 
22 
25 
22 
39 
28 
52 
50 
77 
31 
3 
3 
11 
11 
11 
11 
3 
11 
3708 - 3862 
3972 - 4060 
6873 - 7245 
7959 - 8074 
5972 - 6170 
6214 .. 6610 
586 - 1014 
7568 - 7936 
I 
I Total Citrils = 2091 
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Tape Editor Output Ground Truth: Data Set ASD, P124, WESLO001 (Cont. 
Crop 
Crop Type c ID Fi el d Line Case No, 
Bare Soil 1 24 
39 
39 
Bare Soil 1,14 34 
(1851) 34 
36 
38 
Bare Soil (276) 1,16 35 
(184) 2,13 35 
(748) 
(374) 2,12,17 17 
17 
97 
96 B 
119 
114 
113 
104 
106 A 
106 B 
27 A 
Total 
Bare Soil = (3433) 
5-13 (I) 
11 
13 
13 
13 
13 
13 
13 
13 
13 
3 
8990 - 9430 
21148 - 21434 
2145'7 - 21479 
15696 - 16455 
17651 - 17973 
19547 - 19877 
7,0657 - 21097 
18201 - 18477 
17994 - 18178 
3114 - 3488 
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5.2 PRINCIPAL COMPONENT TRANSFORMATIONS (FACTOR ANALYSIS) 
Linear transformations a re  used in this study of the information content and 
mcthods for recognizing i t  in the belief that such transformations, properly chosen, 
simplify many of the data handling problems associated with inultispectral data. 
The linear transformations applied in this section a re  the principal components ob- 
tained during a factor analysis. The new variables obtained by applying such a 
transformation a re  linear combinations of the original variables of the measure- 
ment space. 
b 
r 
I - 
The properties of the principal components, or  factor scores as they a r e  
-ometimes called in this report, that make them of interest  are:  
1 1. 
I 
2. 
They are  uncorrelated, which simplifies the selection of smoothing 
parameters and improves the possibility of expressing multivariate 
probability density functions as the product of univariate or bivariate 
probability density functions. The property of uncorrelatedness, if  
accompanied by statistical independence, allows the density functions 
to be factored. Neither of these benefits is realized in the common 
transformation work which is describe'd first. 
formation is determined by factor analyzing together, samples drawn 
from several categories, the resulting transformation does not produce 
variables which a r e  uncorrelated in any single category. The smooth- 
ing parameters best suited to each category do not, under such condi- 
tions, coincide in direction with the direction of the coordinate system 
axes. The matrix of smoothing parameters is  not diagonal. This also 
has the effect of causing the probability density function to be unfactor- 
able. These benefits a r e  realized, however, in the multiple transforma- 
tion studies described in Section 5.2.2. 
When a common trans- 
They are  also useful in some degree for reducing the dimensionality of 
the multivariate classification problem. 
of maximum variance in the data a re  also the directions of highest in- 
formation content, the dimensionality of the multivariate problem can 
be reduced by using only enough principal-components o r  factor scores 
to account for a large percentage of the variance in the data. This pro- 
cedure certainly retains information of value. When the largest  contri- 
butions to the total variance in the data a r e  due to the spectral differ- 
ences of real  value for the desired categorical distinctions, the largest  
principal component direction also contains the largest  amount of useful 
information. 
transformation work than in the multiple transformation work. 
To the extent that the directions 
This condition is more nearly realized in the common 
5-14 (I) 
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In the comtnon transformation work, a single factor analysis i s  conducted. 
The sample so analyzed contains samples from each of the categories of interest. 
In the multiple transformation work, samples from each category a re  analyzed 
s e pa ra t  e 1 y . 
It has not bccn possible to explore adequatcly all qucstions concerning the 
relative merits of the  transformations that a r e  available. At the initiation of thc 
study program, the plan was to compare the relative merits of various methods of 
extracting information from multivariate observations and determine the best of 
them. This would have required picking the best of a bad lot if strictly followed. 
As the deficiencies of each approach considered became more obvious, i t  became 
rather unproductive to attempt a comparison. Attention was shifted instead to the 
development of transformations and procedures not suffering from such deficiencies. 
t- 
o 
The order in which the transformations and processing methods a re  deE-ribed 
is the same order in which the corresponding methods were conceived and im- 
plemented. 
The deficiencies identified during the work with principal component trans- 
formations, both common and multiple, are directly addressed in Section 5. 3. 
The data provided for canonical analysis a r e  sufficient to allow the statistical 
analysis to distinguish between noise-like variance and variance which expresses 
useful information. 
tion type of factor analysis. 
The procedure devised is similar to the multiple transforma- 
c 
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5.2.1 Common Transformation 
The initial investigations with real-world sigrature data center around 
establishment of thc reasonablcness of results obtained from Bayesian dccision 
processing and information divergence computations. In instances where trans- 
formed data a r e  analyzed, the factor space in  which they a r e  expressed, here- 
after referred to  a s  the common transformation space, is that which is resultant 
from the factor analysis of a data set  containing samples of all four targets. 
That i s ,  a n  orthogonal factor analysis i s  performed on a data set containing 500 
randomly selected signatures of each of the four crop types: cotton, sorghum, 
:frus, and bare soil. The resultant factor score coefficient matrix is then used ( iransform linearly signatures into a new frame of reference, ready for 
Bayesian decision function and information divergence computations aimed at 
separation of the targets. 
Such an  analysis produces a first  principal component which accounts for 
’74% of the combined target variance, with the second describing an  additional 
19%. I f  high variance content ensures high information content, it would be ex- 
.pected that this transformation to the factor space allows a reduction in dimen- 
sionality of the data without significant information loss. 
The scatter diagrams of 1000 observations of each crop after transforma- 
tion into the common space a r e  presented in Figures 5-6, 5-7, 5 - 8 ,  and 
5-9. 
sorghum. 
Note the trimodal nature of bare soil and the similarity of cotton and 
5.2.1.1 Classification and Divergence Results 
In preparation for Bayesian decision classification, random number 
Group one of each 
methods are used to  select two groups of 200 signatures each from all four crops. 
This is done for both transformed and nontransformed data. 
crop serves  as a training set  to represent the crop population in thc analysis. 
T h e  800 signatures resulting from the combination of the second groups from 
( ‘lch c rop  serve as  sample observations to be classified. 
At the base of the Bayesian and information divergence analyses is the 
computation of the probability density of a sample signature when conditionally 
attributed to  each target. This computation may he performed in one of several 
ways, some requiring assumptions about the nature of the target population. 
example, an  a3 sumption that the target distribution is multivariate normal leads 
to  the applicability of the following function for the probability density: 
For  
. 
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Figure 5 -6 Scatter Diagrams of Transformed Cotton 
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Figure 5-7 Scatter Diagrams of Transformet. Sorghum 
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Figure 5-8 Scatter Diagrams of Transformed Citrus 
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Figure 5-9 Scatter Diagrams of Transform4 Bare Soil 
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where m is the number of channels, Y is the signature x expre5se.i about the 
training set  mean, and A is the inverse covariance matrix of the training set. 
Computation of the probability density based on a training s e t  without any such 
underlying assumptions however, is obtzined by the use of a smoothing function 
and smoothing parameters. a s  presented in Section 4.3 .  
is a smoothing method for weighting the contribution of each point in a training 
sample to  the total density function evaluated at a point not in  the sample. The 
Specht function is: 
The Specht function 
N is thic number of signatures in the training set, m is the number of channels, 
Yi, is  the ith component of the jth signature in the training set, and Si is the 
smoothing parameter for the ith component of the training set signatures. 
Choice of Specht smoothing parameters for this study neglects careful 
Results obtained with the 
consideration of local point density, shape and number of modes in  the distribution, 
or direction along which smoothing should take place. 
common transformation a r e  discouraging and a n  evaluation of status, based  on 
these results, dictated the  more careful study described as the multirle trat sfor- 
mation in the next section. 
the transformation alone. 
is probably a more important explanation. 
raw data with the smoothing function, Sik is chosen such that Sik 
the channel index and k is the training set index. 
smoothing parane ters  could have been used. 
The discouraging results are not due to  the nature of 
In processing of both transformed and 
In retrospect, the small size of the training samples used 
aik,  where i is 
With larger sample sizes, smaller 
Classification results for non-transformed data with probability density 
computation based upon all eight channels entering into the Specht function are 
shown in  the top of Table 5-2, with t rue categorization indicated in the middle. 
Bayesian strategy was based upon equal - a pr ior i  probabilities of 0 .25  for each target 
and equal costs of misclassification. Accuracy of the results varies from 54% for 
cotton t o  90% for sorghum. The corresponding table of confusion for transformed 
data, that is with both training and sample data represented in the common traps- 
formation space and computation based upon eight variables in the Specht functicn, 
are shown in  ihe bottom of Table 5-2. 
data and the transformed data in Table 5-2 are not due to the transformation itself, 
The 
The differences in the results of the raw 
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1 
i 
Cotton 
1 
I /Sorghum ' i ( ;itrus 
! i  
Bare Soil 
t L. .- 
TABLE 5 - 2  
RAW DATA CLASSIFICATION, &CHANNEL SPECIiT FUNCTION 
Cot ton Sorghum Citrus 
5 
47 
146 
2 
_-_-. - -- .-_ 
108 18 
89 180 
3 2 
0 0 
-- 
Bare Soil 
0 
1 
20 
179 
- . . -- - -_ _. - .. 
54% 90% 73% i 
1 
i '  
t 
; 
! 
i 
? 
1 
! 
89% 
. 
Truth Table Zc, Accurate Classification 
: (-' 'I Transformed Data Classification, 8 -Factor Specht Function 
! 
58% 83% 80% 
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but a r e  attributable to the differences in  the effect of smoothing parameters i n  the 
two spaces. Smoothing in the direction of the axes of the hyperspace defined by 
the spectral boundaries of channels, has a differing effect than smoothing i n  the 
direction of principal component axes owing to differing directional orientation 
of variation i n  the two hyperspaces. 
nprovement of the above results based on sm-othing function proba- 
bility density computation depends in part upon choicc of training set sample size. 
Certainly, 200 observations for representation of target populations is inadequate 
as can be supported alone by a comparison of the sparse training set scatter dia- 
grams, Figure 5-10, with Figures 5-6 through 5-9. 
Use of 600-observation-target training sets began with the testing of the 
Classification results ob- multivariate normal assumption with transformed data. 
tained from the Bayesian Decision Function Program with eight components of t rans-  
formed data entering into the multivariate normal probability density computation 
are shown i n  the top of Table 5-3, with truth tables for comparison in the center. 
The information divergences calculated also with the eight factor multivariate nor - 
mal functions computed between the samples and whose classification results are 
presented are generally consistent with the results. Comparing the divergences in 
the bottom of Table 5-3 wi-th the misclassification of data, it is noted that those 
samples for  which there is the smallest divergence in bits a re ,  in  most cases, 
those for which misclassification is highest. 
Any conclusion as to the usefulness of the common transformation for 
reduc.ion of dimensionality is premature i f  based upon the four-factor multi- 
variate nc rmal classification and divergence results following. 
those results are displayed. 
very close to those in Table 5-3, note that a reduction from eight factors to four 
factors entering into the multivariate normal probability density function reduces 
the classification accuracy for cotton from 66% to 41%. 
divergence with eight components is 4.9 bits, while with four corrqonents the same 
is 2. 8 bits. 
occurs between the same two crops. 
a r e  classified as sorghum, but in the four factor table 270 cotton are labeled as 
s org hum. 
In Table 5-4  
While three columns of thc confusion table remain 
The cotton-sorghum 
This is  indicative of the degeneration of classification results which 
In the eight-factor table, 176 cotton samples 
5 .  2. 1.2 Critique 
Classification success with a smoothing function for density computation 
can not be brought up to expectation without careful selection of smoothing parameters 
essential to correct representation of the target population. 
Section 4. 3.2, the first step toward controlled smoothing is transformation of the 
data into a coordinate system in  which the new variables are uncorrelated. 
As presented in  
Such a 
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- --- ---- 
Cotton 
Cotton 600 
Sorghum 0 
Citrus 0 
Bare Soil 0 
---.- .. -..----*. -- 
. 
-- - 
Bare Soil ---_--. - Sorghum Citrus 
0 0 0 
600 0 0 
0 600 0 
0 0 600 
- - * .  
TABLE 5 - 3  
EIGHT-FACTOR MULTIVARIATE NORMAL CLASSIFICATION RESU LTS 
Cotton 
Sorghum 
Citrus 
Bare Soil 
Truth Tables 
- Cotton 
366 
176 
48 
10 
Sorghum 
85 
47 6 
38 
1 
Citrus 
34 
28 
517 
21 
Bare Soil 
6 
0 
10 
584 
Dive r g en ce 
~~ 
Cotton I I Sorghum 
Citrus 
Bare Soil 
Sorghum 
(bits) I Cotton (bits) 
0. 2. 
4.9 
13 
59 
4.9 
0 . 2  
22 
97 
Citrus 
[bits) 
13 
22 
0.2 
26 
I 
-. - - . . .. .-  
Bare Soil 
(bits) 
59 
97 
26 
- - 
0 . 2  
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Divergence 
Cotton 
Sorghum 
Citrus 
Bare Soil 
TABLE 5 - 4  
FOUR-FACTOR MULTIVARIATE NORMAL CLASSIFICATION AND 
DIVERGENCE RESULTS 
-- 
Cotton Sorghum 
0.05  2.8 
2.8 0.04 
9 . 0  18 
53 83 
Assignme&\ 
Cotton 
Sorghum 
Citrus 
Bare Soil 
-- - 
Cotton 
247 
27 0 
76 
7 
Sorghum 
87 
47 5 
36 
2 
Citrus 
38 
19 
497 
46 
Citrus - - 
9 . 0  
18 
0.06 
17 
Bare Soil 
~~ ~ 
Bare Soil 
53 
83 
17 
0.04  
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I 
transformation removes some at  the difficulties of specifying a smoothing matrix 
by calling for a diagonal matrix instead of a more generally symmetric one. 
The common transformation space is not one in  wbich data a r e  uncorrelatc, 
a s  illustrated by the training set  covariance matrices used ii! the multivariate nor- 
mal  computations above, Figure 5 - 1  1. The ncjIl-zero off-diagonal te rms  of the 
matrices a r e  evidence of correlation, and make the common trar,sformation space 
a poor frame of refcrence in which to represent targets with a smoothing function. 
The costly exponentiation involved i n  the Specht function makes such 
impractical for further use with real-world data investigations. Further study of 
smoothing functions in various frames of reference make use of the more practical 
hyperpyramid function described in  the parametric data studies, Section 4. 3. 
1 .  
BSK 2949 
c 
1 
Cotton Covariance 
1 2 3 4 5 b 
0.33bbO 0.11548 C.03295 -0.Ob952 - 0 . l E b E l  0 . 3 4 4 5 3  
0.11548 O.QYBl4 -0.09189 -0.OOb54 -0.00119 3.393Y9 
0.08295 -0.09189 1.0743b 0.06>21 -0.I1364 -0.10516 
-0.01952 -0.00654 0.04521 0.98125 0.05528 0.19352 
-0.18bMl -0.00179 -0.11364 0.C5528 1.15593 0.3b132 
o . 0 4 4 ~ 0  0.0931)~ -0.10bia 0 . 1 9 ~ 5 3  o.osi9z 0.s5u)i  
0.03035 -0.23B15 C.1IOlO - 0 . l l 9 2 0  -0.'32011 0.OZbll 
-0.12347 -0 .03Y41 -0.1:211 0.12511 0.24bZZ -0.01515 
Sorghum Covariance 
1 2 3 4 5 5 
0.14689 0.02527 0.01358 -0.09215 -0.Obl15 0.38150 
0.02521 1.22588 0.00613 -0.13554 -G.OCSlS -3.j4Cll 
0 .0135~)  o.oohi3 0.90501) 0. 19901 0.05925 - > . ) 5 l l k  
-0.09215 -0.01564 0.199J1 0. 79134 - 0 . 0 6 3 S 3  3.13158 
-0.06115 -0.04516 O.Ob92b -0.02359 0.12522 -0.31311 
O.Ou15C - 0 . 0 4 4 1 1  -0.05114 0.13159 -0.01011 0.57333 
0.09401 0.?8912 0.03921 -0.11413 - 0 . O S 5 , l l  0.10195 
-0.03265 -C.  10183 0. C6143 -0.01194 -0.34251 
1 
1 
0.33133 
-0.23915 
0.11313 
-0.11?25 
-0.32011 
0.02b11 
0.98112 
1.31112 
1 
0.09231 
o.in912 
0.33921.  
-3.1 1413 
-0 .365 1 1 
0.10195 
0.023P1 
0.05355 
-O.IZ?kl 
-0.33941 
-0.11211 
0.12511 
0.26622 
-0.0:5?6 
0.35112 
3.3+531 
-3.58515 
-0.33265 
-3.10183 
-0.31194 
-0.34251 
0.05355 
0.b5083 
3 1 
0 . 1 ~ 1 5 1  -0.10392 0.13451 
0.13101 -3.13533 0.22135 
-0.15855 0.04;14 -0.ObUlO 
3.>5112 O.l69$+ -0.20159 
J.1111') -0.01153 0.10201 
0.34512 3 .33363  0.17055 
0.33353 0.13242 -0.15146 
0.11345 -3.15146 1.21303 
Bare Soil Covariance 
2 3 4 5 5 1 
0.55144 0.0*396 0.05340 0.16543 -0.03603 -0 .34364 3.03790 
0.11598 0.011?II 0.09149 0.22109 - 3 . > 3 4 1 3  -3.31515 O.Obl48 
0.01128 0.10215 -0.01110 -9.3930$ 0.31845 -3.3bbUV 0.OlOhl 
3.09749 - 0 - 0 1 3 ! 9  0 . 9 l b l l  4.01143 3.1444j 9.193Jb 5.05361 
0.22109 -0.09304 0.01149 1.29U39 -0.>9511 3,16131 -0 .15?82 
-0 .09473 0.07845 0.14460 -0 .09I I l  l.LI699 -0.lZb21 -3.03691 
-0.01515 -0.Obbb9 0.1U036 O.lbI31 -0.12629 1.31V30 o.Zo910 
0.06118 0.01011 0.05367 -0.13?82 ->.>3631 3.20)1> 1.03228 
Figure 5-11 Covariance Matrices of Training Sets 
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5.2 .2  Multiple Transformations 
An orthogonal factor analysis, as presented in Scction 4.3.2, produces 
v uncorrelated factor scores, eliminating problems of directionality in  the selection 
of smoothing parameters. It is noted there that the factor analysis climinates the 
need for a smoothing matrix similar in concepts to the inverse covariance matrix 
of the multivariate normal rrobal. .lity density function. Smoothing of samples U F  :a 
to represent target populations is  therefore performed in factor space for simplicity. 
This section will examine the utility of the approach of factor analyzing each target 
sample individually and subsequently transforming t h e  unknown signatures into each 
of the target spaces. 
analysis of this type is useful; but a portion of the usefulinformation in multispectral 
observations is loot by using principal components to reduce dimensionality. 
It is shown that dimensionality reduction obtained by an 
( 
This conclusion motivates the development of a transformation, discussed in 
Section 5.3, which i s  performed with specific directiom to transform the origin- 1 
variables into a coordinate system in which the new variables a re  uncorrelated ;i. . 
which also allows dimensionality reduction with less 10s s of useful information. 
The analysis techniques developed during the parametric studies a re  used to 
conduct this study of real  world data. 
divergence is applied to two samples from one target; when this divergence becomes small 
it is an indication that the samples a r e  large enough to represent the population. 2: This 
divergence can be made arbitrari ly small by choosing large enough smoothing para- 
meters. To avoid this 
result, marginal densities a r e  computed and plotted a s  a function of one variable. 
A suijective requirement is imposed that the curve be smooth yet show the major 
population centers evident in a scatter diagram of the Sits.? two variables. 
Much emphasis is placed upon careful - choice of sample size for representation of the targets. The concept of information 
- 
A small divergence obtained in this way is not acceptable. 
Probability density corn?w\ .;tion throughout thiF t t L . i u  is based upon the 
hyperpyramid smoothing functicr.1, which is faster and m G r C  ,PL zctical than the 
exponential form of thecsmoothirig fuwtion 1) ied earlier ,)or the c o m m ~ ~ ~ :  trans- 
formation study. The hyperpyramid srh?wti.: ig hnct?'nn i s :  c' 
N 
n 
*See Section 4.3 .1  
* 
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whc r e {IF1 , i = l  r n l  for g (X, Y.) = 1 - max A d  
3 
( I i l e  smoothing parameters, Si, have the dimensions of the standard deviation and 
must be chosen after considerations of the number of points in the sample, tbe 
shape and number of modes in the distribution, and in general, the direction along 
which smoothing should take place. 
The density divergence computation** is used to  determine the divergence 
between two representations of the same pcpulation, and can be useful in choosing 
smoothing parameters : 
fl 
f2 
log - 
where f if one representation of the probability de-sity and f 
5.2.2.1 Initial Investi.gation 
is a second. 
1 2 
To test initially the hypothesis that a target is  easily distinguishable froin 
its background (the nontarget signatures) when all the signatures a r e  represented 
in that target’s factcr space, specialized scatter diagrams a r e  prociuced a s  follcws. 
I-our hundred signatures from each of the four target crops (cotton, sorghum, 
-itrus, and bare soil) a r e  factor analyzed separately. 
Principal components a re  used exclusively throughout this study. 
tions a r e  never performed on transformations obtained by diagonalizing the correla- 
tion matrix. 
and the final result for each of the categories a r e  shown in Figures 5-12, 5-13, 5-14, 
and 5-15. 
Rok- 
Computer printouts showing a s u r m a r y  of the analysis performed 
The four resultant factor score coefficient matrixes are then used to 
* See Section 4 3. 
** See Section 4.3.1. 
- 
BSR 2949 
f 
c 
Figure 5-12 Factor Analysis of Citrus 
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Figure 5-13 Factor Analysis of Cotton 
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1 
d 
Figure 5-14 Factor Analysis of Sorghum 
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Figure 5-15 Factor Analysis of Bare Soil 
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. 
transform a data set composed of 1600 observations, 400 of each crop. The scatter 
diagrams represcntiug all  four pairs of cotton factor scores and non-cotton in cotton 
space, sorghum factor scores and non-sorghum in sorghum space, citrus factor 
scores and non-citrus in citrus space, and bare soil factor scores and non-bare 
soil in bare soil space, a r e  seen in Figure 5-16. That each target crop clusters 
in a different region than its background under such transformations is  most highly 
evident irL the diagrams of citrus factor 1 vs. factor 2 and citrus background factor 
1 VS. factor 2. 
factor 4 scatters a r e  skewed away from the corresponding target factoA- score plots 
and have a larger variance. 
In all cases, thc background factor 1 vs. factor 2 and f>ctor 3 vs. 
In many cases, it is also evident that the higher numbered factors, which 
In the scatter plots 
account only for  small amounts of the variance in each of the categoi-ies, still  
cogtain information useful for distinguishing the categories. 
for factors 7 and 8 of bare soil and bare soil background, this is particularly clear. 
A linear combination of raw data variables, as  apy factor score is formed, that 
subtends only a small fraction oi total variance in the sample, is a direction along 
which the raw data tardly ever change. 
interest than factors 1 and 2 which describe most of the variance for each Ecrmple. 
Factor analytical transformations a r e  therefore less useful than they might be for 
reduction of dimensionality. Since the transformation is useful for other reasons, 
and since the use of a l l  eight factor scores in a l l  the probing studies is not feasible, 
the multiple transformation work of this section is conducted in large part using 
only the f i rs t  four principal components, interchangeably referred to a s  factor 
scores, of each category. 
(- 
Such a direction is of potentially greater 
The importance of the information lost is estimated, but the basic deficiency 
is correctzd by the approach described in Section 5.3. 
5.2.2.2 Sample Size and Smoothing 
The task of first  choosing appropriate training set sizes to ensure repre- 
sentation of the target populations is begun by collecting all  of the ground truth 
signatures of the four crops and factor analyzing separately. From the sets of 
resultant factor scores, pairs of samples of sizes 200, 400, and 600 observations 
a r e  randomly selectec! for ezch crop. Scatter diagrams displaying 2000 factor 
scores of each, Figure 5-17, a r e  the basis for initial estimates of applicable 
smoothing parameters to be used in the hyperpyramid smoothing function for two- 
sample divergence. 
useful information is concentrated in these variables, it is clear that signiixant 
information loss is suffered by doing so. 
Analysis is limited to the f i rs t  four factors out of eight While 
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Figure 5-18 presents the results of two-sample divergence on the four crops 
As expected on the basis of with use of the visually chosen smoothing parameters. 
parametric study results, a minimum of 600 observations is  required to ensure 
that the divergence between two samples from one target is i n  the 1-bit range. 
With smoothing of $ =  (1. , 1. , 1. , 1. ) for citrus, ”=  (0. 5, 0.  5 ,  1. , 1, ) for 
sorghum and cotton, and s = (0.5, 1. , 1. , 1. ) for bare soil, citrus is  repre- 
sented by 600 observations with 0.72-bit divergence between two samples of that 
size, while cotton samples of that size a r e  most divergent at 3.03 bits. An inves- 
tigation of effects of variations in smoothing parameter choice is necessary before 
any further judgment on the presented values and sample sizes can be made. 
L 
a 
- To deal with the problem of smoothing parameter choice, marginal density 
( plots a r e  produced. Probability densities a r e  evaluated for signatures projected 
into the factor 1 - factor 2 plane along the line factor 2=0, using 600 citrus factor 
scores for the training set. These densities a re  then plotted and compared with 
various choices of pyramid smoothing parameters, 
and decrease according to the densities represented along the horizontal axis of 
scatter diagrams in Figure 5-17. 
and Figure 5-20 for citrus. In comparing the smoothing parameters S = (1, , 1. , 
1. , 1. ) and S = (0.75, 0 .75 ,  1. , 1. ) applied to the citrus training set, both 
resemble the interpretation from the scatter diagram. The former smoothing when 
used in citrus two-sample divergence of 600 observations produce6 0.72 bit between 
the two; the latter choice produced a divergence of 1.47 bits. 
meters, giving the smallest divergence, were selected for use in further immediate 
work. 
These densities should increase 
Two such density plots a r e  shown iz Figure 5-19 
4 
The larger para- 
The selection of parameter in any case is a matter of judgment. The judg- 
ment used to interpret the significance of divergence on the order of one bit between 
two samples from the same population is based partly on the study in Section 4. 
The density divergence between a parametrically describable population density and 
a sample from it was studied there. Divergence between the population and the 
sample of about one bit was obtained under conditions where the simple seemed to 
do an adequate job of describing the population. There is of course much that could 
,be done to tighten the loose lines of reasoning connecting decisions. In the interest 
‘of proceeding far enough to examine the questions of rea l  interest, huwever, ques- 
tions of this kind were often given only enough attention to proceed without fear  01 
gross error.  
Two-sample divergences on various sizes of samples of sorghum with various 
smoothing parameters a r e  summarized in Table 5 - 5  and Figure 5-21. 
gence of 7.9 bits between samples of 600 observations with S = (. 25, .25, 1. , 1 .  ), 
for example, is indicative of too little smoothing or too small a sample size. 
The diver- -. 
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- Consider the two- samplcddivergences and marginal density plots of sorghum 
for S = (0. 5 ,  0, 5, l . ,  1. ) and S = (0.25, 0, 5, l . ,  1. ), As with citrus, the marginal 
density plots a r c  created using 600 factor scores of sorghum for the training set. 
Note that in the region factor 1 = -1.7 through factor 1 = t1.0 of Figure 5-22, the 
smoothing parameters S = (0.25, 0.5, l . ,  1. ) represent the sorghum densities 
smoothly. Yet, in the region factor 1 = t1.0 through factor 1 = t2.7,  fluctuations 
in the probability density a re  occurring due to razdomness in the sample rather 
than the true nature of the data. In comparison, S t (0.5, 0. 5, l . ,  3 .  ) over-smoothes 
in the first  region and represents the second region nicely, Figure 5-23.  
indicate that variable smoothing is needed fur sorghum. However, in light of the 
-L small divergence of 1.10 bits between two 600-observation sorghum samples with 
,- S = (0. 5 ,  0.5, l . ,  1. ) this set of smoothing parameters is chosen for further 
L immediate work. 
-. 
. 
This would 
--L 
S = (0.  5, l . ,  l . ,  1 . )  and S = (0.5, 0. 5, l . ,  l.), respectively, a r e  pleasingly 
smooth representations. Even though the two-sample divergence for 600 bare soil 
observations is 2.12 bits with such smoothing and 3.04 bits for 600 cotton observa- 
tions with the above smoothing (Figure 5-18 ) ,  both of these combinations a r e  regarded 
a s  suitable for use in some initial studies. 
Bare soil and cottonmarginal density plots, Figures 5-24 and 5-25, with 
The selection of smoothing parameters is clearly a subjective task.' The 
parameters used in the following work can be defended by noting that the probability 
densities computed from the samples using the parameters selected appear to 
describe the intended populations. 
gence and classification results a r e  applied to these densities in the following 
sections . 
The objective measures of information diver- L 
The general problem of selecting smoothing parameters, however, is by no 
means solved. 
reduces the magnitude of the task by permitting the smoothing parameters to coin- 
cide in direction with the axes of the coordinate system. The simplification is 
enough to allow exploration of the effect of choosing the parameters in a fairly 
select reasonably good parameters by visual inspection of scatter diagrams. 
Objective methods permitting computer selection of parameters, is a fa r  more 
desirable goal. 
also account for the necessity of changing the smoothing parameters as the local 
point density in the sample changes. Figures 5-22 and 5-23, showing the marginal 
densities for sorghum with two different selections of smoothing parameters by pro- 
jecting points into the plane of factor one and factor two, and allowing factor one to 
take on all  values while factor two equals zero, illurtrate the requirement for 
variable smoothing, Compare there plots with the scatter for sorghum in Figure 5-17. 
The use of factor score spaces in which to represent the data 
ysternatic, i f  not completely satisfactory, way. Fortunately, it is not too difficult 
An automatic procedure designed to select the parameters should 
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The smoothing in Figure 5-22 appears satisfactory for the negative range of factor 
one up to about +O. 5. 
smoothing. 
of the distribution, 
The jagged curve for more positive values suggests under- 
This part of thc range is more smoothly represented in Figure 5 - 2 3  
b but a t  the expense of over-smoothing the negative and more highly populated portion 
A variable smoothing scheme could be implemented with an Analog Table 
Look-Up Device (described in the following section ) by allowing the amount of 
defocusing to be increased via a feedback loop until a sufficient amount of light 
passes through the transparency. 
be taken from the focus voltage instead of the photomultiplier output. 
5 .2 .2 .3  Classification 
The measure of probability density could then 
Since computation of the probability densities is the most costly operation 
in the analysis, it is convenient to use a program which does the computation once 
and records the value for later use by other software. 
computes the hyperpyramid conditional probability density function for a sample 
signature; it is computed on the hypothesis of arising from a particular category. 
The value is appended to the signature on an external storage device as the (mtA)th 
component, where m is the number of channels in the signature. 
The Density Lister Program 
Six-hundred raw data signatures of each crop type a r e  sampled and 
organized into a data set  to be transformed four times. 
then correspond to the feu? crops-each transformed by the cotton factor score 
coefficient matrix, the four crops likewise transformed into sorghum space, the 
four crops into citrus space, and the four crops into bare soil space. Using the 
Density Lister Program, pyramid conditional probability densities a r e  computed 
and appended to the signatures in each data set on the hypothesir that each actually 
came from a population similar to that of the training set  corresponding to the 
transformation space in which they a r e  expressed. 
of 600 factor scores of each crop is accomplished using the parameters selected in 
Section 5.2 .2 .2 .  
The four resultant data sets . 
Smoothing of the training sets  
Histograms of the four sets of probability densities created by  the Density 
Lister identify ranges of density values which typify each crop in each of the spaces. 
When a sample signature in truth belongs to a target on which the Probability density 
computation is based and whose transformation was applied to the sample, its pro- 
bability density tends to be larger than that of a non-target sample. 
in Figure 5-26, more sorghum sample points have densities whose logs lie in the 
range - 2 . 6  to -1.6, the extreme right of the scale, than do non-sorgh-um signatures, 
when the densities are computed with each sample transformed to sorghum space 
and attributed to the eorghum training set. 
For example, 
. 
This range of densities then better 
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typifies sorghum than the other crops, although several citrus and cotton signatures 
have densities in the same range. 
citrus training set in citrus space fall into a range of values with about the same 
clarity a s  sorghum mentioned above. 
densities have logs lying in the range - 3 . 2  to -2.0, although the other crops have 
several  occurrences of densities in the same range. 
Figure 5-28 is most easily typified by a range of densities with non-soil density logs 
seldom entering the range -3.0 to -1.8. 
with cotton, sorghum, or citrus would occur with bare soil identification based solc!y 
upon probability density in bare soil space with a bare soil  training set. 
cotton is the most poorly typified crop on the basis of its probability densities in its 
factor space a s  compared to those of other targets in the same space. 
ly in Figure 5-  29 the overlap of sorghum and cotton densities in cotton space. 
the horizontal axis of Figure 5-29 were used as the gray-level scale on a fi lm 
recorder with -6.6 representing clear and -1.8 black, much of what would appear 
a s  dark gray would not be cotton but sorghum, but decisions a r e  not based on the 
conditional density for a single category. 
the conditional probability density for all categories for a single observation, and 
assigning that observation to the category which gives the largest conditional pro- 
bability density, other considerations being equal. 
likelihood. 
True citrus signature densities based upon the 
Note in Figure 5-27, that most of the citrus 
Bare soil in bare soil space, 
Thus, very little confusion of bare soil 
In contrast, 
Note especial- ' 
If 
A decision is properly made by computing 
This is the method of maximum 
A classification program has only to read the appended density values from the 
Category assignment four data sets  produced by the Density Lister Program above. 
of a sample signature is made to  the target which gave the largest  probability den- 
s i ty  when the sample signature was transformed into that target space and condi- 
tionally attributed to it. Classification results on the basis of such a rule a r e  pre- 
sented in Table 5 - 6  with the t rue classification indicated in Table 5-7. 
is classified with 75% accuracy, being most often misclassified as cotton. Cotton 
is classified with the least accuracy, 70%, with sorghum most often the misclass- 
ification. Sorghum and bare soil are correctly classified 82% and 94% of the time, 
respectively. 
Citrus 
It is seen in Table 5-8  that the divergence results a r e  completely consistent 
with the classification results obtained. 
the four crops in citrus space, Column 2 in cotton space, Column 3 in sorghum 
space, and Column 4 in bare soil space. Comparing each column of Table 5-8 with 
each coluzzn of Tables 5 - 6  and 5-7,  it is noted that the off-diagonal matrix positions 
with the smallest divergences, indicating those pairs of crops for which the least 
information is present for separation, correspond to  those matrix positions containing 
the largest  misclassifications in the table of confusion, presented again in Ta- 
ble 5-8. For example, Column 1 of the divergence. reeu1t.s indicates that the hardest 
distinction to be made is citrus from cotton, and the classification results show that 
citrus was most often mistaken for cotton. 
Column 1 represents the divergence between r) c 
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Target 
As s ignment 
Citrus 
Cotton 
Sorghum 
Bare Soil 
Total 
Accuracy 
TABLE 5 - 6  
CLASSIFICATION RESU LTS 
Samples Known to be: 
Citrus 
449 
1 1 5  
21 
14 
599 
Cotton 
32 
418 
144 
2 
59 6 
Sorghum 
21 
88 
489 
1 
599 
(4 not classific 
75% I 70% I 82% 
Bare Soil 
29 
4 
4 
562 
599 
1 not classified) 
94% 
~ ~ 
TABLE 5-7 
EXPECTED CLASSIFICATION RESULTS 
Samples Known to be: 
Target 
Assignment Citrus Cotton 
Citrus 600 
Cotton 0 
5or ghum 0 
0 
600 
0 
I Bare Soil 1 60: I 
Total 
Accuracy 100% 100% 
Sorghum 
0 
0 
600 
0 
600 
100% 
Bare Soil 
0 
0 
0 
600 
600 
1.00% 
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It must be noted that smoothing parameters used in calculation of the pro- 
bability densities which led to the results discussed above are  those chosen through 
the process dLscribed in Section 5 .2 .2 .2 ,  for citrus S = (0. 5, 0. 5, 1, 1)  and 
for bare soil S = (0.5, l . ,  1, , 1. ) e  The divergence matrix is not symmetric due 
to the use of two different spaces contatning different amounts of information to 
compute the symmetrically located elements and to the use of different smoothing 
in different spaces. 
symmetric, however, than that in Table 5-8, since an information measure should 
be an inherent property independent of the observations, This is another indication 
of the consequences of using a transformation for reduction of dimensionatility with- 
out assurance that the variables used a r e  high in information content and not just 
variance. It is, however, possible that the smaller divergences in citrus space 
may be cf.used by over-smoothing of the citrus training set  instead of a basically 
information deficient set  of variables. Referring once again to Figurz 5-20, note 
the complete acceptability of the marginal density plot of citrus with S = (0.75 
0.75, 1, 1). 
ment with Row 1 of the table, and to bring the two-sample citrus divergence into 
the range of 1.0 to 4 .0  bits found with the other diagonal elezents of the table, the 
Column 1 divergences a r e  recomputed with new smoothing, S = (0.75, 0.75, 1. , 
1.). The parenthetical results in Column 1 of Table 5 - 8  a r e  those obtained with 
this rmoothing. 
The divergence matrix might be expected to be more nearly 
In an attempt to bring Column 1 of Table 5-8  i n  closer agree- 
The result is a more nearly symmetric matrix as  expected. 
When the classification is repeated using conditional densities for citrus with 
The explanation that there is 
this smoothing throughout, the table of confusion is affected scarcely at all. (See 
the parenthetical entries in the Table of Confusion. ) 
a genuinely smaller amount of information for the Column 1 distinctions i s  there- 
fore tentatively accepted. Sertion 5.2 .2 .4  describes the attempt to measure the 
total amount of information available and to determine the best results obtainable 
by using the total amount of information. 
5.2.2.4 Total Information Content 
The tentative conclusions, to be tested by work described in this section, 
a r e  that: (1) smaller than ordinary entries in the matrix of information divergence 
are significant measures of the relative difficulty of performing classifications, and 
(2) useful information is lost by using factor analysis for dimensionality reduction. 
If the conclusion is supported, then the divergence computation becomes a more 
reliable and useful measure of information because, when emoothing parameters 
a r e  selected carefully enough that they a r e  about right, the result of the divergence 
computation is mo:.:: sensitive to information content than to adjustments In smoo- 
thing parameters or sample size. . 
5 * 0 7  (I) 
. 
BSR 2949 
Refer to Table 5 - 8  once more. The parenthetical entries for citrus with 
smaller smoothing parnmeters a re  larger than the originals in every case, but 
they a re  still smaller than the symmetrically located elements obtained by com- 
puting divergence in the other three spaces. Table 5-9 is obtained by dividing 
every element of Tablc 5-8 by the value of the diagonal element contained in the 
same column. 
by the use of smaller smoothing parameters is shown in Table 5-9 to have actually 
degraded the information-to-clutter ratio. 
The information divergence which was apparently improved for citrus 
The interpretation of Table 5-9 a s  an a r ray  of information-to-clutter of S/N 
( naturally in c-ach of the categories. Such noise, insofar a s  the processing methods 
Proper selection of samples and variables can reduce 
ratios treats the diveygence en the diagonals of Table 5-8 as noise occurring 
a re  concerned, cannot be reduced once the training sample and the variables used 
to describe it a r e  selected. 
this noise, but for the current problem it is fixed. 
Little comfort can be taken from the larger measures of information obtained 
for citrus by changing the smoothing parnmeters. 
for\ the tentative conclusion that arrays such as-Table 5-8, interpreted with the 
help of one such as  Table 5-9 a r e  more sensitive to information content than to 
peripheral influences such as the selection of smoothing parameters. 
Such a result is further support 
. 
The two smallest off-diagonal elements of Table 5-9 a r e  the symmetrically 
located cotton-sorghum and sorghum-cotton elements. Cotton emerges as the 
category most difficult to identify (only 70% correct)  and also as  the category for 
which both citrus and sorghum a re  most easily mistaken. Figures 5-26, 5-27, 
5-28, and 5-29 show the distribution of the conditional probability densities for 
each of the categories according to the actual category showing the same thing. 
None of the measures -- confusion in actuzl assignment, information diver- 
gence, or overlap in the distribution of conditional densities -- is symmetric. 
Compare, for example, Figures 5- 26 and 5- 29: cotton in cotton space is more 
easily mi sken for sorghum than sorghum in sorghum space for cotton. 
Recall that only the first four principal components for each category have 
been used thus far. It could be that the asymmetry in the ease with which cotton 
and sorghum a r e  mistaken for each other is because the principal components of 
sorghum are, fortuitously, useful for distinguishing the two while the principal 
components of cotton a r e  useful mainly for describing the variance in cotton. 
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In the table of confusion, 
than sorghum for cotton - perhaps for this reason. 
asymmetry in the cotton-sorghum identification problem should be eliminated or 
made less so  by the use of a l l  information available. 
Table 5 - 8 ,  cotton is more often mistaken for sorghum 
If this is the case, then the 
To determine the value of the information contained in the last four prin- 
cipal components, several additional operations a re  performed. The last four 
principal components in the space of each category considered a r e  used to repeat 
the studies performed thus far  with the f i rs t  four principal components. 
tions performed are:  
?he opera- 
1. 
2. 
3. 
4. 
5. 
Using the last four components only, and the density l ister program 
as in Section 5.2. 2.3, compute hyperpyramid conditional probability 
densities for each category. 
Compute the matrix of information divergence as in  Table 3-8 for 
the last four only. This matrix is presented in Table 5-10. 
Compute and plot histograms for each of the categories, showing the 
distribution of probability densities by category . 
in Figures 5-30 through 5-33. 
Apply the decision rule (maximum liklihood) used in Section 5.2.2.3 
to the densities obtained from the last four principal components. 
The resulting table of confusion is  presented in Table 5-10. below 
the matrix of information divergence. 
These a re  shown 
- 
On the assumption of statietical independence of the first four and 
last four principal components, compute the conditional density as,  
for. example : 
A .A 
f l  (xl I citrus) f 2  (X I citrus) f (X citrus) = 2 'I 
where A 
X = the vector formed by all principal components 
X1 = the vector formed by the first four 
X2 = the vector formed by the last four 
f (X I citrus) = general form of conditional density 
-L 
-L 
a 
fl gl 1 citrus) = conditional density of first four 
principal cornpain ts  
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f 2  G2 I citrus) = conditional density of last four 
principal components. 
-. 
6. Compute histograms showing distribution of f(X I . . ) by category 
and background, These a r e  presented in Figu1 es 5- 34 through 5- 37. 
7. Determine the matrix of information divergence and the table of 
confusion using all  available information. 
sented in Table 5- 11. 
These results a r e  pre- 
Consider first  the direct measures of the information contained in the 
- a s t  four principal components. The matrix of information divergence (upper 
part of Table 5-10) shows the expected smaller amounts of information for these 
variables. The information-to-clutter-ratios, Table 5-10, still exceed one in 
every case. Classification results obtained applying the maximum likelihood rule 
to conditional probability densities of the last four principal components (lower 
part of Table 5-10) a r e  not particularly good, but a r e  clearly better than expected 
by chance. 
The reference samples used to compute these densities a r e  the same as 
used ear l ier  for the first  four components. The smoothing parameters used on the 
last four are ,  in every case, equal to 1.0. The scatter diagrams presented in 
Figure 5-16 show no evidence of multiple modes as  clustering in factors 5,6,7, or 
8. 
for these factors a r e  therefore used without further investigation based on the 
experience described earlier . 
They have a variance of 1.0 by definition, The smoothing parameters of 1.0 
The histograms of Figures 5-30 through 5-33 provide another subjective 
look a t  the information content of these variables. The three non-target categories 
in each case a r e  lumped together and classified a s  background; the backgrounds 
were plotted separately in Figures 5-26 through 5-29. Consequently, the back- 
ground curve in each case now shows the distribution of three times as many samples 
s does the target curve. Remember that no,decision rule is based on the value or d istribution of any single function such as f (X I citrus) shown in Figuse 5-30. The 
deQsion rule requiLes computation oLa11 four Conditional densities f,cX I citrus), 
f (X sorghum), f (X cotton), and f (X bare soil), at P single point X. The obscr- 
vation 52 is then assigned to  the category given the lar,est conditional density. 
However, such curves do suggest a direct interpretation for the prob- 
ability density imagery presented in Section 6.  The use of a single flling spot scanner 
to  produce such imagery is comparable to  mapping all observations X into a gray scale . 
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on film in which the film density is proportional to, for example, f(XI citrus). 
frequency with which a high film density accurately identifies the desired target 
category is indicated by a histogram such a s  Figure 5-27 or Figure 5-30. 
discussed further in Section 6. 
The 
This is 
The fifth operation, described above, is then carried out for each of the 
target categories. 
tional probability densities which result. The matrix of information divergence is 
computed directly by adding the two presented in Tables 5-8 and 5-10. 
information contained in the two factors of a general probability density is additive 
because of 
The maximum likelihood decision rule is appliecl to the condi- 
Note that 
f = f  f 1 2  
and 
then 
f2 f fl 
g g l  g2 
t log- . log- = log - 
The results obtained by computing a hyperpyramidally smoothed condi- 
tional probability density for the f i rs t  and last four principal components separately, 
assuming statistical independence of the f i rs t  and last four variables, and forming 
the product of the two to give an approximation of unknown goodness to the general 
multivariate density in 8 variables, a r e  presented in Table 5-11. 
More correct  identifications were made in each category but sorghum. 
To conclude, for this reason, that the information contained in the last four prin- 
cipal components of sorghum is not useful is unfair. 
)ion contained there (tabulated and illustrated in Table 5-10) is not properly used 
statistically independent. This can be tested but has  not been accomplished within 
the scope of this study. Consider a s  an alternative explanation, the possibility that 
the extent to which cotton and sorghum signature distributions actually overlap and 
become indistinguishable was not properly represented in the first four principal 
components alone. In this context chance, and not skillful handling of information, 
can produce correct results for +he wrong reasons. 
It is possible that the informa- c aere, if for example, the last four and the first four principal components a r e  not 
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Note further that a price is paid for correct classifications obtained for 
the wrong reasons. 
function for sorghum that would properly classify 100% of the sorghum. 
would be the improper classification of many non-sorghum observations a s  sorghum. 
Such a price can be found in terms of cotton classified a s  sorghum in Table 5 - 8 .  
In fact, the percentage by which cotton classification improves in Table 5-11 is very 
nearly equal to the percentage by which sorghum classification is  degraded. 
It wouid be not at all  difficult to devise a conditional dcnsity 
The price 
The asymmetry in the cotton-sorghum classification problem has actually 
been eliminated by applying the information in the last four principal components. 
Therefore, it is concluded that the use of principal component analysis 
It appears to serve reasonably well a s  a device to  allow density 
or factor analysis for dimensionality reduction is done a t  the risk of losing informa- 
tion of rea l  value. 
functions to be factored, thereby reducing the amount of data that must be stored 
to store a given amount of information. Information divergence appears to serve 
well as a t  least a relative measure of information content and problem difficulty. 
The problem of selecting smoothing parameters and providing large 
enough samples for multivariate analysis is by no means solved. Further manip- 
ulation of these parameters would doubtless permit still  further improvements in 
ability to represent density functions and to c l a s s i fy  observations in the best pos- 
sible way. If it were economically feasible to use reterence samples sufficiently 
large, the problem of wisely selecting smoothing parameters would be consider- 
ably attenuated. 
parameters. 
this study. 
It might become possible to neglect the directionality of smoothing 
It has not been possible to do more than begin these investigations in 
Tables 5-12 and 5-13 a r e  similar to Table 5-9 showing the information- 
to-clutter ratic matrix derived from the information divergence matrix. 
showed the result obtained using the first four principal components; Tables 5-12 
and 5-13 show the result obtained using the last four and all eight, respectively. 
The ratios apparently do not provide an unambiguous picture of the relative value of 
the three coordinate system choices. The poor ratios in the last four do provide 
useful information to ass is t  in the classification problem when used with the first 
four; the inlormation is added. The ratios which result for all eight a r e  rendered 
poorer than those for the first four. However, the reference sample sizes could 
be increased until the diagonal information divergences become small. By adjust- 
ing smoothing parameters and increasing sample sizes, taking care  to avoid spuriou, 
overcmoothing to obtain small diagonal elements, it could be determined whether 
good representations of probability density also have the unsatisfying property of 
allowing better results to be obtained with a poorer information-to-clutter ratio. 
Table 5-9 
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TABLE 5-12 
INFORMATION-TO-C LVTTER RATIOS - 
LAST FOUR PRINCIPAL COMPONENTS 
Citrus 
Cotton 
Sorghum 
Bare Soi 
Citrus 
1 
4.1 
1.8 
11.6 
Citrus 
Cotton 
Sorghum 
Bare Soil 
Cotton 
4.6 
1 
2.0  
16.5 
Sorghum 
2.9 
4.4 
1 
29.4 
TABLE 5-13  
INFORMATION-TO-C LUTTZR RATIO - 
ALL EIGHT PRINCIPAL COMPONENTS 
Citrus 
1 
16.7 
15.8 
31.7 
Cotton 
12.7 
1 
8.4 
26. 5 
Sorghum 
21.5 
14.7 
1 
49.5 
+ 
Bare Soil 
7.8 
12.1 
8.6 
1 
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However, the objective of finding a liilear transformation suitable for 
dimensionality reduction has suggested the development of canonical analysis 
discussed in the next section. 
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5 .3  CANONICAL ANALYSIS 
A linear transformation used for dimensionality reduction must be contrived 
to concentrate on the problem of inter( -<. 
hyperspace is not of equal interest. 
on observations from a single category, the transformation which results is intended 
only to separate the underlying phenomena contributing to variance within the 
category. Pronounced clusters observed in the plane of the f i r s t  two factors a s  
principal components attest to the multiple influences which cause variance in a 
single category. 
interest, can remain important for the purpose of distinguishing the category of 
A l l  variance of observations in a 
Wlien principal component analysis is performed 
Other factors, which account for less  variance in the category of 
r:nterest from other categories. 
L- 
For classification purposes, the variance within the category of interest can 
be regarded a s  noise and the variance between the category of interest and all 
others as signal. The problem of determining a line o r  tr3nsformation which 
maximizes the signal-good variance-with respect to the r.hse-bad varaince -can 
be expressed as  an eigenvalue problem. 
A linear transformation which should prove useful for dimensionality reduction 
is suggested by the eigenvalue problem: 
GW = BWd (5. 3-1) 
since the direction associated with the larger eigenvalues a re  those in which the 
background variance is maximized relative to the target variance. The notation 
used is: 
Symbol 
c - covariance matrix of background observations (good variance) 
- B - covaraince matrix of target observations (bad variance) 
w =  matrix whose columns a r e  the eigenvectors of G relative 
to B 
diagonal matrix of the eigenvalues associated with W 
I 
d - 
U - L unitary matrix whose c o l ~ m n s  a r e  the eigenvectors of G 
g: - diagonal matrix of the eignevalues of C 
H - unitary matrix whose columns are the eignevectors of B 
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diagonal matrix of the eigenvalues of B - b - 
I -. the identity matrix 
Matrices C and B may be factored readily by use of the unitary transformations 
U and H: 
T 
T 
G = UgV 
B = HbH 
- Note that: 
B = H b  /2b1 /’HT 
(5. 3-2) 
(5.3-3) 
(5. 3-4) 
and a matrix useful in  the sequel can be defined: 
If B is non-singular: 
Since the symmetry of G is preserved by the indicated row and column transfor- 
mations, the transformed matrix can be fzctored by use of the unitary matrix M: 
(5.3-7) T b- 1’2HTGHb -ll2 = MdM 
Let : 
\ 
W = H b -  1/2 M (5.3-10) 
BW = H b H T  H b - l ” M  (5.3-11) 
Equation 5 . 3 - 1  can then be obtained by combining Equations 5.3-9, -10, and -11 
demonstrating that the matrix W as  defined by Equation 5.3-10 is the matrix of 
eigenvectors of G relative to B, and that matrix d as determined in Equation 5.3-7 
is composed of the associated eigenvalues. 
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The canonical variables resulting from the W transformation will  be of unit 
variance and uncorrelated for observations with covariance matrix B, a s  shown by: 
W T BW = MT b-1/2 HT H b H T  13 b -1/2 M (5. 3-12) 
T = M M  
= I  
The two covariance matrices, G and B, serve to distinguish noiselike variance, 
found within the category of interest, and signal variance. The transformation 
woduced by solution of this eigenvalue problem is specific for the single category 
whose covariance is described by B. Just as for the multiple principal component 
transformations, a preferred space is used for computation of the condition 
probability densities for each category; i. e. , cotton space for f (x lcotton), etc. 
A crude computer program has been improvised to compute the linear trans- 
formation indicated. 
turn, as the target category. The covariance matrix of the target category is used 
for B, defined above, and the covariance matrix of the background non-target cate- 
gories, taken about the mean values of the target category, is used for G. 
The four crop types described earlier are treated, each in 
Scatter diagrams a re  then prepared of the first two pairs of canonical var i -  
ables. Each target category and its background is observed in the plane of canonical 
scores 1 and 2 and of canonical scores 3 and 4 in the form of scatter diagrams. 
This series of scatter diagrams is presented in Figures 5-38 through 5-41 for citrus, 
cotton, sorghum, and bare soil, respectively. 
4 
When working in the space of Canonical variables as  defined, there is no 
evidence of c l ~ s t e r s  or multiple modes within a single category. 
evidence of the different objectives of principal component and canonical analysis. 
Even bare soil-a category which shows three distinct modes in every other space 
considered including untransformed channel space -appears in the planes of pairs 
This is the clearest 
-- 
=)of canonical variables as a distribution that looks bivariate normal. Bare soil 
. 'scatter diagrams for the last four canonical variables are also presented in Fig- 
ure 5-42. No multiple clusters a r e  observed in either of these planes. The inter- 
pretation placed on the eigenvalues, d, associated with a canonical transformation, 
is illustrated by these scatter diagrams. 
the largest of the eigenvalues is associated with the eigenvector which defines the 
direction of the first canonical variable. 
is proportional to  the fraction of total variance found in the direction of the first 
principal component. In canonical analysis, the direction of the first canonical 
variable i s  that with the largest ratio of good variance to  bad, a i  rrignal to noire. 
The largest eigenvalue is proportional to this ratio. 
Just as  in principal component analysis, 
Its value, in principal component analysis, 
* 
c 
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For bare soil, the eigenvalues a r e  listed in Table 5-14 
TABLE 5-14 
EIGENVALUES FOUND IN CANONICAL ANA LYSIS WITH 
BARE SOIL AS THE TARGET CATEGORY 
Eigenvalue s 
I st 53.7 
31d 
Ith 
1.6 
1.4 
0.8 
0.7 
0. 6 
0.5 
The first eigenvalue suggests that the dispersion of bare soil background ob- 
servations with respect to  bare soil mean value is the square root of 54, or 7.3 times 
as large in the direction of the f i rs t  canonical variable as that of bare soil obser- 
vations about the same mean value in the same direction. The canonical variables 
one and two scattered in Figure 5-41 are consistent with this interpretation. 
Similarly, the dispersion of observations measured by the second variable appears 
about 1.5 (the square root of 2.2) times as large for background as for bare soil. 
Most surprising, the interpretation is consistent even in the scatter diagrams, 
Figure 5-42, of variables 7 and 8. The eigenvalues a r e  less  than one. The cluster 
of bare  soil background, which has three t imes the number of bare soil observations, 
is clearly smaller than ;he target cluster. 
. 
- 
This is too much of a good thing. The definition of the good variance is ap- 
parently not as good a s  desired. A lack of information content in  the last canonical 
---iriables should be characterized by nepr1)- :dentical distributions. A decision rule 
which would classify correctly a number greater than 25% of the bare soil observations 
cowld Le based on variables 7 and 8 alone. The problem of controlling the disposition 
of information more carefully has  only begun. Improved deiinitions of good and bad 
var Tance offer subject niaterial for furthnr studies of Signature Data Processing. 
BSR 2949 
11.2 
Table 5-15 gives the  corresponding eigenvalues for the other three crops. 
The interpretation is similar although no scatter diagrams a r e  presented for  
canonical variables beyond four. 
7.9 
TABLE 5-15 
CANONICAL ANALYSIS EIGENVALUES 
Citrus Cotton 
1.8 
1.6 
1.1 
1.0 
0.7 
0.5 
1.5 
i .  3 
1.2 
1.0 
0.7 
0 .  6 
Sorghum 
25.8 
3.5 
2.0 
1.8 
1.4 
1.3 
1.0 
0. 6 
Bare Soil 
53.7 
2 . 2  
1. 6 
1.4 
0.8 
0.7 
0.6 
0.5 
. 
The canonical variables which are the best candidates for deletion to  accom- 
The next four are scattered around 
plish dimensionality reduction are those with eigenvalues close to  one. 
gories, the first four eigenvalues exceed one. 
one, about half above and half below. 
served for bare soil, in each case tend to fall below one. 
In all cate- 
The highest numbered eigenvalues, as ob- 
c *  It is too early t o  draw all desired conclusions concerning the comparative 
Gtility of the canonical analysis transformation with respect to other linear trans- 
formations available. The requirement for an analytical approach to  distinguish 
between noise -like variance and signal-like variance is conceptually satisfied. 
While it has not been possible to complete sufficient measures of the information 
lost by using the method for dimensiozality reduction, it already appears as though 
still better control should be exercised over the disposition of information into the 
variables retained. 
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SECTION 6 
HARDWARE DEVELOPMENT 
A breadboard version of the analog table look-up device described i n  Sec- 
tion 3. 2 was produced during the study to allow evaluation of the concept and identi- 
fication of troublesome areas.  
device requires the assembly of several  elements as indicated, in Figure 6-1. 
A complete version of the analog table look-up 
Analog computation of a single conditional probability density, f (z(t)) is ac-  
complished i n  three steps. 
observation of unknown origin. 
formation network into a space of principal components o r  canonical variables as 
described in Section 5.  2 . 2  and 5.3.  The transformation requires that mean values, 
x, stored in the network as DC voltage levels and describing the expected value of 
x (t) on the condition that it is an observation of the preferred category for the t rans-  
formation applied, be subtracted from< (t) before operating with matrix A. 
The video input, (t), is a time-varying multispectral 
The observation is transformed b y  the analog t rans-  
-L 
5 
The matrix A is the transformation applied to  the adjusted vidao. Since the 
matrix transformation is accomplished by forming specified linear combinations of 
the components of (?(t) - x), analog circuitry consisting of summing and inverting 
amplifier with selectablegains is provided to  form a special-purpose analog corn-. 
pute r . 
The output variables which result, be they principal components o r  canonical 
variables, will be uncorrelated, hopefully statistically independent, and have unit 
variance when the transformation i s  applied to the preferred category. The block 
diagram shows eight output variables resulting from eight input variables. 
number of output variables can be reduced, perhaps to  two, without loss of informa- 
The 
- tion if a sufficiently controlled canonical analysis is used for dimensionality reduction. 
1 
In this event the next operation, which is illustrated in Figure 6-1 indicating a 
requirement for  four flying -spot scanners, could be accomplished wit'r a single 
flying-spot scanner. In the more general case illustrated however, the general 
density for the transformed observation 
the form: 
(t) is computed by an analog multiplier in 
_-- 
1' 
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s j ~ ~ c c - ~ ( t )  = A*(t), where the matrix A specifies a non-singular transformation of 
X ,  T ( t )  occurs with the same likelihood as 'z( t ) .  
density for?(t)  is equivalent to knowledge of the same for%(t).  
Knowledge of the probability 
The gain realized by performing the transiormation is that of working in a 
coordinate system in which the expression for the dcnsity i s  factorable into a 
product of bivariate densities as in  Equation 6-1. 
The breadboard version of the device completed during the study includes the 
analog transformation network and a single, working, flying-spot scanner. F i g -  
ures 6-2 and 6-3 a r e  pictures of the completed breadboard units installed in the 
multispectril signa'ure data processing laboratory. A laboratory tape playback 
z?ar)?irre: provides multispectral video recorded during flight as input to the analog 
transformation network. Two stationary card readers are used for  input coeffic - 
icnts to the transformation network. 
8-bit ladder network of precision resistors;  the total resistance of the network is 
controlled in this way to select the wzighting for  each channel of input for  each 
linear combination. 
Each coefficient controls switches in an 
A single pair of the transformed variables is then selected to  deflect the 
beam of the flying-spot scanner. 
is illustrated in Figure 6-4. 
bility density functian. 
has the same origin as the scatter diagram transparency scanned. 
A functional schematic of the flying-spot scanner 
The output obtained is a bivariate conditional proba- 
It is conditional on the hypothesis that the input video 2 (t) 
'?he analog output, when used to produc ~ imagery, provides only a mapping of 
It does not resemble imagery that would be produced by applying the 
t:; * li?ariate conditional probability density for the target category defined by the 
tr;:<parency. 
rnsx:raum likelihood decision rule to several such conditional probability densities. 
Examples of probability denEity imagery obtained in this way are presented 
following the discussion of the design, calibration, and performance of the bread- 
board unit. 
41.1 HARDWARE DESCRIPTION 
The transformation network (Figure 6 - 5 )  electronically forms eight linear 
combinations of the eight scanner channels. The output signals from the transfor- 
mation network are then routed $0 an analog table look-up device which consists of 
cathode ray tubes (CRTS); computer -generated transparencies placed on the face 
of the CRTs, and photomultiplier tubes. 
various positions on the CRTs depending upon the pairs of signals selected to  drive 
the horizontal and vertical. axes. 
termine whether the electron beam is positioned in an  opaqu.e, tramparent,  or 
borderline region of the transparency. 
The electron beam6 are deflected to  
The photomuitiplier tubes a r e  then used to de- 
I 
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For the following discussion see Figures 6-band 6-7. The tape recorder 
scanner channels are fed t o  the inputs of LM301 operational amplifiers ( A l )  through 
10K input resistors (R1). 
switching in various size feedback resistors (R3)  in the first stages. 
lowers are placed inside the feedback loops to  provide for sufficient drive capability. 
The non-inverting input of the operational amplifiers is supplied with DC voltages 
under the control of the card reader. 
consists of a unity gain inverting amplifier. 
the exception of the fixed gain and zero DC offset. 
and second stage are routed to  the card reader. 
select the proper signs of the coefficients and also switches in eight-bit ladder 
The gains of the analog processors are  controllcd by 
t 
Emitter fol- 
The second stage of the analog processor c 
It is identical t o  the first stage, with 
A card is then programmed to 
The output signals from the first 
etworks which attenuate the input signals in multiples of 1/256. 
The signals from the outputs of the ladder network a r e  then fed to  LM.301 
c 
operationa:. amplifiers (A3) which are wired up i n  their inverting configuration and 
provide negative unity gains for each of their inputs. 
amplifier is the negative sum of its eight inputs. 
amplifie- s are then fed to  limiters which inhibit the signal from exceeding a -2 v to  
+2 v dynamic range. 
Thus, the output from a single 
The outputs from the summing 
The outputs f rom the limiters are then paired up and fed to  deflection ampli- 
These consist of single-ended input, balanced output differential amplifiers. fiers. 
The input is fed to  the base of T1 while a variable DC level is supplied t o  the base 
of T2 to  provide for a beam centering control. The emitter resistors (R6 and R7) 
are fed from a constant current source (T3, R9, R ~ o ,  and R11). The variable re- 
sistor R5 adjusts the voltage gain of the amplifier. The output f rom the collectors 
of Ti and T2 is then routed todeflection plates on a CRT. 
- 
r 
The CRT electronics a r e  straightforward, consisting of a resistor divider 
chain to properly bias the CRT grids. The CRT utilizes P16 phosphor which has 
a decay time (100% to 10% persistence) of 0.12 psec. 
The photomultiplier tube electronics are also straightforward, consisting of a 
ring of 100-v zener diodes to  properly bias the PM tube dynodes. The output signal 
developed across an  18K load resistor (R19). 
A sine-cosine generator is formed by operational amplifiers A7 and A9. 
sine and cosine outputs are followed by a buffer stage which provides for gain con- 
trol by varying feedback resistors R22 and R28. The outputs of these buffers are 
sent to a pair of deflection amplifiers which allow the deflection electronics to be 
calibrated. 
The 
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6.2 SYSTEM PERFORMANCE 
To calibrate a single flying-spot scanner , several known voltages must be de- 
flected to  predetermined positions on the face of the CRT. 
test transparency consisting of concentric circles is placed over the face of the CRT 
to define the desired deflection positions. 
puts are grounded. The horizontal and vertical offacts a r e  varied until the electron 
beam is positioned at the center of the concentric rings on the test transparency. 
The horizontal and vertical inputs are now connected to a sine-cosine generator. 
peak signal f rom this generator is switchable to  either 1 , 2, or  3 v. For the 1-v 
position, the vertical and horizontal gains a r e  adjusted such that the test trace and 
smallest concentric ring on the test transparency are coincident. The 2-v sine and 
cosine waveforms are then switched into the deflection amplifiers. The next largest 
concentric ring on the test transparency and the test  t race should now be coincident. 
If not, the gains are readjusted slightly until coiccidence is achieved. The 1-v peak 
waveforms are then switched back into the deflection amplifiers to ensure that the 
test trace and smallest circle are still coincident. While only one circle is actually 
required for calibration, a series of concentric rings also serves as a check on 
system linearity. The 3-v peak signals are used to set the dynamic range of the 
limiting circuitry. This guarantees that the electron beam deflection will not be 
larger  than the physical dimensions of the transparencies and hence eliminates the 
possibility of erroneously detecting a transparent region of the transparency. . 
To accomplish this, a 
Initially, the horizontal and vertical in -  
The 
The system bandwidth was measured at 125 IrHz. The temperature drift for 
the transformation network, deflection amplifiers, and CRT caused less than 1% 
change in both the horizontal and vertical displacements of the electron beam. 
The variation in light output as a focussed, constant current electron beam 
is scanned across  the entire face of the CRT and is less than5%. To realize less than 
5% variation, it w a s  necessary to  burn-in the CRT for  100 hr. Burn-in was ac- 
complished using a raster-type beam deflection waveform, such that the beam was 
deflected to  all phosphor particles. Beam current w a s  kept at 25 microamperes 
during the entire burn-in period. If the electron beam is defocussed while keeping 
the beam current constant, an increase in brightness is observed. 
Under normal operation the electron beam is in focus only in a small region 
of the CRT. Thus, additional variation in light output is introduced because the 
electron beam is deflected to regions where defocussing results. A third effect 
which produces an apparent brightness variation is the integrating effect of the 
photomultiplier tube. 
tron beam; thus, the signal current f rom the photomultiplier is dependent upon the 
past history of the electron beam. The cumulative effect Qf the three mechanisms 
can produce an apparent light variation of as much as 40%. 
Light is also being emitted from the past locations of the elec- 
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6.2.1 Imagery 
f- 
L 
Probability density imagery has been produced a s  a first step towards 
fuXblown use of the analog table look-up device to produce gcnuinely enhanced 
imagery. 
a reas  a r c  those with a large value of citrus probability density. 
shown is  a portion of flight line I 1  as flown i n  June of 1969. 
the data source in greater detail. 
top strip is obtained by adding together a l l  eight channels of video and f i l m  re- 
cording the result. The center s t r ip  is similarly produced, but is annotated to 
indicate the known identity of the crops growing in selected fields. 
The example illustrated in Figure 6-8 is a map i n  which the darkest 
The a rea  
Three strips of imagery are presented. 
Section 5. 1 describes 
The 
The last str ip is probability density imagery; it is a bivariate smoothed 
density function produced by deflecting the flying-spot sccnner beam with the 
first two principal components of citrus observations through a scatter diagram. 
The citrus scatter diagram used for this purpose is among those shown in - -  
'Figure 6-9. 
shown with similarly prepared diagrams from cotton, sorghum, and bare soil. 
A negative transparency of the 2000 citrus observations, scattered in the plane of 
principal components one and two, is the information storage medium for the 
general bivariate distribution. 
It was  prepared as described in Section 5 . 2 . 2  where it is also 
- _  
The probability density imagery is a demonstration of the ability of the 
flying-spot scanner to recover and display o r  make available for further compu- 
tation the information contained in a bivariate conditional probability density. 
The histograms presented in Section 5.2. 2 are useful for interpretation of prob- 
ability density imagery. They show the'distributio-i of conditional probability 
density imagery computed from principal components. 
this distribution for the first four principal components of citrus. The right- 
most values of f ($ I citrus) are those corresponding to  a dark gray tone on the 
imagery. The histogram shows that values towards the right of the scale occur 
more frequently for citrus than for any of the other throe categories shown; but 
the frequency with which non-citrus categories occur is usually larger than the 
.citrus frequency. 
Figure 6- 10 shows 
Thus, in Figure 6-8, it should be no surprise that non- 
D c i t r u s  categories occasionally show up. 
Histograms of the type introduced in Section 5 and shown for illustrative 
purposes in Figure 6-10 show that the dynamic range of probability density extends 
over several orders of magnitude. The reeult is not surprising, but it does not 
place a similar dynamic range requirement on the device8 used in the laboratory. 
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Figure 6-8 Probability DenBity Imagery Produced 
From Analog Table Look-Up Device 
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The uncertainties in some of the parameters uscd in classification pro- 
cedures may well exceed in magnitude the noise introduccd by the hardware. The 
dynamic range available in photomultipliers and in film density is safely in excess 
of that available in the CRT required for the ATLUD. 
upper limit to the dynamic range required for usch a system is that which an 
interpreter can make use of when looking at imagery. 
than probability density, i ts  output range is reasonably well matched to the range 
used by human observers. 
In the f ind  analysis, the 
While the C R T  has less range 
c 
Notice also that the top s t r ip  of imagery shows a number of cloud shadows 
It is interesting to  compare the cloud patterns in the top strip, the 
on the ground. 
imagery. 
and the conditional probability density mapping of citrus in the bottom strip. 
Near the left end of the s t r ip  a road cuts diagonally across the 
g :. :field identification in the center s t r ip  (where the same clouds show up incidentally), 
The density mapped in the imagery is bivariate in the first two principal 
- components instead of tetravariate in  the first four as analyzed i n  the histograms 
presented earlier.  A histogram prepared from the bivariate density for citrus is 
presented in Figure 6-11. 
6.2.2 Smoothing 
The smoothing effect of the flying-spot scanner has been directly evaluated 
by using it with a conventional ras ter  scan to produce video, and film recording 
the video. By raster scanning a scatter diagram with the CRT beam in a focussed 
and unfocussed condition, the amount of defocuss required to  produce a smoothly 
variable probability density which uses the full range of gray scale dynamic range 
available can be determined. The scatter diagram containing 2000 sorghum ob- 
servations was selected for the evaluation because of the multiple clusters to be 
smoothed, yet resolved by the flying-spot scanner. 
which the negative transparency was produced is also shown in Figure 6-10. 
Figure 6-12 shows prints made from the imagery exposed by raster scanning 
the transparency. 
by setting the CRT focus adjustment at the position of best focus. 
. 
The scatter diagram from 
The upper picture is badly undersmoothed. It was produced 
The lower picture looks like a satisfactory, smooth representation of a 
population probability density which could have yielded the sample used to pre- 
pare the scatter diagram. 
also used to produce the probability density imagery of Figure 6-8. 
The focus position used to produce this result  was 
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(b) Best Smoothing Focur~ 
Figure 6-12 Smoothing Effect of Flying-Spot Scanner 
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Smoothing parameters employed to make imagery with this device +;ire most 
The role of the computer analysis of smoothing paratneter h:clection 
conveniently obtained when the desired smoothing parameters are equal for, the 
t\vo variables. 
is to determine the best selection for the smoothing parameters without su~,+, a 
restriction. Compensation to accommodate the hardware can be performcQ: by 
applying the Lppropriate metric scaling to  the variables as necessary in thc. trans- 
formation network. 
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SECTION 7 
CONCLUSIONS 
, Three types of conclusions a r e  drawn from the study results and inferences 
based on experience during the study. 
the theoretical and analytical methods which influence the ability to accomplish 
Signature Data Processing; these a r e  discussed under the heading Analytical Prob- 
lems i n  Section 7.1. Type two conclusions concern the description of a research 
tool to accelerate the rate a t  which solutions to  analytical problems can be iden- 
tified and evaluated. This tool, described as a Signature Data Processing System 
(SDPS) in Section 7.2,  i s  a general-purpose multivariate processor functionally 
specified to  store large amounts of information and apply analytical techniques at 
high data throughput rates. Simultaneous user  judgments and human factor con- 
siderations a r e  possible by making use of real  data rate display devices already 
provided in other equipment that wi l l  be available. 
ing specifications for this system a r e  presented in Volume ID. 
Type one conclusions are those regarding 
Functionally oriented engineer- 
Type three conclusions are drawn from experience gained during the study 
with the breadboard version of a portion of the recommended SDPS. 
design properties of the flying spot scanners which comprise the Analog Table 
Look-Up Device are identified. 
are identified. 
7.1 ANALYTICAL PROBLEMS 
Critical 
Some of the options that should be preserved for 
comparative evaluation and to  allow for modular expansion of system capability - 
A non-parametric representation of a general multivariate probability den- 
sity is recommended on the postulate that no representation is superior to that 
obtained by preparing a multivariate histogram from a sufficiently large sample 
drawn from the population of interest. 
(limited information storage capacity of computers), a sample is stored instead 
of the density function. 
gram, discussed in Section 4.3, is employed to evaluate the density function at any 
desired point. 
For reasons discussed in Section 2 
The computational scheme of smoothing the sample histo- 
The desirability of a procedure for obtaining reasonable and objective repre- 
sentations of population probability densities by direct methods requiring neither 
operator intervention nor iterative trial-and-error methods is self evident. 
It is concluded that the development of such a procedure requires a direct 
b method of choosing smoothing parameters. During this study, trial-and-error 
methods have been used to select smoothing parameters that seem to give plausible 
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results. 
methods - even the relativelv fast hyperpyramid version - is itself a time- 
consuming procedure, the time is well spent, provided that reasonable results 
are  obtained. 
ing parameters for all distributions to be compared, several attempts are re- 
quired to obtain reasonable results. Because the criterion of reasonableness 
is subjective, there is no guarantee that optimal parameters a r e  selected for  a 
single point distribution or  that distributions to be compared a r e  provided with 
density functions which are  comparably scaled. 
While the computation of probability densities using the smoothing 
But without an objective method for selecting comparable smooth- 
The use of a smoothing method is currently feasible only for relatively 
pute densities for each point in the sample once, but because of the necessity 
for doing it repetitively. 
four channels each, the computation of probability densities for 2400 unknown 
observations requires about 15 minutes when using the hyperpyramid smoothing. 
Running Lime increases as the following proportionality: 
( ,mall samples. This is not so much because of the long time required to  com- 
For example, with a training sample of 600 observations, 
T a NT * NS-* M 
run 
where 
NT = no. of training samples 
Ns = no. of unknown samples, i. e., the number of points at which the density is evaluated - 
M 51 no. of channels per observation. 
For  maximum utility as an evaluation standard, much la rger  training 
samples will be necessary with a corresponding increase i n  computational time. 
These times will remain prohibitive for use on data presented i n  a n  image for- 
The use of satis- t; sampling of image format data will always be required. 
ctorily large samples (a number which must be determined) will require direct 
ethods for determining optimal smoothing parameters. 
-3 
The techniques which produce optimal, i. e., maximum likelihood, solutions 
to multivariate classification problems are well known and straightforward when 
a proper method of evaluating conditional probability densities is available. The 
first requirement to  make such a method available is the determination of how to 
choose, directly, smoothing parameters. This is a key step. 
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Given the capability to choose, directly, optimal smoothing parameters, 
computational time is further reduced to a minimum by dimensionality reduction. 
Dimensionality reduction is conducted to place the useful information in the variablcs 
retained. Linear transformations of the canonical type discussed in Section 5.3 show 
promise of providing the control necessary to distinguish noise-like variance from 
informa tion -containing variance. With properly chosen definitions of ''good" and "bad" 
variance (see Section 5.3, Canonical Analysis), linear transformations can be found 
which concentrate information in a subset of the transformed variables while assign- 
ing the noise-like variance to variables which can be deleted from the problem. 
By applying the method of information divergence, the utility of transforma- 
tions and definitions of "good" and I'bad'' variance can be measured. 
application of the divergence method again requires the ability of direct selection 
of optimal sets of smoothing parameters. 
Proper 
The process of dimensionality reduction permits two benefits, both of which 
reduce the computational time: 
1. Computational time is reduced by reducing the number of variables. 
2. Computational time is reduced by permitting the use of smaller training 
samples. 
Both benefits a r e  indicated in the proportionality stated by Expression 7-1. 
The second benefit accompanies the first. The n w b e r  of samples required 
to represent the distribution of a population increases exponentially with the num- 
ber of variables retained. 
adequate representation calls for the definition of terms and criteria. 
cision is unnecessary to recognize the impact of the proportiorality on the sample 
size requirement. 
channel, 10,000 cells a r  available for each observation. An adequate sample 
size does not necessarily require that all cells be occupied; but among the cells 
which a r e  occupied, many cells should be occupied by more than one observation. 
If a third variable is added to a sample of adequate size when observed with two 
variables per observation, the number of occupied cells increases more slowly 
than the number of cells available. One million cells instead of 10,000 become 
available. 
will be necessary to  achieve a similar percentage of cell occupancy in  the space 
of higher dimensionality. 
The precise judgment of the sample size providing an  
Such pre- 
In a space of two chaikels, with 1OC resolution elements on each 
It is reasonable to assume that roughly 100 times as many samples 
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It is desirable, therefore, to  reduce the dimensionality to the smallest 
possible number. Dirrrensionality reduction i s  easily obtained by using only a 
portion of the data channels; information is eliminated at the same time. 
satisfactory approach to dimensionality reduction is obtained by performing a 
linear transformation of the canonical analysis type. 
A more 
I 
A twofold reduction in computational time is obtained by applying a linear 
transformation to obtain dimensionality reduction without a corresponding reduc- 
tion of information content. Computational time is reduced by reducing: (1) the 
number of variables and (2) the size of a sample required to represent the popu- 
b t  ion adequately. (J 
It is concluded, therefore, that the priorities i n  the development of analytical 
techniques for multivariate signature data processing are: 
1. 
2. 
Methods for direct selection of smoothing parameters 
Study of the methods of canonical analysis for optimum dimensionality 
reduction. 
Section 7.2 describes a n  SDPS. The system is configured to aid i n  the 
development and evaluation of the priority analytical techniques. 
more a high- speed signature recognitiop device capable of computing conditional 
probability densitv functions at real-time rates. 
It is further- 
The density function computations are performed in an analog manner, and 
the computation is the analog of the smoothing technique which requires the selec- 
tion of smoothing parameters. With analog computation to assist the investigator, 
many of the time-consuming and expensive aspects of the analytical problems 
become less serious. 
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7 . 2  SIGNATURE DATA PROCESSING SYSTEM 
It is concluded from the work conducted during the study that an S3PS which 
satisfies the study objectives defined in Section 2 will serve not only a s  a sysleni 
to apply decision theory, but also as an important tool to ass is t  in the soluticn of 
the analytical problems identified in Section 7. 1. This section is a discussion of 
the utility of the recommended SDPS. Detailed functional specifications a r e  pre  - 
sented in Volume III. 
A block diagram of the subject system is shown in Figure 7-1. The system is 
modular and, as shown, interfaces with the Ground Data Station (GDS) of the 
Multispectral Data System (MSDS) under construction for NASA/MSC (Contract 
NAS9-9089). In this way, the initial configuration of the SDPS will provide only for 
performing tl. 2 data processing operations, 
computer, and the display and output devices already available in the GDS a r e  used 
also by the SDPS. 
annotated in the block diagram. 
addition of the shared system elements to the SDPS so that it may be built into a 
self-contained s ys tern. 
The tape input equipment, a control 
System elements to be provided initially by the GDS a r e  so 
The modularity of the system permits the selective 
Only those elements of the SDPS which operate on the data to extract informa- 
tion a r e  discussed here. Included a r e  the Transfcrmation Network, the Multiple 
Threshold Gates (MTGs), the Analog Table Look-Up Device (ATLUD), and the 
Decision Network. 
The Transformation Network applies a linear transformation of the type 
specified by principal component analysis o r  canonical analysis to the 24 channels 
of input data, o r  to a subset thereof, provided by the MSDS-GDS. 
a r e  served by properly selected transformations of this type: 
Two purposes 
1. The variables a r e  transformed to a coordinate system in which they a r e  
more nearly statistically independent. 
density function to be factored into a product of density functions. 
This allows the probability 
2. Information from all original variables is concentrated in a subset of 
the transformed variables to permit reduction of dimensionality with 
minimal loss  of information. 
Both of these benefits a r e  applied to advantage in the processing operations 
performed after the transformation is completed. A decision boundary test i s  
applied by the MTGs and a maximum likelihood test is applied by the ATLUD and 
the Decision Network in series. i 
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A Decision Boundary Mode is one of the three operating modes specified in 
Volume I11 for  the SDPS. The test involved is simple and fast but quite effective 
nonetheless. Each of the variables retained after reduction of dimensionality is 
tested by the MTC to determine whether it falls within a predetermined range which 
characterizes the variable in question when it i s  obtained from an observation of 
a specific category. 
hypersurface in the form of a hyperparallepiped. 
boundary, which defines approximately the regions R i  and Ci a s  discussed in 
Section 2. 
maximum likelihood to the category corresponding to the decision bcrundary. 
Such a range for each of the variables retained defines a 
This hypersurface is a decision 
An observation falling within such a hypersurface is  assigned with a 
The meri ts  of such a processing scheme are  that the decision boundaries 
a r e  simply and quickly defined by inspection of scatter diagrams such a s  those 
presented in Section 5.3. 
only the upper and lower limits of each variable for each category must be retained. 
The operation can be performed rapidly with either digital or analog methods. 
Digitally time -consuming and electronically touchy analog arithmetic operations a r e  
unnecessary: logical operations alone suffice. 
decision-making operation a r e  logical variables easliy encoded for computer - 
compatible tape recording at  a density of eight categories per character. For 
simultaneous display of all  categories identified, a color display and film recorder 
offers the necessary degrees of freedom. 
A minimal information storage problem is  presented; 
. 
The output products of such a 
These a r e  provided by the MSDS-GDS. 
On the negative side, i t  should be noted that precisely correct decision 
boundaries, e. go , the R i  and Ci of Section 2, a re  not hyperparallelepipeds. For  
simple problems, little harm is done by approximating the Ci, which a r e  not 
exhaustive or  necessarily mutually exclusive, by hyperparallelepipede. PJut decision 
boundaries defined in this lay coincide only approximately with the boundaries 
of the regions specified in the theorems of Section 2. 
Furthermore, cl3ssification achieved in this way does not present maximum 
information in the dieplay prepared. 
is  the maximum likelihood does not speak of the relative likelihood of other deci- 
sions. 
8ame category is totally suppress+A. 
have equal 1:kelihood. 
siderably. Mapping such *. : ?tion6 preserves spatial information, Spatial infor - 
rnation is difficult to process by machine, but relatively easy for a user  to process 
by inspection and experience. To supprees this information denies the user access 
to ;.,,ormatior readily available before clpectral processing. 
a disservice is performed in this way. 
The information that a particular decision 
The spatial information contained within a spatial region assigned to the 
The cooGtiona1 probability of correctness can vary con- 
Not all maximum likelihood decisions 
For some problems , 
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Another operating mode-the Maximum Likelihood Mode - is available for use 
in problems where the decision boundary approach is inadequate or  undesirable. 
The additional information presented in the display which results, and the addi- 
tional precision with which a maximum likelihood region is defined, a r e  purchased 
at the expense of additional complexity in the hardware which accomplishes the 
processing. 
precess thc variables presented by the Transformation Network. The video signal 
from the Transformation Network serves as input for several sets of flying spot 
scanners, conceptually operating as described in Section 6,  for the computation of 
several conditional probability densities. Each of the probability densities is the 
'?ikelihood t?iat the observation which produced it belongs to one of the categories 
Jeing considered. The probability densities, which in the most general case can 
be handled by the ATLUD, a r e  computed as the product of bivariate probability 
densities. Thus, a tetravariate probability density is computed as the product of 
two bivariate densities. 
This mode uses the ATLUD and the Decision Network serially to 
cz 
One flying spot scanner is used for each bivariate density. 
The output cf the ATLUD i s  a complete set of conditional probability densities. 
The operation performed by the ATLUD may be regarded as a nonlinear singular 
transformation of 8 set of input variables into a set of conditional probability 
densities. 
Maximum likelihood decisions, and variants thereupon as described in 
Theorems 1, 2, and 3 of Section 2.2, a r e  based on these densities. 
which can be expressed as logical variables just as in the Decision Boundary Mode 
are achieved by assigning each observation to the category with the largest 
ConditioEal probability density. This is , clearly enough, the maximum likelihood 
decision as defined by Theorem 1. It is superior to that obtained by the Decision 
Boundary Method because the shape of the hypersurfaces which define the decision 
boundaries is no longer restricted to hyperparallelepipeds. 
Decisions 
One of the negative aspects of the Decision Boundary Mode of operation is 
countered in this way. Regions which are nonexhaustive, to limit the probability 
I errmeous classification in the manner of Theorem 2 (Section 2. 2), can also 
e achieved. To do so requires the use of the Decision Network. 
The other negative aspect of the Decision Boundary Mode of operation was 
the restriction of output variables to logical ones which supress much of the spatial 
information. 1.mong the output options when operating in the Maximum Likelihood 
Mode is providing the probability densities as f ina l  output. 
decisions can in this way be displayed with minimal loss  of spatial information. 
To accomplish this using the color display devices of the MSDS-GDS, it is only 
necessary to associate each category for which a likelihood is computed with a 
separate color. The color displayed is that of the category with the greatest 
Maximum likelihood 
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likelihood: at constant hue, the saturation is then modulated with the value of the 
likelihood (i. e. , conditional probability density) of the maximum likelihood categary. 
The Decision Network plays no essential role in this procedure. 
The use of ATLUDs, for computing probability densities allows the operations 
digitally performed by the smoothing procedures to be performed in an analog 
manner. 
accomplished even by trial-and-error procedures without incurring the expense 
of doing so wi.'i digital computation. 
easily evaluated if  complete bivariate densities with gray scale a s  the third dimer- 
sion a re  prepared. The analog signal representing probability density is played 
into a film recorder to accomplish this. 
The problem of selecting smoothing parameters is simplified in three ways with 
the analog computation. First ,  the sample size can be made very large without 
increasing the time and expense required to perform the computation. Second, 
with large samples the selection of smoothing parameters b€con.es less  difficult. 
Third, the smoothing parameter is expressed in the analog computation as a CRT 
spot size. 
smoothing can be virtually eliminated by focussing well. A variable smoothing 
method might be explored whereby the smoothing selected would depend upon the 
local spot deasity of the bivariate distribution. The beam could be defocussed 
until some minimum threshold of light output is obtained; conversely, in regions 
of high spot density the beam could be reduced in size and intensity until some 
upper limit is obtained. The probability density would then be a combined func- 
tion of the light output, as discussed earlier, and the feedback voltage required 
to obtain the desired focus voltage level. 
The selection of smoothing parameters for analog computations can be 
The criterion of reasonableness is more 
Examples a r e  shown in Figure 6-12. 
Defocussing of the beam increases the smoothing parameter while 
The direct computation of numerical values for smoothing parameters, a s  
the requirement is described in Section 7.1, might be accomplished by brute force 
with a simulation of such a procedure. The requirement, however, is for a 
more elegant approach which will  result in a net saving of computational time. 
The ability to perform acceptable analog smoothing with an ATLUD does not 
eliminate the requirement of Section 7.1. 
the development of signature processing hardware while, in the analytical problem 
area,  attention is directed to the very difficult problem of determining how to 
select numerical values for smoothing parameters. 
It does allow progress to continue in 
Operations performed by the Decision Network could be performed instead 
by converting the ATLUD output to digital form and passing the information to a 
small computer such as  that found in the MSDS-GDS. 
operations performed by the MTG and the Transformation Network. 
it has been elected to recommend special hardware for the operations in order to 
increase the data throughput rate. 
This is also true of the 
In each caBe, 
By providing parallel computation channel8 and 
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special-purpose high-speed computational hardware, the rate of data processing 
can equal the rate of data collection. This is about lo5 observations per second 
of multiple channel data. The serial  computation and general-purpose computa- 
tional hardware of a computer cannot approach the necessary speed. 
The first  of two operations available in the Decision Network is formation of 
linear combinations of the probability densities from the ATLUD. 
form 
These a r e  of the 
M 
F, = H t 1 G..f. , i = 1, M 
1 1J 3 
j = l  
where 
fj = probability densities from ATLUD 
M = number of assignment categories considered. 
This operation is suppressed by letting the Ci- = 0 and H = 1.0. This 
suppression allows the {fj) to be the f i n a l  output a t t h e  system. Otherwise, H = 0. 
When the operation is performed, two purposes are served. 
coefficients, Gij, may be assigned values analogous to the coeff-cients "a" and 
"b" of Theorem 2 (Section 2.2). In this case, the MTC may be employed to 
determine logical variables for f i n a l  output according to the truth of the relation- 
First, the weighting 
ships 
f. > Fi i = l,M 
1 -  
The boundaries of the regions, Ci, within which these relationships a r e  true are 
the boundaries of regions within which categories i a r e  the maximum likelihood 
decisions and the probability of incorrect assignment is limited to the desired 
d u e .  
ficients, Gij, the boundaries thus defined may also be caused to satisfy other 
criteria, e. g., minimizing cost, etc. These boundaries have the properties of 
those defined in the Decision Boundary Mode, but they are general in shape and 
are  not similarly restricted to hyperparallelepipeds. 
boundaries which define mutually exclusive and exhausthe regions are specified 
By applying Theorem 3 (Section 2.2) to generalize the utility of the coef- 
Maximum likelihood 
by letting the Gij  = 1/M. 
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Second, the weighting coefficients may be assigned values in accordance 
with a priori  probabilities and relative cost of decisions to allow computation 
of a Conditional probability for each category. 
operations performed by the Decision Network. 
of the form: 
This is  the second of the two 
It requires computation of ratios 
Qi fi 
Fi 
P. = - i =  1.M 
1 
The coefficient, Q, i s  specified a s  the product of the a priori  probability 
of a category i observation occurring and the relative cost judgment (or other 
weighting information employed by an algorithm of the user 's  choice) by which 
the decision in favor of category i is to be influenced. 
This provides another continuous variable suitable for use in  a color-coded 
decision display. 
of the maximum probability preserves the spatial information which belongs to 
image data. Display of the color corresponding to  the category with the largest 
conditional probability is also a display of the maximum likelihood decision. 
displaying probability instead of likelihood, the relative cost and a pr ior i  infor- 
mation is easily included. Because probabilities lie in  the 0 to r range, scaling 
may be simplified; the full range, however, will not often be required for display 
purposes. 
can be derived from conditional probability to suit specific user  requirements. 
As i n  the case of the display of the maximum likelihood, display 
By 
A display variable with a dynamic range well suited to the display used 
Other computations which present some difficult,r when performed by com- 
The func- puter may also be foreseen a s  applications for the Decision Network. 
tional specification of the SDFS has been deliberately written in a modular and 
flexible form. The design and construction of the system will reflect this modu- 
larity and flexibility so that performance may be modified and capability extended 
achieving operational processing capability. The system capabili+y can easily be 
extsnded t6 allo\* a direct supporting role in the evaluation of linear combinations 
for use in dimensionality reduction. 
' as  experience suggests. The explicit functional specifications are directed at 
The probability densities computed by the ATLUD are computed from varia- 
bles in the space defined by the Transformation Network. 
duced dimensionality. 
tool to evaluate the effectiveness with which the total amount of available informa- 
tion is concentrated in the variables produced by the Transformation Network. The 
computation of information divergence involves repetitive computations of proba- 
bility densities. 
This is a space of re- 
The computation of information divergence is used as one 
This places a practical limit on the number of such computations 
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performed and the sizes of the samples studied. Note, however, that the techniques 
of raster  scanning the flying spot scanners in the ATLUD or using specially pre- 
pared sample tapes for the SDPS input (e. g., prepared by using the MSDS-CDS 
editing capability) will permit the computation of information divergence to  be 
performed in an analog manner. 
to do this by adding the operations of integration and logarithm computation to 
those already specified. 
The Decision Network capability can be extended 
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7 . 3  HARDWARE PROBLEMS 
Design studies, including a state-of-the-art survey, should be performed on 
some of the hardware elements forming the SDPS. None of the elements described 
require nominal component performance in excess of that which is currently available. 
Some choices lie in the selection of analog or digital methods and the location of 
conversion operations where necessary. 
ponents is  now improving rapidly, selecti.ons of this kind should be deferred as  long 
as  possible to ensure consideration of all options. 
Because the technology used in the com- 
One element of the SDPS, the Transformation Network, been constructed in 
A portion of the ATLUD 
A single flying spot scanner pro- 
Some conclusions regarding the de- 
breadboard fashion for the processing of eight-channel data. 
has also been constructed in breadboard form. 
vides a bivariate probability density function. 
velopment of the corresponding elements for use in the design of an SDPS a re  
drawn from experience with this equipment. 
The Transformation Network used for dimensionality reduction is a device 
which performs an extremely large number of multiplications and additions. 
input data for the SDPS are  presented in digital form, and the Transformation 
Network i s  the first element to operate on the data. 
which necessarily operates on data in analog format is the ATLUD. 
possible, therefme, to perform all necessary conversions as  part of the ATLUD 
operations, allowing all other elements to operate on data in digital format. The 
trade-off required to make the selection between analog and digital electronics 
will involve the possibility of time sharing and serial processing with digital methods 
against the parallel processing and higher throughput rates with analog methods. 
High-speed digital electronics becoming available may offer throughput rates 
favorably comparable to those obtainable with analog methods. 
electronics, however, a re  also being offered with vastly improved performance 
characteristics. 
a r t  when the design is specified in detail. 
The 
The only element of the SDPS 
It is 
Miniaturized analog 
The selection will therefore depend upon the current state-of-the- 
The large number of coefficients and constraints required for operation of the 
Transformation Network make it desirable to automate the job of setting up the 
transformation. 
computer's time during operation, unless a time-sharing approach requiring 
frequent changes to accommodate serial  transformations is selected. An annotation 
function is also served by the computer. The coefficients employed in the transform 
are to be encoded and appended to the housekeeping data track. 
an equally acceptable method of specifying transformation coefficients and conetants 
would be via manually set thumbwheels interrogated and documented by the control 
computer. 
Using a computer for this job places no extra burden on the 
For this reason, 
7-13 (I) 
BSR 2949 
Similar considerations apply to the other elements for which the digital/ 
analog option is available. 
Problems identified for resolution during the design of the ATLUD include: 
1. Excessive and changing phosphor noise on the CRTs of the flying 
spot scanners must be corrected. 
2. Motion of the beam between positions of desired deflection leads to un- 
desired spurious boundary enhancement. 
The phosphor noise problem produces a nonuniform light output for constant 
beam energy as the beam is deflected. A long burn-in period is suggested by 
manufacturers to limit the amount of nonuniformity. 
limit the variation to some extent. After a period of normal operation, without a 
raster scanning beam, the most frequently used portion of the screen has a 
decidedly lower light output than provided at the completion of the burn-in period. 
Flying spot scanners normally correct for phosphor noise variation by controlling 
the beam energy via a feedback loop. A beam splitter is placed between the CRT 
face and the transparency to be examined. 
by the transparency is directed to a photomultiplier (PM). 
to modulate the beam intensity as  required to keep the light output constant. 
a control loop was not provided in the breadboard version of the ATLUD, but will 
be a requirement for the final design. 
This burn-in period does 
The portion of the beam unattenuated 
This P M  signal is used 
Such 
The problem of spurious boundary enhancement produced when the beam moves 
from one position to the next is solvable when the initial input data format is digital. 
When consecutive observations, presented to a flying spot scanner in the form of 
two consecutive pairs of DC voltage levels, represent spectrally different target 
categories, the beam moves between two final resting places on the CRT face. 
suppress the spurious output obtained during the motion of the beam, the beam may 
be blanked during this period or the PM output may be ignored during this period 
and for a sufficient time thereafter to allow the transients to decay. 
pulse which accompanies the input data may be used as  an indicator to determine 
the periods during which the analog output data should be ignored. 
is recommended for inclusion in the design specification. 
To 
The clock 
This procedure 
A third problem, which cannot be investigated in detail without phosphor noise 
rejection, is that of calibrating the ATLUDs to ensure that each of the probability 
densities computed is scsrled in a comparable mamer. TO allow maximum likeli- 
hood decisions to  be made properly, each of the densities must integrate to the 
same value. A raster scan of the flying spot scanner during the unused portion of 
the duty cycle is suggested as an approach for performing thi8 scaling. The PM 
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output, integrated over several ras ter  periods, could be used as a feedback con- 
trol of longer time constant in the manner described for phosphor noise rejection. 
Deflection gain drift and drift in the undetected spot position have not been 
sufficiently stable for operation of a single flying spot scanner. For operation of a 
system of multiple flying spot scanners in a complete ATLUD, a calibration scheme 
should be devised to correct for such dr i f ts  or, if they are found to be relatively 
harmless and infrequent, to a larm and shut down in the event of such failure. 
None of the problems identified or foreseen during the development of an 
operational SDPS require technology or components not currently within reach. 
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APPENDIX A 
CLUSTER ANALYSIS 
Frequently, in the course of the analysis of multivariate data, it is useful t o  
Usually, some simple parametric form is  assumed and 
represent a population probability density distribution in some parsimonious but 
reasonably accurate way. 
the parameters a r e  estimated from a sample. 
Even when it would be otherwise difficult to  justify, the multivariate normal 
distribution is used because it is easy to determine the parameters and also easy 
to evaluate the density expression. 
When a sample distribution exhibits excessive skew, kurtosis, multimodality, 
or other departure from normality, alternative representations are sought. This 
section describes a technique for dealing with the multimodal or clustered distri- 
butions when it may be hypothesized that each cluster is multivariate normal. 
procedure requires an estimate of the probability density associated with each ob- 
servation-this may be accomplished by a variety of methods, among which a par- 
ticular one described by Spechts wil l  serve a s  an example. 
The 
If the observations a r e  resequenced to be in the order of descending proba- 
bility density, the first observation may clearly be taken to be the mode of the first  
cluster. 
that it belongs to one of the existing clusters or, alternatively, that a new cluster 
must be formed. 
Each succeeding observation is then assessed with regard to the probability 
Of fundamental importance in the assessment is  the relation . 
a a L - I *  
f (x) = f !x) - exp - 1/2 (x - - x) C (x - 5)  (A- 1)  
which gives the probability density f for ab observation vector on the hypothesis 
that the distribution is multivariate normal with mean 2 and covariance matrix C. 
The quadratic form in the right half of Equation A-1 CG be replaced with the gen- 
eralized Mahalanobis squared distance. 
~~ ~~ * 
D. F. Specht, "Generation of Polynominal Discriminant Functions for Pattern 
Recognition, I' IEEE Transactions on,Electronic Computers, Vol EC- 16, No. 3, 
June 1967. 
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. 
yielding 
Taking the log of both sides, 
(A-3)  
(A-4) 
Note that Equations A-2 and A-4 can be regarded a s  two different ways of com- 
puting the same quantity, one using the hypothesized mean and covariance matrix 
and the other using the previously estimated probability densities. 
In the cluster analysis algorithm to be described, the extent of the dis- 
agreement between the two computations makes an important contribution to  the 
decision, because appreciable differences will occur only when the wrong cluster 
(and hence the wrong mean and covariance matrix) has been hypothesized. 
allow for the difference, Equation A-4 will be rewritten using the symbol e t9 
represent the value of d that would be expected from the densities f (x) and f (x). - 
Y o  
(A-5) 
At this point, the notation W;ll be permitted to reflect the presence of m 
Eval*aating both Equa- 
clusters, each of which is to be tested with regard to the hypothesis that the cur- 
rent observation x arose from that particular cluster. 
tions A-2  and A-5 for the ith cluster, 
2 = (;-.)= “I’ (C- Z.)  
di 1 1 
(A-7) 
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Since d i  is the 
the center of the ith 
reasonable to define 
observation relative 
observed generalized distance (between the observation and 
cluster) and ei is the expected generalized distance, it i s  
the variable ai in Equation A - 8  a s  the expected fraction of the 
to  the ith cluster, 
e 
i 
i di 
(y = -  (A-8)  
and the unexpected fraction p then given by Equation A - 9 :  
p i =  1-cu i 
e 
i 
di 
( A - 9 )  = I - -  
The unexpected part of the observation relative to  the ith cluster is the 
vector: 
(A- 10) 
-L 
Clearly, since the covariance matrices Ci, the means xi, and the probability 
densities f (g) and f (g )  a r e  estimated from the observations and hence a r e  not 
f ree  of errors ,  the unexpected fraction p i  is not identically zero even for the best 
choice for i. 
Although a rule for making a choice has not yet been stated, it may be as- 
sumed that one exists. If the rule selects j for the correct value of i, the un- 
expected part of the observation for the chosen cluster is: 
(A-11) 
The covariance matrix of the Z j  for all previous Relactions can be called 
This matrix, denoted by W, plays a central the unexpected covariance matrix. 
role in the selection rule to be proposed. 
The generalized Mahalanobis squared diatance for the unexpected part of an 
observation (relative to the ith cluster) is: 
T -1 = zi w 2 .  2 gi i (A-12) 
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The deRired selection procedure can now be stated: 
1. Evaluate g. for each cluster. 
2 .  
3. 
2 
1 
Let j be the value of i which minimizes g$ for i = 1, m. 
If gi is greater than a prechosen number Q, form a new cluster 
number m t l  centered at  the given observation x. 
If g. i s  not greater than Q, the observation is classified as  part of 
the fjth cluster, with appropriate modifications made to the mean 
x.  and covariance matrix C -J 
2 
2 4. 
j*  
2 
On the hypothesis that unexpected variance i s  multivariate normal, the gi 
wil l  possess the chi-squared distribution and Q can be chosen to yield a specified 
probability of forming a new cluster by ciiance when a large deviation occurs. 
The requirement for current inverses of the cluster and unexpected 
covariance matrices in spite of the frequent modifications to the matric3s (by 
adding new memb r s  to the clusters) encourages the use of diagonalization rather 
than more conventional approaches to the inverse. Since any covariance matrix 
can be resolved into principal components of variance which a r e  uncorrelated, 
the inverse required in Equation A-6 can be achieved by ordinary division of each 
principal component by the appropriate variance. Writing the diagonal matrix 
T 
DI = UIACI UI (A- 13) 
The diagonal matrix GI consists of the principal component variances of the Ith cluster 
when the matrix U1 represents a unitary transform-ation to principal component axes. 
When an observation is to be added to the membership of the Ith cluster, 
the modification of the covariance matrix 
i s  replaced by its equivalent 
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Figur: A - I  Scatter Diagram of Cluster Analyeed Data 
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