Abstract. We prove that the free product pair of finitely many copies of the unique amenable type III 1 factor endowed with weakly mixing states remembers the number of free components and the given states.
Introduction
The free product construction for von Neumann algebras is a method of constructing a pair of von Neumann algebra and faithful normal state from given such pairs. Here we are interested in how much information about given pairs can be restored from the resulting pair in the construction. Moreover, we are particularly interested in the case where given von Neumann algebras are amenable and/or given faithful normal states are with small centralizer. This was originally motivated from the following: Firstly, all the available Kurosh-type rigidity results need the non-amenability of given von Neumann algebras; secondly faithful normal states with small centralizer are usually less tractable than ones with large centralizer such as almost periodic states in the study of non-tracial free products (see e.g. [31] , [33] ). The existing Kuroshtype rigidity results in von Neumann algebras are: Ozawa's pioneer work [20] (for given weakly exact, non-prime non-amenable type II 1 factors); Ioana-Peterson-Popa's epoch-making work [16] (for given type II 1 factors possessing regular diffuse von Neumann subalgebras with relative property (T)); Peterson's striking work [21] (for given non-amenable L 2 -rigid type II 1 factors); Asher's work [2] (generalizing Ozawa's to non-tracial states); the latest work [15] 
The next corollary is immediate from the above theorem.
Corollary 2. If all the ϕ i are identical to a fixed weakly mixing state ϕ 0 , then the ϕ-preserving automorphism group Aut ϕ (M ) is isomorphic to the wreath product
The same assertion of Theorem 1 still holds even when some copies of R ∞ in the free products (M, ϕ), (N, ψ) are replaced with anti-freely indecomposable non-amenable type III 1 factors (in the sense of [15] We briefly mention some crucial ideas appearing in the proof of Theorem 1. Although Theorem 1 is a kind of Kurosh-type rigidity result, any existing Kurosh-type rigidity results cannot be used to prove Theorem 1, since they need, among others, the non-amenability of given von Neumann algebras. Instead, we use a simple analysis of central sequences in the presence of weak mixing property (see Lemma 6) . This type of analysis, whose prototype appears in an old work of Popa [22] on type II 1 factors, was used by Houdayer-Raum [13] and BoutonnetHoudayer [6] in combining with the weak mixing property for some questions on free ArakiWoods factors. In this respect, the novelty of this work is the use of a bounded projection onto the span of 'letters' (see equation (1) and Lemma 5) in such an analysis. Despite this difference between the existing Kurosh-type rigidity results and Theorem 1, our essential strategy of proving Theorem 1 still follows the fundamental principle of Popa's deformation/rigidity theory (see [26] ). Namely, we will use Popa's intertwining technique under 'tensions' between rigidity and malleability. In the proof of Theorem 1, the required rigidity comes from the weak mixing property of the modular actions of given states and the required malleability does from the amenability of given von Neumann algebras. Finally, we point out that the key observations, Lemmas 7 and 8, are applicable to any free group factors of finite rank (see section 4). However, it is unclear whether or not our observations, especially Lemma 7, will be able to give any contributions to the (non-)isomorphism problem.
Necessary backgrounds on free products with respect to arbitrary faithful normal states can be found in [30, section 2] , and the other necessary facts will be referred to suitable references at appropriate places. Unlike [30, section 2] we will use the standard form (M, L 2 (M ), J M , P M ) of a given von Neumann algebra M (see e.g. [28, Chapter IX, section 1]) instead of a GNS representation. It is well known that any positive ϕ ∈ M * has a unique implementing vector ξ ϕ ∈ P M , i.e., (xξ ϕ | ξ ϕ ) L 2 (M) = ϕ(x) for x ∈ M and moreover that ξ ϕ becomes cyclic and separating if and only if ϕ is faithful. We also use the notation concerning ultraproduct von Neumann algebras such as (x n ) ω in [1] , which is a bit different from that in [30, section 2] .
In what follows, we say that a von Neumann subalgebra is with expectation, if there exists a faithful normal conditional expectation from the ambient von Neumann algebra onto it.
2. Yet another variant of Popa's criterion
In [23, Appendix] ,[24, section 2] Popa invented quite a powerful criterion for deciding whether or not a von Neumann subalgebra A of a finite von Neumann algebra M can be conjugated into another B of M by a partial isometry in M . His criterion is the most key ingredient of the intertwining technique, which has played an important rôle in many works since then. To prove Theorem 1, we also need to use Popa's criterion in a situation where M is a type III 1 factor and A, B are amenable type III 1 subfactors with expectation. However, the previously known 'non-tracial' variants of Popa's criterion cannot be used in such a situation. Hence we prepare yet another variant of Popa's criterion for proving Theorem 1.
Let M be a σ-finite von Neumann algebra and A, B ⊆ M be two (not necessarily unital) von Neumann subalgebras with a faithful normal conditional expectation E B : 1 B M 1 B → B, where 1 B denotes the unit of B. The proposition below was observed in the fall of 2014 and triggered by a discussion with Yusuke Isono about an unpublished attempt due to Deprez and Raum, which also triggered Houdayer-Isono's thoroughgoing work [12, section 4] on Popa's criterion in the not necessarily finite von Neumann algebra setting. Although Houdayer-Isono's variant of Popa's criterion seems more useful than our variant in general, it requires A to be finite and hence cannot be used to prove Theorem 1. Our main technical contribution is only the use of amenability in place of the so-called minimal distance theorem in Hilbert spaces, but we do give the complete proof of our variant, since it is certainly necessary for proving Theorem 1.
Proposition 3.
Assume that A is amenable. Then the following are equivalent:
(1) There exists no net u i of unitaries in A satisfies that lim i E B (y * u i x) = 0 strongly for all x, y ∈ 1 A M 1 B .
(2) There exist a natural number n, a non-zero partial isometry v ∈ M n,1 (M ) and a normal (possibly non-unital) * -homomorphism θ : A → M n (B) such that va = θ(a)v for every a ∈ A.
Following Popa's notation, we write A M B and say that A embeds into B inside M , if the above equivalent conditions hold.
Proof. It suffices to show that item (1) implies item (2) , for the opposite direction is shown in the usual way (see [34, Proposition C 
Let z be the maximal central projection in B so that Bz is finite; hence B(1 B − z) is properly infinite. Choose and fix a faithful normal state ϕ on B in such a way that ϕ ↾ Bz is tracial. Remark that item (1) is equivalent to that there exist a finite subset ∼ ) with a certain reduced algebra P (B(ℓ 2 )⊗ B ∼ )P with projection P ∈ B(ℓ 2 )⊗ B ∼ in such a way that e 11 ⊗ 1 ≤ P and that the identification sends t r := J M rJ M with projection r ∈ Z(B ∼ ), the Jones projection e B ∼ and 
∼ and this element corresponds to e 11 ⊗ b in B(ℓ 2 )⊗ Bz.
Let (E B ) ∼ : M, B → M be the dual operator valued weight (see e.g. [17, subsection
Since C is a σ-weakly compact convex subset and since A is amenable, there exists a fixed point c 0 ∈ C under the adjoint action of the unitary group of A. This is immediate when the predual A * is separable; see e.g. the proof of [17, Theorem 3.9] . The general case where A * is not separable needs [8, Theorem 4] in addition. In fact, it implies that A is generated by an upward directed collection of hyperfinite (in the classical sense, see [8, §1] ) von Neumann subalgebras A j , j ∈ J, to each of which the proof of [17, Theorem 3.9] is applicable as above. Namely, the subset C j of fixedpoints in C under the adjoint action of the unitary group of each A j is not empty. Since the collection A j , j ∈ J, is upward directed, it is easy to confirm that the intersection of any finite sub-collection of the collection C j , j ∈ J, contains some C j and thus is not empty. Hence the intersection of all the C j , j ∈ J, is a non-empty set, and a desired element c 0 lives there.
Using the equivalent condition of item (1) given in the second paragraph, we have
for every unitary u ∈ A, and hence x∈F (cxξ
every positive χ ∈ M * by lower semicontinuity, and thus it is plain to see, by using its generalized spectral decomposition (see [9, Theorem 1.5] 
Similarly, by lower semicontinuity we have Tr( t zc 0 ) ≤ Tr( t zd) < +∞. Taking a suitable spectral projection of c 0 we 
B := diag(e B , . . . , e B ) with e B := t 1 B e B ∼ = 1 B e B ∼ as before. Define a normal
It follows that V diag(a, 0, . . . , 0) = θ(a)V for every a ∈ A. Apply (E B ) ∼ ⊗ Id n to this equation (n.b., we can do since (E B ) ∼ (f ) ∈ M ), and the push-down lemma [17, Proposition 2.2] (which clearly holds without the factoriality assumption on given algebras) with the help of (the proof of) [9, Lemma 4.5] shows that there exists w ∈ M n (M ) such that w * w ≤ diag(1, 0, . . . , 0) and w diag(a, 0, . . . , 0) = θ(a) w for every a ∈ A. Taking the polar decomposition of w we get a desired element v.
Remark 4. Proposition 3 can be a bit strengthened, as in Houdayer and Isono's work [12] , in the following way: If it is further assumed that there exists a faithful normal conditional expectation
Proof. Let f be as in the above proof; namely, f is a non-zero projection in
, and thus one can choose a non-zero spectral projection e ∈ Z(A) of Φ(f ) with Φ(f )e ≥ δe for some δ > 0. Observe that ef is still a non-zero projection in
Replacing f with ef we may and do assume that Φ(f ) ≥ δs and f ≤ s with denoting by s the support projection of Φ(f ). We can choose a non-zero positive element c ∈ Z(A) so that Φ(f ) c = c Φ(f ) = s. The mapping x ∈ f M, B ∼ f → Φ(x)cf ∈ Af gives a faithful normal conditional expectation. Therefore, the desired assertion follows, since
and the inverse of y ∈ M n (B) → ye
B in this order.
Proof of Theorem 1
We begin by recalling the weak mixing property for group actions as well as for faithful normal states. Let M be a von Neumann algebra with a distinguished faithful normal state ϕ. A ϕ-preserving action α : G N of a second countable, locally compact group G is said to be weakly mixing if its canonical implementing unitary representation of π : G L 2 (M ) (defined by π(g)xξ ϕ := α g (x)ξ ϕ , x ∈ M ) satisfies that for every finite subset Ω of a given dense subset of L 2 (M ) ⊖ Cξ ϕ and every ε > 0 there exists a g ∈ G such that |(π(g)ξ|ζ) L 2 (M) | < ε for all ξ, ζ ∈ Ω. We also say that the state ϕ itself is weakly mixing if its modular automorphism group σ ϕ : R M is weakly mixing.
be a non-trivial free product of σ-finite von Neumann algebras endowed with faithful normal states. Let E Mi : M → M i be the unique ϕ-preserving conditional expectation. We will regard each M i as a von Neumann subalgebra of the resulting free product von Neumann algebra M and hence omit the canonical embedding map from M i into M .
We first introduce a normal bounded projection onto the subspace spanned by 'letters' as follows. Set
Clearly, this is a normal self-adjoint linear map from M to itself. Moreover, we have the following properties:
Lemma 5. The following hold true:
We will provide three general lemmas (Lemmas 6
This action gives the required rigidity for making the fundamental principle of Popa's deformation/rigidity theory work well.
The next lemma will be proved by combining the ideas of [ [6] ). The novelty of the next lemma is the use of the normal self-adjoint linear map Φ : M → M introduced above in place of E Mi . The key observation behind this is that the orthogonal projection from
Lemma 6. For any x ∈ (M ω ) (α ω ,G) and y, z ∈ Ker(Φ), the vectors
Note that we do not assume that the action α ω : G M ω is continuous in the u-topology.
Proof. Thanks to the Kaplansky density theorem, one can choose bounded nets y λ and z λ of elements in the unital * -subalgebra (algebraically) generated by σ ϕi -analytic elements in M i , 1 ≤ i ≤ m, such that lim λ y λ = y and lim λ z λ = z σ-strongly. Then the y λ − Φ(y λ ) and the z λ − Φ(z λ ) fall into Ker(Φ) by Lemma 5(1) and are σ ϕ -analytic by Lemma 5(2). Moreover, lim λ (y λ − Φ(y λ )) = y − Φ(y) = y and lim λ (z λ − Φ(z λ )) = z − Φ(z) = z σ-strongly, and furthermore we observe that the y λ − Φ(y λ ) and the z λ − Φ(z λ ) fall into the linear span of the reduced words of length ≥ 2 whose letters are all σ ϕi -analytic. Hence, we may assume that 
with an orthogonal basis {v ij } di j=1 of V i with respect to the inner product (a|b 
Consider the following subspaces
and that the mapping aξ ϕ → Φ(a)ξ ϕ induces the orthogonal projection from
The first step is to show that xξ
To this end it suffices to prove that lim
Set
Hence the restriction of π(g) to L i is the restriction of
. For every n ∈ N and every g ∈ G we have
Let K ∈ N be arbitrarily chosen. According to [10, Proposition 2.3] we choose 0 < ε < 1/2 in such a way that
be an orthonormal basis of V i as before. Then {v ij ξ ϕi } di j=1 becomes an orthonormal basis of the (closed) subspace
• . By using the weak mixing property of α (i) : G M i one can inductively find a distinct 2 K -tuple g 1 , . . . , g 2 K ∈ G in such a way that max 1≤j1,j2≤di
as long as k 1 = k 2 . In fact, g 1 can arbitrarily be chosen, and assume that we have chosen g 1 , . . . , g p in such a way that the above inequality holds for any pair k 1 = k 2 ≤ p. Then, applying the weak mixing property to the finite set from g 1 , . . . , g p . In this way, we can inductively obtain the desired family g 1 , . . . , 
This means that the subspaces
and this and inequality (2) imply that
. Since K can arbitrarily be large, we conclude that lim n→ω P Li x n ξ ϕ L 2 (M) = 0.
In the same way, we also obtain that lim n→ω P Ri x n ξ ϕ L 2 (M) = 0. Therefore, we have finished the first step.
The second step is to show that yX , y(
Since the adjoint a * and σ 
In the same way, we can confirm that
Hence we have finished the second step.
Let us finalize this proof. By the first step we have
ω . The second step shows that for every n ∈ N the vectors yP X x n ξ ϕ , (yΦ(
Thus, the desired assertion immediately follows.
The next lemma is a kind of rigidity result on free products of amenable von Neumann algebras and will work for showing the rigidity of the number of free components in the proof of Theorem 1.
Lemma 7. Any amenable von Neumann subalgebra Q of M with separable predual such that
is diffuse and with expectation must embed into
Proof. Suppose on the contrary that Q M M i for all 1 ≤ i ≤ m. Proposition 3 together with a direct sum trick (see the proof of [16, Theorem 4.3] due to Ioana-Peterson-Popa) enables us to find a single net (u j ) j∈J of unitaries in Q in such a way that lim j ϕ(u j ) = 0 as well as lim j E Mi (u j ) = 0 strongly for every 1 ≤ i ≤ m. In particular, lim j Φ(u j ) = 0 strongly.
, and hence
Taking the limit of this inequality along j ∈ J we conclude that
). This decomposition is uniquely determined thanks to the free independence among the M ω i (see [29, Proposition 4] ). Then we have • . By the choice of x and y, we observe that x • = 0 and y • = 0. But, as above, we have αβ1 + (αy 
) is nothing but the free product of the (M ω i , ϕ ω i ). Thus, working inside M ω we have
by [ 
One may think that the same statement as Lemma 7 holds even when Q is not amenable but has sufficiently many central sequences (i.e, non-full). However, this case was already treated as case (ii) in the proof of [15, Main Theorem] without using any group actions. Its proof is rather different from the present one.
The next lemma is a key observation for the part of 'state-rigidity' in Theorem 1.
Lemma 8. Let u ∈ M be a unitary and 1 ≤ i ≤ m be arbitrarily given. Then, if M i is diffuse and if uM i u * is globally invariant under the action α, then u must fall into M i , and hence
Proof. We use the same notation as in the proof of Lemma 6.
is decomposed into the direct sum of subspaces of the form
with ℓ ≥ 1 and i = i(1) = i(2) = · · · = i(ℓ) = i, and thus it suffices to prove that P X xξ ϕ = 0 for any such X, where P X denotes the projection onto X in L 2 (M ). We remark that P X commutes with the v g and the π(g).
For an arbitrary ε > 0, we can find a sum y =
and hence 
This identification intertwines the restriction of π to X with the tensor product representation of π i and the restriction of π to Y, and sends each
via the tensor product decomposition in (4), and thus π : G Y is weakly mixing. Hence there exists g ε ∈ G so that
Consequently, we get
Since ε > 0 can arbitrarily be small, we conclude that P X xξ ϕ = 0. Hence we are done.
We are ready to prove Theorem 1.
Proof of Theorem 1. For simplicity, we write
In what follows we write [m] := {1, 2, . . . , m} and similarly [n] := {1, 2, . . . , n}.
In order to prove the theorem, we assume that there exists a bijective * -homomorphism π : M → N such that ψ = π * (ϕ). Hence we have π • σ 
and the rightmost algebra is isomorphic to the asymptotic centralizer of R ∞ by [1, Proposition 4.35] . Since R ∞ is an amenable (or hyperfinite) type III 1 factor, π
must be diffuse thanks to e.g. [ 
With these facts we can proceed exactly in the same way of the final part of the proof of [15, Main Theorem] . However, the present situation allows us to give a bit simpler proof. To make this paper self-contained, we do give it here. Since the M i and the π 
for all i ∈ [m]. By symmetry, we also obtain that κ M (κ N (j)) = j for all j ∈ [n]. Therefore,
) is globally invariant under σ ϕ , Lemma 8 shows that M i = π −1 (N κM (i) ); hence we obtain that π(M i ) = N κM (i) for all i ∈ [m]. Therefore, κ := κ M ∈ S m is the desired permutation and π i := (λ
is a well-defined * -automorphism of R ∞ . Moreover, we have
In closing, we point out that Theorem 1 as well as Proposition 10 hold under a variety of other assumptions (with allowing infinite index sets in some instances) thanks to [15, Main Theorem] . The details about such generalizations are left to the reader.
