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Re´sume´
Dans ce papier, nous pre´sentons dans un premier
temps des techniques ge´ne´riques permettant de formu-
ler toute contrainte d’un CSP comme un Programme
Line´aire en Nombres Entiers (PLNE). Cela conduit a`
exploiter en Programmation Par Contraintes (PPC) de
nombreux outils algorithmiques propose´s par la commu-
naute´ de la Recherche Ope´rationnelle (RO) dans le but,
par exemple, de de´velopper des contraintes globales. En-
suite, nous proposons un mode`le line´aire ge´ne´rique pour
ame´liorer la technique de filtrage base´e sur les couˆts re´-
duits [5]. La re´solution de ce mode`le line´aire permet de
calculer des couˆts re´duits plus inte´ressants que ceux cal-
cule´s en re´solvant la relaxation continue classique d’un
PLNE.
Abstract
In this paper we firstly present generic techniques
to formulate any constraint of a CSP as an Integer Li-
near Programming problem. This leads to exploit in CP
many algorithm tools proposed by the Operational Re-
search community in order, for example, to develop glo-
bal constraints. Then, we propose a generic linear model
to improve the reduced cost-based filtering technique
[5]. The solving of this linear model allows to compute
more interesting reduced costs than those computed by
solving the classical continuous relaxation of an Integer
Linear Programming problem.
1 Introduction
Les proble`mes de satisfaction (CSP) et d’optimisa-
tion de syste`mes de contraintes (CSOP) sont deux
formalismes tre`s utilise´s pour la repre´sentation de
connaissances dans les domaines de l’Intelligence Ar-
tificielle (IA) et de la Recherche Ope´rationnelle (RO).
Un CSP consiste a` de´terminer une affectation de va-
riables ve´rifiant un ensemble de contraintes. Un CSOP
est un CSP muni d’une fonction objectif exprimant des
pre´fe´rences entre les diffe´rentes solutions du CSP.
La Programmation Par Contraintes (PPC) est une
approche e´nume´rative permettant de re´soudre les CSP
et CSOP. Elle effectue une recherche arborescente de
type se´paration et e´valuation. La se´paration consiste a`
de´composer le proble`me en sous-proble`mes plus faciles
a` re´soudre. L’e´valuation consiste a` former une relaxa-
tion plus facile que le proble`me initial, sa re´solution
est exploite´e pour la re´duction de l’espace des solu-
tions. Chacune des contraintes du proble`me peut eˆtre
conside´re´e comme une relaxation. Si une contrainte du
proble`me est insatisfiable alors le proble`me est insatis-
fiable. Ainsi, toute combinaison de valeurs non auto-
rise´e par une contrainte ne peut figurer dans aucune
solution du proble`me. Cette ide´e simple est tre`s ex-
ploite´e par la propagation de contraintes en PPC pour
re´duire l’espace de recherche de solutions.
La PPC offre la possibilite´ de construire des solveurs
flexibles. En effet, dans ce paradigme, il est possible
d’associer a` chaque contrainte (ou a` un sous-ensemble
de contraintes) un algorithme approprie´ de re´solution.
Les algorithmes associe´s aux contraintes sont inde´pen-
dants, ils communiquent a` travers la re´duction de do-
maines des variables communes aux contraintes.
Une me´thode de filtrage de domaines a` base de
couˆts re´duits a e´te´ propose´e dans [5] . Son but est
de couper les branches ne conduisant pas a` des so-
lutions meilleures que la solution courante. Une va-
leur sera e´limine´e de son domaine, lorsque l’estimation
de la solution partielle incluant cette valeur est supe´-
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rieure au couˆt de la meilleure solution. Les contraintes
globales imple´mentant cette technique sont nomme´es
Contraintes globales d’optimisation [6].
L’e´limination de toutes les valeurs des variables qui
ne conduisent pas a` des solutions re´alisables (et op-
timales) d’une contrainte globale (d’optimisation) re-
vient a` l’application de l’arc-consistance ge´ne´ralise´e
sur cette contrainte globale (d’optimisation). Malheu-
reusement, en ge´ne´ral ce proble`me est d’une com-
plexite´ exponentielle. Une alternative pour contourner
ce proble`me difficile est d’appliquer l’arc-consistance
ge´ne´ralise´e sur une relaxation de la contrainte.
En Recherche Ope´rationnelle (RO), deux types de
relaxations sont tre`s utilise´es : la relaxation Lagran-
gienne et la relaxation continue. La relaxation La-
grangienne consiste a` injecter un sous ensemble de
contraintes du proble`me dans la fonction objectif
alors que la relaxation continue consiste a` relaˆcher
la condition d’inte´grite´ des variables. Dans le cas des
contraintes line´aires, la relaxation continue donne lieu
a` un programme line´aire (PL) qu’on peut re´soudre
avec un algorithme de complexite´ polynomiale. Nous
pre´sentons dans ce papier des techniques ge´ne´riques
qui permettent de formuler toute contrainte sous forme
d’un Programme Line´aire en Nombres Entiers (PLNE)
[14]. Cette formulation permet d’exploiter plusieurs
outils algorithmiques de la RO en PPC, dans le but
par exemple, de de´velopper des contraintes globales
d’optimisation.
Pour effectuer le filtrage a` base de couˆts
d’une relaxation continue d’un PLNE exprimant
une contrainte globale d’optimisation, plusieurs PL
doivent eˆtre re´solus (un PL par valeur de chaque va-
riable de la contrainte). De plus, si le processus de pro-
pagation de contraintes est exe´cute´ jusqu’au un point
fixe, un meˆme PL peut eˆtre re´optimise´ plusieurs fois.
Ainsi, le temps du filtrage peut-eˆtre e´leve´. Cependant,
il est possible d’effectuer uniquement le filtrage a` base
de couˆts re´duits [5]. Cette me´thode exploite la valeur
de la relaxation continue et les couˆts re´duits obtenus
lors de son calcul. La valeur de cette relaxation est une
borne infe´rieure pour le PLNE. Le couˆt re´duit corres-
pondant a` une valeur est une sous-estimation d’un couˆt
a` rajouter a` la borne infe´rieure si cette valeur participe
a` une solution. Lorsque cette somme (borne infe´rieure
plus couˆt re´duit associe´ a` une valeur) est supe´rieure
au couˆt de la meilleure solution de´termine´e au pre´a-
lable (borne supe´rieure du PLNE) alors cette valeur
peut eˆtre e´limine´e. Les couˆts re´duits de´termine´s lors
de la re´solution d’un PL ne permettent pas ne´cessai-
rement de re´aliser le filtrage le plus efficace [18]. Dans
ce papier, nous illustrons cet inconve´nient puis nous
proposons une solution qui consiste en un PL particu-
lier dont la re´solution permet d’effectuer un filtrage a`
base de couˆts re´duits plus performant.
Ce papier est organise´ de la fac¸on suivante. Dans
la section 2, nous rappelons les formalismes CSP et
CSOP et certains pre´liminaires. La section 3 pre´sente
notre premie`re contribution. Elle de´crit deux formula-
tions diffe´rentes d’un CSOP sous forme d’un PLNE. La
premie`re formulation est base´e sur la binarisation des
contraintes alors que la seconde formulation est base´e
sur la notion d’ine´galite´ valide qui ge´ne´ralise la notion
d’ine´galite´ valide binaire propose´e dans nos travaux
ante´rieures [8, 9]. La section 4 pre´sente la technique
de filtrage a` base de couˆts re´duits et son inconve´nient
ainsi qu’une solution pour y reme´dier. La section 5
pre´sente des re´sultats expe´rimentaux et la section 6
conclue.
2 Formalismes CSP et CSOP
Formellement, un CSP est de´fini par un triplet
(X,D,C) ou` :
1. X = {X1, X2, .., Xn} est un ensemble de n va-
riables ;
2. D = {D1, D2, ..., Dn} est un ensemble de n do-
maines ou` chaque Di repre´sente l’ensemble fini
de di ≤ d valeurs possibles pour Xi (d est la taille
du plus grand domaine). Dans la suite, nous de´si-
gnerons par (i, k) la valeur k ∈ Di de Xi ;
3. C est un ensemble de e contraintes. Chaque
contrainte ζ ∈ C porte sur un sous-ensemble
SCOPE(ζ) ⊆ X de variables et associe les va-





1 si I satisfie ζ
0 sinon




on notera ζ(I) = ζ(I↓SCOPE(ζ)) ou` I↓SCOPE(ζ)
est la projection de I sur SCOPE(ζ). Par
exemple, la projection de I = (X1 = v1, X2 =
v2, X3 = v3) sur (X1, X3) est (X1 = v1, X3 = v3).
Nous utiliserons la notation I↓Xi au lieu de I↓{Xi}.
Quand ζ(I) = 1, nous dirons que I est un support
ou une solution pour ζ et si de plus I↓Xi = k alors
nous dirons que I est un support pour (i, k) sur
ζ.
Un tuple I ∈ ∏
Xi∈X




ζ(I) = |C| = e et le CSP est incon-
sistant si et seulement si
∑
ζ∈C
ζ(I) < e,∀I ∈ ∏
Xi∈X
Di.
Un CSOP est un CSP auquel est associe´e une fonc-
tion objectif c :
∏
Xi∈X









Fig. 1 – Exemple de CSP avec 3 variables X1, X2, X3
posse´dant les valeurs 1, 2 et 3. Il contient trois
contraintes binaires ζ12, ζ13 et ζ23. Les arcs expriment
les incompatibilities entre valeurs : il existe un arc
entre deux valeurs (i, k) et (j, l) si et seulement si
ζij(Xi = k,Xj = l) = 0.
Un tuple I ∈ ∏
Xi∈X
Di est une solution du CSOP si∑
ζ∈C
ζ(I) = e. Une telle solution est optimale si c(I) ≤
c(I ′), ∀I ′ ∈ ∏
Xi∈X
Di.
Remarque 1 En de´finissant une variable (de couˆt)
Obj dont le domaine est DObj =
∏
Xi∈X
Di et en consi-
de´rant c comme e´tant une contrainte unaire ponde´-
re´e qui porte sur Obj et qui associe a` chaque valeur
I ∈ DObj le poids c(I), le CSOP peut eˆtre trans-
forme´ en un autre CSOP e´quivalent de´fini par le triplet
(X ∪ {Obj}, D ∪ {DObj}, C ∪ {c}) et par l’objectif qui
consiste a` chercher une solution I au plus petit poids
c(I).
Dans la suite, pour simplifier la pre´sentation, nous
conside´rerons que c est une combinaison de n fonc-




3 Formulations en Programlmation Li-
ne´aire en Nombre Entiers pour les
CSOP
Dans cette section, nous pre´sentons deux formula-
tions sous forme de Programmes Line´aires en Nombre
Entiers (PLNE) pour les CSOP. Elles introduisent
pour chaque valeur (i, k) une variable boole´enne xi(k) :
xi(k) =
{
1 si Xi = k
0 sinon
Nous de´signerons par x le vecteur des variables boo-
le´ennes xi(k), i = 1, n, k ∈ Di introduites. Si I =
(X1 = v1, X2 = v2, ..., Xn = vn) alors nous de´si-
gnerons par xI le vecteur a` composantes xIi (vi) =
1, ∀Xi ∈ X et xIi (k) = 0, ∀Xi ∈ X, ∀k ∈ Di \ {vi}.
Exemple 1 Pour le CSP de la figure 1 nous
avons x = (x1(1), x1(2), x1(3), x2(1), x2(2),
x2(3), x3(1), x3(2), x3(3)). Si on conside`re la so-
lution I = (X1 = 1, X2 = 3, X3 = 3) alors on a
xI = (1, 0, 0, 0, 0, 1, 0, 0, 1).
Pour exprimer le fait que chaque variable Xi ∈ X
doit prendre exactement une valeur dans Di nous e´cri-
vons : ∑
k∈Di
xi(k) = 1 (1)







Un CSP peut eˆtre conside´re´ comme e´tant un CSOP
avec ci(k) = 0, ∀(i, k).
Les deux sous-sections suivantes de´crivent deux for-
mulations diffe´rentes pour les contraintes.
3.1 Formulation base´e sur la binarisation des
contraintes
La formulation base´e sur la binarisation d’une
contrainte ζ ∈ C consiste a` :
1. conside´rer ζ comme e´tant une variable a` domaine
fini Dζ :
Dζ = {I ∈
∏
Xi∈SCOPE(ζ)
Di : ζ(I) = 1}
Dζ est l’ensemble des supports (solutions) de ζ ;
2. associer pour chaque support I ∈ Dζ de ζ une va-
riable boole´enne xζ(I) telle que
∑
I∈Dζ
xζ(I) = 1 et






Cette e´galite´ exprime le fait que si xi(k) prend
la valeur 1 alors un support de (i, k) sur ζ (un
tuple I ∈ Dζ : I↓Xi = k) doit eˆtre se´lectionne´
(une variable xζ(I) : ζ(I) = 1 et I↓Xi = k doit
prendre la valeur 1) et inversement. Elle exprime
aussi le fait que si xi(k) prend la valeur 0 alors
toutes les variables xζ(I) ∀I ∈ Dζ : I↓Xi = k
doivent prendre la valeur 0 (les supports de (i, k)
sur ζ doivent eˆtre e´limine´s) et inversement.

















xi(k) = 1 ∀Xi ∈ X
iii. xi(k) ∈ {0, 1} ∀(i, k)
iv. xζ(I) ∈ {0, 1} ∀ζ ∈ C, ∀I ∈ Dζ
Remarque 2 Le nombre de variables boole´ennes du
programme BILP (BILP pour Binarization based In-




(O(nd + ed2) pour le cas de CSOP binaire) : une va-
riable xi(k) pour chaque valeur (i, k) et une variable
xζ(I) pour chaque support I de chaque contrainte ζ ∈
C ou` le nombre de supports d’une contrainte ζ est ma-
jore´ par d|SCOPE(ζ)|. Le nombre d’e´galite´s du BILP
est majore´ par n+d
∑
ζ∈C
|SCOPE(ζ)| (n+2ed pour les
cas de CSOP binaire). Dans [10] un programme de la
forme BILP est propose´ pour les proble`mes de satis-
faction de contraintes ponde´re´es (WCSP pour Weigh-
ted Constraint Satisfaction Problems [2]). La re´solu-
tion de la relaxation continue de ce programme permet
le calcul de la borne a` base d’arc-consistance optimale
(OSAC pour Optimal Soft Arc Consistency [4]).
Exemple 2 La formulation BILP du CSP de la fi-
gure 1 introduit 24 variables boole´ennes : une variable
boole´enne xi(k) pour chacune des 9 valeurs (i, k), i =
1, 3, k = 1, 3 et une variable boole´enne xij(k, l) pour
chaque support des 3 contraintes. Chacune de ces 3
contraintes posse`de 5 supports diffe´rents. Le nombre
d’e´galite´s ne´cessaires de type (3) est e´gal a` 21.
Le principal inconve´nient de BILP re´side dans le
nombre de variables ne´cessaires qui est exponentiel
dans le pire des cas. Cependant, cette formulation
reste inte´ressante pour sa ge´ne´ricite´. L’exploitation des
techniques, telles que la ge´ne´ration de colonnes [12],
pour la re´solution de programmes line´aires de grande
taille peut atte´nuer cet inconve´nient.
3.2 Formulation a` base d’ine´galite´s valides
Dans nos travaux ante´rieurs [8, 9] nous avons in-
troduit la notion d’ine´galite´ valide binaire et montre´
comment elle peut eˆtre exploite´e pour formuler les
WCSP binaires et calculer des bornes infe´rieures pour
ces proble`mes. Nous montrons ici, comment cette no-
tion peut eˆtre ge´ne´ralise´e. Nous commenc¸ons par don-
ner quelques de´finitions.
De´finition 1 (Ine´galite´ valide) Soit b ∈ R et a =(














ai(k)xi(k) est valide si et seulement
si pour toute solution I = (X1 = v1, X2 = v2, ..., Xn =
vn) du CSOP (
∑
ζ∈C
ζ(I) = e) la condition axI ≤ b
est ve´rifie´e. Elle est une ine´galite´ qui n’exclue aucune
solution du CSOP.
De´finition 2 (Clique) Une clique est une ine´galite´
valide de la forme ax ≤ 1 ou` les ai(k), i = 1, n, k ∈
Di sont des coefficients dans {0, 1}. Elle signifie qu’au
plus une des variables xi(k) : ai(k) = 1 peut prendre la
valeur 1. Elle est maximale si l’ine´galite´ qu’on obtient
par le remplacement d’un coefficient nul par un 1 n’est
pas valide. Dans un graphe, une clique est un ensemble
de sommets deux-a`-deux adjacents [3].
Exemple 3 Pour le CSP donne´ par la figure 1,
x1(1) + x1(2) + x2(1) + x2(2) ≤ 1 est une clique bi-
naire maximale 1 [8, 9] qui exprime la contrainte ζ12.
La de´finition du domaine d’une ine´galite´ valide est
comme suit :
De´finition 3 (Domaine d’une ine´galite´ valide)
Nous dirons qu’une instanciation comple`te
I ∈ ∏
Xi∈X
Di appartient au domaine d’une ine´ga-
lide valide ax ≤ b si et seulement si axI ≤ b. Nous
de´signerons par Dax≤b ce domaine.
Les instanciations partielles qui ne peuvent eˆtre
e´tendues en instanciations comple`tes e´le´ments de
Dax≤b sont des nogoods. Cela signifie qu’une ine´ga-
lite´ valide est une expression compacte de tout un en-
semble de nogoods.
De´finition 4 (Syste`me d’ine´galite´s valides)
Un syste`me Ax ≤ b de m ≥ 1 ine´galite´s










Un tel syste`me augmente´ par la fonction ob-
jectif (2) est une relaxation pour le CSOP.






ζ(I) = e} = DAx≤b.
1L’ine´galite´ qu’on obtient par le remplacement du coefficient
nul de x1(3) ou x2(3) (ou les deux) par un 1 n’est pas valide.
Nous pouvons a` pre´sent annoncer le the´ore`me sui-
vant :
The´ore`me 1 Toute contrainte ζ peut eˆtre exprime´e
par un syste`me d’ine´galite´s valides.
De´monstration 1 Soit ζ une contrainte. Elle peut
eˆtre exprime´e par un ensemble d’ine´galite´s valides
comme suit :
Pour tout I ∈ ∏
Xi∈SCOPE(ζ)
Di : ζ(I) = 0 on e´crit
∑
i:Xi∈SCOPE(ζ)
xi(I↓Xi) ≤ |SCOPE(ζ)| − 1.
Chacune de ces ine´galite´s valides exprime l’inconsis-
tance d’un tuple I ∈ ∏
Xi∈SCOPE(ζ)
Di interdit par ζ.
Ainsi, l’ensemble des contraintes d’un CSOP
peuvent eˆtre exprime´es par un syste`me d’ine´galite´s va-
lides. Si chaque contrainte ζ ∈ C est exprime´e par un
syste`me line´aire e´quivalent Aζx ≤ bζ alors la formu-










s.c Aζx ≤ bζ ∀ζ ∈ C∑
k∈Di
xi(k) = 1 ∀Xi ∈ X
xi(k) ∈ {0, 1} ∀(i, k)
Le nombre d’ine´galite´s ne´cessaires pour exprimer
une contrainte ζ sous forme d’un V ILP (V ILP pour
Valid inequality based Integer Linear Program) est
en O(d|SCOPE(ζ)). Cependant, plusieurs contraintes
usuelles peuvent eˆtre exprime´es par un nombre re´duit
d’ine´galite´s valides [15].
Exemple 4 La fameuse contrainte globale Alldif [16]
portant sur p variables X1, X2, ..., Xp peut ne´ces-
siter un tre`s grand nombre d’ine´galite´s de type
p∑
i=1
xi(I↓Xi) ≤ p − 1. Cependant, en exploitant sa
structure, elle peut eˆtre exprime´e par seulement m =
|D1 ∪D2 ∪ ... ∪Dp| cliques comme suit :∑
1≤i≤p:k∈Di
xi(k) ≤ 1, ∀k ∈ D1 ∪D2 ∪ ... ∪Dp.
Pour le cas des contraintes binaires, diffe´rentes for-
mulations a` base d’ine´galite´s valides ont e´te´ propose´es
[7, 9, 17].
Exemple 5 Les contraintes binaires du CSP de la fi-
gure 1 peuvent eˆtre exprime´es par le syste`me de cliques
binaires maximales [8, 9] suivant : x1(1) + x1(2) + x2(1) + x2(2) ≤ 1x1(2) + x1(3) + x3(1) + x3(2) ≤ 1
x2(2) + x2(3) + x3(2) + x3(3) ≤ 1
4 Ame´lioration du filtrage a` base de couˆts
re´duits
Dans cette section nous pre´sentons la technique de
filtrage a` base de couˆts re´duits [5] et un inconve´nient de
cette technique. Puis nous proposons une solution pour
y reme´dier. Sans perte de ge´ne´ralite´, nous conside´rons
dans cette section uniquement la formulation a` base
d’ine´galite´s valides.
4.1 Filtrage a` base de couˆts re´duits
Soit ub une borne supe´rieure pour un CSOP exprime´















aij(k)xi(k) ≤ bj j = 1,m∑
k∈Di
xi(k) = 1 i = 1, n
xi(k) ∈ {0, 1} ∀(i, k)
ou` aij(k) est le coefficient de xi(k) dans l’ine´galite´ nu-
me´ro j.
Nous associons pour les m ine´galite´s un vecteur λ
de m multiplicateurs de Lagrange λj ∈ R+ : j = 1,m
et pour les n e´galite´s un vecteur u de n multiplicateurs
de Lagrange ui ∈ R : i = 1, n. En utilisant le vecteur
λ pour injecter dans l’objectif les ine´galite´s valides on















xi(k) = 1 i = 1, n
xi(k) ∈ {0, 1} ∀(i, k)









































Les expressions (4) et (5) sont e´quivalentes car les
contraintes de type (1) doivent eˆtre satisfaites.


















En particulier, si la condition suivante est ve´rifie´e
pour chaque valeur (i, k) :
rci(k) = ci(k) +
m∑
j=1
λjaij(k)− ui ≥ 0 (6)
rci(k) est le couˆt re´duit associe´ a` (i, k) et correspon-
dant au couple (λ, u) = (λ1, λ2, ..., λm, u1, u2, ..., un).
C’est une sous-estimation du couˆt qu’on peut ajouter
a` la borne infe´rieure lb si la valeur k est affecte´e a` Xi.
Si la somme lb + rci(k) est supe´rieure ou e´gale a` la
borne supe´rieure ub (lb + rci(k) ≥ ub) alors la valeur
(i, k) peut eˆtre e´limine´e.
Remarque 3 Puisque la fonction objectif est entie`re,
la condition suffisante lb + rci(k) ≥ ub pour filtrer la
valeur (i, k) peut eˆtre re´e´crite comme suit :
lb+ rci(k) > ub− 1. (7)
Une question importante est : comment choisir
le couple (λ, u) ? Souvent, la relaxation continue de
V ILP est re´solue pour re´pondre a` cette question. Nous
de´signerons par V LP cette relaxation. Elle consiste
a` remplacer les contraintes d’inte´grite´ des variables
(xi(k) ∈ {0, 1} ∀(i, k)) par les contraintes xi(k) ≥
0 ∀(i, k). Les contraintes xi(k) ≤ 1 ∀(i, k) ne sont
pas ne´cessaires puisqu’elles sont implique´es par les
contraintes de type (1).
Apre`s re´solution de V LP , une solution duale (λ, u)
peut eˆtre obtenue et utilise´e pour calculer des couˆts
re´duits. Cela peut eˆtre effectue´ par la re´solution directe










s.c rci(k) = ci(k) +
m∑
j=1
λjaij(k)− ui ≥ 0
∀(i, k)
λj ≥ 0 j = 1,m
Une solution optimale de Dual n’est pas toujours
inte´ressante : sa valeur peut eˆtre infe´rieure a` la borne
supe´rieure ub et les couˆts re´duits associe´s peuvent eˆtre
insuffisants pour filtrer des valeurs. De plus, Dual
peut bien posse´der une solution pas force´ment opti-
male mais qui peut eˆtre utilise´e pour filter mieux les
domaines des variables [18].
Exemple 6 Conside´rons encore le CSP de la figure 1.
Si nous utilisons la formulation donne´e par l’exemple
5 pour ses contraintes binaires alors un programme
V ILP e´quivalent peut eˆtre obtenu. Le programme dual
(Dual) de sa relaxation continue (V LP ) consiste a`
maximiser u1 +2 +u3 − λ1 − λ2 − λ3 sous l’ensemble
{λ1 − u1 ≥ 0;λ1 + λ2 − u1 ≥ 0;λ2 − u1 ≥ 0;λ1 −
u2 ≥ 0;λ1 + λ3 − u2 ≥ 0;λ3 − u2 ≥ 0;λ2 − u3 ≥
0;λ2 + λ3 − u3 ≥ 0;λ3 − u3 ≥ 0;λ1 ≥ 0;λ2 ≥
0;λ3 ≥ 0} de contraintes line´aires. On peut ve´rifier
que (0, 0, 0, 0, 0, 0) et (1, 1, 1, 1, 1, 1) sont deux solutions
optimales pour ce Dual. Les couˆts re´duits relatifs a`
la solution (0, 0, 0, 0, 0, 0) sont tous nuls : aucune va-
leur ne peut eˆtre e´limine´e graˆce a` cette solution. Les
couˆts re´duits des valeurs (1, 2), (2, 2) et (3, 2) relatifs a`
la solution (1, 1, 1, 1, 1, 1) sont e´gaux a` 1 : ces valeurs
peuvent donc eˆtre e´limine´es graˆce a` cette deuxie`me so-
lution puisque dans le cas de CSP une valeur peut eˆtre
e´limine´e si seulement la borne infe´rieure augmente´e
par son couˆt re´duit de´passe 0. L’arc-consistance ne
permet de filtrer aucune valeur dans cet exemple.
Exemple 7 Conside´rons un CSP ou` X =
{X1, X2, X3}, D1 = D2 = {1, 2}, D3 = {1, 2, 3}, C =
{Alldif(X1, X2, X3)} que nous formulons comme suit :
min 0
s.c x1(1) + x2(1) + x3(1) ≤ 1
x1(2) + x2(2) + x3(2) ≤ 1
x1(1) + x1(2) = 1
x2(1) + x2(2) = 1
x3(1) + x3(2) + x3(3) = 1
x1(1), x1(2), x2(1), x2(2),
x3(1), x3(2), x3(3) ∈ {0, 1}
Le Dual associe´ a` la relaxation continue V LP de ce
V ILP consiste a` maximiser u1 + u2 + u3 − λ1 − λ2
sous l’ensemble {λ1 − u1 ≥ 0;λ2 − u1 ≥ 0;λ1 − u2 ≥
0;λ2−u2 ≥ 0;λ1−u3 ≥ 0;λ2−u3 ≥ 0;−u3 ≥ 0;λ1 ≥
0, λ2 ≥ 0} de contraintes line´aires. On peut ve´rifier
que (0, 0, 0, 0, 0) et (1, 1, 1, 1, 0) sont deux solutions dif-
fe´rentes pour ce Dual. Les couˆts re´duits relatifs a` la
premie`re solution sont nuls. C’est une solution qui ne
permet de filtrer aucune valeur. Les couˆts re´duits rela-
tifs a` la deuxie`me solution sont e´gaux a` 1 pour le cas
des valeurs (3, 1) et (3, 2). Ces deux valeurs peuvent
donc eˆtre filtre´es graˆce a` cette deuxie`me solution. Ce
sont les meˆmes valeurs que l’arc-consistance ge´ne´rali-
se´e [13] peut filtrer.
La technique propose´e dans [18] exploite la relaxa-
tion Lagrangienne. Le proble`me dual Lagrangien est
re´solu par une me´thode ite´rative. Elle ve´rifie en chaque
ite´ration si des valeurs peuvent eˆtre e´limine´es. Cepen-
dant, l’objectif premier de cette technique est de maxi-
miser la valeur de la borne infe´rieure et non pas de
de´tecter des valeurs a` e´liminer.
Nous proposons une nouvelle fonction objectif a` op-
timiser dans le but de guider la recherche vers une
solution (λ, u) de Dual qui permet de filtrer mieux le
proble`me.
4.2 Filtrage par couˆts re´duits ame´liore´














aij(k)xi(k) ≤ bj j = 1,m∑
k∈Di
xi(k) = 1 i = 1, n
xi(k) ≥ 0 ∀(i, k)
Ce programme est une relaxation du CSP compose´ des
contraintes du V LP et de la contrainte c(x) ≤ ub− 1.










s.c rci(k) = λ0ci(k)+
m∑
j=1
λjaij(k)− ui ≥ 0 ∀(i, k)
λj ≥ 0 j = 1,m
The´ore`me 2 Si (λ0, λ1, ..., λm, u1, u2, ..., un) est une
solution de Dual et si
rci(k) + lb > 0 (8)
alors la valeur (i, k) est inconsistante.
De´monstration 2 Le programme Dual est le dual
d’une relaxation d’un CSP. Ainsi, e´tant que 1 est for-
ce´ment une borne supe´rieure alors si la borne infe´-
rieure augmente´e par le couˆt re´duit d’une valeur de´-
passe 0 alors cette valeur est inconsistante et peut eˆtre
filtre´e.
The´ore`me 3 Si (λ, u) = (λ1, ..., λm, u1, u2, ..., un) :
λ ≥ 0 est une solution de Dual permettant d’e´li-
miner une valeur donne´e (j, l) alors (1, λ, u) =
(1, λ1, ..., λm, u1, u2, ..., un) est une solution de Dual
permettant d’e´liminer (j, l) e´galement.
De´monstration 3 Soit (λ, u) : λ ≥ 0 une solution de
Dual permttant d’e´liminer (j, l). Cela signifie que :
1. rci(k) = ci(k) +
m∑
j=1
λjaij(k) − ui ≥ 0, ∀(i, k)
(contraintes (6) ) ;
2. lb + rcj(l) > ub − 1 (la condition (7) est ve´rifie´e







On peut ve´rifier que :
1. (1, λ, u) est une solution de Dual. En effet,
puisque λ0 = 1 et rci(k) ≥ 0, ∀(i, k) nous avons :
rci(k) = ci(k) +
m∑
j=1
λjaij(k) − ui = rci(k) ≥
0 ∀(i, k) ;
2. lb + rcj(l) > 0 (la condition (8) est ve´rifie´e pour
(j, l)). En effet, puisque λ0 = 1, rcj(l) = rcj(l)
et lb + rcj(l) > ub − 1 nous avons lb + rcj(l) =
n∑
i=1






+ rcj(l) = lb +
rcj(l)− (ub− 1) > 0.
Graˆce aux the´ore`mes 2 et 3, il est maintenant clair
que, dans le but de filtrer des valeurs, ve´rifier la condi-
tion (8) est au moins aussi inte´ressant que ve´rifier la
condition (7).
La condition (8) est issue du programme Dual dont
la fonction objectif est nulle (le proble`me initial est
transforme´ en un proble`me de satisfaction). Nous pro-
posons maintenant une fonction objectif a` exploiter
pour mieux filtrer le proble`me. Pour cela, nous asso-
cions pour chaque valeur (i, k) une variable δi(k) ≥ 0
et nous conside´rons la nouvelle condition suivante :
lb+ rci(k) + δi(k) ≥ 1 (9)
Remarque 4 Si δi(k) < 1 et si la condition (9) est
ve´rifie´e alors la condition (8) est aussi ve´rifie´e. De
meˆme, si la condition (8) est ve´rifie´e alors on peut
choisir δi(k) < 1 pour que la condition (9) soit ve´ri-
fie´e e´galement.





















λjaij(k)− ui ≥ 0 ∀(i, k)
λj ≥ 0 j = 1,m
δi(k) ≥ 0 ∀(i, k)
The´ore`me 4 La valeur optimale V (Dual) de Dual
et au plus e´gale a`
n∑
i=1
|Di| et au moins ω =⌈
n∑
i=1
|Di| − V (Dual)
⌉
valeurs peuvent eˆtre filtre´es
apre`s la re´solution de Dual a` l’optimalite´.
De´monstration 4 En choisissant λj = 0, ∀j =
0,m, ui = 0, ∀i = 1, n et δi(k) = 1 ∀(i, k), on ob-
tient une solution de couˆt
n∑
i=1
|Di| pour Dual. Ainsi,
V (Dual) est au plus e´gale a`
n∑
i=1
|Di| et si V (Dual) <
n∑
i=1
|Di| alors il existe force´ment au moins une valeur
(i, k) : δi(k) < 1.
Supposons que nous avons une solution optimale de





δi(k) et conside´rons l’algo-
rithme suivant :
1. α = 0, β = 0;
2. For i = 1, n
3. Ei = Di ;
4. Tant que(Ei 6= ∅)
5. choisir une value k dans Ei, Ei ← Ei\{k};
6. Si (δi(k) < 1) α = α + 1 ; % La valeur
(i, k) peut e^tre e´limine´e
7. Sinon β = β + δi(k)
Apre`s l’exe´cution de cet algorithme, α est e´gal au
nombre de valeurs qu’on peut e´liminer et nous avons
force´ment α + β ≥
n∑
i=1
|Di|. En effet, la somme
α + β augmente par au moins 1 a` chaque ite´ration






















δi(k) (β augmente au moins par δi(k)
a` chaque ite´ration de la boucle Tant que).
Exemple 8 Pour le CSP donne´ par la figure 1 ou` le
nombre de valeurs (i, k) diffe´rentes est e´gal a` 9, on peut
ve´rifier que V (Dual) = 6 et 3 = 9 − 6 est le nombre
de valeurs qui peuvent eˆtre e´limine´es. Ces valeurs sont
(1, 2), (2, 2) et (3, 2). On peut aussi ve´rifier que, pour le
CSP de l’exemple 7 ou` le nombre de diffe´rentes valeurs
(i, k) est 7 et les variables doivent prendre des valeurs
diffe´rentes, que V (Dual) = 5 et 2 = 7−5 est le nombre
de valeurs qui peuvent eˆtre e´limine´es. Ces valeurs sont
(3, 1), (3, 2).
Remarque 5 Si la valeur optimale de V LP est supe´-
rieure ou e´gale a` la borne supe´rieure ub alors le pro-
gramme Dual posse`de une solution de valeur nulle :
toutes les valeurs peuvent eˆtre e´limine´es.
Le programme Dual est tre`s inte´ressant : les
nombres de ses variables et contraintes sont du meˆme
ordre que ceux du programme Dual. Il peut eˆtre ex-
ploite´ pour de´velopper des contraintes globales.
5 Expe´rimentations
Nous avons compare´ le filtrage classique a` base
de couˆts re´duits (C-RCBF pour Classical Reduced
Cost-based Filtering) avec l’ame´lioration que nous
venons de proposer pour ce filtrage (I-RCBF pour
Improved Reduced Cost-Based Filtering). Les pro-
ble`mes teste´s sont des CSP binaires ge´ne´re´s de ma-
nie`re ale´atoire selon le protocole de´fini dans [11]. Trois
classes ont e´te´ conside´re´es. Elles sont caracte´rise´es par
la densite´ des graphes de contraintes : peu denses pour
la premie`re classe, denses pour la deuxie`me et complets
pour la troisie`me. Le nombre de variables n est choisi
e´gal a` 40 pour les CSP de la premie`re classe, a` 30
pour ceux de la deuxie`me et a` 25 pour ceux de la troi-
sie`me. La taille des domaines est toujours choisie e´gale
a` 10 (pour les trois classes). La durete´ des contraintes
est choisie e´gale a` la durete´ minimale a` partir de la-
quelle les proble`mes ge´ne´re´s sont difficiles a` re´soudre.
Nous noterons ces classes SL (pour Sparse Loose), DL
(pour Dense Loose) et CL (pour Complet Loose) res-
pectivement (voir http ://carlit.toulouse.inra.fr/cgi-
bin/awki.cgi/softCSP pour plus de de´tailles). Pour
chaque classe, 50 CSP diffe´rents sont ge´ne´re´s. Nous
avons exploite´ la formulation base´e sur la binarisation
des contraintes. Pour la re´solution des programmes li-
ne´aires obtenus, nous avons utilise´ la me´thode barrier
de CPLEX.
# valeurs filtre´es SL DL CL
C-RCBF 0 0 0
I-RCBF 10, 4 0, 74 0
temps CPU (s) SL DL CL
C-RCBF 0, 497 0, 86 10, 65
I-RCBF 1, 4094 2, 01 18, 97
Fig. 2 – Re´sultats obtenus sur les CSP teste´s.
Pour chaque classe, la premie`re table sur la figure 2
pre´sente le nombre moyen de valeurs filtre´es par cha-
cune des deux techniques C-RCBF et I-RCBF. La
deuxie`me table pre´sente les temps en secondes que
ne´cessitent ces techniques. Pour les proble`mes de la
classe CL, aucune des deux me´thodes n’a pu filtrer des
valeurs. Pour les autres classes, surtout la classe SL,
notre me´thode arrive a` filtrer des valeurs alors que la
technique classique est impuissante. Cependant, notre
technique ne´cessite plus de temps. Cela est duˆ au fait
qu’elle re´sout des programmes line´aires de taille plus
grande.
6 Conclusion
Dans ce papier, nous avons propose´ des formula-
tions ge´ne´riques pour les CSOP. Ce sont des formu-
lations qui peuvent eˆtre exploite´es pour de´velopper
des contraintes globales. Nous avons e´galement pro-
pose´ une solution a` un inconve´nient de la technique de
filtrage graˆce aux couˆts re´duits qui est tre`s exploite´e
pour de´velopper des contraintes globales d’optimisa-
tion. Cet inconve´nient re´side dans le fait que lorsqu’un
un programme line´aire est re´solu, les couˆts re´duits ob-
tenus ne sont pas force´ment les meilleurs qu’ont peut
utiliser pour effectuer du filtrage.
La solution que nous proposons est un programme
line´aire avec une fonction objectif dont l’optimisation
permet de calculer de bons couˆts re´duits pour re´duire
les domaines. Le de´veloppement de contraintes glo-
bales en exploitant la technique que nous avons pro-
pose´e reste une perspective pour ce travail. L’exploi-
tation de cette technique dans le cadre d’une me´thode
combinant la relaxation Lagrangienne et la Program-
mation Par Contraintes (CP-based Lagrangian relaxa-
tion [18]) est une autre perspective inte´ressante.
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