We present a block-oriented method for design of a nite set of linear predictors, using a clustering algorithm on a training set. The predictors are tested with DPCM and two-dimensional code excited linear prediction (2D-CELP) coding systems using switched prediction. An improved 2D-CELP system using variable block size (VB 2D-CELP) is proposed.
INTRODUCTION
Spatial coding techniques are required for both still picture transmission and periodic intra-frame coding in time-varying image transmission. The two main classes of techniques are predictive coding and transform coding. The transform coding methods are prone to block e ects and \mosquito noise" in blocks containing high contrast edges. However, conventional DPCM predictive coding is not very e cient at low rates due to quantization error feedback. This can be overcome by combining vector quantization with predictive coding. One approach is the the analysis{by{synthesis method proposed in 1] as the two-dimensional Code Excited Linear Prediction (2D-CELP) coder that extends the successful CELP approach for speech coding 2]. The analysis{by{synthesis method was also presented in 3] as a way of controlling the amount of noise introduced by the VQ.
The concept of the analysis{by{synthesis method is to process each code-vector in the codebook through the synthesis lter to produce a reconstructed image vector. The code-vector resulting in the minimum distortion is selected and its corresponding address in the codebook is transmitted to the decoder.
The synthesis lter in the 2D-CELP proposed in 1] and in which we are interested in this work is the inverse prediction error lter, using an adaptive switched predictor. In the coder proposed in 4], an adaptation of the scalar predictor to each block is proposed and the prediction coe cients are quantized before being transmitted to the decoder. The 2D-CELP was reported in 1] to give good performance in comparison with the discrete cosine transform (DCT) coding at low rates, although the prediction algorithm did not give good prediction on edges of certain orientations.
In this work, we propose a new approach to improve the 2D-CELP coding of still images by designing a nite set of adaptive predictors using a clustering method. The adaptive predictors are then applied in a 2D-CELP system with a codebook using xed code-vector size. However, when a xed block size is used for the prediction as well as for the quantization, we don't exploit the fact that larger blocks could be used for the low-detailed regions in the image and smaller ones could be used in the high-detailed parts. To do so a Variable Block-Size (VB) 2D-CELP coding method is proposed. The choice of the appropriate size for a block being processed is made after analyzing the mean{squared prediction error inside it. Our simulations have shown the advantage of varying the block size in comparison with the use of a xed block size in the original 2D-CELP.
2D-CELP CODING SYSTEM
The 2D-CELP coding scheme we study uses a nite set of K linear predictors H k , with 2D region of support F. We use block-adaptive prediction, where a predictor is selected at the encoder for a block of image samples, and the information required to specify the predictor is sent as side information.
The input image x(m; n) of size M 1 M 2 is divided into disjoint blocks B i = f(o i1 ; o i2 ) + (b 1 ; b 2 ) : (b 1 ; b 2 ) 2 Bg, where (o i1 ; o i2 ) is the origin of i th block and B is a set of size L that determines the geometry of the block. We denote the i th block of pixels (intensity) X i = fx(m; n) : (m; n) 2 B i g.
The 2D-CELP decoder is shown in Figure 1 . Associated with each image block B i is a transmitted codeword u i , from which we derive both the index k i of the predictor and a vector e i = fe i (b 1 ; b 2 ) : (b 1 ; b 2 ) 2 Bg of residuals, chosen from the codebook, to drive the decoder.
The block diagram of the encoder is shown in Figure 2 . The role of the encoder is to select the predictor index k i and residual vector e i to minimize the coding error d(X i ; e X i ), where d is an appropriate distance measure. To simplify this, the predictor is rst selected based on the input signal alone to minimize the total squared prediction error for the block. De ne the total squared residual for block B i using predictor H as r i (H) (1) . Then, k i = arg min k r i (H k ). 
The design of the residual codebook for the 2D-CELP system is based on a successive clustering method proposed in 5] where the cluster center is updated each time data are taken from the training sequence. In the 2D-CELP with xed code-vector size and K predictors, the codebook would consist of K sub-codebooks C k ; k = 1; ; K, of equal or di erent sizes, and the algorithm consists of updating a code-vector in the codebook every time a block of the training sequence is coded.
BLOCK ADAPTIVE PREDICTION

PREDICTOR DESIGN ALGORITHM
We propose to choose the set of K predictors based on analysis of a training set. An iterative clustering method is used to design the predictors starting from an initial set of predictors. For a given set of predictors, each block of the training set is assigned to a class corresponding to the predictor giving the lowest total squared prediction error for that block. Then, for a given classi cation, a set of predictors that minimizes the total squared prediction error for all blocks within each class is found. This is continued iteratively until convergence is achieved. At each iteration, the minimization is a least squares problem, and the optimum predictors are given by solution of the normal equations.
DESIGN ISSUES
The prediction mask must be chosen so that e x(m; n) is causally computable from previously reconstructed blocks. Assuming that computation proceeds according to line-by-line scanning, a suitable prediction mask is shown in Figure 3 . Integers P 1 ; P 2 ; and Q specifying the mask have to be chosen so that good prediction is obtained on a wide variety of image structure.
The condition that e x(m; n) be causally computable from previously reconstructed blocks imposes a relation between the block geometry B and the prediction mask. For example, if P 2 > 1, rectangular blocks cannot be used because to be predicted, pixels on the right hand boundary of the block would require samples from blocks as yet uncoded. To avoid this problem, a non-rectangular block geometry can be used. Figure 4 shows suitable 16-element block shapes for P 2 = 1; 2; 3 that ensure causal computability.
The choice of block size b b, results from a compromise. Since the index of the predictor must be transmitted for each block, a large block size will minimize this overhead. On the other hand, the reason for using adaptive prediction is to respond to changes in local structure, so the block size must be small enough to achieve this. The block size used is chosen experimentally based on the coding performance. The number of predictors also a ects the overhead required to transmit the prediction index. More predictors are required to adapt to di erent types of local structure. The number of predictors should also be based on overall coding performance.
The choice of initial predictors is important, since a poor choice may result in convergence to a local optimum. We have chosen the initial predictors based on the assumption that each block contains either no speci c directionality or one dominant orientation. Thus each of the initial predictors favors one of the orientations shown in Figure 5 . For example, for the case of ve predictors, the initial predictors we have 
OPEN LOOP PREDICTOR DESIGN RESULTS
In order to test the algorithm under controlled conditions, experiments were rst conducted in an open loop scheme on a synthetic image modeled as the output of an autoregressive lter excited with white noise. Di erent sets of predictors with randomly chosen coe cients were used to initialize the design algorithm. At convergence, the same value of Mean Squared Prediction Error (MSPE) was obtained for each starting point and the optimum predictors were close to the AR lter coe cients of the test image.
Computer simulations of the algorithm described above were also carried out on real images. Five images of size 256 256 were used in the training set constructed for determining the adaptive predictors.
The algorithm was tested for K = 7, a prediction order equal to four and a block size of 3 3 with three di erent starting points. In the rst two starting points, each predictor had arbitrarily selected coe cients, subject to the constraint that the sum of the coe cients was one. In the third set, each of the seven predictors was chosen to favor one of the seven orientations represented in Figure 6 .
For measuring the performance of each set of predictors found at convergence of the algorithm, the MSPE was calculated as well as the prediction gain in dB given by 10 log 10 ( (Figure 9 ), which contains many lines and edges, with the predictors found at convergence of the algorithm are given in Table 1 . The results show that the starting point has a small impact on the nal solution obtained. In this test, the di erence was at most 0.34 dB in prediction gain. In further tests we restrict our choice of the initial predictors to oriented ones such as those of set 3 as they yield to the highest prediction gain and the lowest MSPE. Table 2 shows the MSPE resulting from applying the sets of adaptive predictors to a 512 512 window of the image \boat". In all cases the predictor order is 4 (P 1 = 1; P 2 = 2; Q = 1). The tests were done with K = 1; 5; 7 and 8 predictors, and with block sizes of 2 2 up to 6 6. As expected, the MSPE decreases as the number of predictors is increased and increases as the block size is increased. The advantage of using more than one predictor is clear. However, the choice of optimal number of predictors and block size must be made in a context of a coding system based on the overall bit rate for residual and predictor selection information.
VARIABLE BLOCK-SIZE 2D-CELP
Most natural images contain both high-detailed and low-detailed regions. The low-detailed regions are almost homogeneous. The high-detailed segments are characterized by edges of di erent orientations and large transitions in the gray levels. The 2D-CELP decoder thus needs more information for the blocks belonging to these regions in order to reconstruct them well. This suggests the use of larger blocks for the vector quantizer in homogeneous areas and smaller blocks in more detailed areas. Based on this observation, we propose a 2D-CELP system with variable VQ block size. The block size for predictor switching is equal to the largest VQ block size. The decision on subdivision of a quantization block is based on an analysis of the prediction error. Using n di erent block sizes implies the design of more than one codebook. Each codebook Ci corresponds to a speci ed block size and is partitioned into K sub-codebooks, where K is the number of predictors used: Ci = S k Ci k , i = 1; ; n.
A owchart of the algorithm is shown in Figure 7 . The operation of the method is illustrated with a system using three block sizes. The image is initially partitioned into disjoint blocks B1 i consisting of L1 pixels. Once the predictor resulting in the minimum total squared residual is selected, this quantity r1 i (H k i ) (1) is compared to threshold 1 2 . Then, each sub-block B2 ij is maintained at its size and coded by the 2D-CELP scheme using sub-codebook C2 k i or subdivided in turn into four blocks fB3 ijl g 4 l=1 , of size L3, each coded using sub-codebook C3 k i . Information on how a basic block B1 i has been subdivided must be transmitted as side information. In the case of two block sizes, a single bit can specify whether or not the block has been subdivided. In the case of three sizes with two levels of subdivision, a xed length ve bit codeword has been used to provide this side information, since there are seventeen possible ways to subdivide the block.
A basic block B1 i is represented with the fewest bits if it is not subdivided. Thus, a block should be subdivided only if it cannot be coded su ciently accurately at the given size. This could be accomplished by coding the block at that size and basing the decision on whether or not to subdivide on the coding error. Because the coding is costly, we have based the decision on the prediction error. The threshold values used have been based on an empirical determination of the relationship between squared prediction error residual and coding error. Thresholds that maximize PSNR value have been selected.
EXPERIMENTAL RESULTS
The training sequence used for the codebook design of the 2D-CELP system was composed of ve images of size 512 512 each. The codebook was divided into K sub-codebooks of equal size. In order to generate results at di erent bit rates, di erent codebooks of di erent sizes were generated. The block size for prediction b b and the one for VQ can be di erent but remain constant during the coding. To evaluate the predictor performance numerically, the Peak Signal to Noise Ratio (PSNR) between the original image x(m; n) and the coded image e x(m; n) was calculated, where PSNR = 10 log 10 255 2 1 M 1 M 2 P m P n (x(m;n)?e x(m;n)) 2 . The advantage of designing more than one predictor can be seen on the enlarged windows of \boat" (Figure 10 (a) and (b)) corresponding to the coded image at about 0.4 bit/pel by means of the 2D-CELP scheme using respectively one and ve predictors and b = 4. Although the use of 5 predictors leads to a small decrease in PSNR, the subjective quality is better than in the case of one predictor.
Results of PSNR as a function of the entropy are given in Figure 8 for DPCM with block adaptive prediction and scalar quantization, referred to as ADPCM, as well as 2D-CELP. For ADPCM, a prediction block size of 4 4 and a set of K = 5 adaptive predictors of order four have been used. For the purpose of comparison, the other curves have also been generated with sets of ve adaptive predictors of order four corresponding to the appropriate prediction block size. Each point of the 2D-CELP curve corresponds to the combination of parameters that results in the best image quality for the given entropy. The points of the 2D-CELP curve correspond to block size for prediction and VQ of 4 4 or 3 3.
The VB 2D-CELP has been tested with di erent combinations of block sizes, threshold values and codebook sizes. The results have shown that the larger blocks are also of importance since they may contain single edges. Hence, the option of designing codebooks with equal size has been selected.
Experimental results have shown that decreasing the threshold increases the number of smaller blocks used. Here a question can be asked: which is better, increasing the codebook sizes for a given threshold or decreasing the threshold for a given codebook size? Using two possible sizes 4 4 and 2 2 and testing for di erent values of the threshold , we found that it is preferable to increase the size of the codebooks while keeping constant rather than decreasing while maintaining the same codebook sizes. Figure 8 shows the improvement accomplished by the VB 2D-CELP when comparing the results with those obtained for coding \boat" by the original 2D-CELP. Two VB 2D-CELP curves are represented for two combinations of block sizes. The VB42 curve corresponds to a subdivision from 4 4 to 2 2 and the VB842 also allows blocks of size 8 8. We also give the coding results using DCT based JPEG algorithm. The DCT coder used is the fourth version of the Independent JPEG Group's JPEG software.
The 8 bit/pel image \lena" of size 512 424 was also used for the test. Given that the best improvement was obtained by the VB 2D-CELP system, two comparisons with DCT are presented in Table 3 . The VB 2D-CELP uses three VQ block sizes: L 1 = 64, L 2 = 16, and L 3 = 4.
The performance of a modi ed variable block-size algorithm where the best predictor is selected for each sub-block was also studied. The additional side information due to the use of more than one set of predictors outweighed the increase in the PSNR of the coded images. Moreover, when comparing the subjective quality of the coded images, we noticed that the improvement due to the use of the corresponding predictor set for each sub-block was just noticeable. Hence, in coding the sub-blocks, the set of predictors corresponding to the largest block size is used.
Regarding the computational complexity of the algorithms, the VB 2D-CELP has been seen to need less computational time than the 2D-CELP for a given bit rate. In fact, once the block size is selected, the corresponding sub-codebook from which the code-vector has to be chosen has a smaller size than the one in the xed block size 2D-CELP codebook.
We assume that we can nd a variable length code that can give rates approaching the entropy values and we compare the coded images at approximatively 0.53 bit/pel for the di erent systems considered. The two enlarged windows in Figure 11 correspond respectively to 2D-CELP with a block size of 4 4 and VB 2D-CELP with block sizes of 4 4 and 2 2. In Figure 12(a) , we give the window corresponding to \boat" coded with VB 2D-CELP where a size of 8 8 is also allowed. The enlarged window of the coded image at the same rate by means of DCT based JPEG algorithm is also given in Figure 12 (b).
CONCLUSIONS
We have described a clustering approach for the design of block-adaptive predictors to be used in 2D-CELP coding schemes. The choice of block size, number of predictors and predictor order is made to balance prediction gain with the side information required to specify the predictor for each block. We have presented the results of an empirical optimization over a range of bit rates of about 0.45-0.85 bit/pel. Although xed block size 2D-CELP is superior to ADPCM, and allows much lower rates, it remains inferior to DCT methods such as JPEG. We have introduced a variable block size 2D-CELP algorithm that improves performance over the xed block size version by up to 3 dB in PSNR and exceeds JPEG by up to 1.5 dB, with no visible block artifacts and better rendition of certain oblique details. Thus 2D-CELP is a promising algorithm for still image compression. Further work remains on entropy-constrained design and rate allocation between predictor-selection side information and quantized residual. 
