In a previous paper it was shown that the distribution of measured values for a retrodictively optimal simultaneous measurement of position and momentum is always given by the initial state Husimi function. This result is now generalised to retrodictively optimal simultaneous measurements of an arbitrary pair of rotated quadratureŝ x θ1 andp θ2 . It is shown, that given any such measurement, it is possible to find another such measurement, informationally equivalent to the first, for which the axes defined by the two quadratures are perpendicular. It is further shown that the distribution of measured values for such a meaurement belongs to the class of generalised Husimi functions most recently discussed by Wünsche and Bužek. The class consists of the subset of Wódkiewicz's operational probability distributions for which the filter reference state is a squeezed vaccuum state. 
Introduction
There is currently some interest in the problem of making joint measurements of position and momentum [1, 2] . It is obviously important to be able to describe the accuracy of such measurements. In particular one wants to be able to characterise those measurements which are, in some clearly defined sense, "optimal", or "best". One approach is that based on the concept of a "fuzzy" or "unsharp" observable [3] . This approach has recently been criticised by Uffink [4] . We have recently [5, 6] discussed the problem using a rather different approach, based on the work of Braginsky and Khalili [7] . We defined [6] two quantities ∆ ei x and ∆ ei p, which we described as the retrodictive errors in the measurements of x and p respectively. They characterise the extent to which the result of the measurement reflects the initial state of the system, before the measurement was carried out. We showed that these quantities satisy the inequality (in natural units, with = 1) ∆ ei x∆ ei p ≥ 1 2 We went on to define a retrodictively optimal measurement of x and p to be one which achieves the lower bound set by this inequality, and which, in addition, is retrodictively unbiased (so that the final state expectation values of the pointer positions are equal to the initial state expectation values ofx andp). We then showed, that in the case of such a measurement, the probability distribution describing the result of the measurement is always given by the initial state Husimi function [2, 8, 9] .
This result shows that the Husimi function has a universal significance. If the measurement is retrodictively optimal, then the distribution of measured values will always be given by the Husimi function, irrespective of the detailed form of the measurement interaction.
Our purpose in the following is to generalise this result. Measuringx andp is only one out of infinitely many possible ways of determining the location of a system in phase space. Instead of measuring these two observables, one could equally well choose to measure the observablesx θ1 ,p θ2 , given bŷ
where θ 1 , θ 2 are not assumed to be equal (meaning that the x θ1 and p θ2 axes are not assumed to be orthogonal). We wish to consider the situation when the measurement ofx θ1 andp θ2 is retrodictively optimal. We begin by showing that every retrodictively optimal measurement with respect to a pair of oblique axes (θ 1 = θ 2 ) is equivalent to-yields the same information as-another retrodictively optimal measurement with respect to axes which are perpendicular (θ 1 = θ 2 ). We then go on to show that the distribution of measured values for such a measurement is given by a generalised Husimi function of the form
where a, b are positive and c is real, where the determinant ab − c 2 = 1, and where W is the Wigner function. These functions belong to Wódkiewicz's class of operational probability distributions [10, 11] . They are the distributions which result when the filter reference state (or "quantum ruler") is a squeezed state [12] . They have been discussed by Halliwell [13] , Wünsche [14] and Wünsche and Bužek [15] . Distributions of the same general form, in which the Wigner function is smoothed by a Gaussian convolution, but in which the determinant ab − c 2 > 1, have been discussed by Cartwright [16] , and by others [11, 17, 18] (as well as by the authors just mentioned).
Linear Canonical Transformations
Consider a system, having one degree of freedom, with positionx and momentum p. In some applicationsx,p are dimensionless to begin with. If not they can be made dimensionless, by making the replacementsx → 1 lx ,p → lp , where l is a fixed, in general arbitrary constant having the dimensions of length. In the sequel we will always assume that this has been done, so that
Consider the linear transformation
We require thatx M ,p M be Hermitian, and thatp M be the momentum conjugate tox M , so that
The necessary and sufficient condition for this to be true [12] is that the matrix M be real, and that det M = 1. In other words, M must belong to the group SL(2, R). The group may be parameterised as follows. Given any matrix M ∈ SL(2, R) there exist unique θ in the range −π < θ ≤ π and unique φ in the range −
for suitable positive constants α, β (see Fig. 1 ). The requirement that det M = 1 means that αβ cos 2φ = 1. We may therefore write
for unique λ in the range 0 < λ < ∞. We will refer to θ as the rotation and φ as the obliquity. For reasons which will become apparent we refer to λ as the resolution. The matrix M defines a metric on phase space, with metric tensor M T M :
(M T being the transpose of M ). In the case of a particular system some choices of the matrix M , and therefore some choices of metric, will be more natural than others. However, if one wants to keep the discussion completely general, so that the detailed nature of the system is left unspecified, then one must regard the different choices for M as all being on the same footing-corresponding to the well-known fact, that there is (in general) no natural metric on phase space.
From this point of view, the choice of one particular conjugate pairx andp as basic,x M andp M being defined in terms of them, must be regarded as arbitrary. Assignments of angle also depend on the choice of metric tensor, and must likewise be regarded as arbitrary. It follows, that in a general context (though perhaps not in applications to a particular type of system), no fundamental significance attaches to the distinction between oblique axes (φ = 0) and perpendicular axes (φ = 0).
M has the decomposition
where
Define creation and annihilation operatorsâ,â † in the usual way, bŷ
LetÛ θ be the unitary rotation operator, andV φ ,Ŵ λ the unitary squeeze operators [12] defined byÛ
Suppose that we make a retrodictively optimal measurement of the conjugate observablesx M ,p M , of the kind described in ref. [6] . Letμ XM andμ PM be the pointer observables giving the results of the measurements ofx M andp M respectively. LetÛ meas be the unitary evolution operator describing the measurement interaction, and letǫ XMi ,ǫ PMi be the retrodictive error operatorŝ
as defined in ref. [6] . If the measurement is retrodictively optimal there exists [6] fixed τ such that
for every normalised initial system state |ψ (where |φ ap is the initial apparatus state, and ∆ ei x M , ∆ ei p M are the maximal rms errors of retrodiction [5, 6] ). There is no loss of generality in confining ourselves to balanced measurements, for which τ = 1, so that the retrodictive errors are equal:
. In fact, suppose that τ = 1. Define and
respectively (which is why we refer to λ as the resolution).
It will be observed, that the product of the retrodictive errors in the measurements ofx θ+φ andp θ−φ is < 1 2 when φ = 0 . This is because the observablesx θ+φ andp θ−φ (unlike the observablesx M ,p M ) are not canonically conjugate when φ = 0:
If we make retrodictively optimal, balanced measurements ofx M ,p M , then as M ranges over the group SL(2, R), we obtain every possible retrodictively optimal measurement of the observablesx θ+φ ,p θ−φ , for every possible pair of non-collinear axes, at every possible resolution λ (see Fig. 1 ).
Suppose now that M , N are two different matrices ∈ SL(2, R); and suppose that we make a retrodictively optimal, balanced measurement of the observablesx M ,
where L is the matrix
Then the pointer observablesμ XN ,μ PN measure the values ofx N ,p N . The question we now address is: what is the condition for the N -measurement also to be retrodictively optimal and balanced, the same as the M -measurement?
The retrodictive error operators for the N -measurement are given by
The fact that the M -measurement is retrodictively optimal and balanced means that ǫ . Also, we have from Lemma 2, proved in ref. [6] , that (ǫ XMi + iǫ PMi ) |ψ ⊗ φ ap = 0 for every initial system state |ψ (where |φ ap is the initial apparatus state, as before). Hence
The necessary and sufficient condition for the N -measurement to be retrodictively optimal and balanced is, therefore,
This means that
In other words, L must be a rotation matrix. We conclude, that the necessary and sufficient condition for the N -measurement to be retrodictively optimal and balanced is, that
for some ψ [where R ψ is the rotation matrix defined in Eq. (6)]. We will describe two canonical coordinate systems which satisfy this condition as equivalent. If two canonical coordinate systems are equivalent in this sense, then a retrodictively optimal, balanced measurement of one pair of coordinates yields exactly the same information as a retrodictively optimal, balanced measurement of the other.
If the N and M systems are equivalent then, clearly,
Suppose, on the other hand, that M and N satisfy this condition. Then
Since N M −1 has determinant = +1, it must be a rotation matrix. We conclude that Eq. (12) is both a necessary and a sufficient condition for the N and M coordinate systems to be equivalent. In other words, N and M are equivalent if and only if they define the same metric [see Eq. (4)].
We can use this result to show, that given any M ∈ SL(2, R) with rotation θ, obliquity φ and resolution λ, there exists an equivalent coordinate system with zero obliquity.
In fact, the M system metric tensor can be written
where a, b > 0 (since M T M is a positive matrix) and ab − c 2 = 1. Let M 0 be a matrix with zero obliquity:
. We want to show that it is possible to choose λ 0 , θ 0 so that
This means
It is readily confirmed that these equations are indeed soluble. An explicit solution is
and
Using these formulae, it is straightforward to express θ 0 , λ 0 directly in terms of the parameters θ, φ, λ. For the sake of simplicity we confine ourselves to the case λ = 1, when 
for every integer n. The argument just given shows, that a retrodictively optimal measurement of the non-orthogonal observablesx θ+φ ,p θ−φ to accuracies ± λ √ 2 sec 2φ
yields the same information as a measurement of the orthogonal observablesx θ0 , p θ0 to accuracies ± λ0 √ 2
and ± 1 √ 2λ0
. We illustrate this proposition in Fig. 2 , for the
The Distribution of Measured Values
Let M be any matrix ∈ SL(2, R), and consider a retrodictively optimal measurement of the observablesx M ,p M . Letμ XM andμ PM be the pointer observables describing the outcome of this measurement. Defineμ X ,μ P by
(c.f. Eq. (11)). Thenμ X ,μ P are the pointer observables for a measurement ofx andp. This measurement will not be retrodictively optimal unless M T M = 1.
Let ρ M be the probability density function describing the result of the measurement ofx M ,p M ; and let Q M be the probability density function describing the result of the measurement ofx,p. Then
for all x, p, where
As we will see, Q M is a generalised Husimi function of the kind discussed in the Introduction. Letâ M be the annihilation operator
and let (x, p) M be a normalised eigenstate with eigenvalue
The (x, p) M are usually referred to as squeezed states [12] . It should be noted, however, that if one adopts the point of view explained in the paragraphs following Eq. (4), and regards the coordinate systems obtained by letting M vary over SL(2, R) as all being on the same footing, then the distinction between squeezed states and ordinary coherent states (i.e. the states obtained by setting M = I) is not really appropriate.
In view of the result proved in ref. [6] ,
whereρ is the density matrix describing the initial state of the system. Letâ be the annihilation operator
and let |0 be a zero eigenvector:â
In view of the result proved in the last section there exists ψ such that
where λ 0 , θ 0 are the quantities defined by Eqs. (14) and (15), and where R ψ , T λ0 , R θ0 are the matrices defined by Eq. (6). In view of Eqs. (7-9) we then havê
Define
It follows from Eq. (18) that |0 M is a zero eigenvector ofâ M . In view of Eq. (16) we have [9, 19] 
whereD xp is the displacement operator
and where χ is a phase, which we may take to be zero.
Using Eq. (19) we find, after a certain amount of algebra [12] 
where b, c are the quantities defined in Eq. (13) . Combining this result with Eq. (20) we find (setting χ = 0)
It can be seen from this that (x, p) M only depends on the equivalence class to which M belongs. Let
be the Wigner function describing the initial state of the system. Using Eqs. (17) and (21) we find
where a, b, c are the quantities defined in Eq. (13) . We see from this, that Q M belongs to the class of generalised Husimi functions (or smeared Wigner functions) defined in the Introduction. The functions Q M comprise a subset of a larger class of operational distributions [10, 11] , the most general representative of which is of the form [11, 13, 14, 15, 16, 17, 18] Q gauss (x, p)
where a, b, c are arbitrary real numbers such that a, b > 0 and ab − c 2 ≥ 1. The functions Q M are the subset of such functions for which ab−c 2 = 1. In other words, they are the subset for which the Gaussian convolution is most sharply peaked-in agreement with the fact that they describe the outcome of a retrodictively optimal determination of phase space location.
In ref. [18] we discussed the physical significance of those functions for which c = 0 and ab > 1. We showed that they describe the outcome of the ArthursKelly process when the measurement produces the least amount of disturbance for a given, sub-optimal degree of retrodictive accuracy.
Comparing Eq. (22) with Eqs. (13) we see that Q M only depends on the equivalence class to which M belongs-as might have been anticipated from the discussion in section 3.
In view of Eq. (13) Q M can alternatively be written
or, in terms of the parameters λ 0 , θ 0 defined in Eq. (14) and (15),
We see from this, that Q M is obtained by smoothing the Wigner function on the scale λ 0 parallel to the x θ0 axis, and on the scale θ φ θ φ = ±0.21 respectively. The measurement of p −45 is more accurate than the measurements of x 40 and p −40 . The measurement of x −45 is much less accurate.
