Climatologists have been concerned for some time about the possible climatic ramifications of increased atmospheric concentrations o f anthropogenically produced greenhouse gases. Many general circulation model experiments show amplified warming in the polar regions as t h e strongest response to enhanced atmospheric greenhouse gas concentrations. In light of this, there has been speculation that a spatially coherent pattern of high-latitude temperature trends could be an early indicator of climatic change. The sensitivity of sea ice to the t e m p e r a t u r e of the overlying air implies that observed trends in Arctic ice conditions may also indicate general climatic changes. For example, changes in t h e global average temperature might be detectable by observing variations i n sea ice extent. Extent, then, is one common climatic indicator obtainable from sea ice. Other indicators include ice type, concentration, thickness, and dynamics. These are shown to have distinct regional and spatial distributions within the Arctic.
ABSTRACT
Climatologists have been concerned for some time about the possible climatic ramifications of increased atmospheric concentrations o f anthropogenically produced greenhouse gases. Many general circulation model experiments show amplified warming in the polar regions as t h e strongest response to enhanced atmospheric greenhouse gas concentrations. In light of this, there has been speculation that a spatially coherent pattern of high-latitude temperature trends could be an early indicator of climatic change. The sensitivity of sea ice to the t e m p e r a t u r e of the overlying air implies that observed trends in Arctic ice conditions may also indicate general climatic changes. For example, changes in t h e global average temperature might be detectable by observing variations i n sea ice extent. Extent, then, is one common climatic indicator obtainable from sea ice. Other indicators include ice type, concentration, thickness, and dynamics. These are shown to have distinct regional and spatial distributions within the Arctic.
The advent of satellite remote sensing has offered intriguing opportunities to investigate, in good spatial and temporal detail, even the most r e m o t e or rarely visited areas of the earth's surface. The large extent of sea ice i n polar regions, the difficulty and expense of access, and the normally adverse weather conditions make satellite data almost indispensable f o r studies requiring global or large-scale ice cover characteristics in t h e s e regions. Remote sensing in the microwave portion of the electromagnetic spectrum is particularly relevant for polar applications b e c a u s e microwaves are capable of penetrating the atmosphere under virtually all conditions (of particular significance during the frequent and e x t e n d e d periods of cloudiness in the Arctic) and microwave remote sensing systems are not dependent on the sun as a source of illumination ( a n important consideration during the long polar night).
In particular, analyses of passive microwave imagery can provide us with daily information on sea ice extent, type, concentration, dynamics, and m e l t onset . An historical record of Arctic imagery from orbiting passive microwave sensors starting from 1973 provides us with an excellent d a t a source for climate change studies.
The development of analysis tools to support large area monitoring is integral to advancing global change research.
Traditionally, maps h a v e shown phenomena distributed over space at some point in time. Explicit representation of time in cartographic displays has either taken the f o r m of change maps or been expressed by a series of static maps. The critical need is to create techniques which highlight the space-time relationships in the data rather than simply displaying voluminous quantities of d a t a . In particular, hypertemporal image analysis techniques are required t o help find anticipated trends and to discover unexpected t e m p o r a l relationships. Direct hypertemporal classification, principal c o m p o n e n t s analysis, and spatial time series analysis are identified as three p r i m a r y techniques for enhancing change in temporal image sequences. There is a need for the development of new tools for spatial-temporal modelling, however.
INTRODUCTION
The earth's polar regions play a critical role in global change scenarios. Polar climates exist through a delicate balance between the limited amount of radiant energy received from solar radiation and general atmospheric and oceanic circulation, and the high proportion of that h e a t which is reflected back into space or otherwise tied up with in changes o f phase of surface moisture. The net result is a permanent presence of i c e and snow. In areal extent, sea ice accounts for nearly two-thirds of t h e earth's ice cover. In the north polar region, it spans an area ranging f r o m a summer minimum of 8.5 x 10 6 km 2 to almost twice that extent i n winter.
Climatologists have been concerned for some time about the possible climatic ramifications of increased atmospheric concentrations o f anthropogenically produced pollutants.
At the 1987 World Meteorological Organization / United Nations Environmental Programme / International Council of Scientific Unions workshop on climate change held in Villach, Austria a scenario was developed which suggests that d u e to progressive accumulation of greenhouse gases (mainly carbon dioxide and methane) in the atmosphere, the global average surface t e m p e r a t u r e would rise between 1.5°C and 4.5°C above the mean 1980s decadal temperature by about the year 2030.
In high northern latitudes, t h e average rise in winter temperature is expected to be more than twice t h e global average.
Thus, if the median Villach scenario of a global temperature rise of 3°C by 2030 were taken, one could expect, on t h e basis of current knowledge and modelling, that the polar regions would b e about 6-7°C warmer than at present (Roots, 1989) .
Although the predictions of the Villach scenario are substantiated b y other working groups, such as the International Panel on Climate Change (Houghton, 1990 ) and the Canadian Climate Centre (Daley, 1989) , not all scientists are in agreement (Mysak, 1990; Kukla, 1993) . Washington a n d Meehl (1989) report on a study where an atmospheric model was c o u p l e d to a four layer ocean model to investigate the response of the climate system to increases of greenhouse gases. Their results show the o c e a n surface warming only near 30-50°N latitude and a cooling of the n o r t h e r n North Atlantic resulting in greater ice cover in the Greenland Sea.
A common hypothesis is that the most direct effect of global warming o n the climate of the Arctic would be manifested in changes of the ice c o v e r (Hare, 1982) . Recent studies on the climatic role of sea ice do show t h e establishment of a bi-directional feedback mechanism between the i c e and the adjacent atmospheric and oceanic systems (Walsh and J o h n s o n , 1979a; Parkinson, 1989; LeDrew et al., 1991) .
That is, sea ice has a significant influence on the atmosphere and adjacent oceans and in turn is significantly influenced by the atmosphere and oceans. There is now little doubt about the intimate connection between sea ice and climate a n d since the atmosphere, oceans, and ice cover are all components of a single thermodynamic system, a change in any one part necessarily results in compensating changes in the others (Maykut and Untersteiner, 1 9 7 1 ; LeDrew, 1992a).
Our research in this area is built upon the assumption that, due to the bidirectional feedbacks operating in the polar basin, observed trends i n Arctic sea ice conditions may be indicative of global climatic changes. What is not clear, however, is what sort of changes we should b e expecting to find in the sea ice cover and whether the ice is a leading o r trailing indicator of global change.
Recent advances in two related technologies may hold the key to helping us detect and monitor changes in global climates. First, we note t h a t repetitive, continuous, and global imaging of the earth's surface b e g a n early in the 1970s with the launch of the Nimbus, NOAA, and Landsat series of remote sensing satellites.
Thus, the length of the historical record of global remote sensing data is quickly approaching the thirtyyear mark usually deemed necessary for the establishment of climatic norms. Secondly, new techniques are being developed to analyze t h e s e data. It is not sufficient to simply apply existing time series and t r e n d analyses to long sequences of remote sensing imagery because these h a v e not been developed to capture the spatial relationships inherent in t h e data. Research has begun into a new type of image analysis technique, which we call hypertemporal image analysis, to work with these data t o extract temporal signals in a spatially coherent manner. It is the coupling of these new hypertemporal image analysis techniques with t h e increasingly long remote sensing record which holds the promise o f significantly advancing our understanding of the changes now happening in the global climate system. Although much of the discussion about hypertemporal image analysis o f the historical remote sensing archive is generic to almost any global location, we focus our attention on the north polar region because of o u r interests in the sea ice-climate linkages. In the balance of this paper t h e n , we summarize the properties of the Arctic sea ice cover which a r e significant for climate change studies in light of the data available in t h e remote sensing record. We then explore the potential of hypertemporal image analysis techniques for extracting these parameters.
ARCTIC SEA ICE AND CLIMATE CHANGE
The climatic role which sea ice plays is generally expected to be based o n changes in its surface albedo, insulative properties, thermal capacitance, and brine capacitance (Walsh, 1983; Anderson, 1987; Parkinson, 1 9 8 9 ) . Table 1 lists the physical properties of sea ice which can be used t o estimate each of these climatic properties on a global (or at least hemispheric) basis. Any analysis of climate change and variability using sea ice as a proxy indicator must ultimately reference one or more o f these physical properties.
In this section we assess the information potential of sea ice extent, type, concentration, thickness, m o t i o n dynamics, and seasonality for climate monitoring.
SEA ICE EXTENT
The polar regions tend to amplify climatic variations occurring elsewhere, thus relatively minor climatic changes are expected to produce large variations in the areal extent of the ice cover. Since the existence of a large thermal gradient at the ice-ocean boundary significantly affects t h e large-scale transfer of energy between the atmosphere and oceans, continued monitoring of the extent of the floating ice pack is crucial t o our understanding of the present climatic state.
Areal extent is the most easily, hence most frequently, mapped p a r a m e t e r of the Arctic sea ice. Arctic sea ice has an average seasonal cycle ranging from a summer minimum of 8.5 x 10 6 km 2 in September to a winter maximum of 15 x 10 6 km 2 in March ( Figure 1 ). The historical record as a whole does not show any definitive indications of consistent growth o r decay of the north polar ice extent, although there is considerable interannual, regional, and seasonal variation (Gloersen and Campbell, 1988; Parkinson and Cavalieri, 1989) . In a seasonal analysis, however, Chapman and Walsh (1992) have found statistically significant decreases of the summer ice extent and three new summer minima between 1 9 7 6 and 1990. This is in contrast to the 1960s where five of the largest summer extent values are found.
SEA ICE CONCENTRATION/OPEN WATER AREA
Although it is generally very compact, sea ice never completely covers t h e entire ocean surface because of atmospheric and oceanic forcing. Whenever the relatively warm ocean is exposed directly to the cold winds blowing over the ice surface, the very strong temperature contrasts establish a massive energy flux. The o p e n water areas thus act as "thermal volcanoes" (LeDrew, 1992a) . Figure 2 shows that even at the time of maximum ice extent there a r e large portions of the polar ice pack which have ice concentrations of less than 100%.
An annual examination of similar images may p r o d u c e evidence of climate change through significant differences in i c e concentrations both regionally and/or seasonally.
SEA ICE TYPE
Sea ice is a complex material formed by the freezing of sea water. Many of the geophysical properties of sea ice are largely determined by its age. Of significance to climate research is the metamorphosis which occurs i n sea ice as it survives the first summer melt season. Before this transition, so called "first-year" ice tends to be relatively thin, attaining a m a x i m u m thickness of about 2 m (Weeks, 1976) . Ice which has survived at least one summer melt period -termed "multiyear" ice -is substantially altered from first-year ice, because water from melt ponds percolates through the ice causing desalination of the surface and underlying layers (Parkinson et al., 1987b) . The low brine content of multiyear ice i m p a r t s a particularly high strength to an already thickening ice sheet.
Sea ice is, therefore, generally classed by age: thinner, weaker first-year ice; and thicker, stronger multiyear ice. The maximum age of Arctic s e a ice is estimated to be nineteen years old, with only about 2% of the a r e a occupied by this group (Vowinckel and Orvig, 1970) .
Changes in t h e relative distributions of first-year and multiyear ice across the Arctic a r e potential indicators of climatic variability although no significant findings have been reported to date.
SEA ICE THICKNESS
Pack ice reaches its final equilibrium thickness of 2-4 m in about five years when the amount of ice lost during summer melt is made up during the following winter (Vowinckel and Orvig, 1970; Maykut a n d Untersteiner, 1971) .
Although local bathymetry, tides, and c u r r e n t s affect the growth of landfast ice, the relative thickness of sea ice in a particular year reflects average winter and early spring temperatures a s well as the magnitude of mid-summer solar radiation (Jacobs and Newell, 1979; Ledley, 1990) . Thus, sustained decreases in the average thickness of sea ice on a regional scale may well be indicative of a warmer climate.
SEA ICE DYNAMICS
Much of the Arctic sea ice exists in a geographically constrained environment. The Arctic Basin holds a small ocean which is s u r r o u n d e d by two large continents (Figure 2 ). The Arctic Ocean has restricted interaction with the world's ocean system, the principal access p o i n t being through Fram Strait, a deep trench between Greenland and Svalbard. The connection of the Arctic Basin with the Pacific Ocean through t h e Bering Strait is of lesser consequence because its shallow bench inhibits the passage of deep ocean currents (Clarke and Jones, 1989) .
The general drift pattern of the ice in the Arctic Ocean follows t w o dominant features:
the Beaufort Sea Gyre and the Transpolar Drift Stream.
The oldest ice in the Arctic circulates in a generally closed clockwise drift stream in the Beaufort Sea/Arctic Ocean and is controlled by the Arctic High atmospheric pressure system. The Transpolar Drift Stream, on the other hand, stretches from the East Siberian Sea across t h e North Pole to the northeast of Greenland where it exits through Fram Strait. The Transpolar Drift Stream is the major carrier of ice out of t h e Arctic Basin. Mean annual net drift rates vary from 0.4 to 4.8 k m / d a y with monthly averages observed as high as 10.7 km/day (Weeks, 1976) .
Recent investigations of ice motion using satellite data have revealed t h a t the mean drift rate of the ice pack is quite variable and can, at times b e reversed. In particular, the predominantly clockwise circulation of t h e Beaufort Gyre has been seen to reverse for periods lasting at least 30 days in late summer (Serreze et al., 1989) . LeDrew et al. (1991) show this phenomenon to be triggered and maintained by persistent cyclonic activity during that time of year. It is clear a reversal of this nature m u s t have a direct impact on the climate system. LeDrew et al. (1991) suggest that there is some evidence of ice divergence during the reversal episodes exposing large amounts of relatively warm ocean to the cold a t m o s p h e r e . Hypertemporal remotely sensed imagery can play a key role in monitoring the motion of the ice pack and perhaps reveal other anomalous drift phenomena. In addition, tracking of ice masses across image sequences may help verify the relative ages of sea ice in different regions of t h e Arctic.
SEASONALITY
In the Northern Hemisphere, the seasonal cycle of ice advance and r e t r e a t is approximately symmetrical in all regions, although the periods of m o s t rapid growth and decay do vary regionally (Comiso and Zwally, 1984) . In the late autumn, sea ice morphology continues to change until the s u r f a c e air temperature drops below about -10°C in November or December, a t which point the ice stabilizes and remains so until the air t e m p e r a t u r e rises back above that level in the spring. Comiso (1986) and Chapman and Walsh (1992) did not find any significant trends of winter ice e x t e n t in the Arctic between 1961 and 1990.
The variations in sea ice are particularly significant during the m e l t season, when rapid changes in ice extent and surface conditions occur. In an examination of the onset of melt across the Arctic Basin in 1979 a n d 1980, Anderson (1987) found the melt signature is observable first in t h e Chukchi Sea and the Kara and Barents Seas. As melting progresses, t h e melt signature moves westward from the Chukchi Sea and eastward f r o m the Kara and Barents Seas to the Laptev Sea region. Anderson (1987) also notes that the initial location and date of the melt signal varies with year. This leads him to conclude that monitoring the occurrence of m e l t signatures could be used as an indicator of climate variability in t h e Arctic's seasonal ice zones.
The significant processes of the summer Arctic ocean are the loss of t h e snow cover, the opening up of extensive areas of ocean, and t h e formation of melt ponds on the existing ice surfaces. In the context o f climatological monitoring, the effects these changes have on the s u r f a c e albedo and the interannual variation of albedo are of prime i m p o r t a n c e (Carsey, 1985) . Global warming scenarios generally project a more r a p i d retreat of Arctic sea ice in summer than in winter. Chapman and Walsh (1992) report finding statistically significant decreases of the summer i c e extent of Arctic ice and three new summer minima in the past fifteen years. When they compare this decrease with the concomitant fact t h a t the strongest atmospheric warming has occurred over those land a r e a s (northwestern North America, northern Asia) and seasons (late winter, spring) when the albedo-temperature feedback is potentially strongest, they conclude that northern land areas as well as the summer sea i c e regime should be closely monitored for greenhouse signals (Chapman a n d Walsh, 1992) . Crane (1978) observed an "early" and "late" mode of ice retreat in t h e spring seasons from [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] . He also noted a similar pattern in t h e autumn period of ice advance.
When he related this pattern to t h e general synoptic circulation over the area he found that for the years o f early ice advance, there is an increased frequency of northerly a n d westerly air flow, bringing lower temperatures and an influx of multiyear ice into the Davis Strait-Labrador Sea area (Crane, 1978) . Ice-atmosphere feedbacks are thought to operate in both directions during the ice-growth regime (Barry, 1983) . Not only do the cooler air temperatures precipitate ice formation, but the strongest correlations between ice anomalies a n d subsequent atmospheric fluctuations are found in the autumn m o n t h s (Walsh and Johnson, 1979a) . This bi-directional coupling has a t e n d e n c y to increase the variability within the ice pack and to mask any potential climatic signals.
Thus, the autumn is a less desirable season f o r monitoring the sea ice than the spring or summer. Table 2 summarizes what we currently know about the possible climatic influences of sea ice extent, type, concentration, thickness, m o t i o n dynamics as well as an estimation of their ideal observational requirements. Analyses of these parameters are compounded by the f a c t that the oceanic, atmospheric, and geographic composition of the Arctic combine to create distinct regional variations in sea ice. For example, there is only a 20% seasonal difference in sea ice extent in the Greenland and Norwegian Seas while Baffin and Hudson Bays experience s u m m e rwinter variations of over 200% (Comiso and Zwally, 1984) . This m e a n s certain regions may exhibit climatic signals with more clarity; regions exhibiting high interannual variability would not be good candidates f o r climate change studies since a particularly large change from average s e a ice conditions would have to occur before a climate change c o u l d confidently be said to have taken place (Zwally et al., 1983b; Parkinson, 1991) . High variability is the noise in which a climatic signal must b e f o u n d .
SEA ICE AS A CLIMATIC INDICATOR

REMOTE SENSING OF SEA ICE
Remote sensing has a particularly prominent role in the monitoring o f climate change; it is the only source of data with which we can view t h e entire planet and monitor the change in the nature of the surface of t h e planet through time, in a consistent, integrated, synoptic and n u m erical manner (Davis et al., 1991; LeDrew, 1992b) . Global observations of t h e earth by satellite sensors are required simply because no other a p p r o a c h permits measurements to be made at the required spatial and t e m p o r a l resolutions. This is particularly relevant in Arctic research where t h e large extent of the sea ice, the difficulty and expense of access, and t h e normally adverse weather conditions make satellite data indispensable f o r studies requiring global or large-scale ice cover characteristics in t h e s e regions (Comiso and Sullivan, 1986; CGCP, 1989) .
Many of the changes in the global environment may be monitored on a worldwide basis with remote sensing satellite systems. This m onitoring can be direct, through such observations as surface temperature increase, or indirect, through the observations of parameters thought to bring about changes in climate or to respond to the changing climate, such a s changes in polar ice extent (CGCP, 1989) . Little quantitative information existed on seasonal or interannual changes of the polar oceans' sea i c e cover until repetitive and synoptic satellite observations began.
T h e ability of earth observing satellites to collect data from the polar regions at a variety of scales for extended periods of time have been of significant value in our understanding of ocean-ice-atmosphere climate interaction processes. These data provide information on current climatic conditions in polar regions as well as information useful in studies of the t i m edependent behaviour of sea ice. In short, satellite data have h e l p e d scientists see the ocean and ice systems as an integral part of a c o mplex global climate system (Johnson, 1989) .
Of particular relevance to remote sensing in polar environments are t h e restrictions imposed by the limited times of direct sunlight and a c l e a r atmosphere.
Further, for any variable to be useful in climate change studies, it must be routinely measured over a period of at least 1 0 -2 0 years. In the following review of remote sensing of sea ice, optical, thermal and microwave sensors are evaluated against these criteria i n addition to assessing their potential to monitor the specific sea i c e parameters highlighted above.
OPTICAL AND THERMAL SENSORS
Data from the AVHRR sensor carried by the NOAA satellite series h a v e been the most widely used in climate change studies in general, and h a v e particular relevance for polar remote sensing.
These data have high temporal resolution (at least two images can be acquired daily for a n y location north of 60° latitude), medium spatial resolution (1.1 k m : detailed enough for monitoring individual ice floes while minimizing unnecessary data volume), thermal band imaging capabilities (which allow the collection of data through the long polar night), and inexpensive acquisition costs. Results from ice mapping experiments show that i c e concentrations determined from optical imagery differ from t h o s e derived from passive microwave data by ±15-20%, probably due to t h e presence of thin new ice not visible in the optical imagery and the ability of the microwave sensors to measure partial concentrations within t h e pack more accurately (Dey, 1981; Comiso and Zwally, 1982 ; Alfultis a n d Martin, 1987; Burns and Viehoff, 1991; Emery et al., 1991) .
Remote sensing at optical and thermal wavelengths is limited for long term climatic monitoring of the northern cryosphere, however, b e c a u s e of the inability to collect data during the long polar night of winter (with the exception of bands located at thermal infrared wavelengths) a n d through an optically opaque atmosphere (Arctic cloudiness averages 7 0 -80% from June through August). In addition, since these optical s e n s o r s were not originally designed around polar applications, their response is frequently saturated by bright ice and snow returns, inhibiting detailed surface discrimination.
Few Arctic images from these platforms h a v e been archived and some of the early data tapes which did exist are n o w deteriorating, further reducing the availability of historical data for use i n long term climate monitoring studies (Massom, 1991) .
MICROWAVE SENSORS
The planetary and atmospheric restrictions imposed on optical a n d thermal sensors in the polar regions are removed when radiation is detected in the microwave portion of the electromagnetic spectrum (i.e., at wavelengths between 1 mm and 1 m). Microwave sensors d e t e c t thermal microwave radiation reflected and emitted from the e a r t h ' s surface. Additional radiative contributions or interference introduced b y clouds, other atmospheric effects, and extraterrestrial sources exist b u t are relatively minor in the polar regions (Parkinson et al., 1987b) . Two advantageous features characterize microwave energy from a p o l a r remote sensing standpoint: (i) microwaves are capable of penetrating t h e atmosphere under virtually all conditions (of particular significance during the frequent and extended periods of cloudiness in the Arctic); a n d (ii) microwave remote sensing systems are not dependent on the sun as a source of illumination (an important consideration during the p o l a r night) (Lillesand and Kiefer, 1987; Johnson, 1989) .
Remote s e n s o r s operating in the microwave portion of the spectrum are typically divided into two types: those which provide their own source of illumination, called "active" systems; and those which only sense naturally occurring radiation, called "passive" systems.
So called "active" microwave sensors derive their designation from t h e fact that, unlike most other remote sensing systems, they send out t h e i r own energy to illuminate the surface for imaging.
The main active microwave system in use today is called the synthetic aperture radar, o r SAR. SAR is arguably the most powerful remote sensor available f o r cryospheric research due to its high resolution and all-weather, all-season imaging capabilities (Massom, 1991) . It is not without its limitations, however. While SAR data are quite powerful for the discrimination o f various ice types under ideal conditions (i.e., in the middle of winter), t h e energy-matter interactions in a melting snow/ice surface are still poorly understood (Barber et al., 1992a) .
In addition, spaceborne SARs ( f o r example ERS-1, JERS-1, RADARSAT, and EOS) have (or will have) relatively narrow swath widths (in the range of 100 km) which are unsuitable f o r hemispheric climate analyses. Continuous, repetitive SAR remote sensing of the polar regions has only just begun with the launch of the ERS-1 satellite in 1991. While the future of active microwave remote sensing looks bright (at least three other spaceborne SARs are to be l a u n c h e d before the end of the century), the lack of an historical image archive from which climatic variations can be derived is a limiting factor to t h e present use of SAR data for climate change studies.
Another type of microwave remote sensing system which exhibits t h e favourable characteristics of all-weather and day-night imaging capabilities, and for which a reasonable historical archive of Arctic d a t a exists, is that of passive microwave.
As its name suggests, a passive microwave radiometer detects microwavelength radiation incident u p o n its antenna without transmitting any illuminating signals by itself. This microwave energy typically originates as naturally emitted radiation f r o m the earth's surface and to a lesser extent, the atmosphere. (operational lifespan: June 1987 -present) . With varying degrees of success, data from all three can be u s e d to derive ice extent, type, concentration, motion dynamics, and the o n s e t of melt.
The ESMR was the first instrument to provide the research c o m m u n i t y with the repeated, synoptic overviews of the polar ice masses necessary for monitoring ice extents. It was only a single-channel system, however, which inhibits the derivation of ice types solely from the ESMR data a l o n e (Parkinson et al., 1987b) .
Ice concentrations calculated from ESMR imagery are estimated to have an accuracy range of 15%-25% (Parkinson, 1989; Massom; .
The use of single frequency data from the ESMR sensor creates serious ambiguities in data interpretation, particularly in areas of heterogeneous ice cover such as the extensive marginal ice zones of the Arctic. An attempt was made to address these problems by designing the s e c o n d generation of polar orbiting passive microwave sensors, SMMR, to h a v e ten channels. The availability of passive microwave data at a variety o f frequencies and dual polarizations permit more accurate determination o f sea ice characteristics.
Based on the knowledge gained from the ESMR and SMMR systems, t h e third generation of polar orbiting passive microwave radiometers, SSM/I, operates at frequencies which are further optimized for the m e a s u r e m e n t of sea ice. Error analyses of ice parameters derived from SSM/I imagery using an algorithm developed by researchers at NASA show g o o d agreement (less than 5% difference in autumn through spring; near 1 0 % in summer) with supplementary data sources (principally optical r e m o t e sensing imagery). The analysis technique, however, has been found t o underestimate ice concentration in areas of close pack ice a n d overestimate ice concentrations in areas of open pack ice (Bjerkelund e t al., 1990; Cavalieri et al., 1991; Steffen and Schweiger, 1991 ).
An alternate algorithm has been developed jointly by the Canadian Atmospheric Environment Service and the Institute for Space a n d Terrestrial Science ("AES/ISTS algorithm") which incorporates w e a t h e r and sea state corrections to aid in the retrieval of ice parameters (LeDrew et al., 1992c) .
In a comparative analysis between the two techniques, Bjerkelund et al. (1990) found the AES/ISTS algorithm provided m o r e accurate estimates of ice concentration, type, and extent than the NASA Team algorithm.
Spaceborne passive microwave sensors are not without limitation, however. Because of the long integration time required at the sensor t o receive enough microwave energy to create an acceptable signal, passive microwave images have very low spatial resolutions -commonly in t h e range 30 km to 70 km.
This inhibits their application to all b u t hemispheric-scale analyses. In the context of climate change this m ight not be such a bad restriction, however. Since passive microwave images tend to be reasonably small it is possible to include many more t e m p o r a l instances in a long term study than it would be if the images were larger.
PASSIVE MICROWAVE DATA FOR SEA ICE MONITORING
In section 2, six sea ice climatic indicator parameters were evaluated. In Table 3 , the potential of passive microwave remote sensing to provide data for the measurement of these parameters is assessed.
The only parameter not directly retrievable from multichannel passive microwave imagery is ice thickness, although broad generalizations can be inferred from ice type (older ice tends to be thicker). Past and present passive microwave sensors cannot meet the ideal spatial resolutions proposed f o r each parameter in Table 3 .
The sensors' coarse spatial resolutions produces a noticeable "land contamination" effect where the s e n s o r ' s field of view contains enough land (which generally has brightness temperatures closer to those of sea ice than to those of open water) t o give anomolously high ice concentration calculations (Parkinson, 1 9 9 1 ) . This can have a particularly large effect in the Canadian Archipelago, which may limit the usefulness of satellite passive microwave data in this region. The spatial averaging inherent to passive microwave imagery m a y well be useful, however, for reducing the effects of localized anomalies which could obscure any true climatic signals on broader regional a n d hemispheric scales.
A finer discrimination of ice types than first-year/multiyear is a desirable parameter not yet retrievable from passive microwave observations. In addition, the extraction of accurate ice information during seasonal transitions is very limited.
Research should be initiated to develop measurement techniques for microwave observations of snow cover, surface albedo, ice production, and atmospheric water during the sea i c e seasonal cycle (Carsey, 1984) .
These limitations do not negate the usefulness of passive microwave imagery, however, their potential implications must be acknowledged i n any long-term climatic studies.
HYPERTEMPORAL IMAGE ANALYSIS
Thus far in this report, we have reviewed the need for acquiring a c c u r a t e historical information on Arctic sea ice for climate change studies a n d have established that remote sensing imagery from passive microwave sensors is the only data source available to provide us with this information. We now focus our attention on the tools required to e x t r a c t the change information from the remote sensing data.
Time is the fourth dimension; it is unlike the first three (spatial) dimensions in that it is asymmetrical (it flows in only one direction) a n d is difficult to envision, much less comprehend (we see the effects o f time's passage, but we do not perceive it directly) (Saab a n d Haythornthwaite, 1990) .
Because global change is directly related t o time, the ability to perform multitemporal analyses is vital to global change research. Thus, multitemporal functionality should be considered a fundamental enhancement to all spatial analysis systems (Stutheit, 1 9 9 1 ) .
Although satellite remote sensing has long been advocated for m onitoring surface processes through time, there has been little progress to date i n spatiotemporal analysis of multitemporal imagery largely because of a lack of repetitive and inexpensive data and because of a lack of a d e q u a t e processing procedures (Davis et al., 1991) .
The basic premise i n temporal monitoring using remote sensing data is that changes in s u r f a c e features must result in changes in sensed radiance values and that t h e changes in radiance due to surface changes must be large with respect t o radiance changes caused by other factors (e.g., atmospheric conditions and sun angle) (Singh, 1989) . Most temporal analyses reported to d a t e examine the changes between an image pair; between time t and time t+1. We distinguish such two or three period comparisons, or "change detections", from studies of temporal series containing tens or e v e n hundreds of images, which is the meaning we ascribe to "hypertemporal analysis".
Our intent in this section is to examine the existing status o f hypertemporal image analysis and to suggest new approaches to analyzing temporal image sequences which may have potential applications i n climate change studies. In the discussion that follows, we briefly review the status of methods for change detection before critiquing potential hypertemporal analysis techniques.
CHANGE DETECTION
Two excellent reviews of methods for extracting changes from image pairs can be found in Singh (1989) and Eastman and McKendry (1991) , and a r e summarized in Table 4 . Although most of these techniques may be o f limited use for long-term climatic studies, they may be useful in p r eprocessing temporal data for subsequent analysis by other methods. For example, image differencing has been shown to effectively remove a n y geographically fixed variations in sea ice extent and when the data to b e analyzed are arranged as monthly averages (Cahalan and Chiu, 1 9 8 6 ) . Differencing can also be used to remove the seasonal cycle from a t i m e series (Hipel and McLeod, 1992) . Both effects can be advantageous f o r isolating regional and seasonal patterns in long spatial-temporal d a t a series.
VISUALIZATION
The human mind is unequalled in its powers of spatial association a n d pattern recognition. Computers have unprecedented powers o f manipulating large masses of digital data.
Computers, then, a r e effectively used as display tools for the presentation of unique views o f data for the mind to analyze. This is the fundamental premise behind all aspects of image processing, but most importantly that of the descriptive and exploratory techniques known as computer visualization.
Underlying the concept of visualization is the idea that an observer c a n build a mental model, the visual attributes of which represent d a t a attributes in a definable manner. Computer graphics has an i m p o r t a n t role in scientific visualization: it is not in generating elaborate, realistic images of ideas; rather it is by creating abstractions of the data. T h e abstraction process, if successful, helps to distinguish pattern from noise. Choosing the appropriate graphics display representation can be the k e y to critical and comprehensive application of the data, thus benefiting subsequent analysis, processing, or decision making. The choice of t h e representation ultimately depends on the research context (MacEachren and Ganter, 1990; Wills et al., 1990; Robertson, 1991) .
The most basic method of presenting the temporal elements of a hypertemporal data set is to display each time slice as an i n d e p e n d e n t view, ideally juxtaposed so that the viewer can simultaneously c o m p a r e the patterns at all times in the series. This is a technique we call "static image sequencing".
The focus here is on the status of the m a p p e d phenomena at each discrete instant; the search for any patterns of change is left up to the viewer (Monmonier, 1990) . This approach is a c o m m o n method for displaying hypertemporal data because of its c o m putational simplicity. The ice atlases compiled by Zwally et al. (1983a) , Parkinson e t al. (1987b) , LeDrew et al. (1992c) , and Gloersen et al. (1993) all provide excellent examples of static image sequencing.
The technique benefits from the arrangement of as many temporal data slices as possible in a single view (e.g., on a single page). The human mind has superior p a t t e r n recognition powers within a single image, however, its capabilities f o r image comparisons is somewhat more limited and reduced further still when the image arrangement does not promote instantaneous visual associations (Calkins, 1984) .
The next logical step beyond visual examination of static image sequences is the visualization of dynamic image sequences, or animation.
In a n animation, temporally sequenced views of the data are displayed in q u i c k succession so as to give the impression of motion. Animation is based o n the principle that the eye-brain mechanism retains, momentarily, images of objects it has seen after the objects have been removed. Therefore, if the eye is shown a series of static views of objects at a rapid rate, with t h e objects changing positions only slightly from frame to frame, the illusion of fluid life-like motion is created by the brain (Campbell and Egbert, 1990) .
The technique can provide new insights into the data to b e analyzed. Gloersen (1990) constructed a time-lapse study of a sea i c e feature of the Greenland Sea known as the "Odden" from 2-day i c e concentration estimates over 9 years from SMMR image data.
T h e animation allowed the extraction of previously unknown information about the formation, growth and movement of this ice feature. In a n o t h e r study, Assel and Ratkos (1991) created an interactive animation for t h e seasonal ice cycle on the Great Lakes. Spatial and temporal variations o f the ice characteristics quickly emerged and lead to a review of potential forcing mechanisms.
CLASSIFICATION
If multispectral classification is based on the premise that image pixels can be grouped according to unique spectral characteristics, then it would appear that an image should also be classifiable according to u n i q u e temporal characteristics. Two requirements of multispectral classification are: (i) a good understanding of the relationship b e t w e e n the spectral data and the surface features; and (ii) the choice o f appropriate statistical tools to discriminate relevant categories from t h e data (Marceau, 1989) . With corresponding changes from "spectral" t o "temporal" this becomes an appropriate creed for hypertemporal classification.
Much work has already been done in relating passive microwave brightness temperatures to ice characteristics and scientists now have a reasonable understanding of some of the more general relationships. In this section then, some appropriate statistical tools a r e reviewed. We focus on unsupervised classification methods because t h e y provide a more accurate description of the natural patterns in the d a t a and because of the scarcity of adequate training data for supervised techniques.
The de facto standard approach to multispectral image segmentation is the maximum likelihood technique where each pixel is assigned to t h e class in which it has the highest statistical probability of being a m e m b e r . For hypertemporal applications, this method assumes a Gaussian t e m p o r a l distribution of ice parameters. This assumption may hold for Arctic s e a ice data where the seasonal cycle of growth and decay is approximately symmetrical (Comiso and Zwally, 1984) .
There are other approaches to multispectral image classification, including some nonparametric techniques which could also h a v e applicability in the hypertemporal domain. For example, Key et al. ( 1 9 8 9 ) and Maslanik et al. (1990) describe the use of neural networks and SMMR imagery to examine "second order" ice information (e.g., the onset a n d duration of melt, ice pack metamorphosis, and timing of new ice g r o w t h ) and relate these to changes in ice condition over an annual cycle. They conclude that the neural network approach to classification shows promise for sea ice applications because of its flexible pattern recognition skills, fuzzy tolerances, and ability to use non-numeric information.
When reviewing classification methods for hypertemporal imagery, perhaps we can glean insight from the attempts which have been made t o analyze hyperspectral data (remote sensing images acquired by imaging spectrometers potentially including over 200 spectral channels per pixel). The classification of such high spectral resolution data is clearly a challenging task due to the large number of channels involved. Analysis methods are required to extract the most information from each channel while minimizing computation time. Two possible classification methodologies include full spectrum classification and feature selection followed by classification.
Full spectrum classification c o m b i n e s techniques for a parametric representation of the spectrum derived f o r each pixel with similarity measures used for classification purposes, while the second approach uses techniques and transformations for d a t a reduction prior to classification (Staenz and Goodenough, 1 9 9 0 ) . Techniques for full spectrum classification do exist, but they are n o t generally found in standard image analysis software packages (Mazer e t al., 1988; Cetin and Levandowski, 1991; Edwards et al., 1991) .
The main criticism of full spectrum classifiers is that their c o m p u t a t i o n time increases exponentially with an increase in the number of channels. It is evident, however, that not every time slice or spectral band contains unique information, in fact pixel values are often highly c o r r e l a t e d between channels. Thus, a more efficient approach may be to employ a data reduction strategy before classification.
Existing methods f o r channel reduction include band averaging (Staenz and Goodenough, 1990) , band-moment analysis (Rundquist and Di, 1989) , statistical channel separability measures (e.g., Sheffield, 1985; Labovitz, 1986; Gong and Howarth, 1990; Mausel et al., 1990) , and principal c o m p o n e n t s analysis (Chavez and Kwarteng, 1989) .
PRINCIPAL COMPONENTS ANALYSIS
Principal Components Analysis (PCA) is a commonly used technique i n remote sensing image analysis. Traditionally it has been applied for image enhancement and channel reduction, however, it has also been effectively used in change detection studies (Table 5 ). An appealing aspect of PCA i n the present context is that the technique is also widely accepted b y climatologists (who frequently refer to it as eigenvector analysis o r empirical orthogonal function analysis) as an effective data analysis t o o l (e.g., Stidd, 1967; LeDrew, 1976; Kelly et al., 1982) . This overlap b e t w e e n disciplines has not been overlooked by scientists looking for t e m p o r a l changes in both polar and non-polar environments.
In a principal components analysis, the measurement space is rotated i n such a way as to maximize the variance between the variables. In r e m o t e sensing, these variables can be multispectral channels a n d / o r hypertemporal images. The objectives in applying PCA are to u n d e r s t a n d how the variables are interrelated and to assess the level of statistical redundancy present.
In hypertemporal studies, the technique offers a useful exploratory tool to analyze the interrelationships between regularly sampled hypertemporal remote sensing data sets (Townshend et al., 1 9 8 5 ) .
When images of different dates are compared with a view to monitoring change, there will be a high correlation between them: those parts of t h e scene which show an absence of correlation are of interest as t h e y represent areas of change . By the very n a t u r e of the method, the first component will always contain the m a x i m u m amount of variation derived from the set of variables. Thus, the first component is commonly referenced as "integrated brightness"; it provides a good index of long-term variations since it is not affected by strong, b u t localized, extremes which can influence large-scale averages and o b s c u r e underlying trends (Kelly et al., 1982) . Experiments using monthly d a t a over an annual cycle have found that the second component tracks t h e seasonal evolution quite well (Townshend et al., 1985 ; Tateishi a n d Kajiwara, 1990) .
The higher components represent increasingly local variations and anomalies; they are often the ones selected for m o r e detailed analysis (Walsh and Johnson, 1979b; Crane, 1983) .
It is evident that PCA can be a powerful tool for the monitoring of p o l a r climate with sequential remote sensing observations. It allows for t h e abstraction of change from a time series as a whole, not just a segment o f it.
TREND SURFACE ANALYSIS
In climate change analyses we are interested in determining how much o f a variable's response over time is real (i.e., a climatic signal) and h o w much of it is local variation (i.e., climatic noise). If a regression line ( o r curve) is fit to a time series plot of sea ice extent, the parameters of t h e regression equation would give us some indication of a climatic signal, while the residuals could be interpreted as a measure of local climatic variability. This technique has been used extensively in climate r e s e a r c h to extract trends from time series plots (e.g., Chapman and Walsh, 1992) .
Image regression is a technique which has been applied to image pairs t o differentiate between actual change and predicted change (Singh, 1 9 8 9 ; Eastman and McKendry, 1991) . The procedure is initiated by considering pixel values from the image at time t to be samples of the i n d e p e n d e n t variable and pixels from the time t+1 image as samples of the d e p e n d e n t variable. A regression line is then fit to the data points. The c o m p u t e d slope and intercept values are applied on a per-pixel basis to the first image to produce a predicted image for time t+1. The actual a n d predicted time t+1 images are then differenced or ratioed to isolate t h e changed areas. The image regression technique is limited to pairwise comparisons, however.
Trend surface analysis extends this concept into two dimensions. Instead of fitting a regression line to a time series plot, a regression ( " t r e n d " ) surface is fit to a spatial-temporal data set (an image in our case). Ideal trend surface images provide a smooth characterization of their i n p u t data. When a trend surface has time as one of its independent variables, it can be thought of as an isochronic or time contour map (Monmonier, 1990) . Some studies have found residual images to be more useful f o r pattern exploration than the trend image (e.g., Chorley and Haggett, 1965) . Trend surface analyses have not been widely applied in climate change studies although they have the potential for revealing significant trends and regionalizations.
TIME SERIES ANALYSIS
In time series analysis, the deterministic components to a series (e.g., seasonality and trends) are identified and removed in a process called "pre-whitening". The residual stochastic component in the series is t h e n modelled using autoregressive and/or moving average functions (Hipel and McLeod, 1992) .
Although time series analyses have not b e e n generally used in studies of Arctic sea ice or incorporated into image analysis programs, they have been extensively applied by climatologists and have a certain appeal to the problem at hand. This attraction c o m e s not only from the modelling capabilities of time series equations, but also from their demonstrated proficiency at generating forecasts beyond t h e measured data space.
In the 1970s there was a flurry of activity to extend the two-dimensional nature of conventional time series analysis techniques into t h r e e dimensions, i.e., spatial time series (Bennett, 1975; Martin and Oeppen, 1975; Bennett and Haining, 1976; Bennett, 1979; Pfeifer and Deutsch, 1980) . A spatial time series is a multivariate model which attempts t o simultaneously describe and forecast a collection of time series representing spatially diverse regions, taking into account the spatial autocorrelation inherent between neighbouring regions (Pfeifer a n d Deutsch, 1980; Adamowski et al., 1985) .
Unfortunately not m u c h progress has been made in developing spatial time series since t h e n , largely because of the complexity of the model and the difficulty o f parameter estimation (Curry, 1970; Parkes and Thrift, 1980) . Mysak (1990) proposed six working questions which should b e considered when assessing the suitability of sea ice (or any o t h e r geophysical feature) as a proxy indicator of climate change. Based on t h e review presented here, we are now in a position to suggest some answers.
DISCUSSION
1 . Through what mechanisms can sea ice be used as an indicator o f climate change?
• Sea ice has intimate bi-directional feedback mechanisms with t h e earth's atmospheric and oceanic circulation systems. The climatic role that sea ice plays is generally expected to be based on its surface albedo, insulative properties, thermal capacitance, and b r i n e capacitance.
2 . What specific geophysical parameters are required to characterize t h e behaviour of these indicators?
• The potential sea ice indicators for climate change identified i n section 2 are extent, type, concentration, thickness, dynamics, a n d seasonality. These were shown to have distinct regional distributions. • An evaluation of remote sensing systems indicated that passive microwave imagery is the only data source with the necessary historical record and all weather/day-night sensing capabilities.
. Where are the discrepancies between what is required and what is available?
• Of all the parameters listed in Question 2, the only one passive microwave imagers cannot measure ice thickness. Past and p r e s e n t microwave sensors do not meet the required spatial resolutions o f any indicator, however, this may not be critical in hem ispheric analyses.
6 . What areas of product development/research are needed to use sea i c e as an indicator of climate change?
• If effective use is to be made of the historical passive microwave data record, new hypertemporal image analysis techniques must b e developed. Table 6 lists the potential hypertemporal image analysis functions applicable to examining sea ice parameters on remote sensing imagery. It is clear that there are many options for the analysis of hypertemporal image sequences. How do we proceed when faced with analyzing a hypertemporal data set? Which analysis methods have the potential t o help us extract meaningful information from these data? We propose a hierarchy of analysis functions in Table 7 which may provide s o m e guidance.
The primary techniques were selected based on t h e i r demonstrated capabilities of scene processing, information extraction a n d process description. Primary functions are likely to be the most useful f o r general explorations of the temporal nature of the data. Where interesting patterns of change are found the secondary techniques may b e helpful in explaining their nature. Re-application of the primary m e t h o d s using a different parameter set or to different subsets of the data m a y also be useful. The tertiary functions can be considered to be the " w o r k e r routines". They have limited applicability, but are frequently useful w h e n applied to pre-processing or post-processing the data.
During the course of an entire hypertemporal analysis exercise, it is probable that techniques from each category will be applied in a variety of sequences until the analyst is satisfied with the meanings a n d definitions which have been derived from the imagery. Much depends o n the nature of both the data and the problem.
The key is in effective combination of the computer's data processing capabilities with t h e human mind's pattern recognition strengths.
CONCLUSIONS
In this review, we have shown the critical role that polar sea ice plays i n the world's climatic systems; it is clear that the Arctic is a region o f sensitive indicators of climatic change. An analysis of potential r e m o t e sensing techniques indicated that sea ice extent, type, concentration, dynamics, and melt onset have been monitored with sufficient (although not ideal) spatial and temporal resolution by orbital passive microwave sensors to make these variables potential climatic indicators. The passive microwave data record has revealed large interannual variability in e a c h of these parameters and few indications of long term trends. Examination of these images also show, in addition to the large temporal variability o f these data, that they exhibit strong regionalisms and seasonalities. This information can be used to focus attention in those seasons and places when changes may be most apparent.
Hypertemporal image analysis of remote sensing data is still in its infancy, largely because of a lack of repetitive and inexpensive data, and adaptable processing algorithms. We are on the brink of temporal data explosion a s a longer historical record is accumulated for existing sensors, as r e m o t e sensing scientists begin to explore the utility of "less conventional" sensors for which the data are relatively inexpensive (e.g., AVHRR a n d passive microwave), and as new, high data-rate instruments are b r o u g h t on-line towards the end of this century (e.g., EOS and RADARSAT).
Existing image processing tools need to be adapted, and new techniques developed, to handle these data.
Application of the hypertemporal image processing techniques reviewed here is not necessarily restricted to studies of sea ice. Indeed, the a d v e n t of satellite remote sensing has presented us with intriguing opportunities to investigate, in good spatial and temporal detail, even the most r e m o t e or rarely visited areas of the earth's surface.
However, most existing climate change studies which are derived from remotely sensed data h a v e been temporal analyses based on aggregation of the spatial information from each image, generally into a single parameter (e.g., ice extent). With the exception of a few recent efforts, not many published results a r e based on detailed spatial analyses of the type which are possible t h r o u g h image processing methods. This is partly attributable to the inability o f standard image analysis software to work in both a spatial and a t e m p o r a l mode. We have examined the issue of hypertemporal image analysis a n d conclude that many of the techniques used in multispectral image processing, such as classification and principal components analysis, a r e also applicable in the time domain. We call for their increased use in t r u e spatial-temporal analyses and for the development of new image processing algorithms specifically for modelling and forecasting change. 
