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D-modules arithmétiques associés aux isocristaux
surconvergents. Cas lisse
Daniel Caro
ABSTRACT
Let V be a mixed characteristic complete discrete valuation ring, P a separated smooth formal
scheme over V, P its special fiber, X a smooth closed subscheme of P, T a divisor in P such that
TX = T ∩X is a divisor in X and D†P(†T ) the weak completion of the sheaf of differential opera-
tors on P with overconvergent singularities along T . We construct a fully faithful functor denoted
by spX →֒P,T,+ from the category of isocrystal on X \ TX overconvergent along TX into the cate-
gory of coherent D†
P
(†T )⊗ZQ-modules with support in X . Next, we prove the commutation of
spX →֒P,T,+ with (extraordinary) inverse images and dual functors. These properties are compatible
with Frobenius.
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Introduction
Soient V un anneau de valuation discrète complet d’inégales caractéristiques (0, p) et de corps résiduel
k, P un V-schéma formel séparé et lisse, P sa fibre spéciale, T un diviseur de P, U := P\T et F la puissance
s-ième du Frobenius absolu de P, avec s un entier fixé. On désigne par D†
P
(†T )Q, l’anneau des opéra-
teurs différentiels sur P de niveau fini à singularités surconvergentes le long de T (voir [Ber96a, 4.2.5]).
Lorsque le diviseur T est vide, on ne l’indique pas. On obtient la notion de D-modules arithmétiques sur
U à singularités surconvergentes le long de T (lorsque P est propre, il n’est pas nécessaire de préciser T ),
i.e., de D†
P
(†T )Q-modules (toujours à gauche par défaut). Pour illustrer ce fait, rappelons que Berthelot a
construit un foncteur canonique, noté sp∗, pleinement fidèle de la catégorie des isocristaux sur U surcon-
vergent le long de T dans celle des D†
P
(†T )Q-modules cohérents (voir [Ber96a, 4.4.5]). Il a aussi défini la
catégorie des F-D†
P
(†T )Q-modules (cohérents) de la façon suivante : les objets sont les couples (M,φ), où
M est un D†
P
(†T )Q-module (cohérent) et φ un isomorphisme D†P(†T )Q-linéaire F∗M ∼−→ M. Les flèches
(M,φ)→ (M′,φ′) sont les morphismes D†
P
(†T )Q-linéaires M→M′ commutant à Frobenius. En constru-
isant de même les F-isocristaux surconvergents, il a établi dans [Ber00, 4.6] que le foncteur sp∗ commute
aux actions de Frobenius. La conjecture de Berthelot [Ber02, 5.3.6.D] implique que l’image essentielle par
sp∗ des F-isocristaux sur U surconvergents le long de T est incluse dans la catégorie des F-D
†
P,Q-modules
holonomes (cela a un sens grâce à l’homomorphisme canonique D†
P,Q→D
†
P
(†T )Q). Afin de valider ce genre
de propriétés de finitude, le théorème de désingularisation de de Jong ([dJ96]) fournit un outil très puissant
en permettant de se ramener au cas où le diviseur T est lisse (voir par exemple la preuve par Berthelot de
la cohérence différentielle de l’algèbre des fonctions à singularités surconvergentes [Ber96b]). La difficulté
technique de cet outil est qu’en altérant P, on obtienne des variétés lisses non nécessairement relevables
mais se plongeant comme sous-schéma fermé dans un V-schéma formel lisse. D’où l’intérêt concernant une
extension à cette situation géométrique que l’on appellera « cas lisse non relevable » ou simplement « cas
lisse ». Cette généralisation est une première étape dans le problème de la construction de D-modules arith-
métiques associés aux isocristaux surconvergents. Dans [Car05b], nous donnerons une seconde construction
dans une situation géométrique différente et complémentaire de la présente.
Détaillons à présent les résultats de cet article.
Dans une première partie, nous établissons la transitivité, pour la composition de morphismes propres,
des morphismes d’adjonction entre images directes et images inverses extraordinaires. Nous en déduisons
en particulier que l’isomorphisme canonique (i.e., celui construit directement à la main : 1.1.2.1) de com-
position des images directes utilisé ici est le même (dans le cas de morphismes propres) que celui construit
dans [Car05c, 1.2.15], qui utilise le délicat théorème de dualité relative. D’où une unification de ces deux
constructions (voir 1.2.9).
Soit X un sous-schéma fermé k-lisse de P tel que T ∩X soit un diviseur de X . Dans la deuxième partie de
cet article, nous construisons un foncteur pleinement fidèle, noté spX →֒P,T,+, de la catégorie des isocristaux
sur X \ (T ∩X) surconvergents le long de T ∩X dans celle des D†
P
(†T )Q-modules cohérents à support dans
X . Expliquons comment est construit spX →֒P,T,+. Lorsque X →֒ P se relève en un morphisme de V-schémas
formels lisses u : X →֒ P, on le définit en posant spX →֒P,T,+ := uT,+ ◦ sp∗, où sp : PK → P le morphisme de
spécialisation de la fibre générique de P (en tant qu’espace analytique rigide) dans P et où uT,+ est l’image
directe par u à singularités surconvergentes le long de T . Or, comme X est lisse, X →֒ P se relève localement.
Il s’agit alors de procéder par recollement.
Nous avions construit un isomorphisme de commutation du foncteur pleinement fidèle sp∗ aux foncteurs
duaux respectifs (voir [Car05a]). Pour les recoller, il s’agit alors d’établir la compatibilité de cet isomor-
phisme de commutation aux foncteurs images inverses (extraordinaires) par une immersion ouverte. Cela
fait l’objet du troisième chapitre.
Dans une quatrième partie, nous prouvons la commutation de spX →֒P,T,+ aux foncteurs restrictions, im-
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ages inverses extraordinaires et foncteur dual. La vérification la plus technique est celle concernant le fonc-
teur dual. Nous construisons pour cela un isomorphisme de commutation des foncteurs duaux aux images
inverses extraordinaires par une immersion. Pour valider sa transitivité, nous utilisons celle prouvée dans le
premier chapitre. Dans sa procédure de recollement, nous nous servons aussi du troisième chapitre.
Le théorème de pleine fidélité de Kedlaya du foncteur associant à des F-isocristaux surconvergents les
F-isocristaux convergents correspondants (voir [Ked04]) et celui de Tsuzuki sur les restrictions (voir [Tsu02,
4.1.1]) simplifie, lorsque l’on se restreint aux F-isocristaux surconvergents, la vérification de la commutation
de spX →֒P,T,+ aux foncteurs cohomologiques ci-dessus. Ces théorèmes nous ramènent sans difficulté au cas
où X →֒ P se relève, ce qui évite les tracas engendrés par les recollements (transitivité etc.). Ainsi, lorsque
l’on dispose de structures de Frobenius, le premier et le troisième chapitre deviennent superflus.
Pour illustrer la maniabilité de la construction de spX →֒P,T,+ (et son utilité), nous obtenons la cohérence,
en tant que D†
P,Q-module, de l’image par spX →֒P,T,+ de la catégorie F-isocristaux unités (i.e. dont les pentes
de Frobenius sont nulles) sur X \ (T ∩X) surconvergents le long de T ∩X . La preuve utilise le théorème de
désingularisation de de Jong ([dJ96]) et le théorème de monodromie valable pour les F-isocristaux surcon-
vergents unités (voir [Tsu02]). Cette technique est prometteuse et n’attend que des théorèmes de monodromie
plus généraux.
Remerciements
Je remercie P. Berthelot pour une erreur qu’il a décelée dans la précédente procédure de recollement
permettant de construire spX →֒P,T,+.
Notations
Tout au long de cet article, nous garderons les notations suivantes : les schémas formels seront notés par
des lettres calligraphiques ou gothiques et leur fibre spéciale par les lettres romanes correspondantes. De plus,
la lettre V désignera un anneau de valuation discrète complet, de corps résiduel k de caractéristique p > 0,
de corps de fractions K de caractéristique 0, d’idéal maximal m et pi une uniformisante. On fixe un entier
naturel s > 1 et on désigne par F la puissance s-ième de l’endomorphisme de Frobenius. Les modules sont
par défaut des modules à gauche. Si X est un schéma ou schéma formel, on note dX la dimension de Krull
de X et ωX = ΩdXX le faisceau des différentielles de degré maximum. S’il existe un système de coordonnées
locales t1, . . . , td (sur un schéma ou schéma formel), on notera, pour tous i = 1, . . . ,d, τi = 1⊗ ti− ti⊗1 et ∂i
les dérivations correspondantes. Pour tout k ∈ Nd , on pose τ{k} := τ{k1}1 · · ·τ
{kd}
d , ∂
<k> := ∂<k1>1 · · ·∂
<kd>
d . Si
E est un faisceau abélien, on écrit EQ := E⊗ZQ.
• Les indices qc, tdf, coh et parf signifient respectivement quasi-cohérent, de Tor-dimension finie, co-
hérent et parfait tandis que Db, D+ et D− désignent respectivement les catégories dérivées des complexes
à cohomologie bornée, bornée inférieurement et bornée supérieurement. Enfin, si A est un faisceau d’an-
neaux, les symboles gA, dA puis ∗A se traduisent respectivement par A-module « à gauche », « à droite » puis
« à droite ou à gauche » (par exemple, D(gA) indique la catégorie dérivée des complexes de A-modules à
gauche). SiA et B sont deux faisceaux d’anneaux (sur un même espace topologique), on notera D(.,qc)(∗A, ∗B),
la sous catégorie pleine de D(∗A, ∗B) formée des complexes parfaits à droite (resp. de Tor-dimension finie à
droite). De même en mettant le point à droite et en remplaçant « droite » par « gauche » ou « tdf » par « qc »
etc. Comme les catégories de complexes sont par défaut les catégories dérivées, on écrit HomA(−,−) pour
HomD(A)(−,−).
Soit f : P′ → P un morphisme de V-schémas formels lisses, T un diviseur de P tel que f−1(T ) soit un
diviseur de P′. On notera fi : P′i → Pi, la réduction de f modulo mi+1. En particulier, on obtient f0 : P′→ P.
Pour tout entier m > 0, nous reprenons les constructions de Noot-Huyghe (voir [NH98, 2.1]) concernant les
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faisceaux de la forme B(m)Pi (T ) ou B
(m)
P
(T ). En notant D(m)
P
(T ) := B(nm)
P
(T )⊗OP D
(m)
P
, avec (nm)m∈N une
suite d’entiers telle que nm > m, on construit la catégorie des complexes quasi-cohérents LD−→
b
Q,qc(D̂
(•)
P
(T ))
(voir [Car05c, 1.1] et [Ber02, 4.2]). On prendra par défaut la suite nm = m. On écrira OP(†T )Q pour le
faisceau des fonctions sur P à singularités surconvergentes le long de T (voir [Ber96a, 4.2.4.2]). Les produits
tensoriels internes pour ces complexes quasi-cohérents seront notés −
L
⊗†
OP(†T )Q
− (voir 4.3.2). On note lim
−→
:
LD
−→
b
Q,qc(D̂
(•)
P
(T ))→ D(D†
P,Q(
†T )) le foncteur canonique (voir [Ber02, 4.2.2] lorsque le diviseur est vide,
mais la construction est similaire). De plus, nous désignerons respectivement par f !T , fT+ les foncteurs image
inverse extraordinaire, image directe par f à singularités surconvergentes le long de T (voir [Ber02, 3.4, 3.5,
4.3] et [Car05c, 1.1.5]). Pour ces deux opérations cohomologiques, lorsque l’on aura affaire à des complexes
de bimodules, pour préciser quelle structure nous choisissons dans leur calcul, on mettra un indice « g »
(resp. « d ») en bas pour indiquer la structure gauche (resp. droite). En outre, si Z est un sous-schéma fermé
de P, RΓ†Z sera le foncteur cohomologique local à support strict dans Z (au sens de [Car04b, 2.2.6]) et (†Z)
le foncteur restriction ([Car04b, 2.2.6]). Si T ′ ⊂ T sont deux diviseurs de P, on notera abusivement (†T ) à
la place de (†T, T ′). Pour tout diviseur T de P, nous désignerons par D†
P,T , DP,T ou simplement par DT , le
foncteur dual D†
P
(†T )Q-linéaire (voir 3.2.1). Lorsque T est l’ensemble vide, nous omettrons de l’indiquer
dans les opérations cohomologiques ci-dessus.
Convention
Soit A un faisceau d’anneaux et E un A-bimodule à gauche. Pour calculer les termes de la forme −⊗AE
ou HomA(−,E), on prendra par défaut la structure gauche de E. De plus, si M est un A-bimodule à droite,
pour calculer M⊗A− (resp. HomA(−,M)), nous choisissons par défaut la structure droite (resp. gauche)
de M. De même pour les complexes.
1. Transitivité du morphisme d’adjonction entre image directe et image inverse extraordinaire
Nous vérifions ici que la transitivité pour la composition de morphismes propres de l’isomorphisme de
dualité relative implique celle des morphismes d’adjonction entre image directe et image inverse extraordi-
naire. Cette transitivité nous permettra dans un prochain chapitre d’établir la transitivité de l’isomorphisme
de commutation des foncteurs duaux aux images inverses extraordinaires par une immersion (voir 4.2.8).
1.1 Cas des schémas
Soient S un schéma noethérien de dimension de Krull finie, f : Y → X et g : Z → Y deux S-morphismes
propres de S-schémas lisses. On rappelle que D(m)Y→X est le (D
(m)
Y , f−1D(m)X )-bimodule f ∗D(m)X , où f ∗ désigne
l’image inverse en tant que OX -module. Pour la définition des images inverses extraordinaires et images
directes, nous renvoyons à [Ber02, 2.2 et 2.3]. On pourra identifier f !D(m)X avec D(m)Y→X [dY/X ].
1.1.1. Soient AX un faisceau d’anneaux sur X . Comme Y est noethérien, le foncteur f∗ est de dimension
cohomologique finie et induit le foncteur R f∗ : D( f−1AX d)→ D(AX d). Pour tous E ∈ Dtdf,qc(gAX) et F ∈
D( f−1AX d), on notera
proj f : R f∗F⊗LAX E
∼
−→ R f∗(F⊗Lf−1AX f−1E)
l’isomorphisme de projection ou ceux qui s’en déduisent par fonctorialité. De même, en remplaçant f par g
etc. Il pourra aussi se noter proj.
De plus, nous désignerons par ⊗ les isomorphismes de la forme [Car05a, 2.1.12.(i)] ou ceux qui s’en
déduisent par fonctorialité.
1.1.2 ISOMORPHISMES CANONIQUES DE COMPOSITION. Les images directes par f de complexes de DY -
modules à droite (resp. à gauche) seront notés f d+ (resp. f g+). Si aucune ambiguïté n’est à craindre, on les
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notera simplement f+.
Pour tout G∈Dbcoh(D
(m)
Z
d), on dispose d’un isomorphisme canonique f d+◦gd+(G) ∼−→ f ◦gd+(G) fonctoriel
en G. Celui-ci est le composé suivant :
f d+ ◦gd+(G) = R f∗(Rg∗(G⊗LD(m)Z D
(m)
Z→Y )⊗
L
D
(m)
Y
D
(m)
Y→X)
−˜→
projg
R f∗Rg∗(G⊗L
D
(m)
Z
D
(m)
Z→Y ⊗
L
g−1D(m)Y
g−1D(m)Y→X )
∼
−→ R f∗Rg∗(G⊗L
D
(m)
Z
D
(m)
Z→X )
∼
−→ f ◦gd+(G), (1.1.2.1)
où l’avant dernier isomorphisme découle de l’isomorphisme canonique D(m)Z→Y ⊗Lg−1D(m)Y
g−1D(m)Y→X
∼
−→ D
(m)
Z→X .
En tordant les structures de droite à gauche, il en découle, pour tout G∈Dbcoh(
g
D
(m)
Z ), l’isomorphisme canon-
ique f g+ ◦gg+(G) ∼−→ f ◦gg+(G).
De plus, si E ∈ Dbcoh(
g
D
(m)
X ), on dispose de g! ◦ f !(E) ∼−→ ( f ◦g)!(E) via les isomorphismes :
g! f !(E) = g!D(m)Y ⊗Lg−1D(m)Y g
−1( f !D(m)X ⊗Lf−1D(m)X f
−1E)
∼
−→ g!D(m)Y ⊗
L
g−1D(m)Y
g−1 f !D(m)X ⊗Lg−1 f−1D(m)X g
−1 f−1E= g! f !D(m)X ⊗Lg−1 f−1D(m)X g
−1 f−1E
∼
−→ ( f ◦g)!D(m)X ⊗Lg−1 f−1D(m)X g
−1 f−1E ∼−→ ( f ◦g)!(E).
1.1.3. Soient E ∈Dbqc,tdf(
g
D
(m)
X ) et F ∈Dbcoh(
g
D
(m)
Y ). D’après Virrion (voir [Vir04]), on dispose de l’isomor-
phisme
f d+RHomD(m)Y (F,D
(m)
Y )[dY ]
∼
−→ RHom
D
(m)
X
( f g+(F),D(m)X )[dX ], (1.1.3.1)
que l’on notera ici χ′f . Elle en déduit le composé suivant :
RHom
D
(m)
X
( f+(F),E)
←˜−
⊗
RHom
D
(m)
X
( f+(F),D(m)X )⊗LD(m)X E←˜−χ′f
f+RHomD(m)Y (F,D
(m)
Y )⊗
L
D
(m)
X
E[dY/X ]
= R f∗(RHomD(m)Y (F,D
(m)
Y )⊗
L
D
(m)
Y
f !D(m)X )⊗LD(m)X E−˜→⊗ R f∗RHomD(m)Y (F, f
!D
(m)
X )⊗
L
D
(m)
X
E
−˜→
proj f
R f∗(RHomD(m)Y (F, f
!D
(m)
X )⊗
L
f -1D(m)X
f -1E)
−˜→
⊗
R f∗RHomD(m)Y (F, f
!E), (1.1.3.2)
que l’on notera
δ f : RHomD(m)X ( f+(F),E)
∼
−→ R f∗RHomD(m)Y (F, f
!E). (1.1.3.3)
LEMME 1.1.4. Soient E ∈Dbqc,tdf(
g
D
(m)
X ) et F ∈Dbcoh(
g
D
(m)
Y ). Le diagramme suivant :
RHom
D
(m)
X
( f+(F),E)
δ f
RHom
D
(m)
X
( f+(F),D(m)X )⊗L
D
(m)
X
E
⊗
oo
δ f
R f∗RHomD(m)Y (F, f
!E) R f∗RHomD(m)Y (F, f
!D
(m)
X )⊗
L
D
(m)
X
E
⊗◦proj f
oo
(1.1.4.1)
est commutatif.
Démonstration. Par construction de δ f (1.1.3.2), cela découle du fait que, pour tout G ∈ D( f−1D(m)X d), le
morphisme composé canonique : R f∗G⊗L
D
(m)
X
D
(m)
X
proj f
−→ R f∗(G⊗Lf−1D(m)X f
−1D
(m)
X )
∼
−→ R f∗G est l’isomor-
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phisme canonique R f∗G⊗L
D
(m)
X
D
(m)
X
∼
−→ R f∗G.
PROPOSITION 1.1.5. Soient E ∈ Dbqc,tdf(
g
D
(m)
X ) et G ∈ Dbcoh(
g
D
(m)
Z ). Le diagramme suivant
RHom
D
(m)
X
( f+ ◦g+(G),E)
δg◦δ f∼ 
RHom
D
(m)
X
( f ◦g+(G),E)∼oo
δ f◦g∼ 
R f∗Rg∗RHomD(m)Z (G,g
! f !E) R f ◦g∗RHomD(m)Z (G, f ◦g
!E),∼oo
(1.1.5.1)
où les isomorphismes horizontaux dérivent par fonctorialité des isomorphismes canoniques de composition
de 1.1.2, est commutatif.
Démonstration. Considérons le diagramme
RHom
D
(m)
X
( f ◦g+(G),E)
vvmmm
mm
mm
δ f◦g

RHom
D
(m)
X
( f ◦g+(G),D(m)X )⊗L
D
(m)
X
E
sshhhhh
hh
⊗
oo
δ f◦g

RHom
D
(m)
X
( f+ ◦g+(G),E)
δg◦δ f

RHom
D
(m)
X
( f+ ◦g+(G),D(m)X )⊗L
D
(m)
X
E
⊗oo
δg◦δ f

R f ◦g∗RHomD(m)Z (G, f ◦g
!E) R f ◦g∗RHomD(m)Z (G, f ◦g
!D
(m)
X )⊗
L
D
(m)
X
E
⊗◦proj f◦g
oo
R f∗Rg∗RHomD(m)Z (G,g
! f !E)
66mmmmmmm
R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X )⊗L
D
(m)
X
E,
33hhhhhhh
(1.1.5.2)
où le carré de gauche est 1.1.5.1 tandis celui de droite se déduit de 1.1.5.1 appliqué à E = D(m)X . Comme
les flèches sont des isomorphismes, il suffit donc de vérifier que les carrés de droite, du haut, du fond et le
composé de celui de devant avec celui du bas sont commutatifs.
D’après 1.1.4.1, le carré du fond est commutatif. Par fonctorialité, celui du haut l’est aussi. Afin de
vérifier celle du carré de droite, nous aurons besoin du lemme suivant.
LEMME 1.1.6. Pour tout G ∈ Dbcoh(
g
D
(m)
Z ), le diagramme qui suit
RHom
D
(m)
X
( f+ ◦g+(G),D(m)X ) RHomD(m)X ( f ◦g+(G),D
(m)
X )oo
f+RHomD(m)Y (g+(G),D
(m)
Y )[dY/X ]
χ′f
OO
⊗◦projg◦⊗
zzuu
uu
uu
uu
uu
uu
uu
uu
f+g+RHomD(m)Z (G,D
(m)
Z )[dZ/X ]
χ′g
OO
⊗
zzuuu
uu
uu
uu
uu
uu
uu
u
f ◦g+RHomD(m)Z (G,D
(m)
Z )[dZ/X ]oo
χ′f◦g
OO
⊗
zzuu
uu
uu
uu
uu
uu
uu
uu
R f∗RHomD(m)Y (g+(G), f
!D
(m)
X )
δg
R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X ) R f ◦g∗RHomD(m)Z (G, f ◦g
!D
(m)
X )oo
est commutatif.
Démonstration. Le rectangle du fond est commutatif par transitivité en f des isomorphismes χ′f (voir
[Ber02, 2.5.9]). Par construction de δg (voir 1.1.3), le diagramme
RHom
D
(m)
Y
(g+(G), f !D(m)X )
δg
RHom
D
(m)
Y
(g+(G),D
(m)
Y )⊗
L
D
(m)
Y
f !D(m)X⊗oo
Rg∗RHomD(m)Z
(G,g! f !D(m)X ) g+RHomD(m)Y (G,D
(m)
Y )⊗
L
D
(m)
Y
f !D(m)X [dZ/Y ].
χ′g
OO
⊗◦projg◦⊗
oo
(1.1.6.1)
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est commutatif. En appliquant R f∗ à 1.1.6.1, on obtient le carré de gauche de 1.1.6, qui est donc commutatif.
Le carré du bas de 1.1.6 correspond (via 1.1.2.1) au contour de
f+g+RHomD(m)Z (G,D
(m)
Z )[dZ/X ]
⊗◦projg◦⊗
R f∗(Rg∗(RHomD(m)Z (G,D
(m)
Z )⊗
L
D
(m)
Z
g!D(m)Y )⊗L
D
(m)
Y
f !D(m)X )
projg
R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X )

R f∗Rg∗(RHomD(m)Z (G,D
(m)
Z )⊗
L
D
(m)
Z
g! f !D(m)X )⊗oo

R f ◦g∗RHomD(m)Z (G, f ◦g
!D
(m)
X ) R f ◦g∗(RHomD(m)Z (G,D
(m)
Z )⊗
L
D
(m)
Z
f ◦g!D(m)X )⊗oo
(1.1.6.2)
Le carré du bas de 1.1.6.2 est commutatif par fonctorialité. On vérifie par fonctorialité ou transitivité la
commutativité du diagramme suivant
Rg∗RHomD(m)Z
(G,g!D(m)Y )⊗
L
D
(m)
Y
f !D(m)X
projg
Rg∗(RHomD(m)Z
(G,D
(m)
Z )⊗
L
D
(m)
Z
g!D(m)Y )⊗
L
D
(m)
Y
f !D(m)X
projg
⊗
oo
Rg∗(RHomD(m)Z
(G,g!D(m)Y )⊗
L
g−1D(m)Y
g−1 f !D(m)X )
⊗
Rg∗(RHomD(m)Z
(G,D
(m)
Z )⊗
L
D
(m)
Z
g! f !D(m)X )⊗oo
⊗

Rg∗RHomD(m)Z
(G,g!D(m)Y ⊗Lg−1D(m)Y
g−1 f !D(m)X ) Rg∗(RHomD(m)Z (G,g
! f !D(m)X )),
dont les termes encadrés correspondent aux sommets du carré du haut de 1.1.6.2. En lui appliquant R f∗, on
obtient le carré du haut de 1.1.6.2.
Le foncteur −⊗L
D
(m)
X
E appliqué au contour du diagramme de 1.1.6 donne le carré de droite de 1.1.5.2,
qui est donc commutatif.
Il reste à prouver que le carré de devant composé avec celui du bas de 1.1.5.2 est commutatif. Pour cela
considérons le diagramme
RHom
D
(m)
X
( f+ ◦g+(G),E)
δ f
RHom
D
(m)
X
( f+ ◦g+(G),D(m)X )⊗L
D
(m)
X
E
⊗
oo
δ f
R f∗RHomD(m)Y (g+(G), f
!E) R f∗RHomD(m)Y (g+(G), f
!D
(m)
X )⊗
L
D
(m)
X
E
⊗◦proj f
oo
R f∗(RHomD(m)Y (g+(G), f
!D
(m)
X )⊗
L
f−1D(m)X
f−1E)
⊗
OO
R f∗RHomD(m)Y (g+(G), f
!D
(m)
X )⊗
L
D
(m)
X
E
proj f
oo
R f∗(RHomD(m)Y (g+(G),D
(m)
Y )⊗
L
D
(m)
Y
f !E)
⊗
OO
δg
R f∗(RHomD(m)Y (g+(G),D
(m)
Y )⊗
L
D
(m)
Y
f !D(m)X )⊗L
D
(m)
X
E
proj f
oo
⊗
OO
δg
R f∗(Rg∗RHomD(m)Z (G,g
!D
(m)
Y )⊗
L
D
(m)
Y
f !E)
⊗◦projg
R f∗(Rg∗RHomD(m)Z (G,g
!D
(m)
Y )⊗
L
D
(m)
Y
f !D(m)X )⊗L
D
(m)
X
E
proj f
oo
⊗◦projg
R f∗Rg∗RHomD(m)Z (G,g
! f !E) R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X )⊗L
D
(m)
X
E
R f ◦g∗RHomD(m)Z (G, f ◦g
!E)
can
OO
R f ◦g∗RHomD(m)Z (G, f ◦g
!D
(m)
X )⊗
L
D
(m)
X
E.
can
OO
⊗◦proj f◦g
oo
(1.1.6.3)
Grâce à 1.1.4, la flèche composée de gauche de 1.1.6.3 : R f∗RHomD(m)Y (g+(G), f
!E)→R f∗Rg∗RHomD(m)Z (G,g
! f !E)
7
DANIEL CARO
est celle induite par δg (plus précisément R f∗δg). De manière analogue, le composé de droite 1.1.6.3 :
R f∗RHomD(m)Y (g+(G), f
!D
(m)
X )⊗
L
D
(m)
X
E → R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X )⊗L
D
(m)
X
E se déduit fonctorielle-
ment de δg (est égale à R f∗δg⊗ Id. Il en résulte que la commutativité du carré de devant composé avec celui
du bas de 1.1.5.2 est équivalente à celle de 1.1.6.3. Établissons alors cette dernière.
D’après 1.1.4.1, le carré du haut de 1.1.6.3 est commutatif. Par fonctorialité ou définition, il en est de
même des trois autres. Il reste à vérifier la commutativité du rectangle. Pour cela considérons le diagramme
suivant.
R f∗(Rg∗RHomD(m)Z (G,g
!D
(m)
Y ) ⊗
L
D
(m)
Y
f !E)
projg
R f∗(Rg∗RHomD(m)Z (G,g
!D
(m)
Y ) ⊗
L
D
(m)
Y
f !D(m)X ⊗L
f -1D(m)X
f -1E)
projg
R f∗Rg∗(RHom
D
(m)
Z
(G,g!D(m)Y ) ⊗
L
g-1D(m)Y
g-1 f !E)
⊗
R f∗(Rg∗(RHom
D
(m)
Z
(G,g!D(m)Y ) ⊗
L
g-1D(m)Y
g-1 f !D(m)X ) ⊗L
f -1D(m)X
f -1E)
⊗
R f∗Rg∗RHomD(m)Z (G,g
! f !E)

R f∗(Rg∗RHomD(m)Z (G,g
! f !D(m)X ) ⊗L
f -1D(m)X
f -1E)
projg
R f∗Rg∗RHom
D
(m)
Z
(G,g! f !D(m)X ⊗L
g-1 f -1D(m)X
g-1 f -1E)

R f∗Rg∗(RHom
D
(m)
Z
(G,g! f !D(m)X ) ⊗L
g-1 f -1D(m)X
g-1 f -1E)
⊗
oo

R f ◦g∗RHom
D
(m)
Z
(G,g! f !D(m)X ⊗L
f◦g-1D(m)X
f ◦g-1E)

R f ◦g∗(RHom
D
(m)
Z
(G,g! f !D(m)X ) ⊗L
f◦g-1D(m)X
f ◦g-1E)
⊗
oo

R f ◦g∗RHomD(m)Z (G, f ◦g
!E) R f ◦g∗(RHom
D
(m)
Z
(G, f ◦g!D(m)X ) ⊗L
f◦g-1D(m)X
f ◦g-1E)
⊗
oo
(1.1.6.4)
Les deux carrés de 1.1.6.4 sont commutatifs par fonctorialité. Nous aurons besoin des deux lemmes ci-après,
dont les preuves sont aisées, qui établissent deux conditions de transitivité validées par les morphismes de
projection.
LEMME 1.1.7. Soient H ∈ D(g−1D(m)Y
d), E1 ∈ D(tdf,qc,·)(
g
D
(m)
Y , f−1D(m)X d) et E2 ∈ Dtdf,qc( f−1D(m)X d). Le
diagramme
Rg∗H⊗L
D
(m)
Y
E1⊗
L
f−1D(m)X
E2
projg
∼
//
projg∼ 
Rg∗(H⊗Lg−1D(m)Y
g−1E1)⊗Lf−1D(m)X
E2
projg∼ 
Rg∗H⊗Lg−1D(m)Y
g−1(E1⊗Lf−1D(m)X
E2) ∼
// Rg∗(H⊗Lg−1D(m)Y
g−1E1⊗Lg−1 f−1D(m)X
g−1E2)
est commutatif.
LEMME 1.1.8. Soient H ∈ D(g−1 f−1D(m)X d) et E ∈ Dbqc,tdf(gD(m)X ). Le diagramme
R f∗(Rg∗H⊗Lf−1D(m)X f
−1E)
projg
R f∗Rg∗H⊗L
D
(m)
X
E
proj f
oo

R f∗Rg∗(H⊗Lg−1 f−1D(m)X g
−1 f−1E) R( f ◦g)∗(H⊗L
( f◦g)−1D(m)X
( f ◦g)−1E)
proj f◦g
oo
est commutatif.
En utilisant le lemme 1.1.7, la transitivité des isomorphismes de la forme ⊗, on vérifie la commutativité
du rectangle (en haut) de 1.1.6.4 où l’on a omis R f∗. Le diagramme 1.1.6.4 est donc commutatif.
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On parvient par fonctorialité de 1.1.8 à la commutativité de rectangle du milieu de :
R f∗(Rg∗RHom
D
(m)
Z
(G,g!D(m)Y ) ⊗L
D
(m)
Y
f !D(m)X ⊗L
f -1D(m)X
f -1E)
projg
R f∗(Rg∗RHom
D
(m)
Z
(G,g!D(m)Y )⊗L
D
(m)
Y
f !D(m)X )⊗L
D
(m)
X
E
projg
proj f
oo
R f∗(Rg∗(RHom
D
(m)
Z
(G,g!D(m)Y )⊗L
g-1D(m)Y
g-1 f !D(m)X )⊗L
f -1D(m)X
f -1E)
⊗
R f∗Rg∗(RHom
D
(m)
Z
(G,g!D(m)Y )⊗L
g-1D(m)Y
g-1 f !D(m)X )⊗L
D
(m)
X
E
⊗
proj f
oo
R f∗(Rg∗RHomD(m)Z (G,g
! f !D(m)X ) ⊗L
f -1D(m)X
f -1E)
projg
R f∗Rg∗RHomD(m)Z (G,g
! f !D(m)X ) ⊗L
D
(m)
X
E

proj f
oo
R f∗Rg∗(RHom
D
(m)
Z
(G,g! f !D(m)X ) ⊗L
g-1 f -1D(m)X
g-1 f -1E)

R f ◦g∗(RHom
D
(m)
Z
(G,g! f !D(m)X ) ⊗L
f◦g-1D(m)X
f ◦g-1E)

R f ◦g∗RHom
D
(m)
Z
(G,g! f !D(m)X ) ⊗L
D
(m)
X
E

proj f◦g
oo
R f ◦g∗(RHom
D
(m)
Z
(G, f ◦g!D(m)X ) ⊗L
f◦g-1D(m)X
f ◦g-1E) R f ◦g∗RHom
D
(m)
Z
(G, f ◦g!D(m)X ) ⊗L
D
(m)
X
E)
proj f◦g
oo
(1.1.8.1)
On obtient des carrés par fonctorialité. Ainsi, 1.1.8.1 est commutatif.
Le composé de 1.1.6.4 et 1.1.8.1 correspond au rectangle de 1.1.6.3. Celui-ci est donc commutatif. On a
donc vérifié la commutativité du diagramme 1.1.6.3, i.e., celle du carré de devant composé avec celui du bas
de 1.1.5.2. D’où le résultat.
1.1.9. Soient E ∈ Dbqc,tdf(
g
D
(m)
X ) et F ∈ Dbcoh(
g
D
(m)
Y ). En appliquant RΓ(X ,−) et H0 ◦RΓ(X ,−) à δ f , on
obtient les bijections :
adj f ,F,E : RHomD(m)X ( f+(F),E)
∼
−→ RHom
D
(m)
Y
(F, f !E), (1.1.9.1)
adj f ,F,E : HomD(m)X ( f+(F),E)
∼
−→ Hom
D
(m)
Y
(F, f !E). (1.1.9.2)
Si aucune confusion n’est à craindre, on les notera adj f .
Il découle immédiatement de 1.1.5 le corollaire qui suit.
COROLLAIRE 1.1.10. Soient E ∈Dbqc,tdf(
g
D
(m)
X ) et G ∈ Dbcoh(
g
D
(m)
Z ). Le diagramme
RHom
D
(m)
X
( f+ ◦g+(G),E)
adjg◦adj f∼ 
RHom
D
(m)
X
( f ◦g+(G),E)∼oo
adj f◦g∼ 
RHom
D
(m)
Z
(G,g! f !E) RHom
D
(m)
Z
(G, f ◦g!E)∼oo
(1.1.10.1)
est commutatif. De même en enlevant « R ».
1.1.11. Soit F ∈ Dbcoh(
g
D
(m)
Y ). L’image de l’identité de f+(F) par la bijection adj f ,F, f+(F) de 1.1.9 donne le
morphisme F→ f ! f+(F) noté adj f ,F ou simplement adjF ou adj f .
Soit E ∈ Dbcoh(
g
D
(m)
X ) tel que f !E ∈ Dbcoh(gD(m)Y ). On notera adj f ,E : f+ ◦ f !(E)→ E, l’image inverse de
l’identité de f !E par adj f , f !E,E ou adjE ou adj f .
PROPOSITION 1.1.12. Pour tout G ∈ Dbcoh(
g
D
(m)
Z ) et pour tout E ∈ Dbcoh(
g
D
(m)
X ) tel que f !(E) ∈ Dbcoh(gD(m)Y )
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et f ◦g!(E) ∈Dbcoh(gD(m)Z ), les diagrammes
f+g+g! f !(E)
f+adjg, f !(E) //
∼ 
f+ f !(E)
adj f ,E
f ◦g+ f ◦g!(E)
adj f◦g,E // E
et g!g+(G)
g!adj f ,g+G // g! f ! f+g+(G)
∼ 
G
adj f◦g,G //
adjg,G
OO
f ◦g! f ◦g+(G)
sont commutatifs.
Démonstration. Notons « can » les isomorphismes (ou induit fonctoriellement par ceux) de la forme g! f ! ∼−→
( f ◦g)! ou f+g+ ∼−→ ( f ◦g)+. La démonstration de la commutativité du diagramme de droite étant analogue,
contentons-nous de vérifier celle de gauche. À cette fin, considérons le diagramme ci-après :
Hom
D
(m)
Y
( f !E, f !E)
g!
ssffffff
fff
f
adjg, f !E∼ 
Hom
D
(m)
X
( f+ f !E,E)
adj f
∼oo
f+adjg, f !E∼ 
Hom
D
(m)
Z
(g! f !E,g! f !E) Hom
D
(m)
Y
(g+g! f !E, f !E)
adjg
∼oo Hom
D
(m)
X
( f+g+g! f !E,E)
adj f
∼oo
Hom
D
(m)
Z
( f ◦g!E,g! f !E)
can ∼
OO
Hom
D
(m)
Y
(g+ f ◦g!E, f !E)
adjg
∼oo
can ∼
OO
Hom
D
(m)
X
( f+g+ f ◦g!E,E)
adj f
∼oo
can ∼
OO
Hom
D
(m)
Z
( f ◦g!E, f ◦g!E)
can ∼
OO
Hom
D
(m)
X
( f ◦g+ f ◦g!E,E),
adj f◦g
∼oo
can ∼
OO
(1.1.12.1)
dont les bijections horizontales sont les isomorphismes d’adjonction de 1.1.9.2. Il dérive de 1.1.10 la com-
mutativité du rectangle du bas de 1.1.12.1. Par fonctorialité en le terme de droite f !E, il suffit de vérifier celle
du triangle pour l’identité de f !E, ce qui est immédiat. Enfin, celle des carrés s’établissent par fonctorialité.
Le diagramme 1.1.12.1 est donc commutatif.
Or, la flèche Hom
D
(m)
X
( f+g+g! f !E,E)→ HomD(m)Z ( f ◦g
!E, f ◦g!E) de 1.1.12.1 passant par le droite puis
par le bas (resp. par le haut puis par la gauche) , envoie adj f◦g,E ◦ can (resp. adj f ,E ◦ ( f+adjg, f !(E))) sur
l’identité.
1.2 Cas des schémas formels
1.2.1. Soient E,F ∈Dbqc(
g
D̂
(m)
X
). Pour tout entier i > 0, on pose Ei :=OSi ⊗LOS E
∼
−→ D
(m)
Xi ⊗
L
D̂
(m)
X
E (de même
pour F). On dispose de l’isomorphisme de changement de base suivant :
OSi ⊗
L
OS
RHom
D̂
(m)
X
(E,F)
∼
−→ RHom
D̂
(m)
X
(E,Fi)
∼
←− RHom
D
(m)
Xi
(Ei,Fi). (1.2.1.1)
Celui-ci est transitif en i, i.e., pour tout 1 6 i′ 6 i, on construit de manière analogue des isomorphismes
OSi′ ⊗
L
OSi
RHom
D
(m)
Xi
(Ei,Fi)
∼
−→ RHom
D
(m)
Xi′
(Ei′ ,Fi′), ceux-ci étant compatibles avec 1.2.1.1.
On remarque enfin que le composé
RHom
D̂
(m)
X
(E,F)→ OSi ⊗
L
OS
RHom
D̂
(m)
X
(E,F)
∼
−→ RHom
D
(m)
Xi
(Ei,Fi), (1.2.1.2)
dont l’isomorphisme est 1.2.1.1, est le morphisme canonique OSi⊗LOS− :RHomD̂(m)
X
(E,F)→RHom
D
(m)
Xi
(Ei,Fi).
1.2.2. Soient f : Y→ X un morphisme propre de V-schémas formels lisses, E ∈ Dbqc(gD̂(m)X ). Par construc-
tion de l’image inverse extraordinaire définie pour les complexes quasi-cohérents (voir [Ber02, 3.4.2.1] et
aussi [Ber02, 3.2.2]), on dispose de l’isomorphisme de changement de base de l’image inverse extraordinaire
OSi ⊗
L
OS
f !(E) ∼−→ f !i (Ei). Lorsque E ∈ Dbcoh(gD̂(m)X ), on identifiera f !(E) avec D̂(m)Y→X⊗Lf−1D̂(m)
X
f−1E[dY/X ].
On bénéficie alors, pour tout E ∈ Dbcoh(
g
D̂
(m)
X
), de l’isomorphisme de changement de base via les isomor-
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phismes :
OSi ⊗
L
OS
f !(E) // f !i (Ei)
OSi ⊗
L
OS
(D̂
(m)
Y→X⊗
L
f−1D̂(m)
X
f−1E)[dY/X ] ∼ // D
(m)
Yi→Xi ⊗
L
f−1D̂(m)
X
f−1E[dY/X ] ∼ // D
(m)
Yi→Xi ⊗
L
f−1D(m)Xi
f−1Ei[dY/X ].
(1.2.2.1)
Comme pour 1.2.1.1, celui-ci est transitif en i, i.e., on en tire un isomorphisme entre les systèmes projectifs
(OSi ⊗
L
OS
f !(E))i∈N et ( f !i (Ei))i∈N.
De plus, pour tout M ∈ Dbqc(D̂
(m)
Y
d), on dispose tautologiquement de l’isomorphisme de changement
de base de l’image directe (voir [Ber02, 3.5.1.1]) : f d+(M)⊗LOS OSi
∼
−→ f di+(Mi). De même, lorsque M ∈
Dbcoh(D̂
(m)
Y
d), celui-ci est défini via le diagramme commutatif :
f d+(M)⊗LOS OSi
∼

(R f∗(M⊗L
D̂
(m)
Y
D̂
(m)
Y→X))⊗
L
OS
OSi
proj
∼
// R f∗(M⊗L
D̂
(m)
Y
D̂
(m)
Y→X⊗
L
OS
OSi)
∼ 
f di+(Mi) R f∗(Mi⊗LD(m)Yi
D
(m)
Yi→Xi) R f∗(M⊗LD̂(m)
Y
D
(m)
Yi→Xi).
∼oo
(1.2.2.2)
Comme pour 1.2.1.1, l’isomorphisme de gauche de 1.2.2.2 est transitif en i, i.e., induit un isomorphisme
entre les systèmes projectifs ( f d+(M)⊗LOS OSi)i∈N et ( f di+(Mi))i∈N. De même, en remplaçant dans 1.2.2.2 le
symbole « d » par « g ».
1.2.3. Soient f : Y→X un morphisme propre de V-schémas formels lisses, E∈Dbcoh(D̂(m)X ) et F∈Dbcoh(D̂(m)Y ).
Comme pour 1.1.3.1, on dispose d’un isomorphisme canonique
χ′f : f d+RHomD̂(m)
Y
(F,D̂
(m)
Y
)[dY ]
∼
−→ RHom
D̂
(m)
X
( f g+(F),D̂(m)X )[dX ]. (1.2.3.1)
Ce dernier s’inscrit dans le diagramme commutatif ci-après :
OSi ⊗
L
OS
( f d+RHomD̂(m)
Y
(F,D̂
(m)
Y
)[dY ]) ∼
χ′f //
∼ 
OSi ⊗
L
OS
(RHom
D̂
(m)
X
( f g+(F),D̂(m)X )[dX ])
∼ 
f di+RHomD(m)Yi (Fi,D
(m)
Yi )[dY ] ∼
χ′f // RHom
D
(m)
Xi
( f gi+(Fi),D(m)Xi )[dX ],
(1.2.3.2)
dont les isomorphisme verticaux sont induits par les isomorphismes de changement de base de 1.2.1 et 1.2.2.
De façon analogue à 1.1.3.3 (pour le morphisme de projection, nous utilisons la cohérence de E), on
construit grâce à χ′f l’isomorphisme :
δ f : RHomD̂(m)X ( f+(F),E)
∼
−→ R f∗RHomD̂(m)Y (F, f
!E). (1.2.3.3)
Il dérive de 1.2.3.2, le diagramme commutatif suivant :
OSi ⊗
L
OS
(RHom
D̂
(m)
X
( f+(F),E)) ∼
δ f //
∼ 
OSi ⊗
L
OS
(R f∗RHomD̂(m)
Y
(F, f !E))
∼ 
RHom
D
(m)
Xi
( fi+(Fi),Ei)
∼
δ fi // R f∗RHomD(m)Yi (Fi, f
!
i Ei),
(1.2.3.4)
où les isomorphisme verticaux se déduisent des isomorphismes de changement de base de 1.2.1 et 1.2.2.
Avec la remarque de 1.2.1.2, on déduit de 1.2.3.4 par application du foncteur H0◦Γ(X,−), le diagramme
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commutatif suivant :
Hom
D̂
(m)
X
( f+(F),E)) ∼
adj f //

Hom
D̂
(m)
Y
(F, f !E))

Hom
D
(m)
Xi
( fi+(Fi),Ei)
∼
adj fi // Hom
D
(m)
Yi
(Fi, f !i Ei),
(1.2.3.5)
dont les morphismes verticaux sont ceux induits fonctoriellement par OSi ⊗LOS −.
Lorsque l’on suppose seulement E∈Dbqc(D̂
(m)
X
), on construit l’isomorphisme d’adjonction adj f : HomD̂(m)
X
( f+(F),E)) ∼−→
Hom
D̂
(m)
Y
(F, f !E)) via la commutativité du diagramme ci-dessous :
Hom
D̂
(m)
X
( f+(F),E)) adj f //
∼ 
Hom
D̂
(m)
Y
(F, f !E))
∼ 
lim
←−
i
Hom
D
(m)
Xi
( fi+(Fi),Ei)
∼
lim
←−
i
adj fi
// lim
←−
i
Hom
D
(m)
Yi
(Fi, f !i Ei),
(1.2.3.6)
dont les isomorphismes verticaux sont dus à l’équivalence de catégorie ([Ber02, 3.2.3]). Grâce à la commu-
tativité de 1.2.3.5, les deux constructions de l’isomorphisme d’adjonction adj f sont compatibles.
Pour tous morphismes propres g : Z → Y et f : Y → X de V-schémas formels lisses, pour tout E ∈
Dbqc(D̂
(m)
X
) et tout G ∈Dbcoh(D̂
(m)
Y
), on obtient par complétion (voir 1.2.3.6) de 1.1.5.1 le diagramme commu-
tatif suivant
Hom
D̂
(m)
X
( f+ ◦g+(G),E)
adjg◦adj f∼ 
Hom
D̂
(m)
X
( f ◦g+(G),E)∼oo
adj f◦g∼ 
Hom
D̂
(m)
Z
(G,g! f !E) Hom
D̂
(m)
Z
(G, f ◦g!E).∼oo
(1.2.3.7)
1.2.4. Soient f : Y → X un morphisme propre de V-schémas formels lisses, m′ > m deux entiers, E ∈
Dbqc(D̂
(m)
X
), E′ ∈ Dbqc(D̂
(m′)
X
), E→ E′ un morphisme D̂(m)
X
-linéaire, F ∈ Dbcoh(D̂
(m)
Y
) et F′ := D̂(m
′)
Y
⊗L
D̂
(m)
Y
F.
On bénéficie, via le diagramme commutatif ci-dessous, du morphisme de changement de niveau, noté niv :
RHom
D̂
(m)
X
( f (m)+ (F),E) //
niv
RHom
D̂
(m)
X
( f (m)+ (F),E′)
RHom
D̂
(m′)
X
( f (m′)+ (F′),E′) ∼ // RHomD̂(m′)
X
(D̂
(m′)
X
⊗L
D̂
(m)
X
f (m)+ (F),E′),
∼
OO
(1.2.4.1)
dont l’isomorphisme du bas découle de [Ber02, 3.5.3.(ii)]. On vérifie ensuite la commutativité du diagramme
OSi ⊗
L
OS
(RHom
D̂
(m)
X
( f (m)+ (F),E)) niv //
∼ 
OSi ⊗
L
OS
(RHom
D̂
(m′)
X
( f (m′)+ (F′),E′))
∼ 
RHom
D
(m)
Xi
( f (m)i+ (Fi),Ei) niv // RHomD(m′)Xi ( f
(m′)
i+ (F
′
i),E
′
i),
(1.2.4.2)
dont le morphisme de changement de niveau du bas se construit de manière analogue à 1.2.4.1 et dont les
isomorphisme verticaux se déduisent des isomorphismes de changement de base de 1.2.1 et 1.2.2. Il en
résulte celle du suivant :
Hom
D̂
(m)
X
( f (m)+ (F),E) niv //

Hom
D̂
(m′)
X
( f (m′)+ (F′),E′)

Hom
D
(m)
Xi
( f (m)i+ (Fi),Ei) niv // HomD(m′)Xi ( f
(m′)
i+ (F
′
i),E
′
i).
(1.2.4.3)
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On a aussi le morphisme de changement de niveau suivant :
niv : R f∗RHomD̂(m)
Y
(F, f !(m)E)→ R f∗RHomD̂(m)
Y
(F, f !(m′ )E′) ∼←− R f∗RHom
D̂
(m′)
Y
(F′, f !(m′)E′). (1.2.4.4)
De plus, le diagramme
OSi ⊗
L
OS
(R f∗RHomD̂(m)
Y
(F, f !(m)E)) niv //
∼ 
OSi ⊗
L
OS
(R f∗RHom
D̂
(m′)
Y
(F′, f !(m′)E′))
∼ 
R f∗RHomD(m)Yi (Fi, f
!(m)
i Ei)
niv // R f∗RHom
D
(m′)
Y ′i
(F′i, f !
(m′)
i E
′
i),
(1.2.4.5)
dont le morphisme du bas se définit comme dans 1.2.4.4 et dont les isomorphisme verticaux se déduisent des
isomorphismes de changement de base de 1.2.1 et 1.2.2, est commutatif. On obtient ainsi la commutativité
du suivant :
Hom
D̂
(m)
Y
(F, f !(m)E) niv //

Hom
D̂
(m′)
Y
(F′, f !(m′)E′)

Hom
D
(m)
Yi
(Fi, f !(m)i Ei) niv // HomD(m′)Y ′i
(F′i, f !
(m′)
i E
′
i).
(1.2.4.6)
Considérons enfin le diagramme
Hom
D̂
(m′)
X
( f (m′)+ (F′),E′) ∼
adj f //

Hom
D̂
(m′)
Y
(F′, f !(m′)E′)

Hom
D̂
(m)
X
( f (m)+ (F),E) ∼
adj f //

niv 44iiiiiii
Hom
D̂
(m)
Y
(F, f !(m)E)

niv 44iiiiii
Hom
D
(m)
Xi
( f (m′)i+ (F′i),E′i) ∼
adj fi // Hom
D
(m′)
Y ′i
(F′i, f !
(m′)
i E
′
i)
Hom
D
(m)
Xi
( f (m)i+ (Fi),Ei) ∼
adj fi //
niv 44iiiiiii
Hom
D
(m)
Yi
(Fi, f !(m)i Ei).
niv 55jjjjjj
(1.2.4.7)
Par 1.2.4.3 (resp. 1.2.4.6, resp. 1.2.3.5), le carré de gauche (resp. de droite, resp. de devant et de derrière)
sont commutatifs. La commutativité de l’isomorphisme de dualité relative de fi au changement de niveau
implique celle de δ fi puis celle de adj fi . Le carré du bas est ainsi commutatif. Or, en passant à la limite
projective sur i, les flèches verticales de 1.2.4.7 deviennent des isomorphismes. Il en résulte la commutativité
du carré supérieur de 1.2.4.7.
1.2.5. Soit f : Y→ X un morphisme propre de V-schémas formels lisses. Pour tous E(•) ∈ LD
−→
b
Q,qc(D̂
(•)
X
),
F(•) ∈ LD
−→
b
Q,coh(D̂
(•)
Y
), par construction des catégories de la forme LD
−→
b
Q,qc(D̂
(•)
X
), de la commutativité au
changement de niveau des isomorphismes d’adjonction de 1.2.3.6 (i.e. commutativité du carré supérieur de
1.2.4.7), l’isomorphisme canonique d’adjonction suivant :
adj f : HomLD
−→
b
Q,qc(D̂
(•)
X
)
( f (•)+ (F(•)),E(•)) ∼−→ HomLD
−→
b
Q,qc(D̂
(•)
Y
)
(F(•), f !(•)E(•)). (1.2.5.1)
Pour tout morphisme propre g : Z→ Y de V-schémas formels lisses, pour tout E(•) ∈ LD
−→
b
Q,qc(D̂
(•)
X
) et
tout G(•) ∈ LD
−→
b
Q,coh(D̂
(•)
Z
), il dérive de 1.2.3.7 le diagramme commutatif :
HomLD
−→
b
Q,qc(D̂
(•)
X
)
( f+ ◦g+(G(•)),E(•))
adjg◦adj f∼ 
HomLD
−→
b
Q,qc(D̂
(•)
X
)
( f ◦g+(G(•)),E(•))∼oo
adj f◦g∼ 
HomLD
−→
b
Q,qc(D̂
(•)
Z
)
(G(•),g! f !E(•)) HomLD
−→
b
Q,qc(D̂
(•)
Z
)
(G(•), f ◦g!E(•))∼oo
(1.2.5.2)
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1.2.6. Soient f : Y→ X un morphisme propre de V-schémas formels lisses, E(•) ∈ LD
−→
b
Q,coh(D̂
(•)
X
), F(•) ∈
LD
−→
b
Q,coh(D̂
(•)
Y
), E := lim
−→
E(•) et F := lim
−→
F(•) (le foncteur lim
−→
est celui défini dans [Ber02, 4.2.2]). On bénéfi-
cie à nouveau de l’isomorphisme : χ′f : f d+RHomD†
Y,Q
(F,D†
Y,Q)[dY ]
∼
−→ RHom
D
†
X,Q
( f g+(F),D†X,Q)[dX ] (voir
[Vir04]). On construit ensuite de manière analogue à 1.1.3.3, l’isomorphisme δ f : RHomD†
X,Q
( f+(F),E) ∼−→
R f∗RHomD†
Y,Q
(F, f !E), puis l’isomorphisme d’adjonction : adj f : HomD†
X,Q
( f+(F),E) ∼−→ HomD†
Y,Q
(F, f !E).
Le diagramme suivant
HomLD
−→
b
Q,qc(D̂
(•)
X
)
( f (•)+ (F(•)),E(•)) ∼
adj //
∼ lim−→
HomLD
−→
b
Q,qc(D̂
(•)
Y
)
(F(•), f !(•)E(•))
lim
−→
Hom
D
†
X,Q
( f+(F),E)
∼
adj // Hom
D
†
Y,Q
(F, f !E),
(1.2.6.1)
où l’isomorphisme du haut est 1.2.5.1, est commutatif.
En effet, quitte à compliquer les notations, supposons que E(m) ∈ Dbcoh(D̂
(m)
X
), le morphisme D̂(m
′)
X
⊗L
D̂
(m)
X
E(m)→E(m
′) est un isomorphisme et de même en remplaçant E par F. On dispose du diagramme commutatif :
f (m)d+ RHomD(m)
Y
(F(m),D
(m)
Y
)[dY ]⊗D(m)
X
D
†
X,Q ∼
χ′f //
∼ 
RHom
D
(m)
X
( f (m)g+ (F(m)),D(m)X )[dX ]⊗D(m)
X
D
†
X,Q
∼ 
f d+RHomD†
Y,Q
(F,D†
Y,Q)[dY ] ∼
χ′f // RHom
D
†
X,Q
( f g+(F),D†X,Q)[dX ],
(1.2.6.2)
dont les isomorphismes verticaux se déduisent de [Ber02, 3.5.3.(ii)] et de la commutation des foncteurs
duaux à l’extension des scalaires. Il en dérive le carré commutatif suivant :
Hom
D
(m)
X
( f (m)+ (F(m)),E(m)) ∼
adj f //
∼ 
Hom
D
(m)
Y
(F(m), f !(m)E(m))
∼ 
Hom
D
†
X,Q
( f+(F),E) ∼
adj f // Hom
D
†
Y,Q
(F, f !E).
(1.2.6.3)
Avec les notations de [Ber02, 4.2.2], il en découle, pour tous λ∈ L, χ∈M, le diagramme commutatif suivant :
HomD(D(•)
X
)
( f (•)+ (F(•)),λ∗χ∗E(•)) ∼
adj f //
lim
−→
HomD(D(•)
Y
)
(F(•), f !(•)λ∗χ∗E(•))
lim
−→
∼
// HomD(D(•)
Y
)
(F(•),λ∗χ∗ f !(•)E(•))
lim
−→
Hom
D
†
X,Q
(lim
−→
f (•)+ (F(•)), lim
−→
λ∗χ∗E(•)) ∼
adj f //
∼ 
Hom
D
†
Y,Q
(F, lim
−→
f !(•)λ∗χ∗E(•))
∼ 
∼
// Hom
D
†
Y,Q
(F, lim
−→
λ∗χ∗ f !(•)E(•))
∼
rrffffff
fff
fff
Hom
D
†
X,Q
( f+(F),E)
∼
adj f // Hom
D
†
Y,Q
(F, f !E),
(1.2.6.4)
où lim
−→
est le foncteur de [Ber02, 4.2.2] (ou [Ber02, 4.2.4]).
En passant à la limite inductive sur λ ∈ L, χ ∈ M, on déduit de 1.2.6.4 le diagramme 1.2.6.1.
1.2.7. Soient f : Y → X un morphisme propre de V-schémas formels lisses, T un diviseur de X tel que
T ′ := f−1(T ) soit un diviseur de Y .
D’après [Car05c, 1.2.10], pour tous E ∈ Dbcoh(gD†X(†T )Q) et F ∈ Dbcoh(D†Y(†T ′)Qd), on dispose de l’iso-
morphisme canonique d’adjonction :
adj f ,T : HomD†
X
(†T )Q
( fT+(F),E) ∼−→ HomD†
Y
(†T ′)Q
(F, f !TE). (1.2.7.1)
Il en découle comme d’habitude le morphisme d’adjonction : adj f ,T,F : F → f !T fT+(F). De même, si
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f !TE ∈ Dbcoh(D†Y(†T ′)Qd), il en dérive le morphisme d’adjonction : adj f ,T,E : fT+ f !T (E)→ E. Lorsqu’aucune
confusion n’est à craindre, on les notera simplement adj f ,T , adj f etc. Lorsque le diviseur est vide, on ne
l’indiquera pas. Le morphisme d’adjonction adj f de 1.2.6 est le même que 1.2.7.1.
PROPOSITION 1.2.8. Soient g : Z→ Y et f : Y→X deux morphismes propres de V-schémas formels lisses,
T un diviseur de X tel que T ′ := f−1(T ) (resp. T ′′ := g−1(T ′)) soit un diviseur de Y (resp. Z).
Pour tout G ∈ Dbcoh(
g
D
†
Z
(T ′′)Q) et pour tout E ∈ Dbcoh(
g
D
†
X
(T )Q) tel que f !T (E) ∈ Dbcoh(gD†Y(T ′)Q) et
f ◦g!T (E) ∈ Dbcoh(gD†Z(T ′′)Q), le diagramme
Hom
D
†
X
(T )Q
( fT+ ◦gT ′+(G),E)
adjg,T ′◦adj f ,T∼ 
Hom
D
†
X
(T )Q
( f ◦g+(G),E)∼oo
adj f◦g,T∼ 
Hom
D
†
Z
(T ′′)Q
(G,g! f !E) Hom
D
†
Z
(T ′′)Q
(G, f ◦g!E),∼oo
(1.2.8.1)
où les isomorphismes horizontaux sont induits par les isomorphismes canoniques de composition (1.1.2), est
commutatif.
Démonstration. Par [Ber02, 4.3.12], on peut supposer le diviseur T vide. Cela découle alors de 1.2.5.2 et
1.2.6.1.
Remarques 1.2.9. Avec les notations et hypothèses de 1.2.8, l’hypothèse « f !T (E) ∈ Dbcoh(gD†Y(T ′)Q) et f ◦
g!T (E) ∈Dbcoh(
g
D
†
Z
(T ′′)Q) » est toujours satisfaite lorsque f et g sont, en plus d’être propres, lisses. De plus,
ces hypothèses sont aussi validées lorsque l’on travaille avec des complexes surcohérents (voir [Car04b])
etc. Dans ces conditions, il découle de 1.2.8 que l’isomorphisme canonique de composition des images
directes utilisé ici (voir 1.1.2.1) est le même que celui construit dans [Car05c, 1.2.15]. On a ainsi obtenu une
unification.
LEMME 1.2.10. Soient f : Y→ X un morphisme propre de V-schémas formels séparés lisses, T un diviseur
de X tel que T ′ := f−1(T ) soit un diviseur de Y , et F ∈Dbcoh(gD†Y(T ′)Q).
Alors, f !T ◦ fT,+(F) ∈ Dbcoh(gD†Y(T ′)Q).
Démonstration. Quitte à compliquer les notations, supposons le diviseur T vide. On note δ f = (id, f ) : Y →֒
Y×X, E := δ f ,+(F), p : Y×X→X la deuxième projection, g = f × id : Y×X→X×X et δ : X →֒X×X
l’immersion fermée diagonale. D’après [Gro60, 5.3.7], le carré suivant
Y×X
g //
p
))RRR
RR
RR
R
X×X
Y
f //
δ f
OO
X
δ
OO (1.2.10.1)
est cartésien. Comme g+(E) = g+ ◦ δ f ,+(F) ∼−→ δ+ ◦ f+(F), g+(E) est à support dans X (via δ). Comme
le carré de 1.2.10.1 est cartésien, g! ◦ g+(E) est à support dans Y (via δ f ). Or, p! ◦ p+(E) ∼−→ p! ◦ δ! ◦
δ+ ◦ p+(E) ∼−→ g! ◦ g+(E). Ainsi, p! ◦ p+(E) est à support dans Y . Or, p+(E) ∼−→ f+(F) ∈ Dbcoh(gD†X,Q)
(car comme f est propre, la cohérence est préservée par image directe). Comme p est lisse, il en découle
que p! ◦ p+(E) ∈ Dbcoh(
g
D
†
Y×X,Q). D’après l’analogue p-adique de Berthelot du théorème de Kashiwara, il
en résulte que δ!f (p! ◦ p+(E)) ∈ Dbcoh(
g
D
†
Y,Q). On conclut en remarquant : δ!f (p! ◦ p+(E)) = δ!f ◦ p! ◦ p+ ◦
δ f ,+(F) ∼−→ f ! ◦ f+(F).
PROPOSITION 1.2.11. Soient g : Z → Y et f : Y → X deux morphismes propres de V-schémas formels
séparés et lisses, T un diviseur de X tel que T ′ := f−1(T ) (resp. T ′′ := g−1(T ′)) soit un diviseur de Y (resp.
Z).
Pour tout G ∈ Dbcoh(
g
D
†
Z
(T ′′)Q) et pour tout E ∈ Dbcoh(
g
D
†
X
(T )Q) tel que f !T (E) ∈ Dbcoh(gD†Y(T ′)Q) et
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f ◦g!T (E) ∈ Dbcoh(gD†Z(T ′′)Q), on dispose des diagrammes commutatifs :
fT,+gT ′,+g!T ′ f !T (E)
adjg,T ′ //
∼ 
fT,+ f !T (E)
adj f ,T
f ◦gT,+ f ◦g!T (E)
adj f◦g,T // E
et g!T ′gT ′,+(G)
adj f ,T // g!T ′ f !T fT,+gT ′,+(G)
∼ 
G
adj f◦g,T //
adjg,T ′
OO
f ◦g!T f ◦gT,+(G).
(1.2.11.1)
Démonstration. Par [Ber96a, 4.3.12] et via 1.2.10 (pour le diagramme de droite), on se ramène au cas où le
diviseur T est vide. En reprenant la preuve de 1.1.12 (qui utilise 1.1.10), cela dérive alors de 1.2.8.
Remarques 1.2.12. L’hypothèse que X soit séparé est inutile pour valider la commutativité du diagramme de
gauche de 1.2.11.1 car celle-ci n’utilise pas le lemme 1.2.10. Il en est de même pour le diagramme de droite
lorsque f est une immersion fermée ou lorsque les termes de ce diagramme sont D†
Z
(T ′′)Q-cohérents.
2. Foncteur sp+ associant un D-module arithmétique à un isocristal surconvergent. Cas lisse
Nous adopterons les notations suivantes : si f : P′ → P est un morphisme de V-schémas formels lisses
et T est un diviseur de P tel que f−1(T ) soit un diviseur de P′, on notera fK : P′K → PK le morphisme
d’espaces analytiques rigides associé à f , tandis que sp : PK → P (ou sp : P′K → P′) sera le morphisme de
spécialisation (voir [Ber96c]).
Si j : Y →֒X est une immersion ouverte de k-schémas de type fini, telle qu’il existe une immersion fermée
X →֒ P, avec P un V-schéma formel lisse sur un voisinage de X , alors j† signifiera le foncteur faisceau des
germes de sections surconvergentes le long de X \Y ([Ber96c, 2.1.1]).
2.1 Isomorphismes de recollement : cas formel
2.1.1. Considérons le diagramme commutatif de morphismes de Z(p)-schémas
X
f //

Y
g //

Z

S // T // U
dans lequel X , Y et Z sont respectivement lisses sur S, T et U . De plus, on suppose que les schémas S, T
et U sont munis respectivement pour un entier m donné de m-PD-idéaux quasi-cohérents m-PD-nilpotents
(aS, bS, αS) ⊂ OS, (aT , bT , αT )⊂ OT et (aU , bU , αU) ⊂ OU de telle manière que les morphismes S → T et
T →U soient des m-PD-morphismes. On note X0, Y0 et Z0 les réductions respectives de X , Y et Z modulo
aS, aT et aU . On désigne ensuite par f0 : X0 → Y0 et g0 : Y0 → Z0 les morphismes induits par f et g. Soient
respectivement HX , HY et HZ des diviseurs de X0, Y0 et Z0 induisant les factorisations f−10 (HY ) →֒ HX et
g−10 (HZ) →֒ HY . En désignant par nm > m un entier, avec les notations de [NH98, 2.1], on dispose alors de
morphismes f ∗B(nm)Y (HY )→B(nm)X (HX) et g∗B(nm)Z (HZ)→B(nm)Y (HY ) ([NH98, 2.1.2]).
En notant X˜ , Y˜ et Z˜ les espaces annelés (X ,B(nm)X (HX)), (Y, B
(nm)
Y (HY )) et (Z,B
(nm)
Z (HZ)), on obtient des
morphismes d’espaces annelés ˜f : X˜ → Y˜ et g˜ : Y˜ → Z˜. Leur réduction modulo a donne des morphismes que
l’on notera ˜f0 : X˜0 → Y˜0 et g˜0 : Y˜0 → Z˜0.
On pose P˜nX/S(m) :=B
(nm)
X (HX)⊗OX PnX/S(m), P˜
n
Y/T (m) :=B
(nm)
Y (HY )⊗OY PnY/T (m) et P˜
n
Z/U(m) :=B
(nm)
Z (HZ)⊗OZ
PnZ/U(m).
Le faisceau P˜nX/S(m) est muni de deux structures canoniques (à droite et à gauche) de B
(nm)
X (HX)-algèbres
(de même pour P˜nY/T (m) et P˜nZ/U(m)). Lorsqu’aucune confusion n’est à craindre, on omet d’indiquer la base
(S, T ou U ). On notera D˜(m)X/S = B
(nm)
X (HX)⊗OX D
(m)
X/S, D˜
(m)
Y/T = B
(nm)
Y (HY )⊗OY D
(m)
Y/T et ˜f ! : D−(D˜
(m)
Y/T )→
D−(D˜(m)X/S), le foncteur image inverse extraordinaire.
D’après [Ber96a, 2.1.5] et avec les notations de [Ber96a, 2.1.2], pour tout S-morphisme f ′ : X →Y ayant
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la même restriction X0 → Y que f , on dispose, pour n assez grand, de la factorisation δnf , f ′ : X → ∆nY/T (m)
(grâce à la m-PD-nilpotence de (aS, bS, αS)) rendant commutatif le diagramme
X0 
 //

X
δnf , f ′ 
( f ′, f )
((QQ
QQ
QQ
QQ
Y 
 // ∆nY/T
sn // Y ×T Y
p1 //
p2
// Y,
(2.1.1.1)
où p1 et p2 désignent respectivement les projections à gauche et à droite et sn est le morphisme canonique.
La structure de D˜(m)Y/T -module de B
(nm)
Y (HY ) compatible à sa structure d’algèbre donne l’isomorphisme de
O∆nY/T -algèbres (p2 ◦ sn)
∗(B
(nm)
Y (HY ))
∼
−→ (p1 ◦ sn)∗(B
(nm)
Y (HY )). Via δnf , f ′∗, on obtient f ′∗(B(nm)Y (HY )) ∼−→
f ∗(B(nm)Y (HY )) s’inscrivant dans le diagramme commutatif
f ′∗(B(nm)Y (HY )) ∼ //
**TTT
TTT
T
f ∗(B(nm)Y (HY ))
ttjjjj
jjj
B
(nm)
X (HX),
(2.1.1.2)
dont les flèches obliques sont les morphismes canoniques ([NH98, 2.1.2]).
Soit ∆˜nX/S(m) l’espace annelé (∆
n
X/S(m),O∆˜nX/S(m)
), avec O∆˜nX/S(m)
:= (p1 ◦ sn)∗(B
(nm)
X (HX)). On note p˜1 :
∆˜nX/S(m) → X˜ le morphisme induit par l’application continue p1 ◦ sn et par le morphisme d’anneaux canon-
ique (p1 ◦ sn)−1(B
(nm)
X (HX)) → O∆˜nX/S(m) et p˜2 : ∆˜
n
X/S(m) → X˜ dont le morphisme d’espaces topologiques
est p2 ◦ sn et dont le morphisme d’anneaux est (p2 ◦ sn)−1(B(nm)X (HX))→ (p2 ◦ sn)∗(B
(nm)
X (HX))
∼
−→ (p1 ◦
sn)
∗(B
(nm)
X (HX)) = O∆˜nX/S(m) . De même, lorsque l’on remplace respectivement S et X par T et Y ou U et Z.
On désigne par δn
˜f , ˜f ′ : X˜ → ∆˜
n
Y/T (m) le morphisme induit par δnf , f ′ et par δnf , f ′−1(O∆˜nY/T (m))→ δ
n
f , f ′
∗(O∆˜nY/T (m)
)=
δnf , f ′∗(p1 ◦ sn)∗(B
(nm)
Y (HY ))
∼
−→ f ∗(B(nm)Y (HY )) → B(nm)X (HX). Via 2.1.1.2, on vérifie ˜f = p˜1δn˜f , ˜f ′ et ˜f ′ =
p˜2δn
˜f , ˜f ′ .
Pour tout complexe F de B(nm)Y (HY )⊗OY D
(m)
Y/T -modules borné supérieurement, via le diagramme com-
mutatif suivant valable pour n assez grand
X˜0

// X˜ f˜
&&MM
MM
MM
MM
M
f˜ ′ &&MM
MM
MM
MM
M
δn
˜f , ˜f ′ 
Y˜ // ∆˜nY/T (m)
p˜1 //
p˜2
// Y˜ ,
(2.1.1.3)
l’isomorphisme P˜nY/T (m)-linéaire P˜
n
Y/T (m)⊗B(nm)Y (HY )
F
∼
−→ F⊗
B
(nm)
Y (HY )
P˜nY/T (m) induit un isomorphisme D˜
(m)
X/S-
linéaire canonique fonctoriel en F
τF
˜f , ˜f ′ : ˜f
′!(F)
∼
−→ ˜f !(F),
tel que τF
˜f , ˜f = Id, et que, si ˜f ′′ : X → Y est un morphisme dont la restriction X0 → Y coïncide avec celle de
f , on ait la formule de transitivité τF
˜f , ˜f ′′ = τ
F
˜f , ˜f ′ ◦ τ
F
˜f ′, ˜f ′′ . Si aucune confusion n’est à craindre, nous noterons
simplement τ
˜f , ˜f ′ ou τF voire τ.
2.1.2 CHANGEMENT DE NIVEAU. Soient nm′ > m′ > m deux entiers, D˜
(m′)
Y/T =B
(nm′ )
Y (HY )⊗OY D
(m′)
Y/T et F un
complexe de D˜(m
′)
Y/T -modules borné supérieurement. Lorsque Y a des coordonnées locales t1, . . . td , avec les
notations de [Ber96a, 2.1.2], le morphisme canonique PnX/S(m′)→PnX/S(m) envoie τ{k}(m′) sur q!/q′!τ{k}(m) tan-
dis que le morphisme D(m)Y/T →D
(m′)
Y/T envoie ∂
<k>(m) sur q!/q′!∂<k>(m′) . Grâce à la formule [Car05a, 1.1.16.1],
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il en découle, en notant oubm,m′ : D(D˜
(m′)
Y/T )→ D(D˜
(m)
Y/T ) le foncteur oubli, la formule :
τoubm,m′ (F) = oubm,m′τF.
2.1.3 COMPATIBILITÉ AUX IMAGES INVERSES EXTRAORDINAIRES. Soit g′ : Y →Z, un second U -morphisme
ayant la même restriction Y0 → Z que g. Pour n assez grand, il découle respectivement du diagramme com-
mutatif de droite et de gauche suivant
X˜0
˜f0
// X˜
f˜
Y˜0 //

Y˜
δng˜,g˜′ 
g˜
&&MM
MM
MM
MM
M
g˜′ &&MM
MM
MM
MM
M
Z˜ // ∆˜nZ/U(m)
p˜1 //
p˜2
// Z˜,
X˜0

// X˜ f˜
&&MM
MM
MM
MM
M
f˜ ′ &&MM
MM
MM
MM
M
δn
˜f , ˜f ′ 
Y˜ //
g˜

∆˜nY/T (m)

p˜1 //
p˜2
// Y˜
g˜

Z˜ // ∆˜nZ/U(m),
p˜1 //
p˜2
// Z˜
(2.1.3.1)
que l’on dispose de l’égalité τg˜◦ ˜f ,g˜◦ ˜f ′ = τ ˜f , ˜f ′ ◦ g˜! et ˜f ! ◦ τg˜,g˜′ = τg˜◦ ˜f ,g˜′◦ ˜f .
Ainsi, les isomorphismes τ sont compatibles avec la composition des images inverses.
2.1.4 CHANGEMENT DE BASE. Considérons le diagramme commutatif
S′ //

T ′

S // T
de m-PD-morphismes. On note X ′ = X ×S S′, Y ′ =Y ×T T ′, g et g′ : X ′→Y ′ les morphismes induits respec-
tivement par f et f ′. Il découle de la propriété universelle des enveloppes à puissances divisées partielles
([Ber96a, 1.4.1]) que l’on dispose d’un morphisme ∆nY ′/T ′(m) → ∆nY/T (m) rendant commutatif le diagramme
X ′
δng,g′ //

∆nY ′/T ′
sn //

Y ′×T ′ Y ′

p1 //
p2
// Y ′

X
δnf , f ′ // ∆nY/T
sn // Y ×T Y
p1 //
p2
// Y
(2.1.4.1)
En notant respectivement HX ′ et HY ′ les images inverses de HX et HY , X˜ ′=(X ′,B
(nm)
X (HX ′)) et Y˜ ′=(Y ′,B
(nm)
Y (HY ′)),
les morphismes g et g′ induisent canoniquement des morphismes X˜ ′→ Y˜ ′ notés g˜ et g˜′. On déduit ensuite de
la commutativité du diagramme 2.1.4.1 celle de
X˜ ′
δng˜,g˜′ //

∆˜nY ′/T ′

p˜1 //
p˜2
// Y˜ ′

X˜
δn
˜f , ˜f ′ // ∆˜nY/T
p˜1 //
p˜2
// Y˜ .
(2.1.4.2)
Il en résulte, notant θ : X˜ ′ → X˜ le morphisme canonique, τ
˜f , ˜f ′
∼
−→ τg˜,g˜′ . Autrement dit, les isomorphismes
de la forme τ sont compatibles aux changements de base.
Remarques 2.1.5. Avec les notations de 2.1.1, soit s le morphisme canonique ∆Y/T → Y ×T Y . On obtient
∆˜Y/T (m) l’espace annelé (∆Y/T (m),O∆˜Y/T (m)) en posant O∆˜Y/T (m) := (p1 ◦s)
∗(B
(nm)
Y (HY )). De même, on construit
δ
˜f , ˜f ′ : X˜ → ∆˜Y/T (m), celui-ci s’insérant dans le diagramme commutatif 2.1.1.3 où on a enlevé les indices n.
Si p est localement nilpotent sur U (et donc sur T et S), pour tout complexe quasi-nilpotent (voir 2.4.4 et
2.4.5) F de B(nm)Y (HY )⊗OY D(m)Y/T -modules borné supérieurement, on en déduit, de manière analogue à ceux
de 2.1.1, des isomorphismes τF
˜f , ˜f ′ , ceux-ci vérifiant les conditions de transitivité, de changement de base et
de commutation à la composition des images inverses.
2.1.6. Avec les notations et hypothèses de 2.1.1 (nous omettons d’indiquer la base), on pose
D˜(m)X f→Y = ˜f ∗(D˜(m)Y ) et D˜(m)Y f←X =
˜f ∗d (D˜(m)Y ⊗OY ω−1Y )⊗OX ωX ∼−→ ωX ⊗OX ˜f ∗g (D˜(m)Y ⊗OY ω−1Y ).
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Supposons S = T , S noethérien et de dimension de Krull finie, f et f ′ quasi-compacts et quasi-séparés. Les
isomorphismes τ
˜f , ˜f ′ : D˜
(m)
X f
′
→Y
∼
−→ D˜
(m)
X f→Y
et τ
˜f , ˜f ′ : D˜
(m)
Y f
′
←X
∼
−→ D˜
(m)
Y f←X
fournissent, pour tout complexe de
D˜
(m)
X -modules à gauche (resp. à droite) borné inférieurement E (resp. M), les isomorphismes
σ
˜f , ˜f ′ : f ′HY ,HX+(E)
∼
−→ fHY ,HX+(E) et σ ˜f , ˜f ′ : f ′HY ,HX+(M)
∼
−→ fHY ,HX+(M)).
De plus, pour tout morphisme ˜f ′′ : X →Y dont la restriction X0 →Y coïncide avec celle de f , on a la formule
de transitivité σ
˜f , ˜f ′′ = σ ˜f , ˜f ′ ◦σ ˜f ′, ˜f ′′ .
Remarques 2.1.7. Soient F ∈ D−(D˜(m)Y ), p˜1∗P˜nY (m) (resp. p˜2∗P˜nY (m)) le faisceau P˜nY (m) vu comme B
(m)
Y (HY )-
algèbre pour la structure gauche (resp. droite). Considérons les diagrammes
(p˜2∗P˜nY (m)⊗B(m)Y (HY )
D˜
(m)
Y )⊗D˜(m)Y
F ∼
//
ε˜
D˜
(m)
Y
n ⊗id
∼ 
p˜2∗P˜nY (m)⊗B(m)Y (HY )
F
ε˜Fn∼ 
(p˜1∗P˜nY (m)⊗B(m)Y (HY )
D˜
(m)
Y )⊗D˜(m)Y
F ∼
// p˜1∗P˜nY (m)⊗B(m)Y (HY )
F,
D˜
(m)
X f
′
→Y
⊗Lf−1D˜(m)Y
f−1F[dX/Y ] ∼ //
τ
˜f , ˜f ′⊗id∼ 
˜f ′!(F)
τ
˜f , ˜f ′∼

D˜
(m)
X f→Y
⊗Lf−1D˜(m)Y
f−1F[dX/Y ] ∼ // ˜f !(F),
où ε˜n désignent les m-PD-stratifications relatives à B(m)Y (HY ) (voir [Car05a, 1.1]). Via un calcul utilisant
la formule [Car05a, 1.1.16.1], on obtient la commutativité du diagramme de gauche. Il en résulte celle de
droite.
LEMME 2.1.8. Avec les notations de 2.1.1, les isomorphismes
D˜
(m)
X→Z
∼
−→ D˜
(m)
X→Y ⊗ f−1D˜(m)Y
f−1D˜(m)Y→Z ∼−→ D˜(m)X→Y ⊗Lf−1D˜(m)Y f
−1D˜
(m)
Y→Z
D˜
(m)
Z←X
∼
−→ f−1D˜(m)Z←Y ⊗ f−1D˜(m)Y D˜
(m)
Y←X
∼
−→ f−1D˜(m)Z←Y ⊗Lf−1D˜(m)Y D˜
(m)
Y←X
sont compatibles aux isomorphismes de la forme τ.
Démonstration. La construction des isomorphismes est analogue à [BGK+87, VI.6.3]. Pour la première
ligne, la compatibilité aux isomorphismes τ est une conséquence de la remarque 2.1.7 et des formules
τg˜◦ ˜f ,g˜◦ ˜f ′ = τ ˜f , ˜f ′ ◦ g˜! et ˜f ! ◦ τg˜,g˜′ = τg˜◦ ˜f ,g˜′◦ ˜f prouvées via les diagrammes 2.1.3.1. Ceux de la deuxième ligne
s’en déduisent.
PROPOSITION 2.1.9. Avec les notations de 2.1.1, on suppose S = T =U , S noethérien, de dimension de Krull
finie, f , f ′, g et g′ quasi-compacts et quasi-séparés. Les isomorphismes de la forme σ sont alors compatibles
à la composition des images directes, i.e., gHZ ,HY+ ◦σ f , f ′ = σg◦ f ,g◦ f ′ et σg,g′ ◦ fHY ,HX+ = σg◦ f ,g′◦ f .
Démonstration. La commutation à la composition des foncteurs images directes se prouve de manière ana-
logue à [BGK+87, VI.6.4]. Par construction de celle-ci, cela découle du lemme 2.1.8.
2.1.10. Maintenant, soient f : X → Y un morphisme de V-schémas formels lisses, TY un diviseur de Y ,
TX ⊃ f−10 (TY ) un diviseur de X . On se donne un deuxième morphisme f ′ : X→ Y tel que f ′0 = f0. Donnons-
nous une suite croissante d’entiers (nm)m∈N telle que nm > m et posons D̂(m)X (TX) := B
(nm)
X
(TX)⊗̂OXD
(m)
X
.
De même, en remplaçant X par Y. Comme pour [Ber02, 3.2.1], on définit la catégorie des complexes de
D̂
(m)
X
(TX)-modules à gauche à cohomologie bornée et quasi-cohérente et qui sera noté Dbqc(D̂
(m)
X
(TX)). On
dispose des foncteurs images inverses extraordinaires de niveau m (définis comme dans [Ber02, 3.4.2.1]) :
f !(m)TX ,TY et f
′!(m)
TX ,TY : D
b
qc(D̂
(m)
Y
(TY ))→ Dbqc(D̂
(m)
X
(TX)). Les isomorphismes de la forme τ (voir 2.1.1) commu-
tant aux changements de base, on obtient, pour tout F ∈ Dbqc(D̂
(m)
Y
(TY )), des isomorphismes τF(m)f , f ′,TX ,TY :
f ′!(m)TX ,TY (F)
∼
−→ f !(m)TX ,TY (F). En procédant à deux localisations (correspondant à la tensorisation par Q et au
passage à la limite sur le niveau), on obtient de manière analogue à [Ber02, 4.2.1] les catégories de la
forme LD
−→
b
Q,qc(D̂
(•)
Y
(TY )) (ces dernières ne dépendent pas du choix de la suite d’entiers (nm)m∈N). Il dé-
coule des isomorphismes τF(m)f , f ′,TX ,TY avec m variable, pour tout objet F de LD−→ bQ,qc(D̂
(•)
Y
(TY )), le suivant
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τFf , f ′,TX ,TY : f
′!
TX ,TY (F)
∼
−→ f !TX ,TY (F), où f !TX ,TY et f
′!
TX ,TY sont les foncteurs images inverses extraordinaires
définis comme pour [Ber02, 4.3.2.1]. On pourra le noter plus simplement τ f , f ′ ou τF voire τ. De la même
façon, pour tout E ∈ LD
−→
b
Q,qc(D̂
(•)
X
(TX)), on construit l’isomorphisme f ′TY ,TX+(E)
∼
−→ fTY ,TX+(E), que l’on
notera σ f , f ′,TX ,TY (ou σ f , f ′ voire σ si aucune confusion n’est à craindre). Les isomorphismes de la forme τ
(resp. σ) vérifient aussi la formule de transitivité et celle de leur commutation à l’image inverse extraordinaire
(resp. image directe) décrites ci-dessus dans le cas des schémas.
PROPOSITION 2.1.11. Avec les notations de 2.1.10, pour tout objet F de LD
−→
b
Q,qc(D̂
(•)
Y
), on a les diagrammes
commutatifs :
f !TX ,TY (†TY )(F) ∼ // (†TX) f !(F)
f ′!TX ,TY (†TY )(F) ∼ //
τ
(†TY )(F)
f , f ′ ,TX ,TY
∼
OO
(†TX) f ′!(F),
(†TX )(τFf , f ′ ) ∼
OO
f !(†TY )(F) ∼ // (†TX) f !(F)
f ′!(†TY )(F) ∼ //
τ
(†TY )(F)
f , f ′ ∼
OO
(†TX) f ′!(F).
(†TX )(τFf , f ′ ) ∼
OO
Démonstration. Notons fi et f ′i : Xi → Yi les réductions modulo mi+1 de f et f ′, et ˜f i et ˜f ′i les mor-
phismes d’espaces annelés canoniques (Xi,B(nm)Xi (TX))→ (Yi,B
(nm)
Yi (TY )) induits par f et f ′. Pour tout Fi ∈
D−(B(nm)Yi (TY )⊗OYi D
(m)
Yi ), le diagramme
˜f !i(B(nm)Yi (TY )⊗LOYi Fi) // B
(nm)
Xi (TX)⊗
L
OXi
f !i (Fi)
˜f ′!i (B(nm)Yi (TY )⊗LOYi Fi) //
τ
˜f i , ˜f ′i
OO
B
(nm)
Xi (TX)⊗
L
OXi
f ′!i (Fi)
id⊗τ fi , f ′i
OO
est commutatif. Il en résulte celle du diagramme de gauche de 2.1.11.
De plus, comme chacune des flèches du morphisme composé f !(†TY )(F) ∼−→ (†TX) f !(†TY )(F)←˜(†TX) f !(F),
qui correspond à la flèche du haut du diagramme de droite de 2.1.11, commutent par fonctorialité aux iso-
morphismes τ, on obtient la commutativité de celui de droite.
Remarques 2.1.12. Avec les notations de 2.1.11, supposons f−1(TY ) = TX . L’isomorphisme f !TY
∼
−→ f ! (on a
omis d’indiquer les foncteurs oublis) commute alors aux isomorphismes de recollements τ. En effet, celui-ci
est construit de la façon suivante :
f !TY ((†TY )F)
∼
−→ f !TY (†TY )((†TY )F)
∼
−→ (†TX) f !((†TY )F) ∼−→ f !(†TY )((†TY )F)←˜ f !((†TY )F).
2.2 Morphisme d’adjonction associé à un carré
2.2.1. Soit le diagramme de V-schémas formels lisses :
P′′
g // P′
f // P
X′′
u′′
OO
b //
X′
u′
OO
a // X,
u
OO (2.2.1.1)
où f , g, a et b sont lisses et où u, u′ et u′′ sont des immersions fermées. On suppose que le diagramme
2.2.1.1 est commutatif au niveau des fibres spéciales (mais non nécessairement commutatif au niveau des
schémas formels). De plus, on se donne TP un diviseur de P tel que TP′ := f−1(TP) (resp. TP′′ := g−1(TP′),
TX := u−1(TP), TX ′ := u′−1(TP′) et TX ′′ := u′′−1(TP′′)) soit un diviseur de P′ (resp. P′′, X , X ′ et X ′′).
PROPOSITION 2.2.2. Avec les notations de 2.2.1, on dispose d’un morphisme, dit d’adjonction, fonctoriel
en E ∈ Dbcoh(D
†
X
(†TX)Q), φ(E) : u′+ ◦a!(E)→ f ! ◦u+(E). Si la réduction au niveau des fibres spéciales du
carré de droite de 2.2.1.1 est cartésien, alors φ(E) est un isomorphisme. Le morphisme d’adjonction entre
foncteurs, u′+ ◦a! → f ! ◦u+, sera noté φ.
(i) En notant φ′ : u′′+ ◦b! → g! ◦u′+ (resp. φ′′ : u′′+ ◦ (a◦b)! → ( f ◦g)! ◦u+) le morphisme d’adjonction
20
D-MODULES ARITHMÉTIQUES ASSOCIÉS AUX ISOCRISTAUX SURCONVERGENTS. CAS LISSE
du carré de gauche de 2.2.1.1 (resp. du grand rectangle de 2.2.1.1), le diagramme
u′′+ ◦ (a◦b)! ∼ //
φ′′
u′′+ ◦b! ◦a!
(g!◦φ)◦(φ′◦a!)
( f ◦g)! ◦u+ ∼ // g! ◦ f ! ◦u+,
est alors commutatif. Ainsi, avec des abus de notations, on dispose de la formule de transitivité φ′′ = (g! ◦
φ)◦ (φ′ ◦a!) (pour le composé de deux morphismes lisses) de l’isomorphisme de changement de base par un
morphisme lisse de l’image directe par une immersion fermée.
(ii) Soit a′ : X′ →X (resp. f ′ : P′→ P) un morphisme dont la réduction X ′→X (resp. P′→ P) coïncide
avec celle de a (resp. f ). Le diagramme ci-dessous
u′+a
! φ // f ! ◦u+
u′+a
′! ψ //
u′+(τa,a′ ) ∼
OO
f ′! ◦u+,
τ f , f ′u+ ∼
OO
où ψ désigne le morphisme d’adjonction du diagramme de droite de 2.2.1.1 lorsque a et f ont été remplacés
respectivement par a′ et f ′, est commutatif.
Démonstration. Construisons d’abord le morphisme φ(E). Comme E ∈ Dbcoh(D†X(†TX)Q), en appliquant le
foncteur u′+a! au morphisme d’adjonction de u en E ([Car05c, 1.2.11]), on obtient : u′+a!(E)→ u′+a!u!u+(E).
Or, comme ( f ◦u′)! ∼−→ u′! f ! et (u◦a)! ∼−→ a!u!, on a l’isomorphisme u′+τ f◦u′,u◦au+(E) : u′+a!u!u+(E) ∼−→
u′+u
′! f !u+(E) (notations de 2.1.10). Ensuite, puisque f !u+(E)∈Dbcoh(D†P′(†TP′)Q) et u′! f !u+(E)∈Dbcoh(D†X′(†TX ′)Q),
il résulte de [Car05c, 1.2.12] que l’on dispose du morphisme d’adjonction de u′ en f !u+(E) : u′+u′! f !u+(E)→
f !u+(E). En composant ces trois morphismes, il vient : φ(E) := u′+a!(E)→ f !u+(E).
À présent, établissons que le morphisme φ(E) est un isomorphisme lorsque le diagramme de droite de
2.2.1.1 est cartésien. D’abord, comme u est une immersion fermée, la première flèche dans la construction de
φ(E) est un isomorphisme. En outre, l’hypothèse cartésienne implique que le faisceau f !u+(E) est à support
dans X ′ et donc que le morphisme d’adjonction de u′ en f !u+(E) est un isomorphisme (voir [Car05c, 1.2.12]).
Prouvons à présent la formule de transitivité de (i). Pour cela, considérons le diagramme suivant :
u′′+(a◦b)! //
adju
u′′+b!a!
adju′ //
adju
u′′+b!u′!u′+a!
τ //
adju
u′′+u
′′!g!u′+a!
adju′′ //
adju
g!u′+a!
adju
u′′+(a◦b)!u!u+ //
τ

u′′+b!a!u!u+
adju′ //
τ
u′′+b!u′!u′+a!u!u+
τ //
τ
u′′+u
′′!g!u′+a!u!u+
adju′′ //
τ
g!u′+a!u!u+
τ
u′′+b!u′! f !u+
adju′ // u′′+b!u′!u′+u′! f !u+ τ //
adju′
u′′+u
′′!g!u′+u′! f !u+
adju′′ //
adju′
g!u′+u′! f !u+
adju′
u′′+b!u′! f !u+
τ
u′′+b!u′! f !u+ τ //
τ
u′′+u
′′!g! f !u+
adju′′ // g! f !u+
u′′+u
′′!( f ◦g)!u+
adju′′
// u′′+u
′′!g! f !u+
adju′′
u′′+u
′′!g! f !u+
adju′′
u′′+u
′′!g! f !u+
adju′′ //
adju′′
g! f !u+
( f ◦g)!u+ // g! f !u+ g! f !u+ g! f !u+ g! f !u+.
(2.2.2.1)
La commutativité du rectangle (le « seul » rectangle : à gauche et au milieu) de 2.2.2.1 se déduit de toutes les
propriétés, données dans 2.1.10, des isomorphismes de la forme τ, ainsi que du diagramme suivant
X′′
b //
τ
O X
′ a //
τ
O
X
u // P
X′′
b //
τ
O X
′ u
′
// P′
f // P
X′′
u′′ // P′′
g // P′
f // P.
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De plus, on remarque que le morphisme composé u′!
adju′−→ u′!u′+u′!
adju′−→ u′! est l’identité. En effet, cela résulte
de l’isomorphisme d’adjonction de bifoncteurs θ : Hom
D
†
P′
(†TP′ )
(u′+(−),−)
∼
−→ Hom
D
†
X′
(†TX ′ )
(−, u′!(−))
(on n’utilisera que la fonctorialité à droite), et du fait que le morphisme identité u′+u′! Id−→ u′+u′! s’envoie via
θ sur u′! adju′−→ u′!u′+u′! tandis que u′+u′!
adju′−→ Id s’envoie sur u′! Id−→ u′!. Il en résulte la commutativité du carré
de gauche de la troisième ligne de 2.2.2.1.
On vérifie ensuite, par définition ou par fonctorialité, la commutativité des autres carrés de 2.2.2.1. Ce
diagramme est donc commutatif.
Or, on constate que le morphisme composé de gauche de 2.2.2.1, u′′+◦(a◦b)!
∼
−→ ( f ◦g)! ◦u+, n’est autre
que φ′′, tandis que celui construit en prenant le chemin qui passe par le haut puis par la droite du contour de
2.2.2.1, u′′+ ◦b! ◦a!
∼
−→ g! ◦ f ! ◦u+, correspond à (g! ◦φ)◦ (φ′ ◦a!). D’où (i).
Démontrons maintenant (ii). Grâce à 2.1.10, le diagramme ci-après
u′+a
!(E)
adju // u′+a!u!u+(E)
u′+τ f◦u′ ,u◦au+ // u′+u
′! f !u+(E)
adju′ // f !u+(E)
u′+a
′!(E)
adju
//
u′+(τa,a′ )
OO
u′+a
′!u!u+(E)
u′+τ f ′◦u′ ,u◦a′u+
//
u′+τu◦a,u◦a′u+
OO
u′+u
′! f ′!u+(E)
adju′
//
u′+τ f◦u′ , f ′◦u′u+
OO
f ′!u+(E).
τ f , f ′u+
OO
est commutatif. On conclut en remarquant que son contour correspond au diagramme de (ii).
2.3 Isomorphismes de recollement : cas rigide
2.3.1. Considérons les diagrammes commutatifs
Y ′
j′ //
b
X ′
i′ //
a
P′
u
Y
j // X i // P,
Y ′′
j′′ //
b′
X ′′
i′′ //
a′
P′′
u′
Y ′
j′ // X ′
i′ // P′,
(2.3.1.1)
où u (resp. u′) est un morphisme de V-schémas formels lisses, j, j′ et j′′ sont des immersions ouvertes de
k-schémas, i, i′ et i′′ sont des immersions fermées. En notant φ = (u, a, b), on définit le foncteur image
inverse extraordinaire par φK d’un j†D]X [P -module E en posant φ!K(E) := j′†D]X ′[P′ ⊗Lu−1K j†D]X [P u
−1
K E[dP′/P],
où dP′/P est la dimension relative de P′ sur P. Si aucune confusion n’est à craindre, on écrira u!K au lieu
de φ!K . En désignant par u∗K , l’image inverse usuelle (notations de [Ber96c, 2.2.16]), on obtient la relation :
u!K(E)
∼
−→ u∗K(E)[dP′/P].
D’après [Ber96c, 2.2.17.(i)], si v : P′ → P est un morphisme dont la restriction à X ′ se factorise par
a, alors on dispose d’un isomorphisme εu,v : v∗K
∼
−→ u∗K de foncteurs de la catégorie des j†O]X [P -modules
à connexion intégrable et surconvergente dans celle des j′†O]X ′[P′ -modules à connexion intégrable et sur-
convergente, tel que εu,u = Id, et que, si w : P′ → P est un troisième morphisme coïncidant avec u et v
sur X ′, on ait la condition de transitivité εu,w = εu,v ◦ εv,w. Si v′ est un morphisme dont la restriction à X ′
se factorise par a′, avec un raisonnement analogue à 2.1.11, on prouve les formules εu◦u′,v◦u′ = u′∗K ◦ εu,v et
εu′,v′ ◦u
∗
K = εu◦u′,u◦v′ .
Dans le diagramme (de gauche par défaut) 2.3.1.1, supposons que l’on ne dispose que d’un morphisme
u0 : P′ → P rendant commutatif le diagramme 2.3.1.1 où u a été remplacé par u0 (on suppose toujours
que P et P′ se relèvent en des V-schémas formels lisses P et P′). De manière analogue à [Ber00, 2.1.6],
on construit alors, par recollement, le foncteur u∗0K , de la catégorie des j†O]X [P -modules à connexion in-
tégrable et surconvergente dans celle des j′†O]X ′[P′ -modules à connexion intégrable et surconvergente. Pré-
cisons sa construction. Choisissons une application surjective ρ : Λ′→Λ, deux recouvrements ouverts affines
(Pα)α∈Λ de P et (P′α′)α′∈Λ′ de P′ tels que u0 se factorise par P′α′ → Pρ(α′). On note alors Xα := X ∩Pα, Xαβ :=
X ∩Pα ∩Pβ et de même en rajoutant des primes. De plus, choisissons des relèvements uα′ : P′α′ → Pρ(α′)
des factorisations induites par u0. Si E est un j†O]X [P -module à connexion intégrable et surconvergente,
22
D-MODULES ARITHMÉTIQUES ASSOCIÉS AUX ISOCRISTAUX SURCONVERGENTS. CAS LISSE
on lui associe l’objet ((u∗α′KE|]Xρ(α′)[Pρ(α′) )α′∈Λ′ ,(η
′
α′β′)α′,β′∈Λ′), où η′α′β′ : (u∗β′KE|]Xρ(β′)[Pρ(β′) )|]X ′α′β′ [P′α′ ∩P′β′
∼
−→
(u∗α′KE|]Xρ(α′)[Pρ(α′) )|]X ′α′β′ [P′α′ ∩P′β′
sont les isomorphismes de la forme ε. Ils résultent de la condition de tran-
sitivité des isomorphismes de la forme ε ainsi que de leur comptabilité à l’image inverse que la famille
(u∗α′KE|]Xρ(α′)[Pρ(α′) )α′∈Λ′ ,(η
′
α′β′)α′,β′∈Λ′) se recolle en un j′†O]X ′[P′ -module à connexion intégrable et surcon-
vergente, celui-ci étant par définition u∗0K(E). On vérifie ensuite que ce foncteur est indépendant des choix
effectués.
Lorsque u0 se relève en un morphisme u : P′ → P, u∗0K est canoniquement isomorphe à u∗K . Enfin, si u′0 :
P′′ → P′ est un morphisme rendant commutatif le diagramme de droite de 2.3.1.1 lorsque u′ a été remplacé
par u′0, on dispose d’un isomorphisme canonique (u0 ◦ u′0)∗K
∼
−→ u′∗0K ◦ u
∗
0K , celui-ci étant transitif (pour la
composition de diagrammes de la forme 2.3.1.1).
Soit Y1 (resp. Y ′1) un ouvert de Y (resp. Y ′) tel que b(Y ′1) ⊂ Y1. En notant j1 : Y1 → X et j′1 : Y ′1 → X ′ les
immersions ouvertes déduites, pour tout j†O]X [P -module E à connexion intégrable et surconvergente, on a le
diagramme commutatif de gauche :
u∗K j†1E // j′†1 u∗KE
v∗K j†1E1 //
εu,v
OO
j′†1 v∗KE,
j′†1 εu,v
OO
u∗K(E∨) // (u∗K(E))∨
v∗K(E∨) //
εu,v
OO
(v∗K(E))∨.
ε∨−1u,v
OO
(2.3.1.2)
De plus, on vérifie par construction celui de droite. En effet, l’isomorphisme p∗2(E∨1 )
∼
−→ p∗1(E∨1 ), modulo
les isomorphismes (transitifs par rapport à la composée de deux morphismes) de commutation de l’image
inverse au dual, est par définition l’inverse du dual de p∗2(E1)
∼
−→ p∗1(E1).
2.4 Comparaison des isomorphismes formels et rigides de recollements
Les deux propositions ci-après seront ensuite étendues, en 4.1.2 et 4.1.8, au cas non relevable.
La première partie de la proposition qui suit est due à Noot-Huyghe ([NH95, 1.5.3]). Cependant, nous
donnons ici une démonstration plus formelle qui fait intervenir la quasi-cohérence sur les schémas formels
et nous nous assurons de sa transitivité.
PROPOSITION 2.4.1. Soient f : X′ → X un morphisme de V-schémas formels lisses, H un diviseur de X ,
H ′ ⊃ f−10 (H) un diviseur de X ′, j : X \H →֒ X (resp. j′ : X ′ \H ′ →֒ X ′) l’immersion ouverte, E un j†OXK -
module cohérent muni d’une connexion surconvergente ∇ et E := sp∗(E), le D†X,Q(†H)-module cohérent
associé. On désignera par f ∗K le foncteur image inverse de la catégorie des j†OXK -modules cohérents à con-
nexion surconvergente dans celle des j′†OX′K -modules cohérents à connexion surconvergente.
Il existe un isomorphisme j′†DX′K -linéaire, f ∗Ksp∗(E)
∼
−→ sp∗ f !H′,H(E)[−dX ′/X ], et un second D†X′(†H ′)Q-
linéaire, sp∗ f ∗K(E) ∼−→ f !H′,H sp∗(E)[−dX ′/X ].
En outre, ces derniers sont transitifs, i.e., si g : X′′→X′ est un second morphisme de V-schémas formels
lisses, si H ′′ ⊃ g−10 (H ′) est un diviseur de X ′′, alors le diagramme
sp∗g∗K f ∗K(E) ∼ //
∼ 
g!H′′,H′sp∗ f ∗K(E)[−dX ′′/X ′ ] ∼ // g!H′′,H′ f !H′,Hsp∗(E)[−dX ′′/X ]
∼ 
sp∗( f ◦g)∗K(E) ∼ // ( f ◦g)!H′′,Hsp∗(E)[−dX ′′/X ]
(2.4.1.1)
est commutatif. De même, on obtient un second diagramme commutatif en remplaçant dans 2.4.1.1 sp∗ par
sp∗, E par E, − par +, en inversant le sens des flèches et en intervertissant les symboles en haut ∗ et !.
Démonstration. Nous noterons abusivement f !, g! et ( f ◦ g)! à la place de f !H′,H , g!H′′,H′ et ( f ◦ g)!H′′,H . On
pose f ∗(E) := OX′(†H ′)Q⊗ f−1OX (†H)Q f−1E. Le foncteur E 7→ f ∗K(E)
∼
−→ j′†OX′K ⊗ f−1K j†OXK f
−1
K (E) est une
image inverse de sites annelés, de même pour f ∗ et sp∗. Grâce à la transitivité de l’isomorphisme de com-
mutation à la composition des images inverses de sites annelés, on obtient l’isomorphisme f ∗Ksp∗(E) ∼−→
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sp∗ f ∗(E) commutant aux stratifications respectives (induites par celle de E qui provient de sa structure de
OX(
†H)Q⊗OX,Q DX,Q-module).
Soit E(•) ∈ LD
−→
b
Q,coh(D̂
(•)
P
(T )) tel que lim
−→
(E(•))
∼
−→ E. On dispose, de manière analogue à [Ber02, 4.3.2],
de l’isomorphisme canonique :
f !(E) ∼−→ lim
−→
((B̂
(m)
X′
(H ′)⊗̂Lf−1B̂(m)
X
(H)
f−1E(m))m∈N)[dX ′/X ].
De plus, puisque que E est un OX(†H)Q-module cohérent, grâce au lemme [Har66, I.7.1] sur les foncteurs
way-out, le morphisme canonique OX′(†H ′)Q⊗OX′ ,Q DX′,Q-linéaire
OX′(
†H ′)Q⊗ f−1OX (†H)Q f−1E→ lim−→((B̂
(m)
X′
(H ′)⊗̂Lf−1B̂(m)
X
(H)
f−1E(m))m∈N)
est un isomorphisme. Il en résulte un isomorphisme f ∗Ksp∗(E) ∼−→ sp∗ f !(E)[−dX ′/X ]. En outre, la transitivité
de cet isomorphisme est immédiate. En effet, il suffit d’invoquer la transitivité de l’isomorphisme de com-
mutation à la composition des images inverses de sites annelés (et d’ajouter les isomorphismes de la forme
f ∗(E) ∼−→ f !(E)[−dX ′/X ]).
Prouvons à présent le deuxième isomorphisme. D’après [Ber96a, 4.4.2], les foncteurs sp∗ et sp∗ sont des
équivalences quasi-inverses de la catégorie des j†OXK -modules cohérents munis d’une connexion intégrable
dans celle des OX(†H)Q-modules cohérents munis d’une connexion intégrable (de même en rajoutant des
primes). Il existe donc un unique isomorphisme OX′(†H ′)Q⊗OX′ ,Q DX′,Q-linéaire, sp∗ f ∗K(E)
∼
−→ f ∗sp∗(E),
s’inscrivant dans le diagramme canonique
sp∗ f ∗sp∗(E) f ∗Ksp∗sp∗(E) ∼ //∼oo f ∗K(E)
sp∗sp∗ f ∗K(E)
OO
∼
// f ∗K(E).
(2.4.1.2)
Via l’isomorphisme OX′(†H ′)Q⊗OX′ ,Q DX′,Q-linéaire, f ∗(sp∗(E))
∼
−→ f !(sp∗(E))[−dX ′/X ], on construit le
suivant sp∗ f ∗K(E) ∼−→ f !(sp∗(E))[−dX ′/X ]. Ce dernier, étant un morphisme OX′(†H ′)Q⊗OX′ ,QDX′,Q-linéaire
entre deux isocristaux surconvergents (ou plutôt D†
X′
(†H ′)Q-modules cohérents dans l’image essentielle du
foncteur sp∗ de [Ber96a, 4.4.5]), est D†X′(†H ′)Q-linéaire.
Vérifions maintenant sa transitivité. Le diagramme 2.4.1.1 est commutatif, si et seulement si le suivant
(qui correspond globalement à l’image de 2.4.1.1 par le foncteur sp∗) l’est.
sp∗g!sp∗ f ∗K(E)[−dX ′′/X ′ ] ∼ // sp∗g! f !sp∗(E)[−dX ′′/X ]
YYYY
YYY
YY
YYY
YYYY
YY
sp∗sp∗g∗K f ∗K(E) ∼ //
∼ 
sp∗g∗sp∗ f ∗K(E) ∼ //
∼
OO
sp∗g∗ f ∗sp∗(E)
∼
OO
∼
//
∼ 
sp∗g! f !sp∗(E)[−dX ′′/X ]
∼ 
sp∗sp∗( f ◦g)∗K(E) ∼ // sp∗( f ◦g)∗sp∗(E) ∼ // sp∗( f ◦g)!sp∗(E)[−dX ′′/X ].
(2.4.1.3)
La commutativité des deux carrés et du triangle est aisée. Il reste à démontrer celle du rectangle en bas à
gauche de 2.4.1.3. Or, celui-ci s’inscrit (à gauche) dans le suivant :
sp∗sp∗( f ◦g)∗K(E)
∼

sp∗sp∗g∗K f ∗K(E)
∼ --[[[[[[[[
[[[[[
[[[[[
[[[[[
[[[[[∼
oo
∼ 
sp∗g∗sp∗ f ∗K(E)
∼ 
g∗Ksp∗sp∗ f ∗K(E) ∼ //∼oo
∼ 
g∗K f ∗K(E) ∼ // ( f ◦g)∗K(E)
sp∗( f ◦g)∗sp∗(E) sp∗g∗ f ∗sp∗(E)∼oo g∗Ksp∗ f ∗sp∗(E)∼oo g∗K f ∗Ksp∗sp∗(E) ∼ //
∼
OO
∼
oo ( f ◦g)∗Ksp∗sp∗(E).
∼
OO
(2.4.1.4)
Le deuxième carré de droite et le triangle de 2.4.1.4 sont commutatifs par construction (voir 2.4.1.2), tandis
que les deux autres carrés sont fonctoriels. Or, la flèche composée du bas de 2.4.1.4 est l’isomorphisme
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canonique sp∗( f ◦g)∗sp∗(E) ∼−→ ( f ◦g)∗Ksp∗sp∗(E). De plus, par fonctorialité de sp∗sp∗→ Id, le morphisme
composé du haut de 2.4.1.4 correspond au morphisme canonique sp∗sp∗( f ◦g)∗K(E) ∼−→ sp∗( f ◦g)∗sp∗(E).
Il en découle que le contour de 2.4.1.4 est le diagramme canonique ci-dessous
sp∗sp∗( f ◦g)∗K(E) ∼ //
∼ 
( f ◦g)∗K(E)
sp∗( f ◦g)∗sp∗(E) ( f ◦g)∗Ksp∗sp∗(E),
∼
OO
∼
oo
qui est commutatif d’après 2.4.1.2. Le rectangle de gauche de 2.4.1.4 est donc aussi commutatif.
Remarques 2.4.2. Avec les notations de 2.4.1, le diagramme canonique suivant
sp∗sp∗ f !H′,HE sp∗ f ∗Ksp∗(E)[dX ′/X ]∼oo ∼ // f !H′,Hsp∗sp∗(E)
f !H′,H(E)
∼
OO
f !H′,H(E)
∼
OO
est commutatif.
Démonstration. Considérons le diagramme suivant
sp∗ f !H′,H(E) ∼
adj // sp∗sp∗sp∗ f !H′,H(E) sp∗sp∗ f ∗Ksp∗(E)[dX ′/X ]∼oo ∼
adj //
∼ 
f ∗Ksp∗(E)[dX ′/X ]
sp∗ f !H′,H(E) ∼
adj // sp∗ f !H′,Hsp∗sp∗(E) f ∗Ksp∗sp∗sp∗(E)[dX ′/X ],∼oo
∼adj OO
(2.4.2.1)
où le rectangle à gauche est l’image par sp∗ de celui de 2.4.2. Grâce à que 2.4.1.2, le carré est commutatif.
De plus, on dispose du diagramme commutatif :
sp∗ f !H′,H(E)
adj
∼
// sp∗sp∗sp∗ f !H′,H(E)
adj∼ 
sp∗sp∗ f ∗Ksp∗(E)[dX ′/X ]∼oo
adj∼ 
sp∗ f !H′,H(E) sp∗ f !H′,H(E) f ∗Ksp∗(E)[dX ′/X ].∼oo
Il en résulte que l’isomorphisme composé du haut de 2.4.2.1, sp∗ f !H′,H(E)←˜ f ∗Ksp∗(E)[dX ′/X ], est le mor-
phisme canonique. De la même manière, en utilisant le diagramme commutatif suivant
f ∗Ksp∗(E) f ∗Ksp∗sp∗sp∗(E) ∼ //∼
adjoo sp∗ f !H′,Hsp∗sp∗(E)[−dX ′/X ]
f ∗Ksp∗(E) f ∗Ksp∗(E) ∼ //
∼adj
OO
sp∗ f !H′,H(E)[−dX ′/X ],
∼adj OO
on établit que le morphisme f ∗Ksp∗(E)[dX ′/X ] ∼−→ sp∗ f !H′,H(E) de 2.4.2.1 passant par la droite puis en bas est
le morphisme canonique de commutation (construit en 2.4.1). Le diagramme 2.4.2.1 est donc commutatif.
PROPOSITION 2.4.3. Soient f : X′→X un morphisme de V-schémas formels lisses, H1 ⊂H2 deux diviseurs
de X , H ′1 ⊂ H ′2 deux diviseurs de X ′ tels que, pour i = 1, 2, H ′i ⊃ f−10 (Hi). On note, pour i = 1, 2, ji :
X \Hi →֒ X et j′i : X ′ \H ′i →֒ X ′ les immersions ouvertes. Pour tout isocristal E1 sur X \H1 surconvergent
le long de H1, en notant et E1 = sp∗(E1), on dispose des isomorphismes j†2sp∗(E1)
∼
−→ sp∗(†H2)(E1) et
sp∗ j†2(E1) ∼−→ (†H ′2)◦ sp∗(E1). Ceux-ci commutent aux images inverses extraordinaires, i.e., le diagramme
canonique
(†H ′2)sp∗ f ∗K(E1)[dX ′/X ] ∼ // (†H ′2) f !H′1,H1sp∗(E1) ∼ // f
!
H′2,H2
(†H2)sp∗(E1)
sp∗ j′†2 f ∗K(E1)[dX ′/X ] ∼ //
∼
OO
sp∗ f ∗K j†2(E1)[dX ′/X ] ∼ // f !H′2,H2 sp∗ j
†
2(E1),
∼
OO
est commutatif.
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Démonstration. Cela découle de la transitivité de 2.4.1. En effet, les foncteurs de la forme j† (resp. (†T ))
sont aussi des images inverses (resp. des images inverses extraordinaires).
Afin de prouver que les isomorphismes de la forme ε et τ se correspondent via les foncteurs quasi-inverses
sp∗ et sp∗ (voir 2.4.6), nous aurons besoin de quelques compléments à propos de la notion « topologiquement
nilpotent ».
LEMME 2.4.4. Soient f : X → S un morphisme lisse, B une OX -algèbre munie d’une structure compatible de
D
(m)
X/S-module et E un B⊗OX D
(m)
X/S-module. On suppose que p est localement nilpotent sur S, et qu’il existe
sur X un système de coordonnées locales t1, . . . , td . Les conditions suivantes sont équivalentes :
(i) Pour toute section e de E, il existe localement un entier N tel que, pour tout k ∈ Nd tel que |k| > N,
∂<k>e = 0.
(ii) La condition (i) est satisfaite pour tout système de coordonnées locales sur un ouvert de X .
(iii) Il existe un isomorphisme de B⊗OX PX/S,(m)-algèbres
ε : (B⊗OX PX/S,(m))⊗BE
∼
−→ E⊗B(B⊗OX PX/S,(m))
vérifiant la condition de cocycle, et induisant par réduction sur les B⊗OX PnX/S,(m) la m-PD-stratification de
E relative à B (voir [Car05a, 1.1.15]). De plus, cet isomorphisme est alors unique et déterminé, pour toute
section locale e de E, par la relation ε((1⊗1)⊗e)=∑k>0 ∂˜<k>e⊗ τ˜{k}, où τ˜{k}= 1⊗τ{k} et ∂˜<k> := 1⊗∂<k>.
Démonstration. On calque [Ber96a, 2.3.7].
2.4.5. On étend, de manière analogue à la suite de [Ber96a, 2.3.7], les notions de quasi-nilpotence, nilpotence
et topologiquement nilpotence. Soient X un V-schéma formel, H un diviseur de X , nm > m deux entiers et
E un B̂
(nm)
X
(H)⊗̂OX D̂
(m)
X
-module qui soit B̂(nm)
X
(H)-cohérent. Notons Xi la réduction modulo pii+1 de X et
Ei := OXi ⊗OX E. On déduit par complétion de 2.4.4 que les affirmations suivantes sont équivalentes :
(i) Le faisceau E est topologiquement nilpotent ;
(ii) Il existe un isomorphisme de B̂(nm)
X
(H)⊗̂OXPX ,(m)-algèbres
ε̂ : (B̂
(nm)
X
(H)⊗̂OXPX,(m))⊗B̂(nm)
X
(H) E
∼
−→ E⊗
B̂
(nm)
X
(H) (B̂
(nm)
X
(H)⊗̂OXPX,(m))
vérifiant la condition de cocycle, et induisant par réduction sur les B(nm)Xi (H)⊗OXi P
n
Xi,(m) (pour tous entiers i
et n ) la m-PD-stratification de Ei relative à B(nm)Xi (H). De plus, cet isomorphisme est alors unique et satisfait,
au dessus d’un ouvert possédant des coordonnées locales t1, . . . , td et pour toute section locale e de E, la
relation ε̂((1⊗1)⊗ e) = ∑k>0 ∂˜<k>e⊗ τ˜{k}. Cette relation caractérise ε̂.
THÉORÈME 2.4.6. Avec les notations de 2.4.1, pour tout morphisme f ′ : X′ → X tel que f ′0 = f0, les dia-
grammes suivants
sp∗ f ′∗K (E)[dX ′/X ]
sp∗(ε f , f ′ )
∼
//
∼ 
sp∗ f ∗K(E)[dX ′/X ]
∼ 
f ′!H′,Hsp∗(E)
τ f , f ′ ,H′,H
∼
// f !H′,Hsp∗(E),
f ′∗K sp∗(E)[dX ′/X ]
ε f , f ′
∼
//
∼ 
f ∗Ksp∗(E)[dX ′/X ]
∼ 
sp∗ f ′!H′,H(E)
sp∗(τ f , f ′ ,H′,H )
∼
// f !H′,Hsp∗(E),
où les isomorphismes verticaux résultent de 2.4.1 et ceux horizontaux sont construits dans les sections 2.1.10
et de 2.3.1, sont commutatifs.
Démonstration. L’assertion étant locale en X et X′, on se ramène au cas où X = SpfA et X′ = SpfA′ sont
affines et possèdent des coordonnées locales et où H (resp. H ′) est l’ensemble des zéros modulo m d’un
élément g de A (resp. g′ de A′). Nous prenons les notations de [Ber96c, 1.1.8 et 1.2]. Pour tout 1 > λ > |pi|, on
a ainsi Uλ :=]X [X−]H[Xλ= {x∈XK ; |g(x)|> λ}, U ′λ :=]X ′[X′−]H ′[X′ λ= {x′ ∈X′K ; |g′(x′)|> λ} (l’hypothèse
λ > |pi| implique que ceux-ci ne dépendent pas du choix des sections g et g′ définissant H et H ′). Pour tout
m ∈ N, on écrira λm ou µm pour p−1/p
m+1
. On remarque que Γ(X, B̂(m)
X
(H))Q = Γ(Uλm , OXK ).
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Soit m0 suffisamment grand tel qu’il existe un Oλm0 -module cohérent E0, muni d’une connexion inté-
grable ∇0, et un isomorphisme (E, ∇) ∼−→ j†(E0, ∇0). Pour tout m > m0, on note (Em,∇m) la restriction
de (E0,∇0) à Uλm , E0 = sp∗(E0) et E(m) = sp∗(Em), où sp est le composé Uλm ⊂ XK
sp
−→ X induit par le
morphisme de spécialisation.
Notons respectivement p1 et p2 les projections ]X [X2→ XK à gauche et à droite, I l’idéal définissant
l’immersion diagonale XK →֒ X2K , Pn = OX2K/I
n+1 et ε0n : Pn|Uλm0 ⊗OUλm0
E0
∼
−→ E0 ⊗OUλm0
Pn|Uλm0
, les
isomorphismes de la stratification associée à ∇0. Comme la connexion ∇ est surconvergente, d’après [Ber96c,
2.2.6], il existe un voisinage strict V ′ de ]X \H[X2 dans ]X [X2 , contenu dans p−11 (Uλm0 )∩ p
−1
2 (Uλm0 ), tel que ε
soit de la forme ε= j†(ε0), où ε0 : p∗2(Em0)|V ′ ∼−→ p∗1(Em0)|V ′ est un isomorphisme de OV ′-modules, induisant
pour tout n, par réduction modulo In+1, la restriction à V ′∩XK des isomorphismes ε0,n.
Comme f−10 (H)⊂ H ′, il existe des sections a′ et b′ de A′ telles que g′ = a′ f ∗(g)+pib′. Si λ > |pi|, il en
résulte, pour tout x′ ∈U ′λ, que λ 6 | f ∗K(g)(x′)|= |g( fK(x′))|. Ainsi, lorsque λ > |pi|, fK induit le morphisme
U ′λ →Uλ. De même en remplaçant f par f ′.
D’après [Ber96a, 4.4], il existe une suite d’entiers (nm)m∈N telle que nm > max{m, m0} et telle que E(nm)
soit muni d’une structure de B̂(nm)
X
(H)⊗̂D̂(m)
X,Q-module cohérent topologiquement nilpotent. Via [Ber96a,
4.4.7], il existe un B̂(nm)
X
(H)⊗̂D̂(m)
X
-module cohérent
◦
E(nm), cohérent sur B̂(nm)
X
(H) et sans p-torsion, et un
isomorphisme B̂(nm)
X
(H)⊗̂D̂(m)
X,Q-linéaire
◦
E
(nm)
Q
∼
−→ E(nm).
Comme 1 > λnm > ηm > |pi|, [X ]X2 ηm ∩ p−11 (Uλnm ) = [X ]X2 ηm ∩ p
−1
2 (Uλnm ) =: Vηm λnm . Notons h = ( f , f ′) :
X′ → X×SX. Puisque f et f ′ coïncident sur X ′, h∗(τi) ∈ piA′. On en déduit que pour tout x′ ∈ X′K , hK(x′) ∈
[X ]X2 |pi| ⊂ [X ]X2 ηm . Il en découle que le morphisme hK induit la flèche U ′λnm →Vηm λnm , notée abusivement hk,
qui s’insère dans le diagramme commutatif
U ′λnm
fKf ′K 
hK
**UUU
UU
UU
UU
UU
U
Uλnm Vηm λnm .
p1
oo
p2oo
Via [Ber96c, 1.2.2], quitte à augmenter nm, on peut supposer Vηm λnm ⊂ V ′. On note alors εm : p∗2(Enm)
∼
−→
p∗1(Enm) l’isomorphisme ε0|Vηm λnm . Pour tout n, la restriction à Uλnm des réduction modulo I
n+1 des isomor-
phismes εm est ε0n|Uλnm et correspond donc aux isomorphismes de la stratification de Enm induite par ∇nm .
En considérant X2 comme X-schéma via la projection à gauche, notons φ : X2 →X×Âd
V
le morphisme de
X-schémas formels défini par τ1, . . . ,τd . Puisque X possède des coordonnées locales, il résulte du théorème
de fibration fort [Ber96c, 1.3.7] qu’il existe des voisinages stricts V ′ de ]X \H[X2 dans ]X [X2 et V ′′ de ]X \
H[
X×Âd
V
dans ]X [
X×Âd
V
tels que φK induise l’isomorphisme V ′ ∼−→ V ′′. Par construction de φ, φ−1K (Uλnm ×
D(0,ηm+)) = Vηm λnm . De plus, quitte à accroître nm et grâce à [Ber96c, 1.2.2] (et à [Ber96c, 1.2.3.(iii)]
pour la deuxième inclusion), on peut supposer Uλnm ×D(0,ηm+)⊂V ′′ et Vηm λnm ⊂V ′. L’isomorphisme φK :
V ′ ∼−→ V ′′ induit alors le suivant
Vηm λnm
∼
−→ Uλnm ×D(0,ηm
+).
Grâce à [Ber96c, 2.2.12], il en dérive que l’isomorphisme εm est déterminé, pour toute section e de Enm , par
la formule εm(1⊗ e) = ∑k>0 ∂[k]e⊗ τk. En passant à la limite sur m l’isomorphisme h∗K(εm) : f ′∗K (Enm) ∼−→
f ∗K(Enm) (ou en lui appliquant le foncteur j†), on obtient ε f , f ′ .
Notons P̂X,(m)= lim
←− i
PXi (m), P̂X,(m)=Γ(X, P̂X,(m)), P̂′X,(m)= lim←− i
B̂
(nm)
Xi (H)⊗OXi PXi (m) et P̂
′
X,(m)=Γ(X, P̂
′
X,(m)).
Désignons par ˜fi et ˜f ′i les morphismes d’espaces annelés (X ′i ,B(nm)X ′i (H
′))→ (Xi,B
(nm)
Xi (H)) induits par fi et
f ′i , et par δ ˜fi, ˜f ′i : (X ′i ,B
(nm)
X ′i
(H ′))→ ∆˜Xi(m) le morphisme déduit (notations de 2.1.5). En passant à la limite
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inductive, on obtient le morphisme d’espaces annelés δ
˜f , ˜f ′ : (X′, B̂
(nm)
X′
(H ′))→ ∆˜X(m) (où ∆˜X(m) désigne la
limite inductive des ∆˜Xi(m), i.e., l’espace topologique est celui des ∆˜Xi(m) tandis que le faisceau d’anneaux
correspond à la limite projective des faisceaux structuraux des ∆˜Xi(m)) s’inscrivant dans le diagramme com-
mutatif :
(X′, B̂
(nm)
X′
(H ′))
˜f˜f ′ 
δ
˜f , ˜f ′
))SSS
SS
SS
S
(X, B̂
(nm)
X
(H)) ∆˜X(m).
p˜1
oo
p˜2oo
Il dérive de 2.4.5 que la structure de B̂(nm)
X
(H)⊗̂D̂(m)
X
-module topologiquement nilpotent de
◦
E(nm) induit un
isomorphisme ε̂m : p˜∗2(
◦
E(nm))
∼
−→ p˜∗1(
◦
E(nm)). En lui appliquant δ∗
˜f , ˜f ′ , il en découle le suivant : ˜f ′∗(
◦
E(nm))
∼
−→
˜f ∗( ◦E(nm)). En tensorisant par Q, puis en passant à la limite inductive sur m, on obtient (modulo le décalage
[dX ′/X ]) l’isomorphisme τ ˜f , ˜f ′ .
Or, on dispose d’un homomorphisme canonique d’anneaux Γ([X ]X2 ηm , O[X ]X2 ηm ) → PX,(m)Q (voir la
deuxième ligne de la preuve de [Ber90, 3.1.2]). Ce dernier est A⊗V K-linéaire pour les structures droite
et gauche et envoie τi sur τi. Il en résulte un morphisme Γ(Vηm λnm , OVηm λnm )→ PX,(m)Q. Via cette extension,
les εm : p∗2(Enm)
∼
−→ p∗1(Enm) induisent alors (modulo les foncteurs quasi-inverses sp∗ et sp∗) les isomor-
phismes ηm : p∗2(
◦
E(nm))Q
∼
−→ p∗1(
◦
E(nm))Q. Puisque εm(1⊗ e) = ∑k>0 ∂[k]e⊗ τk et que ε̂mQ est caractérisé par
la relation ε̂mQ((1⊗1)⊗e) = ∑k>0 ∂˜<k>e⊗ τ˜{k} (cela découle de 2.4.5), ηm = ε̂mQ. Il en dérive que les deux
isomorphismes f ′∗K (Enm) ∼−→ f ∗K(Enm) et ˜f ′∗(
◦
E(nm))Q
∼
−→ ˜f ∗( ◦E(nm))Q se correspondent (modulo les foncteurs
quasi-inverses sp∗ et sp∗). On conclut en passant à la limite sur m.
2.5 Construction de sp+
D’après une remarque de Berthelot, la procédure de recollement de la section [Car04a, 2] est incorrecte.
Avec les notations de [Car04a, 2], cela vient du fait que les schémas formels de la forme Xα ×PXβ ne sont
pas plats en général. Nous donnerons ici une procédure améliorée et nous vérifierons par la suite avec celle-ci
(voir 4) les résultats de la section [Car04a, 2].
2.5.1. Nous garderons, sauf mention explicite du contraire, les suivantes : on se donne P un V-schéma
formel séparé et lisse, X un sous-schéma fermé k-lisse de P et T un diviseur de P tel que TX := T ∩X soit un
diviseur de X . On note U :=P\T , Y := X \TX et j : Y →֒ X l’immersion ouverte. On fixe de plus (Pα)α∈Λ un
recouvrement d’ouverts de P. On note Pαβ := Pα∩Pβ, Pαβγ := Pα∩Pβ∩Pγ, Xα := X ∩Pα, Xαβ := Xα∩Xβ
et Xαβγ := Xα∩Xβ∩Xγ. De plus, on notera Yα l’ouvert de Xα complémentaire de T , Yαβ := Yα ∩Yβ, Yαβγ :=
Yα ∩Yβ∩Yγ, jα : Yα →֒ Xα, jαβ : Yαβ →֒ Xαβ et jαβγ : Yαβγ →֒ Xαβγ les immersions ouvertes canoniques. On
suppose de plus que pour tout α ∈Λ, Xα est affine (par exemple lorsque le recouvrement (Pα)α∈Λ est affine).
Comme P est séparé, pour tous α,β,γ ∈ Λ, Xαβ et Xαβγ sont donc affines.
Pour tout triplet (α, β, γ) ∈ Λ3, choisissons Xα (resp. Xαβ, Xαβγ) des V-schémas formels lisses relevant
Xα (resp. Xαβ, Xαβγ), pαβ1 : Xαβ →Xα (resp. pαβ2 : Xαβ →Xβ) des relèvements de Xαβ → Xα (resp. Xαβ → Xβ).
Rappelons que grâce à Elkik ([Elk73] de tels relèvements existent bien.
De même, pour tout triplet (α, β, γ) ∈ Λ3, on choisit des relèvements pαβγ12 : Xαβγ → Xαβ, pαβγ23 : Xαβγ →
Xβγ, pαβγ13 : Xαβγ → Xαγ, p
αβγ
1 : Xαβγ → Xα, p
αβγ
2 : Xαβγ → Xβ, p
αβγ
3 : Xαβγ → Xγ, uα : Xα →֒ Pα, uαβ :
Xαβ →֒ Pαβ et uαβγ : Xαβγ →֒ Pαβγ induisant les morphismes canoniques au niveau des fibres spéciales. Sauf
mention du contraire, tous ces relèvements seront supposés fixés par la suite.
Via les isomorphismes de la forme τ (2.1.10), on remarque que l’on dispose des diagrammes commutatifs
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de foncteurs suivants
pαβγ!1
τ
∼
// pαβγ!12 ◦ p
αβ!
1
τ∼ 
pαβγ!1
τ
∼
// pαβγ!13 ◦ p
αγ!
1 ,
pαβγ!2
τ
∼
// pαβγ!12 ◦ p
αβ!
2
τ∼ 
pαβγ!2
τ
∼
// pαβγ!23 ◦ p
βγ!
1 ,
pαβγ!3
τ
∼
// pαβγ!13 ◦ p
αγ!
2
τ∼ 
pαβγ!3
τ
∼
// pαβγ!23 ◦ p
βγ!
2 .
(2.5.1.1)
DÉFINITION 2.5.2. Pour tout α ∈ Λ, donnons-nous Eα, un D†Xα(
†T ∩Xα)Q-module cohérent. On appelle
donnée de recollement sur (Eα)α∈Λ, la donnée pour tous α, β ∈ Λ, d’un isomorphisme D†Xαβ(†T ∩Xαβ)Q-
linéaire θαβ : pαβ!2 (Eβ)
∼
−→ pαβ!1 (Eα), ceux-ci vérifiant la condition de cocycle : θ
αβγ
13 = θ
αβγ
12 ◦θ
αβγ
23 , où θ
αβγ
12 ,
θαβγ23 et θ
αβγ
13 sont définis par les diagrammes commutatifs
pαβγ!12 p
αβ!
2 (Eβ)
τ
∼
//
pαβγ!12 (θαβ)∼ 
pαβγ!2 (Eβ)
θαβγ12
pαβγ!12 p
αβ!
1 (Eα)
τ
∼
// pαβγ!1 (Eα),
pαβγ!23 p
βγ!
2 (Eγ)
τ
∼
//
pαβγ!23 (θβγ)∼ 
pαβγ!3 (Eγ)
θαβγ23
pαβγ!23 p
βγ!
1 (Eβ)
τ
∼
// pαβγ!2 (Eβ),
pαβγ!13 p
αγ!
2 (Eγ)
τ
∼
//
pαβγ!13 (θαγ)∼ 
pαβγ!3 (Eγ)
θαβγ13
pαβγ!13 p
αγ!
1 (Eα)
τ
∼
// pαβγ!1 (Eα).
(2.5.2.1)
On construit la catégorie Coh(X , (Pα)α∈Λ, T ) de la manière suivante :
- un objet est une famille (Eα)α∈Λ de D†Xα(†T ∩Xα)Q-modules cohérents, Eα, munie d’une donnée de
recollement (θαβ)α,β∈Λ,
- un morphisme ((Eα)α∈Λ, (θαβ)α,β∈Λ) → ((E′α)α∈Λ, (θ′αβ)α,β∈Λ) est une famille de morphismes fα :
Eα → E
′
α commutant aux données de recollement, i.e., telle que le diagramme suivant soit commutatif :
pαβ!2 (Eβ)
pαβ!2 ( fβ)
θαβ
∼
// pαβ!1 (Eα)
pαβ!1 ( fα)
pαβ!2 (E′β)
θ′αβ
∼
// pαβ!1 (E′α).
(2.5.2.2)
Lorsque T est vide, on omettra comme d’habitude de l’indiquer.
Remarques 2.5.3. Pour tous α,β ∈ Λ, soient fα : Eα → E′α un morphisme de D†Xα(†T ∩Xα)Q-modules co-
hérents, θαβ : p
αβ!
2 (Eβ)
∼
−→ pαβ!1 (Eα) et θ′αβ : p
αβ!
2 (E
′β)
∼
−→ pαβ!1 (E′α) des isomorphismes D
†
Xαβ(
†T ∩Xαβ)Q-
linéaires. On suppose en outre que les morphismes fα et les isomorphismes θαβ et θ′αβ induisent le diagramme
commutatif 2.5.2.2.
Alors, les isomorphismes θαβ satisfont à la condition de cocycle si et seulement s’il en est de même des
isomorphismes θ′αβ. En effet, en transformant, via 2.5.2.2, les carrés 2.5.2.1 en trois cubes commutatifs, on
obtient les trois carrés commutatifs suivants :
pαβγ!2 (Eβ)
θαβγ12∼ 
pαβγ!2 ( fβ) // pαβγ!2 (E′β)
θ′αβγ12∼ 
pαβγ!1 (Eα)
pαβγ!1 ( fα) // pαβγ!1 (E′α),
pαβγ!3 (Eγ)
θαβγ23∼ 
pαβγ!3 ( fγ) // pαβγ!3 (E′γ)
θ′αβγ23∼ 
pαβγ!2 (Eβ)
pαβγ!2 ( fβ) // pαβγ!2 (E′β),
pαβγ!3 (Eγ)
θαβγ13∼ 
pαβγ!3 ( fγ) // pαβγ!3 (E′γ)
θ′αβγ13∼ 
pαβγ!1 (Eα)
pαβγ!1 ( fα) // pαβγ!1 (E′α).
PROPOSITION 2.5.4. En notant Coh(X , P, T ), la catégorie des D†
P
(†T )Q-modules cohérents à support dans
X , on dispose d’une équivalence de catégories entre Coh(X , P, T ) et Coh(X , (Pα)α∈Λ, T ).
Démonstration. Construisons d’abord le foncteur canonique Loc : Coh(X , P, T )→ Coh(X , (Pα)α∈Λ, T ).
Pour tout D†
P,Q(
†T )-module cohérent E à support dans X , on définit l’isomorphisme θαβ : pαβ!2 u!β(E|Pβ)
∼
−→
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pαβ!1 u!α(E|Pα), comme étant l’unique flèche rendant commutatif le diagramme suivant
pαβ!2 u!β(E|Pβ)
τ
∼
//
θαβ
u!αβ((E|Pβ)|Pαβ)
pαβ!1 u!α(E|Pα)
τ
∼
// u!αβ((E|Pα)|Pαβ).
(2.5.4.1)
Via l’isomorphisme τ : pαβγ!12 u!αβ((E|Pα)|Pαβ)
∼
−→ u!αβγ((E|Pβ)|Pαβγ), en appliquant le foncteur p
αβγ!
12 au carré
2.5.4.1 et avec 2.5.2.1, on obtient le diagramme commutatif :
pαβγ!2 (u!β(E|Pβ))
θαβγ12∼ 
τ
∼
// u!αβγ((E|Pβ)|Pαβγ)
pαβγ!1 (u!α(E|Pα))
τ
∼
// u!αβγ((E|Pα)|Pαβγ),
où les isomorphismes horizontaux sont de la forme τ, grâce à la formule de transitivité et à la commutation
aux images inverses extraordinaires des isomorphismes de la forme τ (2.1.10). De même, on construit les
deux autres diagrammes analogues. Avec ces trois diagrammes, on vérifie que Loc(E) :=((u!α(E|Pα))α∈Λ, (θαβ)α,β∈Λ)
satisfait à la condition de cocycle et est ainsi un objet de Coh(X , (Pα)α∈Λ, T ).
En outre, si f : E→ E′ est un morphisme de D†
P
(†T )Q-modules cohérents à support dans X , alors, par
fonctorialité en E de 2.5.4.1 (on transforme le carré 2.5.4.1 en cube), la famille (u!α( f |Pα))α∈Λ commute aux
données de recollement.
Construisons à présent un foncteur quasi-inverse canonique Recol : Coh(X , (Pα)α∈Λ, T )→Coh(X , P, T ).
Soit (Eα)α∈Λ une famille de D†Xα,Q(
†T ∩Xα)-modules cohérents munie d’une donnée de recollement
(θαβ)α,β∈Λ. Prouvons que la famille (uα+(Eα))α∈Λ se recolle en un D†P,Q(†T )-module cohérent à support
dans X .
Pour cela, notons φαβ1 (resp. φαβ2 ) le morphisme d’adjonction (voir 2.2.2) du carré de gauche (resp. de
droite)
Pαβ // Pα
Xαβ
pαβ1 //
uαβ
OO
Xα,
uα
OO
Pαβ // Pβ
Xαβ
pαβ2 //
uαβ
OO
Xβ.
uβ
OO
(2.5.4.2)
On construit pour tous α,β ∈ Λ un isomorphisme ταβ : (uβ+(Eβ))|Pαβ ∼−→ (uα+(Eα))|Pαβ comme étant
l’unique morphisme rendant commutatif le diagramme suivant
uαβ+ ◦ pαβ!1 (Eα)
φαβ1 (Eα)
∼
// (uα+(Eα))|Pαβ
uαβ+ ◦ p
αβ!
2 (Eβ)
φαβ2 (Eβ)
∼
//
uαβ+(θαβ) ∼
OO
(uβ+(Eβ))|Pαβ .
ταβ
OO
(2.5.4.3)
Il reste maintenant à établir que les isomorphismes ταβ vérifient la condition de recollement. À cette fin,
notons φαβγ12 (resp. φαβγ23 et φαβγ13 ) le morphisme d’adjonction (toujours 2.2.2) du carré de gauche (resp. du
centre et de droite) suivant
Pαβγ // Pαβ
Xαβγ
pαβγ12 //
uαβγ
OO
Xαβ,
uαβ
OO
Pαβγ // Pβγ
Xαβγ
pαβγ23 //
uαβγ
OO
Xβγ,
uβγ
OO
Pαβγ // Pαγ
Xαβγ
pαβγ13 //
uαβγ
OO
Xαγ,
uαγ
OO
(2.5.4.4)
et φαβγ1 (resp. φαβγ2 et φαβγ3 ) celui du diagramme de gauche (resp. du centre et de droite) :
Pαβγ // Pα
Xαβγ
pαβγ1 //
uαβγ
OO
Xα,
uα
OO
Pαβγ // Pβ
Xαβγ
pαβγ2 //
uαβγ
OO
Xβ,
uβ
OO
Pαβγ // Pγ
Xαβγ
pαβγ3 //
uαβγ
OO
Xγ.
uγ
OO
(2.5.4.5)
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Considérons le diagramme commutatif suivant
uαβγ+pαβγ!1 (Eα)
uαβγ+(τ)
∼
// uαβγ+ ◦ pαβγ!12 (p
αβ!
1 (Eα))
φαβγ12 (pαβ!1 (Eα))
∼
// uαβ+(pαβ!1 (Eα))|Pαβγ
uαβγ+pαβγ!2 (Eβ)
uαβγ+(θαβγ12 ) ∼
OO
uαβγ+(τ)
∼
// uαβγ+ ◦ pαβγ!12 (p
αβ!
2 (Eβ))
φαβγ12 (pαβ!2 (Eβ))
∼
//
uαβγ+◦pαβγ!12 (θαβ) ∼
OO
uαβ+(pαβ!2 (Eβ))|Pαβγ .
uαβ+(θαβ)|Pαβγ∼
OO
(2.5.4.6)
Grâce à 2.2.2.i) et 2.2.2.ii), on obtient alors
(φαβ1 (Eα)|Pαβγ)◦φαβγ12 (pαβ!1 (Eα))◦uαβγ+(τ) = φαβγ1 (Eα), (2.5.4.7)
(φαβ2 (Eβ)|Pαβγ)◦φαβγ12 (pαβ!2 (Eβ))◦uαβγ+(τ) = φαβγ2 (Eβ), (2.5.4.8)
(φβγ1 (Eβ)|Pαβγ)◦φαβγ23 (pβγ!1 (Eβ))◦uαβγ+(τ) = φαβγ2 (Eβ), (2.5.4.9)
(φβγ2 (Eγ)|Pαβγ)◦φαβγ23 (pβγ!2 (Eγ))◦uαβγ+(τ) = φαβγ3 (Eγ), (2.5.4.10)
(φαγ1 (Eα)|Pαβγ)◦φαβγ13 (pαγ!1 (Eα))◦uαβγ+(τ) = φαβγ1 (Eα), (2.5.4.11)
(φαγ2 (Eγ)|Pαβγ)◦φαβγ13 (pαγ!2 (Eγ))◦uαβγ+(τ) = φαβγ3 (Eγ). (2.5.4.12)
En composant 2.5.4.3 restreint à Pαβγ et 2.5.4.6, via les égalités 2.5.4.7 et 2.5.4.8, on obtient le carré
commutatif :
uαβγ+p
αβγ!
1 (Eα)
φαβγ1 (Eα)
∼
// (uα+(Eα))|Pαβγ
uαβγ+pαβγ!2 (Eβ)
φαβγ2 (Eβ)
∼
//
uαβγ+(θαβγ12 ) ∼
OO
(uβ+(Eβ))|Pαβγ .
ταβ|Pαβγ∼
OO
(2.5.4.13)
De façon analogue, en utilisant 2.5.4.9 et 2.5.4.10 (resp. 2.5.4.11 et 2.5.4.12) on obtient les diagrammes
commutatifs suivants :
uαβγ+ ◦ p
αβγ!
2 (Eβ)
φαβγ2 (Eβ)
∼
// (uβ+(Eβ))|Pαβγ
uαβγ+ ◦ pαβγ!3 (Eγ)
φαβγ3 (Eγ)
∼
//
uαβγ+(θαβγ23 ) ∼
OO
(uγ+(Eγ))|Pαβγ ,
τβγ|Pαβγ∼
OO
uαβγ+ ◦ p
αβγ!
1 (Eα)
φαβγ1 (Eα)
∼
// (uα+(Eα))|Pαβγ
uαβγ+ ◦ pαβγ!3 (Eγ)
φαβγ3 (Eγ)
∼
//
uαβγ+(θαβγ13 ) ∼
OO
(uγ+(Eγ))|Pαβγ .
ταγ|Pαβγ∼
OO
(2.5.4.14)
De ces trois derniers diagrammes, comme le foncteur uαβγ+ est (pleinement) fidèle (pour les modules co-
hérents), il en dérive que les isomorphismes θαβ vérifient la condition de cocycle si et seulement si les
isomorphismes ταβ se recollent.
Soit f =( fα)α∈Λ : ((Eα)α∈Λ,(θαβ)α,β∈Λ)→ ((E′α)α∈Λ,(θ′αβ)α,β∈Λ), un morphisme de Coh(X , (Pα)α∈Λ, T ).
On lui associe la famille Recol( f ) : (uα+( fα))α∈Λ. En notant ταβ (resp. τ′αβ) l’isomorphisme rendant com-
mutatif 2.5.4.3 pour θαβ (resp. θ′αβ), on obtient le cube
uαβ+ ◦ p
αβ!
1 (E
′
α)
φαβ1 (E′α) // (uα+(E′α))|Pαβ
uαβ+ ◦ pαβ!1 (Eα)
φαβ1 (Eα) //
uαβ+◦pαβ!1 ( fα) 33ffffffffffff
(uα+(Eα))|Pαβ
(uα+( fα))|Pαβ
33gggggggggggg
uαβ+ ◦ p
αβ!
2 (E
′β)
uαβ+(θ′αβ)
OO
φαβ2 (E′β)
// (uβ+(E′β))|Pαβ
τ′αβ
OO
uαβ+ ◦ p
αβ!
2 (Eβ) φαβ2 (Eβ)
//
uαβ+(θαβ)
OO
uαβ+◦pαβ!2 ( fβ) 33ffffffffffff
(uβ+(Eβ))|Pαβ ,
ταβ
OO
(uβ+( fβ))|Pαβ
33gggggggggggg
(2.5.4.15)
dont les carrés de devant, de derrière, du bas et du haut sont commutatifs par fonctorialité ou grâce à 2.5.4.3.
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Comme celui de gauche l’est (via 2.5.2.2), il en résulte qu’il en est de même du carré de droite. Les mor-
phismes uα+( fα) se recollent donc.
On a donc construit le foncteur Recol. Prouvons maintenant que celui-ci est quasi-inverse de Loc. Soit
((Eα)α∈Λ,(θαβ)α,β∈Λ) un objet de Coh(X , (Pα)α∈Λ, T ). Dans un premier temps, il s’agit d’établir un iso-
morphisme fonctoriel Loc◦Recol((Eα)α∈Λ,(θαβ)α,β∈Λ)
∼
−→ ((Eα)α∈Λ,(θαβ)α,β∈Λ).
Notons E := Recol((Eα)α∈Λ,(θαβ)α,β∈Λ), Loc(E) = ((u!α(E|Pα))α∈Λ,(θ′′αβ)α,β∈Λ) et τα : uα+(Eα)
∼
−→
E|Pα les isomorphismes canoniques vérifiant ταβ = τ−1α |Pαβ ◦ τβ|Pαβ , où ταβ a été défini via 2.5.4.3. Consid-
érons le diagramme suivant
pαβ!1 ◦u!α(E|Pα)
τ // u!αβ((E|Pα)|Pαβ)
pαβ!1 ◦u!α(uα+(Eα))
τ //
pαβ!1 ◦u!α(τα) 33gggggggggg
u!αβ(uα+(Eα)|Pαβ)
u!αβ(τα|Pαβ )
33ggggggggg
pαβ!2 ◦u!β(E|Pβ)
τ //
θ′′αβ
OO
u!αβ((E|Pβ)|Pαβ)
pαβ!2 ◦u!β(uβ+(Eβ))
τ //
pαβ!2 ◦u!β(τβ) 33gggggggggg
θ′αβ
OO
u!αβ(uβ+(Eβ)|Pαβ),
u!αβ(τβ|Pαβ )
33gggggggggg
u!αβ(ταβ)
OO
(2.5.4.16)
où la flèche θ′αβ est par définition celle rendant commutatif le carré de devant. Les carrés du fond et de
droite sont commutatifs par définition et ceux du haut et du bas le sont par fonctorialité. Grâce la remarque
2.5.3, on en déduit que les isomorphismes θ′αβ vérifie la condition de cocycle et on se ramène à prouver que
l’isomorphisme d’adjonction Eα ∼−→ u!α ◦uα+(Eα) est compatible aux données de recollement respectives,
i.e., que le carré de gauche suivant
pαβ!1 (Eα)
adjuα
∼
// pαβ!1 ◦u!α ◦uα+(Eα)
τ
∼
// u!αβ(uα+(Eα)|Pαβ)
pαβ!2 (Eβ)
adjuβ
∼
//
θαβ ∼
OO
pαβ!2 ◦u!β ◦uβ+(Eβ)
τ
∼
//
θ′αβ ∼
OO
u!αβ(uβ+(Eβ)|Pαβ)
u!αβ(ταβ) ∼
OO
(2.5.4.17)
est commutatif. Or, en appliquant le foncteur uαβ+ au diagramme 2.5.4.17 et en composant avec le dia-
gramme commutatif
uαβ+u!αβ(uα+(Eα)|Pαβ)
adjuαβ
∼
// uα+(Eα)|Pαβ
uαβ+u!αβ(uβ+(Eβ)|Pαβ)
uαβ+u!αβ(ταβ) ∼
OO
adjuαβ
∼
// uβ+(Eβ)|Pαβ ,
ταβ ∼
OO
on obtient 2.5.4.3 (par construction de la flèche d’adjonction de la proposition 2.2.2), qui est commutatif. Le
foncteur uαβ+ étant fidèle, on démontre ainsi la commutativité du contour de 2.5.4.17. Puisque le carré de
droite de 2.5.4.17 est commutatif (il correspond au carré de devant de 2.5.4.16), il en découle celle du carré
gauche.
Réciproquement, si E est un D†
P
(†T )Q-module cohérent à support dans X , vérifions que l’on dispose
d’un isomorphisme Recol ◦Loc(E) ∼−→ E fonctoriel en E. Notons (θαβ)αβ∈Λ, la donnée de recollement de
(u!α(E|Pα))α∈Λ définie dans 2.5.4.1 et (ταβ)αβ∈Λ, la donnée de recollement de (uα+u!α(E|Pα))α∈Λ déduite de
celle de (u!α(E|Pα))α∈Λ via 2.5.4.3. Prouvons maintenant que les isomorphismes d’adjonction uα+u!α(E|Pα)→
E|Pα sont compatibles aux données de recollement respectives, i.e., que le carré de droite suivant (la com-
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mutativité des deux autres est tautologique)
uαβ+ ◦u!αβ(E|Pαβ)
uαβ+(τ)
∼
// uαβ+ ◦ pαβ!1 (u!α(E|Pα))
φαβ1 (u!α(E|Pα ))
∼
// (uα+u
!
α(E|Pα))|Pαβ
adjuα |Pαβ
∼
// E|Pαβ
uαβ+ ◦u!αβ(E|Pαβ)
uαβ+(τ)
∼
// uαβ+ ◦ p
αβ!
2 (u
!
β(E|Pβ))
φαβ2 (u!β(E|Pβ ))
∼
//
uαβ+θαβ ∼
OO
(uβ+u!β(E|Pβ))|Pαβ
adjuβ |Pαβ
∼
//
ταβ ∼
OO
E|Pαβ
(2.5.4.18)
est commutatif. Or, on dispose du diagramme commutatif suivant :
uαβ+p
αβ!
1 u
!
α(E|Pα)
adjuα
∼
// uαβ+p
αβ!
1 u
!
αuα+u
!
α(E|Pα)
uαβ+τ
∼
//
adjuα∼ 
uαβ+u!αβ(uα+u!α(E|Pα))|Pαβ
adjuα∼ 
adjuαβ
∼
// uα+u
!
α(E|Pα)|Pαβ
adjuα∼ 
uαβ+pαβ!1 u!α(E|Pα) uαβ+p
αβ!
1 u
!
α(E|Pα)
uαβ+τ
∼
// uαβ+u!αβ(E|Pαβ)
adjuαβ
∼
// E|Pαβ .
(2.5.4.19)
En effet, les deux carrés de droite de 2.5.4.19 sont commutatifs par fonctorialité, tandis que celui de gauche
l’est pour les mêmes raisons que celle du deuxième carré de gauche de la troisième ligne de 2.2.2.1. Or,
le morphisme φαβ1 (u!α(E|Pα)) est, par construction (voir la preuve de 2.2.2), égal au morphisme composé
horizontal du haut de 2.5.4.19. Via la commutativité du diagramme 2.5.4.19, il en découle que le morphisme
composé horizontal du haut de 2.5.4.18 est le morphisme d’adjonction uαβ+u!αβ(E|Pαβ)→ E|Pαβ . De même,
on vérifie que morphisme composé horizontal du bas de 2.5.4.18 est égal au morphisme d’adjonction par
uαβ.
Remarques 2.5.5. Nous avons en fait prouvé mieux que 2.5.4 : nous avons construit un foncteur canonique
Recol quasi-inverse du foncteur canonique Loc : Coh(X , P, T )→ Coh(X , (Pα)α∈Λ, T ). Cela correspond
à une extension de l’analogue p-adique de Berthelot du théorème de Kashiwara (voir [Ber02, 5.3.3]) qui
correspond au cas où X →֒ P se relève en un morphisme u : X →֒ P de V-schémas formels lisses. Le foncteur
Loc (resp. Recol) étend d’une certaine manière u! (resp. u+).
DÉFINITION 2.5.6. On définit la catégorie Isoc†(Y, X , (Pα)α∈Λ/K) de la manière suivante : les objets sont
les familles (Eα)α∈Λ, de j†αOXαK-modules cohérents Eα possédant une connexion intégrable surconvergente,
ces familles étant munies d’une donnée de recollement, i.e., d’isomorphismes, ηαβ : pαβ!2K (Eβ)
∼
−→ pαβ!1K (Eα),
j†αβDXαβK -linéaires et vérifiant la condition de cocycle : η
αβγ
13 = η
αβγ
12 ◦η
αβγ
23 , où η
αβγ
12 , η
αβγ
23 et η
αβγ
13 sont définis
par les diagrammes commutatifs
pαβγ!12K p
αβ!
2K (Eβ)
ε
∼
//
pαβγ!12K (ηαβ)∼ 
pαβγ!2K (Eβ)
ηαβγ12
pαβγ!12K p
αβ!
1K (Eα)
ε
∼
// pαβγ!1K (Eα),
pαβγ!23K p
βγ!
2K (Eγ)
ε
∼
//
pαβγ!23K (ηβγ)∼ 
pαβγ!3K (Eγ)
ηαβγ23
pαβγ!23K p
βγ!
1K (Eβ)
ε
∼
// pαβγ!2K (Eβ),
pαβγ!13K p
αγ!
2K (Eγ)
ε
∼
//
pαβγ!13K (ηαγ)∼ 
pαβγ!3K (Eγ)
ηαβγ13
pαβγ!13K p
αγ!
1K (Eα)
ε
∼
// pαβγ!1K (Eα).
(2.5.6.1)
Les morphismes f = ( fα)α∈Λ : ((Eα)α∈Λ, (ηαβ)α,β∈Λ)→ ((E ′α)α∈Λ, (η′αβ)α,β∈Λ) sont les familles de mor-
phismes fα : Eα → E ′α commutant aux données de recollement.
On remarque enfin que, comme p1K est une immersion ouverte, les foncteurs pαβ!1K et p
αβ∗
1K sont égaux. De
même, pour pαβ2K , p
αβγ
12K , p
αβγ
23K et p
αβγ
13K . De plus, lorsque Λ est réduit à un élément, Isoc
†(Y, X , P/K) est égale
à la catégorie des isocristaux sur Y surconvergent le long de T ∩X , habituellement noté Isoc†(Y, X/K).
PROPOSITION 2.5.7. Il existe un foncteur canonique Loc : Isoc†(Y, X/K)→ Isoc†(Y, X , (Pα)α∈Λ/K) in-
duisant une équivalence de catégorie.
Démonstration. On associe à chaque j†O]X [P -module cohérent, E , muni d’une connexion intégrable surcon-
vergente, la famille (u∗αK(E|]Xα[Pα ))α∈Λ, où u
∗
αK est l’image inverse correspondant au diagramme commutatif
suivant (voir les notations de 2.3.1) :
Yα // Xα // Pα
Yα // Xα // Xα.
uα
OO
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De manière analogue au début de la preuve de 2.5.4 (on remplace τ par ε), cette famille est munie d’une
structure canonique de donnée de recollement. De même, si f : E → E ′ est un morphisme de Isoc†(Y, X/K),
la famille de morphismes (u∗αK( f |]Xα [Pα ))α∈Λ commute aux données de recollement. On a ainsi construit un
foncteur Loc : Isoc†(Y, X/K)→ Isoc†(Y, X , (Pα)α∈Λ/K).
Grâce à [Ber96c, 2.3.1] (qui implique que les foncteurs u∗αK et u∗αβK sont pleinement fidèles pour les
isocristaux surconvergents) on vérifie que ce foncteur est pleinement fidèle.
Prouvons à présent son essentielle surjectivité. Soit ((Eα)α∈Λ, (ηαβ)α,β∈Λ) ∈ Isoc†(Y, X , (Pα)α∈Λ/K).
D’après [Ber96c, 2.3.1], il existe un j†αO]Xα[Pα -module cohérent E ′α et un isomorphisme ια : u∗αK(E ′α)
∼
−→
Eα. Il existe alors un unique isomorphisme τ′αβ : E ′β|]Xαβ[Pαβ
∼
−→ E ′α|]Xαβ [Pαβ s’inscrivant dans le diagramme
commutatif :
u∗αβK(E ′β|]Xαβ[Pαβ )
ε
∼
//
u∗αβK (τ′αβ)
pαβ∗2K u∗βK(E ′β)
pαβ∗2K (ιβ)
∼
// pαβ∗2K (Eβ)
ηαβ∼ 
u∗αβK(E ′α|]Xαβ[Pαβ )
ε
∼
// pαβ∗1K u∗αK(E ′α)
pαβ∗1K (ια)
∼
// pαβ∗1K (Eα).
(2.5.7.1)
Vérifions à présent que les isomorphismes τ′αβ se recollent. Considérons le diagramme commutatif suivant
u∗αβγK(E ′β|]Xαβγ [Pαβγ )
ε
∼
//
u∗αβγK (τ′αβ|]Xαβγ [Pαβγ
)∼ 
pαβγ∗12K u∗αβK(E ′β|]Xαβ [Pαβ )
ε
∼
//
pαβγ∗12K u∗αβK (τ′αβ)∼ 
pαβγ∗12K p
αβ∗
2K u
∗βK(E ′β)
ιβ
∼
// pαβγ∗12K p
αβ∗
2K (Eβ)
pαβγ∗12K (ηαβ)∼ 
ε
∼
// pαβγ∗2K (Eβ),
ηαβγ12∼ 
u∗αβγK(E ′α|]Xαβγ[Pαβγ )
ε
∼
// pαβγ∗12K u∗αβK(E ′α|]Xαβ[Pαβ )
ε
∼
// pαβγ∗12K p
αβ∗
1K u
∗
αK(E ′α)
ια
∼
// pαβγ∗12K p
αβ∗
1K (Eα)
ε
∼
// pαβγ∗1K (Eα),
(2.5.7.2)
où le rectangle du milieu se déduit de 2.5.7.1 par application du foncteur pαβγ∗12K . On remarque que la flèche
composée du bas de 2.5.7.2 est indépendant du chemin suivi, i.e., le diagramme suivant est commutatif :
u∗αβγK(E ′α|]Xαβγ [Pαβγ )
ε
∼
// pαβγ∗12K u∗αβK(E ′α|]Xαβ [Pαβ )
ε
∼
// pαβγ∗12K p
αβ∗
1K u
∗
αK(E ′α)
ια
∼
// pαβγ∗12K p
αβ∗
1K (Eα)
ε
∼
// pαβγ∗1K (Eα)
u∗αβγK(E ′α|]Xαβγ [Pαβγ )
ε
∼
// pαβγ∗13K u∗αγK(E ′α|]Xαγ [Pαγ )
ε
∼
//
ε ∼
OO
pαβγ∗13K p
αγ∗
1K u
∗
αK(E ′α)
ια
∼
//
ε ∼
OO
pαβγ∗13K p
αγ∗
1K (Eα)
ε
∼
//
ε ∼
OO
pαβγ∗1K (Eα).
De même pour la flèche du haut de 2.5.7.2. En écrivant les deux autres diagrammes analogues à 2.5.7.2,
on établit que la famille (E ′α)α∈Λ se recolle en un j†O]Xα[Pα -module cohérent E ′, muni d’une connexion
intégrable surconvergente. En outre, les isomorphismes ια induisent Loc(E ′)
∼
−→ ((Eα)α∈Λ, (ηαβ)α,β∈Λ).
DÉFINITION 2.5.8. Avec les notations de 2.5.7, soient ((Eα)α∈Λ, (ηαβ)α,β∈Λ) ∈ Isoc†(Y, X , (Pα)α∈Λ/K)
et E ∈ Isoc†(Y, X/K). On dira que ((Eα)α∈Λ, (ηαβ)α,β∈Λ) se recolle en E , s’il existe un isomorphisme
Loc(E) ∼−→ ((Eα)α∈Λ, (ηαβ)α,β∈Λ).
PROPOSITION 2.5.9. Les foncteurs sp∗ et sp∗ induisent des équivalences quasi-inverses entre la catégorie
Isoc†(Y, X , (Pα)α∈Λ/K) et la sous-catégorie pleine de Coh(X , (Pα)α∈Λ, T ) des objets ((Eα)α∈Λ, (θαβ)α,β∈Λ)
tels que, pour tout α ∈ Λ, Eα soit OXα,Q(†T ∩Xα)-cohérent.
Démonstration. i) Construisons d’abord le foncteur sp∗ : Isoc†(Y, X , (Pα)α∈Λ/K)→ Coh(X , (Pα)α∈Λ, T ).
Si ((Eα)α∈Λ, (ηαβ)α,β∈Λ) est un objet de Isoc†(Y, X , (Pα)α∈Λ/K), démontrons alors que ((sp∗Eα)α∈Λ, (θαβ)α,β∈Λ),
où θαβ est l’unique morphisme rendant commutatif le diagramme suivant
sp∗p
αβ!
1K (Eα) ∼
// pαβ!1 sp∗(Eα)
sp∗p
αβ!
2K (Eβ) ∼ //
sp∗ηαβ ∼
OO
pαβ!2 sp∗(Eβ)
θαβ
OO
(2.5.9.1)
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dont les isomorphismes horizontaux découlent de 2.4.1, est un objet de Coh(X , (Pα)α∈Λ, T ), i.e., que les
isomorphismes θαβ vérifient la condition de cocycle. Considérons le diagramme commutatif suivant :
sp∗p
αβγ!
1K (Eα)
sp∗(ε)
∼
// sp∗p
αβγ∗
12K p
αβ∗
1K (Eα) ∼
// pαβγ!12 sp∗p
αβ∗
1K (Eα) ∼
// pαβγ!12 p
αβ!
1 sp∗(Eα)
τ
∼
// pαβγ!1 (sp∗(Eα))
sp∗p
αβγ!
2K (Eβ)
sp∗(ε)
∼
//
sp∗(η
αβγ
12 ) ∼
OO
sp∗p
αβγ∗
12K p
αβ∗
2K (Eβ) ∼ //
sp∗p
αβγ∗
12K (ηαβ) ∼
OO
pαβγ!12 sp∗p
αβ∗
2K (Eβ) ∼ //
pαβγ!12 sp∗(ηαβ) ∼
OO
pαβγ!12 p
αβ!
2 sp∗(Eβ)
pαβγ!12 (θαβ) ∼
OO
τ
∼
// pαβγ!2 (sp∗(Eβ)).
θαβγ12 ∼
OO
(2.5.9.2)
Or, il découle de 2.4.1 et de 2.4.6 que le morphisme composé du haut (resp. du bas) de 2.5.9.2 est l’isomor-
phisme canonique sp∗(p
αβγ
1K )
∗(Eα)
∼
−→ pαβγ!1 sp∗(Eα) (resp. sp∗(pαβγ2K )∗(Eβ)
∼
−→ pαβγ!2 sp∗(Eβ)). En écrivant
les deux autres diagrammes analogues, on conclut que la condition de cocycle est validée.
En outre, si f = ( fα)α∈Λ : ((Eα)α∈Λ, (ηαβ)α,β∈Λ)→ ((E ′α)α∈Λ, (η′αβ)α,β∈Λ) est un morphisme de la caté-
gorie Isoc†(Y, X , (Pα)α∈Λ/K), on vérifie, par fonctorialité de 2.5.9.1, que la famille sp∗( f ) := (sp∗( fα))α∈Λ
commute aux données de recollement.
ii) Réciproquement, on construit un foncteur, noté sp∗, de la manière suivante : soit ((Eα)α∈Λ, (θαβ)α,β∈Λ)
est un objet de Coh(X , (Pα)α∈Λ, T ) tel que Eα soit OXα,Q(†T ∩Xα)-cohérent. En notant ηαβ l’unique mor-
phisme rendant commutatif le diagramme suivant
sp∗pαβ!1 (Eα) p
αβ∗
1K sp∗(Eα)∼
oo
sp∗pαβ!2 (Eβ)
sp∗θαβ ∼
OO
pαβ∗2K sp∗(Eβ),
ηαβ
OO
∼
oo
(2.5.9.3)
on pose sp∗((Eα)α∈Λ, (θαβ)α,β∈Λ) := ((sp∗Eα)α∈Λ, (ηαβ)α,β∈Λ). De manière analogue à l’étape i) (en util-
isant 2.4.1 et 2.4.6), on établit que ((sp∗Eα)α∈Λ, (ηαβ)α,β∈Λ) ∈ Isoc†(Y, X , (Pα)α∈Λ/K). De plus, si f =
( fα)α∈Λ : ((Eα)α∈Λ, (θαβ)α,β∈Λ)→ ((E′α)α∈Λ, (θ′αβ)α,β∈Λ) est un morphisme, par fonctorialité de 2.5.9.3, la
famille sp∗( f ) := (sp∗( fα))α∈Λ commute aux données de recollement.
iii) Soit ((Eα)α∈Λ, (ηαβ)α,β∈Λ) un objet de Isoc†(Y, X , (Pα)α∈Λ/K). Notons θαβ (resp. η′αβ) les isomor-
phismes de recollement canoniques induits sur sp∗(Eα) (resp. sp∗sp∗(Eα)). Démontrons maintenant que les
isomorphismes d’adjonctions sp∗sp∗(Eα) ∼−→ Eα commutent aux données de recollement, i.e., que le carré
de droite du diagramme suivant
pαβ!1K (Eα) sp∗sp∗p
αβ!
1K (Eα) ∼
//
∼
oo sp∗pαβ!1 sp∗(Eα) p
αβ∗
1K sp∗sp∗(Eα) ∼
//
∼
oo pαβ∗1K (Eα)
pαβ!2K (Eβ)
ηαβ ∼
OO
sp∗sp∗p
αβ!
2K (Eβ) ∼ //∼oo
sp∗sp∗ηαβ ∼
OO
sp∗pαβ!2 sp∗(Eβ)
sp∗(θαβ) ∼
OO
pαβ∗2K sp∗sp∗(Eβ)
η′αβ ∼
OO
∼
//
∼
oo pαβ∗2K (Eβ),
ηαβ ∼
OO
(2.5.9.4)
est commutatif. La commutativité des deux carrés du milieu découlent respectivement de 2.5.9.1 et 2.5.9.3,
tandis que celle du carré de gauche se vérifie par fonctorialité. Or, il dérive de 2.4.1.2 que les morphismes
composés du haut et du bas de 2.5.9.4 sont les morphismes identités. Comme toutes les flèches sont des
isomorphismes, le diagramme 2.5.9.4 est commutatif.
iv) Soit ((Eα)α∈Λ, (θαβ)α,β∈Λ) un objet de Coh(X , (Pα)α∈Λ, T ) tel que Eα soit OXα,Q(†T ∩Xα)-cohérent.
On vérifie de façon similaire à l’étape iii) (on utilise 2.4.2 au lieu de 2.4.1.2), que les isomorphismes d’ad-
jonctions Eα ∼−→ sp∗sp∗(Eα) commutent aux données de recollement.
THÉORÈME 2.5.10. On dispose d’un foncteur canonique pleinement fidèle spX →֒P,T + : Isoc†(Y, X/K)→
Coh(X , P, T ). Son image essentielle est constituée par les D†
P
(†T )Q-modules cohérents E à support dans X
satisfaisant l’une des conditions équivalentes suivantes :
(*) pour tout ouvert P′ de P tel que l’immersion fermée X ∩P′ →֒ P′ se relève en un morphisme v :
X′ →֒ P′ de V-schémas formels lisses, le faisceau v!(E|P′) est OX′,Q(†T ∩X ′)-cohérent,
(**) pour tout ouvert P′ affine de P, pour tout relèvement v : X′ →֒P′ de X ∩P′ →֒ P′, le faisceau v!(E|P′)
est OX′,Q(†T ∩X ′)-cohérent.
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Si T est vide, on le notera spX →֒P+. Si aucune confusion n’est à craindre, on écrira simplement sp+.
Démonstration. Il découle de 2.5.7, 2.5.4 et 2.5.9 et avec leurs notations, la construction d’un foncteur
canonique pleinement fidèle spX →֒P,T + : Isoc†(Y, X/K) → Coh(X , P, T ) défini en posant spX →֒P,T + :=
Recol ◦ sp∗ ◦Loc. À présent, caractérisons son image essentielle. La condition (*) implique (**). De plus,
soit E un D†
P
(†T )Q-module cohérent à support dans X satisfaisant la condition (**). Avec les notations de
la preuve de 2.5.4, soit Loc(E) := ((u!α(E|Pα))α∈Λ, (θαβ)α,β∈Λ). Via 2.5.9, comme u!α(E|Pα) est OXα,Q(†T ∩
Xα)-cohérent, il en résulte que E est dans l’image essentielle de spX →֒P,T +. Réciproquement, donnons-nous
un objet ((Eα)α∈Λ, (θαβ)α,β∈Λ) de Coh(X , (Pα)α∈Λ, T ) tel que, pour tout α ∈ Λ, Eα soit OXα,Q(†T ∩Xα)-
cohérent. Posons E := Recol((Eα)α∈Λ, (θαβ)α,β∈Λ) et prouvons que E vérifie la condition (*). Soit P′ un
ouvert de P tel que l’immersion fermée X ∩P′ →֒ P′ se relève en un morphisme v : X′ →֒ P′ de V-schémas
formels lisses. Il s’agit de prouver que v!(E|P′) est OX′,Q(†T ∩X ′)-cohérent, ce qui est local en X′ et P′. On
peut donc supposer que X′ est affine et qu’il existe α0 ∈ Λ tel que P′ ⊂ Pα0 . Choisissons ρα : X′ →֒ Xα0 un
relèvement de X ′ ⊂ Xα0 . On conclut via l’isomorphisme v!(E|P′)
τ
∼
// ρ!αu!α(E|Pα) .
Remarques 2.5.11. Avec les notations de 2.5.10, grâce à la description de Berthelot des isocristaux surcon-
vergents énoncée dans [Car05c, 2.2.12], v!(E|P′) est OX′,Q(†T ∩X ′)-cohérent si et seulement si, en notant Y′
l’ouvert de X′ complémentaire de T ∩X ′, v!(E|P′)|Y′ est OY′,Q-cohérent.
PROPOSITION 2.5.12. Le foncteur spX →֒P,T + ne dépend que de X →֒ P et de T .
Démonstration. Il s’agit de prouver que le foncteur spX →֒P,T + est indépendant du choix des recouvrements
ouverts de P, ni de celui des relèvements qu’il induit. Donnons-nous un deuxième recouvrement d’ouverts
affines P= ∪α′∈Λ′Pα′ . En remplaçant respectivement α, β, γ ∈ Λ par α′, β′, γ′ ∈ Λ′, on prend pour ce recou-
vrement les notations analogues à 2.5.1.
Dans un premier temps, supposons qu’il existe une application surjective ρ : Λ′ → Λ telle que, Pα′ ⊂
Pρ(α′) et Pα = ∪α′∈ρ−1(α)Pα′ . Pour tout (α′, β′, γ′) ∈ Λ′3, on choisit alors des relèvements εα′ : Xα′ →Xρ(α′),
εα′β′ : Xα′β′ → Xρ(α′)ρ(β′) et εα′β′γ′ : Xα′β′γ′ → Xρ(α′)ρ(β′)ρ(γ′). On construit alors un foncteur
Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ : Coh(X , (Pα)α∈Λ, T )→ Coh(X , (Pα′)α′∈Λ′ , T )
de la façon suivante : pour tout objet ((Eα)α∈Λ,(θαβ)α,β∈Λ) de la catégorie Coh(X , (Pα)α∈Λ, T ), on définit
Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ((Eα)α∈Λ,(θαβ)α,β∈Λ) = ((Eα′)α′∈Λ′ ,(θα′β′)α′,β′∈Λ′), où Eα′ := ε
!
α′(Eρ(α′)) et θα′β′ est l’u-
nique morphisme induisant le diagramme commutatif :
pα
′β′!
1 ε
!
α′(Eρ(α′))
τ
∼
// ε!α′β′ p
ρ(α′)ρ(β′)!
1 (Eρ(α′))
pα
′β′!
2 ε
!
β′(Eρ(β′))
τ
∼
//
θα′β′
OO
ε!α′β′ p
ρ(α′)ρ(β′)!
2 (Eρ(β′)).
ε!
α′β′ (θρ(α′)ρ(β′)) ∼
OO
(2.5.12.1)
On vérifie que les isomorphismes θα′β′ satisfont à la condition de cocycle. Enfin, en transformant le carré
2.5.12.1 en cube, on obtient la fonctorialité de Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ .
De manière analogue (en remplaçant E par E , θ par η et τ par ε), on construit un foncteur
Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ : Isoc
†(Y, X , (Pα)α∈Λ/K)→ Isoc†(Y, X , (Pα′)α′∈Λ′/K).
Pour ces deux foncteurs, on dispose d’un isomorphisme canonique Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ ◦Loc
∼
−→ Loc. Il
reste alors à prouver la commutation suivante : sp∗ ◦Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ
∼
−→ Loc(Pα′ )α′∈Λ′ ,(Pα)α∈Λ ◦ sp
∗
, où
sp∗ désigne le foncteur construit dans 2.5.9. Soit ((Eα)α∈Λ, (θαβ)α,β∈Λ) un objet de Coh(X , (Pα)α∈Λ, T ) tel
que, pour tout α ∈ Λ, Eα soit OXα,Q(†T ∩Xα)-cohérent. Avec les notations analogues à 2.5.9.3, considérons
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le diagramme
pα
′β′∗
1K sp∗ε!α′(Eρ(α′)) // sp
∗pα
′β′!
1 ε
!
α′(Eρ(α′))
τ // sp∗ε!α′β′ p
ρ(α′)ρ(β′)!
1 (Eρ(α′))
pα
′β′∗
2K sp∗ε!β′(Eρ(β′)) //
ηα′β′ 99rrrr
sp∗pα
′β′!
2 ε
!
β′(Eρ(β′))
τ //
sp∗(θα′β′ ) 55llllll
sp∗ε!α′β′ p
ρ(α′)ρ(β′)!
2 (Eρ(β′))
sp∗ε!
α′β′ (θρ(α′)ρ(β′)) 55kkkkk
pα
′β′∗
1K ε
∗
α′Ksp∗(Eρ(α′))
ε //
OO
ε∗α′β′K p
ρ(α′)ρ(β′)∗
1K sp∗(Eρ(α′)) // ε∗α′β′Ksp∗p
ρ(α′)ρ(β′)∗
1 (Eρ(α′))
OO
pα
′β′∗
2K ε
∗β′Ksp∗(Eρ(β′))
ε//
OO
η′
α′β′
99
ε∗α′β′K p
ρ(α′)ρ(β′)∗
2K sp∗(Eρ(β′)) //
ε∗
α′β′K(ηρ(α′)ρ(β′))
55lllll
ε∗α′β′Ksp∗p
ρ(α′)ρ(β′)∗
2 (Eρ(β′)),
ε∗
α′β′Ksp
∗(θρ(α′)ρ(β′))
55kkkkk
OO
où les carrés horizontaux sont commutatifs par définition. Il découle de 2.4.1 et de 2.4.6 que les rectangles de
devant et de derrière le sont aussi. Comme il en est de même par fonctorialité du carré de droite, il en dérive
que le carré de gauche est commutatif, i.e., que l’isomorphisme canonique sp∗ε!α′(Eρ(α′))
∼
−→ ε∗α′Ksp∗(Eρ(α′))
commute aux données de recollement respectives.
Passons à présent au cas général. En utilisant le troisième recouvrement P= ∪(α,α′)∈Λ×Λ′Pα∩Pα′ , on se
ramène au premier cas.
3. Comparaison des foncteurs duaux des isocristaux surconvergents : compatibilité aux images
inverses (extraordinaires) par une immersion ouverte
On désignera par f : X′ → X une immersion ouverte de V-schémas formels lisses, T un diviseur de
X et T ′ := f−1(T ) le diviseur de X ′ correspondant. On note Y l’ouvert de X complémentaire de T et on
désigne par E un isocristal sur Y surconvergent le long de T . Le dual de E sera noté E∨. De même pour tout
OX(
†T )Q-module E, E∨ sera son dual OX(†T )Q-linéaire.
Nous avons construit dans [Car05a, 2.2.12], l’isomorphisme canonique de commutation aux foncteurs
duaux suivant : sp∗(E∨)
∼
−→ D†T sp∗(E). Nous vérifions dans cette section que celui-ci commute aux images
inverses (extraordinaires) respectives par f , i.e., que le diagramme 3.3.13.1 est commutatif.
Comme le cas de la restriction à un ouvert est immédiat, sauf pour 3.3.13, on supposera que f est un
isomorphisme.
3.1 Images directes et images inverses extraordinaires dans le cas d’un isomorphisme
3.1.1. On note DX(†T )Q := OX(†T )Q⊗OX,Q DX,Q (de même avec des primes). Le morphisme DX′(†T ′)Q-
linéaire à gauche canonique DX′(†T ′)Q → f ∗DX(†T )Q (voir [Ber00, 2.1.3.1]) est un isomorphisme. On note
ι, l’isomorphisme composé : f−1DX(†T )Q ∼−→ f ∗DX(†T )Q ∼←− DX′(†T ′)Q.
PROPOSITION 3.1.2. L’isomorphisme ι : f−1DX(†T )Q ∼−→ DX′(†T ′)Q est un isomorphisme d’anneaux.
Démonstration. Pour tout entier n, on écrit PX,n := OX×X/In+1, où I désigne l’idéal de l’immersion diago-
nale de X. On posera P˜X,n :=OX(†T )Q⊗OX PX,n et D˜X,n son dual OX(†T )Q-linéaire pour la structure gauche
(de même en rajoutant des primes).
On remarque d’abord que l’isomorphisme ι envoie f−1D˜X,n sur D˜X′,n. En effet, cela dérive du diagramme
commutatif :
f−1DX(†T )Q ∼ // f ∗DX(†T )Q DX′(†T ′)Q∼oo
f−1D˜X,n ∼ //
?
OO
f ∗D˜X,n
?
OO
D˜X′,n,
∼oo
?
OO
(3.1.2.1)
dont la flèche en bas à droite découle par dualité du morphisme canonique f ∗P˜X,n → P˜X′,n.
Soient n, n′ deux entiers, P ∈ f−1D˜X,n, Q ∈ f−1D˜X,n′ . En notant 1⊗P : f ∗P˜X,n →OX′(†T ′)Q l’image de
37
DANIEL CARO
P par f−1D˜X,n ∼−→ f ∗D˜X,n ∼−→ HomO
X′ (
†T ′)Q( f ∗P˜X,n,OX′(†T ′)Q), via 3.1.2.1, on obtient tautologiquement
le diagramme commutatif :
P˜X′,n
ι(P) ((
QQ
QQ
QQ
Q f ∗P˜X,n
1⊗P
∼
oo f−1P˜X,n
P
∼
oo
OX′(
†T ′)Q f−1OX(†T )Q.∼oo
(3.1.2.2)
Considérons maintenant le diagramme suivant :
f−1P˜X,n+n′
≀
δ˜n,n′ // f−1P˜X,n⊗ f−1OX(†T )Q f−1P˜X,n′
Q //
≀
f−1P˜X,n P //
≀
f−1OX(†T )Q
≀
P˜X′,n+n′
δ˜n,n′ // P˜X′,n⊗OX′ (†T ′)Q P˜X′,n′
ι(Q) // P˜X′,n
ι(P) // OX′(
†T ′)Q,
(3.1.2.3)
dont les isomorphismes δ˜n,n′ sont ceux analogues à [Car05a, 1.1.10]. Par définition, le composé du haut (resp.
du bas) donne P ·Q (resp. ι(P) · ι(Q)). Ainsi, par 3.1.2.2, il s’agit d’établir la commutativité de 3.1.2.3. On
déduit de 3.1.2.2 la commutativité des carrés du milieu et de droite. Quant à celle du carré de gauche, cela
dérive d’un calcul immédiat (on utilise la caractérisation de δ˜n,n′ : δ˜n,n′(a⊗b) = (a⊗1)⊗ (1⊗b)). D’où le
résultat.
3.1.3. On remarque que le diagramme
f−1OX(†T )Q ∼ //

OX′(
†T ′)Q

f−1DX(†T )Q ∼ι // DX′(†T ′)Q
est commutatif. On dispose ainsi, pour tout E ∈ Dbcoh(
g
DX(
†T )Q), de l’isomorphisme canonique f ∗(E) =
OX′(
†T ′)Q⊗ f−1OX (†T )Q E
∼
−→ DX′(
†T ′)Q⊗ f−1DX(†T )Q E. De même en remplaçant D par D
†
.
En voyant DX′(†T ′)Q comme un (DX′(†T ′)Q, f−1DX(†T )Q)-bimodule, on obtient l’isomorphisme canon-
ique DX′(†T ′)Q
∼
−→ DX′→X(
†T )Q de (DX′(†T ′)Q, f−1DX(†T )Q)-bimodules. Dans la suite, on pourra iden-
tifier canoniquement DX′→X(†T )Q et DX′(†T ′)Q.
PROPOSITION 3.1.4. Les isomorphismes canoniques
f−1ωX⊗ f−1OX DX′(†T ′)Q
∼
−→ ωX′⊗O
X′
DX′(
†T ′)Q, (3.1.4.1)
DX′(
†T ′)Q⊗ f−1OX f−1ω−1X
∼
−→ DX′(
†T ′)Q⊗OX′ ω
−1
X′
, (3.1.4.2)
ωX′⊗OX′ DX′(
†T ′)Q⊗OX′ ω
−1
X′
∼
−→ DX←X′(
†T )Q, (3.1.4.3)
sont f−1DX(†T )Q-bilinéaires pour les deux premiers et ( f−1DX(†T )Q,DX′(†T ′)Q)-bilinéaire pour le dernier.
Démonstration. La proposition a bien un sens. En effet, en considérant le faisceau DX′(†T ′)Q comme
un ( f−1DX(†T )Q,DX′(†T ′)Q)-bimodule, f−1ωX⊗ f−1OX DX′(†T ′)Q devient un ( f−1DX(†T )Q,DX′(†T ′)Q)-
bimodule à droite et donc, grâce à ι, un DX′(†T ′)Q-bimodule à droite. De même, pour les deux autres iso-
morphismes 3.1.4.2 et 3.1.4.3.
La proposition est locale. Supposons donc X affine muni de coordonnées locales t1, . . . , td . Notons t ′1, . . . , t ′d
les coordonnées locales sur X′ correspondantes, ∂1, . . . ,∂d et ∂′1, . . . ,∂′d les dérivations associées. On peut
alors identifer ωX à OX grâce à la base dt1 ∧ ·· · ∧ dtd , et ω−1X à OX grâce à la base duale. De même en
remplaçant X par X′ et t par t ′. Ces identifications sont compatibles car l’image de dt1 ∧ ·· ·∧ dtd par l’iso-
morphisme canonique f−1ωX⊗ f−1OX OX′
∼
−→ ωX′ est dt ′1∧ ·· ·∧dt ′d (de même en passant au dual).
Avec ces identifications, l’action par la structure tordue se calcule avec l’adjoint (voir [Ber00, 1.2.2.1]).
En effet, cela découle de la formule essentielle [Ber00, 1.2.3].
La flèche ι envoie ∂[k] := ∂k11 · · ·∂
kd
d sur ∂
′[k] := ∂′k11 · · ·∂
′kd
d et ∑k ak∂[k] sur ∑k(1⊗ ak)∂
′[k]
, où 1⊗ ak est
l’image canonique de ak ∈ f−1OX(†T )Q dans OX′(†T ′)Q. Puisque ι est un homomorphisme d’anneaux, on
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calcule que pour tout P ∈ f−1DX(†T )Q, tι(P) = ι(tP), où « t » désigne l’adjoint.
3.1.5. De manière analogue à 3.1.2, on prouve que l’isomorphisme composé f−1D(m)Xi (T )
∼
−→ f ∗D(m)Xi (T )
∼
←−
D
(m)
X ′i
(T ′) est un isomorphisme d’anneaux. Il en résulte, avec les notations de [Car05c, 1.1.2], par complé-
tion et passage à la limite sur le niveau, que f−1D†
X
(†T )Q
∼
−→ D†
X′→X(
†T )Q
∼
←− D†
X′
(†T ′)Q est un iso-
morphisme d’anneaux. Les isomorphismes de 3.1.4.1 sont encore valables en remplaçant D par D†. Ainsi,
l’isomorphisme canonique ωX′⊗OX′ D
†
X′
(†T ′)Q⊗OX′ ω
−1
X′
∼
−→ D†
X←X′(
†T )Q est ( f−1D†X(†T )Q,D†X′(†T ′)Q)-
bilinéaire. Par la suite, on identifiera D†
X′→X(
†T )Q à D†X′(†T ′)Q et D
†
X←X′(
†T )Q à ωX′⊗OX′ D
†
X′
(†T ′)Q⊗OX′
ω−1
X′
.
Notations 3.1.6. Pour alléger les notations, on pose O˜X := OX(†T )Q ω˜X := ωX⊗OX O˜X, D˜X :=D
†
X
(†T )Q
(par défaut) ou DX(†T )Q, D˜X′→X := lim
−→m
B̂
(m)
X′
(T ′)⊗̂O
X′
D̂
(m)
X′→X,Q (par défaut) ou OX′(†T ′)Q⊗OX′ ,QDX′→X,Q.
De même en rajoutant des primes.
On notera (D˜X⊗O˜X ω˜
−1
X
)t le bimodule déduit de D˜X⊗O˜X ω˜
−1
X
via l’isomorphisme de transposition β
de [Ber00, 1.3.4.3] (en d’autres termes, la structure gauche est la structure droite et vis versa). De même,
(ω˜X⊗O˜X D˜X)t désignera le bimodule déduit de ω˜X⊗O˜X D˜X via l’isomorphisme de transposition δ de [Ber00,
1.3.4.1]. De cette façon, les isomorphismes β : D˜X⊗O˜X ω˜−1X
∼
−→ (D˜X⊗O˜X
ω˜−1
X
)t et δ : ω˜X⊗O˜X D˜X
∼
−→
(ω˜X⊗O˜X D˜X)t sont bilinéaires.
3.1.7. Soient M∈Dbcoh(D
†
X
(†T )Qd), M′ ∈Dbcoh(D
†
X′
(†T ′)Qd), E∈Dbcoh(
g
D
†
X
(†T )Q), E′ ∈Dbcoh(
g
D
†
X′
(†T ′)Q).
Via les deux identifications de 3.1.6, on obtient :
f !T (E) =D†X′(†T ′)Q⊗ f−1D†
X
(†T )Q
f−1E,
f !T (M) = f−1M⊗ f−1D†
X
(†T )Q
(ωX′ ⊗OX′ D
†
X′
(†T ′)Q⊗OX′ ω
−1
X′
),
fT,+(E′) = f∗((ωX′ ⊗OX′ D†X′(†T ′)Q⊗OX′ ω−1X′ )⊗D†
X′
(†T ′)Q
E′),
fT,+(M′) = f∗(M′).
On dispose des isomorphismes :
ωX′⊗O
X′
f !T (E) ∼−→ f !T (ωX⊗OX E), f !T (M)⊗OX′ ω−1X′
∼
−→ f !T (M⊗OX ω−1X ), (3.1.7.1)
ωX⊗OX fT,+(E′) ∼−→ fT,+(ωX′⊗OX′ E′), fT,+(M′)⊗OX ω−1X
∼
−→ fT,+(M′⊗O
X′
ω−1
X′
) (3.1.7.2)
(pour le passage de droite à gauche, on pourra consulter [Vir00, I.2]). Décrivons localement ces isomor-
phismes. Supposons donc X affine muni de coordonnées locales t1, . . . , td . Notons t ′1, . . . , t ′d les coordonnées
locales sur X′ correspondantes et identifions ωX à OX grâce à la base dt1∧ ·· · ∧dtd , et ω−1X à OX grâce à la
base duale et de même avec des primes.
Avec ces identifications, on calcule d’abord que l’isomorphisme canonique (voir sa construction dans
[Vir00, I.2.1.2]) (D˜X⊗O˜X ω˜
−1
X
)t⊗D˜X (ω˜X⊗O˜X D˜X)t
∼
−→ D˜X envoie P⊗Q sur QP, avec P et Q des sections
locales de D˜X. En particulier 1⊗ 1 s’envoie sur 1. Il en découle que l’isomorphisme canonique de [Vir00,
I.2.2.(i)] M⊗
D˜X
E
∼
−→ (ω˜X⊗O˜X E)⊗D˜X (M⊗O˜X ω˜
−1
X
) expédie x⊗ e sur e⊗ x, où x et e sont des sec-
tions locales respectives de M et E. Or, l’isomorphisme ωX′ ⊗O
X′
f !T (E) ∼−→ f !T (ωX⊗OX E) est le composé
suivant :
ωX′ ⊗OX′ (D˜X′ ⊗ f−1D˜X f
−1E)
∼
−→ ωX′ ⊗OX′ ( f−1(ω˜X⊗O˜X E)⊗
d
f−1D˜X (D˜X
′ ⊗
O˜X′
ω˜−1
X′
))
∼
−→
∼
−→ f−1(ω˜X⊗O˜X E)⊗ f−1D˜X (ωX′ ⊗OX′ D˜X′ ⊗O˜X′ ω˜
−1
X′
), (3.1.7.3)
où le symbole « d » signifie que l’on a pris, pour calculer le produit tensoriel, la structure droite (i.e. la
structure tordue) de D˜X′ ⊗O˜X′ ω˜
−1
X′
, et où le premier isomorphisme découle de [Vir00, I.2.2.(i)]. Le composé
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3.1.7.3 envoie P′⊗ x sur x⊗P′, où P′ et x sont des sections locales respectives de D˜X′ et E. On bénéficie de
descriptions analogues pour les trois autres isomorphismes de 3.1.7.1 et 3.1.7.2.
De plus, on définit les opérations analogues en remplaçant «D† » par «D ». Si un risque de confusion est
à craindre, on notera f !†T (resp. f †T,+) pour f !T (resp. fT,+). Pour tout E ∈ Dbcoh(gDX(†T )Q), on dispose d’un
isomorphisme canonique
f !†T (D†X(†T )Q⊗DX(†T )Q E)
∼
−→ D†
X′
(†T ′)Q⊗DX′ (†T ′)Q f !T (E). (3.1.7.4)
3.1.8. On dispose des isomorphismes canoniques f !T,g(D˜X⊗O˜X ω˜
−1
X
)
∼
−→ D˜X′ ⊗O˜X′
ω˜−1
X′
et f !T,d((D˜X⊗O˜X
ω˜−1
X
)t)
∼
−→ (D˜X′ ⊗O˜
X′
ω˜−1
X′
)t. De plus, on bénéficie du composé suivant :
f !T,d(D˜X⊗O˜X ω˜
−1
X
) = D˜X′ ⊗
dd
f−1D˜X f
−1(D˜X⊗O˜X ω˜
−1
X
)
∼
−→
∼
−→ f−1D˜X⊗ddf−1D˜X (D˜X′ ⊗O˜X′ ω˜
−1
X′
)
∼
−→ (D˜X′ ⊗O˜
X′
ω˜−1
X′
)t, (3.1.8.1)
où les symboles « d » signifient que l’on choisit dans le calcul des produits tensoriels les structures droites
des bimodules respectifs, et où le premier isomorphisme découle de [Vir00, I.2.2.(i)]. De manière analogue
à 3.1.8.1, on construit f !T,g((D˜X⊗O˜X ω˜
−1
X
)t)
∼
−→ D˜X′ ⊗O˜
X′
ω˜−1
X′
.
Par un calcul local, on vérifie que les diagrammes
f !T,g(D˜X⊗O˜X ω˜
−1
X
) ∼
β //
∼ 
f !T,g((D˜X⊗O˜X ω˜
−1
X
)t)
∼ 
D˜X′ ⊗O˜
X′
ω˜−1
X′
D˜X′ ⊗O˜
X′
ω˜−1
X′
,
f !T,d((D˜X⊗O˜X ω˜
−1
X
)t) ∼
β //
∼ 
f !T,d(D˜X⊗O˜X ω˜
−1
X
)
∼ 
(D˜X′ ⊗O˜
X′
ω˜−1
X′
)t (D˜X′ ⊗O˜
X′
ω˜−1
X′
)t,
(3.1.8.2)
sont commutatifs. Lorsque f est l’identité, les flèches de gauche des deux carrés sont égaux à l’identité et
celles de droite s’identifient à β.
3.2 Sur la commutation des foncteurs duaux aux images inverses par un isomorphisme
Notations 3.2.1. Commençons par quelques notations et rappels sur les foncteurs duaux.
Pour tout E∈Dparf(gDX(†T )Q), le complexe dual DX(†T )Q-linéaire de E au sens de Virrion (voir [Vir00,
I.3.2]) est défini en posant :
DX,T (E) := RHomDX (†T )Q(E,DX(
†T )Q⊗OX ω
−1
X
)[dX ]. (3.2.1.1)
De même, pour tous E ∈ Dparf(gD†X,Q(†T )), M ∈ Dparf(D
†
X,Q(
†T )d), leurs complexes duaux D†
X,Q(
†T )-
linéaires sont définis comme suit :
D
†
X,T (E) := RHomD˜X
(E,D˜X⊗O˜X
ω˜−1
X
)[dX ],
D
′†
X,T (E) := RHomD˜X
(E,(D˜X⊗O˜X
ω˜−1
X
)t)[dX ],
D
†
X,T (M) := ω˜X⊗O˜X RHomD˜X (M,D˜X)[dX ]
∼
−→ RHom
D˜X
(M,(ω˜X⊗O˜X D˜X)t)[dX ],
D
′†
X,T (M) := RHomD˜X
(M, ω˜X⊗O˜X D˜X)[dX ].
Le foncteur dual commutant à l’extension des scalaires ([Vir00]), pour tout E ∈ Dparf(gDX(†T )Q),
D
†
X,T (D
†
X
(†T )Q⊗DX (†T )Q E)
∼
−→ D†
X
(†T )Q⊗DX (†T )Q DX,T (E). (3.2.1.2)
Si aucune confusion avec 3.2.1.1 n’est à craindre, on omettra d’indiquer le symbole « † ».
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On dispose des isomorphismes canoniques :
D′X,T (M)⊗O˜X
ω˜−1
X
∼
−→ RHomg
D˜X
(M⊗
O˜X
ω˜−1
X
,D˜X)⊗O˜X
ω˜−1
X
[dX ]
∼
−→ DX,T (M⊗O˜X
ω˜−1
X
), (3.2.1.3)
ω˜X⊗O˜X D
′
X,T (E)
∼
−→ ω˜X⊗O˜X RHomD˜X d
(ω˜X⊗O˜X E,D˜X)[dX ]
∼
−→ DX,T (ω˜X⊗O˜X E). (3.2.1.4)
Les isomorphismes 3.2.1.3 et 3.2.1.4 n’utilisent pas celui de transposition, ce qui facilite les calculs locaux.
En effet, supposons X affine et muni de coordonnées locales t1, . . . , td . Notons t ′1, . . . , t ′d les coordonnées
locales sur X′ correspondantes et identifions ωX à OX grâce à la base dt1∧ ·· · ∧dtd , et ω−1X à OX grâce à la
base duale et de même avec des primes. Les isomorphismes 3.2.1.3 et 3.2.1.4 s’identifient alors à l’identité.
Enfin, on remarque que dans le lemme 3.2.3 l’isomorphisme de transposition n’apparaît pas non plus.
Notations 3.2.2. • Pour tout M′ ∈ Dparf(D†X′,Q(†T ′)
d), l’isomorphisme de dualité relative ([Car05c, 1.2.7])
fT,+ ◦DX′,T ′(M′) ∼−→ DX,T ◦ fT,+(M′) sera noté χ. En fait, via les isomorphismes de transposition δ de
[Ber00, 1.3.4.1], nous avions d’abord construit l’isomorphisme fT,+ ◦D′X′,T ′(M′) ∼−→ D′X,T ◦ fT,+(M′), que
l’on désignera encore par χ.
• Pour tout E ∈ Dparf(gD†X,Q(
†T )), on notera :
proj′ : f+(ω˜X′)⊗O˜X E= f∗(ω˜X′)⊗O˜X E
∼
−→ f∗(ω˜X′)⊗O˜X f∗(D˜X′ ⊗ f−1D˜X f
−1E)
∼
−→ f∗(ω˜X′ ⊗O˜X′ (D˜X′ ⊗ f−1D˜X f
−1E)) = f+(ω˜X′ ⊗O˜X′ f
!
T (E)). (3.2.2.1)
On obtient en particulier proj′ : f∗(ω˜X′)⊗O˜X D˜X
∼
−→ f∗(ω˜X′⊗O˜X′ D˜X′), ce dernier étant par fonctorialité D˜X-
bilinéaire. On vérifie par un calcul que cet isomorphisme proj′ correspond bien à l’isomorphisme canonique
lorsque f est un morphisme quasi-compact et quasi-séparé quelconque (pour la construction dans le cas
général, voir [Car04b, 1.2.27] ou [Car05d, 1.4.1]).
• Le morphisme trace : f∗(ω˜X′) = f+(ω˜X′)→ ω˜X sera noté Tr.
LEMME 3.2.3. Pour tout M′ ∈Dparf(D†X′,Q(†T ′)
d), avec les notations 3.2.1 et 3.2.2, le diagramme ci-après
f∗RHomD˜
X′
(M′, ω˜X′ ⊗O˜
X′
D˜X′)[dX ′ ]
∼ 
fT,+ ◦D′X′,T ′(M′)
χ∼

f∗RHom f−1D˜X (M′, ω˜X′ ⊗O˜X′ D˜X′)[dX ′ ]
∼ f∗
RHom
D˜X
( f∗M′, f∗(ω˜X′ ⊗O˜X′ D˜X′))[dX ′ ]
RHom
D˜X
( f∗M′, f∗(ω˜X′)⊗O˜X D˜X))[dX ′ ]
∼proj′ OO
∼ Tr
RHom
D˜X
( f∗M′, ω˜X⊗O˜X D˜X)[dX ] D
′
X,T ◦ fT,+(M′),
(3.2.3.1)
où l’isomorphisme à droite en haut dérive de l’identification entre D˜X′ et D˜X′→X, est commutatif.
Démonstration. Modulo l’identification entre D˜X′ et D˜X′→X, le morphisme [Car05c, 1.2.7.8] est égal au
morphisme Tr◦proj′−1 : f∗(ω˜X′⊗O˜X′ D˜X′)
∼
−→ ω˜X⊗O˜X D˜X. De plus, le composé de [Car05c, 1.2.7.2] corre-
spond à f∗RHomD˜X′ (M
′, ω˜X′⊗O˜X′
D˜X′)[dX ′ ]
∼
−→ RHom
D˜X
( f∗M′, f∗(ω˜X′⊗O˜X′ D˜X′))[dX ′ ] de 3.2.3.1. D’où
le résultat par construction de l’isomorphisme χ de [Car05c, 1.2.7].
3.2.4. Dans ce paragraphe 3.2.4, supposons f seulement propre. Pour la commodité du lecteur, rappelons
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que l’on dispose, pour tous M′ ∈ Dparf(D†X′,Q(†T ′)
d), E ∈ Dparf(gD†X,Q(
†T )), de l’isomorphisme composé :
R f∗RHomD˜
X′
(M′, f !T (ω˜X⊗O˜X E))
∼
−→ R f∗RHomD˜
X′
(M′, ω˜X′ ⊗O˜
X′
f !T (E))
=R f∗RHomD˜X′ (M
′, ω˜X′⊗O˜X′
D˜X′→X⊗
L
f−1D˜X f
−1E)[dX ′/X ]
∼
←−
proj f
(R f∗RHomD˜
X′
(M′, ω˜X′ ⊗O˜
X′
D˜X′→X))⊗
L
D˜X
E[dX ′/X ]
∼
←−
⊗
(R f∗(RHomD˜X′ (M
′, ω˜X′ ⊗O˜X′
D˜X′)⊗
L
D˜X′
D˜X′→X))⊗
L
D˜X
E[dX ′/X ]
∼
−→
χ
RHom
D˜X
( fT,+(M′), ω˜X⊗O˜X D˜X′)⊗
L
D˜X
E
∼
−→
⊗
RHom
D˜X
( fT,+(M′), ω˜X⊗O˜X E). (3.2.4.1)
En lui appliquant H0 ◦Γ(X,−), on obtient l’isomorphisme d’adjonction suivant :
adj : Hom
D˜X′
(M′, f !T (ω˜X⊗O˜X E))
∼
−→ Hom
D˜X
( fT,+(M′), ω˜X⊗O˜X E). (3.2.4.2)
Lorsque f est un isomorphisme, on notera adjω˜X⊗O˜XE : fT+ f
!
T (ω˜X⊗O˜X E) → ω˜X⊗O˜X E, l’image de
l’identité de f !T (ω˜X⊗O˜X E) par 3.2.4.2. Comme fT+ f !T (ω˜X⊗O˜X E)
∼
−→ ω˜X⊗O˜X fT+ f !T (E) (voir 3.1.7.1 et
3.1.7.2), on obtient le morphisme d’adjonction adjE : fT+ f !T (E)→ E.
LEMME 3.2.5. Pour tout E ∈ Dparf(gD†X,Q(†T )), le morphisme composé
fT+ f !T (ω˜X⊗O˜X E)
∼
−→ f∗(ω˜X′ ⊗O˜X′ f
!
T (E))
∼
←−
proj′
f∗(ω˜X′)⊗O˜X E
∼
−→
Tr
ω˜X⊗O˜X E, (3.2.5.1)
où le premier isomorphisme est 3.1.7.1, est égal à adjω˜X⊗O˜XE.
Démonstration. Pour tous M′ ∈ Dparf(D†X′,Q(
†T ′)d), E ∈ Dparf(gD†X,Q(
†T )), le diagramme ci-après
f∗RHomD˜
X′
(M′, f !T (ω˜X⊗O˜X E)) ∼
f∗ //
∼ 
RHom
D˜X
( f∗M′, f∗ f !T (ω˜X⊗O˜X E))
∼ 
f∗RHomD˜X′ (M
′, ω˜X′ ⊗O˜X′
f !T (E)) ∼
f∗ // RHom
D˜X
( f∗M′, f∗(ω˜X′ ⊗O˜X′ f
!
T (E)))
( f∗RHomD˜X′ (M
′, ω˜X′ ⊗O˜X′
D˜X′))⊗
L
D˜X
E
∼proj f
OO
∼ 
RHom
D˜X
( f∗M′, f∗(ω˜X′)⊗O˜X E)
∼proj′
OO
∼ Tr
RHom
D˜X
( f∗M′, f∗(ω˜X′⊗O˜X′ D˜X′))⊗
L
D˜X
E RHom
D˜X
( f∗M′, ω˜X⊗O˜X E)
RHom
D˜X
( f∗M′, f∗(ω˜X′)⊗O˜X D˜X)⊗LD˜X E
∼proj′ OO
∼
⊗◦Tr // RHom
D˜X
( f∗M′, ω˜X⊗O˜X E),
(3.2.5.2)
où le morphisme de projection proj f en haut à droite est l’isomorphisme de la troisième ligne de 3.2.4.1
et dont les deux isomorphismes proj′ sont induits par 3.2.2.1, est commutatif. En effet, cela est local en X.
On peut donc supposer que M′ possède une résolution bornée par des D˜X′-modules localement projectifs et
de type fini. En résolvant platement E, la commutativité du rectangle du bas de 3.2.5.2 résulte d’un calcul.
Enfin, celle du carré se vérifie par fonctorialité.
Or, grâce à 3.2.3.1 (et via l’identification f∗ = fT+), la flèche
( f∗RHomD˜X′ (M
′, ω˜X′⊗O˜X′
D˜X′))⊗
L
D˜X
E
∼
−→ RHom
D˜X
( f∗M′, ω˜X⊗O˜X E)
de 3.2.5.2 (passant par la gauche puis par le bas) est ⊗◦χ de 3.2.4.1 (qui s’identifie d’ailleurs à ⊗◦χ◦⊗).
Il en résulte que l’isomorphisme
f∗RHomD˜X′ (M
′, f !T (ω˜X⊗O˜X E))
∼
−→ RHom
D˜X
( f∗M′, ω˜X⊗O˜X E)
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passant par la gauche puis par le bas de 3.2.5.2 est le composé de 3.2.4.1. Pour M′ = f !T (ω˜X⊗O˜X E), en
appliquant H0 ◦RΓ(X,−) à 3.2.5.2, il en dérive le diagramme commutatif
Hom
D˜X′
( f !T (ω˜X⊗O˜X E), f !T (ω˜X⊗O˜X E)) ∼ //
adj
∼
--[[[[[[[[
[[[[[
[
Hom
D˜X
( fT+ f !T (ω˜X⊗O˜X E), fT+ f !T (ω˜X⊗O˜X E))
∼ 
Hom
D˜X
( fT+ f !T (ω˜X⊗O˜X E), ω˜X⊗O˜X E),
(3.2.5.3)
dont le morphisme de droite se déduit du composé de droite de 3.2.5.2 (qui découle fonctoriellement de
3.2.5.1). On conclut en calculant l’image de l’identité de f !T (ω˜X⊗O˜X E) via les deux chemins de 3.2.5.3.
3.2.6. Soit F un D˜X-bimodule à gauche. On obtient le ( f−1D˜X,D˜X′)-bimodule f !T,d(F). Via l’isomorphisme
canonique ι : f−1D˜X ∼−→ D˜X′ , f !T,d(F) est ainsi muni d’une structure canonique de D˜X′-bimodule à gauche.
De même, en remplaçant « à gauche » par « à droite » ou le symbole « d » par « g » ou en passant aux
complexes.
Pour tous E ∈D(gD†
X,Q(
†T )) et F ∈D+(gD†
X,Q(
†T ), gD†
X,Q(
†T )), on obtient ainsi les deuxièmes isomor-
phisme des composés :
f !TRHomD˜X (E,F)
∼
−→ RHom f−1D˜X ( f
−1E, f !T,dF) ∼−→ RHomD˜X′ ( f
!
T (E), f !T,d(F)), (3.2.6.1)
f !T,dRHomO˜X (E,F)
∼
−→ RHom f−1O˜X ( f
−1E, f !T,dF) ∼−→ RHomO˜
X′
( f !T (E), f !T,d(F)). (3.2.6.2)
De même, pour tous E ∈ D−(gD†
X,Q(
†T )), F ∈ D−(gD†
X,Q(
†T ), gD†
X,Q(
†T )),
f !T,d(E⊗LO˜X F)
∼
−→ f−1(E)⊗Lf−1O˜X f
!
T,d(F)
∼
−→ f !T (E)⊗LO˜X′ f
!
T,d(F) (3.2.6.3)
On remarque que la structure gauche de E⊗L
O˜X
F étant celle du produit tensoriel, f !T,g(E⊗LO˜X F)
∼
−→ f !T (E)⊗LO˜X′
f !T,g(F) (pour ce dernier isomorphisme, l’hypothèse que f est un isomorphisme est superflu, mais il faut
ajouté le décalage [dX ′/X ]).
3.2.7. Soit E ∈ Dparf(gD†X,Q(†T )). On note ξ : f !TD′T (E) ∼−→ D′T ′ f !T (E) l’isomorphisme défini comme suit
ξ : f !TD′T (E) ∼−→ RHomD˜X′ ( f !T (E), f !T,d((D˜X⊗O˜X ω˜
−1
X
)t))[dX ]
∼
−→ RHom
D˜
X′
( f !TE,(D˜X′ ⊗O˜
X′
ω˜−1
X′
)t)[dX ′ ] = D′T ′ f !T (E), (3.2.7.1)
où l’isomorphisme de la première ligne (resp. deuxième ligne) est 3.2.6.1 (resp. 3.1.8). Il en découle l’iso-
morphisme : f !TDT (E) ∼−→β f
!
TD
′
T (E)
∼
−→
ξ
D′T ′ f !T (E) ∼−→β DT ′ f
!
T (E), que l’on notera à nouveau ξ.
Grâce à 3.1.7.1 et 3.2.1.4, on obtient le composé :
f !T ◦DT (ω˜X⊗O˜X E)
∼
−→ f !T (ω˜X⊗O˜X D
′
T (E))
∼
−→ ω˜X′ ⊗O˜
X′
f !T (D′T (E))
ξ
−→
∼
ω˜X′⊗O˜
X′
D′T ′( f !T (E))
∼
−→ DT ′(ω˜X′ ⊗O˜
X′
f !T (E)) ∼−→ DT ′ ◦ f !T (ω˜X⊗O˜X E) (3.2.7.2)
encore noté ξ. Pour tout M ∈ Dparf(D†X,Q(†T )d), on a ainsi l’isomorphisme ξ : f !TDT (M) ∼−→ DT ′ f !T (M).
Remarques 3.2.8. Grâce au diagramme de droite de 3.1.8.2, avec les notations 3.2.7, on aurait pu définir ξ
comme suit :
ξ : f !TDT (E) ∼−→ RHomD˜
X′
( f !T (E), f !T,d(D˜X⊗O˜X ω˜
−1
X
))[dX ]
∼
−→ RHom
D˜X′
( f !T (E),D˜X′ ⊗O˜X′ ω˜
−1
X′
)t)[dX ]
∼
−→
β
DT ′ f !T (E). (3.2.8.1)
Avec la remarque de 3.1.8, on vérifie que lorsque f est l’identité ξ est l’identité.
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PROPOSITION 3.2.9. Soit M ∈ Dparf(∗D†X,Q(†T )). Le diagramme
fT,+ f !TDT (M) ∼
ξ //
adjDT (M) ∼
fT,+DT ′ f !T (M)
χ∼ 
DT (M)
DT adjM
∼ // DT fT,+ f !T (M)
(3.2.9.1)
est commutatif. De même, en remplaçant D par D′.
Démonstration. Comme les carrés de droite, de gauche, du haut et du bas du diagramme
fT,+ f !TD′T (M)
ξ //
adjD′T (M) 
fT,+D′T ′ f !T (M)
χ

fT,+ f !TDT (M)
ξ //
adjDT (M)

β 44hhhhhhh
fT,+DT ′ f !T (M)
χ

β 44hhhhhhh
D′T (M) D′T adjM
// D′T fT,+ f !T (M)
DT (M)
DT adjM
//
β 44hhhhhhhhhhhh
DT fT,+ f !T (M)
β 44hhhhhhh
(3.2.9.2)
sont commutatif, il suffit de prouver la proposition pour D′. De même, grâce à 3.1.7.1, 3.1.7.2, 3.2.1.3 et
3.2.1.4, on vérifie que le cas où ∗ = g se déduit du cas ∗ = d. Traitons donc ce dernier. Pour tout F ∈
Dparf(gD†X,Q(
†T )), notons α le morphisme composé f∗(ω˜X′⊗O˜X′ f
!
T (F))
∼
←−
proj′
f∗(ω˜X′)⊗O˜X F
∼
−→
Tr
ω˜X⊗O˜X F,
où proj′ a été défini en 3.2.2.1.
Soit E ∈ Dparf(gD†X,Q(†T )) tel que M = ω˜X⊗O˜X E. D’après 3.2.5, par fonctorialité en l’isomorphisme
D′T (ω˜X⊗O˜X E)
∼
−→ ω˜X⊗O˜X DT (E), le composé de gauche du diagramme ci-dessous
f∗ f !TD′T (ω˜X⊗O˜X E) ∼
ξ //
∼ 
f∗D′T f !T (ω˜X⊗O˜X E)
f∗ f !T (ω˜X⊗O˜X DT (E))
∼ 
f∗(ω˜X′ ⊗O˜X′ f
!
TDT (E))
α∼ 
ξ
∼
// f∗(ω˜X′ ⊗O˜X′ DT f
!
T (E)) ∼
// f∗D′T (ω˜X′ ⊗O˜X′ f
!
T (E))
∼ χ

∼
// f∗D′T f !T (ω˜X⊗O˜X E)
∼ χ

ω˜X⊗O˜X DT (E)
∼ 
D′T (ω˜X⊗O˜X E) D′T α
∼ // D′T f∗(ω˜X′ ⊗O˜X′ f
!
T (E)) ∼
// D′T f∗ f !T (ω˜X⊗O˜X E)
(3.2.9.3)
est égal à adjD′T (ω˜X⊗O˜XE). Avec 3.2.5, le composé du bas est D
′
T adjω˜X⊗O˜XE. Ainsi, le contour de 3.2.9.3
correspond à celui de 3.2.9.1. Le rectangle du haut est commutatif par définition (3.2.7.2), celui en bas à
droite l’est par fonctorialité. Enfin, via 3.2.3.1 et 3.2.8.1, on établit par un calcul local (où f∗ est le foncteur
oubli et où on identifie ω˜X à O˜X grâce à la base dt1∧ ·· ·∧dtd etc.) celle du rectangle en bas à sgauche.
Remarques 3.2.10. Avec les notations de 3.2.9 et dans le cas à gauche, il résulte de 3.2.9 et de 4.2.2.2 que
l’isomorphisme ξ est égal à l’isomorphisme θ f ,T,M défini en 4.2.1.
3.3 Preuve de la compatibilité aux images inverses par une immersion ouverte
3.3.1 CONVENTION. On pose ici O˜X := OX(†T )Q ω˜X := ωX⊗OX O˜X, D˜X := DX(†T )Q. De même en ra-
joutant des primes.
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Soient E un D˜X-module à gauche et F un D˜X-bimodule à gauche.
Pour calculer le produit tensoriel G1 := F⊗O˜X E, on prendra la structure droite de F. Par fonctorialité,
G1 est muni d’une structure de D˜X-bimodule à gauche. Par convention, la structure gauche de G1 sera celle
induite fonctoriellement par la structure gauche de F et la structure droite sera celle induite par le produit
tensoriel.
Lorsque l’on choisira d’inverser ces deux structures, on notera G2 := F⊗t
O˜X
E. Ainsi, G2 = G1 sauf que
la structure droite de G1 est la structure gauche de G2 et vice versa.
Pour calculer G3 := E⊗O˜X F, on prendra la structure gauche de F. Par convention, la structure gauche
de G3 sera la structure induite par le produit tensoriel et la structure droite sera celle déduite de la structure
droite de F.
On définit de même E⊗t
O˜X
F comme étant le D˜X-bimodule à gauche égale à G3 modulo un inversement
de ses structures gauche et droite.
Afin de prouver la proposition 3.3.9, établissons d’abord les lemmes qui suivent.
LEMME 3.3.2. Soient E ∈D−(gD˜X), F ∈ D+(gD˜X, gD˜X) et G ∈Dtdf(gD˜X). Le diagramme
f !T (RHomD˜X (E,F)⊗LO˜X G) ∼ //
∼ 
f !T (RHomD˜X (E,F⊗LO˜X G))
∼ 
f !T (RHomD˜X (E,F))⊗LO˜X′ f
!
T (G)
∼ 
RHomD˜
X′
( f !TE, f !T,d(F⊗LO˜X G))
∼ 
RHomD˜X′ ( f !TE, f !T,dF)⊗LO˜
X′
f !T (G) ∼ // RHomD˜X′ ( f !TE, f !T,d(F)⊗LO˜
X′
f !T (G)),
(3.3.2.1)
dont les isomorphismes D˜X-linéaires horizontaux sont les isomorphismes ([Car05a, 2.1.26]) et dont deux
des flèches verticales sont 3.2.6.1, est commutatif.
Démonstration. On résout F injectivement et G platement. La commutativité de 3.3.2.1 découle alors d’un
calcul local.
LEMME 3.3.3. Soient E ∈D−(gD˜X), F ∈ D−(gD˜X) et G ∈ D+(gD˜X, ∗D˜X). Le diagramme
f !TRHomD˜X (E⊗LO˜X F,G)
Ca
∼
//
∼ 
f !TRHomD˜X (E,RHomO˜X (F,G))
∼ 
RHomD˜X′ ( f !T (E⊗LO˜X F), f
!
T,dG)
∼ 
RHomD˜X′ ( f !TE, f !T,dRHomO˜X (F,G))
∼ 
RHomD˜X′ ( f !TE⊗LO˜X′ f
!
TF, f !T,dG) Ca∼ // RHomD˜X′ ( f !TE,RHomO˜X′ ( f
!
TF, f !T,dG)),
(3.3.3.1)
où les isomorphismes D˜X-linéaires horizontaux sont les isomorphismes de Cartan ([Car05a, 2.1.34]), où les
isomorphismes verticaux du haut (resp. en bas à droite) découlent de 3.2.6.1 (resp. 3.2.6.2), est commutatif.
Démonstration. On résout F par D˜X-modules à gauche plat et G par des D˜X-bimodules à gauche injectifs.
LEMME 3.3.4. Soit E un D˜X-module à gauche. Avec les notations de 3.3.1, on dispose du diagramme com-
mutatif :
(D˜X⊗O˜X ω˜
−1
X
)⊗
O˜X
E ∼
γE⊗ω−1//
∼ β
E⊗
O˜X
(D˜X⊗O˜X ω˜
−1
X
)
∼ β
(D˜X⊗O˜X ω˜
−1
X
)t⊗O˜X E E⊗O˜X (D˜X⊗O˜X ω˜
−1
X
)t
E⊗t
O˜X
(D˜X⊗O˜X ω˜
−1
X
) (D˜X⊗O˜X ω˜
−1
X
)⊗t
O˜X
E.
∼
γE⊗ω−1oo
(3.3.4.1)
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Démonstration. En utilisant les caractérisations de [Ber96a, 1.3.1 et 1.3.3] des isomorphismes de transposi-
tion, on calcule que l’image de (1⊗ω)⊗ e, avec e (resp. ω) une section locale de E (resp. ω˜−1
X
), ne dépend
pas du chemin suivi. On conclut par D˜X-linéarité.
Afin d’établir le diagramme commutatif 3.3.7.3, nous aurons besoin des deux lemmes ci-dessous.
LEMME 3.3.5. Soit G ∈D(gD˜X). Le diagramme ci-après
f !T,d((D˜X⊗ ω˜−1X )t⊗O˜X G)
∼ 
f !T,d(G⊗O˜X (D˜X⊗ ω˜
−1
X
)t)
γG⊗ω−1
∼oo
∼ 
f !T,d((D˜X⊗ ω˜−1X )t)⊗O˜X′ f
!
T (G)
∼ 
f !T (G)⊗O˜X′ f
!
T,d((D˜X⊗ ω˜
−1
X
)t)
∼ 
(D˜X′⊗ ω˜
−1
X′
)t⊗O˜
X′
f !T (G) f !T (G)⊗O˜
X′
(D˜X′⊗ ω˜
−1
X′
)t
γ f !T (G)
⊗ω−1
∼oo
(3.3.5.1)
dont la flèche en haut à droite est 3.2.6.3 et dont les flèches horizontales dérivent fonctoriellement de celle
du bas de 3.3.4.1, est commutatif.
Démonstration. Cela se vérifie par un calcul local.
LEMME 3.3.6. Soient E∈D(gD˜X), F∈D+tdf,.(
g
D˜X,
g
D˜X). On bénéficie du diagramme commutatif ci-dessous :
f !T,d(E∨⊗LO˜X F) ∼ //
∼ 
f !T,d(RHomO˜X (E,F))
∼

f !T (E∨)⊗LO˜X′ f
!
T,d(F)
∼ 
f !T (E)∨⊗LO˜X′ f
!
T,d(F) ∼
// RHomO˜X ( f !T (E), f !T,d(F)),
(3.3.6.1)
dont la flèche en haut à gauche est 3.2.6.3 et celle de droite est 3.2.6.2.
Démonstration. On résout F platement et O˜X injectivement puis on conclut via un calcul local immédiat.
3.3.7. Soit E ∈ D(gD˜X). En appliquant 3.3.5.1 à G= E∨, on obtient le carré supérieur du diagramme :
f !T,d((D˜X⊗ ω˜−1X )t⊗O˜X E∨)
∼ 
f !T,d(E∨⊗O˜X (D˜X⊗ ω˜
−1
X
)t)
∼ 
∼
γ⊗ω−1
oo
(D˜X′⊗ ω˜
−1
X′
)t⊗O˜
X′
f !T (E∨)
∼ 
f !T (E∨)⊗O˜
X′
(D˜X′ ⊗ ω˜
−1
X′
)t
∼ 
∼
γ⊗ω−1
oo
(D˜X′⊗ ω˜
−1
X′
)t⊗O˜X′
f !T (E)∨ f !T (E)∨⊗O˜X′ (D˜X′⊗ ω˜
−1
X′
)t.
∼
γ⊗ω−1
oo
(3.3.7.1)
Le carré du bas est commutatif par fonctorialité. Le diagramme 3.3.6.1 utilisé pour F = (D˜X⊗ ω˜−1X )t donne
le carré du haut de :
f !T,d(E∨⊗LO˜X (D˜X⊗ ω˜
−1
X
)t) ∼
//
∼ 
f !T,d(RHomO˜X (E,(D˜X⊗ ω˜−1X )t))
∼ 
f !T (E)∨⊗LO˜X′ f
!
T,d((D˜X⊗ ω˜
−1
X
)t) ∼
//
∼ 
RHomO˜X ( f !T (E), f !T,d((D˜X⊗ ω˜−1X )t))
∼ 
f !T (E)∨⊗LO˜X′ (D˜X′ ⊗ ω˜
−1
X′
)t ∼
// RHomO˜X ( f !T (E),(D˜X′⊗ ω˜−1X′ )t).
(3.3.7.2)
On bénéficie par fonctorialité de la commutativité du carré du bas et donc celle 3.3.7.2. En composant 3.3.7.1
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et 3.3.7.2, on obtient ainsi le diagramme commutatif :
f !T,d((D˜X⊗ ω˜−1X )t⊗O˜X E∨) ∼ //
∼ 
f !T,d(RHomO˜X (E,(D˜X⊗ ω˜−1X )t))
∼ 
(D˜X′⊗ ω˜
−1
X′
)t⊗O˜
X′
f !T (E)∨ ∼ // RHomO˜X ( f !T (E),(D˜X′ ⊗ ω˜−1X′ )t).
(3.3.7.3)
3.3.8. On rappelle que E est un isocristal sur Y surconvergent le long de T . On notera par la suite E := sp∗(E),
f ∗(E) l’image inverse de E par f (voir [Ber96c, 2.3.2.2]) et f ∗(E) :=OX′(†T ′)Q⊗ f−1OX (†T )Q f−1E. On vérifie
à la main la commutativité du diagramme ci-dessous :
sp∗ f ∗(E∨) ∼ //
∼ 
f ∗sp∗(E∨) ∼ // f ∗(sp∗E)∨ f ∗(E∨)
∼ 
sp∗( f ∗E)∨ ∼ // (sp∗ f ∗E)∨ ∼ // ( f ∗sp∗E)∨ ( f ∗E)∨.
(3.3.8.1)
Avec 3.1.3, on a les isomorphismes canoniques f ∗(E) ∼−→ f !T (E) ∼−→ f !†T (E). Il résulte alors de l’iso-
morphisme canonique f ∗(E∨) ∼−→ f ∗(E)∨ les suivants f !T (E∨) ∼−→ f !T (E)∨ et µ : f !
†
T (E
∨)
∼
−→ f !†T (E)∨.
PROPOSITION 3.3.9. Avec les notations 3.3.8, le diagramme
f !†T (D†T (OX(†T )Q)⊗OX (†T )Q E∨) ∼ //
∼ 
f !†T D†T (E)
∼ ξ

f !†T D†T (OX(†T )Q)⊗OX′ (†T ′)Q f !
†
T (E
∨)
∼ ξ⊗µ
D
†
T ′(OX′(
†T ′)Q)⊗O
X′ (
†T ′)Q f !
†
T (E)
∨
∼
// D†T ′ f !
†
T (E),
(3.3.9.1)
où les isomorphismes horizontaux dérivent de [Car05a, 2.2.1], est commutatif.
Démonstration. Le carré
f !†T D†T (D†X(†T )Q⊗DX(†T )Q E)
∼ ξ
∼
// D†
X′
(†T ′)Q⊗D
X′ (
†T ′)Q f !TDT (E)
∼ ξ
D
†
T ′ f !
†
T (D
†
X
(†T )Q⊗DX(†T )Q E) ∼ // D
†
X′
(†T ′)Q⊗DX′ (†T ′)Q DT ′ f !T (E),
où l’isomorphisme de droite se construit de manière analogue à 3.2.7, est commutatif. On se ramène ainsi à
prouver la commutativité de 3.3.9.1 sans †. Rappelons que les isomorphismes horizontaux de 3.3.9.1 sans †
sont construits dans [Car05a, 2.2.1].
D’après 3.3.2, on bénéficie de la commutativité du deuxième carré du haut du diagramme :
f !T (RHomD˜X (O˜X,D˜X⊗ ω˜−1X )⊗O˜X E∨) ∼ //
∼ β
f !TRHomD˜X (O˜X,D˜X⊗ ω˜−1X ⊗O˜X E∨)
∼ β
f !T (RHomD˜X (O˜X,(D˜X⊗ ω˜−1X )t)⊗O˜X E∨) ∼ //
∼ 
f !TRHomD˜X (O˜X,(D˜X⊗ ω˜−1X )t⊗O˜X E∨)
∼ 
RHomD˜
X′
( f !T O˜X, f !T,d((D˜X⊗ ω˜−1X )t)⊗O˜X′ f
!
T (E
∨) ∼
//
∼ 
RHomD˜
X′
( f !T O˜X, f !T,d((D˜X⊗ ω˜−1X )t)⊗O˜X′ f
!
T (E
∨))
∼ 
RHomD˜X′ (O˜X′ ,(D˜X′ ⊗ ω˜
−1
X′
)t)⊗O˜X′
f !T (E)∨ ∼ //
∼ β
RHomD˜X′ (O˜X′ ,(D˜X′ ⊗ ω˜
−1
X′
)t⊗O˜X′
f !T (E)∨)
∼ β
RHomD˜X′ (O˜X′ ,D˜X′⊗ ω˜
−1
X′
)⊗
O˜
X′
f !T (E)∨ ∼ // RHomD˜X′ (O˜X′ ,D˜X′⊗ ω˜−1X′ ⊗O˜
X′
f !T (E)∨).
(3.3.9.2)
Celle des autres carrés se vérifient par fonctorialité (pour le deuxième du bas, on dispose des isomorphismes :
f !T,d((D˜X⊗ ω˜−1X )t) ∼−→ (D˜X′⊗ ω˜−1X′ )t et f !T (E∨)
∼
−→ f !T (E)∨). Ainsi, 3.3.9.2 est commutatif.
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D’après 3.3.4, le carré de gauche du diagramme :
D˜X⊗ ω˜
−1
X
⊗
O˜X
E∨ ∼
γ⊗ω−1 //
∼ β
E∨⊗
O˜X
D˜X⊗ ω˜
−1
X ∼
∼ //
∼ β
RHom
O˜X
(E,D˜X⊗ ω˜
−1
X
)
∼ β
(D˜X⊗ ω˜
−1
X
)t⊗O˜X
E∨ E∨⊗
O˜X
(D˜X⊗ ω˜
−1
X
)t ∼
∼ //∼
γ⊗ω−1
oo RHom
O˜X
(E,(D˜X⊗ ω˜
−1
X
)t)
(3.3.9.3)
est commutatif. Comme le carré de droite de 3.3.9.3 est commutatif par fonctorialité, il en résulte la com-
mutativité de 3.3.9.3. On dispose du diagramme analogue à 3.3.9.3 en remplaçant E par f !T (E) et X et X′.
On construit fonctoriellement à partir de 3.3.9.3 (resp. de son analogue), le carré du haut (resp. du bas) du
diagramme :
f !TRHomD˜X (O˜X,D˜X⊗ ω˜−1X ⊗O˜X E∨) ∼ //
∼ β
f !TRHomD˜X (O˜X,RHomO˜X (E,D˜X⊗ ω˜
−1
X
))
∼ β
f !TRHomD˜X (O˜X,(D˜X⊗ ω˜−1X )t⊗O˜X E∨) ∼ //
∼ 
f !TRHomD˜X (O˜X,RHomO˜X (E,(D˜X⊗ ω˜
−1
X
)t))
∼ 
RHomD˜
X′
(O˜X′ , f !T,d((D˜X⊗ ω˜−1X )t⊗O˜X E∨)) ∼ //
∼ 
RHomD˜
X′
(O˜X′ , f !T,d(RHomO˜X (E,(D˜X⊗ ω˜
−1
X
)t)))
∼ 
RHomD˜X′ (O˜X′ ,(D˜X′⊗ ω˜
−1
X′
)t⊗O˜X′
f !T (E)∨) ∼ //
∼ β
RHomD˜X′ (O˜X′ ,RHomO˜X′
( f !TE,(D˜X′⊗ ω˜−1X′ )t))
∼ β
RHomD˜X′ (O˜X′ ,D˜X′⊗ ω˜
−1
X′
⊗
O˜
X′
f !T (E)∨) ∼ // RHomD˜X′ (O˜X′ ,RHomO˜
X′
( f !TE,D˜X′⊗ ω˜−1X′ )).
(3.3.9.4)
On déduit de 3.3.7.3 que le deuxième carré du bas de 3.3.9.4 est commutatif. Comme les deux autres carrés
le sont par fonctorialité, il s’en suit la commutativité de 3.3.9.4.
Comme f !T,d((D˜X⊗ ω˜−1X )t)
∼
−→ (D˜X′⊗ ω˜
−1
X′
)t et f !T (O˜X) ∼−→ O˜X′ , il dérive de 3.3.3 le carré du milieu de
f !TRHomD˜X (O˜X,RHomO˜X (E,D˜X⊗ ω˜
−1
X
))
∼ β
f !TRHomD˜X (E,D˜X⊗ ω˜−1X )
∼ β
∼
Ca
oo
f !TRHomD˜X (O˜X,RHomO˜X (E,(D˜X⊗ ω˜
−1
X
)t))
∼ 
f !TRHomD˜X (E,(D˜X⊗ ω˜−1X )t)
∼ 
∼
Ca
oo
RHomD˜
X′
(O˜X′ ,RHomO˜X′
( f !TE,(D˜X′ ⊗ ω˜−1X′ )t))
∼ β
RHomD˜
X′
( f !TE,(D˜X′⊗ ω˜−1X′ )t)
∼ β
∼
Ca
oo
RHomD˜X′ (O˜X′ ,RHomO˜X′
( f !TE,D˜X′⊗ ω˜−1X′ )) RHomD˜X′ ( f !TE,D˜X′⊗ ω˜−1X′ ),
∼
Ca
oo
(3.3.9.5)
où les flèches horizontales sont les isomorphismes de Cartan ([Car05a, 2.1.34]). Comme les carrés du haut
et du bas sont commutatifs par fonctorialité, le diagramme 3.3.9.5 l’est donc.
On constate que les isomorphismes du haut et du bas de 3.3.9.2 (resp. 3.3.9.4, resp. 3.3.9.5) correspon-
dent à [Car05a, 2.2.1.5] (resp. aux compositions de [Car05a, 2.2.1.2] avec [Car05a, 2.2.1.4], resp. à [Car05a,
2.2.1.3]). On aboutit alors, en composant 3.3.9.2, 3.3.9.4 et 3.3.9.5 et en ajoutant le décalage [dX ], au dia-
gramme 3.3.9.1 sans †. D’où le résultat.
3.3.10. Soient E∈D(OX,Q) et F ∈D+(gD†X,Q,
g
D
†
X,Q). De manière analogue à 3.2.6, on dispose des isomor-
phismes :
f !T (RHomOX,Q(E,F)) ∼−→ RHom f−1OX,Q( f−1E, f !T,d(F))
∼
−→ RHomOX′ ,Q( f ∗E, f !T,d(F))
f !(D†
X,Q⊗OX,Q E)
∼
−→ f !g(D†X,Q)⊗ f−1OX,Q f−1E
∼
−→ D†
X′,Q⊗OX′ ,Q f ∗(E). (3.3.10.1)
De même, pour tous E ∈ D−(OX,Q), F ∈ D−(gD†X,Q(†T ),
g
D
†
X,Q(
†T )),
f !T (E⊗LOX,Q F)
∼
−→ f−1E⊗Lf−1OX,Q f !T,d(F)
∼
−→ f ∗E⊗LOX′ ,Q f !T,d(F). (3.3.10.2)
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On dispose d’un isomorphisme canonique DT (OX(†T )Q)
∼
−→ OX(
†T )Q. La proposition qui suit signifie
que celui-ci commute au foncteur f !T . Nous aurons besoin pour sa preuve du lemme ci-dessous.
LEMME 3.3.11. Soient E ∈ D(OX,Q) et F ∈ Db(gD†X,Q,
g
D
†
X,Q). Le diagramme canonique
f !RHom
D
†
X,Q
(D†
X,Q⊗OX,Q E,F)
∼ 
f !(RHomOX,Q(E,OX,Q)⊗OX,Q F)
∼ 
∼oo
RHom
D
†
X′ ,Q
( f !(D†
X,Q⊗OX,Q E), f !d(F))
∼ 
f ∗(RHomOX,Q(E,OX,Q))⊗OX′ ,Q f !d(F)
∼ 
RHom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ,Q f ∗(E), f !d(F)) RHomOX′ ,Q( f ∗(E),OX′,Q)⊗OX′ ,Q f !d(F)∼oo
(3.3.11.1)
est commutatif.
Démonstration. Pour construire trois des flèches verticales de 3.3.11.1, on a utilisé respectivement 3.3.10.2,
3.3.10.1 et 3.2.6.1. Le diagramme 3.3.11.1 est le composé des deux diagrammes suivants :
f !RHom
D
†
X,Q
(D†
X,Q⊗OX,Q E,F)
∼ 
f !RHomOX,Q(E,F)∼oo
∼

RHom
D
†
X′ ,Q
( f !(D†
X,Q⊗OX,Q E), f !d(F))
∼ 
RHom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ,Q f ∗(E), f !d(F)) RHomOX′ ,Q( f ∗(E), f !d(F)),∼oo
(3.3.11.2)
f !RHomOX,Q(E,F)
∼

f !(RHomOX,Q(E,OX,Q)⊗OX,Q F)∼oo
∼ 
f ∗(RHomOX,Q(E,OX,Q))⊗OX′ ,Q f !d(F)
∼ 
RHomO
X′ ,Q
( f ∗(E), f !d(F)) RHomOX′ ,Q( f ∗(E),OX′,Q)⊗OX′ ,Q f !d(F),∼oo
(3.3.11.3)
dont la commutativité se vérifie, après avoir résolu injectivement F, par un calcul.
PROPOSITION 3.3.12. Le diagramme canonique suivant
f !TDT (OX(†T )Q) ∼
ξ //
∼ 
DT ′ f !T (OX(†T )Q) ∼ // DT ′(OX′(†T ′)Q)
∼ 
f !T (OX(†T )Q) ∼ // OX′(†T ′)Q
est commutatif.
Démonstration. Par [Ber96a, 4.3.12], il suffit de prouver la proposition lorsque T est vide. On notera
D˜
†
X,Q :=D
†
X,Q⊗OX ω
−1
X
et (D˜†
X,Q)t := (D
†
X,Q⊗OX ω
−1
X
)t. Notons TX le faisceau tangent de X et D†X,Q⊗OX
∧•TX le complexe de Spencer
D
†
X,Q⊗OX ∧
dTX→ ··· →D
†
X,Q⊗OX TX→D
†
X,Q (3.3.12.1)
(voir [Ber00, 4.3.1]). L’application canonique D†
X,Q→OX,Q envoyant un opérateur P sur P·1 induit un quasi-
isomorphisme D†
X,Q⊗OX ∧
•TX
∼
−→ OX,Q. L’isomorphisme canonique f ∗ΩX ∼−→ ΩX′ induit par dualité le
suivant TX′
∼
−→ f ∗TX. Avec 3.3.10.1, on en déduit, pour tout entier r, le composé : f !(D†X,Q⊗OX ∧rTX) ∼−→
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D
†
X′,Q⊗OX′ f ∗(∧rTX)
∼
←− D†
X′,Q⊗OX′ ∧
rTX′ . On construit ainsi le diagramme suivant :
f !(D†
X,Q⊗OX ∧
dTX) //
∼ 
· · · // f !(D†
X,Q⊗OX TX)
//
∼ 
f !D†
X,Q
//
∼ 
f !OX,Q
∼ 
D
†
X′,Q⊗OX′ ∧
dTX′ // · · · // D
†
X′,Q⊗OX′ TX′
// D†
X′,Q
// OX′,Q,
(3.3.12.2)
dont les complexes horizontaux sont exacts ( f ! est exact). On vérifie de plus que 3.3.12.2 est commutatif. On
obtient en particulier un isomorphisme f !(D†
X,Q⊗OX ∧
•TX)
∼
−→ D†
X′,Q⊗OX′ ∧
•TX′ . Il en dérive aussi par
dualité la commutativité du carré du bas de :
f !RHom
D
†
X,Q
(OX,Q,D˜
†
X,Q)
∼ ξ
∼
// f !Hom
D
†
X,Q
(D†
X,Q⊗OX ∧
•TX,D˜
†
X,Q)
∼ ξ
RHom
D
†
X′ ,Q
( f !OX,Q,D˜†X′,Q) ∼ // HomD†
X′ ,Q
( f !(D†
X,Q⊗OX ∧
•TX),D˜
†
X′,Q)
RHom
D
†
X′ ,Q
(OX′,Q,D˜
†
X′,Q) ∼
//
∼
OO
Hom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ∧
•TX′ ,D˜
†
X′,Q).
∼
OO
(3.3.12.3)
On établit par fonctorialité la commutativité du carré du haut de 3.3.12.3. D’où celle de 3.3.12.3.
Le diagramme
f !Hom
D
†
X,Q
(D†
X,Q⊗OX,Q ∧
•TX,Q,D˜
†
X,Q) ∼
//
∼ β
f !(HomOX,Q(∧•TX,Q,OX,Q)⊗OX,Q D˜†X,Q)
∼ β
f !Hom
D
†
X,Q
(D†
X,Q⊗OX,Q ∧
•TX,Q,(D˜
†
X,Q)t) ∼
//
∼ 
f !(HomOX,Q(∧•TX,Q,OX,Q)⊗OX,Q (D˜†X,Q)t)
∼ 
Hom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ,Q f ∗(∧•TX,Q), f !d((D˜†X,Q)t)) ∼ //
∼ 
HomO
X′ ,Q
( f ∗(∧•TX,Q),OX′,Q)⊗O
X′ ,Q
f !d((D˜†X,Q)t)
∼ 
Hom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ,Q ∧
•TX′,Q,(D˜
†
X′,Q)t) ∼
//
∼ β
HomOX′ ,Q(∧
•TX′ ,OX′,Q)⊗OX′ ,Q (D˜
†
X′,Q)t
∼ β
Hom
D
†
X′ ,Q
(D†
X′,Q⊗OX′ ,Q ∧
•TX′,Q,D˜
†
X′,Q) ∼
//HomOX′ ,Q(∧
•TX′ ,OX′,Q)⊗OX′ ,Q D˜
†
X′,Q
(3.3.12.4)
est commutatif. En effet, pour le carré du haut et les deux du bas, cela se vérifie par fonctorialité tandis que
le dernier résulte de 3.3.11.1.
Les deux carrés du haut et celui du bas du diagramme
f !(HomOX,Q(∧•TX,Q,OX,Q)⊗OX,Q D˜†X,Q)
∼ β
∼
// f !(Ω•
X,Q⊗OX,Q D˜
†
X,Q)
∼ β
f !(HomOX,Q(∧•TX,Q,OX,Q)⊗OX,Q (D˜†X,Q)t)
∼ 
∼
// f !(Ω•
X,Q⊗OX,Q (D˜
†
X,Q)t)
∼ 
f ∗HomOX,Q(∧•TX,Q,OX,Q)⊗OX′ ,Q f !d((D˜†X,Q)t)
∼ 
∼
// f ∗(Ω•
X,Q)⊗OX′ ,Q f !d((D˜†X,Q)t)
∼ 
HomOX′ ,Q(∧
•TX′,Q,OX′,Q)⊗OX′ ,Q f !d((D˜†X,Q)t)
∼ 
∼
// Ω•
X′,Q⊗OX′ ,Q f !d((D˜†X,Q)t)
∼ 
HomOX′ ,Q(∧
•TX′,Q,OX′,Q)⊗OX′ ,Q D˜
†
X′,Q ∼
// Ω•
X′,Q⊗OX′ ,Q D˜
†
X′,Q,
(3.3.12.5)
dont les flèches verticales du bas sont induits par f !d((D˜†X,Q)t)
∼
−→ (D˜†
X′,Q)t
∼
−→β f
!
d((D˜
†
X,Q)t), sont commu-
tatifs par fonctorialité. Le dernier l’est par définition.
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Par un calcul local, on établit la commutativité du diagramme ci-après :
f !(ωX,Q⊗OX,Q D†X,Q⊗OX,Q ω−1X,Q) //
∼ β
f !(ωX,Q⊗OX,Q ω−1X,Q)
∼ 
f !(ωX,Q⊗OX,Q (D†X,Q⊗OX,Q ω−1X,Q)t) ∼ //
∼ 
f !(D†
X,Q)
//
∼

f !(OX,Q)
∼

f ∗ωX,Q⊗O
X′ ,Q
f !d((D†X,Q⊗OX,Q ω−1X,Q)t)
∼ 
ωX′,Q⊗O
X′ ,Q
(D†
X′,Q⊗OX′ ,Q ω
−1
X′,Q)t ∼
//
∼ β
D
†
X′,Q
// OX′,Q
∼ 
ωX′,Q⊗O
X′ ,Q
D
†
X′,Q⊗OX′ ,Q ω
−1
X′,Q
// ωX′,Q⊗OX′ ,Q ω
−1
X′,Q,
(3.3.12.6)
où la flèche horizontale du haut (resp. du bas) est induite par l’action à droite de D†
X,Q sur ωX,Q (resp. de
D
†
X′,Q sur ωX′,Q) tandis que celles du carré de droite découlent de l’action à gauche de D†X,Q sur OX,Q ou
de celle de D†
X′,Q sur OX′,Q. On dispose d’un morphisme canonique entre les flèches de droite de 3.3.12.5
décalées de [dX ] et celle de gauche de 3.3.12.6. Via ce morphisme, en composant 3.3.12.3, 3.3.12.4, 3.3.12.5
décalés de [dX ] avec 3.3.12.6, on obtient le diagramme commutatif de 3.3.12.
COROLLAIRE 3.3.13. Avec les notations 3.3.8, on suppose ici que f est une immersion ouverte. Le dia-
gramme
sp∗ f ∗(E∨) ∼ //
∼ 
f !†T (E∨)
∼ µ
f !†T (D†T (OX(†T )Q)⊗OX (†T )Q E∨) ∼ //∼oo f !
†
T D
†
T (E)
∼ ξ
sp∗( f ∗E)∨ ∼ // f !†T (E)∨ D†T ′(OX′(†T ′)Q)⊗OX′ (†T ′)Q f !
†
T (E)
∨
∼
//
∼
oo D†T ′( f !
†
T (E)),
(3.3.13.1)
où µ et ξ ont été défini respectivement dans 3.3.8 et 3.2.7, est commutatif.
Démonstration. La commutativité du carré de gauche est tautologique (voir 3.3.8). Il résulte par fonctorialité
de 3.3.12 que le rectangle du milieu du diagramme :
f !†T (OX(†T )Q⊗OX(†T )Q E∨)
∼ 
f !†T (D†T (OX(†T )Q)⊗OX(†T )Q E∨)∼oo
∼ 
f !†T (OX(†T )Q)⊗OX′ (†T ′)Q f !
†
T (E
∨)
∼

f !†T D†T (OX(†T )Q)⊗OX′ (†T ′)Q f !
†
T (E
∨)∼
oo
ξ⊗Id∼ 
D
†
T f !
†
T (OX(
†T )Q)⊗OX′ (†T ′)Q f !
†
T (E
∨)
∼ 
OX′(
†T ′)Q⊗OX′ (†T ′)Q f !
†
T (E
∨)
∼ µ
D
†
T (OX′(
†T ′)Q)⊗OX′ (†T ′)Q f !
†
T (E
∨)∼
oo
∼ µ
OX′(
†T ′)Q⊗O
X′ (
†T ′)Q f !
†
T (E)
∨ D
†
T (OX′(
†T ′)Q)⊗O
X′ (
†T ′)Q f !
†
T (E)
∨
∼
oo
(3.3.13.2)
est commutatif. Comme les carrés supérieur et inférieur le sont par fonctorialité, 3.3.13.2 est commutatif. En
composant 3.3.13.2 et 3.3.9.1, on obtient 3.3.13.1.
Remarques 3.3.14. Avec les notations 3.3.8, on se note g : X′′ →֒ X′ une seconde immersion ouverte et
T ′′ := g−10 (T
′). On bénéficie par fonctorialité du diagramme commutatif :
sp∗( f ◦g)∗E∨ ∼ //
∼ 
sp∗g∗ f ∗E∨ ∼ //
∼ 
sp∗g∗( f ∗E)∨ ∼ //
∼ 
sp∗(g∗ f ∗E)∨ ∼ //
∼ 
sp∗(( f ◦g)∗E)∨
∼ 
( f ◦g)!TDT sp∗E ∼ // g!T ′ f !TDT sp∗E ∼ // g!T ′DT ′ f !T sp∗E ∼ // DT ′′g!T ′ f !T sp∗E ∼ // DT ′′( f ◦g)!T sp∗E.
(3.3.14.1)
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De plus, par transitivité des isomorphismes de commutation des duaux aux images inverses (extraordinaires)
le composé du haut est l’isomorphisme canonique sp∗( f ◦ g)∗E∨ ∼−→ sp∗(( f ◦ g)∗E)∨ et celui du bas est
( f ◦g)!TDT sp∗E ∼−→ DT ′′( f ◦g)!T sp∗E .
4. Commutation de sp+ aux opérations cohomologiques
4.1 Commutation aux foncteurs restrictions et images inverses extraordinaires
Nous reprenons les notations de 2.5.1. La proposition qui suit est immédiate.
PROPOSITION 4.1.1. Soient E un isocristal sur Y surconvergent le long de TX , P′ un ouvert de P, X ′ :=
X∩P′ et T ′ := T ∩P′. Il existe alors un isomorphisme canonique : spX →֒P,T +(E)|P′
∼
−→ spX ′ →֒P′,T ′+(E|]X ′[P′ )
fonctoriel en E .
En particulier, en notant Ê l’isocristal convergent sur Y associé à E , spX →֒P,T +(E)|U
∼
−→ spY →֒U+(Ê).
PROPOSITION 4.1.2. Soient T ′ ⊂ T un second diviseur de X et E un isocristal sur X \T ′ surconvergent le
long de T ′. On dispose de l’isomorphisme : (†T )spX →֒P,T ′+(E)
∼
−→ spX →֒P,T +( j†E) fonctoriel en E .
La preuve étant identique dans le cas général et afin de ne pas alourdir les notations, supposons T ′ = /0.
La proposition résulte aussitôt des trois lemmes qui suivent.
LEMME 4.1.3. Si ((Eα)α∈Λ, (ηαβ)α,β∈Λ) ∈ Isoc†(X , X , (Pα)α∈Λ/K) se recolle en E ∈ Isoc†(X , X/K), alors
(( j†αEα)α∈Λ, (η′αβ)α,β∈Λ) se recolle en j†E , où η′αβ est l’unique isomorphisme rendant commutatif le dia-
gramme :
pαβ∗1K ( j†αEα) ∼ // j
†
αβ p
αβ∗
1K (Eα)
pαβ∗2K ( j†βEβ) ∼ //
η′αβ
OO
j†αβ p
αβ∗
2K (Eβ),
j†αβηαβ ∼
OO
dont les isomorphismes horizontaux sont ceux de la commutation à l’image inverse des foncteurs de la forme
j†.
Démonstration. i) Dans un premier temps, vérifions que la famille d’isomorphismes η′αβ définit bien une
donnée de recollement.
Soit le diagramme
pαβγ∗12K p
αβ∗
1K j†α(Eα) // p
αβγ∗
12K j†αβ p
αβ∗
1K (Eα) // j†αβγ p
αβγ∗
12K p
αβ∗
1K (Eα)
pαβγ∗1K j†α(Eα)
ε 44jjjjjjjj
// j†αβγ p
αβγ∗
1K (Eα)
j†αβγ(ε)
44iiiiiii
pαβγ∗12K p
αβ∗
2K j†β(Eβ) //
pαβγ∗12K (η′αβ)
OO
pαβγ∗12K j†αβ p
αβ∗
2K (Eβ) //
pαβγ∗12K j†αβ(ηαβ)
OO
j†αβγ p
αβγ∗
12K p
αβ∗
2K (Eβ)
j†αβγ p
αβγ∗
12K (ηαβ)
OO
pαβγ∗2K j†β(Eβ)
ε 44jjjjjjj
η′αβγ12
OO
// j†αβγ p
αβγ∗
2K (Eβ).
j†αβγη
αβγ
12
OO
j†αβγ(ε)
44iiiiiii
Les carrés du fond, de droite et de gauche sont commutatifs par définition ou par fonctorialité. De plus, grâce
à 2.3.1.2 et à la transitivité de l’isomorphisme de commutation des foncteurs de la forme j† aux images
inverses, il en est de même des diagrammes du haut et du bas. Toutes les flèches étant des isomorphismes, le
diagramme de devant est donc commutatif. En écrivant les deux autres diagrammes analogues à ce dernier,
on vérifie la condition de cocycle.
ii) Par hypothèse, il existe, pour tout α ∈ Λ, un isomorphisme ια : Eα ∼−→ u∗αK(E|]Xα[Pα ), ceux-ci étant
compatibles aux données de recollement respectives. Notons η˜αβ, la donnée de recollement canonique de
(u∗αK(E|]Xα[Pα ))α∈Λ, et η˜
′
αβ celle que l’on déduit pour la famille ( j†αu∗αK(E|]Xα[Pα ))α∈Λ. Dans le diagramme
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suivant
j†αβ p
αβ∗
1K (Eα)
j†αβ p
αβ∗
1K (ια) // j†αβ p
αβ∗
1K (u
∗
αK(E|]Xα[Pα ))
pαβ∗1K ( j†αEα)
44iiiiiiiii pαβ∗1K j†α(ια) // pαβ∗1K ( j†αu∗αK(E|]Xα[Pα ))
22fffffffff
j†αβ p
αβ∗
2K (Eβ)
j†αβηαβ
OO
j†αβ p
αβ∗
2K (ιβ) // j†αβ p
αβ∗
2K (u
∗βK(E|]Xβ[Pβ ))
j†αβη˜αβ
OO
pαβ∗2K ( j†βEβ)
pαβ∗2K j†β(ιβ) //
η′αβ
OO
44iiiiiiiiii
pαβ∗2K ( j†βu∗βK(E|]Xβ[Pβ )),
η˜′αβ
OO
33fffffffff
les carrés du fond, de droite et de gauche sont commutatifs par hypothèse ou définition, tandis que ceux
du haut et du bas le sont par fonctorialité. Il en résulte que celui de devant l’est aussi. On obtient ainsi un
isomorphisme (( j†αEα)α∈Λ, (η′αβ)α,β∈Λ)
∼
−→ (( j†αu∗αK(E|]Xα[Pα ))α∈Λ, (η˜′αβ)α,β∈Λ).
iii) Il suffit alors de prouver que l’isomorphisme canonique u∗αK( j†E|]Xα[Pα )
∼
−→ j†αu∗αK(E|]Xα[Pα ) est
compatible aux données de recollement respectives. Pour cela, il s’agit d’établir la commutativité du carré
de gauche du rectangle du fond du diagramme
pαβ∗1K u∗αK j†E|]Xα[Pα // p
αβ∗
1K j†αu∗αKE|]Xα[Pα // j
†
αβ p
αβ∗
1K u
∗
αKE|]Xα[Pα
u∗αβK j†E|]Xαβ[Pαβ
ε 44jjjjjjj
// j†αβu∗αβKE|]Xαβ[Pαβ
j†αβ(ε) 44iiiiii
pαβ∗2K u∗βK j†E|]Xβ[Pβ //
ε
OO
pαβ∗2K j†βu∗βKE|]Xβ[Pβ //
η˜′αβ
OO
j†αβ p
αβ∗
2K u
∗βKE|]Xβ[Pβ
j†αβη˜αβ
OO
u∗αβK j†E|]Xαβ[Pαβ //
ε 44jjjjjj
j†αβu∗αβKE|]Xαβ[Pαβ .
j†αβ(ε) 44iiiiii
(4.1.3.1)
Le carré de droite du fond, les carrés de droite, de gauche et de devant sont commutatifs par définition. En
outre, via 2.3.1.2 et par transitivité de l’isomorphisme de commutation des foncteurs de la forme j† aux
images inverses, il en est de même des rectangles du haut et du bas. Comme les flèches de 4.1.3.1 sont des
isomorphismes, il en découle la commutativité du carré de gauche du fond.
LEMME 4.1.4. Avec les notations 2.5.2 et de 2.5.4, soient ((Eα)α∈Λ, (θαβ)α,β∈Λ) ∈ Coh(X , (Pα)α∈Λ) et E ∈
Coh(X , P). Avec les notations de la preuve de 2.5.4, si Recol((Eα)α∈Λ, (θαβ)α,β∈Λ)
∼
−→ E, alors Recol(((†T ∩
Xα)Eα)α∈Λ, (θ′αβ)α,β∈Λ)
∼
−→ (†T )(E), où θ′αβ est l’unique isomorphisme rendant commutatif le diagramme :
pαβ!1 ((†T ∩Xα)(Eα)) ∼ // (†T ∩Xαβ)◦ p
αβ!
1 (Eα)
pαβ!2 ((†T ∩Xβ)(Eβ)) ∼ //
θ′αβ
OO
(†T ∩Xαβ)◦ pαβ!2 (Eβ),
(†T∩Xαβ)(θαβ) ∼
OO
où les isomorphismes horizontaux résultent de [Car04b, 2.2.18.1].
Démonstration. Analogue à 4.1.3 en remplaçant l’utilisation de la commutativité du carré de gauche de
2.3.1.2 par celle de 2.1.11.
LEMME 4.1.5. Soit ((Eα)α∈Λ, (ηαβ)α,β∈Λ) ∈ Isoc†(X , X , (Pα)α∈Λ/K). On note, via 4.1.3 puis 2.5.9.1, η′αβ
(resp. θ′′αβ) les isomorphismes canoniques de recollement de ( j†αEα)α∈Λ (resp. (sp∗ j†αEα)α∈Λ), tandis que
ceux de (sp∗Eα)α∈Λ (resp. ((†T ∩Xα)sp∗Eα)α∈Λ) seront notés θαβ (resp. θ′αβ).
On a l’isomorphisme ((sp∗ j†αEα)α∈Λ, (θ′′αβ)α,β∈Λ)
∼
−→ (((†T ∩Xα)(sp∗Eα))α∈Λ, (θ′αβ)α,β∈Λ).
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Démonstration. Il s’agit de vérifier la commutativité du carré de droite du diagramme suivant :
(†T ∩Xαβ)sp∗p
αβ!
1K Eα // (
†T ∩Xαβ)p
αβ!
1 sp∗Eα // p
αβ!
1 (
†T ∩Xα)sp∗Eα
sp∗ j†αβ p
αβ!
1K (Eα) //
55lllll
sp∗p
αβ!
1K j†α(Eα) // pαβ!1 sp∗ j†α(Eα)
66llllll
(†T ∩Xαβ)sp∗p
αβ!
2K Eβ
(†T∩Xαβ)(sp∗ηαβ)
OO
// (†T ∩Xαβ)pαβ!2 sp∗Eβ,
(†T∩Xαβ)(θαβ)
OO
// pαβ!2 (†T ∩Xβ)sp∗Eβ
θ′αβ
OO
sp∗ j†αβ p
αβ!
2K (Eβ) //
sp∗ j†αβηαβ
OO
55lllll
sp∗p
αβ!
2K j†β(Eβ) //
sp∗η′αβ
OO
pαβ!2 sp∗ j†β(Eβ).
66lllll
θ′′αβ
OO
(4.1.5.1)
Le carré de gauche est commutatif par fonctorialité. Ceux de devant et de derrière le sont par définition. De
plus, grâce à 2.4.1 (les foncteurs de la forme j† et (†T ) sont respectivement des cas particuliers d’images
inverses et d’images inverses extraordinaires), les rectangles du haut et du bas sont commutatifs. Le carré de
droite de 4.1.5.1 l’est donc aussi.
PROPOSITION 4.1.6. Soit le diagramme commutatif
Y ′
j′ //
h
X ′
i′ //
g
P′
f0
// P′
Y
j // X i // P // P,
(4.1.6.1)
où P et P′ sont des V-schémas formels lisses, j et j′ sont des immersions ouvertes de k-schémas lisses, i et
i′ sont des immersions fermées.
Le foncteur image inverse g∗ : Isoc†(Y, X/K)→ Isoc†(Y ′, X ′/K), défini dans [Ber96c, 2.3.2.(iv)], est
canoniquement isomorphisme au foncteur f ∗0K de 2.3.1.
Démonstration. Dans un premier temps, supposons que X ′=X , Y ′=Y et que f0 soit une immersion fermée.
Notons δ f0 : P′ →֒ P′×P le graphe de f0, p1 : P′×SP→ P′ et p2 : P′×SP→ P les projections canoniques.
Soient E un j†O]X [P -module à connexion intégrable et surconvergente et E ′ le j†O]X [P′ -module à connexion
intégrable et surconvergente correspondant (voir [Ber96c, 2.3.2(i)]). Il s’agit de prouver l’isomorphisme :
E ′ ∼−→ f ∗0K(E). Or, par construction, p∗1K(E ′) ∼−→ p∗2K(E). Il en dérive δ∗f0,K p∗1K(E ′)
∼
−→ δ∗f0,K p∗2K(E), ce
qui se réécrit E ′ ∼−→ f ∗0K(E).
De plus, le cas où le morphisme f0 se relève en un morphisme f : P′→ P est immédiat. Celui où X ′ = X
et f0 est une immersion est donc aussi résolu.
Passons à présent au cas général. Le morphisme f0 est le composé de l’immersion fermée δ f0 suivi de
la projection P′×P → P dont P′×SP→ P constitue un relèvement. Les cas déjà traités nous permettent de
conclure.
Avant de prouver la proposition suivante, nous aurons besoin de la remarque ci-après.
Remarques 4.1.7. Le foncteur Loc construit dans la preuve de 2.5.4, s’étend, avec ses notations, en un fonc-
teur de la catégorie Dbcoh(D
†
P
(†T )Q) dans celle des familles ((Eα)α∈Λ, (θαβ)α,β∈Λ), où Eα ∈ Dbcoh(D
†
Xα
(†T ∩
Xα)Q) et θαβ : pαβ!2 (Eβ)
∼
−→ pαβ!1 (Eα) sont des isomorphismes D
†
Xαβ(
†T ∩Xαβ)Q-linéaires vérifiant la con-
dition de cocycle θαβγ13 = θ
αβγ
12 ◦ θ
αβγ
23 , où θ
αβγ
12 , θ
αβγ
23 et θ
αβγ
23 sont définis par les diagrammes commutatifs
analogues à 2.5.2.1.
Si E ∈ Dbcoh(D
†
P
(†T )Q), le morphisme canonique Loc(RΓ†XE)→ Loc(E) est un isomorphisme.
PROPOSITION 4.1.8. On garde les notations et hypothèses de 4.1.6 et on suppose qu’il existe un diviseur T
de P tel que T ′ := f−10 (T ) (resp. T ∩X et T ′∩X ′) soit un diviseur de P′ (resp. X et X ′) et tel que Y = X \T
et Y ′ = X ′ \T ′.
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Pour tout isocristal E sur Y surconvergent le long de T ∩X , on dispose de l’isomorphisme :
spX ′ →֒P′,T ′+ f ∗0K(E) ∼−→ RΓ†X ′ f !0 spX →֒P,T +(E)[−dX ′/X ]
fonctoriel en E .
Démonstration. Traitons d’abord le cas où P et P′ sont affines. Comme f0 se relève et, pour tout relèvement
i′ : X′ →֒ P′ de l’immersion fermée X ′ →֒ P′, grâce à l’isomorphisme RΓ†X ′
∼
−→ i′+ ◦ i′!, ce cas est validé.
Puisque cela est local en P et P′, il résulte du premier cas que RΓ†X ′ f !0 spX →֒P,T +(E)[−dX ′/X ] est un
D
†
P′
(†T ′)Q-module cohérent à support dans X ′. Via 2.5.4, il suffit alors de prouver que l’on dispose d’un
isomorphisme Loc(spX ′ →֒P′,T ′+ f ∗0K(E)) ∼−→ Loc(RΓ†X ′ f !0 spX →֒P,T +(E)[−dX ′/X ]) (notations de 2.5.4).
À cette fin, choisissons une application surjective ρ : Λ′ → Λ, deux recouvrements ouverts affines
(Pα)α∈Λ de P et (P′α′)α′∈Λ′ de P′ tels que f0 se factorise par P′α′ → Pρ(α′). On note alors Xα := X ∩Pα,
Xαβ := X ∩Pα∩Pβ, jα : Pα ⊂ P, et de même en rajoutant des primes. De plus, choisissons des relèvements
fα′ : P′α′ → Pρ(α′), iα : Xα →֒ Pα, i′α′ : X′α →֒ P′α′ et gα′ : X′α′ → Xρ(α′) des relèvements des factorisations
induites par f0, i, i′ et g.
Grâce à 4.1.7, le morphisme Loc(RΓ†X ′ f !0 spX →֒P,T +(E))→Loc( f !0 spX →֒P,T +(E)) est un isomorphisme.
On se ramène ainsi à établir Loc(spX ′ →֒P′,T ′+ f ∗0K(E)) ∼−→ Loc( f !0 spX →֒P,T +(E)[−dX ′/X ]).
L’objet Loc(spX ′ →֒P′,T ′+ f ∗0K(E)) correspond à la famille (sp∗i′∗α′K f ∗α′K(E|]Xρ(α′)[Pρ(α′) ))α′∈Λ′ , dont les iso-
morphismes de recollement sont induits par ceux de la forme ε (voir 2.3.1.1).
L’objet Loc( f !0 spX →֒P,T +(E)) est isomorphe à la famille (i′!α′ j′!α′ f !0 spX →֒P,T +(E)[−dX ′/X ])α′∈Λ′ dont les
isomorphismes de recollement sont induits par ceux de la forme τ.
Il résulte des isomorphismes i′!α′ j′!α′ f !0 ∼−→ i′!α′ f !α′ j!ρ(α′)
∼
−→ g!α′ i
!
ρ(α′) j!ρ(α′) que Loc( f !0 spX →֒P,T +(E)) cor-
respond à la famille (g!α′ i!ρ(α′) j!ρ(α′) spX →֒P,T +(E)[−dX ′/X ])α′∈Λ′ dont les isomorphismes de recollement sont
induits par ceux de la forme τ. Puisque Loc◦ spX →֒P,T +(E)
∼
−→ sp∗Loc(E) puis grâce à 2.4.6, on obtient
g!α′ i
!
ρ(α′) j!ρ(α′) spX →֒P,T +(E))[−dX ′/X ]
∼
−→ g!α′sp∗i
∗
ρ(α′)K(E|]Xρ(α′)[Pρ(α′) )[−dX ′/X ]
∼
−→ sp∗g∗α′K i∗ρ(α′)K(E|]Xρ(α′)[Pρ(α′) ),
ceux-ci étant compatibles aux données de recollement respectives. On conclut ensuite via l’isomorphisme
canonique ε : i∗ρ(α′)K
∼
−→ i′∗α′K f ∗α′K .
COROLLAIRE 4.1.9. (i) Pour tout isocristal E sur Y surconvergent le long de TX , on dispose d’un isomor-
phisme spX →֒P,T +(F∗E)
∼
−→ F∗spX →֒P,T +(E) fonctoriel en E . On notera F-Coh(X , P, T ), la catégorie des
F-D†
P
(†T )Q-modules cohérents à support dans X .
(ii) Le foncteur spX →֒P,T + : F-Isoc†(Y, X/K) → F-Coh(X , P, T ) est pleinement fidèle et son image
essentielle est constituée par les F-D†
P
(†T )Q-modules cohérents E à support dans X satisfaisant la condition
suivante :
(*) pour tout ouvert P′ de P tel que l’immersion fermée X ∩P′ →֒ P′ se relève en un morphisme v :
X′ →֒ P′ de V-schémas formels lisses, le faisceau v!(E|P′) est OX′,Q(†T ∩X ′)-cohérent.
Démonstration. L’isomorphisme spX →֒P,T +(F∗E)
∼
−→ F∗spX →֒P,T +(E) résulte de 4.1.6 et de 4.1.8. En ef-
fet, pour tout D†
P
(†T )Q-module cohérent E à support dans X , le faisceau F∗(E) est aussi à support dans
X et donc RΓ†X F∗(E)
∼
−→ F∗(E). Le foncteur spX →֒P,T + induit donc le suivant F-Isoc†(Y, X/K) → F-
Coh(X , P, T ). La fidélité de celui-ci résulte du cas sans structure de Frobenius (2.5.10). Pour la pleine fidél-
ité, soient E et E ′ deux objets de F-Isoc†(Y, X/K) et g un morphisme spX →֒P,T +(E) → spX →֒P,T +(E ′)
commutant à Frobenius. D’après 2.5.10, il existe un morphisme f : E → E ′ dans Isoc†(Y, X/K) tel que
spX →֒P,T +( f ) = g. Puisque le foncteur spX →֒P,T + (sans structure de Frobenius) est fidèle, le morphisme f
commute à Frobenius. On a donc vérifié la pleine fidélité. Enfin, la description de l’image essentielle découle
de celle de 2.5.10 ainsi que de la pleine fidélité de spX →֒P,T + (sans structure de Frobenius).
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Remarques 4.1.10. Les isomorphismes 4.1.8 et 4.1.2 sont compatibles à Frobenius.
4.2 Isomorphisme de commutation des foncteurs duaux aux images inverses extraordinaires par une
immersion
Cette section est dédiée à l’établissement du résultat suivant : soient f : X′ →֒ X une immersion de V-
schémas formels lisses, T un diviseur de X tel que T ′ := f−1(T ) soit un diviseur de X ′, E∈Dbcoh(gD†X(†T )Q) à
support dans l’adhérence schématique X ′ de X ′ dans X . On construit, via 4.2.5.1, un isomorphisme canonique
θ f ,T,E : f !TDT (E) ∼−→ DT ′ f !T (E). Celui-ci est en outre transitif pour la composition d’immersions (voir 4.2.8).
4.2.1. Soient g : X′ →֒X une immersion fermée de V-schémas formels lisses, T un diviseur de X tel que T ′ :=
T ∩X ′ soit un diviseur de X ′. Pour tout E ∈ Dbcoh(
g
D
†
X,Q(
†T )) à support dans X ′, on définit l’isomorphisme
θg,T,E : g!T ◦DT (E)
∼
−→ DT ′ ◦g!T (E) via le diagramme commutatif suivant :
g!TDT gT,+g!T (E) g!T gT,+DT ′g!T (E)
g!T χgg!T
∼
oo
g!TDT (E)
g!TDT adjg,T,E ∼
OO
θg,T,E
∼ // DT ′g!T (E).
adjg,T,DT ′ g!T (E)∼
OO
(4.2.1.1)
On pourra le noter plus simplement θg,T ou θg,E voire θg.
4.2.2. Avec les notations de 4.2.1, on aurait pu définir d’une seconde façon, via le diagramme commu-
tatif 4.2.2.2, l’isomorphisme θg,T,E : pour vérifier la commutativité de 4.2.2.2, on remarque d’abord que les
contours des deux diagrammes ci-dessous :
gT,+g!TDT (E)
adjg
∼
//
θg∼ 
gT,+g!TDT gT,+g!T (E)
adjg
∼
//
χg∼ 
DT gT,+g!T (E)
χg∼ 
gT,+DT ′g!T (E)
adjg
∼
// gT,+g!T gT,+DT ′g!T (E)
adjg
∼
// gT,+DT ′g!T (E),
(4.2.2.1)
gT,+g!TDT (E)
adjg
∼
//
θg∼ 
DT (E)
adjg
∼
// DT gT,+g!T (E)
χg∼ 
gT,+DT ′g!T (E) gT,+DT ′g!T (E),
(4.2.2.2)
sont égaux. En effet, les composés des morphismes du haut sont égaux par fonctorialité (on établit la commu-
tativité du carré correspondant), tandis que pour ceux du bas, cela découle fonctoriellement d’une propriété
standard des foncteurs adjoints. Or, le carré de gauche de 4.2.2.1 est l’image de 4.2.1.1 par gT,+. La com-
mutativité de celui de droite étant fonctorielle, il en résulte celle de 4.2.2.1. Ainsi, 4.2.2.2 est commutatif.
Comme g est une immersion fermée, d’après l’analogue p-adique de Berthelot du théorème de Kashiwara,
la commutativité de 4.2.2.2 détermine θg.
PROPOSITION 4.2.3. Soient g, g′ : X′ → X deux immersions fermées de V-schémas formels lisses telles
que g0 = g′0, T un diviseur de X tel que T ′ := T ∩X ′ soit un diviseur de X ′. On dispose du diagramme
commutatif :
g!TDT (E) θg,T,E
∼ //
τg′ ,g ∼
DT ′g!T (E)
g′!TDT (E) θg′,T,E
∼ // DT ′g′!T (E).
τg′ ,g∼
OO
(4.2.3.1)
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Démonstration. Considérons le diagramme suivant :
g!TDT gT,+g!T (E) g!T gT,+DT ′g!T (E)
g!T χgg!T
∼
oo
g!TDT (E)
g!TDT adjg,T,E
∼
44iiiiiii
θg,T,E
∼ //
τg′ ,g ∼

DT ′g!T (E)
adjg,T,DT ′ g!T (E)
∼ 44iiiiiiii
g′!TDT g′T,+g′!T (E)
τg′ ,gσg′ ,gτg′ ,g∼
OO
g′!T g′T,+DT ′g′!T (E)
g′!T χg′g′!T
∼
oo
τg′ ,gσg′ ,gτg′ ,g∼
OO
g′!TDT (E)
g′!TDT adjg′ ,T,E
∼
44iiiiiii
θg′,T,E
∼ // DT ′g′!T (E).
adjg′,T,DT ′ g′!T (E)
∼ 44iiiiiii
τg′ ,g∼
OO
(4.2.3.2)
Il découle de [Car05d, 2.4.4.2] et [Car05d, 2.5.1] (ou [Car05d, 2.6.2]) que les carrés de droite, de gauche et
de derrière sont commutatifs. Comme les deux horizontaux le sont par définition (4.2.1.1), le dernier carré
de 4.2.3.2, celui de devant, est donc commutatif.
PROPOSITION 4.2.4. Soient g′ : X′′ → X′ et g : X′ → X deux immersions fermées de V-schémas formels
lisses, T un diviseur de X tel que T ′ := g−1(T ) (resp. T ′′ := g′−1(T ′)) soit un diviseur de X ′ (resp. X ′′). Pour
tout E ∈ Dbcoh(
g
D
†
X,Q(
†T )) à support dans X ′′, le diagramme
DT ′′g′!T ′g
!
T (E) g′!T ′DT ′g
!
T (E)θg′ ,T ′
∼oo g′!T ′g
!
TDT (E)
∼ 
θg,T
∼oo
DT ′′(g◦g′)!T (E)
∼
OO
(g◦g′)!TDT (E)θg◦g′,T
∼oo
est commutatif.
Démonstration. Quitte à alourdir les notations, on suppose que le diviseur T est vide et on n’indiquera pas
« (E) ». Considérons le cube ci-dessous :
g′!g!g+g′+Dg′!g! ∼
χg′ //
∼ 
g′!g!g+Dg′+g′!g! ∼
χg // g′!g!Dg+g′+g′!g!
g′!g′+Dg′!g! ∼
χg′ //
∼
adjg 55jjjjjj
g′!Dg′+g′!g!
∼
adjg 66nnnnn
g′!g!Dg+g!
∼
adjg′ 55jjjjjj
Dg′!g!
∼
adjg′ 77nnnnn
g′!Dg!∼θg′
oo
∼
adjg′ 66mmmmm
g′!g!D
∼
adjg 55jjjjjjjj∼
θg
oo
∼

g′!g!g◦g′+Dg′!g! ∼
χg◦g′ //
∼
uujjjj
jj
g′!g!Dg◦g′+g′!g!
∼
uujjjj
jj
∼
OO
g◦g′!g◦g′+Dg◦g′! ∼
χg◦g′ // g◦g′!Dg◦g′+g◦g′!
Dg◦g′!
∼
adjg◦g′ 77nnnn
∼
OO
g◦g′!D
∼
adjg◦g′ 55jjjjjjj∼
θg◦g′
oo
(4.2.4.1)
Le carré du fond de 4.2.4.1 correspond, en omettant les termes g! et g′!, au diagramme signifiant la transitivité
des isomorphismes de la forme χ. Celui-ci est donc commutatif. Par fonctorialité ou définition (4.2.1.1), on
obtient la commutativité de la face du bas. On vérifie de même celle de la partie gauche de la face supérieure
de 4.2.4.1. Sa partie droite s’identifie (i.e. les composés des contours respectifs sont égaux) au contour du
diagramme commutatif
g′!Dg! ∼
adjg // g′!g!g+Dg!
∼ χg
∼
adjg′ // g′!g!g+Dg′+g′!g!
∼ χg
g′!g!D ∼
adjg //
∼θg
OO
g′!g!Dg+g! ∼
adjg′// g′!g!Dg+g′+g′!g!.
La face du haut de 4.2.4.1 est donc commutative.
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En appliquant g′!g!D au carré de gauche de 1.2.11 (en remplaçant f et g par g et g′), on obtient le rectangle
supérieur de
g′!g!D ∼
adjg // g′!g!Dg+g! ∼
adjg′ // g′!g!Dg+g′+g′!g!
g′!g!D ∼
adjg◦g′ //
∼ 
g′!g!Dg◦g′+g◦g′!
∼
OO
g◦g′!D ∼
adjg◦g′ // g◦g′!Dg◦g′+g◦g′! g′!g!Dg◦g′+g′!g!.
∼
OO
∼oo
(4.2.4.2)
Le diagramme 4.2.4.2 est donc commutatif. Son contour, i.e., le carré de droite de 4.2.4.1 l’est donc aussi.
De même, on obtient la commutativité du carré de gauche de 4.2.4.1.
Comme les flèches de 4.2.4.1 sont des isomorphismes, comme cinq des faces du cube de 4.2.4.1 sont
commutatifs, le dernier, i.e., celui de devant, égal à celui de 4.2.4, est commutatif.
LEMME 4.2.5. Soient f : X′ →֒ X une immersion de V-schémas formels lisses, T un diviseur de X tel que
T ′ := f−1(T ) soit un diviseur de X ′, E ∈ Dbcoh(gD†X(†T )Q) à support dans l’adhérence schématique X ′ de X ′
dans X .
Choisissons Y un ouvert de X tel que f se factorise en une immersion fermée g : X′ →֒ Y. En notant j :
Y⊂ X l’inclusion, l’isomorphisme composé
f !TDT (E) ∼−→ g!T∩Y j!TD(E) = g!T∩YDT∩Y j!T (E)−˜→θg DT ′g
!
T∩Y j!T (E) ∼−→ DT ′ f !T (E) (4.2.5.1)
ne dépend pas du choix de la factorisation de f par g et j.
Démonstration. Pour le vérifier, quitte à alourdir les notations, supposons le diviseur T vide. Notons Y0
l’ouvert de X dont l’espace sous-jacent est X \ (X ′ \X ′). Comme Y ⊂ Y0 et que le morphisme induit (par g)
X′ →֒ Y0 est une immersion fermée, on remarque qu’il suffit de prouver cette indépendance lorsque f est une
immersion fermée. Supposons donc f est une immersion fermée. Considérons le diagramme ci-dessous :
j! f+ f !D(E)
adj f //
θ ftti
ii
iii

j!D(E)
adj f //

j!D f+ f !(E)
χ fttii
iii
i

j! f+D f !(E) j! f+D f !(E)
g+g!D j!(E)
adjg //
θgtti
iii
ii
D j!(E)
adjg // Dg+g! j!(E)
χgttii
ii
ii
g+Dg! j!(E)
OO
g+Dg! j!(E),
OO
(4.2.5.2)
dont les flèches verticales se déduisent des isomorphismes canoniques f ! ∼−→ g! j! et j! f+ ∼−→ g+. Il résulte
de 4.2.2.2 que les faces horizontales sont commutatives. La commutativité des faces de devant, derrière et de
droite se vérifie par construction de χ et adj. Comme toutes les flèches de 4.2.5.2 sont des isomorphismes,
il en résulte celle du carré de gauche. Via l’isomorphisme canonique j! f+ ∼−→ g+ et grâce à l’analogue p-
adique du théorème de Kashiwara, le carré de gauche de 4.2.5.2 dont on a enlevé les termes j! f+ et g+ est
alors commutatif. Cela se traduit par le fait que le composé 4.2.5.1 est θ f . C.Q.F.D.
Notations 4.2.6. Avec les notations de 4.2.5, on désignera par θ f ,T,E : f !TDT (E) ∼−→ DT ′ f !T (E) l’isomor-
phisme 4.2.5.1.
PROPOSITION 4.2.7. Soient f , f ′ : X′ →֒X deux immersions de V-schémas formels lisses telles que f0 = f ′0,
T un diviseur de X tel que T ′ := f−10 (T ) soit un diviseur de X ′. On bénéficie du diagramme commutatif :
f !TDT (E) θ f ,T,E
∼ //
τ f ′ , f ∼
DT ′ f !T (E)
f ′!T DT (E) θ f ′ ,T,E
∼ // DT ′ f ′!T (E).
τ f ′ , f∼
OO
(4.2.7.1)
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Démonstration. Notons Y0 l’ouvert de X dont l’espace sous-jacent est X \ (X ′ \X ′), j : Y0 ⊂ X l’inclusion
canonique, g et g′ : X′ →֒ Y0 les immersions fermées factorisant respectivement f et f ′. Il suffit de prouver
que le diagramme
f !TDT (E) ∼ //
∼ τ f ′ , f
g!T∩Y j!TD(E)
∼ τg′ ,g
g!T∩YDT∩Y j!T (E)
θg
∼
// DT ′g!T∩Y j!T (E) ∼ // DT ′ f !T (E)
f ′!T DT (E) ∼ // g′!T∩Y j!TD(E) g′!T∩YDT∩Y j!T (E)
θg
∼
//
∼τg′ ,g
OO
DT ′g′!T∩Y j!T (E) ∼ //
∼τg′ ,g
OO
DT ′ f ′!T (E)
∼τ f ′ , f
OO
(4.2.7.2)
est commutatif. Or, grâce à 4.2.3, le deuxième carré de droite est commutatif. La commutativité du deuxième
carré de gauche est évidente tandis que celle des deux autres se vérifie par transitivité des isomorphismes de
la forme τ.
PROPOSITION 4.2.8. Soient f : X′ →֒ X et f ′ : X′′ →֒ X′ deux immersions de V-schémas formels lisses,
T un diviseur de X tel que T ′ := f−1(T ) (resp. T ′′ := f ′−1(T ′) soit un diviseur de X ′ (resp. X ′′). Pour tout
E ∈ Dbcoh(
g
D
†
X
(†T )Q) à support dans l’adhérence schématique de X ′′ dans X , le diagramme
( f ◦ f ′)!TDT (E)
∼ 
∼
θ f◦ f ′ ,T // DT ( f ◦ f ′)!T (E)
f ′!T ′ f !TDT (E) ∼
θ f ,T // f ′!T ′DT ′ f !T (E) ∼
θ f ′ ,T ′ // DT ′′ f ′!T ′ f !T (E)
∼
OO
(4.2.8.1)
est commutatif.
Démonstration. Par [Ber96a, 4.3.12], on se ramène au cas où T est vide. On désigne par Y (resp. Y′) un
ouvert de X (resp. X′) tel que f (resp. f ′) se factorise en une immersion fermée g : X′ →֒ Y (resp. g′ :
X′′ →֒ Y′). Soit Y′′ un ouvert de Y tel que g−1(Y′′) = Y′. On note j : Y ⊂ X et j′ : Y′ ⊂ X′ les inclusions
canoniques. Par abus de notations, on désignera encore par j′ : Y′′ ⊂ Y et g : Y′ →֒ Y′′ les morphismes
canoniques. Considérons le diagramme :
f ′! f !D(E) ∼
θ f // f ′!D f !(E) ∼
θ f ′ // D f ′! f !(E)
∼ 
g′! j′!g! j!D(E) ∼ //
∼
OO
g′! j′!g!D j!(E) ∼
θg // g′! j′!Dg! j!(E) ∼ //
∼
OO
g′!D j′!g! j!(E) ∼
θg′ //
∼ 
Dg′! j′!g! j!(E)
∼ 
g′!g! j′! j!D(E) ∼ //
∼
OO
∼ 
g′!g! j′!D j!(E) ∼ //
∼
OO
∼ 
g′!g!D j′! j!(E) ∼
θg //
∼ 
g′!Dg! j′! j!(E) ∼
θg′ // Dg′!g! j′! j!(E)
g◦g′! j′! j!D(E) ∼ //
∼ 
g◦g′! j′!D j!(E) ∼ // g◦g′!D j′! j!(E) ∼
θg◦g′ // Dg◦g′! j′! j!(E)
∼
OO
g◦g′! j ◦ j′!D(E) ∼ //
∼ 
g◦g′!D j ◦ j′!(E) ∼
θg◦g′ //
∼
OO
Dg◦g′! j ◦ j′!(E)
∼
OO
f ◦ f ′!D(E) ∼
θ f◦ f ′ // D f ◦ f ′!(E),
∼
OO
(4.2.8.2)
dont le contour correspond à celui de 4.2.8.1 (on vérifie par transitivité que le composé de droite de 4.2.8.2 est
le morphisme de droite de 4.2.8.1, de même à gauche). Il dérive de 4.2.5 que les rectangles du haut et du bas
sont commutatifs. La commutativité du rectangle de la deuxième ligne résulte du fait que les isomorphismes
de la forme θg commute à la restriction à un ouvert. Celle du rectangle de la troisième ligne découle de 4.2.4
tandis que celle du rectangle de gauche de l’avant dernière ligne est immédiate. Celle des carrés se vérifie
par fonctorialité. Le diagramme 4.2.8.2 est donc commutatif.
4.3 Commutation au foncteur dual
Nous reprenons les notations de 2.5.1.
PROPOSITION 4.3.1. Désignons par E un isocristal sur Y surconvergent le long de TX et par E∨ son dual.
On a l’isomorphisme canonique fonctoriel en E : spX →֒P,T +(E∨)
∼
−→ DT ◦ spX →֒P,T +(E).
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Démonstration. En remplaçant les foncteurs de la forme j† ou (†T ) par les foncteurs duaux respectifs, il
s’agit de reprendre la preuve de 4.1.2. Par exemple, avec les notations de 2.5.4, grâce à 4.2.7 et 4.2.8, on
vérifie pour tout E ∈ Coh(X , P, T ) la commutativité des diagrammes ci-dessous :
u!αβDT∩Pαβ(E|Pαβ) //
DT∩Pαβ τ
DT∩Xαβu
!
αβ(E|Pαβ)
τ
pαβ!1 u!αDT∩Pα(E|Pα) // p
αβ!
1 DT∩Xαu
!
α(E|Pα)
// DT∩Xαβ p
αβ!
1 u
!
α(E|Pα),
(4.3.1.1)
u!αβDT∩Pαβ(E|Pαβ) //
DT∩Pαβ τ
DT∩Xαβu
!
αβ(E|Pαβ)
τ
pαβ!2 u!βDT∩Pα(E|Pβ) // p
αβ!
2 DT∩Xβu
!β(E|Pβ) // DT∩Xαβ p
αβ!
2 u
!β(E|Pβ),
(4.3.1.2)
qui correspondent aux analogues des carrés horizontaux de 4.1.3.1. De plus, pour valider l’analogue du
lemme 4.1.5, on utilise 3.3.13.
Notations 4.3.2. Soient E(•), F(•) ∈ LD
−→
b
Q,qc(D̂
(•)
P
(T )) (voir [Car05c, 1.1]. On note
E(•)
L
⊗†
OP(†T )Q
F(•) := (E(m)⊗̂L
B̂
(m)
P
(T )
F(m))m∈N.
Pour une définition des images directes et inverses extraordinaires à singularités surconvergentes le long d’un
diviseur de ces complexes quasi-cohérents, on pourra consulter [Car05c, 1.1.7].
De manière analogue à [Ber02, 4.2.2], on dispose du foncteur lim
−→
: LD
−→
b
Q,qc(D̂
(•)
P
(T ))→ D(D†
P
(†T )Q).
Celui-ci induit une équivalence de catégorie entre Dbcoh(D
†
P
(†T )Q) et une sous-catégorie pleine de LD−→
b
Q,qc(D̂
(•)
P
(T )),
noté LD
−→
b
Q,coh(D̂
(•)
P
(T )) (voir [Ber02, 4.2.4]). Lorsque E(•), F(•) ∈ LD
−→
b
Q,coh(D̂
(•)
P
(T )), en notant E := lim
−→
E(•)
et F := lim
−→
F(•), on pose
E
L
⊗†
OP(†T )Q
F := lim
−→
E(•)
L
⊗†
OP(†T )Q
F(•).
4.3.3. L’isomorphisme d’autodualité de [Ber96b, 2.1.1] s’écrit aussi DP,T (RΓ†XOP(†T )Q[d])
∼
−→ RΓ†XOP(†T )Q[d]
où d := −dX/P la codimension de X dans P. On en déduit : DP,T (RΓ†XOP(†T )Q)[−2d]
∼
−→ RΓ†XOP(†T )Q.
Cet isomorphisme ne semble pas compatible à Frobenius. En effet, lorsque X = P, on retrouve l’isomor-
phisme canonique : DP,T (OP(†T )Q)
∼
−→ OP(
†T )Q. Je n’ai pas de contre-exemple mais la compatibilité à
Frobenius de ce dernier isomorphisme me paraît inexacte.
Pour tout E ∈ F-Dbcoh(D
†
P
(†T )Q) à support dans X , avec les notations 4.3.2, on pose
D∗X ,P,T (E) := DP,T
(
(DP,T (RΓ†XOP(
†T )Q)[−2d])
L
⊗†
OP(†T )Q
E
)
. (4.3.3.1)
Or, comme E est aussi à support dans X , on obtient le deuxième isomorphisme :
RΓ†XOP(
†T )Q
L
⊗†
OP(†T )Q
E
∼
−→ RΓ†X(E)
∼
−→ E.
Il en découle l’isomorphisme D∗X ,P,T (E)
∼
−→ DP,T (E). Ce dernier n’est pas à priori compatible à Frobe-
nius.
LEMME 4.3.4. Soient u : X →֒ P une immersion fermée de V-schémas formels lisses, T un diviseur de P
tel que TX := u−10 (T ) soit un diviseur de X , E(•) ∈ F-LD−→
b
Q,qc(D̂
(•)
P
(T )), F(•) ∈ F-LD
−→
b
Q,qc(D̂
(•)
X
(TX)). Avec les
notations de 4.3.2, on dispose d’un isomorphisme compatible à Frobenius :
uT,+(u
!
T (E
(•))[−dX/P]
L
⊗†
OX (†TX )Q
F(•))
∼
−→ E(•)
L
⊗†
OP(†T )Q
uT,+(F
(•)).
Démonstration. Par les arguments habituels de complétion puis de passage à la limite sur le niveau, on se
ramène au cas des schémas. Par passage de gauche à droite, cela correspond à [Car05d, 1.4.1] et [Car05d,
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1.4.10.2] (on s’était contenté dans [Car05d, 1.4] de prouver le cas où E =D(m)X et F = ωX , mais la preuve
est identique pour le cas général).
PROPOSITION 4.3.5. Désignons par E un F-isocristal sur Y surconvergent le long de TX et par E∨ son dual.
On dispose de l’isomorphisme canonique fonctoriel en E et compatible à Frobenius :
spX →֒P,T +(E∨)
∼
−→ D∗X ,P,T ◦ spX →֒P,T +(E).
Démonstration. Comme X et P sont lisses, par additivité, il ne coûte rien de supposer que X et P soient irré-
ductibles. Par application de DP,T (on dispose de l’isomorphisme de bidualité qui est compatible à Frobenius
[Vir00, II.3.5]) et en échangeant E et E∨, il est équivalent d’obtenir un isomorphisme compatible à Frobenius
de la forme :
DP,T (RΓ†XOP(
†T )Q)[−2d]
L
⊗†
OP (†T )Q
spX →֒P,T +(E∨)
∼
−→ DP,T spX →֒P,T +(E). (4.3.5.1)
Supposons dans un premier temps que X →֒ P se relève en une immersion fermée u : X →֒ P de V-schémas
formels lisses. Via [Car05c, 1.2.14.1], le terme de gauche de 4.3.5.1 est isomorphe à
DP,T (uT+u
!
TOP(
†T )Q)[−2d]
L
⊗†
OP(†T )Q
uT+sp∗(E∨). (4.3.5.2)
Or, grâce au théorème de dualité relative compatible à Frobenius (voir [Car05d]),
DP,T (uT+u
!
TOP(
†T )Q)[−2d]
∼
−→ uT+DX,TX u
!
T (OP(
†T )Q)[−2d]
∼
−→ uT+DX,TX (OX(
†TX)Q)[−d] (4.3.5.3)
Avec 4.3.4, comme u!T uT,+
∼
−→ id ([Ber02, 5.3.3]), le terme de gauche de 4.3.5.1 devient isomorphe à
uT,+(DX,TX (OX(
†TX)Q)⊗OX(†TX )Q sp∗(E
∨)). (4.3.5.4)
D’un autre côté, le terme de droite de 4.3.5.1 est isomorphe à
uT,+DX,TX sp∗(E). (4.3.5.5)
Dans le cas général où X →֒ P ne se relève pas, grâce à 4.1.9, il en résulte que les deux termes de 4.3.5.1
sont dans l’image essentielle de spX →֒P,T +.
Soit P′⊂P\T un ouvert affine de P tel que X∩P′ soit dense dans X . Grâce à [Tsu02, 4.1.1] et à [Ked04],
(2-ième ligne page 2), 4.1.1 et 4.1.2, les deux termes de 4.3.5.1 sont isomorphes si et seulement s’ils le sont
au dessus de P′. On se ramène ainsi au cas où T est vide et X →֒ P se relève en une immersion fermée
u : X →֒ P de V-schémas formels lisses. Or, d’après [Car05a], on dispose d’un isomorphisme compatible à
Frobenius :
DX(OX,Q)⊗OP,Q sp∗(E
∨)
∼
−→ DXsp∗(E). (4.3.5.6)
Via la première partie de la preuve (4.3.5.4 et 4.3.5.5), en appliquant u+ à 4.3.5.6, on obtient à isomorphisme
près 4.3.5.1 (avec T vide).
Remarques 4.3.6. Si la conjecture [Tsu02, 1.2.1.(TC)] était validée, les preuves de 4.1.2 et de 4.3.1 seraient
moins techniques et délicates. En effet, en remplaçant [Ked04] par [Tsu02, 1.2.1.(TC)], de manière analogue
à ce qui a été fait dans la preuve de 4.3.5, on se ramènerait au cas relevable.
Le théorème qui suit fournit une application importante et prometteuse de nos constructions. Pour sa
preuve, on pourra consulter [Car04a, 2.2].
THÉORÈME 4.3.7. Soit E un F-isocristal unité sur Y surconvergent le long de TX . Le faisceau spX →֒P,T +(E)
est D†
P,Q-cohérent.
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