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Introduction
The ability of recognizing objects regardless of their position, size, rotation and reflection is very important to many real world applications. Contour-based features of object shapes have been widely used to achieve this ability. The main advantages of using contour-based features for pattern recognition are: (1) It is extremely efficient to use contours for coding; (2) It is easy to obtain object contours from files in MPEG-7 which is a standard format for meta-data. Contours can also be extracted from images and videos using segmentation and motion diction; (3) Many algorithms [5, 10, 9, 12, 4, 3, 7] have been developed for shape recognition using contour-based features. Due to these advantages, we adopt contour-based features for pattern recognition.
Shape recognition algorithms using contour-based features can be divided into two main categories: global feature-based [14, 4] and local feature-based [10, 3, 1] . Fourier descriptors have been widely used in pattern recognition as the absolute values of the descriptors are invariant to rotation and reflection which is a desirable property in some applications as hand-tool recognition [4] . As Fourier descriptors use global shape features, they are sensitive to deformations caused by noises, occlusion and etc. In order to solve this problem, most recently developed methods use local features to represent shapes. Among them, curvature scale space (CSS) shape descriptors [13, 8] and polygonal shape descriptors [6] have demonstrated their successes in many applications. A CSS image provides a multi-scale representation of the curvature zero crossings of a closed contour. However, the CSS representation has two drawbacks. The CSS is inadequate to represent convex segments of contours [8] and some similar shapes may produce quite different CSS images. Polygonal shape descriptors approximate 2D shapes by polygons. In such a system features are generated by polygonal approximations and the recognition decision is made by using classification trees. However, it is difficult to automatically obtain the classification trees and the recognition based on semantics was sensitive to shape variations and noise.
Hidden Markov models (HMMs) are powerful in coping with large variations in shapes. Many HMM-based methods have to find a reference point for each image in order to obtain well trained models or templates. To find a reference point in an image is a not easy task, significant deformation makes this task even more difficult. Fortunately, circular HMMs are available for 2D shape recognition. In a circular HMM, any state can be the initial state and any state can be the last state, therefore a circular HMM does not require any reference points from training and testing images.
Due to its nature immunity to the rotation of shapes, we adopt circular HMMs in this study. However circular HMMs have difficulties in distinguishing some shapes which human can do easily. The motivation of this study is to overcome this problem by imposing some constraints on circular HMMs to further improve their performance on 2D shape classification.
Hidden Markov model
The contours of 2D shapes can be represented by sequential feature vectors, which are regarded as the equivalence of time-varying signals. In a short segment, the signal can be considered as a stationary process with minor fluctuations. Therefore, it is suitable to use an individual state of an HMM to model the steady statistical information in a short segment. Significant changes of properties over segments can be modelled by state transitions.
Generally, an HMM with N states can be characterized by: (1) the state transition probability matrix, A = {a ij }, where a ij is the probability of making the transition from state i to state j; (2) the output probability matrix, B = {b j (v)}, where v can be a discrete observation symbol or continuous observation vector or even a hybrid observation vector; (3) the initial state distribution, π = {π i }. Now an HMM can be represented compactly as:
where λ w is one model in the collection λ = 
where d is the maximum state gap. Figure 1 gives an example of a circular HMM with d = 2 and N = 8. Given the definition of HMMs, we must consider the following two problems:
Recognition: Given the observation sequence O and the models λ, how can we find the model that can generate the observation sequence with the highest probability?
Training: Given a set of observation sequences and the initial model, how can we adjust the model parameters to best account for the given observation sequences?
For statistical paradigms, the decision-making is based on the concept of the maximum a posteriori probability. For HMM, we have
where p(w) is the priori probability that the given pattern belongs to class w, p(O|λ w ) is the conditional probability of the observation sequence O for the given model λ w , p(O) is the probability of observation sequence O, and p(w|O, λ w ) is the probability that the pattern belongs to class w for the observation sequence and model. This is the a posteriori probability. Because p(O) is not related to any class w, it is irrelevant to the recognition. Therefore, (3) can be rewritten as
The classification decision can be made by
where w * is the estimated pattern class. The problem of recognition now is how to calculate p(O|λ w ), which can be rewritten as
where S is a state sequence of HMM,
and a s0s1 = π s1 . The amount of direct computation of (6), which is of the order of O(T N T ) [11] , is clearly infeasible in practice. Fortunately, there are two very efficient algorithms, namely, the Baum-Welch algorithm and the Viterbi algorithm, available to calculate p(O|λ w ). As for parameter re-estimation, there are several training procedures are available such as the Baum-Welch procedure, and the Viterbi procedure and the minimum classification error (MCE) procedure. In this paper, we use the the Viterbi procedure due to its simplicity.
Constrained circular HMM

The limitations of circular HMMs
For a left-right HMM, the initial state can only be the one from the initial state set {s i |π i > 0}. In some applications, we impose constraints on the final states as well to further improve the performance of these systems [11] .
While, there is no constraint on the initial state and the final state for a circular HMM, i.e. any state of the circular HMM can be the initial state and the final state. As a result, circular HMMs have nature immunity to the rotation of shapes. However one of the side effects is that circular HMMs have difficulties in distinguishing some shapes which human can do easily. Figure 2 gives some examples of shapes that are confusing to circular HMMs.
To highlight the problem, let's assume that a circular HMM is well trained for the shape shown in Figure 2a . Without losing generality, we assume that the initial state is s 0 = 0 and each edge is modelled by one state. So the polygonal shape in Figure 2a is modelled by a circular HMM with 12 states. Figure 3 shows such a circular HMM. Now we use the shape in Figure 2b to evaluate this HMM, a quite high probability would be produced by this circular HMM. The most likely state sequence would be {0, 1, . . . , 10, 11, 0, 1}. In the same way, if we use a circular HMM trained by shapes similar to the one shown in Figure 2b , the HMM would produce a quite high probability when the shape in Figure 2a Figure 2d and tested by the shape in Figure 2c , the output probability will be high. However, a circular HMM trained by circle-like shapes is unlikely able to generate shapes with significant angles. These examples have revealed the limitations of circular HMMs. 
The constraint on the initial and final states
The solution to this problem is to impose a constraint on the initial state and the final state of a given circular HMM. Let take the circular HMM shown in Figure 3 as an example. If the initial state is s 0 , we force the final state of the 0 1 2 10 11 ... HMM to be s 11 . In this way, the constrained circular HMM trained by the shape in Figure 2a will produce a low probability when the shape in Figure 2b is an input.
To define the constraint on states for a given HMM in a general case, let the initial state be s j and the final state be s i . The constraint on the initial state and the final state can be formally defined as follows.
Modified Viterbi Algorithms
In order to impose the constraint on the initial and final states, we have to know the initial and the final states or to find the best state sequence. In this paper, we use the Viterbi algorithm due to following reasons:
The state sequence of HMM is not observable. However, the best state sequence can be found by the Viterbi algorithm.
The Viterbi algorithm makes it possible to replace the multiplication in probability computation with summations. Consequently, the scaling procedure, which is necessary in the Baum-Welch algorithm, can be avoided. This results in better computational performance.
In order to facilitate our discussion, the standard Viterbi algorithm used for evaluation/recognition is given as follows.
Step 1:
Step 2:
Step 3:
where α t (i) keeps the probability and p * (O|λ w ) denotes the maximum of p(O, S|λ w ). In order to impose the constraint on the initial and final states, we will modify the Viterbi algorithm. we devise two solutions to this problem. 
The solution with konwn initial state
From the standard Viterbi algorithm, you can find that it is impossible to know the initial state for a given final state without using the state-path backtracking. The easiest solution is to consider each state as an initial state in a loop. The constraint can be imposed at the step of termination. Therefore we have the modified Viterbi algorithm (Algorithm 1) as:
End of the loop: Termination
As this algorithm does not need the state-path backtracking, we can implement a similar algorithm based on the Baum-Welch algorithm. However, the complexity of this algorithm is in the order
The solution with the state-path backtracking
Another solution is to find the best state sequence for a given final state using the state-path backtracking. In order to do this, we use a variable Φ t (i) to track state transition. In our algorithm, the state-path backtracking will be employed after recursion so that the constraint can be imposed before the highest probability is worked out. Our modified Viterbi algorithm (Algorithm 2) is:
Step 3: State-path backtracking
Step 4: Constraining
Step 5: Termination p * (O|λ w ) = max
The computational complexity of this algorithm is in the order of O(N T ). However, the significant reduction of the computational complexity comes at the cost of optimization. It is easy to find that the Algorithm 1 in Section 4.1 keeps all N × N paths from all possible initial states to all possible final states. Therefore, p * (O|λ w ) is the probability from the best state-path after applying the constraint. In this algorithm, however, the best state-path might be blocked by some "promising" paths during the recursion. This is because that these "promising" paths might be false after applying the constraint in eqn 7. As a consequence, p * (O|λ w ) calculated by this algorithm might be not the probability from the best state-path. We will discuss this issue in the Section 5.
Experiments
In our experiments, each contour is re-sampled with only 128 points and the length of each contour is normalized to a constant. Then each contour is smoothened by cutting half of the FFT spectrum in the higher frequency part. Circular HMMs are insensitive to starting points, but they are sensitive to reflection. Therefore, we input two contours to HMMs for a given shape, one original and one with reflection. During the training and testing process, HMMs will choose the one with better matching.
As each shape class has only 20 samples, 20 fold cross validation is used to carry out our experiments, i.e. leaving one out for testing. We conducted experiments on 2D shape recognition using the shape database for the MPEG-7 core experiment CE-Shape-1, Part B [15] . This database includes 1400 shape samples for 70 classes -20 for each class. In our first experiment, we selected a sub-database including 7 shape classes so that we can compare the performance of the proposed algorithms to that of others [2] using the same sub-database. The selected 7 classes are Bone, Fork, Fountain, Glass, Hammer, Heart and Key. Some shapes of these 7 classes are shown in Figure 4 . In the experiment, we used three different algorithms described in Section 4 to train HMMs and used different testing algorithms to evaluate the performance of these trained HMMs on recognizing 7 classes. The results are given in Table 1 . The results have shown that both Algorithm 1 & 2 can achieve the accuracy of 100%, while the best result reported in [2] is 98.8%. As the computational complexity of Algorithm 2 is O(N × T ), it is desirable to many real-time applications.
As the shapes in Figure 4 are quite distinctive, it is not difficult to achieve good performance on such a database. In order to test our algorithms on recognizing 2D shapes with significant deformations, we used all shapes from the database in the second experiment. The training and testing procedure used in here is the same as that in the first experiment. The results are given in Table 2 . The results confirm that the constraint on the initial and final states can improve the performance of 2D shape recognition. It is very interesting to compare the performance of Algorithm 1 & 2. Algorithm 1 is slightly better than Algorithm 2 in terms of accuracy but N times slower than Algorithm 2 in terms of speed. After all, the Algorithm 2 can achieve very good performance, which is very close to that of Algorithm 1, with the same computational complexity of the standard Viterbi algorithm in big-O notation. Comparing to elastic matching algorithms, which widely applied in image retrieval are in the order of (O(T 2 )), the Algorithm 2 is faster as the number of states in an HMM is usually much smaller than the number of points in a contour.
Conclusion
In this paper, we have analysed the properties of the standard circular HMM on 2D shape recognition. We have proposed to impose the constraint on the initial and final states of hidden Markov models to improve the performance of HMMs and developed two algorithms to implement our proposal. The proposed algorithms have been tested on the database of the MPEG-7 Core Experiments Shape-1, Part B. The experiments show that both proposed algorithms can achieve better performance than that of the standard circular HMM in terms of accuracy. The Algorithm 2 and the standard circular HMM can be used in image retrieval. This is because they are faster than elastic matching algorithms. In particular, the Algorithm 2 has much potential due to its accuracy and speed. In the near future, we will apply this algorithm to image retrieval.
