Abstract. We deal with the standard three-level bilinear FEM and finite-difference scheme with a weight to solve the initial-boundary value problem for the 1D wave equation. We consider the rich collection of initial data and the free term which are the Dirac δ-functions, discontinuous, continuous but with discontinuous derivatives and from the Sobolev spaces, accomplish the practical error analysis in the L 2 , L 1 , energy and uniform norms as the mesh refines and compare results with known theoretical error bounds.
Introduction
We deal with the initial-boundary value problem for the 1D wave equation and discuss error behavior for the standard three-level regularized bilinear finite element method (FEM) and finite-difference scheme with a weight. In [10] (where references to a lot of related papers can be also found) general error bounds for three-and two-level FEMs were proved in several norms in continuous dependence on the order of smoothness of data, i.e. two initial functions in the Sobolev/Nikolskii spaces and the free term in the equation in the spaces
Copyright c 2018 The Author(s). Published by VGTU Press
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.
of the dominating mixed smoothness in (x, t) (much broader then the Sobolev or Nikolskii spaces of the same order). The negative order of smoothness is taken into account thus one of the initial functions and the free term can be distributions like the Dirac δ-functions.
More precisely, the error bounds in L 2 , energy and (in 1D) uniform spatial norms and uniformly in time of the orders respectively
2α/3 , 0 ≤ α ≤ 3; O (τ + h) 2(α−1)/3 , 1 ≤ α ≤ 4
and O (τ + h) 2(α−1/2)/3 , 1/2 < α < 7/2, were derived. For half-integer α, these bounds cover such practically interesting cases of non-smooth data as the Dirac δ-functions, discontinuous or continuous but with discontinuous derivatives functions, etc.
These error orders differ significantly from those in the elliptic and parabolic cases. Nevertheless the sharpness of the error bounds in the L 2 and energy norms was confirmed in [8, 9] by the lower error bounds in the corresponding spaces, for each of two initial functions and the free term. Notice that this was accomplished on sequences of rapidly oscillating elements of the spaces but not for their specific typical elements. Also up to now no similar lower bounds in the uniform norm are known.
In addition, obviously the L 2 and energy error bounds (the latter also involves the L 2 spatial norms) are weakened after replacing the L 2 norms by L 1 ones. Nevertheless, according to [9] these weakened bounds remain sharp in the same data spaces.
From the practical point of view, it is essential to know whether the discussed error bounds are sharp for typical elements of the above mentioned non-smooth data spaces. At the moment there exists no any theoretical answer to this question; it seems that a very delicate asymptotic analysis of the error behavior is required to get such answer.
To understand at least a practical answer (that is also important by itself), in this paper we analyze practical error orders as mesh refines for the rich collection of namely such the typical non-smooth two initial functions and free term (separately for each of them). For the initial functions, we also treat the case of integer α, i.e. functions from the Sobolev spaces. We also include examples with mismatches between the initial and boundary data.
The main result consists in finding out that the discussed error orders in the L 2 , energy as well as uniform spatial norms are actually sharp with the high precision for all the considered typical data; in particular, it is observed how sensitively the orders increase when the data smoothness grows. On the other hand, we reliably observe higher error orders in the weaker L 1 and W 1,1 spatial norms; thus for these norms the error orders in the spaces of data and for their typical elements differ significantly. The latter fact as well as the presented results in general could stimulate further studies.
The initial-boundary value problem, numerical methods and the theoretical error bounds
We deal with the initial-boundary value problem for the 1D wave equation
x u = f (x, t) in Q := Ω × S, (2.1)
2)
Hereafter D t and D x are the weak partial derivatives in t and x; also a = const > 0. Recall that in dependence on regularity of the data u 0 , u 1 and f (as well as g 0 and g 1 ), there exists a unique weak solution from the energy class, or even weaker (possibly discontinuous), or strong, or classical solution to this IBVP, in particular, see [2, 10] . Below we treat all these four types of solutions.
Recall that the weak solution from the energy class u ∈ C(S, H 1 (Ω)) with
) and η| t=T = 0, and the initial-boundary conditions u| t=0 = u 0 and (2.3) in the classical sense (since in our 1D case u ∈ C(Q)). For the free term-distribution f = D t g with g| t=0 = 0, the last term on the right should be understood as − g, D t η .
The weaker solution u ∈ C(S, L 2 (Ω)) with I t u ∈ C(S, H 1 (Ω)) satisfies another integral identity
for the same η as above and the boundary conditions I t u| x=−X/2 = I t g 0 and I t u| x=X/2 = I t g 1 in the classical sense. Here I t u(x, t) := t 0 u(x, θ) dθ is a primitive in t function for u, I * t η(x, t) := T t η(x, θ) dθ as well as u 1 and f are distributions respectively on Ω and Q.
The strong solution u ∈ C(S,
) and the initial-boundary conditions (2.2)-(2.3) in the classical sense.
Notice that for the IBVP (2.1)-(2.3) all the above mentioned types of solutions can be represented by one and the same D'Alembert-type formula so we could omit their definitions. Now we present numerical methods to solve the IBVP (2.1)-(2.
3) which error we analyze below. Letω h = {x i = −X/2+ih; 0 ≤ i ≤ n} andω τ = {t m = mτ ; 0 ≤ m ≤ M } be the uniform meshes (for simplicity) onΩ andS, with the steps h = X/n and τ = T /M . Define also the internal mesh ω h =ω h \ {±X/2} and the mesh norms
Let S h be the FEM space of functions in C(Ω) which are linear over each element [x i−1 , x i ], 1 ≤ i ≤ n. Let S τ be the similar FEM space associated toS andω τ . For w ∈ C(Ω), let w ∈ S h be its interpolant such that w(
We introduce the mesh operators in x and t
let also∂ t y 0 = 0. Clearly B h and L h are the scaled mass and stiffness operators corresponding to the FEM space S h .
Let the approximate solution v ∈ S h ⊗S τ . We study the regularized bilinear FEM written in the following three-level in time operator form [10] 8) with the regularizing parameter σ ≥ 1/4 (for simplicity). Here v 0 σ0 satisfies 9) with the parameter σ 0 ≥ σ − 1/4. We omit the original Galerkin form of the FEM based on the regularized integral identity (2.4), see [10] . Here for f ∈ L 1 (Q), w ∈ L 1 (Ω) and z ∈ L 1 (S) the following FEM averages are utilized
where e h i (x) = max {1−|x/h−i|, 0} and e τ,m (t) = max {1−|t/τ −m|, 0} are the well-known "hat" functions. The formula (2.10) can be used for i = 0, n as well using the formulas x −1 = −X/2 − h and x n+1 = X/2 + h and, say, the even or odd extension of w with respect to ±X/2 outside Ω. Below in our computations we use these averages for discontinuous f , w (including w = u 0 , u 1 ) and z.
In more general situation where f , w and z are distributions respectively on Q, Ω and S, we set Below we need them for f , w (including u 1 ) and z like the Dirac δ-functions.
For the Hölder-continuous w = u 0 and u 1 below in our computations we often take simply w h i = w(x i ) that is most usual in practice.
Below in computations we consider f only with the separated variables, i.e. f (x, t) = w(x)z(t), and compute f h,τ = w h z τ accordingly to the type of w and z (i.e., distributions or discontinuous functions).
After simplifying the mass operator B h down to the unit one I (the mass lumping procedure) and taking σ 0 = 0, we get the well-known three-level symmetric in space and time finite-difference method (FDM), or scheme, with the weight σ [3] that we also analyze below.
Next we need to recall the basic error bounds for the above FEM which are the simplest cases of general error bounds in terms of data smoothness from [10] . Define the uniform norm r Cτ (S;B) = maxωτ r(t m ) B in the space of functions onω τ with values in a Banach space B. Let ε 0 > 0 and first
Hereafter c is independent of h and τ . For 1 ≤ α ≤ 3, the bound is valid for simpler v 0 = u 0 as well, and also one can replace u − v by u − v in it; both these moments are in use below. The left-hand side of (2.13) contains the additional non-standard term with the time primitive I t u; it plays an important role in some recent applications to optimal control problems [5] .
(ii) For σ ≥ 1/4 + ε 0 and v 0 = u 0 , the following error bound in the energytype norm holds
(iii) For σ ≥ 1/4 + ε 0 and v 0 = u 0 , the following error bound in the mesh uniform norm holds
The mesh uniform norm is often especially valuable in practice. Recall that bound (2.15) is derived in [10] as a consequence of (2.13)-(2.14). In addition, in the above error bounds α 1 + α 2 = α − 1 and the pair (α 1 , α 2 ) belongs to some sets on the plane that we need not to reproduce in full generality and confine ourselves by some particular cases below.
Concerning the spaces H (α) for the initial data in the listed error bounds,
(Ω) and, for integer α = 1, 2, 3, 4, H (α) are the subspaces of functions w in the Sobolev spaces W α,2 (Ω) with w| x=±X/2 = 0 and in addition
x w| x=±X/2 = 0 for α = 3, 4. For non-integer 0 < α < 4, H (α) are similar subspaces in the Nikolskii spaces H α,2 (Ω), see some details in [10] . Importantly for what follows, H (1/2) contains the space BV (Ω) of functions of bounded variation onΩ which can be discontinuous,
(Ω). Concerning the spaces F (α1,α2) (for f ) of the dominating mixed smoothness of order α 1 in x and order α 2 in t in the sense of the anisotropic Lebesgue space L 2,1 (Q), below we deal with the case f (x, t) = w(x)z(t) and integer α 2 = 0, 1, 2 only. For such α 2 , in the above error bounds they can be even enlarged up to the spacesF (α1,α2) , and for the mentioned f the property f ∈F (α1,α2) means that, first, w ∈ H (α1) and, second:
Here the restrictions z(0 + ) = 0, z(0) = 0 and D t z(0 + ) = 0 could be generalized but this is not required below.
The case of non-zero g 0 and g 1 is auxiliary in this paper, and we take them smooth only and mainly to simplify our choice of u 0 and u 1 below. Thus the rather simple 2nd order error bound in the energy-type norm (which is the strongest of all three norms considered above taking (2.13) with u − v instead of u − v)
is enough for our purposes since it cannot deteriorate the above error bounds (the auxiliary smooth solutions
having these boundary data can be taken into account). This bound follows from the proof in [10] . It seems that similar error bounds are valid in the case of the FDM. To derive them from the error bounds for the FEM, the techniques of reducing the former to the latter could be applied, in particular, see [6, 8] ; some error bounds for the FDM can be found in [1] .
The lower error bounds in the corresponding spaces of data u 0 , u 1 and f (separately for each of them) of the same orders as in (2.13) and (2.14) are contained in [8] and in more general form in [9] . They were proved on sequences of rapidly oscillating elements in the spaces but not for their specific typical elements. But we emphasize that no lower bounds corresponding to bound (2.15) are known.
Below we analyze the most interesting cases of half-integer and integer values of α ∈ (0, 4). For convenience of comparing to practical error orders below, we put the corresponding orders of error bounds respectively (2.13), (2.15) and (2.14) in Table 1 (non-positive values are replaced by dashes). Note that the orders are the same along "diagonals" of the arising rectangular matrix, and they increase by 1/3 when passing from one diagonal to the next to the right one (excluding the last "diagonal" consisting of a unique element). 
Practical error analysis
We study the practical error behavior of the following errors
with p = 1, 2 treating the terms on the left-hand sides in bounds (2.13)-(2.14) separately. The main value is p = 2 since only it appears in bounds (2.13)-(2.14). Below in tables we mark shortly the listed errors respectively as
The subscript h means that we use u and I t u instead of u and I t u themselves (also recall that the L p (Ω) and L p (ω h ) norms are equivalent uniformly in h for ϕ ∈ S h with ϕ| x=±X/2 = 0). The notation SW
conform respectively the dominating mixed smoothness of order 1 in x and −1 in t and the anisotropic Sobolev smoothness of order 1 in x or t only. The L 1 and L 1 h errors are often used in the case of discontinuous exact solutions in various applications including gas dynamics, for example, see [4] . In addition we utilize the W 1,0;1 h error in the case of continuous piecewise smooth solutions;
. Nevertheless, according to [9] these weakened bounds remain sharp in the same data spaces. Remind that these lower error bounds were actually proved on sequences of rapidly oscillating elements in the spaces. On the contrary, in what follows we observe that for some typical elements of these spaces the practical error orders for p = 1 are always of higher order than for p = 2 (of course, when the latter are less than 2).
We use exact solutions u to the IBVP (2.1)-(2.3) constructed by the classical D'Alembert formula and the method of reflections but omit the arising rather elementary formulas for brevity.
We accomplished a number of preliminary numerical experiments and settled on the following unified strategy for computing practical error orders. We select the following values of n: {n k } 5 k=1 = {1000, 1500, 2200, 3300, 5000}; note that n k /n k−1 = 1.5 for k = 2, 4 and n k /n k−1 ≈ 1.5 for k = 3, 5. We prefer such choice compared to the most widespread one n k /n k−1 = 2 since consider 2 being a too high ratio according to our experiments; see a similar choice previously in [7] . We also tried smaller values of n but restrict our presentation below by the above relatively large values n k to achieve more reliability of practical error orders and their closeness to the corresponding theoretical ones (the observed convergence of the former to latter is not so fast especially for less smooth data).
We choose the simplest case of the square mesh with τ = h. We also take a = 1 and X = 1 thus the characteristics of the 1D wave equation (2.1) starting from the pointsω h ×{0} on the (x, t)-plane go through the mesh nodes. Looking ahead, this also means that the singularities of u (i.e., discontinuities of u or its derivatives) in all our examples are situated at the nodes ofω h for each time level inω τ . We also take some T ≤ 0.5 confining ourselves by the case without reflections of the characteristics from the boundary. It is known that in similar situations error orders can sometimes be improved. But we have found that this is not the case in our study and therefore restricted ourselves only by the square mesh as more complicated to confirm the sharpness of the error bounds.
Assuming the following asymptotic behavior of an error
as n → ∞ and considering n = n k−1 , n k , we calculate the practical error orders according to the formula
and expect that γ k becomes closer and closer to γ as n k grows.
In the rows of all tables below, we present errors r n for n = n 1 = 1000 and then the practical error orders γ k for n k = n 2 , n 3 , n 4 , n 5 .
We have not found any essential differences between the results for the FEM and FDM, and below mainly the results for the FEM are given unless the opposite is explicitly stated. In addition, we take only σ = 0.25 or 0.5.
Practical error orders depending on the smoothness of u 0
Our first collection of seven Examples A α , α = 1/2, 3/2, 5/2, 7/2 and α = 1, 2, 3 is chosen to analyze practical error orders depending on the L 2 (Ω)-smoothness of order α of u 0 . In them functions u 0 are nothing more than piecewise-power (or piecewise-linear for α = 3/2) functions of order α. In addition in Example A m 1/2 we consider the effect of a mismatch between smooth (constant) u 0 and the zero boundary data.
We assume that u 1 = 0 and f = 0 in all the examples. We mostly take T = 0.4, σ = 0.5 and set simply v 0 = u 0 unless the opposite is explicitly stated.
Example A 1/2 . We begin with u 0 = H as the Heaviside step function, i.e. H(x) = 0 for x < 0 and H(x) = 1 for x > 0. Obviously u 0 is piecewise-constant and discontinuous on Ω but it belongs to H (1/2) . In addition, we use g 0 (t) = 0 and g 1 (t) ≡ 1 to avoid a mismatch of the initial and boundary data. The exact weaker solution u is also piecewise-constant and discontinuous (onQ).
Note that u h 0i = H(x i ), for all i = n/2 (we take these values for i = 0, n as well), and u h 0n/2 = 1/2 (for even n). We set simply v 0 = u h 0 . Table 2 
Example A m 1/2 . We take the simplest u 0 (x) ≡ 1 but in the mismatch with the zero boundary data g 0 = g 1 = 0. Notice that such u 0 belongs to H (1/2) but not to H (α) with α > 1/2. This also leads to a piecewise-constant discontinuous weaker solution u. Table 3 contains results in Example A m 1/2 for σ = 0.25. In general they are similar to the results in the previous Table 2 ; the above mentioned percent is even less: 1.3%. Example A 3/2 . We set u 0 (x) = 1 − 2|x|. Clearly u 0 ∈ C(Ω) with the piecewise-constant derivative D x u 0 (x) = −2 sgn x ∈ H (1/2) . In addition, we use g 0 = g 1 = 0 without a mismatch of the initial and boundary data. The exact weak solution u is piecewise-linear with the discontinuous piecewise-constant derivatives D t u and D x u onQ. Table 4 contains results in Example A 3/2 for σ = 0.25. The final practical orders differ from the theoretical ones within 0.3%, 1.3% and 0.4% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. We observe that the Example A α , α = 5/2, 7/2. We set u 0 (x) = (sgn x)(2x) β ∈ C β−1 (Ω) with the integer β = α − 1/2. It has the piecewise-constant higher-order derivative D β x u 0 (x) = 2 β β! sgn x ∈ H (1/2) . In addition, we use g 1 (t) = −g 0 (t) = 1 + (2t) 2 for α = 5/2 and g 1 (t) = g 0 (t) = 1 + 3(2t) 2 for α = 7/2 to ensure matching of the initial and boundary data. The exact solution u ∈ C 1 (Q) is strong with the piecewise-constant discontinuous 2nd order derivatives D Table 5 contains results in Example A 5/2 . The final practical orders differ from the theoretical ones within 0.16%, 0.6% and 0.35% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. We see that the L We take v 0 = v 0 σ0 with σ 0 = 1/6 and replace u h 0 by u 0 in (2.9) for α = 7/2. Table 6 contains results in Example A 7/2 . The final practical orders differ from the known theoretical ones within only 0.05%-0.14% (we ignore validity of the error bound (2.15) for any 3 ≤ α < 7/2 only, not α = 7/2). Also the W Example A α , α= 1, 2, 3. We set u 0 (x) = (sgn x)|2x| β ∈ C [β] (Ω) with the half-integer β = α − 1/2. Notice that u 0 ∈ W α,2 (Ω) so that, strictly speaking, the above error bounds are not applicable with these α. But nevertheless u 0 belongs to the fractional order Nikolskii space H α−ε,2 (Ω) (as well as to the fractional order Sobolev-Slobodetskii space W α−ε,2 (Ω)) for any 0 < ε < 1/2 thus the bounds can be applied for α − ε in the role of α, and we can expect that the practical error orders almost correspond to α. In addition, we use g 1 (t) = −g 0 (t) = (1 + 2t) β + [(1 − 2t) β /2, 0 ≤ t < 1/2, to ensure again matching of the initial and boundary data. Tables 7, 8 and 9 contain results in Examples A α respectively for α = 1, 2, 3. For α = 1, the final practical orders differ from the discussed theoretical ones within 0.4%-4.3%. For α = 2, we set T = 0.3 and σ = 0.25. The final practical orders differ from the theoretical ones within 0%-1.3% for the terms of the error bounds (2.13)-(2.14), and they coincide for the error bound (2.15). All the error orders are increasing except the oscillating C h one.
For α = 3, the final practical orders differ from the theoretical ones within 0.08%-2.3%, and all the error orders are non-decreasing except the last one.
For all α = 1, 2, 3, the L Notice also that the errors for n = 1000 in the same norms decrease as α grows from 1/2 to 3. Example B −1/2 . We first take u 1 (x) = δ(x) as the Dirac δ-function concentrated at x = 0. Since δ = D x H, the L 2 (Ω)-smoothness of δ is negative and equals −1/2. We also set g 0 (t) = g 1 (t) = 0. The exact weaker solution u is piecewise-constant and discontinuous onQ. We use u h 1i = δ i,n/2 /h on ω h (for even n) in equation (2.6) according to (2.12). Hereafter δ i,j is the Kronecker delta. Table 10 contains results in Example B −1/2 for σ = 0.25. The final practical orders differ from the theoretical one within only 0.4% for the error bound (2.13). All the error orders are oscillating. Also the L 1 error and orders are clearly better than the L 2 ones. Example B β , β= 1/2, 3/2, 5/2. We take u 1 (x) = sgn x for β = 1/2, u 1 (x) = 1 − 2|x| for β = 3/2, u 1 (x) = (sgn x)x 2 for β = 5/2 similarly to the corresponding Examples A β+1 . In addition, we take g 1 (t) = −g 0 (t) = t for β = 1/2 and g 1 (t) = −g 0 (t) = t 3 /3 + t/4 for β = 5/2 to ensure matching of the initial and boundary data.
The exact solution u is weak and piecewise-linear with discontinuous piecewise-constant derivatives D t u and D x u onQ for β = 1/2, u ∈ C 1 (Q) is strong with the piecewise-constant discontinuous 2nd order derivatives D Table 11 contains results in Example B 1/2 for T = 0.2. The final practical orders differ from the theoretical ones within 0.6%, 5.5% and 0.05% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. The error orders are non-decreasing except the oscillating last one. The same error results are valid also for u 1 (x) = sgn x − 2x together with g 0 (t) = g 1 (t) = 0 since the function 2xt solves both the IBVP (2.1)-(2.3) and the FEM (2.5), (2.6) and (2.8) for f = u 0 = 0, u 1 (x) = 2x, the above g 1 (t) = −g 0 (t) = t and v 0 = 0 onω h .
Notice that quite similar results are valid even for the simplest u 1 (x) ≡ 1 and g 0 (t) = g 1 (t) = 0 (cp. Example A m 1/2 ). In particular, the final practical orders are sequentially 0.996, 0.997, 0.667, 0.323, 0.319, 1.265 and 0.466. This is not surprising since then due to the mismatch between the second initial condition D t u| t=0 = u 1 and zero boundary data the exact weak solution u remains continuous piecewise-linear with discontinuous piecewise-constant derivatives D t u and D x u. Table 12 contains results in Example B 3/2 . The final practical orders differ from the theoretical ones within only 0.1%, 0.4% and 0.2% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. Table 13 contains results in Example B 5/2 for σ = 0.25. The final practical orders differ from the theoretical ones within only 0.15% and 0.25% for the terms of the error bounds (2.13) and (2.14)-(2.15) respectively (we ignore validity of the error bound (2.15) for any 2 ≤ β = α − 1 < 5/2 only, not β = 5/2). All the error orders are monotone.
Also the L Example B β , β= 0, 1, 2. We take u 1 (x) = (sgn x)|x| β−1/2 . Notice that
(Ω) for β = 0 so that, strictly speaking, the above error bounds are not applicable for α = 1. But nevertheless u 1 (x) = 2D x |x| with |x| ∈ H (1−ε) for any 0 < ε < 1, thus the bounds are applicable for α = 1 − ε, and we can expect that the practical error orders almost correspond to α = 1. The same functions as u 1 (x) = (sgn x)|x| β−1/2 for β = 1, 2 (up to constant multipliers) have already been discussed in Example A β . In addition, we take
The above formulas in Examples B 1/2 and B 5/2 are particular cases of this one.
We use u h 1i = u 1 (x i ) for i = n/2 and u h 1n/2 = 0 in equation (2.6) (for even n) in the case β = 0. Table 14 contains results in Example B 0 . The final practical orders differ from the theoretical ones within only 0.5%-1.15%. Table 15 contains results in Example B 1 for σ = 0.25. The final practical orders differ from the theoretical ones within only 0.1%-0.6%. Table 16 contains results in Example B 2 for σ = 0.25. The final practical orders differ from the theoretical ones within 1.8%, 0.1% and 2.84% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. Note that for σ = 0.5 the percents are respectively 3.35%, 0.33% (both larger) and 0.74% (much smaller). Also the L p h (for β = 0, 1) and W 1,0;p h (for β = 1, 2) errors and orders are better for p = 1 than p = 2. Notice also that the errors for n = 1000 in the same norms decrease as β grows from −1/2 to 2. 
Practical error orders depending on the smoothness of f
The third collection of seven Examples C α1,α2 , where α 1 = −1/2, 1/2, 3/2 and respectively α 2 ∈ {0, 1}, {0, 1, 2}, {0, 1}, is chosen to analyze practical error orders depending on the dominating mixed smoothness of f , namely, L 2 (Ω)-smoothness of order α 1 in x and the generalized L 1 (S)-smoothness of order α 2 in t. Remind that we consider only f with the separated variables for more clearance; also f (x, t) = 0 for t < t * with some t * ∈ S. Recall that α = α 1 + α 2 + 1 in the error bounds (2.13)-(2.15). The corresponding exact solutions u are piecewise-polynomial from constant to cubic.
For α 2 = 0, f is the Dirac δ-function in (x, t) for α 1 = −1/2 or in t only for α 1 = 1/2, 3/2. These cases are of special interest in connection with utilizing the impulse external forces, in particular, as controls. For brevity, in contrast to above two subsections we do not consider the integer values of α 1 .
We assume that u 0 = u 1 = 0, g 0 = g 1 = 0 and t * = 0.1 in all the examples.
Example C −1/2,0 . We first take f (x, t) = δ(x, t − t * ) as the Dirac δ-function concentrated at the point (0, t * ) with t * ∈ S. The exact weaker solution u is piecewise-constant and discontinuous onQ.
Notice that in our computations (0, t * ) = (x n/2 , t m0 ) ∈ ω h ×ω τ , for even n and some 0 < m 0 < M ; thus f h,τ,m i = δ i,n/2 δ m,m0 /(hτ ) on ω h ×ω τ , see (2.12). Table 17 contains results in Example C −1/2,0 for T = 0.5 and σ = 0.25. The final practical orders differ from the known theoretical one within only 0.4%. All the error orders oscillate. Also the L 1 error and orders are clearly better than the L 2 ones. Example C −1/2,1 . We take f (x, t) = δ(x)H(t − t * ) as the Dirac δ-function concentrated at the point (0, t * ) with t * ∈ S. The exact weak solution u is piecewise-linear with discontinuous piecewise-constant derivatives D t u and D x u onQ. The averages of the cofactors of f are calculated as stated above; in particular, for z(t) = H(t − t * ) with t * = t m0 , we have z τ,m = H(t m − t * ) for m = m 0 and z τ,m0 = 1/2 according to (2.11). Table 18 contains results in Example C −1/2,1 for T = 0.5 and σ = 0.5. The final practical orders differ from the possible theoretical ones within only 0.1%, 2.2% and 0.25% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. Here "possible" means that the values (α 1 , α 2 ) = (−1/2, 1) were covered in (2.14) only but not in (2.13) and (2.15) though some related extensions were discussed in [10] . The 1st-3rd and 5th error orders are nondecreasing whereas other oscillate. Also the L Example C 1/2,0 . We take f (x, t) = H(x)δ(t − t * ) with t * ∈ S. The exact solution u is almost weak and piecewise-linear with discontinuous piecewiseconstant derivatives D t u and D x u onQ. Here "the almost weak" solution from the energy class means that
as D x u, see details in [10] ; fortunately this fact does not reduce the error orders.
The averages of the cofactors of f are calculated as stated above. Table 19 contains results in Example C 1/2,0 for T = 0.3 and σ = 0.25. The final practical orders differ from the theoretical ones within 0.6%, 5.5% and 0.05% for the terms of the error bounds (2.13), (2.14) and (2.15) respectively. All the orders are increasing except the constant C h one and the oscillating last one. Also the L Example C 1/2,1 . We take f (x, t) = H(x)H(t − t * ) with t * ∈ S. The exact solution u ∈ C 1 (Q) is piecewise-quadratic and strong with the piecewise-constant discontinuous 2nd order derivatives D Example C 1/2,2 . We take f (x, t) = H(x)L(t − t * ) with t * ∈ S. Hereafter L is a piecewise-linear function: L(t) = 0 for t ≤ 0 and L(t) = t for t > 0. Clearly D t L(t) = H(t). The exact solution u ∈ C 1 (Q) is piecewise-cubic and strong with the piecewise-linear 2nd order discontinuous derivative D Note that, for t * = t m0 , we have L τ,m = L(t m ) for m = m 0 and L τ,m0 = τ /6 according to (2.11). Table 21 contains results in Example C 1/2,2 for T = 0.3 and σ = 0.5. The final practical orders differ from the theoretical ones within only 0.5% (we ignore validity of the error bound (2.15) for any 0 ≤ α 1 < 1/2 only, not α 1 = 1/2, when α 2 = 2). All the orders are non-decreasing. Also the W 1,0;p h error and orders are clearly better for p = 1 than p = 2. In this example, the similar results are valid for t * = 0 as well. In particular, for T = 0.2 and σ = 0.25, the final practical orders are sequentially 2.000, 2.000, 2.000, 1.671, 1.663 and 1.962. Example C 3/2,0 . We take f (x, t) = (1 − 2|x|)δ(t − t * ) with t * ∈ S. The exact solution u has the same properties as listed above in Example C 1/2,1 . Note that, for w(x) = 1 − 2|x| and even n, we have w h i = w(x i ) for i = n/2 and w h n/2 = 1 − 2h/3 according to (2.10). Table 22 contains results in Example C 3/2,0 for T = 0.3 and σ = 0.25. The final practical orders differ from the theoretical ones within only 0.22%, 0.7% and 0.05% for the terms of the error bound (2.13), (2.14) and (2.15) respectively. For σ = 0.5, the percents are respectively 0.16%, 1% and 0.7%. Also the L Example C 3/2,1 . We take f (x, t) = (1 − 2|x|)H(t − t * ) with t * ∈ S. Similarly to above Example C 1/2,2 , the exact solution u ∈ C 1 (Q) is piecewise-cubic and strong with the piecewise-linear 2nd order discontinuous derivative D Table 23 contains results in Example C 3/2,1 for T = 0.3 and σ = 0.25. The final practical orders equal the theoretical ones for the terms of the error bound (2.13) and differ within only 0.22% and 0.1% for the terms of the error bounds (2.14) and (2.15) respectively (we ignore validity of the error bound (2.15) for any 0 ≤ α 1 < 3/2 only, not α 1 = 3/2, when α 2 = 1). As usual, the W Finally, we emphasize that the closeness in general of the above results in Examples A α , B β and C α1,α2 in the cases α = β + 1 = α 1 + α 2 + 1 for α = 1/2, 3/2, 5/2, 7/2 is caused, of course, by the similar regularity properties and the precise forms of the exact solution u.
