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In DSP-based IQ modulators generating CPFSK signals, shortcomings in the implementation of the analog reconstruction filters
result in the loss of the constant envelope property of the output CPFSK signal. These ripples cause undesirable spreading of the
transmitted signal spectrum into adjacent channels when the signal passes through nonlinear elements in the transmission path
and the consequent failure of the transmitted signal in meeting transmission standards requirements. Therefore, digital techniques
compensating for these shortcomings play an important role in enhancing the performance of the IQmodulation system. Recently,
several methods have been proposed in the literature to digitally compensate for the imperfections in the transfer characteristics of
the analog reconstruction filters. Although these methods have been shown to be eﬀective in removing the output envelope ripples,
they result in filters of high orders and are therefore computationally demanding to implement on the DSP. Furthermore, previous
techniques suﬀer from numerical instabilities as a result of matrix inversion in the process of calculating the solution vector. In this
paper, we present two new techniques for designing the digital compensation filters by means of H∞ optimization to address the
limitations of previous solutions. Design of control systems byH∞ optimization is now a standard technique. Simulation examples
show that these techniques are eﬀective and lead to substantial improvement of the output envelope ripples.
Keywords and phrases: H-infinity optimization, digital compensation, IQ modulators.
1. INTRODUCTION
Wireless communications are currently undergoing enor-
mous growth and change. Much of the current develop-
ment in wireless communication is based on digital com-
munication principles. Digital subsystems are used exten-
sively to implement radio transceivers [1]. The current trend
in software-defined radios is the replacement of as much
analog subsections of a radio transceiver as possible with
programmable digital hardware [2]. In this paper, we con-
sider the use of inphase/quadrature (IQ) modulation in
transceiver architecture. A versatile approach to the imple-
mentation of an IQ modulator is to synthesize the base-band
I and Q signals using a digital signal processor (DSP) fol-
lowed by a vector modulator to upconvert the signals directly
into radio-frequency (RF) signals. The IQ modulator struc-
ture incorporating DSP is shown in Figure 1. Here, the I
and Q channel baseband signals are generated digitally us-
ing a DSP and converted into analog signals using digital-
to-analog (D/A) converters and analog reconstruction filters
before modulation and transmission.
However, the performance of such configuration can be
limited by the two analog reconstruction filters (labelled
LPF1 and LPF2) that are necessary to attenuate digital im-
age components in the baseband signal spectrum before
transmission. The transfer characteristics of practical recon-
struction filters and errors in their implementation result in
the passband characteristics departing from constant mag-
nitude and linear phase. Furthermore, implementation er-
rors also result in a mismatch between the I and Q channel
















Figure 1: Radio transmitter architecture incorporating digital IQ
modulation.
reconstruction filter frequency responses. In the case of
continuous-phase-frequency shift Keying (CPFSK) signals,
these shortcomings cause distortion of the I and Q channel
signals resulting in the loss of the constant envelope prop-
erty of the output CPFSK signal. This can cause significant
degradation of the performance of the transmitter system.
Ripples in the envelope function cause undesirable spread-
ing of the signal spectrum into adjacent channels when the
signal passes through a nonlinear RF power amplifier (PA)
in the transmitter [3, 4].
Digital compensation for the shortcomings in the analog
subsystems of quadrature modulators has received consid-
erable attention in the literature lately [5, 6, 7, 8, 9]. Short-
comings in the implementation of the analog subsystems can
be classified into two categories, that is, static errors and
frequency-dependent transfer characteristics errors. Here, we
will consider only the frequency-dependent errors. Exten-
sive work has been done on digital predistortion techniques
[3, 4], which compensate for nonlinearities in the power am-
plifier shown in Figure 1 in an eﬀort to reduce spreading
of the transmitted signal spectrum into adjacent frequency
channels. However, most of these techniques ignore the ef-
fects of the analog reconstruction filters, and in [4] it is
shown that the characteristics of the two analog lowpass fil-
ters can significantly reduce the usefulness of some of these
techniques.
The principal sources of the frequency-dependent trans-
fer characteristics errors are the two analog reconstruction
filters. The study of the eﬀect of analog reconstruction filters
on the performance of the quadrature modulator has been
reported in [3, 4]. Nevertheless, little work has been pre-
sented on compensating for the frequency-dependent char-
acteristics of the analog reconstruction filters.
In [6], a method was proposed to remove the unwanted
ripples at the vector modulator’s output signal envelope us-
ing digital signal preshaping filters in the I and Q channels.
This is to precompensate for both imbalances in the ana-
log reconstruction filters’ frequency responses as well as de-
partures from constant magnitude, linear phase in the pass-
band of each reconstruction filter. This method employs
a least-square (LS) optimization approach where the pre-
compensation finite impulse response (FIR) filters are found
by minimizing the least-square error of the error transfer
function. An alternative solution was given in [7] using state-
space approach.
Although these methods have shown to be eﬀective in re-
moving the output envelope ripples, they result in FIR filters
that have a large number of coeﬃcients and are computa-
tionally demanding to implement on the DSP. Furthermore,
the method in [6] requires special attention to numerical is-
sues in order to achieve good results in practical application.
Specifically, the solution matrix to a least-square optimiza-
tion problem must first be regularized by discarding eigen-
values that are smaller than some threshold value before the
solution vector is computed. In [8], a technique is presented
to reduce the computational load by increasing tap spacing of
the FIR filters and some encouraging results were obtained.
Recently, [9] proposed a digital compensation scheme
using infinite impulse response (IIR) filters since IIR filters
are known to be able to produce long impulse responses us-
ing only a small number of filter coeﬃcients and thus will be
useful in such application. These IIR filters are designed us-
ing an indirect method, where the filters are obtained from
FIR filters using model reduction technique. The method in-
volves two steps: first an FIR filter is designed using the opti-
mization technique proposed in [6, 7]; next a low-order IIR
filter is obtained using model reduction technique of [10].
This approach again requires special attention to numerical
issues. Otherwise, conversion from an FIR to an IIR filter will
produce inconsistent results.
In this paper, we present two state-space approaches for
obtaining the digital compensation filters; one results in IIR
filters; while the other in FIR filters. These compensation fil-
ters are found byminimizing theH∞ norm of the error trans-
fer function. Design of control system by H∞ minimization
is now a standard technique. The concept of optimal model
matching by H∞ optimization has been studied thoroughly
in [11, 12, 13]. Chen and Francis [13] proposed a proce-
dure for designing the IIR synthesis filters in multirate fil-
ter bank by converting the l2-induced problem to one of H∞
optimization. Here, the IIR filters are obtained directly from
the solution rather than an intermediate FIR solution using
the mu-analysis and synthesis toolbox in Matlab. The FIR fil-
ters, however, are obtained using the linear matrix inequality
(LMI) control toolbox in Matlab.
2. DEFINING THEH∞ CONTROL PROBLEM
Figure 2 shows a typical digital precompensation structure
[6, 7]. The additional components of the digital compensa-
tion structure are the two digital filters, that is, F1 and F2.
These filters are designed to precompensate for departures
from a constant magnitude and phase response (in the pass-
bands) of each of the signal reconstruction filters, LPF1 and
LPF2, and to achieve gain and phase balance between these
two filters. The A/D converters are used to digitize the output
signal from the reconstruction filters, so that measurements
can be made on the DSP system.
The aim is to find F1 and F2 such that for each of the
I and Q channels, the overall discrete-time channels (from
the input of the digital filter to the output of the A/D con-
verter) has transfer function that closely approximates some


































Figure 3: Generic I or Q channel optimization structure.
desired function [6, 7]. The generic I or Q channel optimiza-
tion structure is shown in Figure 3.
In Figure 3, D(z) is the nominal desired response, H(z)
is the discrete-time equivalent transfer function of the D/A
analog reconstruction filter and A/D converter while R(z) is
the transfer function of the compensation filter. In this pa-
per, the parameters of the analog reconstruction filter are as-
sumed to be known a priori (see [6] for the identification
of the analog systems parameters). Our objective is to find
a stable transfer function R(z) such that the cascaded sys-
tem of R(z)H(z) closely approximates the desired response
D(z) in some sense of error measure. The method proposed
in [4] determines the FIR compensation filters by minimiz-
ing the least-square error, which is equivalent to minimizing
the H2 norm of the error function ‖D(z)− R(z)H(z)‖2. If
M(z) is a transfer function of a stable, causal LTI system with
input x(k) and output e(k), then it is well known that the
l2-induced norm equals the H∞ norm ofM(z) [13], that is,
sup
‖x‖2=1
‖e‖2 = ‖M‖∞. (1)
Therefore, in this paper, we propose a method for comput-
ing the FIR or IIR compensation filters via H∞ optimization.
Hence, we define the objective function as











Figure 4: The standard block diagram.
Given stable FIR filters D(z) and H(z), find causal stable
digital filter, IIR or FIR, R(z) to minimize J .
This quantity J is taken to be the performance measure
of the digital compensation. A small value of J means that
the error e(k) is uniformly small over all inputs x(k). Ideally,
we require J = 0, so that the I and Q channels are perfectly
matched. This optimization is over all matrices R(z) that are
analytic and bounded outside the unit disc. In Sections 3 and
4, we present the state-space formulations of the digital IIR
and FIR compensation filters, respectively.
3. IIR FORMULATION
In this section, we present the algorithm for finding the I and
Q channel digital IIR compensation filters. This algorithm
results in low-order IIR filters that are easy to implement,
and are able to achieve a substantial reduction in output en-
velope ripples. Moreover, these IIR compensation filters are
obtained directly based on systems parameters, and not via
an intermediated FIR solution as was in the case of [9].
The digital IIR compensation filters are obtained using
the hinfsyn function in Matlab, which uses the formulas de-
scribed in Glover and Doyle’s paper [14] for solution to the
optimal H∞ control design problem. The Matlab programs
forH∞ optimization use state-space representations of trans-
fer functions. In this section, we present the state-space for-
mulas relevant to the design program. Let D(z) and H(z) be












Since theMatlab program hinfsyn requires a realization in the
form of Figure 4, we need to convert the generic optimization
structure in Figure 3 to that in Figure 4. Themodel-matching
problem in Figure 3 can be recast as a standard H∞ control







Then Figures 3 and 4 are equivalent.
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Therefore, we have the relation in (5).
The Matlab function hinfsyn takes in a realization for
G(z) as input and outputs a realization of R(z). The result-
ing filter R(z) is an IIR filter with the same order as G(z) that
minimizes the H∞ norm from x to e in Figure 4. Since hin-
fsyn works in continuous-time domain, one must perform
a bilinear transformation of G(z) to Gc(s), then run hinfsyn
to obtain Rc(s), and then perform a bilinear transformation
back to the discrete-time domain to get R(z).
However, the function hinfsyn results in IIR filters of
quite high order and are not desirable for practical imple-
mentation. It may be possible to get lower-order compen-
sation filters if one reduces to minimal realizations at each
appropriate stage, that is, if one discards uncontrollable and
unobservable states. Another alternative is to reduce the or-
der of the resulting IIR filter through model reduction tech-
niques. There are a number of techniques available for model
reduction. Some of the well-known techniques are balanced
truncation [10] and optimal Hankel norm approximation
[15]. In this paper, we consider the technique of balanced
truncation to obtain a low-order IIR filter. The preceding re-
sults can now be summarized in the following algorithm.
Algorithm 1. Summary of IIR Algorithm.
(i) Compute a state-space realization {AG,BG,CG,DG} of
the plant G(z) given in (5).
(ii) Use bilinear transformation to transform G(z) into
continuous-time domain to obtain Gc(s).
(iii) Compute Rc(s) using hinfsyn function in Matlab.
(iv) Transform Rc(s) back to discrete-time domain using bi-
linear transformation to get R(z).
(v) Use model reduction techniques [10] to eliminate nearly
uncontrollable or unobservable states.
Remark 1. The two A/D converters are included in the struc-
ture such that the unknown analog filters time-domain re-
sponses hI(t) and hQ(t) can be measured using the DSP sys-
tem. Note that while the A/D converters are used for the iden-
tification of the analog reconstruction filter responses, they
are not in the transmission path. Therefore, it is important
that these components are suitably chosen or are calibrated
so that they do not introduce significant scaling or oﬀset er-
rors. An eﬀective technique for compensating for the imple-
mentation errors such as gain imbalances, I and Q channel
DC oﬀset errors and phase errors, has been successfully de-
veloped in [16].
4. FIR FORMULATION
In this section, the algorithm for designing the FIR pre-
compensation filters is presented. The digital FIR compen-
sation filters obtained have low orders and are able to achieve
significantly higher ripple reduction factor than previously
existing FIR techniques [6, 7]. Here, the I and Q channel
digital FIR compensation filters are found using LMI theory.
In particular, the necessary state-space formulas for solving
the design problem in LMI control toolbox in Matlab are de-
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 < 0. (9)
The proof is omitted. Please see [17].
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From Sections 2 and 3, we know that the error transfer func-
tion is given by
E(z) = D(z)− R(z)H(z) = D(z)−H(z)R(z). (12)
Note that the order of the transfer matrices can be in-
terchanged because both H(z) and R(z) are linear time-
invariant (LTI) systems. The transfer matrix E(z) has a min-














−DRCH −CR CD −DRDH +DD

 . (13)




0 0 · · · 0
1 0 · · · 0
...
...
0 · · · 1 0












r1 r2 · · · rN−1],
DR = r0,
(14)
where r0, r1, . . . , rN−1 are the impulse response of R(z).
It is clear that the only unknowns in the realization in
(13) are CR and DR. Therefore, we can use LMIs to minimize
‖D(z)−H(z)R(z)‖∞.
Algorithm 2. Summary of FIR Algorithm.
(i) Compute state-space matrices A and B using (13).
(ii) Construct the LMIs using (9) and solve using LMI con-
trol toolbox in Matlab.







In this section, we present some simulation results to show
the eﬀectiveness of the proposed methods. The simulation
studies are centred on a single channel ERMES (European
Radio Message System) modulation format transmitter [6,
7]. For the results presented in Section 5.1, the two lowpass
filters, LPF1 and LPF2 have a nominal 6th, order lowpass
characteristic while for the results presented in Section 5.2
the analog filters have nominal 4th, order lowpass character-
istic. In both sections, the analog filters have cutoﬀ frequency
of 20 kHz, but each response corresponds to particular real-




















Figure 5: I and Q channel digital 20th-order IIR compensation fil-
ters impulse.
the component values about its nominal values. These analog
filters are implemented using cascaded Sallen and Key 2nd-
order sections where the circuit component tolerance is as-
sumed to be 5% for resistors and 10% for capacitors. The
desired response D(z) is chosen to have the same magnitude
characteristics as the nominal response of the reconstruction
filters but constrained to have linear phase. The digital sys-
tem sampling frequency is 200 kHz. In the following two sec-
tions, we present and compare some results on root mean
square (RMS) envelope ripples as a measure of the modula-
tor’s performance.
5.1. IIR compensated system
In this subsection, the simulation results of diﬀerent orders
of IIR compensation filters used in compensating for the
shortcomings for the analog reconstruction filters are pre-
sented. Going back to the standard H∞ control block dia-
gram in Figure 4, the function hinfsyn in Matlab returns a
controller R(z) that has the same order as the plant G(z).
Based on the lengths of impulse responses chosen for D(z)
and H(z), the realization G(z) has an order of 100. Thus,
the initial IIR filter obtained is of 100th order, where the nu-
merator and denominator polynomials are 100 taps, respec-
tively. IIR filters of this high order are not suitable for practi-
cal implementation. Therefore, model reduction techniques
are employed to reduce the order of the IIR filters.
The 57th-order IIR filters are obtained by discarding the
uncontrollable and unobservable states. Further reduction
was carried out using model reduction technique of [10] to
obtain lower-order filters. Shown in Figure 5 is an example
of the impulse responses of the 20th-order IIR compensa-
tion filters. Shown in Figures 6 and 7 are the impulse re-
sponses of the 100th- and 20th-order IIR filters in both I and
Q channels. To allow comparisons to be made, the impulse
responses of the reduced IIR compensation filter in each



















Figure 6: Plot of impulse responses of 100th-order IIR and 20th-
order IIR filters in I channel.
channel is plotted on the same graph as the original 100th-
order IIR filter. This is to illustrate the eﬀectiveness of model
reduction technique in reducing the order of the IIR com-
pensation filters. It can be seen that the impulse responses
of the reduced 20th-order IIR filters approximate reasonably
well the original 100th-order IIR filters.
Table 1 summarizes the RMS envelope ripples obtained
using diﬀerent filter order. Table 2 shows the RMS ripple val-
ues for the IIR compensated system proposed by [9]. The
“ripple reduction factor” in Tables 1 and 2 are calculated as
follows:






It can be seen from Table 1 that low-order IIR filters are
still able to provide substantial reduction without signifi-
cantly degrading the performance of the modulator. For the
original 100th-order IIR filter, a reduction by a factor of ap-
proximately 54 is achieved. Since the 57th order is obtained
by discarding the uncontrollable and unobservable states, no
reduction in ripple reduction factor is observed.
From Tables 1 and 2, it can be seen that the new method
outlined in Section 3 gives better results in terms of reduc-
ing the output envelope ripples. In addition, the technique
in [9] requires special attention to numerical issues in order
to get a good approximation of the original FIR filter. There-
fore, it is diﬃcult to achieve significant order reduction from
FIR to IIR. Figure 8 shows the output envelope signals for
the uncompensated and pre-compensated cases and it is ev-
ident that the presence of the 20th- and 15th-order IIR pre-




















Figure 7: Plot of impulse responses of 100th-order IIR and 20th-
order IIR filters in Q channel.
Table 1: RMS envelope ripple for diﬀerent IIR filter lengths.
IIR filter length
RMS envelope Ripple reduction
ripple (mV) factor
Uncompensated 3.158 —
100th-order IIR 0.057 54
57th-order IIR 0.057 54
20th-order IIR 0.132 24
15th-order IIR 0.137 23
10th-order IIR 0.251 13
Table 2: RMS envelope ripple for diﬀerent IIR filter lengths using
the method of [9].
IIR filter length
RMS envelope Ripple reduction
ripple (mV) factor
Uncompensated 3.158 —
20th-order IIR 0.146 22
18th-order IIR 0.242 13
15th-order IIR 0.246 12
5.2. FIR compensated system
Using the proposed method presented in Section 4 yields
14th- and 10th-order FIR precompensation filters. A plot
of the 14th-order and 10th-order FIR compensation filters
I and Q channels impulse responses is shown in Figures 9
and 10. Figure 11 shows the output envelope of the vector
modulator with and without compensation. The RMS rip-
ples recorded during the simulation studies are shown in
Table 3. Table 4 shows the results obtained using the method
proposed in [7].
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(d)
Figure 8: Envelope functions for the uncompensated and compen-
sated modulator systems: (a) output envelope: uncompensated, (b)
output envelope: compensated 100th-order IIR, (c) output enve-
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(c)
Figure 11: Output envelope ripples of the modulator for an un-
compensated system, and 14th order and 10th order FIR com-
pensated systems: (a) output envelope: uncompensated, (b) output
envelope: compensated 14th-order FIR, and (c) output envelope:
compensated 10th-order FIR.
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Table 3: RMS envelope ripple for diﬀerent FIR filter lengths.
FIR filter length
RMS envelope Ripple reduction
ripple (mV) factor
Uncompensated 1.77 —
14th-order FIR 0.25 6.9
10th-order FIR 0.45 3.9
Table 4: RMS envelope ripple for diﬀerent FIR filter lengths using
the method of [7].
FIR filter length
RMS envelope Ripple reduction
ripple (mV) factor
Uncompensated 1.77 —
18th-order FIR 0.28 6.3
14th-order FIR 0.74 2.4
10th-order FIR 1.52 1.1
It can be seen that the 14th- and 10th-order FIR com-
pensation filters are able to provide substantial reduction in
output envelope ripples. From the plot of envelope functions
in Figure 11, the 10th-order FIR compensated system results
in noticeable increase in RMS envelope ripples. Comparing
the RMS ripple values in Tables 3 and 4, we can see that the
new technique can achieve significantly higher ripple reduc-
tion factor than the technique of [7].
Unfortunately, simulation results for higher order of FIR
filters are not presented due to the size constraint of the
FIR filter. The computational burden of the LMI algorithm
in Matlab increases extensively as the order of the FIR fil-
ter increases. It is anticipated that higher-order FIR com-
pensation filters are able to provide further reduction in
RMS envelope ripples thus improving the transmitted sig-
nal quality. The use of LMI techniques for designing the
compensation filters is still under investigation and will be
an ongoing research project. Nevertheless, it is shown that
the FIR formulation using LMI techniques is indeed suc-
cessful and substantial reduction in RMS envelope ripples is
achieved.
6. CONCLUSION
In Sections 3 and 4, we presented two state-space solutions
for finding the IIR and FIR compensation filters by solving
the H∞ optimization problem. The simulation results in
Section 5 show that substantial improvements in RMS en-
velope ripples can be achieved using the algorithms outlined
in Sections 3 and 4. These methods are simple and easy to
implement using the readily available functions in Matlab,
and furthermore the stability of the models is guaranteed.
In addition, these methods are able to achieve significantly
higher ripple reduction factor compared to the previous ex-
isting techniques.
However, there is a disadvantage in using LMI optimiza-
tion due to the increase of LMI computational load with
increase filter order, and thus higher-order FIR filters could
not be tested. Nevertheless, research on LMI optimization is
still very active and substantial speedups can be expected in
the future.
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