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Abstract. New insights into the synoptic-scale predictability
of 25 severe European winter storms of the 1995–2015 pe-
riod are obtained using the homogeneous ensemble refore-
cast dataset from the European Centre for Medium-Range
Weather Forecasts. The predictability of the storms is as-
sessed with different metrics including (a) the track and in-
tensity to investigate the storms’ dynamics and (b) the Storm
Severity Index to estimate the impact of the associated wind
gusts. The storms are well predicted by the whole ensemble
up to 2–4 days ahead. At longer lead times, the number of
members predicting the observed storms decreases and the
ensemble average is not clearly defined for the track and in-
tensity. The Extreme Forecast Index and Shift of Tails are
therefore computed from the deviation of the ensemble from
the model climate. Based on these indices, the model has
some skill in forecasting the area covered by extreme wind
gusts up to 10 days, which indicates a clear potential for early
warnings. However, large variability is found between the in-
dividual storms. The poor predictability of outliers appears
related to their physical characteristics such as explosive in-
tensification or small size. Longer datasets with more cases
would be needed to further substantiate these points.
1 Introduction
One of the most important natural hazards over Europe
arises from winter storms associated with low-pressure sys-
tems from the North Atlantic, also referred to as cyclonic
windstorms (Lamb and Frydendahl, 1991). These storms are
therefore the focus of various fields of research involving the
weather and climate communities as well the wind power and
reinsurance industries. At longer timescales, a crucial ques-
tion lies in the trends in frequency and intensity of winter
storms in the current and future climate. To date, there is lit-
tle agreement between climate models and between identifi-
cation methods (see Feser et al., 2015, for a review). The in-
tensity of storms is not necessarily related to their impact and
storm losses are better estimated from the strength of winds
or wind gusts exceeding a certain threshold (Klawa and Ul-
brich, 2003). Numerous studies are therefore dedicated to the
estimation of the footprint of strong winds and gusts associ-
ated with winter storms as well as their return periods (Della-
Marta et al., 2009; Hofherr and Kunz, 2010; Donat et al.,
2011; Haas and Pinto, 2012; Seregina et al., 2014). These
studies often require a combination of dynamical and statis-
tical models to adequately represent the footprints.
At shorter timescales, most studies concentrate on the de-
tailed investigation of case studies of severe storms and on
the ability of numerical weather prediction systems to fore-
cast them. Although the general life cycle of extratropical
cyclones has been known for almost one century, the intensi-
fication of storms and the generation of strong winds involve
physical processes of different scales that are still not fully
understood (Hewson and Neu, 2015). Recent advances have
resulted from the attention drawn by devastating storms. The
damaging winds over southeast England during the “Great
Storm” of October 1987, which were observed at the tip of
the cloud head bounding the bent-back front, now form the
archetypal example of a phenomenon known as the sting jet
(Browning, 2004). The destructions caused by storm Lothar
over central Europe in December 1999 revealed the impor-
tance of diabatic processes in a way similar to a diabatic
Rossby wave for the rapid intensification of the storm over
the North Atlantic (Wernli et al., 2002). The severe wind
gusts observed during the passage of storm Kyrill in Jan-
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uary 2007 over central Europe finally emphasized the role of
convection embedded in the cold front including the forma-
tion of cold-season derechos (Fink et al., 2009; Gatzen et al.,
2011).
These historical storms were poorly forecast when they
occurred and thus captured even greater attention in the
weather research community, which resulted in prolific sci-
entific literature on specific storms. In particular, Buizza
and Hollingsworth (2002) recognised early the potential of
the ensemble prediction system of the European Centre for
Medium-Range Weather Forecasts (ECMWF) to predict the
storms Anatol, Lothar and Martin in December 1999. They
showed that ensemble forecasts offer a more consistent pic-
ture between different initialisation times than deterministic
forecasts and additionally provide early indications of the
chance of an intense storm. Lalaurette (2003) further showed
that the extremeness of the ensemble as a whole, measured by
its deviation from the model climate, allows identifying areas
of unusually strong winds up to 120 h lead time in the case of
Lothar, although failing in the case of Martin. Petroliagis and
Pinson (2014) and Boisserie et al. (2016) recently extended
this method to longer periods with, respectively, operational
and retrospective forecasts. While they found contrasting re-
sults from case to case, the authors confirmed the potential of
ensemble forecasts for the early warning of severe European
storms.
A more statistical approach was proposed by Froude et al.
(2007a, b), who identified storms as objects with a tracking
algorithm and systematically compared their position and in-
tensity between forecasts and analyses. They investigated the
predictability of a large number of extratropical cyclones in
both deterministic and ensemble forecasts and found a slow
bias in the track forecasts. For this large sample ranging from
shallow to deep cyclones, they further found large errors in
the intensity forecasts but contrasting biases that depend on
the region and on the model. Pirret et al. (2017) recently ap-
plied this tracking approach to severe European storms in op-
erational ECMWF ensemble forecasts and found a negative
bias in intensity in addition to the slow bias in track. They
further investigated the relative contribution of diabatic and
baroclinic processes to the intensification of the storms. Al-
though they succeeded in showing a significant correlation
between the track and the dynamics of the storms, they strug-
gled to find an impact on predictability. Their results were,
however, limited by the use of operational forecasts, whose
skill improves with updates in the model version and with
increases in the horizontal resolution in particular.
Building on these previous studies, the predictability of
severe European winter storms is systematically investigated
here for a 20-year period in an ensemble prediction system
by taking advantage of the recently available ECMWF retro-
spective forecasts (reforecasts; Hagedorn et al., 2008, 2012).
While reforecasts are originally designed for calibrating the
operational forecasts, which result in a significant improve-
ment in forecast skill, they also represent a homogeneous
dataset that is ideal for comparing historical events (Hamill
et al., 2006, 2013). The predictability of severe storms is thus
not restricted to single case studies here but encompasses
a number of events that allow a statistical analysis. Situa-
tions with less severe or no storms are also included to check
whether the results are biased by the focus on extreme events.
Furthermore, three methods are combined here to assess the
predictability of the storms. In addition to the track and in-
tensity and to the unusually strong winds, a third, novel ap-
proach is added for the impact of the storms measured by
their gust footprint. To the best of the authors’ knowledge,
the impact of severe winter storms has been extensively stud-
ied in the climatological community but its predictability has
not been documented in the peer-reviewed literature.
The paper is organised as follows. Section 2 describes the
reforecast and reanalysis model data and the selection of se-
vere storms, as well as the three different methods used to
assess the predictability of the storms in these data. Section 3
presents the results obtained for general storm characteris-
tics and using either the ensemble average and spread or in-
dividual ensemble members. Section 4 discusses the skill for
early warning on the 5–10 day timescale using either selected
storms or the whole dataset. Section 5 finally gives the con-
clusions of the study.
2 Data and methods
2.1 Model data
This study makes extensive use of the ensemble reforecast
from the ECMWF (Hagedorn et al., 2008, 2012). The en-
semble reforecast is based on the current version of the op-
erational model but with a lighter configuration to reduce
computing time. It is initialised from the ECMWF Retro-
spective Analysis (ERA) Interim (Dee et al., 2011) and en-
semble members are obtained from initial perturbations com-
puted with singular vectors. In contrast to the operational
model, stochastic perturbations of physical processes are not
applied to the ensemble members. Since mid-May 2015, the
ensemble reforecast contains 10 perturbed members in ad-
dition to a control member and it is run twice a week – ev-
ery Monday and Thursday at 00:00 UTC – for the current
date in the past 20 years. Until mid-March 2016, when the
model resolution was upgraded, the horizontal grid spacing
was approximately 30 km for the first 10 days and was then
coarser at longer lead times until 46 days. All 10-day en-
semble reforecasts computed between mid-October 2015 and
mid-March 2016 are used here, which represents a homoge-
neous dataset of nearly 10 000 individual reforecasts for the
winter seasons 1995/1996 to 2014/2015.
The reforecasts are verified against ERA-Interim reanaly-
ses, which are available since 1979 and are computed with
a horizontal grid spacing of approximately 80 km, corre-
sponding to a 2006 version of the operational model (Dee
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et al., 2011). The verification is based on the 6-hourly mean-
sea-level pressure (MSLP) for the track and intensity of the
storms and on the daily maximum wind gusts for the other
metrics. The wind gusts are available in the ERA-Interim
dataset from short-range reforecasts initialised from the re-
analyses at 00:00 and 12:00 UTC. They are computed from
the wind speed on the lowest model level and a turbulent
component based on a similarity relation between the vari-
ability of the surface wind and the friction velocity (Panofsky
et al., 1977). In the ensemble reforecast, which uses a more
recent model version, the computation of wind gusts includes
an additional component based on the low-level wind shear
in convective situations (Bechtold and Bidlot, 2009). This ad-
ditional component is expected to contribute to the strongest
wind gusts when convection is embedded in the cold front.
Although the ERA-Interim dataset has been widely used
for climatological studies of winter storms, it has recently
been criticised for underestimating the deepening rate of
storms and the strength of wind gusts (Hewson and Neu,
2015). In particular, the relatively low horizontal resolution
of ERA-Interim is not sufficient to represent the mesoscale
structure of the storms. Capturing sting jets for instance,
which are responsible for some of the most damaging wind
gusts within storms, would require a horizontal grid spacing
of 10–20 km (Hewson and Neu, 2015). Furthermore, gust pa-
rameterisations underestimate the observed strength of wind
gusts over complex terrain, even at much higher resolution
(Stucki et al., 2016). As the focus here is on the synoptic-
scale aspects of winter storms, these limitations of ERA-
Interim are likely rather unimportant. The comparison with
ensemble forecasts remains fair, because their horizontal res-
olution is not sufficient to capture the strongest gusts either
and because the verification of wind gusts is based on values
relative to the model climate rather than on absolute values.
Finally, modelled wind gusts well sample storms with a large
displacement velocity because they are computed as the max-
imum values over all model time steps between 6-hourly out-
puts. They are therefore preferred to modelled wind speeds,
which are output as 6-hourly instantaneous values only.
2.2 Selection of storms
Significant historical storms are selected to investigate their
predictability in the ensemble reforecast. The selection is
made using the “XWS open-access catalogue of extreme Eu-
ropean windstorms” provided by Roberts et al. (2014), which
contains the 50 most severe storms for the 1979–2012 period.
The catalogue is based on ERA-Interim dynamically down-
scaled with the Met Office Unified Model and recalibrated
with observations. The majority of the 50 storms affected the
UK more than any other European country. This is not sur-
prising, considering the location of the UK at the end of the
Atlantic storm track. However, it may be exaggerated by the
selection of storms based on wind gusts above a fixed thresh-
old of 25 m s−1, which is less often exceeded over continen-
Table 1. Chronological list of the 25 investigated storms with
their characteristics in ERA-Interim on the day of maximum in-
tensity: minimum mean-sea-level pressure (MSLP), Storm Severity
Index (SSI) and area of central Europe covered by gusts exceeding
the local 98th percentile. The values corresponding to the deepest,
most severe and smallest storms cited in the text are emphasized in
bold.
Symbol Name Date MSLP (hPa) SSI (×10−3) Area (%)
© Xylia 28 Oct 1998 966 0.64 28.3
© Silke (Stephen) 26 Dec 1998 950 2.4 21.0
© Anatol 03 Dec 1999 956 5.1 28.7
© Lothar 26 Dec 1999 976 15 23.7
© Martin 27 Dec 1999 969 9.7 20.5
4 Oratia (Tora) 30 Oct 2000 949 2.8 24.8
4 Jennifer (2002) 28 Jan 2002 956 1.7 28.1
4 Jeanett 27 Oct 2002 975 3.8 26.1
4 Erwin (Gudrun) 08 Jan 2005 961 6.4 33.0
4 Gero 11 Jan 2005 948 1.9 7.9
+ Kyrill 18 Jan 2007 963 6.7 35.5
+ Emma 01 Mar 2008 960 2.4 34.7
+ Klaus 24 Jan 2009 966 13 12.8
+ Quinten 09 Feb 2009 976 0.59 9.2
+ Xynthia 27 Feb 2010 968 2.7 8.7
× Joachim 16 Dec 2011 966 3.5 31.0
× Patrick (Dagmar) 26 Dec 2011 965 0.35 10.1
× Ulli 03 Jan 2012 955 1.6 27.7
× Christian (St Jude) 28 Oct 2013 969 0.91 18.7
× Xaver 05 Dec 2013 962 2.3 34.9
 Jennifer (1996) 07 Feb 1996 976 3.0 11.1
 Lili 28 Oct 1996 970 0.40 7.3
 Romy 06 Nov 1996 960 0.48 20.8
 Yuma 24 Dec 1997 974 0.35 5.8
 Fanny 04 Jan 1998 966 2.0 16.6
tal Europe (Roberts et al., 2014). The selection thus differs
from other catalogues based on alternative criteria that may
be more relevant for specific regions (e.g. Stucki et al., 2014,
for Switzerland).
The catalogue is available online at http://www.
europeanwindstorms.org/ and has been updated with
two additional storms for the winter season 2013/2014.
Following the time period of the ensemble reforecast, the
storms that occurred between mid-October and mid-March
from 1995/1996 to 2014/2015 are selected here. One storm
occurring in late March is excluded through the restriction
to the winter period, expecting that the mid-October to
mid-March time span of the reforecast is relevant for severe
storms. The selection results in the 25 storms listed in
Table 1. The storm names are those given by the Free
University of Berlin when available, with alternative names
in brackets when relevant. They were completed for a few
storms with respect to the original catalogue of Roberts et al.
(2014).
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Figure 1. Schematic depiction of the three metrics used to evaluate the predictability of storms: based on the track and intensity of the
storms (a), based on the strength of wind gusts (b) and based on the area covered by unusually strong gusts (c). See text for details.
2.3 Evaluation of predictability
Three metrics are combined to assess the predictability of
the storms with regard to different properties: the dynam-
ics are evaluated with the track and intensity of the storms
(Fig. 1a; Sect. 2.3.1), the impact is estimated with the foot-
print of wind gusts (Fig. 1b; Sect. 2.3.2) and the potential for
early warnings is computed from the area of predicted gusts
that are well above the model climate (Fig. 1c; Sect. 2.3.3).
Either the ensemble average or the individual members are
used for the verification of the reforecasts of the selected
storms based on these metrics. When the whole reforecast
dataset is considered, the skill is estimated with appropriate
scores. In particular, the Brier score (Brier, 1950) measures
the ability to predict if an event will occur or not. It can
be split into reliability, resolution and uncertainty compo-
nents (Murphy, 1973). The reliability component measures
the ability of the forecast to predict the observed frequency
of events. A perfect reliability can be achieved with a cli-
matological forecast and is thus not sufficient to be useful.
In contrast, the resolution component measures the ability
of the forecast to distinguish between events and non-events,
which cannot be achieved with a climatological forecast. The
uncertainty component finally measures the sampling uncer-
tainty inherent to the events. The Brier score can further be
compared to a climatological forecast to obtain the Brier skill
score (BSS), which is in turn split into
BSS= 1−Brel−Bres, (1)
with reliability and resolution components Brel and Bres (e.g.
Jolliffe and Stephenson, 2012).
2.3.1 Storm tracking
The 25 selected storms are tracked both in ERA-Interim and
in the members of the ensemble reforecast, using the algo-
rithm described by Pinto et al. (2005) and originally devel-
oped by Murray and Simmonds (1991). In a first step, max-
ima are identified in the Laplacian of MSLP interpolated on
a polar stereographic grid then minima in MSLP are looked
for in their vicinity. The Laplacian of MSLP is closely re-
lated to the quasi-geostrophic vorticity; thus the algorithm is
similar to tracking maxima in low-level vorticity. In a second
step, the minima of MSLP are connected between subsequent
model outputs every 6 h, using a predicted velocity based on
both the previous displacement and the steering by the envi-
ronment. As the focus is on severe storms here, the obtained
tracks are filtered to exclude storms with a weak Laplacian
of MSLP below 0.8 hPa (◦ great circle)−2 or with a duration
of less than 24 h. However, the algorithm results in a large
number of tracks, among which the storms of interest need
to be identified.
Identifying the storms in ERA-Interim is straightforward
because the selection of severe storms is based on the same
dataset. For each of the 25 storms, the reference time and
position of minimum MSLP given by Roberts et al. (2014)
are searched for in the tracks obtained from the algorithm.
The closest track is unambiguously identified this way and
matches the reference track, although differences may arise,
particularly at the beginning and end. As first suggested
by Raible et al. (2008) and later emphasized by Neu et al.
(2013), such differences are a common issue when com-
paring storm tracking algorithms, which usually agree well
for the mature phase of deep cyclones but differ during the
phases of cyclogenesis and cyclolysis. In particular, the al-
gorithm of Pinto et al. (2005) tends to identify the cyclones
earlier than others. Neu et al. (2013) emphasise that there is
no best way of tracking storms, because there is no single
definition of extratropical cyclones. As the same algorithm
is applied here to both ERA-Interim and the reforecasts, po-
tential biases due to the tracking method would likely cancel
out.
In the reforecast, identifying the storms is less straightfor-
ward even at short lead times and quickly becomes ambigu-
ous because the tracks diverge from ERA-Interim when the
lead time increases. In earlier studies, Froude et al. (2007a,
b) applied strict criteria in the location, timing and duration
of tracks to identify storms in forecasts. While such criteria
may be required for statistical studies, they would reject too
many ensemble members for the sample of storms consid-
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Figure 2. Example of the identified tracks of ex-hurricane Lili in the 6-day ensemble reforecast initialised on 22 October 1996 closest to ERA-
Interim during the 24 h period of first common occurrence on 22 October (a) and of maximum intensity in ERA-Interim on 28 October (b).
ered here, in particular at long lead time, and thus would bias
the results towards “good” members. Instead, the track clos-
est to ERA-Interim is identified in each ensemble member
without arbitrary criteria, based on the great-circle distance
averaged over a 24 h period. Two methods are compared for
the definition of the 24 h period. In the first method, the pe-
riod is defined as the first 24 h overlap between the track in
the ensemble member and in ERA-Interim. If the track is not
present at the time of initialization, it is further constrained
to start in the ensemble member within 48 h of its first oc-
currence in ERA-Interim. In the second method, the period
is simply defined as the day of maximum intensity.
The two methods are illustrated for the 7-day reforecast
of the storm that hit the British Isles on 28 October 1996
(Table 1). The storm took its origin in Hurricane Lili, which
reached Europe after crossing the North Atlantic and under-
going extratropical transition (Browning et al., 1998). With
the first method, the identified tracks start from the same lo-
cation, because the storm is present in the reforecast at the
time of initialization (Fig. 2a). They later diverge and only
two of them reach Europe, whereas the others remain over
the central North Atlantic. With the second method in con-
trast, the identified tracks all reach Europe, as expected from
the identification on the day of maximum intensity (Fig. 2b).
However, they start from different regions spreading from the
western to the eastern North Atlantic. In particular, no single
track takes its origin in Hurricane Lili, i.e. the two methods
do not show any common track. Although this case of ex-
tratropical transition is unique among the selected storms, it
illustrates the difficulty of identifying storms in the refore-
cast. The most relevant method depends on the aims of the
analysis; the first method focusing on the dynamics of the
storm and the second one on its impact. Both methods are
therefore used here.
2.3.2 Storm Severity Index (SSI)
While the intensity of a storm is commonly measured with its
minimum MSLP, its severity mostly depends on the strength
of the wind gusts, which is also controlled by the pres-
sure gradient at the synoptic scale and by additional factors
at the mesoscale and turbulent scale. In particular, insured
losses have been shown to scale with the third power of the
strongest wind gusts. Following Klawa and Ulbrich (2003)
for observations and Leckebusch et al. (2007) for model data,
an SSI is therefore defined as
SSI=
(
vmax
v98
− 1
)3
, (2)
if vmax>v98 and SSI= 0 otherwise, with vmax the daily
maximum wind gust and v98 its local 98th climatologi-
cal percentile. The scaling with v98 accounts for the local
adaptation to wind gusts, whose impact on infrastructure is
weaker in exposed areas such as coasts and mountains than
in the continental flatlands for the same absolute wind speed
(Klawa and Ulbrich, 2003). The climatology of wind gusts
is computed separately for ERA-Interim and the reforecast
but for the same period of interest, i.e. mid-October–mid-
March 1995/1996–2014/2015. The resulting values of v98 are
higher in the reforecast, likely due to the higher model reso-
lution but possibly also due to other changes to the ECMWF
model. In addition, wind gusts are abnormally high over to-
pography in the first 6 h output of the reforecast. As this does
not appear in subsequent outputs, it is likely related to the
spin-up of the model when the higher-resolution reforecast
is initialised from the lower-resolution reanalysis. The first
6 h output of the reforecast is thus omitted for computing
both vmax and v98.
As an example, the daily maximum gusts and the resulting
SSI in ERA-Interim are shown in Fig. 3a and b, respectively,
for storm Lothar on 26 December 1999. The strongest gusts
are found over the Bay of Biscay but the highest SSI is found
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Figure 3. Example of the daily maximum wind gusts (a) and daily Storm Severity Index (b) for storm Lothar in ERA-Interim on 26 Decem-
ber 1999.
over southern Germany due to the lower values of the local
model climatology. The SSI is then averaged over central Eu-
rope (defined as 40–60◦ N and 10◦W–30◦ E; corresponds to
the map shown in Fig. 3) to give a single value for the to-
tal severity of the storm, which can then be compared with
the reforecast. This method is equivalent to the SSI defined
by Leckebusch et al. (2007). It is preferred to including the
SSI along the track of the storm only, as e.g. in Roberts et al.
(2014), because of the ambiguous identification of the tracks
in the reforecast. Among the 25 investigated storms, Lothar
exhibits the highest averaged SSI in ERA-Interim, followed
by Klaus, Martin and Kyrill (Table 1). These four storms are
responsible for the four highest insurance losses during the
period of interest (Roberts et al., 2014), which suggests that
the averaged SSI in ERA-Interim is a relevant measure of
the severity of storms. Inaccuracies are still expected and at-
tributed to mesoscale features that are not resolved by ERA-
Interim and by non-meteorological factors such as the den-
sity of population and the insured capital. Finally, although
the impact of storms is expected from wind gusts over land
mostly, the adjacent ocean areas are also included in the cal-
culation of the SSI here to avoid large sensitivities to the pre-
dicted position of storms that track close to the coasts. In-
cluding the ocean also accounts at least partially for storm
surges, the main impact of some severe storms (e.g. Xynthia;
Ludwig et al., 2014).
2.3.3 Extreme Forecast Index (EFI) and Shift of Tails
(SOT)
Forecasting extreme events is a challenge in numerical
weather prediction, because predicted extremes tend to un-
derestimate the magnitude of actual events. Lalaurette (2003)
therefore introduced the EFI, which measures the extreme-
ness of an ensemble forecast as compared to the model cli-
mate rather than to the observed climate. The original formu-
lation of the EFI was revised by Zsótér (2006), who included
a weighting function to emphasise the tails of the distribution
and obtained
EFI= 2
pi
1∫
0
p−Ff(p)√
p(1−p)dp, (3)
with Ff(p) the proportion of ensemble members lying be-
low the p quantile of the model climate. The EFI quantifies
the deviation of an ensemble forecast from its climatological
distribution with a unitless number between−1 (all members
reach record-breaking low values) and +1 (record-breaking
high values).
Zsótér (2006) also introduced the SOT as an additional in-
dex that focuses even more on the tail of the distribution
SOT(p)=−Qf(p)−Qc (p0)
Qc(p)−Qc (p0) , (4)
with Qf(p) and Qc(p) the p quantiles of the ensemble fore-
cast and of the model climate, respectively. The SOT indi-
cates whether a fraction of the ensemble members predicts
an extreme event, even whether the rest of the members do
not. Following Zsótér (2006), p is taken as the 90th per-
centile, i.e. the top two members of the 11-member ensem-
ble reforecast. As in the operational ECMWF configuration,
p0 is taken as the 99th percentile of the model climate, which
is smoother than the 100th percentile (maximum) used by
Zsótér (2006). A positive value of SOT thus means that at
least two members predict an extreme event that belongs to
the top percent of the model climate.
Both EFI and SOT are computed here for daily maxi-
mum wind gusts. For consistency with the SSI, the model
climate is defined from the period mid-October to mid-
March 1995/1996–2014/2015. This contrasts with the op-
erational ECMWF configuration, where the model climate
is defined for each forecast within a 1-month window cen-
tred around the initialization time. As the focus is on winter
storms here, a seasonal model climate is preferred to avoid
storms to be considered as more or less extreme depending
on when they occur during the season. A longer period is also
preferred to improve the representation of the 99th percentile
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Extreme Forecast Index Shift of Tails
Figure 4. Example of the Extreme Forecast Index (a) and Shift of Tails (b) of daily maximum wind gusts for storm Lothar in the 6-day
ensemble reforecast initialised on 21 December 1999 and valid on 26 December.
of the model climate, as the length of the operational config-
uration has been validated for precipitation and temperature
but not for wind gusts (Zsoter et al., 2015). Finally, as in
the operational configuration, the model climate is computed
separately at each lead time to compensate for any drift of
the reforecast.
Figure 4 illustrates the EFI and SOT for the 6-day refore-
cast of storm Lothar. High values of EFI spread over a broad
region from the Atlantic Ocean to eastern Europe and exhibit
stripes further eastward (Fig. 4a). Positive values of SOT also
spread over a similar, broad region but the highest values are
more concentrated (Fig. 4b). This is due to the stronger em-
phasis on the tail of the distribution based on two members in
SOT rather than on the whole ensemble in EFI. A compari-
son with ERA-Interim in Fig. 3a indicates a skill of both EFI
and SOT in predicting the strong gusts over parts of France,
Switzerland and Germany. However, it also shows a discrep-
ancy between high EFI or SOT and weaker gusts over other
regions. This suggests a potential for warnings but with pos-
sible false alarms, as already noted by Lalaurette (2003). The
use of EFI and SOT thus requires an appropriate balance be-
tween hit and false alarm rates (Petroliagis and Pinson, 2014;
Boisserie et al., 2016).
3 Predictability of storm characteristics
3.1 Position and intensity
The predictability of the selected storms is first evaluated for
the position and intensity obtained from the storm tracking
algorithm. The storms are identified in the reforecast at the
time of first occurrence and compared with ERA-Interim at
the time of maximum intensity. As the 10-day reforecasts are
computed every Monday and Thursday, three lead times are
available for most storms but only two for those which oc-
curred on a Sunday. The average bias and spread are com-
puted for each storm and lead time with the median and me-
dian absolute deviation, respectively, which are preferred to
the mean and standard deviation to ensure robust statistics
despite the small number of ensemble members.
On average over all storms, the predicted MSLP remains
close to ERA-Interim until day 4 but exhibits a clear posi-
tive bias from day 5 onwards; i.e. it underestimates the inten-
sity of storms (black curve in Fig. 5a). The predicted MSLP
also exhibits a large variability between the storms, which
increases with increasing lead time (symbols in Fig. 5a).
The most striking outlier is storm Gero (red triangle), which
shows the largest positive biases with more than 60 and
40 hPa on days 5 and 8, respectively. Gero experienced an
explosive cyclogenesis of 40 hPa in 24 h to reach 948 hPa
on 11 January 2005, the deepest MSLP of the sample of
storms (Table 1). The second and third deepest storms Oratia
and Silke, which also experienced an explosive cyclogene-
sis, show contrasting positive and negative biases in MSLP
depending on the lead time (green triangle and blue circle in
Fig. 5a). Surprisingly, the predicted MSLP of Gero exhibits
a negative bias on day 1, although this may be due to ERA-
Interim underestimating the actual intensity due to its coarse
horizontal resolution.
Concerning the position, the predicted longitude exhibits
a negative bias on average, i.e. the storms are too slow in the
reforecast from day 4 onwards (black curve in Fig. 5b). A
weak positive bias is present in the reforecast of the latitude
but it does not appear to be significant (not shown). Similar to
the predicted MSLP, the predicted longitude also exhibits a
large variability between the storms, which increases with in-
creasing lead time (symbols in Fig. 5b). Storm Gero is again
an outlier with strong negative biases at days 5 and 8 (red tri-
angles) but an even larger bias is found at day 7 for Lili (blue
square). This storm formed in the tropics (Browning et al.,
1998, see also Fig. 2), which is consistent with the poor pre-
dictability of the position during extratropical transition due
to the difficulty to represent convective dynamics (e.g. Pan-
tillon et al., 2013). However, this case is unique among the
selected storms. Other cases that exhibit strong biases formed
over very different regions, as e.g. Patrick over the southeast-
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Figure 5. Position and intensity of the storms in the ensemble reforecast as identified at the time of first occurrence and compared on the day
of maximum intensity: difference between the ensemble median and ERA-Interim (a, b) and median absolute deviation of the ensemble (c, d)
in MSLP (a, c) and longitude (b, d). The symbols represent the storms as given in Table 1 and the solid black curve shows the median of the
storms per lead time, while the dashed black curve in (c, d) further shows the median absolute error of the storms per lead time.
ern US (blue cross at day 10) and Jennifer (1996) over the
eastern North Atlantic (green square at day 7). This empha-
sises how single factors can influence the predictability of
specific storms.
As expected, the spread between the ensemble members
increases with increasing lead time on average, both for the
intensity (solid black curve in Fig. 5c) and the position (solid
black curve in Fig. 5d). The spread is consistent with the
median absolute error (dashed curve), which suggests that
the ensemble reforecast is calibrated. However, the spread
also shows a large variability between the storms and it does
not necessarily match the error for individual storms. For in-
stance, the storms with a strong bias mentioned above tend
to exhibit a small spread. Inversely, the predicted MSLP of
Joachim was very uncertain (green crosses at days 7 and 10
on Fig. 5c) due to the sensitivity to the phasing of the storm
with a Rossby wave train over the western North Atlantic
(Lamberson et al., 2016). Finally, the large uncertainty in the
MSLP of Xynthia at day 3 (red plus) may be due to the strong
influence of latent heat release during the unusual track over
the subtropical North Atlantic (Ludwig et al., 2014).
3.2 Ensemble average and individual members
These results agree with findings of previous studies using
earlier versions of the operational ECMWF ensemble fore-
cast system. Froude et al. (2007b) also found a slow bias in a
systematic evaluation of the track of extratropical cyclones,
while Pirret et al. (2017) further found a low bias in inten-
sity for severe European storms. This suggests that the speed
is systematically underestimated for extratropical cyclones
in general, while the intensity is underestimated for deep cy-
clones only. Despite these biases, Froude et al. (2007b) found
a higher skill of the ensemble mean compared to the control
forecast to predict the track and intensity of cyclones from
day 3 onwards. This result raises the question of the limit
of validity of the ensemble mean for the track of the storms,
as the identification of storms becomes more ambiguous and
the number of members containing the observed storms de-
creases when the lead time increases. Both factors may bias
the ensemble average towards the tracks that are closer to the
analysis and thus overestimate its skill. In the extreme case
of Lili, this metric even becomes meaningless, because all
members of the 10-day reforecast valid on the day of max-
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Figure 6. Position and intensity of the storms in the ensemble reforecast as identified and compared on the day of maximum intensity:
number of ensemble members predicting the storm within 20 hPa and 10◦ great circle (a) or 10 hPa and 5◦ great circle (b) as compared to
ERA-Interim in minimum MSLP and position, respectively. The symbols represent the storms as given in Table 1 and the black curve shows
the median of the storms per lead time.
imum intensity have lost track of the storm on the day it
reaches Europe.
An alternative measure of predictability is proposed by
counting the number of members that forecast the actual
storm when it reaches Europe. The closest tracks are identi-
fied on the day of maximum intensity to ensure that a track is
identified in each member of the ensemble. Thresholds in po-
sition and intensity are combined to define the actual storm,
with a 1 : 2 ratio between the thresholds that roughly corre-
sponds to the ratio between the two median absolute errors
(Fig. 5c and d, respectively). Using rather generous thresh-
olds of 10◦ great circle in distance and 20 hPa in MSLP bias,
which select about two-thirds of the reforecasts, all 25 storms
are captured by almost all 11 members until day 4 (Fig. 6a).
The proportion of members then decreases and passes below
the majority beyond day 8. Using more restrictive thresholds
of 5◦ great circle in distance and 10 hPa in MSLP bias, which
select about one-third of the reforecasts, the storms are cap-
tured by almost all 11 members until day 2 only and are
missed by the majority of members beyond day 3 already
(Fig. 6b). Albeit arbitrary, these combinations of thresholds
express a reasonable range of criteria for a useful definition
of the actual storm. While the exact number of members fore-
casting the storm will depend on the precise thresholds, these
results suggest that the storms are forecasted with high cer-
tainty until days 2–4. At longer lead times, the certainty de-
creases but some members still forecast the storms beyond 1
week in advance, as was already mentioned by Froude et al.
(2007b). The use of subsets of the ensemble for early warn-
ings is discussed in Sect. 4.
3.3 Storm impact
The predictability of the selected storms is further evaluated
with respect to the impact of the wind gusts estimated from
the SSI. Only the daily, spatially averaged SSI is evaluated
here, without considering geographical information on where
the storm occurred exactly. The reforecast is therefore eval-
uated for its ability to predict a severe storm on a specific
day over central Europe. It is compared to ERA-Interim as
a logarithmic difference because the SSI is highly nonlinear
(Eq. 2) and spans several orders of magnitude between the
least and the most severe storms of the selection (Table 1). As
illustrated by the 95th and 99th percentiles of the model cli-
mate, the reforecast systematically overestimates the SSI of
intense and extreme events by a factor of about 2 compared
to ERA-Interim (dotted and dashed curves in Fig. 7a). This
is explained by a longer tail of the distribution of wind gusts
in the reforecast compared to ERA-Interim, which impacts
the SSI despite the scaling with separate model climates be-
tween the reforecast and ERA-Interim (Eq. 2). This system-
atic overestimation must be taken into account to evaluate the
predictability of the selected storms.
On average over all storms, the reforecast overestimates
the SSI until day 3 compared to ERA-Interim but then drops
by 1 order of magnitude and underestimates the SSI at longer
lead times (solid curve in Fig. 7a). In contrast, the overesti-
mation of SSI in the whole dataset does not exhibit such a
drift with lead time (dotted and dashed curves). The overes-
timation for the storms until day 3 could therefore be cor-
rected, as it results from a systematic bias in the dataset,
while the drop on day 4 is specific to the sample of se-
vere storms. The reforecast thus strongly underestimates the
severity of the storms beyond day 3. In addition, the aver-
age spread in SSI between ensemble members increases un-
til day 3 only, before it decreases again when the average SSI
drops (not shown). The reforecast is thus underdispersive at
longer lead time. As for the track and intensity, the predicted
SSI shows a large variability between the storms (symbols).
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Figure 7. Severity of the storms in the ensemble reforecast on the day of maximum intensity: logarithmic difference of SSI between the
ensemble median and ERA-Interim (a) and number of members reaching the SSI of ERA-Interim (b). The symbols represent the storms as
given in Table 1 and the solid black curve shows the median of the storms per lead time. The dotted and dashed black curves in (a) further
show the logarithmic difference of the 95th and 99th percentiles of SSI, respectively, in the model climates of the reforecast and ERA-Interim.
For instance, the deep storms Gero and Oratia are again out-
liers with strong negative biases at days 5, 8 and 9, whereas a
few other storms even exhibit a positive bias. These results
are confirmed by measuring the number of members that
predict at least the SSI of ERA-Interim, which also drops
at day 4 (Fig. 7b). Note that this is a rather optimistic esti-
mation, as the predicted SSI is systematically overestimated.
However, at least one ensemble member on average still pre-
dicts the ERA-Interim value of SSI of the storms until day 7,
which suggests a potential for early warnings.
4 Skill for early warnings on the 5–10 day timescale
4.1 Top 5 and 1% SSI events
The results above show that even though the storms are
well predicted by the whole ensemble a few days ahead
only, they are forecasted by single members up to 1 week
in advance or even beyond. However, these results are bi-
ased by the focus on the prediction of observed events with-
out considering events that are predicted but not observed.
In the following, the skill of the reforecast is investigated
not for the selected storms but for the whole mid-October–
mid-March 1995/1996–2014/2015 dataset in order to include
days both with and without storms. It is measured with the
BSS split into reliability and resolution components (Eq. 1).
The skill of the reforecast is first investigated for intense
events defined as the top 5 % of the SSI, which contain the 7–
8 most severe storms per winter on average. Percentiles are
preferred to absolute values because of the systematic overes-
timation of the reforecast compared to ERA-Interim. The fre-
quency of intense events is then by definition the same (5 %)
in the reforecast than in ERA-Interim and thus the reliability
component remains close to zero (perfect skill, Fig. 8a). The
non-zero values reflect the sampling uncertainty. In contrast,
the resolution component increases steadily with lead time
to approach one (no skill). Therefore, the BSS follows – with
inverted sign – the evolution of the resolution component and
decreases steadily until it vanishes (no skill) at day 9. The re-
forecast thus clearly exhibits positive skill, albeit small, at
predicting intense events until day 8.
The skill is less clear for extreme events defined as the top
1 % of the SSI. These contain the 30 most severe storms of
the whole dataset and approximately match the 25 selected
storms in ERA-Interim. Surprisingly, the reforecast does not
show any skill at day 1 (Fig. 8b). This is linked to a high value
of the resolution component (low skill) and may again be due
to a problem with the spin-up of the model. The resolution
component then steadily increases with increasing lead time
as expected. In contrast, the reliability component shows an
irregular evolution with lead time and large values reflecting
a large sampling uncertainty. This emphasises that the dataset
is too limited to investigate extreme events, which on average
represent 8.2 events per lead time only. As a result, the BSS
suggests that the reforecast exhibits some skill in predicting
extreme events until day 6 but it suffers from the same irreg-
ular evolution with lead time.
4.2 EFI and SOT for gusts above the 98th percentile
The potential for early warnings of strong gusts is further in-
vestigated with the EFI and SOT, which are both designed
for this purpose by highlighting the behaviour of the most
extreme ensemble members. As noted by Lalaurette (2003),
the EFI gives useful warnings of extreme events but also fre-
quent false alarms. Petroliagis and Pinson (2014) therefore
suggested the use of an optimal threshold to balance between
hit rate (H ) and false alarm rate (F ), a lower or higher thresh-
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Figure 8. Brier skill score as a function of lead time for the SSI exceeding the 95th (a) and 99th percentiles of the model climatology (b).
The Brier skill score is decomposed into resolution and reliability components (see Eq. 1).
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Figure 9. Optimal threshold and corresponding hit rate (H ), false alarm rate (F ) and Heidke skill score for the Extreme Forecast Index (a)
and the Shift of Tails (b) to predict gusts exceeding the local 98th percentile in ERA-Interim.
old increasing or decreasing both H and F . Boisserie et al.
(2016) further suggested to maximise the Heidke skill score
(HSS; Heidke, 1926) to define the optimal threshold. Follow-
ing these authors, an optimal threshold is determined to pre-
dict gusts that exceed the local 98th climatological percentile
in ERA-Interim. The 98th percentile represents the strength
at which gusts become damaging in the SSI (Eq. 2). In con-
trast to the previous studies of Petroliagis and Pinson (2014)
and Boisserie et al. (2016), however, which focused on spe-
cific storms or storm categories, an optimal threshold is first
computed for the whole dataset and only then applied to the
selected storms. This ensures that the result is not biased by
verifying the forecast with extreme events only.
As shown in Fig. 9a, the optimal threshold in EFI de-
creases with lead time, as do the corresponding H and F .
In contrast, the optimal threshold in SOT is stable until day 6
and decreases at longer lead times only (Fig. 9b). This re-
veals a different balance between H and F for the two in-
dices. A constant threshold is thus only suitable for the SOT
and in the early range. For all other types of warnings, the
dependency of the optimal thresholds on lead time should
be taken into account. The optimal thresholds display sea-
sonal and regional variability (not shown), which could also
be included to improve warnings. For the sake of simplicity,
however, they are not considered here.
Although the optimal threshold exhibits a different evolu-
tion with lead time between the two indices, the correspond-
ing HSS is very similar, with a slightly higher value for the
EFI. The skill decreases steadily with increasing lead time
but remains positive until day 10, the longest lead time inves-
tigated here. The decrease tightly follows H , while F slowly
increases but remains small due to the rarity of events by
definition of the local 98th climatological percentile. Note
that F , which is conditioned by the events that are not ob-
served, should not be confused with the false alarm ra-
tio (FAR), which is conditioned by the events that are not
forecast. These results demonstrate the actual potential of
both EFI and SOT for early warnings of strong gusts. If the
local 99th climatological percentile is preferred to define ex-
treme events, as in early studies, the optimal thresholds need
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Figure 10. Heidke skill score for predicting gusts exceeding the local 98th climatological percentile of ERA-Interim using the Extreme
Forecast Index (a) and the Shift Of Tails (b). The symbols represent the storms as given in Table 1 and the black curve shows the median of
the storms per lead time, while the dashed curves illustrate the whole dataset for reference as in Fig. 9.
to be increased and the resulting skill becomes lower, but it
also remains positive until day 10 (not shown).
4.3 EFI and SOT for the 25 severe storms
In order to explore possible links between predictability and
physical characteristics of storms, the optimal thresholds de-
scribed above are applied to the EFI and SOT for the selected
severe storms in the reforecast. The HSS is again used as a
trade-off between H and F . It is computed for the predic-
tion of gusts over the central European domain on the day of
maximum intensity of each storm. As for the whole dataset,
the EFI (Fig. 10a) and the SOT (Fig. 10b) exhibit a similar
HSS on average, which lies around 0.8 during the first 2 days
(high skill) and then decreases with increasing lead time un-
til vanishing at day 10 (no skill). In particular, before day 10,
the HSS is higher for the storms (solid curves) than for the
whole dataset (dashed curves). It is related to higher H for
the storms, which enhance the skill despite higher F (not
shown). This does not necessarily mean that the reforecast
is more skillful at predicting the presence than the absence
of storms but rather emphasises how focusing on observed
events can bias the verification.
Beyond these average properties, the reforecasts of the
storms exhibit contrasting skill from case to case. The vari-
ability between the storms quickly increases with increasing
lead time and the HSS of some storms approaches zero or
becomes negative from day 6 onwards (symbols on Fig. 10).
A poor skill is found in both EFI and SOT for storms Lili at
day 7 (blue square) and Gero at day 8 (red triangle) in asso-
ciation with a low H , as well as for storm Joachim at day 7
(green cross) in association with a high F . This is consistent
with the large biases in MSLP and longitude and the large
spread in MSLP, respectively, found for these storms (Fig. 5).
Other storms contrast between poor skill in EFI and good
skill in SOT, as Yuma at day 4 (pink square in Fig. 10), which
was noted for its difficult forecast as it occurred (Young and
Grahame, 1999), and Xynthia at day 6 (red plus). The higher
skill in these cases could be due to the higher H of the SOT
compared to the EFI, as suggested by Boisserie et al. (2016),
although no difference is found here on average in the whole
sample.
Interestingly, storms Yuma, Lili, Gero and Xynthia men-
tioned above for their poor skill in EFI have the smallest
area of strong gusts of the whole dataset (Table 1). Simi-
larly, a better performance for Anatol than for the relatively
smaller storms Lothar and Martin was previously noted by
Buizza and Hollingsworth (2002) in the operational ECMWF
ensemble forecast. However, neither this better performance
nor differences between the predictability of specific storms
found by other authors using the EFI (Lalaurette, 2003;
Petroliagis and Pinson, 2014; Boisserie et al., 2016) are con-
firmed here. This suggests a sensitivity to the ensemble pre-
diction system and to the type and region of the reference
data used for their validation, which vary from study to study.
Finally, storm Xynthia exhibits a surprisingly high skill
at day 10 in both EFI and SOT thanks to a high H . This
constitutes an outlier compared to all other storms, which
show no skill at that lead time. However, none of the ensem-
ble members predicts the observed development of Xynthia
over the subtropical North Atlantic (Ludwig et al., 2014).
Instead, several members predict a storm forming over the
central North Atlantic but reaching the Iberian Peninsula on
the same day as Xynthia. Although this successful refore-
cast could be due to chance rather than to the actual skill of
the model, it illustrates how predicting individual storms be-
comes ambiguous at long range but suggests a potential for
predicting an environment favourable to storm development.
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Figure 11. Summary of the expected skill of an ensemble prediction system for the forecast of severe European winter storms, from long to
short forecast lead times separated in three phases. The schematic refers to the three methods depicted in Fig. 1.
5 Conclusions
The synoptic-scale predictability of 25 severe historical win-
ter storms over central Europe is revisited by taking advan-
tage of the ECMWF ensemble retrospective forecast (refore-
cast), which offers a homogeneous dataset over 20 years
with a state-of-the-art ensemble prediction system. The pre-
dictability of the storms is investigated with three different
metrics for their track and intensity (Fig. 1a), the strength
of wind gusts (Fig. 1b) and the area covered by strong gusts
(Fig. 1c). The metrics are combined to assess the reforecast
against the ECMWF reanalysis ERA-Interim.
For lead times until 3–4 days, the ensemble average has
small biases in terms of predicting the position and minimum
MSLP of the storms on the day of maximum intensity. At
longer lead times, it systematically underestimates the speed
of motion and the depth of the storms. Previous studies also
found a slow bias in the track forecasts of extratropical cy-
clones in general (Froude et al., 2007b) and a negative bias
in the intensity forecasts of severe storms only (Pirret et al.,
2017). This suggests that the underestimation of the speed of
motion is systematic but that of the depth is specific to deep
cyclones. The ensemble average further underestimates the
SSI of the storms by at least one order of magnitude beyond
day 3. Along with the biases with increasing lead time, the
identification of storms becomes ambiguous and the number
of members containing the observed storms decreases, which
questions the limit of validity of the ensemble mean for the
track of the storms. This limit is due to the identification of
storms as objects, which are not always clearly defined, in
contrast to the metrics based on the strength of wind gusts,
which are defined even in the absence of a storm. The pre-
dictability is further measured by the number of members
that forecast the observed storm – within combined thresh-
olds in position and intensity – on the day it reaches Europe.
Although the result depends on the exact thresholds, reason-
able values show that the storms are well forecasted until
days 2–4 only. These results suggest that relevant predictions
of storm properties are restricted to the first few days of the
forecast.
A different method is therefore required for lead times
longer than the horizon of 2–4 days. The position, intensity
and severity of the storms are captured by some members be-
yond 1 week in advance, which suggests potential for early
warning. The whole distribution of the ensemble shall thus
be used by shifting the focus from the average to individ-
ual members for the prediction of extreme events (Buizza
and Hollingsworth, 2002; Lalaurette, 2003; Petroliagis and
Pinson, 2014; Boisserie et al., 2016). The danger with this
approach, however, is to verify the predictions with regard
to their ability to forecast observed events without account-
ing for events that are forecasted but not observed. The pre-
dictability is therefore investigated here in the whole dataset
of 20 winter seasons including both stormy and non-stormy
days. Using the EFI and SOT indices, which highlight the
most extreme ensemble members, the reforecast shows skill
in predicting the area covered by strong gusts until days 9–
10. It is also skillful until day 8 to predict the occurrence of
intense events defined as the top 5 % of the SSI (spanning on
average 7–8 days per winter). However, for extreme events
defined as the top 1 % of the SSI (approximately correspond-
ing to the 25 selected storms), no meaningful results can be
obtained due to the large sampling uncertainty. Despite this
limitation for the most extreme events, the results confirm the
skill for early warnings of storms beyond 1 week ahead.
These results are summarised in Fig. 11 from long to short
forecast lead times separated in three phases. A first phase of
early warning starts 8–10 days before a storm occurs. At this
point, a few members may already predict the storm, which
gives indications of the possibility of a severe event based on
the SSI, as well as hints for the area that might be covered by
strong gusts given by the EFI and SOT. In a second phase,
the number of members predicting the storm increases but
biases are present in the speed of motion and in the intensity
measured as the MSLP of the storm, which are both system-
atically underestimated. The severity of the storm measured
by the SSI is also underestimated by one or more orders of
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magnitude. The certainty then increases until the third phase
of accurate forecast, starting 2–4 days before the storm oc-
curs. Most members predict the storm and without system-
atic bias at this point, which allows a calibrated forecast for
the position and intensity of the storm and a realistic esti-
mate of its severity. These three phases in the expected skill
of an ensemble prediction system may serve as a reference
to forecast severe European winter storms in an operational
context.
Among the sample of 25 severe storms, some outliers ex-
hibit a particularly low predictability. These are storms in-
volving an explosive cyclogenesis or extending over a small
area, as well as a storm undergoing extratropical transition.
Unfortunately, the sample is too small and the number of
forecasts per storm is too limited for any robust statistics. The
NOAA ensemble reforecast could help to identify system-
atic links between the dynamics and predictability of storms,
as it covers a longer period and offers a daily initialization
(Hamill et al., 2013). However, this dataset appears not to
perform as well as its ECMWF counterpart for predicting
wind over central Europe (Dabernig et al., 2015). The oper-
ational ECMWF ensemble forecast is initialised twice a day
and contains 50 members but Pirret et al. (2017) struggled
to find a relation between the predictability and the intensity,
track or physical processes of storms because of the steady
increase in skill with more recent model versions. This il-
lustrates the difficulty in systematically investigating the pre-
dictability of severe storms, even with an extended dataset
such as the 20-year reforecast used here.
More case studies are thus needed to better understand the
predictability of specific storm features at different scales. At
larger scale, the focus of the predictability could be shifted
from the storms to the conditions that favour their develop-
ment (e.g. Pinto et al., 2014). This could be particularly rele-
vant at long lead times, when the identification of storms be-
comes ambiguous among the ensemble members. At smaller
scale, the use of available high-resolution model data can
help to better understand the structure of the storms. For in-
stance, the next generation of ECMWF reanalysis, ERA5,
which is currently in production, will reach a horizontal grid
spacing of about 30 km and improve the representation of
synoptic-scale features. Regional models are required to rep-
resent mesoscale features such as sting jets or convection em-
bedded in the cold front, while the accurate representation of
wind gusts stays beyond the resolution of operational mod-
els and relies on large-eddy simulations or observations at
the turbulent scale. Alternatively, dynamical and statistical
downscaling can be combined to obtain skillful forecasts at
the local level, as demonstrated by Pardowitz et al. (2016)
for storm losses, who further took both meteorological and
damage model uncertainties into account. These different ap-
proaches shall be considered to allow advances in the pre-
dictability of severe European winter storms.
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