Linéarisation à base de réseaux de neurones pour amplificateurs de puissance by MULLIEZ, Blaise
Line´arisation a` base de re´seaux de neurones pour
amplificateurs de puissance
Blaise Mulliez
To cite this version:
Blaise Mulliez. Line´arisation a` base de re´seaux de neurones pour amplificateurs de puissance.
Micro et nanotechnologies/Microe´lectronique. INP Toulouse, 2015. Franc¸ais. <tel-01241354>
HAL Id: tel-01241354
https://tel.archives-ouvertes.fr/tel-01241354
Submitted on 15 Dec 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE
En vue de l’obtention du
DOCTORAT DE L’UNIVERSITÉ DE
TOULOUSE
Délivré par : l’Institut National Polytechnique de Toulouse (INP Toulouse)
Présentée et soutenue le 30 juin 2015 par :
Blaise MULLIEZ
Linéarisation à base de réseaux de neurones pour
amplificateurs de puissance
JURY
Jean-Didier LEGAT
Professeur à l’Université
catholique de Louvain Examinateur
Olivier BERNAL Maître de conférences àl’Université de Toulouse Examinateur
Laurent GATET Ingénieur CNES Invité
Philippe LANCE Ingénieur Freescale Invité
Francis DOUKHAN Ingénieur DGA Invité
Jean-Baptiste
BEGUERET
Professeur à l’Université
de Bordeaux
Rapporteur
Pascal NOUET
Professeur à l’Université
Montpellier II Rapporteur
Hélène TAP Professeur à l’Universitéde Toulouse Directrice de thèse
École doctorale et spécialité :
GEET : Micro et Nanosystèmes
Unité de Recherche :
Laboratoire d’Analyse et d’Architecture des Systèmes

À Maman

RÉSUMÉ
L’essor des télécommunications spatiales au cours des deux dernières décennies impose de transmettre
les données à des débits toujours plus importants et avec une qualité de service irréprochable. Néanmoins, afin
d’obtenir un bilan de liaison et une efficacité spectrale optimaux, l’amplificateur de puissance embarqué doit
être utilisé près de sa zone de saturation, ce qui entraîne de fortes non-linéarités des signaux émis. Afin de
contourner ce problème, les amplificateurs sont souvent précédés d’un linéariseur.
Les dispositifs de linéarisation embarqués actuellement sont toutefois incapables de s’adapter à différents
amplificateurs ou de prendre en compte les dérives des caractéristiques des amplificateurs au cours du temps et en
fonction de la température : ils ne sont pas adaptatifs. L’objectif de cette thèse est de concevoir une architecture
innovante capable de linéariser différentes caractéristiques de transfert d’amplificateurs de puissance. Les réseaux
de neurones analogiques offrent des performances intéressantes d’approximation de fonctions non-linéaires et
sont reconfigurables. Ils représentent donc une solution pertinente pour répondre à cette problématique.
Tout d’abord, une technique innovante, générique, rapide et précise d’extraction des fonctions de pré-
distorsion, ayant fait l’objet d’un brevet, est présentée et appliquée aux caractéristiques de trois amplificateurs
fournies par le CNES. La modélisation de ces fonctions de prédistorsion par des réseaux de neurones valide
ensuite, grâce à des simulations comportementales statiques et dynamiques, le concept de prédistorsion analo-
gique adaptative par réseaux de neurones. Enfin, un ASIC analogique de prédistorsion, développé en technologie
CMOS 0, 35µm, comprenant un réseau de neurones et un circuit de déphasage réglable novateur est présenté.
Le circuit, capable de générer les différentes fonctions de prédistorsion avec une grande précision, pourra par la
suite être intégré dans un banc de test permettant de linéariser de manière adaptative divers amplificateurs de
puissance afin d’en évaluer les performances réelles.
Mots-clés : Linéarisation, Prédistorsion, Amplificateur de puissance, Réseau de neurones, CMOS, ASIC
ABSTRACT
The spectacular growth of space telecommunications during the last two decades requires an always higher data
transmission speed and a flawless service quality. Nevertheless, in order to optimize the link budget and the
spectral efficiency, the embedded High Power Amplifiers (HPA) are used close to their saturation point, which
leads to strongly non-linear emitted signals. To circumvent this issue, a linearizer is often implemented before
the amplifier.
However, the linearization devices used today are not able adapt to different amplifiers or to HPA cha-
racteristics drift under the influence of aging and temperature variations : they are not adaptive. The objective
of the work presented in this dissertation is the design of an innovating architecture capable of linearizing several
HPA transfer characteristics. Analog Neural Networks (ANN) provide attractive performances for non-linear
functions modelling and are reconfigurable. They are therefore a relevant choice to respond to this specific issue.
First, a patented, innovating, generic, fast and accurate technique to determine the predistortion func-
tions is detailed and used with the characteristics of three HPA provided by the French Space Agency (CNES).
Then, the modelling of these predistortion functions with neural networks and behavioral static and dynamic
simulations of these networks validate the concept of adaptive analog predistortion based on neural networks.
Eventually, an analog predistortion ASIC, designed in a CMOS 0.35µm technology, including a neural network
and an innovative configurable phase-shifting circuit, is described. The integrated circuit is able to generate
the different predistortion functions and will be later embedded in a test-bench to demonstrate its ability to
adaptively linearize several High Power Amplifiers.
Keywords : Linearization, Predistortion, Power Amplifier, Neural Network, CMOS, ASIC
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Acronymes
ACPR Adjacent Channel Power Ratio
AMS AustriaMicroSystem
ANN Analog Neural Network ou Réseau de neurones analogique
APSK Amplitude and phase-shift keying ou Asymmetric Phase-Shift Keying
ASIC Application Specific Integrated Circuit ou Circuit intégré dédié à une
application
ATOP Amplificateur à Tube à Ondes Progressives
BF Basses Fréquences
BFGS Broyden-Fletcher-Goldfarb-Shanno
BPSK Binary Phase-Shift Keying
CAN Convertisseur Analogique-Numérique
C/I Carrier to Intermodulation Ratio
CMOS Complementary Metal Oxyde Semiconductor
CMP Centre Multi-Projets
CMRR Common-Mode Reject Ratio ou Rapport de Réjection de Mode Commun
CNES Centre National d’Études Spatiales
CW Continous Wave
DDA Differential Difference Amplifier ou Amplificateur Différentiel de
Différence
DDCC Differential Difference Current Conveyor ou Convoyeur Différentiel de
Différence de Courant
DGA Direction Générale de l’Armement
DSP Digital Signal Processor ou Processeur de Signal numérique
ENSEEIHT Ecole Nationnale Supérieure d’Electronique, Electrotechnique,
Informatique, Hydraulique et Télécommunuications
EOTA Extended Operationnal Transconductance Amplifier ou Amplificateur
Opérationnel à Transconductance à paramétrage étendu
EVM Error Vector Measurement
FI Fréquence intermédiaire
FIR Finite Impule Response (Filter) ou Filtre à réponse impulsionnelle finie
FPGA Field Programmable Gate Array ou Réseau de Portes Programmables
HF Hautes Fréquences
NOTATIONS
HPA High Power Amplifier ou Amplificateur Haute Puissance
LUT Look-Up Table ou Table d’équivalence
M-APSK M-states Amplitude and Phase-Shift Keying ou M-states Asymmetric
Phase-Shift Keying
MLP Multi-Layers Perceptron ou Perceptron Multi-Couches
MOS Metal Oxyde Semiconductor
MOSFET Metal-Oxide-Semiconductor Field-Effect
M-PSK M-states Phase-Shift Keying
M-QAM M-states Quadrature Amplitude Modulation
NPR Noise Power Ratio
OTA Operationnal Transconductance Amplifier ou Amplificateur Opérationnel
à Transconductance
PSK Phase-Shift Keying
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase-Shift Keying
SSPA Solid-State Power Amplifier ou Amplificateur de puissance à état solide
THD Total Harmonic Distortion ou Taux de Distorsion Harmonique
VGA Variable Gain Amplifier ou Amplificateur à Gain Variable
VLSI Very Large Scale Integrationou Intégration à très grande échelle
WCDMA Wideband Code Division Multiple Access ou Multiplexage par code à
large bande
Symboles
Les symboles utilisées dans ce tapuscrit sont listés ci-dessous. Les valeurs de tension
ou de courant exprimées en majuscule décrivent des grandeurs statiques ; celles exprimées
en minuscule décrivent des grandeurs dynamiques. Les indices e et s se rapportent à des
grandeurs respectivement d’entrée et de sortie.
Acm Gain de mode commun d’une paire différentielle
Adiff Gain différentiel d’une paire différentielle
Amax,HPA Amplitude maximale du signal en entrée de HPA (V)
Amax,Lin Amplitude maximale du signal dans le linéariseur (V)
b1,i Biais i de la couche cachée d’un réseau de neurones
b2 Biais de la couche de sortie d’un réseau de neurones
CDB Capacité Drain-Substrat (F)
CGB Capacité Grille-Substrat (F)
CGD Capacité Drain-Source (F)
CGS Capacité Grille-Source (F)
CL Capacité de charge d’un circuit (F)
Cox Capacité d’oxyde de grille par unité de surface (F/cm2)
E Fonction d’erreur au sens des moindres carrés
fB Fréquence d’un signal modulé en bande de base (Hz)
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NOTATIONS
fP Fréquence de la porteuse (Hz)
fS Fréquence d’émission des symboles binaires (Hz)
GAjust Gain permettant de réaliser Amax,HPA → Amax,Lin
gDS Conductance de sortie d’un transistor (= 1/rDS) (Ω−1)
Gide´al Fonction de gain idéale d’un système linéarisé
gL Conductance de charge d’un circuit (= 1/RL) (Ω−1)
GL Gain linéarisé idéal
gm Transconductance d’un transistor (Ω−1)
GM Transconductance d’une paire différentielle (Ω−1)
GV GA Gain réalisé par le VGA du linéariseur
iD (ou ID) Courant de drain d’un transistor (A)
Kn (ou KP ) = µnCox (ou = µpCox)
Pe,HPA Puissance moyenne du signal d’entrée d’un HPA (W)
Pe,Lin Puissance moyenne du signal d’entrée d’un linéariseur
Pe,sat Puissance moyenne du signal d’entrée à la saturation d’un HPA (W)
Ps,HPA Puissance moyenne du signal de sortie d’un HPA (W)
Ps,Lin Puissance moyenne du signal de sortie d’un linéariseur (W)
Ps,sat Puissance moyenne du signal de sortie à saturation d’un HPA (W)
rDS Résistance de sortie d’un transistor (= 1/gDS) (Ω)
RL Résistance de charge d’un circuit (= 1/gL) (Ω)
TS Période symbole (s)
vBS (ou VBS) Tension Substrat-Source (V)
vcm Tension de mode commun en entrée d’une paire différentielle (V)
Vc,V GA Contrôle du VGA du linéariseur, commandant un gain GV GA (V)
Vc,φ Contrôle du déphaseur du linéariseur, commandant un déphasage φ (V)
VDD Tension d’alimentation positive (V)
vdiff Tension différentielle en entrée d’une paire différentielle (V)
vDS (ou VDS) Tension Drain-Source (V)
VDS,sat Tension de saturation d’un transistor (V)
vGS (ou VGS) Tension Grille-Source (V)
Vpwr Tension issue du détecteur de puissance du linéariseur, proportionnelle à
la puissance moyenne du signal d’entrée en dBm (V)
VSS Tension d’alimentation négative (V)
VT Tension de seuil (V)
VT0 Tension de seuil nominale (V)
w1,i Poids i de la couche cachée d’un réseau de neurones
w2,i Poids i de la couche de sortie d’un réseau de neurones
Wi/Li Largeur / Longueur du transistor i (µm)
γn (ou γp) Coefficient d’effet substrat d’un composant N (ou P) (V 1/2)
θide´al Fonction de phase idéale d’un système linéarisé (◦)
θL Phase linéarisée idéale (◦)
λn (ou λp) Coefficient de modulation de canal pour un composant N (ou P)(V −1)
µn (ou µp) Mobilité des porteurs de charges dans le canal pour un composant N (ou
P) (cm−2/(V · s))
σ Symbole binaire
φ Déphasage introduit par un linéariseur (◦)
ΦP Potentiel de surface substrat/grille (V 1/2)
ψ Déphasage introduit par un amplificateur (◦)
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INTRODUCTION
Les services de télécommunications – Internet, téléphone, télévision – occupent une
place chaque jour plus importante dans notre vie quotidienne. Depuis 2005, le nombre de
personnes utilisant un téléphone mobile a triplé, atteignant plus de 90% de la population
mondiale ; le nombre d’utilisateurs d’Internet a doublé et, depuis 2007, le nombre d’uti-
lisateurs d’Internet sur dispositif mobile (tablette ou smartphone) a quintuplé, comme
l’illustre la figure 1 [1]. Les systèmes de communications, de stockage et d’échange de
données sont désormais utilisés en permanence par un grand nombre de personnes dans
le cadre privé ou professionnel et sont de plus en plus interconnectés [2].
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Figure 1 – Accès aux services de télécommunications de 2005 à aujourd’hui
Les revenus provenant des télécommunications spatiales ne représentent encore
que 4% de l’ensemble des revenus générés par les télécommunications, mais le nombre de
satellites mis en orbite et dédiés à cette application ou le nombre de systèmes de commu-
nications mixtes terrestres et spatiaux ne cesse de croître [3]. L’utilisation de satellites de
télécommunications peut même se révéler indispensable lors de catastrophes majeures, ou
dans des zones géographiques enclavées et/ou dépourvues d’infrastructures filaires [4, 5].
C’est pourquoi, avec plus de 600 satellites actifs en orbite autour de la Terre qui y sont
consacrés, les technologies de télécommunications spatiales constituent aujourd’hui non
seulement le premier secteur d’activité spatiale, mais surtout un domaine de recherches,
de défis et d’enjeux majeurs [3, 6].
Dans ce contexte, la transmission de signaux entre le sol et un satellite ou entre un
satellite et le sol doit présenter le moins de déformations possible. Or les amplificateurs
de puissance (ou HPA pour High Power Amplifier) utilisés pour émettre ces signaux ont
un comportement non-linéaire lorsqu’ils opèrent à forte puissance [7]. Dans certains types
d’applications, la transmission de signaux est perturbée et il peut alors être intéressant
d’implanter, dans la chaîne de transmission, un dispositif appelé linéariseur, chargé de
réduire – voire d’éliminer – les non-linéarités introduites par le HPA [8].
Néanmoins, lorsque l’utilisation d’un linéariseur présente un intérêt, celui-ci doit
être adapté spécifiquement à l’amplificateur de puissance utilisé, notamment sur des cri-
tères de fréquences de travail et de puissance des signaux traités. Par ailleurs, les caracté-
ristiques de transfert d’un amplificateur évoluent ; à court terme d’abord, sous l’influence
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des variations de la température dans l’environnement du HPA ; à long terme ensuite,
à cause du vieillissement des composants électroniques du système de télécommunica-
tions [9]. Ainsi, dans des contextes où la linéarisation des signaux échangés présente un
intérêt, le développement d’un linéariseur paramétrable, capable de s’adapter à différents
amplificateurs de puissance et aux dérives des caractéristiques de transfert des HPA se
révèle particulièrement utile.
En parallèle de l’essor des télécommunications, la recherche dans le domaine des
réseaux de neurones artificiels a connu une croissance exponentielle, comme en témoignent
les statistiques du site ISI Web Of Science présentées sur la figure 2. Ces structures, com-
posées de plusieurs éléments interconnectés appelés neurones, peuvent être entraînées à
partir d’un nombre limité de données expérimentales dans le but – entre autres – de mo-
déliser une fonction non linéaire. Les réseaux de neurones sont en outre des architectures
reconfigurables en fonction des conditions d’utilisation, par l’intermédiaire d’un ensemble
de paramètres appelés poids et biais. Un seul réseau de neurones est ainsi susceptible
de modéliser des fonctions de linéarisation adaptées à différents amplificateurs utilisés
dans différentes conditions, ou de contrôler d’autres structures dans l’optique de géné-
rer cesdites fonctions [10]. Les réseaux de neurones artificiels offrent enfin la possibilité
d’être physiquement implantés directement au sein d’une application et apparaissent donc
comme une solution adaptée au développement d’un linéariseur paramétrable.
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Figure 2 – Nombre de publications contenant les mots-clé “Neural Network”
(Source : ISI Web Of Science)
Dans la première partie de ce tapuscrit, les différentes technologies d’amplificateurs
de puissance utilisées dans le domaine des télécommunications spatiales sont introduites,
avec les avantages et les inconvénients liés à chaque technologie. Puis une méthode de
représentation des non-linéarités que peuvent créer les amplificateurs sur un signal mono-
porteuse est présentée. La nécessité de linéariser certains signaux est alors soulignée par
la mise en parallèle de ces non-linéarités et de différentes techniques de modulation de
signal utilisées en télécommunications. Enfin, les différentes techniques de linéarisation
employées en télécommunications spatiales sont détaillées : les techniques Feedforward
et à contre-réaction sont rappelées puis l’attention est portée plus spécifiquement sur la
technique de linéarisation par prédistorsion qui sera la solution retenue pour la suite des
travaux.
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Dans une deuxième partie, une technique de détermination des caractéristiques
de prédistorsion innovante, rapide et précise est développée. Plusieurs architectures de
linéariseurs à prédistorsion sont alors proposées et la solution la plus adaptée à la problé-
matique de ces travaux est mise en évidence. Apparaissant comme une solution adaptée
pour modéliser les fonctions de prédistorsion mises en œuvre dans cette architecture, les
réseaux de neurones, requérant peu de paramètres pour une grande précision, reconfigu-
rables et implantables au sein d’un système électronique, sont ensuite présentés plus en
détails. Les simulations comportementales de l’architecture retenue à partir de caractéris-
tiques de trois amplificateurs fournies par le Centre National d’Études Spatiales (CNES)
permettent enfin d’évaluer la finesse de modélisation des fonctions de prédistorsion par
les réseaux de neurones et leur capacité à linéariser différents amplificateurs.
La troisième et dernière partie traite de la réalisation d’un démonstrateur basé
sur l’architecture retenue. Il s’agit d’un ASIC analogique de prédistorsion couplé à une
structure numérique de mise à jour des poids et biais des réseaux de neurones afin de
rendre le système paramétrable et susceptible de s’adapter à différents amplificateurs de
puissance. Le choix des principaux composants électroniques retenus pour réaliser le dé-
monstrateur est justifié, puis le circuit intégré développé durant cette thèse et réalisant la
prédistorsion analogique est présenté. Des simulations comportementales et structurelles
permettent enfin d’estimer les performances du circuit paramétrable de prédistorsion à
base de réseaux de neurones et d’évaluer les capacités du démonstrateur à linéariser dif-
férents amplificateurs de puissance.
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Première partie
CONTEXTE DES TRAVAUX
Cette partie présente le contexte de ces travaux de doctorat.
Les différentes technologies utilisées pour concevoir des amplificateurs de puis-
sances sont d’abord présentées. Une méthode classique de représentation des non-linéarités
de ces amplificateurs est également détaillée. Puis, la nécessité de compenser ces distor-
sions en fonction de l’utilisation de l’amplificateur est discutée. Enfin, un état de l’art des
différentes techniques de linéarisation est établi.
CHAPITRE 1
Les amplificateurs de puissance
Au cours de la dernière décennie, les incroyables progrès technologiques des té-
lécommunications ont fait naître de nouveaux besoins chez l’utilisateur : celui-ci veut
pouvoir accéder à tout moment et à n’importe quel endroit aux réseaux de télécommuni-
cations et y compris lorsqu’il se déplace. De plus, il demande des services toujours plus
variés : au service de téléphonie vocal sont progressivement venus s’ajouter les services
d’échanges de données, d’Internet, de vidéo, de musique, de télévision haute définition...
Pour chacun de ces services, l’utilisateur désire en outre un débit toujours plus important
associé à une qualité de service constante et irréprochable.
Pour satisfaire ces nouveaux besoins, l’utilisation du réseau hertzien a considéra-
blement augmenté, jusqu’à saturer les bandes de fréquences allouées à chaque service.
Les concepteurs de systèmes de télécommunications sont donc contraints de se tourner
vers des fréquences toujours plus élevées et vers de nouvelles techniques de codage de
l’information. L’inconvénient de ces nouvelles techniques est qu’elles sont très sensibles
aux non-linéarités des amplificateurs de puissance.
Les HPA des systèmes de télécommunications permettent de conférer au signal
émis par le système antennaire de l’émetteur une puissance suffisamment élevée pour que
celui-ci puisse être reçu et décodé par le récepteur, pouvant se situer jusqu’à une distance
de près de 36 000km dans le cas d’une transmission entre le sol et un satellite en orbite
géostationnaire. La figure I.1.1 schématise une transmission et met en évidence le rôle de
l’amplificateur de puissance. Les HPA constituent ainsi un des éléments essentiels d’une
chaîne de télécommunications spatiales.
Signal
de faible
puissance
HPA
Signal
de forte
puissance
Antenne
d’émission
Amplification,
filtrage,
décodage...
Antenne
d’émission
Émetteur Récepteur
Jusqu’à
36 000km
Figure I.1.1 – Schéma d’une transmission d’information entre un émetteur et
un récepteur et mise en évidence du rôle de l’amplificateur de puissance
Dans la première partie de ce chapitre, les deux familles d’amplificateurs de puis-
sance utilisés en télécommunications spatiales sont présentées et comparées : les Ampli-
ficateur à Tube à Ondes Progressives (ou ATOP) et les amplificateurs de puissance à
état solide (ou SSPA pour Solid-State Power Amplifier). Dans une seconde partie, une
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technique classique de représentation et de quantification des non-linéarités introduites
par les HPA est détaillée : les caractéristiques dites Amplitude/Amplitude (AM/AM) et
Amplitude/Phase (AM/PM) monofréquences. Bien qu’il existe de nombreuses autres tech-
niques de représentation des distorsions créées par les HPA, dont certaines sont présentées
dans l’annexe A, les travaux exposés dans ce tapuscrit ne reposent que sur l’étude de ces
représentations AM/AM et AM/PM mono-fréquences.
1.1 Les familles d’amplificateurs de puissance
Il existe deux grandes familles d’amplificateurs de puissance. La première est la
famille des Amplificateur à Tube à Ondes Progressives développés dès les années 1940
[11–13]. La seconde, beaucoup plus récente, est la famille des amplificateurs de puissance
à état solide, à base de transistors essentiellement, dont l’essor est principalement lié à la
maîtrise des filières technologiques pour les semi-conducteurs.
1.1.1 Les amplificateurs à Tube à Ondes Progressives
Bien qu’ils existent depuis plus de 70 ans, les ATOP représentent aujourd’hui en-
core les amplificateurs les plus utilisés dans les systèmes de télécommunications spatiales,
en raison de leur polyvalence, de leur fiabilité et de leur important rendement : près de
90% des satellites lancés depuis les années 1990 embarquent au moins un ATOP et 69%
embarquent exclusivement cette technologie [14].
La vue schématique en coupe d’un ATOP est représentée sur la figure I.1.2. À
une extrémité d’un tube à vide 1 (10−7 à 10−9 hPa) est disposé un canon à électrons 2
générant un faisceau d’électrons 3 , focalisé grâce à des aimants 4 jusqu’à un collecteur
5 . Le signal à amplifier transite entre deux guides d’onde ou coupleurs directionnels
7 et 8 via une hélice de cuivre ou de tungstène 6 entourant le faisceau d’électrons.
L’amplification est produite grâce à un important échange d’énergie entre le faisceau
d’électrons et le signal dans l’hélice.
1
2
3
4 5
6
7 8
Signal à amplifier Signal amplifié
Figure I.1.2 – Vue en coupe d’un Amplificateur à Tube à Ondes Progressives
1.1.2 Les amplificateurs de puissance à état solide
Les amplificateurs de puissance à état solide sont apparus grâce aux incroyables
progrès des filières technologiques pour les semi-conducteurs et constituent une alternative
aux ATOP. Ils équipent néanmoins moins d’un satellite sur trois actuellement [14].
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Un amplificateur de puissance à état solide est généralement constitué de plusieurs
éléments amplificateurs élémentaires réalisés à partir de transistors à Arséniure de Gallium
(GaAs) ou à Nitrure de Gallium (GaN) et cascadés, comme le représente la figure I.1.3
[15,16]. Des éléments passifs – des répartiteurs et combinateurs de puissance – permettent
de connecter les différents étages d’amplification entre eux.
Entrée Amp
Répartiteur
de puissance
Amp
Amp
Répartiteur
de puissance
Répartiteur
de puissance
Amp
Amp
Amp
Amp
Combinateur
de puissance
Combinateur
de puissance
Combinateur
de puissance
Sortie
Figure I.1.3 – Architecture typique d’un amplificateur de puissance à état
solide
1.1.3 Comparatif
Des amplificateurs de puissance à tube aussi bien qu’à état solide ont été utilisés
avec succès dans le domaine des télécommunications spatiales. Ils ont chacun leurs avan-
tages et leurs inconvénients, ce qui permet de sélectionner la technologie la plus adaptée
à chaque application [15,17,18].
1.1.3.1 Puissance de sortie et linéarité
La technologie Tube à Ondes Progressives permet de concevoir des amplificateurs
hyperfréquences à bande large et à très faible facteur de bruit, de moyenne ou forte
puissance de sortie [15]. La puissance de sortie atteignable par la technologie à état solide
est plus limitée. Si les fréquences atteignables avec les technologies semiconducteur sont
plus élevées qu’avec la technologie à tube, les bandes de fréquences de travail des SSPA
sont par ailleurs plus étroites [18].
En revanche, les SSPA conservent un comportement linéaire sur une plage de
puissance d’entrée plus importante que les ATOP, et bénéficient donc d’une occupation
spectrale moindre.
1.1.3.2 Rendement
Le rendement (ou l’efficacité) d’un amplificateur représente le rapport entre la
puissance de sortie de l’amplificateur et la puissance d’alimentation nécessaire à son fonc-
tionnement.
Le rendement des ATOP est très élevé : en ne prenant en compte que la consom-
mation de l’amplificateur, il est en moyenne supérieur à 60%, et dépasse pour certains
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modèles les 70% [14, 19]. En prenant en compte la puissance consommée par le module
d’alimentation, il est encore de près de 40% [15].
Les SSPA, en revanche, souffrent d’une efficacité médiocre, inférieure à 30% en
moyenne pour l’amplificateur seul. En prenant en compte la consommation du module
d’alimentation, elle chute même à 10% [15].
1.1.3.3 Encombrement et dissipation de la chaleur
La technologie à état solide permet la conception d’amplificateurs présentant une
haute densité d’intégration pour un poids et un encombrement limités. Cependant, la
chaleur générée par les transistors est très localisée et doit être rapidement évacuée afin de
limiter le risque de panne. Ainsi, les amplificateurs à état solide requièrent des radiateurs
très encombrants. La chaleur dégagée par un Tube à Ondes Progressives, en revanche, est
répartie sur une plus large surface et est moins dangereuse pour l’amplificateur [15].
1.1.3.4 Fiabilité
Les systèmes à Tube à Ondes Progressives ont une durée de vie physiquement
limitée par la capacité du canon à électrons. Leur mise en route est par ailleurs critique
car le filament qui génère les électrons dans le tube est fragile et peut être instantanément
fondu en cas d’erreur de polarisation. Théoriquement, les transistors ont, eux, une durée
de vie illimitée et leur mise en route ne constitue pas un risque de panne.
Pourtant, la multiplication des éléments dans un SSPA (amplificateurs et éléments
passifs) – et donc la multiplication du nombre de pannes potentielles – et la grande
sensibilité des composants à la chaleur en font un dispositif moins fiable une fois en orbite
que les ATOP, qui peuvent fonctionner à plus de 200◦C pendant plus de 15 années en
continu [15,18].
1.1.3.5 Résumé
Le tableau I.1.1 résume le comparatif effectué ci-dessus entre les amplificateurs de
puissance à Tube à Ondes Progressives et les amplificateurs de puissance à état solide. Lors
de la conception d’un système de télécommunications spatiales, ces critères permettent
d’évaluer la technologie la plus adaptée aux besoins de l’application. D’autres critères non-
techniques, comme le coût des dispositifs ou les possibilités d’approvisionnement, entrent
également en compte.
Tableau I.1.1 – Récapitulatif des performances des ATOP et SSPA
Critère ATOP SSPA
Puissance + -
Linéarité - +
Fréquences accessibles - +
Bande passante + -
Rendement + -
Encombrement + -
Fiabilité + -
Pour mesurer les performances d’un amplificateur, il est nécessaire de développer
des méthodes permettant de quantifier différents critères d’évaluation. Pour l’étude de
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AMPLIFICATEUR DE PUISSANCE : LES CARACTÉRISTIQUES AM/AM ET
AM/PM
techniques de linéarisation, il est ainsi indispensable de bénéficier d’outils mettant en
évidence les non-linéarités introduites par les amplificateurs de puissance.
1.2 Une représentation des non-linéarités introduites
par un amplificateur de puissance : les caracté-
ristiques AM/AM et AM/PM
Il existe de nombreuses méthodes permettant de caractériser les non-linéarités
d’un amplificateur de puissance. Néanmoins, une seule représentation de non-linéarités est
présentée et utilisée dans ce document : les caractéristiques AM/AM et AM/PM. Cette
représentation est l’une des plus couramment extraites lors de l’étude de HPA [20–22],
Elle consiste à appliquer en entrée de l’amplificateur de puissance un signal sinu-
soïdal pur à fréquence déterminée, dit CW (pour Continous Wave) et d’en faire varier la
puissance moyenne. Les relevés de la puissance moyenne et de la phase en sortie du HPA
en fonction de la puissance moyenne du signal d’entrée représentent les caractéristiques
respectivement en amplitude AM/AM et en phase AM/PM de l’amplificateur. En répé-
tant cette procédure pour différentes fréquences de signal d’entrée, il est possible d’évaluer
également le comportement fréquentiel de l’amplificateur. Les travaux présentés dans ce
tapuscrit se limitent néanmoins à l’étude des caractéristiques AM/AM et AM/PM à une
seule fréquence.
Trois amplificateurs de puissance, dont les caractéristiques principales sont résu-
mées dans le tableau I.1.2, sont utilisés dans ce tapuscrit. Leurs caractéristiques AM/AM
et AM/PM, fournies par le CNES, sont présentées sur la figure I.1.4.
Tableau I.1.2 – Amplificateurs de puissance étudiés dans ces travaux de
doctorat
Désignation Technologie Puissance maximale (W) Bande de fréquence
TEDCNES ATOP 170W Bande Ka
ARABSAT4 ATOP 110W Bande Ku
TI9083-8 SSPA 65W Bandes C et X
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Figure I.1.4 – Caractéristiques AM/AM (en bleu) et AM/PM (en rouge) des
amplificateurs TEDCNES (a), ARABSAT4 (b) et TI9083-8 (c)
Les courbes de puissance (en bleu) présentent une similitude : elles sont linéaires
pour de faibles puissances d’entrée, puis, à plus forte puissance, une compression se pro-
duit jusqu’à un point de saturation (Pe,sat; , Ps,sat) pour lequel la puissance de sortie est
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maximale et au-delà duquel elle diminue. En revanche, les courbes de phase (en rouge)
ne présentent pas de similitude particulière de courbure ou de pente.
Un critère de mesure de non-linéarité peut être directement extrait de la caracté-
ristique AM/AM d’un amplificateur : le point de compression à 1dB. Il s’agit du point
de la caractéristique AM/AM résultant d’un affaiblissement de 1dB de la puissance de
sortie réelle par rapport à la puissance de sortie linéaire idéale, comme le schématise la
figure I.1.5. Les amplificateur de puissance à état solide ont généralement un point de
compression à 1dB plus proche de leur point de saturation que les Amplificateur à Tube
à Ondes Progressives. Ainsi, ils conservent un comportement linéaire sur une grande par-
tie de leur puissance d’entrée admissible. En revanche, leur puissance de saturation est
moindre [15].
Ps (W )
Pe (W )
1dB
Point de com-
pression à 1dB
Figure I.1.5 – Détermination du point de compression à 1db
1.3 Conclusion
Dans ce chapitre, les deux grandes familles d’amplificateurs de puissance – les
amplificateurs à Tube à Ondes Progressives et les amplificateurs à état solide – ont été
présentées. Chacune possède des avantages et des inconvénients permettant d’évaluer la
technologie la plus adaptée à une application précise.
Dans les travaux présentés dans ce tapuscrit, seul le critère de linéarité des amplifi-
cateurs est pris en compte. Plus particulièrement, seule la linéarisation des caractéristiques
AM/AM et AM/PM mono-porteuses est étudiée. D’autres techniques de représentation
des non-linéarités introduites par les amplificateurs de puissance sont présentées dans l’an-
nexe A. Par ailleurs, le système de transmission est supposé fonctionner en bande étroite,
c’est-à-dire que la largeur de la bande de fréquence de travail est suffisamment faible pour
considérer que le comportement des éléments traversés est le même sur toute cette bande.
Enfin, les HPA sont supposés sans mémoire, c’est-à-dire que leurs caractéristiques ne dé-
pendent que de la puissance moyenne du signal à son entrée et non de la fréquence de
fonctionnement ou des conditions d’utilisation et environnementales. Les effets mémoire
sont présentés plus en détail dans l’annexe A.
La linéarisation d’un amplificateur de puissance n’est pas toujours nécessaire. Le
chapitre suivant présente les différentes techniques de codage de l’information d’un signal
12
I.1.3. CONCLUSION
de télécommunications et dans quel cas les non-linéarités de l’amplificateur de puissance
doivent être compensées.
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CHAPITRE 2
Le potentiel besoin de linéarisation
Les informations échangées en télécommunications spatiales sont des données nu-
mériques codées à l’intérieur d’un signal analogique. Les données numériques sont consti-
tuées de trames de bits, c’est-à-dire de successions de 0 et de 1. Ces trames sont mises
sous forme de symboles binaires : 00, 01, 10 et 11 pour des symboles de 2 bits, 000, 001, ...
pour des symboles de 3 bits, etc. A chaque symbole est alors associé un équivalent analo-
gique. La transformation du symbole binaire en signal analogique est appelée modulation
du signal.
La nécessité de transmettre des informations à des débits toujours plus élevés a
conduit à l’élaboration de nouvelles techniques de modulation du signal, qui permettent
notamment de transmettre de plus en plus de bits d’information par symbole numérique.
Ainsi, en multipliant par deux le nombre de bits transmis par symbole, il est possible de
transmettre deux fois plus d’information en conservant la même fréquence d’émission, ou
de maintenir le débit en réduisant la bande passante utilisée par deux.
Dans ce chapitre, les différentes étapes de codage du signal permettant de produire,
à partir d’une trame numérique, un signal exploitable par un amplificateur de puissance,
sont brièvement présentées. Une technique de représentation des modulations de signal est
ensuite décrite : le diagramme de constellation. Les impacts des non-linéarités AM/AM
et AM/PM sur ces constellations sont alors détaillés. Enfin, différentes modulations sont
présentées. Pour chacune, l’influence des distorsions introduites par un amplificateur de
puissance et, en conséquence, le potentiel besoin de linéariser le signal émis sont étudiés.
2.1 Codage d’une donnée numérique en un signal ex-
ploitable par l’amplificateur
Plaçons-nous dans le cas d’une transmission de données numériques du sol vers
un satellite. Les bits d’une trame sont d’abord regroupés en symboles binaires de plu-
sieurs bits. A chaque symbole est alors associé un signal analogique, généré grâce à un
convertisseur numérique-analogique et dont les propriétés (forme, amplitude, fréquence,
phase) dépendent de la modulation choisie. Plusieurs formes de modulations sont pré-
sentées dans la suite du chapitre. Un filtre de mise en forme, numérique ou analogique,
permet d’améliorer le transfert du signal dans les éléments non linéaires et dans le canal
de transmission, en rejetant notamment les bandes de fréquences en dehors de la bande
d’intérêt du signal.
Lors d’une transmission de données, un signal analogique modulé, correspondant
à un symbole numérique, est émis pendant un intervalle de temps TS (appelé période
symbole), puis un nouveau signal analogique, correspondant à un nouveau symbole, est
émis pendant TS, etc. Dans la suite, la fréquence d’émission des symboles est notée :
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fS(= 1/TS) ; en pratique, elle est de l’ordre de de quelques dizaines de MHz.
Le signal analogique modulé, en bande de base, occupe une largeur de bande B
autour d’une fréquence fB ([fB − B/2; fB + B/2]). Ce signal est alors transposé à une
fréquence supérieure au GHz, grâce à un mélangeur, qui multiplie le signal analogique
avec un signal sinusoïdal pur de fréquence fP , appelé porteuse. Le signal transposé occupe
deux bandes de fréquence fP − [fB − B/2; fB + B/2] et fP + [fB − B/2; fB + B/2]. Un
filtre permet enfin de ne sélectionner qu’une des deux bandes de fréquence, adaptée à la
fréquence de fonctionnement de l’amplificateur de puissance utilisé. Le signal transposé
peut alors être appliqué au HPA et émis via l’antenne d’émission.
Le signal transposé n’est pas observable sur les oscilloscopes conventionnels car
il n’existe pas de système numérique capable d’échantillonner un signal à une fréquence
supérieure au GHz avec suffisamment de bits utiles. Seules les valeurs moyennes de puis-
sance et de phase du signal sont accessibles. Les caractéristiques AM/AM et AM/PM
sont ainsi tracées en appliquant à l’amplificateur des porteuses non modulées à différentes
valeurs de puissance moyenne et de fréquence et en mesurant à chaque fois la puissance
moyenne et la phase moyenne en sortie du HPA. La figure I.2.1 représente la chaîne de
codage d’une donnée numérique en un signal exploitable par l’amplificateur.
Trame
Numérique
Symbole
Binaire
Modulation
Filtrage Vers HPA
Filtrage
Signal modulé
autour de fB
Transposition
Porteuse
à fP
Figure I.2.1 – Chaîne de codage d’une donnée numérique
Ce tapuscrit se limite à l’étude de signaux modulés par un sinus pur. Nous sup-
poserons en outre que le filtre de mise en forme est transparent. Ainsi, le signal traité
est sinusoïdal pur mono-fréquence. Nous supposerons également qu’une période de signal
modulé en bande de base code un symbole numérique : fB = fS. Dans ce cadre, une
technique de représentation des symboles associés à une modulation est présentée au pa-
ragraphe suivant : le diagramme de constellation. L’impact des non-linéarités introduites
par les amplificateurs de puissance sur ce diagramme et le besoin éventuel de linéarisation
sont également expliqués.
2.2 Le diagramme de constellation d’une modulation
de signal mono-fréquence
2.2.1 Description des signaux modulés et transposés
Dans une transmission de données dans le cadre défini ci-dessus, un symbole bi-
naire σ0 est associé à un signal sinusoïdal de la forme (avant transposition en fréquence)
A(σ0)cos(2pifSt+ψ(σ0)) où A(σ0) et ψ(σ0) représentent respectivement l’amplitude et la
phase du signal modulé σ0. Il est émis pendant un intervalle de temps TS. Puis l’ampli-
tude et/ou la phase du signal sont modifiées pour émettre un nouveau symbole σ1 associé
à un signal analogique de la forme A(σ1)cos(2pifSt + ψ(σ1)) avec A(σ0) 6= A(σ1) et/ou
ψ(σ0) 6= ψ(σ1) pendant TS, etc. Les valeurs A(σi), i ∈ [0,m− 1] et ψ(σj), j ∈ [0, n− 1]
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ainsi que leur nombrem et n sont parfaitement définis pour chaque modulation. Le nombre
de symboles binaires possibles pour une modulation donnée est m · n.
La figure I.2.2 fournit un exemple de signal codant 4 bits successivement (1-0-0-1)
pour une modulation à une seule valeur d’amplitude et deux valeurs de phase (0 et 180o).
Cette modulation ne permet donc que de transmettre 2 symboles binaires différents (0 en
bleu, 1 en rouge).
Temps
Données
0 TS 2TS 3TS 4TS
1 0 0 1
Figure I.2.2 – Exemple de transmission mono-porteuse
Avant d’être appliqué à l’amplificateur, le signal analogique est transposé à haute
fréquence. Dans toute la suite du tapuscrit, la transposition est supposée transparente :
elle n’affecte ni l’amplitude moyenne, ni la phase moyenne du signal. Le signal analogique
associé au symbole σ0 après transposition peut ainsi s’écrire A(σ0)cos(2pi(fS±fP )t+ψ(σ0))
(le signe ± dépend du filtrage après transposition). Par conséquent, les raisonnements qui
suivent, effectués en toute rigueur sur les valeurs moyennes de la porteuse HF, peuvent
être menés de façon équivalente sur l’enveloppe du signal modulé et, lorsqu’il est fait
mention de symbole binaire (ou du signal analogique associé), celui-ci peut représenter
indifféremment le signal avant ou après transposition.
Pour être décodé par un récepteur, le signal reçu en HF est transposé en bande
de base, filtré et numérisé. Comme pour le codage, les étapes de transposition en bande
de base, filtrage et numérisation liées au décodage sont supposées transparentes et donc
n’affectent pas l’amplitude moyenne ou la phase moyenne du signal.
2.2.2 Le diagramme de constellation
Il est possible de décrire tous les symboles binaires associés à une modulation en les
représentant dans un plan complexe : chaque symbole σi est un point du plan de module
|A(σi)| et de phase ψ(σi) rapporté sur un repère I/Q où l’axe des abscisses I représente
la partie réelle des symboles (In phase) et l’axe Q leur partie imaginaire (in Quadra-
ture). Cette représentation est appelée diagramme de constellation de la modulation et
est illustrée sur la figure I.2.3.
2.2.3 Impact des non-linéarités des HPA sur les diagrammes de
constellation
Pour un amplificateur de puissance parfait, c’est-à-dire avec un gain linéaire constant
GL et un déphasage constant θL quelle que soit la puissance moyenne du signal d’entrée,
le diagramme de constellation en sortie du HPA se déduit tout entier du diagramme en
entrée par une homothétie de facteur GL et une rotation d’angle θL. Cependant, à forte
puissance d’entrée, la caractéristique AM/AM d’un amplificateur subit une compression.
En outre, la caractéristique AM/PM évolue sur toute la gamme de puissance d’entrée.
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I
Q
|Aσ|
ψσ
σ
Figure I.2.3 – Représentation d’un symbole binaire sur un diagramme de
constellation
Ainsi, sur le diagramme de constellation en sortie d’un amplificateur réel, chaque symbole
est décalé par rapport à sa position théorique, comme le représente la figure I.2.4.
I
Q
σthe´orique
σre´el
Compression
Déphasage
Figure I.2.4 – Impact des non-linéarités d’un amplificateur de puissance sur
la position des symboles binaires sur le diagramme de constellation
Ces déplacements peuvent se révéler particulièrement problématiques lors de la ré-
ception et du décodage du signal : en effet, si, sous l’influence des non-linéarités introduites
par l’amplificateur, deux symboles sont très proches sur le diagramme de constellation, il
peut être difficile d’associer les symboles aux bons codes binaires, et des erreurs d’inter-
prétation de données peuvent se produire.
La suite du chapitre présente différentes techniques de modulation et les dia-
grammes de constellation associés et analyse le besoin de linéariser le signal dans chaque
cas.
2.3 Modulations de signaux monoporteuses
2.3.1 La modulation de phase à M états
2.3.1.1 Principe
La modulation de phase à M états (ou M-PSK pour M-states Phase-Shift Keying)
est une forme de modulation numérique véhiculant l’information binaire uniquement via
la phase du signal. Elle permet de transmettre M symboles binaires différents, chaque
symbole σi ayant une amplitude constante A et une phase ψ(σi) (i ∈ [1,M ]), les valeurs
de phase étant uniformément réparties et espacées de 2pi/M .
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La figure I.2.5 représente les diagrammes de constellation des modulations 2-PSK
(aussi appelée BPSK pour Binary Phase-Shift Keying), 4-PSK (aussi appelée QPSK pour
Quadrature Phase-Shift Keying), 8-PSK et 16-PSK.
I
Q
10
(a) B-PSK
I
Q
00
10
01
11
(b) Q-PSK
I
Q
111
110100
101
001
000 010
011
(c) 8-PSK
I
Q
0000
0001
0010
00110100
0101
0110
0111
1000
1001
1010
1011 1100
1101
1110
1111
(d) 16-PSK
Figure I.2.5 – Diagrammes de constellation des modulations BPSK (a),
QPSK (b), 8-PSK (c) et 16-PSK (d)
2.3.1.2 Nécessité de linéarisation
Quel que soit le signal analogique traversant l’amplificateur, sa puissance moyenne
est constante, égale à Pmoy = A2/2Re où Re représente la résistance d’entrée de l’am-
plificateur. Ainsi, les courbes AM/AM et AM/PM sont toujours excitées avec la même
puissance d’entrée Pmoy. En sortie de l’amplificateur, le signal garde donc toujours la
même amplitude (A multiplié par le gain G en Pmoy) et tous les symboles sont déphasés
d’un même angle ψ(Pmoy). Ainsi, le diagramme de constellation en sortie de l’amplifi-
cateur se déduit de celui en entrée par une homothétie de facteur A · G(Pmoy) et d’une
rotation d’angle ψ(Pmoy). Les symboles restent donc distants (en phase) du même angle
2pi/M . Comme la constellation n’est pas déformée, en se limitant au cadre établi dans
cette thèse, la modulation M-PSK ne nécessite pas de linéarisation.
Entre l’émission et la réception d’un signal entre deux antennes, le signal peut
toutefois être perturbé, par l’atmosphère par exemple lors d’une transmission Satellite-
Sol. Ainsi, la constellation reçue peut tout de même être déformée et difficile à interpréter,
notamment lorsque les symboles sont proches à l’émission comme pour une modulation
16-PSK. Pour atteindre des débits de transmission supérieurs tout en conservant un taux
d’erreur de bit faible, il est nécessaire d’utiliser un type de modulation plus complexe
associant l’amplitude et la phase (QAM et APSK).
2.3.2 Les modulations d’amplitude et de phase à M états
2.3.2.1 Principe
Les modulations d’amplitude en quadrature à M états (M-QAM) et de phase asy-
métrique (APSK) associent une modulation d’amplitude à une modulation de phase.
L’amplitude et la phase du signal peuvent ainsi être simultanément modifiées en fonction
de l’information à transmettre. La figure I.2.6 représente les diagrammes de constellation
de deux modulations QAM (en haut) et de deux modulations APSK (en bas). La mo-
dulation APSK présente l’avantage, par rapport à la modulation M-QAM, d’utiliser un
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plus petit nombre de niveaux d’amplitude, ce qui peut faciliter à la fois le codage et le
décodage des symboles binaires.
I
Q
1111
1110
1011
1010
0111
0110
0011
0010
1101
1100
1001
1000
0101
0100
0001
0000
(a) 16-QAM
I
Q
000100 001100 011100 010100 110100 111100 101100 100100
000101 001101 011101 010101 110101 111101 101101 100101
000111 001111 011111 010111 110111 111111 101111 100111
000110 001110 011110 010110 110110 111110 101110 100110
000010 001010 011010 010010 110010 111010 101010 100010
000011 001011 011011 010011 110011 111011 101011 100011
000001 001001 011001 010001 110001 111001 101001 100001
000000 001000 011000 010000 110000 111000 101000 100000
(b) 64-QAM
I
Q
0011 0001
0010 0000
1111 1101
1110 1100
0100
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0110
0111
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1011
(c) 16-APSK
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Q
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00100 00000
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0100111101
11100
01110
1101101111
(d) 32-APSK
Figure I.2.6 – Diagrammes de constellation des modulations 16-QAM (a),
64-QAM (b), 16-APSK (c) et 32-APSK (d)
Les modulations d’amplitude et de phase sont employées dans de nombreux do-
maines. Par exemple, la modulation 64-QAM est utilisée dans les systèmes de télévision
PAL et NTSC. La version 256-QAM est également utilisée pour la télévision numérique
par câble. Enfin, les versions 16-QAM et 64-QAM sont utilisées en téléphonie mobile 3G
HSPA+ et LTE. Les modulations 16-APSK et 32-APSK sont, elles, préconisées pour la
norme DVBS-S2 développée en 2005 et permettant notamment la transmission de télévi-
sion numérique haute définition par satellite.
2.3.2.2 Nécessité de linéarisation
Dans le cas d’une modulation d’amplitude et de phase, le signal analogique repré-
sentant un symbole numérique σ a une amplitude A(σ) et une phase ψ(σ) variables. Sa
puissance moyenne sur une période est Pmoy(σ) = A(σ)2/2Re : elle dépend du symbole.
Ainsi, lorsque le signal traverse le HPA, il excite les courbes AM/AM et AM/PM à diffé-
rentes valeurs de puissance moyenne d’entrée. A forte puissance d’entrée, le signal de sortie
est comprimé. Par ailleurs, des symboles associés à des signaux analogiques de puissances
moyennes différentes seront déphasés d’angles différents. Ainsi, la constellation en sortie
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de l’amplificateur est fortement déformée, comme l’illustre la figure I.2.7, et le décodage,
après transposition en bande de base, filtrage et numérisation, peut être difficile. Lors de
l’utilisation de modulations d’amplitude et de phase à forte puissance, la linéarisation peut
donc s’avérer nécessaire, notamment dans des applications nécessitant une forte linéarité
ou utilisant un codage en amplitude avec un grand nombre d’états possibles. Le linéariseur
doit en particulier être capable de modifier la puissance moyenne et la phase moyenne du
signal modulé en entrée de l’amplificateur (avant ou après transposition) en fonction de
sa puissance moyenne sur une période.
I
Q
⇒HPA
I
Q
Figure I.2.7 – Exemple de déformation d’un diagramme de constellation
d’une modulation en amplitude et en phase sous l’influence des non-linéarités
d’un amplificateur de puissance
2.4 Conclusion
Ce chapitre a présenté différentes techniques de modulation de signal. En fonction
de l’application et de la modulation associée, il peut être nécessaire de linéariser l’ampli-
ficateur utilisé. En particulier, le linéariseur doit être en mesure de modifier à la fois la
phase et la puissance moyenne du signal modulé sur une période.
Le chapitre suivant présente différentes techniques de linéarisation. La comparaison
de ces méthodes permet notamment de sélectionner la plus adaptée à notre problématique.
Elle sera utilisée pour la conception d’un linéariseur susceptible de s’adapter à plusieurs
amplificateurs de puissance dans la suite du tapuscrit.
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CHAPITRE 3
Les solutions pour prévenir ou corriger les
non-linéarités
Ce chapitre détaille différentes techniques permettant de contourner ou de pallier
les défauts des amplificateurs de puissance : l’utilisation des HPA en recul (ou en back-off)
permet de prévenir l’apparition des non-linéarités tandis que les méthodes d’égalisation et
de linéarisation ont pour but de les atténuer, voire de les éliminer. Différentes implanta-
tions de systèmes de linéarisation sont ensuite présentées : les techniques Feedforward et à
contre-réaction et, surtout, la prédistorsion. A l’issue de ce chapitre, la technique la plus
adaptée à la conception d’un linéariseur susceptible de s’adapter à plusieurs amplificateurs
de puissance est définie.
3.1 L’utilisation de l’amplificateur en recul
Afin d’obtenir en sortie d’amplificateur de puissance un signal linéaire, il est pos-
sible d’utiliser le HPA en aval de sa puissance de saturation, dans une zone où sa carac-
téristique AM/AM est plus linéaire, comme l’illustre la figure I.3.1 [23]. Cette technique
est appelée back-off.
Puissance en entrée (W )
Pu
iss
an
ce
de
so
rt
ie
(W
) Zone linéaire
exploitée
Zone non-
exploitée
Figure I.3.1 – Utilisation d’un amplificateur en back-off
En utilisant l’amplificateur en recul, l’apparition de non-linéarités en sortie de l’am-
plificateur est limitée. En effet, comme le paragraphe 2.3.2.2 le souligne, la présence d’un
linéariseur n’est nécessaire que dans la zone où des non-linéarités des courbes AM/AM
et AM/PM apparaissent (i.e. pour des puissances proches de la saturation) et que si
l’application le justifie. Néanmoins, utiliser un HPA en recul ne permet pas d’optimiser
le rendement de l’amplificateur. En effet, pour la même consommation, l’amplificateur
génère une puissance inférieure à la puissance maximale qu’il est capable de fournir. En
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outre, même si les distorsions en phase ne sont pas très prononcées à faible puissance
(voir la figure I.1.4), cette technique ne permet pas de les éliminer totalement. Il peut
donc être préférable de développer des techniques de corrections de non-linéarités afin de
bénéficier de caractéristiques AM/AM et AM/PM linéaires sur toute la puissance d’entrée
admissible de l’amplificateur.
3.2 L’égalisation ou la post-distorsion
La techniques d’égalisation (ou de post-distorsion) consiste à reconstruire le si-
gnal au niveau du récepteur afin de limiter les erreurs de décodage. Elle est particuliè-
rement efficace lorsque l’on possède des informations sur le signal reçu (fréquence, type
de modulation utilisée) et une connaissance approximative des distorsions introduites par
l’amplificateur et dues au trajet entre les antennes d’émission et de réception [23–26].
La technique d’égalisation permet l’utilisation d’un amplificateur de puissance sur
toute sa dynamique de puissance. Cependant, sa mise en œuvre dépend – entre autres –
du HPA employé, de ses conditions d’utilisation et nécessite un traitement relativement
lourd en vue de s’adapter aux éventuelles dérives de l’amplificateur. Un système plus
polyvalent peut être utilisé : un linéariseur.
3.3 La linéarisation
La linéarisation consiste à déformer le signal en amont de l’amplificateur de manière
à ce que la caractéristique globale de sortie du système “Linéariseur + Amplificateur” soit
linéaire sur toute la dynamique de puissance admissible de l’amplificateur [27–29]. Il est
possible de distinguer deux familles de linéariseurs : ceux fonctionnant à la fréquence
d’utilisation de l’amplificateur (HF) et ceux travaillant à fréquence intermédiaire (FI) ou
en bande de base [30].
3.3.1 Les deux familles de linéariseur
La première famille de linéariseur a pour objectif de ne linéariser que l’amplifica-
teur. Le système fonctionne alors à la fréquence de la porteuse, à haute fréquence, et est
placé juste en amont de l’amplificateur. Un tel dispositif est compact mais requiert des
circuits électroniques travaillant à haute fréquence et sur toute la bande spectrale d’utili-
sation de l’amplificateur. Le dimensionnement des composants d’adaptation d’impédance,
d’isolation et de couplage doit en outre tenir compte de la fréquence de fonctionnement
de l’amplificateur : le linéariseur dépend fortement du HPA.
La seconde famille de linéariseur travaille avant la transposition en HF, c’est-à-dire
à fréquence intermédiaire ou en bande de base. L’opération de linéarisation peut alors être
effectuée en numérique avant la modulation ou sur le signal analogique après modulation.
Ce type de linéariseur agit donc non seulement sur les non-linéarités de l’amplificateur,
mais également sur les distorsions éventuellement introduites par le circuit de modulation.
Un des avantages de ce type de dispositif est qu’en bande de base ou à fréquence intermé-
diaire, les circuits électroniques souffrent moins de problèmes d’adaptation d’impédance,
d’isolation ou de couplage. En outre, un même circuit peut être utilisé avec plusieurs am-
plificateurs de puissance fonctionnant à des fréquences différentes par le choix d’un circuit
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de transposition adapté à l’amplificateur : un seul linéariseur peut donc être conçu pour
fonctionner avec différents HPA.
Cette seconde famille de linéariseurs peut se révéler intéressante pour la transmis-
sion d’information sol-satellites. En effet, ce sont les stations sol qui génèrent le signal
modulé à haute fréquence à partir des données binaires à transmettre ; le signal en bande
de base ou à fréquence intermédiaire peut donc être accessible dans la chaîne de trans-
mission de ces stations. En ce qui concerne les satellites de télécommunications, l’intérêt
de cette seconde famille de linéariseurs n’est pas d’actualité à court terme. En effet, la
transposition du signal reçu à un signal en bande de base ou à fréquence intermédiaire
n’a pas lieu d’être dans les topologies de charges utiles actuelles. Néanmoins, l’utilisation
de processeurs numériques à bord sera susceptible de susciter un intérêt certain pour ce
type de linéariseurs à moyen terme, pour des satellites de télécommunications ou pour
d’autres applications de type militaire ou de transfert de données scientifiques au sol.
La figure I.3.2 présente les deux familles de linéariseurs.
Linéariseur
Linéariseur Transposition
Amplificateur
à linéariser
Amplificateur
à linéariser
Signal HF
Signal HF
Signal en bande
de base ou FI
Figure I.3.2 – Les deux familles de linéariseur en fonction de sa position
dans la chaine d’émission
En haut : en amont du HPA
En bas : avant la transposition
Les paragraphes suivants présentent les différentes implantations existantes de li-
néariseurs et les différentes techniques qu’elles mettent en œuvre.
3.3.2 La technique de linéarisation Feedforward
La technique Feedforward a été développée par Harold Stephen Black en 1928 pour
améliorer les communications transcontinentales Europe-Amérique [31]. Cette technique
analogique, traitant le signal à haute fréquence, consiste à soustraire au signal de sortie
de l’amplificateur non-linéaire les distorsions qu’il a apportées. La figure I.3.3 présente un
exemple de système de linéarisation d’amplificateur basé sur cette méthode. Le signal à
l’entrée suit deux trajets : un chemin dit direct, contenant l’amplificateur à linéariser A0, et
un autre dit de référence. Une partie du signal généré par l’amplificateur principal A0 est
prélevé par l’intermédiaire du coupleur C0 et soustraite au signal du chemin de référence
après un décalage temporel permettant de prendre en compte le temps du trajet dans
A0 [32,33]. Le résultat de cette soustraction est le signal d’erreur qui contient l’information
de distorsion de l’amplificateur principal. L’ensemble (Coupleur C0, Retard, Soustracteur)
est appelée boucle de suppression de la porteuse [34,35]. Le signal d’erreur est amplifié par
un amplificateur linéaire A1 au même niveau que l’erreur du chemin direct tandis que le
signal en sortie de l’amplificateur à linéariser est retardé de manière à prendre en compte
le temps de trajet dans A1. Le signal retardé est ensuite introduit dans le coupleur C1,
en opposition de phase avec le signal d’erreur amplifié. Les composantes introduites par
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la distorsion dans le chemin principal sont alors fortement réduites voire supprimées. La
structure peut être cascadée pour diminuer encore les distorsions résiduelles [23].
Retard
+
Retard
−
A0
A1
C0 C1
Amplificateur
linéaire
Amplificateur
à linéariser
Figure I.3.3 – Synoptique d’un système de linéarisation utilisant la technique
Feedforward
La principale difficulté de mise en œuvre de cette méthode provient de sa sensibilité
face aux imperfections des composants de la boucle de suppression de la porteuse [36–40].
Ces éléments doivent donc être très finement caractérisés et calibrés pour que le système
soit efficace. En outre, le fonctionnement en boucle ouverte de cette technique ne permet
pas de prendre compte les éventuelles dérives des caractéristiques des amplificateurs de
puissance : le système n’est pas adaptatif [41]. Quelques solutions ont été proposées pour
résoudre ce problème [42–44] mais rendent l’implantation encore plus complexe.
3.3.3 La technique de linéarisation Feedback
En raison de la difficulté d’implanter la technique Feedforward, Black a développé,
en 1937, la technique à contre-réaction (Feedback), plus efficace et plus simple à mettre
en œuvre. Le principe est de prélever une fraction du signal de sortie, de l’inverser et de
la réinjecter en entrée par l’intermédiaire d’une boucle dite de contre-réaction, afin que la
forme du signal de sortie suive celle du signal d’entrée. Grâce au fonctionnement en boucle
fermée, les non-linéarités engendrées par l’amplificateur sont corrigées dynamiquement et
il est donc possible de s’affranchir des études préalables sur les caractéristiques des HPA.
+
Entrée Sortie
Amplificateur
à linéariser
−
Réaction
Figure I.3.4 – Synoptique d’un système de linéarisation utilisant la technique
à contre-réaction
Différentes implantations de systèmes de linéarisation à contre-réaction ont été
proposées [45–59]. Les implantations présentées dans [48], dites à contre-réaction polaire
(Polar Feedback) et dans [49–59], dites à contre-réaction cartésienne (Cartesian Feedback)
sont particulièrement intéressantes puisqu’elles permettent de travailler respectivement
à fréquence intermédiaire et en bande de base. Ces circuits peuvent donc s’adapter à
plusieurs amplificateurs.
L’architecture Feedback présente néanmoins des inconvénients. Tout d’abord, il
est difficile de faire l’acquisition du signal HF en sortie de l’amplificateur de puissance,
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particulièrement dans un système embarqué. Ensuite, une partie de la puissance de sortie
de l’amplificateur est utilisée dans la boucle de contre-réaction. Cela a pour conséquence
de limiter la puissance transmise vers l’antenne, dans un contexte où l’optimisation de la
puissance à transmettre est cruciale. L’amélioration de la linéarité est donc à mettre en
regard de la réduction de puissance de sortie engendrée et à comparer avec l’utilisation de
l’amplificateur en back-off. Puis, le fonctionnement en boucle fermée limite la fréquence
de fonctionnement du système. Enfin, la complexité de l’implantation du système est à
prendre en compte : plus l’architecture est étoffée, plus la linéarité est améliorée, mais
plus l’encombrement et la consommation augmentent et plus le rendement de l’ensemble
“Linéariseur + Amplificateur” diminue.
Dans la deuxième moitié du XXe`me siècle, la croissance des réseaux de télécommu-
nications nécessite l’augmentation des fréquences des signaux et de leur bande passante
et, dans ce contexte, les limites de la technique à contre-réaction apparaissent progressi-
vement. La technique Feedforward est de nouveau à l’honneur et Seidel en 1971 [60, 61]
puis Bennett en 1974 [62] linéarisent des ATOP en l’employant. La technique Feedforward
reste même une des techniques de linéarisation les plus employées pendant des décen-
nies, que ce soit dans des systèmes audio, de télévision terrestre ou des applications
radio-fréquences [36, 39, 43, 63]. Aujourd’hui toutefois, de nombreuses implantations de
linéariseurs basés sur la technique à prédistorsion sont développées, essayant de combiner
les avantages de chacune des méthodes Feedforward et Feedback.
3.3.4 La linéarisation par prédistorsion
La technique de prédistorsion consiste à déformer le signal en amont de l’ampli-
ficateur de puissance grâce à un circuit dédié de manière à ce que le signal en sortie du
HPA suive une caractéristique de sortie préétablie, souvent linéaire en gain et en phase.
Pour déterminer la déformation – ou prédistorsion – à appliquer au signal d’entrée,
une fraction du signal de sortie de l’amplificateur est prélevée et analysée et un système de
calcul établit alors la fonction de transfert du linéariseur à paramétrer. Ce processus peut
être réalisé une unique fois lors de la mise en œuvre du système, ou répété à intervalles de
temps réguliers : la prédistorsion est alors adaptative. La figure I.3.5 présente le synopsis
d’un système de linéarisation à prédistorsion.
Système de
calcul
PrédistorsionEntrée Sortie
Amplificateur
à linéariser
Figure I.3.5 – Synoptique d’un système de linéarisation utilisant une
prédistorsion adaptative
Dans la technique de prédistorsion, les difficultés de prélèvement du signal HF
en sortie d’amplificateur restent les mêmes que pour la technique à contre-réaction. Et,
comme pour la technique Feedback, une partie de la puissance de sortie de l’amplificateur
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est utilisée par le système de calcul, ce qui réduit la puissance fournie par l’amplificateur
au système antennaire. Néanmoins, un système de prédistorsion fonctionne en boucle ou-
verte, ce qui permet des fréquences de fonctionnement élevées. Ensuite, la prédistorsion
peut être appliquée sur le signal à haute fréquence, en bande de base ou à fréquence in-
termédiaire. Enfin, le système peut être adaptatif. Un linéariseur à prédistorsion bénéficie
donc d’avantages de la technique Feedforward et de la technique Feedback.
En vue de linéariser les caractéristiques AM/AM et AM/PM d’un amplificateur, un
circuit de prédistorsion doit réaliser une compensation en amplitude et une compensation
en phase telles que l’amplification globale présente un gain et un déphasage constants
quel que soit le niveau de puissance appliquée en entrée [64,65]. Une technique innovante
de détermination de ces caractéristiques de prédistorsion est présentée au chapitre II.1.
De nombreuses architectures permettent de modéliser et/ou réaliser des fonctions
de prédistorsion (modèle de Saleh, de Volterra, de Hammerstein, de Wiener, polynomial
ou à base de réseaux de neurones) et de nombreuses implantations de systèmes de linéari-
sation par prédistorsion ont été proposées et/ou réalisées à partir de ces structures. Elles
sont détaillées dans l’annexe B.
3.4 Discussion
La problématique de la linéarisation en télécommunications est vieille de presque
un siècle et trois grandes techniques ont été développées pour pallier les défauts des
amplificateurs de puissance.
Pendant des décennies, la technique Feedforward a été utilisée et préconisée mais ce
système est peu ou pas adaptatif. Il ne convient donc pas à la conception d’un linéariseur
capable de s’adapter à plusieurs amplificateurs. La technique à contre-réaction est plus
simple à mettre en œuvre puisqu’elle peut être développée en bande de base, en fréquence
intermédiaire ou en radiofréquence. En outre, la linéarisation peut s’adapter à l’amplifi-
cateur utilisé et aux éventuelles dérives de sa caractéristique. En revanche, elle engendre
une réduction de la puissance fournie au système antennaire et est limitée en fréquence.
La technique de prédistorsion peut, elle aussi, être développée en bande de base,
en fréquence intermédiaire ou en radiofréquence et permet également de compenser de
manière adaptative les non-linéarités des HPA. Toutefois, comme elle fonctionne en boucle
ouverte, elle ne souffre pas des limitations en fréquence de la contre-réaction. La technique
de prédistorsion apparaît donc comme une méthode performante pour le développement
d’un linéariseur susceptible de s’adapter à plusieurs amplificateurs et à leurs éventuelles
dérives.
Par ailleurs, comme il est expliqué dans le paragraphe 3.3.1, les circuits électro-
niques fonctionnant en bande de base ou à fréquence intermédiaire souffrent moins de
problèmes d’adaptation d’impédance, d’isolation ou de couplage que les circuits fonction-
nant à haute fréquence. Ensuite, un même circuit fonctionnant en bande de base ou à
fréquence intermédiaire peut être utilisé avec plusieurs amplificateurs de puissance fonc-
tionnant à des fréquences différentes par le choix d’un circuit de transposition adapté à
l’amplificateur. La conception de circuits de prédistorsion fonctionnant en bande de base
ou à fréquence intermédiaire apparaît donc comme une solution adaptée dans le déve-
loppement d’un linéariseur répondant aux contraintes établies dans ce tapuscrit. Cette
solution sera retenue pour la suite des travaux.
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Cette partie a d’abord présenté les différentes technologies utilisées pour développer
des amplificateurs de puissance utilisés en télécommunications spatiales. La représentation
des non-linéarités introduites par ces HPA sous la forme de caractéristiques en amplitude
(AM/AM) et en phase (AM/PM) a ensuite été détaillée. Les travaux exposés dans la suite
du tapuscrit n’étudient que la linéarisation de ces caractéristiques.
Dans un deuxième chapitre, la nécessité de compenser les non-linéarités des am-
plificateurs a été démontrée pour les modulations à enveloppe non-constante de signaux
mono-fréquences. L’impact néfaste des distorsions des HPA sur les diagrammes de constel-
lation de ces modulations a notamment été mis en évidence.
Dans un dernier chapitre, les différentes techniques permettant de limiter ou de
compenser les non-linéarités des amplificateurs de puissance ont été présentées. D’abord,
l’utilisation des amplificateurs en recul ne permet pas de bénéficier de la puissance maxi-
male que le HPA est capable de fournir. Ensuite, les performances des techniques d’égali-
sation dépendent de l’amplificateur et de ses conditions d’exploitation. Ces deux méthodes
sont en outre peu ou pas adaptatives. Les techniques de linéarisation représentent alors
une solution plus polyvalente. Si les techniques Feedforward et à contre-réaction souffrent
de défauts respectivement d’adaptabilité et de fréquence de fonctionnement, la technique
de prédistorsion apparaît comme une solution adaptée à la conception d’un linéariseur
performant, susceptible de s’adapter à plusieurs amplificateurs de puissance et à leurs
éventuelles dérives. Le choix de développer des circuits fonctionnant en bande de base ou
à fréquence intermédiaire est également justifié.
La partie suivante présente d’abord une technique innovante de détermination
des caractéristiques de prédistorsion d’un amplificateur à partir de ses caractéristiques
expérimentales AM/AM et AM/PM uniquement. Différentes architectures de linéariseurs
à prédistorsion sont ensuite proposées et analysées. L’une d’elle, plus polyvalente, est alors
testée et ses performances sont démontrées en utilisant des fonctions de prédistorsion
mathématiquement exactes ou modélisées par des réseaux de neurones.

Deuxième partie
ARCHITECTURE INNOVANTE DE
LINÉARISEUR PARAMÉTRABLE À
BASE DE RÉSEAUX DE NEURONES
Cette partie présente une étude d’architectures de linéariseurs susceptibles de
s’adapter à plusieurs amplificateurs de puissance et à leurs éventuelles dérives.
Dans un premier chapitre, une technique innovante de détermination des fonctions
de prédistorsion, ayant fait l’objet d’un brevet, est détaillée. Elle permet d’extraire, direc-
tement à partir des caractéristiques expérimentales AM/AM et AM/PM, les opérations
sur l’amplitude et sur la phase que le linéariseur doit réaliser.
Dans un deuxième chapitre, différentes architectures de linéariseurs sont proposées.
Les implantations des compensations en amplitude et en phase sont notamment présentées
dans le contexte de la linéarisation des caractéristiques AM/AM et AM/PM.
Dans un dernier chapitre, le choix des réseaux de neurones comme technique de
modélisation des fonctions de prédistorsion est justifié et leur capacité à modéliser les
fonctions de prédistorsion des trois amplificateurs présentés dans la première partie est
démontrée.
A l’issue de cette partie, une architecture innovante de linéariseur paramétrable, à
base de réseaux de neurones, capable de linéariser plusieurs amplificateurs de puissance,
est proposée.
CHAPITRE 1
Caractéristiques de transfert AM/AM et
AM/PM mono-fréquences d’un linéariseur
par prédistorsion
Dans un système à prédistorsion, la configuration des caractéristiques de transfert
du linéariseur est une étape capitale, puisqu’elle conditionne l’efficacité de l’opération de
linéarisation. Ce chapitre présente, dans un premier temps, un procédé innovant, rapide
et précis, de détermination de ces caractéristiques de transfert en vue de réaliser tout type
de fonction de transfert d’un système “Linéariseur + Amplificateur”. Ensuite est présentée
une forme particulière de caractéristiques de transfert d’un tel système, linéaire sur tout
son intervalle de définition et exploitant au maximum les performances en puissance de
l’amplificateur. L’optimisation du rendement du HPA n’est pas, en revanche, un critère
déterminant.
Comme il est précisé dans le chapitre I.3, seule la linéarisation des caractéristiques
AM/AM et AM/PM mono-fréquences est étudiée. Par ailleurs, les caractéristiques ex-
ploitées dans ce chapitre, ne sont pas, sauf mention explicite, des caractéristiques réelles
extraites expérimentalement, mais des caractéristiques dont la forme est représentative
des HPA présentés auparavant.
1.1 Techniques de détermination des caractéristiques
de prédistorsion
Il existe deux méthodes classiques pour déterminer les caractéristiques de transfert
d’un linéariseur par prédistorsion, largement développées dans la littérature scientifique.
La première technique consiste à modéliser l’amplificateur de puissance par un
modèle analytique (polynomial [66–68], de Volterra [69–71]...), par un modèle numérique
(table d’équivalence [72–75], réseaux de neurones [76–83]...) ou par un modèle plus spé-
cifique (Hammerstein, Wiener, Hammerstein-Wiener [84–91], Wiener parallèle [92, 93]...)
puis à inverser ce modèle. Pour linéariser l’amplificateur de puissance, le module de pré-
distorsion doit alors réaliser ce modèle inversé. Cette méthode présente plusieurs inconvé-
nients. D’abord, elle n’est pas toujours utilisable : la fonction inverse du modèle peut ne
pas exister par exemple. Par ailleurs, elles sont complexes, difficiles à mettre en œuvre et
nécessitent des ressources informatiques lourdes. En outre, certains modèles sont adaptés
aux amplificateurs à Tube à Ondes Progressives et non aux amplificateurs à état solide
quand d’autres modèles sont applicables aux SSPA et non aux ATOP. Enfin, par prin-
cipe, la modélisation est imparfaite et la caractéristique de prédistorsion déterminée par
ce procédé souffre d’imprécisions.
II.1. CARACTÉRISTIQUES DE TRANSFERT AM/AM ET AM/PM
MONO-FRÉQUENCES D’UN LINÉARISEUR PAR PRÉDISTORSION
La seconde technique utilisée pour obtenir les caractéristiques de transfert d’un li-
néariseur par prédistorsion consiste à ajuster empiriquement un linéariseur paramétrable,
par itérations successives, jusqu’à obtenir en sortie de l’amplificateur la caractéristique
souhaitée. Cette méthode présente également des défauts. D’abord, elle est difficile à
mettre en œuvre et ne garantit pas que les paramètres ainsi déterminés soient les para-
mètres optimaux du linéariseur. Ensuite, par sa nature empirique, ce procédé est égale-
ment imparfait et la caractéristique de prédistorsion déterminée souffre encore d’impréci-
sions.
Ainsi, les techniques connues sont lourdes, souvent adaptées à un amplificateur
précis ou à une application donnée, et, par principe, imprécises. La méthode proposée
dans le paragraphe suivant, ayant fait l’objet d’un dépôt de brevet lors de ces travaux de
thèse [94], vise à pallier ces inconvénients.
1.2 Procédé innovant de détermination des caracté-
ristiques AM/AM et AM/PM d’un linéariseur
par prédistorsion
La méthode développée dans ce paragraphe permet de s’affranchir de toute modé-
lisation de l’amplificateur de puissance ou de toute démarche d’ajustement empirique ou
par apprentissage pour déterminer les caractéristiques de transfert d’un linéariseur par
prédistorsion. En effet, grâce à ce procédé breveté, il est possible de les obtenir directement
à partir des caractéristiques expérimentales AM/AM et AM/PM d’un amplificateur de
puissance et des caractéristiques de transfert souhaitées pour le système total “Linéariseur
+ Amplificateur”. En outre, seules des tables de valeurs numériques sont mises en œuvre ;
les ressources informatiques requises sont donc très faibles.
1.2.1 Les étapes de détermination des caractéristiques AM/AM
et AM/PM d’un linéariseur par prédistorsion
Le procédé de détermination des caractéristiques AM/AM et AM/PM d’un linéa-
riseur par prédistorsion se déroule en trois étapes successives.
D’abord, comme pour les techniques présentées auparavant, il est nécessaire de
caractériser l’amplificateur de puissance en amplitude et en phase. Les caractéristiques
de transfert du linéariseur à proprement parler peuvent alors être déduites, en amplitude
dans un premier temps, puis en phase dans un second temps.
Les différentes étapes de ce procédé innovant, systématique, rapide et précis de
détermination des caractéristiques de transfert d’un linéariseur par prédistorsion, quelles
que soient les caractéristiques souhaitées en sortie de l’amplificateur, sont données sur la
figure II.1.1.
L’ordre dans lequel les caractéristiques de transfert du linéariseur sont déterminées
est fondamental. Supposons, en effet, que les caractéristiques de transfert en amplitude
et en phase du linéariseur soient modélisables par des fonctions f et φ respectivement.
De la même façon, supposons que g et ψ modélisent les caractéristiques de transfert,
respectivement en amplitude et en phase, de l’amplificateur de puissance. Ces notations
n’ont aucune réalité physique ou mathématique, ne correspondent à aucun modèle et ne
servent qu’à simplifier la justification de l’ordre des étapes. La figure II.1.2 présente un
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Début
Acquisition expérimentale des caractéristiques AM/AM et AM/PM de l’amplificateur
Choix du gain Gide´al et du déphasage θide´al souhaité en sortie du système “Linéariseur+HPA”
Détermination point à point de la caractéristique de transfert en amplitude du linéariseur
Détermination point à point de la caractéristique de transfert en phase du linéariseur
Fin
Figure II.1.1 – Procédé de détermination des caractéristiques de transfert
d’un linéariseur par prédistorsion
système “Linéariseur+Amplificateur”, les fonctions de transfert de chacun des blocs et les
signaux transitant dans la chaîne.
Signal d’entrée de
puissance Pe,Lin
Linéariseur
Pe,HPA
HPA
Signal de sortie
de puissance Ps,HPA
f, φ g, ψ
Figure II.1.2 – Système “Linéariseur+HPA” et fonctions de transfert
associées
La puissance moyenne du signal en sortie de l’amplificateur est :
Ps,HPA = g(Pe,HPA) (1.1)
Or,
Pe,HPA = f(Pe,Lin) (1.2)
Ainsi,
Ps,HPA = g(Pe,HPA) = g(f(Pe,Lin)) = (g ◦ f)(Pe,Lin) (1.3)
Appelons Gide´al la fonction modélisant le gain idéal souhaitée en sortie du système
complet : Gide´al = Ps,HPA/Pe,Lin. Alors :
(g ◦ f) = Gide´al · ID (1.4)
avec ID la fonction identité. La fonction de transfert AM/AM du linéariseur est par
conséquent :
f = g−1 ◦Gide´al (1.5)
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Ainsi, la caractéristique de transfert AM/AM du linéariseur ne dépend que de la
fonction de gain idéal souhaitée en sortie du système et de la caractéristique de transfert
en amplitude de l’amplificateur.
Etudions à présent la phase du signal de sortie, en supposant la phase du signal
d’entrée nulle. Le linéariseur génère un signal Pe,HPA déphasé d’un angle φ(Pe,Lin). Ce
signal traverse ensuite l’amplificateur qui le déphase à son tour de ψ(Pe,HPA). La phase
θide´al du signal en sortie d’amplificateur est donc ψ(Pe,HPA) + φ(Pe,Lin). Or Pe,HPA =
f(Pe,Lin). Donc :
θide´al = ψ(f(Pe,Lin)) + φ(Pe,Lin) (1.6)
La fonction de transfert AM/PM du linéariseur s’exprime donc par :
φ = θide´al − (ψ ◦ f) (1.7)
Ainsi, la caractéristique de transfert en phase du linéariseur dépend de celle en
amplitude. C’est pourquoi il est nécessaire de déterminer dans un premier temps la ca-
ractéristique AM/AM du linéariseur.
Les paragraphes suivants présentent en détail et dans l’ordre les trois étapes per-
mettant de déterminer les caractéristiques AM/AM et AM/PM d’un linéariseur à prédis-
torsion. Les mêmes notations Pe,Lin, Pe,HPA, Ps,HPA, ψ, φ, Gide´al et θide´al sont utilisées.
1.2.2 Extraction des caractéristiques AM/AM et AM/PM d’un
amplificateur de puissance
Comme pour les autres techniques présentées auparavant, la première étape pour
déterminer les fonctions de transfert d’un linéariseur par prédistorsion consiste à caracté-
riser l’amplificateur de puissance en amplitude et en phase, c’est-à-dire à en déterminer
les caractéristiques AM/AM et AM/PM.
Pour ce faire, l’amplificateur de puissance est utilisé seul et est excité par un
signal d’entrée sinusoïdal, représentant une porteuse non modulée, de la forme Ue(t, i) =
A(i)sin(2pifP t), où A(i) représente l’amplitude maximale du signal pouvant prendre N
valeurs : i ∈ J1;NK. L’amplificateur génère alors – idéalement – en sortie un signal amplifié
et déphasé de la forme Us(t, i) = B(i)sin(2pifP t− ψ(i)) où B(i) représente l’amplitude
maximale du signal et ψ(i) son déphasage par rapport au signal d’entrée. Le signe “-”
dans l’expression de Us(t, i) exprime que le signal de sortie est une conséquence du signal
d’entrée. La figure II.1.3 donne une représentation temporelle des signaux d’entrée et
sortie d’un amplificateur de puissance.
Temps
Amplitude
B(i)
A(i)
Entrée
Sortie
∆Ti = ψ(i)/(2pifP )
Figure II.1.3 – Représentation temporelle des signaux d’entrée (en bleu) et
de sortie (en rouge) d’un amplificateur de puissance
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La puissance moyenne du signal en entrée de l’amplificateur est
Pe,HPA(i) = A(i)2/Re avecRe la résistance d’entrée de l’amplificateur. La puissance moyenne
du signal en sortie est Ps,HPA(i) = B(i)2/Rch avec Rch la charge de l’amplificateur (ty-
piquement, une antenne de 50Ω). Pour chaque valeur de A(i) (i ∈ J1;NK) – et donc de
Pe,HPA(i) –, les grandeurs Ps,HPA(i) et ψ(i) sont extraites grâce à un analyseur de réseau
vectoriel. La figure II.1.4 représente ce dispositif expérimental. Les couples [Pe,HPA(i);Ps,HPA(i)]
et [Pe,HPA(i);ψ(i)] (i ∈ J1;NK) représentent les caractéristiques respectivement AM/AM
et AM/PM du HPA étudié. Plus le nombre N est grand, plus la précision de la carac-
térisation est importante. Les amplificateurs présentés au chapitre I.1 sont par exemple
caractérisés à l’aide de 400 points.
Pe,exp(i) HPA
Ps,exp(i)
φs,exp(i)
Analyseur
de réseau
vectoriel
Figure II.1.4 – Synopsis d’un système de prédistorsion
A ce stade, les données disponibles sont trois vecteurs Pe,HPA(i), Ps,HPA(i) et ψ(i)
constituant les caractéristiques de l’amplificateur, représentés dans le tableau II.1.1. Dans
toute la suite, sauf mention explicite, i ∈ J1;NK.
Tableau II.1.1 – Tableau de valeurs des caractéristiques AM/AM et
AM/PM d’un amplificateur de puissance (i ∈ J1;NK)
Puissance
d’entrée
Puissance de
sortie du HPA
Phase de sortie
du HPA
Pe,HPA(i) Ps,HPA(i) ψ(i)
Pe,HPA(1) Ps,HPA(1) ψ(1)
Pe,HPA(2) Ps,HPA(2) ψ(2)
...
...
...
Pe,HPA(N) Ps,HPA(N) ψ(N)
Avant de déterminer la caractéristique de transfert du linéariseur, il est à présent
nécessaire de définir précisément les caractéristiques en gain et en phase souhaitées en
sortie du système “Linéariseur + Amplificateur”. Il faut ainsi définir, pour chaque valeur de
puissance moyenne Pe,HPA(i) du signal en entrée de l’amplificateur, le gain idéal Gide´al(i)
et la phase idéale θide´al(i) souhaités en sortie du système complet. A partir uniquement
de ces cinq vecteurs de données présentés sur le tableau II.1.2, et sans modélisation ni
processus itératif imparfaits, il est alors possible de construire les caractéristiques de
transfert en amplitude d’abord et en phase ensuite d’un linéariseur par prédistorsion,
quelles que soient les caractéristiques du HPA et les caractéristiques souhaitées en sortie
de la chaîne de transmission.
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Tableau II.1.2 – Tableau de valeurs des caractéristiques AM/AM et
AM/PM d’un amplificateur de puissance et des caractéristiques souhaitées en
sortie de la chaîne de transmission linéarisée
Puissance
d’entrée
Puissance de
sortie du HPA
Phase de sortie
du HPA Gain souhaité
Déphasage
souhaité
Pe,HPA(i) Ps,HPA(i) ψ(i)) Gide´al(i) θide´al(i)
Pe,HPA(1) Ps,HPA(1) ψ(1)) Gide´al(1) θide´al(1)
Pe,HPA(2) Ps,HPA(2) ψ(2)) Gide´al(2) θide´al(2)
...
...
...
...
...
Pe,HPA(N) Ps,HPA(N) ψ(N)) Gide´al(N) θide´al(N)
1.2.2.1 Détermination de la caractéristique de transfert en amplitude d’un
linéariseur à prédistorsion
Cette étape consiste à déterminer la puissance moyenne Pe,Lin(i) à appliquer en
entrée du linéariseur pour exciter l’amplificateur de puissance à une puissance moyenne
Pe,HPA(i) et pour que le gain du système global soit Gide´al(i). Le gain idéal du système
est donné par l’équation suivante :
Gide´al(i) =
Ps,HPA(i)
Pe,Lin(i)
(1.8)
Il vient directement :
Pe,Lin(i) =
Ps,HPA(i)
Gide´al(i)
(1.9)
Le calcul de Pe,Lin pour tout i ∈ J1;NK fournit le couple de vecteurs [Pe,Lin(i);Pe,HPA(i)]
représentant la caractéristique de transfert en amplitude du linéariseur.
1.2.2.2 Détermination de la caractéristique de transfert en phase d’un linéa-
riseur à prédistorsion
La dernière étape de ce procédé de détermination des caractérisitques de transfert
d’un linéariseur consiste à déterminer le déphasage φ(i) devant être réalisé par ce circuit
pour que le déphasage total en sortie de la chaîne de transmission soit θ(i). Sachant que
les déphasages introduits par le linéariseur et par l’amplificateur s’ajoutent, le déphasage
total en sortie du système “Linéariseur+HPA” s’exprime par :
θide´al(i) = φ(i) + ψ(i) (1.10)
avec φ(i) le déphasage introduit par le linéariseur excité par un signal de puissance
moyenne Pe,Lin(i) et ψ(i) le déphasage apporté par l’amplificateur excité par un signal de
puissance moyenne Pe,HPA(i). Finalement :
φ(i) = θide´al(i)− ψ(i) (1.11)
Le calcul de φ(i) pour tout i ∈ J1;NK fournit le couple de vecteur [Pe,Lin(i);φ(i)]
représentant la caractéristique de transfert en phase du linéariseur. Comme cela a été dé-
montré auparavant, la caractéristique de transfert en phase dépend de celle en amplitude.
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1.2.2.3 Bilan
Le procédé en trois étapes développé ci-dessus permet finalement de construire
deux couples de vecteurs représentant les caractéristiques de transfert en amplitude et en
phase d’un linéariseur à prédistorsion, comme l’illustre le tableau II.1.3.
Tableau II.1.3 – Caractéristiques de transfert d’un linéariseur par
prédistorsion (i ∈ J1;NK)
Fonction de transfert AM/AM Fonction de transfert AM/PM
Pe,Lin(i) Pe,HPA(i) Pe,Lin(i) φ(i)
Pe,Lin(1) Pe,HPA(1) Pe,Lin(1) φ(1)
Pe,Lin(2) Pe,HPA(2) Pe,Lin(2) φ(2)
...
...
...
...
Pe,Lin(N) Pe,HPA(N) Pe,Lin(N) φ(N)
Cette technique présente de nombreux avantages par rapport aux méthodes classi-
quement utilisées. D’abord, elle est très rapide et demande peu de ressources informatiques
car tout est déterminé à partir de simples tableaux de valeurs. Ensuite, elle est systéma-
tique, peut s’adapter à tout type de caractéristiques d’amplificateur et à tout type de
caractéristique de transfert du système “Linéariseur + HPA” souhaitée. Enfin, elle est
précise car aucune approximation ou modélisation n’apporte d’erreur ou d’imprécision.
Grâce à ce procédé, la qualité de la linéarisation n’est plus conditionnée que par la préci-
sion de l’extraction des caractéristiques AM/AM et AM/PM de l’amplificateur et par la
capacité du circuit électronique de prédistorsion à réaliser les caractéristiques déterminées.
Dans le contexte de la linéarisation des caractéristiques AM/AM et AM/PM mo-
nofréquence d’un amplificateur de puissance, une forme particulière de caractéristiques de
sortie de la chaîne de transmission peut être déterminée, prenant notamment en compte
des critères de linéarité sur tout l’intervalle de définition de la caractéristique et d’opti-
misation des performances en puissance de l’amplificateur.
1.3 Caractéristiques idéales de transfert du système
“Linéariseur + Amplificateur”
L’objectif de la linéarisation d’un amplificateur de puissance définie dans ce ta-
puscrit est que le diagramme de constellation d’un signal modulé en sortie de HPA se
déduise du diagramme en entrée par une homothétie d’un facteur constant GL et par une
rotation d’angle θL (en reprenant le notations du paragraphe 2.2.3) et que l’amplificateur
soit utilisé au maximum de ses capacités en puissance. Les paragraphes suivants per-
mettent d’établir, à partir de ces considérations, les caractéristiques AM/AM et AM/PM
mono-fréquences d’un système idéal “Linéariseur + Amplificateur” d’abord, et les carac-
téristiques de transfert des linéariseurs associés aux trois HPA présentés au chapitre I.1
ensuite. Le critère de rendement n’est, en revanche, pas pris en compte.
1.3.1 Caractéristique AM/PM linéarisée
La linéarisation définie dans ce tapuscrit vise à ce que, sur un diagramme de
constellation, tous les symboles subissent une rotation d’angle constant θL. Cela signifie
notamment que, quelle que soit la puissance moyenne du signal appliqué en entrée du
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système “Linéariseur + Amplificateur”, le signal en sortie doit être déphasé d’un angle
constant θL. En reprenant les notations de la méthode présentée au paragraphe précédent :
∀i ∈ J1;NK, θide´al(i) = θL (1.12)
La figure II.1.5 représente cette caractéristique de transfert en phase du système
“Linéariseur + Amplificateur”. La valeur de l’angle θL peut être quelconque. En particulier,
il n’est pas nécessaire que cet angle soit nul. En pratique, les circuits électroniques de
prédistorsion ne permettent de réaliser des compensations en phase que sur un intervalle
de phase limité et il convient donc de choisir θL en fonction des capacités du circuit
électronique et de cet intervalle.
Pe,Lin
Phase
linéarisée
idéale
θL
Figure II.1.5 – Caractéristique AM/PM linéarisée
1.3.2 Caractéristique AM/AM linéarisée
Avant de déterminer la forme de la caractéristique AM/AM idéale d’un amplifica-
teur linéarisé excité par un signal mono-fréquence, le choix est fait de limiter l’intervalle
de puissance d’excitation de l’amplificateur à [0;Pe,sat] comme l’illustre la figure II.1.6.
En effet, la caractéristique réalise une bijection entre [0;Pe,sat] et [0;Ps,sat] et travailler
seulement sur cet intervalle de puissance d’entrée suffit pour générer toute valeur de puis-
sance de sortie atteignable par le HPA. Le choix est également fait de limiter l’intervalle
de puissance en entrée du linéariseur à [0;Pe,sat]. La figure II.1.7 présente le système
complet “Linéariseur + HPA” avec les intervalles de puissance moyenne d’entrée et de
sortie optimaux. Dans toute la suite du document, seuls ces intervalles seront exploités et
représentés.
Pe
Ps
Ps,sat
Pe,sat
Intervalle exploité Intervalle
non-exploité
Figure II.1.6 – Réduction de l’intervalle de puissance moyenne d’excitation
de l’amplificateur
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Pe,Lin ∈ [0;Pe,sat]
Linéariseur
Pe,HPA ∈ [0;Pe,sat]
HPA
Ps,HPA ∈ [0;Ps,sat]
Figure II.1.7 – Système “Linéariseur + HPA” et intervalles de puissances
d’entrée et de sorties optimaux
L’objectif est à présent de déterminer une forme de caractéristique exploitant l’am-
plificateur au maximum de ses performances en puissance, linéaire sur l’intervalle [0;Pe,sat]
et limitant autant que possible la complexité de mise en œuvre du linéariseur.
L’objectif de la linéarisation définie dans ce tapuscrit consiste à ce que, sur un dia-
gramme de constellation, l’amplitude de tout symbole de sortie se déduise de l’amplitude
du symbole d’entrée correspondant par une homothétie d’un facteur constant GL. Cela
signifie notamment que, quelle que soit la puissance moyenne du signal appliqué en entrée
du système “Linéariseur + Amplificateur”, le signal en sortie doit être amplifié avec un
gain constant GL, de sorte qu’il existe une relation linéaire et bijective entre la puissance
moyenne en entrée et celle en sortie du système. En reprenant les notations de la méthode
présentée au paragraphe précédent :
∀i ∈ J1;NK, Gide´al(i) = GL (1.13)
et Ps,HPA = GL · Pe,Lin (1.14)
Trois types de caractéristiques peuvent alors être imaginées, comme l’illustre la
figure II.1.8.
Pe
Ps
Ps,sat
Pe,sat
(a)
(c)
(b)
Figure II.1.8 – Trois caractéristiques linéarisées possibles
La caractéristique (a) est impossible à réaliser puisqu’un amplificateur de puis-
sance n’est pas capable de générer un signal de puissance moyenne supérieure à Ps,sat. Il
est tout de même possible d’obtenir une caractéristique avec une telle pente et de limiter
sa sortie à Ps,sat grâce à un écrêteur. Mais outre l’utilisation d’un écrêteur qui complexi-
fie la conception de ce système, cette caractéristique présente deux défauts. D’abord, la
caractéristique n’est pas linéaire sur tout l’intervalle [0;Pe,sat]. Ensuite, afin d’atteindre
cette caractéristique, le linéariseur doit présenter un gain supérieur à 1, modélisé par un
amplificateur sur l’architecture de la figure II.1.9.
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Les courbes présentées en bas de cette figure s’attachent à expliquer pourquoi
le gain du linéariseur doit être supérieur à 1. Imaginons que nous cherchions à obtenir
un signal de puissance moyenne Ps,HPA(< Ps,sat) en sortie de l’amplificateur. Dans ces
conditions, l’écrêteur ne limite pas le signal et Ps,Lin = Pe,HPA. Pour que la caractéris-
tique de transfert du système “Linéariseur + Amplificateur” corresponde à la courbe en
pointillé rouge, le linéariseur doit être excité par un signal de puissance moyenne Pe,Lin.
L’amplificateur doit lui être excité par un signal de puissance moyenne Pe,HPA sur la
caractéristique bleue. Ainsi, le rôle du linéariseur est de transformer Pe,Lin en Pe,HPA.
Comme Pe,Lin < Pe,HPA, le linéariseur doit amplifier le signal à son entrée d’un gain
Pe,HPA/Pe,Lin > 1. Pour que cette prédistorsion soit efficace jusqu’à Ps,sat, le gain doit
être, en outre, parfaitement linéaire, ce qui entraîne des contraintes de conception et de
mise en œuvre du linéariseur.
Pe,Lin
Linéariseur Gain
Ps,Lin ∈
[0;Pe,sat]
Pe,HPA ∈
[0;Pe,sat]
HPA
Ps,HPA
Pe
Ps
Ps,sat
Pe,sat
Ps,HPA
Pe,HPAPe,Lin
Linéariseur
Figure II.1.9 – En haut : Architecture de la chaîne de transmission
permettant de générer des caractéristiques de même pente que (a) jusqu’à
atteindre Ps,sat
En bas : Caractéristique (a) et mise en évidence du besoin de gain dans le
linéariseur
Les solutions représentées par la courbe (a) ne répondent donc pas aux contraintes
de linéarité et de facilité de mise en œuvre énoncées plus haut.
Par ailleurs, afin d’exploiter au maximum les performances en puissance du HPA,
les caractéristiques linéarisées doivent avoir une puissance de sortie maximale aussi proche
que possible de Ps,sat. Les caractéristiques représentées par la courbe (b), dont la puissance
maximale n’atteint pas Ps,sat, ne permettent pas cette exploitation optimale.
Finalement, la caractéristique AM/AM linéarisée optimale choisie pour ces travaux
est la courbe (c) de la figure II.1.8. Dans ces conditions en effet, la caractéristique est
linéaire sur tout l’intervalle de puissance d’entrée [0;Pe,sat]. De plus, la puissance de sortie
maximale est Ps,sat et l’amplificateur est utilisé au maximum de ses capacités en puissance.
Enfin, le linéariseur ne doit pas présenter de gain ni mettre en jeu d’écrêteur, ce qui facilite
sa conception et son utilisation. Dans ce contexte, le linéariseur agit même comme un
atténuateur, dont l’atténuation est fonction de la puissance d’entrée. Le gain en sortie du
système est le gain à saturation :
GL = GHPA,sat =
Ps,sat
Pe,seat
(1.15)
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La figure II.1.10 représente cette caractéristique de transfert en amplitude du sys-
tème “Linéariseur + Amplificateur”.
Pe
Ps
Ps,sat
Pe,sat
(c)
Pente = GL
= Ps,satPe,sat
Figure II.1.10 – Caractéristique AM/AM linéarisée idéale (en vert)
Dans la suite de ce document, les caractéristiques de transfert en amplitude et
phase mono-fréquences d’un système “Linéariseur + Amplificateur” à atteindre sont celles
présentées sur les figures II.1.5 et II.1.10.
1.4 Mise en application
Ce court paragraphe présente les caractéristiques de transfert en amplitude et en
phase d’un linéariseur par prédistorsion adapté aux amplificateurs de puissance présentés
dans le chapitre I.1, déterminées grâce à la méthode développée dans le paragraphe 1.2 et
en vue d’obtenir les caractéristiques globales du système “Linéariseur + Amplificateur”
présentées au paragraphe 1.3. Les six courbes sont présentées sur la figure II.1.11
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Figure II.1.11 – Caractéristiques AM/AM (en bleu) et AM/PM (en rouge)
des linéariseurs idéaux définis pour les amplificateurs TEDCNES (a),
ARABSAT4 (b) et TI9083-8 (c)
1.5 Conclusion
Ce chapitre a présenté dans un premier temps, une technique novatrice adaptable à
tout type d’amplificateur, rapide et précise, de détermination des caractéristiques AM/AM
et AM/PM d’un linéariseur par prédistorsion. Ensuite, les caractéristiques AM/AM et
AM/PM idéales d’un amplificateur linéarisé, bénéficiant d’une exploitation maximale des
performances en puissance du HPA, linéaire sur tout l’intervalle de puissance [0;Pe,sat],
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et n’impliquant pas l’utilisation de module de gain ou d’écrêteur, ont été présentées.
Grâce à ces données, les caractéristiques de prédistorsion des linéariseurs associés aux
amplificateurs présentés au chapitre I.1 ont enfin été définies.
Le chapitre suivant présente une étude de différentes architectures permettant de
réaliser des opérations de linéarisation par prédistorsion. L’une de ces structures, polyva-
lente et plus simple à mettre en œuvre, est par la suite davantage détaillée.
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CHAPITRE 2
Architectures de linéariseur par
prédistorsion
Dans le chapitre II.1 a été présentée une méthode innovante de détermination des
caractéristiques de transfert en amplitude et en phase d’un linéariseur par prédistorsion.
Ce chapitre présente une étude d’architectures de linéariseur fonctionnant en bande de
base ou à fréquence intermédiaire et mettant en œuvre ces caractéristiques de transfert. Le
choix de concevoir un linéariseur utilisant des structures de prédistorsion en amplitude et
en phase connectées en série est justifié. Des techniques d’implantation de ces structures
sont par ailleurs proposées.
Dans toute la suite, le linéariseur est supposé fonctionner en bande de base ou
à fréquence intermédiaire et l’opération de transposition à haute fréquence est supposée
transparente.
2.1 Les différentes architectures de linéariseur envi-
sageables
Le système de prédistorsion conçu dans ces travaux agit à la fois sur l’amplitude et
sur la phase du signal d’entrée. Il est néanmoins difficile de réaliser un circuit électronique
permettant d’agir finement sur les 2 composantes simultanément. S’il est impossible, à
haute fréquence de modifier l’amplitude d’un signal sans en modifier la phase – et inverse-
ment –, ce n’est pas le cas en bande de base ou à fréquence intermédiaire. Par conséquent,
dans le contexte de ces travaux, il est possible de réaliser deux modules de prédistor-
sion distincts, l’un agissant sur l’amplitude du signal sans en modifier la phase et l’autre
agissant sur la phase du signal sans en altérer l’amplitude. Deux architectures sont alors
envisageables.
2.1.1 Architecture parallèle
D’abord, il est possible de distordre en même temps et en parallèle le signal en
amplitude et en phase, puis de recombiner les deux signaux, comme le suggère la figure
II.2.1.
Cette topologie présente néanmoins deux inconvénients majeurs. D’abord, elle né-
cessite que les temps de parcours du signal dans les deux modules de prédistorsion soient
identiques afin que les ondes recombinées en sortie soient bien issues du même symbole.
Cette contrainte peut notamment nécessiter le développement d’un ligne à retard program-
mable. Ensuite, cette structure nécessite le développement d’une fonction supplémentaire
permettant de recombiner les 2 signaux. Dans l’idéal, cette fonction de mélange ne doit
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Figure II.2.1 – Architecture de linéarisation à prédistorsions parallèles
pas apporter de modifications supplémentaires au signal prédistordu ; si elle en apporte,
elles doivent être prises en compte dans le calcul des caractéristiques de prédistorsion, ce
qui complexifie la mise en œuvre du système.
2.1.2 Architectures série
Une autre structure permet de s’affranchir de ces contraintes : il est possible d’as-
sembler les deux modules de prédistorsion en série. En effet, comme la prédistorsion en
amplitude ne modifie pas la phase et celle en phase n’altère pas l’amplitude, le signal peut
être traité successivement en amplitude puis en phase (ou l’inverse) comme le montre la
figure II.2.2. L’ordre des corrections n’a pas d’influence sur la linéarisation.
Amplitude Phase
Phase Amplitude
Figure II.2.2 – Deux architectures de linéariseur à prédistorsions série
Cette structure permet de s’affranchir des contraintes de temps de recombinaison
en phase de deux ondes ayant parcouru des chemins différents et ne nécessite pas de circuit
de recombinaison. Cette solution est retenue pour la conception d’un linéariseur présentée
dans la suite de ce tapuscrit.
2.2 Architecture détaillée d’un linéariseur à prédis-
torsions série
2.2.1 Structure détaillée des fonctions de prédistorsion
Ce paragraphe détaille les fonctions que doivent intégrer les modules de prédistor-
sion en amplitude et en phase définie sur la figure II.2.2.
2.2.1.1 Génération d’une grandeur proportionnelle à la puissance moyenne
du signal d’entrée du linéariseur
La prédistorsion consiste à corriger la puissance moyenne et la phase moyenne d’un
signal en fonction de sa puissance moyenne d’entrée au cours du temps. La correction
à apporter doit permettre d’obtenir des caractéristiques de transfert en amplitude et
en phase identiques à celles déterminées par l’intermédiaire de la méthode décrite au
46
II.2.2. ARCHITECTURE DÉTAILLÉE D’UN LINÉARISEUR À PRÉDISTORSIONS
SÉRIE
chapitre II.1. Or, l’amplitude maximale d’un signal et son enveloppe en puissance sont
liées. Pour réaliser une architecture de prédistorsion à partir de la variation temporelle
du signal d’entrée, il est ainsi nécessaire d’avoir accès à une grandeur proportionnelle à
l’amplitude maximale ou, de manière équivalente, à la puissance moyenne de ce signal
d’entrée.
En particulier, pour un signal modulé de la forme Acos(2pift + φ), la puissance
moyenne correspondante estA2/2R (avecR la charge). Une image de la puissance moyenne
du signal peut être estimée grâce à un détecteur de crête ou d’enveloppe, donnant une
tension proportionnelle à A, ou à un détecteur de puissance, indiquant une grandeur
proportionnelle à A2, comme le schématise la figure II.2.3. La solution retenue pour la
suite des travaux est un circuit détecteur de puissance, en bleu sur la figure. Ce choix est
justifié au paragraphe 2.3.
Temps
Signal
A
Détecteur
de crête ou
d’enveloppe
∝ A
Détecteur
de puissance ∝ A2
OU
Figure II.2.3 – Exemple de modules permettant d’obtenir une grandeur
proportionnelle à l’amplitude ou à la puissance moyenne d’un signal. Le
détecteur de puissance, en bleu, est la solution retenue pour la suite des
travaux.
Cette grandeur peut alors être exploitée par les modules de prédistorsion en ampli-
tude et en phase pour réaliser les caractéristiques de transfert du linéariseur préalablement
établies.
2.2.1.2 Le module de prédistorsion en amplitude
Le rôle du module de prédistorsion en amplitude est de transformer l’amplitude
du signal d’entrée en fonction de la valeur de sa puissance moyenne. Le rapport entre
l’amplitude du signal en sortie de ce module et la puissance moyenne en entrée a été dé-
terminé par l’intermédiaire de la méthode présentée au chapitre II.1. Rappelons que, dans
l’objectif de réaliser les fonctions de transfert du système “Linéariseur + Amplificateur”
présentées dans ce même chapitre, le module de prédistorsion en amplitude joue un rôle
d’atténuateur fonction de la puissance moyenne du signal d’entrée.
Le module de prédistorsion en amplitude doit donc extraire de la valeur de la puis-
sance moyenne du signal d’entrée, issue du détecteur de puissance présenté au chapitre
précédent, le facteur d’atténuation correspondant, puis appliquer ce facteur d’atténua-
tion au signal d’entrée. Pour réaliser cette atténuation à facteur variable, le choix est fait
d’utiliser un amplificateur à gain variable (ou VGA pour Variable Gain Amplifier) en
atténuateur à facteur d’atténuation variable. Un module de commande, introduit entre
le détecteur de puissance et la commande du VGA, permet d’appliquer le bon coefficient
d’atténuation en fonction de la puissance moyenne du signal d’entrée et de la caractéris-
tique de transfert AM/AM du linéariseur préalablement établie. La figure II.2.4 représente
la structure du module de prédistorsion en amplitude imaginée.
La figure II.2.5 précise, pour deux signaux d’amplitudes différentes, les étapes
permettant d’appliquer au VGA la commande de facteur d’atténuation correct, en relation
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Signal
Détecteur
de puissance
Commande
Pmoy → GV GA
VGA
Prédistorsion
en amplitude
Figure II.2.4 – Module de prédistorsion en amplitude
avec le tableau II.1.3 décrivant la caractéristique AM/AM du linéariseur présenté au
chapitre précédent. Le tableau contient uniquement les puissances d’entrée Pe,Lin et de
sortie Pe,HPA du module de prédistorsion en amplitude ; l’atténuation GV GA est le rapport
des deux grandeurs : pour tout i ∈ J1;NK,GV GA(i) = Pe,HPA(i)/Pe,Lin(i). Le raisonnement
1’→ 2’→ 3’→ 4’ est identique au raisonnement 1→ 2→ 3→ 4 mais pour un signal de
plus grande amplitude. Les différentes étapes sont :
— 1 (ou 1’ ) Détection de la puissance d’entrée ;
— 2 (ou 2’ ) Détermination de la puissance moyenne correspondante dans le
tableau II.1.3 ;
— 3 (ou 3’ ) Détermination du gain correspondant dans le tableau II.1.3 ;
— 4 (ou 4’ ) Application de la commande d’atténuation correspondante au VGA.
1
1’
4
4’
2
2’
Pe,Lin Pe,HPA GV GA
Pe,Lin(1) Pe,HPA(1) GV GA(1)
... 3
...
Pe,Lin(k) Pe,HPA(k) GV GA(k)
...
...
...
Pe,Lin(l) Pe,HPA(l) GV GA(l)
... 3’
...
Pe,Lin(N) Pe,HPA(N) GV GA(N)
Détecteur
de puissance
Commande
Pmoy → GV GA
VGA
Détecteur
de puissance
Commande
Pmoy → GV GA
VGA
Figure II.2.5 – Etapes de la prédistorsion en amplitude permettant
d’appliquer au VGA le facteur d’atténuation correcte. Le raisonnement
1’→ 2’→ 3’→ 4’ est identique au raisonnement 1 → 2 → 3 → 4 mais
pour un signal de plus grande amplitude
Toutefois, pour que la prédistorsion soit correcte, il est nécessaire que le facteur
d’atténuation soit appliqué au signal d’entrée correspondant (et non à un signal ayant
une puissance moyenne différente). Or le détecteur de puissance requiert au moins une
période du signal d’entrée avant de fournir une information correcte. De la même manière,
la conversion Pmoy → GV GA requiert un certain temps pour être réalisée (à déterminer lors
de la réalisation du module). Ainsi, pour que la consigne et le signal aux entrées du VGA
correspondent au même symbole, il est nécessaire de retarder le signal entre l’entrée du
système et l’entrée du VGA, d’un temps égal à la somme du temps nécessaire au circuit
détecteur de puissance à fournir une donnée correcte et du temps de conversion Pmoy →
GV GA. Finalement, une structure détaillée plus aboutie du module de prédistorsion en
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amplitude est présentée sur la figure II.2.6.
Signal
Détecteur
de puissance
Commande
Pmoy → GV GA
Retard VGA
Prédistorsion
en amplitude
Figure II.2.6 – Module de prédistorsion en amplitude avec retard
2.2.1.3 Le module de prédistorsion en phase
Le rôle du module de prédistorsion en phase est de transformer la phase du signal
d’entrée en fonction de la valeur de sa puissance moyenne. Le rapport entre la phase
du signal en sortie de ce module et la puissance moyenne en entrée a été déterminé par
l’intermédiaire de la méthode présentée au chapitre II.1.
Le module de prédistorsion en amplitude doit donc extraire de la valeur de la puis-
sance moyenne du signal d’entrée, issue du détecteur de puissance présenté au chapitre
précédent, le déphasage correspondant, puis appliquer ce déphasage au signal d’entrée.
Pour réaliser ce déphasage variable, le choix est fait d’utiliser un déphaseur à commande
variable. Un module de commande, introduit entre le détecteur de puissance et la com-
mande du déphaseur, permet d’appliquer le bon déphasage en fonction de la puissance
moyenne du signal d’entrée et de la caractéristique de transfert AM/PM du linéariseur
préalablement établie. La figure II.2.7 représente la structure du module de prédistorsion
en amplitude imaginée.
Signal
Détecteur
de puissance
Commande
Pmoy → φ
Déphaseur
Prédistorsion
en phase
Figure II.2.7 – Module de prédistorsion en phase
La figure II.2.8 précise, pour deux signaux d’amplitudes différentes, les étapes per-
mettant d’appliquer au déphaseur la commande de déphasage correct, en relation avec le
tableau II.1.3 décrivant la caractéristique AM/PM du linéariseur présenté au chapitre pré-
cédent. Le raisonnement 1’→ 2’→ 3’→ 4’ est identique au raisonnement 1→ 2→ 3→ 4
mais pour un signal de plus grande amplitude.
— 1 (ou 1’ ) Détection de la puissance d’entrée ;
— 2 (ou 2’ ) Détermination de la puissance moyenne correspondante dans le
tableau II.1.3 ;
— 3 (ou 3’ ) Détermination du déphasage correspondant dans le tableau II.1.3 ;
— 4 (ou 4’ ) Application de la commande de déphasage correspondante au dé-
phaseur.
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1
1’
4
4’
2
2’
Pe,Lin φ
Pe,Lin(1) φ(1)
... 3
...
Pe,Lin(k) φ(k)
...
...
Pe,Lin(l) φ(l)
... 3’
...
Pe,Lin(N) φ(N)
Détecteur
de puissance
Commande
Pmoy → φ
Déphaseur
Détecteur
de puissance
Commande
Pmoy → φ
Déphaseur
Figure II.2.8 – Etapes de la prédistorsion en phase permettant d’appliquer
au déphaseur la consigne de déphasage correcte. Le raisonnement
1’→ 2’→ 3’→ 4’ est identique au raisonnement 1 → 2 → 3 → 4 mais
pour un signal de plus grande amplitude
De la même façon que pour la prédistorsion en amplitude, la commande de dépha-
sage et le signal en entrée du déphaseur à un instant donné doivent correspondre au même
symbole. Un retard doit donc également être implanté dans la structure de prédistorsion
en phase. La figure II.2.9 représente cette structure.
Signal
Détecteur
de puissance
Commande
Pmoy → φ
Retard Déphaseur
Prédistorsion
en phase
Figure II.2.9 – Module de prédistorsion en phase avec retard
2.2.2 Architecture finale
Ce paragraphe présente une architecture de linéariseur intégrant les deux modules
de prédistorsion des figures II.2.6 et II.2.9 connectés en série selon la figure II.2.2. Il est
cependant possible de réaliser une architecture plus innovante que le simple chaînage des
deux modules de prédistorsion en amplitude et en phase tels qu’ils sont décrits dans les
paragraphes précédents.
En effet, le module de prédistorsion en phase ne modifie pas l’amplitude du signal
et donc n’altère pas sa puissance moyenne. Il est donc possible de s’affranchir de détecter la
puissance moyenne du signal en sortie du déphaseur et d’en injecter la sortie directement
sur l’entrée du VGA. Un unique détecteur de puissance peut ainsi servir aux deux modules
de commande Pmoy → GV GA et Pmoy → φ. Un circuit, générant un retard égal au temps
de transit du signal dans le déphaseur, doit tout de même être implanté entre le détecteur
de puissance et le module de commande Pmoy → GV GA. De cette manière, la consigne
générée par ce module correspond bien au signal transitant dans le VGA.
L’architecture du linéariseur à prédistorsion est détaillée sur la figure II.2.10.
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Prédistorsion
en phase
Prédistorsion
en amplitude
Signal
Détecteur
de puissance
Commande
Pmoy → φ
Retard 1 Déphaseur
Retard 2
Commande
Pmoy → GV GA
VGA
Signal
prédistordu
Figure II.2.10 – Architecture détaillée du linéariseur à prédistorsion proposé
dans ce tapuscrit
2.3 Simulation comportementale du linéariseur pro-
posé
L’architecture du linéariseur ayant été définie, elle a été modélisée sous Scilab 5.5.0
afin de valider l’ensemble des considérations présentées précédemment et ainsi montrer que
cette topologie permet bien de réaliser les corrections attendues. Sur le même principe, le
HPA a été modélisé par ses variations d’amplitude et de phase en fonction de la puissance
moyenne du signal à son entrée. Dans cette étude, la transposition, supposée transparente,
n’est ni représentée, ni simulée : le raisonnement s’effectue uniquement sur l’enveloppe du
signal. Par ailleurs, le comportement des différentes fonctions est idéal ; en particulier, le
détecteur de puissance et le déphasage ne génèrent pas de retard.
Pour simuler le linéariseur, il est nécessaire de définir précisément dans un premier
temps, les caractéristiques de transfert du détecteur de puissance, du VGA, du déphaseur
et des modules de commande Pmoy → GV GA et Pmoy → φ.
2.3.1 Caractéristiques de transfert des différentes fonctions du
linéariseur
2.3.1.1 Caractéristique du détecteur de puissance
Plusieurs familles de circuits permettent de générer un signal image de la puis-
sance moyenne d’un signal. Les circuits détecteurs de crête ou d’enveloppe fournissent
une information proportionnelle à l’amplitude maximale du signal ; les circuits détecteurs
de puissance renvoient, eux, une information proportionnelle à sa puissance moyenne. La
famille la plus représentée est celle des circuits détecteurs de puissance, à la fois dans la
littérature scientifique [95–97] et chez les grands fabricants de composants électroniques
(Linear Technology LT5534 ou LTC5582, Analog Devices AD8319 ou AD8364, etc.), cou-
vrant de larges gammes de fréquences et de grandes plages de gain. La majorité des
circuits fournissent une tension de sortie proportionnelle à la puissance moyenne du si-
gnal en dBm. C’est ce type de composant qui a été retenu pour la suite des travaux. Le
choix du modèle du composant est justifié au chapitre III.1.
A partir de ces considérations, il est possible de construire la caractéristique de
transfert du détecteur de puissance. Comme toutes les données dont nous disposons four-
nissent les puissances exprimées en W, la même convention a été choisie pour décrire la
caractéristique du détecteur. Pour chaque valeur de puissance moyenne d’entrée issue du
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tableau II.1.3, le circuit génère ainsi une tension Vpwr proportionnelle à cette dite puissance
d’entrée exprimée en dBm, selon le tableau II.2.1 :
Tableau II.2.1 – Tableau décrivant la caractéristique du détecteur de
puissance (apwr ∈ R+)
Pe,Lin (W) Vpwr (V)
Pe,Lin(i) Vpwr(i) = apwr(10log(Pe,Lin(i)) + 30)
Pe,Lin(1) Vpwr(1) = apwr(10log(Pe,Lin(1)) + 30)
Pe,Lin(2) Vpwr(2) = apwr(10log(Pe,Lin(2)) + 30)
...
...
Pe,Lin(N) Vpwr(N) = apwr(10log(Pe,Lin(N)) + 30)
Rappel : La puissance en dBm s’exprime à partir de la puissance en W selon :
PdBm = 10log( PW1mW ) = 10log(PW ) + 30.
2.3.1.2 Caractéristiques du déphaseur et du module de commande Pmoy → φ
Un circuit déphaseur configurable est utilisé pour réaliser la prédistorsion en phase.
La grande majorité des implantations de tels circuits repose sur l’utilisation de filtres
passe-tout [98–101]. Ces circuits ont un gain unitaire et une phase φ fonction de la valeur
de composants passifs (résistance R et condensateur C) selon l’équation 2.1 :
φ = 180◦ − 2Arctan(RCω0) (2.1)
avec ω0 la pulsation du signal d’entrée. Or il est possible d’implanter des composants
passifs contrôlables par l’intermédiaire d’une tension Vc,φ et dont la valeur est inversement
proportionnelle à ce signal. La phase s’écrit alors :
φ = 180◦ − 2Arctan(aφω0
Vc,φ
) (2.2)
avec aφ un paramètre dépendant du circuit.
A partir de ces considérations et du tableau II.1.3, il est possible de construire
la caractéristique de transfert du module de commande Pmoy → φ. Le module reçoit la
tension Vpwr en entrée et génère une tension Vc,φ selon le tableau II.2.2.
Tableau II.2.2 – Tableau décrivant la caractéristique du module de
commande Pmoy → φ
Vpwr (V) Vc,φ (V)
Vpwr(i) Vc,φ(i) = aφω0 ·
(
tan(φ(i)−180
o
2 )
)−1
Vpwr(1) Vc,φ(1) = aφω0 ·
(
tan(φ(1)−180
o
2 )
)−1
Vpwr(2) Vc,φ(2) = aφω0 ·
(
tan(φ(2)−180
o
2 )
)−1
...
...
Vpwr(N) Vc,φ(N) = aφω0 ·
(
tan(φ(N)−180
o
2 )
)−1
Inversement, naturellement, la caractéristique en phase du déphaseur, en fonction
de la puissance moyenne du signal à son entrée et de la tension de commande Vc,φ est
décrite par le tableau II.2.3.
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Tableau II.2.3 – Tableau décrivant la caractéristique de transfert du
déphaseur
Pe,Lin (W) φ (V)
Pe,Lin(i) φ(i) = 180◦ − 2Arctan( aφω0Vc,φ(i) )
Pe,Lin(1) φ(1) = 180◦ − 2Arctan( aφω0Vc,φ(1) )
Pe,Lin(2) φ(2) = 180◦ − 2Arctan( aφω0Vc,φ(2) )
...
...
Pe,Lin(N) φ(N) = 180◦ − 2Arctan( aφω0Vc,φ(N) )
2.3.1.3 Caractéristiques du VGA et du module de commande Pmoy → GV GA
Il existe de nombreux amplificateurs à gain variable dans la littérature scienti-
fique [102–104] ou chez de grands fabricants de composants électroniques (Analog Device
ADL5330 ou AD8330, Texas Instrument VCA82X ou LMH6502, NXP BGA7351, etc.),
couvrant de larges gammes de fréquences et de grandes plages de gain. Ces circuits ont
parfois un gain linéaire, mais plus généralement exponentiel en fonction du signal de
contrôle. Cette dernière solution, plus courante, est retenue pour la suite des travaux.
Une référence d’amplificateur à gain variable spécifique est choisie au chapitre III.1.
A partir de ces considérations et du tableau II.1.3, il est possible de construire la
caractéristique de transfert du module de commande Pmoy → GV GA. Le module reçoit la
tension Vpwr en entrée et génère une tension Vc,V GA proportionnelle au gain en dB que
doit réaliser le VGA, selon le tableau II.2.4.
Tableau II.2.4 – Tableau décrivant la caractéristique du module de
commande Pmoy → GV GA (aV GA ∈ R+)
Vpwr (V) Vc,V GA (V)
Vpwr(i) Vc,V GA(i) = aV GA · 10log(GV GA(i))
Vpwr(1) Vc,V GA(1) = aV GA · 10log(GV GA(1))
Vpwr(2) Vc,V GA(2) = aV GA · 10log(GV GA(2))
...
...
Vpwr(N) Vc,V GA(N) = aV GA · 10log(GV GA(N))
Rappel : Le gain en dB GdB s’exprime à partir du facteur d’amplification G selon :
GdB = 10log(G).
La puissance moyenne Pe,HPA du signal en sortie du VGA est fonction de la puis-
sance moyenne Pe,Lin du signal à son entrée et de la tension Vc,V GA selon le tableau II.2.5.
Tableau II.2.5 – Tableau décrivant la caractéristique de transfert du VGA
Pe,Lin (W) Pe,HPA (W)
Pe,Lin(i) Pe,HPA(i) = 10Vc,V GA(i)/(10aVGA)Pe,Lin(i)
Pe,Lin(1) Pe,HPA(1) = 10Vc,V GA(1)/(10aVGA)Pe,Lin(1)
Pe,Lin(2) Pe,HPA(2) = 10Vc,V GA(2)/(10aVGA)Pe,Lin(2)
...
...
Pe,Lin(N) Pe,HPA(N) = 10Vc,V GA(N)/(10aVGA)Pe,Lin(N)
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2.3.2 Déroulement de la simulation
A partir des tableaux II.2.1, II.2.2, II.2.3, II.2.4 et II.2.5, l’architecture présentée
sur la figure II.2.10 est modélisée et simulée selon la procédure suivante, schématisée sur
la figure II.2.11 :
— 1 un signal d’entrée sinusoïdal pur d’amplitude A(i) (et de puissance moyenne
Pe,Lin(i)) et de phase nulle est généré ;
— 2 sa puissance moyenne Pe,Lin(i) et la tension Vpwr(i) sont déterminées à partir
du tableau II.2.1 ;
— 3 la tension Vc,φ(i) est déterminée à partir du tableau II.2.2 et appliquée au
circuit déphaseur ;
— 4 le déphasage à appliquer au signal est déterminé à partir de sa puissance
moyenne, de la tension Vc,φ(i) et du tableau II.2.3. Un signal déphasé de φ(i)
est alors modélisé par un décalage temporel de ∆T = 2pifφ(i) ;
— 5 la tension Vc,V GA(i) est déterminée à partir du tableau II.2.4 et appliquée
au VGA ;
— 6 le VGA atténue le signal en fonction de la tension Vc,φ(i) et du tableau II.2.5.
A ce stade de la simulation, le signal généré est équivalent à un sinus prédistordu
en sortie de linéariseur. Il est alors appliqué au HPA :
— 7 le signal est déphasé en fonction de sa puissance moyenne et du tableau II.1.1.
Encore une fois, le déphasage est modélisé par un décalage temporel ;
— 8 le signal est amplifié en fonction de sa puissance moyenne et du tableau II.1.1.
Le signal, représentant un symbole linéarisé en sortie d’amplificateur, a une puis-
sance moyenne de Ps,HPA(i) et une phase de φ(i) + ψ(i).
Signal de sortie
Pmoy = Ps,HPA(i)
Phase = φ(i) + ψ(i)
Détecteur
de puissance
Signal d’entrée
Pmoy = Pe,Lin(i)
Phase = 0
Commande
Pmoy → φ
Déphaseur
Commande
Pmoy → GV GA
VGA
Modèle fonctionnel du linéariseur
Non-linéarités
en phase
Non-linéarités
en amplitude
Modèle fonctionnel du HPA3 5
1
2
4
6 7 8
Signal prédistordu
Pmoy = Pe,HPA(i)
Phase = φ(i)
Figure II.2.11 – Topologie du système simulé représentant l’architecture de
la figure II.2.10
En répétant cette procédure 1→ . . . → 8 pour différentes amplitudes du signal
d’entrée, correspondant à différentes puissances moyennes, il est possible de construire les
caractéristiques AM/AM et AM/PM complètes du système “Linéariseur+Amplificateur”.
2.3.3 Résultats
Ce paragraphe présente les résultats de cette modélisation comportementale pour
l’amplificateur TEDCNES. Pour ne pas nuire à la lisibilité du tapuscrit, les résultats
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associés aux amplificateurs ARABSAT4 et TI9083-8 sont présentés dans l’annexe D.
La figure II.2.12 présente les caractéristiques de transfert des modules de com-
mande pour apwr = 1, aφ = 1, ω0 = 1 et aV GA = 1. Les différentes valeurs n’ont aucune
réalité physique ; seul l’aspect des courbes est important ici.
−20 −15 −10 −5
−5
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Vpwr (V)
V
c,
V
G
A
,V
c,
φ
(V
)
Vc,V GA
Vc,φ
Figure II.2.12 – Caractéristiques de transfert des modules de commande
Pmoy → GV GA et Pmoy → φ de l’amplificateur TEDCNES pour apwr = 1,
aφ = 1, ω0 = 1 et aV GA = 1
La figure II.2.13 représente les caractéristique AM/AM et AM/PM linéarisées (res-
pectivement à gauche et à droite) de l’amplificateur TEDCNES. Le gain et la phase sont
parfaitement constants.
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Figure II.2.13 – Simulation de l’architecture de la figure II.2.10 et
linéarisation de l’amplificateur de puissance TEDCNES
A gauche : caractéristiques de transfert AM/AM linéarisée
A droite : caractéristiques de transfert AM/PM linéarisée
Cette procédure donne naturellement un résultat parfait avec les caractéristiques
idéales des tableaux précédents. Il était néanmoins important, pour la suite des travaux,
de valider cette méthode (et le comportement du linéariseur) dans ce cadre, afin de pouvoir
l’exploiter avec des modules de commande non-idéaux mais implantables.
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2.4 Conclusion
Dans ce chapitre, une architecture de linéariseur à prédistorsion est proposée. Elle
permet de réaliser les opérations de linéarisation en amplitude et en phase indépendam-
ment. Il est démontré que cette architecture est capable de linéariser un amplificateur de
manière à obtenir les caractéristiques de sortie du système “Linéariseur + Amplificateur”
définies au chapitre précédent. Cette architecture sera caractérisée plus finement dans la
suite de ces travaux.
Dans le chapitre suivant est traitée la modélisation des modules de commande
Pmoy → GV GA et Pmoy → φ de l’architecture proposée sur la figure II.2.10. Leur précision
d’approximation des caractéristiques de transfert AM/AM et AM/PM du linéariseur et
leur reconfigurabilité sont deux critères fondamentaux pour le développement d’un sys-
tème de prédistorsion susceptible de linéariser plusieurs amplificateurs de puissance selon
les critères définis au chapitre II.1. Pour atteindre ces objectifs, une structure polyvalente
et adaptative est exploitée : les réseaux de neurones.
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CHAPITRE 3
Modélisation des caractéristiques de
prédistorsion par réseaux de neurones
Il existe de nombreuses techniques de modélisation de non-linéarités susceptibles
d’être utilisées dans le développement d’un linéariseur à prédistorsion. L’annexe B présente
les principales méthodes, leurs avantages et leurs inconvénients. Les réseaux de neurones y
apparaissent comme la solution la plus polyvalente et c’est pourquoi seules ces structures
sont étudiées dans ces travaux.
Ce chapitre présente ainsi l’exploitation des réseaux de neurones pour modéliser
les caractéristiques de transfert des modules de conversion Pmoy → GV GA et Pmoy → φ des
prédistorsions en amplitude et en phase d’un linéariseur présentés au chapitre II.2. Après
une brève description des réseaux de neurones et de leurs avantages dans le contexte de la
linéarisation d’amplificateurs de puissance, la simulation comportementale de ces struc-
tures polyvalentes démontre leur capacité à linéariser les trois amplificateurs présentés au
chapitre I.1.
3.1 Introduction aux réseaux de neurones
Les réseaux de neurones sont des architectures de calcul utilisées dans un grand
nombre d’applications. Ils sont ainsi exploités pour des opérations de classifications [10],
notamment de reconnaissance de forme (lecture automatique de codes postaux [105–
107], reconnaissance de visages [108,109], détection de formes [110,111]), de contrôle non
destructif (détection de défauts dans les rails par courant de Foucault [112]), de fouille de
données [113], etc. Les réseaux de neurones sont également utilisés pour des applications
nécessitant la modélisation de fonctions non-linéaires, telles que
— la recherche de lois générales régissant un système à partir d’un nombre limité de
données, afin d’en prévoir l’évolution (en météorologie, démographie ou finance
par exemple) ;
— le traitement de données afin de simplifier une prise de décision [114] ;
— la correction de transferts non linéaires [23, 27,28,79–83,115,116].
C’est dans ce dernier cadre qu’ils sont présentés et étudiés dans cette thèse.
3.1.1 Structure d’un réseau de neurones
3.1.1.1 Le neurone
Un neurone est une fonction non-linéaire, paramétrable, à valeurs bornées à une ou
plusieurs entrées et une sortie. Cette appellation est inspirée des neurones biologiques. La
figure II.3.1 représente à gauche un neurone biologique transmettant un signal électrique
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issu des dendrites vers l’axone. A droite, un neurone formel réalise, à partir de ses variables
d’entrées xi (i ∈ J1;nK) et de paramètres externes aj (j ∈ J1; kK) la fonction non-linéaire
bornée y = f(x1, x2, . . . , xn, a1, a2, ..., ak) [117,118].
Noyau
Dendrites
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f
x1
x2
xn
y
a1 a2 . . . am
Figure II.3.1 – Représentation d’un neurone biologique (à gauche) et d’un
neurone formel (à droite)
La fonction de transfert d’un neurone dépend à la fois de ses variables d’entrées
et de paramètres externes qui permettent d’ajuster la forme de la fonction non-linéaire.
L’intérêt des neurones réside dans leur association en réseau.
3.1.1.2 Les réseaux de neurones
Un réseau de neurones est l’association de plusieurs neurones, organisés de sorte
que les sorties du réseau réalisent une approximation d’une fonction spécifique en fonction
des entrées xi et des paramètres aj. Les sorties d’un réseau de neurones réalisent donc des
compositions de fonctions non-linéaires de ses entrées et de ses paramètres externes.
Il existe deux familles de réseaux de neurones : les réseaux bouclés et les réseaux
non-bouclés.
Un réseau de neurones non-bouclé (ou Feedforward Neural Network) peut être re-
présenté graphiquement par un ensemble de neurones connectés de sorte que l’information
ne transite au sein du réseau que des entrées vers les sorties, sans contre-réaction [10].
Les neurones effectuant les dernières opérations sont appelés neurones de sortie et consti-
tuent la couche de sortie. Les neurones placés entre les entrées et les neurones de sorties
sont appelés neurones cachés et sont organisés en plusieurs couches dites cachées. Les
neurones cachés sont en nombre variable et forment le cœur du réseau, effectuant des
calculs intermédiaires en parallèle. Plus ils sont nombreux, plus la puissance de calcul ou
la capacité du réseau à approcher une fonction spécifique est importante. Le nombre de
couches cachées est généralement limité à une ou deux, afin de faciliter la convergence des
algorithmes de mise à jour des paramètres aj détaillés dans l’annexe C.
Les réseaux non-bouclés sont dits statiques, car le temps nécessaire pour le calcul de
la fonction réalisée par chaque neurone est considéré comme négligeable et la modification
d’une (ou plusieurs) entrée(s) est répercutée en sortie de manière quasi-immédiate.
La figure II.3.2 représente un réseau de neurones non-bouclés à n entrées, une
couche cachée de Nj neurones et à Nm neurones de sortie. Il réalise Nm fonctions non-
linéaires de ses n variables d’entrée par composition des Nj fonctions des neurones cachés
[10]. Par souci de clarté, les paramètres externes ne sont pas représentés.
Les réseaux de neurones bouclés sont, eux, de plusieurs types, ayant tous en com-
mun, dans l’arrangement de leurs neurones, la présence d’un chemin qui part et revient
au même neurone. Tout réseau bouclé peut être représenté sous la forme d’un réseau
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Figure II.3.2 – Représentation d’un réseau de neurones non-bouclé à n
entrées, une couche cachée de Nj neurones et Nm neurones de sortie
non-bouclé ayant une contre-réaction de la sortie d’un neurone vers un neurone d’une
couche antérieure. A cause de cette contre-réaction, ces réseaux sont dits dynamiques.
Pour étudier un réseau de neurones bouclé, il est nécessaire d’étudier, dans un premier
temps, l’équivalent non-bouclé et, par conséquent, quel que soit le type de réseau élaboré,
l’étude des réseaux de neurones non-bouclés est fondamentale.
3.1.1.3 Apprentissage des réseaux de neurones
L’apprentissage d’un réseau de neurones est l’étape de calcul des paramètres per-
mettant au réseau d’approcher au mieux la fonction qu’il a à réaliser. Cette fonction peut
représenter un phénomène physique, chimique, biologique, économique, etc. parfaitement
modélisable par une ou des équations analytiques, ou seulement observable et décrit par
un nombre fini de valeurs expérimentales de sorties fonction de valeurs d’entrées judicieu-
sement choisies, sans que les relations les reliant ne soient connues ou définies.
Un apprentissage dit supervisé consiste à minimiser l’erreur entre un ensemble de
valeurs expérimentales et l’ensemble des valeurs de sortie du réseau de neurones associé,
calculé algébriquement en fonction de ses paramètres. Les réseaux de neurones à apprentis-
sage supervisé sont ainsi utilisés pour effectuer des approximations de fonctions définies
analytiquement, de la modélisation statistique ou de la régression de fonctions dont la
forme analytique est inconnue ou indéfinies expérimentalement.
Un apprentissage dit non-supervisé permet de regrouper des données selon des
critères de ressemblance inconnus a priori. Les réseaux de neurones à apprentissage non-
supervisé les plus étudiés et utilisés, en particulier dans le domaine de la visualisation ou
de l’analyse de données sont les cartes auto-organisatrices ou de Kohonen [10,119].
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3.2 Le choix d’une architecture de réseaux de neu-
rones dans le cadre de la linéarisation par pré-
distorsion
Dans l’optique de modéliser les caractéristiques de prédistorsion en amplitude
et en phase d’un linéariseur, les réseaux de neurones non-bouclés à apprentissage su-
pervisé représentent la solution la plus simple à mettre en œuvre et la plus robuste
[10, 28, 80, 82, 83, 115, 120]. Plus particulièrement, l’architecture de réseaux de neurones
non-bouclés à apprentissage supervisé appelée Perceptron Multi-Couches (ou MLP pour
Multi-Layers Perceptron), une des plus utilisées et des plus étudiées à l’heure actuelle,
est reconnue pour sa précision et a déjà été implantée avec succès [79–83, 121]. C’est
pourquoi le MLP est le modèle de réseau de neurones retenu pour la suite des travaux.
L’étude des réseaux de neurones dans le cadre de la modélisation de caractéristiques de
prédistorsion présentée dans la suite du chapitre est donc limitée aux réseaux non-bouclés
à apprentissage supervisé et au cas particulier du Perceptron Multi-Couches.
3.2.1 Les réseaux de neurones non-bouclés à apprentissage su-
pervisé
3.2.1.1 Propriétés fondamentales
Les réseaux de neurones à apprentissage supervisé ont pour propriété d’être des
approximateurs universels : toute fonction bornée suffisamment régulière peut être ap-
prochée uniformément, avec une précision arbitraire, dans un domaine fini de l’espace
de ses variables, par un réseau de neurones comportant une couche de neurones cachés
en nombre fini, possédant tous la même fonction d’activation, et un neurone de sortie
linéaire [122–124].
En outre, un réseau de neurones non-bouclés à apprentissage supervisé, entraîné
pour un nombre fini de couples (xi, y(xi)), a la capacité d’extrapoler les valeurs inter-
médiaires et de réaliser ainsi une fonction continue à partir de données discrètes. Cette
faculté est appelée généralisation. Même si cette propriété peut être la source d’erreurs
d’approximation par surajustement (voir Annexe C), les réseaux de neurones non-bouclés
à apprentissage supervisé restent d’excellents approximateurs sur un espace d’entrée bien
défini.
Les réseaux de neurones non-bouclés à apprentissage supervisé sont également
des approximateurs dits parcimonieux. A précision égale, ils nécessitent moins de para-
mètres ajustables que les approximateurs universels couramment utilisés (polynomiaux
par exemple). Plus précisément, le nombre de paramètres varie linéairement en fonction
du nombre de variables de la fonction à approcher, alors qu’il varie exponentiellement
pour la plupart des autres approximateurs [125].
Enfin, les réseaux des neurones non-bouclés à apprentissage supervisés peuvent être
utilisés de manière logicielle ou être intégrés matériellement, directement au sein d’une
application. Cette intégration peut se faire sous différentes formes : numérique, analogique,
optoélectronique ou mixte. Ces méthodes d’intégration sont davantage étudiées dans la
partie III.
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3.2.1.2 Contraintes d’utilisation
Les réseaux de neurones à apprentissage supervisé ayant la propriété d’approcher,
de manière parcimonieuse, toute fonction non-linéaire suffisamment régulière, il peut être
avantageux de les utiliser pour toute application nécessitant de trouver, par apprentissage,
une relation non-linéaire entre des données. Pour cela, les conditions suivantes doivent
nécessairement être remplies [10] :
— disposer d’échantillons de taille suffisamment grande et représentatifs ;
— s’assurer de l’intérêt réel d’un modèle non-linéaire pour l’application considérée ;
— s’assurer de l’utilité d’un réseau de neurones plutôt qu’un autre approximateur
de fonctions non-linéaires ;
— étudier l’implantabilité du réseau de neurones choisi s’il doit être intégré au
sein du système où il doit approcher un fonction spécifique.
Il peut être nécessaire de mettre en œuvre un pré-traitement des données si celles-ci
ne sont pas exploitables directement par le réseau de neurones, et/ou un post-traitement
pour que les sorties soient utilisables par le circuit suivant. Dans ce cas, il est nécessaire
d’évaluer la complexité des structures de mise en forme et l’impact sur les temps de calcul
du système complet et de remettre en perspective les deux dernières conditions.
Les réseaux de neurones non-bouclés à apprentissage supervisé représentent donc
bien une solution adaptée aux problématiques de modélisation de caractéristiques de
prédistorsion. En effet, les données à disposition sont de taille suffisamment grande et
représentative. De plus, les fonctions à modéliser sont, par principe, non-linéaires. En
outre, ils offrent, grâce à leur grande précision et leur caractère parcimonieux, des capacités
de modélisation supérieures aux autres approximateurs non-linéaires (voir Annexe B).
3.2.2 Le Perceptron Multi-Couches
3.2.2.1 Structure
Le Perceptron Multi-Couches est une architecture particulière de réseaux de neu-
rones non-bouclés à apprentissage supervisé, très utilisée, reconnue pour sa précision et
implantable [79–83]. Sa structure est représentée sur la figure II.3.3. Il est constitué d’un
neurone d’entrée, d’une couche cachée constituée de Nj neurones et d’un neurone de sortie
linéaire. Les neurones de la couche cachée, dont le nombre optimal est déterminé dans
la suite du chapitre, génèrent en sortie une fonction non-linéaire de leur entrée, pondérée
par un paramètre w1,i appelée “poids” ou “poids synaptique” (en relation avec les neu-
rones biologiques) et sommée à un paramètre b1,i appelé “biais”. La fonction non-linéaire,
appelée fonction d’activation, est généralement une fonction sigmoïdale telle que la tan-
gente hyperbolique. La fonction de transfert du Perceptron Multi-Couches représenté sur
la figure II.3.3 est ainsi :
y =
n∑
i=1
(
w2,i · tanh(w1,i ∗ x+ b1,i)
)
+ b2 (3.1)
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Figure II.3.3 – Structure d’un Perceptron Multi-Couches à fonction
d’activation sigmoïdale
3.2.2.2 Entraînement et fonction d’erreur au sens des moindres carrés
L’apprentissage des MLP utilisés dans la suite du tapuscrit est réalisé grâce à
l’algorithme de Levenberg-Marcquardt, présenté dans l’annexe C, qui permet de minimiser
la fonction d’erreur au sens des moindres carrés de la modélisation. En appelant xi (i ∈J1;NK) le vecteur contenant les N valeurs de puissance d’entrée du linéariseur, y(xi) le
vecteur contenant les valeurs de sorties (d’amplitude ou de phase), et g(xi, a1, a2, ..., ak)
le vecteur contenant la réponse du réseau de neurones à une puissance d’entrée xi, la
fonction d’erreur au sens des moindres carrés E – ou d’erreur quadratique moyenne – est :
E = 12
N∑
i=1
(
yi(xi)− g(xi, a1, a2, ..., ak)
)2
(3.2)
Dans l’annexe C, différents algorithmes d’apprentissage sont présentés. L’algo-
rithme de Levenberg-Marcquardt y est en particulier préconisé pour sa précision et sa
rapidité de convergence [10,126]. Les difficultés qui peuvent survenir lors des phases d’ap-
prentissage et les solutions à mettre en œuvre pour les pallier sont également détaillées
dans cette annexe.
La suite du chapitre présente l’exploitation des MLP dans le contexte de la li-
néarisation d’amplificateurs de puissance. Leur capacité à modéliser avec précision les
caractéristiques de commande du VGA et du déphaseur des trois amplificateurs présentés
au chapitre I.1 est démontrée. Une étape, appelée calibrage, permet ensuite de déterminer
le nombre optimal de neurones à intégrer dans la couche cachée. Enfin, le réseau de neu-
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rones ainsi élaboré est simulé au sein de l’architecture présentée sur la figure II.2.10 du
chapitre II.2 afin de valider cette architecture innovante de linéariseur par prédistorsion à
base de réseaux de neurones, capable de s’adapter à plusieurs amplificateurs de puissance.
3.3 Exploitation des réseaux de neurones pour la li-
néarisation d’amplificateurs de puissance
Sur l’architecture présentée sur la figure II.2.10, les réseaux de neurones jouent le
rôle des modules de commande Pmoy → GV GA et Pmoy → φ. Ils doivent donc approcher
les caractéristiques représentées dans les tableaux II.2.2 et II.2.4du chapitre précédent.
Dans ce paragraphe est déterminée la structure optimale des réseaux de neurones
en vue de modéliser ces caractéristiques et donc de réaliser un linéariseur à prédistorsion
performant, basé sur cette architecture. Des simulations de linéarisation intégrant des
réseaux de neurones démontrent ensuite l’efficacité de la structure proposée.
Dans cette étude, la dynamique des signaux en entrée ou en sortie des différents
circuits est normalisée à la plage [0; 1]. Il sera détaillé dans la partie III (présentant
la conception d’un démonstrateur de linéariseur), que, pour plus de souplesse dans le
développement, des structures spécifiques sont implantées entre les circuits afin d’adapter
les amplitudes de variations des signaux à chaque composant.
3.3.1 Modélisation des fonctions de transfert par réseau de neu-
rones
L’objectif premier de ce paragraphe est de démontrer qu’un réseau de neurones
judicieusement construit est capable de modéliser les six fonctions de transfert des circuits
de contrôle préalablement établies.
3.3.1.1 Calibrage du réseau de neurones
Dans un premier temps, il est nécessaire de calibrer les réseaux de neurones réali-
sant les fonctions de transfert des circuits de contrôle des prédistorsions en amplitude et
en phase. Le calibrage d’un réseau de neurones consiste à déterminer sa structure optimale
pour une application spécifique et à évaluer certaines contraintes que peuvent imposer les
fonctions à modéliser ou liées à une future implantation.
Dans le cadre de ces travaux, il est notamment important de limiter les valeurs
de poids et biais des réseaux de neurones pour anticiper les contraintes d’intégration du
circuit. Un compromis doit être établi. En effet, si un grand intervalle de variation offre
une meilleure précision d’approximation, il peut être difficile à implanter. Le calibrage
permettra donc de déterminer un intervalle de variation adéquat.
Par ailleurs, les courbes des figures II.2.12 (et des figures similaires dans l’an-
nexe D) révèlent le besoin de modéliser des caractéristiques avec une forte pente. Pour
ce faire, une fonction d’activation présentant localement une forte pente est nécessaire.
La fonction d’activation classique tanh(x) est donc modifiée en tanh(α · x) avec α une
constante supérieure à 1, déterminée grâce au calibrage. La pente maximale de la fonction
d’activation passe ainsi de 1 à α.
Une succession d’apprentissages a d’abord révélé que la convergence vers une so-
lution satisfaisante n’est pas possible pour des poids et biais variant sur un intervalle
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plus petit que [−1, 5; +1, 5], pour un réseau constitué de moins de 4 neurones et pour un
paramètre α inférieur à 3. Partant de ce constat, une étude statistique, présentée dans
l’annexe D, a alors permis de déterminer un compromis entre précision de modélisation
(au sens des moindres carrés), dynamique de variation des poids et biais, taille du réseau
et paramètre α pour l’approximation des six caractéristiques de transfert des réseaux de
neurones. Ainsi, la structure de réseaux de neurones retenue pour la suite des travaux est
un réseau comprenant 8 neurones sur sa couche cachée, une fonction d’activation avec une
pente α = 4 et des poids et biais variant sur l’intervalle [−2; +2].
3.3.1.2 Simulation comportementale d’un linéariseur par prédistorsion à base
de réseaux de neurones
La topologie développée au chapitre précédent est employée pour valider l’ar-
chitecture de linéariseur à base de réseaux de neurones. Les modules de commande
Pmoy → GV GA et Pmoy → φ sont ainsi remplacés par des réseaux de neurones. Comme au
chapitre précédent, seuls les résultats relatifs à l’amplificateur TEDNCES sont détaillés.
Les résultats relatifs aux deux autres HPA sont présentés dans l’annexe D.
La première étape consiste à entraîner les réseaux de neurones à approcher les
caractéristiques des modules de commande préalablement normalisées. La figure II.3.4
représente à gauche des résultats d’apprentissage de réseaux et à droite l’erreur de l’ap-
proximation par rapport à la caractéristique idéale. L’erreur d’approximation est faible
pour de faibles valeurs d’entrée, et augmente près de la singularité pour atteindre près de
10% pour l’approximation de la caractéristique Pmoy → φ.
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Figure II.3.4 – Modélisation par réseaux de neurones des caractéristiques des
modules de commande Pmoy → GV GA et Pmoy → φ associé à l’amplificateur
TEDNCES
Les différents poids et biais issus des entraînements ci-dessus sont mémorisés pour
simuler l’architecture de la topologie de la figure II.2.11. La figure II.3.5 illustre les ré-
sultats de linéarisation par prédistorsion avec modélisation des fonctions de transfert
par réseau de neurones et l’écart par rapport à la solution idéale pour l’amplificateur
TEDCNES. La linéarité des caractéristiques de sortie en amplitude et en phase du sys-
tème “Linéariseur + Amplificateur” est fortement améliorée par rapport à l’utilisation
du HPA seul : l’erreur relative en amplitude est inférieure à 3% et l’erreur de phase ne
dépasse pas 1,2◦. L’architecture de linéariseur à base de réseau de neurones proposée se
révèle donc très efficace pour linéariser l’amplificateur TEDCNES. L’annexe D montre
qu’elle est également efficace pour linéariser les amplificateurs ARABSAT4 et TI9083-8,
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avec dans chaque cas, moins de 1% d’erreur relative en amplitude et moins de 0.5◦ d’erreur
de phase.
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Figure II.3.5 – Simulation de l’architecture de la figure II.2.10 et linéarisation
de l’amplificateur de puissance TEDCNES à l’aide de réseaux de neurones
En haut à gauche : caractéristiques de transfert AM/AM simulée (trait plein
bleu), idéale (pointillés noirs) et de l’amplificateur seul (pointillés bleus)
En haut à droite : erreur de linéarisation en amplitude
En bas à gauche : caractéristiques de transfert AM/PM simulée (trait plein
rouge) et idéale (pointillés noirs)
En bas à droite : erreur de linérisation en phase
3.4 Conclusion
Ce chapitre a présenté dans un premier temps les réseaux de neurones en général,
et leurs principales propriétés. En concentrant le propos sur le Perceptron Multi-Couches,
architecture de réseau de neurones reconnue pour sa précision et sa facilité de mise en
œuvre pour la modélisation de fonctions non-linéaires, un réseau de neurones a été calibré
afin de modéliser les fonctions de transfert des modules de commande Pmoy → GV GA et
Pmoy → φ présentés sur l’architecture de linéariseur de la figure II.2.10. Ce même réseau a
alors été entraîné et simulé au sein de cette architecture et a permis de mettre en évidence
les capacités de l’architecture de linéariseur par prédistorsion à base de réseau de neurones
à linéariser différents amplificateurs de puissance.
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Cette partie a présenté dans un premier temps une technique innovante de déter-
mination des caractéristiques de transfert d’un linéariseur à partir des caractéristiques
expérimentales d’un amplificateur de puissance uniquement. Ce procédé, rapide et précis,
a fait l’objet d’un brevet déposé durant cette thèse [94].
Une étude d’architecture de linéariseur à prédistorsion a ensuite été menée. Une
organisation en série des modules de prédistorsion a été retenue et cette structure a été
simulée pour mettre en évidence ses capacités à linéariser efficacement différents amplifi-
cateurs de puissance.
Enfin, les réseaux de neurones, reconnus pour leur qualité d’approximateurs univer-
sels parcimonieux, ont été retenus pour modéliser les modules de commande Pmoy → GV GA
et Pmoy → φ introduits au chapitre précédent. Après une étape de calibrage, des simula-
tions ont démontré l’efficacité de la linéarisation de plusieurs amplificateurs de puissance
grâce à l’architecture proposée et à l’utilisation des réseaux de neurones.
La partie suivante présente en détails la conception d’un démonstrateur de l’archi-
tecture imaginée ci-dessus.
Troisième partie
CONCEPTION D’UN
DÉMONSTRATEUR DE LINÉARISEUR
PAR PRÉDISTORSION
Cette partie présente le développement d’un démonstrateur de linéariseur suivant
l’architecture imaginée dans la partie précédente.
Le choix des différents circuits électroniques mis en jeu dans le démontrateur de
linéariseur par prédistorsion à base de réseaux de neurones est d’abord justifié.
Notamment, la nécessité de concevoir un Circuit Intégré Spécifique (ou ASIC pour
Application Specific Integrated Circuit) contenant les réseaux de neurones analogiques et
un circuit déphaseur configurable est mise en évidence. Le choix de la technologie AMS
CMOS 0,35µm est d’abord expliqué, puis les équations de fonctionnement des transistors
sont rappelées et quelques structures élémentaires à base de transistors sont présentées.
L’implantation d’un réseau de neurones analogique et d’un circuit déphaseur confi-
gurable est alors décrite. Ensuite, la conception des réseaux de neurones et du déphaseur
est détaillée.
Enfin, la simulation des circuits développés permet de mettre en évidence leurs
capacités à modéliser les fonctions décrites dans les chapitres précédents et leur aptitude
à répondre à nos besoins.
CHAPITRE 1
Présentation du circuit électronique de
prédistorsion
Ce chapitre présente la réalisation physique du linéariseur dont l’architecture est
décrite dans le chapitre II.3 et rappelée sur la figure III.1.1. L’objectif est de concevoir
un démonstrateur afin de valider les techniques de linéarisation proposées. Ainsi, aucune
contrainte de consommation ou d’embarquabilité n’est prise en compte.
Prédistorsion
en phase
Prédistorsion
en amplitude
Signal
Détecteur
de puissance
Réseau
de neurones
Retard 1 Déphaseur
Retard 2
Réseau
de neurones
VGA
Signal
prédistordu
Figure III.1.1 – Architecture du linéariseur à concevoir
Dans un premier temps, les propriétés générales (fréquence, dynamique) du signal
à prédistordre sont exposées. Ensuite, et en conformité avec ces propriétés, les choix
des composants électroniques réalisant les différentes fonctions sont justifiés : certaines
tâches seront accomplies à l’aide de composants du commerce, alors qu’un circuit intégré
dédié sera développé pour les réseaux de neurones et le déphaseur. Une présentation plus
approfondie sur les techniques d’intégration des réseaux de neurones et de leur système
de mise à jour est également proposée. En outre, les propriétés des signaux de contrôle
(en entrée et sortie des réseaux de neurones notamment) sont décrites, et d’éventuels
circuits de mise en forme de ces signaux, permettant notamment d’adapter la dynamique
ou le niveau de polarisation entre les différentes fonctions du linéariseur, sont mis en
place. Enfin, une architecture haut niveau de l’ASIC est présentée, mettant en lumière les
différentes fonctions implantées et leurs interconnexions.
1.1 Propriétés du signal à prédistordre
Le signal en entrée du linéariseur est un signal analogique sinusoïdal, d’amplitude
et de phase variables, représentant une modulation en amplitude et/ou en phase. Ce
paragraphe présente les principales propriétés de ce signal à prédistordre.
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1.1.1 Fréquence du signal
Le chapitre II.2 précise qu’il est impossible de dissocier les prédistorsions en am-
plitude et en phase à hautes fréquences et que, par conséquent, l’architecture de la fi-
gure III.1.1 n’est réalisable qu’à fréquence intermédiaire ou en bande de base. Sa réalisa-
tion et sa mise en œuvre étant plus aisées en bande de base, c’est dans ce cadre qu’est
conçu le démonstrateur du linéariseur. En particulier, nous nous fixons l’objectif de pou-
voir transmettre des informations à une vitesse de 200Mbp/s (200 millions de bits par
seconde) avec une modulation 16-QAM. Dans cette modulation, 4 bits sont transmis à
chaque symbole. En supposant qu’un symbole corresponde à au moins une période de
signal, la fréquence minimale du signal à prédistordre est donc fS =
200Mbp/s
4b = 50MHz
et sa période est TS = 20ns.
1.1.2 Dynamique du signal
Un des objectifs des travaux de ce tapuscrit est la conception d’un linéariseur
capable de s’adapter à plusieurs amplificateurs de puissance, et en particulier aux trois
amplificateurs présentés au chapitre I.1. Le linéariseur doit ainsi être en mesure de linéari-
ser la caractéristique de ces trois amplificateurs pour un signal dont la puissance moyenne
varie de 0 à Pe,sat. Or, selon l’amplificateur étudié, la valeur de Pe,sat, déterminée lors
de la caractérisation de l’amplificateur, varie sur plus de deux décades. En conséquence,
l’amplitude maximale du signal en entrée du linéariseur (ou du HPA) Amax,HPA, en ra-
cine carrée de Pe,sat, varie sur plus d’une décade. Le tableau III.1.1 fournit, pour chaque
amplificateur, sa puissance moyenne de saturation en entrée et l’amplitude maximale du
signal correspondante, en supposant une charge d’amplificateur de 50Ω.
Tableau III.1.1 – Puissance moyenne de saturation en entrée et amplitude
maximale du signal correspondante en fonction de l’amplificateur étudié, pour
une charge de 50Ω
Amplificateur Pe,sat Amax,HPA
TI9083-8 61, 7mW 1, 76V
TEDCNES 698µW 187mV
ARABSAT4 299µW 122mV
Utiliser des composants ou concevoir des circuits efficaces sur de telles dynamiques
peut être difficile. Afin de s’affranchir de cette contrainte, l’amplitude maximale que peut
atteindre le signal à prédistordre dans le linéariseur est fixée. La valeur de cette amplitude
maximale, notée Amax,Lin est déterminée plus loin dans ce chapitre en fonction des capa-
cités des différents circuits impliqués dans le linéariseur. Afin d’ajuster la dynamique du
signal en entrée du linéariseur à Amax,Lin, un amplificateur à gain variable est ajouté en
amont du linéariseur et son facteur d’amplification est GAjust =
Amax,Lin
Amax,HPA
. Afin d’ajuster
ensuite la dynamique du signal en sortie du linéariseur à la dynamique admissible par
l’amplificateur de puissance, un second amplificateur à gain variable est ajouté en aval
du linéariseur et son facteur d’amplification est G′Ajust =
Amax,HPA
Amax,Lin
= 1
GAjust
, soit, en
dB, G′ dBAjust = −GdBAjust. Un des amplificateurs joue en réalité un rôle d’atténuateur et son
facteur d’atténuation est l’inverse du facteur d’amplification de l’autre amplificateur. La
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figure III.1.2 représente l’implantation proposée dans ce paragraphe pour fixer l’amplitude
maximale du signal dans le circuit de linéarisation. La valeur de cette amplitude maximale
est déterminée plus loin dans le tapuscrit.
Signal d’amplitude
max. AHPAmax variable
GdBAjust
Signal d’amplitude
max. ALinmax fixe
Linéariseur
Signal d’amplitude
max. ALinmax fixe −GdBAjust
Signal d’amplitude
max. AHPAmax variable
Figure III.1.2 – Implantation proposée permettant de fixer l’amplitude
maximale du signal dans le circuit de linéarisation
1.2 Choix des circuits électroniques
Outre les deux amplificateurs à gain variable à intégrer dans le circuit complet
du linéariseur, présentés dans le paragraphe précédent, le système de prédistorsion est
constitué de retards, d’un détecteur de puissance, de deux réseaux de neurones, d’un
amplificateur à gain variable et d’un déphaseur. Tous ces circuits doivent fonctionner à
une fréquence au moins égale à 50MHz. Afin d’éviter les conversions analogique-numérique
et numérique-analogique 1, le bruit et les imprécisions qui en résultent, les composants
choisis traitent et sont contrôlés par, dans la mesure du possible, des signaux analogiques.
1.2.1 Les circuits de retard
Le principe de ces circuits est de retarder le signal d’une période avant qu’il ne soit
appliqué au déphaseur. Pour un signal à 50MHz, le circuit doit donc générer un retard de
20ns.
Plusieurs solutions analogiques existent pour réaliser ce retard. L’entreprise muRata
propose par exemple des circuits de petites dimension générant des retards 1ns à 10ns à
2% près. La mise en cascade de plusieurs composants permet ainsi de générer n’importe
quel retard supérieur à 1ns. Une autre méthode, simple mais encombrante, est l’utilisa-
tion d’une grande longueur de câble coaxial (quelques mètres, en fonction du câble choisi).
Pour la réalisation d’un démonstrateur, cette solution est aisée à mettre en œuvre et peut
donc tout de même être retenue.
1.2.2 Le détecteur de puissance
Comme le stipule le chapitre II.2, plusieurs fabricants de circuits intégrés pro-
posent des circuits détecteurs de puissance, robustes et dont l’efficacité et la précision
sont démontrées.
Un détecteur de crête est adapté à nos spécifications s’il a une bande passante
supérieure à 50MHz. Le circuit Analog Devices AD8317 a une bande passante comprise
entre 1MHz et 10Ghz et un temps de réponse inférieur à 16ns pour une variation de
puissance de signal d’entrée de 80% sur la gamme de puissance d’entrée admissible. Il
peut donc être retenu pour la réalisation du linéariseur.
1. désignées respectivement A/N et N/A dans la suite du tapuscrit
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Notons que l’emploi de ce circuit conditionne en partie l’amplitude maximale ALinmax
que le signal en entrée du linéariseur peut atteindre. En effet, le détecteur de puissance
n’est exploitable que sur l’intervalle de puissance d’entrée pour lequel la tension en sor-
tie est linéaire. En particulier, en tolérant une erreur de linéarité de 0, 5dB, le circuit
AD8317 fournit une réponse linéaire jusqu’à une puissance moyenne du signal d’entrée de
-4dBm. Cette puissance correspond ainsi à la puissance moyenne de saturation dans le
linéariseur. A 50MHz, le circuit AD8317 présente intrinsèquement une impédance d’entrée
d’environ 2, 5kΩ, et le signal d’entrée peut donc atteindre une amplitude maximale de 1V.
Néanmoins, le circuit tolère l’ajout d’une résistance extérieure pour adapter l’impédance
d’entrée à celle de sortie du circuit en amont et optimiser la dynamique du signal de sortie
en fonction de la variation maximale de la puissance moyenne du signal d’entrée.
1.2.3 Les amplificateurs à gain variable
1.2.3.1 L’amplificateur à gain variable associé à la prédistorsion en amplitude
Le chapitre II.2 présente plusieurs amplificateurs à gain variable, pilotés par une
tension analogique, disponibles auprès de grands fabricants de circuits intégrés.
Le VGA retenu doit être en mesure de réaliser toutes les variations de gain néces-
saires pour réaliser les prédistorsions en amplitude des trois amplificateurs étudiés sont
également présentées. Dans notre étude, la variation la plus forte concerne l’amplificateur
ARABSAT4, de −8dB à 0dB. Un VGA répond à nos critères de conception s’il admet
une amplitude de gain supérieure à 8dB.
En outre, il doit présenter une bande passante supérieure à 50MHz. Un autre
critère doit également être pris en compte : la commande de gain est susceptible d’être
modifiée tous les TS et l’amplitude de la sortie de l’amplificateur à gain variable doit être
modifiée en conséquence en un temps le plus court possible, très inférieur à TS, pour que
la prédistorsion en amplitude soit effective.
Parmi les circuits cités, le circuit Texas Instruments LMH6502 répond à tous ces
critères : sa bande passante est de 130MHz, son gain (en dB) est linéairement contrôlable
de −40dB à +10dB, et sa réponse à une modification de la commande de gain est de
4, 8dB/ns (soit moins de 2ns pour une variation de 8dB). Ce composant peut donc être
retenu pour la réalisation du linéariseur.
1.2.3.2 Les amplificateurs à gain variable d’adaptation de dynamique d’en-
trée et sortie
Contrairement à l’amplificateur associé à la prédistorsion en amplitude, les am-
plificateurs à gain variable chargés d’adapter les dynamiques des signaux d’entrée et de
sortie et présentés sur la figure III.1.2, ne présentent pas de contraintes de rapidité. Ainsi,
chaque circuit ayant une bande passante supérieure à 50MHz et pouvant réaliser une
amplification ou une atténuation est exploitable.
A ce titre, le circuit Analog Device ADL5330 est adéquat car il permet à la fois une
amplification jusqu’à 20dB et une atténuation, symétriquement, jusqu’à −20dB, pour une
tension de contrôle linéaire sur toute cette plage de variation. L’amplitude maximale du
signal dans le linéariseur Amax,Lin peut ainsi se situer entre 176mV (atténuation maximale
pour l’amplificateur TI9083-8) et 1, 22V (amplification maximale pour l’amplificateur
ARABSAT4).
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1.2.4 Le déphaseur
Il n’existe pas, dans le commerce, de composant déphaseur fonctionnant à 50MHz
et ayant une amplitude de déphasage supérieure à 40◦ comme le requiert l’amplificateur
TEDCNES. Un circuit déphaseur analogique, répondant à ces critères, devra donc être
développé. Toutefois, une réalisation à base de composants discrets aurait un rapport
signal sur bruit et donc une finesse de linéarisation dégradés et la fréquence de fonction-
nement serait difficilement atteignable en raison des composants passifs parasites liés aux
entrées/sorties des différents éléments. Le déphaseur sera donc intégré dans un ASIC. La
conception de ce circuit est présenté au chapitre III.4.
1.2.5 Les réseaux de neurones
De la même façon, il n’existe pas, dans le commerce, de réseaux de neurones ayant
une fréquence de fonctionnement d’au moins 50MHz et construit selon la structure de
MLP présentée au chapitre II.3.
Il existe toutefois plusieurs techniques pour intégrer un réseau de neurones maté-
riellement au sein d’une application et il est d’ores et déjà possible de déterminer la plus
adaptée à notre problématique.
1.2.5.1 Intégration numérique
Actuellement, la majorité des réseaux de neurones intégrés existant est numérique.
L’implantation numérique présente l’avantage d’être bien maîtrisée, simple et rapide à
réaliser, parfaitement reproductible et surtout reconfigurable, ce qui peut se révéler être un
avantage précieux lors de la mise en œuvre au sein d’un système. De plus, le développement
et la fabrication sont facilités par l’existance d’importantes bibliothèques de fonctions
optimisées. Enfin, les systèmes de mise à jour des paramètres des réseaux de neurones sont
en grande majorité numériques et aucune conversion A/N ou N/A n’est donc requise.
Toutefois, une implantation numérique limite la fréquence de traitement et im-
plique une consommation importante, fonction de la fréquence d’horloge choisie. En outre,
la simple réalisation d’une cellule de base demande un grand nombre de transistors, en
particulier si une grande précision de traitement sur l’ensemble de définition des entrées est
souhaitée. Enfin, dans le cas d’un système traitant des signaux analogiques à 50MHz, des
convertisseurs analogique-numérique et numérique-analogique rapides doivent être inté-
grés, ce qui entraîne une consommation encore plus importante, une vitesse de traitement
limitée et surtout une diminution de la précision.
De nombreuses implantations numériques de réseaux de neurones ont été propo-
sées dans la littérature scientifique [108, 127–132], majoritairement de type Perceptron
Multi-Couches. Les additionneurs et multiplieurs, souvent synthétisés à partir de biblio-
thèque déjà existantes et optimisées, sont rarement détaillés. La fonction d’activation –
et sa dérivée, nécessaire aux algorithmes d’apprentissage – font en revanche l’objet de
nombreuses études [128–131, 133]. L’objectif est de concilier le caractère continu de l’ap-
proximation d’un réseau de type MLP tout en approchant le plus finement possible la
caractéristique d’une fonction sigmoïdale. De la fonction la plus simple de type échelon
ou rampe aux approximations non-linéaires par morceaux et développements limités de la
fonction sigmoïdale à un ordre plus ou moins élevé, de nombreuses fonctions d’activation
ont été intégrées numériquement. Néanmoins, plus l’approximation doit être fine, plus le
nombre de circuits numériques à synthétiser est important. En conséquence, le nombre
73
III.1. PRÉSENTATION DU CIRCUIT ÉLECTRONIQUE DE PRÉDISTORSION
de ressources mobilisées et la puissance consommée augmentent, tandis que la vitesse de
traitement et la bande passante du système complet diminuent.
1.2.5.2 Intégrations analogique et mixte
Bien qu’ils soient moins représentés que leur pendant numérique, les réseaux de
neurones analogiques présentent de nombreux avantages. D’abord, les cellules analogiques
traitent les données plus rapidement que les équivalents numériques. Un système analo-
gique a donc une bande passante plus importante qu’un circuit numérique. Ensuite, une
implantation analogique garantit la continuité des signaux traités sur l’intégralité de l’in-
tervalle de travail. Enfin, le nombre de transistors utilisés pour synthétiser une cellule
analogique est nettement plus faible. A titre de comparaison, la réalisation d’une fonction
d’activation sigmoïdale analogique nécessite un nombre de transistors de l’ordre de la di-
zaine, quand, en numérique, même une approximation grossière de la fonction nécessite
des centaines de blocs logiques. Le choix d’une implantation analogique permet donc de
diminuer la surface de silicium utilisée et la consommation pour une précision identique.
Donc, pour le long terme, lorsque les contraintes d’embarquabilité seront prises en compte,
ce type d’intégration sera très avantageux.
En revanche, un inconvénient majeur d’une implantation analogique est la non-
reconfigurabilité de la structure : une fois le circuit intégré ou le circuit imprimé développé,
il n’est plus possible d’effectuer d’importantes modifications sur l’architecture du réseau
de neurones.
Certaines implantations de réseaux de neurones intègrent un système d’apprentis-
sage analogique, afin d’entraîner le réseau directement au sein de l’application [134–136].
Cette technique permet de minimiser les erreurs de tension de décalage et de diminuer la
consommation du circuit. Mais les mémoires analogiques sont nettement moins robustes
que les méthodes de stockage numériques et, en conséquence, la plupart des réseaux ana-
logiques sont accompagnés d’une partie algorithmique numérique, directement intégrée
au sein du système ou déportée et réalisée par un logiciel annexe [79–81,94,116,137,138].
Dans ce type d’architecture, appelée mixte ou hybride, la conception analogique du réseau
de neurones garantit un temps de transit de l’information et une consommation opti-
misés et le circuit reste facilement reparamétrable grâce à l’implantation numérique des
algorithmes d’apprentissage et de mise à jour des paramètres.
1.2.5.3 Intégration opto-électronique
Une dernière forme d’intégration, plus rare, est présentée dans [139, 140] : l’inté-
gration opto-électronique. Ces réseaux de neurones présentent en particulier l’avantage
de minimiser le temps de traitement de l’information au sein du réseau, puisque celles-
ci circulent à la vitesse de la lumière. Dans les deux implantations citées, les premières
couches du réseau sont optiques et la couche de sortie est analogique. L’interface entre
les différentes couches est réalisée par un capteur. Cette solution permet de s’affranchir
de toute conversion analogique-numérique, et permet donc un gain en consommation, en
temps de calcul et en surface de silicium utilisée.
Cependant, peu d’implantations de réseaux de neurones opto-électroniques ont été
proposées à ce jour et la fiabilité de cette technique n’a pas été démontrée. En outre,
ce type d’implantation requiert l’utilisation de composants optiques (miroirs, lentilles,
polariseurs, etc.) chers, fragiles et difficiles à mettre en œuvre.
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1.2.5.4 Choix de l’intégration
Dans le but de réaliser un linéariseur rapide et précis, une implantation analogique
du cœur du réseau de neurone est préférable à une implantation numérique. Toutefois,
une réalisation à base de composants discrets aurait un rapport signal sur bruit et donc
une finesse de linéarisation dégradés et la fréquence de fonctionnement serait difficilement
atteignable en raison des composants passifs parasites liés aux entrées/sorties des différents
éléments. C’est pourquoi les réseaux de neurones seront également intégrés dans un ASIC,
conjointement avec le déphaseur. La conception microélectronique des réseaux de neurones
analogiques ces circuits est présentée au chapitre III.3. L’algorithme d’apprentissage et
de mise à jour des paramètres, en revanche, n’ayant pas besoin d’être rapide, peut être
intégré dans un système numérique. De cette façon, le développement de l’algorithme et
l’application de nouveaux paramètres aux réseaux de neurones sont facilités.
Le système neuronal développé dans la suite du tapuscrit, intégré dans l’archi-
tecture de prédistorsion présentée auparavant en vue de linéariser les amplificateurs de
puissance TEDCNES, ARABSAT4 et TI9083-8, est donc mixte. La figure III.1.3 schéma-
tise ce système neuronal, en incluant les convertisseurs numériques-analogiques des poids
et biais.
Système analogique
Système numérique
Image de la
puissance
Vers VGA
ou Déphaseur
Depuis
HPA
Conv. A/N
Réseau de neurones de prédistorsion
Poids et biais analogiques
Convertisseurs numérique-analogique
Poids et biais numériques
Transmission des poids et biais numériques
Entraînement du réseau de neurones
Détermination des fonctions de prédistorsion
Caractérisation de l’amplificateur
Figure III.1.3 – Fonctionnement du linéariseur
La partie numérique de calcul peut être intégrée dans un circuit électronique dédié,
comme un FPGA, ou, dans un premier temps, être déportée sur un ordinateur. L’implan-
tation des convertisseurs numérique-analogique peut être réalisée grâce à des composants
comme les circuits Analog Devices AD5372. Cette famille de circuits bénéficie d’une grande
précision (16 bits), d’un niveau continu et d’une dynamique paramétrables, et de 32 voies
par puce. Ils sont donc particulièrement bien adaptés à la programmation des nombreux
poids et biais que comportent les réseaux de neurones élaborés au chapitre II.3.
Notons enfin que la partie numérique programme également, via les convertisseurs
numérique-analogique, les deux amplificateurs à gain variable permettant d’adapter la
dynamique du signal d’entrée à celle du linéariseur.
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1.2.6 Stabilisation de la consigne générée par les réseaux de
neurones
Les signaux que les réseaux de neurones génèrent et qui pilotent l’amplificateur à
gain variable et le déphaseur doivent être stables pendant toute la durée de traitement
d’un symbole binaire, c’est-à-dire 20ns. Or les signaux en sortie du circuit détecteur de
puissance et du réseau de neurones requièrent un délai pour s’établir. Pour stabiliser
la consigne issue des réseaux de neurones, il est donc important d’implanter en sortie
de ceux-ci des circuits échantillonneurs-bloqueurs synchronisés sur l’horloge générant les
symboles numériques à 50MHz. Ainsi, les tensions qui pilotent le VGA et le déphaseur
sont constantes pendant tout le traitement d’un symbole et, pendant ces 20ns, les circuits
détecteurs de puissance et les réseaux de neurones peuvent établir, sans risque de perturber
la prédistorsion, leur sortie pour le symbole suivant.
Texas Instruments propose un circuit échantillonneur-bloqueur adapté à nos be-
soins : le TI OPA615.
1.3 Mise en forme des signaux internes au linéariseur
Outre le signal à prédistordre, différents signaux, dits de contrôle, sont générés dans
le linéariseur. Or, le niveau continu et la dynamique des signaux générés par une fonction
ne sont pas nécessairement adaptés à la fonction suivante. Ce paragraphe présente ainsi
les structures mises en place pour adapter les signaux entre circuits et appelées par la
suite circuits de mise en forme.
1.3.1 Dynamique des signaux
Si le signal généré par un circuit (par exemple le détecteur de puissance) a une
dynamique trop importante par rapport à la capacité du circuit auquel il est appliqué (les
réseaux de neurones), il convient de diminuer cette dynamique grâce à un atténuateur
fixe (un pont diviseur résistif par exemple) pour ne pas distordre le signal. A l’inverse, si
la dynamique du signal généré est faible par rapport à la capacité du circuit suivant, il
est judicieux d’implanter un amplificateur pour augmenter la dynamique du signal afin
d’améliorer la précision.
1.3.2 Niveau continu
Le niveau continu des signaux entre les différents circuits est adapté grâce à des
capacités de liaison et un pont résistif, comme le représente la figure III.1.4. Avec une ca-
pacité adaptée à la fréquence de travail, cette structure permet d’ajuster le niveau continu
du signal à R2
R1 +R2
VDD. En choisissant R1 et R2 judicieusement, il est possible d’adapter
le niveau continu de tout signal aux spécifications du circuit auquel il est appliqué. En ce
qui concerne l’ASIC, les ponts résistifs sont intégrés au circuit.
1.4 Architecture haut niveau de l’ASIC
Le circuit intégré développé dans ces travaux doit intégrer au moins un déphaseur
et deux réseaux de neurones. Au besoin, il peut par exemple aussi intégrer certaines
76
III.1.5. SYNTHÈSE
Circuit 1
C
liaison
R2
R1
VDD
Circuit 2
Niveau continu
= R2R1+R2VDD
Figure III.1.4 – Circuit permettant d’adapater le niveau continu d’un signal
structures élémentaires de test.
La connexion à réaliser entre l’un des réseaux de neurones et le déphaseur pourrait
être faite physiquement dans l’ASIC. Pourtant, cette connexion sera réalisée à l’extérieur
du circuit. Ainsi, les deux réseaux de neurones intégrés dans l’ASIC sont totalement
indifférentiés. Outre la simplification de conception, cette solution offre la possibilité de
caractériser les deux réseaux de neurones finement, indépendamment de l’application.
Par ailleurs, cette configuration est plus souple et permet d’identifier et de remplacer plus
simplement un circuit fautif en cas de défaillance. La figure III.1.5 illustre ce choix de
conception. Dans un souci de clarté, les poids, biais et alimentations de l’ASIC, ainsi que
les circuits de mise en forme des signaux, ne sont pas représentés.
ASIC
Réseau de neurones de
prédistorsion en amplitude
Réseau de neurones de
prédistorsion en phase
Déphaseur
Image de
la puissance
Vers entrée de
contrôle du VGA
Vers VGA
Signal à
prédistordre
Figure III.1.5 – Interconnexions entre les fonctions de l’ASIC
1.5 Synthèse
La figure III.1.6 synthétise les solutions retenues dans ce chapitre : elle représente le
circuit électronique du linéariseur, incluant notamment les amplificateurs à gain variable
destinés à ajuster la dynamique du signal à prédistordre dans le linéariseur et les circuits
de mise en forme des signaux internes au linéariseur. Les circuits grisés sont les composants
intégrés à l’ASIC tandis que les composants blancs sont ceux disponibles auprès de grands
fabricants microélectroniques. Pour ces derniers lorsque cela est possible, la référence du
composant proposé est indiquée.
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ASIC
Signal à
prédistordre
d’amplitude
max. AHPAmax
ADL5330 Ligne
coaxiale
Déphaseur
E/B
LMH6503
E/B
ADL5330 Signal
prédistordu
AD8713 RNP RNA
Ligne
coaxiale
Convertisseurs N/A AD5372
Système numérique de calcul
= Circuit de
mise en forme
E/B
= Echantillonneur-
Bloqueur
Figure III.1.6 – Représentation haut niveau du circuit électronique du
linéariseur. En grisé : les fonctions intégrées dans l’ASIC ; en blanc, les
composants industriels
Ce chapitre a présenté l’architecture du linéariseur complet, incluant notamment
une étude des différents circuits capables de réaliser chaque fonction. Aucun composant
disponible dans le commerce ne vérifiant les spécifications des réseaux de neurones et
du déphaseur, ceux-ci seront donc développés et implantés dans un circuit intégré dédié.
Le chapitre suivant expose les choix technologiques effectués pour la réalisation de cet
ASIC ainsi que différentes structures électroniques basiques largement utilisées pour la
conception des réseaux de neurones et du déphaseur aux chapitres III.3 et III.4.
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CHAPITRE 2
Généralités sur le circuit intégré de
prédistorsion
Dans ce chapitre, le choix de la technologie dans laquelle le circuit intégré de
prédistorsion est développé est d’abord justifié. Ensuite, le fonctionnement de quelques
structures élémentaires à base de transistors MOS (pour Metal Oxyde Semiconductor) est
détaillé. Enfin, quelques caractéristiques générales sur le développement du circuit intégré
sont présentées.
2.1 Le choix technologique
Depuis l’invention du transistor en 1947 par John Bardeen, William Shockley et
Walter Brattain [141], la mise au point du premier circuit intégré en 1958 par Jack Kilby
[142] et la présentation de la technologie CMOS en 1963 par Frank Wanlass et Chi-
Tang Sah [143], les techniques microélectroniques d’intégration à très grande échelle (ou
VLSI pour Very-Large-Scale Integration) ont connu un développement considérable. La
technologie CMOS, grâce à une intégration facilitée, une consommation moindre, une
immunité au bruit accrue par rapport aux technologies précédentes et un faible coût
de production grâce à d’importants volumes de fabrication, s’impose rapidement pour la
conception des circuits électroniques analogiques, numériques ou mixtes, et dans les années
2010, plus de 95% des circuits intégrés sont fabriqués en utilisant cette technologie [144]. Le
circuit intégré de prédistorsion présenté dans ces travaux est donc naturellement développé
en technologie CMOS.
Les technologies CMOS à très haute densité d’intégration, dont la tension d’ali-
mentation n’excède pas le volt et la longueur de grille des transistors les quelques dizaines
de nanomètres restent néanmoins principalement dédiés à la réalisation de circuits nu-
mériques. Dans le cas du développement d’un circuit intégré analogique en effet, des
grandeurs caractéristiques telles que la dynamique de sortie, la linéarité ou le gain sont
intrinsèquement limitées par la réduction de la tension d’alimentation et de la longueur
minimale de la grille des transistors. Afin de présenter des caractéristiques exploitables,
l’ASIC analogique de prédistorsion est donc conçu dans une technologie moins fine, mais
robuste et très employée aussi bien en exploitation terrestre que spatiale. Parmi les tech-
nologies proposées par le Centre Multi-Projets (CMP), qui mutualise les projets de plu-
sieurs clients sur un même wafer afin d’en diminuer le coût, la technologie CMOS 0, 35µm
à quatre couches de métallisation C35B4C2 d’AMS [145] est très éprouvée, simple d’uti-
lisation et de faible coût et est donc retenue pour la conception de l’ASIC.
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2.2 Caractéristiques électriques du transistor MOS
Cette partie présente un modèle électrique simple – dit du premier ordre – du
transistor MOS. Ce modèle permet d’effectuer un premier dimensionnement des compo-
sants et d’appréhender les performances globales d’une fonction lors de la conception d’un
circuit intégré analogique. Des calculs plus approfondis et des simulations utilisant des
modèles complexes permettent d’affiner les résultats.
2.2.1 Structure du transistor MOS
Le transistor MOSFET, ou plus couramment transistor MOS, est un composant à
quatre électrodes : la grille (G), la source (S), le drain (D) et le substrat (B) (pour Bulk
en anglais).
Le transistor MOS à canal N (ou NMOS) présente deux îlots de diffusion Source
(S) et drain (D), de largeur W , fortement dopés N+ dans un substrat faiblement dopé
P−, séparés par un canal de longueur L. La grille, implantée au dessus du canal est
réalisée en silicium polycristallin fortement dopé N+ et est isolée du canal par une faible
couche de dioxyde de silicium SiO2 appelée oxyde de grille. La connection physique entre
le substrat et l’électrode (B) du transistor est réalisée par l’intermédiaire d’un îlot de
diffusion fortement dopé P+.
Le transistor MOS à canal P (ou PMOS) présente la même structure mais les
dopage sont inversés : la source et le drain (D) sont dopés P+ dans un substrat faiblement
dopéN−, la grille est réalisée en silicium polycristallin fortement dopé P+ et la connection
physique entre le substrat et l’électrode (B) du transistor est réalisée par l’intermédiaire
d’un îlot de diffusion fortement dopé N+.
Dans la pratique, les composants NMOS et PMOS doivent être fabriqués sur le
même wafer, et donc dans le même substrat. La technologie AMS CMOS 0, 35µm, comme
la plupart des technologies actuelles, utilise des wafers dopés P [146, 147]. Un (ou des)
caisson(s) dopé(s) N doivent donc être réalisé(s) dans le substrat P pour implanter des
transistors PMOS. La technologie est alors dite N-Well 1. La figure III.2.1 présente une
vue en coupe de transistors NMOS (à gauche) et PMOS (à droite) dans un caisson appelé
N-Well.
Une particularité de cette technologie est que tous les transistors NMOS ont leur
substrat au même potentiel (généralement la masse). En revanche, grâce à la création de
caissons N distincts, les transistors PMOS peuvent avoir leur substrat à des potentiels
différents. En particulier, les caissons qui ne sont pas connectés à la tension d’alimentation
VDD sont appelés Hot N-Well.
Les symboles utilisés dans ce tapuscrit pour représenter les transistors NMOS et
PMOS sont présentés sur la figure III.2.2. Les grandeurs électriques caractéristiques des
transistors y sont également détaillées. Par convention, le courant de drain d’un transistor
NMOS est positif et celui d’un transistor PMOS est négatif.
Pour plus de clarté, par la suite, la tension de substrat n’est pas représentée sur
les schémas électroniques. Le substrat est systématiquement connecté à la masse pour les
transistors NMOS, et, sauf mention contraire, à la source pour les transistors PMOS.
1. Well = caisson en anglais
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Substrat P
Caisson N
P+ N+ N+ N+ P+ P+
SiO2
Poly-S
SiO2
Poly-S
Substrat Source Grille Drain Substrat Source Grille Drain
W
L
W
L
Transistor NMOS Transistor PMOS
Figure III.2.1 – Vues en coupe des transistors NMOS (à gauche) et PMOS
(à droite) dans un caisson N-Well
D
G
S
B
S
G
D
B
NMOS PMOS
iD
iD
vGS
vBS
vSG vBS
vDS vSD
Figure III.2.2 – Symboles des transistors NMOS (à gauche) et PMOS (à
droite)
2.2.2 Le régime statique
L’étude du régime statique du transistor MOS permet de définir son point de
fonctionnement et de relier l’intensité du courant de drain ID aux paramètres géométriques
W et L du transistor et aux tensions VGS, VDS et VBS.
Les équations suivantes s’appliquent au transistor de type N.
Lorsque la tension VGS d’un transistor est inférieure à une tension spécifique VT ,
dite de seuil, il est en zone bloquée : le courant de drain est alors nul.
Le transistor est assimilable à un circuit ouvert.
Si VGS > VT mais que VDS < VGS − VT , le transistor entre en régime ohmique ou
linéaire. Le courant de drain s’exprime alors selon l’équation 2.1.
ID = µnCOx
W
L
(
VGS − VT − VDS2
)
VDS (2.1)
avec µn la mobilité des électrons dans le canal pour un composantN exprimée en cm−2/(V ·
s) et COx la capacité de l’oxyde de grille par unité de surface exprimée en F/cm2. Le
produit µnCOx est également désigné par Kn.
Enfin, si VDS > VGS − VT et VGS > VT , le transistor entre en saturation ou dans la
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zone dite source de courant. Le courant de drain s’exprime alors par :
ID =
µnCOx
2
W
L
(VGS − VT )2(1 + λnVDS) (2.2)
où λn est un paramètre représentatif de la modulation de longueur de canal, exprimé en
V −1, restituant la diminution physique de la longueur de canal et par conséquent l’aug-
mentation du courant sous l’effet de l’augmentation de la tension de drain. Le paramètre
λn est notamment fonction de la longueur de canal du transistor : plus celle-ci est petite,
plus λn sera grand.
La tension pour laquelle VDS = VGS−VT est appelée tension de saturation et notée
VDS,sat.
La modulation de longueur de canal est souvent négligée en première approxima-
tion et le courant de drain est exprimé indépendamment de VDS :
ID =
µCOx
2
W
L
(VGS − VT )2 (2.3)
Dans le cas d’un transistor PMOS, le comportement est exactement l’opposé. Si
VGS > VT , alors le transistor est bloqué. Si VGS < VT et VDS > VGS − VT , le transistor
est en zone ohmique. Enfin, si VDS < VGS − VT et VGS < VT , alors le transistor est en
zone saturée. Les équations régissant le fonctionnement du transistor P peuvent alors être
déduites des équations 2.1 et 2.2 en inversant le signe du courant et et en substituant aux
paramètres indicés n les données correspondantes indicées p.
La figure III.2.3 représente le courant de drain ID d’un transistor pour différentes
valeurs de tensions VGS et VDS.
NMOS
VDS
I D
Linéaire Saturé
VGS1 > VT > 0
VGS2 > VGS1
VGS3 > VGS2
VGS4 > VGS3
VDS,sat
0
VDS
I D
Saturé Linéaire
VGS1 < VT < 0
VGS2 < VGS1
VGS3 < VGS2
VGS4 < VGS3
VDS,sat
0PMOS
Figure III.2.3 – Caractéristiques statiques des transistors NMOS (à gauche)
et PMOS (à droite), pour différentes valeurs de tensions VGS et VDS , avec
(pointillés) ou sans (trait plein) prise en compte de la modulation de longueur
de canal
L’effet substrat
La tension de seuil est une donnée dépendant essentiellement de la technologie,
mais également de la tension VSB : ce phénomène est appelé effet substrat. Lorsque la
tension VSB augmente, la tension de seuil augmente également, selon l’équation 2.4 :
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VT = VT0 + γn
(√
|2ΦF + VSB| −
√
|2ΦF |
)
(2.4)
avec VT0 la tension de seuil nominale, γn le coefficient d’effet substrat pour un composant
N exprimé en V 1/2 et ΦF le potentiel de surface substrat/grille exprimé en V 1/2.
En première approximation, l’effet substrat peut toutefois être négligé.
2.2.3 Le régime dynamique : le modèle petit signal
La figure III.2.4 présente le schéma équivalent petit signal d’un transistor NMOS
[148].
CGS
CGB
CSB
CGD
CDB
gmvGS gmbvBS
iD
gDS CDS
G
B
S
D
vBS vDSvGS
Figure III.2.4 – Modèle petit signal haute fréquence d’un transistor MOS en
zone saturée
La transconductance gm est liée à la modulation petit signal du courant de drain
iD par la tension vGS pour des tensions vDS et vBS constantes. En régime saturé :
gm =
∂iD
∂vGS
∣∣∣∣∣vDS=cste
vBS=cste
=
√
2Kn
W
L
iD (2.5)
La conductance de sortie gDS est liée à la modulation λn de la longueur de canal
par la tension vDS pour des tensions vGS et vBS constantes. En régime saturé :
gds =
∂iD
∂vDS
∣∣∣∣∣vGS=cste
vBS=cste
' λnID (2.6)
La conductance de sortie gDS est souvent représentée par la résistance de sortie
équivalente : rDS = 1gDS .
La transconductance gmb est liée à la modulation petit signal du courant de drain
iD par la tension vBS pour des tensions vGS et vDS constantes.
Enfin, au premier ordre, les capacités sont fonctions des dimensions géométriques
du transistor [148, 149]. Ainsi, pour un rapport W/L donné, plus le transistor est long,
plus la valeur des différentes capacités est importante, entraînant une diminution de la
bande passante.
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2.2.4 Grandeurs associées à la technologie AMS 0, 35µm
Les principaux paramètres technologiques associés à la technologie AMS 0, 35µm
sont regroupés dans un document technique rédigé par AMS [146]. Le paramètre λ est lui
fonction de la longueur de canal et doit être extrait graphiquement par extrapolation de
la caractéristique IDS(VDS) à VGS et VBS constants en zone saturée.
Le tableau III.2.1 regroupe les données les plus importantes pour la conception
du circuit intégré de prédistorsion. Les valeurs indiquées dans le tableau sont des va-
leurs moyennes. Les valeurs λ0,35, λ0,7 et λ1,4 sont extraites à VGS = 1V et VBS = 0V ,
respectivement pour L = 0, 35µm, L = 0, 7µm et L = 1, 4µm
Tableau III.2.1 – Principaux paramètres technologiques associés à la
technologie AMS 0, 35µm
Paramètres Valeur
NMOS PMOS
VSS − VDD 0− 3.3V
Lmin 0.35µm
VT0 0.5V −0.65V
K 170µA/V 2 58µA/V 2
λ0.35 0.088V −1 0.33V −1
λ0.7 0.022V −1 0.068V −1
λ1.4 0.011V −1 0.021V −1
γ 0.58V 1/2 −0.40V 1/2
2.3 Analyse de structures élémentaires
Cette section analyse deux structures utilisées à plusieurs reprises lors de la concep-
tion du circuit intégré de prédistorsion, que ce soit dans le réseau de neurones analogique
ou dans le circuit déphaseur configurable : le miroir de courant et l’amplificateur à paire
différentielle. Pour simplifier les explications, les structures présentées sont uniquement à
base de transistors NMOS. Néanmoins, les architectures similaires à base de transistors
PMOS se comportent de la même manière.
2.3.1 Le miroir de courant
Le miroir de courant est l’une des cellules de base des circuits intégrés analogiques.
Dans ces travaux, ils sont utilisés pour générer des sources de courant statiques et polariser
les circuits et pour transmettre le signal d’une structure à une autre. Dans cette optique,
les principaux critères d’évaluation d’un miroir de courant sont :
— le facteur de recopie de courant précis et constant ;
— la plage de tension admissible en sortie la plus importante possible ;
— une faible résistance dynamique d’entrée ;
— une faible conductance dynamique de sortie afin de rendre la copie de courant
indépendante des conditions de la tension de polarisation du nœud de sortie ;
— une réponse en fréquence élevée du courant de sortie.
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L’étude des architectures les plus communes que sont le miroir de courant simple,
le miroir de courant Wilson et le miroir de courant cascode, permet de déterminer la
structure la plus adaptée au circuit basse-tension développé par la suite.
2.3.1.1 Le miroir de courant simple
Un miroir de courant simples est représenté sur la figure III.2.5. Grille et drain du
transistor M1 sont connectés. Ce montage, dit transdiode, permet d’assurer que VDS1 >
VGS1 − VT et donc que le transistor M1 fonctionne toujours en régime saturé.
Ie
M1 M2
V DD
Is
Figure III.2.5 – Implantation d’un miroir de courant simple
En supposant que le transistor M2 opère également en régime saturé, le transfert
en courant se déduit de l’équation 2.2 :
Is
Ie
= W2/L2
W1/L1
· 1 + λ2VDS21 + λ1VDS1 (2.7)
avec Wi et Li les dimensions associées au transistor Mi et λi le paramètre représentant la
modulation de longueur de canal associé au transistor Mi.
Pour obtenir un courant de sortie égal au courant d’entrée, les tailles des transistors
doivent être identiques :W1/L1 = W2/L2. Il est également possible d’obtenir des courants
de sortie multiples du courant d’entrée en choisissant un rapport de tailles différent de 1 :
si W2/L2 = k ·W1/L1, alors Is = kIe (k entier).
Pour réduire l’influence de la tension drain-source apparaissant dans le second
membre, une solution simple consiste à choisir des transistors à canal long, de manière
à minimiser la valeur du paramètre λ. Néanmoins, dans une technologie submicronique
basse-tension telle que la technologie AMS 0, 35µm, cette technique est limitée. Une autre
méthode permettant d’améliorer la recopie de courant consiste alors à maintenir constante
la tension VDS du transistor fournissant le courant de sortie. Pour cela, un second transistor
de sortie, monté en série du premier, absorbe la variation de la tension de sortie, alors que
le premier impose le courant. C’est le principe de fonctionnement des miroirs de courant
Wilson et cascode présentés aux paragraphes 2.3.1.2 et 2.3.1.3.
Le miroir de courant simple est la structure de recopie de courant présentant la
plus grande plage de tension admissible en sortie, limitée en valeur inférieure uniquement
par la polarisation du transistor M2 en zone saturée.
La conductance dynamique de sortie du miroir est la conductance du transistor
M2 : gs = gDS2 = λ2Is.
La figure III.2.6 représente l’équivalent petit signal du miroir de courant simple
dans l’hypothèse où source et substrat sont connectés et où la sortie du miroir est reliée
à une capacité CL et une conductance gL de charge.
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ie C1 gm1
CGD2
gm2 gDS2 CDB2
is
CL gL
×vGS2+gDS1
vGS2
Source de
courant
Charge
Figure III.2.6 – Schéma équivalent petit signal d’un miroir de courant simple
C1 représente toutes les capacités associées au nœud d’entrée à l’exception de
CGD2 : C1 = CDB1 + CGS1 + CGS2.
La fonction de transfert en courant s’écrit :
is
ie
(p) = W2/L2
W1/L1
· 11 + τ1p ·
1
1 + τ2p
(2.8)
avec τ1 et τ2 les constantes de temps associées respectivement aux nœuds d’entrée et de
sortie. En utilisant l’approximation de Miller pour le transistor M2 :
τ1 =
C1 + CGD2
(
1 + gm2
gDS2 +GL
)
gm1 + gDS1
(2.9)
τ2 =
CDB2 + CGD2 + CL
gDS2 + gL
(2.10)
Le rapport gm1/gDS1 correspond au gain en tension intrinsèque d’une source com-
mune et est de l’ordre de 30 [150]. Ainsi, gm1  gDS1. Par ailleurs, en pratique, des
transistors longs sont utilisés pour minimiser les imprécisions de recopie ; les capacités
parasites associées à la grille sont alors prédominantes. Enfin, pour un gain en courant
proche de 1, l’influence de la capacité de charge est négligeable et l’effet Miller peut être
négligé [151,152]. Sous ces hypothèses, le pôle principal est alors :
τ1 ' gm1
C1 + CGD2
(2.11)
La fréquence de coupure associée à l’entrée s’écrit alors :
f1 =
1
2piτ1
' gm12pi(C1 + CGD2) (2.12)
La limite du miroir de courant simple est proche ainsi, pour un gain unitaire, de
la fréquence de coupure intrinsèque au premier ordre du transistor M1.
Si l’augmentation de la longueur du transistor permet d’améliorer la recopie de
courant par une réduction de la conductance de sortie du miroir, elle induit également
une augmentation de la valeur des capacités parasites et donc une limitation de la bande
passante.
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2.3.1.2 Le miroir de courant Wilson
La structure d’un miroir de courant Wilson est présentée sur la figure III.2.7.
Ie
M1 M2
M3
V DD
Is
Figure III.2.7 – Implantation d’un miroir de courant Wilson
La conductance dynamique de sortie du miroir de courant Wilson est plus faible
que celle d’un miroir simple, ce qui limite l’influence des variations de tension de sortie
sur la recopie du courant :
gs =
gm2gDS3gDS1
gm1gm3
(2.13)
Néanmoins, le transfert en courant de cette structure est similaire à celle du miroir
simple avec une erreur systématique :
Is
Ie
= W2/L2
W1/L1
· 1 + λ2VDS21 + λ1VDS1 =
W2/L2
W1/L1
· 1 + λ2VDS21 + λ1(VGS2 + VGS3) (2.14)
En outre, la plage de tension admissible en sortie est dégradée. En effet, pour
que tous les transistors fonctionnent en régime saturé, il faut : Vs > VGS2 + VDS,sat3 =
2VDS,sat + VT .
2.3.1.3 Le miroir de courant cascode
Le miroir de courant cascode présenté sur la figure III.2.8 est une alternative lar-
gement utilisée pour réduire la conductance dynamique de sortie du miroir de courant, et
consiste à appliquer une contre-réaction série sur la source du transistor de sortie.
Comme pour le miroir de courant Wilson, le miroir de courant cascode s’affranchit
de la dépendance entre les tensions VDS1 et VDS2. En effet, VGS3 + VDS1 = VGS4 + VDS2 et
dès lors que VGS3 = VGS4, VDS1 = VGS1 = VDS2.
L’expression du transfert en courant est alors identique à celle du miroir simple :
Is
Ie
= W2/L2
W1/L1
· 1 + λ2VDS21 + λ1VDS1 (2.15)
La conductance dynamique de sortie d’un miroir de courant cascode est réduite
grâce à la contre-réaction série sur la source de M4 [152,153] :
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Ie
M1 M2
M3 M4
V DD
Is
Figure III.2.8 – Implantation d’un miroir de courant cascode
gs =
gDS4
1 + gm4
gDS2
(2.16)
Néanmoins, comme pour le miroir de courant Wilson, la plage de tension admissible
en sortie est dégradée. En effet, pour que tous les transistors fonctionnent en régime saturé,
il faut : Vs > VGS3 + VDS,sat4 = 2VDS,sat + VT .
2.3.1.4 Discussion
Le choix de la structure de miroir de courant à utiliser dépend essentiellement
des critères de précision de recopie, du budget de tension admissible en sortie, de la
conductance dynamique de sortie et de la bande passante.
Les structures Wilson et cascode, et d’autres structures dérivées permettent une
recopie de courant précise et stable. Néanmoins, elles sont complexes à mettre en œuvre
et limitent la plage de tension admissible de sortie.
En technologie AMS 0, 35µm, avec une alimentation basse tension 0 − 3.3V , le
miroir de courant simple permet une recopie de courant précise, avec une erreur inférieure
à 3% pour des transistors dont la grille est au moins deux fois plus longue que la longueur
minimale [153]. Il est simple à mettre en œuvre et sa plage de tension admissible en
sortie est maximale. En outre, sa réponse en fréquence est rapide. Il présente ainsi des
performances suffisantes pour la conception du circuit intégré de prédistorsion et est donc
utilisé pour générer les sources de courant polarisant les sous-circuits ou transmettre le
signal d’une structure à une autre.
2.3.2 L’amplificateur à paire différentielle
2.3.2.1 Introduction
L’amplificateur à paire différentielle est l’une des structures les plus importantes de
l’électronique analogique. Il est notamment utilisé dans les amplificateurs opérationnels,
les comparateurs, les amplificateurs à large bande, les régulateurs de tension ou dans de
nombreuses applications de télécommunications analogiques [79,116,154]. L’amplificateur
à paire différentielle est notamment l’une des structures de base des circuits neuronaux
et du circuit déphaseur présentés par la suite.
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Un amplificateur à paire différentielle NMOS est présenté sur la figure III.2.9. A
partir des tensions v1 et v2 appliquées sur les grilles des transistors M1 et M2 respective-
ment, il est possible de définir deux tensions :
— la tension différentielle vdiff = v1 − v2 ;
— la tension de mode commun vcm = v1+v22 correspondant à la tension moyenne
des tensions v1 et v2 et qui influence la polarisation du circuit.
I0
I1 I2
v1 v2M0 M1
Figure III.2.9 – Amplificateur à paire différentielle
Le signal de sortie d’un amplificateur à paire différentielle ne doit être fonction
que de la tension différentielle vdiff qui constitue de fait le signal utile. L’influence de la
tension de mode commun vcm doit être aussi faible que possible. Un des critères de mérite
des amplificateurs à paire différentielle est par conséquent le rapport de réjection de mode
commun (ou CMRR pour Common-Mode Reject Ratio), qui est défini comme le rapport
entre le gain différentiel Adiff et le gain de mode commun Acm (Equation 2.17) :
CMRR =
(
Adiff
|Acm|
)
= 20log
(
Adiff
|Acm|
)
dB (2.17)
Cette section a pour objectif de déterminer l’équation de transfert liant le courant
différentiel de sortie ∆Is = I1 − I2 aux paramètres d’entrée et de définir le domaine de
linéarité de cette structure.
2.3.2.2 Equation de transfert
Les transistors M1 et M2 sont supposés identiques, de largeur W et de longueur L
et fonctionnant en saturation.
Notons :
βn =
µnCOx
2
W
L
(2.18)
Par l’intermédiaire de l’équation 2.3, la tension différentielle vdiff s’écrit :
vdiff = v1 − v2 = vGS1 − vGS2 =
√
I1
βn
−
√
I2
βn
(2.19)
En utilisant le fait que I0 = I1 + I2 et en mettant au carré l’équation 2.19 il vient :
2
√
I1I2 = I0 − βnv2diff (2.20)
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En mettant encore au carré cette expression, et en remarquant que
4I1I2 = (I1 + I2)2 − (I1 − I2)2 = I20 − (I1 − I2)2, on déduit le courant différentiel de sor-
tie :
∆Is = I1 − I2 = vdiff
√
2βnI0
√
1− βn2I0v
2
diff (2.21)
Le terme contenu sous la racine devant être positif, la relation 2.21 n’est valable
que pour vdiff <
√
2I0
βn
.
Les courants drain I1 et I2 sont généralement exprimés séparément [148] :
I1 =
I0
2 + vdiff
√
βnI0
2
√
1− βn2I0v
2
diff =
I0
2 +
I0
2
√
2βn
I0
v2diff −
β2n
I20
v4diff (2.22)
I2 =
I0
2 − vdiff
√
βnI0
2
√
1− βn2I0v
2
diff =
I0
2 −
I0
2
√
2βn
I0
v2diff −
β2n
I20
v4diff (2.23)
Modèle petit signal linéaire
L’équation 2.21 suggère alors que le courant différentiel de sortie ∆Is est linéaire
par rapport à la tension différentielle d’entrée vdiff si vdiff 
√
2I0
βn
.
Le modèle linéaire petit signal de l’amplificateur à paire différentiel est donc :
∆Is = vdiff
√
2βnI0 = GMvdiff pour vdiff 
√
2I0
βn
(2.24)
avec GM la transconductance de l’amplificateur, égale, d’après l’équation 2.5 à celle des
transistors M1 et M2 : GM = gm1 = gm2.
Modèle grand signal
L’équation 2.21 peut être lourde à manipuler. Elle peut s’approcher plus simple-
ment sous la forme d’une fonction tangente hyperbolique, valable quelque soit la valeur
de vdiff :
∆Is ' I0tanh
(GMvdiff
I0
)
(2.25)
Au premier ordre en 0, la fonction tangente hyperbolique a1tanh(a2x) s’approche
par a1a2x. Ainsi, à petit signal, les équations 2.24 et 2.25 sont égales. A fort signal, le
courant différentiel est bien limité par ±I0.
La figure III.2.10 représente la comparaison entre la fonction de transfert en courant
d’un amplificateur à paire différentielle NMOS simulé sous l’environnement Cadence et
l’approximation par l’équation 2.25, pour des transistors de taille W/L = 10µm/0, 35µm
et un courant de 200µA. Les deux courbes sont très proches : le modèle est précis.
90
III.2.3. ANALYSE DE STRUCTURES ÉLÉMENTAIRES
−0, 5 −0, 25 0 0, 25 0, 5
−200
−100
0
100
200
vdiff (V )
∆
I s
(µ
A
)
MOS
Tanh
Figure III.2.10 – Comparaison entre la fonction de transfert en courant d’un
amplificateur à paire différentielle NMOS (W/L = 10µm/0.35µm,
I0 = 200µA) en bleu et la fonction décrite par l’équation 2.25 en rouge
2.3.2.3 Domaine admissible de tension de mode commun
Supposons à présent la source de courant réalisée grâce à un miroir de courant
simple et la paire différentielle chargée soit par des résistances, soit par des transistors
PMOS montés en transdiodes, comme sur la figure III.2.11.
I0 I0
VDD
I0
RL RL
Msource Msource
M1 M2 M1 M2
M3 M4
v1 v2 v1 v2
Figure III.2.11 – Amplificateurs à paire différentielle avec charges résistives
(à gauche) et transdiodes (à droite)
Pour que l’amplificateur à paire différentielle fonctionne correctement, il faut que
tous les transistors soient en saturation. Il faut donc que la tension VDS des miroirs de
courant Msource soit supérieure à leur tension de saturation VDS,Satn et que les tensions
VD des transistors M1 et M2 soient supérieures à VG − VT . La tension de mode commun
admissible est donc limitée en valeur inférieure par Vcm,min = VDS,satn + VT .
Dans le cas d’une charge résistive, la tension de mode commun est limitée par
Vcm,max = VDD − RLI0 + VT,n. Lorsque la charge est un transistor monté en transdiode,
les transistors PMOS doivent rester en saturation. Ainsi, la tension de mode commun est
limitée en valeur supérieure par Vcm,max = VDD − VDS,Satp + VT,n.
La figure III.2.12 résume le domaine admissible de la tension de mode commun
en fonction de la charge pour un amplificateur à paire différentielle. Notons néanmoins
qu’en pratique, le mode commun doit être éloigné des valeurs limites afin de garantir le
bon fonctionnement de l’amplificateur lors de variations de la tension différentielle vdiff .
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0V
VDD
Charge
résistive
Charge
transdiode
VDSsatn + VT
VDD − VDSsatp + VT,n
VDD −RLI0 + VT,n
Plage de tension
de mode commun
admissible
Figure III.2.12 – Plage admissible de tension de mode commun des
amplificateurs à paire différentielle de la figure III.2.11
Afin d’augmenter la plage admissible de mode commun, il est nécessaire de réduire
la valeur de VDS,sat des transistors miroirs de courant, de M1 et M2, de RL ou, le cas
échéant, de M3 et M4 en jouant soit sur le courant de polarisation, soit sur la taille de
transistors, car :
VDS,sat = VGS − VT =
√√√√ I0
K
2
W
L
(2.26)
Il convient en particulier que les transistors miroirs de courant et les transistors
montés transdiodes soient larges pour un courant relativement faible [116].
Remarque : La plage de tension de mode commun admissible dans le cas d’une paire
différentielle à base de transistors PMOS est symétrique, comprise entre VDS,satn et VDD+
2VDS,satp + VT,p.
2.3.2.4 Réponse fréquentielle d’un amplificateur à paire différentielle
Pour déterminer la réponse en fréquence d’une paire différentielle, il est nécessaire
d’examiner le gain différentiel en tension Adiff et le gain de mode commun en tension Acm
de la structure. L’étude suivante se limite à une paire différentielle à charges résistives
RL, comme sur la figure III.2.13. En outre, l’effet substrat qui pénalise les transistors M1
et M2 est négligé.
Dans chaque cas, il est suffisant d’étudier un “demi-circuit”, c’est-à-dire unique-
ment la partie gauche (ou droite) du circuit, polarisée par une source dont la taille est
divisée par deux. L’étude fréquentielle d’une paire différentielle à charge résistive se résume
ainsi à l’étude des deux circuits présentés sur la figure III.2.14 [155]. ve,diff représente la
tension différentielle d’entrée (= v1 − v2), vs,diff la tension différentielle de sortie, ve,cm
la tension d’entrée de mode commun et vs,cm la tension de sortie de monde commun. La
résistance Rsource et la capacité Csource représentent l’impédance de la source de courant
réalisée par Msource (adaptée à une “demi-source” sur la figure (b)).
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I0
VDD
+ −
vs
RL RL
Msource
M1 M2
Vbiais
v1 v2
Figure III.2.13 – Paire différentielle à charge résistive
RL
RL
2Rsource
Csource
2
vs,diff
2
vs,cm
ve,diff
2
ve,cm
M1
M1
(a) (b)
Figure III.2.14 – “Demi-circuits” permettant de déterminer (a) le gain en
tension différentielle et (b) le gain en tension de mode commun d’un
amplificateur à paire différentielle
Le demi-circuit (a) est équivalent à un amplificateur à source commune dont le
schéma petit signal haute fréquence est représenté sur la figure III.2.15. CGD, CGS et CDB
représentent respectivement la capacité entre la grille et le drain, entre la grille et la source
et entre le drain et le substrat. Le demi-circuit (a) est excité par un générateur de tension
ve,diff/2 de résistance Rgen.
ve,diff
Rgen G
CGS
CGD D
gmvGS gDS RL CDB
R′L
Figure III.2.15 – Equivalent petit signal haute fréquence d’un amplificateur
à source commune
En général, Rgen est supposée de forte valeur et CDB négligeable [147, 155]. Dans
ces conditions, le pôle dominant est formé par Rgen et la capacité d’entrée déduite du
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théorème de Miller : CMiller = CGS + CGD(1 + gmR′L). Alors :
Adiff =
vs
ve,diff
' −gmR
′
L
1 + s
ω1
(2.27)
La fréquence de coupure à −3dB s’exprime alors par :
f1 =
ω1
2pi =
1
2piRgenCMiller
= 12piRgen(CGS + CGD(1 + gmR′L))
(2.28)
Le demi-circuit (b) est équivalent à un amplificateur à source commune dégénéré
par une impédance capacitive et résistive, dont le schéma équivalent petit signal est re-
présenté sur la figure III.2.16. En pratique, l’impédance de la demi-source de courant
2Zsource(= 2Rsource ‖ Csource/2) forme un zéro de la fonction de gain en mode commun
à une fréquence très inférieure aux autres zéros et pôles du circuit dus aux capacités
CGS, CGD et CDB [155]. C’est pourquoi ces dernières ne sont pas représentées sur la
figure III.2.16.
ve,cm
Rgen G
S
2Zsource
D
gmvGS gDS
RL
vscm
Figure III.2.16 – Equivalent petit signal d’un amplificateur à source
commune dégénéré
Le gain en tension de mode commun de ce circuit est :
Acm = − RL1
gm + gDS
+ 2Zsource
(2.29)
En pratique, Zsource  1/(gm + gDS) [147,155]. Par conséquent, l’équation 2.29 se
simplifie :
Acm = − RL2Zsource = −
RL
2Rsource
(1 + sRsourceCsource) (2.30)
Le gain en tension de mode commun Acm présente donc un zéro à la fréquence :
f2 =
1
2piRsourceCsource
(2.31)
Ce zéro, à une fréquence très inférieure à f1 et aux fréquences associées aux autres
pôles, entraîne un accroissement de Acm à +20dB/décade à partir de f2 et donc une
diminution du CMRR, comme l’illustre la figure III.2.17. La limite de fonctionnement
à hautes fréquences de l’amplificateur à paire différentielle, conditionnée par une forte
valeur de CMRR, est donc déterminée par le gain en tension de mode commun Acm.
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|Adiff | (dB)
ff1
−20dB/décade
(a)
|Acm| (dB)
ff2
+20dB/décade
(b) =⇒
CMRR (dB)
ff2 f1
−20dB/décade
−40dB/décade
(c)
Figure III.2.17 – Variations (a) du gain différentiel en tension Adiff , (b) du
gain de mode commun en tension Acm et (c) du rapport de réjection de mode
commun en fonction de la fréquence pour un amplificateur à paire
différentielle
2.4 Considérations générales sur le circuit intégré de
prédistorsion
Avant de présenter les structures implantées dans l’ASIC de prédistorsion, quelques
aspects généraux sur la conception du système et sur les signaux traités sont présentés.
D’abord, le circuit développé est un démonstrateur : son objectif est de valider le
concept de prédistorsion adaptable à plusieurs amplificateurs de puissance en laboratoire.
Aucune contrainte d’embarquabilité – puissance consommée, durcissement – n’est donc
prise en compte.
Ensuite, comme l’explique le chapitre III.1, les signaux sont transférés entre les
différents circuits neuronaux, de déphasage ou de gain, en tension, à l’extérieur du circuit
intégré, à travers des capacités de liaison. Le niveau de mode commun des signaux est
alors ajusté à une valeur admissible dans l’ASIC par l’intermédiaire d’un pont résistif
comme le représente la figure III.2.18.
Par ailleurs, dans la mesure du possible, si une fonction doit être répétée à plusieurs
endroits dans la chaîne d’instrumentation du signal, un unique circuit est développé et
réutilisé. Notamment, sauf mention contraire exceptionnelle, toutes les sources de courant
sont réalisées à partir d’un miroir simple tel que celui présenté sur la figure III.2.5, polarisé
grâce à une résistance à l’extérieur de l’ASIC. La figure III.2.19 décrit l’implantation
retenue du miroir, générant des courants multiples de 50µA. Cette valeur de courant et
cette structure dans sa globalité ont été choisies car elles permettent la génération de
courants sur une très grande amplitude pour une occupation relativement limitée. Afin de
garantir la stabilité des sources de courant dans tout le circuit, cette structure est répétée
à plusieurs reprises afin de polariser correctement des circuits situés à différents endroits
de l’ASIC [156]. Les deux réseaux de neurones et le déphaseur bénéficient en particulier
de sources propres.
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Fonction 2
Fonction 1
ASICExtérieur
R2
R1
VDD
C
liaison
Niveau continu
= R2R1+R2VDD
Figure III.2.18 – Transfert du signal entre fonctions et ajustement du niveau
continu
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Figure III.2.19 – Implantation des sources de courant
(les dimensions sont en µm)
En pratique, au moment du layout, il est déconseillé d’utiliser en tant que source de
courant un seul transistor dont la largeur est multiple du transistor monté en transdiode.
Il est préférable d’implanter plusieurs fois le même transistor en parallèle et de relier les
drains et les sources [157].
La structure de miroirs de courant choisie conditionne également la tension mini-
mum de mode commun des paires différentielles implantées dans l’ASIC. Les transistors
miroirs de courant retenus ont une tension de saturation VDS,sat d’environ 750mV. Si le
signal est appliquée à une paire différentielle à base de transistors NMOS, dont la ten-
sion de seuil dans la technologie AMS est d’environ 650mV, la tension de mode commun
doit alors être supérieure à VDS,sat + VT,n = 1, 4V. Il est toutefois préférable de ne pas
se placer à la limite de la plage admissible de mode commun [147, 158]. Ainsi, la tension
de mode commun pour l’ensemble des structures différentielles NMOS utilisées dans le
circuit intégré est fixée à 2V.
Le chapitre III.1 stipule également que l’amplitude maximale du signal doit être
comprise entre 176mV et 1, 22V dans le linéariseur, soit une dynamique comprise entre
352mV et 2, 44V. Afin de ne pas exploiter l’amplificateur à gain variable ADL5330 aux
limites de ses capacités (±20dB), l’amplitude maximale du signal doit être raisonnable-
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ment supérieure à 176mV, mais pour conserver un fonctionnement linéaire des structures
à transistors MOS, elle doit également être très inférieure à 1, 22V. L’amplitude maximale
du signal en entrée et en sortie du déphaseur est donc fixée à ±250mV pour une dyna-
mique maximale du signal fixée à 500mV crête à crête. Les signaux en entrée et en sortie
des réseaux de neurones ne constituent pas le signal utile à prédistordre, mais se heurtent
aux mêmes contraintes et leur dynamique est donc également fixée à 500mV crête à crête.
2.5 Conclusion
Ce chapitre a présenté la technologie AMS 0,35µm dans laquelle l’ASIC est dé-
veloppé, ainsi que quelques structures élémentaires à base de transistors MOS. Quelques
considérations générales sur le circuit intégré ont également été données : les connexions
entre fonctions ont été définies, les sources de courant décrites et les propriétés des signaux
à traiter détaillées. Ainsi, les réseaux neuronaux comme le déphaseur traitent des signaux
de 500mV de dynamique maximale, autour d’une tension de mode commun à 2V lors de
l’utilisation de structure différentielle, à une fréquence de 50MHz (cf. chapitre III.1).
Le chapitre suivant présente la réalisation du réseau de neurones analogique. Les
différentes fonctions (multiplieur, additionneur, fonction d’activation sigmoïdale) sont dé-
taillées. Le chapitre III.5 présente ensuite des simulations du circuit avec des valeurs de
poids et biais déterminées grâce à des simulations présentées au chapitre II.3 ; elles dé-
montrent les capacités du réseau de neurones développé à modéliser avec précision les
fonctions de prédistorsion en amplitude et en phase des trois amplificateurs de puissance
étudiés et, associés au circuit déphaseur, à réaliser la linéarisation de différents amplifica-
teurs de puissance.
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CHAPITRE 3
Le réseau de neurones analogique
Ce chapitre développe l’implantation d’un réseau de neurones analogique de type
Perceptron Multi-Couches, ayant pour rôle de réaliser les caractéristiques de prédistorsion
présentées au chapitre II.2, et dont l’architecture est rappelée sur la figure III.3.1. Les dif-
férentes fonctions conçues – multiplieur, additionneur, fonction d’activation sigmoïdale –,
sont détaillées et les circuits correspondant sont systématiquement simulés afin de les va-
lider. La simulation du réseau de neurones dans son intégralité est ensuite présentée pour
en évaluer les performances.
x
w1,1 b1,1 w2,1
w1,2 b1,2 w2,2
w1,3 b1,3 w2,3
b2
y
w1,n b1,n w2,n
Mult-1 Add-1 Tanh Mult-2 Add-2
Couche
d’entrée
Couche cachée
n neurones
Couche de sortie
Figure III.3.1 – Architecture du réseau de neurones de type MLP réalisé
3.1 Considérations générales
3.1.1 Structure du réseau de neurones
La structure du réseau de neurones analogique développé est de type Perceptron
Multi-Couches (cf. paragraphe 3.2.2). Il comprend huit neurones constitués chacun d’un
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premier multiplieur, d’un additionneur, d’une fonction d’activation sigmoïdale puis d’un
second multiplieur. Enfin, les sorties des huit neurones et un biais sont additionnés. Outre
les entrées et sorties du signal traité, le réseau de neurones comprend donc 25 entrées
dédiées aux huit poids w1,i, huit biais b1,i, huit poids w2,i et biais b2 (i ∈ J1; 8K).
3.1.2 Dynamiques des signaux
3.1.2.1 Signaux d’entrée et sortie
Les réseaux de neurones analogiques ont pour rôle de réaliser les caractéristiques
de prédistorsion présentées au chapitre II.2. A partir d’un signal d’entrée Vpwr issu du
détecteur de puissance, ils génèrent les signaux de sortie Vc,V GA et Vc,φ tels que les
couples (Vpwr;Vc,V GA) et (Vpwr;Vc,φ) modélisent les caractéristiques de prédistorsion res-
pectivement en amplitude et en phase des trois amplificateurs TEDCNES, ARABSAT4 et
TI9083-8. Le signal d’entrée Vpwr varie de manière discrète toutes les 20ns, soit à 50MHz
et le signal de sortie est modifié en conséquence, toutes les 20ns également.
Conformément aux considérations du chapitre III.2, les réseaux de neurones sont
conçus pour des signaux d’entrée et de sortie ayant une dynamique de 500mV crête à
crête autour d’une tension continue de 2V.
3.1.3 Traitement de signaux différentiels
Les signaux – poids, biais et ceux issus du détecteur de puissance – sont appliqués
au circuit sur une entrée asymétrique. Néanmoins, afin de bénéficier d’une plus grande
immunité au bruit dans un circuit, il est préférable de traiter des signaux différentiels [147].
Par ailleurs, supposons qu’une cellule asymétrique exploite un signal d’amplitude donnée
Aasym ; pour un signal différentiel de même amplitude, la cellule différentielle traite deux
signaux en opposition de phase d’amplitude Adiff = Aasym/2. Outre l’immunité au bruit,
utiliser des cellules différentielles permet donc d’améliorer la dynamique des signaux en
jeu et/ou d’accroître la zone de fonctionnement linéaire. Cette solution est donc retenue
pour la conception des fonctions élémentaires du réseau de neurones analogique.
Les circuits permettant de transformer les signaux asymétriques en signaux diffé-
rentiels dépendent des structures sur lesquelles ils sont appliqués. Il convient par consé-
quent de développer dans un premier temps les multiplieurs et additioneurs ; les circuits
de différentiation seront ainsi présentés en fin de chapitre.
Il faut noter enfin que, le signal de sortie du réseau de neurones étant asymétrique,
une structure de sortie adaptée doit être pensée en conséquence.
3.1.4 Comparaison entre le modèle mathématique et l’implan-
tation physique du réseau de neurones
Le réseau de neurones est capable d’exploiter un signal variant de 500mV autour
d’une tension continue de 2V et de générer un signal ayant les mêmes caractéristiques.
Néanmoins, dans la même logique que pour la modélisation mathématique des caracté-
ristiques de prédistorsion présentée au chapitre II.2 où les caractéristiques de transfert
étaient normalisées sur [0; 1], seul un quadrant est exploité en entrée et en sortie. En
revanche, les fonctions de multiplication, d’addition et d’activation sont définies sur les
quatre quadrants. La figure III.3.2 illustre cette limitation. Dans notre cas, le quadrant
exploité est le quadrant supérieur droit, par analogie avec le chapitre II.3, et les signaux
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d’entrée et de sortie du réseau de neurones varient finalement de 0 à 250mV (autour de
2V).
−1
+1
−1 +1
0
Quadrant
exploité
−250mV
+250mV
−250mV +250mV
2V
Quadrant
exploité
=⇒Implantation
(a) Modélisation mathématique (b) Implantation électronique
Domaine de définition des fonctions de multiplication, d’addition et d’activation
Figure III.3.2 – Analogie entre les domaines de définition mathématique et
électronique : exploitation du quadrant supérieur droit
Il est alors possible de déterminer les bornes des poids et des biais et la pente du
modèle électronique par identification. Dans les équations suivantes, l’indice m renvoie au
modèle mathématique et l’indice e à l’implantation électronique, x désigne l’entrée d’un
réseau de neurones et y sa sortie, quel que soit le modèle considéré. Les deux systèmes
vérifient les équations 3.1 et 3.2 :
ym =
8∑
i=1
w2,i,mtanh
(
4(w1,i,mxm + b1,i,m)
)
+ b2,m (3.1)
ye =
8∑
i=1
w2,i,etanh
(
p(w1,i,exe + b1,i,e)
)
· q + b2,e (3.2)
avec p et q respectivement la pente à l’origine et l’amplitude maximale de la fonction
sigmoïdale implantée. Le paramètre p permet en particulier de conserver l’aspect de la
fonction tangente hyperbolique lorsque l’intervalle de définition varie.
D’après la figure III.3.2, xm = 4xe et ym = 4ye. Ainsi :
4
( 8∑
i=1
w2,i,etanh
(
p(4w1,i,exe + b1,i,e)
)
· q + b2,e
)
=
8∑
i=1
w2,i,mtanh
(
4(w1,i,mxm + b1,i,m)
)
+ b2,m (3.3)
Par identification :
4pw1,i,e = 4w1,i,m (3.4)
pb1,i,e = 4b1,i,m (3.5)
4qw2,i,e = w2,i,m (3.6)
4b2,e = b2,m (3.7)
Les paramètres p et q sont déterminés dans la suite du chapitre, en fonction des
choix effectués lors de la conception des différentes fonctions neuronales.
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3.1.5 Synthèse
Le tableau III.3.1 résume les principales caractéristiques que doit vérifier le circuit
du réseau de neurones analogique.
Tableau III.3.1 – Principales caractéristiques du circuit déphaseur
Propriétés Valeur
Amplitude des signaux d’entrée/sortie ±250mV
Fréquence de fonctionnement 50MHz
Nombre de neurones 8
En outre, les dynamiques des poids et biais sont fonctions des équations (3.4),
(3.5), (3.6) et (3.7). Enfin, les signaux internes sont traités de manière différentielle.
Ce paragraphe établit ainsi un cahier des charges précis pour la conception du
réseau de neurones. Dans la suite du chapitre, les fonctions élémentaires – multiplica-
tions, additions, fonction d’activation – sont décrites, dans l’ordre dans lequel le signal les
traverse.
3.2 Le multiplieur
3.2.1 Cahier des charges du multiplieur
La multiplication d’un signal variant discrètement à 50MHz par un poids W fixe
est une opération réalisée deux fois dans le réseau de neurones analogique. Une seule
cellule multiplicatrice est développée pour cette opération et la conception doit en être
très soignée. En particulier, le multiplieur doit vérifier plusieurs spécifications. D’abord,
il doit traiter les signaux sous forme différentielle, afin de bénéficier d’une plus grande
immunité au bruit et d’une meilleure dynamique qu’un équivalent asymétrique. Ensuite,
il doit avoir une bande passante supérieure à 50MHz. Enfin, la multiplication est définie
sur quatre quadrants et les poids varient mathématiquement sur [−2; 2].
3.2.2 État de l’art
De nombreuses implantations de circuits multiplieurs ont été proposées et recensées
dans [159]. Il existe principalement trois catégories de multiplieurs : les circuits exploitant
des transistors en zone linéaire [160–176], ceux utilisant des transistors en saturation
[177–205] et enfin, ceux employant des transistor en faible inversion [206–208]. Les modèles
à transistors en zone linéaire ou en faible inversion sont souvent difficiles à concevoir
et à mettre en œuvre, requièrent des circuits externes et/ou présentent des défauts de
linéarité [169–176]. Beaucoup de circuits utilisant des transistors en saturation souffrent
également de problèmes de dynamique et de linéarité [177–199], mais des solutions ont
été proposées pour pallier ces défauts [200–205] : il s’agit d’une évolution simple de la
cellule de Gilbert [209] : la cellule de Gilbert repliée. Cette solution est simple à concevoir
et à mettre en œuvre et permet de traiter des signaux avec une grande linéarité et sur
une grande dynamique : elle est donc retenue pour le développement des multiplieurs des
réseaux de neurones du circuit analogique de prédistorsion.
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3.2.3 Fonctionnement de la cellule de Gilbert repliée
La figure III.3.3 présente une cellule de Gilbert repliée à base de transistors MOS.
Les transistors M1 et M2 d’une part, et M3, M4, M5 et M6 d’autre part, sont appairés.
Appelons vw,diff = v1+− v1− la tension différentielle associée au poids, ve,diff = v2+− v2−
la tension différentielle associée au signal d’entrée et ∆Is = Is1− Is2 le courant différentiel
de sortie de la cellule. Supposons que tous les transistors fonctionnent en saturation.
VDD
I0
I0 I0
Is1 Is2
ID1 ID2
ID3 ID4 ID5 ID6
M1 M2 M3 M4 M5 M6v1+ v1− v2+ v2+
v2−
Figure III.3.3 – Cellule de Gilbert repliée
La tension vw,diff est injectée sur la paire différentielle M1 −M2. Deux courants
de drains ID1 et ID2 sont générés sur les drains de ces transistors. D’après les équations
2.22 et 2.23, ces courants s’expriment par :
ID1 =
I0
2 +
I0
2
√√√√2βp
I0
v2w,diff −
β2p
I20
v4w,diff =
I0
2 + vw,diff
√
βp
√
I0
2 −
βp
4 v
2
w,diff (3.8)
ID2 =
I0
2 −
I0
2
√√√√2βp
I0
v2w,diff −
β2p
I20
v4w,diff =
I0
2 − vw,diff
√
βp
√
I0
2 −
βp
4 v
2
w,diff (3.9)
en notant βn/p =
Kn/p
2
W
L
. Par ailleurs,
∆Is = (ID3 + ID5)− (ID4 + ID6) = (ID3 − ID4) + (ID5 − ID6)
= ve,diff
√
2βnI1
√
1− βn2I1v
2
e,diff − ve,diff
√
2βnI2
√
1− βn2I2v
2
e,diff (3.10)
= ve,diff
√
2βn
(√
I1 − βn2 v
2
e,diff −
√
I2 − βn2 v
2
e,diff
)
(3.11)
avec I1 = I0 − ID1 et I2 = I0 − ID2.
En réinjectant les équations 3.8 et 3.9 dans l’équation 3.11, il vient :
∆Is = ve,diff
√
2βn
(√√√√(I02 − vw,diff
√
βpI0
2
√
1− βp2I0v
2
w,diff )−
βnv2e,diff
2
−
√√√√(I02 + vw,diff
√
βpI0
2
√
1− βp2I0v
2
w,diff )−
βnv2e,diff
2
)
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∆Is = ve,diff
√
βnI0
(√√√√√(1− vw,diff
√
2βp
I0
√√√√1− βpv2w,diff2I0 −
βnv2e,diff
I0
−
√√√√√(1 + vw,diff
√
2βp
I0
√√√√1− βpv2w,diff2I0 −
βnv2e,diff
I0
)
(3.12)
En accord avec l’équation 2.24, afin de garantir un comportement linéaire des 3
paires différentielles, il est nécessaire que :
ve,diff 
√
2I0
βn
et vw,diff 
√
2I0
βp
(3.13)
Or, au premier ordre, si αx 1, alors √1 + αx ' 1 + αx2 .
∆Is ' ve,diff
√
βnI0
(√√√√(1−
√
2βp
I0
vw,diff +
(2βp
I0
) 3
2 v
3
w,diff
4 −
βnv2e,diff
I0
−
√√√√(1 +
√
2βp
I0
vw,diff +
(2βp
I0
) 3
2 v
3
w,diff
4 −
βnv2e,diff
I0
)
(3.14)
D’après l’équation 3.13, les termes
(2βp
I0
) 3
2 v
3
w,diff
4 et
βnv
2
e,diff
I0
sont négligeables
devant
√
2βp
I0
vw,diff . Ainsi,
∆Is '
√
βnI0ve,diff
(√√√√(1−
√
2βp
I0
vw,diff −
√√√√1 +
√
2βp
I0
vw,diff
)
(3.15)
En réutilisant l’approximation de
√
1 + αx au premier ordre, il vient finalement :
∆Is ' −
√
2βnβpve,diffvw,diff (3.16)
Le courant différentiel de sortie est l’image du signal d’entrée multiplié par le poids
et par un coefficient −
√
2βnβp fixe.
3.2.4 Dimensionnement du multiplieur
D’abord, il faut noter que la tension différentielle modélisant le poids est appli-
quée à une paire différentielle PMOS. Ce choix est fait conformément aux préconisations
données dans [204] d’appliquer le signal variant le plus lentement à la paire différentielle
repliée. La tension de mode commun de ce signal doit être ajustée en conséquence. En
suivant le même raisonnement que dans le chapitre III.2 mais pour une structure à base
de transistor PMOS, cette tension est fixée à 1V.
La principale équation conditionnant le dimensionnement des transistors et des
sources de courant du multiplieur est l’équation 3.13. Un compromis entre la taille des
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sources de courant, des transistors M1 à M6 et des dynamiques des signaux et poids doit
être déterminé.
D’abord, la dynamique des signaux doit être assez faible pour vérifier l’équa-
tion 3.13. Elle ne doit toutefois pas être trop faible afin de maximiser le rapport si-
gnal/bruit. Ensuite, les sources de courant doivent générer un courant relativement élevé
afin que la bande passante du signal soit supérieure à 50MHz, conformément au cahier des
charges, et afin que l’équation 3.13 soit vérifiée. Néanmoins, lors de la conception de larges
sources de courant, il est nécessaire de dimensionner les transistors de la paire différentielle
en conséquence. Or, si augmenter la taille des transistors M1 àM6 permet d’augmenter la
dynamique de sortie du signal et donc d’en optimiser le rapport signal/bruit, cela limite
également le domaine de validité de l’équation 3.13. Ainsi, un compromis doit être établi
entre la taille de la source de courant et la taille des transistors des paires différentielles.
A partir de ces considérations, une étude paramétrique sur ces données permet de
déterminer le meilleur compromis. Le tableau III.3.2 résume les tailles de transistors rete-
nues pour l’implantation du multiplieur, les sources de courant utilisées et les dynamiques
des signaux.
Tableau III.3.2 – Dimensionnement des transistors, des sources de courant
et de la dynamique des signaux du multiplieur
Transistors W (µm)/L (µm)
M1 −M2 12/0, 7
M3 à M6 6/0, 7
Sources de courant
I0 500µA
Dynamique maximale des signaux
ve,diff 500mV
vw,diff 1V
3.2.5 Exploitation du multiplieur
A partir des données du tableau III.3.2, il est d’abord possible de déterminer les
valeurs des paramètre p et q – la pente et l’amplitude maximale de la fonction tangente
hyperbolique – adaptée à notre circuit. En effet, le multiplieur Mult-2 doit traiter un signal
différentiel ve,diff de 500mV de dynamique. La tangente hyperbolique lui fournissant ce
signal doit donc avoir une dynamique de sortie de 500mV , et une amplitude maximale
de 250mV. Ainsi, q = 0, 25 et l’équation 3.6 donne w2,i,e = w2,i,m. Par suite, il est donc
nécessaire de choisir p tel que w1,i,e = w1,i,m, c’est-à-dire p = 16. Enfin, il vient b1,i,e =
b1,i,m/4 et b2,e = b2,m/4. En conclusion, les poids de l’implantation électronique sont donc
identiques aux poids du modèle mathématique et appartiennent donc à [−2; +2]. Les
biais à implanter sont égaux au quart des biais mathématiques et appartiennent donc à
[−0.5; +0.5].
Avant d’exploiter davantage le multiplieur, il est nécessaire de préciser qu’il existe
une correspondance entre la tension différentielle vw,diff associée au poids et la valeur
mathématique du poids : multiplier, mathématiquement, par un poids W , équivaut phy-
siquement à appliquer une tension vw,diff = W/4. Dans la suite du tapuscrit, la notion de
poids W au sens mathématique est quasiment exclusivement employée.
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Des simulations statiques et fréquentielles du circuit utilisant les valeurs du ta-
bleau III.3.2 ont été exécutées et les résultats sont présentés sur la figure III.3.4. Les
courbes (a) représentent le courant différentiel de sortie en fonction de la tension diffé-
rentielle ve,mult pour différentes valeurs de poids. Les courbes pointillées représentent les
courbes théoriques issues de l’équation 3.16. On peut remarquer que les courbes issues de
la simulation en sont très proches. Le multiplieur réalise donc une multiplication précise
et linéaire sur toute la plage de variation d’entrée, quel que soit le poids. Par ailleurs, les
courbes de la figure (b) montrent que le multiplieur possède une fréquence de coupure à
−3dB supérieure à 920MHz, bien supérieure aux spécifications du cahier des charges, quel
que soit le poids appliqué. En outre, elles permettent de confirmer que la multiplication
est également linéaire par rapport à vw,diff : les tracés pour un poids de ±2 sont bien 6dB
au dessus des tracés pour un poids de ±1, eux-mêmes 6dB au dessus des tracés pour un
poids de ±0, 5.
La courbe de l’analyse fréquentielle pour un poids nul n’apparaît pas sur le gra-
phique, car elle est inférieure à -150dB quelle que soit la fréquence.
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Figure III.3.4 – Simulations du multiplieur
3.3 L’additionneur de la couche cachée
3.3.1 Fonctionnement de l’additionneur
L’additionneur de la couche cachée est réalisé par un simple ajout de courant en
sortie du multiplieur. Une tension différentielle modélisant le biais vb,diff = vb,+ − vb,−
est appliquée sur une paire différentielle NMOS et génère un courant différentiel de sortie
∆I+s = I+s,1 − I+s,2. Le choix de la structure NMOS permet de connecter directement ses
sorties aux sorties du multiplieur, comme le schématise la figure III.3.5. Dans la suite
du chapitre, I×s,1/2, ∆I×s , I
×,+
s,1/2 et ∆I×,+s désignent respectivement les courants de sortie
asymétriques du multiplieur, le courant de sortie différentiel du multiplieur, les courants
de sortie asymétriques de l’ensemble “Multiplieur + Additionneur” et le courant de sortie
différentiel de l’ensemble “Multiplieur + Additionneur”. Sur le circuit III.3.5 :
I×,+s,1 = I×s,1 + I+s,1 (3.17)
I×,+s,2 = I×s,2 + I+s,2 (3.18)
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Ainsi, le courant différentiel de sortie est :
∆I×,+s = I
×,+
s,1 − I×,+s,2 = (I×s,1 + I+s,1)− (I×s,2 + I+s,2) (3.19)
= (I×s,1 − I×s,2) + (I+s,1 − I+s,2) = ∆I×s + ∆I+s (3.20)
I+0
I+s,1
I×,+s,1
I×s,1
Multiplieur
I+s,2
I×,+s,2
I×s,2
vb,1 vb,2M1 M2
Figure III.3.5 – Addition en courant
3.3.2 Dimensionnement de l’additionneur
Le dimensionnement de l’additionneur est réalisé en plusieurs étapes.
D’abord, la tension différentielle vb,diff est appliquée, comme le signal d’entrée
différentiel ve,diff , sur une structure différentielle NMOS. Il peut alors être intéressant
d’utiliser, pour générer ces deux signaux, la structure de différentiation présentée plus
loin dans ce chapitre. Ce choix présente l’avantage de limiter le nombre de circuits à
concevoir. En conséquence, vb,diff présente une dynamique de 250mV crête à crête autour
d’une tension de mode commun de 2V .
Ensuite, la source et les transistors sont dimensionnés de sorte que les transistors
restent toujours en saturation. Le courant différentiel ∆I+s doit également rester linéaire
par rapport à vb,diff et donc l’équation 2.24 doit être respectée.
Enfin, le courant différentiel de sortie doit être calibré en fonction des propriétés du
multiplieur. Le courant différentiel en sortie de multiplieur atteint 50µA pour un poids de
2 et une tension différentielle d’entrée de 250mV . Ce courant de 50µA est donc équivalent,
mathématiquement, à 2∗0, 25 = 0, 5. Par conséquent, électroniquement, générer un offset
de 50µA correspond mathématiquement, à ajouter un biais de 0, 5.
Même si, conformément aux conclusions des paragraphes précédents, les biais b1,i,e
appartiennent à l’intervalle [−0.5; +0.5], l’additionneur est dimensionné pour des biais
appartenant à [−2,+2]. Ce choix permet en effet d’offrir au réseau de neurones des per-
formances accrues sans pour autant complexifier sa conception ou sa mise en œuvre. Le
courant différentiel de sortie généré par l’additionneur doit donc varier de −200µA à
+200µA, linéairement avec vb,diff .
A l’aide de ces valeurs extrêmes et de l’équation 2.24, la source de courant et les
transistors de l’additionneur sont dimensionnés selon le tableau III.3.3.
3.3.3 Exploitation de l’additionneur de la couche cachée
Comme pour le multiplieur, il existe une correspondance entre la tension différen-
tielle vb,diff associée au biais et la valeur mathématique du biais : ajouter mathématique-
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Tableau III.3.3 – Dimensionnement de la source de courant et des
transistors de l’additionneur
Transistors W (µm)/L (µm)
M1 −M2 10/0, 7
Source de courant
I+0 500µA
ment un biais B, équivaut physiquement à appliquer une tension vb,diff = B/8. Dans la
suite du tapuscrit, la notion de biais B au sens mathématique est quasiment exclusivement
employée.
La courbe III.3.6 représente le courant différentiel en sortie de l’additionneur en
fonction du biais appliqué (en bleu) et la sortie idéale décrite par l’équation 2.24 (en
pointillés). Le courant différentiel en sortie d’additionneur est quasiment confondu avec la
courbe idéale : l’additionneur est linéaire par rapport à vb,diff et génère le courant désiré.
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Figure III.3.6 – Courant différentiel en sortie d’additionneur en fonction de
la tension différentielle vb,diff associée au biais
La figure III.3.7 représente des simulations de l’ensemble “Multiplieur + Addition-
neur”, pour plusieurs valeurs de poids et de biais. La courbe (a) illustre le fonctionnement
statique du circuit et démontre ses capacités à générer des signaux linéaires pour des poids
et biais variant sur un intervalle [−2; +2]. La courbe (b) représente le fonctionnement fré-
quentiel du circuit. Comme l’additionneur ne fait qu’ajouter un offset au signal, sans
ajouter de composante temporelle, le comportement fréquentiel du circuit “Multiplieur +
Additionneur” est identique à celui de multiplieur seul.
L’ensemble “Multiplieur + Additionneur” génère un courant différentiel image de
la multiplication du signal d’entrée par un poids et additionné d’un biais. Ce courant de
sortie est très linéaire, à la fois par rapport au signal d’entrée, au poids et au biais, et avec
une bande passante extrêmement large. Le circuit est chargé à l’aide de résistances, qui
convertissent le courant de sortie en tension différentielle. Utiliser des résistances plutôt
que des transistors connectés en transdiode permet de conserver une plage de linéarité
en tension plus importante. Les résistances sont calculées de façon à ce que la tension de
mode commun soit de 2V , c’est-à-dire que la tension aux bornes de chaque résistance soit
VDD−2 = 1, 3V . Le courant continu en sortie de l’ensemble “Multiplieur + Additionneur”
étant de 500µA, les résistances de charge sont de 2, 6kΩ. La tension différentielle en
sortie pour ve,diff = 250mV et un poids de 2 est ainsi de 50µA · 2, 6kΩ = 130mV et,
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Figure III.3.7 – Simulations de l’ensemble “Multiplieur + Additionneur”
proportionnellement, de 65mV pour un poids de 1. La figure III.3.8 représente la tension
différentielle de sortie du circuit Multiplieur-Additionneur pour différentes valeurs de poids
et biais, illustrant cette conversion courant-tension.
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Figure III.3.8 – Tension différentielle de sortie de l’ensemble
“Multiplieur-Additionneur” pour différentes valeurs de poids et biais
L’opération suivante est l’application d’une fonction d’activation sigmoïdale à ce
signal.
3.4 La fonction d’activation sigmoïdale
Le chapitre III.2 démontre qu’une structure à paire différentielle approche naturel-
lement la fonction tangente hyperbolique. Une telle structure est par conséquent employée
pour réaliser la fonction d’activation sigmoïdale du réseau de neurones.
Toutefois, le chapitre II.3 a révélé que la fonction d’activation du réseau de neurones
“mathématique” doit avoir une pente à l’origine de 4 au moins pour un poids de 1. Comme
cela est expliqué au paragraphe 3.1.4, le paramètre p permet en particulier de conserver
l’aspect de la fonction tangente hyperbolique lorsque l’intervalle de définition varie. Pour
un signal de 500mV de dynamique comme celui en entrée du réseau de neurones, le
paragraphe précédent montre que p = 16. En revanche, pour conserver l’aspect de la
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fonction sigmoïdale pour un signal de 130mV issu du “Multiplieur + Additionneur” avec
un poids de 1 et un biais nul, le paramètre p doit être de 61, 5. Or pour obtenir une
telle pente, l’équation 2.25 spécifie qu’il faut un très petit courant de polarisation et/ou
une très forte transconductance, ce qui est difficilement réalisable puisque GM =
√
2βI0
d’après l’équation 2.24.
Pour contourner ce problème, le signal issu du circuit “Multiplieur + Addition-
neur” est pré-amplifié grâce à deux étages successifs identiques de paires différentielles
chargées par des résistances. La figure III.3.9 représente un de ces étages d’amplification.
Grâce à cette pré-amplification, avant d’être appliqué à la paire différentielle réalisant
effectivement la fonction d’activation, la dynamique du signal augmente, donc p diminue
et devient plus facile à implanter. Les sources de courant, les transistors et les résistances
sont dimensionnés de sorte que les transistors restent en saturation, que la bande passante
soit supérieure à 50MHz et que la tension de mode commun de chaque étage soit de 2V .
Le tableau III.3.4 résume les valeurs retenues pour les deux étages d’amplification.
I0
RL RL
VDD
M1 M2ve+ ve−
vs+ vs−
Figure III.3.9 – Un étage de préamplification
Tableau III.3.4 – Dimensionnement de l’étage de pré-amplification de la
fonction tangente hyperbolique
Transistors W (µm)/L (µm)
M1 −M2 20/0, 35
Résistances Valeur
RD 2.6kΩ
Source de courant
I+0 1mA
La préamplification en deux étages permet de bénéficier d’un gain important sans
dégrader la bande passante. Avec les composants du tableau III.3.4, chaque étage présente
un gain en tension de Adiff,dB = 15, 34dB, soit un gain total de 28, 5dB pour une fréquence
de coupure à −3dB supérieure à 800MHz. La nouvelle valeur de p calculée est 2, 35.
Il est alors possible d’implanter une paire différentielle permettant de réaliser la
fonction d’activation. Une contrainte est néanmoins à prendre en compte : étant donnée
la forte pente localement de la fonction d’activation et la grande dynamique des signaux
appliqués à la paire différentielle, les effets capacitifs des transistors de la source de courant
et de la paire différentielle sont importants. La bande passante peut notamment être
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réduite et des effets de charge et de décharge peuvent modifier la forme temporelle du
signal. Les composants sont donc choisis petits, et leur longueur est en particulier fixée à
la valeur minimale permise par la technologie, c’est-à-dire 0, 35µm.
Dans un premier temps, la source de courant est dimensionnée. Contrairement à
toutes les autres sources de courant du circuit, elle n’est pas générée directement à partir
du circuit de la figure III.2.19, mais en est dérivée selon la figure III.3.10. La tension
de grille du transistor source est ainsi plus importante et il est possible de générer un
courant de 250µA, garantissant une bande passante suffisante, malgré une taille réduite
des composants pour minimiser les effets capacitifs.
Extérieur
de l’ASIC
W
L
= 20.7
2
0.7
1
0.35
1
0.35
5
0.7
25
0.7
50µA 250µA 250µA
Vers Paire Diff.
50µA
45kΩ
VDD = 3.3V
Figure III.3.10 – Source de courant de la paire différentielle
Grâce à l’équation 2.25, il est possible de déterminer la taille des transistors de la
paire différentielle :
GM
I0
= 1
I0
√
K
2
W
L
I0 = 2, 35
=⇒ W
L
= 16, 2
=⇒ W = 5.67µm avec L = 0, 35µm
La paire différentielle est chargée par des résistances RL dimensionnées de sorte
que la dynamique de la tangente hyperbolique soit de 500mV conformément à l’étude du
paragraphe 3.2.5. Les résistances sont donc de RD = 1kΩ.
En sortie de la paire différentielle, le mode commun est VDD − RL I02 = 3, 175V .
Ce niveau doit être ajusté à 2V afin de pouvoir être appliqué au multiplieur suivant. Un
étage suiveur à drain commun NMOS est développé dans ce sens. La figure III.3.11 détaille
l’implantation de la fonction tangente hyperbolique sans l’étage de pré-amplification mais
avec l’étage suiveur.
Les valeurs des largeurs de transistors sont affinées en simulation grâce à une étude
paramétrique afin d’approcher au plus près la fonction tanh(16x). Les valeurs de résis-
tances de charge sont également ajustées afin de compenser le gain légèrement inférieur
à 1 de l’étage suiveur. Le tableau III.3.5 résume les tailles retenues pour les différents
composants.
Enfin, la figure III.3.12 représente les simulations statique, temporelle et fréquen-
tielle de la fonction tangente hyperbolique. La simulation intègre en amont de la fonction
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I0
I1 I1
M1 M2
M3 M4
ve+ ve−vs+ vs−
RL RL
VDD
Figure III.3.11 – Schéma de la fonction tangente hyperbolique
Tableau III.3.5 – Dimensionnement de la paire différentielle réalisant la
tangente hyperbolique
Transistors W (µm)/L (µm)
M1 −M2 5/0, 35
M3 −M4 32/0, 7
Résistances Valeur
RL 1.2kΩ
Source de courant
I0 250µA
I1 100µA
d’activation un multiplieur et un additionneur configurés respectivement avec un poids de
1 et un biais de 0. La courbe (a) montre que la fonction générée approche avec précision la
fonction mathématique tanh(16x) (en pointillés). La courbe (b) illustre le comportement
temporel de la fonction d’activation. La courbe rouge représente la sortie de la cellule
implantée et la courbe pointillée la sortie idéale. Les effets capacitifs de charges et de dé-
charges sont très limités grâce à l’utilisation de transistors de petites dimensions. Enfin,
la courbe (c) montre que la fréquence de coupure de la fonction est supérieure à 280MHz.
La figure III.3.13 représente enfin la sortie de la fonction d’activation pour diffé-
rentes valeurs de poids (biais fixe à 0) et de biais (poids fixe à 1) en fonction de ve,diff ,
respectivement à gauche et à droite. Le poids permet bien de faire varier la pente de la
fonction, tandis que le biais réalise une translation de toute la fonction suivant l’axe des
abscisses.
3.5 L’additionneur de la couche de sortie
L’additionneur de la couche de sortie a pour rôle d’additionner les courants issus
des 8 muliplieurs avec un biais b2. Tous les multiplieurs sont identiques entre eux et à celui
présenté au paragraphe 3.2, et la génération du courant de biais peut donc être implanté
selon la figure III.3.5.
Si le signal en sortie de l’additionneur de la couche cachée est différentiel, celui en
sortie du réseau de neurones doit être asymétrique et donc l’additionneur peut être conçu
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Figure III.3.12 – Simulation de la fonction tangente hyperbolique
(a) Simulation statique du circuit (en bleu) et courbe mathématique
tanh(16x) (en pointillés)
(b) Simulation temporelle de la cellule implantée (en rouge) et sortie idéale
(en pointillés)
(c) Simuation fréquentielle du circuit
−200 −100 0 100 200
−200
−100
0
100
200
Ve,diff (mV)
V
ta
n
h
s
,d
if
f
(m
V
)
Poids
-1.75
-1
-0.5
-0.25
0.25
0.5
1
1.75
(a)
−200 −100 0 100 200
−200
−100
0
100
200
Ve,diff (mV)
V
ta
n
h
s
,d
if
f
(m
V
)
Biais
0.2
0.15
0.1
0.05
0
-0.05
-0.1
-0.15
-0.2
(b)
Figure III.3.13 – Simulation de la fonction tangente hyperbolique pour
différentes valeurs de poids (a) ou de biais (b)
dans ce sens. La figure III.3.14 illustre une technique pour convertir un courant différentiel
en courant asymétrique, par l’intermédiaire de trois miroirs de courant. Sur cette figure,
en supposant que les transistors M1 et M2 d’une part, et M3, M4, M5, M6 d’autre part,
sont appairés, alors Is = I1 − I2.
VDD
I2 I1
I2
I1
I2
Is
M1 M2
M3 M4 M5 M6
Figure III.3.14 – Conversion d’un courant différentiel en courant asymétrique
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En réalisant ce circuit en sortie de chacun des 8 multiplieurs et du circuit générateur
de biais et en connectant toutes les sorties ensemble, la structure globale réalise alors
l’opération :
IRNs =
8∑
i=1
∆I×2s,i + ∆I+2s (3.21)
en notant ∆I×2s,i et ∆I+2s les courants de sortie des multiplieurs Mult-2 et de l’additionneur
Add-2 respectivement.
En appliquant enfin ce courant à un amplificateur transimpédance, dont la finalité
est de convertir un courant en tension, une tension asymétrique est générée, correspon-
dant à la sortie du réseau de neurones. La figure III.3.15 propose une implantation d’un
circuit transimpédance, dont la tension en sortie de ce circuit varie autour de 2V selon,
idéalement :
Vs = RL · Ie = RL
( 8∑
i=1
∆I×2s,i + ∆I+2s
)
(3.22)
−
+
=⇒
Ie
Vs
I0
VDDRL
RL
Ie
Vs
2V
Figure III.3.15 – Implantation d’un amplificateur transimpedance
Il a été montré dans les chapitre précédent qu’en sortie de multiplieur (ou addi-
tionneur), un courant de 50µA est équivalent mathématiquement à 0,5. Alors, en sortie
du réseau de neurones, un courant de 25µA doit être converti en un signal de 250mV
d’amplitude. La résistance RL doit donc être de 10kΩ. Par ailleurs, pour assurer la stabi-
lité de la contre-réaction et garantir une bande passante suffisamment élevée, le gain du
circuit et le courant de polarisation du circuit doivent être élevés. Une étude paramétrique
permet de déterminer la taille optimale des composants en ce sens. En outre, la simula-
tion tient compte de phénomènes physiques que n’intègre pas l’équation 3.22, et la taille
de la résistance est donc ajustée pour correspondre au mieux au cahier des charges. Le
tableau III.3.6 résume les valeurs des composants retenues pour réaliser cet amplificateur
transimpédance.
La figure III.3.16 représente la sortie de l’amplificateur transimpédance, et donc
du réseau de neurones, pour un seul neurone actif avec w1 = 1, b1 = 0, w2 = 1 et
b2 = 0 (pour tous les autres neurones, poids et biais sont nuls). La courbe (a) montre
la simulation statique du réseau : si la sortie du réseau de neurones ainsi configurée (en
bleu) est centrée sur 1,995V au lieu de 2V, elle correspond tout de même bien à la fonction
théorique tanh(16x) ·0, 25 (en pointillés). La courbe (b), issue de la simulation temporelle
du réseau montre également la bonne adéquation entre la sortie du circuit (en rouge) et la
sortie idéale (en pointillé) à 5mV de niveau continu près. Enfin, la courbe (c) montre que
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Tableau III.3.6 – Dimensionnement de l’amplificateur transimpédance
Transistors W (µm)/L (µm)
M1 −M2 100/0, 35
M3 −M4 30/0, 7
Résistances Valeur
RL 12, 5kΩ
Source de courant
I0 2mA
la fréquence de coupure à −3dB est supérieure à 215MHz, bien au-delà des spécifications
du cahier des charges.
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Figure III.3.16 – Simulation du réseau de neurones pour un neurone seul
actif pour lequel w1 = 1, b1 = 0, w2 = 1 et b2 = 0
Les limites de linéarité en sortie du circuit ont également été testées : les biais
b1,i sont tous paramétrés à 0 et les poids w1,i à 0,25 de manière à ce que la sortie de la
tangente hyperbolique soit quasi-linéaire (voir figure III.3.13). Le biais b2 est paramétré
à 0 et les poids w2,i sont d’abord tous paramétrés à leur valeur minimale (-2) puis à leur
valeur maximale (+2). La figure III.3.17 illustre les résultats de cette simulation.
La sortie du réseau reste linéaire sur tout l’intervalle [1,25V ;2,7V]. Le comporte-
ment linéaire et l’excursion en tension sont limités en valeur inférieure par le transistor
source de courant du circuit transimpédance et en limite supérieure par le miroir de cou-
rant PMOS de ce même circuit et par la tension d’alimentation. Cette plage de linéarité
correspond à l’intervalle sur lequel la sortie du réseau de neurones répond effectivement
à l’équation 3.2. Elle est largement supérieure aux spécifications du cahier des charges.
L’intégralité des fonctions du réseau de neurones a été présentée dans les para-
graphes précédents. Toutefois, seules les implantations différentielles ont été détaillées.
Avant de démontrer, dans le chapitre suivant, les capacités du réseau de neurones élaboré
à modéliser les caractéristiques de prédistorsion présentées au chapitre II.2, les cellules
permettant de différentier les signaux d’entrée, de poids et de biais sont décrites.
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Figure III.3.17 – Limites de linéarité de sortie du réseau de neurones
3.6 Mise en forme des signaux d’entrée
Les signaux appliqués au réseau de neurones – d’entrée, de poids et de biais – sont
des tensions asymétriques. Les structures de multiplication et d’addition fonctionnant en
mode différentiel, ils doivent donc être transformés en signaux différentiels. Ce paragraphe
présente les différentes structures utilisées et leur dimensionnement en accord avec les
caractéristiques des circuits présentés dans les précédentes sections.
3.6.1 Le signal d’entrée
Bien que, comme l’explique le paragraphe 3.1.4, seul le quadrant supérieur droit soit
exploité, le signal d’entrée du réseau de neurones est supposé varier sur une dynamique
de 500mV autour d’une tension continue fixée à 2V. Avant d’être appliqué au premier
multiplieur, il doit être transformé en signal différentiel de 500mV de dynamique autour
d’un mode commun à 2V , en accord avec les propriétés du circuit multiplieur étudié au
paragraphe 3.2. Pour ce faire, il est appliqué sur la grille d’un transistor d’une structure
différentielle NMOS chargée par deux transistors PMOS connectés en diode, présentée
sur la figure III.3.18. Sur l’autre grille est appliquée une tension continue de 2V .
I0
Vs+ Vs−
VDD
Ve 2VM1 M2
M3 M4
Figure III.3.18 – Circuit de différentiation du signal d’entrée
Afin de bénéficier d’une bande passante très supérieure à 50MHz et de garantir le
fonctionnement linéaire du circuit selon l’équation 4.22, la source de courant débite un
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courant I0 important. La taille des transistors M1 et M2 est, elle, déterminée de sorte que
la tension différentielle VDiff = Vs+− Vs− ait une amplitude de 500mV crête à crête pour
une entrée asymétrique de 500mV de dynamique. Enfin, la taille des transistors M3 et M4
est définie de manière à fixer précisément le mode commun de la sortie différentielle à 2V .
Le tableau III.3.7 indique les tailles de transistors choisies.
Tableau III.3.7 – Dimensionnement de la source de courant et des
transistors du circuit de différentiation du signal d’entrée
Transistors W (µm) / L (µm)
M1–M2 10µm/0, 7µm
M3–M4 25µm/0, 7µm
Source de courant
I0 500µA
La figure III.3.19 représente la simulation statique et fréquentielle du circuit. Les
courbes (a) représentent les signaux Vs+ et Vs− de 250mV d’amplitude autour de 2V
et le signal de sortie différentiel VDiff de 500mV de dynamique, en fonction du signal
d’entrée Ve. La dynamique spécifiée est atteinte et pour un signal à 50MHz, la distorsion
harmonique est inférieure à -55dB : la conversion est particulièrement linéaire. La courbe
(b) montre en outre que la fréquence de coupure à -3dB du circuit est supérieure à 1GHz.
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Figure III.3.19 – Simulation du circuit de différentiation du signal d’entrée
3.6.2 Les poids et biais
3.6.2.1 Forme des tensions issues des convertisseurs numérique-analogique
Avant de décrire les structures permettant de différencier les signaux représen-
tant les poids et biais, il est nécessaire de détailler la façon dont ils sont générés. Les
poids et biais sont injectés dans l’ASIC par l’intermédiaire de convertisseurs numérique-
analogique, de manière asymétrique. Plusieurs critères doivent être pris en compte pour
choisir comment exploiter les DACs.
D’une part, il est nécessaire que les convertisseurs travaillent sur une dynamique
d’entrée la plus importante possible afin que chaque bit codant un paramètre soit signifi-
catif et que la précision soit optimale. D’autre part, des tensions élevées ne peuvent pas
117
III.3. LE RÉSEAU DE NEURONES ANALOGIQUE
être exploitées immédiatement dans l’ASIC au risque de l’endommager. En particulier,
les transistors tolèrent des tensions VGS, VDS, VGB, VDB et VSB ne pouvant pas dépasser
3, 6V .
La solution retenue est de générer des tensions sur une dynamique relativement
importante afin de bénéficier d’une précision des DACs optimale puis de diviser cette ten-
sion au sein de l’ASIC par un pont résistif afin de la rendre compatible avec les tolérances
de la technologie. Ainsi, les poids et biais devant tous varier sur l’intervalle [−2; +2], le
choix est fait de générer des tensions sur cette même dynamique, autour d’une tension
continue de 2V . Les tensions représentant les poids et biais varient ainsi de 0V à 4V ,
la tension 2V correspondant à un paramètre nul. Cette tension est ensuite divisée avant
d’être appliquée sur un circuit de différentiation.
3.6.2.2 Le poids
La tension représentant le poids varie de 0V à 4V. Elle doit être divisée puis diffé-
rentiée de manière à produire une tension différentielle de 1V de dynamique autour d’une
tension de mode commun de 1V. Pour déterminer la division à effectuer, une analogie
avec la structure de différentiation du signal d’entrée a été effectuée : dans ce dernier cas,
la tension asymétrique a une dynamique de 500mV autour d’un niveau continu à 2V et
est transformée en une tension différentielle de 500mV de dynamique et de 2V de mode
commun. Ainsi, pour le poids, la tension appliquée à la structure de différentiation est
donc une tension de 1V de dynamique autour d’un niveau continu à 1V.
Pour réaliser la division et ajuster le niveau continu, un pont résistif est élaboré.
Les valeurs des résistances sont déterminées analytiquement. Cette tension divisée est
ensuite appliquée à une paire différentielle PMOS, dimensionnée pour répondre au cahier
des charges. La figure III.3.20 représente le circuit permettant de transformer le signal de
poids asymétrique en signal différentiel.
I0
R3
R2
VDD
R1
Vw 1VM1 M2
M3 M4
Figure III.3.20 – Circuit de différentiation du signal de poids
Le tableau III.3.8 résume les tailles des composants retenues.
Enfin, la figure III.3.21 illustre le résultat de la différentiation du signal de poids. La
courbe bleue représente la tension d’entrée asymétrique, la rouge la tension après division
et la verte la tension différentielle correspondant au poids vw,diff en fonction de la tension
de poids. Les spécifications énoncées ci-dessus sont bien atteintes.
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Tableau III.3.8 – Dimensionnement de la source de courant et des
transistors du circuit de différentiation du signal de poids
Transistors W (µm)/L (µm)
M1 −M2 20/0, 7
M3 −M4 7/0, 7
Résistances Valeur
R1 790Ω
R2 1, 3kΩ
R3 330Ω
Source de courant
I0 250µA
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Figure III.3.21 – Simulation du circuit de différentiation du signal de poids
3.6.2.3 Le biais
Comme le poids, la tension représentant le biais doit être divisée avant d’être dif-
férentiée. Le paragraphe 3.3 stipule que l’opération de différentiation du biais est réalisée
avec le même circuit que pour le signal d’entrée, c’est-à-dire le circuit de la figure III.3.18.
Par conséquent, la tension de biais doit être divisée de sorte que sa dynamique soit de
500mV autour d’un niveau continu de 2V . Un pont résistif, semblable à celui de la fi-
gure III.3.20, est élaboré, avec les valeurs de résistances suivantes : R1 = 2kΩ, R2 = 470Ω
et R3 = 720Ω.
La figure III.3.22 illustre le résultat de la différentiation du signal de biais. La
courbe bleue représente la tension d’entrée asymétrique, la rouge la tension après division
et la verte la tension différentielle correspondant au biais vb,diff en fonction de la tension
de biais. Les spécifications énoncées ci-dessus sont bien atteintes.
3.7 Conclusion
Ce chapitre a présenté la conception d’un réseau de neurones analogique satisfai-
sant au cahier des charges du circuit linéariseur présenté au chapitre III.1. Les fonctions
de multiplication et d’addition des couches cachées et de sortie garantissent un fonctionne-
ment linéaire pour des poids et des biais appartenant à l’intervalle mathématique [−2; +2].
La fonction d’activation sigmoïdale développée a une pente élevée pour permettre la mo-
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Figure III.3.22 – Simulation du circuit de différentiation du signal de biais
délisation de la singularité des fonctions de prédistorsion avec le plus de précision possible.
Enfin, le circuit a une bande passante élevée, supérieure à 210MHz, pour répondre aux
besoins de ces travaux.
Le prochain chapitre de ce tapuscrit présente la conception du circuit déphaseur
intégré dans l’architecture du linéariseur. Dans un dernier chapitre enfin, les deux circuits
sont simulés et testés afin de modéliser les fonctions de prédistorsion des trois amplifica-
teurs présentées au chapitre I.1 et en réaliser la linéarisation en phase. En particulier, les
capacités des réseaux de neurones à approcher ces fonctions sont démontrées.
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CHAPITRE 4
Le circuit déphaseur
Ce chapitre présente l’implantation du circuit déphaseur configurable à partir d’un
signal de contrôle provenant d’un réseau de neurones. Dans un premier temps, les spéci-
fications que doit satisfaire le circuit sont rappelées. Puis un état de l’art des différentes
implantations existantes est présenté, permettant de définir l’architecture la plus adaptée
au cahier de charges. Les fonctions élémentaires exploitées dans cette architecture sont
alors détaillées et simulées individuellement. Enfin, le circuit complet est simulé pour
démontrer sa capacité à répondre aux besoins du linéariseur développé dans ces travaux.
4.1 Cahier des charges
Le circuit déphaseur est la structure du linéariseur permettant de compenser la
différence de phases introduite par un amplificateur en fonction de la puissance moyenne
du signal qu’il émet. A partir d’un signal de contrôle généré par un réseau de neurones,
image de la puissance moyenne du signal modulé et de la caractéristique de prédistorsion
décrite au chapitre II.2, le circuit déphase le signal à son entrée afin de rendre la carac-
téristique AM/PM du système “Linéariseur + Amplificateur” constante. En revanche, le
déphaseur ne doit générer aucune modification de l’amplitude ni introduire de distorsion
au signal. Outre la phase, deux autres critères sont donc particulièrement importants
dans l’étude du circuit : le gain, qui doit être le plus proche possible de 1 (ou de 0dB)
et le taux de distorsion harmonique (ou THD pour Total Harmonic Distortion). Cette
grandeur mesure la linéarité d’un système par le rapport des valeurs efficaces entre la
fréquence fondamentale et les autres harmoniques et doit être la plus faible possible.
Le circuit déphaseur traite directement le signal utile d’amplitude maximale 500mV
crête à crête à 50MHz autour d’un niveau continu du signal d’entrée ajusté dans l’ASIC
par un pont résistif après une capacité de liaison, comme l’illustre la figure III.2.18 du
chapitre III.2. Avant d’être exploité par un autre circuit, le signal en sortie est mis en
forme par un circuit dédié, mais il faut tout de même veiller à ce que le niveau continu
de sortie soit le plus stable possible.
Afin de linéariser la caractéristique AM/PM d’un amplificateur sur toute sa gamme
de puissance de fonctionnement, le déphaseur doit être en mesure de générer un déphasage
sur une plage minimale correspondant à ∆φmin = ψmax − ψmin, et ce, quel que soit
l’amplificateur étudié. En particulier, des trois amplificateurs présentés au chapitre I.1,
l’amplificateur de puissance TEDCNES présente la plus grande plage de variation : 41◦
de 158◦ à 199◦. Le circuit déphaseur doit donc être capable de produire un déphasage
du signal à son entrée sur une gamme d’au moins 41◦ pour pouvoir compenser les non-
linéarités en phase introduites par les trois amplificateurs. La plage de déphasage ∆φ n’est
en revanche pas bornée en valeur supérieure et plus elle est importante, plus le système
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sera à même de linéariser d’autres amplificateurs présentant des non-linéarités en phase
plus prononcées.
Le tableau III.4.1 présente les principales caractéristiques que doit vérifier le circuit
déphaseur.
Tableau III.4.1 – Principales caractéristiques du circuit déphaseur
Propriété Valeur
Dynamique d’entrée/sortie maximale 500mV crête à crête
Fréquence de fonctionnement 50MHz
Gain 0dB
Plage minimale de déphasage 41◦
4.2 Etat de l’art
Un circuit déphaseur analogique est implanté sous la forme d’un filtre passe-tout.
Cette famille de filtres présente un gain nul sur toute leur gamme de fréquence de fonc-
tionnement et une phase, configurable ou non, fonction d’un ou plusieurs paramètres :
tension ou courant de polarisation, valeur d’un composant passif... De très nombreuses
implantations sont proposées dans la littérature. Dans [98–101], plus de soixante solu-
tions distinctes sont recensées. Environ 75% de ces solutions traitent le signal en tension,
environ 20% en courant et 5% en transconductance ou en transimpédance. Par ailleurs,
depuis une dizaine d’années, deux tendances très nettes sont apparues : l’utilisation quasi-
systématique de structures appelées convoyeurs de courant (ou de dérivés) et la réduction
du nombre de composants passifs.
Le choix d’une architecture de déphaseur adapté aux besoins du linéariseur re-
pose sur plusieurs critères. D’abord, la bande passante du circuit doit être supérieure
à 50MHz. Or beaucoup de ces filtres, bien qu’ils soient appelés passe-tout, ont une li-
mite en fréquence, liée aux limites des composants et des structures utilisés, inférieure à
1MHz [210–215]. Ensuite, le déphasage doit être configurable, et sur une large gamme.
Ainsi les implantations proposées dans [216–219], non-configurables, ou celles proposées
dans [215, 220, 221] et dont la plage de déphasage atteignable n’excède pas 20◦, ne ré-
pondent pas au besoin de ces travaux. De plus, le système doit permettre le traitement
de signaux sur une grande dynamique avec une linéarité optimale. Ainsi, les implanta-
tions proposées dans [220, 221], dont le taux de distorsion harmonique croît rapidement
au-delà de 70mV d’amplitude du signal d’entrée, ne sont pas exploitables. Enfin, dans la
mesure du possible, la structure doit être la plus simple possible à développer, et notam-
ment compter le moins de transistors possible. Des structures telles que celles proposées
dans [222] et nécessitant 65 transistors sont en effet particulièrement difficiles à implanter
et à optimiser pour une application spécifique.
Finalement, l’architecture proposée dans [223] est la plus simple à mettre à œuvre
et à adapter aux besoins de ces travaux. C’est donc à partir de cette structure que le
circuit déphaseur du linéariseur est développé.
Remarque : Il est possible d’atténuer le signal en entrée du déphaseur et de le
réamplifier en sortie afin d’améliorer la linéarité du système en traitant un signal de faible
amplitude. Cela nécessite néanmoins de caractériser finement les circuits d’atténuation
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et d’amplification afin de quantifier leur influence sur la réponse globale du système, et
complexifie le circuit.
4.3 Architecture du circuit déphaseur
4.3.1 Le convoyeur différentiel de différences de courant
La réalisation du circuit déphaseur repose sur l’architecture proposée dans [223]
et sur l’utilisation d’un convoyeur différentiel de différences de courant (ou DDCC pour
Differential Difference Current Conveyor) simplifié, représenté sur la figure III.4.1 et dont
l’implantation est détaillée au paragraphe 4.4.
DDCC
e1Ve1
e2Ve2
e3Ve3
s Vs
Ie1
Ie1
Ie1
Is
Figure III.4.1 – Symbole du DDCC simplifié
Vei et Iei représentent respectivement la tension et le courant associé à l’entrée ei
et Vs et Is ceux associées à la sortie.
Les relations en courant et en tension entre les ports du DDCC sont les suivantes :
Ie1 = Ie2 = Ie3 = 0 (4.1)
Vs = Ve1 − Ve2 + Ve3 (4.2)
Remarque : Le DDCC complet, proposé dans [224] comporte un étage de sortie
supplémentaire, qui génère un courant égal (ou opposé) à Is sous haute impédance, inutile
pour la réalisation du circuit déphaseur. L’étude d’implantation qui suit est donc celle d’un
DDCC simplifié, à savoir sans étage de sortie.
4.3.2 Choix de l’architecture du circuit déphaseur
L’architecture proposée dans [223] est représentée sur la figure III.4.2. Elle est
constituée de deux DDCC, d’une résistance et d’une capacité.
La fonction de transfert de ce filtre est :
H(jω) = jωRC − 1
jωRC + 1 (4.3)
Le gain de cette fonction de transfert est :
|H(jω)| = |jRCω − 1
jRCω + 1 | =
|jωRC − 1|
|jRCω + 1| = 1 (4.4)
et la phase :
∠H(jω) = arg(jRCω − 1
jRCω + 1) = 180
◦ − 2arctan(RCω) (4.5)
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DDCC2
DDCC1
Ve
e1
e2
e3
s
e1
e2
e3
s Vs
R
C
Figure III.4.2 – Schéma du circuit déphaseur proposé dans [223]
Ce circuit modélise ainsi un filtre passe-tout de gain unitaire, dont la phase, à
fréquence fixée, est ajustable via la modification du produit RC. Pour réaliser un cir-
cuit déphaseur adapté à notre cahier des charges et s’inspirant de cette architecture, il
faut donc concevoir deux circuits DDCC et une résistance et/ou une capacité variable et
contrôlable par un signal externe.
Sur ce circuit, les deux pôles de la résistance sont sur le chemin du signal ; elle
est dite flottante. A l’inverse, un des pôles de la capacité est connectée à la masse. Or,
le développement des circuits actifs permettant d’émuler des composants passifs réglables
(résistifs ou capacitifs), et les performances qui en découlent, dépendent du caractère
flottant ou mis à la masse du composant à émuler. Pendant ces travaux de doctorat, une
seconde architecture, dérivée de celle de la figure III.4.2, a donc été imaginée. Elle est
proposée sur la figure III.4.3.
DDCC2
DDCC1
Ve
e1
e2
e3
s
e1
e2
e3
s Vs
C
R
Figure III.4.3 – Schéma du circuit déphaseur développé durant cette thèse
Ce circuit utilise les mêmes ressources et sa fonction de transfert est :
H ′(jω) = 1− jωRC1 + jωRC = −H(jω) (4.6)
Le gain est : |H ′(jω)| = 1 et la phase ∠H ′(jω) = −2arctan(RCω). Il s’agit donc
également d’un filtre passe-tout. Sur ce circuit néanmoins, la capacité est flottante alors
que la résistance est mise à la masse.
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Disposer de ces deux circuits quasiment identiques permettra donc de sélectionner
l’implantation la plus simple à mettre à œuvre et présentant les meilleures performances.
Les paragraphes suivant présentent l’implantation des DDCC et de circuits per-
mettant d’émuler les composants passifs configurables.
4.4 Implantation du DDCC
4.4.1 Analyse de circuit
Le convoyeur différentiel de différence de courant est une structure dérivée de
l’amplificateur différentiel de différences (ou DDA pour Differential Difference Amplifier)
présenté dans [225], dont une implantation est proposée sur la figure III.4.4. Le DDA
repose sur la même structure que l’amplificateur opérationnel classique décrit dans [158],
avec un dédoublement de la paire différentielle de l’étage d’entrée. Ainsi, quand un am-
plificateur opérationnel amplifie une différence de tension, le DDA amplifie une différence
de différences de tensions.
I0 I0 I1
P
VDD
M1a M2a M1b M2b
M3 M4
M5
V1a V2a V1b V2b Vs
ID1a ID2a ID1b ID2b
Is1Is2
∆Is
Figure III.4.4 – Implantation d’un amplificateur différentiel de différences
Supposons les transistors M1a, M1b, M2a et M2b d’une part, et M3 et M4 d’autre
part parfaitement appairés et fonctionnant en régime saturé. Notons ID1a, ID1b, ID2a
et ID2b les courants de drain associés aux transistors des paires différentielles d’entrée,
∆Va = V1a − V2a, ∆Vb = V1b − V2b et ∆Is = Is2 − Is1.
A partir de l’équation 2.21, les différences de courant de drain s’écrivent :
ID1a − ID2a = ∆Va
√
2βnI0
√
1− βn2I0 ∆V
2
a (4.7)
ID1b − ID2b = ∆Vb
√
2βnI0
√
1− βn2I0 ∆V
2
b (4.8)
Restreignons le fonctionnement de l’amplificateur à son domaine linéaire :
|∆Va|, |∆Vb| 
√
2I0
βn
(4.9)
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Les équations 4.7 et 4.8 deviennent alors :
ID1a − ID2a '
√
2βnI0∆Va (4.10)
ID1b − ID2b '
√
2βnI0∆Vb (4.11)
Ainsi,
∆Is = Is2 − Is1 = (ID2a + ID2b)− (ID1a + ID1b)
= (ID2a − ID1a)− (ID1b − ID2b)
' −
√
2βnI0(∆Va + ∆Vb) = −GM(∆Va + ∆Vb) (4.12)
Cette différence de courant est générée au point P par l’intermédiaire du miroir de
courant. En ce point, la résistance de sortie est :
Rs = (rDS2a//rDS2b//rDS4) (4.13)
avec rDSi = 1/gDSi la résistance de sortie du transistor Mi.
Le gain différentiel en tension en P est donc :
A1 = GMRs = GM(rDS2a//rDS2b//rDS4) (4.14)
et
VP = −A1(∆Va + ∆Vb) (4.15)
Cette tension est présentée en entrée d’un second étage de gain à source commune
dont le gain en tension est :
A2 = gm5(rds5//roI1 ) (4.16)
où gm5 représente la transconductance du transistorM5, rds5 sa résistance de sortie et roI1
la résistance de sortie de la source de courant I1.
Finalement, le gain total du circuit est :
Atotal = A1 · A2 = GM(rDS2a//rDS2b//rDS4)gm5(rDS5//roI1 ) (4.17)
et
Vs = −Atotal(∆Va + ∆Vb) (4.18)
Pour constituer un convoyeur différentiel de différence de courants comme celui
présenté dans [224] (sans l’étage de sortie), une contre-réaction négative est appliquée de
la sortie sur l’entrée V2b comme le représente la figure III.4.5.
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I0 I0 I1
VDD
M1a M2a M1b M2b
M3 M4
M5
V1a V2a V1b Vs
Figure III.4.5 – Implantation d’un convoyeur différentiel de différences de
courant
L’équation 4.17 devient alors :
Vs = −Atotal(V1a − V2a + V1b − Vs) (4.19)
= −Atotal1− Atotal (V1a − V2a + V1b) (4.20)
Si le gain de l’amplificateur est très supérieur à 1, alors
Vs ' (V1a − V2a + V1b) (4.21)
La relation en tension entre les entrées et sorties de ce circuit est bien celle d’un
DDCC simplifié définie par l’équation 4.2, avec les entrées e1, e2 et e3 désignant respective-
ment les grilles des transistorsM1a,M2a etM1b. Les entrées étant des grilles de transistors
MOS, de très forte impédance, l’équation 4.1 est également respectée. Ce circuit permet
notamment de doubler l’amplitude d’un signal ou de l’inverser, comme le prouvent les
simulations présentées dans l’annexe D.
4.4.2 Implantation physique
4.4.2.1 Dynamique du signal traité dans le circuit déphaseur
Avant de dimensionner le DDCC, une attention particulière est portée à la dyna-
mique du signal traité. En entrée du circuit déphaseur complet, le signal a une amplitude
maximale de 500mV. Si ce signal est directement exploité, le DDCC2 fonctionnant en
doubleur de tension, le signal en sortie de ce composant est de 1V crête à crête. Or cette
grande dynamique peut complexifier la conception et la mise en œuvre des DDCC et des
composants passifs configurables. Garantir une grande linéarité sur une telle dynamique
peut notamment être difficile. Le choix est donc fait de diviser par deux l’amplitude du
signal en entrée avant de le traiter, puis de le remultiplier par deux en sortie, grâce à
l’utilisation d’un DDCC monté en doubleur de tension, comme le schématise la figure
III.4.6.
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Atténuation
(−6dB) Déphaseur
DDCC en
doubleur
(+6dB)
ve vs
Dynamique :
500mV c-c
Dynamique :
250mV c-c
Dynamique :
500mV c-c
Figure III.4.6 – Modification de la dynamique de travail du circuit déphaseur
Conformément à la remarque du paragraphe 4.2, il est nécessaire de quantifier les
impacts des étages d’atténuation et d’amplification en entrée et sortie du système.
L’atténuation par un facteur deux est simple à réaliser grâce à deux transistors
identiques montés en transdiodes comme le représente la figure III.4.7. Dans cette confi-
guration, les transistors se trouvent en permanence à la limite des zones linéaire et saturée
et se comportent comme des résistances. En choisissant des transistors PMOS larges afin
de s’affranchir de la modulation de longueur de canal, et aux erreurs d’appariement près,
l’atténuation est extrêmement précise. La figure III.4.8 présente à gauche la simulation
temporelle de la figure III.4.7 pour des transistors de taille W/L = 10µm/0.7µm et un
signal d’entrée de 500mV crête à crête à 50MHz et à droite la réponse fréquentielle du
même circuit. L’atténuation est de −6dB et la phase nulle quelle que soit la fréquence,
pour un taux de distorsion harmonique de −77dB à 50MHz.
Vs
Ve
M1
M2
Figure III.4.7 – Implantation d’un atténuateur par 2 à l’aide de transistors
PMOS
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Figure III.4.8 – Simulations temporelle (à gauche) et fréquentielle (à droite)
de l’atténuateur de la figure III.4.7
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Dans le circuit déphaseur, le signal en sortie de cet atténuateur est appliqué sur
une structure différentielle. Son niveau continu doit donc être de 2V conformément aux
choix effectués au chapitre III.2. Pour ajuster ce niveau continu, il suffit d’appliquer une
tension continue de 2V sur le drain du transistor M1.
Le DDCC proposé en tant que doubleur de tension est le composant de base du
circuit déphaseur. Dans cette optique, sa conception, présentée par la suite, est particu-
lièrement soignée et optimisée.
Par la suite, les étages d’atténuation et d’amplification sont omis et, pour plus de
clarté, le signal dit d’entrée désigne le signal Ve des circuits des figures III.4.2 et III.4.3.
4.4.2.2 Dimensionnement des transistors du DDCC
Le signal Ve en entrée des DDCC a une dynamique maximale de 250mV autour
d’un niveau continu de 2V. Les entrées e3 et e2 des DDCC1 et DDCC2 respectivement
sont également polarisées à une tension de 2V pour équilibrer les structures différentielles
M1a −M2a et M1b −M2b à une tension de mode commun de 2V.
Appelons Amax l’amplitude maximale du signal autour de la tension de mode
commun : Amax = 125mV et étudions la tension différentielle maximale appliquée aux
différentes paires différentielles. Pour le DDCC1, sur M1a est appliqué le signal utile,
d’amplitude maximale Amax et sur M2a le signal plus ou moins atténué et déphasé, pro-
venant du DDCC2 configuré en doubleur de tension, d’amplitude maximale 2Amax. En
supposant le signal provenant du DDCC2 non-atténué mais en opposition de phase avec le
signal utile, la tension différentielle maximale aux bornes de la paire M1a −M2a est donc
3Amax. D’après l’équation 4.2, la tension différentielle maximale sur la paireM1b−M2b est
alors également 3Amax. Pour le DDCC2, sur M1a est appliqué le signal utile, d’amplitude
maximale Amax et surM2a la tension de mode commun. La tension différentielle maximale
aux bornes de la paire M1a −M2a est donc Amax. Le DDCC2 étant connecté en doubleur
de tension et entrée et sortie étant, dans cette configuration, en phase, la tension différen-
tielle maximale sur la paire M1b −M2b est alors également Amax. Finalement, la tension
différentielle maximale sur les différentes paires différentielles des DDCC est 3Amax. Le
convoyeur différentiel de différences de courant devant conserver un comportement linéaire
quelle que soit la dynamique du signal d’entrée, les tailles des transistors M1a, M2a, M1b
et M2b et le courant de polarisation I0 doivent donc être tels que :
√
2I0
βn
 3Amax ⇒ I0
βn
 70 · 10−3V 2 (4.22)
La taille des transistors M3 et M4 du miroir de courant doit être choisie telle que
les transistors M2a, M2b et M4 restent en régime saturé quelle que soit la tension au point
P. Cette tension doit également respecter VDD − VP < VT5.
Enfin, la taille du transistorM5 et le courant de polarisation I1 doivent être choisis
de manière à optimiser le gain de l’amplificateur à source commune.
Le tableau III.4.2 résume les tailles des différents transistors utilisés pour réaliser
un DDCC. Les sources de courant sont implantées par les transistors MI0a, MI0b et MI1
(de gauche à droite sur le schéma III.4.5) et polarisées par le miroir de courant présenté
sur la figure III.2.19.
Dans cette configuration, I0/βn = 735 · 10−3V 2, ce qui respecte la condition de
linéarité de l’équation 4.22. Par ailleurs, le gain différentiel en tension est A1 = 7.3 et le
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Tableau III.4.2 – Taille des transistors du DDCC
Transistors W (µm)/ L (µm)
M1a, M2a, M1b, M2b 2/0.35
M3 −M4 5/0.35
M5 50/0.35
MI0a, MI0b 5/0.7
MI1 50/0.7
gain du second étage est A2 = 13.1, soit un gain total Atotal = A1 · A2 = 95.6  1 qui
garantit le bon fonctionnement du DDCC.
L’annexe D présente les capacités du DDCC à réaliser des opérations arithmétiques
d’inversion et de multiplication par deux du signal.
4.5 Implantation des composants passifs configurables
La fonction de transfert du circuit déphaseur montre que la phase du signal de
sortie est fonction, à fréquence fixée, du produit RC. Pour piloter le déphasage, il est
donc possible de contrôler à la fois la valeur de la résistance et la valeur de la capacité.
En pratique néanmoins, cette méthode peut être difficile à mettre en œuvre. La solution
retenue dans ces travaux est donc de contrôler soit la valeur de la capacité, soit la valeur
de la résistance.
Ce paragraphe présente dans un premier temps une étude du produit RC per-
mettant de déterminer la gamme de variation des composants à intégrer. Puis une étude
d’implantation de capacités et de résitances variables est menée, afin de définir l’architec-
ture la plus adaptée au cahier des charges du paragraphe 4.1.
4.5.1 Étude du produit RC
L’objectif de ce paragraphe est de déterminer la plage de variation du produit RC
permettant d’obtenir une plage de déphasage d’au moins 41◦ pour un signal d’excitation
à 50MHz, et plus particulièrement les couples (RCmin;RCmax) tels que |φ(RCmax) −
φ(RCmin)| > 41◦. Cette étude permet d’optimiser le dimensionnement des circuits émulant
les composants passifs configurables. En particulier, il peut être difficile de réaliser des
composants configurables sur une large gamme et il est donc important de déterminer une
plage de variation de RC la plus étroite possible.
Le raisonnement suivant est mené sur l’équation de phase du premier circuit pré-
senté (Figure III.4.2). L’analyse portant sur une différence de phase, les conclusions seront
cependant également valables pour le deuxième circuit.
La figure III.4.9 représente la phase φ = 180− 2arctan(RCω) en fonction de RC.
Pour chaque valeur RC1 telle que φ(RC1) > 41◦, il existe une valeur RC2 (> RC1) telle
que |∆φ| = |φ(RC1)− φ(RC2)| > 41◦. A partir de cette courbe, il est possible de définir
la valeur de RC1, notée par la suite RCmin, telle que φ(RC1) = 41◦ : RCmin = 8.5 · 10−9.
La figure III.4.10 représente en rouge la valeur de RC2 telle que |∆φ| = |φ(RC1)−
φ(RC2)| = 41◦ et en bleu le rapport RC2/RC1 correspondant, pour RC1 ∈ [10−10;RCmin].
La courbe de droite de la figure III.4.10 montre que, mathématiquement, le produit RC
doit varier dans un rapport de 1 à 2 au moins pour que la plage de variation de phase
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Figure III.4.9 – Phase du circuit déphaseur en fonction de RC
soit supérieure à 41◦, pour RC1 = 2 · 10−9. Ce rapport est toutefois théorique et les
valeurs physiques accessibles des composants implantés détermineront le rapport réel à
atteindre. A titre indicatif, la même étude montre que, mathématiquement, le produit
RC doit varier dans un rapport de 1 à 6 au moins pour que la plage de variation de phase
soit supérieure à 90◦.
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Figure III.4.10 – Etude des variations du produit RC
Grâce à cette étude, il sera possible, dans les paragraphes suivants, d’évaluer la
pertinence d’un choix d’implantation de composants passifs configurables et les capacités
du circuit élaboré à générer des déphasages sur un intervalle de plus de 41◦.
4.5.2 Les varactors
Le composant varactor est un condensateur dont la capacité est contrôlable via un
signal de commande (en tension ou en courant).
Le kit de développement AMS permet l’implantation direct d’un tel composant.
Néanmoins, la plage de variation de la capacité est limitée à 30%, et le varactor, qu’il soit
flottant ou mis à la masse introduit des fortes distorsions. Ce composant n’est donc pas
adapté à notre application.
Quelques solutions sont proposées dans la littérature scientifique. La plage de va-
riation de ces implantations n’est cependant pas suffisante [226] ou les fréquences de
fonctionnement des circuits ne correspondent pas à notre cahier des charges [227–229].
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La solution varactor n’est donc pas retenue et la capacité implantée sera donc fixe.
Sa valeur doit être suffisamment grande (≥ 1pF) pour qu’elle ne soit pas noyée dans
les capacités parasites des circuits environnants. Elle doit néanmoins rester relativement
petite : d’une part, les capacités occupent une surface silicum importante ; d’autre part,
plus C est grand, plus R doit appartenir à un intervalle de faibles valeurs pour respecter
la plage de variation de RC adéquate et les faibles valeurs de résistances sont difficiles
à implanter. La taille maximale de la capacité est fixée à 10pF. Ces considérations ainsi
que la courbe de droite de la figure III.4.10 suggèrent ainsi que, pour obtenir une plage
de variation de déphasage d’au moins 41◦, la valeur minimale de la résistance doit être
comprise entre 200Ω et 2kΩ (RC1 = 2 · 10−9 et C ∈ [1pF; 10pF]).
4.5.3 La résistance variable
L’implantation de varactor n’étant pas adaptée à notre cahier des charges, la so-
lution retenue est donc l’implantation d’une résistance variable contrôlée par un signal
externe. Elle doit être contrôlable sur un intervalle tel que la plage de déphasage soit d’au
moins 41◦ pour un signal d’excitation à 50MHz et une capacité comprise entre 1pF et
10pF.
4.5.4 La résistance variable flottante
La réalisation du circuit de la figure III.4.2 implique le développement d’une résis-
tance flottante variable contrôlable par un signal externe. De nombreuses implantations de
ce type de composant sont proposées dans la littérature scientifique. Les premières implan-
tations exploitaient le comportement résistif du transistor MOS en zone linéaire [230–234],
mais la linéarité et la configurabilité de ces composant étaient limitées. Une autre tech-
nique, aujourd’hui majoritaire car plus polyvalente, exploite des transistors en satura-
tion [235–251], essentiellement dans des circuits à transconductance, ou une association
de transistors en zone linéaire et en saturation [252–257]. Néanmoins, aucune implantation
n’est adaptée aux besoins de ces travaux.
En effet, ces implantations sont des circuits actifs, à base de transistors MOS,
émulant le comportement d’une résistance. Leur bande passante est donc limitée, et peut
être inadaptée au cahier des charges du circuit déphaseur [230,231,233–235,239,240,242,
244,246–249,253,254,256]. Ensuite, pour de nombreuses implantations, la valeur minimale
des résistances est bien supérieure à 20kΩ [230,235–239,241,243,244,249–251,253,256,258].
Ainsi, ces intégrations ne permettent pas de générer une plage de variation de phase de
plus de 41◦. En outre, même si la bande passante et la valeur de résistance sont conformes à
nos besoins, il peut être difficile de conserver une linéarité satisfaisante sur toute la gamme
de variation de R [230,232–235,237,238,241,243,245,248,251,252,254,257,258]. Enfin, le
signal traversant la résistance dans le circuit III.4.2 est appliqué à l’entrée e2 du DDCC1 ;
il est donc important que le circuit émulant la résistance variable garantisse en sortie un
niveau continu stable (à 2V) sur toute la gamme de variation de résistance. De nombreuses
architectures ne montrent toutefois pas cette stabilité [231–234,240,242–244,250,252–258].
Les différentes architectures de résistances flottantes variables existant dans la
littérature scientifique ne sont pas adaptées aux besoins de ces travaux ou présentent des
performances insuffisantes. Le circuit III.4.2 est donc particulièrement difficile à réaliser
pour répondre au cahier des charges présenté au paragraphe 4.1.
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4.5.5 La résistance variable mise à la masse
4.5.5.1 L’amplificateur opérationnel à transconductance en tant que résis-
tance variable
Le circuit III.4.3, dérivé du circuit III.4.2, n’utilise pas de résistance flottante,
mais une résistance mise à la masse. Plusieurs articles dans la littérature scientifique
décrivent l’implantation de cette famille de composants [259–263]. Comme pour les résis-
tances flottantes, certaines implantations exploitent des transistors MOS dans leur zone
linéaire [259,263] et d’autres des transistors en saturation [260–262]. Notons que les résis-
tances flottantes précédemment décrites peuvent également être mises à la masse, ce qui
permet de s’affranchir des problèmes de stabilité du niveau continu du nœud de sortie.
Parmi toutes ces implantations, la technique d’intégration offrant le plus de possibilités
est l’exploitation d’amplificateurs transconductances (ou OTA pour Operationnal Trans-
conductance Amplifier) selon le schéma de la figure III.4.11 [264,265] : la sortie de l’OTA
est rebouclée sur son entrée inverseuse et l’entrée non-inverseuse est connectée à la masse.
La contre-réaction est alors qualifiée de Série-Shunt et l’impédance de sortie, c’est-à-dire
vue par Ve dans ce cas, est [154] :
Zeq =
Rs
1 + gmRs
(4.23)
avec Rs la résistance de sortie de l’OTA et gm sa transconductance. Un OTA ayant, par
définition, une résistance de sortie très élevée, la résistance vue par Ve est alors environ
l’inverse de la transconductance du circuit :
Req ' 1
gm
(4.24)
Ve
OTA
−
+
⇐⇒ Ve
R ' 1
gm
Figure III.4.11 – Modélisation d’une résistance à la masse par un
amplificateur transconductance
L’utilisation d’OTA est particulièrement intéressante car il s’agit de structures très
courantes dans les circuits intégrés et il est possible d’en optimiser l’implantation pour un
meilleur gain, une meilleure bande passante, une plus grande linéarité, etc. Il conviendra
en particulier dans ces travaux d’optimiser la résistance de sortie de l’amplificateur trans-
conductance afin de garantir la stabilité du circuit et la précision de la résistance variable
émulée.
Un amplificateur transconductance peut être simplement réalisé à partir d’une
paire différentielle chargée par un miroir de courant, comme l’illustre la figure III.4.12.
La transconductance de ce circuit est équivalente à transconductance du transistor M2 :
gm = gm2 =
√
Kn
W2
L2
I0
2 . Sa résistance est équivalente aux résistances de sortie rDS2 et rDS4
des transistors M2 et M4 en parallèle : Rs = (rDS2 ‖ rDS4).
Pour concevoir une résistance variable à partir de l’OTA de la figure III.4.12, il
suffit de piloter la source de courant réalisée par Msource via la tension vc. En effet, gm est
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I0
Is
Vs
Msource
M1 M2
M3 M4
vc
ve+ ve−
VDD
Figure III.4.12 – OTA réalisé à partir d’une paire différentielle chargée par
un miroir de courant
proportionnel à
√
I0 et, en supposant que Msource reste en saturation et en s’appuyant sur
l’équation 2.3, I0 est proportionnel à (vc − VTn)2. Donc gm est proportionnel à (vc − VTn)
et la résistance émulée est inversement proportionnelle à (vc − VTn). Ainsi, faire varier la
résistance dans un rapport de 1 à 2 au moins, comme le requiert le cahier des charges du
déphaseur, équivaut à faire varier la tension vc − VTn dans un même rapport (et I0 dans
un rapport de 1 à 4).
Le dimensionnement et l’optimisation du circuit de la figure III.4.12 reposent sur
plusieurs observations.
D’abord, la source de courant est dimensionnée selon deux critères. D’une part, la
variation de courant doit couvrir une plage suffisamment large pour satisfaire au cahier
de charges. Ensuite, le transistor Msource doit être choisi large, afin de générer un courant
suffisamment important, même pour une tension de commande très proche de VTn, et
garantir la linéarité de la sortie conditionnée par l’équation 2.24. Une étude paramétrique
sur la taille du transistor Msource et la plage de variation de vc permet ainsi d’obtenir une
source de courant adaptée pour un transistor de taille Wsource/Lsource = 50µm/0, 7µm et
une tension de contrôle vc variant sur [600mV ; 850mV ]. La figure III.4.13 représente en
bleu le courant généré par la source en fonction de vc pour VDS,source = 1V ; la courbe ne
respecte pas exactement l’équation 2.2 (représentée en pointillé) car le simulateur prend en
compte des phénomènes physiques non-modélisés par cette équation. La source élaborée
permet de générer des courants de 32µA à 440µA, c’est-à-dire une variation dans un
rapport de 1 à 14, bien supérieure à la plage requise. Cette propriété offre plus de liberté
sur le choix de valeurs de la capacité et de gm et facilite ainsi la conception de l’OTA.
Bien que la résistance de sortie de l’OTA de la figure III.4.12 soit élevée, il est
possible de l’augmenter encore, sans modifier la transconductance gm, en utilisant une
architecture téléscopique cascode, comme le représente la figure III.4.14. Les tensions de
polarisation Vpol1 et Vpol2 sont choisies de manière à maintenir les transistors respective-
ment M3 −M4 et M5 −M6 en saturation en permanence.
Le miroir de courant formé par les transistorsM5 àM8 est une évolution du miroir
cascode de la figure III.2.8 [147,266]. Sa résistance de sortie est identique :
Rs,1 = gm6rDS6rDS8 (4.25)
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Figure III.4.13 – En bleu : courant simulé généré par Msource en fonction de
la tension de contrôle vc pour VDS,source = 1V . En pointillé : courant calculé
à partir de l’équation 2.2
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Figure III.4.14 – Amplificateur transconductance téléscopique cascode
En revanche, sa limite supérieure de tension de sortie est vs,max = VDD − (vDS6 + vDS8)
contre vs,max = VDD − (vDS6 + vDS8 + VTp) pour le miroir cascode classique.
La résistance de sortie associée à l’étage cascode M2 −M4 est :
Rs,2 = (1 + gm4rDS4)rDS2 + rDS4 (4.26)
Ainsi, la résistance de sortie de l’amplificateur transconductance téléscopique cas-
code est [147] :
R′s = (Rs,1 ‖ Rs,2)
=
(
(1 + gm4rDS4)rDS2 + rDS4) ‖ gm6rDS6rDS8
)
 Rs (4.27)
En utilisant de larges transistors PMOS afin de minimiser les tensions vDS6 et
vDS8, un OTA téléscopique cascode peut ainsi être élaboré afin d’augmenter la résistance
de sortie du circuit et donc d’améliorer la stabilité du circuit, sans limiter excessivement
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la dynamique des signaux traités et sans en modifier la transconductance. Les transistors
PMOS sont tous identiques et dimensionnés de sorte que la tension de mode commun de
Vs soit, en statique, la plus proche possible de 2V quelle que soit la valeur de vc, et Vpol2
est déterminée pour que les transistors restent en saturation en permanence. Les valeurs
retenues sont W5,6,7,8/L5,6,7,8 = 40µm/0, 5µm et Vpol1 = 1, 8V .
Enfin, les transistors M1 à M4 sont dimensionnés selon deux critères. D’une part,
la transconductance du circuit, fonction de la taille de ces transistors, doit être adaptée
aux besoins du circuit déphaseur. D’autre part, comme l’amplificateur est rebouclé sur lui-
même, les capacités intrinsèques des transistors M1 et M2 influent sur la bande passante
du circuit et il est important de les minimiser, en limitant la largeur et la longueur des
transistors. Les transistors M3 et M4 sont choisis identiques aux transistors M1 et M2
et la tension de polarisation Vpol1 est déterminée de sorte que ces transistors restent en
saturation en permanence.
Pour déterminer les valeurs optimales de ces paramètres, un filtre passe-haut du
premier ordre est réalisé à l’aide d’une capacité fixe de 1pF et d’un OTA configuré en
résistance variable mise à la masse, comme le schématise la figure III.4.15.
Ve
C = 1pF
−
+
OTA
vc
Figure III.4.15 – Filtre passe-haut du premier ordre configurable avec un
OTA en tant que résistance variable
Une étude paramétrique est alors menée ; la résistance émulée est déterminée
en évaluant la fréquence de coupure fc du filtre (fc = 12piRC ). La figure III.4.16 repré-
sente les résultats de cette simulation pour la taille optimale retenue des transistors de
W1,2,3,4/L1,2,3,4 = 8µm/0, 5µm et une tension de polarisation Vpol2 = 2, 5V . Le signal d’en-
trée, similaire à celui généré par le DDCC2 dans le circuit déphaseur, a une dynamique
maximale de 250mV crête à crête autour d’un niveau continu à 2V.
Les simulations fréquentielles (a) et (b) mettent en évidence le comportement
passe-haut du filtre et la possibilité de le configurer via la tension de contrôle vc. Quelle
que soit la valeur de la résistance émulée, le circuit introduit très peu de distorsion :
la courbe (c) montre en effet que le THD reste inférieur à −30dB à 50MHz. La courbe
(d) montre enfin la valeur de la résistance en fonction de vc : celle-ci présente une plage
de variation de 1, 4kΩ à 4, 8kΩ, bien plus importante que celle requise par le cahier des
charges.
Le tableau III.4.3 résume finalement les tailles des transistors et les tensions de
polarisation retenues pour la conception de l’amplificateur transconductance.
4.5.5.2 Amélioration de la résistance variable
Bien que la résistance présentée au paragraphe précédent réponde aux besoins du
circuit déphaseur, une évolution simple du circuit est possible pour la rendre plus perfor-
mante et plus polyvalente. Cette amélioration consiste à cascader un OTA, une résistance
puis un second OTA, comme l’illustre la figure III.4.17, afin de réaliser un amplificateur
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Figure III.4.16 – Simulation du filtre passe-haut du premier ordre
configurable avec un OTA en tant que résistance variable
(a) Gain du filtre pour vc ∈ [600mV ; 850mV ]
(b) Phase du filtre pour vc ∈ [600mV ; 850mV ]
(c) Distorsion hamronique à 50Mhz en fonction de vc
(d) Résistance émulée en fonction de vc
Tableau III.4.3 – Taille des transistors du DDCC et tensions de polarisation
Transistors W (µm)/ L (µm)
Msource 50/0, 7
M1 −M4 8/0, 5
M5 −M8 40/0, 5
Tension de polarisation (V)
Vpol1 2, 5
Vpol2 1, 8
transconductance à paramétrage étendu (ou EOTA pour Extended Operationnal Trans-
conductance Amplifier) [267]. Le premier OTA réalise une première conversion tension
courant : Ii = gm1 ·Ve. La résistance convertit ce courant en tension : Vi = Rconv ·Ii. Enfin,
le deuxième OTA réalise une conversion de cette tension en courant : Is = gm2 ·Vi. Finale-
ment, le courant de sortie de ce montage est Is = Rconv ·gm1 ·gm2 ·Ve et sa transconductance
est Gm = Rconv · gm1 · gm2.
En supposant les 2 OTA identiques (i.e. gm1 = gm2 = gm), la transconductance de
l’EOTA devient gm,EOTA = Rconv ·g2m. En exploitant cet EOTA pour émuler une résistance
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gm1
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−
+
Rconv
+
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Ve
Vs
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EOTA
Figure III.4.17 – Amplificateur à transconductance à paramétrage étendu
variable comme sur le modèle de la figure III.4.11, avec un seul signal de contrôle pilotant
les deux OTAs élémentaires, la valeur de la résistance est alors fonction de l’inverse du
carré de la tension de contrôle et non plus de son inverse simple. Ainsi, en implantant
simplement deux fois l’OTA développé précédemment – et une résistance fixe –, la plage
de variation de la résistance augmente de manière quadratique à dynamique de signal de
contrôle égale.
La figure III.4.18 présente les mêmes simulations d’un filtre passe-haut du premier
ordre que dans le paragraphe précédent, mais exploitant un EOTA à la place d’un OTA.
La valeur de la résistance Rconv est calculée de manière à ce que la résistance minimale
émulée par l’EOTA soit à peu près égale à celle émulée par un OTA seul : Rconv ' 1, 4kΩ.
Ces simulations montrent l’amélioration de la plage de variation de la résistance,
de 1, 8kΩ à 15, 3kΩ, soit une augmentation de la plage de variation de 397%. En outre,
à 50Mhz, quelle que soit la valeur de résistance émulée, le taux de distorsion harmonique
reste inférieur à −34dB : le circuit adopte un comportement plus linéaire que le circuit
précédent et introduit moins de distorsions. Ainsi, si une résistance variable implantée avec
un OTA seul satisfait aux besoins du cahier des charges, l’implantation d’une résistance
à base d’un EOTA, qui offre de meilleures performances et une plus grande plage de
variation pour une tension de commande identique, est retenue pour la suite des travaux.
4.6 Simulation du circuit déphaseur
Le circuit déphaseur est simulé avec les circuits dimensionnés dans les deux pa-
ragraphes précédents, selon le schéma de la figure III.4.19. Etant données les valeurs
extrêmes de résistances émulées par l’EOTA, une capacité de 1pF est utilisée.
Le circuit de la figure III.4.7 et le DDCC configuré en doubleur de tension ne sont
pas représentés par souci de lisibilité mais sont également implantés et simulés.
4.6.1 Simulation du circuit déphaseur pour des valeurs de ten-
sions de contrôle fixes
Dans un premier temps, le circuit est simulé pour des valeurs de tension de contrôle
fixes. Pour chaque valeur de tension de contrôle, la bande passante est évaluée, ainsi que le
gain, la phase et la distorsion harmonique à 50MHz. La figure III.4.20 résume les résultats
de ces simulations.
La courbe temporelle (a) représente en noir le signal en entrée du déphaseur et le
signal en sortie pour différentes valeurs de vc. Elle met en évidence la plage de déphasage
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Figure III.4.18 – Simulation du filtre passe-haut du premier ordre
configurable avec un EOTA en tant que résistance variable
(a) Gain du filtre pour vc ∈ [600mV ; 850mV ]
(b) Phase du filtre pour vc ∈ [600mV ; 850mV ]
(c) Distorsion harmonique à 50Mhz en fonction de vc
(d) Résistance émulée en fonction de vc
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Figure III.4.19 – Implantation du circuit déphaseur, incluant deux DDCC et
un EOTA configuré en résistance variable mise à la masse
réalisable et la stabilité du gain en sortie. Le gain et la phase en sortie du déphaseur
pour un signal de 50MHz en fonction de la tension de contrôle vc sont représentés plus
explicitement sur les courbes (b). Quelle que soit vc, le gain est très stable (il varie sur
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Figure III.4.20 – Simulation du déphaseur avec vc fixe
(a) Réponse temporelle du déphaseur pour vc ∈ [600mV ; 850mV ]
(b) Gain et phase en sortie du déphaseur pour vc ∈ [600mV ; 850mV ]
(c) THD et tension continue de sortie à 50Mhz en fonction de vc
240mdB) et est très proche de 0dB (environ -200mdB en moyenne). Ainsi, le signal est
très peu atténué, confirmant le rôle passe-tout du filtre. Ensuite, la courbe rouge montre
que le signal peut être déphasé sur un intervalle très large, de −58◦ à −163◦, soit sur
105◦. Les courbes (c) montrent enfin que ce déphasage est très linéaire (la THD reste
inférieure à −31dB) et que le niveau continu de sortie est très stable (il varie sur environ
1mV autour de 1, 990V).
Ces premières simulations montrent donc les performances particulièrement élevées
du déphaseur conçu lorsque le déphasage est fixe dans le temps.
Remarque : Le signe négatif du déphasage indique la postériorité du signal de
sortie sur le signal d’entrée. Introduire un déphasage φ (dans le but de linéariser un
amplificateur de puissance en phase comme aux chapitres II.2 et II.3) revient donc à
configurer le déphaseur pour une fonction de phase de −φ.
4.6.2 Simulation du circuit déphaseur pour des valeurs de ten-
sions de contrôle variables dans le temps
Le déphaseur est à présent simulé avec des signaux de contrôle susceptibles de lui
être appliqués dans le linéariseur. Le signal d’entrée est toujours un signal sinusoïdal à
50MHz, de 500mV de dynamique autour d’un niveau continu à 2V. En revanche, le signal
de contrôle est une tension variant de façon discrète toutes les 20ns.
La première simulation évalue le temps de réponse du déphaseur pour une varia-
tion de tension de contrôle de 50mV. La figure III.4.21 représente en bleu la réponse du
déphaseur à une variation de la tension de contrôle de 600mV à 850mV par pas de 50mV
toutes les 20ns. Le signal en noir et l’histogramme rosé représentent respectivement la
réponse idéale du déphaseur et la tension de contrôle. Une capacité de filtrage de 3pF est
ajoutée en sortie du DDCC doubleur de tension afin d’éliminer les oscillations dues aux
brusques variations de vc.
Les courbes montrent que le déphaseur adapte quasiment immédiatement la phase
du signal à des variations brusques de tension de contrôle lorsque celle-ci est supérieure à
750mV car il s’agit alors de faibles variations de phase à générer, de moins de 20◦ (à partir
de 260ns sur la courbe). Après une transition d’environ 5ns, le circuit adapte également la
phase du signal pour une transition de la tension de contrôle de 650mV à 700mV (à partir
de 240ns sur la courbe). En revanche, le circuit ne parvient à adapter la phase pour une
transition de la tension de contrôle de 600mV à 650mV qu’après près de 16ns. Dans ces
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deux derniers cas, l’instabilité transitoire provient de l’important changement de phase à
générer, de plus de 30◦ à chaque fois.
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Figure III.4.21 – Simulation du circuit déphaseur : augmentation de la
tension de contrôle de 600mV à 850mV par pas de 50mV toutes les 20ns
Dans la seconde simulation, la tension de contrôle est diminuée de 850mV à 600mV
par pas de 50mV toutes les 20ns. Les mêmes conventions graphiques que ci-dessus sont
utilisées. De la même manière que précédemment, le déphaseur adapte rapidement la
phase des signaux pour des variations brusques de tension de contrôle lorsque celle-ci est
supérieure à 750mV et s’adapte plus lentement lorsque la tension de contrôle est inférieure
à 750mV.
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Figure III.4.22 – Simulation du circuit déphaseur : diminution de la tension
de contrôle de 850mV à 600mV par pas de 50mV toutes les 20ns
La simulation suivante étudie le temps de réponse du circuit déphaseur pour une
variation maximale de tension de contrôle, de 600mV à 850mV puis de 850mV à 600mV,
soit une variation de phase de 105◦ à chaque transition. Encore une fois, les mêmes conven-
tions graphiques que ci-dessus sont utilisées. La courbe montre que le déphaseur adapte
le déphasage en moins de 5ns lorsque la tension de contrôle varie de 600mV à 850mV.
Lorsque la tension de contrôle varie de 850mV à 600mV, la phase du signal est également
adaptée en moins de 10ns. En revanche, le niveau continu du signal chute et n’est pas
stabilisé après 5 périodes du signal.
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Figure III.4.23 – Simulation du circuit déphaseur : variation de phase
maximale (105◦)
La dernière simulation étudie le temps de réponse du circuit déphaseur pour une
variation de phase de 41◦, variation maximale observable sur les trois amplificateurs uti-
lisés dans ces travaux, par exemple pour une tension de contrôle variant de 680mV à
780mV. Les courbes montrent que la variation de phase dure environ 5ns.
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Figure III.4.24 – Simulation du circuit déphaseur : variation de phase de 41o
Le circuit déphaseur présente des performances à tension de contrôle fixe très
élevées, avec une plage de variation de phase de plus de 100◦ et une très grande linéarité.
Lorsque la tension de contrôle est brusquement modifié, le déphaseur adapte la phase
du signal rapidement mais peut introduire des erreurs de mode commun comme l’illustre
la figure III.4.23. Néanmoins, pour de faibles variations de phase, inférieure à 20◦, la
réponse du circuit est quasiment immédiate, comme le montre la figure III.4.21. Certaines
variations importantes peuvent également être rapidement effectuées : la figure III.4.24
démontre en effet qu’une variation de 41◦ peut être exécutée 5ns environ.
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III.4.6. SIMULATION DU CIRCUIT DÉPHASEUR
4.6.2.1 Modélisation du déphasage et adaptation des fonctions de prédistor-
sion
Pour pouvoir utiliser ce déphaseur au sein du linéariseur, il est nécessaire de dis-
poser d’une fonction approchant le déphasage introduit par le circuit en fonction de la
tension de contrôle générée par un réseau de neurones. Or il est difficile d’exploiter les
équations présentées au chapitre III.2, car ce sont des approximations du comportement
réel des composants et, dans le cas présent, elles ne fournissent pas un modèle précis du
déphasage introduit par le circuit en fonction de la tension de contrôle.
Pour déterminer un modèle précis, il est possible d’adapter successivement la for-
mule de la source de courant de l’équation 2.2 à la courbe exacte de la figure III.4.13,
puis d’ajuster ce nouveau modèle aux valeurs réelles de transconductance de l’EOTA – et
donc de la résistance variable – et enfin d’adapter cette équation à celle du déphasage 4.5.
Toutefois, ce processus est long, requiert de nombreuses approximations successives pour
aboutir à une relation diffcile à manipuler.
Il est donc préférable de déterminer un modèle simple reliant directement le dépha-
sage à la tension de contrôle, à partir de la courbe de déphasage (b) de la figure III.4.20.
En notant qu’au premier ordre, la fonction arctangente est linéaire et que la relation entre
la tension de contrôle et la valeur de la résistance variable est quadratique, une première
approximation raisonnable du déphasage en fonction de la tension de contrôle est donnée
par un polynôme d’ordre deux. En procédant à une régression quadratique sur les données
présentées sur la figure III.4.20, l’approximation suivante est définie :
φ = −1507v2c + 2617vc − 1193 (4.28)
Le coefficient de corrélation de cette approximation, qui en indique la finesse,
est de 0,9992. Cette estimation est donc très précise, comme l’illustre par ailleurs la
figure III.4.25, et utiliser un modèle plus complexe pour améliorer encore la précision
n’est pas nécessaire.
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Figure III.4.25 – Approximation du déphasage en fonction de la tension de
contrôle à l’aide d’un polynôme d’ordre deux
Cette formulation du déphasage modifie les caractéristiques de prédistorsion éva-
luées au chapitre II.2. Néanmoins, la forme des courbes reste similaire et les réseaux
de neurones peuvent facilement s’adapter à cette modification, comme le démontrent les
simulations du chapitre suivant.
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III.4. LE CIRCUIT DÉPHASEUR
4.7 Conclusion
Ce chapitre a présenté la conception microélectronique du cicruit déphaseur confi-
gurable présent au sein du linéariseur présenté au chapitre III.1. Une architecture à base
de DDCC, dérivée de [223] et d’un amplificateur transconductance à paramétrage étendu
est développé. Grâce à une tension de contrôle pilotant la transconductance de cet ampli-
ficateur, il est possible de contrôler le déphasage introduit par le circuit.
Cette architecture est particulièrement performante puisqu’elle permet de faire va-
rier le déphasage du signal sur 105◦ tout en restant très linéaire. Cette grande plage de
déphasage configurable suggère d’ailleurs que le linéariseur sera à même de linéariser des
amplificateurs présentant des non-linéarités en phase plus prononcées que les amplifica-
teurs de puissance utilisés dans ces travaux. La simulation temporelle du circuit avec une
tension de contrôle variable de façon discrète au cours du temps démontre que le circuit
est capable d’adapter rapidement la phase du signal en fonction de la tension de contrôle,
quasiment immédiatement pour des variations de phase faibles et en 5ns à peine pour une
variation de phase de 41◦, comme celle que peut introduire le HPA TEDCNES.
Le chapitre suivant présente l’exploitation des circuits neuronaux et déphaseur
dans le cadre de la linéarisation par prédistorsion d’amplificateurs de puissance.
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CHAPITRE 5
Exploitation de l’ASIC dans le contexte de
la prédistorsion
Dans les deux chapitres précédents ont été développés les circuits CMOS des ré-
seaux de neurones et du déphaseur utilisés dans le démonstrateur de linéariseur par pré-
distorsion imaginé aux chapitres II.2, II.3 et III.1. Ce chapitre présente les simulations
statiques de ces circuits dans le cadre de la linéarisation des amplificateurs de puissance
TEDCNES, ARABSAT4 et TI9083-8 et démontre leurs capacités de prédistorsion. Dans
un souci de lisibilité, seuls les résultats associés au HPA TEDCNES sont illustrés ici. Les
résultats liés aux amplificateurs ARABSAT4 et TI9083-8 se trouvent dans l’annexe D.
Dans ce chapitre, tous les composants environnant l’ASIC sont supposés idéaux.
Afin d’évaluer les performances d’une même architecture à linéariser différents amplifica-
teurs de puissance, nous supposerons en outre que le comportement de ces composants
est indépendant de l’amplificateur. Grâce aux circuits de mise en forme proposés dans
l’architecture de la figure III.1.6, il est notamment possible de supposer que :
— le détecteur de puissance fournit aux réseaux de neurones un signal compris
entre 0V et 250mV ;
— les réseaux de neurones génèrent également un signal compris entre 0V et
250mV ;
— la tension de contrôle du VGA est comprise entre 0V pour un gain de -10dB
et 250mV pour un gain de 0dB, et la relation entre la tension et le gain est
linéaire ;
— la tension de contrôle du déphaseur est comprise entre 600mV et 850mV et le
déphasage suit l’équation 4.28.
Dans un premier temps, la qualité de la linéarisation en amplitude est évaluée. Puis
l’association des réseaux de neurones et du circuit déphaseur est étudiée pour analyser la
précision de la prédistorsion en phase.
Dans la suite, un réseau de neurones sera qualifié de mathématique s’il s’agit du
modèle développé au chapitre II.3, et d’intégré s’il s’agit du circuit développé au cha-
pitre III.3.
5.1 Linéarisation en amplitude par l’intermédiaire du
réseau de neurones intégré dans l’ASIC
En prenant en compte les hypothèses ci-dessus, pour réaliser l’opération de linéa-
risation de l’amplificateur TEDCNES, la tension de commande du VGA doit suivre, en
fonction de la tension Vpwr issue du détecteur de puissance, la caractéristique présentée
sur la figure III.5.1.
III.5. EXPLOITATION DE L’ASIC DANS LE CONTEXTE DE LA PRÉDISTORSION
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Figure III.5.1 – Caractéristique de la tension de commande du VGA associée
au HPA TEDCNES en fonction de Vpwr dans le cadre fixé dans ce chapitre
Un réseau de neurones mathématique est entraîné à modéliser cette caractéris-
tique, puis les poids et biais issus de l’apprentissage sont appliqués au réseau de neurones
intégrés. Les différences qu’il existe entre le réseau de neurones mathématique et le réseau
intégré, en particulier entre les fonctions d’activation idéale et réelle, nécessite un réajus-
tement fin des poids et biais implantés afin que la réponse du modèle intégré approche au
mieux la caractéristique idéale.
La figure III.5.2 représente à gauche en pointillé la caractéristique idéale de la
figure III.5.1, en bleu la réponse du réseau de neurones mathématique et en rouge la
sortie du réseau de neurones intégré et à droite les erreurs d’approximation. Ces courbes
montrent que le réseau de neurones intégré conçu est capable de modéliser avec précision
la caractéristique de prédistorsion en amplitude du linéariseur associé à l’amplificateur
TEDCNES. Les résultats exposés dans l’annexe D démontrent cette même aptitude pour
les amplificateurs ARABSAT4 et TI9083-8.
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Figure III.5.2 – Approximation par réseau de neurones intégré de la tension
de commande du VGAassociée au HPA TEDCNES en fonction de Vpwr
A gauche : caractéristiques idéale (pointillés), issue du réseau de neurones
mathématique (en bleu) et issue du réseau de neurones intégré (en rouge)
A droite : erreur relative de modélisation par réseau de neurones
mathématique (en bleu) et par réseau de neurones intégré (en rouge)
Notons que la différence entre la modélisation mathématique et la réponse du
réseau de neurones intégré est similaire à la différence entre la fonction tangente hyper-
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III.5.2. LINÉARISATION EN PHASE PAR L’INTERMÉDIAIRE DU RÉSEAU DE
NEURONES INTÉGRÉ DANS L’ASIC
bolique réelle et la fonction sigmoïdale implantée (voir figure III.2.10).
La réponse du réseau de neurones est exploitée pour simuler le contrôle d’un VGA
dont la caractéristique en gain est explicité en introduction de ce chapitre. L’ensemble
“Réseau de neurones + VGA” est ainsi intégré dans la topologie de simulation présen-
tée au chapitre II.2. La figure III.5.3 représente ainsi le résultat de la linéarisation en
amplitude du HPA TEDCNES. La caractéristique de sortie en amplitude du système “Li-
néariseur + Amplificateur” est fortement améliorée par rapport à l’utilisation du HPA
seul. L’erreur relative est en effet inférieure à 5%. Les mêmes simulations pour les amplifi-
cateurs ARABSAT4 et TI9083-8 révèlent également d’excellents résultats de linéarisation
en amplitude, avec une erreur relative inférieure à 7% à chaque fois.
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Figure III.5.3 – Linéarisation en amplitude de l’amplificateur de puissance
TEDCNES à l’aide d’un réseau de neurones intégré
A gauche : caractéristiques de transfert AM/AM simulée (trait plein bleu),
idéale (pointillés noirs) et de l’amplificateur seul (pointillés bleus)
A droite : erreur relative de linéarisation
Les simulations ci-dessus prouvent que le réseau de neurones intégré réalisé est
adapté pour piloter un amplificateur à gain variable et réaliser la linéarisation en amplitude
des trois HPA étudiés. Il pourra donc être intégré dans le démonstrateur de linéariseur
par prédistorsion susceptible de s’adapter à plusieurs amplificateurs de puissance comme
ceux, par exemple, proposés dans ce tapuscrit.
5.2 Linéarisation en phase par l’intermédiaire du ré-
seau de neurones intégré dans l’ASIC
Pour réaliser l’opération de linéarisation en phase, il est d’abord nécessaire de dé-
finir la caractéristique que doit réaliser le réseau de neurones de commande du déphaseur,
en fonction de l’équation 4.28. Pour cela, il faut en particulier choisir la manière la plus
judicieuse d’exploiter le déphaseur, c’est-à-dire définir l’intervalle de variation de tension
de contrôle vc permettant d’obtenir les meilleurs résultats. Le déphasage généré par le
circuit et la distorsion harmonique qu’il introduit en fonction de la tension de contrôle
sont rappelés sur la figure III.5.4.
L’analyse de ces courbes montre qu’il est préférable d’exploiter le circuit déphaseur
avec un intervalle de tension de contrôle le plus élevé possible (tout en restant sous la
valeur limite de 850mV). En effet, la courbe (b) met en évidence que la distorsion est plus
faible pour des valeurs de vc proches de 780mV. Par ailleurs, la pente de la courbe (a)
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Figure III.5.4 – Rappel de la réponse du circuit déphaseur en fonction de la
tension de contrôle | (a) Phase en sortie du déphaseur | (b) THD
diminue quand vc augmente. Ainsi, une erreur d’approximation de la caractéristique aura
un impact moins important pour des valeurs de vc grandes que pour des valeurs proches
de 600mV (la valeur minimale de vc). Par conséquent, la caractéristique que doit réaliser
le déphaseur est déduite de l’équation 4.28, de la caractéristique AM/PM du linéariseur
déterminée au chapitre II.1 et en choisissant un déphasage φ minimal de 57◦ (pour une
tension de contrôle maximale de 850mV). La figure III.5.5 représente cette caractéristique
pour l’amplificateur TEDCNES.
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Figure III.5.5 – Caractéristique de la tension de commande du déphaseur
associée à l’amplificateur TEDCNES
La caractéristique est abaissée de 600mV en tension de manière à appartenir à
l’intervalle [0, 250mV] modélisable par un réseau de neurones. Un réseau de neurones
mathématique est entraîné à modéliser cette caractéristique ajustée, puis les poids et biais
issus de l’apprentissage sont appliqués au réseau de neurones intégré. La figure III.5.6
représente cette approximation pour l’amplificateur TEDCNES à gauche et les erreurs
relatives d’approximation à droite.
Le signal généré par réseau de neurones est remonté en tension de 600mV pour
être appliqué en entrée du déphaseur. La figure III.5.7 représente la phase du signal en
sortie de déphaseur en fonction de la tension en entrée du réseau de neurones.
Finalement, l’ensemble “Réseau de neurones + Déphaseur” est intégré dans la
topologie de simulation présentée au chapitre II.2. La figure III.5.8 représente ainsi le
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III.5.3. DISCUSSION
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Figure III.5.6 – Approximation par réseau de neurones intégré de la tension
de commande du déphaseur associée au HPA TEDCNES en fonction de Vpwr
A gauche : caractéristiques idéale (pointillés), issue du réseau de neurones
mathématique (en bleu) et issue du réseau de neurones intégré (en rouge)
A droite : erreur relative de modélisation par réseau de neurones
mathématique (en bleu) et par réseau de neurones intégré (en rouge)
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Figure III.5.7 – Déphasage en sortie du circuit déphaseur piloté par réseau
de neurones intégré en fonction de Vpwr pour la linéarisation en phase de
l’amplificateur TEDCNES
résultat de la linéarisation en phase du HPA TEDCNES, pour une phase idéale de 256◦
(en pointillés rouges sur la figure de gauche). La caractéristique de sortie en phase du
système “Linéariseur + Amplificateur” est fortement améliorée par rapport à l’utilisation
du HPA seul. L’erreur est en effet inférieure à 3◦. Les résultats présentés dans l’annexe D
montrent que le système élaboré est tout aussi efficace pour traiter la linéarisation en phase
des amplificateurs ARABAST4 et TI9083-8, pour lesquels l’erreur en phase ne dépasse
pas 3◦.
5.3 Discussion
Dans ce chapitre, de nouvelles caractéristiques de transfert des réseaux de neurones
ont été présentées et exploitées. La phase de calibrage détaillée au chapitre II.3 reste
pourtant tout à fait valide. En effet, les différences qu’il existe entre les caractéristiques
présentées dans les chapitres précédents et celles utilisées ici concernent essentiellement
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Figure III.5.8 – Linéarisation en phase de l’amplificateur de puissance
TEDCNES à l’aide d’un réseau de neurones intégré
A gauche : caractéristiques de transfert AM/AM simulée (trait plein rouge),
idéale (pointillés rouges)
A droite : erreur de linéarisation en phase
leur dynamique. Or les courbes présentées auparavant ont une dynamique plus importante
que celles employées dans ce chapitre. Une simple réduction de l’ensemble des poids w2,i
permet ainsi de passer des premières aux secondes. L’intervalle de variation des poids et
biais pourrait donc même être réduit.
Les simulations présentées dans ce chapitre démontrent en outre que le réseau de
neurones élaboré est tout à fait adapté pour linéariser les trois amplificateurs de puissance
TEDCNES, ARABSAT4 et TI9083-8.
5.4 Conclusion
Ce dernier chapitre a permis de mettre en évidence les très bonnes performances
des circuits conçus aux chapitres précédents pour réaliser les opérations de linéaristion
en amplitude et en phase. L’ASIC développé permet en effet de linéariser les trois am-
plificateurs utilisés tout au long de ce tapuscrit avec une grande précision. Il s’intégrera
donc efficacement dans le démonstrateur de linéariseur par prédistorsion susceptible de
corriger divers amplificateurs de puissance comme ceux présentés dans ce tapuscrit.
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Cette partie a présenté la conception détaillée du démonstrateur du linéariseur.
Dans un premier temps, une vue d’ensemble du démonstrateur a été donnée. Le choix
des différents composants constituant le circuit électronique a notamment été justifié.
Dans un second chapitre, la technologie CMOS AMS 0, 35µm dans laquelle les circuits
microélectroniques des réseaux de neurones et du déphaseur sont conçus a été présentée.
Différentes structures élémentaires à base de transistors MOS ont également été décrites.
L’intégration des réseaux de neurones analogiques fait l’objet d’un troisième chapitre ; les
fonctions élémentaires (multiplieur, additionneur et fonction d’activation sigmoïdale) sont
expliquées et simulées. Puis, dans un troisième chapitre, le circuit déphaseur est détaillé.
Celui-ci est développé autour de deux convoyeurs différentiels de différences de courant,
d’une résistance et d’une capacité. Le déphasage introduit par le circuit est configurable
grâce à une tension de contrôle faisant varier la transconductance d’un EOTA. L’im-
plantation proposée montre des capacités sans précédent, avec une plage de déphasage
supérieure à 100◦ et une grande linéarité (THD<−30dB). En outre, une simulation tempo-
relle démontre son aptitude à répondre efficacement aux variations brusque de la tension
de contrôle et donc sa faculté à prédistordre correctement en phase un signal au sein
du linéariseur. Enfin, dans un ultime chapitre, les circuits neuronaux et déphaseur sont
simulés dans le cadre de la linéarisation par prédistorsion d’amplificateurs de puissance.
Leur capacité à linéariser efficacement les trois amplificateurs TEDCNES, ARABSAT et
TI9083-8 est notamment démontrée.

CONCLUSION GÉNÉRALE ET
PERSPECTIVES
Au cours de la dernière décennie, les télécommunications terrestres et spatiales
ont connu un incroyable essor. L’apparition de nouveaux services (échange de données,
télévision haute définition, etc) impose de transmettre les données à des débits toujours
plus importants pour une qualité de service constante et irréprochable. Les signaux émis
par une station sol ou un satellite doivent en particulier présenter le moins de déformations
possible afin d’éviter toute erreur de transmission.
Or, le chapitre I.1 révèle que les amplificateurs de puissance utilisés pour émettre
ces signaux, qu’il s’agisse d’amplificateurs à Tube à Ondes Progressives ou d’amplifi-
cateurs à état solide, adoptent un comportement non-linéaire lorsqu’ils opèrent à forte
puissance. Ces non-linéarités sont notamment mises en évidence par les caractéristiques
dites AM/AM et AM/PM des HPA. Les caractéristiques de trois amplificateurs de puis-
sance – TEDCNES, ARABSAT4 et TI9083-8 – fournies par le CNES sont exposées dans
ce chapitre. Dans ces travaux, seule la linéarisation de ces caractéristiques AM/AM et
AM/PM mono-porteuses est étudiée et les circuits du système de transmission sont sup-
posés fonctionner en bande étroite. D’autres techniques de représentations des distorsions
introduites par les HPA, non étudiées dans ce tapuscrit, sont présentées dans l’annexe A.
Le chapitre I.2 montre alors que, dans certains types d’applications, exploitant
une modulation à enveloppe non-constante à forte puissance par exemple, la transmission
des signaux est perturbée et il peut être nécessaire de développer des techniques pour
limiter les distorsions. De plus, les non-linéarités dépendent fortement de l’amplificateur
de puissance, de l’application pour laquelle le HPA est utilisé et évoluent au cours du temps
sous l’influence des variations de température et à cause du vieillissement des composants
électroniques. Les techniques de limitation ou de compensation des non-linéarités doivent
donc pouvoir s’adapter aux dérives des caractéristiques des amplificateurs.
Le chapitre I.3 présente alors certaines de ces méthodes. D’abord, utiliser un ampli-
ficateur en recul ne permet pas de bénéficier de la puissance maximale que l’amplificateur
est capable de fournir et les techniques d’égalisation dépendent de l’amplificateur et des
conditions d’exploitation. Ces deux méthodes sont en outre peu ou pas adaptatives. Les
techniques de linéarisation représentent donc une solution plus performante. En particu-
lier, la technique de prédistorsion a été retenue pour le développement d’un linéariseur
susceptible de s’adapter à plusieurs amplificateurs de puisssance.
Dans le chapitre II.1 est proposée une technique innovante de détermination des
caractéristiques de transfert AM/AM et AM/PM d’un linéariseur par prédistorsion à
partir uniquement des caractéristiques expérimentales d’un amplificateur. Cette méthode,
rapide, précise et simple à mettre en œuvre, a fait l’objet d’un dépôt de brevet durant ces
travaux de doctorat [94]. Elle sert notamment à extraire les caractéristiques de transfert
des trois amplificateurs TEDCNES, ARABSAT4 et TI9083-8 en vue d’obtenir, en sortie
du système “Linéariseur + Amplificateur”, une caractéristique linéaire en amplitude et
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en phase et une utilisation optimale des capacités en puissance des HPA.
Une étude d’architecture est alors menée dans le chapitre II.2 afin de concevoir un
linéariseur innovant susceptible de s’adapter à plusieurs amplificateurs et fonctionnant en
bande de base. La solution imaginée consiste à réaliser deux modules de prédistorsion,
respectivement en amplitude et en phase, connectés en série, et déformant le signal en
fonction de sa puissance moyenne et des caractéristiques de transfert établies grâce au
procédé présenté auparavant. Des simulations comportementales valident ce concept de
prédistorsion.
Afin de pouvoir réaliser un linéariseur suivant la topologie proposée, il est néces-
saire de disposer d’outils permettant de modéliser avec précision les caractéristiques de
prédistorsion en amplitude et en phase et d’être physiquement implantés dans une chaîne
de transmision. Dans cette optique, les réseaux de neurones, présentés au chapitre II.3, re-
présentent une solution adaptée, grâce à leur caractère parcimonieux et d’approximateurs
universels. Un réseau de type Perceptron Multi-Couches avec une couche cachée de huit
neurones et dont les paramètres varient sur un intervalle limité permet en particulier de
linéariser les trois amplificateurs étudiés avec une grande précision : l’erreur est inférieure
à 3% en amplitude et de moins de 1,2◦ en phase.
Dans une troisième et dernière partie, la réalisation d’un démonstrateur de linéa-
riseur par prédistorsion, à base de réseaux de neurones, est détaillée. Le chapitre III.1
s’attache en particulier à justifier les choix des différents composants utilisés pour la réa-
lisation du système. Si certains composants peuvent provenir de grands fabricants de
composants électroniques, les réseaux de neurones et le circuit déphaseur configurable
doivent, eux, être développés et intégrés au sein d’un ASIC. Dans le chapitre III.2, la
technologie AMS CMOS 0,35µm, dans laquelle est conçu le circuit intégré, ainsi que
différentes structures classiques à base de transistors MOS, sont détaillées.
Le chapitre III.3 décrit la conception du réseau de neurones analogique. Les circuits
des cellules élémentaires – multiplieurs, additionneurs et fonction d’activation sigmoïdale
– sont d’abord présentés et, à chaque fois, simulés pour valider leur fonctionnement en
accord avec le cahier des charges du système. Un réseau comprenant huit neurones cachés
et dont la fonction d’activation présente localement une forte pente est finalement consti-
tué. Il fonctionne à une fréquence nominale de 50MHz et traite des signaux de 500mV
d’amplitude maximale.
Dans le chapitre III.4 est détaillée la conception du circuit déphaseur configurable.
Celui-ci est réalisé à l’aide de deux DDCC simplifiés, d’une capacité et d’une résistance
variable contrôlée en tension. Cette dernière est construite autour d’un amplificateur à
transconducance à paramétrage étendu, rebouclé, et dont la résistance équivalente est
l’inverse de la transconductance. Le circuit complet permet de réaliser des déphasages sur
une plage de plus de 100◦ avec une distorsion très faible, pour signal d’entrée à 50MHz et
de 500mV d’amplitude maximale.
Finalement, le chapitre III.5 présente l’exploitation de l’ASIC dans le cadre de la
linéarisation des trois amplificateurs de puissance TEDCNES, ARABSAT4 et TI9083-
8. Dans chaque cas, en supposant idéaux les circuits environnant l’ASIC, l’architecture
proposée permet de linéariser en amplitude et en phase les HPA avec une grande précision :
l’erreur de linéarisation en amplitude reste inférieure à 7% et l’erreur en phase demeure
sous les 3◦. L’ASIC développé, implanté au sein de l’architecture imaginée au chapitre II.2
valide ainsi le concept de linéarisation d’un signal mono-fréquence par prédistorsion pour
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plusieurs amplificateurs de puissance.
Les résultats présentés dans ce tapuscrit sont prometteurs pour la réalisation et
l’intégration de linéariseurs par prédistorsion à base de réseaux de neurones analogiques
au sein des stations sol d’abord, puis dans les futures générations de satellites de télécom-
munications.
Dans un premier temps, l’ASIC et le démonstrateur seront fabriqués et intégrés
à un banc de test afin d’évaluer les performances du système réel à linéariser différents
amplificateurs de puissance, dans différentes conditions d’utilisation, pour des signaux
d’excitation mono-porteuses modulés sur une faible bande.
Une fois le concept validé sur ce type de signaux, il sera éprouvé sur des signaux
plus complexes type multi-porteuses ou large bande. Des phénomènes de non-linéarités
plus complexes pourront alors être étudiés, comme la variation des non-linéarités du HPA
en fonction de la fréquence (les effets mémoires), ou l’apparition des produits d’intermo-
dulation entre les porteuses modulées. Ces tests permettront de mettre en évidence les
limites de la maquette réalisée et d’envisager les améliorations à y apporter pour accroître
la généricité de la topologie. En parallèle, l’intégration du système numérique d’entraî-
nement et l’automatisation des phases d’apprentissage et de paramétrage des réseaux de
neurones pourront être réalisées.
Lorsqu’une nouvelle topologie, générique et auto-adaptative, aura été élaborée à
partir de l’architecture et de l’ASIC présentés dans ces travaux de doctorat, un nouveau
circuit pourra être développé pour être installé dans une station sol ou embarqué dans
un satellite. Dans ce dernier cas, des contraintes d’embarquabilité (taille et poids), de
consommation ou liées à l’environnement spatial devront être pris en compte. L’utilisa-
tion d’un tel système pourrait ainsi, à terme, permettre d’augmenter sensiblement les
performances des systèmes de télécommunications, tout en garantissant une qualité de
service constante et exemplaire.
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ANNEXE A
Techniques de représentation des
non-linéarités d’un amplificateur de
puissance
Dans les travaux présentés dans ce tapuscrit, la linéarisation des non-linéarités
des amplificateurs de puissance est limitée au traitement des caractéristiques AM/AM et
AM/PM mono-fréquences et, dans ce contexte, seules ces représentations des distorsions
introduites par les HPA ont été présentées. Il en existe toutefois de nombreuses autres.
Les plus utilisées sont décrites succintement dans cette annexe, bien qu’elles sortent du
cadre de ces recherches.
A.1 Le rapport C/I
Une méthode simple permettant d’évaluer la linéarité d’un amplificateur et d’illus-
trer les distorsions en amplitude et en phase est un test à deux porteuses (ou à deux
tons) : deux signaux non modulés, de fréquences respectives f1 et f2 et d’amplitude égale
sont appliqués à l’entrée de l’amplificateur. La figure A.1 représente à gauche un signal
à deux porteuses dans le domaine temporel et, à droite, son équivalent dans le domaine
fréquentiel. L’amplitude de l’enveloppe du signal varie de zéro à un niveau maximum ; le
test à deux tons est donc particulièrement sévère pour l’amplificateur qui est utilisé sur
toute sa dynamique.
Temps
Signal
1/∆f
f1
Fréquence
f1 f2
∆f
Signal
Figure A.1 – Représentations temporelle (à gauche) et fréquentielle (à
droite) d’un signal à deux porteuses
Lorsqu’un tel signal traverse un composant non-linéaire, des produits d’intermo-
dulation sont générés, comme l’illustre la figure A.2. Le rapport C/I (Carrier to Inter-
modulation Ratio) d’ordre 3 (C/I3) est la différence entre les puissances de la raie à la
fréquence f1 (ou f2) et de la raie d’intermodulation respectivement à la fréquence 2f1−f2
ou 2f2 − f1. De façon générale, on définit les rapports C/I d’ordre n (C/In) comme la
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différence de puissance entre la raie à la fréquence f1 (ou f2) et la raie d’intermodulation
à pf1 + qf2 avec p+ q = n. Le rapport C/I est exprimé en dBm.
f1 f2
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Produit
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d’ordre 3
Produit
d’intermodulation
d’ordre 5
Figure A.2 – Représentations fréquentielle de la réponse d’un composant
non-linéaire à un signal à deux tons permettant de mesurer le rapport C/I
A.2 L’ACPR
Contrairement aux caractéristiques AM/AM et AM/PM et au rapport C/I, la
mesure d’ACPR (pour Adjacent Channel Power Ratio) est faite à l’aide d’un signal modulé
de la même façon que dans l’application visée. Elle permet d’évaluer l’étalement spectral
de l’amplificateur sur signal modulé autour d’une fréquence centrale fc. Le principe est
de diviser l’intervalle d’étude en 3 bandes de fréquences : la première, B0, située autour
de fc, et les deux autres, B1 et B2, de part et d’autre de B0, et décalés de ±f0, tel
que le représente la figure A.3. Les choix de B0, B1, B2 et f0 dépendent du standard
de communication étudié. L’ACPR représente alors le rapport entre la puissance utile
contenue dans le canal principal B0 et la puissance d’intermodulation contenue dans les
canaux adjacents B1 et B2, selon l’équation (A.1) :
ACPR =
2 ·
∫
B0
P (f) · df
∫
B1
P (f) · df +
∫
B2
P (f) · df
(A.1)
fc − f0 fc fc + f0
B1 B0 B2
Ps
Fréquence
Figure A.3 – Principe de calcul de l’ACPR
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A.3 Le NPR
Le NPR (Noise Power Ratio) évalue le bruit et les produits d’intermodulation ap-
portés par l’amplificateur à proximité des canaux qu’il utilise. Le principe de mesure est
d’appliquer en entrée de l’amplificateur un signal composé d’une bande passante de bruit
gaussien au centre de laquelle une bande étroite (moins de 10% de la bande passante)
est laissée vacante. La puissance du signal en entrée d’amplificateur dans cette bande de
réjection (ou notch) est donc nulle ; en sortie en revanche, cette bande de fréquence com-
prend du bruit et des produits d’intermodulation dus aux non-linéarités de l’amplificateur,
comme l’illustre la figure A.4. Le rapport entre la densité spectrale de puissance du signal
aux bords de la bande de réjection et la densité de bruit dans cette bande constitue le
NPR [268]. Cette technique de mesure permet par ailleurs de mesurer l’ACPR.
Amplificateur
non-linéaire
ACPR NPR
Figure A.4 – Représentation fréquentielle des signaux d’entrée et de sortie
d’un composant non-linéaire lors d’une mesure de NPR
Le NPR fournit une information très complète sur la linéarité d’un amplificateur.
Aussi, plusieurs techniques ont été développées pour faciliter son évaluation [269] ou pour
l’accélérer pour certaines applications spécifiques [270–273].
A.4 L’EVM
L’EVM (Error Vector Measurement) représente, sur un diagramme de constella-
tion, le décalage entre un symbole démodulé issu de la mesure après transmission ou
amplification et le symbole idéal attendu tel qu’il aurait dû être si le système était par-
faitement linéaire. La figure A.5 schématise cette mesure. L’EVM fournit en particulier
des informations sur l’erreur de gain et de phase du signal reçu.
Partie
réelle
Partie
imaginaire
Erreur
de phase
Erreur de gain
Symbole mesuré
Symbole idéal
Vecteur d’erreur
Figure A.5 – Représentation de l’EVM sur un diagramme de constellation
Dans certaines conditions, l’EVM et le NPR peuvent être déduits l’un de l’autre.
De ce fait, la mesure d’un des deux critères permet de déduire l’autre critère [268].
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A.5 Les effets mémoire
Lors de l’étude d’amplificateurs, il est souvent supposé que le signal en sortie de
l’amplificateur à un instant donné n’est fonction que du signal d’entrée à cet instant : il
s’agit du comportement statique ou sans mémoire de l’amplificateur. Or le signal en sortie
de l’amplificateur dépend non seulement de amplitude du signal d’entrée, mais aussi de sa
fréquence, ainsi que des conditions d’utilisation et environnementales. Ces effets, appelés
effets mémoire de l’amplificateur, se manifestent par exemple par une dépendance des
caractéristiques AM/AM et AM/PM à la fréquence et à la largeur de bande du signal
d’entrée.
Ces phénomènes non-linéaires dynamiques se décompose en deux catégories dis-
tinctes : les effets Hautes Fréquences d’une part, et les effets Basses Fréquences d’autre
part.
A.5.1 Les effets mémoire Hautes Fréquences
Les effets mémoire Hautes Fréquences (HF) découlent de la limitation de la bande
passante des amplificateurs. Il s’agit d’effets à constantes de temps courtes résultant prin-
cipalement du temps de parcours du signal dans le tube ou les transistors et dans les
réseaux d’adaptation. Les effets mémoires HF sont ainsi principalement liés [274] :
— aux dispersions fréquentielles des éléments des circuits d’adaptation d’impé-
dance en entrée, entre les différents étages d’amplification et en sortie ;
— aux caractéristiques physiques des composants actifs (transistors ou tubes) ;
— à l’interaction entre les circuits d’adaptation et les composants actifs.
L’effet mémoire HF se manifeste aussi bien dans les amplificateurs à tube que dans
les amplificateurs à transistors mais sont beaucoup plus élevé dans les ATOP. En effet, les
grands gains mis en œuvre dans cette technologie, couplés aux dispersions fréquentielles
des circuits d’adaptation d’impédance, peuvent créer des réflexions ou résonances dans le
tube à vide qui viennent perturber le fonctionnement nominal de l’amplificateur [20].
Les effets mémoires HF peuvent être mis en évidence de différentes manières.
D’abord, ils se manifestent par des modifications de la caractéristique de transfert en
fréquence et de la bande passante en fonction de la puissance appliquée en entrée de
l’amplificateur, comme le met en évidence la figure A.6 [274] .
Fréquence
Gain
Bande passante
Gain bas niveau
Gain fort niveau
Figure A.6 – Gain d’un amplificateur de puissance en fonction de la
fréquence et de la puissance en entrée d’amplificateur mettant en évidence les
effets mémoires HF
Une autre manifestation des effets mémoire HF dans les amplificateurs de puissance
se produit lors d’une caractérisation à l’aide d’un signal à deux tons : les amplitudes
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et/ou phases des produits d’intermodulation à droite et à gauche ne sont pas égales et
ces asymétries dépendent de l’écart en fréquence des deux tons originaux [20,275] (Figure
A.7).
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Figure A.7 – Mise en évidence des effets mémoires HF lors d’une
caractérisation par un signal à deux tons
Les caractéristiques AM/AM et AM/PM d’un amplificateur à différentes fréquences
permettent également de mettre évidence les dispersions fréquentielles dans son compor-
tement et donc les effets mémoire du HPA. La figure A.8 par exemple, représentant la
caractéristique AM/PM de l’amplificateur TEDCENS à plusieurs fréquences, met ce phé-
nomène en évidence.
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Figure A.8 – Mise en évidence des effets mémoires HF sur la caractéristique
AM/PM de l’amplificateur TEDCNES
Enfin, une dernière méthode pour mettre en évidence les effets mémoire HF est
d’établir les courbes de conversion AM/AM et AM/PM de l’amplificateur avec un si-
gnal d’entrée à deux porteuses modulées (selon le standard WCDMA par exemple). La
dépendance de la réponse de l’amplificateur TEDCNES aux différentes fréquences conte-
nues dans le signal d’entrée se manifeste par un nuage de points sur les caractéristiques
AM/AM et AM/PM [72,276] comme l’illustre la figure A.9.
A.5.2 Les effets mémoire Basses Fréquences
A la différence des effets mémoire HF, les effets Basses Fréquences (BF) se pro-
duisent avec des constantes de temps longues (de la µs à la ms). Ils sont principalement
engendrés par deux phénomènes [273,277]. D’une part, des effets mémoire dits électriques
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Figure A.9 – Caractéristiques AM/AM et AM/PM de deux amplificateurs
excités par un signal à deux porteuses modulées. À gauche : amplificateur
100W à 2140 MHz | À droite : amplificateur 10W à 1950MHz
sont causés par les circuits électriques autour de l’amplificateur, notamment par les fluc-
tuations d’impédances présentées par le circuit de polarisation aux accès des transistors
et, dans une moindre mesure et uniquement pour les SSPA, par d’éventuels pièges dans les
structures cristallines semi-conducteur des composants [278,279]. D’autre part, des effets
mémoire dit électrothermiques sont induits par les variations de température de l’amplifi-
cateur et des composants environnants. Grâce à leur grande stabilité en température, les
amplificateurs à tube sont peu sensibles à cet effet mémoire.
Ces effets mémoire BF influencent particulièrement les caractéristiques d’un ampli-
ficateur lorsque celui-ci est soumis à un signal d’excitation à enveloppe variable générant
un spectre basses fréquences. Si l’amplificateur et l’électronique environnante ne sont pas
correctement régulés thermiquement, ils subissent de fortes variations de température
à la fréquence de l’enveloppe. Les circuits de polarisation notamment sont perturbés ; le
point de fonctionnement de l’amplificateur est alors modulé à cette même basse fréquence,
provoquant une déformation de l’enveloppe du signal modulé (Figure A.10).
Temps
Signal
Temps
Signal
Figure A.10 – Conséquence des effets mémoire BF sur l’enveloppe du signal
166
ANNEXE B
Techniques de modélisation et implantation
des non-linéarités d’un amplificateur de
puissance
Les travaux présentés dans ce tapuscrit exploitent les caractéristiques expérimen-
tales des HPA pour déterminer les caractéristiques de prédistorsion associées, grâce à un
procédé innovant détaillé au chapitre II.1. Le chapitre II.3 démontre ensuite l’intérêt de
modéliser ces caractéristiques par des réseaux de neurones, reconnus pour leur précision,
leur parcimonie et leur reconfigurabilité.
Il existe pourtant beaucoup d’autres techniques de linéarisation d’amplificateurs de
puissance, nécessitant la modélisation des caractéristiques AM/AM et AM/PM du HPA
et/ou celle des fonctions de prédistorsion. Aussi, de nombreuses études sur la modélisa-
tion de non-linéarités ont été menées. Cette annexe présente, dans un premier temps, les
méthodes les plus courantes et leurs performances, évaluées suivant plusieurs critères :
— la précision ;
— le coût de calcul ;
— le nombre de paramètres mis en jeu ;
— la prise en compte (ou non) des effets mémoire (voir Annexe A).
Dans un second temps, l’implantation de ces techniques au sein de système phy-
sique est détaillée. Pour chaque méthode, les avantages et les inconvénients sont également
énoncés.
Ces techniques sont utilisées dans le contexte de la linéarisation d’amplificateurs
de puissance. Les fonctions non-linéaires modélisées représentent donc les caractéristiques
d’un HPA ou les fonctions de transfert d’un linéariseur. Dans toute la suite, les variables
x et y désignent respectivement l’entrée et la sortie du système étudié (amplificateur ou
linéariseur) et g et φ désignent les fonctions approchant les caractéristiques respectivement
en amplitude et en phase.
B.1 Modèles sans prise en compte des effets mémoire
B.1.1 Le modèle polynomial
Mathématiquement, la solution la plus simple pour décrire une non-linéarité est
de l’approcher par un polynôme. Le modèle du système étudié peut alors s’écrire :
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g(|x(t)|) =
Ng∑
i=0
ai|x(t)|i
= a0 + a1|x(t)|+ a2|x(t)|2 + . . .+ aNg |x(t)|Ng (B.1)
φ(|x(t)|) =
Nφ∑
i=0
bi|x(t)|i
= b0 + b1|x(t)|+ b2|x(t)|2 + . . .+ bNφ|x(t)|Nφ (B.2)
avec les paramètres ai et bi des réels décrivant le comportement du composant étudié.
Le modèle polynomial est utilisé dans de nombreux problèmes d’estimations de
non-linéarités [66–68] et notamment dans la conception de systèmes de prédistorsion [85,
280]. Il est simple, mais n’est efficace que pour de faibles non-linéarités et pour de faibles
largeurs de bande.
B.1.2 Le modèle de Saleh
Un des modèles les plus répandus pour décrire un amplificateur de puissance a été
proposé en 1983 par A. M. Saleh [281]. Les caractéristiques AM/AM et AM/PM sont
décrites par les relations suivantes :
g(|x(t)|) = α0 · |x(t)|1 + α1 · |x(t)|2 (B.3)
φ(|x(t)|) = β0 · |x(t)|
2
1 + β1 · |x(t)|2 (B.4)
avec les paramètres α0, α1, β0 et β1 des réels décrivant le comportement de l’amplificateur
ou du linéariseur.
Le signal y(t) en sortie du système est fonction de l’entrée x(t) par la relation :
y(t) = g(|x(t)|) · ej·(φ(|x(t)|)+∠x(t)) (B.5)
où ∠x(t) représente la phase du signal d’entrée [282].
Le modèle de Saleh est très utilisé à la fois dans la caractérisation de non-linéarités
d’amplificateurs et dans la conception de systèmes de prédistorsion [82,83,86,280,283–287].
Le modèle est très simple, ne comptant que 4 paramètres, mais n’est efficace que pour
les Amplificateurs à Tube à Ondes Progressives à faible largeur de bande et manque de
finesse.
B.1.3 Le modèle de Ghorbani
Le modèle de Saleh n’est adapté qu’aux Amplificateurs à Tube à Ondes Progres-
sives et n’est pas assez performant pour modéliser les SSPA qui présentent une compression
à la saturation et une variation de phase bien plus faible que les ATOP. Le modèle de
Ghorbani [288] permet de combler cette lacune. Les caractéristiques AM/AM et AM/PM
sont décrites par les relations suivantes :
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g(|x(t)|) = α0 · |x(t)|
α1
1 + α2 · |x(t)|α1 + α3|x(t)| (B.6)
φ(|x(t)|) = β0 · |x(t)|
β1
1 + β2 · |x(t)|β1 + β3|x(t)| (B.7)
avec les paramètres αi, βi des réels décrivant le comportement de l’amplificateur ou du
linéariseur.
Ce modèle ne comporte que quatre paramètres, mais il souffre d’imprécisions et
son utilisation reste limité aux SSPA, pour de faibles non-linéarités et de faibles largeurs
de bande.
B.1.4 Le modèle de Rapp
Le modèle de Rapp [289] diffère profondément des deux modèles précédents. Tout
d’abord, la distorsion de phase est supposée suffisamment faible pour être négligée. En-
suite, les paramètres de la distorsion en amplitude peuvent être directement extraits de
la caractéristique AM/AM du dispositif étudié :
g(|x(t)|) = g0 |x(t)|(
1 + (g0|x(t)|
Xsat
)2r
) 1
2r
(B.8)
φ(|x(t)|) = 0 (B.9)
où g0 est le gain petit signal, Xsat l’amplitude de saturation et r un paramètre décrivant
la courbure de la transition entre les zones de fonctionnements linéaire et non-linéaire.
Comme le modèle de Saleh, ce modèle est très utilisé [280,283,284,287] et un dérivé
de ce modèle, permettant d’obtenir une description encore plus fine d’un amplificateur, a
été proposé [290,291]. Très simple, il ne décrit toutefois pas les déformations de phase, ce
qui peut se révéler critique selon la modulation utilisée et l’application visée
B.1.5 Le modèle de White
Le modèle de White [292] est spécifique aux SSPA utilisés en bande Ka (entre 26
et 40 Ghz).
Les caractéristiques AM/AM et AM/PM sont décrites par les relations suivantes :
g(|x(t)|) = Xsat(1− e−g0|x(t)|) + α0|x(t)|e−α1|x(t)|2 (B.10)
φ(|x(t)|) =
β0(1− e−β1(|x(t)|−β2)), |x(t)| ≥ β20, |x(t)| < beta2 (B.11)
Comme dans le modèle de Rapp, g0 est le gain petit signal et Xsat l’amplitude
de saturation et peuvent être extraits directement de la caractéristique AM/AM du dis-
positif étudié. α0 et α1 sont déterminés empiriquement de manière à approcher de façon
optimale les non-linéarités en amplitude. Les paramètres de phase peuvent être extraits
de la caractéristique AM/PM : β0 représente la dynamique de phase, β1 la pente moyenne
de la caractéristique AM/PM et β2 la valeur moyenne de la phase.
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L’utilisation de modèles sans prise en compte des effets mémoire peut se justifier
lorsque la bande passante du signal d’entrée est étroite par rapport à la bande passante
du système étudié. En revanche, lorsque la bande passante s’élargit, ces modèles ne sont
plus assez précis ; d’autres méthodes, prenant en compte les effets mémoire, peuvent être
utilisées.
B.2 Modèles avec prise en compte des effets mémoire
B.2.1 Les séries de Volterra
Les séries de Volterra, développées par le mathématicien italien Vito Volterra
(1860–1940), permettent de décrire avec précision des systèmes non-linéaires avec ou sans
effets mémoire. Cependant, cette précision requiert une importante charge de calcul et le
nombre des paramètres qu’elles mettent en jeu croît très rapidement avec la profondeur
de la mémoire et l’ordre de la non-linéarité du système à représenter. Aussi, l’utilisation
directe des séries de Volterra est rare. De nombreuses simplifications ont néanmoins été
proposée afin d’offrir un bon compromis entre la finesse du modèle et le coût en calcul.
B.2.1.1 Principe
Les séries de Volterra décrivent la réponse d’un système non-linéaire à partir de
l’entrée à l’instant présent et aux instants précédents : le modèle permet ainsi de prendre
en compte les effets mémoire [69].
Mathématiquement, une série Volterra se présente sous la forme d’une somme
infinie de produits de convolution multidimensionnels. Son modèle à temps discret le plus
couramment rencontré [70,71] s’exprime par :
y(k) = h0 +
∞∑
n=1
hn((x(k)) (B.12)
avec
hn(k) =
∞∑
τ1=0
∞∑
τ2=0
. . .
∞∑
τn=0
hn(τ1, τ2, . . . , τn)x(k − τ1)x(k − τ2) . . . x(k − τn) (B.13)
Les fonctions hi(τ1, τ2, . . . , τi) sont appelées noyaux de la série de Volterra d’ordre
i. Le noyau d’ordre 0 est une constante, le noyau d’ordre 1 un filtre linéaire et les autres
noyaux des convolutions d’ordre supérieurs.
La figure B.1 représente le diagramme de modélisation par séries de Volterra.
La somme infinie de l’équation B.12 n’est pas exploitable et la série doit être
tronquée :
y(k) = h0 +
N∑
n=1
hn((x(k)) (B.14)
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x(t)
h1(λ1)
h2(λ1, λ2)
h3(λ1, λ2, λ3)
hn(λ1, λ2, λ3, . . . , λn)
y1(t)
y2(t)
y2(t)
yn(t)
Σ y(t)
Figure B.1 – Modélisation par séries de Volterra
et
hn(k) =
K−1∑
τ1=0
K−1∑
τ2=0
. . .
K−1∑
τn=0
hn(τ1, τ2, . . . , τn)x(k − τ1)x(k − τ2) . . . x(k − τn) (B.15)
L’indice N est appelée degré ou ordre de la série, K − 1 sa longueur, et K sa
mémoire. Les équations B.14 et B.15 révèlent que le nombre de coefficients est KN . Même
pour des ordres et des longueurs peu élevés, les séries de Volterra sont donc difficile-
ment exploitables et implantables. Par ailleurs, il peut être impossible de déterminer ces
paramètres pour des non-linéarités très fortes (pour des fonctions non-continues ou non-
différentiables par exemple) [293–296]. Les séries de Volterra ont cependant été utilisées
avec succès dans de nombreuses applications [71, 297–303].
Afin de contourner les limitations des séries de Volterra, deux simplifications ont
été proposées : l’approximation des séries par des polynômes et l’approche par filtrage
linéaire.
B.2.1.2 Approximation polynômiale
L’approximation par des polynômes des séries de Volterra bénéficie des avantages
de ces séries : elle est précise et prend en compte les effets mémoire. La similarité de la
structure de l’approximation polynomiale avec celle d’un filtre à réponse impulsionnelle
finie (ou FIR pour Finite Impule Response (Filter)) rend cette approche particulièrement
intéressante dans une optique d’implantation. La figure B.2 présente la structure d’un
filtre FIR et l’équation B.16 sa réponse impulsionnelle. La fonction z−1 représente un
retard unitaire d’un échantillon.
y(k) =
K∑
i=0
bi(x(k − i)), bi ∈ R (B.16)
Or l’expression du modèle polynomial des séries de Volterra à temps discret est :
y(k) =
K∑
τ=0
Fq(x(k − τ)) (B.17)
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x[n]
y[n]
b0 b1 b2 bn
z−1 z−1 z−1
Figure B.2 – Structure d’un filtre à réponse impulsionnelle finie
où Fq un polynôme approchant une fonction non-linéaire et dépendant du retard du signal
d’entrée [304–306].
En substituant aux multiplications à coefficients réels bi du filtre FIR les fonc-
tions non-linéaires Fq, la structure de la figure B.2 modélise l’approximation des séries
de Volterra par polynômes, comme l’illustre la figure B.3. Sans prise en compte de l’effet
mémoire (K = 0), l’expression de la modélisation correspond à l’expression B.2.
x(k)
x(k − 1) x(k − 2) x(k −Q)
y(k)
F1(x(k − 1)) F2(x(k − 2)) FQ(x(k −Q))
z−1 z−1 z−1
F0 F1 F2 FQ
Figure B.3 – Approximation polynomiale des séries de Volterra
B.2.1.3 Modèle d’Hammerstein, Wiener et Hammerstein-Wiener
Les séries de Volterra peuvent également être approchée par une structure combi-
nant une non-linéarité sans mémoire et un filtre linéaire dynamique [84]. La non-linéarité
statique est décrite par l’équation B.18 et est souvent implantée sous forme d’un poly-
nôme. Le filtre linéaire dynamique est régi par l’équation B.19.
yNL(k) = g(xNL(k)) (B.18)
yfiltre(k) =
K−1∑
τ=0
h(τ)xfiltre(k − τ) (B.19)
Plusieurs topologies utilisant ces fonctions ont été proposées, représentées sur les
figures B.4, B.5 et B.6. Lorsque la non-linéarité précède le filtre, il s’agit du modèle de
Hammerstein ; lorsqu’elle suit, il s’agit du modèle de Wiener ; enfin, lorsque la non-linéarité
est encadrée par deux filtres, la structure s’appelle modèle de Hammerstein-Wiener [84].
Ces modèles répondent respectivement aux équations B.20, B.21 et B.22 :
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AM/AM
AM/PM
à f0
hg
Non-linéarité Filtre linéaire
Figure B.4 – Modèle de Hammerstein
Filtre linéaire
h g
Non-linéarité
AM/AM
AM/PM
à f0
Figure B.5 – Modèle de Wiener
Filtre linéaire
h1 g
Non-linéarité
AM/AM
AM/PM
à f0
Filtre linéaire
h2
Figure B.6 – Modèle de Hammerstein-Wiener
yH(k) =
K−1∑
τ=0
h(τ)g
(
(xH(k − τ)
)
(B.20)
yW (k) = g
(K−1∑
τ=0
h(τ)xW (k − τ)
)
(B.21)
yH−W (k) =
K2−1∑
τ2=0
h2(τ2)g
(K1−1∑
τ1=0
h1(τ1 + τ2)xH−W (k − τ1 − τ2)
)
(B.22)
Les modèles de Hammerstein, de Wiener et de Hammerstein-Wiener permettent
d’émuler les séries de Volterra et ils ont été utilisés de nombreuses fois avec succès pour
modéliser avec précision des amplificateurs de puissance ou des fonctions de prédistorsion
[85–91]. Toutefois, l’extraction des paramètres des filtres et de la fonction non-linéaire
peut s’avérer particulièrement lourde et difficile [67,91,307–309].
B.2.1.4 Le Modèle de Wiener Parallèle
Inspirée de la modélisation par séries de Volterra de la figure B.1, une solution,
schématisée sur la figure B.7 et consistant à mettre en parallèle des modèles de Wiener,
a été proposée [92].
Cette structure permet d’affiner encore la modélisation des caractéristiques des
composants testés, mais l’extraction de ses paramètres est extrêmement compliquée [93].
Dans le cas où les filtres se comportent uniquement comme des lignes à retard,
la structure Wiener parallèle est équivalente au modèle polynomial à mémoire de la fi-
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x[n]
He1(f)
He2(f)
He2(f)
HeQ(f)
F0
F1
F2
FQ
Σ y[n]
Figure B.7 – Modèle de Wiener parallèle
gure B.3. Le modèle polynomial à mémoire peut donc être perçu comme un cas particulier
du modèle Wiener parallèle.
B.2.1.5 Synthèse
La figure B.8 illustre les liens entre les différentes adaptations des séries de Volterra
présentées ci-dessus. Chaque flèche représente une simplification par rapport au modèle
des séries de Volterra originelles. Une simplification permet d’optimiser la précision, la
rapidité, la mise en œuvre, etc. du modèle selon le composant utilisé ou l’application
visée.
Série de
Volterra
Wiener
parallèle
Wiener
Polynomial
à mémoire
Hammerstein
Figure B.8 – Synthèse des séries de Volterra et dérivés
Certains modèles, combinant plusieurs de ces adaptations des séries de Volterra,
comme le modèle de Hammerstein-Wiener, ont été proposés [305, 310, 311]. Malgré leur
performances, ces systèmes sont complexes à concevoir, à réaliser et à mettre en œuvre
et sont rarement utilisés, en particulier dans un contexte de systèmes embarqués.
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B.2.2 Les réseaux de neurones artificiels
Bien qu’ils aient déjà été présentés au chapitre II.3, les réseaux de neurones et leur
propriétés sont de nouveau brièvement décrits dans ce paragraphe.
Les réseaux de neurones artificiels sont un outil mathématique couramment utilisé
dans le domaine de l’approximation paramétrique. Ce sont des approximateurs universels
et possèdent un champ d’applications extrêmement vaste qui dépasse celui de la simple
modélisation comportementale ou même de l’électronique : surveillance industrielle, clas-
sification, robotique. Ils constituent donc une technique efficace pour la modélisation des
amplificateurs de puissance et/ou des fonctions de prédistorsion [312].
Les réseaux de neurones artificiels présentent de nombreux avantages. D’abord,
un unique réseau de neurones est capable de modéliser le comportement de nombreux
systèmes : linéaire, faiblement non-linéaire ou fortement non-linéaire, avec ou sans effet
mémoire [76–78]. Ensuite, les réseaux de neurones sont dits parcimonieux. Contrairement
aux modèles présentés précédemment dans lesquels la qualité de la modélisation dépend
linéairement – voire exponentiellement – du nombre de paramètres, les réseaux de neurones
ne nécessitent que peu de coefficients pour être performants.
La difficulté dans l’utilisation des réseaux de neurones réside dans le choix de
l’architecture (nombre de neurones, interconnexions) et l’identification des poids et biais.
Des techniques ont été proposées pour répondre à la première problématique [10] mais
elles ne sont pas systématiques ni universelles et les architectures envisagées doivent toutes
être testées avec soin afin de déterminer celle qui répondra le mieux au(x) besoin(s)
[23,82,83,126,313].
B.2.3 Bilan
Le tableau B.8 regroupe toutes les techniques de modélisation de caractéristiques
d’amplificateurs ou de linéariseurs recensées dans la première partie de cette annexe. Il
met en évidence le compromis à effectuer entre la précision de la modélisation et son coût
en puissance de calcul.
Le modèle de Saleh ou le modèle polynomial sans mémoire sont les plus simples à
employer mais leur précision est limitée autour d’une fréquence de fonctionnement donnée
pour laquelle le composant a été caractérisé [68, 282].
A l’inverse, la modélisation par les séries de Volterra est très fine, permet de prendre
en compte les effets mémoire mais nécessite une puissance de calcul phénoménale et est
limitée aux faibles bandes passantes, tout comme ses dérivées (modèles de Hammerstein,
Wiener et Hammerstein-Wiener). En revanche, les structures Wiener parallèle et poly-
nomiales à mémoire présentent une bande passante de modélisation plus large et leur
topologie se rapprochant de celle des filtres numériques permet la mise en place d’algo-
rithmes optimisés pour la modélisation.
Les réseaux de neurones, quant à eux, présentent une excellente précision de la
modélisation, avec prise en compte ou non des effets mémoire. Ils sont en outre aisément
implantables au sein d’une application. Enfin, ils ne nécessitent que peu de paramètres
mais leur utilisation est compliquée par l’identification de ces derniers.
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Tableau B.8 – Comparaison des différentes techniques de modélisation de
caractéristiques non-linéaires
Modélisation Amplificateurconcerné
Effets
mémoire
Complexité
de calcul Précision
Bande de
fréquence
Polynomial
sans
mémoire
ATOP/SSPA Non Simple Faible Faible
Saleh ATOP Non Simple Faible Faible
Ghorbani SSPA Non Simple Faible Faible
Rapp ATOP/SSPA Non Simple Faible Faible
White SSPA Non Simple Faible Faible
Volterra ATOP/SSPA Oui Trèscomplexe Très grande Faible
Polynomial
à mémoire ATOP/SSPA Oui Complexe Grande Grande
Hammerstein ATOP Oui Complexe Grande Faible
Wiener ATOP/SSPA Oui Complexe Grande Faible
Hammerstein-
Wiener ATOP Oui
Très
complexe Grande Faible
Wiener
parallèle ATOP/SSPA Oui Complexe Grande Grande
Réseaux de
neurones ATOP/SSPA Oui Complexe Très grande Grande
B.3 Implantations existantes de fonctions de prédis-
torsion
De nombreuses implantations de systèmes de prédistorsion ont été testées, mettant
en jeu différentes technologies. Certaines réalisent physiquement des fonctions de Volterra
et dérivés [300], d’autres utilisent des mémoires contenant les fonctions de prédistorsion
échantillonnées [314], et d’autres encore utilisent une implantation physique de réseaux
de neurones [27]. Ce paragraphe décrit les différentes implantations connues, avec leurs
avantages et leurs inconvénients.
B.3.1 Les modèles à diode et transistors
Les réalisations de prédistorsion les plus simples consistent à réaliser une linéarisa-
tion analogique directement sur le signal modulé à Hautes Fréquences à l’aide de diodes
ou de transistors.
B.3.1.1 Principe
La méthode la plus simple d’implantation d’un système de linéarisation consiste à
exploiter les propriétés résistives et capacitives d’une diode pour réaliser en même temps
une compensation en amplitude et une compensation en phase [315], comme le schématise
la figure B.9. La diode est modélisée comme une résistance variable RD, dont la valeur
dépend de la puissance qui la traverse, en parallèle avec une capacité parasite CP . En
ajustant RD et CP grâce aux paramètres physiques de la diode en fonction de la forme
des distorsions de l’amplificateur, il est alors possible de linéariser ce dernier.
Un autre circuit très simple, présenté sur la figure B.10, peut être réalisé à base
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Alimentation
Entrée Vers HPA⇔
RD
Cp
Alimentation
Entrée Vers HPA
Figure B.9 – Prédistorsion à base de diode
de transistors FET montés en cascode [316]. Le transistor FET1 monté en grille com-
mune compense le gain grâce à la commande de la tension grille VG. En agissant sur
les transconductances gDS et les capacités intrinsèques de transistors, et éventuellement
à l’aide d’inductances (en pointillés sur la figure), les distorsions de phase peuvent être
corrigées [317,318]
FET1
Drain Source
Grille
VG
Entrée FET2
Vers HPA
Circuit
d’adaptation
Circuit
d’adaptation
Circuit
d’adaptation
Figure B.10 – Prédistorsion à base de transistors montés en cascode
B.3.1.2 Type d’implantation et modèle associés
Les modèles utilisés pour décrire ces composants et les dimensionner sont des
polynômes. Ces deux circuits purement analogiques correspondent ainsi à l’implantation
physique du modèle polynomial sans mémoire.
B.3.1.3 Avantages et inconvénients
Ces circuits sont très simples et ont une consommation très faible, mais ils pré-
sentent des inconvénients majeurs : la prédistorsion n’est précise que sur un domaine très
réduit, n’est pas adaptative ni générique et ne prend pas en compte les effets mémoire.
B.3.2 Les tables d’équivalence
B.3.2.1 Principe
L’implantation de linéariseur à base de tables d’équivalence (ou LUT pour Look-
Up Table) consiste à stocker dans une mémoire indexée les facteurs de corrections de gain
et de phase. L’opération de prédistorsion consiste à déterminer, pour chaque échantillon
à l’entrée du module de prédistorsion, l’adresse mémoire correspondant à l’amplitude de
l’enveloppe de cet échantillon et à appliquer le facteur correctif en gain et en phase lue à
cette adresse dans la table d’équivalence [72]. La figure B.11 illustre ce procédé.
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Entrée
Génération
d’adresse
LUT
Vers HPA
Mise à jour
Figure B.11 – Prédistorsion utilisant une table d’équivalence
Il existe une grande variété d’architectures de linéariseur mettant en jeu des LUT
dans la littérature. Les principales différences résident dans le type des tables et la façon
de les indexer. Les facteurs de corrections peuvent ainsi être stockés dans une seule table
à deux dimensions contenant, pour chaque couple de valeurs de signal d’entrée (Ie, Qe)
un couple de facteurs de correction (Ic, Qc) [73]. Deux tables à une dimension peuvent
également être implantées et contiennent respectivement les facteurs de correction en gain
et en phase classés en fonction de l’amplitude du signal d’entrée [74, 75].
B.3.2.2 Types d’implantation et modèles associés
L’implantation de LUT est soit entièrement numérique (indexation numérique de
valeurs numériques de prédistorsion), soit analogique-numérique (indexation numérique
de valeurs analogiques de prédistorsion). Les tables d’équivalence permettent de décrire
de nombreux modèles : les coefficients contenus dans la mémoire peuvent être calculés à
partir de polynômes ou de séries de Volterra par exemple mais l’utilisation la plus simple
et la plus fréquemment rencontrée décrit le modèle de Saleh.
B.3.2.3 Avantages et inconvénients
Les LUT ont souvent été et sont encore très utilisées dans les systèmes de linéari-
sation d’amplificateurs de puissance. Un de leurs avantages est la possibilité de pouvoir
modifier les coefficients sans modifier toute la structure du système pour adapter la pré-
distorsion à différents amplificateurs. Il est en revanche délicat de modifier les coefficients
durant l’utilisation pour prendre en compte les dérives des HPA : elles sont donc peu
adaptatives. En outre, la précision des compensations est limitée et dépend fortement
de la profondeur des tables. Si quelques topologies permettent de prendre en compte les
effets mémoire [319], elles sont difficiles à mettre en œuvre, et peu exploitées. En outre, le
traitement de la prédistorsion est long car il requiert la détermination d’une adresse de lec-
ture et l’extraction de la valeur de prédistorsion à cette adresse pour chaque échantillon ;
la fréquence de travail est donc fortement limitée. Enfin, la consommation d’un module
de prédistorsion à base de tables d’équivalence est constante et dépend de l’architecture
retenue : des LUT de grandes tailles et fonctionnant rapidement peuvent présenter une
consommation élevée.
B.3.3 Le traitement numérique
B.3.3.1 Principe
La prédistorsion numérique consiste à convertir les signaux à linéariser sous forme
numérique par l’intermédiaire de convertisseurs analogique-numérique (CAN) (si ces don-
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nées ne sont pas déjà disponibles sous forme numérique). Ces données converties sont
ensuite traitées par un circuit numérique comme un DSP ou un FPGA (ou une combi-
naison des deux) puis de nouveau converties sous forme analogique via des convertisseurs
numérique-analogique (CNA) avant d’être appliquées en entrée du HPA. Cette méthode
est décrite sur la figure B.12. Le signal en sortie de l’amplificateur peut être atténué,
reconverti sous forme numérique et analysé afin de mettre à jour le DSP ou le FPGA en
fonction des dérives du HPA : les systèmes de prédistorsion numérique sont en général
adaptatifs.
Entrée
Traitement numérique
(DSP et/ou FPGA)
Mise à jour
Amplificateur
à linéariser
CAN CNA
Figure B.12 – Architecture générique de prédistorsion numérique
B.3.3.2 Types d’implantation et modèles associés
L’opération de prédistorsion numérique consiste à modéliser sur des données nu-
mérisées les mêmes opérations que sur des données analogiques. Ce type d’implantation
permet donc d’émuler des fonctions de prédistorsion basées sur les modèles polynomiaux
avec ou sans mémoire, de Saleh, de Volterra et dérivés ou les réseaux de neurones.
B.3.3.3 Avantages et inconvénients
Même si elle n’est efficace que sur des bandes de fréquences relativement étroites,
les systèmes de prédistorsion numérique sont très utilisés et étudiés. Leur succès vient
essentiellement de leur capacité d’adaptation aux changements des caractéristiques du
système. En effet, l’utilisation de composants numériques programmables permet de rec-
tifier des fonctions de prédistorsion sans modifier la structure matérielle du circuit. En
outre, les systèmes de traitement de données au sein des charges régénératives étant ma-
joritairement numériques, le circuit de prédistorsion numérique s’insère aisément dans la
chaîne de transmission sans en accroître significativement la complexité. Toutefois, l’im-
portante consommation ou la lourde charge de calcul, qui peuvent être des paramètres
critiques dans certaines applications, ainsi que les faibles performances de linéarisation
en présence d’importants effets mémoire, limitent les performances et le rendement de
la prédistorsion numérique. Cette technique reste néanmoins aujourd’hui encore un sujet
d’étude important, aussi bien dans les laboratoires universitaires que dans l’industrie.
B.3.4 Les réseaux de neurones artificiel
B.3.4.1 Principe
Un réseau de neurones artificiel réalise une composition de fonctions non-linéaires
par l’intermédiaire de chacun de ses neurones. En paramétrant judicieusement les poids
et biais d’un réseau de neurones, il est possible de modéliser une très grande variété de
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fonctions non-linéaires, et en particulier des fonctions de prédistorsion diverses. Les valeurs
de poids et biais sont déterminées lors d’une phase dite d’apprentissage ou d’entraînement.
Une conception adaptée permet d’obtenir un système adaptatif via la mise à jour des poids
et biais.
Plusieurs architectures de prédistorsion à base de réseaux de neurones ont été
proposées, fonctionnant en général en bande de base ou à fréquence intermédiaire, comme
l’illustre la figure B.13 [79–83].
Entrée Réseaux deneurones
Algorithme de
mise à jour
Modulation
Démodulation
Amplificateur
à linéariser
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Figure B.13 – Architecture de prédistorsion à base de réseaux de neurones
B.3.4.2 Types d’implantation et modèles associés
Dans un système de prédistorsion à base de réseaux de neurones, il faut distinguer
le réseau de neurones lui-même du système qui le supervise et le met à jour. Ce dernier est
réalisé de manière logicielle, soit par un composant programmable embarqué, soit à l’aide
d’un ordinateur. Le cœur du dispositif est néanmoins le réseau de neurones. Celui-ci, grâce
à ses propriétés d’approximateur universel, est capable de modéliser un très grand nombre
de fonctions continues linéaires et non-linéaires, dont des fonctions polynomiales [320],
issues des modèles de Saleh, de Volterra ou de ses dérivés [321–325]. Ils présentent en
outre la capacité d’interpoler un ensemble de points discrets en une fonction continue
et ils sont ainsi capables de modéliser directement des données expérimentales ou des
vecteurs de points obtenus après traitement de relevés expérimentaux.
B.3.4.3 Avantages et inconvénients
Les réseaux de neurones présentent une grande souplesse pour la conception d’un
système de la prédistorsion. Il peuvent notamment être implantés analogiquement ou
numériquement.
Dans le cas d’une implantation analogique, la consommation est très faible et
n’augmente significativement que ponctuellement, lors de l’entraînement du réseau et de
la mise à jour de ses paramètres. Le débit du signal qui transite par le réseau de neurones
n’est limité que par la bande passante du circuit ; il est ainsi possible de travailler en
bande de base ou avec des fréquences élevées selon les capacités du circuit.
Dans le cas d’une implantation numérique ou logicielle, le système nécessite une
charge de calcul importante et continue ; la consommation est donc beaucoup plus élevée
et le débit beaucoup plus limité que dans le cas d’une implantation analogique.
Dans les deux cas, les réseaux de neurones ont tout de même l’avantage d’être
adaptatifs via la mise à jour de leurs paramètres.
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B.3.5 Synthèse
L’ensemble des implantations de linéariseur par prédistorsion étudiées en vue de
pouvoir être éventuellement embarquées un jour dans les charges utiles de télécommunica-
tion est représenté dans le tableau B.13. Ce comparatif met en évidence le choix à effectuer
sur la nature de l’implantation (analogique ou numérique), les performances souhaitées
en bande passante et en consommation, la complexité et la précision du système.
Si les systèmes à diodes ou transistors sont très simples et ne consomment que très
peu de puissance, ils sont très peu précis, peu adaptatifs et ne prennent pas en compte les
effets mémoire. A l’opposé, la prédistorsion numérique et l’utilisation de LUT permettent
d’obtenir des systèmes adaptatifs, précis et prenant en compte les effets mémoire, mais
ces architectures consomment beaucoup.
Enfin, l’implantation de la prédistorsion par réseaux de neurones offre de nom-
breuses possibilités, en particulier dans le cas d’une conception analogique : elle est
adaptative, précise pour un nombre de paramètres relativement restreint, et ce pour une
consommation contenue.
Tableau B.13 – Comparaison des différentes implantations de linéariseur par
prédistorsion
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ANNEXE C
Apprentissage des réseaux de neurones
Cette annexe propose une étude succincte de l’apprentissage (ou entraînement)
des réseaux de neurones. D’abord, les critères d’erreur, permettant d’évaluer la qualité
d’une modélisation, sont présentés. Ensuite, le calibrage et le risque de surajustement sont
décrits. Enfin, plusieurs algorithmes d’apprentissage sont détaillés.
C.1 Ensembles d’apprentissage, de validation et cal-
culs d’erreurs
Plaçons-nous dans le cas de l’approximation par réseau de neurones d’une fonction
à partir de N données y(xi) (i ∈ J1;NK) relatives à la variation d’un seul paramètre xi.
A partir de cet ensemble, il est recommandé de construire deux sous-ensembles. D’abord,
l’ensemble dit de validation contient toutes les données y(xiV ) (iV ∈ J1;NV K) de l’en-
semble de départ hormis les valeurs aberrantes. Ensuite, l’ensemble dit d’apprentissage
regroupe les NA données y(xiA) (iA ∈ J1;NAK) les plus pertinentes et c’est à partir de cet
ensemble qu’est réalisé l’entraînement du réseau. Plusieurs méthodes existent pour déter-
miner l’ensemble d’apprentissage et une connaissance a priori de la fonction à approcher
aide grandement au choix des valeurs [326].
Pour quantifier le caractère satisfaisant ou non du degré d’approximation de la
fonction réalisée par le réseau de neurones, une des méthodes utilisées consiste à cal-
culer l’erreur quadratique moyenne commise pour chacun des exemples appartenant à
l’ensemble d’apprentissage ou de validation [10]. Ainsi, les erreurs quadratiques moyennes
relatives à chacun des deux ensembles sont respectivement :
eA =
√√√√√ 1
NA
NA∑
iA=1
(
y(xiA)− ζ(xiA,W0)
)2
(C.1)
eV =
√√√√√ 1
NV
NV∑
iV =1
(
y(xiV )− ζ(xiV ,W0)
)2
(C.2)
avec ζ la fonction réalisée par le réseau de neurones et W0 l’ensemble de ses paramètres.
eA permet d’évaluer la qualité de la modélisation durant le processus d’appren-
tissage et eV la qualité de la modélisation en fin d’entraînement. Le paragraphe suivant
démontre qu’il est important d’exploiter ces deux grandeurs conjointement.
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C.2 Calibrage et phénomène de surajustement
Après avoir choisi une architecture de réseau de neurones particulière, il est néces-
saire de déterminer le nombre de couches cachées et le nombre de neurones par couche
cachée. Cette étape est appelée calibrage.
Il n’existe pas, à l’heure actuelle, de résultat théorique permettant de prévoir le
nombre de neurones cachés nécessaires pour obtenir une performance spécifiée du modèle,
compte tenu des données disponibles. S’il est évident qu’un nombre insuffisant de neurones
cachés aura pour conséquence une approximation de mauvaise qualité, le déploiement
d’un nombre de neurones aussi grand que possible n’est pas pour autant préconisé. En
effet, un réseau de neurones n’effectue pas une approximation uniforme d’une ou plusieurs
fonctions mais un ajustement d’une fonction à un nombre fini de points. Il faut donc, non
seulement que la fonction réalisée par le réseau de neurones passe le plus près possible,
au sens des moindres carrés, des valeurs de l’ensemble d’apprentissage, mais également
qu’il soit capable d’approcher de manière satisfaisante d’autres points n’appartenant pas
à l’ensemble d’apprentissage, et notamment ceux appartenant à l’ensemble de validation.
Un nombre excessif de neurones et de paramètres associés sur une couche cachée entraîne
une très grande précision au niveau de l’approximation de la ou des fonctions pour chaque
valeur appartenant à l’ensemble d’apprentissage mais fournit des valeurs dépourvues de
signification entre ces points. Ce phénomène, appelé “surajustement” (ou overfitting), est
représenté sur la figure C.1 dans le cadre d’une approximation de fonction à une variable.
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Figure C.1 – Mise en évidence du phénomène de surajustement
Sur cette figure, l’erreur quadratique moyenne eA relative au réseau à 15 neurones
sur sa couche cachée est inférieure à celle du réseau à 5 neurones cachés. Ainsi, en ne s’ap-
puyant que sur la valeur de eA pour estimer la qualité d’une approximation, le réseau à 15
neurones cachés, malgré le phénomène de surajustement, serait le meilleur approximateur.
L’erreur quadratique moyenne eA seule n’est donc pas un bon critère de la qualité d’ap-
proximation. A l’inverse, l’erreur quadratique moyenne eV du réseau à 15 neurones cachés
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est nettement supérieure à celle du réseau de neurones à 5 neurones cachés. C’est finale-
ment à l’aide des deux erreurs quadratiques moyennes eA et eV qu’il est possible d’affirmer
que le réseau à 5 neurones cachés approche le plus parcimonieusement la fonction désirée.
Il est donc nécessaire de déterminer soigneusement les deux ensembles (d’apprentissage
et de validation) pour valider la qualité d’approximation du réseau de neurones.
Le calibrage consiste finalement à déterminer le nombre de neurones de la couche
cachée fournissant l’approximation la plus parcimonieuse possible, et tel que les erreurs
quadratiques moyennes sur les ensembles d’apprentissage et de validation soient du même
ordre de grandeur, et aussi petites que possible. La structure finale du réseau de neurones
dépend donc de l’architecture sélectionnée et du nombre de neurones sur sa ou ses couches
cachées et choix de structure et calibrage sont deux phases corrélées et indissociables [10].
C.3 Différents algorithmes d’apprentissage
C.3.1 La rétropropagation du gradient
L’ensemble des paramètres W0 permettant au réseau de neurones d’approcher la
fonction de régression désirée est déterminée de manière itérative lors d’une phase dite
d’apprentissage. A chaque itération, une mise à jour des paramètres est effectuée afin
de minimiser l’erreur quadratique pour l’ensemble des valeurs du jeu d’apprentissage.
L’apprentissage est donc un problème d’optimisation.
Plusieurs algorithmes existent pour réaliser l’entraînement d’un réseau de neurones
de type MLP. Les techniques utilisées consistent à modifier les paramètres du réseau, dont
les valeurs de départ sont aléatoires, jusqu’à ce qu’un minimum de la fonction d’erreur
soit atteint ou qu’un critère d’arrêt soit satisfait. Elles reposent sur le calcul, à chaque
itération, du gradient de la fonction d’erreur par rapport aux paramètres, gradient ensuite
utilisé pour calculer une modification de l’ensemble W0. Le calcul du gradient peut être
effectué soit dans le sens direct, soit par rétropropagation de l’erreur [327,328].
La méthode de rétropropagation de l’erreur est la plus utilisée, car elle néces-
site souvent moins d’opérations arithmétiques pour évaluer le gradient. Cette méthode
consiste à propager le gradient de l’erreur en allant de la couche de sortie vers les couches
d’entrées. Ainsi, plus on s’éloigne de la couche de sortie – plus on se rapproche des couches
d’entrée –, plus les dérivées sont complexes à calculer. Par conséquent, plus le nombre de
couches intermédiaires sera important, plus les formules impliquées pour mettre à jour
les paramètres des premières couches seront compliquées. C’est pour cette raison que le
nombre de couches intermédiaires est limité à deux dans la très grande majorité des cas.
Parmi les algorithmes de rétropropagation du gradient détaillés dans la suite du
paragraphe, certains ne font appel qu’à la dérivée première des paramètres [329] tandis
que d’autres utilisent aussi les dérivées secondes de manière à prendre aussi en compte le
sens de variation de l’erreur [330–333].
Dans la suite, wk désigne le vecteur des paramètres à l’itération k, gk la valeur du
gradient de la fonction d’erreur associée au paramètre wk à l’itération k.
185
C. APPRENTISSAGE DES RÉSEAUX DE NEURONES
C.3.2 Algorithmes de rétropropagation du gradient à dérivées
premières
C.3.2.1 La descente du gradient
L’algorithme de descente du gradient ou du gradient simple est la technique la plus
simple pour entraîner des réseaux de neurones non-bouclés à apprentissage supervisés
[331]. Il consiste à mettre à jour à chaque itération le vecteur des paramètres dans la
direction de décroissance de la fonction d’erreur :
wk+1 = wk − µgk (C.3)
où le paramètre µ, appelé pas d’apprentissage, conditionne la rapidité et la précision
d’apprentissage. Plus ce paramètre est grand, plus la convergence est rapide mais moins
la modélisation est précise. Inversement, si ce paramètre est petit, la convergence est lente,
mais la modélisation précise.
C.3.2.2 La descente du gradient avec moment
L’inconvénient de l’algorithme du gradient simple est qu’il peut nécessiter un très
grand nombre d’itérations. Pour pallier ce défaut, un paramètre, appelé moment, peut
être ajouté à l’équation C.3 pour que la mise à jour des poids et biais dépendent de leurs
valeurs aux deux itérations précédentes, selon l’équation C.4 [331] :
wk+1 = wk − µgk + α(wk − wk−1) (C.4)
avec α le moment, compris entre 0 et 1.
Grâce au moment, la convergence est accélérée.
C.3.2.3 Le gradient conjugué
Les deux algorithmes précédents ajustent les poids et biais dans la direction de la
plus forte pente du gradient. Cette solution ne produit pas nécessairement la convergence
la plus rapide [334], et le choix des paramètres µ et α peut être délicat et ralentir encore
la convergence ou procurer une modélisation peu précise. Pour contrecarrer ces défauts,
plusieurs algorithmes, dits du gradient conjugué, privilégiant la rapidité de convergence
plutôt que la plus forte pente de gradient, ont été proposés [335]. Dans cette technique,
les paramètres de convergence sont ajustés à chaque itération.
La première étape de l’algorithme du gradient conjugué consiste toujours à déter-
miner la plus forte pente p0 du gradient à la première itération :
p0 = −g0 (C.5)
Puis, à chaque itération, le vecteur de poids et biais est mis à jour selon l’équa-
tionC.6 :
wk+1 = wk − pk (C.6)
avec
pk = −gk − βkpk−1 (C.7)
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Le paramètre βk détermine la direction de convergence privilégiée. Par exemple, dans
l’algorithme du gradient conjugué proposé par Fletcher et Reeves [331,334] :
βk =
gTk gk
gTk−1gk−1
(C.8)
C.3.3 Algorithmes de rétropropagation du gradient à dérivées
secondes
C.3.4 La méthode de Quasi-Newton
Dans la méthode de Quasi-Newton, l’ajustement des poids et biais se fait à chaque
itération selon l’équation :
wk+1 = wk −H−1k gk (C.9)
où Hk représente la matrice Hessienne (dérivées secondes) de la fonction de transfert du
réseau neuronal avec les valeurs courantes de poids et biais, recalculée à chaque itération.
Cette méthode converge souvent plus rapidement que la méthode du gradient
conjugué, mais requiert une charge de calcul très importante, notamment pour le calcul
de la matrice Hessienne. Un algorithme dérivé de la méthode Quasi-Newton est toute-
fois souvent préconisé dans la littérature scientifique : l’algorithme de Broyden, Fletcher,
Goldfarb et Shanno (BFGS) [330,331]
C.3.5 L’algorithme de Levenberg-Marquardt (LM)
Comme la méthode de Quasi-Newton, l’algorithme de Levenberg-Marquardt [332,
333] a pour objectif d’accélérer la convergence de la modélisation grâce à l’utilisation
des dérivées secondes de la fonction d’erreur. Contrairement à la méthode Quasi-Newton
toutefois, le calcul de la matrice Hessienne n’est pas nécessaire.
En supposant que la fonction d’erreur peut être écrite sous la forme du carré d’une
somme, alors la matrice Hessienne peut être approchée par :
H = JTJ (C.10)
où J est la matrice Jacobienne contenant les dérivées premières de la fonction d’erreur
par rapport aux poids et biais. J requiert une puissance de calcul moins importante que
la matrice Hessienne pour être déterminée.
En appelant e la fonction d’erreur, le gradient peut s’écrire :
g = JT e (C.11)
et la mise à jour des paramètres du réseau de neurones se fait alors selon :
wk+1 = wk − (JT j + µI)−1JT e (C.12)
avec µ un réel contrôlant le comportement de l’algorithme. Avec µ = 0, l’algorithme est
équivalent à la méthode de Quasi-Newton. Si µ est grand, il se rapproche d’un algorithme
du gradient simple avec un petit pas d’apprentissage.
187
C. APPRENTISSAGE DES RÉSEAUX DE NEURONES
C.3.6 Comparaison
L’algorithme du gradient simple est très facile à implanter mais requiert un très
grand nombre d’itérations. La convergence vers une valeur minimale de la fonction d’er-
reur n’est, de plus, pas garantie et dépend du pas d’apprentissage. Les autres techniques
exploitant les dérivées premières pallient certains défauts de l’algorithme de la descente
du gradient, mais leur implantation est plus complexe.
La méthode de Quasi-Newton permet d’accélérer grandement la convergence de
l’apprentissage des réseaux de neurones et d’en améliorer la précision, mais implique un
coût de calcul très important. L’algorithme de Levenberg-Marquardt, souvent préconisé
[10,334,336], permet de contourner ce problème. Si son implantation peut être compliquée,
il est très rapide, précis et ne requiert pas une puissance de calcul importante. C’est
d’ailleurs cet algorithme qui a été utilisé pendant cette thèse pour l’apprentissage des
réseaux de neurones.
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ANNEXE D
Compléments de résultats de simulations
Par souci de lisibilité, le corps de ce tapuscrit ne présente pas tous les résultats de
simulations. Cette annexe complète le texte principal de la thèse avec certains résultats
remrarquables.
D.1 Simulations de modules de prédistorsion idéaux
Ce paragraphe présente les simulations de linéarisation des amplificateurs ARAB-
SAT4 et TI9083-8 pour des modules de prédistorsion idéaux, telles que celle présentée au
chapitre II.2 pour l’amplificateur TEDCNES. Les figures D.1 et D.2 représentent ainsi les
caractéristiques de transfert des modules de commande pour apwr = 1, aφ = 1, ω0 = 1 et
aV GA = 1 (a) et les caractéristique linéarisées AM/AM (b) et AM/PM (c) respectivement
pour l’amplificateur ARABSAT4 et pour l’amplificateur TI9083-8.
−17, 5 −15 −12, 5 −10 −7, 5 −5
−8
−6
−4
−2
Vpwr (V)
V
c,
V
G
A
,V
c,
φ
(V
)
Vc,V GA
Vc,φ
(a)
0 0, 1 0, 2
20
40
60
80
100
Pe,lin (mW)
P
s,
H
P
A
(W
)
(b)
0 0, 1 0, 2
215
220
225
Pe,lin (mW)
Ph
as
e
(o
)
(c)
Figure D.1 – Caractéristiques de transfert des modules de commande (a) et
caractéristiques linéarisées AM/AM (b) et AM/PM (c) de l’amplificateur
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Figure D.2 – Caractéristiques de transfert des modules de commande (a) et
caractéristiques linéarisées AM/AM (b) et AM/PM (c) de l’amplificateur
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D. COMPLÉMENTS DE RÉSULTATS DE SIMULATIONS
D.2 Etude statistique de calibrage des réseaux de
neurones
L’étude statistique de calibrage des réseaux de neurones consiste à entraîner des
réseaux de neurones à approcher les six caractéristiques de transfert présentées au cha-
pitre II.3 et à déterminer quel ensemble de valeurs [dynamique des poids et biais ; nombre
de neurones ; paramètre α] représente le meilleur compromis. Pour chaque valeur du tri-
plet, 100 entraînements sont réalisés et la valeur minimale de l’erreur au sens des moindres
carrés est mémorisée. Les courbes de la figure D.3 représente les résultats de cette étude.
4 5 6 7 8 9 10
2
4
6
8
·10−2
Temps (Nombre de neurones)
Er
re
ur
qu
ad
ra
tiq
ue
m
in
.
Dyn./α
[−1, 5; 1, 5]/3, 5
[−1, 5; 1, 5]/4
[−1, 5; 1, 5]/4, 5
[−2; 2]/3, 5
[−2; 2]/4
[−2; 2]/4, 5
[−2, 5; 2, 5]/3, 5
[−2, 5; 2, 5]/4
[−2, 5; 2, 5]/4, 5
(a) TEDCNES - Amplitude
4 5 6 7 8 9 10
2
4
6
8
·10−2
Temps (Nombre de neurones)
Er
re
ur
qu
ad
ra
tiq
ue
m
in
.
Dyn./α
[−1, 5; 1, 5]/3, 5
[−1, 5; 1, 5]/4
[−1, 5; 1, 5]/4, 5
[−2; 2]/3, 5
[−2; 2]/4
[−2; 2]/4, 5
[−2, 5; 2, 5]/3, 5
[−2, 5; 2, 5]/4
[−2, 5; 2, 5]/4, 5
(c) ARABSAT4 - Amplitude
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(e) TI9083-8 - Amplitude
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Figure D.3 – Résultats de l’étude statistique de calibrage des réseaux de
neurones
Les courbes ont une tendance commune : quelle que soit la fonction à modéliser, la
dynamique des poids et biais et la valeur de pente, l’erreur quadratique minimale diminue
rapidement jusqu’à 6 neurones, puis plus lentement. Au delà de 8 neurones, l’évolution
est d’ailleurs négligeable. Par ailleurs, augmenter la dynamique des poids et biais et la
valeur du paramètre α permet d’améliorer la précision de modélisation, mais pour des
intervalles plus larges que [−2; +2] et pour α > 4, l’influence de ces données est faible
D.3 Simulations des modules de commande à base
de réseaux de neurones
Dans le chapitre II.3, les réseaux de neurones servent à modéliser les modules
de commande Pmoy → GV GA et Pmoy → φ. Ce paragraphe présente les résultats des
simulations présentées dans ce chapitre pour les amplificateurs ARABSAT4 et TI9083-8.
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D.3.1 Amplificateur ARABSAT4
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Figure D.4 – Modélisation par réseaux de neurones des caractéristiques des
modules de commande Pmoy → GV GA et Pmoy → φ associé à l’amplificateur
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Figure D.5 – Simulation de l’architecture de la figure II.2.10 et linéarisation
de l’amplificateur de puissance ARABSAT4 à l’aide de réseaux de neurones
En haut à gauche : caractéristiques de transfert AM/AM simulée (trait plein
bleu), idéale (pointillés noirs) et de l’amplificateur seul (pointillés bleus)
En haut à droite : erreur de linéarisation en amplitude
En bas à gauche : caractéristiques de transfert AM/PM simulée (trait plein
rouge) et idéale (pointillés noirs)
En bas à droite : erreur de linérisation en phase
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D.3.2 Amplificateur TI9083-8
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Figure D.6 – Modélisation par réseaux de neurones des caractéristiques des
modules de commande Pmoy → GV GA et Pmoy → φ associé à l’amplificateur
TI9083-8
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Figure D.7 – Simulation de l’architecture de la figure II.2.10 et linéarisation
de l’amplificateur de puissance TI9083-8 à l’aide de réseaux de neurones
En haut à gauche : caractéristiques de transfert AM/AM simulée (trait plein
bleu), idéale (pointillés noirs) et de l’amplificateur seul (pointillés bleus)
En haut à droite : erreur de linéarisation en amplitude
En bas à gauche : caractéristiques de transfert AM/PM simulée (trait plein
rouge) et idéale (pointillés noirs)
En bas à droite : erreur de linérisation en phase
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D.4 Simulations comportementales du DDCC
Le chapitre III.4 introduit le circuit DDCC pour la conception du circuit déphaseur.
Ce paragraphe présente les capacités du DDCC à réaliser des opérations arithmétiques
d’inversion et de multiplication par deux du signal.
D.4.1 Le DDCC en tant qu’inverseur
Le DDCC est d’abord testé en tant qu’inverseur : un signal sinusoïdal autour
d’un niveau continu à 2V est appliqué sur l’entrée e2 tandis que sur les entrées e1 et
e3 est appliqué un signal continu à 2V. Une analyse temporelle est d’abord effectuée
pour un signal de 250mV d’amplitude crête à crête à 50MHz (Figure D.8.a). Ensuite,
le comportement fréquentiel du circuit est testé jusqu’à 1GHz pour un signal de 250mV
d’amplitude (Figure D.8.b). Enfin, la distorsion harmonique à 50MHz est mesurée pour
un signal dont l’amplitude varie de 20mV à 1V crête à crête (Figure D.8.c).
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Figure D.8 – Simulations du DDCC configuré en inverseur
Le DDCC élaboré permet de réaliser une inversion du signal sur une très large
dynamique de signal à 50MHz, pour une distorsion harmonique très faible (inférieure à
-45dB pour un signal de 1V de dynamique). En outre, la bande passante du circuit ainsi
configuré est très élevée : pour des fréquences jusqu’à près de 200MHz, le gain reste très
proche de 0dB (environ −90mdB) et la phase est exactement de 180◦.
D.4.2 Le DDCC en tant de doubleur
Le DDCC est ensuite testé en tant que doubleur : un signal sinusoïdal, avec un
niveau continu à 2V, est appliqué sur les entrées e1 et e3 tandis que l’entrée e2 reçoit
un signal continu à 2V uniquement. Les mêmes analyses que pour le DDCC en tant
qu’inverseur sont effectuées et présentées sur la figure D.9
Dans cette configuration, le DDCC permet de réaliser un doubleur de tension très
efficace à 50MHz, jusqu’à une dynamique de signal d’environ 800mV, seuil au delà duquel
la dynamique de sortie est trop importante et pour lequel les transistors M5 et MI1 ne
restent plus en saturation. En outre, la bande passante du doubleur est très élevée : pour
des fréquences inférieures à 300MHz, le gain reste très proche de 6dB (environ 5.95dB) et
la phase nulle.
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Figure D.9 – Simulations du DDCC configuré en doubleur de tension
D.5 Exploitation de l’ASIC dans le cadre de la li-
néarisation par prédistorsion d’amplificateurs de
puissance
Ce paragraphe présente les résultats de simulation de l’ASIC dans le cadre de la
linéarisation par prédistorsion des amplificateurs ARABSAT4 et TI9083-8. Les simulations
réalisées sont détaillées au chapitre III.5.
D.5.1 Amplificateur ARABSAT4
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Figure D.10 – Approximation par réseau de neurones intégré des tensions de
commande du VGA (en haut) et du déphaseur (en bas) associée au HPA
ARABSAT4 en fonction de Vpwr
A gauche : caractéristiques idéale (pointillés), issue du réseau de neurones
mathématique (en bleu) et issue du réseau de neurones intégré (en rouge)
A droite : erreur relative de modélisation par réseau de neurones
mathématique (en bleu) et par réseau de neurones intégré (en rouge)
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Figure D.11 – Linéarisation en amplitude (en haut) et en phase (en bas) de
l’amplificateur de puissance ARABSAT4 par réseau de neurones intégré
A gauche : caractéristiques de transfert simulée (trait plein) et idéale
(pointillés)
A droite : erreur de linéarisation
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D.5.2 Amplificateur TI9083-8
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Figure D.12 – Approximation par réseau de neurones intégré des tensions de
commande du VGA (en haut) et du déphaseur (en bas) associée au HPA
TI9083-8 en fonction de Vpwr
A gauche : caractéristiques idéale (pointillés), issue du réseau de neurones
mathématique (en bleu) et issue du réseau de neurones intégré (en rouge)
A droite : erreur relative de modélisation par réseau de neurones
mathématique (en bleu) et par réseau de neurones intégré (en rouge)
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Figure D.13 – Linéarisation en amplitude (en haut) et en phase (en bas) de
l’amplificateur de puissance TI9083-8 à l’aide d’un réseau de neurones intégré
A gauche : caractéristiques de transfert simulée (trait plein), idéale (pointillés)
A droite : erreur de linéarisation
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RÉSUMÉ
L’essor des télécommunications spatiales au cours des deux dernières décennies impose de transmettre
les données à des débits toujours plus importants et avec une qualité de service irréprochable. Néanmoins, afin
d’obtenir un bilan de liaison et une efficacité spectrale optimaux, l’amplificateur de puissance embarqué doit
être utilisé près de sa zone de saturation, ce qui entraîne de fortes non-linéarités des signaux émis. Afin de
contourner ce problème, les amplificateurs sont souvent précédés d’un linéariseur.
Les dispositifs de linéarisation embarqués actuellement sont toutefois incapables de s’adapter à différents
amplificateurs ou de prendre en compte les dérives des caractéristiques des amplificateurs au cours du temps et en
fonction de la température : ils ne sont pas adaptatifs. L’objectif de cette thèse est de concevoir une architecture
innovante capable de linéariser différentes caractéristiques de transfert d’amplificateurs de puissance. Les réseaux
de neurones analogiques offrent des performances intéressantes d’approximation de fonctions non-linéaires et
sont reconfigurables. Ils représentent donc une solution pertinente pour répondre à cette problématique.
Tout d’abord, une technique innovante, générique, rapide et précise d’extraction des fonctions de pré-
distorsion, ayant fait l’objet d’un brevet, est présentée et appliquée aux caractéristiques de trois amplificateurs
fournies par le CNES. La modélisation de ces fonctions de prédistorsion par des réseaux de neurones valide
ensuite, grâce à des simulations comportementales statiques et dynamiques, le concept de prédistorsion analo-
gique adaptative par réseaux de neurones. Enfin, un ASIC analogique de prédistorsion, développé en technologie
CMOS 0, 35µm, comprenant un réseau de neurones et un circuit de déphasage réglable novateur est présenté.
Le circuit, capable de générer les différentes fonctions de prédistorsion avec une grande précision, pourra par la
suite être intégré dans un banc de test permettant de linéariser de manière adaptative divers amplificateurs de
puissance afin d’en évaluer les performances réelles.
Mots-clés : Linéarisation, Prédistorsion, Amplificateur de puissance, Réseau de neurones, CMOS, ASIC
ABSTRACT
The spectacular growth of space telecommunications during the last two decades requires always higher data
transmission speeds and a flawless service quality. Nevertheless, in order to optimize the link budget and the
spectral efficiency, the embedded High Power Amplifiers (HPA) are used close to their saturation point, which
leads to strong non-linear emitted signals. To circumvent this issue, a linearizer is often implemented before the
amplifier.
However, the linearization devices used today are not capable of adapting to different amplifiers or
to HPA characteristics drift under the influence of aging and temperature variations : they are not adaptive.
The objective of the work presented in this dissertation is the design of an innovating architecture capable of
linearizing several HPA transfer characteristics. Analog Neural Networks (ANN) provide attractive performances
for non-linear functions modelling and are reconfigurable. They are therefore a relevant choice to respond to
this specific issue.
First, an patented innovating, generic, fast and accurate technique to determine the predistortion func-
tions is detailed and used with the characterstics of three HPA provided by the French Space Agency (CNES).
Then, the modelling of these predistortion functions through neural networks and behavioral static and dynamic
simulations of these networks validate the concept of adaptive analog predistortion based on neural networks.
Eventually, an analog predistortion ASIC, designed in a CMOS 0.35µm technology, including a neural network
and an innovative configurable phase-shifting circuit, is described. The integrated circuit is able to generate
the different predistortion functions and will be later embedded in a test-bench to demonstrate its ability to
adaptively linearize several High Power Amplifiers.
Keywords : Linearization, Predistortion, Power Amplifier, Neural Network, CMOS, ASIC
