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Frédéric Mazenc,
Abstract. Continuous-time systems with discrete
measurements are considered. It is shown that the technique
of [7] can be used to design converging observers in the case
where the size of some intervals between 2 measurements
is larger than the upper bound ensuring convergence of the
observer that is provided in [7]. A scarcety condition on
these intervals is exhibited. This result is established through
a recent stability analysis technique called trajectory based
approach.
Key Words: Observer, continuous-discrete, asynchronous
sampling.
I. INTRODUCTION
In many engineering applications, the measurements are
available at discrete instants only. Moreover, digital imple-
mentation sometimes affects continuous-time observers. These
facts are obstacles to the design or the use of continuous
observers. This motivated many works on the design of
observers using discrete outputs, as illustrated for instance by
the papers [2], [9] and [14] and the references therein. In the
pioneering work [7], an important approach was initiated for
the design of observers for continuous-time nonlinear systems
with discrete outputs. In this paper, a system of the type:{
ẋ(t) = F(x(t)) ,
y(t) = Cx(ti) , ∀t ∈ [ti, ti+1) ,
(1)
with x ∈ Rn, y ∈ Rq and where F is a nonlinear function
was considered. A standard assumption on the sequence ti
was imposed: the existence of a constant T > 0 such that
for all i ∈ N, 0 ≤ ti+1 − ti ≤ T was assumed. Then the
main result was the design of a new type of observer and the
determination of a constant T? > 0 ensuring that if T ≤ T?,
then the proposed observer converges exponentially to the
solutions of (1). A key aspect of this result is that the size
of all the sampling intervals must be smaller than a constant
which depends on F and C, otherwise the convergence of the
observer is not guaranteed. But in practice, due for instance to
a temporary loss of measurements, the outputs are sometimes
not available during long time intervals. Then the condition
T ≤ T? mentioned above may be violated. But this fact
does not imply that the solutions of the observer of [7] do
not converge to the solutions of the system (2): the intuition
suggests that if, for many integers i, ti+1 − ti is sufficiently
small and ti+1− ti is large for a sufficiently small number of
integers i, then the solutions of the observer can still converge
to the solutions of the studied system.
The present work is build upon this intuitive idea. For sys-
tems with asynchronous sampling belonging to the subfamily
of the one studied in [7], we show that the assumption T ≤ T?
can be relaxed and that an arbitrarily large value for T is
allowed, provided that ti+1 − ti is sufficiently small for a
sufficiently large number of integers i.
We prove the main result of our work via the trajectory
based approach, which is a stability analysis for nonlinear
time-varying systems introduced in [10], developed in [13]
and applied to the design of observers for continuous-time
switched systems in [1]. This approach makes it possible to
establish the main result under assumptions which can be
checked in practice.
The notation will be simplified whenever no confusion can
arise form the context. The Euclidean norm is denoted by | · |.
We denote by I the identity matrix of any dimension.
The paper is organized as follows. The main result is stated
and proved in Section II. An illustrative example is given in
Section III. Concluding remarks are drawn in Section IV.
II. MAIN RESULT
A. Studied system
We consider the system{
ẋ(t) = Hx(t) + ϕ(Cx(t)) ,
y(t) = Cx(ti) , ∀t ∈ [ti, ti+1) ,
(2)
with i ∈ N, x ∈ Rn is the state, y ∈ Rq is the output,
C ∈ Rq×n, C 6= 0 is a constant matrix, ϕ is a nonlinear
function, H ∈ Rn×n is a constant Hurwitz matrix and ti
is an increasing sequence with t0 = 0 and limi→+∞ ti = +∞.
Let σ : [0,+∞) → [0,+∞) be the function defined by
σ(t) = ti when t ∈ [ti, ti+1).
Remark. The assumption that H in (2) is Hurwitz is not
restrictive. Indeed, for any system ẋ(t) = Ax(t) + φ(Cx(t))
such that (A,C) is detectable, there is a matrix L
so that the matrix A + LC is Hurwitz. Then the
system ẋ(t) = Ax(t) + φ(Cx(t)) can be rewritten as
ẋ(t) = Hx(t) + ϕ(Cx(t)) with H = A + LC and
ϕ(y) = φ(y)− Ly and this system is of the type (2).
Remark. Since the matrix H is Hurwitz, there are constants
c1 > 0, p1 > 0 and p2 > 0 and a symmetric positive definite
matrix P ∈ Rn×n such that the LMIs:
PH +H>P ≤ −2c1P (3)
and
p1I ≤ P ≤ p2I (4)
are satisfied.
We introduce three assumptions.
Assumption A1. There is a constant kϕ > 0 such that for all
y1 ∈ Rq and y2 ∈ Rq , the inequality
|ϕ(y1)− ϕ(y2)| ≤ kϕ|y1 − y2| (5)
holds.
Assumption A2. There are 2 constants T > 0 and T > 0
such that for all i ∈ N, the inequality
T ≤ ti+1 − ti ≤ T (6)
is satisfied.














Assumption A3. There are constants g > 0, δ ∈ (0, 1) and




ec1(r−t)b2(r)dr ≤ δ (9)
for all t ≥ t].
Remark. The condition (9) is not a restriction on the constant
T in (6): it can be satisfied for an arbitrarily large constant T ,
as illustrated in Section III.
B. Observer
Let us introduce the dynamic extension: ω̇(t) = CHz(t) + Cϕ(ω(t)) , t ∈ [ti, ti+1)ω(ti) = Cx(ti) , i ∈ N ,
ż(t) = Hz(t) + ϕ(ω(t)) , t ≥ 0
(10)
with i ∈ N, ω ∈ Rq . This dynamic extension was proposed
in [7].
We are ready to state and prove the main result:
Theorem 1. Assume that the system (2) satisfies Assumptions
A1 to A3. Then the system (10) is an asymptotic observer for
the system (2).
Proof. Since the system (2) satisfies Assumptions A1 to A3,
the solutions of the system (2)-(10) are well-defined and the
system (2)-(10) is forward complete.
Now, let us introduce the variables:
eω = ω − Cx , ex = z − x . (11)
Elementary claculations give:
ėω(t) = CHz(t) + Cϕ(ω(t))
−CHx(t)− Cϕ(Cx(t)) , ∀t ∈ [ti, ti+1) ,
eω(ti) = 0 ,
ėx(t) = Hz(t) + ϕ(ω(t))−Hx(t)
−ϕ(Cx(t)) , ∀t ∈ [ti, ti+1)
(12)
for i ∈ N. Thus, we have
ėω(t) = CHex(t) + Cϕ(ω(t))
−Cϕ(Cx(t)) , ∀t ∈ [ti, ti+1) ,
eω(ti) = 0 ,
ėx(t) = Hex(t) + ϕ(ω(t))
−ϕ(Cx(t)) , ∀t ∈ [ti, ti+1) .
(13)
Assumption A1 ensures that there is a function θ, bounded in
norm by kϕ, such that
ėx(t) = Hex(t)
+θ(x(t), ω(t))eω(t) , ∀t ∈ [ti, ti+1) ,
ėω(t) = Cθ(x(t), ω(t))eω(t)
+CHex(t) , ∀t ∈ [ti, ti+1) ,
eω(ti) = 0 .
(14)
By integrating the eω-subsystem of (14) and using the bound
of θ, we deduce that there is a function ζ1(t, s), bounded by




ζ1(t, s)ex(s)ds , ∀t ∈ [ti, ti+1) . (15)
This equality and the ex-subsystem in (14) give
ėx(t) = Hex(t) +
∫ t
ti
ζ2(t, s)ex(s)ds , t ∈ [ti, ti+1) ,
(16)
with ζ2(t, s) = θ(x(t), ω(t))ζ1(t, s).
Now, we analyze the stability properties of (16) by using
the positive definite quadratic function:
V (ex) = e
>
x Pex . (17)
The LMI (3) ensures that the derivative of this function along
the trajectories of (16) satisfies




>Pζ2(t, s)ex(s)ds . (18)
Since the matrix P is symmetric and positive definite, for any
















holds. We deduce that the inequality








is satisfied. Since |ζ2(t, s)| ≤ kϕµ(t, s) for all (t, s) ∈ R2, we
obtain






















where the second inequality above is a consequence of (4).
Let ε > 0 be any constant and let
a =
c1
























Since ε is arbitrarily small, it follows that






where b1 is the constant defined in (7). Since ti+1 − ti ≤ T
for all i ∈ N, we have









V̇ (t) ≤ −c1V (ex(t)) + b2(t) sup
s∈[t−T ,t]
V (ex(s)) , (25)
where b2 is the function defined in (8). Now, one cannot apply
Halanay’s inequality [4] or Razumikhin’s theorem [3, Chapt.
1] to (25) because for some instants t ≥ 0, b2(t) may be
larger than c1. But we can apply the trajectory based approach,
initiated in [10].
By integrating (25) over [t − g, t], where g is the constant
in Assumption A3, we obtain:























for all t ≥ T+g, where the last inequality is a consequence of
Assumption A3. This inequality and [10, Lemma 1] allow us
to conclude that ex(t) converges exponentially to the origin.
Now, from (15) and (6), we deduce that eω(t) converges
exponentially to the origin. This concludes the proof.
Remark. One can apply the main result of [11] to establish a
result similar to the one of Theorem 1. But we have chosen
to conclude via the trajectory based approach because it leads
to Assumption A3 which is simpler than the assumption that
we could derived from [11].
III. ILLUSTRATION
We illustrate Theorem 1 by applying it to the pendulum
model, studied for instance in [9].
Let T > 0 and T > T be two positive numbers. Let ti be
the sequence periodic of k > 1, i.e. for all i, ti = ti+k, such
that: t1− t0 = T and for all i ∈ {1, ..., k− 1}, ti+1− ti = T .
Now, consider the two dimensional system:{
ẋ1(t) = x2(t)
ẋ2(t) = sin(x1(t)) ,
(28)
with the output
y(ti) = x1(ti) . (29)
Let us check that Assumptions A1 and A2 are satisfied.
• The system (28) can be rewritten as















Then Assumption A1 is satisfied with kϕ = 2
√
2.
• The definition of the sequence ti implies that Assumption
A2 is satisfied.







and c1 = 14 , p1 =
9












Then for any constant g > 0, the function























Since the sequence ti is periodic of period k, the function
t− σ(t) is periodic of period
$ = (k − 1)T + T . (37)
Now, we choose g = $. The fact that t − σ(t) is periodic
of period $ implies that the function γ($, t) is identiquality






























































































































Using t1 = T and tl+1 = tl + T for all l ∈ {1, ..., k− 1} and
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4 qa(T ) + qb(T )
(46)
with







































) s3 . (49)






Next, one can choose an integer k such that
e−
(k−1)T+T








for all t ≥ 0. Thus assumption A3 is satisfied. We conclude
that Theorem 1 applies. We conclude that, with the constants
we have selected, the solutions of
ω̇(t) = −2z1(t) + z2(t) + 2ω(t) , t ∈ [ti, ti+1)
ω(ti) = x1(ti)
ż1(t) = −2z1(t) + z2(t) + 2ω(t)
ż2(t) = −z1(t) + ω(t) + sin(ω(t))
(53)
asymptotically converge to the solution of the system (28).
Remark. In this example, T can take arbitrarily large values.
This is not allowed by the stability conditions given in [9] or
[7].
IV. CONCLUSION
In this paper, for a family of nonlinear systems, we have
relaxed the assumption on the largest allowable sampling in-
terval that is imposed in [7] by establishing the convergence of
the proposed observer to the studied system via the technique
called trajectory based approach [10].
Our result can be extended to many other cases, which
include time-varying systems with delay in the spirit of what
is done in [8] and [5], interconnected sub-observers proposed
in [12] and in [6] and ordinary differential equations in
interconnection with Partial Differential Equations.
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