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Résumé
Régularisation de problèmes inverses à l'aide de l'équation de
diusion, ave appliation à l'assimilation variationnelle de données
oéaniques
En assimilation de données, les modèles de orrélation permettent de aratériser les strutures
d'erreurs pour les variables dénies sur une grille numérique. L'équation de diusion fournit un adre
exible et eae pour représenter des fontions de orrélation pour des problèmes de grande dimen-
sion tels que eux renontrés en assimilation variationnelle pour l'atmosphère ou l'oéan.
Dans ette thèse, une formulation impliite est d'abord étudiée en détail en dimension un (1D).
On montre qu'intégrer une équation de diusion impliite à oeient onstant sur M pas de temps
est équivalent à onvoluer la ondition initiale à une fontion autorégressive (AR) d'ordre M. L'éhelle
de orrélation de la fontion AR et le fateur de normalisation requis pour générer une amplitude
égale à 1 sont donnés en fontion du oeient de diusion et de M. Des extensions du modèle de
diusion permettant aux fontions de orrélation de ne pas être aetées par les frontières, et tenant
ompte de variations des éhelles sont dérites. Une approximation des fateurs de normalisation est
alors proposée.
Des produits d'opérateurs de diusion impliite 1D sont ensuite utilisés pour onstruire des modèles
de orrélation en dimension deux et trois pour des ongurations globales d'un système d'assimilation
variationnelle pour le modèle oéanique NEMO. Leurs performanes sont omparées au modèle de
diusion expliite existant, et des exemples de strutures de orrélation où les éhelles sont soit pa-
ramétrées, soit issues d'une méthode d'ensemble, sont montrés. Enn, les performanes de diérentes
tehniques de normalisation sont omparées.
Mots lés :
assimilation • variationnelle • ovarianes • orrélations • opérateurs • diusion • normalisation.
iv Résumé
vAbstrat
Regularization of inverse problems using a diusion equation, with
appliation to variational oean data assimilation
Correlation models are required in data assimilation to haraterize the error strutures of variables
dened on a numerial grid. The diusion equation provides a exible and eient framework for repre-
senting orrelation funtions for problems of large dimension suh as those enountered in variational
atmospheri or oean data assimilation.
In this thesis, an impliit formulation of the diusion equation is rst analyzed in detail for the
one-dimensional (1D) ase. It is shown that integrating a onstant-oeient impliit diusion equation
over M time steps is equivalent to onvolving the initial ondition with an M -th order autoregressive
(AR) funtion. The orrelation length sale of the AR funtion and the normalization fator required
for generating a unit amplitude are given in terms of the diusion oeient and M . Extensions of the
diusion model to allow for orrelation funtions that are not aeted by solid boundaries, and that
aount for varying length sales are desribed. An approximation of the normalization fators is then
proposed.
Produts of 1D impliit diusion operators are then used for onstruting two- and three-dimensional
orrelation models for global ongurations of a variational assimilation system for the NEMO oean
model. Their eieny are ompared to the existing expliit diusion model, and examples of or-
relation strutures are shown, where the length sales are either parametrized or estimated using an
ensemble method. Finally, the eieny of dierent normalization tehniques are ompared.
Keywords :
assimilation • variational • ovarianes • orrelations • operators • diusion • normalization.
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Introdution
La modélisation des oéans permet d'établir des prévisions oéaniques qui trouvent une appliation
dans des domaines aussi variés que la reherhe (support aux ampagnes en mer, . . .), l'industrie (res-
soures halieutiques, transport maritime, . . .), l'environnement (estimation des risques de pollution,
. . .) ou même les loisirs de plaisane et les ourses au large. Les oéans sont également une omposante
essentielle de notre limat, de sorte que prévisions météorologiques et oéaniques sont indissoiables, et
un eort important a été fait es dernières déennies pour oupler leurs modélisations respetives. De
plus, toute étude limatologique, qu'il s'agisse de paléolimatologie ou d'estimation du limat futur, est
ainsi assujettie à la onnaissane de l'état oéanique. Mais les proessus physiques mis en ÷uvre dans
les oéans rendent leur modélisation mathématique déliate, et la grande taille du problème impose de
trouver des algorithmes adaptés et de les dérouler sur des alulateurs parallèle à haute performane,
omplexiant de e fait l'aspet numérique du problème. De plus, des inertitudes, tant dans les mo-
dèles que dans les mesures physiques, peuvent produire des éarts importants entre les états prévus
par le système et les états observés.
L'assimilation de données onsiste alors à ombiner l'état produit par le modèle (ébauhe) ave des
observations physiques, an de orriger les onditions initiales et/ou forçages et/ou paramètres qui ont
onduit à ette ébauhe, et de produire ainsi un nouvel état (analyse) plus prohe de la réalité. En oéa-
nographie, e problème inverse se présente souvent sous la forme d'un problème de minimisation qui
doit être régularisé. Compte tenu des ontraintes de non linéarité, on utilise souvent un système itératif
où haque itération onsiste à minimiser une fontion quadratique. Celle-i est obtenue en linéarisant
les opérateurs de la fontionnelle non linéaire au voisinage du résultat obtenu par l'itéré préédent.
La séquene est initialisée en linéarisant au voisinage de l'ébauhe. Cette fontionnelle quadratique
dérit, au sens des moindres arrés, l'éart à l'ébauhe pondéré par la onane que l'on aorde à
ette ébauhe d'une part, et l'éart aux observations pondéré par la onane que l'on aorde à es
observations d'autre part. Cette onane, ou préision, s'exprime par l'inverse de la matrie des o-
varianes de l'inertitude (erreurs) assoiée à l'ébauhe et aux observations respetivement.
Les observations sont généralement supposées non-orrélées (bien que lorsqu'elles proviennent de
satellites par exemple, ette hypothèse soit fortement disutable), et leur préision est alors obtenue
en inversant simplement les varianes de l'erreur liée à leur mesure. La matrie représentant les o-
varianes d'erreur d'observations est alors diagonale. Mais onernant l'ébauhe, auun argument ne
peut étayer l'hypothèse de la déorrélation des erreurs en haque point de grille du modèle. De plus,
les équations physiques résolues par le système montrent, de par leur nature, qu'il existe une relation
entre les diérentes variables de e modèle. Pour résoudre le problème de minimisation, il faut don
estimer et inverser une matrie de grande taille. Dans le as d'une grille basse résolution pour une
onguration globale par exemple, et en onsidérant les hamps en trois dimensions de la température,
de la salinité et des omposantes zonale (est/ouest) et méridienne (nord/sud) des ourants, ainsi que
le hamp en deux dimensions de la hauteur d'eau, le veteur d'état atteint failement une taille de
l'ordre de 106 éléments. Plus la résolution du modèle est haute, et plus la taille de e veteur augmente.
La très grande dimension de ette matrie, ainsi que la onnaissane trop approximative des er-
reurs qui l'engendrent, empêhent sa manipulation direte, qu'il s'agisse de la réer, de la stoker ou
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de l'inverser. Il est don indispensable de développer des algorithmes eaes permettant d'estimer ou
de modéliser la matrie des ovarianes d'erreur d'ébauhe à partir d'hypothèses raisonnables. Dans e
dernier as, l'opérateur est donné en évaluation, i.e. la matrie n'est jamais aessible, mais l'évalua-
tion orrespond au produit de ette matrie par le veteur auquel est appliqué l'opérateur. Dans un
premier temps, on utilise souvent la formulation proposée par Derber et Bouttier (1999) permettant
de déomposer haque variable en une omposante dite équilibrée, i.e. liée aux autres variables par
des relations physiques d'équilibre (géostrophie par exemple), et une omposante propre indépendante,
don déorrélée des autres variables. En s'aranhissant des relations qui existent entre les ompo-
santes équilibrées des diérentes variables, il est alors possible de passer d'une formulation multivariée
(existene de ovarianes d'erreur entre les variables) à plusieurs formulations univariées indépendantes
(ovarianes d'erreur spatiales pour haque variable). Ces ovarianes univariées peuvent alors s'expri-
mer par l'assoiation de leurs varianes et de leurs orrélations. Dans ette thèse, on se propose de
poursuivre les travaux de Weaver et Courtier (2001) et Weaver et Rii (2004) qui utilisent la résolution
de l'équation de diusion pour modéliser es orrélations univariées.
Les orrélations univariées peuvent en eet être représentées par un opérateur de orrélation, e
qui, par dénition, revient à évaluer une intégrale. Lorsque la fontion de orrélation, noyau de l'opéra-
teur, ne dépend que d'une distane eulidienne, ette intégrale orrespond à un produit de onvolution.
L'équation de diusion est alors une alternative eae à l'évaluation de tels produits pour un pro-
blème de grande taille. En eet, on montre failement que la solution d'une équation de diusion 1D
lassique est, au fateur 1/(
√
2π Lg) prêt, le produit de onvolution de la ondition initiale par la fon-
tion gaussienne e−x
2/2L2g
, où Lg =
√
2κT est l'éhelle de orrélation, ave κ le oeient de diusion,
et T le pseudo-temps d'intégration. Appliquer l'équation de diusion sur un pseudo-temps [0, T ] à un
hamp salaire, 'est don appliquer à e hamp salaire un opérateur de ovariane de noyau gaussien.
Une fois normalisé par le fateur
√
2π Lg, et opérateur de ovariane devient alors un opérateur de
orrélation.
Weaver et Courtier (2001) exploitent ette propriété et proposent une résolution par shéma ex-
pliite d'une équation de diusion 2D sur la sphère pour l'horizontale ombinée à une équation de
diusion 1D pour la vertiale. Mais si le odage expliite est aisé, e shéma présente le gros désavan-
tage de n'être stable que sous une ondition dépendant du rapport au arré, de l'éhelle de orrélation
sur le pas spatial. Ainsi, plus on monte en résolution ou plus l'éhelle est grande, et plus le nombre
d'itérations augmente, rendant alors le oût de l'algorithme prohibitif. Weaver et Rii (2004) suggèrent
alors d'utiliser un shéma impliite, inonditionnellement stable. Mais le odage de e shéma est plus
diile à mettre en plae puisqu'il néessite l'inversion d'une matrie de grande taille.
Dans ette thèse, on étudie plus avant le shéma impliite, en se foalisant tout d'abord sur la
théorie de l'équation de diusion 1D, et son extension à d'autres dimensions. Il est intéressant de noter
que ette théorie n'est en auune façon liée au problème de l'erreur d'ébauhe et peut également servir
dans d'autres ontextes tels que la modélisation des orrélations de l'erreur du modèle (spatiale ou tem-
porelle) ou même de l'erreur des observations lorsque elles-i se présentent sous la forme d'un produit
déni sur une grille. Néanmoins, pour ette thèse, l'appliation de es développements théoriques se-
ront réalisés pour l'erreur d'ébauhe dans le adre du système d'assimilation variationnelle NEMOVAR.
Mais un autre aspet important du problème, onerne la normalisation de l'opérateur de ova-
riane représenté par l'équation de diusion. En eet, lorsque les éhelles de orrélations varient en
fontion de leurs positions géographiques, ou lorsque l'on est prohe des frontières, la normalisation à
appliquer ne orrespond plus à un simple fateur tel que
√
2π Lg donné plus tt. On utilise alors des
algorithmes pour aluler es fateurs, mais eux-i peuvent s'avérer fort oûteux. Dans ette thèse,
on s'intéresse don également à e problème en herhant à évaluer diérentes ongurations.
La présentation de e travail s'artiule à partir des trois premiers hapitres qui permettent d'in-
Introdution 17
troduire le ontexte du sujet de ette thèse (quelques rappels mathématiques sont donnés dans les
Annexes A, B et D). On expose tout d'abord la philosophie d'un problème inverse et on identie
les diérentes omposantes assoiées au as partiulier de l'assimilation de données oéanographiques.
Puis on détaille au hapitre 2 la tehnique de l'assimilation de données variationnelle (le prinipe du
ltre de Kalman est donné en Annexe C). Enn, on s'intéresse au hapitre 3 aux diérentes tehniques
permettant d'estimer ou de modéliser les ovarianes d'erreur d'ébauhe. Dans le as de la modélisa-
tion par des opérateurs, un paragraphe est également onsaré à la normalisation qui doit leur être
assoiée, et le détail de la méthode proposée par Purser et al. (2003b) est donné en Annexe E. Après
ette partie introdutive, les deux hapitres suivant sont onsarés aux travaux réalisés au ours de
ette thèse. Le hapitre 4 expose tout d'abord la théorie d'un opérateur de diusion 1D et sa résolution
par un shéma impliite. Les aspets numériques tels que les onditions aux frontières ou la variation
spatiale des éhelles de orrélations sont abordés. Ces opérateurs 1D sont ensuite utilisés (hapitre 5)
pour onstruire des opérateurs 2D et 3D qui sont alors appliqués à la modélisation des orrélations
univariées de l'erreur d'ébauhe dans le système d'assimilation de données oéaniques variationnelle
NEMOVAR. Des détails tehniques onernant ette onstrution sont donnés en Annexe F. Dans un
dernier paragraphe, on évalue également diérentes tehniques de normalisation. Enn, le hapitre 6
est onsaré aux onlusions que l'on peut tirer de e travail et aux perspetives qu'il ouvre.
Les tehniques d'assimilation de données appliquées à l'oéanographie sont très prohes de elles
développées en météorologie. Au ours de e manusrit, on trouvera don des référenes liées à es
deux domaines sans qu'il soit néessairement fait de distintion. En plus des artiles et ouvrages ités
expressément au ours des paragraphes suivants, les études réalisées, ainsi que l'ériture des hapitres
de e manusrit doivent beauoup à diérentes soures d'informations :
 les ours de Master de Mathématiques Appliquées de l'Université Paul Sabatier (Toulouse III)
2
et notamment eux diretement liés à ette thèse et donnés par Lua Amodei, Jérémie Bigot,
Abdallah Chalabi, Céile Chouquet, Gérald Desroziers
3
, Pierre Maréhal, Mohamed Masmoudi,
Dominikus Noll et Judith Vanostenoble ;
 les ours d'assimilation de données du CEPMMT
4
(Centre Européen pour les Prévisions Météoro-
logiques à Moyen Terme) en partiulier eux donnés par Erik Andersson, Magdalena Balmaseda,
Angela Benedetti, Carla Cardinali, Dik Dee, Mike Fisher, Tony MaNally et Yannik Trémolet
ainsi que les notes de ours de Bouttier et Courtier (1999) ;
 les ours du CERFACS
5
donnés par Lu Giraud, Serge Gratton, Xavier Vasseur, et les nombreux
séminaires qui y ont été dispensés (Andy Moore, Peter Oke, . . .) ;
 les diérentes présentations lors des onférenes WWRP THORPEX Workshop on 4D-Var and
Ensemble Kalman Filter Inter-omparisons
6
de Buenos Aires (novembre 2008) et the 5th WMO
Symposium on Data Assimilation
7
de Melbourne (Otobre 2009) ;
 les manusrits de thèse de Rii (2004), Daget (2008) et Pannekouke (2008).
2
http ://www.ups-tlse.fr
3
CNRM : Centre National de Reherhes Météorologiques : http ://www.nrm.meteo.fr
4
ECMWF (European Centre for Medium-Range Weather Foreasts) : http ://www.emwf.int
5
Centre Européen de Reherhe et de Formation Avanée en Calul Sientique : http ://www.erfas.fr
6
http ://4dvarenkf.ima.fen.uba.ar
7
http ://wmoda5.amos.org.au
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Chapitre 1
Un problème inverse : l'assimilation de
données
1.1 Les problèmes inverses
Tout système physique, du plus simple au plus omplexe, peut être dérit si l'on onnaît les équa-
tions qui le régissent. Modéliser e système, 'est don résoudre numériquement es équations. Ne-Zheng
(1994) lasse les diérents modèles suivant quatre aratéristiques prinipales :
 déterministe / stohastique : un modèle est dit stohastique lorsqu'il fait appel à des variables
aléatoires. La sortie de e modèle n'est alors pas un état déterminé (modèle déterministe) mais
une probabilité d'état ;
 linéaire / non linéaire : suivant la linéarité ou non des équations qui le régissent ;
 stationnaire / dynamique : lorsque l'état produit par le modèle évolue dans le temps (le temps
fait alors partie des variables), le modèle est dit dynamique, sinon il est dit stationnaire ;
 à paramètres rassemblés / distribués : lorsque les variables sont des fontions (ontinues ou dis-
rétisées) évoluant dans l'espae, le modèle est dit à paramètres distribués.
La modélisation d'un système physique peut permettre d'estimer l'état passé, présent ou futur de
e système, et servir ainsi à analyser ou prévoir un évènement dans les domaines les plus variés tels que
la reherhe, la séurité, la protetion, les loisirs . . .. Bien sûr la performane de la modélisation, 'est
à dire la pertinene de la prévision, dépend diretement du degré de onnaissane des équations (et de
leur résolution) qui régissent le système. D'autre part, lorsque e dernier est mal onnu, sa modélisation
peut alors également servir à l'étudier en omparant ses prévisions à la réalité.
De manière générale, un système à paramètres distribués est régi par une ou des équations aux
dérivées partielles. Leur résolution néessite alors les omposantes suivantes (Ne-Zheng, 1994) :
 une région spatiale (paramètres distribués) et un intervalle de temps (modèle dynamique) ;
 des paramètres système : ils aratérisent la géométrie et/ou la nature physique du système
 des onditions subsidiaires : elles donnent l'état initial du système ainsi que les relations qui
dérivent les éhanges de masse ou d'énergie ave les systèmes voisins ;
 des variables de ontrle
8
: elles représentent l'exitation du modèle. Elles peuvent parfois appa-
raître dans les onditions subsidiaires ;
 des variables d'état : elles dérivent l'état du système.
Mais, les modèles sont soumis à plusieurs soures d'erreur : disrétisation, approximation des équa-
tions, hypothèses pas toujours valides, mauvaise onnaissane des proessus physiques, inertitudes sur
8
Il s'agit ii d'une dénition générale pour un modèle. Le terme variables de ontrle sera redéni dans les
paragraphes suivants pour le problème de l'assimilation de données.
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les onditions subsidiaires, . . .. La solution donnée par le modèle n'est don pas exate, et les erreurs
peuvent même s'amplier au ours du temps (dans le as d'un modèle dynamique). Dans e as, ou
lorsque la solution s'avère trop impréise, il peut être néessaire d'asservir le modèle par toute teh-
nique permettant de le ramener vers la réalité. Toute mesure du système physique, bien qu'entahée
d'erreur, est une expression de ette réalité. Il apparaît don logique de se servir de es observations
pour eetuer ette tahe et orriger ainsi des paramètres, onditions ou variables de la modélisation
omme le montre la gure 1.1.
Fig. 1.1  Modélisation d'un système physique
Le problème inverse (voir également Tarantola, 2005) onsiste don, à partir d'un ensemble
de mesures observées, à remonter aux paramètres, onditions ou variables qui ont engendrés l'état
donné par le modèle et que l'on ompare à es observations. Ainsi par exemple, en supposant que les
observations sont prohes de l'état exat du système physique à un instant donné, le problème inverse
peut permettre de realer un paramètre défaillant de la modélisation. La terminologie de problème
inverse peut ependant être trompeuse omme le montre Wunsh (1996) sur l'exemple de l'équation
de Poisson
△ϕ = ψ. (1.1)
En eet, le problème
(A) : évaluer l'équation (1.1) pour trouver ψ sahant ϕ,
semble simple à résoudre et d'une logique plus direte que le problème
(B) : évaluer l'équation (1.1) pour trouver ϕ sahant ψ et les onditions aux frontières,
qui est d'un abord bien plus omplexe. Pourtant 'est e dernier problème (B) qui est qualié de diret
ar 'est elui qui est le plus familièrement renontré dans de nombreux domaines. Le problème (A),
bien que plus basique, est alors qualié d'inverse, dans le sens inverse au problème onventionnel.
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Wunsh (1996) préise également que (A) n'est pas le seul problème inverse à (B). Un autre problème
inverse pourrait être par exemple
(C) : évaluer l'équation (1.1) pour trouver les onditions aux frontières sahant ϕ et ψ.
Néanmoins, et bien que l'équation de Poisson préédente ne le montre pas, une des diultés
majeures des problèmes inverses est qu'ils sont souvent mal posés au sens de Hadamard, i.e. au moins
une des trois onditions suivantes n'est pas respetée : existene, uniité et stabilité. Le non respet
de es onditions est souvent lié à la quantité d'informations disponible pour évaluer le problème ainsi
qu'aux erreurs entahant les observations. Menke (1989) ite les possibilités suivantes :
 Problèmes indéterminés (ou sous-déterminés) : lorsque le système régissant le problème inverse
ne fournit pas susamment d'information, le nombre d'inonnues (degrés de liberté) est plus
important que le nombre d'équations permettant de les déterminer. Plusieurs solutions existent
alors, violant ainsi le prinipe d'uniité. On pourra ependant ompléter le système par de l'infor-
mation a priori, i.e. toute information permettant d'antiiper les aratéristiques de la solution
(estimation a priori, signe, fourhette de valeurs, approximation de la forme, . . .).
 Problèmes juste-déterminés : lorsque le système fournit très exatement la quantité d'information
requise et qu'il n'y a auune singularité, il est alors possible de dénir une solution unique.
Cependant, la stabilité du système n'est pas garantie. En eet, si les observations sont entahées
d'erreur, deux séries d'observations distintes donneront deux solutions diérentes dont l'éart
peut être important. La solution n'étant pas reprodutible, le système est dit instable.
 Problèmes surdéterminés : lorsque le système fournit plus d'information que néessaire, les er-
reurs liées aux observations engendrent des inohérenes et il n'est plus possible de aluler une
solution. Il sera alors néessaire de déterminer des ritères de séletion pour en dénir une.
Beauoup de tehniques diérentes existent pour régulariser les problèmes inverses, 'est à dire
palier le fait qu'ils soient mal posés. La régularisation de Tikhonov en est une des plus élèbres et
donne lieu à de multiples variantes. Pour le problème inverse que nous étudions dans les hapitres
suivants, la méthode onsistant à minimiser une fontion oût quadratique, orrespond en fait à une
régularisation de Tikhonov généralisée. Le leteur intéressé pourra se reporter à Aster et al. (2005) par
exemple, pour une introdution pédagogique des problèmes inverses et leur régularisation. A toutes
ns utiles, on trouvera en annexe un rappel de ertains outils mathématiques.
1.2 L'assimilation de données en oéanographie
1.2.1 Le modèle
Les oéans et le mouvement de ses masses d'eau inuenent fortement un grand nombre de proes-
sus tels que la produtivité biogéohimique, les populations marines, le mouvement des polluants ou
enore le hangement limatique et les onditions atmosphériques. Connaître et prévoir leur état est
don primordial pour un grand nombre d'appliations.
Leur modélisation est ependant omplexe : elle fait appel à la dynamique des uides et doit
prendre en ompte les éhanges et interations intervenant ave d'autres systèmes omme l'atmo-
sphère, les ontinents et le planher oéanique, la biogéohimie, les glaes de mer, le ruissellement . . ..
Pour dérire l'oéan dans son ensemble, ou plus généralement l'appareil limatique de la Terre, on
fait appel à la modélisation ouplée des diérents systèmes. Dans ette thèse, nous ne nous intéressons
qu'aux modèles de irulation générale des oéans (OGCM
9
) pour lesquels des onditions aux frontières
sont spéiées en lieu et plae des modèles ouplés.
9
Oean General Cirulation Model
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Ces modèles dérivent l'état dynamique des oéans par des informations (variables d'état) de
température (T ), de salinité (S) et de vitesse des ourants (omposantes zonale u et méridienne v).
Pour représenter la surfae, plutt que d'utiliser une formulation toit rigide qui onsidère la surfae
de l'oéan omme un plan sur lequel une ertaine pression est appliquée, on préfère aujourd'hui utiliser
une formulation surfae libre mettant en ÷uvre une nouvelle variable d'état, la hauteur d'eau en
surfae (η). Cette variable permet de dérire les variations de l'interfae air-oéan ave plus de réa-
lisme. Ces variables d'état orrespondent à la disrétisation de l'oéan sur une grille spatiale (modèle
à paramètres distribués) et sont mises à jour selon des intervalles de temps (modèle dynamique).
Les OGCM sont basés sur la résolution des équations primitives sur une sphère en rotation,
i.e. les équations de Navier-Stokes auxquelles on ajoute une équation d'état reliant les traeurs atifs
(température et salinité) à la vitesse du uide, et que l'on résout sous un ertain nombre d'hypothèses
(voir par exemple Haidvogel et Bekmann, 1999). Ils sont don lairement non linéaires. Pour résoudre
es équations primitives, outre des oeients divers (paramètres système) liés à es équations, il est
néessaire de dénir la géométrie du domaine (paramètres système), 'est à dire les lignes tières et
la bathymétrie. La ondition initiale (onditions subsidiaires) est donnée par un état de l'oéan au
temps t0. Lorsque ette ondition initiale orrespond à un état de repos ave une limatologie pour
T et S, on intègre d'abord le modèle sur une ertaine période (spin up) dépendant de la mémoire
de l'oéan, avant de l'utiliser pour une appliation donnée. Cette phase permet à l'oéan modélisé
d'oublier son état initial peu préis. Enn, l'oéan et ses frontières, i.e. la roûte terrestre, les onti-
nents, la glae et l'atmosphère, éhangent des ux de haleur, d'eau doue, de sel et de moments. Si
ertains de es éhanges (onditions subsidiaires) peuvent être négligés, d'autres doivent être paramé-
trés (par des termes de rappel par exemple) ou alulés. D'autres enore sont fournis par des modèles,
que e soit sous forme de produits (forçages, 'est souvent le as pour les informations atmosphériques
telles que tension de vent, ux de haleur et ux d'eau doue) ou diretement sous forme de ouplage.
La modélisation des oéans onsiste, d'un point de vue grossier, en une réponse déterministe à un
forçage atmosphérique. Cependant les erreurs induites tant par les inertitudes de es forçages que par
les approximations du modèle, ne peuvent pas être onnues de façon déterministe. En supposant e-
pendant que es inertitudes soient faibles et que la modélisation soient susamment dèle, es erreurs
peuvent être représentées par des perturbations stohastiques (Cohn, 1997). Bien que ela soit diile
à réaliser en pratique, Daley (1992) sépare ette erreur en deux omposantes :
 l'erreur modèle : liée à la résolution des équations, elle inlut les approximations et simpli-
ations de la physique, les erreurs des algorithmes numériques (disrétisation par exemple), les
défauts de spéiation des paramètres et des onditions aux frontières.
 l'erreur de prévisibilité : elle représente la façon dont le modèle fait évoluer une erreur exis-
tant sur la ondition initiale.
Ainsi, si on onsidère le modèle omme parfait, l'erreur sur l'état qu'il prévoit est due à une mauvaise
onnaissane de l'état initial. Mais si on onsidère que l'état initial de l'oéan est parfaitement onnu,
l'erreur sur l'état issu de la modélisation est due aux imperfetions du modèle.
1.2.2 Les observations
Pendant longtemps, les seules observations de l'oéan disponibles ont été elles des navires mar-
hands et des marines nationales. Bien que n'orant qu'une ouverture des lignes maritimes prinipales,
et souvent limitées à des observations de surfae, es mesures, omplétées par elles de ampagnes de
reherhe et de navires d'opportunité (volontaires), ont permis d'établir des bases de données limato-
logiques omme elles de Levitus
10
. Mais es limatologies ne permettent pas de rendre ompte de la
variabilité importante de l'oéan sur une large gamme d'éhelles spatiales et temporelles. Compte tenu
de son rle essentiel dans le hangement limatique, la néessité de mettre en plae des programmes
10
World Oean Database : http ://www.nod.noaa.gov/OC5/WOD09/pr_wod09.html
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internationaux dédiés aux mesures oéaniques et à l'interation oéan/atmosphère s'est alors faite sen-
tir (Busalahi, 1997).
Fig. 1.2  Réseau d'observations oéaniques in situ du programme TOGA en déembre 1994.
En 1985, le programme TOGA
11
a pour objetif de dérire la dynamique partiulière des oéans
tropiaux an de mieux appréhender des phénomènes omme El Niño, et s'intéresse également à l'at-
mosphère globale an d'étudier la possibilité de modéliser un système ouplé oéan-atmosphère. Il
s'appuie en partiulier sur le déploiement de bouées amarrées de type ATLAS
12
dans le Paique
Tropial. Ce déploiement, baptisé TAO
13
, atteint environ 70 bouées en déembre 1994, à la n du
programme TOGA (voir gure 1.2). Dans le prolongement de e suès, les programmes GCOS
14
et
GOOS
15
sont lanés au début des années 90 an de pérenniser le système d'observation de l'oéan
et de l'atmosphère. A partir de 1995, un nouveau programme voit également le jour an d'étudier la
variabilité naturelle du limat et des hangements dus à l'ativité humaine : le programme CLIVAR
16
.
C'est dans e adre qu'un nouveau déploiement de bouées ATLAS est eetué en 1997 dans l'Atlan-
tique Tropial sous le nom de PIRATA
17
. Sous la même égide, TAO prend le nom de TAO/TRITON en
janvier 2000 après le déploiement dans le Paique Ouest de bouées amarrées TRITON
18
. Aujourd'hui,
11
Tropial Oean Global Atmosphere : http ://www.nd.noaa.gov/oa/oare/toga.html
12
Autonomous Temperature Line Aquisition System
13
Tropial Atmosphere Oean : http ://www.pmel.noaa.gov/tao
14
Global Climate Observing System : http ://www.wmo.int/pages/prog/gos/
15
Global Oean Observing System : http ://www.io-goos.org/
16
Climate Variability and Preditability : http ://www.livar.org/
17
Pilot Researh Moored Array in the Tropial Atlanti :http ://www.brest.ird.fr/pirata/index.php
18
Triangle Trans Oean Buoy Network
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un nouveau déploiement est en ours dans l'Oéan Tropial Indien sous le nom de RAMA
19
.
Elargissant le hamp des Tropiques à une perspetive plus globale, le programme WOCE
20
de 1990
vise à améliorer la modélisation de la irulation générale des oéans pour les prévisions limatiques
déennales. Entre autres il met en ÷uvre, pour les ux de sub-surfae, des proleurs (instruments de
mesure sur toute ou partie d'une olonne d'eau) de type ALACE
21
qui donneront ensuite naissane
aux proleurs Argo (voir gure 1.3). Le début des années 1990 voit aussi le lanement de programmes
tels que JGOFS
22
qui s'intéressent davantage aux proessus himiques et biologiques des oéans.
Fig. 1.3  Déploiement de proleurs Argo au 3 janvier 2010.
Conernant les mesures elles-mêmes, on peut en distinguer deux types. Les données in situ onsistent
en des mesures en un point, ou en des prols sur toute ou une partie de la olonne d'eau, de tempéra-
ture, salinité, vitesse et diretion des ourants, pression, dioxyde de arbone, . . .. Elles sont eetuées
par diérentes sortes d'instruments tels que des thermosalinographes, CTD
23
, XBT
24
, bouées amarrées
ou dérivantes, proleurs, . . .. Mais pare que l'oéan est un milieu partiulièrement diile à observer,
es mesures restent très hétérogènes.
Le seond type de données est pourvu par les satellites. Nimbus-7 et Seasat démontraient dans
les années 70 les avantages des instruments spatiaux pour une ouverture homogène de la planète.
Néanmoins, seule la surfae des oéans peut être observée, l'oéan profond restant inaessible. Au-
jourd'hui, une large gamme de mesures satellitaires de surfae sont disponibles et permettent d'obtenir
la topographie (Jason-1, ERS-2, . . .) et le géoïde assoié (GRACE, GOCE), les températures de surfae
(instruments AVHRR, ATSR, . . .), la ouleur de l'oéan et don les teneurs en hlorophylle et phyto-
planton (Envisat, HY-1), la onentration de glae de mer (ICESat, CryoSat) ou enore la salinité
(SMOS). En général, des entres de traitement rassemblent et éventuellement ombinent plusieurs jeux
de mesures de type diérent pour obtenir un produit donné (Coriolis
25
pour des bases de données in
situ, GHRSST
26
pour des produits ombinés de température de surfae, . . .) et eetuent ainsi une
première validation des observations. La gure 1.4 présente le réseau de satellites d'observation pour
19
Researh Moored Array for Afrian-Asian-Australian Monsoon Analysis and Predition
20
World Oean Cirulation Experiment :http ://woe.nod.noaa.gov/wdiu/index.htm
21
Autonomous Lagrangian Cirulation Explorer
22
Joint Global Oean Flux Study :http ://ijgofs.whoi.edu/
23
Condutivity Temperature Depth
24
Expendable Bathythermographe
25
http ://www.oriolis.eu.org/
26
Group for High resolution Sea Surfae Temperature : http ://www.ghrsst.org/
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la météorologie et l'oéanographie de la NASA
27
.
Fig. 1.4  Réseau d'observations satellite pour la météorologie et l'oéanographie de la NASA.
Une ondition indispensable aux prévisions oéaniques réalistes (et aux diverses appliations qui
leur sont liées) est qu'il soit possible d'exploiter un système d'observation pérenne, délivrant de fa-
çon régulière des informations susamment rihes et diversiées. C'est à partir de e onstat que
le programme GODAE
28
, initié en 1997, s'eore de donner des bases solides à une oéanographie
opérationnelle. A sa n en 2008, l'expériene laisse plae à des systèmes matures de prévision à mésoé-
helle opérationnels tels que Merator Oéan
29
(Frane), NCOF
30
(UK), BLUElink
31
(Australie), et
des projets internationaux omme MyOean
32
pour la mise à disposition de produits oéaniques variés.
Cependant, toute observation, qu'elle soit in situ, satellitaire ou ombinée, est sujette à une er-
reur de mesure liée à l'instrument lui-même (dénition, mauvaise alibration, dérives, . . .) ou à son
enregistrement et sa ommuniation (odage inorret, défaut de transmission, . . .). Dans ertains as,
ette erreur peut être aberrante et l'observation doit être rejetée, dans d'autres, la mesure soure d'un
biais systématique. Il est don indispensable de mettre en plae un ontrle eae de la qualité des
observations (Kalnay, 2003). Ce ontrle n'ayant ependant pas de prise sur le aratère aléatoire des
erreurs, il ne peut don pas garantir l'intégrité omplète des données.
1.2.3 Comparaison modèle / observations
En général, il n'est pas possible de omparer diretement l'état prévu par le modèle ave les obser-
vations. En eet, il n'est pas réaliste de supposer que la grille de disrétisation (spatiale et temporelle)
27
National Aeronautis and Spae Administration : http ://limate.nasa.gov/
28
Global Oean Data Assimilation Experiment : http ://www.godae.org/
29
http ://www.mer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National Center for Oean Fore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du modèle puisse orrespondre exatement aux emplaements et aux instants de mesure des diérents
instruments. D'autre part, les variables d'état du modèle peuvent ne pas orrespondre diretement aux
grandeurs mesurées mais peuvent leur être liées par des relations physiques plus ou moins omplexes.
Un satellite mesure par exemple la radiane émise par la Terre, et la relie à la température de surfae
grâe à l'équation de transfert radiatif.
Modèle et observations sont don dénis dans deux espaes diérents. Pour pouvoir eetuer la
omparaison, on dénit un opérateur d'observation permettant de passer de l'espae du modèle
à l'espae des observations. On peut alors aluler l'innovation, i.e. l'éart qui existe entre les ob-
servations et l'état du modèle ramené dans l'espae des observations. C'est à partir de ette innovation
qu'une orretion peut être alulée par le problème inverse. Cependant, l'opérateur d'observation, en
fontion de sa nature, est sujet à une erreur d'interpolation omprenant l'aspet interpolation pro-
prement dit mais également les aspets disrétisation et équivalene des variables (résoudre l'équation
de transfert radiatif par exemple n'est pas trivial).
Le fait que le modèle et les observations soient dénis dans deux espaes diérents est également
soure d'un autre type d'erreur. En eet, les observations ontiennent des informations provenant de
proessus physiques de diérentes éhelles, y ompris d'éhelles trop petites pour être prises en ompte
par la résolution le modèle. C'est ette inadéquation ave la résolution du modèle qui génère l'erreur
de représentativité (Janji¢ et Cohn, 2006). Elle peut être relativement importante et même dominer
les erreurs de mesure et d'interpolation lorsque le modèle utilisé est à basse résolution.
1.2.4 Le problème inverse
Si onnaître l'état de l'oéan ave exatitude à tout instant donné relève de l'utopie, il est e-
pendant possible de s'en rapproher susamment pour en donner une représentation ohérente. Pour
prendre en ompte l'erreur de représentativité, il onvient d'augmenter les résolutions et d'améliorer
la physique à petite éhelle. L'assimilation de données ne peut don pas agir sur e type d'erreur. En
revanhe, elle permet de réduire l'erreur de prévisibilité et éventuellement d'estimer l'erreur modèle
tout en tenant ompte des erreurs liées aux observations. Ii, le problème inverse va don orriger l'état
initial pour obtenir une prévision plus prohe de la réalité.
Le veteur d'état d'un OGCM est généralement de grande taille (≈ 106 éléments pour un modèle
basse résolution). Bien que le système d'observation se soit onsidérablement amélioré au ours des
années, il n'en reste pas moins que le nombre d'observations sur une période de omparaison donnée,
est bien inférieur à la taille de e veteur état, e qui fait de l'assimilation de données dans e as
un problème sous-déterminé
33
. Une solution naturelle est alors de onsidérer que l'état donné par le
modèle lui-même onstitue une approximation de la réalité et peut don servir d'information a priori.
Dans e as, et état est appelé ébauhe tandis que l'état orrigé après appliation du problème inverse
est appelé analyse. Augmenté de l'ébauhe, le problème est alors surdéterminé, et ompte tenu des
inertitudes liées tant aux observations qu'au modèle, il n'est généralement plus possible de trouver
une solution qui respete toutes les informations fournies. Il onvient alors de dénir des ritères per-
mettant de déterminer malgré tout une solution.
De manière générale, les variables de ontrle, i.e. les éléments sur lesquels on agit par l'in-
termédiaire du problème inverse, sont les mêmes que les variables d'état. Cependant, on peut hoisir
de n'eetuer des orretions que sur une partie de es variables, soit pour des raisons de oût, soit
pare que ertaines variables sont diiles à prendre en ompte, soit enore pare que l'on sait dénir
entre elles des relations de dépendane. On peut enore hoisir de ontrler en plus ertains paramètres
33
On notera ependant que les observations n'étant homogènes ni spatialement, ni temporellement, il existe
des régions loalement denses en observations pour ertaines variables et pour lesquelles il est don possible
d'argumenter un sur-dimensionnement du problème.
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ou forçages. On distinguera don l'espae des variables de ontrle de l'espae des variables
d'état.
1.3 Les diérentes tehniques pour l'oéanographie et la
météorologie
Les méthodes d'assimilation de données ont, de manière générale, été développées dans le adre
de la météorologie avant d'être adaptées à l'oéanographie. L'historique qui suit se onentre sur les
diérentes tehniques et non sur les domaines d'appliation partiuliers. C'est pourquoi, on y trouvera
des référenes de météorologie aussi bien que d'oéanographie sans distintion expliite.
1.3.1 Un bref historique
En assimilation de données, les météorologues sont les premiers à tenter de se servir des observa-
tions pour améliorer leurs prévisions grâe à des proédures dites d'analyse objetive, ar ne reposant
pas sur le jugement (subjetif) d'un analyste. Cressman (1959) reprend la méthode de Bergthórsson
et Döös (1955) et propose un algorithme simple de orretions suessives de l'ébauhe en fontion
des observations. Pour ela, haque fois qu'une observation est disponible, les valeurs des points de
grille du modèle prohes sont interpolées jusqu'à e point d'observation pour en aluler l'éart. La
orretion appliquée en haque point de grille est alors dénie par l'innovation adéquate ramenée sur le
point de grille d'origine et aetée d'un poids déroissant ave l'augmentation de la distane du point
de grille à l'observation. Cette déroissane est maîtrisée par un paramètre permettant de déterminer
à partir de quelle distane l'observation n'a plus d'inuene. Mais un des inonvénients majeurs des
méthodes de orretions suessives vient du fait que la fontion poids utilisée est arbitraire et ne
tient pas ompte des qualités respetives de l'ébauhe et des observations, risquant par exemple de
dégrader une bonne estimation du modèle en y assoiant des mesures physiques médiores. De plus, les
orretions apportées peuvent ne pas respeter les aratéristiques physiques du système, en générant
par exemple des sauts dans un hamp, ou en détruisant l'équilibre entre deux variables.
Gandin (1963) propose alors une méthode où la orretion à apporter en un point de grille donné
est déterminée par les éarts entre e point de grille et un ensemble d'observations autour de e point,
assoiés à un poids alulé en fontion de statistiques sur les diérentes erreurs. Cette méthode, dite
d'interpolation statistique ou interpolation optimale (OI
34
) et sa mise en ÷uvre pratique pour
les problèmes à grande taille (Loren, 1981) a été largement utilisée pour sa simpliité et son oût rai-
sonnable. Néanmoins, un des inonvénients de la tehnique vient du besoin de déomposer le domaine
d'analyse en plusieurs sous-domaines. L'inuene des observations est alors réduite à leur sous-domaine
d'aetation et un bruit parasite en résulte aux frontières. De plus, la ohérene des petites éhelles
ave des éhelles plus grandes n'est plus garantie. Enn, l'utilisation d'opérateurs d'observation non
linéaires s'avère problématique.
A la même époque, Kalman (1960) et Kalman et Buy (1961) dérivent un estimateur disret pour
des systèmes linéaires ou des équations diérentielles ordinaires. Ce ltre sera en partiulier appliqué
ave suès pour le alul de trajetoires du programme Apollo. Etudié en météorologie à partir des
années 1980 (Ghil et al., 1981), il permet de orriger, à haque pas de temps, le veteur d'état du
modèle à partir du veteur d'innovation multiplié par une matrie, appelée matrie de gain, for-
mulée à partir de statistiques (ovarianes) sur les diérentes erreurs. Si la tehnique est similaire à
elle de l'OI, le ltre de Kalman (KF
35
) s'applique au domaine omplet et permet de propager les
ovarianes d'erreur du pas de temps préédent grâe au modèle dynamique. Mais les modèles étant
34
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non linéaires, les équations doivent être linéarisées pour la propagation des erreurs, et à ondition que
es non-linéarités soient faibles (Jazwinski, 1970; Evensen, 2007), la méthode, bien que perdant son
optimalité, reste satisfaisante. Cette tehnique est onnue sous le nom de ltre de Kalman étendu
(EKF
36
). Néanmoins les problèmes d'assimilation de données, tant en météorologie qu'en oéanogra-
phie, étant de grande dimension, onstruire la matrie de gain et propager les statistiques n'est pas
réalisable. Des méthodes de rang réduit pour approximer le ltre de Kalman ont alors été dévelop-
pées (Fukumori et Malanotte-Rizzoli, 1995; Buehner et Malanotte-Rizzoli, 2003). Le prinipe est basé
sur la rédution des matries de ovarianes d'erreur à des matries de rang plus faible mais restant
signiatif. On itera par exemple le ltre SEEK
37
introduit par Pham et al. (1998). Pour palier le
problème de la propagation des ovarianes, on peut aussi hoisir de les estimer à partir d'un ensemble
d'éhantillons. Pour ela, on applique l'opérateur de propagation du modèle non linéaire au même état
plusieurs fois, mais en perturbant un élément diéremment à haque fois. Les résultats onstituent
un ensemble permettant de aluler les ovarianes d'erreur (Evensen, 2007) qui sont alors appliquées
dans le alul de l'analyse. Cette méthode est appelée ltre de Kalman d'ensemble (EnKF
38
) (le
prinipe des méthodes d'ensemble sera préisé au hapitre 3).
Les approhes présentées i-dessus sont des approhes d'assimilation séquentielle. Pour es mé-
thodes, la prévision peut être mise à jour dès qu'une observation est disponible. Mais ette approhe
ne permet aux observations que de orriger les états suivants et jamais les états préédents. La pro-
pagation de l'information ontenue dans les observations ne peut don s'eetuer que du passé vers
le futur, et jamais du futur vers le passé. Si et inonvénient n'est pas déterminant dans le adre de
prévisions puisqu'elles demandent une intégration du modèle vers le futur, il est majeur dans le adre
d'un exerie de réanalyse. Pour palier le problème, la méthode du Kalman smoother (voir par
exemple Ménard et Daley, 1996) permet de revenir vers le passé après qu'une analyse vers le futur ait
été faite.
Parallèlement aux méthodes exposées préédemment, Sasaki (1958) propose quant à lui, d'établir
une analyse objetive à partir d'une méthode variationnelle, i.e. de minimiser la distane aux obser-
vations tout en respetant une ertaine ontrainte dynamique. En partiulier, Sasaki (1970) dénit
la notion de ontrainte forte lorsque ette ontrainte doit être satisfaite exatement, et la notion
de ontrainte faible lorsqu'elle l'est de manière approximative. Plus ohérente puisque prenant en
ompte des ontraintes physiques, ette méthode reste néanmoins oûteuse. Le Dimet et Talagrand
(1986) proposent alors des méthodes itératives pour résoudre le problème, et montrent en partiulier
omment l'utilisation du modèle adjoint (voir Annexe A et paragraphe 2.4.3) permet de réduire les
oûts. On parle de 3D-Var lorsque l'aspet temporel n'est pas pris en ompte et de 4D-Var sinon.
A l'inverse des méthodes séquentielles, l'assimilation variationnelle permet, lorsque la variable
temps est inluse (4D-Var), de prendre en ompte les observations sur une période donnée de façon
globale. En eet, on obtient alors une orretion non plus de l'état du modèle en fontion des obser-
vations disponibles à l'instant donné, mais de la trajetoire de l'état en fontion des observations
disponibles sur l'ensemble d'une période donnée. Le détail de ette méthode sera donné au hapitre 2.
Aujourd'hui, la plupart des grands entres de météorologie utilisent un système 4D-Var pour leurs
prévisions opérationnelles (Rabier et al., 2000; Gauthier et al., 2007; Rawlins et al., 2007). En oéano-
graphie, depuis les premières tentatives d'implémentation onduites par Thaker et Long (1988), des
systèmes variationnels (3D-Var ou 4D-Var) ont été mis en ÷uvre aussi bien pour des systèmes globaux
(Stammer et al., 2002; Daget et al., 2009; Mogensen et al., 2009) que régionaux (Weaver et al., 2003;
Di Lorenzo et al., 2007; Dobrii et Pinardi, 2008; Li et al., 2008).
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Les tehniques d'assimilation séquentielle et variationnelle utilisent des formulations de problèmes
inverses pour aluler une orretion à appliquer à l'ébauhe. Néanmoins, le problème diret peut
être formulé par des fontions de densité de probabilité onditionnelles (voir paragraphe 2.1), et il est
alors possible de montrer que la distribution a posteriori peut être alulée à partir d'un ensemble de
partiules que l'on fait évoluer à travers le modèle. Chaque partiule représente la densité de probabilité
a priori et est aetée d'un poids alulé a posteriori par rapport à la densité de probabilité des
observations sahant l'état. Cette tehnique des ltres partiulaires est appliquée dans le adre d'un
modèle oéanique (région du ourant des Aiguilles) par Van Leeuwen (2003), qui note ependant une
forte tendane de l'ensemble à s'eondrer, i.e. à parvenir à une situation dans laquelle un seul membre
de l'ensemble se voit aeter de presque tout le poids a posteriori. Cette tendane est onrmée par
Snyder et al. (2008) pour les problèmes à grande dimension.
1.3.2 L'assimilation aujourd'hui
D'un point de vue algorithmique, on distingue deux grandes familles d'assimilation : l'assimilation
séquentielle (OI et EnKF prinipalement) et l'assimilation variationnelle (3D-Var et 4D-Var). Mais
quelque soit la méthode utilisée, les diultés et questions auxquelles est onfronté l'assimilation de
données peuvent être résumées par les points suivants :
 la dimension du problème : la prise en ompte des proessus physiques à des éhelles de plus
en plus petites néessite l'augmentation de la résolution des modèles, et don la dimension du
veteur d'état, entrainant alors un besoin toujours plus grand tant en mémoire qu'en vitesse
de alul. L'utilisation de alulateurs à haute performane répond en partie à ette ontrainte
mais le fateur de rédution des temps de aluls n'est pas proportionnel au nombre de proes-
seurs utilisés (voir par exemple Dowd et Severane, 1998). Mettre en ÷uvre des algorithmes de
résolution eaes reste don une priorité.
 les ontraintes d'équilibre : en oéanographie omme en météorologie, des relations physiques
plus ou moins omplexes existent entre les diérentes variables. Ces dernières ne sont don pas
indépendantes les unes des autres mais obéissent à des ontraintes d'équilibre. On itera par
exemple l'équilibre géostrophique mais aussi les relations de la thermodynamique. Il est impératif
pour l'assimilation de données de prendre en ompte es ontraintes an d'obtenir une analyse
physiquement ohérente (Derber et Bouttier, 1999; Weaver et al., 2005).
 le ontrle de qualité : omme mentionné au paragraphe 1.2.2, il est indispensable que les obser-
vations assimilées soient d'une qualité susante. Leur ontrle est don une étape indispensable
à l'assimilation de données.
 la orretion de biais : tout système d'assimilation est aeté par des biais réduisant la qualité
de l'analyse, que eux-i proviennent du modèle lui-même, de es onditions aux frontières, des
observations et de leurs opérateurs, . . .. La diulté de la orretion d'un biais ne réside pas
tant dans la méthode numérique elle-même que dans l'identiation orrete de sa soure (Dee,
2005; Balmaseda et al., 2007).
 les non-linéarités et les distributions non-gaussiennes : les modèles ainsi que les opérateurs d'ob-
servation sont généralement non linéaires. Si es non-linéarités ne sont pas trop sévères, il est
possible de les linéariser. Mais lorsqu'elles sont trop fortes, d'autres tehniques doivent être en-
visagées. De plus, pour les méthodes variationnelles, l'hypothèse d'une distribution gaussienne
sur les densités de probabilité onditionnelles est faite, malgré son aratère restritif (voir para-
graphe 2.1.3). Prendre en ompte des strutures non gaussiennes et des non-linéarités, qui sont
souvent liées les unes aux autres, est un des hallenges de l'assimilation de données.
 la validation : rendre ompte de l'impat de l'assimilation de données est malaisé puisque ela
néessite d'évaluer la préision ave laquelle l'état de l'oéan (ou de l'atmosphère) est donné,
préision évaluée par rapport à un état vrai qu'il n'est jamais possible de onnaître parfaitement.
La mise en plae par exemple de diagnostis de ohérene (Desroziers et al., 2005) peut aider à
ette tâhe.
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Chaque tehnique d'assimilation a sa propre façon de gérer les divers points évoqués (Loren, 2003;
Kalnay et al., 2007a). Loren (1986) note ependant qu'auune des méthodes ouramment utilisées
n'est idéale en tout point et que la préférene que l'on aorde à l'une plutt qu'une autre dépend des
aratéristiques que l'on onsidère omme les plus importantes. Plutt que de omparer le 4D-Var à
l'EnKF, Gustafsson (2007) suggère de s'intéresser davantage à omment ombiner les diérentes idées
sous-jaentes de es méthodes (voir aussi Kalnay et al., 2007b). Aujourd'hui e thème est devenu une
ativité de reherhe très importante (Belo Pereira et Berre, 2006; Daget et al., 2009; Buehner et al.,
2009a,b).
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Chapitre 2
L'assimilation variationnelle
Les développements eetués dans le adre de ette thèse s'appliquent à un système d'assimilation
variationnel. C'est pourquoi, seule ette méthode est dérite en détail dans e hapitre. Cette méthode
va permettre ii de orriger la ondition initiale du modèle en ombinant les informations fournies
d'une part par des mesures du milieu oéanique, et d'autre part par l'ébauhe du modèle en tant
qu'information a priori.
2.1 Formalisme du problème
L'idée de Sasaki (1958, 1970) est de formuler une analyse objetive qui permette de produire un
hamp minimisant la distane aux observations tout en satisfaisant une ontrainte dynamique expliite.
2.1.1 Problème ontinu
Prenons un système de plusieurs équations diérentielles S(ϕ) où ϕ est une fontion dépendant de
oordonnées spatiales et temporelle (par exemple la fontion température de l'oéan). Sur un ertain
domaine Ω, et étant donné la ondition initiale ϕ0, le système doit vérier
S(ϕ) = 0. (2.1)
Fig. 2.1  Système S.
Si la ondition initiale ϕ0 n'est pas onnue ave ertitude, la résolution du système (S) ne donne
pas à l'instant T la fontion ϕ exate. Supposons maintenant qu'il existe une fontion ϕ˜ disponible et
représentant une bonne estimation sur le domaine Ω de ette fontion exate à un instant t ∈]0, T [. Pour
et exemple simple, on onsidèrera que ϕ et ϕ˜ sont dénies dans le même espae. On va alors herher
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à réajuster ϕ0 pour réduire au maximum l'éart quadratique entre ϕ et l'estimation ϕ˜ (tehnique des
moindres arrés). Le problème variationnel (Pc) s'érit alors
(Pc)
{
Trouver ϕ(x, t) qui minimise la fontion J(ϕ) =
∫
Ω (ϕ− ϕ˜)2 dΩ
Sous la ontrainte S(ϕ) = 0
. (2.2)
S(ϕ) = 0 représente la ontrainte du problème de minimisation tandis que J(ϕ) est appelée fontion
oût ou fontionnelle. Si on peut munir l'espae dans lequel est déni la fontion ϕ d'une norme
issue du produit salaire L2 lassique, J(ϕ) est alors dérite par le arré de la norme L2
J(ϕ) = ||ϕ − ϕ˜||2L2 . (2.3)
2.1.2 Problème disret
Bien qu'il soit intéressant de garder en mémoire la nature du problème ontinu, notre appliation
se présente en fait sous la forme d'un problème disret. Les fontions ϕ et ϕ˜ préédentes seront don
représentées sous la forme de veteurs à valeurs dans IR.
L'état du modèle est donné par plusieurs hamps salaires mais sera déni sous la forme d'un seul
veteur x =
[
xT1 x
T
2 . . .
]T
où haque veteur x1, x2, . . . représente un de es hamps (température,
salinité, hauteur d'eau, . . .). Il en sera de même pour les observations, quelque soit leur nature. De plus,
les espaes respetifs du modèle et des observations n'étant pas identiques, il faut dénir un opérateur
d'observation qui permettra de passer du premier au seond.
On dénit ainsi dans l'espae du modèle les veteurs de dimension n :
xt : valeurs au point de grille du modèle de l'état vrai ontinu de l'oéan que l'on herhe à
approher au plus près ;
xb : ébauhe, information a priori fournie par le modèle sur l'état de l'oéan ;
xa : analyse, ébauhe orrigée après assimilation des observations.
Ces veteurs ontiennent les variables de ontrle dénies sur la grille du modèle, 'est à dire les élé-
ments que l'on souhaite orriger grâe au problème inverse. Ils peuvent don ontenir tout ou partie
des variables d'état aussi bien que des paramètres divers du système. Néanmoins, le but de notre as-
similation de données étant de orriger l'erreur de prévisibilité du modèle, i.e. la ondition initiale, il
ne sera pas fait mention ii de orretion de paramètres.
On suppose que l'on veut estimer l'état du système sur une période t0 ≤ ti ≤ tN donnée. Cette
période est appelée fenêtre ou yle d'assimilation. On dénit alors dans l'espae des observations
le veteur de dimension p :
yo =
[
yo0
T . . .yoN
T
]T
: observations de l'oéan sur la période donnée,
ave les veteurs de dimension pi :
yoi : observations de l'oéan à l'instant ti.
Ces observations orrespondent aux mesures eetuées pendant la fenêtre d'assimilation. Elles peuvent
être de tout type (in situ, satellite ou produit), diretes (variables identiques à elles du modèle) ou in-
diretes (variables en relation ave elles du modèle) et représentent les mesures eetuées. Le nombre
de es mesures peut être diérent à l'instant ti de elui à l'instant tj .
On dénit également les opérateurs non linéaires :
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M : il représente l'intégration de l'ensemble des équations du modèle sur la
période ;
Mi→j : restrition de M à l'intégration entre ti et tj ;
H : opérateur d'observation, il permet de passer de l'espae du modèle à
l'espae des observations ;
Hi : restrition de l'opérateur H à l'instant ti.
Pour exprimer y un état intégré jusqu'à un ertain temps ti dans l'espae des observations, on dénit
l'opérateur G et sa restrition Gi par
y = G[x] =

G0
.
.
.
Gi
.
.
.
GN
 =

H0 [x]
.
.
.
Hi [M0→i [x]]
.
.
.
HN [M0→N [x]]
 . (2.4)
Enn, on dénit les erreurs suivantes :
εb = xb − xt : erreur d'ébauhe ;
εo = yo −H [M [xt]] : erreur d'observation (mesure, interpolation, représentativité) ;
εoi = y
o
i −Hi
[M0→i [xt]] : erreur d'observation à l'instant ti.
Cohn (1997) montre qu'il est possible de représenter es erreurs sous la forme d'un proessus stohas-
tique (voir Annexe B). Nous supposerons es erreurs non biaisées
39
, ave pour ovarianes
B = E
[
εb
(
εb
)T]
: matrie de ovarianes d'erreur d'ébauhe de dimension n× n ;
R = E
[
εo (εo)T
]
: matrie de ovarianes d'erreur d'observation de dimension p× p.
Nous prendrons de plus omme hypothèse que les erreurs sont déorrélées entre elles
40
.
Le problème variationnel ontinu (Pc) déni préédemment par (2.2) et (2.3) onsiste, une fois
disrétisé, à estimer l'état vrai xt à partir de l'ébauhe xb et des observations yo sous la ontrainte
donnée par l'opérateur G (et don de l'opérateur de modélisation M et de l'opérateur d'observation
H)
(Pd)
 Trouver x qui minimise la fontion J(x) =
∥∥∥∥( x− xby − yo
)∥∥∥∥2
Sous la ontrainte y = G[x]
, (2.5)
où la norme ‖.‖ doit être déterminée pour tenir ompte des préisions B−1 et R−1.
2.1.3 Dénition de la norme
Exemple simple
Prenons tout d'abord un exemple simple (Talagrand, 1997). On souhaite estimer la quantité u à
l'aide de l'ébauhe x et d'une mesure y
x = u+ εx
y = u+ εy,
39
On suppose du moins que la moyenne de es erreurs est onnue et peut don être enlevée. Connaître et
enlever es biais est un des sujets de reherhe atuels de l'assimilation de données, mais hors du adre de ette
thèse.
40
Cette hypothèse est généralement justiée, le modèle et le système d'observations étant indépendants.
Cependant, une attention partiulière doit être portée à ertaines proédures de pré-traitement des observations
qui utilisent l'ébauhe du modèle et peuvent alors réer des orrélations artiielles.
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où εx et εy sont les erreurs. Nous supposerons que le modèle et l'instrument de mesure sont sans biais,
d'où
E[εx] = E[εy] = 0,
et de variane d'erreur
σ2x = E[ε
2
x],
σ2y = E[ε
2
y ],
respetivement. Nous supposerons de plus, que les deux erreurs sont déorrélées, le modèle et l'instru-
ment de mesure étant indépendants
E[εxεy] = 0.
En faisant appel aux moindres arrés pondérés, on herhe un estimateur u˜ qui soit prohe de
l'ébauhe et de l'observation tout en prenant en ompte leurs préisions respetives, i.e. l'inverse de
leur variane (voir Annexe C). Dans e as, pour toute valeur ξ, on mesure la distane quadratique par
J(ξ) =
1
2
× 1
σ2x
(ξ − x)2 + 1
2
× 1
σ2y
(ξ − y)2,
et la distane minimale est donnée par la valeur qui en annule la dérivée
dJ(ξ)
dξ
∣∣∣∣
ξ=u˜
=
u˜− x
σ2x
+
u˜− y
σ2y
= 0.
L'estimateur que l'on herhe est alors donné par
u˜ =
(
x
σ2x
+
y
σ2y
)
σ2xσ
2
y
σ2x + σ
2
y
=
σ2y
σ2x + σ
2
y
x+
σ2x
σ2x + σ
2
y
y. (2.6)
Ave e as simple, il est faile d'évaluer l'impat de la préision de haun des éléments sur l'esti-
mateur. En eet dans le as idéaliste d'une ébauhe x parfaite (modèle et ondition initiale parfaits),
i.e. σ2x = 0, le poids aeté à l'observation est annulé et l'estimateur prend exatement la valeur de
l'ébauhe. Dans le as où ébauhe et observation sont de même variane, i.e. σ2x = σ
2
y, l'estimateur est
alors donné par leur moyenne x/2 + y/2.
Généralisation
Cohn (1997) suppose que l'état à estimer est en fait donné par un modèle dynamique stohastique,
et qu'il peut don être évalué par une densité de probabilité (pdf
41
). Il s'agit don de trouver un
estimateur x (analyse) de pdf onditionnelle P a(x) = P
(
x = xt | y = yo), dérivant la probabilité que
et estimateur x représente exatement xt étant donné les valeurs observées yo. D'après le théorème de
Bayes (voir Annexe B ; Wikle et Berliner, 2007), ette pdf est proportionnelle à P
(
y = yo | x = xt),
qui dérit la probabilité que les observations aient pour valeurs yo sahant que l'estimateur x représente
eetivement l'état vrai xt, multipliée par P
(
x = xt
)
, qui quantie l'information a priori que l'on peut
avoir sur l'état vrai xt (limatologie, sortie du modèle, . . .)
P a(x) = P
(
x = xt | y = yo) ∝ P (y = yo | x = xt) P (x = xt) . (2.7)
L'information a priori P
(
x = xt
)
est liée à l'ébauhe et peut être réérite (Loren, 1986) en
P
(
x = xt
)
= P b
(
x− xb
)
. (2.8)
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De la même manière, il est possible de réérire la pdf des observations sahant l'état vrai omme la
pdf des éarts entre l'état vrai intégré par le modèle et ramené dans l'espae des observations grâe à
l'opérateur non linéaire G, et les observations
P (y = yo | x = xt) = P o (G[x]− yo) . (2.9)
L'estimateur x de l'état vrai xt est don quantié par la pdf
P a(x) ∝ P b
(
x− xb
)
P o (G[x]− yo) . (2.10)
A partir de ette distribution, il s'agit maintenant de déterminer l'estimateur optimal, i.e. elui qui
représente le plus ertainement l'état vrai xt. Mais l'optimalité peut se dénir de diérentes manières,
et l'estimateur optimal peut être par exemple elui de la moyenne, du mode (pi) ou enore de la
médiane. Loren (1986) et Cohn (1997) montrent que si l'estimateur de la moyenne onditionnelle
est à la base des méthodes séquentielles (voir Annexe C), 'est elui du mode onditionnel qui nous
intéresse et que nous développons ii puisqu'il est à la base des méthodes variationnelles. On notera
néanmoins, que sous les hypothèses de linéarité et de distributions onditionnelles gaussiennes les es-
timateurs de la moyenne onditionnelle et du mode onditionnel sont équivalents (Jazwinski, 1970;
Loren, 1986; Cohn, 1997).
L'estimateur du mode onditionnel est elui qui orrespond au pi, i.e. au maximum, de la pdf
qui quantie l'information a posteriori. Il est don donné par
x tel que P a(x) est maximale.
Si on prend pour hypothèse, que les pdf des équations (2.8) et (2.9) sont des distributions gaussiennes
(voir paragraphe 2.3.1 pour une justiation de ette hypothèse)
P b
(
x− xb
)
∝ exp
[
−1
2
(
x− xb
)T
B−1
(
x− xb
)]
,
P o (G[x]− yo) ∝ exp
[
−1
2
(G[x]− yo)TR−1 (G[x]− yo)
]
,
l'équation (2.10) devient
P a(x) ∝ exp
[
−1
2
(
x− xb
)T
B−1
(
x− xb
)
− 1
2
(G[x]− yo)TR−1 (G[x]− yo)
]
.
Pour l'estimation du mode onditionnel, on herhe à maximiser la pdf P a(x), e qui est équivalent à
minimiser l'expression − lnP a(x) pour obtenir le maximum de vraisemblane. Ainsi, la fontion oût
à minimiser est donnée par
J(x) =
1
2
(
x− xb
)T
B−1
(
x− xb
)
+
1
2
(G[x]− yo)TR−1 (G[x]− yo) .
Les matries B et R sont des matries de ovarianes et sont don symétriques et dénies positives par
dénition
42
(voir Annexe B). Leurs inverses B−1 et R−1 sont don également symétriques et dénies
positives. On peut alors réérire l'équation préédente sous la forme d'une somme de produits salaires
ou de normes
J(x) =
1
2
〈
x− xb,x− xb
〉
B−1
+
1
2
〈G[x]− yo,G[x]− yo〉
R−1
=
1
2
∥∥∥x− xb∥∥∥2
B−1
+
1
2
‖G[x]− yo‖2
R−1
,
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Une matrie de ovariane est par dénition semi-dénie positive. Cependant, l'hypothèse est faite ii, et
dans tout e qui suit, de matries B et R stritement dénies positives et don inversibles. On pourra se réferrer
à Daley (1991), pp 109111, pour une justiation de ette hypothèse.
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où la norme ||.||A dérive du produit salaire 〈. , .〉A, ave A orrespondant à B−1 ou R−1, déni par
〈x,y〉A =
∑
i
∑
j
xiaijyj =
∑
i
xizi ave zi =
∑
j
aijyj,
où aij représente l'élément de la ligne i et de la olonne j de la matrieA. Ce produit salaire orrespond
don à une imbriation de produits salaires eulidiens anoniques, et peut également s'érire omme
un produit salaire anonique pondéré par le poids de A
〈x,y〉A = 〈x,z〉 = 〈x,Ay〉. (2.11)
On peut enore généraliser par
J(x) =
1
2
〈(
x− xb
G[x]− yo
)
,
(
x− xb
G[x]− yo
)〉
P
=
1
2
∥∥∥∥( x− xbG[x]− yo
)∥∥∥∥2
P
,
où P est la matrie de préision de dimension (n+ p)× (n+ p) donnée par
P =
(
B−1 0
0 R−1
)
.
On notera que pour l'estimateur du mode onditionnel, auune assomption de linéarité n'est faite
pour l'opérateur d'observation. Sous l'hypothèse de distributions gaussiennes, la fontion oût J(x)
dénie pour le problème variationnel (Pd) de l'équation (2.5) peut également être vue sous la forme
d'une norme L2 (disrétisée). Cependant, ette hypothèse de distribution gaussienne peut être relâhée
et onduit alors à des normes diérentes, plus omplexes à manipuler.
2.2 Les diérentes formulations
2.2.1 La formulation du 4D-Var
Modèle parfait
Dans un premier temps, nous onsidérons que le modèle est parfait, i.e. que l'on peut négliger
l'erreur modèle par rapport aux erreurs d'ébauhe et d'observations. L'assimilation variationnelle
4D-Var à ontrainte forte onsiste alors à minimiser la fontion oût
J(x) =
1
2
||x− xb||2
B−1
+
1
2
||y − yo||2
R−1
=
1
2
(
x− xb
)T
B−1
(
x− xb
)
︸ ︷︷ ︸
Jb
+
1
2
(y − yo)TR−1 (y − yo)︸ ︷︷ ︸
Jo
, (2.12)
sous la ontrainte forte
y = G[x], (2.13)
où G est déni par l'équation (2.4). Dans ette formulation, la fontion oût se déompose en deux
termes : le terme Jb représente la distane à l'ébauhe, i.e. à l'information a priori, pondérée par la
onane que l'on aorde à ette ébauhe ; le terme Jo représente la distane aux observations par
rapport à un terme intégré par le modèle jusqu'aux temps de es observations, pondéré par la onane
que l'on aorde à es observations.
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Si on onsidère que les erreurs d'observations sont déorrélées dans le temps, et que l'on appelle
Ri le blo de R assoié à l'instant ti, le terme Jo peut être réérit sous la forme d'une somme
Jo(x) =
1
2
N∑
i=0
(Hi [xi]− yoi )TR−1i (Hi [xi]− yoi ) ,
sous la ontrainte
∀i = 0, . . . ,N xi =M0→i[x].
Modèle ave erreur
Dans un deuxième temps, nous onsidérons que l'erreur assoiée au modèle est trop importante
pour être négligée. On dénit alors :
εq =
[
ε
q
0
T
. . . εqN
T
]T
: erreur totale du modèle ave
ε
q
i = x
t
i −Mi−1→i[xti−1] : erreur à l'instant ti ;
Q = E
[
εq (εq)T
]
: matrie de ovarianes d'erreur du modèle.
Prendre en ompte ette erreur peut alors se faire de diérentes manières suivant les hypothèses que
l'on fait (Trémolet, 2007b). On expose ii une ériture possible en dénissant :
η =
[
η0
T . . .ηN
T
]T
: estimation de l'erreur εq ave
ηi : estimation de l'erreur ε
q
i .
Un terme ontrlant la minimisation de η est alors ajouté à la fontion oût, et l'assimilation varia-
tionnelle 4D-Var à ontrainte faible onsiste alors à minimiser
J(x,η) =
1
2
(
x− xb
)T
B−1
(
x− xb
)
︸ ︷︷ ︸
Jb
+
1
2
(y − yo)TR−1 (y − yo)︸ ︷︷ ︸
Jo
+
1
2
ηTQ−1η︸ ︷︷ ︸
Jq
, (2.14)
sous la ontrainte faible
y = Gf [x],
ave
Gf [x] =

H0[x]
H1 [M0→1 [x] + η1]
H2 [M1→2 [M0→1 [x] + η1] + η2]
.
.
.
 .
Dans e paragraphe, nous avons onsidéré que la ontrainte était entièrement liée à la modélisation.
Il est ependant possible d'envisager d'autres types de ontraintes d'erreur εc, et d'ajouter alors un
nouveau terme Jc à la fontion oût donnée par l'équation (2.14).
La formulation ontrainte faible et son implémentation est un des sujets de reherhe atuels de
l'assimilation de données en oéanographie et météorologie, mais hors adre de ette thèse. Nous n'irons
don pas plus avant dans sa desription. Dans la suite de e manusrit, et sauf mention ontraire, le
modèle sera toujours onsidéré omme parfait (ontrainte forte).
Résolution
Il existe plusieurs méthodes pour résoudre un problème de minimisation sous ontrainte. On peut
par exemple hoisir de réduire la ontrainte, i.e. éliminer les variables que l'on sait mettre en relation
ave d'autres, de manière à transformer le problème en un problème sans ontrainte. La ontrainte
(forte) peut par exemple n'être exprimée qu'en fontion d'un état initial (Le Dimet et Talagrand, 1986;
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Talagrand et Courtier, 1987). Une autre méthode onsiste à assoier des multipliateurs de Lagrange
au problème et à trouver les points stationnaires de la fontion Lagrangienne assoiée (Thaker et
Long, 1988; Chua et Bennett, 2001; Bennett, 2002).
2.2.2 La formulation inrémentale
Le problème du 4D-Var exposé dans le paragraphe préédent est diile à résoudre lorsque les
opérateursM et H (et don G) ne sont pas linéaires. La fontion oût peut présenter plusieurs minima
loaux et sa minimisation en devient d'autant plus oûteuse, sans pouvoir garantir un résultat opti-
mal. Or pour l'oéanographie omme pour la météorologie, prendre pour hypothèse la linéarité de es
opérateurs est peu réaliste ompte tenu de la nature des équations du modèle et du type de mesures
ouramment utilisées. En supposant que ette non-linéarité n'est pas trop forte, Courtier et al. (1994)
se basent sur la méthode de Gauss-Newton (voir par exemple Lawless et al., 2005) pour transformer
le problème de minimisation non-quadratique en une séquene de minimisations de fontions quadra-
tiques. Dans la desription qui en est faite i-après, on montre que ette méthode ne travaille plus sur
les hamps eux-mêmes mais sur des inréments, i.e. des perturbations de es hamps.
Linéarisation des opérateurs
En premier lieu, on supposera qu'il est possible de déterminer l'état de l'oéan xi à tout instant
ti de la fenêtre d'assimilation en fontion de son état à l'instant ti−1 préédent. Cette hypothèse se
justie par la nature ausale du modèle. Si on simplie l'ériture
Mi−1→i[x] ⇐⇒ Mix,
on a alors l'expression xi =Mixi−1. Par réurrene, on obtient
xi =Mi ◦Mi−1 ◦ · · · ◦M1x,
où x = x0 est la ondition initiale et M0 est représentée par la matrie identité.
On dénit maintenant les opérateurs M˜ et H˜ en simpliant les opérateursM etH an de les rendre
linéarisables (et éventuellement moins oûteux). On s'aranhit par exemple des proessus à seuil, ou
enore on relativise les fortes non linéarités (voir par exemple Weaver et al., 2003). Les opérateurs M˜ et
H˜ peuvent don être linéarisés au voisinage d'un point déterminé, grâe à un développement de Taylor
du premier ordre. Au voisinage de l'état arbitraire xc, on peut alors érire pour une perturbation h à
l'instant ti
M˜i[xc + h] = M˜i[xc] +Mih+O(||h||2)
H˜i[xc + h] = H˜i[xc] +Hih+O(||h||2). (2.15)
Mi et Hi représentent la première diérentielle, ou linéaire tangent, des opérateurs M˜i et H˜i res-
petivement au point xc
Mi =
∂M˜i
∂x
∣∣∣∣∣
x=xc
(2.16)
Hi =
∂H˜i
∂x
∣∣∣∣∣
x=xc
. (2.17)
Bouttier et Courtier (1999) pp. 16 et 17 disutent la validité du linéaire tangent et des hypothèses qui
le soutendent.
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En linéarisant l'opérateur M˜ autour de l'ébauhe xb pour la perturbation δx = x−xb, on obtient
xi = M˜0→i [x]
= M˜0→i
[
xb + δx
]
≈ M˜0→i
[
xb
]
+MiMi−1 · · ·M1δx.
En linéarisant l'opérateur H˜i autour de xi à l'instant ti pour la perturbation δxi on a
H˜i [xi] ≈ H˜i
[
M˜0→i
[
xb
]
+MiMi−1 · · ·M1δx
]
≈ H˜i
[
M˜0→i
[
xb
]]
+HiMiMi−1 · · ·M1δx.
Le 4D-Var inrémental
Si on dénit l'opérateur
G =

G0
.
.
.
Gi
.
.
.
GN
 =

H0
.
.
.
HiMi · · ·M1
.
.
.
HNMN · · ·M1
 , (2.18)
la formulation du 4D-Var inrémental onsiste à minimiser sans ontrainte la fontion oût
J(δx) =
1
2
δxTB−1δx︸ ︷︷ ︸
Jb
+
1
2
(Gδx− d)TR−1 (Gδx− d)︸ ︷︷ ︸
Jo
, (2.19)
où on dénit l'inrément par rapport à l'ébauhe par
δx = x− xb,
et le veteur d'innovation par
d = yo − G[xb].
Comme préédemment, si on onsidère que les erreurs d'observations sont déorrélées dans le temps,
et en appelant Gi la restrition de G à l'instant ti, le terme Jo peut être réérit sous la forme d'une
somme
Jo(δx) =
1
2
N∑
i=0
(Giδx− di)TR−1i (Giδx− di),
où l'innovation à l'instant ti est donnée par
di = y
o
i −Hi[M0→i[xb]].
L'inrément δxa optimal (voir gure 2.2) est ajouté à l'ébauhe fournie par le yle d'assimilation
préédent pour obtenir l'état d'analyse optimal xa
xa = xb + δxa.
Lorsqu'elle est propagée par le modèle, ette analyse fournit une trajetoire orrespondant à elle de
l'ébauhe propagée par le modèle mais ajustée par les observations disponibles.
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Fig. 2.2  L'ébauhe fournie par le yle j−1 préédent est propagée par le modèle (ourbe bleue) sur
toute la fenêtre d'assimilation (yle j). A haque pas de temps, les innovations (traits verts pointillés)
sont alulées pour être omparées à l'inrément propagé par le modèle linéarisé. La orretion δx
qui minimise la fontion oût est ajoutée à l'ébauhe pour déterminer l'analyse qui sera à son tour
propagée par le modèle (ourbe rouge) et servira d'ébauhe au yle j + 1 suivant.
Le 4D-Var multi-inrémental
La Hessienne de la fontion (2.19) étant dénie positive, elle ne possède qu'un minimum global. Ce-
pendant, la simpliation puis la linéarisation des opérateurs représentent des approximations pouvant
amener des éarts onséquents pour la solution, en partiulier lorsque l'ébauhe en est assez éloignée.
L'algorithme de Gauss-Newton sépare alors la minimisation en deux boules imbriquées :
 la boule interne (inner loop) : son rle est d'eetuer la minimisation de la fontion oût
quadratique à l'aide d'opérateurs M et H issus de la linéarisation des opérateurs simpliés M˜
et H˜ ;
 la boule externe (outer loop) : elle tient ompte du modèle non-linéaire omplet et alule
les éléments néessaires à l'interfaçage ave la boule interne.
Fig. 2.3  La ourbe rouge pleine représente la fontion oût non-linéaire à minimiser. Une première
linéarisation (ourbe bleue pointillée) est eetuée autour de l'ébauhe xb. La boule interne permet de
trouver l'inrément δx(0) qui la minimise, et qui, ajouté à l'ébauhe, permet de trouver le point x(1).
Une nouvelle linéarisation est faite autour de e point (ourbe verte pointillée), donnant un nouvel
inrément minimum et un nouveau point x(2). Le proessus est réitéré jusqu'à trouver le point xa,
minimum de la fontion oût non linéaire.
Le problème est don ramené à une suite itérative de minimisations quadratiques de la forme (2.19)
pour évaluer le minimum de la fontion oût non-linéaire (2.12) (voir gure 2.3).
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Les algorithmes de desente peuvent néanmoins être oûteux à appliquer, surtout lorsqu'ils nées-
sitent plusieurs itérations, et on préfère alors parfois eetuer la minimisation quadratique à plus basse
résolution. Pour ela, on dénit alors un opérateur de simpliation S et son inverse généralisée S−I
permettant de passer d'une résolution à l'autre. Dans e as, on appellera w = S[x] le veteur de
ontrle à basse résolution et δw sa perturbation par rapport à laquelle sera dénie la fontion oût
inrémentale (à la plae de δx). On notera ependant, que e hangement de résolution peut générer
des erreurs de représentativité plus importantes (Desroziers et al., 2001).
Pour haque yle d'assimilation, l'algorithme du 4D-Var multi-inrémental
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est donné par
4D-Var multi-inrémental
 x
(0)
0 = x
b
 Pour k = 1 à kmax
B

l
E
x
t
e
r
n
e
1 : Calul de l'innovation d(k−1) = yo − G
[
x
(k−1)
0
]
2 : Calul de la trajetoire x
(k−1)
i =M0→i
[
x
(k−1)
0
]
3 : Passage en basse résolution w
(k−1)
i = S
[
x
(k−1)
i
]
4 : Simpliation et linéarisation des opérateurs autour des w
(k−1)
i
B

l
I
n
t
e
r
n
e
i : Initialisation de l'inrément δw(k) = 0
ii : Tant que le ritère d'arrêt de la minimisation n'est pas satisfait
a : Minimisation de la fontion oût J
(
δw(k)
)
b : Mise à jour de l'inrément δw(k)
iii : Fin tant que
6 : Mise à jour w
(k)
0 = w
(k−1)
0 + δw
(k)
7 : Passage en haute résolution x
(k)
0 = S−I
[
w
(k)
0
]
 Fin pour
 Mise à jour de l'analyse xa = x
(kmax)
0
 Propagation de l'analyse M0→N [xa]
Courtier et al. (1994) notent ependant que la onvergene d'un tel algorithme n'est pas garantie.
Trémolet (2007a) étudie ette onvergene dans le adre de l'implémentation d'un 4D-Var inrémental
pour les prévisions météorologiques du CEPMMT. Il montre en partiulier que la onvergene ou
divergene de l'algorithme dépend onjointement de la distribution et des aratéristiques d'erreur des
observations d'une part et des diérenes dans la physique des modèles des boules externes et internes
d'autre part (des ondes de gravité sont engendrées et se propagent à des vitesses de phase diérentes
suivant le modèle).
43
L'algorithme présenté ii est très général. Plusieurs variantes peuvent être implémentées en fontion de
l'appliation. Par exemple, le alul de la trajetoire (étape 2) peut être eetué ave l'opérateur simplié M˜ ;
on peut également ne pas implémenter l'opérateur S ; . . .. De plus, et algorithme utilisé tel quel serait trop
oûteux à mettre en ÷uvre. Nous y reviendrons don au paragraphe 2.4.3, pour en donner une version plus
pratique.
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2.2.3 Le 3D-Var, une simpliation du 4D-Var
L'algorithme du 4D-Var inrémental reste une tehnique qui néessite des moyens de aluls onsé-
quents. Une simpliation possible onsiste à ne pas tenir ompte de la variable temps, i.e. à ne pas
propager l'inrément par le modèle. En d'autres termes, la simpliation puis la linéarisation de l'opé-
rateur M onduit à la matrie identité Mi = I quelque soit l'instant ti et ainsi G = H. La fontion
oût (2.19) devient don pour le 3D-Var inrémental
J(δx) =
1
2
δxTB−1δx︸ ︷︷ ︸
Jb
+
1
2
(Hδx− d)TR−1(Hδx− d)︸ ︷︷ ︸
Jo
, (2.20)
où le terme Jo peut se réérire en fontion de haque instant ti si les erreurs d'observations sont
déorrélées dans le temps en
Jo(δx) =
1
2
N∑
i=0
(Hiδx− di)TR−1i (Hiδx− di).
Dans l'étape 4 de l'algorithme préédent, seul l'opérateur H est simplié et linéarisé.
Le alul des innovations peut être eetué, omme pour le 4D-Var, en tenant ompte des instants
ti des observations
di = y
o
i −Hi[M0→i[xb]].
Dans e as, on parle de 3D-Var FGAT
44
. Mais il est possible de simplier enore, et de aluler les
innovations par rapport à une ébauhe non propagée ou propagée jusqu'à un ertain instant tc si on
souhaite eetuer une orretion à un instant diérent de t0
di = y
o
i −Hi[M0→c[xb]].
Pour ette formulation du 3D-Var inrémental lassique, on hoisit en général d'eetuer la or-
retion au milieu de la fenêtre d'assimilation à tN/2 (voir gure 2.4).
Fig. 2.4  Dans et exemple, l'ébauhe est propagée jusqu'en milieu de fenêtre (ourbe bleue pleine)
avant d'être omparée aux observations (trait vert) sans tenir ompte de l'instant de mesure. Un
inrément est alors déni qui, ajouté à l'ébauhe donne l'analyse. Cette analyse est propagée le long de
la deuxième moitié de la fenêtre d'assimilation (ourbe rouge) et donne l'ébauhe pour le yle suivant.
La ourbe en bleue pointillé orrespond à l'intégration de l'ébauhe sur la deuxième moitié de la fenêtre
et don à l'état sans assimilation.
Les orretions alulées par les formulations du 3D-Var lassique et du 3D-Var FGAT peuvent
produire un ho assez brutal dans le modèle lorsqu'elles sont appliquées. Pour éviter et inonvénient
44
First Guess at Appropriate Time.
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Bloom et al. (1996) proposent d'introduire l'inrément omme un forçage tout au long de la fenêtre
d'assimilation. Cette tehnique, appelée IAU
45
peut permettre d'obtenir une intégration du modèle
ontinue d'un yle à l'autre.
2.2.4 La formulation duale : 4D-PSAS et 3D-PSAS
Dans la formulation inrémentale du 4D-Var, la fontion oût est minimisée par rapport à une va-
riable de ontrle dans l'espae du modèle. Or, dans le paragraphe 1.3.4, nous avons vu que le nombre
d'observations reste, en oéanographie, inférieur à la taille d'une grille modèle même basse résolution. Il
serait don avantageux de tirer parti de e onstat pour réduire le oût de la minimisation. Le système
PSAS
46
(Egbert et al., 1994; Amodei, 1995; Cohn et al., 1998) opère diretement dans l'espae des
observations, plutt que dans l'espae du modèle. Courtier (1997) en formalise l'approhe et dénit
une fontion oût par rapport à une variable de ontrle dans l'espae des observations. La dualité des
formulations 3D-Var et PSAS, i.e. leur équivalene, y est établie en montrant que le onditionnement
des problèmes est identique. L'extension à la dimension temporelle est ensuite indiquée pour les for-
mulations 4D-Var et 4D-PSAS.
Dans l'exemple du 3D-Var inrémental, minimiser la fontion oût (2.20), 'est trouver l'inrément
optimal δxa qui annule son gradient
∇δxJ = B−1δx+HTR−1(Hδx− d),
et don résoudre l'équation(
B−1 +HTR−1H
)
δxa = HTR−1d ⇔ δxa = (B−1 +HTR−1H)−1HTR−1d.
En appliquant la formule de Sherman-Morrison-Woodbury
(A+BCD)−1 = A−1 −A−1B(DA−1B+C−1)−1DA−1,
où A, B, C et D sont des matries, on peut érire(
B−1 +HTR−1H
)−1
HTR−1 =
(
B−BHT (HBHT +R)−1HB)HTR−1
= BHTR−1 −BHT (HBHT +R)−1HBHTR−1
= BHT
(
I− (HBHT +R)−1HBHT)R−1
= BHT
(
HBHT +R
)−1 ((
HBHT +R
)−HBHT)R−1
= BHT
(
HBHT +R
)−1
,
et on a
δxa = BHT
(
HBHT +R
)−1
d. (2.21)
Cette formulation est équivalente à la formulation du BLUE
47
établie en Annexe C. On onsidère alors
z, veteur de l'espae dual des observations48 et solution du problème(
HBHT +R
)
z = d.
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Inremental Analysis Update
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Physial-spae Statistial Analysis System
47
Best Linear Unbiased Estimator
48
L'innovation est dénie dans l'espae des observations. Puisque le veteur Cz, où C =HBHT +R est une
matrie de ovariane, est un élément de l'espae des observations, alors le veteur z est un élément du dual de
l'espae des observations de par la dénition des opérateurs de ovariane (voir Annexe B).
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Cette équation peut être vue omme un gradient que l'on annule, 'est à dire que l'on herhe le
minimum de la fontion oût assoiée
F (z) =
1
2
zT
(
HBHT +R
)
z − zTd. (2.22)
C'est la formulation du 3D-PSAS.
De la même manière, on peut dénir la fontion oût du 4D-PSAS par
F (z) =
1
2
zT
(
GBGT +R
)
z − zTd, (2.23)
où G est déni par l'équation (2.18).
2.3 Les matries de ovarianes d'erreur
Pour prendre en ompte le fait qu'une ertaine inertitude existe
49
dans l'ébauhe et les observa-
tions, il est néessaire de dénir et de modéliser les statistiques des erreurs assoiées εb et εo (somme
des erreurs de mesure, d'interpolation et de représentativité). Dans le paragraphe 2.1.3, nous avons pris
omme hypothèse que es erreurs avaient une distribution gaussienne. Ce postulat, argumenté au para-
graphe 2.3.1 suivant, nous permet de réduire les statistiques à onnaitre aux deux premiers moments.
En e qui onerne la moyenne, nous avons déjà supposé que es erreurs étaient non biaisées, ou pour
le moins débiaisées (voir paragraphe 2.1.2). Il nous reste don à dénir ou estimer les ovarianes, i.e.
les matries B pour l'erreur d'ébauhe, et R pour elle des observations. Mais es erreurs étant dénies
par rapport à un état vrai que l'on ne onnaît pas, il n'est pas possible de aluler es deuxièmes
moments de manière expliite. Il est don néessaire, soit de trouver une méthode permettant de les
estimer, soit d'émettre de nouvelles hypothèses sur leurs strutures.
Les ovarianes sont le produit de deux éléments, les varianes d'une part, et les orrélations
d'autre part, qui inuenent diéremment la orretion. Tout d'abord, le poids aordé à l'ébauhe
et aux observations dans le alul de ette orretion est diretement lié à leur préision, et don à
l'inverse des varianes de leurs erreurs. Les orrélations de l'erreur d'ébauhe permettent ensuite de
lisser la orretion sur la grille du modèle.
2.3.1 Nature des erreurs
On prend ii l'exemple d'une modélisation de plusieurs variables sur une grille de P points de
oordonnées spatiales et temporelle (x, y, z, t).
En se plaçant en un point partiulier (a, b, c) et à un ertain instant d, on souhaite onnaître pour
la variable ξ l'erreur εξ(a, b, c, d) qui existe entre la valeur donnée par la modélisation et la valeur
vraie. Si on onsidère ette erreur omme une variable aléatoire (voir Annexe B), il est possible d'en
aluler des statistiques (moyenne et variane par exemple) à partir d'un nombre susant de réalisa-
tions de l'expériene qui la génère, dans des onditions identiques (s'agissant ii d'une expériene de
modélisation numérique, le aratère aléatoire sera simulé en perturbant des paramètres diéremment
pour haque réalisation). En supposant que ette erreur est en fait la somme d'un grand nombre de
petites ontributions indépendantes, le théorème entral-limite (Saporta, 2006, p. 66) nous permet de
onsidérer que ette erreur suit une loi gaussienne
εξ(a, b, c, d) = ξ(a, b, c, d) − ξt(a, b, c, d) ∼ N (0, σ2),
49
Le modèle sera ii onsidéré omme parfait, son erreur εq sera don négligée.
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où on onsidèrera ii que l'erreur est non biaisée et de variane σ2. En généralisant à haque point de
la grille et à tout instant, on obtient un ensemble de variables aléatoires de distributions gaussiennes
que l'on peut représenter sous la forme du veteur
εξ =
(
εξ1, ε
ξ
2, . . . , ε
ξ
P
)
ave εξi = ε
ξ(ai, bi, ci, di) ∼ N (0, σ2i ).
Fig. 2.5  En xant les oordonnées y,z et t pour la variable ξ, on illustre ii les diérentes variables
aléatoires εi, i = 1, 2, . . . , représentant l'erreur suivant l'axe x. On estime que haune de es erreurs
suit une loi normale N (0, σ2i ). Mais à moins que es variables aléatoires ne soient indépendantes, la loi
suivie par la fontion aléatoire, onstituée de l'ensemble de es diérentes variables, n'est pas onnue.
Cependant, pour bien omprendre l'erreur qui aete la variable ξ, la dénition préédente n'est
pas susante. En eet, il faut savoir également de quelle manière haune de es variables aléatoires
agit sur les autres. Pour ela il est néessaire de dénir, non pas les statistiques de haque variable
aléatoire, mais elles de la struture omplète. Il faut don onsidérer l'erreur omme un hamp
aléatoire (voir gure 2.5). La question est don maintenant de onnaître la distribution de ette
struture. Déterminer la loi jointe de es variables aléatoires peut s'avérer diile, mais si on suppose
que les variables aléatoires sont indépendantes les unes des autres alors la pdf de la fontion aléatoire
orrespond au produit des pdfs de haque variable aléatoire, et l'erreur suit la loi multinormale
εξ ∼ N (0,Σξ),
où Σξ est une matrie diagonale dont les éléments orrespondent aux varianes spatiales et temporelles
E
[
εξi ε
ξ
i
]
= σ2i . Lorsque les variables aléatoires ne sont pas indépendantes, la loi suivie par l'erreur peut
être diile à déterminer. L'hypothèse est don souvent faite d'une loi gaussienne
50
, e qui permet
de simplier grandement le problème omme nous l'avons vu au paragraphe 2.1.3. La matrie des
ovarianes de l'erreur est alors donnée par
Σξ = E
[
εξ
(
εξ
)T]
=

E
[
εξ1ε
ξ
1
]
. . . E
[
εξ1ε
ξ
P
]
.
.
.
.
.
.
.
.
.
E
[
εξP ε
ξ
1
]
. . . E
[
εξP ε
ξ
P
]
 . (2.24)
Lorsque plusieurs variables sont impliquées et qu'il existe des relations entre elles, il faut alors
également dénir les ovarianes liant haune de leurs erreurs respetives. On parle alors de problème
50
La prise en ompte d'une struture non-gaussienne est une des ativités de reherhe de l'assimilation de
données.
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multivarié, et non plus de problème univarié. Ainsi, si on suppose que l'on a 3 variables ξ, ζ et χ
de veteurs erreurs respetifs εξ, εζ et εχ, la matrie représentant les ovarianes de l'erreur sur l'état
omplet est donnée par
Σ = E
[
εεT
]
=

Σξ E
[
εξ
(
εζ
)T]
E
[
εξ (εχ)T
]
E
[
εζ
(
εξ
)T]
Σζ E
[
εζ (εχ)T
]
E
[
εχ
(
εξ
)T]
E
[
εχ
(
εζ
)T]
Σχ
 .
2.3.2 Les erreurs d'observations
Les erreurs d'observations orrespondent aux erreurs de mesure, d'interpolation et de représenta-
tivité (voir paragraphes 1.2.2 et 1.2.3). Leurs varianes sont diretement liées aux aratéristiques des
instruments de mesure. Cependant, les erreurs de représentativité peuvent ne pas être négligeables
et leurs varianes devraient également être prises en ompte, bien qu'en pratique ela soit diile à
réaliser.
Conernant leurs interations, on fait généralement l'hypothèse que es erreurs sont déorrélées
entre elles et dans le temps. Bien que ela se justie dans le adre d'instruments de mesure distints,
ette hypothèse n'est plus satisfaisante lorsque les observations sont issues d'une même plateforme,
omme pour ertaines mesures satellitaires. On notera également que les pré-traitements des données
tels que la onversion des mesures en variables du modèle, peuvent générer des orrélations artiielles.
Enn, les erreurs de représentativité sont orrélées par nature, en partiulier lorsque les observations
sont denses par rapport à la résolution du modèle.
En pratique, on essaie de minimiser es erreurs en évitant par exemple tout traitement qui n'est
pas absolument néessaire, en réduisant par séletion le nombre d'observations dans les régions denses
("thinning"), ou enore en ombinant plusieurs observations très prohes en une seule plus préise
(superobbing). On onsidère alors la matrie R, de dimension p× p omme diagonale
R = E
[
εo (εo)T
]
=
 σ
2
1 0
.
.
.
0 σ2p
 ,
et il est don faile de l'inverser.
2.3.3 Les erreurs d'ébauhe
L'erreur qui aete l'ébauhe est l'erreur de prévisibilité (voir paragraphe 1.2.1) et est due aux
inertitudes sur la ondition initiale. La onnaissane de sa struture est primordiale ompte tenu de
son rle pour l'assimilation de données.
Bannister (2008a) passe en revue l'importane de la matrie B représentant les ovarianes de
l'erreur d'ébauhe, en se référant à l'expression donnée par l'équation (2.21) que l'on rappelle ii
δxa = BHT
(
HBHT +R
)−1
d.
Un des premiers rle de B est de propager ou de lisser sur la grille du modèle l'information apportée
par les observations. Elle permet également d'étendre l'information, quelle qu'elle soit, aux diérentes
variables et de leur imposer ainsi un équilibre, onformément aux relations physiques qui les lient. De
plus, la matrie B permet aux observations d'interférer ensemble de manière onstrutive et d'amélio-
rer l'analyse de manière plus forte que si les observations étaient assimilées individuellement. Enn, sa
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position nale dans l'expression de l'inrément, oblige e dernier à exister dans un sous-espae généré
par B, i.e. suivant les diretions imposées par les veteurs propres de B.
Compte tenu de son importane, la matrie B doit être dénie ave le plus de préision possible.
Dans la pratique ependant, ette tâhe s'avère diile. En eet, l'erreur d'ébauhe est dénie par rap-
port à un état vrai qu'il n'est jamais possible de onnaître ave exatitude. Ses ovarianes ne peuvent
alors qu'être approximées et en auun as onsidérées omme exates. De plus il existe non seulement
des ovarianes spatiales, mais également des ovarianes entre les diérentes variables. Une des grandes
diultés de ette estimation réside alors dans la taille du problème. Si on prend pour exemple une
grille grossière de taille 200× 150 sur 30 niveaux de profondeurs pour un veteur de ontrle onstitué
de quatre hamps 3D (température, salinité, vitesses zonale et méridienne des ourants) et un hamp
2D (hauteur de l'eau), on obtient un veteur de ontrle de plus de 3, 6 millions d'éléments et don une
matrie d'environ 1013 éléments, e nombre augmentant bien sûr ave la résolution. Ces tailles rendent
impossible la manipulation et le stokage diret de telles matries. Enn, une dernière diulté vient du
fait que le manque d'informations peut onduire au alul d'une matrie B de rang réduit. Son utilisa-
tion réduit alors le sous-espae qui génère l'inrément et rée des orrélations parasites de longue portée.
Dans l'expression de la fontion oût, la matrie B n'est utilisée que pour aluler la ontribution
de l'ébauhe Jb, et auun aspet temporel n'y est impliqué ontrairement à la matrie R vue préé-
demment. Néanmoins, un aspet essentiel de l'erreur d'ébauhe est que sa struture se modie suivant
l'évolution d'évènements tels que les observations assimilées, la dynamique du modèle, son erreur, . . .
(dépendane à l'éoulement, ow-dependene). En d'autres termes, B devrait être réestimée à haque
nouveau yle d'assimilation pour tenir ompte de l'évolution de l'état de l'oéan. Mais à défaut d'une
méthode d'estimation eae, ela s'avère rapidement très oûteux.
L'estimation et/ou la modélisation des strutures de l'erreur d'ébauhe est un sujet omplexe mais
essentiel à l'assimilation de données variationnelle. Dans le hapitre 3, nous explorerons les diérentes
méthodes permettant de dénir la matrie B. Lorsque les fontions de ovarianes doivent être spéi-
ées, on prend souvent l'hypothèse de fontions gaussiennes. Plusieurs travaux (Julian et Thiébaux,
1975; Purser et al., 2003b) montrent ependant que ette hypothèse est restritive, et que le spetre de
es fontions devrait donner plus d'énergie aux nombres d'onde élevés, pour mieux prendre en ompte
les informations de petite éhelle.
2.4 Résolution du problème variationnel
La fontion oût quadratique à minimiser pour notre problème est de la forme
J(δx) =
1
2
||δx||2
B−1︸ ︷︷ ︸
Jb
+
1
2
||Gδx− d||2
R−1︸ ︷︷ ︸
Jo
,
où les normes ||.||B−1 et ||.||R−1 dérivent de la norme L2 si nous faisons l'hypothèse de pdf ondi-
tionnelles gaussiennes. Pour le 4D-Var, l'opérateur G est déni par la formulation (2.18), tandis qu'il
orrespond simplement à l'opérateur d'observation H pour la simpliation en 3D-Var. Pour minimiser
ette fontion oût, nous suivrons ii Le Dimet et Talagrand (1986) en appliquant un algorithme de
desente (gradient onjugué) utilisant les opérateurs adjoints.
2.4.1 Les diérents espaes
On dénit tout d'abord les diérents espaes, suivant leurs disrétisations spatiales et temporelles
partiulières et les variables qu'ils omprennent :
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 Mod : espae du modèle à pleine résolution ;
 Ve : espae des variables d'état du modèle ;
 Vc : espae des variables de ontrle du modèle ;
 Obs : espae des observations ;
 Bi : espae de la boule interne, ou du modèle à basse résolution ;
 Vci : espae des variables de ontrle de la boule interne.
Fig. 2.6  Les diérents espaes et leurs relations.
Tous es espaes sont en fait des sous-espae de IR
d
, où d représente la dimension (nie). En par-
tiulier, on a Vci ⊂ IRn, où n est le nombre de points de grille et Obs ⊂ IRp, où p est le nombre
d'observations. Munis du produit salaire anonique, es espaes sont des espaes eulidiens. On rap-
pelle que dans e as, leurs espaes duaux respetifs peuvent leur être identiés (voir Annexe A). La
gure 2.6 représente es diérents espaes et les opérateurs qui permettent de passer de l'un à l'autre
et que l'on détaille i-dessous :
 Opérateur d'intégration du modèle : il permet de aluler l'état du modèle à l'instant tj à partir
de l'état à l'instant ti et des diérents paramètres et onditions subsidiaires du modèle. Par abus
de langage, on le dit appliqué aux veteurs de ontrle dans la formulation du 4D-Var mais il
néessite en réalité l'espae du modèle omplet
M : Mod → Mod
xi ∈ Vc 7→ xj =Mi→j [xi] ∈ Vc i < j
 Opérateur d'intégration du modèle linéarisé : il orrespond à l'opérateur préédent simplié et
linéarisé pour des perturbations de l'état du modèle. Sa forme matriielle est de dimension n×n
M : Bi → Bi
δwi−1 ∈ Vci 7→ δwi =Miδwi−1 ∈ Vci
 Opérateur d'observation : il permet d'interpoler le veteur de ontrle du modèle sur la grille
des observations tout en en interprétant les variables an de permettre la omparaison de la
modélisation aux observations
H : Vc → Obs
x 7→ y = H[x]
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 Opérateur d'observation linéarisé : il orrespond à l'opérateur préédent simplié et linéarisé
pour des perturbations du ontrle du modèle. Sa forme matriielle est de dimension p× n
H : Vci → Obs
δw 7→ δy = Hδw
 Opérateur de simpliation : éventuellement non-linéaire, il permet de passer sur une grille
modèle de résolution inférieure pour réduire le oût de la minimisation quadratique
S : Vc → Vci
x 7→ w = S[x]
 Inverse généralisé de l'opérateur de simpliation : il permet de restituer le résultat de la mini-
misation sur la grille à pleine résolution
S−I : Vci → Vc
w 7→ x = S−I [w]
Les algorithmes développés dans ette thèse sont appliqués au système d'assimilation variation-
nelle NEMOVAR (voir hapitre 5). Pour simplier les éritures, et en adéquation ave e système, on
onsidèrera pour tout e qui suit que l'opérateur de simpliation est équivalent à l'opérateur identité.
On a alors Bi = Mod, Vci = Vc et don w = x, δw = δx.
2.4.2 Minimisation de la fontion oût
Pour minimiser la fontion oût
J(δx) =
1
2
δxTB−1δx︸ ︷︷ ︸
Jb
+
1
2
(Gδx− d)TR−1 (Gδx− d)︸ ︷︷ ︸
Jo
, (2.25)
on herhe la valeur optimale qui en annule le gradient
∇δxJ = B−1δx+GTR−1 (Gδx− d) , (2.26)
où en d'autres termes, on herhe δxa tel que(
B−1 +GTR−1G
)
δxa = GTR−1d,
que l'on peut assimiler au problème général :
Trouver δxa tel que A δxa = b ave
A = B−1 +GTR−1G
b = GTR−1d
. (2.27)
Compte tenu de sa grande taille, il n'est pas possible d'évaluer diretement e problème, et il faut don
faire appel aux méthodes itératives. Généralement, on utilise la méthode du gradient onjugué que l'on
préonditionne, d'une part pour aélérer la onvergene (voir Annexe D), et d'autre part pour assurer
la ohérene des espaes (voir paragraphe 2.4.3).
Derber et Rosati (1989) proposent d'utiliser la matrie B omme préonditionneur. En hoisissant
de plus un point de départ δxa(0) = 0, où l'indie (j) désigne la j-ième itération de la minimisation,
l'algorithme qu'ils donnent permet d'éviter l'inversion de B. Son oût est prinipalement induit par la
multipliation par B néessaire à haque itération.
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Changement de variable
Parrish et Derber (1992) et Derber et Bouttier (1999) proposent quant à eux de fatoriser la matrie
des ovarianes d'erreur d'ébauhe en dénissant une nouvelle matrie U telle que B = UUT. Utiliser
ette dénition pour évaluer B permet en outre de garantir qu'elle sera bien symétrique et dénie
positive. Ils suggèrent ensuite de redénir la fontion oût par rapport à une nouvelle variable v telle
que
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v = U−1δx. (2.28)
L'équation (2.25) devient alors
J(v) =
1
2
vTv +
1
2
(GUv − d)TR−1 (GUv − d) , (2.29)
et le gradient (2.26)
∇vJ = v +UTGTR−1 (GUv − d) . (2.30)
En d'autres termes, on herhe va tel que(
In +U
TGTR−1GU
)
va = UTGTR−1d,
où In est la matrie identité de dimension n × n. Cette expression peut être assimilée au problème
général : 
Trouver va tel que Ava = b ave
A = In +U
TGTR−1GU
b = UTGTR−1d
. (2.31)
Dans ette formulation, le spetre de A (l'ensemble de ses valeurs propres) a une borne inférieure de
valeur 1. En oéanographie, la taille du veteur d'état étant supérieure à elle du veteur d'observation,
la valeur propre minimale est don donnée par λmin ≥ 1. Le onditionnement de la matrie est alors
κ(A) ≤ λmax (voir Annexe D). Ce hangement de variable peut être onsidéré omme un premier niveau
de préonditionnement du problème. De plus, si le point de départ de l'algorithme de minimisation est
δxa(0) = 0, alors v
a
(0) = 0, où l'indie (j) désigne la j-ième itération de la minimisation, auun appel à
l'inverse de B ou de son fateur U n'est néessaire. Après onvergene de l'algorithme vers une solution
va optimale, l'inrément optimal est retrouvé en inversant la dénition (2.28) :
δxa = Uva.
L'algorithme du gradient onjugué peut être appliqué à e problème. A haque itération, son oût est
attahé au produit matrie-veteur impliquant A. Toute tehnique permettant d'aélérer la onver-
gene et permettant de s'aranhir ne serait-e que de quelques itérations est don la bienvenue. En
pratique, on utilise souvent des préonditionneurs à mémoire limitée (Tshimanga et al., 2008) ou une
ré-orthogonalisation des diretions de desente (Fisher, 1998). Mais es tehniques exigent le stokage
de veteurs supplémentaires, e qui pourrait devenir un sérieux inonvénient pour les systèmes futurs
d'assimilation de données (modèles à haute résolution, 4D-Var à ontrainte faible).
Minimisation dans d'autres espaes
Le oût de l'algorithme de minimisation dépend non seulement du onditionnement du problème
mais également de sa taille. Très souvent, la minimisation est eetuée dans l'espae du modèle, ou plus
exatement dans l'espae des variables de ontrle Vc (approhe primale). Or, pour l'oéanographie
en partiulier, la taille du veteur des observations est généralement inférieure à elle du veteur de
ontrle. Il serait don plus intéressant d'un point de vue oût, d'eetuer la minimisation dans l'espae
des observations Obs suivant la formulation PSAS dérite au paragraphe 2.2.4 (approhe duale).
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Suivant la nature de U (matrie retangulaire par exemple), il peut en fait s'agir de son inverse généralisée.
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Amodei (1995), puis Courtier (1997), montrent que le onditionnement κ(A) des deux approhes
est équivalent lorsque le problème primal est préonditionné par B et le dual par R−1, rendant don
e dernier plus attratif puisque de taille inférieure. El Akkraoui et al. (2008) herhent à omparer les
deux approhes et montrent en partiulier que lorsque l'algorithme est stoppé avant omplète onver-
gene, e qui est souvent le as dans les appliations de météorologie et d'oéanographie pour limiter
le oût, l'approximation de la solution donnée par l'approhe duale peut être fortement éloignée de la
solution attendue pour la fontion oût de l'équation (2.25). En fait, la fontion oût duale n'a pas de
signiation statistique, ontrairement à la fontion oût donnée par l'équation (2.25).
Pour le gradient onjugué préonditionné appliqué au problème général déni par (2.27), les ve-
teurs δxa(j), r(j), q(j), z(j) et p(j) (voir Annexe D) appartiennent à IR
n
. En partant du point initial
δxa(0) = 0 et en dénissant une matrie F ∈ IRp×p telle que
BGTF =MGT,
où M est le préonditionneur, Gratton et Tshimanga (2009) redénissent es veteurs dans IRp. Ils
notent de plus, qu'en hoisissant la matrie B omme préonditionneur, la nouvelle matrie F est
simplement l'identité :
BGTF = BGT ⇒ F = Ip.
L'algorithme du gradient onjugué préonditionné restreint (RPCG
52
) qu'ils proposent néessite le
alul à haque itération (et le stokage) de deux veteurs supplémentaires wi et ti. Néanmoins, tous
les veteurs utilisés sont de taille p omme pour le PSAS au lieu de n bien que la minimisation soit
eetuée dans l'espae des veteurs de ontrle selon le problème (2.27). Enn, en ayant pris omme
point de départ δxa(0) = 0, auune inversion de B n'est requise. Cependant, Gratton et Tshimanga
(2009) montrent qu'il est possible de relâher ette ondition, et de dénir l'algorithme du RPCG pour
un point de départ δxa(0) quelonque. Dans e as, un nouveau veteur s doit être alulé (et stoké)
au départ et tous les veteurs utiles sont de taille p+ 1.
Le RPCG présente don les avantages du PSAS, puisque la taille des veteurs de la minimisation
est réduite à la taille des veteurs d'observation (éventuellement +1). Néanmoins, il ne subit pas les
inonvénients d'une minimisation dans un espae diérent de elui du modèle, et don le risque de
solutions intermédiaires irréalistes lorsque la onvergene de la minimisation n'est pas omplète.
2.4.3 Le alul du gradient en pratique
Pour minimiser la fontion oût (2.25) par une méthode itérative omme le gradient onjugué, il est
néessaire de aluler son gradient par rapport à δx à haque itération. Mais e alul tel que donné par
l'équation (2.26) demande des produits matrie-veteur impliquant en partiulier G et sa transposée.
Or G est en fait une formulation omplexe des opérateurs linéarisés H et M et n'est pas aessible
diretement sous sa forme matriielle, pas plus que ses omposantes, et par onséquene sa transposée.
La question est don : omment aluler ∇δxJo dans es onditions et si possible de manière eae ?
Une première tehnique onsiste à déterminer numériquement le gradient par perturbation de l'état
initial. Pour ela, il est néessaire d'intégrer le modèle non linéaire sur toute la période d'assimilation
autant de fois qu'il y a de omposantes dans le veteur de ontrle x. Une intégration est d'abord ef-
fetuée pour le veteur non perturbé, puis on intègre le modèle en perturbant une ompasante veteur
à la fois. Cette méthode ne peut pas être envisagée pour notre appliation ompte tenu de son oût
(n+1 intégrations du modèle non linéaire). Le Dimet et Talagrand (1986) proposent alors de aluler
e gradient grâe à l'utilisation des opérateurs adjoints.
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Restrited Preonditionned Conjugate Gradient.
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Le paragraphe 2.2.2 montre que G est obtenue en linéarisant l'opérateur non linéaire G orrespon-
dant à l'ensemble des équations du modèle, omme le montre son expression donnée par (2.4)
53
. Pour
l'évaluer, il faut estimer son eet sur une perturbation d'ordre 1 autour d'un point donné, omme le
montrent les équations (2.16) et (2.17). En d'autres termes, il faut aluler la jaobienne de l'opéra-
teur non linéaire, i.e. ses dérivées premières évaluées en e point donné. En reprenant la formulation
ontrainte forte du 4D-Var (2.13), on a y = G [x] ave y ∈ Obs et x ∈ Vc. A la perturbation de premier
ordre δx orrespond la perturbation de premier ordre δy telle que δy = Gδx, ave G la jaobienne
G =
∂y
∂x
=

∂y1
∂x1
. . . ∂y1∂xn
.
.
.
.
.
.
∂yp
∂x1
. . .
∂yp
∂xn
 .
En pratique, l'opérateur G peut être érit sous la forme d'une omposition de P opérateurs élé-
mentaires
y = G[x] = GP ◦ · · · ◦ G2 ◦ G1[x],
haque opérateur élémentaire se présentant sous la forme d'un ode logiiel de plusieurs lignes d'ins-
trutions. Sa jaobienne orrespond don à l'appliation suessive des jaobiennes de haque opérateur
élémentaire
δy = Gδx = GP · · ·G2G1δx,
où haque jaobienne élémentaire est onstruite en évaluant l'eet de la perturbation sur haque ligne
du ode non linéaire.
Exemple:
Code non linéaire permettant d'évaluer y sahant la valeur de x :
y = x× x
Code linéarisé permettant d'évaluer δy sahant les valeurs de x et δx :
δy = 2× x× δx
Dans le ode linéarisé, la valeur de x orrespond à une valeur atualisée par le ode non linéaire. Pour
intégrer le modèle linéarisé, il faut don avoir intégré auparavant le modèle non linéaire. Eetuer le
alul δy = Gδx, 'est don appliquer ensuite le ode linéarisé à la perturbation δx. Il nous reste à
déterminer à quoi orrespond le alul δx∗ = GTδy∗, où δx∗ et δy∗ sont les variables adjointes de
δx et δy respetivement54. On montre ii qu'il entre dans le adre des opérateurs adjoints dont nous
résumons ii la théorie générale exposée par Talagrand et Courtier (1987).
Soient E et F deux espaes eulidiens munis des produits salaires anoniques (., .)E et (., .)F
respetivement, et des produits salaires pondérés 〈., .〉E de poids E−1 et 〈., .〉F de poids F−1 respe-
tivement, où E et F représentent des matries de ovarianes (voir Annexe A). Les relations entre
produits salaires pondérés et anoniques peuvent s'érire
〈v1,v2〉E = vT1E−1 v2 = (E−1v1,v2)E . (2.32)
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Dans le as de la simpliation en 3D-Var, il n'y a pas d'intégration du modèle proprement dit puisque G est
simplement donné par l'opérateur d'observationH. Cependant, e dernier est en général lui-même onstitué d'un
ensemble d'équations (modèle de transfert radiatif pour les observations satellite par exemple), et le problème
peut don se poser dans les mêmes termes.
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On peut remarquer en eet que dans l'équation du gradient (2.26), GT s'applique à une variable issue
de l'appliation de R−1, et don à une variable de l'espae dual des observations. D'autre part le résultat de
l'appliation de GT orrespond à un terme de gradient de la fontion oût par rapport à δx, et don, par
dénition du gradient, à une variable de l'espae dual du modèle. Par antiipation, nous appelons es variables
de l'espae duale les variables adjointes.
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Soit K un opérateur de E dans F tel que v = K[u]. A la perturbation de premier ordre δu orrespond la
perturbation de premier ordre δv telle que δv = Kδu, ave K l'opérateur linéaire tangent représentant
la jaobienne. Soit f(v), une fontion salaire sur F . A la perturbation de premier ordre δv orrespond
la perturbation du premier ordre δf telle que
δf = (∇vf, δv)F = (∇vf,Kδu)F , (2.33)
où on a remplaé δv par son expression en fontion de δu. En utilisant les produits salaires pondérés
et en appliquant la dénition de l'adjoint donnée en annexe A, on obtient
〈∇vf,Kδu〉F = 〈K∗∇vf, δu〉E (2.34)
où K∗ existe, est unique, et est déni par l'équation (A.2) par
K∗ = EKTF−1. (2.35)
En utilisant l'équation (2.32), l'équation (2.34) devient
〈K∗∇vf, δu〉E = (E−1K∗∇vf, δu)E = δf,
et on a don par dénition du gradient
∇uf = ∂f
∂u
= E−1K∗∇vf.
Néanmoins, le but de e alul est de permettre d'utiliser un algorithme de desente tel que le
gradient onjugué dérit en Annexe D. L'équation (D.3) montre en partiulier, qu'un nouvel itéré est
alulé à partir d'une fration du résidu, et que e résidu représente non pas l'opposé du gradient, mais
la diretion de la plus forte desente (l'opposé de la plus forte asendane). En eet, puisque le résidu
est employé tel quel pour dénir e nouvel itéré, il doit obligatoirement appartenir au même espae
que l'itéré. Or, par dénition un gradient appartient à l'espae dual de l'élément auquel il s'applique.
Gradient et diretion de la plus forte asendane sont souvent employés de manière synonyme bien
qu'ils représentent en réalité deux onepts diérents. Mais il est possible de passer de l'un à l'autre en
établissant une relation de dualité (Tarantola, 2005, hapitre 6.22). Ii, la quantité utile à l'algorithme
de minimisation est don E∇uf , où E permet de ramener le gradient depuis l'espae dual vers l'espae
onsidéré. On a alors
E∇uf = K∗∇vf, (2.36)
où on se rappelle que la formulation ∇vf est déni selon le produit salaire anonique.
On en revient maintenant à notre problème initial et au alul de ∇δxJo. On a δy = Gδx ave
δy ∈ Obs et δx ∈ Vci. Les produits salaires pondérés pour es espaes sont de poids R−1 et B−1
respetivement. De plus, le terme Jo de la fontion oût est déni par la norme arrée
Jo(δy) =
1
2
‖δy − d‖2
R−1
,
où d est le veteur des innovations, et orrespond bien à une fontion salaire sur Obs. Puisque les
espaes Obs et Vc lorsqu'ils sont munis du produit salaire anonique sont eulidiens, il existe GT
opérateur adjoint du linéaire tangent G, tel que le résultat donné par l'équation (2.36) s'applique
B∇δxJo = G∗∇δyJo,
ave ∇δyJo issu du produit salaire anonique
∇δyJo = δy − d.
54 2. L'assimilation variationnelle
et d'après l'équation (2.35)
G∗ = BGTR−1. (2.37)
On a don
∇δxJo = GTR−1 (δy − d) =GTR−1 (Gδx− d) ,
où on retrouve l'expression donnée par le gradient (2.26), la variable adjointe δx∗ étant bien dénie par
l'appliation de l'adjoint anonique GT sur la variable adjointe δy∗ = R−1δy. La quantité à utiliser
dans la minimisation s'exprime par
B∇δxJo = G∗ (δy − d) ,
ave G∗ déni par l'équation (2.37).
De la même manière que la jaobienne G orrespond à l'appliation de P jaobiennes élémentaires,
l'opérateur adjoint G∗ orrespond à l'appliation des adjoints élémentaires mais dans l'ordre inverse :
δx∗ = G∗δy∗ = G1
∗
G2
∗ · · ·GP ∗δy∗.
Or haun de es adjoints doit être exprimé suivant l'équation (2.35). D'après l'équation (2.18), à
l'instant ti on a
Gi = HiMi · · ·M1.
L'opérateur M est déni de Vci dans Vci. On a don
M∗i = BM
TB−1,
où MT est l'adjoint anonique de M. L'opérateur H est déni de Vci dans Obs. On a don
H∗i = BH
TR−1,
où HT est l'adjoint anonique de H. L'adjoint de Gi s'érit don
G∗i = BM
T
1B
−1BMT2B
−1 · · ·BMTi B−1BHTR−1
= BMT1M
T
2 · · ·MTi HTR−1.
On remarque que si le linéaire tangent G permet d'intégrer le modèle vers le futur, son adjoint G∗
permet en fait d'intégrer le modèle dual vers le passé. Si on reprend l'exemple préédent, on a
Exemple:
Code linéarisé permettant d'évaluer δy sahant les valeurs de x et δx :
δy = 2× x× δx
Code adjoint anonique :
δx∗ = δx∗ + 2× x× δy∗
δy∗ = 0
La ontribution du terme d'ébauhe au gradient de la fontion oût est donnée par
∇δxJb = B−1δx,
où l'on voit l'intérêt du préonditionnement par B qui permet de simplier l'expression en
B∇δxJb = δx.
En résumé, pour évaluer le gradient de la fontion oût J , il faut d'abord aluler la trajetoire
établie par l'intégration du modèle non linéaire sur la fenêtre d'assimilation (t = t0 → T ). Cette tra-
jetoire est stokée pour les besoins des opérateurs linéaires tangents et adjoints. En hoisissant un
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point de départ δx = 0, l'intégration du modèle linéaire tangent est inutile, puisque son résultat est
δy = 0. On alule alors la ontribution du terme b du problème Aδxa = b (voir équation (2.27)).
Pour ela, la variable adjointe δx∗ est initialisée à 0, et le modèle adjoint (anonique) est intégré à
rebours (t = T → t0) à partir du veteur innovation ramené dans l'espae dual des observations par
l'appliation de R−1. A l'issue de ette intégration, δx∗ est ramenée dans l'espae du modèle par l'ap-
pliation de B. A haque itération, la multipliation par A pour le problème Aδxa = b onsistera
à intégrer le modèle linéaire pour obtenir δy puis, après avoir initialisé la variable adjointe δx∗ à 0,
intégrer le modèle adjoint à partir de la omparaison entre e δy et le veteur innovation, multipliée
au préalable par R−1. Le résultat est ensuite ramené dans l'espae du modèle par appliation de B et
la ontribution de l'ébauhe est ajoutée.
D'après l'expression de G donnée par l'équation (2.18), on a
GT =
[
GT0 · · · GTi · · · GTN
]
. (2.38)
Mais puisque le problème est linéaire, on peut érire
∇δxJo = GTR−1 (δy − d)
= MT0 · · ·MTNHTNR−1N (δyN − dN )
+MT0 · · ·MTN−1HTN−1R−1N−1
(
δyN−1 − dN−1
)
+ · · ·
+HT0R
−1
0 (δy0 − d0) .
D'après ette expression, on peut également érire les variables adjointes à haque instant :
δx∗N = H
T
NR
−1
N (δyN − dN ) ,
δx∗N−1 = M
T
Nδx
∗
N +H
T
N−1R
−1
N−1
(
δyN−1 − dN−1
)
,
.
.
.
δx∗0 = M
T
1 δx
∗
1 +H
T
0R
−1
0 (δy0 − d0) ,
où δx∗0 orrespond à ∇δxJo. Contrairement à e que laisse roire l'expression de GT donnée par l'équa-
tion (2.38), une seule intégration du modèle adjoint est don néessaire pour aluler le gradient de Jo,
haque ontribution des observations étant ajoutée à l'instant adéquat.
L'algorithme du 4D-Var multi-inrémental proposé au paragraphe 2.2.2 est modié en pratique de
la manière donnée en page suivante (on ne tient pas ompte ii de l'opérateur de simpliation).
Compte tenu de la dénition des espaes onernés (eulidiens), l'opérateur adjoint existe ave
ertitude. Son odage ne pose pas de diultés partiulières même s'il demande une somme de travail
importante. Il exige ependant de respeter ertaines règles de odage que l'on pourra trouver par
exemple en Annexe B de Bouttier et Courtier (1999). Néanmoins, le point important de ette teh-
nique est que l'existene de l'opérateur adjoint est onditionnée par l'existene de l'opérateur linéaire
tangent. Et 'est dans le odage de e dernier que réside toute la diulté, ar il néessite en général
de s'appuyer sur un ode non linéaire simplié, et en partiulier aranhi de tout proessus non li-
néarisable, omme les proessus à seuil par exemple. Or, es simpliations doivent être réalisées ave
diernement pour ne pas détériorer la onvergene de la minimisation non-linéaire (boule externe).
La méthode des adjoints rend abordable le oût de la minimisation d'une fontionnelle d'assimila-
tion variationnelle. Cependant, e oût reste très élevé et la mise en plae de toute tehnique permettant
d'améliorer l'eaité de l'algorithme de minimisation (préonditionnement, ré-orthogonalisation des
diretions de desente, . . .) est à reherher.
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4D-Var multi-inrémental en pratique
 x
(0)
0 = x
b
 Pour k = 1 à kmax
B

l
E
x
t
e
r
n
e
1 : Calul de la trajetoire x(k−1) =M
[
x
(k−1)
0
]
2 : Calul des innovations d(k) = yo −H [x(k−1)]
B

l
I
n
t
e
r
n
e
i : Initialisation δx
[0]
0 = 0 et j = 1
ii : Tant que le ritère d'arrêt de la minimisation n'est pas satisfait
M
i
n
i
m
i
s
a
t
i
o
n
a : Calul d'une diretion de desente
a.1 : Intégration du modèle linéaire tangent
a.2 : Intégration du modèle adjoint
a.3 : Contribution du terme d'ébauhe
b : Desente vers le nouveau point δx
[j]
0
 : j = j + 1
iv : Fin tant que, j = jfinal
6 : Mise à jour x
(k)
0 = x
(k−1)
0 + δx
[jfinal]
0
 Fin pour
 Mise à jour de l'analyse xa = x
(kmax)
0
 Propagation de l'analyse pour alul de l'ébauhe du yle suivant M [xa]
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Chapitre 3
Modélisation de la matrie des
ovarianes d'erreur d'ébauhe
Compte tenu de son importane, l'estimation de la matrie des ovarianes d'erreur d'ébauhe est
une des tâhes essentielles de l'assimilation de données variationnelle. Le paragraphe 2.3.3 en résume le
rle et en dérit les prinipales diultés pour les domaines de l'oéanographie et de la météorologie.
Dans e hapitre, on s'appuie en partiulier sur Bannister (2008a,b) pour exposer de manière non
exhaustive les diérentes tehniques ouramment utilisées pour estimer ou modéliser B.
3.1 Le problème fondamental
Dans la formulation inrémentale, le terme lié à l'ébauhe pour la fontion oût (2.25) à minimiser
est donné par
Jb(δx) =
1
2
δxTB−1δx,
et son gradient anonique (2.26) par
∇δxJb = B−1δx.
Ces équations montrent qu'il peut être néessaire de déterminer B−1, la préision de l'ébauhe. L'es-
timation des ovarianes de l'erreur d'ébauhe B est déjà un problème déliat en soi ompte tenu
des diultés inhérentes. Inverser en outre une telle matrie et stoker le résultat est un sujet teh-
niquement inabordable lorsque le système est de grande taille. Bien qu'il soit possible de modéliser
diretement la préision B−1 appliquée à un veteur quelonque (le paragraphe 3.1.1 dérit la méthode
proposée par Xu (2005) utilisant des opérateurs diérentiels), on utilise généralement un hangement
de variable permettant de s'aranhir de l'inversion omme il est dérit au paragraphe 3.1.2.
Ce hapitre onstitue une revue des diérentes tehniques ouramment employées en météorologie
et oéanographie pour estimer ou modéliser B. On ne prétend pas ii être exhaustif et on se limite
aux tehniques employées en assimilation variationnelle. La gure 3.1 de la page suivante présente les
tehniques abordées dans e hapitre. L'objet de ette thèse, la modélisation à l'aide d'une équation
de diusion généralisée, est présentée au paragraphe 3.6.3.
3.1.1 Modélisation de B
−1
Dans e paragraphe, on résume le prinipe de la méthode proposée par Xu (2005) et permettant
de modéliser diretement B−1 à partir d'opérateurs diérentiels. Si C(z) est une fontion homogène
et isotrope (voir Annexe B) sur le domaine Ω, on peut dénir son inverse C−1(z) telle que (voir le
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Fig. 3.1  Les diérentes tehniques ourament employées pour estimer ou modéliser la matrie des
ovarianes d'erreur d'ébauhe.
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paragraphe 4.2 ave z′′ = 0) ∫
Ω
C(z − z′)C−1(z′) dz′ = δ(z),
ave δ(z) la distribution de Dira. Cette expression représentant un produit de onvolution, sa trans-
formée de Fourier (voir la dénition donnée au paragraphe 4.2) donne le produit
Ĉ(zˆ)Ĉ−1(zˆ) = 1. (3.1)
En supposant que Ĉ−1(zˆ) soit développable en série entière (et notamment qu'elle soit indéniement
dérivable au voisinage de 0), on peut érire
Ĉ−1(zˆ) =
J∑
j=0
αj zˆ
2j =
J∑
j=0
(−1)jαj (izˆ)2j ,
puisque les termes en zˆj ave j impair sont nuls. Connaissant la transformée de Fourier de la fontion
de orrélation Ĉ(zˆ), il est également possible de l'exprimer sous la forme d'une série de Taylor où
les oeients sont déterminés par ses dérivées. Les αj peuvent alors leur être identiés grâe à la
relation donnée par l'équation (3.1). En appliquant maintenant la propriété (Jones, 1982, p. 74) de la
transformation de Fourier inverse
F−1 [(izˆ)n] =
1
2π
∫ ∞
−∞
(izˆ)neizˆz dzˆ = δ(n)(z),
on obtient
C−1(z) =
J∑
j=0
(−1)jαj δ(2j)(z). (3.2)
D'autre part, le terme Jb peut s'érire sous la forme du arré d'une norme L
2
:
Jb =
1
2
‖δx‖2
B−1
.
En dénissant ϕ(z) omme la fontion ontinue assoiée au veteur inrément δx, et en supposant que
la variane σ2 est onstante (on traite don bien des ovarianes univariées et non pas des orrélations
uniquement ; le as de varianes non-onstantes est également traité par Xu (2005)), on peut érire en
ontinu
Jb =
σ2
2
∫
Ω
∫
Ω
ϕ(z)C−1(z − z′)ϕ(z′) dz′ dz.
En appliquant le résultat de l'équation (3.2), on a
Jb =
σ2
2
∫
Ω
∫
Ω
ϕ(z)
J∑
j=0
(−1)jαj δ(2j)(z − z′)ϕ(z′) dz′ dz
=
σ2
2
∫
Ω
ϕ(z)
J∑
j=0
(−1)jαj ϕ(2j)(z) dz,
où on a utilisé la propriété (Jones, 1982, p. 178)∫ ∞
−∞
δ(n)(z − z′)ϕ(z′) dz′ = ϕ(n)(z).
En développant le terme de somme dans l'expression de Jb, on obtient
Jb =
σ2
2
∫
Ω
α0 ϕ
2(z) dz − σ
2
2
∫
Ω
α1 ϕ(z)
∂2ϕ(z)
∂z2
dz︸ ︷︷ ︸
I1
+
σ2
2
∫
Ω
α2 ϕ(z)
∂4ϕ(z)
∂z4
dz︸ ︷︷ ︸
I2
− · · · ,
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où haque intégrale peut faire l'objet d'une ou plusieurs intégrations par partie suessives. On prend
par exemple le as de I2 :
I2 =
∫
Ω
α2 ϕ(z)
∂4ϕ(z)
∂z4
dz
= α2
[
ϕ(z)
∂3ϕ(z)
∂z3
]Γ
−
∫
Ω
α2
∂ϕ(z)
∂z
∂3ϕ(z)
∂z3
dz
= −α2
[
∂ϕ(z)
∂z
∂2ϕ(z)
∂z2
]Γ
+
∫
Ω
α2
∂2ϕ(z)
∂z2
∂2ϕ(z)
∂z2
dz
=
∫
Ω
α2
(
∂2ϕ(z)
∂z2
)2
dz,
en onsidérant que les onditions sur la frontière Γ du domaine sont telles que la fontion inrément
ou ses dérivées sont nulles sur ette frontière. On peut don bien réérire le terme Jb omme le arré
de la norme L2 d'un veteur d'opérateurs diérentiels D appliqué à la fontion inrément :
Jb =
σ2
2
∫
Ω
(D [ϕ(z)])2 dz,
ave
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D =
( √
α0
√
α1
∂
∂z · · ·
√
αJ
∂J
∂zJ
)T
.
Cette méthode peut être utilisée pour modéliser en partiulier l'inverse d'une fontion autorégres-
sive (l'opérateur est alors une somme nie ; voir hapitre 4) ou d'une gaussienne (la somme est innie
et doit être tronquée en pratique). Xu (2005) en donne des exemples en une et plusieurs dimensions.
En exprimant Jb omme l'intégrale de la somme des diérentes dérivées de ϕ(z), on note l'eet de
lissage qui en résulte en pénalisant les petites strutures.
Bien que présentant un intérêt ertain, ette méthode peut s'avérer diile à mettre en ÷uvre en
pratique. En eet, la théorie exposée i-dessus s'appuie sur des hypothèses d'homogénéïté et d'isotropie,
bien qu'en exploitant des hangements de variables ou de oordonnées appropriés, il soit possible
d'étendre ette tehnique à des ovarianes inhomogènes, anisotropes et même multivariées. De plus,
nous verrons dans les paragraphes suivants qu'il existe des tehniques permettant d'estimer ertaines
aratéristiques de B. Mais es paramètres peuvent être diiles à exploiter dans le adre de l'inverse
B−1. Enn, la fontion oût est en général minimisée par une méthode de desente (voir paragraphe
2.4.2). Or un préonditionnement est néessaire, qu'il soit diret ou par l'intermédiaire d'un hangement
de variable, d'une part pour mieux onditionner le problème, et d'autre part pour assurer une ohérene
des espaes. Ce préonditionnement est souvent hoisi de telle manière à e que l'inversion de B ne
soit plus néessaire.
3.1.2 Changement de variables
Le prinipe de e hangement est de dénir une relation entre l'inrément δx et une nouvelle
variable χ telle que
δx = Tχ,
où T est une matrie de transformation valide, et telle qu'il ne soit plus néessaire de dénir l'inverse de
B lors de la minimisation de la fontion oût56. Il existe plusieurs hangements de variables diérents
55
D'après Xu (2005), D est aeté d'un fateur (2π)1/4. Nous pensons que e fateur est une erreur due à la
transformée de Fourier de type symétrique (direte et inverse aetées du poids 1/
√
2π). En eet, l'utilisation
de ette transformée néessite de tenir ompte également d'un poids 1/
√
2π dans la dénition de la onvolution,
poids qui semble avoir été oublié lors d'une manipulation d'équation.
56
La minimisation étant eetuée par un algorithme de desente, on herhe plutt ii à aélérer sa onver-
gene. S'aranhir de l'utilisation de l'inverse de B en est une onséquene utile.
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suivant l'espae dans lequel on les dénit (il s'agit souvent des espaes duaux, voir à e sujet la note 48).
Outre elui des observations, il peut également s'agir de elui du modèle soit dans l'espae physique, soit
dans l'espae spetral (suite à une transformation de Fourier). L'espae spetral est souvent employé
en météorologie, ontrairement à l'oéanographie où la néessité de gérer des frontières omplexes rend
malaisée son utilisation. On ne s'attardera don pas sur ette approhe dans e paragraphe.
Dénition de χ dans l'espae (dual) des observations : T = BGT
La fontion oût inrémentale (2.25) devient
J(χ) =
1
2
χTGBTB−1BGTχ+
1
2
(
GBGTχ− d)TR−1 (GBGTχ− d)
=
1
2
(
GTχ
)T
BGTχ+
1
2
(
GBGTχ− d)TR−1 (GBGTχ− d) ,
où on applique la dénition des matries inverses B−1B = I et la symétrie d'une matrie de ovariane
BT = B. Le gradient (2.26) est donné par
∇χJ = GBGTχ+GBGTR−1
(
GBGTχ− d) .
Le problème ∇χJ = 0 à résoudre s'érit alors, trouver χa tel que
GBGT
(
I+R−1GBGT
)
χa = GBGTR−1d
R−1
(
R+GBGT
)
χa = R−1d(
GBGT +R
)
χa = d,
en supposant que GBGT soit de rang égal au nombre total d'observations. On retrouve alors le
problème du 4D-PSAS dérit au paragraphe 2.2.4.
Dénition de χ dans l'espae (dual) du modèle physique : T = B
La fontion oût inrémentale (2.25) devient
J(χ) =
1
2
χTBTB−1Bχ+
1
2
(GBχ− d)TR−1 (GBχ− d)
=
1
2
χTBχ+
1
2
(GBχ− d)TR−1 (GBχ− d) ,
où on applique la dénition des matries inverses B−1B = I et la symétrie d'une matrie de ovariane
BT = B. Le gradient (2.26) est donné par
∇χJ = Bχ+BGTR−1 (GBχ− d) .
Le problème ∇χJ = 0 à résoudre s'érit alors, trouver χa tel que(
B+BGTR−1GB
)
χa = BGTR−1d(
I+BGTR−1G
)
Bχa = BGTR−1d.
Cette approhe est similaire à elle de Derber et Rosati (1989) qui proposent d'utiliser B omme
préonditionneur du problème lassique (voir paragraphe 2.4.2).
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Dénition de χ dans l'espae (dual) du modèle physique : T = U tel que B = UUT
Proposé par Parrish et Derber (1992), e hangement de variable est le plus ommunément utilisé
atuellement. Outre e rle, il fait également oe de préonditionnement de premier niveau pour un
algorithme de desente, omme exposé au paragraphe 2.4.2. On rappelle ii la transformation de la
fontion oût en
J(χ) =
1
2
χTUTB−1Uχ+
1
2
(GUχ− d)TR−1 (GUχ− d)
=
1
2
χTχ+
1
2
(GUχ− d)TR−1 (GUχ− d) ,
où on utilise le fait que
UTB−1U = UT
(
UUT
)−1
U = UT
(
UT
)−1
U−1U = I.
Le gradient (2.26) est donné par
∇χJ = χ+UTGTR−1 (GUχ− d) .
Le problème ∇χJ = 0 à résoudre s'érit alors, trouver χa tel que(
I+UTGTR−1GU
)
χa = UTGTR−1d.
Le nouveau problème
Le hangement de variable permet de s'aranhir de l'inversion de B. Néanmoins, déterminer
et manipuler ette matrie reste un problème diile bien qu'essentiel. Plusieurs tehniques ont été
développées pour estimer es ovarianes d'erreur d'ébauhe. Le prinipe des prinipales méthodes est
dérit au paragraphe 3.2. Cependant, les matries résultant de es approhes présentent souvent une
déiene de rang. Or, les formulations préédentes montrent que l'exploitation qui est faite de la
matrie B en assimilation variationnelle, néessite en fait de déterminer l'eet de son appliation sur
un hamp donné. En d'autres termes, le besoin n'est pas tant de onstruire une estimation de la matrie
elle-même que de aluler le produit matrie-veteur Bζ où ζ est un hamp salaire quelonque. Dans
e as, on peut alors hoisir de onstruire B par un modèle dont l'entrée est le hamp ζ, et la sortie le
produit Bζ. Cette approhe est dérite au paragraphe 3.3.
3.2 Estimation des statistiques de B
Estimer B onsiste à évaluer ses prinipales aratéristiques, e qui reste diile puisque l'état
vrai permettant de les dénir n'est pas aessible. Néanmoins, il est possible d'utiliser soit des in-
formations disponibles telles que les innovations, soit des quantités ayant des statistiques similaires,
pour mesurer es aratéristiques. L'hypothèse d'ergodiité
57
est alors souvent utilisée pour aluler
les espéranes impliquées dans es statistiques, à partir d'éhantillons temporels plutt que spatiaux.
On dérit i-après les prinipales méthodes de ette estimation. On notera qu'une autre possibilité,
que l'on n'abordera pas ii, onsiste à utiliser une déomposition à rang réduit basée par exemple sur
des EOF
58
(voir par exemple Robert et al., 2006a,b) ou des ensembles (Loren, 2003).
57
Un proessus stohastique est dit ergodique si les aratéristiques statistiques déduites d'un ensemble de
ses réalisations à un instant donné sont équivalentes à elles déduites de l'ensemble des valeurs suessives dans
le temps d'une de es réalisations.
58
Empirial Orthogonal Funtions.
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3.2.1 Méthodes basées sur les observations
Les innovations, i.e. l'éart entre les observations et l'ébauhe ramenée dans l'espae des observa-
tions, sont alulées pour haque yle d'assimilation. Ces informations sont don systématiquement
disponibles et peuvent être utilisées pour estimer les aratéristiques de B (Hollingsworth et Lönnberg,
1986; Lönnberg et Hollingsworth, 1986; Järvinen, 2001). En eet, ave G déni suivant l'équation (2.4)
le veteur observation s'érit
yo = G [xt]+ εo = G [xb − εb]+ εo,
que l'on peut linéariser sous la forme
yo ≈ G
[
xb
]
−Gεb + εo,
où G est déni suivant l'équation (2.18). Le veteur innovation s'érit alors
d = yo − G
[
xb
]
≈ εo −Gεb.
Le alul des ovarianes de l'innovation peut apporter un grand nombre d'informations sur la struture
de l'erreur d'ébauhe. En eet, on a
E
[
ddT
]
= E
[(
εo −Gεb
)(
εo −Gεb
)T]
= E
[
εo (εo)T
]
+GE
[
εb
(
εb
)T]
GT
= R+GBGT,
où on a supposé que les erreurs d'observations et d'ébauhe étaient déorrélées, soit E
[
εo
(
εb
)T]
= 0.
Pour deux veteurs d'observations aux points i et j, yoi et y
o
j , on a
E
[
did
T
j
]
= Rij +GiBG
T
j .
Si i = j, la variane de l'innovation est alors la somme des varianes de l'erreur d'observations et de
l'erreur d'ébauhe ramenée dans l'espae des observations :
Var (di) = Var (ε
o
i ) + Var
(
Giε
b
)
. (3.3)
Si i 6= j, et en supposant que les observations sont déorrélées entre elles (Rij = 0), les ovarianes
de l'innovation représentent en fait les ovarianes de l'erreur d'ébauhe ramenée dans l'espae des
observations :
Cov (di,dj) = Cov
(
Giε
b,Gjε
b
)
.
Ces ovarianes peuvent être représentées en fontion de la distane séparant les observations deux à
deux (voir gure 3.2). Lorsque ette distane est susamment petite, la ovariane tend en fait vers
la variane de l'erreur d'ébauhe (puisque Rij = 0). En omparant ette limite à l'estimation obtenue
par l'équation (3.3), on obtient une information sur la variane de l'erreur d'observation. L'hypothèse
d'ergodiité permet de aluler es ovarianes à partir de plusieurs yles d'assimilation si on suppose
qu'à haque point d'observation, des mesures sont eetuées à plusieurs reprises dans le temps.
Cette méthode permet d'obtenir une estimation direte des ovarianes de l'erreur d'ébauhe à
ondition de disposer d'un réseau d'observations indépendantes susant et relativement uniforme (hy-
pothèses de déorrélation des observations entre elles). Cette tehnique n'est don adaptée qu'à des
régions densément observée par des instruments indépendants (in situ). Pour relaher ette hypothèse,
Desroziers et al. (2005) proposent d'établir le même type de diagnostis mais à partir de diérentes
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Fig. 3.2  Covarianes issues des innovations pour des températures AIREP (mesures atmosphériques
eetuées par des aéronefs). Figure 1.(b) de Järvinen (2001).
ombinaisons. Dans e qui suit, on appellera dob le veteur innovation d préédent représentant l'éart
entre observations et ébauhe ramenée dans l'espae des observations.
La formulation inrémentale présentée au paragraphe 2.2.2 permet d'obtenir une analyse en ajou-
tant un inrément à l'ébauhe. Cet inrément est obtenu en multipliant le veteur innovation par une
matrie de gain omme dérit par l'équation (2.21), où on a étendu l'opérateur H à l'opérateur G. On
peut don érire
xa = xb + δxa = xb +BGT
(
GBGT +R
)−1
dob .
Si on dénit dab l'éart, toujours dans l'espae des observations, entre l'analyse et l'ébauhe, on a
dab = G [xa]− G
[
xb
]
= G
[
xb + δxa
]
− G
[
xb
]
≈ GBGT (GBGT +R)−1 dob .
On peut alors aluler
E
[
dab (d
o
b)
T
]
= GBGT
(
GBGT +R
)−1
E
[
dob (d
o
b)
T
]
= GBGT
(
GBGT +R
)−1 (
GBGT +R
)
= GBGT.
Cette formulation permet don d'aéder à une estimation de la matrie B dans l'espae des observa-
tions. De la même manière, on peut estimer la matrie R en dénissant doa, l'éart entre observations
et analyse ramenée dans l'espae des observations. En eet, on a
doa = y
o − G [xa] = dob + G
[
xb
]
− G
[
xb + δxa
]
≈
(
I−GBGT (GBGT +R)−1)dob
=
(
GBGT +R−GBGT) (GBGT +R)−1 dob
= R
(
GBGT +R
)−1
dob ,
et on peut aluler
E
[
doa (d
o
b)
T
]
= R
(
GBGT +R
)−1
E
[
dob (d
o
b)
T
]
= R
(
GBGT +R
)−1 (
GBGT +R
)
= R.
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Les méthodes dérites i-dessus reposent sur des prévisions et des observations non biaisées et
permettent d'établir une estimation de B (et de R) dans l'espae des observations. La méthode de
Desroziers et al. (2005) est aujourd'hui souvent employée pour établir des diagnostis a posteriori
permettant de régler des paramètres omme par exemple les varianes des erreurs d'ébauhe et d'ob-
servations.
3.2.2 La méthode NMC
Lorsque les innovations ne peuvent pas être utilisées eaement par la méthode préédente, on
herhe alors à exploiter une quantité supposée avoir les mêmes aratéristiques statistiques que l'erreur
d'ébauhe. La méthode NMC
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proposée par Parrish et Derber (1992) met en ÷uvre des prévisions
à diérentes éhéanes mais valides au même instant. Supposons par exemple que l'on dispose de
deux prévisions d'éhéanes diérentes (il peut s'agir par exemple de prévisions à 10 et 20 jours en
oéanographie ou à 24 et 48 heures en météorologie). La première prévision (éhéane la plus longue)
est eetuée à partir d'une analyse à t0 tandis que la deuxième (éhéane la plus ourte) est eetuée à
partir d'une analyse à l'instant t1. Les deux prévisions sont alors valides au même instant t2 et peuvent
être érites omme l'état vrai entahé d'une erreur aléatoire ε et d'un biais b respetifs
x1 = Mt0→t2 [xa] = xt + ε1 + b1
x2 = Mt1→t2 [xa] = xt + ε2 + b2
.
En supposant que les biais sont équivalents b1 = b2, la diérene des deux prévisions donne
∆x = x2 − x1 = ε2 − ε1.
Si de plus, les deux erreurs sont déorrélées et qu'elles possèdent les même ovarianes que l'erreur
d'ébauhe, on obtient
E
[
∆x (∆x)T
]
= E
[(
ε2 − ε1) (ε2 − ε1)T]
= E
[
ε2
(
ε2
)T]
+ E
[
ε1
(
ε1
)T]
≈ 2E
[
εb
(
εb
)T]
= 2B.
Ainsi ette méthode permet d'estimer B dans l'espae du modèle à partir de la diérene de paires
de prévisions à diérentes éhéanes
B ≈ 1
2
E
[(
x2 − x1) (x2 − x1)T] .
Cependant, elle ne permet pas de diérenier l'erreur d'ébauhe proprement dite de l'erreur du modèle
et ette dernière inuene don les statistiques obtenues. De plus, la méthode NMC fontionne mal
dans les régions peu observées. En eet, les diérenes entre les prévisions y sont faibles et une sous-
estimation des varianes en résulte. Enn, pour les grandes éhelles, les propriétés inhérentes à la
méthode produisent des ovarianes sur-estimées (Berre et al., 2006).
3.2.3 La méthode d'ensemble
La méthode d'ensemble est une méthode de type Monte Carlo appliquée à l'origine dans le adre du
ltre de Kalman (Evensen, 1994). Elle onsiste à générer un ensemble de prévisions dont la dispersion
est supposée représenter la dispersion de l'erreur d'ébauhe, et à réalimenter le système prévisionnel
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ave les membres de et ensemble à haque yle d'assimilation. Pour e faire, les paramètres tels que
l'ébauhe, les forçages atmosphériques, les observations, l'erreur du modèle, . . . , sont perturbés de ma-
nière indépendante pour haque membre et à haque yle d'assimilation. Si haque perturbation est
dénie suivant la distribution de l'erreur du paramètre auquel elles est appliquée, la perturbation de
l'analyse est alors elle-même dénie par rapport à la distribution de l'erreur d'analyse (Fisher, 2004).
Il est possible de ne pas perturber expressément l'ébauhe, haque membre de l'ensemble ayant natu-
rellement une ébauhe diérentes des autres membres après le premier yle. Dans e as, il onvient
néanmoins de réaliser un ertain nombre de yles an que les onditions initiales soient oubliées.
La gure 3.3 montre la proédure de ylage
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d'un ensemble pour deux membres p et q dans un
système oéanique. Avant haque nouvelle fenêtre d'assimilation, les statistiques de la matrie B sont
estimées à partir de la prévision issue du yle préédent. Pour haque membre, la prévision du yle
c−1 préédent onstitue l'ébauhe du nouveau yle c entahée de son erreur εb propre. Cette ébauhe
est propagée par le modèle non linéaire et omparée aux observations yo entahées d'une erreur εo
partiulière à haque membre. L'analyse ainsi fournie permet d'alimenter une prévision où les forçages
atmosphériques f sont perturbés par une erreur εf propre à haque membre. A partir de l'ensemble
de prévisions, on alule les statistiques de B pour le prohain yle c+ 1.
Fig. 3.3  Proédure de ylage d'un ensemble. Sur e shéma, seuls les membres p et q de l'ensemble
sont représentés. Voir le texte pour les ommentaires.
Les statistiques de l'erreur d'ébauhe peuvent être estimées à partir de la diérene de l'ébauhe
de haun des P − 1 membres perturbés par rapport à la moyenne des membres xb
B = E
[(
xbp − xb
)(
xbp − xb
)T] ≈ 1
P − 1
P−1∑
p=1
(
xbp − xb
)(
xbp − xb
)T
.
Une formulation alternative onsiste à moyenner les diérenes des P paires de membres de l'ensemble
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(Fisher, 2004; Berre et al., 2006; Daget et al., 2009)
B ≈ 1
2
E
[(
xbp − xbq
)(
xbp − xbq
)T] ≈ 1
2(P − 1)
P−1∑
p=0
(
xbp − xbp+1
)(
xbp − xbp+1
)T
,
où xb0 = x
b
P est l'ébauhe non perturbée. Le fateur 1/2(P − 1) de ette formulation provient de
la même démonstration que pour la méthode NMC préédente. En eet, lorsque l'espérane est al-
ulée à partir de la diérene entre deux membres perturbés, la somme obtenue est de 2B. Mais
lorsque l'espérane est alulée à partir de la diérene entre un membre perturbé et l'ébauhe non
perturbée, la somme obtenue orrespond à B omme dans la formulation préédente. Ii, il y a P − 2
paires de membres perturbés et 2 paires de membre perturbé/ébauhe, soit une somme équivalente à
(P − 2)× 2B+ 2×B = 2(P − 1)×B.
La méthode d'ensemble présente de nombreux avantages par rapport aux méthodes préédentes.
En eet, elle permet d'estimer les statistiques du système en ours de manière plus réaliste et sur-
tout sans être tributaire des régions peu observées. En alulant les espéranes sur plusieurs yles on
peut obtenir des statistiques limatologiques (Fisher et Andersson, 2001). En les alulant sur un seul
yle, on peut introduire dans le système variationnel des statistiques dépendantes de l'éoulement,
une aratéristique souhaitable pour l'amélioration des prévisions (Buehner, 2005). Néanmoins, ette
méthode néessite de dénir les diérentes perturbations utilisées à partir des ovarianes adéquates
qu'il faut don onnaître. Pour les observations, dénir es statistiques est un problème en soi. Quant
aux forçages atmosphériques, il est possible de dénir l'erreur à partir de la diérene de plusieurs
produits (Daget et al., 2009). Enn, l'erreur du modèle devrait également être simulée, e qui s'avère
être une tâhe diile.
Un point important onerne la taille de l'ensemble. Compte tenu du oût induit, on estime au-
jourd'hui qu'il est possible de mettre en plae un ensemble dont la taille est omprise entre une dizaine
et une entaine de membres (Bannister, 2008a). Mais ela reste largement inférieur à la taille du sys-
tème et la matrie ainsi estimée n'est pas de rang plein. En eet, pour un ensemble de P membres,
la matrie estimée est au plus de rang P − 1 et l'inrément ainsi projeté (voir paragraphe 2.3.3) est
généré dans un espae sous-optimal et ne peut probablement pas permettre au modèle de représenter
l'état vrai. Pour pallier à e problème, plusieurs stratégies peuvent être mises en plae an de réduire le
nombre de paramètres indépendants. Une première possibilité onsiste à faire l'hypothèse restritive et
peu réaliste de orrélations stationnaires, globalement homogènes et isotropes. Houtekamer et Mithell
(1998) montrent quant à eux dans le ontexte d'un Filtre de Kalman d'Ensemble, qu'il est possible
et ohérent de dénir un rayon de oupure fontion de la taille de l'ensemble, et d'éliminer ainsi les
orrélations parasites de longue portée. Evensen (2003) et Kepert (2009) remarquent néanmoins que
ette loalisation risque d'introduire des modes non dynamiques dans le modèle.
Une alternative à l'utilisation d'une matrie de faible rang (Houtekamer et Mithell, 2001; Bueh-
ner et Charron, 2007; Oke, 2007) est de onstruire une estimation hybride en ombinant une matrie
statique de rang plein (ave hypothèse d'homogénéité et d'isotropie) d'une part, et une matrie is-
sue de la loalisation d'un ensemble d'autre part. Cette approhe présente une grande exibilité et
semble donner de bons résultats (Hamill et Snyder, 2000; Buehner, 2005; Wang et al., 2008). Mais
l'utilisation d'une somme de deux matries dans le adre de l'assimilation variationnelle néessite de
doubler la taille du veteur de ontrle lors de la minimisation, rendant ainsi l'algorithme moins eae.
Une dernière alternative onsiste non plus à estimer diretement B à partir de l'ensemble mais d'en
déterminer les paramètres néessaires à sa modélisation (Fisher, 2004; Belo Pereira et Berre, 2006; Berre
et al., 2006; Daget et al., 2009). Cette tehnique est abordée dans le paragraphe 3.3 suivant.
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3.3 Modélisation de B par une suite d'opérateurs
La méthode d'ensemble permettant d'estimer les statistiques de B présente de nombreux avantages
par rapport aux méthodes NMC ou elles basées sur les observations. Cependant, elle ne permet géné-
ralement pas d'obtenir une représentation de rang plein de la matrie puisque le nombre de membres
de l'ensemble est très inférieur à la taille du veteur d'état. Mais omme nous l'avons vu, e n'est pas
tant la matrie elle-même qui nous intéresse que son produit ave un veteur ζ quelonque. Dans e
as, il est possible d'obtenir une représentation de rang plein à partir d'un modèle, i.e. de formuler
B omme un opérateur de ovariane à partir d'une suite de L opérateurs linéaires (ou linéarisés)
appliqués à e veteur, e qui donne sous forme matriielle
Bζ = ALAL−1 . . .A1ζ.
Cependant, suivant la nature des diérents opérateurs, une telle formulation ne garantit pas d'obtenir
une matrie B symétrique, dénie (semi-)positive, propriétés essentielles à un opérateur de ovariane
(voir Annexe B). Pour garantir es propriétés, on préfère alors le formuler sous la forme (Gaspari et
Cohn, 1999)
B = UUT,
où U est un opérateur représentant une raine arrée. Quant à UT, il représente en fait la forme
matriielle de l'opérateur adjoint de U (voir Annexe A).
Le paragraphe 2.3.1 montre que la matrie B représente non seulement les ovarianes spatiales de
haque variable mais également les ovarianes qui existent entre haune de es variables. Derber et
Bouttier (1999) proposent alors d'eetuer un hangement de variables an de transformer e problème
multivarié en plusieurs problèmes univariés indépendants. Pour ela il s'agit de dénir un opérateur
d'équilibreK qui aratérise les relations physiques existant entre les diérentes variables. La matrie
B s'érit alors :
B = KBUK
T,
oùBU est la matrie blo-diagonale des ovarianes spatiales de haque variable. Par dénition, haune
de es ovarianes peut s'érire omme un produit varianes-orrélations. Ainsi, en dénissantD omme
la matrie diagonale des varianes et C omme la matrie blo-diagonale des orrélations spatiales,
on peut érire
B = KD1/2CD1/2KT.
La dénition de haun de es opérateurs est dérite dans les paragraphes suivants.
3.3.1 D'un problème multivarié à plusieurs problèmes univariés
L'idée fondamentale de Derber et Bouttier (1999) est de simplier la spéiation des ovarianes
d'erreur d'ébauhe en transformant l'espae du modèle, où les variables sont fortement orrélées, en un
espae où les variables peuvent être onsidérées omme déorrélées.
Pour notre appliation à un modèle oéanique, les variables du modèle sont la température T , la
salinité S, la hauteur d'eau η, et les omposantes horizontales de la vitesse du ourant u et v. La
matrie B peut s'érire sous la forme de la matrie blo (voir paragraphe 2.3.1)
B =

E
[
εT (εT )
T
]
E
[
εT (εS)
T
]
E
[
εT (εη)
T
]
E
[
εT (εu)
T
]
E
[
εT (εv)
T
]
E
[
εS (εT )
T
]
E
[
εS (εS)
T
]
E
[
εS (εη)
T
]
E
[
εS (εu)
T
]
E
[
εS (εv)
T
]
E
[
εη (εT )
T
]
E
[
εη (εS)
T
]
E
[
εη (εη)
T
]
E
[
εη (εu)
T
]
E
[
εη (εv)
T
]
E
[
εu (εT )
T
]
E
[
εu (εS)
T
]
E
[
εu (εη)
T
]
E
[
εu (εu)
T
]
E
[
εu (εv)
T
]
E
[
εv (εT )
T
]
E
[
εv (εS)
T
]
E
[
εv (εη)
T
]
E
[
εv (εu)
T
]
E
[
εv (εv)
T
]

,
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où haque blo représente une matrie de ovarianes spatiales uni- (sur la diagonale) ou multiva-
riée (hors diagonale). Dans les appliations oéaniques, les ovarianes entre variables (termes hors
diagonaux) ont souvent été négligées (voir par exemple Weaver et al., 2003). Cette approximation se
justie dans le adre d'une assimilation 4D-Var, puisque le modèle est onsidéré omme la ontrainte
du problème, et que par onséquene, e dernier ontient alors une omposante multivariée. Mais dans
le adre d'un 3D-Var, et don sans ette ontrainte, l'approximation devient ontestable. De plus, et
quelque soit le shéma d'assimilation, des études montrent que lorsque l'on n'assimile qu'une ou partie
des variables d'état, des strutures parasites peuvent apparaître sur les variables non assimilées (voir
par exemple Vialard et al., 2003).
Derber et Bouttier (1999) onsidèrent don qu'il est possible de séparer haune des variables en
omposantes équilibrées (balaned) et non-équilibrées (unbalaned), à l'exeption d'une qui sera
traitée en totalité et servira de point de départ à la dénition de la partie équilibrée des autres va-
riables. Chaque variable peut don être exprimée par rapport à la variable totale grâe à des équations
d'équilibre dynamique et de onservation de masse d'eau. Ces relations ne seront pas dérites ii, on
se réfèrera par exemple à Rii et al. (2005) et Weaver et al. (2005) pour plus de détail.
En hoisissant la température T omme variable totale, haune des autres variables peut être
dérite omme la somme de sa omposante non-équilibrée (indie U) et de sa omposante équilibrée
(indie B), ette dernière orrespondant à la transformation Kxy de la variable y en la variable x. On
a don les relations suivantes :
T = T,
S = SB + SU = KST [T ] + SU ,
η = ηB + ηU = Kηρ[ρ] + ηU ,
u = uB + uU = Kup[p] + uU ,
v = vB + vU = Kvp[p] + vU ,
(3.4)
ave {
ρ = KρT [T ] +KρS [S],
p = Kpρ[ρ] +Kpη[η],
(3.5)
où ρ est la densité et p la pression. En linéarisant es opérateurs de transformation, on dénit
l'opérateur d'équilibre (balane operator) K tel que
B = KBUK
T,
ave BU est la matrie blo-diagonale des ovarianes univariées
BU =

E
[
εT (εT )
T
]
0 0 0 0
0 E
[
εSU (εSU )
T
]
0 0 0
0 0 E
[
εηU (εηU )
T
]
0 0
0 0 0 E
[
εuU (εuU )
T
]
0
0 0 0 0 E
[
εvU (εvU )
T
]

. (3.6)
On notera que dans le as où la vitesse du ourant est onsidéré omme un veteur (u, v)T plutt que
omme deux hamps salaires distints, les ovarianes E
[
εuU (εvU )
T
]
et E
[
εvU (εuU )
T
]
ne sont pas
nulles. L'opérateur K se présente sous la forme de la matrie blo triangulaire inférieure
I 0 0 0 0
KST I 0 0 0
KηT KηS I 0 0
KuT KuS Kuη I 0
KvT KvS Kvη 0 I
 ,
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où, d'après les équations (3.4) et (3.5) lorsqu'elles sont linéarisées,
KηT = Kηρ (KρT +KρSKST ) ,
KuT = Kup (Kpρ +KpηKηρ) (KρT +KρSKST ) ,
KvT = Kvp (Kpρ +KpηKηρ) (KρT +KρSKST ) ,
KηS = KηρKρS ,
KuS = Kup (Kpρ +KpηKηρ)KρS ,
KvS = Kvp (Kpρ +KpηKηρ)KρS ,
Kuη = KupKpη,
Kvη = KvpKpη.
3.3.2 Modélisation des ovarianes univariées
L'opérateur d'équilibre permet de traiter les ovarianes d'erreur d'ébauhe qui existent entre les
diérentes variables en dénissant les ontraintes qui relient es dernières entre elles. Mais haque
variable possède une omposante qui lui est propre et don une erreur assoiée qui, par dénition,
est indépendante des autres, mais pour laquelle il faut dénir des ovarianes spatiales. Ce sont es
ovarianes spatiales pour haque variable qui onstituent les blos diagonaux de la matrie BU donnée
par l'équation (3.6). La taille de la matrie à estimer ou modéliser se trouve don grandement réduite.
Néanmoins, et bien que haun de es blos puisse être traité individuellement, le problème reste d'une
taille onséquente (O(1012) pour haque blo sur une grille grossière), et ne peut don pas être abordé
de façon expliite. Par dénition, es ovarianes spatiales peuvent s'érire en séparant les varianes
des orrélations
BU = D
1/2CD1/2,
où D est la matrie diagonale des varianes et C la matrie blo-diagonale des orrélations
C =

CT 0 0 0 0
0 CSU 0 0 0
0 0 CηU 0 0
0 0 0 CuU 0
0 0 0 0 CvU
 .
Ainsi, pour haque variable, deux problèmes sont à onsidérer : la dénition des varianes d'une part
(voir paragraphe 3.5), et elle des orrélations d'autre part. De façon générale, les tehniques employées
pour mener à bien ette dernière tâhe dépend du domaine dans lequel on travaille. En météorologie, on
utilise souvent une approhe où il s'agit de trouver un espae dans lequel la matrie BU est supposée
diagonale (voir une desription sommaire donnée au paragraphe 3.4). Mais ette approhe permet
diilement de manipuler des frontières omplexes, problème essentiel à l'oéanographie. Dans e as,
on préfère alors spéier des fontions de orrélation que l'on herhe à modéliser par un algorithme
eae (voir paragraphe 3.6).
3.4 Les diérentes hypothèses diagonales
Pour une variable χ donnée, il est possible de formuler ses ovarianes spatiales sous la forme d'une
fatorisation utilisant les varianes d'une part (Dχ), et les orrélations (Cχ) d'autre part :
Bχ = (Dχ)
1/2
Cχ (Dχ)
1/2 .
An de simplier les notations, l'indie χ, n'est pas utilisé dans e qui suit. On se rappellera néanmoins,
qu'il s'agit de ovarianes, varianes et orrélations spatiales pour une variable donnée.
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On notera que les orrélations sont généralement séparées en orrélations horizontales (Ch) et
vertiales (Cv). En général, le nombre de niveaux vertiaux d'un modèle est très faible omparé aux
nombre de points horizontaux. Le problème de taille onerne don plutt les orrélations horizontales
que vertiales. An d'introduire une ertaine dépendane horizontale / vertiale (non-séparabilité) et
an de respeter la néessité de formuler B sous une forme fatorisée, on érit
C = C
1/2
h C
1/2
v
(
C1/2v
)T (
C
1/2
h
)T
. (3.7)
Pour toute matrie symétrique réelle, on peut dénir une matrie réelle orthogonale qui permette
de la diagonaliser. En d'autres termes, il existe une base orthonormale dans laquelle la matrie peut
être représentée sous forme diagonale. Or, par dénition, la matrie des ovarianes d'erreur d'ébauhe
est une matrie symétrique réelle. S'il était possible de la onnaître et de la stoker, et si on savait
dénir l'opérateur T permettant le passage entre ette base, dite de Karhunen-Loève, et la base d'ori-
gine, on saurait alors réduire B à une matrie diagonale B̂. La base même de Karhunen-Loève n'étant
généralement pas onnue, le prinipe de ette méthode que l'on dérit i-après (d'après Dekmyn et
Berre, 2005), est don de trouver un espae approprié (et sa base) pour lequel l'hypothèse diagonale
est susamment valide. En supposant que l'on sahe l'estimer, ette diagonale peut être manipulée et
stokée. Modéliser B onsiste alors à appliquer l'opérateur de passage T à ette diagonale.
Si ε est l'erreur dans l'espae physique (point de grille), on peut dénir ε˜ omme l'erreur normalisée
par les éarts-type en point de grille
ε˜ = D−1/2g ε,
de telle manière que
B = E
[
εεT
]
= D1/2g E
[
ε˜ε˜T
]
D1/2g = D
1/2
g CD
1/2
g .
En appliquant l'opérateur T à ette erreur normalisée, on dénit dans l'espae approprié l'erreur εt
telle que
εt = T ε˜,
et on a ainsi
B = D1/2g E
[
ε˜ε˜T
]
D1/2g
= D1/2g T
−1E
[
εtε
T
t
] (
T−1
)T
D1/2g
= D1/2g T
−1Bt
(
T−1
)T
D1/2g ,
où Bt est maintenant une matrie diagonale. Comme il s'agit d'une matrie de ovarianes, on peut
aussi l'exprimer en dénissant une matrie diagonale des varianes Dt dans e nouvel espae, tel que la
matrie diagonale des orrélations Ct orrespond simplement à la matrie identité, puisque la diagonale
de toute matrie de orrélations est omposée de 1
Bt = D
1/2
t CtD
1/2
t = D
1/2
t ID
1/2
t .
Espae physique : T = I
Une première hypothèse onsiste à onsidérer que la matrie B est diagonale dans l'espae physique
et don d'imposer T = I, l'identité. On a alors
B = D1/2g BiD
1/2
g = D
1/2
g ID
1/2
g , (3.8)
où la matrie diagonale Bi est équivalente à la matrie identité puisqu'il n'y a pas réellement de trans-
formation d'espae.
Pour ette hypothèse, l'équation (3.8) montre qu'il est possible de dénir une variane diérente
pour haque point de grille (erreur loale) mais que l'on onsidère qu'il n'existe auune orrélation
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spatiale entre es diérents points. Si elle permet d'aéder à des aluls simples, ette assomption est
ependant peu réaliste, les erreurs étant généralement struturées. Pour la rendre plus vériste, on peut
alors dénir des orrélations vertiales diérentes en fontion de la position horizontale. La matrie
ainsi dénie n'est plus tout à fait diagonale mais reste manipulable ompte tenu du faible nombre de
niveaux vertiaux par rapport au nombre de points horizontaux. Néanmoins, l'hypothèse reste très
restritive.
Espae spetral : T = F
Beauoup de modèles météorologiques utilisent l'espae spetral. Cet espae orrespond à une
transformation de Fourier généralisée (ou Fourier-Legendre) de l'espae physique. Sur la sphère en
partiulier, il s'agit de la déomposition en harmoniques sphériques (voir par exemple Arfken, 1966)
de tout hamp salaire ζ(λ, φ, z)
ζ(λ, φ, z) =
∞∑
l=0
l∑
m=−l
ζml (z)Y
m
l (λ, φ),
où λ est la longitude (0 ≤ λ ≤ 2π), φ la latitude (−π/2 ≤ φ ≤ π/2) et z la profondeur. Y ml (λ, φ)
représente les harmoniques sphériques ave m le nombre d'onde zonal et l le nombre d'onde total.
Ainsi, si dans l'espae physique, un signal peut être vu omme l'évolution dans le temps de sa valeur
à une position géographique donnée, dans l'espae spetral, il représente l'évolution dans le temps
du oeient assoié à un nombre d'onde donné. On apellera F, l'opérateur permettant de passer de
l'espae physique à l'espae spetral. Les mérites et inonvénients de l'utilisation de l'espae spetral
ne seront pas disutés ii.
Courtier et al. (1998) montrent que si on onsidère que les orrélations sont homogènes et isotropes
dans l'espae physique, alors les harmoniques sphériques sont orthogonales et forment ainsi une base
(voir aussi Berre (2000) dans le adre d'un modèle à aire limitée). Ainsi, dans ette base spetrale, la
matrie B peut être représentée par une diagonale. En imposant T = F, on a alors
B = D1/2g F
−1D
1/2
f D
1/2
f
(
F−1
)T
D1/2g . (3.9)
Ii, les varianes spetrales de la matrie Df de l'équation (3.9) représentent l'amplitude de la ontribu-
tion de haun des diérents nombres d'onde. L'hypothèse diagonale onsiste à onsidérer qu'il n'existe
pas de orrélations entre, non plus les diérents points de grille omme préédemement, mais entre es
diérentes éhelles. Un point important à noter ii est que, si la transformation F−1 était appliquée
aux ovarianes plutt qu'aux orrélations (εf = F ε au lieu de εf = F ε˜), on aurait
B = F−1D′
1/2
f D
′1/2
f
(
F−1
)T
,
où D′
1/2
f 6= D1/2f . Dans l'espae physique, les varianes de B seraient alors uniformes, résultat global
des diérentes ontributions spetrales. Ainsi, les ovarianes en point de grille seraient non seulement
homogènes et isotropes mais également de variane onstante, e qui est peu réaliste. Il est don impor-
tant de pouvoir appliquer des varianes en point de grille et, par onséquene, d'appliquer l'opérateur
F aux orrélations, et non pas aux ovarianes.
Considérer que les orrélations sont homogènes et isotropes dans l'espae physique reste ependant
une hypothèse restritive. Pour introduire de l'anisotropie, Desroziers (1997) propose par exemple
d'eetuer un hangement de oordonnées de telle manière que les orrélations soient isotropes dans
ette nouvelle base mais anisotrope dans la base originelle. Enn, il est également possible ii de dénir
des orrélations vertiales et de les faire varier en fontion du nombre d'onde horizontal.
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Espae des ondelettes : T = Z
Si l'hypothèse diagonale dans l'espae spetral est attrative, elle n'en reste pas moins limitée à
des orrélations homogènes et isotropes dans l'espae physique. Une approhe naturelle onsiste alors à
utiliser une base d'ondelettes, puisque elle-i possède à la fois des omposantes spatiales et spetrales.
On n'entrera pas ii dans la desription des diérentes ondelettes et de leurs aratéristiques (voir
Mallat, 2009). On onsidèrera simplement qu'un hamp salaire ζ(λ, φ, z) peut s'érire
ζ(λ, φ, z) =
∞∑
j=0
2j−1∑
k=0
ζj,k(z)ψj,k(λ, φ),
où λ est la longitude (0 ≤ λ ≤ 2π), φ la latitude (−π/2 ≤ φ ≤ π/2) et z la profondeur. ψj,k(λ, φ)
représente les fontions ondelettes ave j l'éhelle (nombre d'onde), k représentant une distane entre
les fontions pour une même éhelle. On appellera Z l'opérateur permettant de passer de l'espae phy-
sique à l'espae des ondelettes.
En imposant T = Z, on a alors
B = D1/2g Z
−1D1/2w D
1/2
w
(
Z−1
)T
D1/2g . (3.10)
Cependant Dekmyn et Berre (2005) illustrent omment ette approhe donnée par l'équation (3.10)
onduit à des problèmes de sous-éhantillonnage de la base d'ondelettes et induit ertaines limitations
dans l'hypothèse diagonale.
Espae hybride spetral/ondelettes : T1 = F et T2 = ZF
−1
Pour pallier aux problèmes préédents, il est possible de ombiner les approhes de l'espae spetral
et de l'espae ondelettes en eetuant non plus une, mais deux transformations. Dans l'espae spetral,
nous avons déni l'erreur εf par rapport à l'erreur normalisée en point de grille ε˜ par
εf = Fε˜,
e qui nous a onduit à l'équation (3.9), où nous avons onsidéré que la matrie des orrélations Cf
était équivalente à l'identité. En supposant que e ne soit pas le as, i.e. que l'on onsidère qu'il
existe des orrélations entre les diérents nombre d'ondes, relâhant alors l'hypothèse d'homogénéité
et d'isotropie dans l'espae physique, on aurait alors
B = D1/2g F
−1D
1/2
f Cf D
1/2
f
(
F−1
)T
D1/2g ,
ave Cf 6= I. Cette matrie étant également réelle et symétrique, il est don possible de la diagonaliser
en appliquant une nouvelle transformation. Pour ela, on peut normaliser l'erreur spetrale par les
varianes spetrales
ε˜f = D
−1/2
f εf ,
et la ramener dans l'espae des ondelettes en dénissant l'erreur
εw = ZF
−1ε˜f .
On notera l'utilisation de l'opérateur F−1, étape intermédiaire pour ramener l'erreur de l'espae spetral
à l'espae physique avant d'appliquer l'opérateur Z permettant de passer de l'espae physique à l'espae
spetral. On obtient alors
B = D1/2g F
−1D
1/2
f FZ
−1D1/2w D
1/2
w
(
Z−1
)T
FTD
1/2
f
(
F−1
)T
D1/2g , (3.11)
où on a onsidéré ette fois que la matrie résultante Bw = D
1/2
w ID
1/2
w était diagonale. On notera que
lorsque le modèle travaille dans l'espae spetral, la matrie B doit être dénie dans et espae. Il faut
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alors rajouter en début et n de l'expression donnée par l'équation (3.11) une transformation F et FT
respetivement.
Fisher (2004) propose de se limiter à un ertain nombre d'ondelettes en bornant les éhelles
(j = 0, · · · ,K) et de dénir pour haune de es éhelles, des orrélations vertiales en haque point de
grille horizontal Cj(λ, φ). Les diérentes ondelettes peuvent être vues omme des ltres passe-bande,
'est à dire qu'elles permettent de représenter diérents niveaux de détail du signal qu'elles trans-
forment : du détail grossier de la grande éhelle (j petit) au détail n de la petite éhelle (j grand).
Ainsi pour une position horizontale donnée, les diérents Cj assoiés représentent des niveaux de dé-
tails diérents de la fontion de orrélation vertiale totale en e point.
Appliquer une matrie B issue d'une hypothèse diagonale néessite néanmoins de dénir les dié-
rentes matries des varianes, et éventuellement les orrélations vertiales (Pannekouke (2009) propose
de modéliser es orrélations à partir d'un opérateur de diusion - voir paragraphe 3.6.3). Pour ela,
il est par exemple possible d'utiliser une tehnique d'ensemble (voir paragraphe 3.2) en ramenant les
erreurs de haque membre dans l'espae adéquat avant d'en aluler les statistiques (on revient sur les
varianes en point de grille au paragraphe 3.5). Mais omme nous l'avons vu, la méthode d'ensemble
est une tehnique oûteuse et il est néessaire d'en limiter le nombre de membres. Mais un ensemble de
petite taille génère un bruit d'éhantillonnage qu'il est néessaire de ltrer. Buehner et Charron (2007)
omparent les bénées respetifs d'une loalisation spetrale ou spatiale. Ces méthodes sont basées sur
l'hypothèse que les orrélations tendent vers 0 lorsque la distane entre les nombre d'ondes (loalisa-
tion spetrale), ou la distane entre deux points spatiaux (loalisation spatiale), s'aroît. Une fontion
de loalisation adéquate (égale à 0 à partir d'une ertaine distane) est alors appliquée dans l'espae
idoine. Pannekouke et al. (2007) montrent quant à eux, que la transformation en ondelettes utilisée
dans l'approhe diagonale hybride permet également de ltrer naturellement e bruit d'éhantillonnage.
3.5 Spéiation des varianes
Comme nous l'avons vu dans le paragraphe préédent, les varianes doivent être dénies dans
l'espae physique même lorsque l'on utilise l'hypothèse diagonale dans un espae diérent.
Paramétrisation
En oéanographie, une première façon de spéier les varianes est de les paramétrer en fontion de
onnaissanes physiques et de diverses hypothèses. Weaver et al. (2003) illustrent par exemple omment
ette simple tehnique permet de apturer ertains eets dynamiques pris en ompte naturellement
par un 4D-Var. Les varianes pour un hamp donné peuvent par exemple être alulées par rapport au
gradient vertial de e hamp et bornées par des varianes maximales que l'on dénit suivant que l'on
est dans la ouhe de mélange, la thermoline
61
ou l'oéan profond (Weaver et al., 2005; Cummings,
2005; Balmaseda et al., 2008). En realulant ette paramétrisation pour haque yle, ette tehnique
permet d'introduire une dépendane à l'éoulement.
Estimation
Une autre façon de spéier les varianes est de les estimer à partir d'une des méthodes dérites au
paragraphe 3.2. Depuis quelques années, il est fait de plus en plus souvent appel à la méthode d'en-
semble, qui présente de multiples avantages par rapport aux tehniques basées sur les observations ou
à la méthode NMC. Mais son oût n'est pas négligeable et n'est abordable, en partiulier dans le adre
d'une dépendane à l'éoulement, que si le nombre de membres est limité. Or, utiliser un ensemble de
61
Couhe de transition thermique rapide séparant la ouhe de mélange (eaux superielles) hauée par le
soleil, de l'oéan profond.
3.6. Spéiation des fontions de orrélation 75
petite taille génère un bruit d'éhantillonnage qu'il est néessaire de ltrer pour ne pas dégrader les
statistiques alulées.
Ce bruit d'éhantillonnage est de petite éhelle et fortement lié aux aratéristiques des orrélations
(Raynaud et al., 2008). A partir des travaux de Berre et al. (2007), Raynaud et al. (2009) proposent
un algorithme de ltrage basé sur le rapport signal à bruit des varianes. Appliquée dans le adre
d'un modèle météorologique spetral, ette tehnique est peu oûteuse à mettre en plae, puisqu'elle
tire parti de l'opérateur de transformation de l'espae physique à l'espae spetral déjà existant. Un
système d'ensemble permettant d'estimer des varianes pour une assimilation variationnelle a également
été développé en oéanographie (Daget et al., 2009).
3.6 Spéiation des fontions de orrélation
Un des problèmes prinipaux en oéanographie est la gestion de frontières omplexes, e qui rend
diile l'appliation de tehniques liées à d'autres espaes que l'espae point de grille. Or, parmi les
diérentes hypothèses diagonales dérites au paragraphe 3.4, elle de l'espae physique est la plus
irréaliste. On peut alors imaginer utiliser l'hypothèse diagonale dans un autre espae, puis, une fois
revenu dans l'espae physique, appliquer un masque représentant les diérentes tes et la bathymétrie.
Mais une telle utilisation a des eets entraînant des inohérenes physiques omme le montre la gure
3.4. Dans et exemple, on trae sur la grille du modèle la zone d'inuene (orrélation) d'une observation
lorsqu'elle est assimilée. Après avoir appliquer un masque éliminant les mailles de terre, on s'aperçoit
que ette tehnique permet à une observation située dans l'Oéan Paique près des tes du Panama
d'avoir une inuene sur une zone de la Mer des Caraïbes, e qui est physiquement inohérent.
Fig. 3.4  On assimile une observation située dans l'Oéan Paique près de la te du Panama.
Sa zone d'inuene (orrélation) est alulée sur la grille du modèle, puis un masque représentant les
mailles de terre est appliqué. L'observation étant don lissée sur la grille du modèle sans tenir ompte
des tes, on obtient ii des orrélations irréalistes qui traversent le ontinent entre l'Oéan Paique
et la Mer des Caraïbes. Ces orrélations peuvent aller jusqu'à 0, 4.
L'hypothèse diagonale étant diilement appliable, il onvient alors de trouver d'autres postulats
permettant de gérer au mieux les frontières physiques. Ii, plutt que d'émettre une hypothèse sur
la forme de la matrie de orrélations, on présume de la forme des fontions de orrélation qui la
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omposent. Ainsi, eetuer le produit de la matrie des orrélations ave un veteur hamp ζ, 'est
appliquer à e hamp un opérateur de orrélation C dont le noyau est la fontion de orrélation présumée
c(z, z′) (voir Annexe B)
C [ζ(z)] =
∫ ∞
−∞
c(z, z′)ζ(z′) dz′.
Lorsqu'une fontion de orrélation est homogène et isotrope, elle ne dépend que de la distane euli-
dienne entre les points et on peut érire c(z, z′) = c(z − z′). Un opérateur représenté par une telle
fontion est un opérateur de onvolution
C [ζ(z)] =
∫ ∞
−∞
c(z − z′)ζ(z′) dz′ = (c ∗ ζ) (z). (3.12)
Appliquer un tel opérateur, 'est don évaluer des intégrales de onvolution. Le paragraphe 3.6.1
montre omment l'utilisation de fontions à support ompat permet de réduire le oût de e alul.
Néanmoins, l'évaluation de es intégrales peut s'avérer diile et limitée à ertaines fontions de or-
rélation. C'est pourquoi on préfère souvent trouver une méthode alternative, i.e une façon d'évaluer
es intégrales sans les aluler de manière expliite. Deux méthodes alternatives sont dérites ii : le
ltre réursif (paragraphe 3.6.2) et l'équation de diusion (paragraphe 3.6.3).
On montrera également qu'il est possible d'étendre es méthodes à des fontions de orrélations
inhomogènes et anisotropes. Mais es tehniques permettent en général d'évaluer es intégrales à un
fateur prêt. Il est don néessaire de normaliser le résultat qu'elles fournissent an que les orrélations
ainsi dénies présentent bien un maximum à 1 (paragraphe 3.6.4).
3.6.1 Evaluation des intégrales de onvolution
En oéanographie omme en météorologie, il est ommunément admis que les fontions de orré-
lations impliquées s'annulent à partir d'une ertaine distane. Il semble alors naturel de s'intéresser
aux fontions à support ompat pour les onstruire de façon eae. Ainsi, l'intégrale de onvolution
donnée par l'équation (3.12) ne doit plus être évaluée sur le domaine omplet mais uniquement sur le
support de la fontion de orrélation, e qui réduit généralement le oût du alul de manière signi-
ative.
Gaspari et Cohn (1999) montrent par exemple omment obtenir une fontion de orrélation auto-
régressive homogène et isotrope (famille de Matérn ; voir hapitre 4) en auto-onvolant des fontions
exponentielles ou ertaines fontions ontinues et linéaires par moreaux. Dans e dernier as, un pa-
ramètre suplémentaire permet même d'obtenir des lobes négatifs, une aratéristique désirable pour
ertains hamps physiques (voir par exemple Julian et Thiébaux, 1975). On notera que si le support de
la fontion de base est [−l, l], le support de la fontion de orrélation issue du produit de onvolution
est [−2l, 2l].
Gneiting (2002) dérit plusieurs méthodes existant dans la littérature et propose ses propres
onstrutions. Il montre en partiulier qu'il est possible d'obtenir des fontions de la lasse expo-
nentielle à une ertaine puissane à partir de fontions puissane tronquées, et des fontions de la
famille de Matérn à partir d'un produit de diérentes fontions.
Enn, Gaspari et al. (2006) notent qu'il est possible d'obtenir des fontions inhomogènes et/ou
anisotropes en appliquant une transformation adéquate à la fontion homogène et isotrope. Un des
exemples les plus ourants sur lequel nous reviendrons au hapitre 5, onsiste à étirer ou ontrater les
oordonnées.
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3.6.2 Le ltre réursif
Par dénition (Raymond et Garder, 1991, et les référenes itées), un ltre réursif est un ltre
dont la sortie s dépend non seulement des quantités d'entrée p mais également des quantités ltrées
préédentes
sn = f (p0, p1, · · · , pK , s0, s1, · · · , sn−1) ,
tandis qu'un ltre non-réursif ne dépend que des quantités en entrée. L'ordre du ltre indique le
nombre des sorties préédentes à utiliser. Par exemple, pour un ltre de seond ordre, les quantités
ltrées sn−1 et sn−2 sont néessaires au alul de sn.
Suivant Hayden et Purser (1995), prenons un hamp salaire p sur un domaine 1D inni, auquel
on applique le ltre spatial de premier ordre suivant, an d'obtenir le hamp ltré q
qi = α qi−1 + (1− α) pi, ave 0 < α < 1,
où l'indie i représente le i-ème élément du hamp. En développant de façon répétitive l'expression
préédente, il est possible de n'exprimer un élément du hamp ltré qi qu'à partir des éléments du
hamp d'entrée p préédant ette position :
qi = α qi−1 + (1− α) pi
= α (α qi−2 + (1− α) pi−1) + (1− α) pi
= α2 (α qi−3 + (1− α) pi−2) + (1− α) (pi + α pi−1)
.
.
.
= (1− α) (pi + αpi−1 + · · ·+ αj pi−j + · · · )
=
∞∑
j=0
(1− α)αj pi−j. (3.13)
Or, la dénition d'un produit de onvolution dans un domaine disret entre un noyau E et un hamp
p s'érit pour la i-ème omposante
(E ∗ p)i =
∑
j
Ejpi−j.
L'appliation du ltre réursif dérite par l'équation (3.13) onstitue don le produit de onvolution
q = E+ ∗ p, ave E+j =
{
(1− α)αj , j ≥ 0
0, j < 0
.
Mais l'appliation unidiretionnelle de e ltre orrespond à une formulation qui introduit un
déphasage dans la solution (Raymond et Garder, 1991). Pour palier e problème, on dénit alors un
ltre adjoint, qui, appliqué dans la diretion opposée au hamp q préédent, permet de symétriser le
ltre total, et d'obtenir une solution s qui n'est plus déphasée. Comme pour l'équation (3.13), on peut
érire
si = α si+1 + (1− α) qi
= α (α si+2 + (1− α) qi+1) + (1− α) qi
.
.
.
= (1− α) (qi + α qi+1 + · · · + αj qi+j + · · · )
=
∞∑
j=0
(1− α)αj qi+j
=
−∞∑
j=0
(1− α)α−j qi−j.
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que l'on peut, de la même manière que préédemment assoier au produit de onvolution
s = E− ∗ q, ave E−j = E+−j =
{
0, j > 0
(1 − α)α−j , j ≤ 0 .
Au nal, le ltre réursif symétrique est onstitué de deux passes de diretions opposées
qi = α qi−1 + (1− α) pi, i = 1, · · · , n
si = αsi+1 + (1− α) qi, i = n, · · · , 1 ,
où p est le hamp à ltrer, s le hamp ltré, et q un hamp intermédiaire. Il est équivalent au produit
de onvolution
s = E− ∗ q = E− ∗ (E+ ∗ p) = (E− ∗E+) ∗ p = F ∗ p.
Lorsque le ltre réursif symétrique n'est appliqué qu'une seule fois, le noyau F est équivalent à une
fontion exponentielle (Loren, 1992). Lorsqu'il est appliqué M fois, le noyau est représenté par M
produits de onvolution de F ave lui-même, et orrespond alors à une fontion autorégressive d'ordre
M (voir hapitre 4). Hayden et Purser (1995) notent qu'il est possible de montrer que plusM est grand
et plus le noyau se rapprohe de la forme d'une fontion gaussienne. Purser et al. (2003a) indiquent
qu'une meilleure approximation de la gaussienne est obtenue ave une seule appliation d'un ltre
réursif symétrique d'ordre plus élevé.
Le oeient α doit être ajusté pour représenter l'éhelle de orrélation que l'on souhaite obtenir.
Et pour être plus réaliste, Purser et al. (2003b) montrent qu'il est possible de prendre en ompte des
éhelles variant géographiquement. De plus, ils soulignent qu'en exploitant une métrique (tenseur), le
ltre réursif symétrique peut être appliqué à des grilles irrégulières.
Un point déliat de ette méthode onerne la gestion des frontières. En eet, les oeients permet-
tant de traiter es onditions limites sont diérents pour haque appliation et leur alul se omplexie
à haque nouvelle passe (Purser et al., 2003a). Dans une expériene sur la Méditerrannée, Dobrii et
Pinardi (2008) propose d'ajouter des points d'oéan tifs à toutes les tes. Lors de l'appliation du
ltre, le traitement des frontières est alors reporté sur es points tifs qu'il sut de retirer après le
ltrage. Le même prinipe est utilisé par Liu et al. (2009) dans un modèle tier.
Le ltre réursif à une dimension peut être généralisé à plusieurs dimensions en l'appliquant sur
haque axe (Wu et al., 2002; Purser et al., 2003a). Néanmoins, des eets parasites apparaissent lorsque
le nombre d'appliation et l'ordre du ltre sont faibles. De plus, en séparant les axes, il n'est pas pos-
sible de modéliser des fontions de orrélation réellement anisotropes, i.e. dont les déformations suivent
un axe diérent de la base. Pour y remédier, Purser et al. (2003b) (voir également Derber et al., 2004)
proposent de mettre en plae des triades (2D) ou des hexades (3D) permettant de dénir et d'utiliser
des tenseurs en haque point de grille. Le ltre réursif symétrique peut également être étendu à la
sphère, mais dans e as des singularités apparaissent au niveau des ples qui doivent être traitées de
manière adéquate. Enn, on notera que le ltre réursif symétrique étant onstruit à partir d'un ltre
diret et d'un ltre adjoint, il est don possible d'en formuler l'opérateur sous une forme fatorisée
en raines arrées.
Raymond et Garder (1991) montrent que ltre réursif et ltre impliite (tel queCs = p, aveC une
matrie inversible, p le hamp à ltrer et s le hamp ltré) sont équivalents bien que de formulations
diérentes. Dans le paragraphe suivant, l'équation de diusion est brièvement dérite omme une
seonde alternative à l'évaluation des intégrales de onvolution. Sa résolution par une fatorisation de
Cholesky pour le shéma impliite 1D, et don son équivalene ave le ltre réursif, est donnée au
hapitre 4. On indique également dans e même hapitre, omment ette méthode permet de gérer
les frontières de manière plus simple qu'ave le ltre réursif et la relation direte qui existe entre le
oeient de diusion et l'éhelle de orrélation. Au hapitre 5, l'opérateur 1D est étendu à plusieurs
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dimensions de la même manière que pour le ltre réursif et s'avère soumis aux mêmes ontraintes et
diultés.
3.6.3 L'équation de diusion
Pour modéliser l'ation des ovarianes horizontales de l'erreur d'ébauhe sur un hamp salaire,
Derber et Rosati (1989) proposent d'appliquer itérativement un ltre lisseur onstitué d'un opérateur
Laplaien. Egbert et al. (1994) dérivent une variante proheen s'aperevant que la solution d'une
équation de diusion est en fait, à un fateur 1/λ prêt, le produit de onvolution d'une fontion de
orrélation gaussienne ave la ondition initiale. En eet, si on prend l'équation de diusion 1D
∂η
∂t
− κ∂
2η
∂z2
= 0,
où η = η(z, t) est un hamp salaire et κ un oeient de diusion, sa solution dans un domaine inni
est donnée par (voir le détail au paragraphe 4.3.1)
η(z, t) =
1√
4πκt
∫ ∞
−∞
e−(z−z
′)2/4κt η0(z
′) dz′ =
1
λ
(g ∗ η0) (z). (3.14)
Ainsi, la résolution de l'équation de diusion et sa normalisation par le fateur λ représente un opérateur
de orrélation dont le noyau est donné à t xé par
g(r) = e−r
2/4κt,
où r = |z− z′|. Ii, t est un paramètre (pseudo-temps) qui permet, ave le oeient de diusion, de
déterminer l'éhelle de orrélation de la gaussienne L =
√
2κt.
Weaver et Courtier (2001) généralisent la méthode et l'appliquent par un shéma expliite (Euler)
sur une grille irrégulière, pour modéliser des fontions de orrélation en dimension 2 (sur la sphère) ou
3. L'opérateur est aessible sous une forme fatorisée, la raine arrée résultant d'une intégration sur
la moitié du pseudo-temps. Ils montrent également que les frontières sont aisément prises en ompte
en appliquant des onditions limites de Neumann (dérivées nulles sur les bords) lors de la résolution
du shéma. De plus, en dénissant un oeient de diusion omme une fontion des oordonnées spa-
tiales (équation de diusion inhomogène), il est possible de faire varier géographiquement les éhelles
de orrélation. Enn, ils illustrent la possibilité de modéliser des fontions de orrélation anisotropes
sur deux exemples. Le premier provient d'un simple étirement des oordonnées, tandis que l'autre est
basé sur une rotation des oordonnées (géopotentielles vers isopynales par exemple).
Cependant, la résolution de l'équation de diusion par un shéma expliite ne permet de modéliser
que des fontions de orrélation gaussiennes. Pour élargir les possibilités, Weaver et Courtier (2001)
onsidèrent l'équation de diusion généralisée
∂η
∂t
+
P∑
p=1
κp
(−∇2)p η = 0,
où les oeients κp sont positifs ou nuls. Cette formulation permet de représenter des fontions ave
osillations, aratéristique intéressante pour ertains hamps. Mais l'ajout de Laplaiens d'ordre plus
élevé, outre le oût plus élevé, se traduit au niveau spetral par une pente plus abrupte aux grands
nombres d'onde, aratéristique moins désirable pour des hamps géophysiques.
La modélisation des orrélations par une méthode expliite a été implémentée ave suès dans
diérents modèles oéanographiques en global (Mogensen et al., 2009) ou en régional (Weaver et al.,
2003; Di Lorenzo et al., 2007; Powell et al., 2008) ainsi qu'en himie atmosphérique (Elbern et al.,
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2010). Cependant, le nombre d'itérations est soumis à un ritère de stabilité qui peut rendre l'algo-
rithme oûteux pour des modèles à haute résolution ou lorsque les éhelles de orrélation sont grandes.
Weaver et Rii (2004) suggèrent alors d'utiliser un shéma impliite. Inonditionnellement stable, il
est ependant plus diile à mettre en ÷uvre puisqu'il néessite la résolution d'un système linéaire à
haque pas de temps. La dénition d'un algorithme eae pour e shéma impliite est le sujet de
ette thèse. Dans le hapitre 4, la formulation expliite en dimension 1 est détaillée avant d'examiner
les aspets théoriques se rattahant à elle de l'impliite. Une extension en dimensions 2 et 3 est ensuite
proposée au hapitre 5.
3.6.4 La normalisation
L'utilisation de méthodes alternatives telles que le ltre réursif symétrique ou l'équation de dif-
fusion permettent d'évaluer les intégrales de onvolution à un fateur prêt. Pour orrespondre à des
opérateurs de orrélation et non de ovariane, il est don néessaire de les normaliser. Lorsque les fon-
tions de orrélation à modéliser sont homogènes et isotropes, ette normalisation est simple à aluler
loin des frontières. Dans le as de l'équation de diusion 1D par exemple, l'équation (3.14) permet de
déduire le fateur de normalisation
λ =
√
4πκt =
√
2π L, (3.15)
où L est l'éhelle de orrélation. Néanmoins, lorsque ette éhelle varie en fontion de sa position géo-
graphique, et/ou lorsque l'on s'approhe des frontières, e fateur n'est plus utilisable. Des algorithmes
plus omplexes tels que la méthode exate ou la méthode par veteurs aléatoires doivent alors être
envisagés et sont dérit i-après. Ces méthodes permettent de déterminer, non plus un fateur, mais
une matrie diagonale des fateurs de normalisation Λ = diag(· · ·Λ−1i · · · ). Pour respeter la symétrie
de l'opérateur de orrélation C, la normalisation est appliquée de la façon suivante :
C = Λ1/2F1/2
(
F1/2
)T
Λ1/2,
ave F1/2
(
F1/2
)T
l'évaluation de l'intégrale de onvolution par appliation du ltre réursif symétrique
ou de l'équation de diusion.
La méthode dite exate onsiste à évaluer la fontion de Green (ou réponse impulsionnelle) de
l'opérateur en un point de grille, i.e. à appliquer l'opérateur sur une fontion de Dira en e point
(toutes les valeurs du hamp salaire ei sont mises à 0 exeptée pour le point de grille traité où elle est
initialisée à 1). La solution en e point orrespond au maximum (variane) de l'opérateur de ovariane.
Pour transformer e dernier en opérateur de orrélation, il sut don de multiplier la solution par Λ−1ii ,
l'inverse de ette variane, où
Λ−1i = e
T
i F
1/2
(
F1/2
)T
ei.
Méthode de normalisation exate
 Pour i = 1 à N , le nombre de points de grille
 ei = (0 · · · 0 1︸︷︷︸
i-ème
0 · · · 0)T
 si =
(
F1/2
)T
ei
 Λ−1i = s
T
i si
 Point de grille suivant
En déterminant de ette manière les varianes de haun des points de la grille du modèle, on obtient
en les inversant la matrie diagonale des fateurs de normalisation à appliquer. Cette méthode garantit
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que le maximum de la fontion de orrélation modélisée est à 1. Néanmoins, suivant le nombre de
points de grille et le oût de l'opérateur lui-même, ette méthode peut être extrêmement oûteuse.
Pour réduire le oût élevé de la méthode exate, la méthode par veteur aléatoire proède du même
prinipe mais s'applique à un veteur aléatoire plutt qu'à un point de grille partiulier (voir Weaver
et Courtier, 2001, et les référenes itées). Le veteur aléatoire v utilisé est déni de telle manière que
sa moyenne soit nulle (E[v] = 0) et que sa matrie de ovariane soit l'identité (E
[
vvT
]
= I). Lorsque
l'opérateur est appliqué à un nombre P susant de es veteurs, la moyenne de l'ensemble onverge
vers le résultat de la méthode exate.
Méthode de normalisation par veteur aléatoire
 Pour k = 1 à P , le nombre de membre
 Initialisation du veteur aléatoire vk
 wk = F
1/2vk
 Membre suivant
 diag
(
Λ−1
) ≈ diag ( 1P−1∑Pk=1E [wkwTk ])
On a en eet
E
[
wkw
T
k
]
= F1/2E
[
vvT
] (
F1/2
)T
= F1/2
(
F1/2
)T
.
Le oût de la méthode est donné par le nombre de membres multiplié par le oût de l'appliation de
F1/2. En supposant qu'il soit possible de générer une erreur réellement aléatoire, l'erreur d'approxima-
tion sur les oeients de normalisation peut être évaluée à 1/
√
2P , soit par exemple 10% pour P = 50
membres. Mais en pratique, il n'est jamais possible de générer des nombres purement aléatoires, et pour
une même erreur, l'approximation néessite davantage de membres. Et si le oût de l'appliation de
F1/2 est important, la méthode peut s'avérer onéreuse.
Dans le hapitre 4, on montre que es méthodes, outre leur oût potentiel, ne sont pas sans présenter
quelques défauts, en partiulier une déformation de l'éhelle de orrélation près des frontières. Une
généralisation intuitive (hors frontière) de l'équation (3.15) onsiste à tenir diretement ompte de la
variation de l'éhelle de orrélation dans l'expression préédente (Pannekouke et Massart, 2008, dans
le as d'une fontion gaussienne dans IR
2
) :
λ˜(z) ≈
√
4πκ(z)t =
√
2π L(z).
Si ette formulation permet de réduire le oût de la normalisation à elui d'un simple alul analytique,
l'approximation se détériore lorsque ette variation est rapide. On peut alors utiliser la méthode pro-
posée par Purser et al. (2003b) dans le adre du ltre réursif, et qui onsiste ii à ltrer le oeient
de diusion κ(z) utilisé dans la formulation par la raine arré de l'opérateur de diusion (voir la
justiation en Annexe E)
λ¯(z) ≈
√
4πκ(z)t =
√
2π(L(z))2, ave κ(z) = F1/2κ(z).
Ces diérentes méthodes sont omparées au hapitre 4.
Le alul de la normalisation est un point important lorsque l'on hoisit d'utiliser le ltre réursif
ou l'équation de diusion pour modéliser les fontions de orrélation. En partiulier, envisager que es
dernières dépendent de l'éoulement néessite de realuler ette normalisation à haque yle. Cela
ne peut se onevoir que si e alul déoule d'un algorithme eae.
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Chapitre 4
Opérateur de diusion impliite 1D
L'estimation ou la modélisation de la matrie des ovarianes d'erreur d'ébauhe est une tâhe
ruiale pour l'assimilation de données variationnelle. Le hapitre 3 en a dérit les diérentes méthodes
qui existent pour e faire, et en partiulier l'utilisation de l'équation de diusion omme méthode per-
mettant d'évaluer eaement les intégrales de onvolution requises par un opérateur de ovariane.
Cette tehnique, ombinée à une proédure de normalisation, a été appliquée ave suès pour modé-
liser les orrélations spatiales univariées de la matrie B. Néanmoins, résolue numériquement par une
disrétisation temporelle expliite, elle peut s'avérer oûteuse en raison du ritère de stabilité qui lui est
assoié. L'utilisation d'un tel shéma rend diile son appliation dans des modèles à haute résolution
et restreint la dénition des éhelles de orrélation à des ontraintes plus numériques que physiques ou
statistiques. Une première partie de ette thèse onsiste don à explorer en dimension 1, les possibilités
oertes par un shéma impliite pour surmonter es diultés. On notera bien que ette étude n'est
pas liée à l'erreur d'ébauhe en partiulier, et que la tehnique exposée ii peut également s'appliquer
aux erreurs d'observation ou du modèle, qu'il s'agisse d'une struture spatiale ou temporelle. Dans e
hapitre, un bref résumé de ette étude est d'abord proposé en français. Les détails sont ensuite donnés
en anglais sous la forme d'une publiation (Mirouze et Weaver, 2010) parue au Quaterly Journal of the
Royal Meteorologial Soiety.
Résumé en français
Lorsqu'elle est disrétisée en temps suivant un shéma impliite (Euler), pour une intégration entre
tm−1 et tm, l'équation de diusion 1D
∂η
∂t
− κ∂
2η
∂z2
= 0, (4.1)
ave κ le oeient de diusion et η = η(z, t) un hamp salaire quelonque, onduit à l'inverse de
l'opérateur de diusion impliite L−1i
η(z, tm−1) =
[
1− κ∆t ∂
2
∂z2
]
η(z, tm) ≡ L−1i [η(z, tm)] . (4.2)
En intégrant l'équation de diusion (4.1) sur le pseudo-temps [0, T ], on obtient
η(z, 0) =
[
1− κ∆t ∂
2
∂z2
]M
η(z, T ),
où ∆t est le pas de temps et M le nombre d'itérations tel que T = M∆t. Ainsi, le hamp η(z, T ) est
le résultat de M appliations de l'opérateur impliite Li sur la ondition initiale η(z, 0) :
η(z, T ) ≡ LMi [η(z, 0)] . (4.3)
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En normalisant l'équation (4.3) par le fateur
λM = νM L, ave νM =
22M−1[(M − 1)!]2
(2M − 2)! , (4.4)
on obtient l'opérateur de orrélation
FM [η(z, 0)] = λMLMi [η(z, 0)] , (4.5)
dont le noyau est déni par la fontion autorégressive (AR) d'ordre M
fM (r) =
M−1∑
j=0
βj
( r
L
)j
e−
r
L ,
que l'on érit souvent sous la forme
fM (r) =
1 +M−1∑
j=1
βj
( r
L
)j e− rL , (4.6)
lorsque M > 1. r = |z − z′| est la distane de orrélation, L = √κ∆t le paramètre d'éhelle et βj un
oeient tel que
βj =
2j(M − 1)! (2M − j − 2)!
j! (M − j − 1)! (2M − 2)! .
Les fontions AR sont un as partiulier de la famille de Matérn (voir Stein, 1999; Guttorp et Gneiting,
2006, ainsi que les paragraphes 4.3.3 et 4.A) et orrespondent aux fontions d'autoorrélation des
proessus de Markov ou proessus autorégressifs d'où elles tirent leur nom (Gelb, 1974; Priestley, 1981;
Gneiting, 1999). Si l'éhelle de orrélation LAR de la fontion (4.6) est déterminée pour M > 1 suivant
Daley (1991) par
LAR =
√
− fM(r)
d2fM (r)/dr2
∣∣∣∣
r=0
,
le paramètre d'éhelle L est alors donné par la relation
LAR =
√
2M − 3 L.
Pour LAR xé, l'opérateur de orrélation impliite déni par l'équation (4.5) tend, lorsqueM est grand,
vers l'opérateur de orrélation expliite, tant au niveau du noyau de ovariane (lorsque M est grand,
la fontion AR tend vers la fontion gaussienne, voir Stein, 1999, p. 33) que de la normalisation utilisée
(λ∞ →
√
2π LAR).
La lasse de fontions de orrélation modélisées par l'équation de diusion impliite peut être
élargie en utilisant une ombinaison linéaire de fontions AR, telle que
fLC(r) =
1
γ
P∑
p=1
γpfMp(r),
où Mp est l'ordre de la p-iéme fontion et γp son poids. Le fateur 1/γ, ave γ =
∑P
p=1 γp, permet
de maintenir le maximum à 1. Il est alors possible de prendre en ompte diérentes soures d'erreur
(Martin et al, 2007), où même de réer des lobes négatifs, aratéristique utile pour ertains hamps
géophysiques. L'opérateur de orrélation est alors donné par :
FLC = 1
γ
P∑
p=1
γpλMpLMi,Mp .
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Dans un ontexte réaliste, les éhelles de orrélation ne sont ependant pas onstantes, mais varient
en fontion de leur position géographique. Pour prendre en ompte es variations, on utilise l'équation
de diusion inhomogène
∂η
∂t
(z, t) − ∂
∂z
(
κ(z)
∂
∂z
)
η(z, t) = 0, (4.7)
où κ(z) représente un oeient de diusion variant en fontion de z tel que L(z) =
√
κ(z)∆t.
L'opérateur de orrélation de l'équation (4.5) est modié de la façon suivante
FM [η(z, 0)] =
√
λM (z) LMi
[√
λM (z) η(z, 0)
]
,
où λM (z), le fateur de normalisation à appliquer en fontion de z, est divisé en raines arrées pour
préserver la symétrie. Lorsque es variations ne sont pas trop rapides, une bonne approximation du
oeient de normalisation est donnée par
λM (z) ≈ νML(z) ≡ λ˜M (z), (4.8)
où νM est déni par l'équation (4.4). La méthode de Purser et al. (2003b) (voir Annexe E) semble même
donner de meilleurs résultats lorsque es variations deviennent plus importantes. Quant au noyau de
orrélation, on peut le supposer modié omme suit :
fM(z, z
′) =
√
L(z)
√
L(z′)√
L2(z, z′)
1 +M−1∑
j=1
βj
 |z − z′|√
L2(z, z′)
j exp
 −|z − z′|√
L2(z, z′)
, (4.9)
où L2(z, z′) représente la moyenne des éhelles en z et z′.
D'un point de vue pratique, le système à résoudre à haque itération, est donné par Wηm−1 =
WAηm, où A est la forme matriielle (disrétisation spatiale) de l'opérateur L−1i donné par l'équa-
tion (4.2). W la matrie diagonale de la métrique de la grille, permet de symétriser la formulation
(ontrairement à A, la matrie WA est symétrique et dénie positive puisque à diagonale stritement
dominante). Ce système peut don être résolu grâe, par exemple, à la déomposition de Cholesky
WA = GGT, ave G une matrie triangulaire inférieure.
Ainsi, la formulation impliite permet de résoudre le même type de problèmes que la formulation
expliite, mais à moindre oût puisqu'elle n'est assujettie à auun ritère de stabilité. En libérant le
nombre d'itérationsM de toute ontrainte, elle permet non seulement de modéliser une plus large lasse
de fontions de orrélation que la simple fontion gaussienne, mais surtout d'augmenter la résolution
du problème et les éhelles de orrélation sans suroût. On reviendra sur es points dans le adre du
système d'assimilation variationnelle NEMOVAR au hapitre 5.2.
Néanmoins, les approximations données par les équations (4.8) et (4.9) ne sont plus valides lorsque
l'éhelle de orrélation varie trop rapidement ou à l'approhe des frontières. En eet, la représentation
de l'équation (4.7) par un shéma aux diérenes nies entré permet de prendre failement en ompte
les frontières, que les onditions s'y appliquant soient de Neumann ou de Dirihlet. Mais es onditions
ont une réperussion sur la forme du noyau de orrélation. C'est pour palier es problèmes que l'on
utilise généralement un algorithme de normalisation (tel que la méthode exate ou la méthode par
veteur aléatoire, voir paragraphe 3.6.4) plutt que l'approximation λ˜M donnée par l'équation (4.8).
Néanmoins, ela est au prix d'un oût supplémentaire, et n'est pas sans eet sur l'éhelle de orrélation
près des frontières. Lorsque les paramètres ne varient pas dans le temps, la proédure de normalisation
peut être eetuée au préalable et stokée dans un hier. Néanmoins, une façon d'introduire une
dépendane à l'éoulement onsiste par exemple à réestimer les éhelles de orrélation. Dans e as, la
proédure de normalisation doit être appliquée haque fois que es paramètres sont modiés. Pouvoir
utiliser l'approximation dénie par l'équation (4.8) s'avère alors attratif. Pour e faire, il est tout
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d'abord essentiel de gérer les frontières de manière transparente an que es dernières n'aient plus
d'inuene sur la fontion modélisée. En étudiant l'équation de diusion à oeient onstant (4.1)
par la méthode de séparation des variables, la fontion de Green (ou réponse impulsionnelle, i.e. la
réponse à une fontion de Dira en z0) pour des onditions aux frontières de Neumann, est donnée par
ηN (z, t)=
1
2l
+
∞∑
n=1
1
l
e−(
npi
l )
2
κt cos
(nπ
l
(z−z0)
)
+
1
2l
+
∞∑
n=1
1
l
e−(
npi
l )
2
κt cos
(nπ
l
(z+z0)
)
. (4.10)
Lorsque les onditions aux frontières de Dirihlet sont utilisées, la solution devient
ηD(z, t)=
1
2l
+
∞∑
n=1
1
l
e−(
npi
l )
2
κt cos
(nπ
l
(z−z0)
)
− 1
2l
−
∞∑
n=1
1
l
e−(
npi
l )
2
κt cos
(nπ
l
(z+z0)
)
. (4.11)
Or, en onsidérant le développement d'une fontion gaussienne en série de Fourier, on s'aperçoit que
la solution (4.10) est en fait la somme d'une fontion gaussienne entrée en z0 et de la même fontion
gaussienne entrée en −z0. De même, la solution (4.11) est la diérene entre les deux fontions
gaussiennes pré-itées. La orruption du noyau de ovariane près des frontières est don lié à la fontion
entrée en −z0. Pour s'en aranhir, on déni don l'opérateur de diusion omme la moyenne de deux
problèmes de diusion, l'un ave des onditions aux frontières de Neumann (LN), et l'autre ave des
onditions aux frontières de Dirihlet (LD) :
LM = 1
2
(LMN + LMD ) .
Si ette formulation permet de simuler des frontières transparentes, elle est au prix de l'appliation
d'une équation de diusion supplémentaire. Cette méthode sera appliquée au hapitre 5.4 dans le adre
du système NEMOVAR.
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Representation of orrelation funtions in variational assi-
milation using an impliit diusion operator
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Abstrat : Correlation models are required in data assimilation to haraterize the error strutures
of variables dened on a numerial grid. Previous studies have shown that the diusion equation
an provide a exible and omputationally eient framework for representing grid-point orrelation
funtions for problems of large dimension suh as those enountered in atmospheri or oean variational
data assimilation. In this paper, an impliit formulation of the diusion-based orrelation model is
presented as an alternative to the traditional expliit formulation. The impliit formulation is analyzed
in detail for the one-dimensional (1D) problem and shown to be losely related to the rst-order
reursive lter. Integrating a 1D impliit diusion equation, with onstant oeient, over M steps is
shown to be equivalent to onvolving the initial ondition with an M -th order auto-regressive (AR)
funtion. Expressions for both the length sale of the AR funtion and the normalization fator required
to generate unit-amplitude (orrelation) funtions are given in terms ofM and the diusion oeient.
For a xed length sale, the Gaussian funtion, whih is the only funtion that an be represented using
an expliit formulation of the onstant-oeient diusion equation, is the limiting ase as M →∞ of
the AR funtions generated by the impliit diusion equation. Generalizations of the diusion model
are disussed to allow for dierent shapes in the orrelation funtion and spatial variations in the length
sale. An important onsequene of employing spatially varying length sales is that the normalization
fators are no longer onstant. Approximate expressions for the normalization fators are evaluated
in terms of their eetiveness to provide viable alternatives to estimates produed using expensive
algorithms suh as randomization. Boundary onditions an distort the orrelation funtions near the
boundaries and signiantly degrade the auray of the analytial expressions for the normalization
fators. These problems an be avoided through a straightforward extension of the diusion model that
makes the boundaries eetively transparent, although the solution omes at the expense of an extra
appliation of the diusion equation. Extensions of the method to onstrut two- and three-dimensional
orrelation models are disussed.
4.1 Introdution
Variational methods are widely used in meteorology and oeanography to ombine observations
and a model bakground state into a more aurate estimate of the atmospheri or oeani state (Ben-
nett, 2002; Rabier, 2005). In variational data assimilation, a ost funtion based on the square of a
weighted L2 norm is used to quantify the t of the model to the assimilated information (observations
and bakground state). The inverse of an estimate of the error ovariane matrix of this information
denes the weighting matrix of the L2 norm. The minimum of the square of the L2 norm orresponds
to the onditional mode estimate of the state under the assumption that the information errors have
a Gaussian distribution (Cohn, 1997).
The quality of the optimal estimate is largely determined by the quality of the estimate of the error
ovariane matrix of the assimilated information. Under the reasonable assumption that the observa-
tions are unorrelated with the bakground state, the ost funtion an be split into the sum of two
terms : an observation term measuring the t to the observations, and a bakground term measuring
the t to the bakground state. The inverse of the error ovariane matrix of the observations and
that of the bakground state dene the respetive weighting matrix for eah term. In weak-onstraint
formulations of four-dimensional variational assimilation, a third term is inluded to measure the de-
gree to whih the time-evolving model state should satisfy the prognosti model equations (Bennett,
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2002; Trémolet, 2007b). The weighting matrix for this term is given by the inverse of an estimate of
the so-alled model-error ovariane matrix.
For high dimensional problems suh as those enountered in atmospheri and oean data assi-
milation, the pratial proedure for minimizing the ost funtion is iterative. In the widely-used
inremental formulation of variational assimilation (Courtier et al., 1994), an approximate solution of
the underlying nonlinear (nonquadrati) minimization problem is obtained by solving a sequene of
linearized (quadrati) minimization problems. Eah quadrati problem an be solved eiently using
a onjugate gradient or Lanzos algorithm (Golub et van Loan, 1996). An important feature of the
iterative approah to solving the variational assimilation problem is that the error ovariane matries,
or the inverse of these matries, never need to be known expliitly. On a given iteration of the mi-
nimization algorithm, only the result of the produt of the ovariane matrix (or its inverse) with a
vetor is required. This an be ahieved using an operator-based ovariane model. Given the size of
the matries involved (on the order of 10121013 elements), this feature onstitutes a major algorith-
mi advantage over alternative assimilation methods suh as the Kalman lter that require an expliit
representation of the ovariane matries. Apart from the restritive ase of unorrelated errors, whih
may be justied for ertain observation errors but is totally unrealisti for desribing bakground or
model errors, expliit representations of ovariane matries an only be ahieved by approximating
the full matrix by a low-rank matrix.
In pratial appliations, the true ovarianes of bakground, observation and model error are ne-
ver known to great auray sine there is insuient information to ompute them. Tehniques for
representing the ovarianes tend to be based on a mixture of physial insight, statistial alibration
and omputational expedieny. For bakground errors, useful ovariane information an be extrated
from an adequately perturbed ensemble data assimilation system (Buehner, 2005; Berre et al., 2006;
Daget et al., 2009). In variational assimilation, the hallenge is then how to synthesize this information
eetively in a ovariane model that an be applied eiently on eah iteration of the minimization
algorithm. Ideally, the ovariane model should be designed to apture robust features in the available
ovariane estimates, suh as multivariate relationships, geographial and wavenumber dependenies
of the varianes and orrelation length sales, and anisotropi variations whih often our near regions
of pronouned density or topographi gradients. Bannister (2008a,b) provides a omprehensive review
of methods for representing bakground-error ovarianes in atmospheri variational assimilation.
Multivariate relationships between variables give rise to a ross-variable omponent in the ova-
rianes. In variational assimilation, it is ommon to speify the multivariate omponent of the ova-
rianes through a balane operator that aptures known physial or statistial relationships between
model variables (Derber et Bouttier, 1999; Weaver et al., 2005). The inverse of the balane operator an
be interpreted as a transformation to a new set of variables whose ross-variable ovarianes are muh
weaker than those of the original set of variables. The ross-ovarianes of the transformed variables
are usually onsidered suiently small that they an be negleted. By doing so, the full multivariate
ovariane matrix an be deomposed into a sum of simpler univariate ovariane matries ating on
eah of the transformed variables. Eah univariate ovariane matrix an in turn be fatored into a
symmetri produt of a orrelation matrix and a diagonal matrix of standard deviations. The remaining
hallenge is how to represent adequately and evaluate eiently the produt of a generally full-rank,
non-diagonal orrelation matrix with an arbitrary vetor.
The ontinuous analogue of a orrelation matrixvetor produt is an integral operator whose ker-
nel is a symmetri and positive denite orrelation funtion. When evaluated at disrete points, the
orrelation funtion denes a (full-rank) orrelation matrix although this denition is of limited pra-
tial interest for large matrix problems. The evaluation of integral orrelation operators, espeially
those assoiated with bakground- or model-error orrelations, are among the most ostly steps in the
variational assimilation algorithm.
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Several methods have been developed in meteorology and oeanography for representing univa-
riate orrelation operators (Bannister, 2008b). Methods based on spetral or wavelet transforms have
been developed extensively for atmospheri data assimilation (Dekmyn et Berre, 2005; Bannister,
2007; Pannekouke et al., 2007). Correlation operators based on physial-spae models have also been
developed. Physial-spae formulations are more onvenient than spetral or wavelet formulations in
omplex-boundary domains suh as those enountered in oean data assimilation. Gaspari et Cohn
(1999) and Gneiting (2002) derive families of parameterized homogeneous and isotropi orrelation
funtions with the important property of ompat support so that they an be integrated eiently in
grid-point spae. Gaspari et al. (2006) desribe extensions to these funtions to aount for spatially
varying length sales. Correlation integrals an also be represented eiently using grid-point lters.
The reursive lter (Purser et al., 2003a,b, hereafter P03a and P03b) and the diusion equation (Wea-
ver et Courtier, 2001, hereafter WC01) fall into this lass of orrelation model.
This paper desribes reent developments to the diusion approah to orrelation modelling whih
build on the results of WC01. The fous is on the one-dimensional (1D) diusion problem whih is
analyzed in detail for the speial ase of an impliit time-stepping sheme. New insight is given into
the problem of determining the normalization fators required to generate orrelation funtions with
orret (unit) amplitude and to the related problem of speifying appropriate onditions at solid boun-
daries. 1D orrelation operators are needed for modelling temporal orrelations of model error (Bennett
et al., 1996, 1997, 1998; Ngodok, 2005; Trémolet, 2006). Furthermore, 1D orrelation operators an be
used as the basis for onstruting two-dimensional (2D) and three-dimensional (3D) spatial orrelation
operators (Wu et al., 2002; Chua et Bennett, 2001; Martin et al., 2007; Dobrii et Pinardi, 2008,
P03a,b). The results from this paper are therefore relevant for appliations in higher dimensions.
The struture of the paper is as follows. Setion 4.2 provides a review of key properties from
ovariane and orrelation theory whih are neessary for understanding the developments in the rest
of the paper. The relationship between the lass of auto-regressive (AR) orrelation operators and the
diusion equation is established in Setion 4.3 by exploiting results in Appendix 4.A that relate AR
funtions to the muh larger lass of orrelation funtions known as the Matérn family. Setion 4.4
desribes generalizations of the diusion algorithm to aount for spatially varying length sales and
boundary onditions. An important modiation of the orrelation model is proposed in the presene
of boundaries, following a areful analysis of the solution of the diusion equation subjet to dierent
boundary onditions. The mathematial details are given in Appendix 4.B. Numerial aspets of the
algorithm inluding its relationship with the rst-order reursive lter are presented in Setion 4.5. A
summary and disussion are given in Setion 4.6.
4.2 Bakground theory
Before disussing the relationship between orrelation operators and the diusion equation, it
is helpful to review some basi denitions and properties of ovariane (orrelation) funtions and
ovariane (orrelation) operators. For the purpose of this study, we fous on ovariane (orrelation)
theory related to the one-dimensional Eulidean spae IR. A more omprehensive review that inludes
extensions of the theory to higher dimensions and to the sphere an be found in Gaspari et Cohn
(1999).
4.2.1 Covariane funtions and ovariane operators
The ovariane funtion b(z, z′) of a random eld X is the statistial relationship between random
variables X(z) and X(z′) at arbitrary points z and z′ in IR dened by
b(z, z′) = E
[
(X(z) − E[X(z)])(X(z′)− E[X(z′])] (4.12)
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where E[ · ] denotes mathematial expetation of the random variable X(z). In estimation theory
(Cohn, 1997), X(z) an be interpreted as the dierene between the bakground value of a model va-
riable and the true value of that variable at a partiular point z. From Equation (4.12), the ovariane
funtion is learly symmetri, b(z, z′) = b(z′, z).
Let L2(IR) denote the spae of square integrable funtions on IR. The ovariane operator B asso-
iated with b(z, z′) ∈ L2(IR × IR) is the integral operator mapping the funtions ψ(z) ∈ L2(IR) into
ϕ(z) ∈ L2(IR) :
ϕ(z) = B[ψ(z)] ≡
∫ ∞
−∞
b(z, z′)ψ(z′) dz′. (4.13)
The ovariane operator B is symmetri and positive semi-denite ; i.e., for (assumed real-valued)
funtions ψ1 and ψ2 in L
2(IR),
〈ψ1(z), B[ψ2(z)]〉 = 〈B[ψ1(z)], ψ2(z)〉, (4.14)
and 〈ψ1(z), B[ψ1(z)]〉 ≥ 0, (4.15)
where the inner produt 〈·, ·〉 is given by
〈ψ(z), ϕ(z)〉 =
∫ ∞
−∞
ψ(z)ϕ(z) dz.
Property (4.14) follows diretly from the symmetry of the kernel b(z, z′), while property (4.15) follows
from the linearity of the expetation operator (Gaspari et Cohn, 1999, p. 728). Integral equations of
the form (4.13) must be evaluated numerially in data assimilation algorithms when multipliation of
a vetor by the bakground-error ovariane matrix is required. These omputations are among the
most ostly in the assimilation algorithm.
The inverse of the ovariane operator (4.13), B−1, is dened as the integral operator
ψ(z) = B−1[ϕ(z)] ≡
∫ ∞
−∞
b−1(z, z′)ϕ(z′) dz′ (4.16)
where the kernel b−1(z, z′) ∈ L2(IR × IR) denotes the inverse of the ovariane funtion. Substituting
Equation (4.16) in (4.13) gives the formal relation∫ ∞
−∞
b(z, z′) b−1(z′, z′′) dz′ = δ(z−z′′) (4.17)
where δ(z) is the Dira delta funtion :
ψ(z) =
∫ ∞
−∞
δ(z−z′)ψ(z′) dz′.
In general, the inverse of a ovariane funtion is not an ordinary funtion, but a generalized funtion
involving terms like the Dira delta funtion and its derivatives (Jones, 1982). This is the ase for the
inverse orrelation funtions derived in Setion 4.3.2. In analogy with Equations (4.14) and (4.15), the
inverse ovariane operator B−1 satises
〈ϕ1(z), B−1[ϕ2(z)]〉 = 〈B−1[ϕ1(z)], ϕ2(z)〉, (4.18)
and 〈ϕ1(z), B−1[ϕ1(z)]〉 ≥ 0,
for funtions ϕ1 and ϕ2 in L
2(IR). Equation (4.18) denes an inner produt in whih the B−1 operator
is the weighting metri. In variational assimilation, the norm assoiated with this inner produt is used
to dene the bakground term of the ost funtion.
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4.2.2 Correlation funtions and orrelation operators
In this study we are onerned with the onstrution of (unit-amplitude) orrelation funtions
c(z, z′) and their assoiated orrelation operators C. To isolate the orrelation funtion, we introdue
the symmetry-preserving fatorization of the ovariane funtion,
b(z, z′) = σ(z)σ(z′) c(z, z′) (4.19)
where σ(z) =
√
b(z, z) is the standard deviation and c(z, z′) satises c(z, z) = 1 and c(z, z′) = c(z′, z).
The assoiated orrelation operator C is obtained by substituting Equation (4.19) in Equation (4.13)
and introduing new variables ψ(z) = σ(z)ψ(z) and ϕ(z) = ϕ(z)/σ(z) :
ϕ(z) = C[ψ(z)] ≡
∫ ∞
−∞
c(z, z′)ψ(z′) dz′.
The ovariane operator an be reovered simply by post-multiplying the orrelation operator by σ(z).
The inverse of the ovariane funtion an be written as
b−1(z, z′) =
c−1(z, z′)
σ(z)σ(z′)
where c−1(z, z′) is the inverse of the orrelation funtion. The inverse of the orrelation operator, C−1,
is then
ψ(z) = C−1[ϕ(z)] ≡
∫ ∞
−∞
c−1(z, z′)ϕ(z′) dz′
where from Equation (4.17) ∫ ∞
−∞
c(z, z′) c−1(z′, z′′) dz′ = δ(z−z′′). (4.20)
For larity of notation, the overbar is hereafter dropped from the normalized variables ψ(z) and ϕ(z).
An important lass of orrelation funtions is the lass of homogeneous and isotropi orrelation
funtions. Homogeneous and isotropi orrelation funtions on R× R an be written as c(z, z′) =
f(z − z′) = f(r) where r = |z−z′| is Eulidean distane (Gaspari et Cohn, 1999, Theorem 2.12). The
funtion f(r) is said to represent the orrelation funtion c(z, z′). A orrelation operator C represented
by a homogeneous and isotropi orrelation funtion f(r) is a onvolution operator :
ϕ(z) =
∫ ∞
−∞
f(z−z′)ψ(z′) dz′ ≡ (f ∗ ψ)(z). (4.21)
Likewise, for the inverse orrelation operator C−1,
ψ(z) =
∫ ∞
−∞
f−1(z−z′)ϕ(z′) dz′ ≡ (f−1∗ϕ)(z) (4.22)
where f−1(r) denotes the inverse of the orrelation funtion.
The inverse of a homogeneous and isotropi orrelation funtion an be derived using the Fourier
transform (FT), assuming now that ϕ(z) and ψ(z) are in L1(IR), the spae of absolutely integrable
funtions, as well as L2(IR) (see Gaspari et Cohn, 1999, p. 733). The FT (F) of a funtion w(z) ∈ L1(IR)
is dened as
ŵ(zˆ) = F[w(z)] ≡
∫ ∞
−∞
w(z)e−izˆz dz (4.23)
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where i is a omplex number (i2 = −1). The funtion w(z) an be reovered from the inverse FT (F−1)
of ŵ(zˆ) ∈ L1(IR) :
w(z) = F−1[ŵ(zˆ)] ≡ 1
2π
∫ ∞
−∞
ŵ(zˆ)eizzˆ dzˆ. (4.24)
Taking the FT of Equation (4.21) and applying the Convolution Theorem gives
ϕ̂(zˆ) = f̂(zˆ) ψ̂(zˆ)
and thus
ψ̂(zˆ) =
ϕ̂(zˆ)
f̂(zˆ)
= d̂(zˆ) ϕ̂(zˆ) (4.25)
where
d̂(zˆ) =
1
f̂(zˆ)
. (4.26)
Applying the inverse FT to Equation (4.25) yields
ψ(z) = (d ∗ ϕ)(z) =
∫ ∞
−∞
d(z−z′)ϕ(z′) dz′, (4.27)
from whih we an identify
f−1(r) = d(r) (4.28)
by omparing with Equation (4.22). This lassial result will be applied in Setion 4.3.2 to relate the
lass of AR funtions to the solutions of an impliitly-solved diusion equation.
4.3 Correlation operators and the diusion equation
The diusion equation is presented here as a mathematial tool for simulating the ation of a orrela-
tion operator ; i.e., for evaluating onvolution integrals of the form Equation (4.21). The basi algorithm
is oneptually simple and provides a useful `physial' interpretation to the spatial and/or temporal
smoothing property of a orrelation operator. In this setion we fous on the onstant-oeient dif-
fusion equation and issues surrounding the hoie of integration sheme. Some generalizations are also
presented at the end of this setion.
4.3.1 Expliit and impliit formulations of the 1D diusion equation
Consider the 1D diusion equation for the salar funtion η = η(z, t),
∂η
∂t
− κ∂
2η
∂z2
= 0 (4.29)
where κ is a positive (diusion) onstant. Here t is to be interpreted as a pseudo-time oordinate whih
will later be related to the parameters of the orrelation model, while the oordinate z is analogous to
the domain variable z in the ovariane integrals in Setion 4.262. We onsider the general solution to
Equation (4.29) subjet to the `initial' ondition η(z, 0) = η0(z). To begin with, we assume that the
domain is innite and that the initial ondition is bounded at innity,
∫∞
−∞ |η0(z′)|dz′ <∞. In a nite
domain, Equation (4.29) must be supplied with boundary onditions. The hoie of boundary onditions
inuenes the orrelation funtions represented by Equation (4.29) and will be disussed in Setion 4.4.
The solution of Equation (4.29) is easily found using the FT. Applying the FT to Equation (4.29)
yields the rst-order dierential equation
∂η̂
∂t
+ κzˆ2η̂ = 0,
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In the ase of a temporal orrelation model, z should be interpreted as as a (real) time oordinate.
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whose solution is
η̂(zˆ, t) = η̂0(zˆ) e
−κzˆ2t, (4.30)
where η̂0(zˆ) = η̂(zˆ, 0) is the FT of the initial ondition. Now taking the inverse FT (Equation (4.24))
of Equation (4.30) and applying the Convolution Theorem, the solution η(z, t) an be written as
η(z, t) =
1√
4πκt
∫ ∞
−∞
e−(z−z
′)2/4κt η0(z
′) dz′, (4.31)
where we have used the result that
h(z) = F−1[e−κzˆ
2t] =
1√
4πκt
e−z
2/4κt. (4.32)
In Equation (4.31) we reognize the onvolution of the initial ondition η0(z) with the Gaussian
funtion Equation (4.32). As the Gaussian funtion is positive denite, Equation (4.31) denes a
ovariane operator :
H[η0(z)] ≡ η(z, t).
Comparing with the notation used in Setion 4.2 (f. Equation (4.21)), we an identify η0(z) with ψ(z)
and η(z, t) with ϕ(z), where t is a parameter ontrolling the length sale of the ovariane funtion.
Using the onventional denition of the ovariane length sale (Daley, 1991, p. 110), we have for the
Gaussian that
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Lg =
√
− h(0)
h(2)(0)
=
√
2κt (4.33)
where h(2)(z) = d2h/dz2. Equation (4.31) an be transformed into a Gaussian orrelation operator G
by post-multiplying η(z, t) by the normalization fator
λg =
√
4πκt =
√
2πLg. (4.34)
The orrelation operator an thus be represented as
G[η0(z)] ≡ λg H[η0(z)],
where the kernel of G is the unit-amplitude Gaussian funtion
g(r) = e−r
2/2L2g . (4.35)
The key idea is that, on a numerial grid, we an evaluate the ation of a Gaussian orrelation
operator on a salar eld η0(z) by `time'-stepping a disretized version of the dierential equation
(4.29) over a pseudo-time interval 0 ≤ t ≤ T = L2g/2κ from an initial ondition η(z, 0) = η0(z), and
normalizing the result as desribed above. This is a omputationally eient way of evaluating the
onvolution integral in Equation (4.31) and is the essene of the diusion algorithm for dening or-
relation operators desribed in WC01, and in the earlier works of Derber et Rosati (1989) and Egbert
et al. (1994).
WC01 onsidered a semi-disrete version of Equation (4.29) in whih the `temporal' derivative is
disretized using an expliit forward sheme. Other disretization shemes are of ourse possible. As
shown below, the hoie of sheme is important for determining the lass of orrelation funtions that
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(Gelb, 1974, p. 43) and (Bennett, 2002, p. 54) prefer an alternative denition of length sale based on the
distane required to redue the amplitude of the orrelation funtion to 1/e. For the Gaussian, the 1/e sale is
a fator
√
2 times larger than Lg dened by Equation (4.33).
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an be represented by the diusion equation. Let tm = m∆t where m is a positive integer and ∆t a
pseudo-time step. At any step m, the semi-disrete expliit version of (4.29) reads
η(z, tm) = η(z, tm−1) + κ∆t
∂2
∂z2
η(z, tm−1)
=
(
1 + κ∆t
∂2
∂z2
)
η(z, tm−1)
≡ Le [η(z, tm−1)] , (4.36)
where
Le ≡ 1 + κ∆t ∂
2
∂z2
is the one-step expliit diusion operator. Therefore, to apply a Gaussian orrelation operator with
length sale Lg, we an set
κ∆t =
L2g
2M
(4.37)
and perform M steps of Equation (4.36), from t0 = 0 to tM = M∆t = T :
η(z, T ) = LMe [η0(z)]
where LMe = Le · · · Le (M times). As the fundamental parameter ontrolling the length sale is the
produt of the diusion onstant and pseudo-time step, we an arbitrarily hoose to set either one of
these two parameters to one. It is useful to retain both parameters, however, to avoid onfusion about
the physial dimensions of κ∆t ((length)2/time × time = (length)2).
The expliit sheme is appealing sine it is easy to implement. The drawbak is that it is only
onditionally stable : for a xed Lg and assuming a uniform spatial grid with resolution ∆z, the stability
ondition requires that M ≥ (Lg/∆z)2 (e.g., see Haberman, 1987, p. 492). For some appliations, the
stability riterion an lead to a signiant inrease in the ost of the algorithm. One possibility to
redue the ost is to replae the expliit sheme with an impliit sheme, whih is unonditionally
stable. In the impliit formulation, the seond-order derivative in Equation (4.29) is evaluated at time
tm instead of tm−1 :
η(z, tm) = η(z, tm−1) + κ∆t
∂2
∂z2
η(z, tm),
whih an be written in reverse time order as
η(z, tm−1) = η(z, tm)− κ∆t ∂
2
∂z2
η(z, tm)
=
(
1− κ∆t ∂
2
∂z2
)
η(z, tm)
≡ L−1i [η(z, tm)] , (4.38)
where
L−1i ≡ 1− κ∆t
∂2
∂z2
(4.39)
is the inverse of a one-step impliit diusion operator.
To iterate the impliit diusion equation, Equation (4.38) must be inverted on eah step. Nu-
merially, this an be done eiently using, for example, an LU- or Cholesky-deomposition method
applied to a spatially disretized matrix representation of the L−1i operator (see Setion 4.5). The
M -step impliit diusion operator an be represented as
η(z, T ) = LMi [η0(z)]. (4.40)
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In general, to ahieve an approximate Gaussian response from the diusion equation, the number
of impliit iterations an be hosen to be muh less than the number of iterations required by the
stability riterion of an expliit sheme. For small values of M , however, numerial errors will result
in a distortion of the Gaussian shape. In the next setion, we quantify the atual funtional form of
the orrelation funtions generated by an impliit diusion operator with an arbitrary value of M .
In partiular, we show that the impliit sheme an be used to represent the family of AR funtions,
with the order of the AR funtion being determined by M . In this respet, M an be viewed as a free
parameter of the impliit diusion model whih an be used to provide some exibility in the shape of
the orrelation funtion.
4.3.2 The kernel of the impliit diusion operator
In this setion we show that the integral (orrelation) operator (FM ) whose kernel is given by the
M -th order AR funtion
fM (z−z′) =
1 +M−1∑
j=1
βj
( |z−z′|
L
)j e−|z−z′|/L (4.41)
where L is a sale parameter and
βj =
2j(M − 1)! (2M − j − 2)!
j! (M − j − 1)! (2M − 2)! , (4.42)
is equivalent to the appliation of an appropriately normalized M -step impliit diusion operator. Spe-
i examples of the AR funtions inlude the exponential or rst-order AR (FOAR) funtion (M = 1),
and the seond- and third-order AR (SOAR and TOAR) funtions (M = 2 and M = 3) as disussed,
for example, in Gaspari et Cohn (1999) and Gaspari et al. (2006). The AR funtions are in fat nested
in a more general lass of orrelation funtions known as the Matérn family (Stein, 1999; Guttorp et
Gneiting, 2006). Indeed, many of the results in this setion an be obtained as speial ases of more
general results in R
n
for the Matérn family (see Appendix 4.A).
The relationship between the AR orrelation operator and the impliit diusion operator is easily
dedued from the expression for the inverse of the AR orrelation operator. As outlined in Setion 4.2,
the inverse of a homogeneous and isotropi orrelation funtion, whih denes the kernel of the inverse
of a orrelation operator, is dened by the inverse FT of the reiproal of the FT of the orrelation
funtion itself. We now apply this result to derive the inverse orrelation funtion and assoiated inverse
orrelation operator for the lass of (homogeneous and isotropi) AR orrelation funtions fM (z−z′).
In Appendix 4.A it is shown that the FT of fM (z) is
f̂M(zˆ) =
λM
[1 + (Lzˆ)2]M
(4.43)
where
λM = υML (4.44)
and υM is a nondimensional oeient given by
υM =
22M−1[(M − 1)!]2
(2M − 2)! . (4.45)
From Equations (4.26) and (4.43), we have
d̂M (zˆ) =
1
f̂M(zˆ)
=
[
1 + (Lzˆ)2
]M
λM
,
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whih we an expand as a binomial series
d̂M (zˆ) =
1
λM
M∑
j=0
γj (Lzˆ)
2j
=
1
λM
(
1− γ1L2(izˆ)2 + γ2L4(izˆ)4 − . . .
)
(4.46)
where the binomial oeients
γj =
M !
j!(M − j)! . (4.47)
Taking the inverse FT of Equation (4.46) and applying the following property from the theory of
generalized funtions (Jones, 1982, p. 74),
F−1 [(izˆ)n] =
1
2π
∫ ∞
−∞
(izˆ)neizˆz dzˆ = δ(n)(z)
where δ(0)(z) = δ(z) and δ(n)(z), n = 1, . . ., denotes the n-th order generalized derivative of the Dira
delta funtion, yields
dM (z)=
1
λM
(
δ(z) − γ1L2δ(2)(z) + γ2L4δ(4)(z)− . . .
)
=
1
λM
M∑
j=0
(−1)jγjL2jδ(2j)(z) = f−1M (z), (4.48)
where the last relation follows from Equation (4.28). To derive the assoiated inverse orrelation ope-
rator, we substitute Equation (4.48) in Equation (4.27),
ψ(z) =
∫ ∞
−∞
f−1M (z−z′)ϕ(z′)dz′
=
1
λM
M∑
j=0
(−1)jγjL2j
∫ ∞
−∞
δ(2j)(z−z′)ϕ(z′)dz′
=
1
λM
M∑
j=0
(−1)jγjL2jϕ(2j)(z) (4.49)
where we have used the property (Jones, 1982, p. 178)∫ ∞
−∞
δ(2j)(z−z′)ϕ(z′)dz′ = ϕ(2j)(z).
Alternatively, we an rewrite Equation (4.49) as
ψ(z) =
1
λM
M∑
j=0
γj
(
−L2 ∂
2
∂z2
)j
ϕ(z)
=
1
λM
[
1− L2 ∂
2
∂z2
]M
ϕ(z) ≡ F−1M [ϕ(z)] . (4.50)
Note that the inverse orrelation operator has physial dimensions of inverse length, onsistent with
the property that an inverse orrelation operator is a mapping from the primal spae into its dual
(Tarantola, 2005, Setion 3.1.3).
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Comparing Equations (4.39) and (4.50), we see that an M -step appliation of the inverse impliit
diusion operator an be mathed to the inverse orrelation operator F−1M by identifying
L =
√
κ∆t (4.51)
and by post-multiplying the inverse diusion operator by the fator 1/λM :
F−1M [ϕ(z)] = λ−1M (L−1i )M [ϕ(z)] . (4.52)
Referring to the impliit diusion operator in Equation (4.40), the orrelation operator FM is then
FM [η0(z)] = λM LMi [η0(z)] . (4.53)
In other words, integrating the impliit diusion equation for M steps with κ∆t dened aording to
Equation (4.51), and multiplying the solution by the normalization fator λM , is equivalent to applying
a orrelation operator whose kernel is an M -th order AR funtion with sale parameter L.
In his lassial paper, Whittle (1963) derives the family of Matérn funtions by omputing the
orrelation funtion of a random variable obtained as the general solution of a frational dierential
equation of multi-dimensional Laplaian type fored by stohasti white noise (Guttorp et Gneiting,
2006; Kelbert et al., 2005, see also) who onsider more general diusion-like stohasti dierential
operators). In 1D, Whittle's frational dierential operator orresponds to the square root of the
inverse impliit diusion operator (L−1i )M/2 with M in this ase allowed to take on both integer
and non-integer values. For non-integer values of M , the inverse operator (L−1i )M is represented as
an innite binomial series. In numerial appliations, the innite series must be trunated at some
nite order although, as remarked by Oliver (1998), there is no guarantee that this results in a useful
approximation of the inverse operator. In the impliit diusion approah, the binomial series is nite as
M is a positive integer. Furthermore, it is onvenient to restritM to be even to simplify the derivation
of a square-root operator whih may be required for preonditioning or randomization appliations
(WC01). The resulting lass of even-order AR funtions is less general than the full 1D Matérn family
but still possesses reasonable exibility as disussed in the next setion.
4.3.3 Charateristis of the AR funtions
In this setion, we review some basi harateristis of the AR funtions. The AR funtions are valid
(positive denite) orrelation funtions. They are everywhere positive and at least twie dierentiable,
exept the exponential funtion e−|z|/L (M = 1) whih is singular at z = 0. The orrelation funtion
of some variables is often determined through dierentiation of the orrelation funtion of some other
variable. A lassial example is the use of the geostrophi relation to derive ovariane funtions for
the horizontal veloity variables from (derivatives of) the ovariane funtion of the mass eld (Buell,
1972; Daley, 1991). The exponential funtion is learly unsuitable for this purpose.
Fousing on the AR funtions with M > 1, onsider a seond-order Taylor series expansion of
Equation (4.41) (with z′ = 0) about z = 0 :
fM (z) ≈ fM(0) + f (1)M (0)z +
1
2
f
(2)
M (0)z
2
= 1− 1
2(2M − 3)
z2
L2
,
where f
(1)
M (0) = 0 and f
(2)
M (0) = −(2M − 3)−1L−2. Here f (n) denotes the n-th order derivative of f .
The orrelation length sale an be dedued diretly from the seond term in the expansion :
LAR =
√
− 1
f
(2)
M (0)
=
√
2M − 3 L, (4.54)
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whih is equal to the sale parameter L only for the speial ase when M = 2 (SOAR). Note that it is
not possible to dene the orrelation length sale of the exponential funtion via Equation (4.54) sine
f1(z) is not dierentiable at z = 0. For the exponential funtion it is ommon to dene the orrelation
length sale by the sale parameter itself (the 1/e sale).
For a xed length sale, the Gaussian funtion is a limiting ase of the AR funtions as M → ∞
(e.g., see Stein, 1999, p. 33). To establish the relationship between the normalization fators and length
sales for the expliit and impliit orrelation operators, we notie from Equations (4.37) and (4.51)
that
Lg =
√
2M L (4.55)
and hene from Equation (4.54) that
LAR =
√
1− 3
2M
Lg. (4.56)
For large M , M ! ≈ √2πMM+1/2e−M (Jerey, 1995, p. 219), and hene from Equation (4.45)
υM ≈
√
4π(M − 1). (4.57)
Combining this approximation with Equations (4.34), (4.44), (4.55) and (4.57) gives
λM ≈
√
1− 1
M
λg. (4.58)
An expression for the inverse of the Gaussian funtion, g−1(z), is easily dedued as a limiting ase
of f−1M (z) as M →∞. From Equations (4.47) and (4.55) we note that
γjL
2j =
(
1
j!
+O(M−1)
)(
L2g
2
)j
.
Substituting this expression in Equation (4.48) and letting M →∞ gives
f−1∞ (z)=
1
λg
∞∑
j=0
(−1)j
j!
(
L2g
2
)j
δ(2j)(z).
The orresponding inverse Gaussian orrelation operator is then (f. Equation (4.50))
F−1∞ [ϕ(z)] =
1
λg
∞∑
j=0
(−1)j
j!
(
L2g
2
∂2
∂z2
)j
φ(z)
=
1
λg
exp
(
−L2g
2
∂2
∂z2
)
φ(z) (4.59)
where the last expression follows from the Taylor series expansion of the exponential funtion. For
pratial appliations, F−1∞ an only be approximated by trunating the summation in Equation (4.59)
at some nite order M ; i.e., by approximating the inverse Gaussian orrelation operator as the inverse
of an M -th order AR orrelation operator. The auray of nite-term expansions of the inverse Gaus-
sian operator is disussed in Oliver (1998) and Xu (2005). A summary of the fundamental equations
presented in this setion is given Tables 4.1 and 4.2.
Figure 4.1 shows examples of AR funtions with dierent values of M and a xed length sale of
LAR = 6 units. Given M and LAR, L has been omputed aording to Equation (4.54).Compared to
the Gaussian (solid urve), the AR funtions display fatter tails partiularly for small values of M .
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fM(z)
[
1 +
∑M−1
j=1 βj
(
|z|
L
)j]
e−|z|/L
βj
2j(M−1)! (2M−j−2)!
j! (M−j−1)! (2M−2)!
L (2M − 3)− 12 LAR (M > 1)
FM [ψ(z)]
∫
fM(z − z′)ψ(z′) dz′
f−1M (z) λ
−1
M
[
1− L2 ∂2
∂z2
]M
δ(z)
λM
22M−1[(M−1)!]2
(2M−2)!
L
F−1M [ϕ(z)] λ−1M
[
1− L2 ∂2
∂z2
]M
ϕ(z)
Tab. 4.1  A summary of expressions assoia-
ted with the M -th order AR funtions fM (z) with
sale parameter L : the AR polynomial oe-
ients βj ; the relationship between L and the Da-
ley length-sale LAR ; the AR orrelation operator
FM ; the inverse AR funtion f−1M (z) ; the norma-
lization oeient λM ; and the inverse AR orre-
lation operator F−1M .
f∞(z) exp
(−z2/2L2g)
Lg LAR
F∞ [ψ(z)]
∫
f∞(z − z′)ψ(z′) dz′
f−1∞ (z) λ
−1
∞
∑∞
j=0
(−1)j
j!
(
L2g
2
)j
δ(2j)(z)
λ∞
√
2pi Lg
F−1∞ [ϕ(z)] λ−1∞ exp
(
−1
2
L2g
∂2
∂z2
)
ϕ(z)
Tab. 4.2  As in Table I but for the Gaussian
funtion g(z) with Daley length-sale Lg, repre-
sented here as an ∞-order AR funtion f∞(z).
The fatness of a orrelation funtion is often expressed in terms of the kurtosis oeient (e.g., von
Storh et Zwiers, 1999, p. 32), whih is dened as the ratio of the fourth entral moment and the square
of the seond entral moment of the funtion, where the funtion is normalized to have unit integral.
For the AR funtions, the kurtosis oeient is bounded above by 6 for the exponential and dereases
rapidly with inreasing M to its lower limit of 3 for the Gaussian.
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Fig. 4.1  The AR funtions fM(z) as a funtion
of z for dierent M and a xed value of LAR =
6. The Gaussian (M → ∞) is also displayed for
omparison.
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Fig. 4.2  The normalized power spetrum
f̂M (zˆ)/f̂M (0) where f̂M (0) = λM as a funtion
of zˆ for the same values of M and LAR as in Fi-
gure 4.1.
In spetral spae, the fatness property translates into a slower drop-o rate of the power spetrum
(Fourier transform) at high wavenumbers for small M as illustrated in Figure 4.2. The drop-o rate
sharpens with inreasing M , following a zˆ−2M dependene for high wavenumbers (Equation (4.43)).
Correlation funtions having more power at high wavenumbers an be desirable in data assimilation
to avoid exessive damping of small-sale information in the analysis (Julian et Thiébaux, 1975, P03b).
100 4. Opérateur de diusion impliite 1D
Figure 4.3 shows the variation of the normalization oeient λM as a funtion of M . The values
have been normalized by λg to indiate the perentage error that would result in the bakground-error
varianes if the AR normalization oeient λM was approximated by the Gaussian oeient λg.
The ase M = 1 has been exluded sine it is not possible to use Equation (4.54) to relate LAR (for
M = 1) to Lg. For M = 2, the error is up to 60% but drops o rapidly for inreasing values of M ,
with the error being less than 5% for values of M > 8.
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/ λ
g Fig. 4.3  The ratio of the AR nor-
malization oeient λM (Equations (4.44)
and (4.45)) and the Gaussian oeient λg
(Equations (4.34) and (4.55)) as a funtion
of M for M ≥ 2.
4.3.4 Combinations of AR funtions
WC01 suggested the following generalization of the diusion equation
∂η
∂t
+
P∑
p=1
κp
(
− ∂
2
∂z2
)p
η = 0 (4.60)
in order to provide a model with greater exibility in the hoie of shape of the orrelation funtions.
WC01 referred to Equation (4.60) as a generalized diusion (GD) equation. The general solution of
Equation (4.60) is given by the onvolution integral
η(z, t) =
∫ ∞
−∞
hGD(z−z′) η0(z′) dz′ (4.61)
where
hGD(z) =
1
2π
∫ ∞
−∞̂
hGD(zˆ)e
izzˆ dzˆ (4.62)
is the inverse FT of
ĥGD(zˆ) = exp
− P∑
p=1
κptzˆ
2p
. (4.63)
Expressed in terms of an M -step expliit GD operator (T = M∆t), the orrelation operator assoiated
with Equation (4.61) is
FGD[η0(z)] ≡ λGD LMGD[η0(z)] (4.64)
where
LGD ≡ 1 +
P∑
p=1
κp∆t
(
− ∂
2
∂z2
)p
and λGD = 1/hGD(0). For a given M , hosen large enough to keep Equation (4.64) stable, the pa-
rameters κp∆t, p = 1, . . . , P , an be tuned from Equations (4.62) and (4.63) to obtain a orrelation
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funtion with partiular harateristis. Apart from the Gaussian ase (P = 1), Equation (4.62) must
be solved numerially for a given set of parameters. This, as well as the inreased ost and omplexity
of using higher order powers of the seond-derivative operator, makes the GD equation less pratial
than the standard diusion equation.
Correlation funtions an be ombined linearly to produe a more general set of orrelation fun-
tions, as pointed out by P03a. The method is pratial if the soure funtions are relatively simple and
inexpensive to manipulate. In partiular, onsider the following general funtion fLC(z−z′), dened as
a linear ombination of weighted AR funtions,
fLC(z−z′) = 1
γ
P∑
p=1
γp fMp(z−z′) (4.65)
where Mp denotes the order of the p-th AR funtion in the summation, γp are onstant weights, and
γ =
∑P
p=1 γp. The multipliative fator 1/γ ensures that the resulting funtion has unit amplitude.
Sine the fMp(z−z′) are valid orrelation funtions, their linear ombination is neessarily a valid orre-
lation funtion if γp > 0. More generally, we an hoose some of the γp to be negative, although speial
are must be taken to ensure that the resulting ombination is positive denite (Ma, 2005; Gregori
et al., 2008). Negative amplitude oeients are required to produe negative lobes in the orrelation
funtion as illustrated in the example in this setion.
The orrelation operator assoiated with Equation (4.65) an be modelled using a linear ombina-
tion of impliit diusion operators LMpi :
FLC [η0(z)] ≡ 1
γ
P∑
p=1
γp λMp LMpi [η0(z)]
where, for eah LMpi , the diusion parameter κp∆t an be dened in terms of the sale parameter
Lp using Equation (4.51) and the normalization fator λMp an be dened from Equations (4.44) and
(4.45). The example below illustrates how the sale parameters and weights an be tuned to produe
a desired orrelation shape and length sale.
Example : ombining two SOAR funtions
As an example, onsider the following linear ombination of two SOAR funtions,
fLC(z) =
1
γ1 + γ2
[
γ1
(
1 +
|z|
L1
)
e−|z|/L1
+ γ2
(
1 +
|z|
L2
)
e−|z|/L2
]
, (4.66)
where L1 and L2 (L1 6= L2) are sale parameters. Martin et al. (2007) used a funtion of the form
(4.66) (without the normalization term) to dene the bakground-error ovarianes in an oean data
assimilation system. In their system, eah SOAR funtion was modelled using a reursive lter (see
Setion 4.5.3) and their parameters were hosen to represent distint soures of bakground error : one
SOAR funtion was used to represent oean (`synopti') state errors resulting from errors in the atmos-
pheri foring elds, while the other SOAR funtion was used to represent (`mesosale') state errors
arising from errors in the internal dynamis, with the SOAR parameters hosen suh that L1 > L2
and γ1 < γ2 to reet the larger sale and smaller variane of the `synopti' errors ompared to the
`mesosale' errors.
In this setion, we present a dierent example in whih we employ Equation (4.66) to model a
orrelation funtion with negative lobes, a feature that may be desirable for ertain geophysial elds
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but whih annot be represented with a standard AR funtion. To redue the number of tunable
parameters, we onsider the speial ase where γ1 = L2 and γ2 = −τL1, with τ a stritly positive
(tuning) oeient that we will use to ontrol the length sale of the resulting orrelation funtion.
The amplitude oeients have physial dimensions of length ; they are not error varianes as in the
previous example taken from Martin et al. (2007). With the above parameter settings, Equation (4.66)
beomes
fLC(z) =
1
L2 − τL1
[
L2
(
1 +
|z|
L1
)
e−|z|/L1
−τL1
(
1 +
|z|
L2
)
e−|z|/L2
]
. (4.67)
The positive deniteness of Equation (4.67) is guaranteed by ensuring the positiveness of its FT
(Bohner's theorem). General onditions for produing positive denite funtions from ombinations
of Matérn funtions have been derived by Gregori et al. (2008). Applying these results, whih are
summarized in Table 1 of Gregori et al. (2008), to the example here leads to the following onditions
on L1, L2 and τ :
L1 < L2 and 0 < τ < 1, or (4.68)
L1 > L2 and τ > 1. (4.69)
The length sale of fLC(z) is dened in the usual way :
LLC =
√
− 1
f
(2)
LC(0)
= L1L2
√
L2 − τL1
L32 − τL31
. (4.70)
In terms of LLC, onditions (4.68) and (4.69) read
L1 < L2 and L1 < LLC < LLC, or (4.71)
L1 > L2 and LLC < LLC < L2 (4.72)
where
LLC = L1L2
√
L2 − L1
L32 − L31
orresponds to the value of LLC for τ = 1. For a given LLC, sale parameters L1 and L2 an be adjusted
under onditions (4.71) and (4.72) to produe a desired shape. Then, from the values of L1 and L2,
the parameter τ an be determined from the inverse of Equation (4.70),
τ =
L32(L
2
1 − L2LC)
L31(L
2
2 − L2LC)
,
in order to maintain the desired value of LLC.
Figures 4.4 and 4.5 show examples of the shape and orresponding power spetrum of orrelation
funtions that an be obtained from Equation (4.67) for dierent hoies of L1 and L2. In all the
examples, the length sale is xed at LLC = 2. For omparison, a single SOAR funtion with the same
length sale is shown (dash-dotted urve). The negative lobes in the shape (Fig. 4.4) are assoiated with
the inrease in power at intermediate wavenumbers (Fig. 4.5). The spetral deay rate at high wave-
numbers is similar for all urves and orresponds to the zˆ−4 dependene of the standard SOAR funtion.
Finally, it is worth mentioning that the GD equation (4.60) an also be used to generate orrelation
funtions with negative lobes. For example, negative lobes are supported by the lass of so-alled
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Spartan Spatial Random Field orrelation funtions (Hristopulos, 2003; Hristopulos et Elogne, 2007,
2009) whih an be obtained as a speial ase of the family of impliit GD-operator kernels in whih
M = 1, P = 2, κ1∆t = γ1L
2
and κ2∆t = L
4
, where γ1 and L are shape and sale parameters analogous
to the parameters η1 and ξ in Equation (27) of Hristopulos (2003). Setting γ1 = 2 reovers the SOAR
funtion of the Matérn orrelation family while negative values of γ1 satisfying the permissibility
ondition γ21 < 4 give rise to osillatory funtions with negative lobes as illustrated in Fig. 4 of
Hristopulos (2003).
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Fig. 4.4  The orrelation funtions fLC(z)
onstruted from the dierene of two SOAR fun-
tions for various values of the parameters L1, L2
and τ (Equation (4.67)). The length sale is xed
at LLC = 2 (Equation (4.70)) in all urves. The
dash-dotted urve orresponds to a single SOAR
funtion with a length-sale LLC.
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Fig. 4.5  The normalized power spetrum
f̂LC(zˆ)/f̂LC(0) of the orrelation funtions in
Fig. 4.4.
4.4 Inhomogeneous and anisotropi extensions
4.4.1 Loation-dependent length sales
The assumption that orrelation length sales are onstant is very restritive in geophysial data
assimilation appliations. The following modiation to Equation (4.41) an be made to enable the
AR funtions to aount for spatially varying sale parameters L(z) :
fM(z, z
′) = A(z, z′)
1 +M−1∑
j=1
βj
 |z − z′|√
L2(z, z′)
j
× exp
 −|z − z′|√
L2(z, z′)
, (4.73)
where L2(z, z′) denotes the mean of the square of the sale parameters at points z and z′, and
A(z, z′) =
√
L(z)
√
L(z′)√
L2(z, z′)
with A(z, z) = 1. Cummings (2005) used the geometri mean L2(z, z′) = L(z)L(z′) with a SOAR
funtion to represent geographially dependent bakground-error orrelations in an operational oean
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data assimilation system based on optimal interpolation. The geometri mean, however, does not gua-
rantee positive-denite AR-like funtions for arbitrary L(z), although this may not be a problem in
pratie if L(z) varies on sales that are suiently large ompared to L(z) itself (Daley et Barker,
2001). A better hoie is the arithmeti mean L2(z, z′) = 12(L
2(z) + L2(z′)) whih does guarantee
positive-denite AR-like funtions aording to Theorem 1 of Paiorek et Shervish (2006) (see also
Theorem 1 in Stein (2005) for a more general result).
An intuitive generalization of the results from Setion 4.3 suggests that the orrelation operator
FM assoiated with Equation (4.73) an be modelled approximately by
FM [η0(z)] ≈
√
λ˜M (z)LMi
[√
λ˜M (z) η0(z)
]
≡ F˜M [η0(z)] (4.74)
where LMi is anM -step impliit diusion operator with variable diusion and normalization oeients
dened suh that
L(z) =
√
κ(z)∆t
and λ˜M (z) = υM L(z). (4.75)
The normalization oeients have been split into square-root fators to preserve the symmetry of
F˜M (f. Equation (4.53), (4.51) and (4.44), respetively). The inverse of the one-step impliit diusion
operator with variable diusion oeients is given by
L−1i ≡ 1−∆t
∂
∂z
(
κ(z)
∂
∂z
)
,
where by plaing the diusion oeients within the seond derivative we ensure that L−1i remains
self-adjoint, 〈L−1i η1, η2〉 = 〈η1, L−1i η2〉, with respet to the inner produt 〈η1, η2〉 =
∫
η1(z) η2(z) dz.
The approximate unit-amplitude funtions generated by Equation (4.74) will be denoted by f˜M(z, z
′).
Note that, by onstrution, the impliit diusion operator is positive denite for arbitrary (positive)
κ(z) (see Setion 4.5).
Equation (4.75) is only an approximation of the normalization fators required to transform LMi
into a orrelation operator. A similar approximation was suggested by Pannekouke et Massart (2008)
for modelling the Gaussian funtion in R
2
with an expliit version of the 2D diusion equation. To
evaluate the auray of this approximation, we need to ompute the exat normalization fators λM (z)
whih an be done as follows. First, let sM (z, z
′) denote the kernel (ovariane funtion) of the integral
operator implied by LMi . From Equation (4.19), we an write
sM(z, z
′) =
√
sM (z, z)
√
sM(z′, z′) f¯M(z, z
′),
where sM(z, z) is the variane (with physial dimensions equal to length) and f¯M(z, z
′) ≈ fM (z, z′) is
a orrelation funtion (f¯M (z, z) = 1). The assoiated orrelation operator F¯M is then given by
F¯M [η0(z)] =
∫ ∞
−∞
f¯M (z, z
′) η0(z
′) dz′
=
1√
sM (z, z)
∫ ∞
−∞
sM(z, z
′)√
sM(z′, z′)
η0(z
′) dz′
=
√
λM (z)LMi
[√
λM (z) η0(z)
]
. (4.76)
From the last two expressions, it is lear that the normalization fators required to transform sM (z, z
′)
into f¯M (z, z
′) are equal to the inverse of the varianes :
λM (z) =
1
sM(z, z)
.
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At a given point z = zk, the ovariane funtion sM(z, zk) and variane sM(zk, zk) satisfy the identities
sM(z, zk) =
∫ ∞
−∞
sM(z, z
′) δ(zk−z′) dz′ (4.77)
and sM (zk, zk) =
∫ ∞
−∞
sM(z, zk) δ(zk−z) dz. (4.78)
Equations (4.77) and (4.78) provide the basis of a numerial algorithm for omputing the variane
(and hene normalization fator) at eah grid point zk. In the diusion algorithm, the integral in
Equation (4.77) is evaluated impliitly using a disretized version of the LMi operator, and the Dira
delta funtion is represented by a vetor with a value at zk equal to the inverse of the loal grid size
and a value of zero at all other grid points (WC01; Bennett, 2002). From Equation (4.78), the variane
at zk is just the value of sM(z, zk) at z = zk.
The impliit diusion equation an been solved using the numerial tehniques detailed in Se-
tion 4.5. There, the equation is disretized with respet to general orthogonal urvilinear oordinates
to make it easier to see how the algorithm ould be applied in a more general appliation than onsi-
dered in this paper. For the simple examples presented here, the equation has been disretized on a
uniform grid, zk = k∆z, k = 1, . . . ,K, where the grid size ∆z has been set to one unit and K = 100.
The time step ∆t has also been set to one unit. The length sale LAR(zk) is assumed to vary with zk
following a osine relationship,
LAR(zk) = A cos
(
2π
Z
zk + θ
)
+B (4.79)
where A, B, Z and θ are onstants. From Equation (4.54), the sale parameter L(zk) is then set to
L(zk) =
1√
2M − 3LAR(zk)
The amplitude onstants A and B are dened in terms of the maximum- and minimum-allowed values
of LAR(zk) : A =
1
2(Lmax − Lmin) and B = 12(Lmax + Lmin).
Figures 4.6a- show examples of the 2-step impliit diusion response to a delta funtion for three
dierent parameter settings in LAR(z) (see gure aption). The delta funtion has been plaed far
from the domain end-points to avoid being inuened by the boundary onditions. Illustrated are the
funtions obtained using the approximate as well as the exat normalization fators. For omparison,
the analytial funtions generated by Equation (4.73), with L2(z, z′) dened by the arithmeti mean
of L2(z) and L2(z′), are also shown for the same parameter settings. The maximum loal variation
in the sales ours at zk = ((2p + 1)/4 − θ/2π)Z, p = 0, 1, . . ., where |dLAR/dzk|max = A2π/Z . With
the parameter settings in panels (a)-(), the values of |dLAR/dzk|max are π/200, π/25 and 3π/25, res-
petively. In Fig. 4.6a, the variation of LAR(zk) is suiently slow that the three urves are virtually
indistinguishable. Inreasing the frequeny of the variation of LAR(zk) from 1/Z = 1/200 to 1/25 leads
to dierenes between the diusion responses and the analytial funtion mainly near the tail of the
funtion (Fig. 4.6b). Inreasing the amplitude of LAR(zk) from A = 1 to 3 leads to further dierenes
between the diusion responses and the analytial funtion, as well as dierenes between the two
diusion responses themselves, with the solution obtained using the approximate normalization now
produing a 10% error in the amplitude of the orrelation funtion (Fig. 4.6).
The algorithm for omputing the exat normalization fators based on Equations (4.77) and (4.78)
requires as many appliations of the LMi operator as there are model grid points. As suh, the algorithm
is expensive and of limited pratial interest for large dimensioned problems. WC01 proposed an
alternative algorithm that uses a sample of randomized vetors to approximate the normalization
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fators. The randomization algorithm is generally muh heaper than the exat method based on
Equations (4.77) and (4.78), and with enough randomized vetors, an be made more aurate than
the simple approximation based on Equation (4.75), but still requires multiple appliations of the LMi
operator and thus remains expensive for ertain appliations.
1 20 40 60 80 1000
0.2
0.4
0.6
0.8
1
C
or
re
la
tio
n
Location
 
 
3.5
4
4.5
Le
ng
th
 s
ca
le
fM
f¯M
f˜M
(a) Length sale with A = 1/2, Z = 200, θ = 0
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(b) Length sale with A = 1/2, Z = 25, θ = π/2
Fig. 4.6  The result of applying a 2-step im-
pliit diusion operator with variable oeients
to a Dira delta funtion loated at z50. The
dashed-dotted and dashed urves have been pro-
dued using approximate and exat normalization
fators, respetively (Equations (4.74) and (4.76)
with M = 2). For omparison, the SOAR funtion
with variable sales is also shown (Equation (4.73)
with M = 2 ; solid urves). The right axis is as-
soiated with the dotted urves whih show the
length sale variation as a funtion of zk (Equa-
tion (4.79)) : (a) Z = 200, θ = 0, A = 1/2, B = 4 ;
(b) Z = 25, θ = π/2, A = 1/2, B = 4 ; and ()
Z = 25, θ = 3π/4, A = 3/2, B = 4.
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(a) Length sale with A = 3/2, Z = 25, θ = 3π/4
By onsidering an asymptoti expansion of the solution to the diusion equation for the ase of
slowly and smoothly varying oeients κ(z), P03b showed that a better approximation to the Gaussian
normalization fator an be obtained by replaing κ in the onstant Gaussian formula (Equation (4.34))
with the variable oeients κ(z) ltered using the square-root of the diusion operator. Extending
this result to the impliit diusion operator, we have thus the approximation
λM (z) ≈ υM
√
κ(z)∆t = υM
√
(L(z))2 ≡ λ¯M (z) (4.80)
where κ(z) = LM/2i [κ(z)]. The approximation (4.80) diers from the approximation (4.75) only in the
use of κ(z) instead of κ(z). Although this approximation is slightly more expensive than that of (4.75),
it is still muh heaper than the randomization algorithm.
The auray of the two approximations are ompared in Figures 4.7a and b whih show their
errors relative to the exat values for a low-order (M = 2) and higher order (M = 10) impliit
diusion operator. The same parameter settings as in Fig. 4.6b have been used. In both examples,
the spatial variability in the errors is muh redued using the method of P03b, partiularly for the
low-order diusion operator where the amplitude of the error variability is redued from 6% to less
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than 1% (Fig. 4.7a). Both errors exhibit a onstant bias between 1% and 2%. This bias is assoiated
with trunation errors in the disretization of the diusion equation and an be redued by inreasing
the grid resolution (not shown).
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Fig. 4.7  The relative error between the approximate and exat normalization fators for (a) M = 2,
and (b) M = 10. The dashed urves are the errors assoiated with the approximation λ˜M (z) based on
the analytial relationship (4.75) ; the solid urves are the errors assoiated with the approximation
λ¯M (z) based on the method of P03b. The right axis is assoiated with the dotted urves whih show
the length sale variation as a funtion of zk (Equation (4.79)). The parameters are the same as in
Fig. 4.7b.
4.4.2 Boundary onditions
In a nite domain, the diusion equation must be supplied with boundary onditions (BCs). Here
we study the eet of (non-periodi) BCs on the orrelation funtions represented by the diusion equa-
tion. For example, for representing horizontal and vertial bakground-error orrelations in an oean
model, BCs must be speied at solid boundaries assoiated with oastlines and bottom topography,
as well as at the oean-atmosphere or oean-sea ie interfaes. In the temporal domain, boundaries
appear at the end-points of an assimilation window. These artiial boundaries must be taken into
aount if the diusion equation is used to model temporally orrelated model or observation error
over the assimilation window.
WC01 disussed BCs in the ontext of an expliit version of the 2D diusion equation. They onlu-
ded that, providing the funtions are orretly normalized, the dierene in the orrelation funtions
resulting from the use of Neumann BCs (setting the normal derivative of the eld to be zero at the
boundary) and Dirihlet BCs (setting the eld to be zero at the boundary) is generally small ompared
to the unertainty in our knowledge of atual bakground-error orrelations. Sine an expliit sheme
with Neumann BCs requires fewer iterations than an expliit sheme with Dirihlet BCs, they argued
that, for purely omputational reasons, Neumann BCs are preferable.
Given estimates of orrelated bakground error, the role of the diusion equation is to model these
estimates as aurately as possible. This an be done by tuning the diusion model parameters M
and κ(z) to t estimates of the orrelation spetra and length sales obtained, for example, from
statistis of observation-minus-foreast or ensemble-foreast dierenes. From this perspetive, the
most appropriate BCs for the diusion equation are transparent BCs. This way the orrelation funtions
dened through parameter tuning are indeed those eetively used by the assimilation method, at all
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points in the domain. One possibility to ahieve this in a bounded domain is to extend the grid beyond
the boundary by adding titious ative points, and then to remove these points after appliation of the
diusion equation. The number of titious points neessary to avoid ontamination by the BC would
be a funtion of the orrelation length sale near the boundary. Dobrii et Pinardi (2008) and Liu et al.
(2009) and applied this tehnique with a reursive lter to model bakground-error orrelations near
oastlines in an oean 3D-Var sheme. In this setion, we explore alternative methods for simulating
transparent boundaries whih do not require modiations to the analysis grid.
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(a) Response to a Dira delta funtion at z1
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(b) Response to a Dira delta funtion at z3
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Fig. 4.8  The orrelation funtions represented
by the (exatly normalized) impliit diusion ope-
rator with Neumann BCs (dashed urves) and Di-
rihlet BCs (dotted urves) at loations (a) z1, (b)
z3, and () z5. The diusion parameters areM = 2
and κ = 9. The solid urves orrespond to the
SOAR funtion with LAR = L = 3.
Consider the 1D diusion equation on a nite domain 0 ≤ z ≤ l where the BCs loated at the
end-points z = 0 and z = l are assumed to be of the general form,
µη − (1− µ)e¯ ∂η
∂z
= 0 at z = 0, (4.81)
µη + (1− µ)e¯ ∂η
∂z
= 0 at z = l. (4.82)
µ is a parameter suh that 0 ≤ µ ≤ 1, and e¯ is a sale parameter to make the terms in Equations (4.81)
and (4.82) dimensionally onsistent. Equations (4.81) and (4.82) are known as Robin BCs or BCs of
the third type. The parameter µ ontrols the relative strength of the two terms, where the limiting
ases µ = 0 and µ = 1 orrespond, respetively, to the Neumann and Dirihlet BCs onsidered by
WC01. Details of the numerial implementation of the Robin BCs in the impliit diusion equation
are given in Setion 4.5. As in the previous setion, the diusion equation has been disretized here on
a uniform grid with grid size and time step set to one unit.
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Figure 4.8 shows the solutions to the impliit diusion equation obtained near the left end-point
when Neumann and Dirihlet BCs are employed (dashed and dotted urves, respetively). Panels a,
b and  orrespond to the solutions obtained when the initial ondition is taken to be a Dira delta
funtion at grid-point loations z1, z3 and z5, respetively. In this example, M = 2 and the diusion
oeient κ is dened from Equation (4.51) to give a onstant length sale of 3 units. All solutions
have been normalized exatly using the proedure outlined in Setion 4.4.1. For omparison, the SOAR
funtion with LAR = 3 units is also displayed (solid urves). The SOAR funtion orresponds to the
response of the impliit diusion equation, with M = 2, to a Dira delta funtion loated far from the
boundaries.
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Fig. 4.9  As in Figure 4.8a but with Robin BCs
(dashed urve).
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Fig. 4.10  As in Figure 4.8a but with M = 10.
The solid urve orresponds to a 10-th order AR
funtion.
Figure 4.8 illustrates that, while the amplitudes of the orrelation funtions are orret, the shape
of the funtions produed with the diusion equation are slightly orrupted with respet to the SOAR
funtion. At z3 and z5, the diusion equation produes an asymmetri response. At z1, the length
sales of the orrelation funtion produed with Neumann (Dirihlet) BCs are eetively inreased
(dereased) by approximately 1 unit relative to the length sale of the SOAR funtion. This is also the
ase at z3 and z5 in the diretion of the boundary.
The orrelation funtions obtained using Neumann and Dirihlet BCs lie on either side of the SOAR
funtion. This suggests that a better approximation of the SOAR funtion might be obtained using
Robin BCs with a value of µ between 0 and 1. Figure 4.9 shows that it is possible to obtain a good t
to the SOAR funtion at all loations by setting µ = 0.3. (The sale parameter e¯ has been set equal to
∆z = 1 unit ; see Setion 4.5). For higher order AR funtions, however, it is not possible to obtain a
similar good t using Robin BCs. For example, Figure 4.10 shows the result of applying a 10-step impli-
it diusion operator with Neumann BCs (dashed urve) and Dirihlet BCs (dotted urve). In ontrast
to the previous example, both urves are now displaed to the right of the orresponding (10-th or-
der) AR funtion. In this ase, the best t to the AR funtion is obtained using Neumann BCs (µ = 0).
While Robin BCs an be tuned to provide everywhere a good t between a 2-step impliit diusion
operator and a SOAR funtion, they are inadequate for produing a good t between the impliit
diusion operator and higher order AR funtions. Even for the 2-step impliit diusion operator, a
ostly omputation of the normalization fators is required sine the simple methods desribed in
Setion 4.4.1 for approximating these fators are inadequate near boundaries. An elegant and robust
method for simulating transparent boundaries, whih an be used eetively in ombination with the
approximate normalization fators, is to dene the orrelation operator as an average of the solutions
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from two diusion problems, one employing Neumann BCs and the other employing Dirihlet BCs.
For the ase of a onstant length sale, the M -th order AR orrelation operator then beomes
FM [η0(z)] = 1
2
λM
(LMN [ η0(z)] + LMD [ η0(z)]) (4.83)
where LMN and LMD denote the M -step impliit diusion operators with Neumann and Dirihlet BCs,
respetively. A mathematial proof of this result is given in Appendix 4.B for the Gaussian ase (M →
∞) by examining the analytial solution of the diusion equation near boundaries. Equation (4.83)
follows from an intuitive generalization of this result to aount for the (nite M) AR funtions
modelled by the impliit diusion equation. The validity of this hypothesis is illustrated numerially
below for the SOAR funtion. The result also appears to hold well for the ase of spatially varying
length sales (not shown).
1 5 10 15 20 25 300
0.5
1
1.5
2
Location
Co
rre
la
tio
n
 
 
Dirac at z1
Dirac at z4
Dirac at z7
(a) λMLMN [ η0(z) ]
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Fig. 4.11  The result of applying the normalized
impliit diusion operator, with (a) Neumann BCs
and (b) Dirihlet BCs, to a Dira delta funtion at
z1 (dashed urves), z4 (dotted urves), and z7 (so-
lid urves). The diusion parameters are M = 2
and κ = 9. The normalization fator is the ana-
lytial value λ2 = 4L = 12. The average of the
solutions in panels (a) and (b) is shown in () (see
Equation (4.83)).
Figure 4.11a shows the response of a 2-step impliit diusion equation to a Dira delta funtion at
dierent loations from the boundary when Neumann BCs are employed. The length sale is LAR = 3
as in the previous examples. The solutions have been multiplied by the analytial estimate of the
normalization fator λ2 = 4L = 12. With the Neumann BCs, the boundaries are insulated (no ux is
exhanged aross the boundary), so the eld being diused eetively aumulates near the boundary
giving rise to an overestimation of the amplitude there. Mathematially, the solution with Neumann
BCs an be expressed as a 2l-periodi funtion built from the sum of two AR funtions (here SOAR) :
one entred at zk and the other entred at −zk (see Equation (4.106) in Appendix 4.B. When zk is
lose to the boundary, the solution is the sum of the AR funtion entred at zk and that part of the
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same funtion entered at −zk whih appears in the ative part of the domain. On the other hand,
when Dirihlet BCs are employed, information is eetively lost through the boundary and the result is
an underestimation of the solution amplitude near the boundaries (Figure 4.11b). Mathematially, the
solution with Dirihlet BCs an be expressed as a 2l-periodi funtion built from the dierene of two
AR funtions : one entered at zk and the other entred at −zk. When zk is lose to the boundary, the
solution is the dierene of the AR funtion entred at zk and that part of the same funtion entered
at −zk whih appears in the ative part of the domain (see Equation (4.107)).
The sum of the two solutions with Neumann and Dirihlet BCs eetively anels out the ontami-
nating part of the solution arising from the AR funtions entred at −zk, but inreases the amplitude
of the solution by a fator of two. Figure 4.11 illustrates the result of averaging the two solutions in
panels a and b. The SOAR funtion is perfetly reovered with orret amplitude at all points. While
Equation (4.83) requires an additional appliation of the diusion operator, this extra expense is small
in omparison to the ost of omputing the normalization fators via the exat or randomization me-
thods. This will be espeially true for appliations requiring regular updating of the normalization
fators in response to ow-dependent parameterizations of the length sales.
4.5 Numerial aspets
4.5.1 Curvilinear oordinates
We onsider the diusion equation dened with respet to general orthogonal urvilinear oordi-
nates (i, j, k). In a numerial model, the oordinates (i, j, k) would orrespond to the orthogonal lines
that dene the three-dimensional model grid, with (i, j) being the horizontal oordinates and k the
vertial oordinate. Let e1, e2 and e3 denote the metri oeients (partial derivatives with respet to
i, j and k, respetively) that dene the urvilinear distane elements (ds1, ds2, ds3) = (e1di, e2dj, e3dk)
in the (i, j, k) oordinate system (e.g., see Strang, 1986). Here we onsider the 1D diusion equation
in whih the seond-order spatial derivative is onstruted from one of the three omponents of the 3D
Laplaian operator dened with respet to (i, j, k).
For the 1D problem, it is natural, as an example, to onsider the omponent assoiated with the
vertial oordinate k at a xed horizontal position (i, j). Assuming that k is related to vertial distane
z via a ontinuous and dierentiable funtion z = z(k), the 1D diusion equation reads
∂η
∂t
− 1
e1 e2 e3
∂
∂k
(
κ
e1 e2
e3
∂η
∂k
)
= 0 (4.84)
where η = η(z(k), t) at a xed point (i, j). The diusion oeient κ and metri oeients ei,
i = 1, . . . 3, are, in general, funtions of k so must be kept within the seond-derivative.
4.5.2 Disretization and solution algorithm
The M -step impliit diusion operator (Equation (4.40)) requires solving the linear system of
equations
L−1i [η(z(k), t1)] = η(z(k), t0),
L−1i [η(z(k), t2)] = η(z(k), t1),
.
.
.
L−1i [η(z(k), tM )] = η(z(k), tM−1)
where, from Equation (4.84),
L−1i = 1−
∆t
e1 e2 e3
∂
∂k
(
κ
e1 e2
e3
∂
∂k
)
. (4.85)
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The L−1i operator is self-adjoint with respet to the inner produt
∫∫∫
η1 η2 e1 e2 e3 di dj dk.
Now onsider a entred nite-dierene representation of the one-step equation
L−1i [ηmk ] = ηm−1k (4.86)
where ηmk = η(zk, tm) and zk = z(k). The η
m
k are assumed to be dened at the mid-points of the
spatial grid ells where k is taken to have an integer value. First-order (entred) derivatives of ηmk
are dened at half-integer points (k+ 12). The urvilinear distane ∆s3 is the distane from one grid-
point or one half grid-point to the next. Sine ∆k = 1, ∆s3 is simply equal to the metri oeient :
∆s3 = e3∆k = ∂z/∂k.
Solutions to Equation (4.86) are more onveniently omputed numerially using a symmetri, rather
than self-adjoint, form of the matrix-operator on the left-hand side. The left-hand side is readily
made symmetri by multiplying both sides of the equation by wk = e1,k e2,k e3,k. The nite-dierene
representation of Equation (4.86) an then be written as
wkη
m−1
k = −αk− 1
2
ηmk−1 − αk+ 1
2
ηmk+1
+
(
wk + αk− 1
2
+ αk+ 1
2
)
ηmk (4.87)
where
αk+ 1
2
= κk+ 1
2
∆t
(
e1,k+ 1
2
e2,k+ 1
2
e3,k+ 1
2
)
, (4.88)
with L2
k+ 1
2
= κk+ 1
2
∆t. The subsripts k and k ± 12 indiate that parameters are evaluated at either zk
or zk± 1
2
.
Consider solutions to Equation (4.87) on the nite interval k = 1, . . . ,K−1, with solid boundaries
assumed at both end-points. The left and right edges of the boundary are dened at the half points
k = 12 and k = K− 12 . For the BCs that need to be supplied to this problem, it is suient to onsider
the general Robin BCs (Equations (4.81) and (4.82)) whih inlude the Neumann and Dirihlet BCs as
limiting ases. At the boundary points k = 12 and k = K−12 , the nite dierene form of Equations (4.81)
and (4.82) reads
µ
(
ηm1 + η
m
0
2
)
− (1− µ)e¯ 1
2
(
ηm1 − ηm0
e3, 1
2
)
=0, (4.89)
µ
(
ηmK + η
m
K−1
2
)
+(1− µ)e¯K− 1
2
(
ηmK − ηmK−1
e3,K− 1
2
)
=0. (4.90)
For onveniene, we set e¯ 1
2
= e3, 1
2
and e¯K− 1
2
= e3,K− 1
2
. Equations (4.89) and (4.90) an then be
rearranged to give the following expressions for the titious points ηm0 and η
m
K within the boundaries :
ηm0 = (1− ε¯) ηm1 , (4.91)
ηmK = (1− ε¯) ηmK−1, (4.92)
where
ε¯ =
2µ
µ+ 2(1− µ) .
Sine 0 ≤ µ ≤ 1, the parameter ε¯ is bounded below by 0 (Neumann) and above by 2 (Dirihlet).
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From Equation (4.87), we have
w1η
m−1
1 = −α 1
2
ηm0 − α 3
2
ηm2
+
(
w1 + α 1
2
+ α 3
2
)
ηm1 ,
wK−1η
m−1
K−1 = −αK− 3
2
ηmK−2 − αK− 1
2
ηmK
+
(
wK−1 + αK− 3
2
+ αK− 1
2
)
ηmK−1,
whih after inserting Equations (4.91) and (4.92) beome
w1η
m−1
1 = −α 3
2
ηm2
+
(
w1 + ε¯α 1
2
+ α 3
2
)
ηm1 ,
wK−1η
m−1
K−1 = −αK− 3
2
ηmK−2
+
(
wK−1 + αK− 3
2
+ ε¯αK− 1
2
)
ηmK−1.
In pratie, it is onvenient to introdue masking parameters at the integer and half-integer points :
εk =
{
1 at ative points : k = 1, . . . ,K − 1,
0 within boundaries : k = 0 and k = K,
and
εk+ 1
2
=
{
1 at ative points : k = 1, . . . ,K−2,
ε¯ on boundary edges : k = 0 and k = K−1,
and to redene ηmk and αk+1
2
aording to
ηmk −→ εk ηmk ,
αk+ 1
2
−→ εk+ 1
2
αk+ 1
2
,
so that the BCs an be enfored diretly in the symmetri equation (4.87).
Equation (4.87) forms a symmetri tridiagonal matrixA with diagonal elements ak,k = wk+αk− 1
2
+
αk+ 1
2
and non-zero o-diagonal elements ak,k+1 = ak+1,k = −αk+ 1
2
. The diagonal is stritly dominant,
|ak,k| >
K−1∑
l=1 l 6=k
|ak,l| for all k,
thus guaranteeing the positive deniteness and invertibility ofA (Golub et van Loan, 1996, Setion 4.2).
Equation (4.86) an be written as
Aηm =Wηm−1 (4.93)
where ηm=(ηm1 , . . . , η
m
K−1)
T
and W=diag(w1, . . . wK−1). For the 1D problem, the size ofA is generally
small enough that it an be inverted using a diret method that requires storing the (non-zero) elements
of A. An algorithm based on Cholesky fatorization is a natural hoie for a symmetri and positive
denite matrix (Golub et van Loan, 1996, Setion 4.2.3). From the Cholesky fatorization of A, we an
write A = GGT where G (GT) is a lower (upper) triangular matrix. The matrix an then be inverted
eiently in two steps : rst using forward elimination
Gξ =Wηm−1 (4.94)
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to solve for the intermediate variable ξ, and then using bakward substitution
GTηm = ξ (4.95)
to solve for ηm.
The Cholesky algorithm has been used for the examples presented in this paper. Alternatively,
Equation (4.93) an be solved approximately using iterative methods suh as onjugate gradient (Go-
lub et van Loan, 1996, Setion 10.2) or multi-grid (Briggs et al., 2000). Iterative methods would be
preferable for large-matrix appliations that arise, for example, in 2D or 3D formulations of the impliit
diusion equation (Weaver et Rii, 2004). Even for the 1D problem, iterative methods may be better
suited for massively parallel implementations with ertain models or omputer arhitetures.
4.5.3 Link with the reursive lter
The impliit diusion algorithm presented here is losely related to the rst-order reursive lter
(Raymond et Garder, 1991; Loren, 1992; Hayden et Purser, 1995) whih has been developed exten-
sively for modelling orrelation funtions in atmospheri data assimilation (see P03a and P03b and
referenes therein).
To illustrate the relationship, we onsider the simplied ase where the diusion oeients κ are
onstant, the underlying grid is uniform with spaing ∆s3 = ∆z, and the domain is innite to avoid
the ompliating eets of BCs. Under these onditions, the one-step impliit diusion lter desribed
by Equations (4.87) and (4.88) redues to
ηm−1k = η
m
k −
κ∆t
(∆z)2
(
ηmk−1 − 2ηmk + ηmk+1
)
. (4.96)
The rst-order reursive lter is desribed by the pair of forward and bakward equations
qk = (1− α˜) pk + α˜ qk−1 for k = 1, . . . ,K−1, (4.97)
sk = (1− α˜) qk + α˜ sk+1 for k = K−1, . . . , 1, (4.98)
where the lter oeient α˜ satises 0 < α˜ < 1 (f. Equations (3.17) and (3.18) in P03a with n = 1).
The quantity pk represents the initial input to the lter at grid point k (f. η
m−1
k in Equation (4.86))
and sk is the value at the same point after the lter has been applied in both forward and bakward
diretions (f. ηmk in Equation (4.86)). The forward and bakward lters are analogous to the forward
elimination and bakward substitution steps of the Cholesky algorithm (Equations (4.94) and (4.95)).
To determine the relationship between the parameters κ and α˜, we an eliminate the intermediate
variable qk in Equations (4.97) and (4.98) to derive an expression for the inverse of the reursive lter,
pk = sk − α˜
(1− α˜)2 (sk−1 − 2sk + sk+1) ,
whih is equivalent to the one-step impliit diusion equation (4.96) if
κ∆t
(∆z)2
=
α˜
(1− α˜)2 . (4.99)
Applying the reursive lter M times (in both diretions) is then learly equivalent to M iterations
of an impliit diusion operator, i.e., to onvolving a eld with an M -th order AR funtion. From
Equations (4.51) and (4.99),
α˜ = 1 +
1
2
(
∆z
L
)2
− ∆z
L
√
1 +
1
4
(
∆z
L
)2
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whih an be used to math the sale response of the reursive lter to the sale parameter L of the
AR funtions. In terms of α˜, the normalization fator is
λM = υM
( √
α˜
1− α˜
)
∆z,
where υM is given by Equation (4.45).
Loren (1992) and P03a provide illustrations of the unnormalized response of the reursive lter
for dierent values of M . The main dierenes between the impliit diusion algorithm presented in
this paper and the rst-order reursive lter are in the treatment of the BCs in a nite domain. BCs
for the reursive lter are disussed in detail in Hayden et Purser (1995) and P03a.
4.6 Summary and disussion
Diusion-based orrelation operators are eient mathematial tools for evaluating orrelation
matrix-vetor produts (integral equations) suh as those required in the iterative minimization al-
gorithms of variational assimilation. This paper has disussed orrelation operators derived from an
impliit formulation of the 1D diusion equation. By analyzing the orrelation operators formed from
kernels belonging to the well-known lass of homogeneous and isotropi AR funtions, it was shown
that the inverse of the AR orrelation operators ould be mathed to a diusion equation integrated
in reverse time with an impliit sheme. This result was obtained by onsidering only the temporal
disretization of the diusion equation. A forward integration of the diusion equation with an impliit
sheme requires the inversion of a matrix resulting from the disretization of the spatial derivative term.
The solution of this forward problem an be used to model the AR orrelation operator itself. The
number of pseudo-time steps (M) of the impliit sheme orresponds to the order of the AR funtion.
The square-root of the produt of the diusion oeient (κ) and the pseudo-time step (∆t) sets the
sale parameter of the AR funtion. The normalization fator required to produe a unit-amplitude
funtion was shown to have a more ompliated relationship involving both M and κ∆t.
The lassial solution of the onstant-oeient diusion equation an be expressed, after norma-
lization, as a orrelation operator with a Gaussian kernel. For a xed-length sale, the AR orrelation
operator modelled with the impliit sheme onverges to the Gaussian orrelation operator asM →∞.
The Gaussian orrelation operator is the only orrelation operator that an be modelled with an expliit
sheme. The hoie of impliit sheme is thus important for enlarging the lass of orrelation funtions
that an be represented by the diusion equation. Contrary to the expliit sheme, the impliit sheme
is unonditionally stable. This is reeted by the additional free parameter M in the impliit model ; in
the expliit modelM must be xed at a value large enough to respet a stability riterion that depends
on the square of the ratio of the length sale and grid size. The property of unonditional stability
is thus partiularly important to keep the omputational ost of the diusion model aeptable when
loal length sales are large ompared to the loal grid resolution.
With variable diusion oeients, the length sales an be made loation dependent. An impor-
tant onsequene of varying the length sales is that the normalization fators are no longer onstant
and must be estimated using a separate algorithm. As an alternative to the randomization method
proposed by WC01, two simpler and less ostly methods were tested for approximating these fators
when the length sales vary slowly and smoothly. In one approah, the diusion oeient appearing in
the formula for the onstant normalization fator is simply replaed by the spatially varying oeient
(Pannekouke et Massart, 2008). In the other approah, the spatially varying diusion oeient is
smoothed using the square-root of the impliit diusion lter before being used in the same formula
(P03b). For the examples onsidered in this paper, the method of P03b was superior, giving a very
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good estimation (< 2% error) with only a small ost overhead.
The eets of BCs on the orrelation funtions indued by the impliit diusion equation were
studied. Both Neumann and Dirihlet BCs result in a distortion of the AR funtions near the boun-
daries. Robin BCs ould be used with the impliit diusion equation to ahieve a good t to a SOAR
funtion near boundaries, but were inadequate for tting higher order AR funtions. A more robust
method was presented for simulating transparent boundaries whih ould be applied at the ost of an
additional integration of the diusion equation. By dening the orrelation operator as the average of
the solution of two diusion problems, one employing Neumann BCs and the other employing Dirihlet
BCs, the AR response of the impliit diusion equation ould be reovered everywhere in the domain.
Importantly, this method an be used in ombination with the P03b tehnique to provide aurate
estimates of the normalization fators with loation-dependent length sales as well as in the presene
of boundaries.
General orrelation operators in higher dimensions an be onstruted from produts of 1D or-
relation operators as disussed by (Stein, 1999, p. 5455) in the ontext of geostatistis, and by Wu
et al. (2002) and P03a,b in the ontext of atmospheri data assimilation with the reursive lter. In
this respet, the results developed in this paper for the 1D impliit diusion operator have muh wider
appliations. With few iterations, however, the produt of 1D orrelation operators leads to a spurious
anisotropi response as illustrated by P03a with the reursive lter. Only by inreasing the number
of iterations to produe a more Gaussian-like response an these numerial artifats be suppressed.
For example, about M = 10 iterations are required with the impliit diusion operator to obtain
an adequate 2D (or 3D) isotropi response. The only satisfatory way to model isotropi, fat-tailed
(low-order AR-like) orrelation funtions with a grid-point lter is to solve a 2D impliit diusion
equation diretly, as illustrated by Weaver et Rii (2004). In doing so, however, we must sarie the
omputational eieny of the 1D impliit diusion operator in favour of a generally less eient and
more umbersome 2D impliit diusion operator.
The hoie of an appropriate orrelation model for data assimilation is determined by exibility
onsiderations, on the one hand, and omputational eieny, on the other. A quasi-Gaussian model
built from produts of 1D impliit diusion operators (high-order AR funtions) may have limited exi-
bility in its spetral response at high wavenumbers but an still support loation- and ow-dependent
length sales in a omputationally eient way. Capturing geographial variations in the orrelation
length sale is as important as apturing the spetral harateristis of the orrelations. To ahieve
fully anisotropi orrelations requires the use of a non-diagonal diusion tensor (WC01; P03b; Purser,
2005) to allow for preferential strething or shrinking of loal length sales in diretions other than
those orresponding to the omputational oordinates. P03b and Purser (2005) outline the theoretial
framework for generating anisotropi orrelations with a quasi-Gaussian model formulated using 1D
smoothing operators. Appliations of the method in meteorology and oeanography are presented in
Liu et al. (2007) and Liu et al. (2009), respetively.
The methods outlined in this paper are being used in the onstrution of a 3D bakground-error
orrelation model for a variational oean data assimilation system (Weaver et al., 2005; Mogensen
et al., 2009) for the NEMO (Nuleus for European Modelling of the Oean; Made, 2008) model.
Those developments will be reported in a future paper.
Aknowledgment : This work was supported by the Frenh National Researh Ageny (ANR) through
the COSINUS programme (projet VODA n
◦
ANR-08-COSI-016). Additional support was obtained
from the LEFE-ASSIM programme. We would like to thank two anonymous reviewers for pointing
out several important referenes in geostatistis whih helped us present our work in muh broader
ontext.
4.A. Matérn and AR funtions 117
4.A Matérn and AR funtions
A widely-used lass of orrelation funtions in spatial statistial modelling is the so-alled Matérn
family (Stein, 1999; Guttorp et Gneiting, 2006) :
ζν(r) =
21−ν
Γ(ν)
( r
L
)ν
Kν
( r
L
)
, (4.100)
where Γ(ν) is the Gamma funtion, Kν(x) is the modied Bessel funtion dened for x > 0, r is the
Eulidean distane between two points in R
n
, and L and ν are length sale and smoothness parameters.
While this orrelation family is dened for arbitrary dimension n, we fous here on the 1D ase for
whih r = |z − z′|.
Consider the speial ase ν = M − 1/2 where M is a stritly positive integer. The Gamma and
modied Bessel funtions are then (Jerey, 1995, p. 219 and p. 274)
Γ(M−1/2) = (2M − 3)!!
2M−1
√
π
=
1× 3× · · · × (2M − 3)
2M−1
√
π (4.101)
and
KM−1/2(x) =
√
π
2x
e−x
M−1∑
k=0
(M − 1 + k)!
2kk! (M − 1− k)!xk . (4.102)
Substituting Equations (4.101) and (4.102) in (4.100) gives
ζM−1/2(r) =
1
(2M − 3)!!
×
M−1∑
k=0
(M − 1 + k)!
2kk! (M − 1− k)!
( r
L
)M−1−k
e−
r
L .
Making the hange of variable j = M − k − 1 yields
ζM−1/2(r) =
1
(2M − 3)!!
×
M−1∑
j=0
(2M − j − 2)!
2M−j−1(M − j − 1)! j!
( r
L
)j
e−
r
L . (4.103)
Sine
1
(2M − 3)!!
=
1
1× 3× · · · × (2M − 3)
=
(2× 1)(2 × 2) · · · (2× (M − 2))(2 × (M − 1))
(2M − 2)!
=
2M−1(M − 1)!
(2M − 2)! , (4.104)
Equation (4.103) redues to
ζM−1/2(r) = fM(z − z′)
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as dened by Equations (4.41) and (4.42).
The FT of Equation (4.100) is ((Yaglom, 1987, p. 139, Eq. 2.140) ; (Gneiting et al., 2009, p. 16,
Eq. (20)))
ζ̂ν(zˆ) = 2π
21−ν
Γ(ν)
(
2ν−1 Γ(ν+1/2)L−2ν
√
π [L−2 + zˆ2]ν+1/2
)
=
2
√
π Γ(ν+1/2)
Γ(ν)
(
L
[1 + (Lzˆ)2]ν+1/2
)
where the 2π normalization of the FT pair has been dened in aordane with Equations (4.23) and
(4.24). Setting ν = M−1/2 for the AR funtions gives
ζ̂M−1/2(zˆ) =
2
√
π Γ(M)
Γ(M−1/2)
(
L
[1 + (Lzˆ)2]M
)
.
From Equations (4.101) and (4.104), and noting that Γ(M) = (M − 1)!, the oeient beomes
2
√
π Γ(M)
Γ(M−1/2) =
22M−1 [(M − 1)!]2
(2M − 2)!
as in Equation (4.45). Hene,
ζ̂M−1/2(zˆ) = f̂M(zˆ)
as dened by Equations (4.43) and (4.44).
4.B Reovering the Gaussian solution near boundaries
In this appendix we show how the Gaussian response of the diusion equation in an innite domain
an be reovered everywhere in a nite domain by averaging the solutions of two diusion problems with
dierent boundary onditions. Reall that the solution of the 1D diusion equation in an unbounded
domain is given by the onvolution integral in Equation (4.31). The response of this onvolution integral
to a Dira delta funtion, η(z, 0) = δ(z − z0), at z = z0 is the Gaussian funtion
ηg(z, t) =
1√
4πκt
e−(z−z0)
2/4κt. (4.105)
We examine now the response of the diusion equation to a Dira delta funtion in a bounded
domain, 0 ≤ z ≤ l. From the method of separation of variables, the general solution is (e.g., see
Setion 2.3 in Haberman, 1987)
η(z, t) = (ν cos(ξz) + µ sin(ξz)) e−ξ
2κt,
where the onstants ν, µ and ξ are determined from the initial and boundary onditions. First, onsider
the solution when the boundary onditions are of Neumann type,
∂η
∂z
= 0 at z = 0 and z = l,
from whih it is easy to verify that µ = 0 and ξ = nπ/l with n = 0, 1, 2, . . .. The solution for the
Neumann problem thus has the form
ηN(z, t) =
∞∑
n=0
cn cos
(nπ
l
z
)
e−(nπ/l)
2κt.
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Sine the initial ondition must satisfy
ηN(z, 0) =
∞∑
n=0
cn cos
(nπ
l
z
)
,
we an determine the Fourier oeients cn from the orthogonality of the osines. This yields
c0 =
1
l
∫ l
0
ηN(z, 0)dz,
cn =
2
l
∫ l
0
ηN(z, 0) cos
(nπ
l
z
)
dz, n = 1, 2, . . .
Taking ηN(z, 0) = δ(z − z0), where 0 < z0 < l, gives
c0 =
1
l
,
cn =
2
l
cos
(nπ
l
z0
)
, n = 1, 2, . . . ,
and the solution beomes
ηN(z, t) =
1
l
+
∞∑
n=1
2
l
cos
(nπ
l
z0
)
cos
(nπ
l
z
)
× e−(nπ/l)2κt,
whih using a standard trigonometri identity an be rewritten as
ηN(z, t) =
1
2l
+
∞∑
n=1
1
l
e−(nπ/l)
2κt cos
(nπ
l
(z−z0)
)
+
1
2l
+
∞∑
n=1
1
l
e−(nπ/l)
2κt cos
(nπ
l
(z+z0)
)
. (4.106)
Now onsider the solution to the problem when the boundary onditions are of Dirihlet type,
η = 0 at z = 0 and z = l,
whih leads to ν = 0 and the same ondition on ξ as in the Neumann problem. The solution is thus
ηD(z, t) =
∞∑
n=0
dn sin
(nπ
l
z
)
e−(nπ/l)
2κt
where
ηD(z, 0) =
∞∑
n=0
dn sin
(nπ
l
z
)
,
and the Fourier oeients dn are determined from the orthogonality of the sines. This yields
d0 = 0,
dn =
2
l
∫ l
0
ηD(z, 0) sin
(nπ
l
z
)
dz, n = 1, 2, . . .
Taking ηD(z, 0) = δ(z − z0), where 0 < z0 < l, gives
dn =
2
l
sin
(nπ
l
z0
)
,
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and the solution beomes
ηD(z, t) =
∞∑
n=1
2
l
sin
(nπ
l
z0
)
sin
(nπ
l
z
)
e−(nπ/l)
2κt,
whih using a standard trigonometri identity an be rewritten as
ηD(z, t) =
1
2l
+
∞∑
n=1
1
l
e−(nπ/l)
2κt cos
(nπ
l
(z−z0)
)
− 1
2l
−
∞∑
n=1
1
l
e−(nπ/l)
2κt cos
(nπ
l
(z+z0)
)
. (4.107)
Consider again the Gaussian expression (4.105), but entered at z0 = 0,
h(z, t) =
1√
4πκt
e−z
2/4κt.
Assuming the funtion is 2l-periodi and that its length sale
√
2κt≪ l so that the funtion eetively
vanishes at z = ±l, we an expand it as a Fourier series,
h(z, t) = a0 +
∞∑
n=1
[
an cos
(nπ
l
z
)
+ bn sin
(nπ
l
z
)]
,
where the Fourier oeients are given by
a0 =
1
2l
∫ l
−l
h(z, t)dz,
an =
1
l
∫ l
−l
h(z, t) cos
(nπ
l
z
)
dz, n = 1, 2, . . . ,
bn =
1
l
∫ l
−l
h(z, t) sin
(nπ
l
z
)
dz, n = 1, 2, . . .
As the Gaussian is an even funtion, the oeients bn = 0 for all n. The oeients a0 and an an be
evaluated using Equation 3.894-4 on p. 480 in Gradshteyn et Ryzhik (1980) :
a0 =
1
2l
,
an =
1
l
e−(nπ/l)
2κt, n = 1, 2, . . . ,
whih leads to
h(z, t) =
1
2l
+
∞∑
n=1
1
l
e−(nπ/l)
2κt cos
(nπ
l
z
)
. (4.108)
Comparing Equation (4.108) with Equations (4.106) and (4.107), we have
ηN(z, t) = h(z−z0, t) + h(z+z0, t),
ηD(z, t) = h(z−z0, t)− h(z+z0, t),
and thus
h(z−z0, t) = 1
2
(ηN(z, t) + ηD(z, t)) = ηg(z, t)
as in Equation (4.105). In other words, the Gaussian solution an be reovered everywhere in a -
nite domain by averaging the solutions obtained separately using Neumann and Dirihlet boundary
onditions.
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Chapitre 5
Construtions 2D et 3D à partir de
l'opérateur de diusion impliite 1D
A partir de l'opérateur de diusion impliite 1D détaillé au hapitre 4, on onstruit ii des opé-
rateurs 2 ou 3×1D qu'il est possible d'utiliser pour représenter les orrélations spatiales néessaires
à la modélisation des ovarianes d'erreur (ébauhe et/ou modèle) dans un système d'assimilation de
données variationnelle. Dans e hapitre, es onstrutions sont appliquées aux orrélations univariées
de l'erreur d'ébauhe dans le adre réaliste du système oéanique NEMOVAR (voir paragraphe 5.1).
Après en avoir détaillé la onstrution (paragraphe 5.2), l'opérateur de diusion impliite 3×1D
est omparé à l'opérateur expliite ombinant une équation de diusion 2D à l'horizontale et 1D à la
vertiale (paragraphe 5.3). La normalisation assoiée est donnée par la méthode par veteur aléatoire.
Au paragraphe 5.4, on propose d'examiner d'autres possibilités de normalisation.
5.1 Le système NEMOVAR
NEMOVAR (Mogensen et al., 2009) est un système d'assimilation variationnelle pour le modèle
oéanique NEMO
64
(Made, 2008) du LOCEAN
65
. Développé par le CERFACS
66
en ollaboration ave
le CEPMMT
67
, le UK Meteorologial Oe
68
, et l'INRIA
69
/LJK
70
, il fait suite au système OPAVAR
(Weaver et al., 2003; Vialard et al., 2003; Weaver et al., 2005; Daget et al., 2009).
La méthode de disrétisation utilisée dans le modèle NEMO est basée sur les diérenes nies en-
trées de deuxième ordre, et les variables sont réparties selon la grille C de la lassiation d'Arakawa
(Arakawa, 1972). La température, la salinité et la hauteur d'eau sont données au point T, au entre de
la maille (voir gure 5.1). Les omposantes "zonale" et "méridienne" du ourant sont respetivement
dénies aux points U et V, soit au entre des faes droite et du fond. Le point W au entre de la fae
du haut est utile au traitements vertiaux et le point F au milieu de l'arrête droite du fond, dénit
l'intersetion des prolongements de U et V.
64
Nuleus for European Modelling of the Oean : http ://www.nemo-oean.eu
65
Laboratoire d'Oéanographie et du Climat : Expérimentations et Approhes Numériques :
https ://www.loean-ipsl.upm.fr/index.php
66
Centre Européen de Reherhe et de Formation Avanée en Calul Sientique : http ://www.erfas.fr/
67
Centre Européen pour les Prévisions Météorologiques à Moyen Terme,
ECMWF : European Centre for Medium-Range Weather Foreasts : http ://www.emwf.int
68
http ://www.metoe.gov.uk/
69
Institut National de reherhe en Informatique et en Automatique : http ://www.inria.fr
70
Laboratoire Jean Kuntzmann : http ://www-ljk.imag.fr/
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Fig. 5.1  La grille C selon Arakawa dénit pour une maille donnée : les points T au entre de la
maille, U au entre de la fae droite, V au entre de la fae du fond, W au entre de la fae du haut et
F au milieu de l'arrête droite du fond (intersetion des prolongements de U et V). Figure 3.1 de Made
(2008).
Le modèle NEMO ore plusieurs ongurations possibles, que e soit en terme de résolution, de ré-
gions (global, bassin, . . .), de hoix de paramètres physiques, de méthodes numériques ou de onditions
aux frontières. Pour notre appliation, nous nous limiterons aux grilles ORCA2 (onguration globale
à 2°, soit 182 × 149 mailles horizontales sur 31 niveaux vertiaux) et ORCA1 (onguration globale
à 1°, soit 362 × 292 mailles horizontales sur 42 niveaux vertiaux), ave des onditions aux frontières
est/ouest ylique et reouvrement nord, qui permettent d'assoier les tés droit et gauhe puis haut
de la grille an de modéliser une sphère. La singularité due au Ple Nord est éliminée par onstru-
tion de deux ples, l'un sur l'Amérique du Nord, l'autre sur le ontinent Asiatique. Le ple Sud étant
déni sur l'Antartique, auun traitement spéique n'est néessaire. On notera que pour es grilles,
un ranement méridien à l'équateur permet de mieux appréhender ette zone hautement énergétique.
Le ode est parallélisé en déomposant le domaine global en sous-domaines horizontaux (la vertiale
n'est pas déomposée) grâe à la librairie MPI
71
. Ces deux ongurations à plutt basse résolution
sont prinipalement employées dans des appliations relatives au limat. Elles permettent de fournir
des onditions initiales pour des prévisions limatiques (mensuelles, saisonnières ou multi-annuelles),
et oéaniques, ou enore de reonstruire l'histoire de l'oéan par des réanalyses multi-déennales.
NEMOVAR est onçu pour permettre une assimilation inrémentale 3D-Var ou 4D-Var. Pour ette
dernière option, les routines adjointes du modèle sont atuellement développées sous l'appellation
NEMOTAM. NEMOVAR omprend également un système de ontrle de qualité des observations
(NEMOQC). Plusieurs études sont atuellement en ours pour permettre l'amélioration du système,
omme la prise en ompte de nouveaux types de données à assimiler (altimétrie, température de sur-
fae, ourants, onentration de glae de mer), la orretion des biais du modèle et des observations,
les algorithmes de minimisation, ou enn les opérateurs de ovarianes qui nous intéressent ii.
Les orrélations univariées de l'erreur d'ébauhe y sont onstruites par les appliations suessives
d'un opérateur de diusion expliite 2D sur l'horizontale et 1D sur la vertiale, suivies d'une normalisa-
tion issue de la méthode par veteur aléatoire (Weaver et Courtier, 2001). Pour l'horizontale, l'éhelle
de orrélation est onstante (4° pour ORCA2, 2° pour ORCA1) sauf autour de l'équateur (±15°) où elle
est étirée dans le sens zonal et rétréie dans le sens méridien. Cette onguration entraîne un nombre
d'itérations de 200 pour respeter le ritère de stabilité du shéma expliite (voir paragraphe 4.3.1).
Pour la vertiale, l'éhelle est proportionnelle à la taille de la maille, et le nombre d'itérations est de
71
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10. Ces paramètres onstituent la onguration standard mais peuvent bien sûr être modiés. L'al-
gorithme de minimisation (CONGRAD) est un gradient onjugué (Lanzos) ave un hangement de
variable préalable du type v = U−1δx (où B = UUT ; voir paragraphe 3.1.2).
Au ours de ette thèse, des expérienes d'assimilation 3D-Var sont réalisées pour des données de
température, salinité et hauteur d'eau (les données de ourants ne sont pas assimilés dans NEMOVAR
à l'heure atuelle). Pour modéliser les orrélations de la matrie B, on onstruit des opérateurs de
diusion impliite 2D (hauteur d'eau) et 3D (température et salinité) à partir de l'opérateur de diusion
impliite 1D, tout en respetant les ontraintes imposées par la parallélisation. Leurs performanes
sont omparées aux opérateurs expliites mentionnés plus haut. De plus, la dénition des éhelles
de orrélation néessitant d'être approfondie, on implémente la possibilité de prendre en ompte les
éhelles déterminées pour OPAVAR (ORCA2 uniquement) à partir d'une méthode d'ensemble par
Daget (2008). Enn, on tente d'évaluer les diérentes possibilités de normalisation, qu'il s'agisse de
la méthode par veteur aléatoire ou de l'approximation du fateur théorique. C'est dans e adre
(entre autres), que le nouvel algorithme de minimisation CGMOD a été mis en plae (S. Gratton,
A. Piaentini, A. Weaver). Moins gourmand en mémoire suivant les options hoisies, il utilise un
préonditionnement par B diretement (voir paragraphe 3.1.2) et non plus le hangement de variable
impliquant U néessaire à CONGRAD. C'est ette dernière aratéristique qui nous intéressera ii
pour des raisons que l'on détaillera au paragraphe 5.4.
5.2 Constrution d'opérateurs de orrélation 2 et 3×1D
La onstrution en 2D ou 3D de fontions de ovariane (ou orrélation) à partir d'une fontion 1D
a été largement étudiée en mathématiques omme en géostatistiques (voir par exemple Stein, 1999, p.
54-55 et les référenes itées). En assimilation de données, Wu et al. (2002) et Purser et al. (2003a,b)
appliquent un ltre réursif 1D sur haque axe pour onstruire des fontions de orrélations 2D et 3D
pour l'erreur d'ébauhe. De telles onstrutions sont généralement plus simples à étudier et à mettre
en ÷uvre que de véritables onstrutions multi-dimensionnelles. Néanmoins, leur forte dépendane aux
axes présente des inonvénients dont il onvient de tenir ompte. Dans e paragraphe, des opérateurs
de orrélation 2D pour l'horizontale et 3D sont onstruits suivant le même prinipe mais à partir de
l'opérateur de diusion impliite 1D étudié au hapitre 4.
5.2.1 Fontions de orrélation séparables
On suppose ii que la fontion de orrélation 3D que l'on herhe à modéliser est séparable suivant
les axes x, y et z, i.e. elle peut s'érire sous la forme d'un produit de fontions de orrélation 1D (Stein,
1999, p. 54) :
c(x, x′; y, y′; z, z′) = cx(x, x
′)cy(y, y
′)cz(z, z
′).
Chaque fontion de orrélation 1D peut alors être modélisée à l'aide de l'opérateur de diusion impliite
étudié au hapitre 4. Si on suppose de plus que le hamp 3D que l'on herhe à orréler est également
séparable (bien qu'il ne le soit pas en général)
η(x, y, z) = ηx(x)ηy(y)ηz(z),
l'opérateur de orrélation
C[η(x, y, z)] =
∫ ∫ ∫
c(x, x′; y, y′; z, z′) η(x′, y′, z′) dz′ dy′ dx′
=
∫
cx(x, x
′)ηx(x
′) dx′
∫
cy(y, y
′)ηy(y
′) dy′
∫
cz(z, z
′)ηz(z
′) dz′,
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peut alors s'érire
C[η(x, y, z)] =
√
λx(x)LMx
[√
λx(x) ηx(x)
]√
λy(y)LMy
[√
λy(y) ηy(y)
]√
λz(z)LMz
[√
λz(z) ηz(z)
]
=
√
λ(x, y, z)LM
[√
λ(x, y, z) η(x, y, z)
]
,
ave
LM = LMx LMy LMz ,
et
λ(x, y, z) = λx(x)λy(y)λz(z).
LM est l'opérateur de diusion impliite 3×1D onstruit à partir des opérateurs de diusion impliite
1D, ave M le nombre d'itérations. On notera qu'il est tout à fait possible de hoisir un nombre d'ité-
rations diérent pour haque opérateur 1D. Cependant, pour simplier les notations, on suppose ii
qu'ils utilisent tous le même nombre M .
On disrétise maintenant et opérateur suivant les oordonnées urvilinéaires orthogonales (i, j, k)
du modèle NEMO. Les opérateurs inverses 1D sont alors donnés par (voir l'exemple du paragraphe
4.5)
L−1x = 1−
∆t
e1e2e3
∂
∂i
(
κ
e2e3
e1
∂
∂i
)
à (j, k) xé, (5.1)
L−1y = 1−
∆t
e1e2e3
∂
∂j
(
κ
e1e3
e2
∂
∂j
)
à (i, k) xé, (5.2)
L−1z = 1−
∆t
e1e2e3
∂
∂k
(
κ
e1e2
e3
∂
∂k
)
à (i, j) xé, (5.3)
où le produit e1e2e3 représente les éléments de volume loaux que l'on notera sous la forme de la
matrie diagonale W = diag(· · ·, e1(i, j, k)e2(i, j, k)e3(i, j, k), · · · ). On rappelle pour mémoire la dé-
nition des opérateurs expliite 2D horizontal et 1D vertial disrétisés suivant es mêmes oordonnées
urvilinéaires orthogonales :
Lexh = 1 + ∆t
e1e2e3
[
∂
∂i
(
κ
e2e3
e1
∂
∂i
)
+
∂
∂j
(
κ
e1e3
e2
∂
∂j
)]
à k xé, (5.4)
Lexz = 1 + ∆t
e1e2e3
∂
∂k
(
κ
e1e2
e3
∂
∂k
)
à (i, j) xé. (5.5)
Dans et espae, on dénit le produit salaire par 〈η1, η2〉W =
∫
η1η2e1e2e3 di dj dk. Pour la fontion
oût disrétisée suivant es mêmes oordonnées, la norme L2 assoiée au terme Jb et déoulant de
e produit salaire (pondéré par B−1) doit également tenir ompte des éléments de volume, et par
onséquene, la modélisation de B doit omprendre une appliation deW−1. Les ovarianes d'erreur
d'ébauhe disrétisées selon ette grille urvilinéaire s'érivent alors
BW−1 = KD
1/2CW−1D
1/2KT,
aveK l'opérateur d'équilibre, D la matrie diagonale des varianes, et CW−1 la matrie blo diagonale
des orrélations univariées, où haque blo C est donné pour une variable partiulière par
C = Λ1/2LMW−1Λ1/2, (5.6)
ave
LM = LMx L
M
y L
M
z , (5.7)
l'opérateur linéaire résultant de la disrétisation spatiale de haque opérateur 1D (voir paragraphe 4.5.2).
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Les opérateurs inverses donnés par les équations (5.1-5.3) (ainsi que les opérateurs expliites don-
nés par les équations (5.4) et (5.5)) sont autoadjoints par rapport au produit salaire 〈η1, η2〉W =∫
η1η2e1e2e3 di dj dk. On en rappelle ii la preuve pour l'exemple de L−1x .
Preuve:
〈
η1,L−1x [η2]
〉
W
=
∫
IR3
η1
[
η2 − ∆t
e1e2e3
∂
∂i
(
κ
e2e3
e1
∂η2
∂i
)]
e1e2e3 di dj dk
=
∫
IR3
η1η2e1e2e3 di dj dk −
∫
IR3
η1∆t
[
∂
∂i
(
κ
e2e3
e1
∂η2
∂i
)]
di dj dk.
En intégrant par partie la seonde intégrale, on obtient :
∫
η1∆t
[
∂
∂i
(
κ
e2e3
e1
∂η2
∂i
)]
di dj dk
=
[
η1∆t κ
e2e3
e1
∂η2
∂i
]Γ
−
∫
∆t κ
∂η1
∂i
e2e3
e1
∂η2
∂i
di dj dk
=
[
∆t κ
e2e3
e1
η1
∂η2
∂i
]Γ
−
[
∆t κ
e2e3
e1
∂η1
∂i
η2
]Γ
+
∫ [
∂
∂i
(
∆t κ
e2e3
e1
∂η1
∂i
)]
η2 di dj dk
=
[
∆t κ
e2e3
e1
(
η1
∂η2
∂i
− η2 ∂η1
∂i
)]Γ
+
∫
∆t
[
∂
∂i
(
κ
e2e3
e1
∂η1
∂i
)]
η2 di dj dk.
Lorsque les onditions sur la frontière Γ du domaine sont de type Neumann (∂η1/∂i =
∂η2/∂i = 0) ou Dirihlet (η1 = η2 = 0), on a alors
η1
∂η2
∂i
− η2 ∂η1
∂i
= 0. (5.8)
Lorsque les onditions aux frontières sont de type Robin, on a
µη1 − (1− µ)e¯ ∂η1
∂i
= 0,
µη2 − (1− µ)e¯ ∂η2
∂i
= 0,
où µ est tel que 0 < µ < 1, et e¯ un paramètre d'éhelle permettant de rendre les dimensions
ohérentes dans les expressions préédentes. En multipliant la première expression par η2 et
la seonde par η1, puis en les soustrayant, on obtient
µη1η2 − (1− µ)e¯ η2 ∂η1
∂i
− µη1η2 + (1− µ)e¯ η1 ∂η2
∂i
= 0
(1− µ)e¯
(
η1
∂η2
∂i
− η2 ∂η1
∂i
)
= 0,
et l'on retrouve l'équation (5.8). Au nal, on a don
〈
η1,L−1x [η2]
〉
W
=
∫
η1η2e1e2e3 di dj dk −
∫
∆t
[
∂
∂i
(
κ
e2e3
e1
∂η1
∂i
)]
η2 di dj dk
=
∫ [
η1 − ∆t
e1e2e3
∂
∂i
(
κ
e2e3
e1
∂η1
∂i
)]
η2 e1e2e3 di dj dk
=
〈L−1x [η1] , η2〉W .
La formulation donnée ii étant séparable, les opérateurs 1D ommutent et l'opérateur 3×1D est alors
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lui-même autoadjoint. On a don, d'après l'équation (A.2) :
L = L∗ =W−1LTW.
On remarque également que
(L∗)M = L∗ × · · · × L∗︸ ︷︷ ︸
M
= (L× · · · × L)︸ ︷︷ ︸
M
∗ =
(
LM
)∗
,
et on a alors
LM = (L∗)M =W−1
(
LT
)M
W =W−1
(
LM
)T
W. (5.9)
L'opérateur de diusion impliite horizontale 2×1D est onstruit sur les mêmes bases mais en
retirant la dimension vertiale. Dans la suite du paragraphe 5.2, on se limite à et opérateur 2×1D
pour illustrer nos propos.
5.2.2 Sensibilité au nombre d'itérations
Dans le adre du ltre réursif, Purser et al. (2003a) montrent qu'un faible nombre d'appliations
onduit à une réponse altérée par une anisotropie parasite. Le même genre de phénomène est observé
ave l'équation de diusion. La gure 5.2 montre un exemple de l'appliation d'un opérateur 2×1D
sur une grille régulière de résolution 1 point, et ave une éhelle de orrélation onstante de LAR = 20
points pour haque axe (le paramètre d'éhelle L =
√
κ∆t est ajusté en fontion de M pour maintenir
onstante ette éhelle de orrélation à l'aide de l'équation (4.54)). La normalisation est donnée par
un algorithme de normalisation exate. Lorsque le nombre d'itérations est faible (M = 2 ; a), une
altération apparaît et s'atténue lorsque l'on itère davantage (M = 10 ; b).
(a) M = 2 (b) M = 10
Fig. 5.2  Exemple de fontions de orrélation obtenues par l'appliation d'un opérateur de diusion
impliite 2×1D pour une éhelle onstante LAR = 20 sur haque axe. La normalisation est donnée par
la méthode exate. Lorsque le nombre d'itérations M est faible (a), la fontion présente une anisotropie
parasite qui s'atténue en itérant davantage (b).
En raison de ette anisotropie parasite qui apparaît lorsque M est faible, il n'est pas possible de
modéliser des fontions dont le oeient d'aplatissement est important (fontions AR d'ordre faible).
En revanhe, lorsque M est grand, haque fontion de orrélation issue de l'appliation d'un opérateur
de diusion impliite 1D tend vers la gaussienne, et ainsi, la fontion de orrélation orrespondant à
l'opérateur 2×1D tend elle-même vers une fontion gaussienne 2D :
g(x, y) = e−x
2/2L2g × e−y2/2L2g = e−(x2+y2)/2L2g .
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Fig. 5.3  Erreur suivant l'équation (5.10) en fontion du nombre d'itérations du même opérateur
2×1D que pour la gure (5.2). Pour M = 10, l'erreur est inférieure à 5%.
Malgré la possibilité qu'ore un opérateur de diusion impliite 1D de modéliser des fontions
AR, nous ne herherons à représenter que des fontions gaussiennes ave les opérateurs de diusion
impliite 2 et 3×1D. La gure 5.3 montre alors dans les mêmes onditions que pour la gure 5.2,
l'erreur de modélisation en fontion de M . Cette erreur est donnée par
err =
‖C[δ(x− x0, y − y0)]− g(x− x0, y − y0)‖2
‖g(x− x0, y − y0)‖2
, (5.10)
où g(x− x0, y− y0) est la fontion gaussienne attendue omme résultat de l'appliation de l'opérateur
2×1D à δ(x−x0, y−y0), la fontion de Dira au point (x0, y0). Elevée pour un faible nombre d'itérations,
l'erreur déroît rapidement et devient inférieure à 5% à partir de M = 10.
5.2.3 Non séparabilité près des frontières
En oéanographie, il est important de prendre en ompte les diérentes frontières, qu'il s'agisse des
tes ou de la bathymétrie. Or, à l'approhe de es frontières, l'hypothèse de séparabilité des fontions
de orrélation prise dans le paragraphe préédent n'est plus valide. On herhe ii à en appréhender les
onséquenes à travers diérentes formulations garantissant les propriétés de symétrie
72
et de dénie
positivité des opérateurs. Pour simplier les éritures et les illustrations, on se limite à l'opérateur de
orrélation horizontal 2×1D :
C = Λ1/2LMW−1Λ1/2 ave LM = (LxLy)
M = LMx L
M
y , (5.11)
ou
C˜ = Λ1/2L˜MW−1Λ1/2 ave L˜M = (LyLx)
M = LMy L
M
x . (5.12)
Lorsque les opérateurs 1D ommutent, les opérateurs de diusion L et L˜ sont égaux et par onséquene
les opérateurs de orrélations C et C˜ sont également égaux. De plus, L et L˜ sont autoadjoints, e qui
permet aux formulations des équations (5.11) et (5.12) d'être symétriques.
En revanhe, si les opérateurs 1D ne ommutent pas, on a
L∗ = (LxLy)
∗ = L∗yL
∗
x = LyLx 6= LxLy = L.
72
On parle ii de la symétrie de l'opérateur de orrélation dans le sens où l'appliation de l'opérateur C donne
le même résultat que l'appliation de l'opérateur CT, et non pas de la symétrie de la fontion de orrélation
résultante telle que dénie en Annexe B.
128 5. Construtions 2D et 3D à partir de l'opérateur de diusion impliite 1D
On a alors LMW−1 6= (LMW−1)T et ainsi C 6= CT. Les opérateurs de orrélations C et C˜ (la même
démonstration s'y applique) ne sont don pas symétriques lorsque les opérateurs 1D ne ommutent pas.
Néanmoins, il est possible de forer la symétrie de l'opérateur C (ou C˜) en redénissant l'opérateur
de diusion par
LM1 =
1
2
[
LM +
(
LM
)∗]
=
1
2
[
LMx L
M
y +
(
LMy
)∗ (
LMx
)∗]
. (5.13)
Une première formulation de l'opérateur de orrélation dans le as de non-séparabilité est don :
C1 = Λ
1/2 1
2
[
LMx L
M
y +W
−1
(
LMy
)T
WW−1
(
LMx
)T
W
]
W−1Λ1/2
=
1
2
Λ1/2
[
LMx L
M
y W
−1 +W−1
(
LMy
)T (
LMx
)T]
Λ1/2
=
1
2
(
C+CT
)
, (5.14)
où on a bien C1 = C
T
1 . On suppose de plus que et opérateur est déni positif (ette hypothèse n'est
pas disutée ii ar ette formulation ne sera pas retenue).
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(a) C1, éqn. (5.14)
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(b) Fontion gaussienne 2D
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) C, éqn. (5.6)
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(d) CT, éqn. (5.6)
Fig. 5.4  Solution de l'appliation de l'opérateur de diusion impliite 2×1D suivant l'équation (5.14),
à une fontion de Dira située à l'angle de la frontière omplexe, sur une grille régulière de résolution 1
point, ave une éhelle de orrélation de LAR = 10 points (panneau a). Pour omparaison, la fontion
gaussienne attendue est représentée sur le panneau b. Le détail des termes de la moyenne est donné
sur les panneaux  et d.
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La gure 5.4a montre le résultat de l'appliation de l'opérateur 2×1D déni par l'équation (5.14)
à une fontion de Dira située à l'angle d'une frontière omplexe. On hoisit ii délibérément une
frontière diile an d'exposer plus lairement les diultés auxquelles sont onfrontées les diérentes
formulations. Le fait que la frontière soit symétrique suivant x et y n'a pas d'inuene sur les résultats.
La grille est régulière et de résolution 1 point, et l'éhelle de orrélation est dénie sur les deux axes
par LAR = 10 points. Pour omparaison, la fontion gaussienne attendue est donnée par la gure 5.4b.
On onstate l'apparition d'un artefat important qui s'explique par le fait que pour haque terme de
la moyenne, la ondition initiale est entièrement diusée sur un axe avant d'être diusée sur l'autre.
Sur la gure 5.4 qui représente le premier terme de ette moyenne, la ondition initiale est d'abord
entièrement diusée suivant l'axe y avant d'être diusée suivant l'axe x, e qui prolonge artiiellement
la frontière zonale. Sur la gure 5.4d qui représente le deuxième terme de la moyenne, la ondition
initiale est dégagée du reoin de la frontière par la diusion suivant x et peut don ensuite être étalée
en haut et en bas. Mais ela entraîne une prolongation artiielle de la première frontière méridienne.
On remarque également sur es deux gures, l'eet d'étirement de l'éhelle de orrélation dû à l'appli-
ation des onditions aux frontières de Neumann ave une normalisation exate (voir paragraphe 4.4.2).
Les formulations données par les équations (5.11) et (5.14) ne sont pas satisfaisantes. En eet,
la dénition positive n'est pas garantie et même si la symétrie est assurée par la dénition (5.14), le
résultat, deux fois plus oûteux, reste insusant près des frontières. On propose alors de fatoriser
l'opérateur de diusion par LM2 = L
M/2LM/2, où les termes en M/2 représentent une intégration
des équations de diusion sur le pseudo-temps [0, T/2] au lieu de [0, T ]. Par onvention, on hoisira
don obligatoirement un nombre d'itérations M pair73. Si les opérateurs 1D ommutent, l'opérateur
de diusion 2×1D est alors autoadjoint et on peut érire
LM2 = L
M/2LM/2 = LM/2
(
LM/2
)∗
= LM/2x L
M/2
y
(
LM/2y
)∗ (
LM/2x
)∗
. (5.15)
Une nouvelle formulation de l'opérateur de orrélation est alors donnée par
C2 = Λ
1/2LM/2x L
M/2
y W
−1
(
LM/2y
)T
WW−1
(
LM/2x
)T
WW−1Λ1/2
= Λ1/2LM/2x L
M/2
y W
−1
(
LM/2y
)T (
LM/2x
)T
Λ1/2
= C1/2
(
C1/2
)T
. (5.16)
L'avantage prinipal de l'équation (5.16) par rapport aux équations (5.11) et (5.14) est que la formula-
tion même garantit un résultat symétrique (C2 = C
T
2 ) et déni positif. De la même manière, on peut
dénir
C˜2 = Λ
1/2LM/2y L
M/2
x W
−1
(
LM/2x
)T (
LM/2y
)T
Λ1/2
= C˜1/2
(
C˜1/2
)T
. (5.17)
Néanmoins, si les opérateurs Lx et Ly ne ommutent pas, on obtiendra des résultats diérents suivant
que l'on applique l'un ou l'autre en premier, puisque
C2 = C
1/2
(
C1/2
)T 6= C˜1/2 (C˜1/2)T = C˜2.
Pour palier e problème, Dobrii et Pinardi (2008) proposent dans le adre du ltre réursif, de
modier la dénition (5.15) en prenant en ompte les deux dénitions possibles des opérateurs de
73
Il est en fait possible d'utiliser un nombre d'itérations impair mais au prix de diultés supplémentaires
que l'on n'a pas jugé néessaires d'introduire ii.
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(a) C2, éqn. (5.16)
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(b) C˜2, éqn. (5.17)
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) C3, éqn. (5.18)
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(d) C4, éqn. (5.19), moyenne de (a) et (b)
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(e) Cex, éqn. (5.20)
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(f) Fontion gaussienne 2D
Fig. 5.5  Solutions de l'appliation de l'opérateur de diusion impliite 2×1D à une fontion de
Dira située à l'angle de la frontière omplexe, sur une grille régulière de résolution 1 point, ave une
éhelle de orrélation de LAR = 10 points. L'opérateur 2×1D est donné par l'équation (5.16) (a),
l'équation (5.17) (b), l'équation (5.18) () ou l'équation (5.19) (d). Pour omparaison, la solution de
l'appliation de l'opérateur expliite 2D suivant l'équation (5.20) (e) et la fontion gaussienne attendue
(f) sont également représentés.
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diusion :
LM3 =
1
2
[
LM/2 + L˜M/2
] 1
2
[
LM/2 + L˜M/2
]∗
=
1
2
[
LM/2x L
M/2
y + L
M/2
y L
M/2
x
] 1
2
[(
LM/2y
)∗ (
LM/2x
)∗
+
(
LM/2x
)∗ (
LM/2y
)∗]
,
e qui onduit à la formulation
C3 =
1
4
Λ1/2
[
LM/2x L
M/2
y + L
M/2
y L
M/2
x
]
W−1
[(
LM/2y
)T(
LM/2x
)T
+
(
LM/2x
)T(
LM/2y
)T]
Λ1/2. (5.18)
Une autre possibilité est de prendre en ompte les deux dénitions possibles des opérateurs de orré-
lation données par les équations (5.16) et (5.17) :
C4 =
1
2
Λ1/2
[
LM/2x L
M/2
y W
−1
(
LM/2y
)T(
LM/2x
)T
+ LM/2y L
M/2
x W
−1
(
LM/2x
)T(
LM/2y
)T]
Λ1/2
=
1
2
(
C2 + C˜2
)
. (5.19)
Les formulations données par les équations (5.18) et (5.19) dièrent par les produits roisés qui ap-
paraissent dans la première. Garantissant la symétrie et la dénition positive, elles orent l'avantage
sur l'équation (5.16) de s'aranhir des problèmes de non-ommutation des opérateurs 1D. Cependant,
elles néessitent deux fois plus d'appliation des opérateurs de diusion et sont don plus oûteuses.
Pour omparaison, l'opérateur de orrélation basé sur l'opérateur de diusion expliite 2D s'érit
Cex = Λ
1/2
ex L
M/2
exh W
−1
(
L
M/2
exh
)T
Λ1/2ex , (5.20)
où Lexh représente la disrétisation spatiale de l'équation (5.4).
Les gures 5.5a-d présentent les résultats de l'appliation d'un opérateur 2×1D suivant les dié-
rentes formulations énonées, à une fontion de Dira dans les mêmes onditions que pour la gure 5.4a.
Pour omparaison, les gures 5.5e-f montrent respetivement le résultat de l'appliation de l'opérateur
expliite 2D suivant l'équation (5.20), et la fontion gaussienne attendue. Dans tous les as la norma-
lisation assoiée à l'opérateur de diusion est donnée par une méthode exate. Pour la gure 5.5a, les
opérateurs sont appliqués suivant l'équation (5.16), où l'appliation adjointe suivant x intervient en
premier. On voit ii lairement que la première diusion est bien marquée et permet ensuite, par dif-
fusion suivant y, d'obtenir un résultat orret le long de la frontière méridienne, tandis qu'il est moins
satisfaisant le long de la frontière zonale. Lorsque le sens d'appliation est inversé (gure 5.5b), les
mêmes ommentaires s'appliquent mais sur les axes opposés et le résultat devient bien plus satisfaisant
sur la frontière zonale que sur la frontière méridienne. Les gures 5.5-d montrent les solutions obtenues
respetivement par l'appliation des équations (5.18) et (5.19). L'eet du traitement séparé de haque
axe reste visible mais la forme obtenue est bien plus prohe de la gaussienne attendue que pour les
gures 5.5a-b. On remarque enn, que l'étirement artiiel de l'éhelle de orrélation dû à la normali-
sation exate semble plus marqué pour l'opérateur expliite 2D que pour les diérentes formulations
des opérateurs impliites 2×1D. Mais le traitement étant eetué sur les deux axes simultanément, il
n'y a pas d'eet parasite du type de elui qui apparait sur les gures 5.5a-d.
5.2.4 Non séparabilité due aux variations des éhelles de orrélation
Dans beauoup d'appliations d'assimilation de données, et en partiulier pour l'oéanographie,
supposer que les éhelles de orrélation sont onstantes est peu réaliste. La prise en ompte de l'in-
homogénéïté et de l'anisotropie pour une fontion de orrélation gaussienne s'eetue par l'utilisation
132 5. Construtions 2D et 3D à partir de l'opérateur de diusion impliite 1D
d'un tenseur (Weaver et Courtier, 2001; Purser et al., 2003b; Purser, 2005). En se limitant au as 2D,
la fontion gaussienne s'érit
g(x,y) = exp
[
1
2
( x y )
(
κxx κxy
κyx κyy
)(
x
y
)]
. (5.21)
Les termes diagonaux κxx et κyy du tenseur permettent de prendre en ompte des éhelles de
orrélation qui varient suivant les axes x et y respetivement. Les gures 5.6a-b représentent le résultat
de l'appliation d'un opérateur de diusion impliite 2×1D ave M = 10 à une ondition initiale
omposée de deux fontions de Dira, assoiée à une normalisation exate. Sur le panneau (a), l'éhelle
de orrélation est onstante LAR = 7 pour haque axe, tandis que sur le panneau (b), l'éhelle varie
sur son axe autour de ette valeur suivant une sinusoïde. Pour la fontion en bas à gauhe, les éhelles
sont raouries tandis qu'elles sont allongées pour la fontion en haut à droite.
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(a) Fontion homogène isotrope
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(b) Variation suivant les axes
Fig. 5.6  Appliation d'un opérateur 2×1D ave M = 10 à une ondition initiale omposée de deux
fontions de Dira, lorsque l'éhelle de orrélation est onstante LAR = 7 points pour haque axe (a),
et lorsqu'elle varie sur son axe autour de ette valeur suivant une sinusoïde (b).
Les termes extra-diagonaux κxy et κyx introduisent quant à eux l'anisotropie, mais ne peuvent
pas être pris en ompte diretement par l'opérateur 2×1D à moins d'eetuer un hangement de base
permettant de ramener es termes sur la diagonale du tenseur inhérent. Dans le adre du ltre réursif,
Purser et al. (2003b) et Purser (2005) proposent une méthode permettant de générer des axes arti-
iels suivant lesquels il est possible d'allonger ou d'étréir les éhelles. Cette méthode est également
appliable à l'équation de diusion mais ne sera pas testée ii.
Les éhelles de orrélation sont souvent estimées à partir de onnaissanes physiques ou statistiques.
Mais lorsque des ontraintes numériques existent (ritère de stabilité pour l'opérateur de diusion
expliite), elles sont plutt hoisies de manière à satisfaire des onditions de faisabilité. Lorsqu'auune
ontrainte numérique n'existe (opérateur de diusion impliite), une façon de donner davantage de
ohérene physique aux éhelles de orrélation et même, de les faire dépendre de l'éoulement, est de
les estimer à partir d'un ensemble (Daget, 2008), suivant les formules de Pannekouke et al. (2008)
par exemple. Néanmoins, il est important de noter que l'hypothèse de séparabilité des fontions de
orrélation n'est plus valide dès que des variations de es éhelles de orrélation sont prises en ompte
(sauf si pour haque opérateur 1D, la variation ne dépend que de l'axe aérent).
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5.3 Appliation au système NEMOVAR
Les résultats obtenus dans le paragraphe préédent sont maintenant appliqués au système d'as-
similation de données oéaniques variationnelle NEMOVAR, pour modéliser les orrélations spatiales
de l'erreur d'ébauhe pour la température (3D) et les omposantes non équilibrées de salinité (3D)
et hauteur d'eau (2D). Quelque soit la formulation, le nombre d'itérations à appliquer pour les dié-
rents opérateurs 1D doit être hoisi de manière à e que l'anisotropie parasite résultant d'un M petit
soit atténuée de façon satisfaisante. Bien qu'il n'y ait auune obligation de hoisir le même nombre
d'itérations pour tous les opérateurs, 'est e que nous faisons dans tout e qui suit en prenant M = 10.
L'opérateur expliite préédemment mis en ÷uvre dans NEMOVAR est donné en 2D par l'équa-
tion (5.20) et en 2D+1D par l'extension
Cex = Λ
1/2
ex L
M/2
exz L
M/2
exh W
−1
(
L
M/2
exh
)T (
LM/2exz
)T
Λ1/2ex . (5.22)
On note que les opérateurs Lexz et Lexh ne ommutent pas près des tes ou de la bathymétrie, et
donneraient don des résultats diérents s'ils étaient intervertis dans l'équation (5.22). De la même
manière, on hoisit pour l'opérateur impliite, d'utiliser la formulation donnée par l'équation (5.16)
pour l'opérateur horizontal 2×1D et son extension à trois dimensions
C2 = Λ
1/2LM/2x L
M/2
y L
M/2
z W
−1
(
LM/2z
)T (
LM/2y
)T (
LM/2x
)T
Λ1/2,
pour l'opérateur 3×1D. L'ordre d'appliation des opérateurs 1D est hoisi de façon arbitraire (mais
prendra plus de sens dans le paragraphe 5.4. Comme pour l'expliite, les onditions aux frontières sont
de type Neumann et appliquées grâe à l'utilisation de masques omme indiqué au paragraphe 4.5.2.
Enn, la normalisation est réalisée par la méthode par veteur aléatoire de 1000 membres.
5.3.1 Aspets numériques
La résolution numérique du shéma doit tenir ompte de la parallélisation adoptée pour le modèle.
Or, elle de NEMO (et de NEMOVAR par onséquene) onsiste à déomposer le domaine global en
sous-domaines horizontaux. La vertiale n'étant pas déomposée, une méthode direte basée sur la fa-
torisation de Cholesky peut y être appliquée. Pour les opérateurs zonal et méridien ependant, haque
domaine 1D peut être distribué sur des proesseurs diérents et n'est don pas aessible de manière
ontigue. Un premier hoix onsiste alors à résoudre le système linéaire de haque pas de temps par une
méthode itérative adaptée à ette parallélisation. Cette approhe néessite d'étudier sa onvergene
et le nombre d'itérations requis, ainsi que la bonne ompatibilité des opérateurs direts et adjoints.
Dans ette thèse, on hoisit de onserver la résolution de l'horizontale par la même méthode direte
que pour la vertiale, et don d'utiliser une fatorisation de Cholesky (voir paragraphe 4.5.2). Pour e
faire, les proesseurs doivent être réorganisés de manière adéquate avant et après haque appliation
d'un opérateur horizontal. Le détail de ette réorganisation est donné en Annexe F.
L'opérateur zonal Lx est appliqué sur haque ligne omplète ((j, k) xé) de la grille. Dans ertains
as, des tes sont présentes en début et en n de ligne (déoupage est/ouest de la sphère au milieu
de l'Asie, suivant la longitude ≈ 80E), mais dans d'autres, le raordement de la ligne en erle doit
être géré. De plus, dans la région du ourant irumpolaire Antartique, auune terre ne permet de
délimiter un domaine. C'est pourquoi il est néessaire ii d'introduire des onditions aux frontières
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périodiques. La matrie tribande A du paragraphe 4.5.2 à laquelle on ajoute la périodiité devient :
A =

wi + αI+ 1
2
+ α1+ 1
2
−α1+ 1
2
−αI+ 1
2
−α1+ 1
2
wi + α1+ 1
2
+ α2+ 1
2
−α2+ 1
2
.
.
.
.
.
.
.
.
.
−αI− 3
2
wi + αI− 3
2
+ αI− 1
2
−αI− 1
2
−αI+ 1
2
−αI− 1
2
wi + αI− 1
2
+ αI+ 1
2
 .
Compte tenu de la partiularité deA, la matrie triangulaire inférieureG représentant la déomposition
de Cholesky telle que A = GGT est alors simpliée en :
G =

d1
b2 d2
.
.
.
.
.
.
.
.
.
.
.
.
p1 · · · pI−2 bI + pI−1 dI
 .
Elle néessite de stoker trois tableaux de taille I × J × K, où I, J et K représentent le nombre de
points du domaine global suivant les oordonnées i, j et k respetivement. Pour une ligne donnée,
i.e. à (j, k) xé, les omposantes gp,q de la matrie triangulaire inférieure de Cholesky sont données
par la diagonale gp,p = dp, la bande gp,p−1 = bp et la ligne de périodiité gI,q = pq alulées suivant
l'algorithme i-après, où ap,q sont les omposantes de la matrie A. A haque itération m, le système
est ensuite résolu en introduisant le veteur y tel que y = GTxm−1 et xm = Gy, ave x0 la ondition
initiale.
Pour une ligne à (j, k) xé
Calul de G
 b1 = 0
 d1 =
√
a1,1
 p1 = aI,1/d1
 Pour i = 2 à I − 1
bi = ai,i−1/di−1
di =
√
ai,i − b2i
pi = −pi−1bi/di
 Fin pour
 bI = aI,I−1/dI−1,I−1
 dI =
√
aI,I −
∑I−2
n=1 p
2
n − (bI + pI−1)2
 pI = 0
Résolution du système
 Résolution avant
 y1 = x1/d1
 Pour i = 2 à I − 1
yi = (xi − biyi−1)/di
 Fin pour
 yI =
(
xI − bIyI−1 −
∑I−1
n=1 pnyn
)
/dI
 Résolution arrière
 xI = yI/dI
 Pour i = I − 1 à 1
xi = (yi − bi+1xi+1 − pixI)/di
 Fin pour
Pour l'opérateur méridien Ly, on déoupe le globe en une moitié ouest et une moitié est. On onsi-
dère alors une olonne ommençant en Antartique té ouest, montant jusqu'au nord et le passant
à travers la zone de reouvrement nord, puis redesendant jusqu'en Antartique té est. Le domaine
1D étant ainsi borné, des onditions aux frontières périodiques ne sont pas néessaires et seuls deux
tableaux de taille I×J×K doivent être alulés. Le alul des omposantes de la matrie de Cholesky
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ainsi que la résolution du problème sont identiques aux algorithmes préédents ave pi = 0 pour tout
i, et en remplaçant I par 2J − r, où r représente le nombre de lignes inlues dans la zone de reouvre-
ment nord. Suivant les options hoisies et les variables traitées, ette zone n'est pas dénie de la même
manière, mais les détails tehniques de son traitement ne seront pas exposés ii.
Enn, l'opérateur vertial Lz est appliqué sur haque olonne d'eau. Le domaine 1D est borné en
début par la surfae et en n par la bathymétrie et la déomposition de Cholesky néessite don deux
tableaux de taille I × J × K. Leurs aluls ainsi que la résolution du problème sont identiques aux
algorithmes préédents ave pi = 0 et en remplaçant I par K. Un ontrle permet ependant d'abréger
la boule dès que le fond oéanique est atteint.
La gure 5.7 montre des exemples de orrélations obtenues pour la température sur la grille ORCA1,
à partir de l'appliation de l'opérateur de diusion impliite 3×1D dérit ii sur une ondition initiale
onstituée de fontions de Dira en diérents points géographiques. La normalisation est assurée par
une méthode par veteur aléatoire de 1000 membres. Les éhelles de orrélation sont paramétrées à
2° pour l'horizontale ave un étirement zonal et rétréissement méridien autour de l'équateur (±15°)
sous une forme sinusoïdale. Suivant l'axe zonal par exemple, l'éhelle est doublée à 4° sur l'équateur
puis raourit jusqu'à revenir à 2° dès que l'on atteint la latitude 15° Nord ou Sud. Pour la vertiale,
l'éhelle est paramétrée à deux fois la taille de la maille, sahant que ette taille évolue de 10 mètres
sur les 100 premiers mètres de olonne d'eau jusqu'à environ 500 mètres près du fond oéanique.
Fig. 5.7  Exemple de orrélations de température issues de l'appliation d'un opérateur de diusion
impliite 3×1D ave normalisation par veteur aléatoire de 1000 membres. Les résultats sont donnés
en surfae pour le globe (en haut) et au Ple Nord (en bas à gauhe). Les latitudes y sont représentées
tous les 10° et les longitude tous les 30°. En bas à droite, une oupe est réalisée à la latitude 21°S pour
le Paique Est et l'Atlantique, où une orrélation à été alulée vers 185 mètres de profondeur.
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La gure du haut montre les orrélations en surfae sur le globe, où la latitude est indiquée tous les
10° et la longitude tous les 30°. La orrélation au sud de l'Inde orrespond au raordement est/ouest.
Positionnée aux environs de 10°S, on peut voir dans la forme légèrement triangulaire de sa moitié basse
l'eet du retour de l'éhelle zonale à 2°. La variation des éhelles est également bien visible au milieu
du Paique Equatorial ainsi que dans le golfe de Guinée. Au niveau de l'Indonésie, on note que si la
propagation de la orrélation est bien arrêtée par les frontières, elle s'inltre dans l'ouverture présentée
par le détroit de la Sonde (entre Sumatra et Java). La gure en bas à gauhe montre une orrélation en
surfae positionnée à travers le reouvrement nord. Enn, la gure en bas à droite onstitue une oupe
à la latitude 21°S pour le Paique Est et l'Atlantique. A gauhe, la orrélation orrespond à elle
située à l'ouest de la frontière Pérou/Chili. A droite, la orrélation est issue d'une fontion de Dira
située à 185 mètres de profondeur. On peut voir l'allongement de l'éhelle de orrélation vertiale en
fontion de la profondeur.
Pour évaluer l'impat des frontières sur les orrélations, la gure 5.8 montre un zoom des or-
rélations obtenues en Indonésie (a), près du détroit de Bass entre Australie et Tasmanie () et sur
l'Amérique Latine (e). Ces gures sont traées en fontions des oordonnées urvilinéaires (i, j, 1) pour
être diretement omparées à la gure 5.5a. On remarque alors que les eets parasites visibles sur
ette dernière gure sont nettement moins marqués sur les gures 5.8a,,e, les frontières y étant moins
sévères par rapport à l'éhelle de orrélation paramétrée. On donne de plus sur les panneaux b, d et
f, les orrélations obtenues dans les mêmes onditions mais ave un opérateur expliite 2D (M = 200)
+ 1D (M = 14 pour satisfaire le ritère de stabilité ave une éhelle de orrélation orrespondant à 2
fois la maille vertiale).
De façon générale, les orrélations impliites et expliites sont assez similaires, bien qu'il soit pos-
sible de distinguer l'eet du traitement des axes séparés dans la forme un peu moins irulaire des
résultats de l'appliation de l'opérateur 3×1D. On note par exemple sur la gure 5.8, l'arrêt des
ontours au niveau de la frontière horizontale de l'Australie alors qu'elles remontent légèrement sur
la gure 5.8d. De même, on note que la remontée vers les terres des ourbes de niveaux inférieures
(bleues) est un peu plus brutale sur la gure 5.8e que sur la gure 5.8f. Mais la plus grande diérene
onerne la propagation de la orrélation à travers le détroit de la Sonde qui reste antonnée à l'axe
i sur la gure 5.8a alors qu'elle s'étend irulairement sur la gure 5.8b. Globalement, les diérenes
présentées sont légères et semblent aeptables, en partiulier dans le adre des ongurations globales
à plutt basse résolution utilisées ii, où l'assimilation de données près des tes n'est généralement
pas privilégiée. On notera que la formulation donnée par l'équation (5.19) étendue au trois dimensions
(soit 6 termes au lieu de 2 dans la moyenne) donne des résultats plus prohes de eux de l'expliite
(non montrés) bien que la diérene dans le détroit de la Sonde soit toujours importante.
Les orrélations résultant de l'appliation d'un opérateur de diusion impliite 3×1D sont globa-
lement similaires à elles résultant de l'appliation d'un opérateur de diusion expliite 2D+1D. On
s'intéresse don maintenant au oût théorique des deux opérateurs, tant en terme de mémoire que de
temps de alul. On donne i-après une estimation théorique de e oût pour le alul des orrélations
d'une variable donnée.
Pour l'opérateur de diusion expliite 2D+1D, les divers paramètres néessaires à son appliation
sont alulés et sauvegardés en mémoire lors de l'initialisation du ode, soit en tout 4 tableaux 3D et 1
tableau 2D (dans NEMO, les éléments de volume de l'horizontale ne dépendent pas du niveau vertial).
La résolution proprement dite du shéma se fait en ombinant les éléments du hamp 3D (5 points
sur l'horizontale, 3 points sur la vertiale). Pour l'horizontale, le alul des deux dérivées spatiales est
eetué suessivement, soit deux boules sur le hamp 3D, tandis que pour la vertiale, la matrie
expliite est diretement appliquée, soit une seule boule sur le hamp 3D. Cette matrie se résume à
une diagonale et une bande, soit 2 des 4 tableaux 3D stokés au préalable. Après haque itération de
l'horizontale, les proesseurs remettent à jour leur halo par éhange d'information ave les proesseurs
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(a) Indonésie, impliite 3×1D
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(b) Indonésie, expliite 2D+1D
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ite 3×1D
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(d) Australie, expliite 2D+1D
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(e) Amérique Latine, impliite 3×1D
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(f) Amérique Latine, expliite 2D+1D
Fig. 5.8  Zoom près des frontières de la gure 5.7 pour l'Indonésie (a), l'Australie () et l'Amérique
Latine (e) traés en surfae suivant les oordonnées urvilinéaires (i, j, 1). Pour omparaison, les or-
rélations obtenues dans les mêmes onditions mais pour un opérateur expliite 2D horizontal + 1D
vertial sont données sur les panneaux b, d et f.
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voisins, l'envoi et la réeption de données néessitant deux ommuniations distintes. Les éhelles de
orrélation sont adaptées de façon ad ho, pour que le nombre d'itérations ne dépasse pas 200 pour
l'horizontale et 10 pour la vertiale.
Pour l'opérateur de diusion impliite 3×1D, la déomposition de Cholesky de haun des opé-
rateurs 1D est également alulée et sauvegardée en mémoire lors de l'initialisation, soit en tout 7
tableaux 3D. Pour résoudre haque shéma 1D, on eetue deux boules sur le hamp 3D où une om-
binaison 3 points est alulée à haque fois. Cependant, une réorganisation des proesseurs est eetuée
avant et après l'appliation des opérateurs 1D zonal et méridien, et auun éhange inter-proesseur
n'est alors néessaire entre les diérentes itérations. 8 réorganisations (2 en i et 2 en j pour l'appliation
des opérateurs direts, et 2 en i et 2 en j pour l'appliation des opérateurs adjoints) sont néessaires.
On peut don estimer que la résolution de l'opérateur impliite sera plus hère que elle de l'ex-
pliite, e qui semble logique puisque la première néessite de résoudre un système linéaire à haque
pas de temps. Mais l'algorithme de résolution expliite étant appelé nettement plus souvent, la diu-
sion impliite devrait au total être plus éonome en temps bien que plus oûteuse en mémoire pour le
stokage des paramètres et la dénition de davantage de variables loales pour la réorganisation des
proesseurs. Conernant le nombre de ommuniations par proesseur, il dépend pour l'expliite du
nombre d'itérations horizontales et n'évolue pas (ou peu) ave le nombre de proesseurs, ontrairement
à l'impliite qui dépend en outre de la distribution adoptée. En eet, si Nx est le nombre de proesseurs
suivant x, le nombre de ommuniations néessaires à la réorganisation de et axe est proportionnel
à Nx − 1. Si Ny est le nombre de proesseurs suivant y, le nombre de ommuniations néessaires à
la réorganisation de et axe est proportionnel à 2Ny − 1. Pour les ongurations globales ORCA2 et
ORCA1 que nous testons ii, le nombre et la distribution des proesseurs employés permet d'avoir
un nombre de ommuniations très inférieur pour l'impliite par rapport à l'expliite. Néanmoins, le
volume de données éhangées à haque ommuniation est bien plus important pour l'impliite que
pour l'expliite. Mais généralement, 'est le temps de latene plutt que le temps de transfert des don-
nées proprement dit qui rée le oût d'une ommuniation, et on peut don en déduire que le shéma
impliite sera moins oûteux de e point de vue.
En onlusion, si l'opérateur de diusion impliite 3×1D semble donner un résultat globalement
similaire à elui de l'opérateur de diusion expliite 2D+1D, il est théoriquement moins oûteux en
temps bien qu'exigeant plus de mémoire pour les ongurations onsidérées. Mais le nombre de om-
muniations pour l'impliite dépend du nombre de proesseurs et de leur distribution et peut don
générer des problèmes de salabilité. Cependant, les ongurations sur lesquelles nous travaillons ii
sont à plutt basse résolution, et ne néessitent don pas un nombre très important de proesseurs.
Les problèmes de salabilité, équilibrage de la harge, . . . ne seront don pas abordé ii, mais devraient
l'être si es opérateurs sont utilisés dans des ongurations à plus haute résolution et ave davantage
de proesseurs.
5.3.2 Tests de la boule interne
Pour omparer le oût de la formulation impliite ave elle de l'expliite, nous eetuons ii une
minimisation 3D-Var limitée à la boule interne de NEMOVAR. Dans l'expériene hoisie, les données
assimilées orrespondent à des prols de température et de salinité in situ et d'anomalies altimétriques
le long de traes satellite pour la hauteur d'eau. La fenêtre temporelle est de 10 jours à partir du 1er
janvier 2006. La minimisation est assurée soit par l'algorithme CONGRAD soit par elui de CGMOD
en imposant 40 itérations (soit 42 appliations des opérateurs de diusion en tout). Ces expérienes
permettent ii d'évaluer les performanes de l'opérateur de diusion impliite 3×1D ave M = 10
pour haque axe et de les omparer à elles de l'opérateur de diusion expliite 2D+1D ave M = 200
pour l'horizontale et M = 10 pour la vertiale. Les hires donnés tout au long de e paragraphe sont
indiatifs, les temps pouvant varier légèrement en fontion de la harge de la mahine.
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Prolage pour la onguration ORCA2 sur le DELL Preision T5500
Les deux tests suivants
74
permettent d'évaluer et de omparer les performanes des opérateurs de
diusion impliite et expliite, et sont eetués pour la onguration ORCA2 sur le PC de bureau
DELL Preision T5500 (2 proesseurs Intel Xeon de 4 ÷urs haun). L'opérateur de diusion est
appliqué à deux variables 3D (température et omposante non-équilibrée de salinité) et une variable
2D (omposante non-équilibrée de hauteur d'eau). Un appel à haque raine arrée des opérateurs
diret et adjoint est demandé à haque itération de la minimisation (CONGRAD ave réorthogona-
lisation) et pour sa nalisation, soit 42 ×M/2× nombre de variables appels des résolution direte et
adjointe. Un appel supplémentaire à l'opérateur diret horizontal est également demandé pour le l-
trage des varianes de la variable température, soitM résolutions horizontales diretes supplémentaires.
Impliite 2 et 3×1D Expliite 2D+1D
Nb appels T exe. s T/appel ms Nb appels T exe. s T/appel ms
Paramètre x 3 0, 070 23, 3
Paramètre y 3 0, 066 22, 0
Paramètre h 3 0, 136 45, 3 3 0, 075 25, 0
Paramètre z 2 0, 084 42, 0 2 0, 056 28, 0
L
M/2
h 127 2, 47 19, 4 127 0 , 009 0, 0(
L
M/2
h
)T
126 2, 36 18, 7 126 0 , 021 0, 2
L
M/2
z 84 0, 001 0, 0 84 0, 001 0, 0(
L
M/2
z
)T
84 0, 001 0, 0 84 0, 001 0, 0
Résol. dir. x 640 6, 51 10, 2
Résol. adj. x 630 6, 88 10, 9
Résol. dir. y 640 3, 51 5, 5
Résol. adj. y 630 3, 63 5, 8
Résol. dir. h 1280 10 , 02 15, 7 12800 46, 87 3, 7
Résol. adj. h 1260 10 , 51 16, 7 12600 69, 71 5, 5
Résol. dir. z 420 3, 55 8, 5 420 6, 76 16, 1
Résol. adj. z 420 4, 14 9, 9 420 7, 93 18, 9
Tab. 5.1  Comparaison des temps d'exéution des routines expliites et impliites sur le PC DELL
Preision T5500 ave 1× 1 proesseurs et la onguration ORCA2. Le temps d'exéution est le temps
néessaire au ode de la routine pour s'exéuter, mais ne omprend pas les temps passés dans d'éven-
tuelles routines appelées. Les temps les plus indiateurs sont omparés en rouge gras et bleu italique.
Le tableau 5.1 ompare les temps CPU des opérateurs impliite 2 et 3×1D et expliite 2D+1D lors
d'un test sur 1× 1 proesseur75. On donne tout d'abord les temps néessaires au alul et au stokage
des paramètres lors de l'initialisation, puis aux proédures néessaires à l'appliation des opérateurs
(pour l'impliite on a Lh = LxLy), et enn à la résolution du shéma de diusion (pour l'impliite
la résolution suivant h est en fait la somme des résolutions suivant x et y). Pour haun, on trouve
d'abord le nombre d'appels de la routine (par exemple pour la résolution direte suivant x, on a 42
itérations de minimisation pour 3 variables ave M/2 = 5, soit 630 appels auquel on ajoute M = 10
appels pour le ltrage des varianes), et leur temps CPU d'exéution en seondes. On en estime alors
le temps CPU d'exéution par appel en milliseondes. Ces valeurs orrespondent au temps néessaire
74
Ces tests sont réalisés grâe au logiiel de prolage pgprof : http ://www.pgroup.om/produts/pgprof.htm
75
Le test est réalisé en multi-proesseurs et non pas en monoproesseur.
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à l'exéution de la routine hors appel d'autres routines.
Le alul des paramètres qui s'eetue à l'initialisation pour haque variable est plus oûteux pour
l'impliite puisqu'il onerne une déomposition de Cholesky, mais reste d'un abord raisonnable. On
voit également que, si le temps d'exéution par appel des opérateurs est négligeable pour l'expliite,
il est notable pour l'impliite à l'horizontal (≈ 20 ms) qui omprend des aluls supplémentaires (dé-
portés de la résolution) permettant d'antiiper la réorganisation des proesseurs. Enn, onernant la
résolution, on peut onstater que si le oût d'un appel de la routine expliite horizontale est nettement
inférieur à elui de l'impliite (≈ 5 ms ontre ≈ 17 ms), le nombre d'appels est si élevé que le temps
total passé dans la résolution expliite horizontale est entre 4 et 7 fois supérieur à elui de l'impliite.
On note également pour l'expliite que le oût de l'adjoint horizontal est bien plus élevé que elui de
l'opérateur diret (mais pourrait être optimisé en exploitant le fait que l'opérateur est autoadjoint).
Pour la vertiale, le oût de l'expliite est plus élevé (mais pourrait être optimisé davantage en stokant
un nouveau tableau 3D lors du alul des paramètres).
Globalement, un appel aux routines impliites est plus oûteux qu'un appel aux routines expliites,
e qui s'explique par les opérations supplémentaires pour le alul lui-même ainsi que par la prise en
ompte de la réorganisation des proesseurs (une onguration monoproesseur serait probablement
un peu plus rapide). Néanmoins, le nombre d'appels de es routines est bien plus important pour l'ex-
pliite que pour l'impliite. Au nal, le temps d'exéution total est largement inférieur pour l'impliite
que pour l'expliite.
Le tableau 5.2 donne les temps CPU des mêmes routines que préédemment mais pour une on-
guration 4× 2 proesseurs. On s'intéresse don également aux proédures de ommuniation entre les
diérents proesseurs. Dans e tableau, on donne omme préédemment le nombre d'appels et le temps
CPU d'exéution (hors appel d'autres routines) mais également le oût total d'une routine en seondes,
i.e. le temps total passé dans la routine y ompris dans elles qui y sont appelées.
En omparant tout d'abord les temps d'exéution des résolutions ave elles du tableau 5.1, on
onstate que le fait de travailler ave 8 proesseurs réduit le temps d'exéution de l'impliite horizon-
tale d'un fateur 5. En détaillant suivant les axes, le fateur est de 6 pour x et 4 pour y, puisque l'on a
hoisi d'aeter davantage de proesseurs suivant l'axe x. Pour l'expliite, le fateur de rédution est à
peu près équivalent pour l'opérateur adjoint mais n'est que de 3, 5 pour l'opérateur diret, rétablissant
l'équilibre entre les deux opérateurs. Pour la résolution vertiale, le fateur de rédution est plus impor-
tant pour l'expliite que pour l'impliite, et équilibre ainsi les oûts. Le fait de distribuer le alul sur
plusieurs proesseurs entraîne la néessité d'un éhange de données entre eux. On sépare ii le oût lié
à la réorganisation des proesseurs néessaire aux opérateurs impliites horizontaux (3, 74 s au total),
du oût des ommuniations liées au voisinage. Ces dernières, également utilisées dans d'autres parties
du ode, sont intensivement utilisées dans les opérateurs expliites tandis qu'elles sont réduites pour
les opérateurs impliites. Au total, les oûts liés à l'éhange de données sont 3, 6 fois plus importants
pour l'expliite que pour l'impliite.
Le oût total de l'appliation des opérateurs de diusion expliite et impliite (résolution, réorgani-
sation et ommuniation ompris) est également donné pour omparaison. Comparé à la onguration
1× 1 proesseur, le oût des opérateurs impliites est réduit d'un fateur 4 (il était respetivement de
12, 50 et 12, 89 pour l'horizontal, 3, 55 et 4, 14 pour la vertiale ave la onguration 1× 1 proesseur)
tandis que pour l'expliite le fateur de rédution est d'environ 3 pour l'horizontale et 5 pour la verti-
ale (il était respetivement de 47, 26 et 70, 34 pour l'horizontale, 7, 08 et 8, 29 pour la vertiale ave la
onguration 1× 1 proesseur). Dans ette onguration 4× 2 proesseurs, si les opérateurs vertiaux
sont à peu près équivalents, les opérateurs expliites horizontaux sont au moins 5 fois plus hers que
les opérateurs impliites.
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Impliite 2 et 3×1D Expliite 2D+1D
Nb appels T exe. s Coût s Nb appels T exe. s Coût s
Paramètre x 3 0, 013
Paramètre y 3 0, 011
Paramètre h 3 0, 024 0, 045 3 0, 017 0, 020
Paramètre z 2 0, 013 0, 013 2 0, 012 0, 012
L
M/2
h 127 0, 096 3 , 85 127 0, 010 19, 49(
L
M/2
h
)T
126 0, 17 3 , 58 126 0, 19 20, 53
L
M/2
z 84 0, 001 1, 04 84 0, 001 1, 39(
L
M/2
z
)T
84 0, 001 1, 08 84 0, 001 1, 49
Résol. dir. x 640 1, 11
Résol. adj. x 630 1, 18
Résol. dir. y 640 0, 84
Résol. adj. y 630 0, 85
Résol. dir. h 1280 1 , 95 12800 13, 26
Résol. adj. h 1260 2 , 03 12600 14, 89
Résol. dir. z 420 1, 04 420 1, 22
Résol. adj. z 420 1, 08 420 1, 33
Réorg. x 515 0, 80 0 0, 00
Retour réorg. x 253 0, 63 0 0, 00
Réorg. y 515 1, 59 0 0, 00
Retour réorg. y 253 0, 72 0 0, 00
Comm. dir. 1018 1 , 12 13986 11, 92
Comm. adj. 1134 1 , 21 13902 10, 15
Total omm. 6 , 07 22, 07
Tab. 5.2  Comparaison des temps d'exéution des routines expliites et impliites sur le PC DELL
Preision T5500 ave 4× 2 proesseurs et la onguration ORCA2. Le temps d'exéution est le temps
néessaire au ode de la routine pour s'exéuter, mais ne omprend pas les temps passés dans d'éven-
tuelles routines appelées, alors que le oût les omprend. Les temps les plus indiateurs sont omparés
en rouge gras et bleu italique.
Temps d'exéution et onsommation mémoire pour ORCA1 sur l'IBM POWER6
On réalise maintenant un test de omparaison du temps total d'exéution de la boule interne et
de sa onsommation mémoire. Il s'agit ii de quantier l'apport des opérateurs de diusion impliite
par rapport à l'expliite dans l'ensemble de la boule interne. Ce test est eetué dans le même adre
d'expérimentation que le test préédent mais ette fois pour la onguration ORCA1 et sur la plate-
forme IBM POWER6 Cluster 1600 du CEPMMT. La minimisation est eetuée maintenant par 40
itérations de l'algorithme CGMOD (au lieu de CONGRAD) ave réorthogonalisation.
Le tableau 5.3 ompare les oûts CPU et mémoire pour diérentes ongurations de proesseurs
lorsque la normalisation est alulée par une méthode par veteur aléatoire de 1000 membres lors de
l'initialisation (soit 1000 appliations supplémentaires des opérateurs de diusion direts en M/2).
Globalement, l'utilisation de l'opérateur de diusion impliite permet de réduire le temps d'un fateur
d'environ 2 mais onsomme un peu plus de mémoire. La valeur de la fontionnelle inrémentale J mini-
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Temps CPU s Mémoire Mo
Impliite Expliite Gain Impliite Expliite Di.
1× 1 4566 s 9611 s 50 % 12467 Mo 12107 Mo 350 Mo
Norm. 4× 4 408 s 772 s 45 % 14505 Mo 13823 Mo 700 Mo
1000 8× 4 269 s 504 s 45 % 16037 Mo 15351 Mo 700 Mo
J 78119, 2471
Temps CPU s Mémoire Mo
Impliite Expliite Gain Impliite Expliite Di.
Norm. lue 4× 4 145 s 217 s 30 % 14348 Mo 13806 Mo 550 Mo
Tab. 5.3  Comparaison des temps CPU et de la onsommation mémoire pour une minimisation
quadratique (CGMOD ave réorthogonalisation) utilisant un opérateur de diusion soit impliite, soit
expliite. La normalisation est donnée soit par une méthode de alul on-line par veteur aléatoire de
1000 membres, soit onsidérée onnue et lue à partir d'un hier. Les éarts sont notés en bleu italique
lorsqu'ils sont à l'avantage de l'impliite, en rouge gras sinon.
Temps CPU s Mémoire Mo
Impliite Expliite Gain Impliite Expliite Di.
CONGRAD 393 s 711 s 45 % 13958 Mo 13416 Mo 550 Mo
Norm. CGMOD - 362 s 678 s 45 % 8918 Mo 8235 Mo 700 Mo
J
1000 CONGRAD 78119, 2471
CGMOD - 78119, 3837
Temps CPU s Mémoire Mo
Impliite Expliite Gain Impliite Expliite Di.
Norm. CONGRAD 133 s 170 s 20 % 13628 Mo 13401 Mo 250 Mo
lue CGMOD - 100 s 136 s 25 % 8760 Mo 8218 Mo 550 Mo
Tab. 5.4  Comparaison des temps CPU et de la onsommation mémoire pour une minimisation
quadratique par CONGRAD ave réorthogonalisation ou CGMOD sans réorthogonalisation (indiquée
par le -) utilisant un opérateur de diusion soit impliite, soit expliite. La normalisation est donnée soit
par une méthode de alul on-line par veteur aléatoire de 1000 membres, soit onsidérée onnue et
lue à partir d'un hier. Les éarts sont notés en bleu italique lorsqu'ils sont à l'avantage de l'impliite,
en rouge gras sinon.
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male est donnée pour l'opérateur impliite (les valeurs pour les diérentes ongurations de proesseurs
sont équivalentes à 10−10 près). Dans la deuxième partie du tableau, on ompare les temps CPU de la
onguration 4× 4 lorsque la normalisation a été alulée au préalable et est lue à partir d'un hier.
La rédution du temps CPU est bien sûr moins importante mais reste ependant intéressante (30%),
pour une onsommation de mémoire toujours supérieure à l'expliite.
Pour onnaître l'inuene de l'algorithme de minimisation hoisi, le tableau 5.4 donne les mêmes
informations que le tableau 5.3 mais limitées à la onguration 4× 4, et en minimisant la fontionnelle
soit par la méthode CONGRAD ave réorthogonalisation, soit à nouveau par CGMOD mais sans
réorthogonalisation (indiquée par le -). Globalement les résultats de omparaison entre expliite et
impliite sont du même ordre de grandeur, bien que l'on note que l'amélioration apportée par l'impliite
est un peu moindre lorsque la minimisation est eetuée par CONGRAD et que la normalisation est
supposée onnue. Néanmoins, le résultat le plus remarquable est donné par l'algorithme CGMOD sans
réorthogonalisation (expliite et impliite), qui réduit la onsommation mémoire de plus de 35 % pour
un résultat de minimisation similaire (valeur de J) aux algorithmes CGMOD ou CONGRAD ave
réorthogonalisation. En fait, pour les ongurations utilisées ii, inq itérations suplémentaires sont
néessaires pour atteindre la même valeur de J bien que l'on remarque d'avantage d'osillations autour
de la trajetoire de desente. Une étude omplémentaire reste don à mener sur les performanes de
l'algorithme CGMOD sans réorthogonalisation dans un adre plus général.
5.3.3 Expériene d'assimilation
Un dernier test de omparaison est eetué pour la onguration ORCA1 globale sur l'IBM PO-
WER6 ave une distribution des proesseurs 4×4, orrespondant à la onguration pré-opérationnelle
de NEMOVAR pour la prévision saisonnière du CEPMMT. Il s'agit de l'assimilation 3D-Var de proles
de température et de salinité issus du jeu de données ontrlées ENSEMBLES EN3
76
sur une période
de 5 ans, de janvier 2004 à déembre 2008, ave une fenêtre d'assimilation de 10 jours. A moins de 300
kilomètres des tes (≈ 2, 7 °) les varianes des erreurs d'observation sont augmentées d'un fateur 2
an de donner moins de poids à es observations dans l'assimilation. De plus, les observations situées
dans des zones de moins de 500 mètres de profondeur sont rejetées. La boule externe ne omporte
qu'une seule itération, et un yle d'assimilation orrespond don à une seule minimisation quadratique.
Dans une première expériene, la matrie des ovarianes d'erreur d'ébauhe est onstruite autour
de la modélisation des orrélations par un opérateur de diusion expliite 2D+1D (M = 400 pour
l'horizontale, M = 10 pour la vertiale), et la minimisation quadratique est assurée par 40 itérations
de l'algorithme CONGRAD ave réorthogonalisation. Cette onguration représente la référene ,
i.e. la onguration habituellement utilisée avant ette thèse (bien que M soit généralement donné
à 200). Dans une deuxième expériene, la matrie des ovarianes d'erreur d'ébauhe est onstruite
autour de la modélisation des orrélations par un opérateur de diusion impliite 3×1D (M = 10 pour
haque axe), et la minimisation quadratique est assurée par 40 itérations de l'algorithme CGMOD
sans réorthogonalisation. Cette onguration représente la ontribution des algorithmes dévelop-
pés dans ette thèse, assoiés à la nouvelle minimisation mise en plae par S. Gratton, A. Piaentini et
A. Weaver. Pour les deux expérienes, la normalisation est alulée au préalable à partir d'une méthode
par veteur aléatoire de 1000 membres.
Pour omparer es deux expérienes, on utilise les diagnostis lassiques permettant d'analyser
les performanes d'assimilation (les expérienes et leurs diagnostis ont été réalisés par T. Pangaud
et A. Weaver, on se ontente ii d'en rapporter les résultats). Pour haque fenêtre d'assimilation, on
détermine l'éart entre l'ébauhe et les observations à assimiler (H[xb]−yo) d'une part, et l'éart entre
l'analyse et les observations assimilées (H[xb]+Hδxa−yo) d'autre part. Des statistiques de moyenne,
76
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d'erreur rms et d'éart-type sont ensuite alulées à partir de l'ensemble des fenêtres d'assimilation. Un
exemple pour la température moyenne globale est donné par la gure 5.9. Ces diagnostis ont également
était alulés pour des zooms sur l'Atlantique Nord-Ouest où le Paique Tropial (Nino3.4), ainsi que
pour la salinité.
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Fig. 5.9  Diagnostis de performane de l'assimilation de données pour la température moyenne
globale. L'éart moyen (trait plein), l'erreur rms (tirets) et l'éart-type (points) sont alulés pour
l'éart entre l'ébauhe et les observations à assimiler d'une part (a, b) et l'éart entre l'analyse et les
observations assimilées d'autre part (, d). Les résultats sont donnés sur toute la olonne d'eau (a, ) et
sur le détail des 450 premiers mètres (b, d). Les ourbes bleues onernent l'expériene de référene
(expliite, CONGRAD ave réorthogonalisation) et les rouges l'expériene de ontribution (impliite,
CGMOD sans réorthogonalisation). Communiation personnelle T. Pangaud (2010).
Globalement, les statistiques obtenues pour l'expériene de ontribution (ourbes rouges) sont
similaires à elles obtenues pour l'expériene de référene (ourbes bleues). On peut don en onlure,
que l'utilisation d'un opérateur de diusion impliite 3×1D est statistiquement équivalente à elle d'un
opérateur de diusion expliite 2D+1D. Néanmoins, omme le montrent les résultats préédents, la
diérene de oût entre les deux expérienes est substantielle. En eet, pour haque yle d'assimilation,
le temps CPU d'une expériene identique à elle de référene mais ave M = 200 itérations pour
l'horizontale (soit 2 fois moins) est réduite d'environ 30% (prinipalement dû à l'opérateur impliite)
tandis que la onsommation mémoire hute d'un fateur 1, 5 (dû à l'absene de réorthogonalisation de
CGMOD).
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5.3.4 Variation géographique des éhelles
L'inonvénient majeur de l'opérateur de diusion expliite est que son nombre d'itérations est di-
retement lié à un ritère de stabilité qui dépend du arré de l'éhelle de orrélation. La onguration
standard pour ORCA2 (ORCA1) onsiste à paramétrer les éhelles horizontales à 4° (2°) ave un
étirement zonal et un rétréissement méridien autour de l'équateur (±15°). Ces variations sont obte-
nues sous la forme d'un fateur multipliatif sinusoïdal dont l'extremum situé sur l'équateur donne une
éhelle de 8° (4°) en zonal et 2° (1°) en méridien, avant de revenir au 4° (2°) paramétré aux alentours
des ±15° de latitude. Ave e paramétrage, le nombre d'itérations requis est de 200 (200 également
puisque les éhelles ont été divisées par 2). Pour la vertiale, le paramétrage s'obtient en imposant un
fateur multipliatif à la taille de la maille. Lorsque e fateur est de 1, le nombre d'itérations requis est
de 10. Mais e paramétrage repose plus sur des propriétés numériques (pas spatial au moins équivalent
à la maille pour les diérenes nies) que statistiques ou physiques. Pourtant, estimer objetivement
es éhelles de orrélation devrait bénéier aux performanes de l'assimilation, à ondition bien sûr
de pouvoir les prendre en ompte, e que permet l'opérateur de diusion impliite sans auun oût
supplémentaire, puisqu'il n'est soumis à auun ritère de stabilité.
Daget (2008) onstruit une méthode d'ensemble pour OPAVAR (prédéesseur de NEMOVAR)
permettant d'estimer les autoorrélations de haque variable en haque point de la grille ORCA2 à
partir des diérenes entre les éléments issus de 8 membres perturbés et d'1 membre non perturbé pour
haque yle d'assimilation de 10 jours sur une période de 45 ans (de janvier 1960 à déembre 2005),
soit un total de 13448 éléments. Les éhelles de orrélation loales sont ensuite estimées en utilisant la
formule donnée par Pannekouke et al. (2008) :
Lg =
δx√−2 ln ρ(δx) , (5.23)
où ρ(δx) est la orrélation du point de grille pour la distane δx. L'équation (5.23) est obtenue en
supposant que les fontions de orrélation sont gaussiennes, i.e. ρ(δx) = e−δx
2/2L2g
, et en inversant
ette dernière équation. Grâe à un alul diretionnel, Daget (2008) estime pour haque variable trai-
tée, des éhelles de orrélation dans haque diretion. En se restreignant à la variable de température,
nous étudions ii la possibilité de prendre en ompte es éhelles par un opérateur de diusion impliite.
Les éhelles de orrélation estimées par l'étude de Daget (2008) sont des valeurs brutes. On ajoute
don un simple ontrle permettant de les borner entre un minimum orrespondant à la taille de la
maille et un maximum de 1000 km à l'horizontale (soit 9°) et 1000 m à la vertiale. Auun ontrle
supplémentaire n'est eetué, puisqu'il s'agit ii de montrer la possibilité de prendre en ompte es
éhelles, et non pas de déterminer leur validité. La gure 5.10 présente l'exemple des éhelles zonales
de surfae en degré. De manière générale, elles sont inférieures aux 4° préédemment paramétrés, en
partiulier dans l'hémisphère nord et près des tes et on ne note pas d'augmentation franhe de
es valeurs dans la zone équatoriale. Néanmoins, de fortes valeurs (limitées à 1000 kilomètres par le
ontrle) apparaissent dans les zones subtropiales et dans l'hémisphère sud. Un shéma similaire est
visible pour les éhelles méridiennes (non montré), exepté pour la zone équatoriale où les valeurs sont
eetivement réduites à moins de 2°. Quant aux éhelles vertiales, on onstate dans la ouhe de
mélange où les mailles sont d'environ de 10 mètres de profondeur, que ertaines éhelles du Paique
Tropial ou de la zone irumpolaire présentent des oeients multipliatifs de l'ordre de 5 mais pou-
vant loalement aller jusqu'à 40 (non montré). Globalement, les éhelles montrent des aratéristiques
liées à la densité des observations (plus ourtes dans les zones densément observées) et aux dynamiques
oéaniques (Paique Tropial, ourants de bord ouest omme le Gulf Stream ou le Kuroshio).
Pour prendre en ompte es éhelles ave un opérateur impliite 2D+1D, il est néessaire de aluler
le nombre d'itérations néessaire permettant de respeter le ritère de stabilité. Or, les rapports éhelle
loale sur taille de la maille montrent des maxima de 21 pour les axes x et y, et de 44 pour l'axe z.
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Fig. 5.10  Ehelles de orrélation zonales de surfae en degré (Daget, 2008).
Fig. 5.11  Exemple de orrélations de température issues de l'appliation d'un opérateur de diusion
impliite 3×1D ave normalisation par veteur aléatoire de 1000 membres. Les éhelles de orrélations
sont issues d'une méthode d'ensemble (Daget, 2008). Les résultats sont donnés en surfae pour le globe
(en haut) et au Ple Nord (en bas à gauhe). Les latitudes y sont représentées tous les 10° et les
longitude tous les 30°. En bas à droite, une oupe est réalisée à la latitude 20°S dans le Paique Est et
l'Atlantique, où une orrélation à été alulée par rapport à un point situé à 182 mètres de profondeur.
La profondeur est représentée de 0 à 1500 mètres ave un zoom sur les 400 premiers mètres.
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Soit, un nombre d'itérations minimal pour l'horizontale et la vertiale de
Mh > 2× 212 ≈ 900, Mv > 442 ≈ 1900.
Prendre en ompte es nombres d'itérations peut être extrêmement oûteux. En revanhe, l'opérateur
impliite 3×1D peut être appliqué sans auun oût supplémentaire. La gure 5.11 montre un exemple
de orrélations obtenues ave es éhelles, pour une ondition initiale onstituée de fontions de Dira
situées en diérents points géographiques. L'opérateur de diusion impliite 3×1D est assoié à une
normalisation par veteur aléatoire de 1000 membres. Le nombre d'itérations est xé à M = 10 sur
haque axe. On voit en partiulier l'eet des éhelles allongées sur tous les axes dans le Paique
subtropial et l'Atlantique subtropial (oupe vertiale), et notamment sur la vertiale, l'eet d'un
fateur multipliatif important sur des mailles qui s'étirent rapidement ave la profondeur (de 20 à
115 mètres en 5 mailles). A ontrario, on remarque les éhelles ourtes sur le Ple Nord. On note que
ontrairement à la onguration ORCA1 utilisée pour la gure 5.7, le détroit de la Sonde (Indonésie)
est fermé pour la onguration ORCA2. On note également quelques artefats (détroits de Bass par
exemple) stritement liés à la représentation graphique sur une grille grossière.
Si la prise en ompte d'éhelles de orrélation issues d'un ensemble est tehniquement faisable ave
un opérateur de diusion expliite, le ritère de stabilité de e shéma peut imposer des temps de
alul prohibitifs. L'utilisation d'un opérateur de diusion impliite permet en revanhe de prendre en
ompte es éhelles sans auun suroût par rapport aux éhelles paramétrées.
5.4 Préision de la normalisation
Dans les paragraphes préédents, nous avons exploré les performanes des opérateurs de diusion
impliite 2 et 3×1D pour représenter des opérateurs de ovarianes. Ii, nous étudions la proédure de
normalisation qui permet de transformer es opérateurs de ovariane en opérateurs de orrélation.
5.4.1 Les diérentes méthodes de normalisation
Une première tehnique pour normaliser les opérateurs de diusion est la méthode par veteur
aléatoire, alternative moins oûteuse de la méthode exate. Lorsque les paramètres ne varient pas dans
le temps (i.e. de yle à yle), il est possible d'eetuer ette proédure au préalable, et d'en stoker
le résultat dans un hier qu'il sera possible de lire lors de l'initialisation de la boule interne. Mais
lorsque es paramètres varient, omme 'est le as par exemple lorsque l'on introduit une dépendane
à l'éoulement, la proédure de normalisation doit être appliquée en début de haque yle. Or, haque
membre néessite l'appliation de l'opérateur diret de diusion en M/2 si sa formule est fatorisée en
raines arrées, et en M sinon. On herhe don naturellement à réduire le plus possible le nombre de
membres. Dans le paragraphe 5.3, nous avons hoisi d'utiliser 1000 membres pour nos tests. Souvent,
lorsque la méthode est utilisée on-line, le nombre de membres est réduit à 100 pour des raisons de
oût. Lorsqu'elle est appliquée au préalable, le nombre de membres peut alors être signiativement
augmenté (typiquement 10000 membres sont utilisés par la onguration pré-opérationnelle pour les
prévisions saisonnières du CEPMMT).
S'aranhir de la méthode de normalisation par veteur aléatoire néessite de onnaître le fateur
théorique à appliquer. Au paragraphe 4.3.2, nous avons pu établir, que le oeient de normalisation
de l'opérateur de diusion impliite 1D était donné pour un paramètre d'éhelle L onstant, par :
λM = νM L,
ave
νM =
22M−1 [(M − 1)!]2
(2M − 2)! .
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Le alul de fatorielles pouvant s'avérer périlleux, on remarque en partant de ν1 = 2, qu'il existe une
relation de réurrene, en érivant pour i = 1, · · · ,M − 1 :
νi+1 =
22i+2−1 [(i+ 1− 1)!]2
(2i + 2− 2)! =
22 × 22i−1 [i× (i− 1)!]2
2i(2i − 1)× (2i − 2)! =
2i
2i− 1 νi.
Prendre en ompte des éhelles qui varient géographiquement est possible, et dans l'hypothèse où
les fontions de orrélations sont séparables, le fateur de normalisation de l'opérateur 2 ou 3×1D
orrespond au produit des fateurs de normalisation 1D. Lorsque la variation est susamment lente,
une approximation du fateur de normalisation théorique est don donnée par
λ˜M (x, y, z) = νM L˜x(x, y, z) νM L˜y(x, y, z) νM L˜z(x, y, z) = ν
3
M L˜(x, y, z), (5.24)
où
L˜(x, y, z) = L˜x(x, y, z)L˜y(x, y, z)L˜z(x, y, z),
et L˜x(x, y, z), L˜y(x, y, z) et L˜z(x, y, z) orrespondent aux paramètres d'éhelle loaux interpolés au
point de la maille adéquat. Prenons en eet le as de la variable température. Sur la gille C selon
Arakawa, ette variable est dénie au point T, i.e. au entre de la maille. Mais le oeient de diusion
néessaire à la résolution de l'équation de diusion est appliqué sur la première dérivée spatiale du
hamp de température. Cette dérivée étant alulée par des diérenes nies entrées, elle est don
dénie sur la fae de la maille. Le oeient de diusion, et par onséquene l'éhelle de orrélation
doit don également être dénie sur la fae de la maille. La seonde dérivée spatiale du hamp de tem-
pérature, et don du hamp ltré, est à nouveau dénie au entre de la maille. Ainsi, si les paramètres
d'éhelle Lx(x, y, z), Ly(x, y, z) et Lz(x, y, z) utilisés pour dénir les oeients de diusion sont res-
petivement dénis aux points U, V et W pour la température, les paramètres d'éhelle L˜x(x, y, z),
L˜y(x, y, z) et L˜z(x, y, z) utilisés dans le alul de la normalisation doivent être dénis au point T.
Dans le système de oordonnées urvilinéaires, l'interpolation bilinéaire suivante est don appliquée en
fontion de la longitude (lon), de la latitude (lat) et de la profondeur (pro) :
L˜2x,i =
[
L2
x,i− 1
2
(
loni+ 1
2
− loni
)
+ L2
x,i+ 1
2
(
loni − loni− 1
2
)]
/
(
loni+ 1
2
− loni− 1
2
)
,
L˜2y,j =
[
L2
y,j− 1
2
(
latj+ 1
2
− latj
)
+ L2
y,j+ 1
2
(
latj − latj− 1
2
)]
/
(
latj+ 1
2
− latj− 1
2
)
,
L˜2z,k =
[
L2
z,k− 1
2
(
prok − prok+ 1
2
)
+ L2
z,k+ 1
2
(
prok− 1
2
− prok
)]
/
(
prok− 1
2
− prok+ 1
2
)
.
On rappelle que le système de oordonnées urvilinéaires de NEMO est déni tel que i s'inrémente
de l'ouest vers l'est, j du Ple Sud vers le Ple Nord et k de la surfae vers les profondeurs. Aux
hautes latitudes nord, ette approximation bilinéaire peut ependant devenir insatisfaisante du fait de
l'inurvation de la grille.
La méthode proposée par Purser et al. (2003a) (voir Annexe E) semble donner de bons résultats
dans un as 1D aadémique (voir paragraphe 4.4.1). On tente don d'étendre ette méthode au as 3D
en proposant l'approximation suivante :
λ¯M (x, y, z) = νM L¯x(x, y, z) νM L¯y(x, y, z) νM L¯z(x, y, z) = ν
3
M L¯(x, y, z), (5.25)
ave
L¯(x, y, z) = L¯x(x, y, z)L¯y(x, y, z)L¯z(x, y, z)
=
√
LM/2x
[
L˜2x(x, y, z)
]
LM/2y
[
L˜2y(x, y, z)
]
LM/2z
[
L˜2z(x, y, z)
]
.
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5.4.2 Simulation de frontières transparentes
L'opérateur de diusion utilisé ave des onditions aux bords de Neumann (ou de Dirihlet) génère
un opérateur de orrélation dont le noyau est orrompu près des frontières (voir paragraphe 4.4.2).
Lorsque la normalisation est eetuée par la méthode par veteur aléatoire, l'altération onsiste en
une modiation de l'éhelle de orrélation. Mais lorsque la normalisation est donnée par le fateur de
normalisation théorique ou son approximation, la déformation peut être très importante. Pour palier e
problème, il est possible de simuler des frontières transparentes en dénissant l'opérateur de diusion
omme la moyenne de deux problèmes de diusion, l'un ave des onditions aux frontières de Neumann,
et l'autre ave des onditions aux frontières de Dirihlet :
LM =
1
2
[
LMN + L
M
D
]
,
où les indies N et D donnent les onditions aux frontières utilisées, soit Neumann et Dirihlet respe-
tivement. Erire et opérateur sous une forme fatorisée de termes LM/2 demande néanmoins quelques
manipulations. En eet, si LM/2 est onstruit omme une somme, des termes roisés apparaîssent :
1
2
(
L
M/2
N + L
M/2
D
)
W−1
(
L
M/2
N + L
M/2
D
)T
= LMW−1 +
1
2
L
M/2
N W
−1
(
L
M/2
D
)T
+
1
2
L
M/2
D W
−1
(
L
M/2
N
)T
.
Pour éviter e problème, l'opérateur LM/2 doit être onstruit sous la forme d'une matrie retangulaire.
Le nombre de termes dans les matries retangulaires dépend de la dimension. Pour l'opérateur 2×1D,
il est de 22 = 4 tandis que pour l'opérateur 3×1D, il est de 23 = 8 :
LMW−1 =
1
8
LM/2

W−1 0 0 0 0 0 0
0 W−1 0 0 0 0 0
0 0 W−1 0 0 0 0
0 0 0 W−1 0 0 0
0 0 0 0 W−1 0 0
0 0 0 0 0 W−1 0
0 0 0 0 0 0 W−1

(
LM/2
)T
,
ave
LM/2 =
(
L
M/2
Nx L
M/2
Ny L
M/2
Nz L
M/2
Nx L
M/2
Ny L
M/2
Dz L
M/2
Nx L
M/2
Dy L
M/2
Nz L
M/2
Nx L
M/2
Dy L
M/2
Dz
L
M/2
Dx L
M/2
Ny L
M/2
Nz L
M/2
Dx L
M/2
Ny L
M/2
Dz L
M/2
Dx L
M/2
Dy L
M/2
Nz L
M/2
Dx L
M/2
Dy L
M/2
Dz
)
=
(
L
M/2
Nx
(
L
M/2
Ny
(
L
M/2
Nz L
M/2
Dz
)
L
M/2
Dy
(
L
M/2
Nz L
M/2
Dz
) )
L
M/2
Dx
(
L
M/2
Ny
(
L
M/2
Nz L
M/2
Dz
)
L
M/2
Dy
(
L
M/2
Nz L
M/2
Dz
) ) )
. (5.26)
L'opérateur diret donné par l'équation (5.26) neessite en entrée un veteur de 8 fois la taille du
hamp auquel est appliqué l'opérateur de diusion. Chaque partie est ensuite assoiée aux 8 parties de
la matrie retangulaire avant d'en eetuer la somme pour nir. Ainsi, appliquer l'opérateur diret
néessite 8 appliations de Lz, 8 appliations de Ly et de la réorganisation des proesseurs inhérente,
et 8 appliations de Lx et de la réorganisation des proesseurs inhérente. Pour l'opérateur adjoint, 'est
le veteur résultant de son appliation qui possède une taille de 8 fois elle du hamp auquel est ap-
pliqué l'opérateur de diusion. Ainsi, l'utiliser néessite toujours 8 appliations de Lz, mais seulement
4 appliations de Ly et de la réorganisation des proesseurs inhérente, et 2 appliations de Lx et de la
réorganisation des proesseurs inhérente. Ainsi, l'opérateur adjoint est moins oûteux que l'opérateur
diret, et le hoix de l'ordre des opérateurs 1D inuene e oût. Un test de prolage sur le PC de
bureau DELL Preision T5500 de la boule interne pour la ongurations ORCA2 donne un oût de
15, 7 seondes pour 42 appliations de la raine arrée de l'opérateur de orrélation diret et 9, 0
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seondes pour 42 appliations de la raine arrée de l'opérateur de orrélation adjoint. On notera
que l'opérateur de orrélation donné par l'équation (5.19) et étendu à 3 dimensions omprend 6 termes
dans sa moyenne. Dans e as, utiliser la ombinaison de deux problèmes de diusion, l'un ave des
onditions aux frontières de Neumann et l'autre ave des onditions aux frontières de Dirihlet, onduit
à 6× 8 = 48 termes dans la moyenne.
On rappelle d'autre part, que l'utilisation de l'algorithme de minimisation CONGRAD requiert un
hangement de variable, tel que le problème de minimisation à résoudre devient(
I+UTGTR−1GU
)
v = UTGTR−1d,
où B = UUT. En dénissant U et UT à partir de la matrie retangulaire de l'équation (5.26), on voit
bien que la minimisation devra se dérouler sur des veteurs de 8 fois la taille du veteur de ontrle,
augmentant d'autant le oût d'exéution et surtout le besoin en mémoire. L'algorithme CGMOD ore
alors une alternative attrayante puisqu'il ne néessite pas e hangement de variable, et ne requiert que
l'appliation du B omplet. Même si e dernier est appliqué par l'intermédiaire de ses raines arrées
pour garantir les propriétés de symétrie et de dénition positive, elles-i sont appliquées onséutive-
ment et la taille du veteur n'est alors augmentée que de manière intermédiaire.
Les ongurations que nous utilisons ii sont des ongurations globales à plutt basse résolution,
intéressantes par exemple, pour étudier la irulation oéanique à grande éhelle. Les régions tières
y ont don moins d'importane et l'assimilation de données près des tes n'est généralement pas
privilégiée. La surfae en revanhe reste une frontière primordiale. En eet, une grande partie des
observations pour l'oéanographie se trouvent près de la surfae. De plus, 'est à travers la surfae que
les forçages atmosphériques se transmettent à tout l'oéan. Dans e adre, on peut souhaiter diminuer
le oût de l'opérateur déni par l'équation (5.26) en limitant la simulation de frontières transparentes
à la vertiale. L'opérateur de diusion est alors déni par
LMW−1 =
1
2
LM/2x L
M/2
y
(
L
M/2
Nz L
M/2
Dz
)(
W−1 0
0 W−1
)
(
L
M/2
Nz
)T(
L
M/2
Dz
)T
(LM/2y )T (LM/2x )T .
5.4.3 Méthode d'évaluation
Générer des orrélations en des points géographiques partiuliers et en relever le maximum (qui
doit être à 1), permet d'obtenir une première idée de la performane de la normalisation appliquée.
Pour mieux évaluer l'erreur engendrée, on se sert du prinipe de la méthode par veteur aléatoire. Mais
on va ii l'appliquer à l'opérateur de orrélation total plutt qu'à l'opérateur de diusion seul, et le
nombre de membres sera porté à N = 10000. A partir du veteur aléatoire v, tel que E[v] = 0 et
E
[
vvT
]
= I, on estime
diag(C) = diag
(
1
N − 1
N∑
n=1
E
[
C1/2v
(
C1/2v
)T])
, (5.27)
puisque
E
[
C1/2v
(
C1/2v
)T]
= C1/2E
[
vvT
] (
C1/2
)T
= C.
Les valeurs de la diagonale ainsi estimée doivent être prohes de 1.
Lorsque des frontières transparentes sont simulées pour les trois axes, la proédure de l'équa-
tion (5.27) doit être modiée pour prendre en ompte la matrie retangulaire dénie par l'équa-
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tion (5.26). A partir du veteur aléatoire v, tel que E[v] = 0 et E
[
vvT
]
= I, on dénit les veteurs
V1 =

v
0
0
0
0
0
0
0

, V2 =

0
v
0
0
0
0
0
0

, · · · V8 =

0
0
0
0
0
0
0
v

.
On a alors pour N = 10000 membres
diag(C) = diag
(
1
N − 1
N∑
n=1
1
8
8∑
k=1
E
[
C1/2Vk
(
C1/2Vk
)T])
. (5.28)
Normalisation L
M/2
Evaluation Désignation
Méthode par P = 100 N° 1
veteur aléatoire P = 1000 Eq. (5.29) Eq. (5.27) N° 2
Méthode par λ˜M , Eq. (5.24) N° 3
approximation λ˜M , Eq. (5.24) Eq. (5.26) Eq. (5.28) N° 4
λ¯M , Eq. (5.25) N° 5
Tab. 5.5  Détail des inq ongurations de normalisation évaluées.
Le tableau 5.5 résume les inq ongurations évaluées, et dont les résultats sont rapportés dans les
paragraphes suivants. Deux types de méthodes de normalisation sont évaluées ii : les méthodes par
veteur aléatoire ave P = 100 ou P = 1000 membres, et les méthodes par approximation du fateur
théorique. Pour les premières, la raine arrée  de l'opérateur de diusion est donnée par l'appliation
d'un seul problème de diusion ave des onditions aux frontières de Neumann :
LM/2 = L
M/2
Nx L
M/2
Ny L
M/2
Nz . (5.29)
Pour les seondes, on teste également leurs performanes lorsque des frontières transparentes sont
simulées.
5.4.4 Méthodes par veteurs aléatoires
En théorie (voir paragraphe 3.6.4), l'erreur ommise par la méthode par veteur aléatoire est donnée
par 1/
√
2P , où P est le nombre de membres. Pour P = 1000 membres, l'erreur maximale devrait don
être d'un peu plus de 2% et atteindre les 7% pour P = 100 membres. Le tableau 5.6 donne les valeurs
maximales obtenues pour haque orrélation dans le as de test de la gure 5.11 lorsque P = 100 et
P = 1000. Les valeurs sont notées en rouge gras lorsque leur erreur dépasse la valeur théorique, et en
bleu italique sinon. Pour les deux ongurations, ertaines valeurs sont au-delà de l'erreur théorique
(en partiulier pour P = 100) allant jusqu'à 26% et 8% respetivement.
Dans un premier temps, les ongurations N°1 (P = 100) et N°2 (P = 1000) sont testées sur
ORCA1 ave des éhelles paramétrées (voir paragraphe 5.3.4). La gure 5.12 montre le pourentage
d'erreur relevé au niveau de la surfae. Pour la gure 5.12a (onguration N°1), de nombreuses zones
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Zone géographique Coordonnées Valeur maximale
(i, j, k) (lon,lat,prof) P = 100 P = 1000
Raordement Est/Ouest (181, 62, 1) (78°E,9°S,5 m) 0, 88 1, 08
Indonésie (15, 66, 1) (106°E,5°S,5 m) 0, 82 1 , 01
Australie, Dét. de Bass (33, 45, 1) (142°E,39°S,5 m) 0, 87 0, 94
Mer d'Okhotsk (37, 114, 1) (148°E,53°N,5 m) 0 , 94 0 , 99
Paique Equatorial (56, 75, 1) (172°W,1°N,5 m) 0, 83 0 , 99
Golfe d'Alaska (68, 114, 1) (147°W,54°N,5 m) 1, 26 1, 03
Paique Sud Est (97, 56, 1) (90°W,20°S,5 m) 1, 18 1 , 00
Amérique latine (98, 86, 1) (88°W,9°N,5 m) 1 , 02 0, 97
Atlantique Nord (125, 108, 1) (34°W,46°N,5 m) 1 , 02 1 , 02
Golfe de Guinée (142, 80, 1) (0°E,3°N,5 m) 1, 10 0 , 98
Oéan Artique (50, 148, 1) (16°E,90°N,5 m) 0, 85 1 , 00
Atlantique Sud (135, 56, 16) (14°W,20°S,182 m) 0 , 95 1 , 01
Tab. 5.6  Maximum des orrélations de la gure 5.11 pour une normalisation par veteurs aléatoires
de P = 100 et P = 1000 membres. Les valeurs sont notées en rouge gras lorsqu'elles dépassent l'erreur
théorique (respetivement 7% et 2%), en bleu italique sinon.
montrent une erreur supérieure à 20%, le maximum pouvant atteindre plus de 100%. Si la gure 5.12b
(onguration N° 2) montre une nette amélioration de la normalisation par rapport à la gure 5.12a,
on relève néanmoins un ertain nombre de zones où l'erreur est aux alentours de 10 à 12%, l'erreur
maximale atteignant très loalement 25%. Tous les niveaux vertiaux présentent le même motif d'er-
reur dans les deux as. L'évaluation de la onguration N°2 est ensuite réalisée pour ORCA2 ave des
éhelles estimées par une méthode d'ensemble (voir paragraphe 5.3.4). Les résultats sont similaires à
la gure 5.12a et ne sont don pas montrés.
Les strutures d'erreur qui semblent apparaître ne dépendent pas de la variation des éhelles. Elles
pourraient provenir en fait du générateur aléatoire utilisé (RAN1 de Numerial Reipes, voir Press
et al., 1992). La normalisation par veteurs aléatoires peut générer des erreurs importantes lorsque le
nombre de membres utilisé est réduit. C'est pourquoi ette méthode devrait plutt être utilisée lors
d'une proédure préalable à l'assimilation lorsque les paramètres ne varient pas dans le temps, et ave
un nombre de membres susant.
5.4.5 Méthodes par approximation du fateur théorique
La onguration N°3 est maintenant testée sur ORCA1 ave des éhelles paramétrées. La gure 5.13
montre le pourentage d'erreur relevé en surfae. Loin des tes, l'erreur de la normalisation se situe
autour des 100% (soit un maximum à 2) mais s'atténue rapidement ave la profondeur pour revenir
à des valeurs aeptables avant de s'élever à nouveau près de la bathymétrie (non montré). Près des
tes néanmoins, l'erreur peut atteindre les 400 ou 600%, voir plus dans ertaines zones partiulières
omme la Mer Rouge, le nord du Canada ou enore la Mer Baltique. Cei s'explique par le fait que les
onditions aux frontières de Neumann doublent la valeur d'une orrélation alulée pour une fontion
de Dira ontre une frontière (voir paragraphe 4.4.2). En plein oéan, l'erreur est provoquée par la
frontière vertiale, mais près des tes, l'eet des frontières latérales s'y ajoute.
Pour palier e problème, il est don néessaire de simuler des frontières transparentes en dénissant
l'opérateur de diusion omme la moyenne de deux problèmes de diusion, l'un ave des onditions
aux frontières de Neumann et l'autre ave des onditions aux frontières de Dirihlet. La gure 5.14
montre le pourentage d'erreur relevé en surfae pour la onguration N° 4. L'amélioration apportée
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(a) Conguration N°1, ORCA1, éhelles paramétrées
0.00 2.00 4.00 6.00 8.00 10.00 12.00 14.00 16.00 18.00 20.00
(b) Conguration N°2, ORCA1, éhelles paramétrées
Fig. 5.12  Pourentage d'erreur donné par l'évaluation des ongurations N° 1 (a) et N° 2 (b).
L'exemple est donné en surfae pour la ORCA1 ave des éhelles paramétrées. La palette est saturée
à une erreur de 20%.
par la simulation de frontières transparentes est évidente. On remarque néanmoins (omme pour la
gure 5.13) que l'erreur est plus importante aux latitudes omprises entre 10 et 35 degrés (jusqu'à
≈ 14%) par rapport à l'équateur et aux hautes latitudes (jusqu'à ≈ 6%). En eet, l'erreur numérique
due à la disrétisation spatiale de l'équation de diusion n'est pas prise en ompte par e type de
normalisation alors qu'elle l'était impliitement pour la normalisation par veteurs aléatoires. Le raf-
nement à l'équateur et le rétréissement naturel des mailles aux hautes latitudes permet au rapport
éhelle sur maille de s'aroître et don de faire baisser ette erreur numérique. Enn, ertaines zones
très fermées omme la Mer Rouge ou le nord du Canada, présentent ii aussi une erreur très élevée.
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50.00 60.00 70.00 80.00 90.00 100.00 110.00 120.00 130.00 140.00 150.00
Fig. 5.13  Pourentage d'erreur donné par l'évaluation de la onguration N° 3. L'exemple est donné
en surfae pour ORCA1 ave des éhelles paramétrées. La palette est saturée à une erreur de 150%.
0.00 2.00 4.00 6.00 8.00 10.00 12.00 14.00 16.00 18.00 20.00
Fig. 5.14  Pourentage d'erreur donné par l'évaluation de la onguration N° 4. L'exemple est donné
en surfae pour ORCA1 ave des éhelles paramétrées. La palette est saturée à une erreur de 20%.
En omparant la gure 5.14 ave le résultat donné par la gure 5.12a pour une normalisation
par veteurs aléatoires de P = 1000 membres, on onstate que les erreurs les plus importantes (hors
zones partiulières) sont onentrées entre 10 et 35 degrés de latitude dans le premier as alors que,
moins nombreuses dans le deuxième as, elles y sont distribuées de façon aléatoire. La préision de
la normalisation selon l'équation (5.24) dépend don diretement des erreurs numériques dues à la
disrétisation spatiale, et don du paramétrage des éhelles par rapport à la maille. En modiant par
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exemple le fateur de l'éhelle de orrélation vertiale de telle sorte que ette éhelle soit de la même
longueur de la maille (au lieu de deux fois la maille ii), l'erreur numérique sera plus importante et par
onséquene, l'erreur due à la normalisation sera également plus importante.
0.00 21.43 42.86 64.29 85.71 107.14 128.57 150.00
Fig. 5.15  Pourentage d'erreur donné par l'évaluation de la onguration N° 4. L'exemple est donné
en surfae pour ORCA2 ave des éhelles estimées par une méthode d'ensemble (Daget, 2008). La
palette est saturée à une erreur de 150%.
0.00 30.00 60.00 90.00 120.00 150.00 180.00 210.00 240.00 270.00 300.00
Fig. 5.16  Ehelles de orrélation vertiales en mètres pour la surfae (Daget, 2008).
On évalue maintenant la onguration N° 4 sur ORCA2 ave des éhelles estimées par une méthode
d'ensemble (Daget, 2008, voir paragraphe 5.3.4). La gure 5.15 montre le pourentage d'erreur relevé
156 5. Construtions 2D et 3D à partir de l'opérateur de diusion impliite 1D
en surfae. Bien que les latitudes au delà de 30° nord et la bande équatoriale montrent une erreur a-
eptable, on déerne néanmoins de larges zones dont l'erreur peut dépasser loalement les 400%. Or, en
rapprohant e résultat de la gure 5.16, on onstate que es zones d'erreur importante orrespondent
en fait à des zones où l'éhelle de orrélation vertiale (et dans une moindre mesure les éhelles de
orrélation horizontales, voir gure 5.10) est la plus élevée. En desendant dans les niveaux vertiaux,
es erreurs s'atténuent rapidement.
Dans es zones, les éhelles vertiales se raourissent très rapidement avant de se rallonger à partir
de 200 mètres de profondeur. Néanmoins, les erreurs à es niveaux restent tout à fait onvenables. Or,
si dans les premiers 100 mètres de olonne d'eau les mailles sont approximativement de 10 mètres
de profondeur, elles sont d'environ 40 mètres à 200 mètres de profondeur et s'élargissent rapidement.
Pour une éhelle de orrélation vertiale de 250 mètres, le fateur multipliatif de la maille est don
de 25 sur les premiers niveaux, et de moins de 6 à partir de 200 mètres de profondeur. On pourrait
don penser qu'un fateur multipliatif trop élevé entraîne une erreur importante. On eetue alors un
test de orrélation dans les mêmes onditions que la gure 5.11 mais selon la onguration N° 4. Dans
un premier as, les éhelles vertiales sont les éhelles estimées par la méthode d'ensemble, et dans
un deuxième as, les éhelles vertiales sont paramétrées à 25 fois la longueur de la maille sur les 15
premiers niveaux, puis à 2 fois la maille pour le reste des niveaux. Dans le premier as, le maximum de
la orrélation située à l'ouest du Pérou est de 6, 44 alors qu'elle n'est plus que de 2, 57 dans le deuxième
as. L'importane de l'erreur semble don liée aux brusques variations des éhelles plutt qu'à leur
longueur proprement dite.
La gure 5.17 représente des orrélations de température (ourbes rouges) dans le Paique Equa-
torial (a, , e) et dans le détroit de Bass en Australie (b, d, f) pour la onguration N° 4. Dans le
premier as, on obtient une orrélation maximale de 1, 03, soit une erreur sur le maximum de 3%. Dans
le deuxième as en revanhe, le maximum est à 1, 69, soit près de 70% d'erreur. On s'intéresse alors
aux éhelles de orrélation utilisées (ourbes bleues). En omparant les éhelles zonales (a et b), on
s'aperçoit que dans le premier as, il n'y a pas beauoup de variation autour de la zone de orrélation
alors que dans le deuxième as l'éhelle passe d'environ 350 à 200 mètres. Conernant les éhelles
méridiennes ( et d), la variation est importante pour le Paique Equatorial mais le ranement de
la grille (0, 5° au lieu de 2°) semble permettre de mieux la gérer. Enn, les éhelles vertiales (e et
f) montrent également une variation plus importante pour la orrélation près de l'Australie. Ainsi,
l'erreur de normalisation est plus importante lorsque les éhelles varient brusquement.
La onguration N° 5 est enn testée sur ORCA2 ave des éhelles estimées par une méthode
d'ensemble (non montrée). Elle présente une nette amélioration de l'erreur en surfae par rapport à
la gure 5.15. Cependant, vers 200 mètres de profondeur alors que l'erreur pour la onguration N° 4
était tout à fait aeptable, la onguration N° 5 provoque des erreurs très élevées. L'adaptation de
la méthode de Purser et al. (2003b) au as 3D telle que proposée par l'équation (5.25) ne semble pas
satisfaisante dans tous les as et demande don à être étudiée plus avant.
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Fig. 5.17  Exemple de orrélations de température (ourbes rouges) dans le Paique Equatorial (a,
, e) et dans le détroit de Bass en Australie (b, d, f), et des éhelles de orrélation assoiées (ourbes
bleues). Les oupes sont réalisées suivant l'axe zonal x (a, b), l'axe méridien y (, d) et l'axe vertial
z (e, f). Pour le panneau (d), l'arrêt des ourbes à 38°S marque le début de la terre australienne.
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Chapitre 6
Conlusions et perspetives
Dans ette thèse, nous avons poursuivi les travaux de Weaver et Courtier (2001) et de Weaver et
Rii (2004) sur la modélisation de fontions de orrélation pour l'assimilation de données variation-
nelle, à partir de l'équation de diusion. Le but était de dénir des opérateurs de orrélation eaes
à partir d'opérateurs de diusion impliite. En eet, bien que le shéma de diusion expliite soit très
simple à mettre en ÷uvre, il est soumis à un ritère de stabilité qui peut le rendre très oûteux. A
ontrario, le shéma impliite est inonditionnellement stable, mais son eaité dépend de elle des
algorithmes utilisés pour inverser sa matrie. Les diérents développements réalisés devaient ensuite
être appliqués au système NEMOVAR pour modéliser les orrélations univariées de l'erreur d'ébauhe,
et se substituer à terme aux opérateurs de diusion expliite.
Une étude théorique de l'équation de diusion 1D et de sa disrétisation temporelle impliite a
tout d'abord été réalisée. Ces travaux ont permis de mettre en évidene le lien diret entre la solution
d'une équation de diusion impliite et les fontions AR (famille de Matérn), dans le as homogène et
isotrope. Nous avons en partiulier pu préiser les relations entre, d'une part, le nombre d'itérations
du ltre de diusion et l'ordre de la fontion AR, et d'autre part, le oeient de diusion et l'éhelle
de orrélation. De plus, le fateur de normalisation qui, une fois multiplié au résultat de l'opérateur de
diusion, permet de générer l'opérateur de orrélation, a pu être déterminé théoriquement. Nous avons
ensuite établi des approximations permettant d'étendre es résultats à la modélisation de fontions de
orrélation dont les éhelles varient en fontion de leur position. Nous nous sommes également intéres-
sés à l'inuene que pouvaient avoir les frontières sur le noyau de l'opérateur de orrélation. Ainsi, il a
été possible de simuler des frontières transparentes, i.e. qui n'aetent pas le noyau de orrélation, en
assoiant deux problèmes de diusion, l'un ave des onditions aux frontières de Neumann, et l'autre
ave des onditions aux frontières de Dirihlet.
A partir des résultats de ette étude, des opérateurs de diusion 2 et 3×1D ont été onstruits, sous
l'hypothèse de fontions de orrélation séparables, en appliquant un opérateur de diusion impliite 1D
dans haque diretion. Pare que les axes sont traités séparément, un nombre faible d'itérations génère
une anisotropie parasite, et on limite don es opérateurs à la représentation de fontions de orréla-
tion gaussienne (typiquement ≥ 10 itérations dans haque diretion pour obtenir une approximation
satisfaisante). Plusieurs formulations de l'opérateur de diusion 2×1D ont été testées. En partiulier,
en supposant que l'opérateur 2×1D est autoadjoint, il peut s'érire sous la forme d'une fatorisation
en "raines arrées" et garantir ainsi un résultat symétrique et déni positif. Mais près des frontières
ou lorsque les éhelles de orrélation varient suivant leur position géographique et pas seulement sui-
vant leur position sur l'axe traité, l'hypothèse de séparabilité n'est plus valide. Palier e problème
est néanmoins possible en moyennant les diérentes ombinaisons d'opérateurs 1D. Mais ela est bien
sûr au prix d'appliations d'opérateurs supplémentaires et doit don être réservé aux expérienes le
néessitant.
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Ces opérateurs de diusion impliite 2 et 3×1D ont été mis en ÷uvre dans le système NEMOVAR
dans le adre de ongurations globales plutt basse résolution. L'assimilation d'observations près des
tes n'y étant pas privilégiée, et ompte tenu du paramétrage simplié des éhelles de orrélation
et de la formulation expliite atuelle, nous avons retenu la simple formulation en raines arrées
et non pas la moyenne des diérentes ombinaisons d'opérateurs 1D. Dans ette thèse, nous avons
hoisi d'inverser la matrie de diusion impliite par une déomposition de Cholesky. Pour ela, nous
avons dû mettre en plae des proédures de réorganisation des proesseurs pour nous onformer à la
gestion multi-proesseurs du modèle NEMO. La omparaison de es opérateurs de diusion impliite
à leurs équivalents expliites montre que si les premiers néessitent plus de temps pour leur exéution
puisqu'une matrie doit y être inversée, ils néessitent moins d'itérations que les seonds qui doivent
respeter le ritère de stabilité. De plus, alors que des ommuniations inter-proesseurs sont néessaires
à haque itération de la résolution de l'équation de diusion expliite, elles sont à peu près limitées aux
réorganisations des proesseurs dans le as impliite. Ainsi, pour les diérentes dispositions des pro-
esseurs que nous avons utilisées, les opérateurs de orrélation générés par les opérateurs de diusion
impliite étaient environ 4 fois moins hers que eux générés par les opérateurs de diusion expliite,
bien que néessitant un peu plus de mémoire. En fontion des paramètres utilisés (algorithme de mi-
nimisation, type de normalisation, diagnostis), l'utilisation d'opérateurs de diusion impliite dans la
boule interne de nos ongurations NEMOVAR a pu réduire le temps d'exéution de elle-i de 20 à
50%, pour des résultats d'assimilation statistiquement équivalents. Enn, le fait que les opérateurs de
diusion impliite ne soient soumis à auun ritère de stabilité permet également de prendre en ompte
de grandes éhelles de orrélation sans oût supplémentaire. En partiulier, nous avons pu montrer qu'il
était possible d'utiliser des éhelles de orrélation issues d'une méthode d'ensemble sans suroût pour
l'impliite, tandis que les mêmes éhelles utilisées dans le adre d'un opérateur de diusion expliite
auraient rendu le oût de l'opérateur de orrélation prohibitif.
Après avoir mis en ÷uvre les opérateurs de diusion impliite, nous nous sommes intéressés à
la normalisation permettant de les transformer en opérateurs de orrélation. L'étude 1D préalable a
permis de mettre en évidene que la méthode de normalisation par veteur aléatoire ouramment uti-
lisée, assoiée à un opérateur de diusion ave des onditions aux frontières soit de Neumann, soit de
Dirihlet, modiait les éhelles de orrélation près des frontières. De plus, le nombre de membres à
utiliser dépend de la préision attendue, et la proédure peut don s'avérer très oûteuse lorsqu'elle est
eetuée en début de yle d'assimilation. Cette méthode reste néanmoins bien adaptée aux ongu-
rations dont les paramètres n'évoluent pas dans le temps et où l'assimilation près des tes n'est pas
privilégiée. Au besoin, l'altération des éhelles de orrélation près de la surfae peut être orrigée en
dénissant l'opérateur de diusion vertial omme la moyenne de deux problèmes de diusion, l'un ave
des onditions aux frontières de Neumann, et l'autre ave des onditions aux frontières de Dirihlet. La
proédure de normalisation peut alors être eetuée au préalable ave un nombre de membres susant,
et le résultat stoké pour être utilisé dans l'expériene d'assimilation. Néanmoins, lorsque l'on souhaite
introduire une dépendane à l'éoulement en redénissant par exemple les éhelles de orrélation à
haque yle, une méthode de normalisation moins oûteuse doit être utilisée. Nous avons testé ii la
possibilité de dénir une approximation des fateurs de normalisation théoriques. Attrative par son
oût négligeable, ette méthode néessite néanmoins la simulation de frontières transparentes et aug-
mente don le oût de l'opérateur de diusion. De plus, l'erreur numérique de disrétisation spatiale
de l'équation de diusion ainsi que les erreurs générées par des variations d'éhelles de orrélation trop
brusques doivent être orrigées expressémment. Une étude omplémentaire est don néessaire pour
appréhender les possibilités que pourrait orir ette méthode.
Pour la onguration pré-opérationnelle de NEMOVAR utilisée pour la prévision saisonnière du
CEPMMT (ORCA1, normalisation préalable par la méthode par veteur aléatoire de 10000 membres,
diagnostis néessitant des appliations supplémentaires des opérateurs de diusion), les opérateurs de
diusion impliite développés au ours de ette thèse permettent de réduire le temps d'exéution de
la boule interne d'environ 30% pour un besoin en mémoire légèrement plus élevé mais pouvant être
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totalement ompensé par le nouvel algorithme de minimisation CGMOD qui ore la possibilité de ne
pas stoker ertaines informations. Ils permettent en outre de prendre en ompte des éhelles de orré-
lation paramétrées en fontion de onnaissanes physiques ou statistiques sans restrition numérique.
Enn, ils failitent l'aès à plusieurs études dont on donne quelques exemples i-dessous.
Nous nous sommes en eet limités ii, à une assimilation 3D-Var sur des ongurations plutt
basse résolution. Cependant, l'algorithme du 4D-Var, bien plus oûteux que le 3D-Var, est atuelle-
ment en ours de développement pour NEMOVAR, et néessite des opérateurs les moins hers possibles.
D'autre part, NEMOVAR doit être appliqué à des ongurations à plus haute résolution telle que le
1/4° (ou le 1/12°), atuellement opérationnelle à Merator-Oéan et au MetOe pour les prévisions
oéaniques à ourte éhéane, et pressentie au CEPMMT pour la prévision saisonnière. Dans tous les
as, l'utilisation des opérateurs de diusion expliite et de leur nombre d'itérations important (malgré
la limitation des éhelles de orrélation) peut alourdir onsidérablement les aluls (suivant le poids
relatif de leur appliation par rapport à l'intégration du modèle). Les opérateurs de diusion impliite
développés ii peuvent permettre de pallier e problème, sous réserve d'un omportement aeptable
près des frontières. Toutefois, il est probable qu'un plus grand nombre de proesseurs soit utilisé pour
es expérienes par rapport à elles déroulées dans ette thèse. Or, si le nombre de ommuniations
dépend essentiellement du nombre d'itérations pour les opérateurs de diusion expliite, il dépend sur-
tout du nombre de proesseurs et de leur distribution pour les opérateurs de diusion impliite, ompte
tenu de la méthode de résolution adoptée ii. Il onviendrait don de s'assurer que la salabilité de es
derniers n'atteind pas les limites qui les rendraient alors ineaes.
Le ritère de stabilité des opérateurs de diusion expliite entraîne également une augmentation
du nombre d'itérations lorsque les éhelles de orrélation s'allongent, et es dernières doivent don
éventuellement être limitées artiiellement pour ne pas rendre le oût de l'algorithme prohibitif. Or,
es éhelles devraient être dénies par rapport à des onnaisanes physiques ou statistiques et non pas
pour des raisons numériques. De plus, une perspetive attrayante onsiste à introduire une dépendane
à l'éoulement dans le shéma d'assimilation, en redénissant es éhelles de orrélation à haque yle.
Une première approhe peut être mise en ÷uvre en déterminant les éhelles vertiales en fontion du
gradient de densité omme suggéré par Cummings (2005). Ainsi par exemple, elles pourraient être
allongées dans la ouhe de mélange où e gradient est faible, et rétréies dans la thermoline où e
gradient est plus fort. Une seonde approhe onsiste à aratériser les éhelles de orrélation à partir
d'une méthode d'ensemble. Dans tous les as, il est tout d'abord néessaire de pouvoir prendre en
ompte failement n'importe quelle éhelle de orrélation, possibilité qu'orent les opérateurs de dif-
fusion impliite développés ii.
Ces opérateurs ne se limitent d'ailleurs pas à la représentation des orrélations de l'erreur d'ébauhe,
même s'ils ont été mis en ÷uvre dans e adre au ours de ette thèse. Ils peuvent également servir
pour modéliser les orrélations spatiales ou temporelles de l'erreur modèle ou de l'erreur des forçages
atmosphériques dans le adre d'un 4D-Var à ontrainte faible. Pour l'erreur d'observation, ils peuvent
aussi être utilisés pour représenter les orrélations existant lorsque les observations sont issues d'un
produit établi sur une grille. C'est par exemple le as pour les produits standard de température de
surfae. On note ependant, que 'est l'inverse de la matrie de orrélation d'erreur d'observation qui
est néessaire à l'évaluation de la fontion oût et de son gradient. Or, si l'opérateur de diusion im-
pliite demande l'inversion d'une matrie, son opérateur inverse utilise don ette matrie diretement
et devrait être enore plus simple à appliquer lorsqu'il n'est pas néessaire de simuler des frontières
transparentes. Plus omplexes, les erreurs d'observations de hauteur de mer sont souvent données sous
la forme d'une anomalie par rapport à une topographie dynamique moyenne (MDT
77
). Cette MDT
est généralement donnée sur une grille (elle du modèle ou d'un autre) et est orrélée spatialement par
onstrution. Une approhe possible pour tenir ompte de es orrélations est de les modéliser grâe
77
Mean Dynami Topography.
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aux opérateurs de diusion impliite développés ii. La somme des ovarianes d'erreur de la MDT et
des anomalies de hauteur d'eau est ensuite inversée pour le alul de la fontion oût et de son gradient.
Dans un autre registre, l'estimation des ovarianes de l'erreur d'ébauhe à partir d'une méthode
d'ensemble néessite généralement d'appliquer une proédure de loalisation. En eet, la méthode d'en-
semble étant très oûteuse, elle ne peut être utilisée qu'ave un faible nombre de membres, e qui génère
un ertain bruit d'éhantillonnage ainsi que des orrélations à longue distane parasites. On herhe
alors à loaliser les ovarianes, i.e. à s'assurer qu'elles s'annulent à partir d'une ertaine distane. Une
approhe possible est d'eetuer ette loalisation grâe au ltre réursif (Wang et al., 2008) ou de la
même manière grâe aux opérateurs de diusion impliite.
Utilisables atuellement dans NEMOVAR, les opérateurs développés au ours de ette thèse per-
mettent de réduire les oûts sur les ongurations globales atuellement utilisées pour les appliations
sur le limat (réanalyses oéaniques, initialisation pour la prévision saisonnière, . . .) et simplient l'a-
ès à de nouvelles études. Néanmoins, es opérateurs restent soumis à plusieurs limitations. En eet,
près des frontières ou lorsque les éhelles varient géographiquement, l'hypothèse de séparabilité sur la-
quelle ils sont onstruits n'est plus valable. L'opérateur multi-dimensionnel n'est alors pas autoadjoint
et des artefats liés à l'ordre d'appliation des opérateurs 1D apparaîssent. De plus, bien qu'il soit pos-
sible de modéliser des fontions de orrélation inhomogènes en faisant varier les éhelles dans haque
diretion, le traitement séparé des axes ne permet pas de modéliser des fontions dont les variations
d'éhelles ne suivent pas es axes, et don la plupart des fontions anisotropes. Purser et al. (2003b)
proposent des tehniques pour pallier es problèmes dans le adre du ltre réursif. Pour l'approhe
diusion, une autre possibilité est de onstruire des opérateurs de diusion impliite 2D et 3D om-
plets ave un tenseur de diusion non diagonal (Weaver et Courtier, 2001). Pour e faire, une première
étude théorique basée en partiulier sur les travaux de Whittle (1954, 1963) et Weaver et Rii (2004)
permettrait de redénir de manière plus direte les liens entre l'équation de diusion impliite et les
fontions de orrélations qu'elles permettent de représenter en 2D (plan ou sphère) ou 3D. Les eorts
devraient ensuite porter sur la résolution du système linéaire à haque pas de temps. En eet, l'ea-
ité des opérateurs de diusion impliite repose sur elle des algorithmes assurant ette résolution. Une
étude préliminaire dans le adre 1D a permis de montrer qu'un algorithme itératif multi-grille pourrait
être satisfaisant. Néanmoins, mettre en ÷uvre un tel algorithme requiert la dénition d'opérateurs de
simpliation (restrition) et d'interpolation (prolongation) pour NEMOVAR, tout en respetant la
parallélisation adoptée par NEMO.
Générer des opérateurs de orrélation à partir des opérateurs de diusion néessite de dénir les
fateurs de normalisation à appliquer. Ceux-i doivent être susamment préis, et leur méthode de
dénition eae, en partiulier lorsque l'on envisage d'introduire une dépendane à l'éoulement
ontraignant à les realuler à haque yle. La préision de la méthode par veteur aléatoire, géné-
ralement utilisée, dépend du nombre de membres dont on dispose. Utiliser alors des tehniques de
ltrage spatial (Berre et al., 2007; Raynaud et al., 2008, 2009) pourrait réduire le nombre de membres
néessaires pour une même préision. La méthode par approximation du fateur théorique néessite
quant à elle des études omplémentaires pour atténuer de manière satisfaisante et able les erreurs
numériques dues à la disrétisation spatiale de l'équation de diusion et aux variations des éhelles de
orrélation. Enn, on peut se demander omment haune de es méthodes pourrait bénéier à l'autre.
Les travaux réalisés au ours de ette thèse représentent une première étape dans la diretion de
l'utillisation de la diusion impliite pour la modélisation de fontions de orrélation. Disponibles dans
NEMOVAR, les opérateurs de diusion impliite proposés ii peuvent permettre de faire progresser plus
failement ertaines études et développements tels que le 4D-Var et sa formulation ontrainte faible,
l'introdution d'une dépendane à l'éoulement des orrélations, ou enore l'utilisation de matries de
ovarianes non diagonales pour ertaines observations. De plus, ils donnent des diretions à explorer
pour mettre en plae des opérateurs de orrélation enore plus performants.
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Annexe A
Analyse fontionnelle
Par soui de simpliation, tous les outils mathématiques sont volontairement restreints au orps
des réels IR.
On note x le veteur (x1, . . . , xn)
T ∈ IRn.
L1(Ω) est l'espae des fontions de valeur absolue sommable sur l'espae Ω∫
Ω
|f(x)| dx < +∞.
L2(Ω) est l'espae des fontions de arré sommable sur l'espae Ω∫
Ω
|f(x)|2 dx < +∞.
A.1 Rappel sur les espaes
Une suite (xn)n est dite de Cauhy dans un espae vetoriel normé, si ses termes se rapprohent à
partir d'un ertain rang : ∀ ǫ > 0 ∃Nǫ ∈ IN / ∀ p, q > Nǫ ||xp − xq|| < ǫ.
Un espae de Banah est un espae vetoriel muni d'une norme ||.|| dérivant d'une distane
d(., .) (||x|| =√d(x,x)), et omplet pour ette distane, i.e. que toute suite de Cauhy de et espae
onverge dans et espae.
Un espae préhilbertien est un espae vetoriel muni d'une norme ||.|| dérivant d'un produit
salaire 〈. , .〉 (||x|| =√〈x,x〉).
Un espae de Hilbert est un espae préhilbertien omplet pour la norme assoiée à son produit
salaire, i.e. que toute suite de Cauhy de et espae onverge dans et espae.
Lorsqu'un espae préhilbertien est réel et de dimension nie, on parle alors d'espae eulidien.
Comme tous les espaes normés de dimension nie sont omplets, un espae eulidien est don un as
partiulier d'espae de Hilbert.
Un espae eulidien de dimension n est dit anonique, lorsqu'il est muni du produit salaire anonique
〈x,y〉 = 〈(x1, . . . , xn), (y1, . . . , yn)〉 =
∑n
i=1 xiyi.
On dénit la norme eulidienne du veteur x par ||x|| =√〈x,x〉
et la distane eulidienne entre deux veteurs x et y par d(x,y) = ||x− y||.
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IRn est un espae eulidien (et don de Hilbert) muni du produit salaire anonique
〈x,y〉 = 〈(x1, . . . , xn), (y1, . . . , yn)〉 =
n∑
i=1
xiyi.
A.2 Formes linéaires et espae dual
Une forme linéaire sur un espae vetoriel E est une appliation linéaire f de E dans IR :
f : E −→ IR / ∀ x,y ∈ E et λ, µ ∈ IR ∃ f(λx+ µy) = λ f(x) + µ f(y) .
Si E est un espae normé de dimension nie, alors toutes les formes linéaires sur E sont ontinues.
En dimension nie, il est possible de mettre une forme linéaire sous une forme matriielle. En eet,
si on se donne (e1, . . . , en) pour base de E, tout élément x ∈ E s'érit x =
∑n
i=1 xiei. Par linéarité,
on a f(x) =
∑n
i=1 xif(ei), doù
f(x) ≡ ( f(e1) . . . f(en) )︸ ︷︷ ︸
F
 x1..
.
xn
 ,
où F est la forme matriielle (matrie 1× n) de f .
Exemple:
Soit la forme linéaire f : IR2 −→ IR telle que (x1, x2) 7−→ 2x1 + 3x2. Soient (e1, e2) la base
anonique de IR2 . On a f(e1) = 2 et f(e2) = 3 et on peut érire
f(x) ≡ ( 2 3 )
(
x1
x2
)
On appelle espae dual de E, et on note E′, l'ensemble des formes linéaires sur E :
E′ = { f : E −→ IR / ∀ x,y ∈ E et λ, µ ∈ IR ∃ f(λx+ µy) = λ f(x) + µ f(y) } .
E′ est un espae vetoriel dont les dimensions physiques orrespondent aux réiproques de elles de
l'espae E. Si E est de dimension nie n, E′ est aussi de dimension nie n.
Si E est un espae préhilbertien (muni d'un produit salaire), on peut dénir une appliation
linéaire ϕ telle que
ϕ : E −→ E′
x 7−→ fx : E −→ IR
y 7−→ 〈x,y〉
.
Si E est un espae de Hilbert, une onséquene du théorème de représentation de Riesz-Fréhet
(voir Akhiezer et Glazman, 1961, pp. 33 et 42) est qu'il existe un isomorphisme entre et espae et son
dual, permettant alors d'identier les deux espaes, i.e. E ≈ E′. En d'autres termes, il est possible de
représenter les formes linéaires ontinues sur E par des éléments de E.
L'espae dual d'un espae vetoriel E est l'ensemble des appliations linéaires ontinues
de E dans IR. Il est noté E′.
Les éléments du dual de IRn peuvent être représentés par des éléments de IRn.
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A.3 Opérateurs linéaires et adjoints
Un opérateur linéaire K : E −→ F est une appliation qui transforme toute ombinaison linéaire
de E en une ombinaison linéaire de F :
∀ x,y ∈ E et λ, µ ∈ IR K[λx+ µy] = λK[x] + µK[y] ∈ F.
Si E et F sont deux espaes de Hilbert78 identiés à leurs espaes duals respetifs, il est alors
possible de dénir l'opérateur adjoint K∗ : F −→ E tel que :
∀ x ∈ E et y ∈ F 〈x,K∗[y]〉E = 〈K[x],y〉F . (A.1)
Si K et G sont deux opérateurs linéaires ontinus, alors (KG)∗ = G∗K∗.
Si E = F et si K = K∗, l'opérateur est dit auto-adjoint. S'il ommute ave son adjoint, K∗K = KK∗,
il est dit normal. Le produit de deux opérateurs auto-adjoints est auto-adjoint si et seulement si les
opérateurs ommutent.
D'après le théorème de représentation de Riesz-Fréhet (voir Akhiezer et Glazman, 1961, pp. 33 et
42), si K est un opérateur linéaire ontinu déni d'un espae de Hilbert dans lui-même, alors l'opérateur
adjoint K∗ existe et est unique.
En dimension nie n, le produit salaire étant une forme bilinéaire, il peut être exprimé sous une
forme matriielle P (matrie n× n) telle que 〈x,x〉 = xTPx. Si de plus K est la forme matriielle de
l'opérateur K et K∗ elle de K∗, on a
〈K[x],y〉F = xTKTPFy
〈x,K∗[y]〉E = xTPEK∗y
}
=⇒ K∗ = P−1E KTPF . (A.2)
Si le produit salaire utilisé est anonique, P = I la matrie identité, l'opérateur adjoint orrespond
à l'opérateur transposé K∗ = KT.
Exemple:
Soit l'opérateur linéaire K : IR2 −→ IR2 tel que (x1, x2) 7−→ (2x1 + 3x2 , x1).
On a K =
(
2 3
1 0
)
et don K∗ =
(
2 1
3 0
)
.
L'opérateur adjoint K∗ : IR2 −→ IR2 est don tel que (x1, x2) 7−→ (2x1 + x2 , 3x1).
Pour tout opérateur linéaire ontinu sur IRn il existe un unique opérateur adjoint. Il orres-
pond à l'opérateur transposé si le produit salaire utilisé est anonique.
78
On peut également dénir un opérateur adjoint pour E et F deux espaes de Banah. Cette dénition prend
alors une autre expression puisque d'une part, le produit salaire n'y est pas déni et d'autre part, il n'existe
pas d'isomorphisme entre un espae de Banah et son dual permettant de les identier.
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Annexe B
Probabilités et statistiques
Cette annexe onstitue un rappel des prinipaux résultats de probabilités. Seules les variables
aléatoires réelles sont traitées ii. Pour plus de détail, en partiulier onernant les hypothèses inhérentes
à es dénitions, on se reportera par exemple à Priestley (1981), Tarantola (2005) ou Saporta (2006).
B.1 Variables aléatoires
B.1.1 Dénitions
Une variable aléatoire représente une grandeur qui varie selon le résultat d'une expériene aléa-
toire. Par exemple, si l'on onsidère le lané de deux dés parfaitement équilibrés, elle représente les faes
sorties pour haun des dés et prend don ses valeurs dans l'ensemble Ω = {(1, 1); (1, 2); · · · ; (6, 6)}.
La loi de probabilité assoiée est donnée par
P (ω) =
1
36
, ∀ ω ∈ Ω,
et représente la probabilité qu'un élément de Ω partiulier sorte lors d'un jet. On dénit maintenant
une appliation X de Ω dans E = X(Ω).
La loi de probabilité de X est dénie par
PX(α) =
Nombre de as permettant de réaliser X = α
Nombre de as possibles
, ∀ α ∈ E.
Si on dénit par exemple omme appliation la somme des deux dés, on a E = {2, 3, · · · , 12}. X = 4
est réalisée par les ouples (1, 3), (2, 2), (3, 1), soit PX(X = 4) = 3/36. Lorsque la variable aléatoire est
disrète, la loi de probabilité PX est onstituée de masses pontuelles.
Lorsqu'une variable aléatoire est ontinue, elle admet une densité de probabilité f
PX(I) =
∫
I
f(x) dx, et on a
∫
IR
f(x) dx = 1.
La fontion de répartition est l'appliation monotone roissante
F : IR → [0, 1]
x 7→ F (x) = P (X < x).
Dans le as ontinu, on a
F (x) =
∫ x
−∞
f(x′) dx′.
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Dans notre exemple, X < 4 est réalisé par les ouples (1, 1), (1, 2), (2, 1) et on a don P (X < 4) = 3/36.
De même X < 10 est réalisé par tous les ouples sauf (4, 6), (6, 4), (5, 5), (5, 6), (6, 5), (6, 6) et on a
don P (X < 10) = 30/36. La fontion de répartition permet également de aluler la probabilité d'un
intervalle sur IR : P (a ≤ X < b) = F (b)−F (a). Par exemple P (4 ≤ X < 10) = 30/36− 3/36 = 27/36.
La fontion aratéristique d'une variable aléatoire X est la transformée de Fourier de
sa loi de probabilité. Dans le as ontinu, on a
ϕX(xˆ) =
∫
IR
eixˆxf(x) dx.
Cette fontion existe toujours et est ontinue.
B.1.2 Moments
Moment entré d'ordre 1
L'espérane est dénie par
E[X] =
∑
j
xjP (X = xj), pour une variable disrète,
E[X] =
∫
IR
xf(x) dx, pour une variable ontinue.
Lorsqu'elle existe, l'espérane représente la moyenne arithmétique des diérentes valeurs de X pondé-
rées par leurs probabilités. Ses propriétés prinipales sont la linéarité
E[aX] = aE[X],
où a est un réel, et l'additivité
E[X1 +X2] = E[X1] + E[X2].
Si X1 et X2 sont deux variables indépendantes, alors l'espérane de leur produit est le produit de
leurs espéranes
E[X1X2] = E[X1]E[X2].
Moment entré d'ordre 2
La variane est dénie par
V [X] = σ2 = E
[
(X − E[X])2
]
= E
[
X2
]− (E[X])2 ,
où σ est l'éart-type.
La variane représente la dispersion de X autour de sa moyenne. Sa prinipale propriété est donnée
par
V [aX] = a2V [X].
L'espérane et l'éart-type sont reliés par l'inégalité de Bienaymé-Thebyshev :
P (|X −E[X]| > pσ) ≤ 1
p2
.
On appelle ovariane des variables aléatoires X1 et X2, la quantité
cov (X1,X2) = E[X1X2]− E[X1]E[X2].
Si X1 et X2 sont indépendantes, alors cov (X1,X2) = 0.
B.1. Variables aléatoires 179
La variane de la somme des variables aléatoires X1 et X2 s'érit
V [X1 +X2] = V [X1] + V [X2] + 2cov (X1,X2) .
On appelle orrélation des variables aléatoires X1 et X2 d'éarts-type respetifs σ1 et σ2,
la quantité normalisée
cor (X1,X2) =
cov (X1,X2)
σ1σ2
La orrélation est adimensionnelle et prend ses valeurs dans l'intervalle [−1, 1].
La orrélation entre deux variables dénit l'intensité du lien linéaire qui peut exister entre es va-
riables. Une orrélation de 1 signie qu'une des variables est une fontion ane roissante de l'autre. Si
la orrélation est à −1, la fontion ane est déroissante. Une orrélation à 0 signie que les variables
sont indépendantes.
Moment entré d'ordre k
S'il existe, le moment entré d'ordre k est déni par
µk = E
[
(X − E[X])k
]
.
Si la distribution de la variable aléatoire est symétrique, on a µ2k+1 = 0 ∀ k.
Pour aratériser la forme de la distribution, on dénit γ1 le oeient d'asymétrie (skewness) et
γ2 le oeient d'aplatissement (kurtosis) qui mesure en partiulier les queues de distribution :
γ1 =
µ3
σ3
, γ2 =
µ4
σ4
.
Fig. B.1  Distributions ave diérents oeients d'asymétrie en haut et d'aplatissement en bas
(Figure 2.9 Saporta, 2006).
B.1.3 Loi de Gauss
Une variable aléatoire X suit une loi gaussienne (ou normale) d'espérane m et d'éart-
type σ, si sa densité est donnée par
X ∼ N (m,σ) ⇒ f(x) = 1√
2π σ
exp
(
−1
2
(
x−m
σ
)2)
.
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Les variables gaussienne possèdent la propriété d'additivité
X1 ∼ N (m1, σ1)
X2 ∼ N (m2, σ2)
}
⇒ X1 +X2 ∼ N
(
m1 +m2,
√
σ21 + σ
2
2
)
.
Les moments de la loi gaussienne existent pour tout ordre, mais en raison de la symétrie de la distri-
bution, les moments d'ordre impairs sont nuls. Sa fontion aratéristique est donnée par
ϕX(xˆ) = exp
(
−1
2
σ2xˆ+ imxˆ
)
.
On note enn le hangement de variable aléatoire
si U =
X −m
σ
, alors U ∼ N (0, 1),
où N (0, 1) est dite loi normale entrée réduite.
B.1.4 Probabilités onditionnelles
Soient X et Y deux variables aléatoires ontinues. La fontion de répartition du ouple (X,Y )
est dénie par
H(x, y) = P (X < x ∩ Y < y).
La densité de probabilité du ouple (X,Y ) ou loi jointe est alors donnée par
h(x, y) =
∂2H
∂x∂y
.
Les densités marginales ou lois marginales s'érivent
f(x) =
∫
IR
h(x, y) dy,
g(y) =
∫
IR
h(x, y) dx.
Si X et Y sont indépendantes, on a
h(x, y) = f(x)g(y).
On peut également dénir quelle est la probabilité qu'une des variables ait une ertaine valeur lorsque
l'on onnait la valeur de l'autre.
On dénit la densité de probabilité onditionnelle de X sahant Y par
P (X = x | Y = y) = f(x | y) = h(x, y)
g(y)
,
et la densité de probabilité onditionnelle de Y sahant X par
P (Y = y | X = x) = g(y | x) = h(x, y)
f(x)
.
Les formules de Bayes permettent d'exprimer une probabilité onditionnelle en fontion de l'autre :
f(x | y) = g(y | x)f(x)∫
IR g(y | x)f(x) dx
, g(y | x) = f(x | y)g(y)∫
IR f(x | y)g(y) dy
.
L'intégrale du dénominateur permet de normaliser la probabilité onditionnelle (
∫
IR f(x | y) dx = 1)
et représente une simple valeur numérique. On érit souvent les probabilités onditionnelles sous les
relations proportionnelles
f(x | y) ∝ g(y | x)f(x), g(y | x) ∝ f(x | y)g(y).
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Un hamp aléatoire (ou veteur aléatoire) représente un ensemble de variables aléatoires. On
parle également de fontions aléatoires ou de proessus stohastique. De la même manière que
pour un ouple de variables aléatoires, on dénit la fontion de répartition du hamp par
F (x1, · · · , xn) = P (X1 < x1, · · · ,Xn < xn),
et sa densité de probabilité par
f(x1, · · · , xn) = ∂
nF
∂x1 · · · ∂xn .
Si les variables aléatoires sont mutuellement indépendantes, alors la loi jointe est le produit des
lois marginales
f(x1, · · · , xn) =
n∏
j=1
f(xj).
Pour notre appliation, on onsidère un hamp aléatoire X onstitué de variables aléatoires en
haque point de grille X(z).
La fontion de ovariane du hamp aléatoire X est dénie par
b(z, z′) = E
[
(X(z)− E[X(z)]) (X(z′)−E[X(z′)])] ,
et sa fontion de orrélation par
c(z, z′) =
b(z, z′)√
b(z, z)
√
b(z′, z′)
.
Suivant les dénitions données par Gaspari et Cohn (1999) (voir gure B.2) :
 une fontion de orrélation dénie sur IRn × IRn est homogène si elle est invariante par toute
translation T de IRn : c (T(z),T(z′)) = c(z, z′).
 une fontion de orrélation dénie sur IRn× IRn (Sn−1×Sn−1) est isotrope si elle est invariante
par toute transformation orthogonale G de IRn (Sn−1) : c (G(z),G(z′)) = c(z, z′).
(a) Fontion inhomogène mais isotrope (b) Fontion anisotrope mais homogène
Fig. B.2  Exemples d'une fontion de orrélation inhomogène (a) et d'une fontion de orrélation
anisotrope (b) en 2D.
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La symétrie d'une fontion de orrélation inhomogène ou anisotrope ne onerne pas la forme de
la fontion mais le fait que entrée au point z, sa valeur par rapport à z′ est la même que elle obtenue
par rapport à z lorsque la fontion est entrée en z′ (voir gure B.3).
Fig. B.3  Exemple d'une fontion de orrélation gaussienne 1D inhomogène. L'éhelle varie en sinus
suivant le même prinipe que elui dérit au paragraphe 4.4.1. La ourbe bleue représente la fontion
de orrélation lorsqu'elle est entrée au point z = 40 tandis que la ourbe rouge la représente entrée
au point z′ = 60. La valeur de orrélation de la ourbe bleue au point z′ = 60 est la même que elle
de la ourbe rouge au point z = 40. On a don bien f(z, z′) = f(z′, z) et la fontion de orrélation est
don symétrique malgré sa forme asymétrique.
Si E est espae linéaire et E′ son dual, un opérateur de ovariane est une appliation
linéaire, symétrique (semi-)dénie positive telle que
B : E′ → E
d′(z) 7→ d(z) = ∫E b(z, z′)d′(z′) dz′,
où b(z, z′) est une fontion de ovariane appelée noyau de l'opérateur.
On dénit maintenant les variables normalisées e′(z) = d′(z)
√
b(z, z) et e(z) = d(z)/
√
b(z, z).
Si E est espae linéaire et E′ son dual, un opérateur de orrélation est une appliation
linéaire, symétrique (semi-)dénie positive telle que
C : E′ → E
e′(z) 7→ e(z) = ∫E c(z, z′)d′(z′) dz′,
où c(z, z′) est une fontion de orrélation (amplitude maximale à 1) appelée noyau de
l'opérateur.
Lorsque le noyau de l'opérateur est une fontion homogène et isotrope, les intégrales de l'opérateur
sont des intégrales de onvolution.
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Annexe C
Estimateur de la moyenne onditionnelle
Exemple simple
Nous reprenons tout d'abord l'exemple simple de la setion 2.1.3 où on herhe à estimer la quantité
u à partir de l'ébauhe x et d'une mesure y
x = u+ εx
y = u+ εy,
où εx et εy sont des erreurs non biaisées
E[εx] = E[εy] = 0,
de variane d'erreur σ2x et σ
2
y respetivement, et déorrélées
E[εxεy] = 0.
On herhe ii à ombiner linéairement l'ébauhe et l'observation pour trouver u˜, un estimateur de u
u˜ = α1 x+ α2 y, (C.1)
où α1 et α2 sont deux oeients à déterminer. Pour se faire, nous prenons tout d'abord omme
hypothèse que l'estimateur u˜ est non biaisé par rapport à u
E[u˜− u] = E[α1 (u+ εx) + α2 (u+ εy)− u]
= (α1 + α2 − 1)E[u] = 0,
e qui impose la ontrainte
α1 + α2 = 1.
On peut don reformuler la ombinaison linéaire donnée par l'équation (C.1) en
u˜ = α1 x+ (1− α1) y.
Parmi tous les estimateurs qui respetent ette ontrainte, on hoisit elui qui minimise la variane de
l'erreur d'estimation
σ˜2 = E[(u˜ − u)2] = E[(α1 (u+ εx) + (1− α1) (u+ εy)− u)2]
= E[(α1 εx + (1− α1) εy)2]
= α21 σ
2
x + (1− α1)2 σ2y.
Il faut don trouver la valeur minimale de α1, et don herher les solutions qui annulent la dérivée
par rapport à α1, soit
dσ˜2
dα1
= 2α1 σ
2
x − 2(1− α1)σ2y
= 2α1(σ
2
x + σ
2
y)− 2σ2y = 0,
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e qui donne les solutions
α1 =
σ2y
σ2x + σ
2
y
α2 = 1− α1 = σ
2
x
σ2x + σ
2
y
. (C.2)
La seonde dérivée
d2σ˜2
dα21
= 2(σ2x + σ
2
y)
étant positive, la valeur de α1 donnée par l'équation (C.2) est don bien un minimum et l'estimateur
que l'on herhe est don donné par
u˜ =
σ2y
σ2x + σ
2
y
x+
σ2x
σ2x + σ
2
y
y. (C.3)
On retrouve don l'expression (2.6) donnée par l'approhe suivie en setion 2.1 .
On notera que si on reporte la valeur obtenue pour α1 dans le alul de la variane de l'erreur
d'estimation, on obtient
σ˜2 = α21 σ
2
x + (1− α1)2 σ2y
=
σ4y
(σ2x + σ
2
y)
2
σ2x +
σ4x
(σ2x + σ
2
y)
2
σ2y
=
σ2xσ
2
y(σ
2
x + σ
2
y)
(σ2x + σ
2
y)
2
=
σ2xσ
2
y
σ2x + σ
2
y
,
que l'on peut réérire sous la forme
1
σ˜2
=
1
σ2x
+
1
σ2y
.
En appelant préision l'inverse de la variane d'une erreur, on remarque que la préision de l'estima-
teur u˜ orrespond à la somme des préisions des observations.
Généralisation
On rappelle que la pdf de l'analyse est donnée par (voir setion 2.1.3)
P a(x) ∝ P (x− xb)Po(H[x]− yo),
ave x l'estimateur du veteur état vrai xt et yo le veteur des observations. xb représente l'information
a priori et H l'opérateur d'observation permettant de ramener l'espae du modèle dans l'espae des
observations (on ne onsidère pas la propagation du modèle ii, i.e. G = H).
Si l'erreur d'estimation est donnée par
εa = x− xt,
on peut dénir la fontion perte quadratique
L(εa) = (εa)T Sεa, (C.4)
où S est une matrie symétrique dénie positive arbitraire79. Une façon de hoisir l'estimateur optimal
est de prendre elui qui minimise la moyenne de ette fontion perte E [L(εa)]. D'après le théorème
79
Jazwinski (1970) p.147 dénit de manière plus large les fontions pertes admissibles. Ii, on se ontente de
prendre le as partiulier qui nous intéresse.
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5.2 de Jazwinski (1970) (p. 148), et estimateur est également elui qui minimise la moyenne ondi-
tionnelle
E [L(P a(x))] =
∫
xP a(x) dx. (C.5)
Le hoix partiulier donné par l'équation (C.4) que l'on a fait pour la fontion perte onduit à l'équi-
valene entre l'estimateur de la moyenne onditionnelle et de l'estimateur du minimum de variane
(Jazwinski, 1970, théorème 5.3 p.149).
On herhe ii l'estimateur optimal sous la forme d'une orretion à apporter à l'ébauhe
xa = xb +K
(
yo −Hxb
)
, (C.6)
où K est une matrie à déterminer, et H est l'opérateur d'observation linéaire. On dénit l'erreur
d'ébauhe par
εb = xb − xt,
et l'erreur d'observation par
εo = yo −Hxt.
En reprenant alors l'équation (C.6), et en soustrayant xt de haque té, on obtient
εa = εb +K
(
yo −Hxb
)
= εb +K
(
yo −H
(
εb + xt
))
= εb +K
(
εo −Hεb
)
= (I −KH)εb +Kεo,
et ainsi
E [εa] = (I−KH)E
[
εb
]
+KE [εo] .
En prenant pour hypothèse que les erreurs d'ébauhe et d'observations sont déorrélées (voir la note
40 à e sujet), on a alors
A = E
[
εa (εa)T
]
= (I−KH)E
[
εb
(
εb
)T]
(I−KH)T +KE
[
εo (εo)T
]
KT
= (I−KH)B(I −KH)T +KRKT,
où A, B et R sont les matries de ovarianes d'erreur d'analyse, d'ébauhe et d'observation respeti-
vement.
Minimimer la variane de l'erreur d'estimation, 'est minimiser la trae de A, i.e. minimiser la
somme des éléments de sa diagonale. On a
Tr(A) = Tr(B) + Tr
(
KHBHTKT
)− 2Tr (BHTKT)+Tr (KRKT) .
En onsidérant Tr(A) omme une fontion dépendant de la variable K, on peut don en aluler la
diérentielle et l'annuler pour trouver le minimum que l'on herhe. On obtient
K = BHT
(
HBHT +R
)−1
. (C.7)
L'estimateur donné par l'équation (C.6) où K est déni d'après (C.7) est appelé Meilleur Estimateur
Linéaire Non Biaisé (BLUE
80
).
80
Best Linear Unbiased Estimator
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Filtre de Kalman
La moyenne onditionnelle est à la base des méthodes d'assimilation séquentielles omme l'EnKF
et l'OI. Elle permet d'obtenir un estimateur non biaisé mais les opérateurs d'observation non linéaires
doivent être pris en ompte par des tehniques appropriées. Un des avantages de ette formulation est
qu'auune hypothèse n'est faite sur la forme des distributions onditionnelles. Cependant une distri-
bution multimodale (plusieurs pis) peut onduire à des diultés.
L'algorithme du ltre de Kalman est donné i-après entre les instants d'observations ti et ti+1.
Le veteur état est noté xf , la matrie des ovarianes d'erreur de prévision et notée Pf , la matrie
des ovarianes d'erreur d'estimation Pa, et la matrie des ovarianes d'erreur du modèle Q. L'indie
i indique le temps ti et la propagation du modèle de l'instant ti à l'instant ti+1 est notée Mi→i+1
lorsqu'il s'agit du modèle non linéaire et Mi+1 lorsqu'il s'agit du modèle linéarisé.
 Calul du veteur des innovations :
di = y
o
i −Hi
[
x
f
i
]
;
 Calul de la matrie de gain :
Ki = P
f
iH
T
i
(
HiP
f
iH
T
i +Ri
)−1
;
 Détermination de l'analyse :
xai = x
f
i +Kidi;
 Mise à jour des ovarianes d'erreur d'estimation :
Pai =
(
I−KiHTi
)
P
f
i ;
 Evolution du veteur d'état :
x
f
i+1 =Mi→i+1
[
x
f
i
]
;
 Evolution des ovarianes d'erreur d'estimation :
P
f
i+1 =Mi+1P
a
iM
T
i+1 +Qi.
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Annexe D
Minimisation par la méthode du gradient
onjugué
Shewhuk (1994) donne une expliation très ompréhensible du gradient onjugué. Dans ette an-
nexe, on se ontente d'en reprendre les grandes lignes. On peut également se référer au hapitre 10.2
de Golub et van Loan (1996) pour les théorèmes et dénitions plus formels.
Résoudre le problème
Ax = b, (D.1)
ave A une matrie symétrique dénie positive et b un veteur onnu, est équivalent à onsidérer que
l'on herhe à minimiser la fontion quadratique
ϕ(x) =
1
2
xTAx− xTb+ c,
où c = ϕ(0) est une onstante, puisque la valeur optimale x∗ de e problème est donnée lorsque le
gradient s'annule
ϕ′(x∗) = Ax∗ − b = 0.
Le fait que la matrie A, Hessienne de la fontion ϕ(x), soit dénie positive implique que la fontion
ϕ(x) à minimiser a une forme de bol paraboloïde (voir Figure D.1). Son gradient en un point quelonque
pointe vers la diretion du plus grand aroissement de ϕ(x).
Fig. D.1  A étant dénie positive, la fontion ϕ(x) a une forme de bol paraboloïde (gauhe).
Le graphe de droite représente ses ontours de niveaux. Dans et exemple, le minimum est le point
x∗ = (2,−2)T.
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D.1 Méthode de la plus forte desente
A partir d'un point x0 (initial guess) hoisi arbitrairement ou prohe de la solution possible, il
s'agit de dénir itérativement une série de points x1, x2, . . . , en suivant des diretions de desente
jusqu'à approher au plus près le minimum x∗.
A haque itération, le veteur erreur ei représente l'éart entre le point ourant et la solution,
tandis que le veteur résidu ri indique l'éart que le point ourant induit par rapport à la valeur de b
ei = xi − x∗, ri = b−Axi.
Il est faile de voir que
ri = b−A(ei + x∗) = −Aei. (D.2)
On remarque également que
ri = −ϕ′(xi).
Le résidu représente don la diretion de la plus forte desente. A haque itération, on dénit don un
nouveau point le long de ette diretion
xi+1 = xi + α ri. (D.3)
Il nous reste maintenant à dénir le pas α. Pour ela, on herhe elui qui minimise la fontion ϕ(xi+1)
et don qui annule la dérivée diretionnelle
d
dα
ϕ(xi+1) =
d
dx
ϕ(xi+1)
dx
dα
= ϕ′(xi+1)
Tri = −rTi+1ri = 0.
α est don déni de manière à e que les diretions de desente soient orthogonales. On a alors
rTi+1ri = (b−Axi+1)Tri = (b−A(xi + α ri))T ri = (b−Axi)Tri − α (Ari)Tri = 0,
et ainsi
α (Ari)
Tri = (b−Axi)Tri
α rTi Ari = r
T
i ri
α =
rTi ri
rTi Ari
. (D.4)
A haque itération, deux produits matrie-veteurs diérents doivent être eetués : un pour aluler
α et un pour aluler le résidu. Cependant, il est possible d'éliminer e dernier en remarquant que
le résidu peut être alulé réursivement. Pour ela, on multiplie par −A et on ajoute b aux deux
membres de l'équation (D.3) :
xi+1 = xi + α ri
−Axi+1 + b = −Axi + b− αAri
ri+1 = ri − αAri.
Cette astue néessite néanmoins la dénition (et don le stokage) d'un nouveau veteur qi tel que
qi = Ari.
D'où l'algorithme
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Méthode de la plus forte desente
 r0 = b−Ax0
 i = 0
 Tant que le ritère d'arrêt n'est pas satisfait
 qi = Ari
 αi = r
T
i ri /q
T
i ri,
 xi+1 = xi + αi ri
 ri+1 = ri − α qi
 i = i+ 1
 Fin tant que
D.2 Méthode du gradient onjugué
Lorsque toutes les valeurs propres λk de la matrie A sont égales, les ontours de niveaux de la
fontion ϕ(x) sont irulaires. La méthode de la plus forte desente onverge alors en une seule itération
quelque soit le point de départ. Mais e n'est généralement pas le as, et on dénit le onditionnement
d'une matrie par la formule
κ(A) =
λmax
λmin
. (D.5)
Plus e nombre est grand et plus la matrie est mal onditionnée. Cela se traduit par l'allongement
en ellipse des ontours et la onvergene de la méthode peut alors être très lente, les diretions de
desente rebondissant d'une pente à l'autre. Les diretions données par les résidus n'étant pas forément
optimales, on onsidère un nouveau jeu de diretions {p1,p2, . . .} A-orthogonales. Deux diretions pi
et pj sont dites A-orthogonales ou A-onjuguées si
pTi Apj = 0.
La Figure D.2 illustre ette dénition. A gauhe, les veteurs représentés sont A-orthogonaux. Si
Fig. D.2  Si les ontours ellipsoïdaux de la gure de gauhe étaient étirés jusqu'à les rendre iru-
laires, on obtiendrait la gure de droite. Les veteurs représentés à gauhe sont A-orthogonaux pare
qu'orthogonaux à droite (Figure 22 de Shewhuk, 1994).
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on pouvait étirer les ontours ellipsoïdaux jusqu'à les rendre irulaires, les veteurs seraient alors
orthogonaux (droite). On a alors
xi+1 = xi + αi pi.
En soustrayant x∗ aux deux membres de l'équation préédente, on obtient
ei+1 = ei + αi pi.
Pour aluler le pas αi, on utilise le fait que la nouvelle erreur ei+1 doit être A-orthogonale à la
diretion pi :
pTi Aei+1 = p
T
i A(ei + αi pi) = −pTi ri + αi pTi Api = 0,
où on a utilisé le résultat de l'équation (D.2), d'où
αi p
T
i Api = p
T
i ri
αi =
pTi ri
pTi Api
. (D.6)
Pour la première diretion de desente, on impose de prendre le résidu p0 = r0. Les diretions
suivantes sont hoisies pour être A-orthogonales mais prohes des résidus. On pose alors
pi = ri + βi pi−1, (D.7)
et on déduit βi de l'A-orthogonalité des diretions :
pTi Api−1 = (ri + βi pi−1)
TApi−1 = r
T
i Api−1 + βi p
T
i−1Api−1 = 0,
d'où
βi p
T
i−1Api−1 = −rTi Api−1
βi = − r
T
i Api−1
pTi−1Api−1
. (D.8)
D'après l'équation (D.2), on peut érire
ri = −Aei = −A(ei−1 + αi−1 pi−1) = ri−1 − αi−1Api−1.
En multipliant les deux membres de ette équation par rTi , on a alors
rTi ri = r
T
i ri−1 − αi−1 rTi Api−1 = −αi−1 rTi Api−1,
ar les résidus sont orthogonaux (puisque les diretions sont onstruites à partir de es résidus), d'où
rTi Api−1 = −
1
αi−1
× rTi ri.
A l'aide de l'équation (D.6), l'équation (D.8) devient alors
βi =
1
αi−1
× r
T
i ri
pTi−1Api−1
=
pTi−1Api−1
pTi−1ri−1
× r
T
i ri
pTi−1Api−1
=
rTi ri
pTi−1ri−1
. (D.9)
D'autre part, en multipliant les deux membres de l'équation (D.7) par ri, on montre que
pTi ri = (ri + βi pi−1)
Tri = r
T
i ri + βi p
T
i−1ri = r
T
i ri,
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ar le résidu est orthogonal à la diretion préédente. L'équation (D.9) devient alors
βi =
rTi ri
rTi−1ri−1
,
et l'équation (D.6)
αi =
rTi ri
pTi Api
.
Comme préédemment pour la méthode de la plus forte desente, on peut érire le résidu de façon
réursive :
xi+1 = xi + αpi
−Axi+1 + b = −Axi + b− αApi
ri+1 = ri − αApi,
et on dénit qi tel que
qi = Api.
On obtient don l'algorithme CG
81
Gradient Conjugué (CG)
 r0 = b−Ax0
 p0 = r0
 i = 0
 Tant que le ritère d'arrêt n'est pas satisfait
 qi = Api
 αi = r
T
i ri/q
T
i pi
 xi+1 = xi + αi pi
 ri+1 = ri − αi qi
 i = i+ 1
 βi = r
T
i ri/r
T
i−1ri−1
 pi = ri + βi pi−1
 Fin tant que
Lorsque l'on se plae dans le adre d'une arithmétique exate (pas d'erreur d'arrondi), pour une
matrie A de dimension n×n, le nombre d'itérations néessaires pour trouver la solution est inférieur
à r, le nombre de valeurs propres distintes de la matries (r ≤ n). Le taux de onvergene est alors
‖ei‖A
‖e0‖A ≤ 2
(√
κ(A)− 1√
κ(A) + 1
)i
,
ave ‖ei‖A =
(
eTi Aei
) 1
2
. Cependant, les erreurs d'arrondi de la matrie néessitent de dénir un ritère
d'arrêt fontion de l'erreur en norme. On peut également denir un nombre d'itérations maximal.
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D.3 Gradient onjugué préonditionné
Lorsque le nombre κ(A) déni par l'équation (D.5) est grand, la matrie A est mal onditionnée
et la onvergene peut être lente. On herhe alors à préonditionner le problème, i.e. à trouver une
matrie M symétrique, dénie positive telle que κ(MA) < κ(A). En fatorisant ette matrie sous la
forme M = PPT, le problème donné par l'équation (D.1) devient
PTAPv = PTb ave v = P−1x.
Le résidu de e nouveau problème peut s'érire
r˜i = P
Tb−PTAPv = PT(b−Ax) = PTri,
et la diretion est réérite en
p˜i = P
−1pi.
On a alors
αi =
r˜Ti r˜i
p˜Ti P
TAPp˜i
=
rTi PP
Tri
pTi (P
T)−1PTAPP−1pi
=
rTi Mri
pTi Api
,
et
βi =
r˜Ti r˜i
r˜Ti−1r˜i−1
=
rTi PP
Tri
rTi−1PP
Tri−1
=
rTi Mri
rTi−1Mri−1
.
A haque itération, outre le produit qi = Api, il faut également aluler le produit Mri. Pour que
l'algorithme du PCG soit moins oûteux que l'algorithme du CG, e dernier produit doit être faile à
aluler ou évaluer. Il faut ependant dénir (et stoker) un nouveau veteur zi tel que
zi =Mri.
L'algorithme PCG
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devient
Gradient Conjugué Préonditionné (PCG)
 r0 = b−Ax0
 z0 =Mr0
 p0 = z0
 i = 0
 Tant que le ritère d'arrêt n'est pas satisfait
 qi = Api
 αi = r
T
i zi/q
T
i pi
 xi+1 = xi + αi pi
 ri+1 = ri − αi qi
 i = i+ 1
 zi =Mri
 βi = r
T
i zi/r
T
i−1zi−1
 pi = zi + βi pi−1
 Fin tant que
Lorsque l'on utilise la matrie des ovarianes d'erreur d'ébauhe omme préonditionneur (M =
B), on retrouve l'approhe proposée par Derber et Rosati (1989).
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Annexe E
Méthode de normalisation proposée par
Purser et al. (2003b)
La normalisation proposée par Purser et al. (2003b) est donnée par
λ¯(z) =
√
4πκ(z)t =
√
2π(L(z))2,
ave
κ(z) = F1/2κ(z),
où F1/2 représente l'appliation de la raine arrée de l'opérateur de diusion et κ(z) est le oeient
de diusion inhomogène. Bien que la justiation de ette approhe, détaillée i-dessous, soit basée sur
l'équation de diusion, elle n'en reste pas moins valide pour le ltre réursif.
Soit l'équation de diusion inhomogène appliquée à un hamp ϕ = ϕ(z, t) où κ(z) représente le
oeient de diusion
∂ϕ
∂t
− ∂
∂z
(
κ
∂ϕ
∂z
)
= 0 ⇐⇒ ϕ˙− (κϕ′)′ = 0, (E.1)
où ϕ˙ représente la dérivée de ϕ par rapport à t et ϕ′ sa dérivée par rapport à z. Lorsque la ondition
initiale est une fontion de Dira au point z0, la solution de ette équation représente la fontion de
Green, i.e. à un fateur prêt, la fontion de orrélation que l'on souhaite modéliser entrée en e point
z0. Ii, nous supposerons que ette solution, ou fontion de ovariane, peut s'érire
ϕ(z, t) = eg(r,t), (E.2)
où r = z − z0. Dans le as d'un oeient de diusion onstant on a g(r, t) = −r2/4κt. On herhe
ii à évaluer la variane de ette solution, i.e. son amplitude lorsque r = 0, et don z = z0. Pour ela,
on suppose qu'il est possible de développer g(r, t) et κ(z) en séries entières au voisinage de 0 et z0,
respetivement
g(r, t) = g0(t) + g1(t) r + g2(t) r
2 + · · · , (E.3)
κ(z) = κ0 + κ1 (z − z0) + κ2 (z − z0)2 + · · ·
= κ0 + κ1 r + κ2 r
2 + · · · (E.4)
Si κ(z) est onstant, on a : 
κ(z) = κ0,
g0(t) = −12 ln t− 12 ln(4πκ0),
g2(t) = − 14κ0t ,
gk(t) = 0, pour k = 1 ou k > 2.
(E.5)
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Preuve:
ϕ(z, t) = eg(z−z0,t) = exp
(
−1
2
ln t− 1
2
ln(4πκ0)− (z − z0)
2
4κ0t
)
= exp
(
ln t−1/2
)
exp
(
ln(4πκ0)
−1/2
)
exp
(
−(z − z0)
2
4κ0t
)
=
1√
4πκ0t
e−(z−z0)
2/4κ0t,
solution de l'équation de diusion homogène lorsque la ondition initiale ϕ(z, 0) est une
fontion de Dira en z0.
Question : Quel est l'eet de perturbations de premier ordre de κ(z) sur le terme d'amplitude g0(t) ?
Compte tenu de l'équation (E.2), les termes de l'équation (E.1) peuvent s'érire
ϕ˙ = ˙(eg) = g˙eg = g˙ϕ,(
κϕ′
)′
=
(
κ (eg)′
)′
=
(
κg′eg
)′
=
(
κg′
)′
eg + κg′ (eg)′
=
(
κg′
)′
eg + κg′g′eg =
(
κg′
)′
ϕ+ κ
(
g′
)2
ϕ.
L'équation de diusion (E.1) donne alors l'égalité
g˙ =
(
κg′
)′
+ κ
(
g′
)2
. (E.6)
La solution (E.2) étant symétrique, les termes gk(t) ave k impaires sont nuls. De plus, les termes κk
ave k impaires ne peuvent pas aeter l'amplitude et nous ne onsidèrerons que les termes en k paires.
A partir de l'équation (E.3) on peut alors dériver
g = g0 + g2 r
2 + g4 r
4 + g6 r
6 + · · · ,
g˙ = g˙0 + g˙2 r
2 + g˙4 r
4 + · · · , (E.7)
g′ = 2g2 r + 4g4 r
3 + 6g6 r
5 + · · · ,(
g′
)2
= 4g22 r
2 + 16g2g4 r
4 +
(
24g2g6 + 16g
2
4
)
r6 + · · · ,
où la dépendane à t des oeients est sous-entendue pour simplier l'ériture. En ombinant es
résultats ave l'équation (E.4), on obtient
κ(z) = κ0 + κ2 r
2 + κ4 r
4 + · · · ,
κg′ = 2κ0g2 r + (4κ0g4 + 2κ2g2) r
3 + (6κ0g6 + 4κ2g4 + 2κ4g2) r
5 · · · ,(
κg′
)′
= 2κ0g2 + (12κ0g4 + 6κ2g2) r
2 + (30κ0g6 + 20κ2g4 + 10κ4g2) r
4 · · · , (E.8)
κ
(
g′
)2
= 4κ0g
2
2 r
2 +
(
16κ0g2g4 + 4κ2g
2
2
)
r4 + · · · . (E.9)
L'équation (E.6) permet grâe aux expressions des équations (E.7), (E.8) et (E.9) d'identier les termes
en fontion de la puissane de r
g˙0 = 2κ0g2, (E.10)
g˙2 = 4κ0g
2
2 + 12κ0g4 + 6κ2g2, (E.11)
g˙4 = 30κ0g6 + 20κ2g4 + 10κ4g2 + 16κ0g2g4 + 4κ2g
2
2 , (E.12)
.
.
.
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En se rappellant que les oeients gk sont fontion de t, on suppose qu'il est possible de les développer
en puissane de t en ommençant par t−1 :
g2 = g2,−1 t
−1 + g2,0 + g2,1 t+ · · · ,
g4 = g4,−1 t
−1 + g4,0 + g4,1 t+ · · · .
L'équation (E.11) devient
−g2,−1 t−2 + g2,1 + · · · = 4κ0
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
)2
+12κ0
(
g4,−1 t
−1 + g4,0 + g4,1 t+ · · ·
)
+6κ2
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
)
= 4κ0g
2
2,−1 t
−2
+(8κ0g2,−1g2,0 + 12κ0g4,−1 + 6κ2g2,−1) t
−1 + · · · , (E.13)
soit, par identiation des termes en t−2
−g2,−1 = 4κ0g22,−1 ⇒ g2,−1 = −
1
4κ0
. (E.14)
De la même manière, l'équation (E.12) devient
−g4,−1 t−2 + g4,1 + · · · = 30κ0g6 + 20κ2
(
g4,−1 t
−1 + g4,0g4,1 t+ · · ·
)
+10κ4
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
)
+16κ0
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
) (
g4,−1 t
−1 + g4,0g4,1 t+ · · ·
)
+4κ2
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
)2
=
(
16κ0g2,−1g4,−1 + g
2
2,−1
)
t−2 + · · · ,
soit, par identiation des termes en t−2 et en appliquant l'équation (E.14)
−g4,−1 = 16κ0g2,−1g4,−1 + 4κ2g22,−1 = −
16κ0
4κ0
g4,−1 +
4κ2
16κ20
= −4g4,−1 + κ2
4κ20
⇒ g4,−1 = κ2
12κ20
. (E.15)
En identiant maintenant les termes en t−1 de l'équation (E.13) et en appliquant les équations (E.14)
et (E.15), on obtient
0 = 8κ0g2,−1g2,0 + 12κ0g4,−1 + 6κ2g2,−1
= −8κ0
4κ0
g2,0 +
12κ0κ2
12κ20
− 6κ2
4κ0
= −2g2,0 − κ2
2κ0
⇒ g2,0 = − κ2
4κ0
. (E.16)
Enn, l'équation (E.10) devient
g˙0 = 2κ0
(
g2,−1 t
−1 + g2,0 + g2,1 t+ · · ·
)
= −2κ0
4κ0
t−1 − 2κ0κ2
4κ0
+ 2κ0g2,1 t+ · · ·
= −1
2
t−1 − κ2
2
+ 2κ0g2,1 t+ · · · ,
que l'on peut intégrer par rapport à t pour obtenir
g0(t) = −1
2
ln t+ g0,0 − 1
2
κ2 t+O(t
2),
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où g0,0 est la onstante d'intégration que l'on dénit par
g0,0 = −1
2
ln(4πκ0),
par ohérene ave le as du oeient de diusion onstant donné par le système (E.5). Pour absorber
la perturbation de premier ordre dans le oeient d'ampliture g0, on érit
g0(t) = −1
2
ln t− 1
2
ln(4πκz0),
ave
−1
2
ln(4πκz0) = −
1
2
ln(4πκ0)− 1
2
κ2 t+O(t
2)
⇒ 4πκz0 = 4πκ0 exp(κ2 t+O(t2)).
En utilisant le développement en série de l'exponentielle (Jerey, 1995, p.12), on dénit
κz0 = κ0 + κ0κ2 t+O(t
2). (E.17)
Ainsi on a
Si κ(z) varie suivant une perturbation de premier ordre, on a
κ(z) = κ0 + κ2(z − z0)2 + κ4(z − z0)4 + · · · ,
κz0 = κ0 + κ0κ2 t+O(t
2),
g0(t) = −12 ln t− 12 ln(4πκz0),
.
.
.
(E.18)
Soit maintenant ϕ(z, t/2), la solution de l'équation de diusion intégrée jusqu'à t/2 ave un oef-
ient de diusion onstant κ(z) = κ0 et une fontion de Dira en z0 omme ondition initiale :
ϕ(z, t/2) =
1√
2πκ0t
e−(z−z0)
2/2κ0t.
L'intégrale d'une fontion gaussienne est donnée par (Jerey, 1995, équation (30), p. 250)∫ ∞
−∞
ϕ(z, t/2) dz =
1√
2πκ0t
∫ ∞
−∞
e−(z−z0)
2/2κ0t dz =
1√
2πκ0t
×√2πκ0t = 1.
On a également (Jerey, 1995, équation (26), p. 249)∫ ∞
−∞
(z − z0)2ϕ(z, t/2) dz = 2√
2πκ0t
∫ ∞
0
(z − z0)2e−(z−z0)2/2κ0t dz
=
2√
2πκ0t
× 2κ0t
4
√
2πκ0t = κ0 t.
L'équation (E.17) peut alors s'érire
κz0 = κ0 + κ0κ2 t+O(t
2)
≈ κ0
∫ ∞
−∞
ϕ(z, t/2) dz + κ2
∫ ∞
−∞
(z − z0)2ϕ(z, t/2) dz
≈
∫ ∞
−∞
κ(z)ϕ(z, t/2) dz.
En généralisant ette approhe à tous les points z0 de la grille, on a
κ(z) ≈ 1√
2πκ0t
∫ ∞
−∞
e−(z−z′)
2/2κ0tκ(z′) dz′.
On retrouve ii un produit de onvolution équivalent à l'appliation de la raine arrée de l'opérateur
de diusion sur le hamp κ(z)
κ(z) ≈ F1/2κ(z).
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Annexe F
Réorganisation des proesseurs
On expose dans ette annexe le prinipe de réorganisation des proesseurs utilisé lors de la réso-
lution du shéma numérique de l'équation de diusion 1D. Bien que plusieurs ongurations soient
disponibles dans le modèle NEMO, on se limite aux ongurations globales ORCA1 et ORCA2 sans
entrer trop avant dans les détails tehniques. Les exemples donnés dans ette annexe, le sont pour la
grille ORCA2 ave 4 proesseurs suivant l'axe i et 2 proesseurs suivant l'axe j, soit 8 proesseurs en
tout.
A l'instar de NEMO (Made, 2008), le ode NEMOVAR est déni suivant le système de oordonnées
urvilinéaires (i, j, k), où (i, j) représente l'horizontale et k la vertiale. Le prinipe de parallélisation
qui lui est assoié, onsiste à déomposer le domaine global en autant de sous-domaines horizontaux
qu'il y a de proesseurs. Tous les sous-domaines horizontaux omprennent la dimension vertiale en-
tière. Chaque proesseur eetuera alors les tâhes du ode sur le sous-domaine qui lui est aeté. La
mémoire n'étant pas partagée, les informations utiles sont éhangées entre les proesseurs grâe à la
librairie MPI
83
.
On appelle zone de reouvrement ou halo d'un proesseur des lignes ou olonnes qui sont né-
essaires au traitement des données de e proesseur mais qui appartiennent au domaine d'un autre
proesseur et sont don traitées par e dernier. Ce sont es zones de reouvrement qu'il onvient de
mettre à jour haque fois que néessaire. Les zones de reouvrement inter-proesseurs sont onstituées
par des lignes ou olonnes appartenant aux proesseurs voisins. Les zones de reouvrement est/ouest
des proesseurs aux extrêmes gauhe ou droit sont onstituées de olonnes appartenant aux proes-
seurs à l'autre extrême. Les zones de reouvrement nord dépendent de la onguration hoisie et de la
variable traitée.
On appelle jpiglo et jpjglo le nombre de points du domaine global suivant l'axe i et l'axe j res-
petivement. Les olonnes 1 et jpiglo onstituent des zones de reouvrement permettant de raorder
les tés gauhe et droit de la grille pour simuler la sphériité de la Terre. Les lignes jpjglo et éven-
tuellement jpjglo − 1 dénissent le reouvrement utilisé pour relier les zones nord an de simuler
la ontinuité du ple Nord. Auun reouvrement n'est néessaire pour les zones sud ouvertes par les
terres de l'Antartique, mais en raison des autres options disponible, la ligne 1 est également onsidérée
omme zone de reouvrement. En tenant ompte des zones de reouvrement inter-proesseur (que l'on
prend ii de taille 1), le nombre total de points pour haque axe est divisé par le nombre de proesseurs
suivant et axe.
On appelle alors jpi et jpj le nombre de points des sous-domaines suivant les axes i et j respeti-
vement. Lorsque le nombre total de points n'est pas divisible par le nombre de proesseurs, les tailles
des sous-domaines peuvent ne pas être les mêmes. Dans e as, on dénit des halos supplémentaires
83
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permettant de réajuster les sous-domaines les plus petits. jpk représente le nombre de points suivant
la vertiale.
Exemple ORCA2:
jpiglo = 182 jpjglo = 149
jpi = 47 jpj = 76 jpk = 31
La gure F.1 montre le détail des sous-domaines pour les proesseurs 1, 2 et 5. Pour haun,
les zones de reouvrement sont hahurées en oblique. On a, par exemple, la olonne de
reouvrement ouest du proesseur 2 qui orrespond à la olonne 46, olonne appartenant
au proesseur 1. Pour le proesseur 5 (et tous les proesseurs de la ligne du haut), une zone
supplémentaire (hahures vertiales) est dénie pour ajuster la taille du domaine. Les zones
blanhes sont les zones à traiter par le proesseur. Les numéros des lignes et des olonnes
sont indiquées en noir pour la numérotation loale et en bleu pour la numérotation globale.
Fig. F.1  Détail de la déomposition par domaines horizontaux. On identie les zones utiles
(blan), les zones de reouvrement (hahures obliques) et les zones permettant d'ajuster la
taille du domaine (hahures vertiales). La numérotation loale est donnée en noire et la
numérotation globale en bleue.
F.1 Réorganisation zonale
La réorganisation zonale onsiste à redénir les domaines pour haque ligne de proesseurs. Les
éhanges de données ne s'eetuent don qu'entre les proesseurs d'une même ligne, e qui permet
de restreindre les ommuniations. De plus, pour limiter le nombre de données à éhanger, seules les
données utiles sont prises en ompte, et pas les zones de reouvrement.
Pour haque proesseur, on dénit njpjloc, le nombre de lignes du nouveau domaine. Si jpj moins
les lignes de reouvrement n'est pas divisible par le nombre de proesseurs suivant l'axe i, les diérents
njpjloc ne seront pas égaux (diérene de 1 ligne maximum). Le proesseur le plus à gauhe réupère
les njpjloc premières lignes de haun des proesseurs à sa droite et dénit ainsi son domaine par jpiglo
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moins les zones de reouvrement est/ouest olonnes sur njpjloc lignes sur jpk niveaux. Le deuxième
proesseur ouvrira les lignes au-dessus et ainsi de suite. Lorsque la onguration ne omporte qu'un
seul proesseur suivant l'axe i, auune réorganisation n'est néessaire et les zones de reouvrement
est/ouest sont diretement prises en omptes.
Exemple ORCA2:
La gure (F.2) shématise la réorganisation zonale des 8 proesseurs.
1 : njpjloc = 19 2 : njpjloc = 19 3 : njpjloc = 18 4 : njpjloc = 18
5 : njpjloc = 19 6 : njpjloc = 18 7 : njpjloc = 18 8 : njpjloc = 18
Fig. F.2  Le proesseur 1 onstruit son domaine en réupérant les lignes 2 à 20 sur les
olonnes 2 à 46 de haun des proesseurs 2, 3 et 4 ainsi que les siennes propres.
Les éhanges de données néessaires sont dénis lors de l'initialisation du ode sous la forme d'un
tableau de ommuniation (tehnique utilisée dans le logiiel PALM
84
, ommuniation personnelle T.
Morel, 2009) indiquant le proesseur initiant la ommuniation, le type de ommuniation (opie, envoi,
réeption), le proesseur destinataire, les indies d'après la numérotation loale d'origine et les indies
d'après la numérotation loale réorganisée.
F.2 Réorganisation méridienne
Le prinipe de la réorganisation vertiale est de onsidérer qu'une olonne omplète démarre à un
point de terre de l'Antartique, traverse le ple Nord en suivant le reouvrement demandé en option et
revient sur un point de terre de l'Antartique. Le reouvrement nord onsiste à raorder les olonnes
de la moitié gauhe du domaine global aux olonnes de la moitié droite, en reliant les extrêmes entre
elles et ainsi de suite jusqu'à elles du milieu. L'identiation des lignes de reouvrement nord dépend
de l'option hoisie mais également de la variable. An de limiter les données éhangées, les zones de
reouvrement de la grille ne font pas partie des nouveaux domaines. Pour limiter les ommuniations,
les domaines sont réorganisés suivant les olonnes de proesseurs : olonnes d'extrême gauhe et droite
ensemble, et ainsi de suite jusqu'aux olonnes du milieu.
Pour haque proesseur, on dénit njpiloc, le nombre de olonnes du nouveau domaine. Si jpi
moins les olonnes de reouvrement n'est pas divisible par le double du nombre de proesseurs suivant
l'axe j, les diérents njpiloc ne seront pas égaux (diérene de 1 olonne maximum). Le proesseur
en bas à gauhe réupère les njpiloc premières olonnes de haun des proesseurs au-dessus de lui
ainsi que les njpiloc dernières olonnes des proesseurs à l'extrême droite du domaine global. Son
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domaine est don déni par 2× jpjglo moins les zones de reouvrement nord et sud lignes sur njpiloc
olonnes sur jpk niveaux. Le proesseur du dessus ouvrira les olonnes plus à droite et ainsi de suite
jusqu'au proesseur en haut à gauhe. Le relais est ensuite pris par le proesseur en haut à droite, puis
elui du dessous et ainsi de suite jusqu'au proesseur en bas à droite. Lorsque le système tourne en
mono-proesseur, auune réorganisation n'est néessaire, l'opérateur de diusion prenant en ompte
diretement ette possibilité.
Exemple ORCA2:
La gure (F.3) shématise la réorganisation méridienne des 8 proesseurs.
1 : njpiloc = 12 5 : njpiloc = 11 8 : njpiloc = 11 4 : njpiloc = 11
2 : njpiloc = 12 6 : njpiloc = 11 7 : njpiloc = 11 3 : njpiloc = 11
Fig. F.3  Le proesseur 1 onstruit son domaine en réupérant les olonnes 2 à 13 sur les
lignes 2 à 75 du proesseur 5 ainsi que les siennes propres. Puis il réupère les olonnes 35 à
46 sur les lignes 2 à 75 des proesseurs 8 et 4 qu'il retourne.
Les éhanges de données néessaires sont dénis lors de l'initialisation du ode sous la forme d'un
tableau de ommuniation (tehnique utilisée dans le logiiel PALM, ommuniation personnelle T.
Morel, 2009) indiquant le proesseur initiant la ommuniation, le type de ommuniation (opie, envoi,
réeption), le proesseur destinataire, les indies d'après la numérotation loale d'origine, les indies
d'après la numérotation loale réorganisée et un drapeau signalant des données à inverser.
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Résumé :
En assimilation de données, les modèles de orrélation permettent de aratériser les strutures d'er-
reurs pour les variables dénies sur une grille numérique. L'équation de diusion fournit un adre
exible et eae pour représenter des fontions de orrélation pour des problèmes de grande dimen-
sion tels que eux renontrés en assimilation variationnelle pour l'atmosphère ou l'oéan.
Dans ette thèse, une formulation impliite est d'abord étudiée en détail en dimension un (1D). On
montre qu'intégrer une équation de diusion impliite à oeient onstant sur M pas de temps est
équivalent à onvoluer la ondition initiale à une fontion autorégressive (AR) d'ordre M. L'éhelle
de orrélation de la fontion AR et le fateur de normalisation requis pour générer une amplitude
égale à 1 sont donnés en fontion du oeient de diusion et de M. Des extensions du modèle de
diusion permettant aux fontions de orrélation de ne pas être aetées par les frontières, et tenant
ompte de variations des éhelles sont dérites. Une approximation des fateurs de normalisation est
alors proposée.
Des produits d'opérateurs de diusion impliite 1D sont ensuite utilisés pour onstruire des modèles
de orrélation en dimension deux et trois pour des ongurations globales d'un système d'assimilation
variationnelle pour le modèle oéanique NEMO. Leurs performanes sont omparées au modèle de
diusion expliite existant, et des exemples de strutures de orrélation où les éhelles sont soit pa-
ramétrées, soit issues d'une méthode d'ensemble, sont montrés. Enn, les performanes de diérentes
tehniques de normalisation sont omparées.
Mots lés : assimilation variationnelle, ovarianes, orrélations, diusion, normalisation.
Abstrat :
Correlation models are required in data assimilation to haraterize the error strutures of variables
dened on a numerial grid. The diusion equation provides a exible and eient framework for repre-
senting orrelation funtions for problems of large dimension suh as those enountered in variational
atmospheri or oean data assimilation.
In this thesis, an impliit formulation of the diusion equation is rst analyzed in detail for the one-
dimensional (1D) ase. It is shown that integrating a onstant-oeient impliit diusion equation
over M time steps is equivalent to onvolving the initial ondition with an M -th order autoregressive
(AR) funtion. The orrelation length sale of the AR funtion and the normalization fator required
for generating a unit amplitude are given in terms of the diusion oeient and M . Extensions of the
diusion model to allow for orrelation funtions that are not aeted by solid boundaries, and that
aount for varying length sales are desribed. An approximation of the normalization fators is then
proposed.
Produts of 1D impliit diusion operators are then used for onstruting two- and three-dimensional
orrelation models for global ongurations of a variational assimilation system for the NEMO oean
model. Their eieny are ompared to the existing expliit diusion model, and examples of or-
relation strutures are shown, where the length sales are either parametrized or estimated using an
ensemble method. Finally, the eieny of dierent normalization tehniques are ompared.
Keywords : variational assimilation, ovarianes, orrelations, diusion, normalization.
