Abstract. We introduce a new higher order scheme for computing a tangentially stabilized curve shortening flow with a driving force represented by an intrinsic partial differential equation for an evolving curve position vector. Our new scheme is a combination of the explicit forward Euler and the fully-implicit backward Euler schemes. At any discrete time step, the solution is found efficiently using a few semi-implicit iterations. Basic properties of the new scheme are proved in the paper and its precision is tested by comparing the results with known analytical solutions. For any choice of the time step, the new higher order scheme gives exact radius of evolving uniformly discretized circles in case of flow by curvature and in case of rotation by a constant tangential velocity. Such properties do not hold for other schemes solving flow by mean curvature like the classical explicit, semi-implicit or fully-implicit schemes. In general, the scheme is second order accurate, which is shown by comparing a numerically evolving encompassed area with know analytical expression. The behavior of the scheme is discussed on representative examples and its advantages with respect to the balance between CPU time and precision are shown.
∂ t r = βn + αt, (1.1) accompanied by the periodic boundary conditions. The unknown r = [x, y] is the position vector of an evolving curve Γ = { r (u, t) , u ∈ S 1 , t ≥ 0 } where S 1 is a circle with unit length and t is time. The arc-length parametrization along the curve Γ is given by ds = gdu, g = |r u |. We shall consider velocity β in the outer normal direction in the form β = −εk + f (1.2) where ε > 0 is a real parameter, k is the curvature of the curve and f = f (r) represents an external driving force, e.g. a velocity field projected onto the outer unit normal vector n of the curve or any other scalar function given in the normal direction. We use the definition of the unit tangent t = ∂ s r and the unit normal n = t ⊥ = (∂ s r) ⊥ where the ortogonality relation is determined by the determinant of a matrix with columns given by t and n for which holds det(t, n) = −1. Due to Frenet's formulas we have for the curvature vector kn = −∂ s t = −∂ ss r. The velocity α in tangential direction t will be considered as a solution to the equation [16, 19] 
where L is the length of the curve Γ and ω is a relaxation parameter. Such tangential velocity α helps to redistribute points along the curve, stabilizes numerical computations and in the continuous formulation it has no impact on the shape of evolving closed curves. The relaxation function ω = ω (t) controls how fastly the redistribution becomes uniform. In the case ω = 0, the tangential redistribution (1.3) is preserving the relative local length [10, 13, 15] , while for ω > 0 it gives the asymptotically uniform redistribution introduced in [16] . The reader is referred also to the papers [17, 18, 19, 23, 24] , where various types of tangential velocities were considered for more general models such as nonlinear anisotropic curve shortening, motion of curves on surfaces by the geodesic curvature, fourth order curve evolutions by surface diffusion and Willmore flow or backward mean curvature motion regularized by the Willmore flow.
Using the above mentioned relations for the tangential, normal and curvature vectors, we can rewrite (1.1) into the form of the following intrinsic PDE ∂ t r = ε∂ ss r + α∂ s r + f (∂ s r) ⊥ (1.4) which is, together with (1.3), discretized and solved numerically to get the unknown position vector r. In order to solve (1.4) we introduce a new higher order CrankNicolson-type scheme which is a combination of explicit forward and fully-implicit backward Euler schemes. It is efficient since only a few semi-implicit iterations are necessary in the fully-implicit backward Euler part. In general, the scheme is second order accurate in quantities like radius and enclosed area which is tested by comparing with known analytical expressions. Interestingly, the new scheme gives exact solution for the position of grid nodes in case of uniformly dicretized circle shrinking by curvature (i.e. for ε = const, α = f = 0) which does not hold true for any other known scheme, and it also keeps the exact radius for uniformly dicretized circle rotating by a constant tangential velocity (i.e. for α = const, ε = f = 0). Such properties hold for any choice of discrete time step and are proved in the paper. For only the curve shortening flow part without tangential redistribution and without driving force, the scheme was introduced in the conference paper [2] .
The curve evolution equations of the form (1.1) are used in many important applications ranging from physics to image processing [1, 22, 20, 11, 4, 12] , their analysis was given e.g. in [8, 9] and numerical schemes of different type were presented e.g. in [6, 7, 5, 10, 13, 14, 15, 16, 19, 3] . In the next sections we present our new scheme, compare it with other known methods and show its properties with respect to accuracy and efficiency.
2. The semi-discrete numerical scheme. If we use the space approximation of (1.4) following the ideas of the finite element or the flowing finite volume methods, cf. [6, 15, 19] , we obtain the following semi-discrete spatial discretization
where
is the Euclidean distance of spatial curve representing grid points,
]. Due to the periodic boundary conditions we will use also the additional values defined by r 0 = r n , r n+1 = r 1 . Discretisation of equation (1.3) at any time t lead to the following approximation [16, 19] 
where [15] 
One can perform time discretization of (2.1) in several different ways and obtain a first-order explicit forward Euler or first-order semi-implicit backward Euler schemes, see e.g. [6, 15, 19] . The semi-implicit linear systems can be solved efficiently using a cyclic tridiagonal solver. Another possibility is to make a combination of fully implicit backward Euler and explicit forward Euler schemes as introduced in this paper. We show that such combination leads to higher order accuracy in all terms, i.e. in the curvature part, the advective part related to the tangential redistribution and in the driving force part. We will describe all above mentioned algorithms and compare their accuracy on representative numerical examples.
The fully discrete numerical schemes.
In all cases we approximate the time derivative ∂ t r i in (2.1) by the finite difference 
Here r 
From are thus determined by solving the cyclic tridiagonal system ( α
Remark 1. The solution of the linear system (3.5), and all linear systems arising in the numerical schemes presented further in this paper, is obtained by the so-called cyclic tridiagonal solver, see e.g. [21] , which is a generalization of the standard Thomas algorithm to a tridiagonal matrices with additional nonzero entries at corners. Such method has O(n) complexity so it is fast and a sufficient (not necessary) condition for its numerical stability and unique solvability of the system (3.5) is a strict diagonal dominance of the system matrix. It is easy to see that such property is achieved by a choice of time step fulfilling the condition
so it is worth to check such condition before solving the system and to adjust time step accordingly. On the other hand, it is known that tridiagonal solver is more robust than assumed in theory [21] , so one can use also larger time steps, if no numerical instability arises in computational experiment.
First-order fully-implicit backward Euler scheme.
It is given by the (nonlinear) system of equations
. . , n, and periodic boundary conditions, where
In this scheme we use distances of nodes h To obtain h
and n m+1 i
we solve iteratively the following semi-implicit cyclic tridiagonal system ( α
whith iteratively updated coefficients
for l = 0, 1, 2, . . . . The system is solved by cyclic tridiagonal solver as discussed in Remark 1 (the condition (3.6) should be checked in every l-th iteration) and the iterative process is stopped if the difference in length of two consecutive curves is less then a prescribed tolerance, i.e.
Since the length of the curve is computed inside the algorithm, the evaluation of the stopping criterion is straightforward and does not increase the CPU time. 
The higher order scheme.
It is a combination of (3.1) and (3.7), namely we solve the system of equations
. . , n and periodic boundary conditions. In order to determine the solution r m+1 i
, i = 1, · · · , n we iteratively solve the following semi-implicit cyclic tridiagonal
with coefficients update given by (3.10) -(3.12). The system is solved by the cyclic tridiagonal solver using an analogy of the condition (3.6) given by
which is worth to check in every iteration. The iterative process is stopped by the same criterion as in the case of the fully-implicit scheme. Proof. Let the initial uniformly discretized circle be given by the complex numbers r
. . , n, E = √ −1 and without losing generality let ε = 1.
Let us have any regular cyclic tridiagonal matrix with diagonal coefficient equal to a and upper and lower diagonal coefficients equal to b, where a and b are given constants. By simple calculations
Eφi we get that x and y coordinates of uniformly discretized circle form the eigenspace of such matrices with the common eigenvalue (a + 2b cos φ). Let us take any time step m and assume uniform distribution of grid points, i.e. h m i = h m . Then let us also assume that h
e. uniform discretization is given in l-th iteration. In fact, the assumptions hold for m = 0 and l = 0. Then the scheme (3.14) has the following form
h m , we obtain from (3.16) the cyclic tridiagonal system with constant coefficients (on the left as well as on the right hand side)
Since the tridiagonal matrices are regular, from the eigenspace properties, it is clear that in the new iteration the vector r m(l+1) represents again a uniformly discretized circle and thus h
. By induction argument we get that at any time step and any iteration we get as a solution of the scheme uniformly discretized circle.
Moreover, if r m i = r m e Eφ and r
, and the scaling factor is given by the ratio of eigenvalues
. ., where the relation 2 sin 2 (φ/2) = (1 − cos φ) was used in the last equality. Since h m(0) = h m we define λ m(0) = 1 as a starting point of such iterative process representing our scheme for the uniformly discretized circle.
Let us define a function
, g(0) = 0 and g(1) < 1. Among the positive numbers the mapping λ → g(λ) has a fixed point g(λ * ) = λ * which is equal to
and is well defined if
Let us denote c 1 = (r m ) 2 , c 2 = ∆t. Then the derivatives of g have the form
From the previous expressions it follows that provided c 2 ≤ c1 2 , which is nothing else than condition (3.19) , the function g is increasing and concave in interval [0, 1]. Then it is clear that derivative of g must be strictly less than 1 in the interval [λ * , 1] which means that g is a contraction on that interval. Since we start the fixed point iterations by λ = 1 we get by the Banach fixed point theorem that our iterative process converges to the fixed point λ * . This means that the solution of the scheme (3.13) at the new time step is uniformly discretized circle with radius given by
which for any ∆t fulfilling the condition (3.19) coincides with the exact solution of the curve shortening problem (cf. (4.3) ).
Remark 2. The statement in
for the fully-implicit scheme. Dependence of the error on the time step ∆t in case of unit cirle is illustrated by Fig. 3.1 . The exact solution and solution by the higher order scheme coincide for any length of the time step ∆t ≤ 1/2, the other schemes cannot be exact for any choice of time step. They are comparable for reasonably small time steps (see Tables in the next section) and differ significantly in correct speed of shrinking when one would use large time steps (in which case the explicit forward Euler scheme can be moreover unstable). Proof. Let the initial circle be given by complex numbers r we get that complex numbers representing grid points of uniformly discretized circle are components of the eigenvector of matrix A with eigenvalue λ a = a − 2E sin φ.
In the same way we get that they are also components of eigenvector for transpose matrix A T with the complex conjugate eigenvalue λ a = a + 2E sin φ.
Let us assume that h m i = h and h m(l) i
= h where h is the distance of grid points of uniformly discretized circle at the mth time step t m . This assumption holds for m = 0 and l = 0. Then we can write the scheme (3.14) as follows 
Numerical experiments.
First we present results concerning behavior of the scheme (3.13) in solving the curve shortening flow problem without the tangential redistribution (i. e. α = 0) and without the driving force (i. e. f = 0) in the evolution of a circle. We consider the circles with initial uniform distribution of grid points given by
as well as with initial nonuniform distribution of grid points given by x i = cos(2πi/n + 0.125 sin(4πi/n)), y i = sin(2πi/n + 0.125 sin(4πi/n)) , The expression (4.4) holds for any curve evolving by curvature and we will use it for testing precision of the schemes also in other examples. To estimate the error e M n(r) in the radius we use the numerical L 2 norm in the form
and to estimate the error e M n(A) in the area we use the numerical L 2 norm in the form
where the curve encompassed area is given by
and the integral on the right-hand side is evaluated with higher order accuracy by using the 4-th order Lagrange interpolation of points representing a discrete curve. We note that for a polygonal representation of a discrete curve, the formula (4.7) reduces to
and using (4.8) we would get similar results as reported in tables below, but we could not see a higher order accuracy of the new scheme as reported in the last column of Table 4 .7.
For any of these quantities, the experimental order of convergence is defined by EOC = log 2 e We can see that both schemes are first order accurate. For n = 160 and ∆t = 0.00625 the stability of the explicit scheme is broken. In Tables 4.5, 4.6 and 4.7, we show errors and EOC for the fully-implicit backward Euler and our higher order scheme where we used as stopping criterion for iterations T OL = 10 −8 . While the fully-implicit scheme is first order accurate, the higher order scheme shows in this example fourth order accuracy when the grid points are nonuniformly distributed. For the uniformly discretized circle the errors drops to machine precision limit (so we do not report EOC in this case) which is a consequence of the statement in Theorem 3.1. In the next experiments we test our higher order scheme considering only tangential velocity without the curvature and driving force parts. The governing equation is then given by ∂ t r = α∂ s r (4.10) and our higher order scheme takes the form
First we test motion of grid points along the circle with initial uniform distribution given by (4.1) in the time interval ⟨0, 1⟩. We take the tangential velocity equal to constant α = 1. To estimate the error in the radius e M n(r) we use the numerical L 2 norm in the form (4.5) where the exact solution is given by |r(m∆t)| = 1 for all m and ∆t. To estimate the error in angle we use
is the numerically computed angle and φ i (m∆t) = 2πi n + αm∆t is the exact angle. To estimate the error in x−th coordinate we use the norm
where x m i is the numerically computed x−th coordinate and x i (m∆t) = cos
is the exact coordinate. The results for the initial uniformly distributed unit circle are summarized in Table 4 .8. In the next test we consider the initial nonuni- 
. The results are summarized in Table  4 .9. Now we take variable tangential velocity α(φ) = sin (φ) and we test the motion of grid points along the circle with initial uniform and nonuniform distribution of grid points given by (4.1) and (4.2) in the time interval ⟨0, 2⟩. The results are summarized in Table 4 .10. In the next experiment we test the motion of grid points along an ellipse with initial distribution given by x i = 2 cos(2πi/n), y i = sin(2πi/n), (4.14)
We take again the constant tangential velocity α = 1 and then also the nonuniform tangential velocity given by α(φ) = sin (φ), in the time interval ⟨0, 1⟩. To estimate the error we use the numerical L 2 norm in the form (4.5) where the exact radius is given by |r(x i , y i , m∆t)| = √ x 2 i /4 + y 2 i i.e. it satisfies the equation of the ellipse. The results are summarized in Table 4 .11. Now let us consider the curve shortening flow solved by the higher order scheme (3.13) without and with the tangential grid points redistribution given by nontrivial tangential velocity (1.3). We computed the shrinking of a special nonconvex curve with the grid points given by
The results are summarized in Table 4 .12 and in Figure  4 .1. We can see that a suitable tangential redistribution reduces the area errors and makes the overall curve resolution better during the evolution. It also removes stability problems related to merging of grid points or creating swallow tails (which may cause a crash of computation) which is a usual drawback of naive Lagrangean approaches. and we solve iteratively the system of equations, which can be written for x and y coordinates in the following form
We test the above scheme in the evolution of uniformly and nonumiformly distributed initial unit circle using the evolving area error computed by (4.6), where the exact expression is given by A(t) = π(r 0 + f t) 2 . These errors for the expanding circle are reported in Table 4 .13. All the above discussed test examples show the second order accuracy of the higher order scheme in all particular parts of the intrinsic PDE (1.4). In the last numerical experiment we show that such accuracy brings strong advantage of the higher order scheme in comparison with the other schemes regarding a balance between the CPU time and precision of computations. In Figure 4 .2 we present evolution of the nonconvex curve (4.15) in general case f = 10, ε = 1 and ω = 1 in time interval ⟨0, 0.02⟩. In this test, we first computed the numerical solution by the semi-implicit scheme (3.4) using a very fine grid resolution, namely with n = 3200, using subsequently divided time step ∆t until the numerically computed area at the final time T = 0.02 did not change at the 7th valid digit, see Table 4 .14. We obtained such "gold standard" solution using ∆t = 4.882813 10 −8 and the area A was equal to 3.784484. The CPU time for such semi-implicit computation was 2053 seconds, cf. Table 4. 14. The same "gold standard" solution was obtained by the higher order scheme (3.13) with much larger time step ∆t = 1.25 10 −5 and consequently the CPU time was equal only to 22.25 seconds, cf. Table 4 .14, which is almost 100 times faster. From the fifth column in Table 4 .14 one can observe a second order in time accuracy of the higher-order scheme for this spatially very fine grid. 5. Conclusions. In this paper we introduced a new higher order scheme for computing a tangentially stabilized curve shortening flow with a driving force. We proved that for any choice of time step this higher order scheme gives exact solution for evolving uniformly discretized circles in case of flow by curvature and in case of rotation by a constant tangential velocity. We have shown the second order accuracy and efficiency of the scheme on representative curve evolution examples.
