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Abstract. The evolution of computer science has allowed electronic devices to 
be introduced into education. Subsequently, a large number of computer sys-
tems were developed for the area of education, such as e-learning systems, 
however, computers were only used as simple support in the teaching process. 
Yet, due to the rapid evolution of society, citizens are constantly being pres-
sured to obtain new skills through training. The need for qualified people has 
grown exponentially, which means that the resources for education/training are 
significantly more limited. Intelligent Tutoring Systems (ITS) aims to enable 
users to acquire knowledge and develop skills in a specific field. In this article, 
we present the student model of an ITS, in order to monitor the user's biometric 
behaviour and their learning style during e-learning activities. In addition, a 
machine learning categorization model is presented that oversees student activi-
ty during the session. Noninvasive methods will be used in the ITS, observing 
the interaction of users during the session. Additionally, this article highlights 
the main biometric behavioural variations for each activity, making these attrib-
utes enable the development of machine learning classifiers to predict users' 
learning preferences. The results also show that there are mechanisms that can 
be explored and adjusted to better understand the complex relationship between 
human behaviour and learning styles. These results can be instrumental in im-
proving ITS systems in e-learning environments and predict user behaviour 
based on their interaction with computers or other devices. 
Keywords: Intelligent Tutoring Systems, Human-Computer Interaction, Behav-
iour. 
1 Introduction 
ITS are learning environments that 
help students in the teaching-learning 
process. ITS implements intelligent algo-
rithms that adapt to users and allow the 
application of complex learning princi-
ples. An ITS should normally work with 
only one user because users differ in 
many dimensions and the goal is to be 
sensitive to the idiosyncrasies of individ-
ual users. Some basic ITS activities 
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should incorporate active user learning, 
interactivity, adaptability, and feedback. 
However, we know that ITS’s are 
complex computer programs that manage 
several heterogeneous types of 
knowledge. Thus, building such a system 
is therefore not an easy task. It is neces-
sary that the team that will construct the 
ITS be multidisciplinary to face several 
problems related to the construction pro-
cess. In fact, the necessary resources to 
build an ITS comes from various disci-
plines, including artificial intelligence, 
cognitive science, science education, 
human-computer interaction and soft-
ware engineering. This multidisciplinary 
approach makes the process of building 
an ITS a challenging task since each 
researcher can have very different views 
of the system. Some promote the peda-
gogical accuracy, while others focus on 
effective diagnosis of the errors of the 
students [1]. 
Considering the points described so 
far, the objective of this paper, is to pre-
sent the student model of an ITS in order 
to monitor the user's biometric behaviour 
and their learning style during e-learning 
activities. In addition, a machine learning 
categorization model is presented that 
oversees student activity during the ses-
sion. This paper is organized as follows: 
section two contains the theoretical foun-
dations; section three has the proposed 
architecture; section four presented the 
methodology applied and some results; 
finally, in section five the conclusions of 
this work are presented and some future 
work. 
2 Theoretical Foundations 
2.1 ITS 
The ITS arose from the authors of the 
research with experience in three differ-
ent disciplines: computer science (AI), 
psychology (cognition) and education 
(education and training) [2]. An ITS is a 
platform that incorporates AI techniques 
to create tutors. An ITS is an "automatic" 
platform, which draws courses for a per-
son and adjusts content according to 
circumstances [3], [4]. 
Typically, the architecture of an ITS 
have four essential components: the spe-
cialist model, the model student, the tutor 
model and the interface. The domain 
model contains the rules for the represen-
tation of concepts, rules and problem-
solving strategies. This model highlights 
the cognitive and affective states of the 
user in association with their progression 
as the learning process proceeds. The 
tutor model is the part of the ITS that 
designs and regulates instructional inter-
actions with the user. This model accepts 
information from the student model and 
the domain model [4]. The student model 
is an overlap of the domain model. The 
interface is the front-end interaction with 
the user. This system integrates all types 
of information needed to interact with the 
user through graphics, text, multimedia, 
video, menus, etc [4].  
The ITS consists of a system that ap-
plies the techniques of Ambient Intelli-
gence (AmI) to better provide and sup-
port users of the educational system [5]. 
However, what is observed in most of 
these systems is that they are either adap-
tive or intelligent, but not adaptive and 
intelligent. 
3 
2.2 Affective Computing 
The concept of Affective Computing 
(AC) was introduced by Picard [6], who 
defined it as: "Computation that relates 
to, arises or deliberately influences emo-
tions." The AC focuses on the establish-
ment of models based on physiological 
and behavioural signals collected by 
sensors and techniques to understand, 
recognize, and understand human emo-
tions and provide better feedback [7]. 
There are several fields in which AC 
can be applied: HCI; text-based commu-
nication and virtual reality; human moni-
toring; and education systems. In the 
field of HCI, the machine needs to feel 
and react to human emotion respectively. 
For example, if a person communicates 
with technology and is feeling frustrated 
or confused, technology needs to be able 
to respond differently to that person de-
pending on their emotional state [8]. 
Thus, it is possible to build a personal-
ized computer system with the ability to 
perceive, interpret the feelings of the 
human being, as well as giving us intelli-
gent, sensitive and adapted responses to 
situations [10]. 
One of the problems in studying af-
fects is the definition of what is emotion. 
Some research was intended to relate 
emotion and computer, so for Ortony, 
Clore and Collins [11] the identification 
of emotions is generally used in the field 
of cognitive science and has a connection 
to affective computing allowing comput-
ers to recognize and express emotions 
[6]. Many AC and HCI researchers have 
suggested several methods for sensing 
and recognizing human emotions [12], 
and we express our emotions in two main 
ways: modulation of facial expression 
[13] and modulation of voice intonation 
[14]. 
2.3 Pattern Interaction using 
Behaviour Biometrics 
A method for obtaining a high set of 
data is through the use of the interactions 
of the keyboard and mouse. These inter-
actions can provide a non-intrusive and 
easy-to-use continuous monitoring meth-
od. The behaviour of the mouse and the 
way we click the mouse buttons and the 
movement we make with the mouse 
changes in response to various factors, 
such as stress and health status [15], 16]. 
Based on the keystroke typing patterns 
and the mouse movement pattern, the 
researchers also observed a certain inher-
ent variation in the typing pattern of an 
individual [16]. 
Mouse and keyboard tracking are 
techniques that are also used to measure 
and rank attention. These techniques 
have already been used to measure other 
variables, such as stress [17] and mental 
fatigue [18], [19]. These techniques are a 
non-invasive approach because the cap-
tured data is made by software running in 
the background and the user does not 
have the perception that it is being moni-
tored. This is an advantage over other 
approaches because users have no idea 
that they are being supervised and do not 
change their default behaviour. 
2.4 Attention and Learning Styles 
Attention means concentration on one of 
the various subjects or objects that can 
capture our minds to the detriment of 
others [19]. Thus, the concept of atten-
tion can also be defined as the change of 
a huge set of unstructured data acquired 
in structured data, where the main infor-
mation is preserved.  
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3 Architecture 
Based on the information provided in 
section two, the idea is to create an ITS 
system tailored to each user. In this sub-
section, we present the architecture of the 
ITS student model. For this model, it was 
necessary to define the following param-
eters: attention levels, learning style, user 
behaviour style and emotional state. Af-
ter these defined parameters, the student 
model of the ITS should adjust and adapt 
the level of learning difficulty to each 
user, depending on their parameters. 
Thus, it was necessary to develop a new 
architecture due to the void found in the 
literature review, since most of the sys-
tems developed to date are invasive and 
intrusive. The idea of creating a non-
intrusive and non-invasive approach 
based on the observation of behavioural 
changes of an individual or a group in 
relation to the behavioural and emotional 
pattern emerged. 
The structure of the developed system is 
shown in Figure 1. The framework is 
based on the traditional ITS, with the 
four main modules: the expert model, the 
tutor model, the student model, and the 
interface. The student model is subdivid-
ed into two submodules: the student style 
and the state of knowledge. The submod-
ule student style is where all information 
about the level of attention, learning style 
and emotional state are classified and 
stored. The submodule state of 
knowledge is received all the information 
from the interface, update the state up-
dater and based on the current state of 
knowledge, the learning style, the level 
of attention and the emotional state, pro-
vide and adapt the system for the user in 
order to improve the learning process. 
 
Fig. 1. Main modules of an ITS [16]. 
4 Methodology and Results 
In this work, the approach followed is 
based on the dynamics of the mouse and 
the keys, in an attempt to propose a com-
pletely non-intrusive method to evaluate 
the human-computer interaction. For this 
study, professional students were select-
ed to participate as they are students who 
easily give up activities and therefore 
require further monitoring. 
4.1 Population 
The study was carried out at High School 
of Caldas das Taipas, where evaluation 
activities are carried out in the computer. 
Each computer has a keyboard, a mouse, 
and a screen. The assessment activity 
starts at the same time for all students 
and they log in to the default software 
using their personal credentials and the 
activity begins. The experiment took 
place in four different lessons, each last-
ing 100 minutes. In each lesson, different 
learning styles were applied to the same 
content.  
The first lesson used video exercises with 
step-by-step instructions. The second 
lesson used exercises with pictures, 
where the students would have to arrive 
at this information. The third lesson, used 
exercises with only text, without any 
supporting image. Finally, the fourth 
lesson used exercises with indications 
only audio. For this purpose, a group of 
14 students were selected to carry out 
this experiment. Information on the four 
lessons is presented in Table 1. 
Table 1. Summary of the characteristics of each assess activity. 
  Duration  (minutes) 
Class Date x x̃ S 
Video 21-05-2018 7.31612E+15 8.4653E+15 3.00389E+15 
Image 24-05-2018 9.99167E+15 1.21798E+16 4.7135E+15 
Text 25-05-2018 6.19021E+15 7.29301E+15 2.64201E+15 
Audio 29-05-2018 7.0459E+15 8.95808E+15 3.55391E+15 
 
4.2 Dataset 
After completing the four lessons with 
different learning styles, a small ques-
tionnaire was applied to students to indi-
cate their preferred learning style. The 
result indicated: for 70% for the image 
and 30% for the video. Considering these 
results, considering the results obtained 
in the evaluation of the exercises per-
formed in the four lessons, in the data 
presented in Table 2 and in Figure 2 we 
can conclude that: (a) the best level of 
attention was obtained in the video les-
son, which was the preferred learning 
style of only 30% of the students. In the 
students' preferred style, students had a 
level of attention of 91.36, which has a 
lowest average. (b) In the case of mouse 
speed, the highest level was obtained in 

























Video 188.31 206.1 214.24 2819.12 1002.8 0.6811 0.5931 94.14 1865 
Image 150.73 150.73 161.88 3725.35 2669.1 0.6659 0.5413 91.36 1738 
Text 146.43 227.4 152.52 2838.14 1223.0 0.6056 0.5312 89.23 1073.1 
Audio 281.0 189.2 119.10 2408.52 714.1 0.5828 0.4986 93.7 1758 
x̄ 187.66 227.0 165.70 2946.41 1384.2 0.6367 0.5447 92.08 1599.3 
 
Fig. 2. Activity for the four lessons. 
5 Conclusion and Future 
Work 
This paper only presents the first 
model of an ITS system. A noninvasive 
and non-intrusive approach to an ITS is 
proposed based on biometric analysis of 
work behaviour in different classes with 
different learning styles. The system 
monitors and analyzes the dynamics of 
the mouse, a dynamic keyboard and tasks 
to determine student performance. 
The results show that it is still possible 
to improve some mechanisms to better 
understand the complex relationship 
between human behaviour, attention and 
evaluation. Better learning strategies for 
each user can also be implemented. 
These results are crucial to improving 
learning systems in an e-learning envi-
ronment and predicting student behaviour 
based on their interaction with technolo-
gy devices. 
Briefly, it was verified that the main 
characteristics to be analyzed to obtain a 
prediction about the student, concentrate 
on the Key Down Time, Mouse Velocity, 
and Distance Point between Clicks 
(DPLBC). However, since the prefer-
ences indicated by the students were only 
of the "video" and "image" activities, it is 
necessary to make new case studies to 
better complement the other activities 
("audio" and "text"). Increasing the num-
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ber of cases to be applied in the learning 
process, the greater the validation of the 
future forecast model. 
As future work, still in the develop-
ment of the student model, the research 
will be focused on: (a) increasing the 
number of case studies available for 
analysis; (b) increase the number of qual-
ity resources that would allow better 
monitoring of the student's attention per-
formance; (c) detailed analysis of charac-
teristics that influence student perfor-
mance (for example, by correlating stu-
dents' final grades with biometric behav-
iors); and (d) definition of different stu-
dent profiles to improve the platform's 
adaptive learning mechanisms. In addi-
tion, it is necessary to develop other 
models to obtain complete ITS. 
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