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Motivated by recent experiments of Zajac et al. [1], we theoretically describe high-fidelity two-
qubit gates using the exchange interaction between the spins in neighboring quantum dots subject to
a magnetic field gradient. We use a combination of analytical calculations and numerical simulations
to provide the optimal pulse sequences and parameter settings for the gate operation. We present
a novel synchronization method which avoids detrimental spin flips during the gate operation and
provide details about phase mismatches accumulated during the two-qubit gates which occur due
to residual exchange interaction, non-adiabatic pulses, and off-resonant driving. By adjusting the
gate times, synchronizing the resonant and off-resonant transitions, and compensating these phase
mismatches by phase control, the overall gate fidelity can be increased significantly.
I. INTRODUCTION
Spin qubits [2] implemented in silicon quantum dots [3]
are a viable candidate for enabling quantum error cor-
rected quantum computation due to their long coherence
times [4–7] and high-fidelity qubit manipulation [1, 8, 9].
Experiments using isotopically enriched silicon show
single-qubit fidelities F > 99.9% [10] thus exceeding
the threshold of quantum-error correction [11]. Success-
ful demonstrations of two-qubit gates[1, 7, 9, 12], how-
ever, show fidelities far below the fault-tolerant thresh-
old, therefore being the limiting factor for large-scale
quantum computation. Here, based on the state-of-the-
art quantum devices[13], we show a way to implement
high-speed and high-fidelity two-qubit gates.
High-speed and high-fidelity single-qubit gate opera-
tions are achieved using electric dipole spin resonance
(EDSR) by shifting the electron position in a slanting
magnetic field through the modulation of the electro-
static gate voltages [1, 9, 10, 12, 14, 15]. Intercon-
necting multiple spin qubits is possible through the ex-
change interaction between electrons in adjacent quan-
tum dots [2, 16, 17]. However, the fidelity of these gates is
strongly limited by charge noise, which is induced by elec-
tric fluctuations of the system, and gives rise to substan-
tial gate operation errors [12, 18]. Higher fidelities can
be achieved if the system is operated at a symmetric op-
eration point or sweet spot, where the exchange coupling
is first-order insensitive to these fluctuations [19–23]. Al-
ternatively, combining exchange with a strong magnetic
field gradient between the electron spins in the dot [1, 9]
suppresses the dominating dephasing processes through
the large energy splitting of the two-qubit states [24].
Two explicit implementations for two-qubit gates have
been successfully demonstrated, an ac pulsed frequency-
selective CNOT gate [1, 9] and a dc pulsed CPHASE
gate [9, 25, 26]. These realizations are still not perfect,
both acquiring local phases on the individual spin dur-
ing the gate-operation due to unitary and non-unitary
effects, e.g. charge noise, which have to be identified and
FIG. 1. Illustration of a gate defined double quantum dot
(DQD) occupied with two electron spins inside a large ho-
mogenous magnetic field (not shown) and an anisotropic mag-
netic field B from a micromagnet. A gradient ∂Bz
∂x
along the
double dot axis (x-direction) gives rise to distinguishable spin
resonance frequencies. Periodic modulation of the gate volt-
ages (VL and VR) shifts the electron position in the z-direction
(in plane) which in the motion-frame of the electrons “acts”
as an oscillating magnetic field due to the gradient
∂By
∂z
. An
electrostatic barrier gate VM allows for precise control over
the exchange interaction J between the spins.
compensated. The reduction of the overall gate fidelity
due to off-resonant driving still remains an issue without
the use of complex pulse shaping [27, 28].
In this paper, we propose to implement high-fidelity dc
CPHASE gates by adding an echo pulse and ac pulsed
frequency-selective CNOT gate by synchronizing the res-
onant and off-resonant Rabi frequencies. We also iden-
tify local phases that the individual spins acquire dur-
ing the CPHASE and CNOT operation due to the influ-
ence of the exchange interaction and the resonant and
off-resonant driving. The paper is structured as follows.
In section II, we begin with the theoretical description
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2of our system. Subsequently, we model the dc pulsed
CPHASE gate (section III) and present a high-fidelity im-
plementation in subsection III A. Then, we describe the
ac pulsed frequency-selective CNOT gate (section IV),
provide a synchronized high-fidelity implementation in
subsection IV A, and show its performance under the in-
fluence of charge noise in subsection IV B. In section V,
we conclude our paper with a summary and an outlook.
II. THEORETICAL MODEL
Our theoretical investigation is inspired by the exper-
iments of Ref. [1], therefore, we use the same termi-
nology for the theoretical description. The setup (see
Fig. 1) consists of two gate defined quantum dots in
a Si/SiGe heterostructure operated in the (1,1) regime
where (nL, nR) is defined as the charge configuration with
nL electrons in the left and nR electrons in the right dot.
A middle barrier gate is biased with voltage VM to tune
the exchange interaction J between the two spins. For
our theoretical description we use the Heisenberg Hamil-
tonian of two neighboring spins that are placed in an
inhomogeneous magnetic field
H = J(t)(SL · SR − 1/4) + SL ·BL + SR ·BR. (1)
Here J describes the Heisenberg exchange interaction
between the spin in the left dot, SL, and the spin in
the right dot, SR, resulting from the hybridization of
the singlet electron wave-function with additional charge
states, (2,0) and (0,2). In the Hubbard limit, in the
(1,1) charge configuration, exchange is given by J =
2t2M (UL + UR)/[(UL + ε)(UR − ε)] where tM = tM (VM )
is the tunneling matrix element between the electron
spins which depends on the middle barrier voltage VM ,
ε = (VL − VR)/2 is the single-particle detuning between
the energy levels of the two spins set by VL and VR,
and UL and UR are the respective charging energies in
the dots. Either biasing the DQD, thus, changing ε, or
barrier control, changing VM , yields control over the ex-
change interaction with barrier control being superior if
operated at a charge noise sweet spot [20, 21, 29] near
the center regime of the (1,1) charge state.
The remaining terms in the Hamiltonian (1) describe
the interaction between the spin and the magnetic field
(in energy units) BL = (0, B
L
y (t), B
h
z +B
L
z )
T and BR =
(0, BRy (t), B
h
z + B
R
z )
T . The field consists of the homo-
geneous component Bhz which lifts the spin degeneracy,
and a spatially dependent field from the micromagnet BQz
that leads to distinct ESR resonance frequencies for the
left and right spin allowing one to individually address
each spin. A transverse time-dependent field
BQy (t) = B
Q,0
y +B
Q,1
y cos(ωt+ θ) (2)
occurs from the shift of the electron position in the slant-
ing magnetic field along x-direction (Q = L,R). This last
contribution is further composed of a small static part,
BQ,0y ∼ 0 and a dynamic coupling term, BQ,1y due to
an electrostatic modulation of the electrostatic gates, VL
and VR, with frequency ω.
Addressing each spin as a separate qubit, the Hamil-
tonian (1) can be written in the two-qubit basis
{|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉} as follows;
H(t) =

Ez −iBRy (t) −iBLy (t) 0
iBRy (t) −(δEz + J)/2 J/2 −iBLy (t)
iBLy (t) J/2 (δEz − J)/2 −iBRy (t)
0 iBLy (t) iB
R
y (t) −Ez
 .
(3)
Here we introduced the definitions of the magnetic field
difference of strength δEz = B
R
z − BLz and the average
Zeeman splitting Ez = B
h
z +(B
L
z +B
R
z )/2. In the absence
of exchange, J ≈ 0, single qubit operations are possible
by matching ω with the resonance frequency, Bhz + B
L
z
(Bhz + B
R
z ), of the left (right) dot separated from each
other by δEz. This corresponds to regime II in Fig. 2.
A large δEz is beneficial since it largely separates both
resonances in energy allowing for stronger driving, thus,
faster gate operations due to the linear dependence of the
Rabi frequency Ω on the modulation strength BQ,1y .
III. DC ENTANGLING GATES: STRONG AND
WEAK EXCHANGE
Two-qubit gates between neighboring single-spin
qubits are realizable using the exchange interaction be-
tween the spins [2, 18] with or without a magnetic field
gradient [25, 26]. If the exchange energy dominates the
Hamiltonian (3), i.e. J  δEz, the (approximate) two-
qubit eigenstates are the spin singlet, |↑↓〉 − |↓↑〉 and
triplets, |↑↑〉, |↑↓〉 + |↓↑〉, |↓↓〉, and the resulting op-
eration yields (for δEz = 0) the entangling
√
SWAP-
gate. Sequential implementation of two
√
SWAP-gates
and single-qubit rotations yields a CNOT-gate [2]. In the
case of weak exchange, i.e. J  δEz, the two-qubit states
are effectively the product states |↑↑〉, |↑˜↓〉, |↓˜↑〉, |↓↓〉 with
small corrections in |↑˜↓〉 and |↓˜↑〉 due to spin-charge hy-
bridization. In this limit the exchange interaction yields
a conditional phase (CPHASE) gate. In this paper we
focus on the regime J  δEz which is typical for DQD
systems in the presence of a micromagnet. However, for
adiabatic pulses, with ramp time τr  J/δE2z , both im-
plementations are equivalent. Note, that the criteria for
the adiabatic regime is usually fulfilled in state-of-the-art
devices[1, 9, 10]. For an adiabatic pulse the instantaneous
eigenvalues of the Hamiltonian (3) are given as follows;
E(|↑↑〉) = Ez, (4)
E(|↑˜↓〉) =
(
−J −
√
J2 + δE2z
)
/2, (5)
E(|↓˜↑〉) =
(
−J +
√
J2 + δE2z
)
/2, (6)
E(|↓↓〉) = −Ez. (7)
3FIG. 2. (a) Eigenenergies E of two spins in a double quantum dot in the presence of a magnetic field gradient and relevant
transitions between them for three distinct realistic [1] parameter regimes. Regime I describes the case without a magnetic field
gradient in which all single-spin flip transitions are energetically degenerate. In the presence of a field gradient (Regime II) the
degeneracy of the transition frequencies between the left (solid-line arrow) and right spin (dashed-line arrow) is lifted, making
it possible to energetically distinguish between single-qubit operations on the left and right spin. Turning on the exchange
interaction, J  δEz, (Regime III) further distinguishes conditional spin-flips from each other, i.e. the left ESR resonance
frequency now depends on the right spin state, thus, allowing for frequency-selective entangling two-qubit gates. Conditional
spin flip operations are possible: e.g., resonantly driving the transition |↑↑〉 ↔ |↓˜↑〉 yields a single-shot CNOT gate. Since the
eigenstates E(|↓˜↑〉) and E(|↑˜↓〉) are both energetically lowered (by J/2 for J  δEz) the transition |↓↓〉 ↔ |↑˜↓〉 is detuned from
resonance by ∼ J . (b) Schematic pulse sequence of the spin-echo CPHASE gate described in subsection III A. Two adiabatic
middle barrier pulses of length τDC/2 and ramp length τr are combined with two ac pulses of length τ
L,R
AC , performing a spin-flip
on the left and right spin. (c) Schematic pulse sequence of the frequency selective CNOT gate. An adiabatic middle barrier
pulse with length τDC and ramp length τr is combined with an ac pulse of length τAC resulting in a conditional spin-flip.
Figure 2 (a) shows the eigenenergies for three different
parameter regimes for J  δEz. Note, that for J  δEz
one can use the expansion
√
J2 + δE2z ≈ δEz + J
2
2δEz
simplifying the expressions in Eqs. (5) and (6). The
time evolution of an adiabatic exchange pulse of length
τ in the rotating frame H˜(t) = R†HR + iR˙†R with
R = exp [−iωt(Sz,L + Sz,R)/~] and ~ω = Ez/2 is given
by
U(τ) = diag
[
1, e
i
(
J+
√
J2+δE2z
)
τ
2~ , e
i
(
J−
√
J2+δE2z
)
τ
2~ , 1
]
.
(8)
Note that here g(J)τ , for arbitrary functions g, is defined
as g(J)τ ≡ ∫ τ
0
g(J(t))dt. The time evolution up to a
global phase can be decomposed into two parts as U =
UentUloc with an entangling term
U(τ)ent = exp (iJτ Sz,LSz,R/~) (9)
and an accumulated local phase
U(τ)loc = exp
(
−i
√
J2 + δE2z (Sz,L − Sz,R)τ/~
)
≈ exp
[
−i
(
δEz +
J2
2δEz
)
(Sz,L − Sz,R)τ/~
]
.
(10)
For gate times being odd integer multiples of ~pi/J ,
τ = (2n + 1)~pi/J and the time-evolution (9) is equiva-
lent to CPHASE up to single-qubit z-rotations [26]. Even
multiples, τDC ≡ τ = 2~pin/J , correspondingly yield
identity up to local Sz-rotations e
iΦLSz,L/2 and eiΦRSz,R/2
for the left and right spin. From Eq. (10) we find the fol-
lowing expressions for the phases,
ΦDCL = −2pin
√
J2 + δE2z/J, (11)
ΦDCR = 2pin
√
J2 + δE2z/J. (12)
The correction of these phases will be discussed in sub-
section IV A. The fact that the dc CPHASE operation
can be cancelled out will be important for the ac gate
discussed in section IV.
A. High fidelity dc implementation
In the experimental configuration described above, the
magnetic gradient can exceed the nominal exchange split-
ting due to residual tunneling to a high degree. Thus we
can examine the type of gates that may provide high fi-
delity operation in that environment. We assume that
in the case of a nominal zero induced exchange, the two
spin system is described by a Hamiltonian
H0 = Ez(Sz,L + Sz,R) + δEz(Sz,L − Sz,R)/2 (13)
where we used the same definitions as above. We have
neglected the transverse magnetic gradient which causes
4individual spin flips and is suppressed by the Zeeman en-
ergy Ez. We also neglect the induced double-spin flip
transitions by the diagonalization of the physical Hamil-
tonian under finite residual exchange J0.
We consider the inclusion of an echo mechanism for
removing the excess phase terms in the exchange gate
as well as potential unknown magnetic gradients. In or-
der to examine the spin parity subspaces efficiently, we
define new Pauli matrices, σx = S+,LS−,R + H.c., σz =
Sz,L−Sz,R, and the projector P = (1−4Sz,LSz,R)/2, act-
ing only in the odd parity space. In a similar manner, we
define τz = Sz,L + Sz,R and τx = S+,LS+,R + S−,LS−,R.
In this basis, the (time-dependent) Hamiltonian (1) ne-
glecting transverse gradient fields is
H(t) = Ezτz + δEzσz/2− J(t)[P − σx]/2 (14)
with J(t) being the ramp-induced exchange. We also
note that a pi pulse on both spins about the x-axis corre-
sponds, up to a global phase, to the unitary τx+σx while
a pair of y-axis pulses would correspond to τx − σx.
For both fast and slow exchange pulses of length T , we
see that the even parity space only undergoes evolution
according to Ezτz, and thus will effectively factor out
after inclusion of the pi pulses shown in Fig. 2 (b). Mean-
while, the odd parity space undergoes nontrivial evolu-
tion, due to both the overall phase evolution − ∫ T
0
Jdt/2
and from the rotations in the subspace about the axis
(J, 0, δEz).
We first consider fast instantaneous changes of J . The
time evolution is then stroboscopically given by rotations
for a controlled period about various axes in the odd par-
ity (P ) subspace. A simple exchange pulse corresponds
to
UJ =(I− P )e−iTEzτz+ (15)
P eiΦx
[
cos(ΩJT )− iJσx + δEzσz
2ΩJ
sin(ΩJT )
]
with ΩJ =
√
δE2z + J
2/2 and Φx =
∫ T
0
Jdt/2 = JT/2.
We note that for ΩJT = npi with integer n, we obtain a
CPHASE gate with phase Φx =
J√
δE2z+J
2
npi, as the sin
terms vanishes, which presents one way to remove the
excess phase.
We now add the additional rotations of individual
spins in the middle of the sequence. Towards this end,
we would like to understand how this gate behaves in
the rotating frame in which we apply our single qubit
gates. Note that in this subsection, our rotating frame
has a different frequency for each of the two spins, repre-
senting the frequencies of the local oscillators used to
drive individual spin resonance (motivated by experi-
ment [1]). If we envision starting UJ at time t1 and end-
ing it at time t2 = t1 + T , we need to know the rotating
frame state at the end of the sequence. We can move
UJ to this rotating frame, R = e
−i(ω1Sz,L+ω2Sz,R)t, de-
fined by the qubit frequencies ω1 = (Ez + δEz/2)/~ and
ω2 = (Ez − δEz/2)/~ and applying the unitary transfor-
mation |ψrf(t)〉 = R† |ψlab(t)〉. Thus, we have
|ψrf(t2)〉 = R†UJR |ψrf(t1)〉 = U rfJ (t2, t1) |ψrf(t1)〉 , (16)
where we move back to the lab frame, apply UJ , then
move back to the rotating frame.
In total, in the rotating frame, we find
U rfJ (t1 + T, t1) = (I− P ) + P eiΦxeiδEzTσz/4
[
cos(ΩJT )− iJσµ + δEzσz
2ΩJ
sin(ΩJT )
]
eiδEzTσz/4 (17)
where σµ = cos(δEz(2t1 + T )/2)σx + sin(δEz(2t1 +
T )/2)σy. Thus the wait time t1 enters in the definition
of the rotation axis. While we do not necessarily want
any such rotation, as the diagonal term ∼ J will perform
a CPHASE-like evolution, we will have to be careful to
make certain effects from this are removed.
One approach for removing the flip-flop effect con-
sists in moving adiabatically with respect to δEz. Di-
agonalization of H(t) in the rotating frame yields
H˜rf = −PJ(t)/2 + (ΩJ(t) − δEz/2)σz with ΩJ(t) =√
δE2z + J(t)
2/2. Small non-adiabatic corrections enter
with a σ+ term, which behave in a similar manner to the
σx term given by UJ for the fast case. The net result of
the adiabatic case in the rotating frame is
U rfad = (1− P ) + P eiΦade−iσzφz (18)
with Φad =
∫ T
0
J(t)dt/2 and φz =∫ T
0
√
δE2z + J(t)
2dt/2 − δEzT/2. Thus we see that
the adiabatic J pulse leads to an extra single qubit
z rotation for both spins, in addition to the desired
CPHASE-like operation. Note, that this phase in the
rotating frame of the individual spins is equivalent to
the phase given by Eqs. (11) and (12) for n = 1.
We now consider a more general solution to the ex-
tra phase evolution (corresponding to a potentially un-
desired set of single qubit z rotations) as well as the extra
rotation about the µ-axis. Specifically, we consider two
pi pulses about the x-axis on the qubits in between two
CPHASE-like unitaries (see Fig. 2 (b)). For the adiabatic
5case, we have
Uc,ad = U
rf
ad(4Sx,LSx,R)U
rf
ad (19)
= (4Sx,LSx,R)
[
(1− P ) + P eiΦadeiσzφz]
× [(1− P ) + P eiΦade−iσzφz] (20)
= (4Sx,LSx,R)
[
(1− P ) + P e2iΦad] (21)
= 4Sx,LSx,Re
−2iΦad(Sz,L+Sz,R)UCPHASE, (22)
where UCPHASE = diag[1, 1, 1, e
−2iΦad ]. For the special
case of 2Φad = pi, we find for our gate
Upi,ad = (4Sy,LSy,R)UCZ. (23)
Returning to the fast pulse version of the gate,
Eq. (17), we see that the same pi pulses in the middle
lead to
Uc,fast = U
rf
J (t2 + T, t2)(4Sx,LSx,R)U
rf
J (T, 0) (24)
= U rfJ (t2 + T, t2)(τx + σx)U
rf
J (T, 0) (25)
= (I− P )τx + P e2iΦxeiδEz(t2+T )σz/2 [c− ~n · ~σs]
× e−iδEzt2σz/2σxeiδEzTσz/2 [c− ~n · ~σs] (26)
where c = cos(ΩJT ), s = sin(ΩJT ), ~n =
(J, 0, δEz)/(2ΩJ). In order to remove the terms propor-
tional to ~n in the above, we need the action of the inter-
mediate rotation e−iδEzt2σz/2σxeiδEzTσz/2 to correspond
to σy. That requires sin(δEz(t2 + T )/2) = ±1.
Furthermore, we want the equivalent unitary after the
sequence,
eiδEz/2(t2+T )σzσy
to be σx, which in turn requires δEz(t2 + T )/2 = (2n +
1)pi with integer n. Conveniently, these are the same
requirement.
IV. RESONANT SINGLE STEP CNOT GATE
Additional controllability is given if the adiabatic dc
exchange pulse is combined with microwave ac driving,
BQy (t) ∝ cos(ωt + ϕ), matching the transition frequen-
cies between the two-qubit states which allows for direct
conditional spin-flips. The gate sequence is outlined in
Fig. 2 (b) and the basic concept is visualized in Fig. 2 (a)
regime III. With the exchange interaction turned on the
energy of both eigenstates |↑˜↓〉 and |↓˜↑〉 is lowered by
∼ J/2, providing in total six energetically distinct res-
onance frequencies in the spectrum. There are four en-
tangling transitions corresponding to the four conditional
spin-flips. For example, inducing a resonant spin-flip be-
tween the states |↑↑〉 ↔ |↓˜↑〉 yields a CNOT with the
right qubit as control and the left qubit as target gate as
the following truth-table shows
|↑↑〉 → |↓↑〉
|↑↓〉 → |↑↓〉
|↓↑〉 → |↑↑〉
|↓↓〉 → |↓↓〉 .
(27)
In the remainder of this article, we always refer to this
implementation of CNOT, however, in experiments other
transitions can be resonantly driven as well, giving access
to a much larger set of two-qubit quantum gates.
From the eigenenergies (4)-(7) the corresponding reso-
nance frequencies of the four conditional transitions are
given as follows;
fL|ΨR〉=|↓〉 ≡|E(|↓↓〉)− E(|↑˜↓〉)|
=Ez +
(
−J −
√
J2 + δE2z
)
/2, (28)
fL|ΨR〉=|↑〉 ≡|E(|↓˜↑〉)− E(|↑↑〉)|
=Ez +
(
J −
√
J2 + δE2z
)
/2, (29)
fR|ΨL〉=|↓〉 ≡|E(|↓↓〉)− E(|↓˜↑〉)|
=Ez +
(
−J +
√
J2 + δE2z
)
/2, (30)
fR|ΨL〉=|↑〉 ≡|E(|↑˜↓〉)− E(|↑↑〉)|
=Ez +
(
J +
√
J2 + δE2z
)
/2. (31)
One important observation is that the splitting between
the conditional spin-flips is always provided by exchange,
fL|ΨR〉=|↑〉 − fL|ΨR〉=|↓〉 = fR|ΨL〉=|↑〉 − fR|ΨL〉=|↓〉 = J. (32)
A. High fidelity ac implementation
We have shown so far that we can effectively cancel out
the CPHASE gate from the dc dynamics of our frequency
selective gate by appropriately timing the length of the
dc exchange pulse tDC = 2pin/J where n is a positive
integer. This can be thought of applying CPHASE twice
(times n) which undo each other. However, there are
two additional effects which will disturb the gate if not
treated appropriately. The first effect results from the
off-resonant driving of nearby transitions, which can be
important if J is comparable to the Rabi frequency, and a
second effect originates from relative phase accumulation
of the spins during the microwave drive. Below we discuss
both effects and how they can be avoided.
In the experiment described in Ref. [1] the gates are
driven at the resonance frequency ω = fL|ΨR〉=|↑〉 dur-
ing a dc exchange pulse which flips the left spin if and
only if the right spin is in the state |ΨR〉 = |↑〉 induc-
ing a transition between the |↑↑〉 and |↓˜↑〉 states. How-
ever, the energy separation of the transition frequency
fL|ΨR〉=|↑〉 and the transition frequency for an opposite
right spin, |ΨR〉 = |↓〉, is given by the exchange inter-
action strength J (see Eq. (32)). In the regime of op-
eration [1] δEz  J ≈ 20 MHz the transition between
the states |↑↓〉 and |↓˜↓〉 is also driven and gives rise to
off-resonant Rabi dynamics. Other transitions, fR|ΨL〉=|↑〉
and fR|ΨL〉=|↓〉, are even further off-resonant because they
are separated in energy by δEz, and will be neglected
here.
6Starting with the Hamiltonian (3) in the rotat-
ing frame H˜(t) = R†HR + iR˙†R with R =
exp [−iωt(Sz,L + Sz,R)/~] and neglecting fast oscilla-
tions, we find in the instantaneous adiabatic basis
{|↑↑〉 , |↓˜↑〉 , |↑˜↓〉 , |↓↓〉} for J  δEz
H˜(t) ≈ 1
2

2(Ez − ω) −iα∗1 −iβ∗1 0
iα1 −J + (δEz + J22δEz ) 0 −iβ∗2
iβ1 0 −J − (δEz + J22δEz ) −iα∗2
0 iβ2 iα2 −2(Ez − ω)
 . (33)
Here α1,2 ≈ [±BL,1y + BR,1y J/(2δEz)] eiθ and β1,2 ≈
[∓BR,1y + BL,1y J/(2δEz)] eiθ are the effective microwave
driving amplitudes after transforming into the adia-
batic basis. Nearby the resonance frequency ω − δω =
fL|ΨR〉=|↑〉 ≈ Ez−{δEz+J [1−J/(2δEz)]}/2, β1,2 ≈ 0, the
Hamiltonian (33) decouples into two blocks, {|↑↑〉 , |↓˜↑〉}
and {|↑˜↓〉 , |↓↓〉} which are separated in energy by ∼ δEz
(see Eq. (32)) and evolve independently in time. There-
fore, we find in the basis {|↑↑〉 , |↓˜↑〉 , |↑˜↓〉 , |↓↓〉}
H˜(t) ≈ 1
2

−J + (δEz + J22δEz )− δω −iα∗1 0 0
iα1 −J + (δEz + J22δEz ) 0 0
0 0 −J − (δEz + J22δEz ) −iα∗2
0 0 iα2 J − (δEz + J22δEz ) + δω
 . (34)
For δω = 0, only fL|ΨR〉=|↑〉 (top-left block) is reso-
nant and yields full Rabi oscillations with a Rabi fre-
quency Ω = |α1|/~ while fL|ΨR〉=|↓〉 (bottom-right block)
is detuned (off-resonant) by J , therefore, performing par-
tial spin-flips with the detuned Rabi frequency Ω˜ =√|α2|2 + J2/~. Since the time evolution of each 2 × 2
block can be computed individually we find the following
time evolutions of each block for θ = 3pi/2,
U|ΨR〉=|↑〉 = e
− itc12
[
cos
(
Ωt
2
)
1+ i sin
(
Ωt
2
)
σx
]
, (35)
U|ΨR〉=|↓〉 = e
− itc22
[
cos
(
Ω˜t
2
)
1+ i sin
(
Ω˜t
2
)
×
( |α2|
2 ~ Ω˜
σx − J
2 ~ Ω˜
σz
)]
. (36)
with the frequencies ~c1 = −J + (δEz + J22δEz ) and
~c2 = −δEz − J22δEz . Setting t = pi (2m + 1)/Ω with
integer m yields a spin flip in the |ΨR〉 = |↑〉 block. In
order to cancel the dynamics of the off-resonant states,
we synchronize the Rabi frequencies by setting
Ω =
2m+ 1
2n
Ω˜, (37)
with an integer n. This can be achieved by adjusting
the ac driving strength BL,1y . Considering B
L,1
y = B
R,1
y ,
we find the following analytical result for the ac driving
strength,
BL,1y = an,m ≡ ±
J√
4n2
(2m+1)2
(
1 + J2δEz
)2
−
(
1− J2δEz
)2 ,
(38)
with integer m and n which fulfills Eq. (37). A compari-
son of the dynamics with and without synchronization is
given in Fig. 3.
The second effect we observe is a phase accumulation
for each individual spin during the microwave drive. Dur-
ing the CNOT gate a dynamic phase is acquired on the
right (control) spin originating from the energy difference
between the two blocks in Eq. (34). While |ΨR〉 = |↑〉
states are oscillating with e−
itc1
2 , |ΨR〉 = |↓〉 states os-
cillate with e−
itc2
2 which yields a relative phase after the
ac spin flip, ΦR ∝ (c1 − c2)τAC, on the right spin (see
Eqs. (35) and (36)). Additionally, we observe a holo-
nomic phase [30] on the right spin which results from
Rabi’s equation for a full (half) cycle and can directly
be seen in Eqs. (35) and (36) whether cos(·) (sin(·)) be-
comes positive or negative depending on the choice of m
and n. We find the following analytic expressions for the
phase difference on the right (control) spin after the ac
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FIG. 3. Schematic plot of the resonant (blue) and off-resonant (red) transition probabilities with (a) desynchronized and
(b) synchronized Rabi frequencies Ω and Ω˜ (see Eq. (37)). A CNOT gate is provided at time τCNOT where the resonant
driving exactly flips the spin for |ΨR〉 = |↑〉 (blue). (a) Using an arbitrary Rabi frequency Ω, we find that the frequencies
are desynchronized and the off-resonant driving also yields a finite population of the flipped spin for |ΨR〉 = |↓〉 (red). (b)
Synchronized resonant Rabi frequency Ω and off-resonant Rabi frequency Ω˜ which avoids any undesired population for |ΨR〉 =
|↓〉. We choose m = 0 and n = 1 for the fastest realization of the synchronized CNOT gate yielding an ac pulse length
τAC ≈ 94 ns using parameters from the experiment in Ref. [1]. Note that to enhance the visibility, we rescaled the off-resonant
state probabilities in (a) by a factor of 5.
spin flip,
ΦACR = −pi
(m− n+ 1
2
)
− 2m+ 1
an,m
(
1 + J2δEz
) (δEz + J2
δEz
− J
2
) .
(39)
In order to find the phase accumulated during the
full CNOT gate, consisting of dc pulse and ac pulse,
the ac phase error, Eq. (39) and the dc phase error,
Eqs. (11) and (12), have to be combined. Considering
the rotating frames for the dc and ac phase accumula-
tion, we find the following results in the rotating frame of
each individual spin, R = exp [−it(ω1Sz,L + ω2Sz,R)/~],
with ω1 = (Ez + δEz/2)/~ and ω2 = (Ez − δEz/2)/~
(motivated by experiment [1]);
ΦL = Φ
DC
L +
δEz
2
τDC +
√
δE2z + J
2
2
τAC, (40)
ΦR = Φ
DC
R −
δEz
2
τDC + Φ
AC
R −
√
δE2z + J
2
2
τAC. (41)
This additional phase can either be compensated by ad-
justing J such that the phase is a multiple of 2pi (not
possible in our regime of operation) or including an ad-
ditional z-rotation directly after the CNOT gate with
angles Φl = 2k1pi − ΦL and Φr = 2k2pi − ΦR with inte-
gers k1,2. Simulations where we numerically integrate the
time-dependent Schro¨dinger equation i~Ψ˙(t) = H˜(t)Ψ(t)
support our analysis (see Fig. 4). The highest fidelity
can indeed be found after correcting the described phase
shift. At this point it is worth mentioning that z-
rotations in the experiment in Ref. [1] and similar ex-
periments [9, 10] can be performed by modifying the
reference phase for the individual spins. This can be
done rapidly and accurately in software with no addi-
tional microwave control required.
B. Charge noise analysis
In semiconductor devices charge noise is
omnipresent[31]. In the simplest model, charge
noise can be described as fluctuations of the electric
potentials near the dot. Thus, charge noise couples to
the two-qubit systems mainly through the exchange
interactions due to its dependence on the detuning,
tunneling, and confinement of the spins [16, 17]. To be
precise, charge noise couples also to single spins through
the same mechanism that allows EDSR to rotate the
spin though fluctuations of the electron positions. This
effect, however, is small as evidenced by Ref. [10], thus
will be neglected in the analysis below.
In lowest order J → J + δJ where δJ are fluctuations
of the exchange energy due to charge noise, we find the
following first-order corrections to the diagonal Hamilto-
nian (4)-(7) in the adiabatic basis {|↑↑〉 , |↓˜↑〉 , |↑˜↓〉 , |↓↓〉}
Hnoise =
2JδJ
δEz
(S˜Lz + S˜
R
z )− 2δJS˜Lz S˜Rz . (42)
The first term induces single-qubit dephasing but is
highly suppressed in the case of J  δEz since it has
strength ∝ J/δEz. Therefore, large magnetic field gradi-
ents are beneficial for operating the two-qubit gate. The
second term couples longitudinally to the two-qubit gate
operation since it has the same form as the dc pulse,
∝ SLz SRz , and reduces the fidelity of the resulting two-
qubit gate that only depends on the bare charge noise
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FIG. 4. Simulated CNOT gate fidelity (in percent) as a func-
tion of the compensated phase ΦL and ΦR on the left spin
(target) and right spin (control) after the ac drive. Compen-
sation is provided for a z-Rotation Zˆ(Φ) on the left spin with
Φl = 2pikl − ΦL and on the right spin Φr = 2pikr − ΦR with
integers kl and kr, thus Φ = (Φl,Φr) ≈ (−0.03pi,−0.469pi)
(blue and red dashed lines). For the simulation we used the
following parameters related to the experiment in Ref. [1];
J = 19.7 MHz, δEz = 210 MHz, τr = 5 ns, τCNOT = 94 ns
(corresponding to α = 1/(2τCNOT), τDC = 198 ns, and m = 0
and n = 1 in Eq. 37)
.
fluctuations δJ . In experiments [9], this is the limit-
ing factor for the gate fidelity, since simple echo proto-
cols which also filter out the desired two-qubit interac-
tion would not work. Simulations assuming quasistatic
noise show that for σδJ ≡
√〈δJ2〉 − 〈δJ〉2 = 0.33 MHz
two-qubit gate fidelities > 97% are still possible (see
Fig. 5 (b)). However, fluctuations twice (four times)
as large already limit the gate fidelity to about ≈ 93%
(≈ 77%) (see Fig. 5 (c) and (d)), problematic for longer
quantum algorithms. Mitigation of these effects is still
possible through advanced pulse shaping or composite
pulse sequences [32], complex dynamical decoupling se-
quences [33], and reduction of the amplitude of the fluc-
tuations, i.e., operating at a charge noise sweet spot.
Also, a partial recovery of the fidelity is still achieved
as the conditional spin flip during the frequency selec-
tive CNOT gate serves as a simple spin-echo sequence,
decoupling the left spin and low-frequency charge noise
if |ΨR〉 = |↑〉. This can be seen by approximating the
� �
FIG. 5. Zoom in of the simulation in Fig. 4 in the presence
of charge noise fluctuations with strength (a) σδJ = 0 MHz,
(b) σδJ = 0.33 MHz, (c) σδJ = 0.67 MHz, and (d) σδJ =
1.33 MHz. For the simulation the fluctuations are assumed to
be quasistatic and Gaussian distributed with standard devia-
tion σδJ and mean 〈δJ〉 ≈ 0.
CNOT gate as follows [32];
UCNOT = e
−i(Hrf+HJ )τCNOT/~ (43)
≈ e−iHJ τ/~ e−iHrf τ/~︸ ︷︷ ︸
CNOT
e−iHJ τ/~ (44)
with τ yet to be chosen. Here, the Hamiltonian Hrf only
contains ac driving and the Hamiltonian HJ contains the
dc exchange interaction, thus, fluctuations due to charge
noise. Assuming an ideal CNOT gate, only entries in
Eq. (44) corresponding to |ΨR〉 = |↓〉 contain J + δJ ,
therefore, are affected by charge noise. Mathematically
speaking, the time evolution UCNOT only affects den-
sity matrix elements corresponding to |ΨR〉 = |↓〉 states
which dephase with characteristic time T−1φ ≈
〈
δJ(t)2
〉
,
while density matrix elements only consisting of |ΨR〉 =
|↑〉 states are protected. In average, this will lead to
a reduced influence of noise. Hypothetically, the larger
variety of two-qubit quantum gates (modulating differ-
ent transitions) and the partial intrinsic spin-echo can be
used to construct more efficient charge noise decoupling
sequences.
9V. CONCLUSION
In this paper, we have presented high-fidelity imple-
mentations of a dc-pulsed CPHASE gate and a single-
shot two-qubit CNOT gate.
For the dc-pulsed CPHASE gate, we have pro-
vided a high-fidelity implementation using dc exchange
pulses. We have analyzed two regimes for the exchange
pulses, slow (adiabatic) and fast (instantaneous) ex-
change pulses, and have described how to compensate
for residual spin-flip and phase errors. In the adiabatic
regime, spin-flip errors are suppressed by the magnetic
field difference and we have identified the phases which
the individual spins accumulate during the two-qubit op-
eration. By intersecting the CPHASE gate by single-
qubit spin-flips to form a spin-echo sequence, spin-flip
errors and local phases which the individual spins ac-
quired during the CPHASE gate, can be avoided even
for the non-adiabatic exchange pulses.
For the ac single-shot two-qubit CNOT gate, we
have presented a high-fidelity implementation through
frequency-selective resonant modulations of the two-
qubit transitions. By selecting different transition fre-
quencies a larger set of two-qubit quantum gates is acces-
sible allowing for more efficient algorithms. We are able
to compensate all intrinsic errors due to off-resonant tran-
sitions by fine-tuning the ac driving amplitude such that
the resonant and the off-resonant oscillations are synchro-
nized. Additionally, we have identified phases which the
individual spins accumulate during the two-qubit opera-
tion. These phases can be compensated for by performing
single-qubit z-rotations after each CNOT gate. Our two-
qubit gate implementation also incorporates a reduction
of charge noise by suppression through large magnetic
field gradients and a partial intrinsic spin-echo decou-
pling sequence. Using the synchronization technique and
the analytic values of the accumulated phases, existing
experiments are able to reach higher two-qubit gate fi-
delities exceeding 97% under realistic assumptions. This
opens the path to large-scale quantum computation pre-
viously limited by low-fidelity two-qubit gates.
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