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The concept of polaron, emerged from condense matter physics, describes the dynamical interac-
tion of moving particle with its surrounding bosonic modes. This concept has been developed into
a useful method to treat open quantum systems with a complete range of system-bath coupling
strength. Especially, the polaron transformation approach shows its validity in the intermediate
coupling regime, in which the Redﬁeld equation or Fermi’s golden rule will fail. In the polaron
frame, the equilibrium distribution carried out by perturbative expansion presents a deviation from
the canonical distribution, which is beyond the usual weak coupling assumption in thermodynam-
ics. A polaron transformed Redﬁeld equation (PTRE) not only reproduces the dissipative quantum
dynamics but also provides an accurate and eﬃcient way to calculate the non-equilibrium steady
states. Applications of the PTRE approach to problems such as exciton diﬀusion, heat transport
and light-harvesting energy transfer are presented.
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1 Introduction
Understanding the behavior of open quantum systems,
has become increasingly important in physics and chem-
istry as well as in technological developments. Often,
the coupling between the system and the bath is con-
sidered as a small parameter compared to the character-
istic energy scale of the system. This consideration leads
to many natural physical results such as the canonical
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property of equilibrium states and the negligible back
action from the system to the bath. In this case, the
second-order perturbation theory leads to a master equa-
tion of the Redﬁeld or the Lindblad type [1–4], which is
convenient for analytical investigation and not computa-
tionally expensive for numerical implementation. How-
ever, in many physical systems of current interest, the
system-bath coupling (SBC) is comparable to the sys-
tem internal couplings, hence the weak coupling approx-
imation is not justiﬁed. The typical examples are the
excitation energy transfer process in solid quantum dots
[5, 6] and photosynthetic complexes [7–10]. There are
a number of non-perturbative techniques to obtain the
numerically exact dynamics; examples include the hier-
archy master equation [11, 12], the quasi-adiabatic prop-
agator path integral (QUAPI) [13], the density matrix
renormalization group [14], the numerical renormaliza-
tion group [15], the multi-conﬁguration time-dependent
Hartree approach [16, 17] and the stochastic path inte-
grals [18, 19]. However, these methods are computation-
ally demanding and non-trivial to implement for large
systems. In addition, much of the recent eﬀorts focus on
the short-time non-Markovian dynamics (i.e., dynamical
coherence), which is relevant for laser-induced coherence
but not for the long-time behavior.
Therefore, we need a method which is formally simple
and physically transparent, meanwhile goes beyond weak
SBC regime without loosing accuracy. Polaron, a basic
concept in condense matter physics, which describes the
quantum (quasi-) particle interacting with the deformed
lattices through electromagnetic interaction [20, 21] (as
illustrated in Fig. 1), is exploited to achieve this goal.
Initiated by Silbey and coworkers, a variational polaron
transformation method was applied to study the bath
renormalisation eﬀects on the tunneling matrix elements
in the spin-boson model (SBM) [22, 23]. Further, this
approach is used to investigate the excitation migra-
tion in molecular crystals, covering both the coherent
and incoherent transport preterites [24]. Recently, a
polaron transformed second-order master equation has
been derived to study the dynamics of open quantum
Fig. 1 Illustration of polaron formed with a charged particle sur-
rounded by a polarized crystal medium.
systems at strong coupling [25–28]. This approach ex-
tends the regime of validity of the master equation to
stronger system-bath couplings, provided that the inter-
nal couplings (or tunneling matrix elements) are small
compared to the typical bath frequency (i.e., the bath re-
sponse is fast on the system time-scale). The main idea
of the polaron transformation approach is to describe
the system in the polaron frame such that the system
is dressed by the environment. The dressed system (or
polaron) takes the major eﬀects of the system-bath in-
teraction into consideration, hence the reduced SBC is
weakened to the regime that the second-order perturba-
tion theory is applicable.
In this review, we mainly focus on the polaron eﬀects
on the equilibrium and non-equilibrium steady states of
multiple-level open quantum systems. The transient dy-
namics of an open quantum system reveals its dissipative
and dephasing properties, as well as the short-time be-
havior in the presence of control or driving against the
noise. However, many systems such as the natural pho-
tosynthetic complexes and the artiﬁcial quantum nano-
devices, the open systems continuously operate at their
equilibrium or non-equilibrium steady states. In these
cases, we are only interested in the long-time states of
the open quantum system whose properties are constant,
two aspects of which will be addressed in this paper:
(i) To investigate properties of the equilibrium steady
state beyond the weak SBC regime, the polaron transfor-
mation can be directly applied to the canonical density
of matrix of the total system. Then a perturbative ex-
pansion with respect to the normalized SBC reveals the
polaron eﬀects on the reduced density of matrix (RDM)
of the open system [29, 30], which results in the non-
canonical state of the reduced system [30–32].
(ii) Another interesting issue arises when the quantum
system is surrounded by the non-equilibrium environ-
ment. The characteristics of the non-equilibrium steady
state are closely related with the transport quantities,
such as the diﬀusion constant [28], the energy transfer
ﬂux [33] and the transfer eﬃciency [34]. The polaron
transformed Redﬁeld equation (PTRE) is suitable for
these non-equilibrium problems. The SBC eﬀectively ob-
tained from the polaron transformation is weak enough
to introduce the perturbative approach, then the result-
ing Redﬁeld equation is easily manipulated to yield both
the dynamics and the steady states in a broad SBC
regime.
In Section 2, we present the general expression for the
variational polaron transformation using the SBM as ex-
ample. The full polaron transformation which is accu-
rate for the fast bath case is straightforwardly obtained
by setting the variational parameter equals to the SBC
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strength. In Section 3, we obtain the equilibrium steady
state by the perturbative expansion in the variational
polaron frame. The comparisons with other perturbative
methods and the exact numerical calculation are also
presented to clarify the valid parameter regimes. The
PTRE is introduced in Section 4, by which both the
dynamics and the non-equilibrium steady states can be
studied beyond weak coupling regime. In Section 5, three
speciﬁc topics on the excitation transport and energy
transfer are studied via the PTRE: the coherent quan-
tum transport in disordered systems, non-equilibrium
energy transfer via a two-level quantum dot, and non-
equilibrium properties of a three-level heat engine model.
We summarize the polaron approach and its application
in Section 6.
2 Polaron transformation of the spin-boson
model
We introduce the polaron transformation via the SBM,
which is the simplest dissipative model used to inves-
tigate the energy transfer in light harvesting systems
[35, 36], decoherence in atom-photon interaction systems
[37], tunneling phenomena in condensed media [38, 39],
charge transfer [40], and quantum phase transitions [41,
42]. The SBM describes a two-level system (TLS) cou-
pled with a multi-mode harmonic bath. The SBM Hamil-
tonian is written as (we set  = 1 in the following)
Htot =

2
σz +
Δ
2
σx +
∑
k
ωkb
†
kbk + σz
∑
k
gk(b
†
k + bk),
(1)
where σi (i = x, y, z) are the Pauli matrices,  is the en-
ergy splitting between the two local energy levels, and Δ
is the tunneling matrix element. The bath is modeled as
a set of harmonic oscillators labeled by their frequencies
ωk, and their coupling strength to the TLS are denoted
by gk.
Though the SBM model is formally simple, it displays
the competition between coherent (tunneling dominates)
and incoherent (bath dominates) eﬀects. Despite its sim-
plicity, the SBM has not been solved exactly so far. Com-
paring with the non-trivial analytical investigation base
on path integrals [38, 39] and the numerically exact but
computationally demanding methods (such as the hier-
archy master equation [11] and the QUAPI [13]), the
polaron transformation method is clear in physical pic-
tures, accurate in a broad range of SBC strength, and
can be easily extended to multilevel systems.
For generality, the variational approach of polaron
transformation is adopted here, which extends the valid-
ity of the original full polaron method to the slow bath
regime [22, 23, 43]. The variational polaron transforma-
tion is generated by
U = exp(−iσzB/2) (2)
with the bath operator B = 2i
∑
k
fk
ωk
(b†k − bk), which
displaces the bath oscillators in the positive or negative
direction depending on the state of the TLS. The vari-
ational parameter fk determines the magnitude of the
displacement of each mode, when fk = 0 the displace-
ment is zero. If we set fk = gk, the variational polaron
transformation reduces to the full polaron transforma-
tion. The variational method allows us to determine an
optimal value of fk between 0 and gk, making the trans-
formation valid over a wide range of parameters. The ef-
fects of the polaron transformation act on the SBM can
be illustrated by a double-well in the coordinate space
(see Fig. 2). The polaron transformation displaces the
eﬀective potential for each local state, and further renor-
malizes the tunneling rate and the SBC strength. By
choosing fk properly (see below), the high-order SBC
are involved in these renormalized parameters, thus the
second-order perturbative calculation with the eﬀective
SBC is able to give the accurate result.
Applying the transformation to the total Hamiltonian
in Eq. (1), we have
H˜tot = UHtotU † = H˜0 + H˜I , (3)
where the free Hamiltonian is H˜0 = H˜S+H˜B. The trans-
formed system Hamiltonian is given by
H˜S =

2
σz +
Δκ
2
σx +
∑
k
fk
ωk
(fk − 2gk) (4)
and the bath Hamiltonian remains unaﬀected, H˜B =∑
k ωkb
†
kbk. The last term in Eq. (4) is a constant hence
can be removed. The tunneling rate is renormalized by
the expectation value of the bath displacement operator,
Fig. 2 Polaron eﬀects in the SBM in the coordinate space. The
dashed line illustrates the eﬀective potentials for the local states,
which are induced by the boson bath and presented as harmonic
wells. The polaron transformation U displaces the potential wells
(solid line) and renormalizes both the tunneling rate and the SBC
strength.
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Δκ = κΔ, where
κ = 〈cosB〉H˜B
= exp
[
−2
∑
k
f2k
ω2k
coth
(
βωk
2
)]
(5)
and 〈·〉H˜B represents the average over the bath canonical
density matrix ρB = e−βH˜B/TrB[e−βH˜B ]. The trans-
formed interaction Hamiltonian becomes
H˜I = σxVx + σyVy + σzVz (6)
where
Vx =
Δ
2
(cosB − κ) , (7)
Vy =
Δ
2
sinB, (8)
Vz =
∑
k
(gk − fk) (b†k + bk). (9)
The interaction Hamiltonian is constructed such that its
thermal average is zero, TrB[H˜I exp(−βH˜B)] = 0.
Following Silbey and Harris [22, 23], we determine the
optimal values for the set {fk} by minimizing the Gibbs-
Bogoliubov–Feynman upper bound on the free energy
[44–46]
AB = − 1
β
lnTrS+B[e−βH˜0 ] + 〈H˜I〉H˜0 , (10)
where 〈 〉H˜0 denotes the average over the canonical state
with respect to H˜0. Since 〈H˜I〉H˜0 = 0, the upper bound is
solely determined by the free Hamiltonian H˜0. The vari-
ational theorem states that AB  AF where AF is the
true free energy of H˜tot. Therefore, we seek for the min-
imal of AB with respect to fk by solving dAB/dfk = 0.
The minimization condition leads to
fk = gkF (ωk) , (11)
F (ωk) =
[
1 +
Δ2κ
ωkΛ
coth
(
βωk
2
)
tanh
(
βΛ
2
)]−1
, (12)
where Λ =
√
2 + Δ2κ. In the continuum limit, the renor-
malization constant can be written as
κ = exp
[
−2
∫ ∞
0
dω
π
J (ω)
ω2
F (ω)2 coth
(
βω
2
)]
, (13)
where the bath spectral density J (ω) =
π
∑
k g
2
kδ (ω − ωk). Throughout the paper, we use a
super-ohmic spectral density with an exponential cut-
oﬀ,
J(ω) ∝ γω3ω−2c e−ω/ωc , (14)
where γ is the dimensionless SBC strength. The cut-oﬀ
frequency is denoted by ωc, which governs the bath re-
laxation time τB ∝ ω−1c .
Since F (ω) is also a function of κ, the set of {fk} must
be solved self-consistently via Eqs. (11) and (12). Never-
theless, without numerical calculation, the expressions of
F (ω) and κ have already shown insightful physics in two
limits: (i) When the bath is slow (Δ  ωc) or the SBC is
weak (γ  1), we ﬁnd F (ω) ≈ 0 and fk ≈ 0, the polaron
picture is obviously not applicative in this limit since
the bath modes cannot follow the fast coherent oscilla-
tion of the system, thus the bath oscillators are barely
displaced. (ii) When the bath is fast (Δ  ωc) or the
SBC is strong (γ  1), we ﬁnd F (ω) ≈ 1 and fk ≈ gk,
i.e., the full polaron transformation is recovered. There-
fore, when dealing with the open system with fast bath,
we can apply the full polaron transformation by setting
fk = gk for simplicity without loosing much accuracy
(see Section 3.1).
3 Equilibrium distribution of the SBM via the
polaron approach
This section is dedicated to study the equilibrium state
of the SBM in the polaron frame, which is motivated
mainly for two reasons: (i) The calculation of the equi-
librium state of the SBM provides a benchmark to as-
sess the accuracy of only the second-order perturbation
theory (2nd-PT) in the polaron frames, without involv-
ing additional approximations, such as factorized initial
conditions and the Born-Markov approximation which
are generally invoked in the quantum master equation.
This investigation can clearly demonstrate how accurate
does the polaron approach depend on the bath proper-
ties, namely, the bath relaxation time and the coupling
strength. (ii) Equilibrium canonical distribution in sta-
tistical mechanics assumes weak SBC, while under real
physical conditions this assumption is usually invalid,
thus the equilibrium statistics is generally non-canonical.
By exploiting the polaron transformation with pertur-
bation theory, an analytical treatment is advocated to
study non-canonical statistics of the SBM at arbitrary
temperature and for arbitrary SBC strength.
3.1 Accuracy of the perturbation theory in the polaron
frame
First, we brieﬂy introduce the second-order correction to
the equilibrium state of the system in the polaron frame.
The exact equilibrium RDM can be formally deﬁned as
ρ˜S =
TrB [e−βH˜tot ]
TrS+B[e−βH˜tot ]
. (15)
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In this review, the operator with a tilde denotes it is de-
ﬁned in the polaron frame, for example ρ˜ = U †ρU , where
ρ is the density matrix in the untransformed frame. Us-
ing the Kubo identity [47, 48], the operator exp[−βH˜tot]
is expanded up to the second order in H˜I as
e−βH˜tot ≈ e−βH˜0[1−
∫ β
0
dβ′eβ
′H˜0H˜Ie−β
′H˜0
+
∫ β
0
∫ β′
0
dβ′dβ′′eβ
′H˜0H˜Ie−(β
′−β′′)H˜0H˜Ie−β
′′H˜0
]
.
(16)
The above expansion is similar to the Dyson expansion,
with β treated as imaginary time. Since 〈H˜I〉H˜0 = 0,
the leading order correction to ρ˜S is of the second or-
der in H˜I . Inserting the above expression into Eq. (15)
and keeping terms up to the second order, the system
equilibrium state is approximated as
ρ˜S = ρ˜
(0)
S + ρ˜
(2)
S + . . . ,
ρ˜
(0)
S = e
−βH˜S/Z(0)S ,
ρ˜
(2)
S =
A
Z
(0)
S
− Z
(2)
S
[Z(0)S ]2
e−βH˜S , (17)
where
A =
∑
n,m=x,y,z
∫ β
0
∫ β′
0
dβ′dβ′′Cnm(β′ − β′′)
×e−βH˜Sσn(β′)σm(β′′),
Z
(0)
S = TrS [e
−βH˜S ],
Z
(2)
S = TrS [A], (18)
and Cnm (τ) = 〈Vn (τ) Vm〉H˜B is the imaginary-time
bath correlation function. The operators in imaginary
time are deﬁned as O (β) ≡ eβH˜0Oe−βH˜0 . The expres-
sions for the non-vanishing bath correlation functions
are shown in Appendix A. The full polaron result can
be conveniently obtained by setting F (ω) = 1, then
the only non-vanishing correlation functions are Cxx and
Cyy. Furthermore, in this extremely strong coupling limit
γ → ∞, it can be seen from Eq. (13) that κ → 0 and
the system becomes incoherent since the coherent tun-
neling element vanishes. As a result, all of the correlation
functions and the second-order corrections to ρ˜S vanish;
hence the equilibrium density matrix is only determined
by the energy splitting of the two local energy levels,
ρ˜S ∝ exp(−βσz/2). In the opposite limit, F (ω) = 0
which corresponds to no transformation is performed and
Czz is the only non-zero correlation function.
Since the populations of the TLS are not aﬀected by
the transformation, TrS [σzρS ] = TrS [σz ρ˜S ] ≡ 〈σz〉, we
can directly compare the expectation value 〈σz〉 from
2nd-PT in the original frame [F (ω) = 0], the full po-
laron frame [F (ω) = 1], and the variational polaron
frame [F (ω) in Eq. (12)] with those obtained from the
numerically exact imaginary-time path integral calcula-
tions. Results of the transformed zeroth-order density
matrix, ρ˜(0)S , which depend only on the renormalized sys-
tem Hamiltonian H˜S , are also included.
In order to get a good perspective on the accuracy of
2nd-PT in diﬀerent frames depends on the properties of
the bath, we calculate the relative errors over the en-
tire range of the bath parameters. The relative error is
deﬁned as
∣∣∣∣
〈σz〉Pert − 〈σz〉PI
〈σz〉PI
∣∣∣∣ , (19)
where the subscripts “Pert” and “PI” denote the pertur-
bative calculation and path integral calculation, respec-
tively. Figure 1 displays the respective errors of second-
order perturbation in the three diﬀerent frames as a func-
tion of the cut-oﬀ frequency ωc and the coupling strength
γ. As seen in Fig. 3(a), the usual 2nd-PT without trans-
formation breaks down at large γ. It is also less accurate
when the cut-oﬀ frequency is small, which corresponds
to a highly non-Markovian bath. On the other hand, the
2nd-PT in the full polaron frame fails at small γ and
ωc [see Fig. 3(b)]. These two approaches provide comple-
mentary behavior as a function of the coupling strength;
the full polaron method is essentially exact for large γ,
while the usual 2nd-PT is exact for small γ. The varia-
tional calculation is valid over a much broader range of
parameters [see Fig. 3(c)], and combines the regimes of
validity of the full polaron result and the 2nd-PT in the
original frame. It becomes only slightly less accurate in
the slow bath regime around a narrow region of coupling
strength.
Fig. 3 At Δ = 3, the relative errors of the second-order pertur-
bation theory, compared with the exact stochastic path integral
result as deﬁned in Eq. (19), in (a) the original frame, (b) the full
polaron frame, and (c) the variational polaron frame. Obviously,
the variational polaron method is of high accuracy in the fast bath
regime over the entire range of coupling strength. Reproduced from
Ref. [29].
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The exact numerical method we applied here as bench-
mark is based on imaginary-time path integrals [18].
For the SBM, following the well-known Feynman-Vernon
inﬂuence functional [49]with the Hubbard-Stratonovich
transformation [39], it was shown that the inﬂuence func-
tional is unraveled by an auxiliary stochastic ﬁeld. The
ensuing imaginary-time evolution of the density matrix
may then be interpreted as one governed by a time-
dependent Hamiltonian with a stochastic ﬁeld. A pri-
mary beneﬁt of this approach is that it generates the
entire RDM from one Monte Carlo simulation. Addition-
ally, any form for the bath spectral density J (ω) can be
used. The details of the numerical algorithm can be found
in Ref. [18].
In the following of this paper, we will only consider
the bath with large cut-oﬀ frequency such that the full
polaron transformation can be safely applied. Without
making ambiguity, from now on when we use the word
“polaron transformation”, it actually implies the “full
polaron transformation” for brevity.
3.2 Non-canonical equilibrium distribution
To investigate the non-canonical statistics of the TLS
at arbitrary temperature and arbitrary SBC strength,
both the population and coherence of the RDM should be
compared with the canonical density matrix. In particu-
lar, we use the RDM in the system eigenbasis to quantify
the non-canonical statistics as well as the quantumness of
the open system. The agreement of the analytical treat-
ment based on the polaron transformation with the exact
stochastic path integral result is also veriﬁed.
Diﬀerent from the diagonal elements ρ11S and ρ
22
S ,
which are given above by (1 ± 〈σz〉)/2, the oﬀ-diagonal
element ρ12S in the polaron picture is more involved be-
cause the σz operator does not commute with the polaron
transformation operator U . Nevertheless, we ﬁnd
ρ12S = Tr[σ−ρtot] = Tr[σ˜−ρ˜tot] = Tr[σ− cosBρ˜tot] (20)
indicating that ρ12S can still be obtained from ρ˜tot, but
not from ρ˜S . Because of the correlation between the sys-
tem and the bath, the ﬁrst-order contribution of H˜I to
exp[−βH˜tot] and hence to ρ˜tot is already nonzero (upon
thermal averaging). As such, it suﬃces to consider a ﬁrst-
order perturbation theory in imaginary time for the total
density matrix in the polaron frame. With details elab-
orated in Ref. [30], we obtain ρ12S ≈ ρ12S,(0) + ρ12S,(1), with
ρ12S,(0) = −
κΔκ
2Λ
tanh(βΛ/2), (21)
ρ12S,(1) = −
∑
n=x,y
∫ β
0
dτSn(τ)Kn(τ). (22)
Here Sn(τ)= 〈σn(τ)σ−〉H˜S and Kn(τ)= 〈Vn(τ) cosB〉H˜B
are the correlation functions of the system and the bath,
respectively, which are given in Appendix A.
Instead of examining all the RDM elements, a single
quantity is used to characterize non-canonical statistics:
the smallest possible angle θ. It is the angle rotated (in
radians) on the Bloch sphere to reach the eigenstates of
HS from the diagonal representation of the RDM. As a
function of the SBC strength γ for a ﬁxed temperature,
the theoretical results (solid line) are plotted in Fig. 4(a).
For small values of γ, θ is small, so the RDM’s diagonal
representation is relatively close to that of HS . This is
expected, because for weak SBC strength, the equilib-
rium statistics should be canonical. As γ increases, θ
increases, indicating that the RDM diagonal representa-
tion continuously and monotonously rotates away from
the eigenstates of HS . To further elucidate the continu-
ous change in θ, an analogous angle, namely, the angle
that the RDM diagonal representation should be rotated
to reach the eigenstates of HI , is also plotted with dashed
line in Fig. 4(a). For large values of γ, we ﬁnd κ → 0,
the SBM reduces to a pure dephasing model. Therefore,
the RDM diagonal representation is seen to approach
that of HI (or σz), and the system equilibrium state
approaches exp(−βσz/2). For a varying SBC strength,
either weak or strong, the 2nd-PT polaron approach
and the numerically exact results agree, which conﬁrms
that our analytical treatment for the RDM oﬀ-diagonal
elements performs equally well in the regime valid
Fig. 4 (a) Coupling strength dependence of the angle to be ro-
tated on the Bloch sphere to reach eigenstates of H˜S (solid line) or
H˜I (dashed line) from eigenstates of equilibrium RDM, for β = 1,
 = 0.5, and ωc = 5 (in units of Δ). (b) Temperature dependence
of the angle to be rotated on the Bloch sphere to reach eigen-
states of H˜S (solid line) or H˜I (dashed line) from eigenstates of
equilibrium RDM, for γ = 0.1,  = 0.5, and ωc = 5. Solid dots
are numerically exact stochastic path integral results. Reproduced
from Ref. [30].
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for treating the RDM diagonal elements.
The equilibrium RDM considered here reminds us the
preferred basis discussed in decoherence dynamics [50]:
An equilibrium RDM is an asymptotic result of quan-
tum dissipation. Due to this interesting connection, the
particular diagonal representations of RDM as a result
of the non-canonical statistics can also be understood as
a remarkable outcome of nature’s superselection in open
quantum systems [51–54].
The temperature dependence of non-canonical statis-
tics at a ﬁxed intermediate SBC strength γ is depicted
in Fig. 4(b). For temperature lower than kBT = 1, the
RDM diagonal representation is further rotated from
that of HS (solid line) but becomes closer to that of
HI (dashed line). Therefore, the non-canonical statistics
becomes more pronounced when temperature decreases.
When temperature increases, the deviation angle con-
tinuously changes in opposite directions, showing that
the RDM diagonal representation gradually moves away
from the eigen-representation of HI but smoothly ap-
proaches that of HS . Numerically exact Monte Carlo
simulation results (solid dots) are also presented in Fig.
4(b), further supporting our theory.
4 Polaron transformed Redﬁeld equation
Besides solving the equilibrium states, the polaron trans-
formation is also a powerful tool to study the dynamics of
open quantum systems at strong coupling via the second-
order master equation. Applying the polaron method to
study the dynamics of open quantum systems was ﬁrst
proposed by Grover and Silbey [24], and it has gained
a renewed attention due to the recent interest in coher-
ent energy transfer in light harvesting systems [25–27]
and has been extended to study non-equilibrium quan-
tum system [33, 34], which we will introduce in Sec.V.
For non-equilibrium steady state, the non-Markovian ef-
fect is less signiﬁcant so we will adopt the secular and
Markov approximation.
After the transformation, the system is dressed by po-
laron, then the master equation is obtained by applying
perturbation theory to the transformed system-bath in-
teraction. This approach extends the regime of validity of
the quantum master equation to stronger SBC, provided
that the tunneling matrix elements are small compared
to the bath cut-oﬀ frequency (Δ < ωc).
In this subsection, we use the SBM as example to intro-
duce the PTRE approach. For a multi-level system, the
PTRE can be generalized straightforwardly following the
same procedure [28]. The Hamiltonian of the SBM after
the full polaron transformation is given in Eq. (3) with
fk = gk. The strength of the SBC is eﬀectively weakened
by the polaron transformation. Speciﬁcally, H˜I is of the
order of bath ﬂuctuation and its thermal average is zero,
hence H˜I is a reliable perturbative parameter. Based on
this consideration, the Born–Markov approximation is
applied to derive the PTRE for SBM in the Schrodinger
picture:
dρ˜S(t)
dt
= −i[H˜S , ρ˜S(t)]
−
∫ ∞
0
dsTrB{[H˜I , [H˜I(−s), ρ˜S(t)⊗ ρB]]}, (23)
which can be further written as
dρ˜S
dt
= −i[H˜S, ρ˜S ]
−
∑
α,β=z,±
[Γ+αβτατβ ρ˜S + Γ
−
βαρ˜Sτβτα
−Γ−βαταρ˜Sτβ − Γ+αβτβ ρ˜Sτα]. (24)
Here we use a new set of Pauli operators τα with respect
to the eigenbasis of the Hamiltonian H˜S = Λτz :
τz = |+〉 〈+| − |−〉 〈−| , (25)
τ+ = |+〉 〈−| , τ− = |−〉 〈+| . (26)
The eigenbasis are deﬁned with the local basis |1〉 and
|2〉 as
|+〉 = cos θ
2
|1〉+ sin θ
2
|2〉 , (27)
|−〉 = sin θ
2
|1〉 − cos θ
2
|2〉 , (28)
where tan θ = Δκ/. The dissipation rates Γ±αβ are re-
lated to the half-side Fourier transformation of the bath
correlation functions
Γ±αβ =
Δ2
4
∫ ∞
0
dt 〈ξα (±t) ξβ (0)〉 , (29)
with
ξz (t) = sin θ[cosB(t)− κ], (30)
ξ± (t) = −e±iΛt{cos θ[cosB(t)− κ]∓ i sinB(t)}. (31)
Therefore, the steady state of the system can be easily
obtained from Eq. (24) by solving dρ˜S/dt = 0.
4.1 Steady states and equilibrium distribution
The expectations of the operators τα in the steady state,
which contain all the information of the TLS in SBM
are displayed in Fig. 5. The dependence of the popula-
tion diﬀerence 〈τz〉 on the coupling strength γ is plot-
ted with the blue solid line. It is found that the steady
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Fig. 5 The steady state of TLS as a function of the SBC strength
γ. The steady states of the PTRE follow the canonical distribution
in the polaron transformed basis, which rotates with the coupling
strength γ. In the weak coupling limit, the system steady state
is the canonical distribution in the eigen basis (black dash line);
while in the strong coupling limit, the steady state is the canonical
distribution in the localized basis (red dot-dash line). The inset
shows the coherent term of the steady state, which is small in the
polaron transformed basis. We choose the parameters in units of
Δ:  = 0.5, ωc = 5 and β = 1. Reproduced from Ref. [34].
state RDM obtained from the PTRE coincides with the
zeroth-order perturbation result of the equilibrium state
in Eq. (17). The steady state distribution of the TLS
follows the Boltzmann distribution with respect to the
eigenbasis in the polaron frame
〈τz〉 = − tanh(12βΛ). (32)
It is reduced to the canonical distribution with re-
spect to the eigenbasis of HS as limγ→0 〈τz〉 =
− tanh[β√2 + Δ2/2], and is reduced to limγ→∞ 〈τz〉 =
− tanh[β/2] in the strong coupling limit, which is the
Boltzmann distribution in the local basis |1〉 and |2〉.
4.2 Validity of the PTRE
For an unbiased two-level system, we compare the result
Fig. 6 Time evolution of the population dynamics of the state
|1〉 calculated from the PTRE Eq. (24) (symbols) and the time-
convolutionless second-order polaron master equation used in Ref.
[55] (solid lines). The parameters used are 1 − 2 = 0, Δ = 2 and
ωc = 3. Reproduced from Ref. [28].
obtained from the above PTRE Eq. (24) with that
from the time-convolutionless second-order polaron mas-
ter equation without the secular and Markov approxima-
tions [55]. The results are plotted in Fig. 6, they show re-
markably good agreements for diﬀerent temperature and
coupling strength. Moreover, as shown below, the PTRE
recovers the Redﬁeld equation in the weak coupling limit
and the Fermi’s golden rule (or Fo¨rster theory) in the
strong coupling limit.
4.3 Weak and strong coupling limits
In the weak coupling limit, we have κ ≈ 1, thus the
eigenbasis |±〉 of the polaron transformed Hamiltonian
H˜S become the eigenbasis of HS = 2σz +
Δ
2 σx. In this
case the master equation in Eq. (24) with secular ap-
proximation is reduced to the Redﬁeld equation
dρ++S
dt
= −Γ [1 + N (Λ0)] ρ++S + ΓN (Λ0) ρ−−S , (33)
dρ+−S
dt
= −iΛ0ρ+−S − Γ [
1
2
+ N (Λ0)]ρ+−S , (34)
where Γ = 12J (Λ0) sin
2 θ, Λ0 =
√
2 + Δ2 and N (ω) =
1/ [exp (βω)− 1]. In the strong coupling limit, the co-
herence is quickly destroyed by dissipation, thus we only
need to consider the equations of the population. Ad-
ditionally, κ ≈ 0 for large γ, i.e., the eigenbasis of H˜S
coincide with the local basis |1〉 and |2〉. As a result, Eq.
(24) becomes a kinetic equation governing the popula-
tion dynamics, which can be written as
dρ11S
dt
= −Γ11ρ11S + Γ12ρ22S , (35)
where
Γ11 =
1
2
κ2Δ2
∫ ∞
0
dτ
[
eiτ
(
eQ(τ) − 1
)]
, (36)
Γ12 =
1
2
κ2Δ2
∫ ∞
0
dτ
[
e−iτ
(
eQ(τ) − 1
)]
, (37)
and
Q (τ) =
∫ ∞
0
dω
J (ω)
πω2
[cos (ωτ) coth (βω/2)
−i sin (ωτ)]. (38)
The above transition rates Γ11 and Γ12 are the same
as predicted from the Fermi’s golden rule. In summary,
the PTRE smoothly connects the weak and strong lim-
its, and provides a useful tool to study the intermediate
coupling region where there is usually no reliable approx-
imation method.
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5 Applications of PTRE to exciton diﬀusion,
heat transport and energy transfer
The PTRE cannot only be used in calculating the steady
state and the dynamics of equilibrium systems, but also
apply to non-equilibrium problems such as exciton diﬀu-
sion in disordered system, heat transport through quan-
tum dot and energy transfer in heat engine model. The
steady states of these non-equilibrium processes are usu-
ally of special interests as they are closely related to
the measurable quantities in experiments. The PTRE
is a proper tool to study these problems in order to
bridge the gap between the standard Redﬁeld equation
in weak coupling regime and the Fermi’s golden rule or
the noninteracting-blip approximation (NIBA) in strong
coupling regime.
5.1 Coherent exciton transport in disordered systems
Quantum transport in disordered systems governs a host
of fundamental physical processes including the eﬃciency
of light harvesting systems, organic photovoltaics, con-
ducting polymers, and J-aggregate thin ﬁlms [56–65].
The PTRE approach to quantum transport allows us
to bridge coherent band-like transport governed by the
Redﬁeld equation to incoherent classical hopping trans-
port described by the Fermi’s golden rule. The results
reveal that a non-monotonic dependence of the diﬀusion
coeﬃcient can be observed as a function of temperature
and system-phonon coupling strength.
The system is extended from single TLS to a tight
binding model, described by the Anderson Hamiltonian
(see Fig. 7)
HS =
∑
n
n |n〉 〈n|+
∑
m =n
Jmn |m〉 〈n| , (39)
where |n〉 denotes the site basis and Jmn is the electronic
coupling between site m and site n. Here, we consider one
dimensional system with nearest-neighbor coupling such
that Jmn = J(δm,n+1 + δm+1,n). The static disorder is
Fig. 7 Illustration of the diﬀusion of a single excitation in one
dimensional system with static disorder and local bosonic noise.
introduced by taking the site energies n to be indepen-
dent, identically distributed Gaussian random variables
characterized by their variance σ2n = nn. The overline
is used throughout to denote the average over static dis-
order. We assume that each site is independently coupled
to its own phonon bath in the local basis. Thus,
HB =
∑
nk
ωnkb
†
nkbnk, (40)
HI =
∑
nk
gnk |n〉 〈n| (b†nk + bnk), (41)
where ωnk and b
†
nk(bnk) are the frequency and the cre-
ation (annihilation) operator of the kth mode of the bath
attached to site n with coupling strength gnk, respec-
tively.
Applying the full polaron transformation and following
the same procedure in Section 4, a second-order PTRE in
terms of the transformed SBC with Markov and secular
approximations is given by
dρ˜νν(t)
dt
=
∑
ν′
Rνν,ν′ν′ ρ˜ν′ν′(t), (42)
dρ˜μν(t)
dt
= (−iωνμ + Rμν,μν)ρ˜μν(t), ν = μ. (43)
The Greek indices denote the eigenstates of the polaron
transformed system Hamiltonian, i.e., H˜S |μ〉 = E˜μ |μ〉
and ωμν = E˜μ − E˜ν . The Redﬁeld tensor Rμν,μ′ν′ de-
scribes the phonon-induced relaxation, the detailed ex-
pressions are given in Appendix B. For the transport
properties studied here, only the population dynamics is
needed which is invariant under the polaron transforma-
tion since ρ˜nn(t) = ρnn(t). In the presence of both disor-
der and dissipation, we ﬁnd empirically that after an ini-
tial transient time approximately proportional to J3β/γ,
the mean square displacement 〈R2(t)〉 = ∑n n2ρnn(t)
grows linearly with time, where the origin is deﬁned such
that 〈R2(0)〉 = 0. Within the timescale of the simula-
tions, the number of sites is suﬃcient such that no sig-
niﬁcant boundary eﬀect is observed. Then the diﬀusion
constant D can be deﬁned as limt→∞ 〈R2(t)〉 = 2Dt.
The eﬀect of the dissipation strength on the diﬀusion
constant is revealed as a non-monotonic dependence on
D as a function of γ in Fig. 8, which is consistent with
the studies using the Haken–Strobl model [66, 67]. The
dissipation destroys the phase coherence that gives rise
to Anderson localization in one-dimensional disordered
system, allowing for transport to occur. Therefore, in
the weak coupling regime, the transport coeﬃcient D in-
creases linearly with γ, which is apparent from the Red-
ﬁeld tensor Rμν,μ′ν′ . In the opposite regime of strong
coupling, the dissipation strength eﬀectively acts as
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Fig. 8 The diﬀusion constant as a function of the dissipation
strength γ. The dashed lines display the corresponding results from
the secular Redﬁeld equation, while diamond symbols depict the
results of the Fermi’s golden rule rates. (a) Results for diﬀerent
temperatures and a fast bath ωc = 3. (b) Results for diﬀerent cut-
oﬀ frequencies and T = 10. The electronic coupling J = 1 sets the
energy scale. Reproduced from Ref. [28].
classical friction that impedes the transport leading D
to behave as a decreasing function of γ. Thus the co-
herence generated between sites is quickly destroyed and
the quantum transport reduces to a classical hopping dy-
namics between neighboring sites. The interplay between
static disorder and dissipation thus gives rise to an opti-
mal dissipation strength for transport. In Fig. 8(a), it is
seen that the maximal diﬀusive rate both increases and
shifts to smaller coupling strengths as the temperature
increases, since thermal ﬂuctuations also assist the quan-
tum system to overcome the localization barriers in the
weak coupling regime. For comparison, we also include
the results from the standard secular Redﬁeld equation
in the weak coupling regime. For small γ and T , the sec-
ular Redﬁeld equation provides a reliable description of
the transport properties but starts to breakdown as γ
(or T ) increases leading to an unphysical D ∝ γ.
Figure 8(b) depicts D as a function of γ for diﬀerent
bath cut-oﬀ frequencies. It is found that the large γ scal-
ing of D is highly dependent on the relaxation time of the
bath. For a fast bath, the rates decrease approximately
as 1/γ. However, as the bath frequency decreases, a tran-
sition from the 1/γ dependence to 1/
√
γ dependence is
observed. This can be rationalized by noting that in the
high temperature and strong damping regime, the dy-
namics is incoherent and can be described by classical
hopping between nearest neighbors. Then, the hopping
rate between sites m and n is accurately determined from
Fermi’s golden rule,
kF (Δmn) = J2mnκ
2
mn
∫ ∞
−∞
dteiΔmnt[eg(t) − 1], (44)
and
g(t) = 2
∫ ∞
0
dω
J(ω)
πω
[cos (ωt) coth (βω/2)− i sin (ωt)] ,
(45)
where Δmn = m−n is the activation barrier. In the slow
bath limit, the above expression reduces to the Marcus
rate
kM (Δ) ≈ π2 J
2
√
β
γω3c
exp
[
−β(πΔ− 4γω
3
c)2
16πγω3c
]
, (46)
which captures the correct 1/
√
γT dependence of the
rate. Deﬁning the energy transfer time as the inverse of
the rate, τF (Δ) = 1/kF (Δ), static disorder can be intro-
duced by averaging τF (Δ) over the Gaussian distribution
of static disorder: τF =
∫
dΔP (Δ)τF (Δ) where P (Δ) =
(σ′
√
2π)−1 exp(−Δ2/2σ′2) and σ′2 = Δ2mn = 2σ2. The
disorder-averaged golden rule rate can then be obtained
using kF = 1/τF and is plotted in Fig. 8(b). While it
is seen to capture the correct scaling of D in the over-
damped regime, it signiﬁcantly underestimates the trans-
port in the small and intermediate damping regimes. As
the dynamics becomes more coherent, the classical hop-
ping rate between sites provides a qualitatively incorrect
description of the transport.
5.2 Non-equilibrium heat transfer through quantum
dot
In presence of multiple baths with diﬀerent tempera-
tures, non-equilibrium transport phenomena can also be
studied using the PTRE. For typical energy transport
far from equilibrium, two baths should be included with
a temperature bias, as shown in Fig. 9. The TLS with
Hamiltonian HS in Eq. (1) couples to the two baths by
HI = σz
∑
k;v=L,R
gk,v(b
†
k,v + bk,v), (47)
where b†k,v (bk,v) creates (annihilates) one boson of mode
k in the vth bath. The Hamiltonian of the left (L) and
right (R) baths is given by HB =
∑
k;v=L,R ωk,vb
†
k,vbk,v.
This non-equilibrium spin-boson model (NESB) has been
used to describe the electromagnetic transport through
superconducting circuits [68], photonic waveguides with
Fig. 9 Schematic illustration of the non-equilibrium spin-boson
model composed by central two-level nano-device connecting to two
separate bosonic baths with temperature TL and TR respectively.
Reproduced from Ref. [33].
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a local impurity [69], phononic energy transfer [70–
74] and Caldeira–Leggett model [75] in phononics [76],
Kondo physics and non-equilibrium phase transitions
[77, 78] in the ﬁeld of condense matter physics, and even
exciton transfer embedded in the photosynthetic com-
plexes [10, 60, 79–81]. Moreover, as a minimal prototype,
it provides crucial insights into the optimal design and
potential applications of low-dimensional nano-devices.
The PTRE approach provides a uniﬁed interpretation
of several observations, including coherence-enhanced
heat ﬂux and negative diﬀerential thermal conductance
(NDTC). Despite many approaches have been proposed
to explore energy transfer in NESB, each approach has
limitations. Typically, the Redﬁeld equation only applies
in the weak spin-boson coupling regime [72, 74], whereas
the non-equilibrium version of the noninteracting-blip
approximation (NIBA) equation applies in the strong
spin-boson coupling regime.
Combining the polaron transformation and the count-
ing ﬁeld [74, 82], we obtain the energy ﬂux as
J = Δ
2
κ
8π
∫ ∞
−∞
dωω[Ce(0, ω)
+
φo(Δκ)Co(−Δκ, ω) + φo(−Δκ)Co(Δκ, ω)
φo(Δκ) + φo(−Δκ) ], (48)
where Ce(o)(ω, ω′) describes that when the TLS releases
energy ω by relaxing from the excited state to the ground
one, the right bath absorbs energy ω′ and the left one ob-
tains the left ω−ω′ if ω > ω′ or supply the compensation
if ω < ω′. And Ce(o)(−ω, ω′) describes similar dynami-
cal processes for the TLS jumping from the ground state
to the exciting one. While φe(0)(ω) is the summation be-
havior of these corresponding microscopic processes. The
details of the functions φo(e) and Co(e) can be found in
Appendix C. Diﬀerent from the single bath SBM case,
here the renormalization κ is actually a product of the
ones from each bath: κ = κLκR.
In the weak coupling limit, the renormalization fac-
tor is simpliﬁed to κ ≈ 1, then the uniﬁed energy ﬂux
reduces to the resonant energy transfer expression
Jw = Δ2
JL(Δ)JR(Δ)(nL − nR)
JL(Δ)(1 + 2nL) + JR(Δ)(1 + 2nR)
, (49)
with the average phonon number nv = nv(Δ) of the vth
bath, which is consistent with previous results of the
Redﬁeld approach [72, 74]. In the strong coupling limit,
multiple bosons are excited from baths, and both the
renormalization factor κ and the eigen-energy gap of the
TLS Δκ become zero. Hence, the energy ﬂux can be ﬁ-
nally expressed as
Jw = Δ
2
8π
∫ ∞
−∞
dωωCL(−ω)CR(ω), (50)
Fig. 10 The energy ﬂux and quantum coherence represented by
〈σx〉, as functions of the coupling strength. The solid black line
is from the PTRE, which uniﬁes the Redﬁeld result at the weak
coupling (the red dashed line) and the NIBA result at the strong
coupling (the dot-dashed blue line). The deviation of the uniﬁed
energy ﬂux from the NIBA result at small γ is characterized by
the quantum coherence σx (inset). Parameters are given by  = 0,
Δ = 5.22 meV, ωc = 26.1 meV, TL = 150 K and TR = 90 K.
Reproduced from Ref. [33].
with the probability density of the vth bath Cv(ω) cor-
rectly recovering the non-equilibrium NIBA result.
The energy ﬂux of Eq. (48) is plotted in Fig. 10,
which ﬁrst shows linear increase with the SBC in the
weak regime, consistent with the Redﬁeld. After reach-
ing a maximum, the energy ﬂux decreases monotoni-
cally in the strong coupling regime, and coincides with
the NIBA result. The discrepancy of the NIBA and our
PTRE is due to the improper ignorance of quantum co-
herence σx of the TLS in NIBA. This coherence term
describes the eﬀective tunneling within TLS so that it
enhances the energy transfer compared to the NIBA that
ignores it. Therefore, we conclude that the uniﬁed energy
ﬂux expression of Eq. (48) provides a comprehensive in-
terpretation for energy transfer in NESB, because the
ﬂuctuation-decoupling scheme not only describes the co-
herent SBC from the weak to strong coupling regime, but
also correctly captures the coherence within the TLS.
For the NDTC, the non-equilibrium NIBA scheme pre-
dicts its appearance in the strong coupling for NESB,
whereas the Redﬁeld scheme predicts its absence in the
weak coupling. The NDTC can also be investigated by
the PTRE to identify its absence over the wide range of
temperature bias, even in the intermediate and strong
coupling regimes, which correct the previous observation
of NDTC under the NIBA in the classical limit. By tun-
ing one bath temperature, NDTC is absent across a wide
range of the temperature bias in the NESB model even
in the strong SBC limit. It should also be noted, if we
change two temperatures simultaneously, NDTC can still
occur in NESB. The detail discussion about the NDTC
via PTRE can be found in reference [33].
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5.3 Energy transfer via three-level heat engine model
Taking a three-level system as a generic theoretical
model, many interesting mechanisms can be well demon-
strated and understood. Recently, the sunlight-induced
exciton coherence is studied in a V-conﬁguration three-
level model [83, 84]. An interesting idea is to consider
the energy transfer process from the perspective of heat
engine [85]. For example, the coherence introduced by an
auxiliary energy level can enhance the heat engine power
[86, 87]. The early work considering a three-level maser
model as a Carnot engine was carried out by Scovil and
Schulz-DuBois [88, 89], yielding the heat engine eﬃciency
η0 and its relation with the Carnot eﬃciency. Later pa-
pers elaborately reexamined the dynamics of this model
by the Lindblad master equation and showed that the
thermodynamic eﬃciency η0 is achieved when the output
light-ﬁeld is strongly coupled with the system [90–92].
We consider the energy transfer process in the three-
level system illustrated in Fig. 11. The site energy of
the ground state |0〉 is set to zero. The two excited en-
ergy levels |1〉 and |2〉 form a TLS, the Hamiltonian of
which is the same as HS in Eq. (1). The energy trans-
fer takes place in the single excitation subspace: The
three-level system is ﬁrstly excited to state |1〉 by a pho-
ton ﬁeld, then the excitation is transferred to state |2〉
through Δ (mediated by phonon modes), and ﬁnally the
excitation decays to the ground state |0〉 via spontaneous
radiation. The pumping and trapping processes are mod-
eled by the interaction with the two independent photon
baths, which are coupled separately with two transitions
|0〉 ↔ |1〉 and |0〉 ↔ |2〉. The Hamiltonian of the photon
baths and their interactions with the three-level system
are given by
Fig. 11 The system is modeled by a three-level system: its
ground state |0〉 and the excited state |1〉 (|2〉) is coupled with
the pumping (trapping) bath; the excited states |1〉 and |2〉 are
diagonal-coupled with the phonon bath; the internal transition
strength between |1〉 and |2〉 is characterized by Δ. The energy
ﬂuxes Jp, Jv and Jt describe the energy exchange rate of the
system with the pumping, the phonon and the trapping baths,
respectively. The ﬂux into the system is deﬁned as the positive
direction. Reproduced from Ref. [34].
Hp =
∑
k
ωpka
†
pkapk + (gpka
†
pk |0〉 〈1|+ h.c.), (51)
Ht =
∑
k
ωtka
†
tkatk + (gtka
†
tk |0〉 〈2|+ h.c.), (52)
where ωik (i = p, t) is the eigen frequency of the bath
mode described by the creation (annihilation) operator
a†ik (aik), and its coupling strength to the excited state
is gik. We note that the rotating wave approximation is
applied in the system-bath interaction term. A phonon
bath with creation and annihilation operators b†k and bk
of the bath mode ωvk is coupled to the TLS via diagonal
interaction with the coupling strength of fk. Thus, the
phonon part is described by
Hv =
∑
k
ωvkb
†
kbk + (|1〉 〈1| − |2〉 〈2|)
∑
k
(fkb
†
k + h.c.).
(53)
The steady state of the three-level system can be easily
obtained from PTRE and the steady state energy ﬂuxes
deﬁned are straightforwardly given as
Jp = 1γp[npρ00 − (np + 1)ρ11]− Δγp2 (np +1) [ρ12] ,
(54)
Jt = 2γt [ntρ00 − (nt + 1)ρ22]− Δγt2 (nt + 1) [ρ12] ,
(55)
where the steady state elements of RDM is denoted by
ρij = 〈i|ρS(∞)|j〉 for brevity, γi and ni are the corre-
sponding decay rate and average photon number for the
ith bath. In Fig. 12 we present the dependence of energy
ﬂuxes on the coupling strength γ. In the extreme case
that the system bath coupling is switched oﬀ (γ = 0),
there is no loss of excitation energy, which results in
|Jp| = |Jt|, suggesting the input energy ﬂux from the
pump completely ﬂows into the trap through the three-
level system. When the coupling turns on, a portion of
energy ﬂux leaks into the phonon bath thus |Jp| > |Jt|.
Both the pumping and trapping energy ﬂuxes reach their
optimal values in the intermediate coupling region and
decrease to zero when the coupling strength is strong.
The energy transfer eﬃciency is deﬁned as η ≡
|Jt/Jp|. When the coupling strength γ = 0, the en-
ergy transfer eﬃciency η = 1 because there is no loss of
energy ﬂux. When the coupling strength gradually in-
creases, the eﬃciency decreases. However, after reaching
its minimum value, the eﬃciency starts to rise with γ,
which is shown in Fig. 12(a). The increase of eﬃciency
assisted by noise was studied extensively in the context
of energy transfer in light-harvesting systems [93, 94].
As we further increase γ, the eﬃciency grows beyond the
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Fig. 12 (a) The steady state pumping (red solid line) and trap-
ping (blue dashed line) energy ﬂuxes versus γ. Both ﬂuxes show
a maximal value in the weak coupling case and then quickly de-
creases to zero when γ increases. (b) The steady states eﬃciency
η is plotted with blue solid line as a function of γ. The dashed line
indicates the strong coupling limit η0. The results given by the
Redﬁeld equation and the Fermi’s golden rule are shown with the
dashed-dot lines. The strong coupling regions are plotted in the
insets. We choose the parameters in units of Δ:  = 0.5, ωc = 5,
βv = 1, βp = 0.02, βt = 1, and γp = γt = 0.01. Reproduced from
Ref. [34].
strong coupling limit η0 and then gradually approaches
this limit from above. The strong coupling region is plot-
ted in the inset of Fig. 12(a).
It is interesting to notice that the ﬁrst term on the
right side of Eqs. (54) and (55) depends only on the pop-
ulations of the three-level system, and the second term
represents the contribution of the oﬀ-diagonal terms (co-
herence in the local basis). In the strong coupling limit,
the steady state coherence in the local bases ρ12 vanishes,
then the eﬃciency is completely determined by the pop-
ulations:
η ≈ − 2γt[(nt + 1)ρ22 − ntρ00]
1γp[(np + 1)ρ11 − npρ00] =
2
1
. (56)
This result indicates that when the coherence is negligi-
ble due to the strong system-phonon coupling, the energy
transfer eﬃciency η approaches η0, which is consistent
with the key result of Ref. [91]. We notice that Eq. (56)
shows that the net rate of pumping one excitation to |1〉
equals to the net rate of trapping one excitation from
|2〉 to |0〉. When the coupling strength decreases, the ef-
ﬁciency is generally related to the phonon bath induced
coherence of the excited states [95]. If we require the sys-
tem outputs positive energy, i.e., γt(nt+1)ρ22 > γtntρ00,
then  [ρ12] > 0 leads to the result η > η0 and vise versa.
In the local basis, the population and coherence are
coupled with each other due to the polaron eﬀects: The
population inversion happens when [ρ12] < 0 [Fig.
12(b)], hence η < η0. We plot the population diﬀerence
between states |1〉 and |2〉 in Fig. 12(b). In the inter-
mediate coupling region indicated between the two red
dots, the steady state population satisﬁes ρ11 < ρ22 (the
eﬀective temperature associates with these two states is
positive), the corresponding eﬃciency η is less then η0
as shown in Fig. 12(a). On the contrary, outside this
intermediate region, i.e., when the coupling is either
very weak or very strong, the populations are inverted
ρ11 > ρ22 (the eﬀective temperature is negative); mean-
while η increases beyond η0.
As we discussed in Section 3, the non-negligible SBC
strength can induce the non-canonical equilibrium states,
which will further aﬀects the heat engine performance.
In this section we show the PTRE is also powerful tool
to evaluate the performance of a three-level heat en-
gine model beyond the weak coupling limit. In partic-
ular, the non-negligible system-bath entanglement not
only modiﬁes the steady state, resulting in population
inversion, but also introduces a ﬁnite steady state co-
herence that optimizes the energy transfer ﬂux and eﬃ-
ciency. Remarkably, there exists a quantitative relation-
ship between the eﬃciency and the steady-state coher-
ence, which in turn is proportional to the degree of pop-
ulation inversion. Taking into account of the behavior
of both the ﬂux and eﬃciency, we are able to optimize
coupling and temperature in designing optimal artiﬁcial
energy transfer systems.
6 Summary
In this review article, we systematically introduce
the polaron transformation approach to describe non-
canonical equilibrium distribution and non-equilibrium
steady states in the open quantum system. By apply-
ing the polaron transformation, the open system of in-
terest is dressed by the surrounded environment which
is described by a set of displaced harmonic modes. The
residue coupling between the polaron transformed sys-
tem and the bath is thus suppressed to the weak cou-
pling regime, even though the SBC in the original frame
of reference is strong. Such advantages give rise to the
possibility of introducing the usual methods used in the
weak coupling open system in the polaron frame.
We studied the non-canonical equilibrium state of the
SBM. The second-order perturbation theory in the po-
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laron frame is used to obtain the equilibrium density
matrix. The second-order results in the original frame
are accurate only for weak SBC, whereas the full po-
laron results are accurate in the entire range of SBC for
fast bath but only in the strong coupling regime for slow
bath. The variational method is capable of interpolat-
ing between these two methods and is valid over a much
broader range of parameters. Further, the non-canonical
properties of the equilibrium states is revealed and the
eigenbasis in the polaron frame are considered as the
preferred basis for decoherence.
We then applied the polaron transformed Redﬁeld
equation to solve the steady states of non-equilibrium
open systems. (i) In a one-dimensional disordered chain,
the diﬀusion coeﬃcient is shown to be linearly pro-
portional to the exciton-phonon coupling strength in
the weak coupling limit, while in the strong coupling
limit, the diﬀusion coeﬃcient depends on the phonon
bath relaxation time which is the character of the hop-
ping transport behavior. (ii) The heat transfer through a
two-level quantum dot which connects with two separate
baths was also investigated. The non-monotonic energy
ﬂux and diﬀerential thermal conductance were calcu-
lated following a similar polaron approach. (iii) When
the three-level system is connected with three diﬀerent
heat baths, a heat engine model is thus constructed to
study the steady state energy transfer ﬂux and energy
conversion eﬃciency. The steady state coherence and
population inversion aﬀect the eﬃciency obviously. In
both the weak and strong coupling limits, the PTRE is
coincidence with the Redﬁeld equation and the Fermi’s
golden rule, which further veriﬁes the validity of the po-
laron approach.
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Appendix A Correlation functions in Eq. (18)
The non-vanishing bath correlation functions in Eq. (18)
are
Cxx (τ) =
Δ2κ
8
(
eφ(τ) + e−φ(τ) − 2
)
, (A1)
Cyy (τ) =
Δ2κ
8
(
eφ(τ) − e−φ(τ)
)
, (A2)
Czz (τ) =
∫ ∞
0
dω
π
J(ω)[1− F (ω)]2 cosh((β − 2τ)ω/2)
sinh(βω/2)
,
(A3)
Czy (τ) = −Cyz (τ)
= iΔκ
∫ ∞
0
dω
π
J(ω)
ω
F (ω)[1− F (ω)]
· sinh((β − 2τ)ω/2)
sinh(βω/2)
,
(A4)
where
φ (τ) = 4
∫ ∞
0
dω
π
J(ω)
ω2
F (ω)2
cosh((β − 2τ)ω/2)
sinh(βω/2)
. (A5)
The correlation functions in the oﬀ-diagonal parts of
the RDM are given by
Sx(τ) =
Δ2κ
2Λ2
+
sech(βΛ/2)
2Λ2
{ cosh[Λ
2
(β − 2τ)]
+Λ sinh[
Λ
2
(β − 2τ)]}, (A6)
Sy(τ) = − i2sech(βΛ/2){cosh[
Λ
2
(β − 2τ)]
+

Λ
sinh[
Λ
2
(β − 2τ)]}. (A7)
The bath correlation functions are Kx(τ) = 2Cx(τ)/Δ
and Ky(τ) = 2iCy(τ)/Δ. Note that the ﬁrst-order correc-
tion here is again linked with the above-deﬁned bath cor-
relation function Cnn(τ). So, by construction, our per-
turbation theory for oﬀ-diagonal elements of RDM works
even better for stronger SBC coupling.
Appendix B Redﬁeld tensor in Eqs. (42) and
(43)
The Redﬁeld tensor in Eqs. (42) and (43) are given as
Rμν,μ′ν′ = Γν′ν,μμ′ + Γ ∗μ′μ,νν′
−δνν′
∑
κ
Γμκ,κμ′ − δμμ′
∑
κ
Γ ∗νκ,κν′ , (B1)
Γμν,μ′ν′ =
∑
mnm′n′
JmnJm′n′ 〈μ|m〉 〈n|ν〉 〈μ′|m′〉 〈n′|ν′〉
×Kmn,m′n′(ων′μ′), (B2)
where Kmn,m′n′(ω) is the half-Fourier transform of the
bath correlation function
Kmn,m′n′(ω) =
∫ ∞
0
eiωt 〈Vmn(t)Vm′n′(0)〉H˜B dt. (B3)
Appendix C Details in non-equilibrium
energy ﬂux of Eq. (48)
The relaxation rate in Eq. (48) can be rewritten as
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φe(o)(ω) = (2π)−1
∫ ∞
−∞
dω′Ce(o)(ω, ω′). (C1)
The corresponding kernel functions are given by
Ce(ω, ω′) =
1
2
∑
σ=±
CσL(ω − ω′)CσR(ω′)− δ(ω′), (C2)
Co(ω, ω′) =
1
2
∑
σ=±
σCσL(ω − ω′)CσR(ω′), (C3)
where
C±v (ω
′) =
∫ ∞
−∞
dτeiω
′τ±Qv(τ) (C4)
describes the rate density of the vth bath absorbing
(emitting) energy ω(−ω), obeying the detailed balance
relation as C±v (ω
′)/C±v (−ω′) = eβvω
′
. And
Qv(τ) =
∫ ∞
0
dω
Jν(ω)
πω2
[cos (ωτ) coth (βνω/2)
−i sin (ωτ)]. (C5)
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