Let R be an integral domain and A a symmetric cellular algebra over R with a cellular basis {C λ S,T | λ ∈ Λ, S, T ∈ M(λ)}. We will construct an ideal L(A) of the center of A and prove that L(A) contains the so-called Higman ideal. When R is a field, we prove that the dimension of L(A) is not less than the number of non-isomorphic simple A-modules.
Introduction
In 1996, Graham and Lehrer [8] introduced cellular algebras in order to provide a systematic framework for studying the representation theory of a class of algebras. By the theory of cellular algebras, one can parameterize simple modules for a finite dimensional cellular algebra by methods in linear algebra. Many classes of algebras from mathematics and physics are found to be cellular, including Hecke algebras of finite type, Ariki-Koike algebras, q-Schur algebras, Brauer algebras, Temperley-Lieb algebras, cyclotomic Temperley-Lieb algebras, partition algebras, Birman-Wenzl algebras and so on, see [7] , [8] , [14] , [15] , [16] for details.
There are many papers on centers of Hecke algebras of finite type, which are all cellular algebras [7] . In [11] , Jones found bases for centers of Hecke algebras of type A over Q[q, q −1 ], where q is an indeterminant. This basis is an analog of conjugacy class sum in a group algebra. In [10] , Geck and Rouquier found bases for the centers of generic Hecke algebras over Z[q, q −1 ] with q an indeterminant. However, it is not easy to write the basis explicitly. Then one should ask, is there any basis which can be written explicitly? In [3] , Francis gave an integral minimal basis for the center of a Hecke algebra. Then in [4] , he used the minimal basis approach to provide a way of describing and calculating elements of the minimal basis for the center of an Iwahori-Hecke algebra which is entirely combinatorial. In [6] , Francis and Jones found an explicit non-recursive expression for the coefficients appearing in these linear combinations for the Hecke algebras of type A. The relations between the so-called Jucys-Murphy elements and centers of Hecke algebras are also investigated widely. In [2] , Dipper and James conjectured that the center of a Hecke algebra of type A consists of symmetric polynomials in the Jucys-Murphy elements. This conjecture was proved by Francis and Graham [5] in 2006. An analogous conjecture for Ariki-Koike algebras is still open.
The fact that Hecke algebras of finite type are all cellular leads us to considering how to describe the centers of Hecke algebras by cellular bases. Furthermore, how to describe the center of a cellular algebra in general? Clearly, most of the approaches for studying Hecke algebras can not be used directly for cellular algebras, since we have no Weyl group structure to use. Then we must look for some new method. In fact, the symmetry of Hecke algebras provides us a way. We will do some work on the centers of symmetric cellular algebras in this paper.
In order to describe our result exactly, we fix some notations first. Let A be a symmetric cellular R-algebra with a non-degenerate symmetric bilinear form f : A × A → R. Then f determines a map τ : A → R which is defined by τ(a) = f (a, 1) for every a ∈ A. We call τ a symmetrizing trace. Denote by
It is the Higman ideal of Z(A). For any λ ∈ Λ and some T ∈ M(λ), set
Then the main result of this paper is as follows.
Theorem. Let A be a symmetric cellular algebra with a cellular basis {C
λ S,T | S, T ∈ M(λ), λ ∈ Λ} and the dual basis {D λ S,T | S, T ∈ M(λ), λ ∈ Λ} determined by a symmetrizing trace τ. Then (1) L(A)
is an ideal of Z(A) and contains the Higman ideal. (2) L(A) is independent of the choice of τ. (3) If R is a field, then the dimension of L(A) is not less than the number of non-isomorphic simple A-modules.
This theorem enlarge the well known Higman ideal to a new one for the center of a symmetric cellular algebra.
Preliminaries
In this section, we first recall some basic results on symmetric algebras and cellular algebras, which is needed in the following sections. The so-called Higman ideal is also described. References for this section are the books [1] and [9] .
Let R be a commutative ring with identity and A an associative R-algebra. As an R-module, A is finitely generated and free. Suppose that there exists an R- 
We now consider the set {∑
A} is an ideal of the center of A, see [1] . We here give a direct proof by the lemma above. The following proposition is also proved in [13] . 
Proposition 2.4. Suppose that A is a symmetric R-algebra with a basis {a
We now recall the definition of cellular algebras introduced by Graham and Lehrer [8] and some well known results.
Definition 2.5. ([8] 1.1) Let R be a commutative ring with identity. An associative unital R-algebra is called a cellular algebra with cell datum (Λ, M,C, i) if the following conditions are satisfied: (C1) The finite set Λ is a poset. Associated with each λ ∈ Λ, there is a finite set M(λ). The algebra A has an R-basis {C λ S,T | S, T ∈ M(λ), λ ∈ Λ}. (C2) The map i is an R-linear anti-automorphism of A with i 2 = id which sends C λ S,T to C λ T,S . (C3) If λ ∈ Λ and S, T ∈ M(λ), then for any element a ∈ A, we have
aC λ S,T ≡ ∑ S ′ ∈M(λ) r a (S ′ , S)C λ S ′ ,T (mod A(< λ)),
where r a (S ′ , S) ∈ R is independent of T and where A(< λ) is the R-submodule of
A generated by {C
Apply i to the equation in (C3), we obtain
By Definition 2.5, it is easy to check that
where Φ(S, T ) ∈ R depends only on S and T . Let A be a cellular algebra with cell datum (Λ, M,C, i). We recall the definition of cell modules. 
where r a (S ′ , S) is the element of R defined in (C3).
Then Graham and Lehrer proved the following results in [8] . 
Theorem 2.7. [8] Let K be a field and A a finite dimensional cellular algebra. Denote the A-module W
(λ)/ rad λ by L λ , where λ ∈ Λ with Φ λ = 0. Let Λ 0 = {λ ∈ Λ | Φ λ = 0}. Then the set {L λ | λ ∈ Λ 0 } is
Centers of symmetric cellular algebras
Let A be a symmetric cellular algebra with a cell datum (Λ, M,C, i). Denote the dual basis by
Then in [13] , we proved the following lemma. 
Let A be a symmetric cellular R-algebra with a symmetrizing trace τ.
Now we are in a position to
give the main result of this paper.
Theorem 3.2. Let A be a symmetric cellular algebra with a cellular basis {C
λ S,T | S, T ∈ M(λ), λ ∈ Λ} and the dual basis {D λ S,T | S, T ∈ M(λ), λ ∈ Λ} determined by a symmetrizing trace τ.
Then (1) L(A) is an ideal of Z(A) and contains the Higman ideal H(A). (2) L(A) is independent of the choice of τ. (3) If R is a field, then the dimension of L(A) is not less than the number of nonisomorphic simple A-modules.

Proof: (1) Firstly, we show that H(A) ⊆ L(A).
Clearly, we only need to show that l := ∑ S,T ∈M(λ),λ∈Λ
where µ ∈ Λ,U,V ∈ M(µ). We divide l into three parts: l = l λ=µ + l λ<µ + l λ µ , where
and the other two parts are defined similarly.
By Lemma 3.1 (7), l λ µ = 0. We now show that
where r P,Q,η ∈ R. Note that by Lemma 3.1 (7), ∑ η<µ,P,Q∈M(µ)
Now let us consider l λ<µ . For arbitrary λ < µ, we show that
Note that
By (C3) ′ of Definition 2.5, if ε λ, then r (S,T,λ),(U,V,µ),(X,Y,ε) = 0. By Lemma 3.1
By (C3) ′ of Definition 2.5, if X = S, then r (S,T,λ),(U,V,µ),(X,Y,λ) = 0. By Lemma 3.1
Note that for arbitrary S, S ′ ∈ M(λ), by (C3) ′ of Definition 2.5. We get
This implies l λ<µ ∈ L(A). Then we obtain l ∈ L(A).
Secondly, we show that L(A) ⊆ Z(A).
We only need to show that
On one hand, by Lemma 3.1 (1),
By a similar method as in the first part, we get
On the other hand,
is, L(A) ⊆ Z(A).
Finally, we show that L(A) is an ideal of Z(A).
It suffices to show that for arbitrary c ∈ Z(A) and λ ∈ Λ, the element
Since c is R-linear combination of elements of B, then we only need to prove that for arbitrary C µ U,V ∈ B, the element ∑
We know that it is equal to r (S,T,λ),(U,V,µ),(X,Y,ε) x λ by a similar way as in the first part. This implies that ∑ 
Then by Lemma 3.1,
By the definition of τ, we have τ( 
We now need to show τ(C λ S,T d λ S,T ) is independent of S. It is clear by the equations
By Lemma 3.1, we know that the coefficient of
for any U = S. That is, the coefficient of D λ S,T in the expansion of x λ is not zero. We also know that the coefficient of D λ S,T in the expansion of x µ is zero for any µ λ. Now let ∑ λ∈Λ 0 r λ x λ = 0 and µ a minimal element in Λ 0 . Then r µ must be zero. By induction, we know that r λ = 0 for each λ ∈ Λ 0 . This implies that
is not less than the number of (representatives of equivalence classes of) simple A-modules.
2 By a similar way, we obtain the following result.
Theorem 3.3. Suppose that R is a commutative ring with identity and A a symmetric cellular algebra over R with a cellular basis B = {C λ S,T | S, T ∈ M(λ), λ ∈ Λ} and the dual basis D
Denote the set of the R-linear combination of the elements of the set {x
Then the following hold: (1) L(A) ′ is an ideal of Z(A) and contains the Higman ideal. (2) L(A)
′ is independent of the choice of τ.
(3) If R is a field, then the dimension of L(A) ′ is not less than the number of (representatives of equivalence classes of) simple A-modules.
We now give some examples of L(A). Example Let K be a field and Q the following quiver
with relation ρ given as follows.
(1) all paths of length ≥ 3;
Then A is a symmetric cellular algebra with a cellular basis
The dual basis is
; e n .
It is easy to know that L(A)
is an ideal of Z(A) generated by {α 1 α
= n since the rank of the matrix below is n.
We know that dim K H(A) < n if CharK is a factor of n + 1 and dim K H(A) = n otherwise, since the determinant of the matrix below is n + 1. Proof: For arbitrary λ, µ ∈ Λ with x λ x µ = 0, then there exist S 0 ∈ M(λ) and
By (C3) of Definition 2.5, this implies that λ ≤ µ. By
Semisimple case
In this section, we consider the semisimple case. We will construct all the central idempotents which are primitive in Z(A) by elements x λ defined in Section 3 for a semisimple symmetric cellular algebra. Firstly, let us recall the definition of Schur elements. For details, see [9] . Let R be a commutative ring with identity and A an R-algebra. Let V be an A-module which is finitely generated and free over R. The algebra homomorphism
is called the representation afforded by V . The corresponding character is the R-linear map defined by
where tr is the usual trace of a matrix.
Let K be a field and A a finite dimensional symmetric K-algebra with symmetrizing trace τ. Let B = {B i | i = 1, · · · , n} be a basis and D = {D i | i = 1, · · · , n} the dual basis determined by τ. If V is a split simple A-module, denote the character by χ V , we have
where c V ∈ K is the so-called Schur element associated with V . We also denote it by c χ V . It is non-zero if and only if V is a split simple projective A-module [9] . 2 Remark. Clearly, {x λ | λ ∈ Λ} is a basis of the center of A K by this proposition. It is different from the one in [12] when we consider Hecke algebras.
Note that the center of A is equal to the intersection of A and the center of A K . We now give a necessary condition for an element of the center of A K being in A. 
