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Abstract
Rough set theory and formal concept analysis are two complementary mathematical tools for data analysis. In this paper,
we study the reduction of the concept lattices based on rough set theory and propose two kinds of reduction methods for the
above concept lattices. First, we present the sufficient and necessary conditions for justifying whether an attribute and an object
are dispensable or indispensable in the above concept lattices. Based on the above justifying conditions, we propose a kind of
multi-step attribute reduction method and object reduction method for the concept lattices, respectively. Then, on the basis of
the defined discernibility functions of the concept lattices, we propose a kind of single-step reduction method for the concept
lattices. Additionally, the relations between the attribute reduction of the concept lattices in FCA and the attribute reduction of the
information system in rough set theory are discussed in detail. At last, we apply the above multi-step attribute reduction method
for the concept lattices based on rough set theory to the reduction of the redundant premises of the multiple rules used in the job
shop scheduling problem. The numerical computational results show that the reduction method for the concept lattices is effective
in the reduction of the multiple rules.
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1. Introduction
Formal concept analysis (FCA) [1,2] is a kind of important mathematical tool for conceptual data analysis and
knowledge processing. In FCA, the data for analysis are described by formal context (U, A, R), which consists of
universe U , attributes set A and relation R ∈ U × A. Based on the formal context, we can construct some formal
concepts and the set of all the above formal concepts forms a concept lattice. In FCA, the formal concept and the
concept lattice are two central issues. Up to now, FCA has been applied to information retrieval, database management
systems, software engineering and other aspects [3–7].
In FCA, Wille first defined the formal concept as an ordered pair (X, Y ) [1,2], where X and Y are the sets of objects
and attributes, respectively, and they uniquely determine each other. Then, several generalizations of the above formal
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concept can be found in the existing literature. For example, triadic concepts, each of which consists of three sets of
objects, attributes and conditions under which objects may possess certain attributes, were introduced in [8]. Ferre
etc. [9] replaced the attributes set of the above formal concept by logic expressions. Also, monotone concepts were
introduced in [10].
As a tool for processing uncertain and incomplete information, rough set theory, in which the lower and upper
approximations of an arbitrary subset of universe U are the basic operators, was originally proposed by Pawlak [11,
12]. In rough set theory, the data for analysis are described by information system (U, A, F), which corresponds to
the formal context in FCA and consists of universe U , attributes set A and relation F between U and A. At present,
rough set theory has been used for data analysis and data processing, such as data mining, knowledge discovery and
so on [12–14].
FCA and rough set theory are two kinds of complementary mathematical tools for data analysis and data
processing [15,16]. Up to now, many efforts have been made to combine these two theories [16–25], in which the
concept lattices based on rough set theory, including the attribute oriented concept lattice [17] and the object oriented
concept lattice [15,16], are perspective concept lattices for knowledge representation and knowledge discovery.
However, the concept lattices usually contain redundant attributes and objects.
In this paper, in order to obtain the concept lattices with relatively less attributes and objects, we study the reduction
of the concept lattices based on rough set theory, including the attribute oriented concept lattice and the object oriented
concept lattice, and propose two kinds of attribute reduction methods and object reduction methods for the concept
lattices, respectively. First, we present the sufficient and necessary conditions for justifying whether an attribute and
an object are dispensable or indispensable in the above concept lattices. Based on the above justifying conditions,
we propose a kind of multi-step attribute reduction method and object reduction method for the concept lattices,
respectively. Furthermore, we define a suitable and simple discernibility function, and propose a kind of single-step
reduction method for the concept lattices based on the above discernibility function. By means of the above two
proposed reduction methods, we can remove the attributes and the objects, which are not essential for the structures
and the hierarchical orders of the concept lattices, thus obtaining the reduct of the concept lattices. Additionally,
we study the relations between the attribute reductions of the concept lattices in FCA and the attribute reductions
of the information system in rough set theory in detail. Finally, by means of constructing a suitable formal context
dynamically, we apply the above multi-step attribute reduction method for the concept lattices to the reduction of
the redundant premises of the multiple rules used for solving the job shop scheduling problem (JSSP) [26,27]. The
numerical computational results show that the reduction method for the concept lattices is effective in the reduction
of the multiple rules.
This paper is organized as follows. In Section 2, the concept lattices based on rough set theory, including the
attribute oriented concept lattice and the object oriented concept lattice, are briefly reviewed. In Section 3, we give the
sufficient and necessary conditions for justifying whether an attribute and an object are dispensable or indispensable
in the above concept lattices, and propose a kind of multi-step attribute reduction method and object reduction method
for the concept lattices, respectively. Also, we propose a kind of single-step reduction method for the concept lattices
based on the defined discernibility functions in Section 4. In Section 5, the relations between the attribute reduction
of the concept lattices in FCA and the attribute reduction of the information system in rough set theory are discussed.
In Section 6, we apply the above multi-step attribute reduction method for the concept lattices to the reduction of
the redundant premises of the multiple rules used for solving JSSP, and make numerical computations. Finally, some
conclusions are given in Section 7.
2. Formal contexts and concept lattices based on rough set theory
In this section, we review briefly the concept lattices based on rough set theory, including the attribute oriented
concept lattice and the object oriented concept lattice.
A formal context is a triplet (U, A, R), where U is a non-empty finite set of objects, A is a non-empty finite set
of attributes and R is a subset of Cartesian product U × A. A formal context in FCA corresponds to an information
system in rough set theory.
Example 2.1. Table 1 is a formal context denoted by K = (U, A, R), where U = {1, 2, 3, 4, 5, 6} and A =
{a, b, c, d, e, f }. Let (U, A, F) be the information system corresponding to the above formal context, then R =
{(x, a) : Fa(x) = 1}.
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Table 1
Formal context K = (U, A, R)
a b c d e f
1 1 0 0 1 0 1
2 1 1 0 1 1 1
3 0 0 0 1 0 0
4 0 0 1 0 1 0
5 1 1 0 1 1 1
6 0 0 1 0 1 0
In formal context (U, A, R), if (x ∈ U, y ∈ A) ∈ R, we write it as x Ry, which means object x possesses attribute y
or attribute y is possessed by object x . In Table 1, object 1 possesses attributes a, d and f , and attribute a is possessed
by objects 1, 2 and 5.
In Wille’s definition [1], a formal concept is an ordered pair (X, Y ), where X ⊆ U is the set of objects, each of
which possesses all the attributes in Y and Y ⊆ A is the set of attributes, each of which is possessed by all the objects
in X .
In the following, we introduce two important generalization of Wille’s definition of the formal concept using two
different operators  and ♦.
Let (U, A, R) be a formal context, then for ∀x ∈ U and ∀y ∈ A
xR = {a ∈ A | x Ra} ⊆ A, Ry = {u ∈ U | uRy} ⊆ U [15],
that is, x R is the set of attributes, each of which is possessed by object x ∈ U , and Ry is the set of objects, each of
which possesses attribute y ∈ A. Evidently, x Ry ⇐⇒ y ∈ x R ⇐⇒ x ∈ Ry.
Furthermore, we respectively extend x R to subset X ⊆ U and Ry to subset Y ⊆ A as follows:
XR =
⋃
x∈X
x R, RY =
⋃
y∈Y
Ry.
Then a pair of dual approximation operators  and ♦ : 2U → 2A are respectively defined as follows [15]:
X = {y ∈ A | ∀x ∈ U (x Ry H⇒ x ∈ X)}
= {y ∈ A | Ry ⊆ X},
X♦ = {y ∈ A | ∃x ∈ U (x Ry ∧ x ∈ X)}
= {y ∈ A | Ry ∩ X 6= ∅}
=
⋃
x∈ X
x R
= XR.
Operators  and ♦ have the following relationships:
X∼∼ = X♦, X∼♦∼ = X,
where ∼ denotes the complement of a set.
Conversely, a pair of dual approximation operators  and ♦ : 2A → 2U are respectively defined in [15]:
Y = {x ∈ U | ∀y ∈ A(x Ry H⇒ y ∈ Y )}
= {x ∈ U | x R ⊆ Y },
Y♦ = {x ∈ U | ∃y ∈ A(x Ry ∧ y ∈ Y )}
= {x ∈ U | x R ∩ Y 6= ∅}
=
⋃
y∈ Y
Ry
= RY.
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Let (U, A, R) be a formal context, X, X1, X2 ⊆ U and Y, Y1, Y2 ⊆ A, then the pair of approximation operators 
and ♦ have the following properties [15–17]:
(1) X1 ⊆ X2 H⇒ X1 ⊆ X2 and X♦1 ⊆ X♦2 , Y1 ⊆ Y2 H⇒ Y1 ⊆ Y2 and Y♦1 ⊆ Y♦2 ;
(2) X♦ ⊆ X ⊆ X♦, Y♦ ⊆ Y ⊆ Y♦;
(3) X♦♦ = X♦, X♦ = X, Y♦♦ = Y♦, Y♦ = Y;
(4) (X1 ∩ X2) = X1 ∩ X2 , (X1 ∪ X2)♦ = X♦1 ∪ X♦2 ,
(Y1 ∩ Y2) = Y1 ∩ Y2 , (Y1 ∪ Y2)♦ = Y♦1 ∪ Y♦2 .
Based on the above approximation operators, several types of formal concepts have been defined. For example,
Yao introduced the object oriented formal concept [15,16], and Gediga and Duntsch introduced the attribute oriented
formal concept [17].
Let (U, A, R) be a formal context, then an ordered pair (X, Y ), where X ⊆ U and Y ⊆ A, is called an object
oriented concept if X = Y♦ and Y = X [15,16]. In other words, an object oriented concept is an ordered pair
(X, Y ), where X is the set of objects, each of which possesses at least one attribute in Y , and Y is the set of attributes,
each of which is possessed by one or some objects only in X .
Additionally, an ordered pair (X, Y ), where X ⊆ U and Y ⊆ A, is called an attribute oriented concept if X = Y
and Y = X♦ [17]. In other words, an attribute oriented concept is an ordered pair (X, Y ), where X is the set of objects,
each of which possesses one or some attributes only in Y , and Y is the set of attributes, each of which is possessed by
at least one object in X .
In the above formal concepts, objects set X and attributes set Y are called the extension and the intension of the
corresponding concept, respectively.
According to the definitions of the above two concepts, since (X♦) = X and (Y♦)♦ = Y♦, we have that
(X♦, X) and (Y♦, Y♦) are object oriented concepts. Similarly, since (X♦)♦ = X♦ and (Y♦) = Y, we
have that (X♦, X♦) and (Y, Y♦) are attribute oriented concepts.
In the following, we give the definitions of the attribute oriented concept lattice and the object oriented concept
lattice based on the above two formal concepts.
For two formal concepts (X1, Y1) and (X2, Y2), if X1 ⊆ X2, which is equivalent to Y1 ⊆ Y2, (X1, Y1) is called a
sub-concept of (X2, Y2), and (X2, Y2) is called a super-concept of (X1, Y1), i.e., (X1, Y1) ≤ (X2, Y2). The relation ≤
is the hierarchical order of the concepts.
For a formal context (U, A, R), the set of all object oriented concepts forms a complete lattice which is called
an object oriented concept lattice denoted by O(U, A, R), in which the meet ∨ and the join ∧ of any two formal
concepts above are respectively defined as follows [15]:
(X1, Y1)
∨
(X2, Y2) = (X1 ∪ X2, (X1 ∪ X2))
= (X1 ∪ X2, (Y1 ∪ Y2)♦),
(X1, Y1)
∧
(X2, Y2) = ((Y1 ∩ Y2)♦, Y1 ∩ Y2)
= ((X1 ∩ X2)♦, Y1 ∩ Y2).
Additionally, the set of all the attribute oriented concepts forms a complete lattice which is called an attribute
oriented concept lattice denoted by A(U, A, R), in which the meet ∨ and the join ∧ of any two formal concepts
above are respectively defined as follows [17]:
(X1, Y1)
∨
(X2, Y2) = ((Y1 ∪ Y2), Y1 ∪ Y2)
= ((X1 ∪ X2)♦, Y1 ∪ Y2),
(X1, Y1)
∧
(X2, Y2) = (X1 ∩ X2, (X1 ∩ X2)♦)
= (X1 ∩ X2, (Y1 ∩ Y2)♦).
The object oriented concept lattice and the attribute oriented concept lattice associated with the formal context
described in Table 1 are shown in Figs. 1 and 2, respectively.
In Definitions 2.1 and 2.2, we give the definitions of isomorphic and anti-isomorphic relations between any two
lattices, respectively. Then, on the basis of these relations, some properties of the object oriented concept and the
attribute oriented concept are presented in Properties 2.1–2.4.
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Fig. 1. An object oriented concept lattice.
Fig. 2. An attribute oriented concept lattice.
Definition 2.1. Let L1 = 〈N1,≤,∨,∧〉 and L2 = 〈N2,≤,∨,∧〉 be two lattices. If there exists a bijective function
h : N1 → N2, such that h(x ∨ y) = h(x) ∨ h(y) and h(x ∧ y) = h(x) ∧ h(y) for ∀x, y ∈ N1, L1 and L2 are said to
be isomorphic, which is denoted by L1 ∼= L2.
According to Definition 2.1, we have that the structures and the hierarchical orders of two isomorphic concept
lattices are identical.
Definition 2.2. Let L1 = 〈N1,≤,∨,∧〉 and L2 = 〈N2,≤,∨,∧〉 be two lattices. If there exists a bijective function
h : N1 → N2, such that h(x ∨ y) = h(x) ∧ h(y) and h(x ∧ y) = h(x) ∨ h(y) for ∀x, y ∈ N1, L1 and L2 are said to
be anti-isomorphic, which is denoted by L1 ' L2.
For a formal context (U, A, R), Yao proved that O(U, A, R) and A(U, A, R) are anti-isomorphic [15,16],
i.e., O(U, A, R) ' A(U, A, R).
Furthermore, let L be a concept lattice, then formal concept (X1, Y1) is said to be minimal if X1 = X2 and Y1 = Y2
whenever (X2, Y2) ≤ (X1, Y1) ∈ L(X1, X2 6= ∅).
Property 2.1. Let (U, A, R) be a formal context, then the extents of minimal concepts of A(U, A, R) are disjoint.
Proof. Suppose that (X1, Y1) and (X2, Y2) are two minimal concepts of A(U, A, R). Since
((X1 ∩ X2)♦) = ((Y1 ∩ Y2 )♦)
= (Y1 ∩ Y2)♦
= (Y1 ∩ Y2)
= Y1 ∩ Y2
= X1 ∩ X2,
then the pair (X1 ∩ X2, (X1 ∩ X2)♦) is an attribute oriented concept. If X1 6= X2 and X1 ∩ X2 6= ∅, we have
(X1 ∩ X2, (X1 ∩ X2)♦) < (X1, Y1) and (X1 ∩ X2, (X1 ∩ X2)♦) < (X2, Y2), which is in contradiction with that
(X1, Y1) and (X2, Y2) are minimal concepts. 
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Property 2.2. Let (U, A, R) be a formal context, then the intents of minimal concepts of O(U, A, R) are disjoint.
Proof. It is similar to the proof of Property 2.1. 
Property 2.3. Let (X, B) ∈ O(U, A, R), then (X, B) =∨a∈ B(a♦, a♦).
Proof. Since (a♦, a♦) is an object oriented formal concept for ∀a ∈ B, then
∨
a∈B
(a♦, a♦) =
⋃
a∈B
a♦,
(⋃
a∈ B
a♦
)♦
=
B♦,(⋃
a∈ B
a♦♦
)
=
B♦,(⋃
a∈B
a♦
)
= (B♦, B♦)
= (X, B). 
Property 2.4. Let (X, B) ∈ A(U, A, R), then (X, B) =∨x∈X (x♦, x♦).
Proof. It is similar to the proof of Property 2.3. 
3. Reduction of the concept lattices based on rough set theory
In Section 2, we review briefly the object oriented concept lattice and the attribute oriented concept lattice, which
are perspective concept lattices for knowledge representation and knowledge discovery. However, these concept
lattices usually contain redundant attributes and objects. In order to obtain the concept lattices with relatively less
attributes and objects, in this section, we study the attribute reduction and the object reduction of the object oriented
concept lattice and the attribute oriented concept lattice, and propose a kind of multi-step reduction method (including
attribute reduction method and object reduction method) for the concept lattices. In the following, we first give the
definitions of dispensable attribute and indispensable attribute in the concept lattices.
Definition 3.1. Let O(U, A, R) be an object oriented concept lattice and a ∈ A. Then, attribute a is said to be
dispensable inO(U, A, R) ifO(U, A, R) ∼= O(U, A\{a}, R∩(U×(A\{a}))); otherwise, attribute a is indispensable
in O(U, A, R).
Definition 3.2. Let A(U, A, R) be an attribute oriented concept lattice and a ∈ A. Then, attribute a is said to be
dispensable inA(U, A, R) ifA(U, A, R) ∼= A(U, A\{a}, R∩(U×(A\{a}))); otherwise, attribute a is indispensable
in A(U, A, R).
According to Definitions 3.1 and 3.2, the removal of dispensable attributes from A has no influence on the structure
and the hierarchical order of the corresponding concept lattice.
Based on the above definitions, furthermore, we give the definitions of the attribute reduct of the object oriented
concept lattice and the attribute oriented concept lattice in Definitions 3.3 and 3.4, respectively.
Definition 3.3. Let O(U, A, R) be an object oriented concept lattice and B ⊆ A. Then attributes set B is called a
consistent set of O(U, A, R) if O(U, A, R) ∼= O(U, B, R ∩ (U × B)). Furthermore, attributes set B is called an
attribute reduct of O(U, A, R) if B is a consistent set and O(U, A, R)  O(U, B \ {b}, R ∩ (U × (B \ {b}))) for
∀b ∈ B.
Definition 3.4. Let A(U, A, R) be an attribute oriented concept lattice and B ⊆ A. Then attributes set B is called
a consistent set of A(U, A, R) if A(U, A, R) ∼= A(U, B, R ∩ (U × B)). Furthermore, attributes set B is called an
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attribute reduct of A(U, A, R) if B is a consistent set and A(U, A, R)  A(U, B \ {b}, R ∩ (U × (B \ {b}))) for
∀b ∈ B.
Based on Definitions 3.3 and 3.4, we give the relation between the attribute reduct of O(U, A, R) and the attribute
reduct of A(U, A, R) as follows.
Suppose B ⊆ A and O(U, A, R) ∼= O(U, B, R ∩ (U × B)). Since O(U, A, R) ' A(U, A, R) and
O(U, B, R ∩ (U × B)) ' A(U, B, R ∩ (U × B)), then A(U, A, R) ∼= A(U, B, R ∩ (U × B)). Similarly, if
A(U, A, R) ∼= A(U, B, R ∩ (U × B)), then O(U, A, R) ∼= O(U, B, R ∩ (U × B)). Hence, we have that
O(U, A, R) ∼= O(U, B, R ∩ (U × B)) ⇐⇒ A(U, A, R) ∼= A(U, B, R ∩ (U × B)),
which implies that,
B is an attribute reduct of O(U, A, R) ⇐⇒ B is an attribute reduct of A(U, A, R).
Considering the equivalence of the attribute reductions of the above concept lattices, we study only the attribute
reduction of the object oriented concept lattice in this paper.
In Properties 3.1 and 3.2, we give the sufficient and necessary conditions for justifying whether an attribute is
dispensable or indispensable in the object oriented concept lattice.
Property 3.1. Let O(U, A, R) be an object oriented concept lattice and a ∈ A, then attribute a is a dispensable
attribute iff ∃B ⊆ A \ {a} such that Ra = RB.
Proof. (⇐) For ∀(X, Y ) ⊆ O(U, A, R), if a 6∈ Y , it is evident that (X, Y ) ∈ O(U, A \ {a}, R ∩ (U × (A \ {a}))).
Assume that a ∈ Y . Since X = Y♦ = RY and Ra = RB, we have B ⊆ X = Y . Thus, (Y \ {a})♦ = X .
Therefore, (X, Y \ {a}) = ((Y \ {a})♦, X) ∈ O(U, A \ {a}, R ∩ (U × (A \ {a}))).
Conversely, for ∀(X, Y ) ⊆ O(U, A \ {a}, R ∩ (U × (A \ {a}))), if B 6⊆ Y , then (X, Y ) ∈ O(U, A, R). If B ⊆ Y ,
then (X, Y ∪ {a}) = ((Y ∪ {a})♦, X) ∈ O(U, A, R).
Then, it is easy to conclude that O(U, A, R) ∼= O(U, A \ {a}, R ∩ (U × (A \ {a}))). Therefore, a is a dispensable
attribute.
(⇒) It is easy to see that (a♦, a♦) ∈ O(U, A, R). Since attribute a is dispensable, then (a♦, a♦ \ {a}) ∈
O(U, A\{a}, R∩(U×(A\{a}))). Therefore, (a♦\{a})♦ = a♦, that is, Ra = R(a♦\{a}). Thus, let B = a♦\{a},
then it follows that Ra = RB. 
Property 3.2. Let (U, A, R) be a formal context and a ∈ A, then attribute a is an indispensable attribute iff
Ra 6= RB for ∀B ⊆ A \ {a}.
Proof. It is immediate from Property 3.1. 
Based on the above properties, we give the sufficient and necessary conditions for justifying whether an attributes
set is an attribute reduct of an object oriented concept lattice or not in Properties 3.3 and 3.4.
Property 3.3. Let O(U, A, R) be an object oriented concept lattice and B ⊆ A, then attributes set B is an attribute
reduct of O(U, A, R) iff ∃D ⊆ B such that Ra = RD for ∀a ∈ A \ B, and @C ⊆ B \ {b} such that Rb = RC for
∀b ∈ B.
Proof. (⇐) For ∀(X, Y ) ∈ O(U, A, R), similar to the proof of Property 3.1, it is easy to prove that (X, Y \
(A \ B)) ∈ O(U, B, R ∩ (U × B)). Thus, O(U, A, R) ∼= O(U, B, R ∩ (U × B)), that is, attributes set B is a
consistent set of O(U, A, R). Additionally, since attribute b is indispensable in O(U, B, R ∩ (U × B)) for ∀b ∈ B,
i.e., O(U, B, R ∩ (U × B))  O(U, B \ {b}, R ∩ (U × (B \ {b}))), then attributes set B is an attribute reduct of
O(U, A, R).
(⇒) For ∀a ∈ A \ B, since (a♦, a♦) ∈ O(U, A, R), then (a♦, a♦ \ (A \ B)) ∈ O(U, B, R ∩ (U × B)). Thus,
(a♦ \ (A \ B))♦ = a♦, that is, Ra = R(a♦ \ (A \ B)). Let D = a♦ \ (A \ B), then it follows that D ⊆ B
and Ra = RD. Since attributes set B is an attribute reduct of O(U, A, R), it is evident that @C ⊆ B \ {b} such that
Rb = RC for ∀b ∈ B. 
A formal context denoted by (U, A, R) is called an attribute clarified formal context if there does not exist
b ∈ A \ {a} such that Ra = Rb for ∀a ∈ A. In order to obtain an attribute clarified formal context, we need
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Table 2
An attribute clarified formal context
a b c d e
1 1 0 0 1 0
2 1 1 0 1 1
3 0 0 0 1 0
4 0 0 1 0 1
5 1 1 0 1 1
6 0 0 1 0 1
Fig. 3. O(U, A \ {e, f }, R ∩ (U × (A \ {e, f }))).
to reserve only any one of the attributes, each of which is possessed by the same objects set, and to remove the
remaining attributes. In the formal context given in Example 2.1, since Ra = R f , then we can obtain an attribute
clarified formal context given in Table 2 by means of removing attribute f .
Property 3.4. Let (U, A, R) be an attribute clarified formal context and attributes set B be the set of all indispensable
attributes, then attributes set B is an attribute reduct of O(U, A, R).
Proof. Since attribute a is dispensable for ∀a ∈ A \ B, then ∃D1 ⊆ A \ {a}, such that Ra = ⋃d∈D1 Rd. Since
(U, A, R) is an attribute clarified formal context, then Rd ⊂ Ra for ∀d ∈ D1. If D1 6⊆ B, then attribute d1 is
dispensable ∀d1 ∈ D1 \ B. Thus, ∃D2 ⊆ A \ {a, d1}, such that Rd1 = ⋃d∈D2 Rd. If D2 6⊆ B, then repeat the above
step. Since Ra is a finite set, thus ∃D ⊆ B such that Ra = ⋃d∈D Rd . According to the proof of Property 3.3, we
have that B is a consistent set of O(U, A, R). Additionally, attribute b is indispensable for ∀b ∈ B. Therefore, B is
an attribute reduct of O(U, A, R). 
According to Properties 3.3 and 3.4, we give the multi-step attribute reduction method for the concept lattices
in the following. First, we clarify the formal context; then, we remove all the dispensable attributes in the attribute
clarified formal context; finally, the reduced set of attributes is an attribute reduct of the concept lattice. Using the
above multi-step attribute reduction method once, we can obtain attribute reduct. Thus, we can obtain all attribute
reducts of the concept lattice using the above multi-step attribute reduction method multiple times. In Example 3.1,
we give an attribute reduct of the concept lattice associated with the formal context given in Example 2.1.
Example 3.1. In order to obtain an attribute reduct of the concept lattices associated with formal context K in
Example 2.1, first we remove attribute f so that formal context K is clarified. According to Property 3.1, since
Re = R{b, c}, then we conclude that attribute e is dispensable. For ∀β ∈ A \ {e, f }, there does not exist
B ⊆ A \ {β, e, f } such that Rβ = RB. Thus, {a, b, c, d} is an attribute reduct of concept lattices O(U, A, R)
and A(U, A, R). Figs. 3 and 4 denote object oriented concept lattice O(U, A \ {e, f }, R ∩ (U × (A \ {e, f })))
and the attribute oriented concept lattice A(U, A \ {e, f }, R ∩ (U × (A \ {e, f }))) associated with formal context
(U, A \ {e, f }, R ∩ (U × (A \ {e, f }))), respectively.
Considering that the equivalence of the object reductions of the object oriented concept lattice and the attribute
oriented concept lattice, we study only the object reduction of the attribute oriented concept lattice in the following.
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Fig. 4. A(U, A \ {e, f }, R ∩ (U × (A \ {e, f }))).
First, we give the definitions of dispensable object and indispensable object in the attribute oriented concept lattice in
Definition 3.5.
Definition 3.5. Let A(U, A, R) be an attribute oriented concept lattice and x ∈ U , then object x is said to be
dispensable in A(U, A, R) if A(U, A, R) ∼= A(U \ {x}, A, R ∩ (U \ {x} × A)); otherwise, object x is indispensable.
Based on Definition 3.5, in Properties 3.5 and 3.6, we give the sufficient and necessary conditions for
justifying whether an object is dispensable or indispensable in the attribute oriented concept lattice. Additionally,
in Definition 3.6, we give the definition of the object reduction of the attribute oriented concept lattice. Furthermore,
in Property 3.7, we present the sufficient and necessary conditions for justifying whether an objects set is an object
reduct of an attribute oriented concept lattice or not.
Property 3.5. Let A(U, A, R) be an attribute oriented concept lattice and x ∈ U, then object x is a dispensable
object iff ∃V ⊆ U \ {x}, such that x R = V R.
Proof. It is similar to the proof of Property 3.1. 
Property 3.6. Let A(U, A, R) be an attribute oriented concept lattice and x ∈ U, then object x is an indispensable
object iff x R 6= V R for ∀V ⊆ U \ {x}.
Proof. It is immediate from Property 3.5. 
Definition 3.6. Let A(U, A, R) be an attribute oriented concept lattice and V ⊆ U , then objects set V is called an
object reduct ofA(U, A, R) ifA(U, A, R) ∼= A(V, A, R∩(V×A)) andA(U, A, R)  A(V \{v}, A, R∩(V \{v}×A))
for ∀v ∈ V .
Property 3.7. Let A(U, A, R) be an attribute oriented concept lattice and V ⊆ U, then objects set V is an object
reduct of (U, A, R) iff ∃V1 ⊆ V such that x R = V1R for ∀x ∈ U \ V and @V2 ⊆ V \ {v} such that vR = V2R for
∀v ∈ V .
Proof. It is immediate from Property 3.5 and Definition 3.6. 
A formal context denoted by (U, A, R) is called an object clarified formal context if there does not exist y ∈ U \{x}
such that x R = yR for ∀x ∈ U . Based on the above definition of the object clarified formal context, we give the
multi-step object reduction method for the concept lattices in the following. First, we clarify the formal context; then,
we remove all the dispensable objects in the object clarified formal context; finally, the reduced set of objects is an
object reduct of the concept lattices. Using the above multi-step object reduction method once, we can obtain an object
reduct. Thus, we can obtain all object reducts of the concept lattice using the above multi-step object reduction method
multiple times. In Example 3.2, we give an object reduct of the concept lattices associated with the formal context
given in Example 2.1.
Example 3.2. In order to obtain an object reduct of the concept lattices associated with formal contextK = (U, A, R)
in Example 2.1, we first remove objects 5 and 6 since 2R = 5R and 4R = 6R. Then, for ∀x ∈ U \ {5, 6}, there
does not exist V ⊆ U \ {5, 6, x} such that x R = V R. Thus, {1, 2, 3, 4} is an object reduct of concept lattices
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Fig. 5. O(U \ {5, 6}, A, R ∩ (U \ {5, 6} × A)).
Fig. 6. A(U \ {5, 6}, A, R ∩ (U \ {5, 6} × A)).
Table 3
Formal context (V, B, R ∩ (V × B))
a b c d
1 1 0 0 1
2 1 1 0 1
3 0 0 0 1
4 0 0 1 0
A(U, A, R) andO(U, A, R). Figs. 5 and 6 denote object oriented concept latticeO(U \{5, 6}, A, R∩(U \{5, 6}×A))
and attribute oriented concept lattice A(U \ {5, 6}, A, R ∩ (U \ {5, 6} × A)) associated with formal context
(U \ {5, 6}, A, R ∩ (U \ {5, 6} × A)), respectively.
Let (U, A, R) be a formal context, then formal context (V, B, R∩(V×B)) is called a reduct of (U, A, R) if B ⊆ A
is an attribute reduct and V ⊆ U is an object reduct of O(U, A, R). For the formal context given in Example 2.1,
since V = {1, 2, 3, 4} is an object reduct of O(U, A, R) according to Example 3.1 and B = {a, b, c, d} is an attribute
reduct ofO(U, A, R) according to Example 3.2, then formal context (V, B, R ∩ (V × B)) given in Table 3 is a reduct
of (U, A, R). Figs. 7 and 8 denote object oriented concept latticeO(V, B, R∩(V ×B)) and attribute oriented concept
lattice A(V, B, R ∩ (V × B)), respectively.
In this section, we study the attribute reduction and the object reduction of the object oriented concept lattice and
the attribute oriented concept lattice and give the definition of the reduction of the formal context on the basis of the
above two reductions. Additionally, based on the proposed justifying conditions, we give a kind of multi-step attribute
reduction method and object reduction method for the concept lattices.
4. Discernibility matrix and discernibility function
Considering that discernibility matrix and discernibility function [10,28–30] are two useful tools for obtaining all
reducts of the information system in rough set theory, in this section, we define the suitable and simple discernibility
matrixes and discernibility functions of the concept lattices, by which all attribute reducts and all object reducts
can be obtained. First, we give the definition of the discernibility matrix of the object oriented concept lattice in
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Fig. 7. O(V, B, R ∩ (V × B)).
Fig. 8. A(V, B, R ∩ (V × B)).
Definition 4.1. Furthermore, some properties of the discernibility matrix of the object oriented concept lattice are
given in Properties 4.1 and 4.2.
Definition 4.1. Suppose (U, A, R) be a formal context, (X i , Bi ), (X j , B j ) ∈ O(U, A, R). Let
DA((X i , Bi ), (X j , B j )) = (Bi ∪ B j ) \ (Bi ∩ B j ),
then DA((X i , Bi ), (X j , B j )) is called a discernibility attribute set. And
DA = (DA((X i , Bi ), (X j , B j )), (X i , Bi ), (X j , B j ) ∈ O(U, A, R)),
is called the discernibility matrix of O(U, A, R).
Property 4.1. Let (U, A, R) be a formal context and (X i , Bi ), (X j , B j ), (Xk, Bk) ∈ O(U, A, R), then
(1) DA((X i , Bi ), (X i , Bi )) = ∅;
(2) DA((X i , Bi ), (X j , B j )) = DA((X j , B j ), (X i , Bi ));
(3) DA((X i , Bi ), (X j , B j )) ⊆ DA((X i , Bi ), (Xk, Bk)) ∪ DA((Xk, Bk), (X j , B j )).
Proof. (1) and (2) are evident. We need to prove only (3).
For ∀a ∈ DA((X i , Bi ), (X j , B j )), then there are two cases:
1〉a ∈ Bi and a 6∈ B j , 2〉a ∈ B j and a 6∈ Bi .
Case 1〉, if a 6∈ Bk , then a ∈ DA((X i , Bi ), (Xk, Bk)); if a ∈ Bk , then a ∈ DA((Xk, Bk), (X j , B j )). Therefore,
a ∈ DA((X i , Bi ), (Xk, Bk)) ∪ DA((Xk, Bk), (X j , B j )).
Case 2〉, by the similar proof in case 1〉, we also have
a ∈ DA((X i , Bi ), (Xk, Bk)) ∪ DA((Xk, Bk), (X j , B j )). 
Property 4.2. Let (U, A, R) be a formal context, C ⊆ A (C 6= ∅) and (X i , Bi ), (X j , B j ) ∈ O(U, A, R) ((X i , Bi ) 6=
(X j , B j )), then the following propositions are equivalent
(1) Attributes set C is a consistent set of O(U, A, R);
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(2) Bi ∩ C 6= B j ∩ C;
(3) C ∩ DA((X i , Bi ), (X j , B j )) 6= ∅.
Proof. (1) ⇒ (2) For ∀(X i , Bi ), (X j , B j ) ∈ O(U, A, R) ((X i , Bi ) 6= (X j , B j )), since attributes set C is a consistent
set of O(U, A, R), then (X i , Bi ∩ C), (X j , B j ∩ C) ∈ O(U,C, R ∩ (U × C)). Since (X i , Bi ) 6= (X j , B j ), we have
that (X i , Bi ∩ C) 6= (X j , B j ∩ C), that is, Bi ∩ C 6= B j ∩ C .
(2) ⇒ (1) For ∀(X, B) ∈ O(U, A, R), we need to prove only (X, B ∩ C) ∈ O(U,C, R ∩ (U × C)),
i.e., (B ∩ C)♦ = X and X = B ∩ C .
Assume that (B∩C)♦ 6= X . Since ((B∩C)♦, (B∩C)♦) ∈ O(U, A, R), then (X, B) 6= ((B∩C)♦, (B∩C)♦).
Thus, B 6= (B ∩ C)♦. Then, we have B ∩ C 6= (B ∩ C)♦ ∩ C according to the above presupposition. However,
since
B ∩ C ⊆ B ⇒ (B ∩ C)♦ ⊆ B♦ = X ⇒ (B ∩ C)♦ ⊆ X = B ⇒ (B ∩ C)♦ ∩ C ⊆ B ∩ C
and
B ∩ C ⊆ (B ∩ C)♦ ⇒ B ∩ C = B ∩ C ∩ C ⊆ (B ∩ C)♦ ∩ C,
then B ∩ C = (B ∩ C)♦ ∩ C , which is in contradiction with B ∩ C 6= (B ∩ C)♦ ∩ C . Therefore, (B ∩ C)♦ = X .
(2) ⇒ (3) For ∀(X i , Bi ), (X j , B j ) ∈ O(U, A, R), if Bi ∩ C 6= B j ∩ C , then
(Bi ∩ C) \ (B j ∩ C) = C ∩ Bi ∩ B∼j 6= ∅ or (B j ∩ C) \ (Bi ∩ C) = C ∩ B j ∩ B∼i 6= ∅.
Thus
C ∩ DA((X i , Bi ), (X j , B j )) = C ∩ ((Bi ∪ B j ) \ (Bi ∩ B j ))
= C ∩ (Bi ∪ B j ) ∩ (B∼i ∪ B∼j )
= (C ∩ Bi ∩ B∼j ) ∪ (C ∩ B j ∩ B∼i )
6= ∅.
(3) ⇒ (2) Assume that (3) holds. For ∀a ∈ C ∩ DA((X i , Bi ), (X j , B j )), a ∈ Bi and a 6∈ B j , or a ∈ B j and
a 6∈ Bi . When a ∈ Bi and a 6∈ B j , we have that a ∈ C ∩ Bi and a 6∈ C ∩ B j . When a ∈ B j and a 6∈ Bi , we have that
a ∈ C ∩ B j and a 6∈ C ∩ Bi . Thus, Bi ∩ C 6= B j ∩ C . 
From Property 4.2, we can conclude that an attribute reduct of O(U, A, R) (or A(U, A, R)) is a minimal subset
C of A such that C ∩ DA((X i , Bi ), (X j , B j )) 6= ∅ for ∀(X i , Bi ), (X j , B j ) ∈ O(U, A, R)((X i , Bi ) 6= (X j , B j )).
Property 4.2 provides a sufficient and necessary condition for justifying whether a subset of attributes is consistent or
not. In Property 4.3, based on the discernibility matrix of the object oriented concept lattice, we give a sufficient and
necessary condition for justifying whether an attribute is indispensable or not in the concept lattices.
Property 4.3. Let O(U, A, R) be an object oriented concept lattice and a ∈ A. Then, attribute a is indispensable iff
∃(X i , Bi ), (X j , B j ) ∈ O(U, A, R) such that DA((X i , Bi ), (X j , B j )) = {a}.
Proof. (⇒) If DA((X i , Bi ), (X j , B j )) 6= {a} for ∀(X i , Bi ), (X j , B j ) ∈ O(U, A, R), then we can select an attribute
b (b 6= a) from each of DA((X i , Bi ), (X j , B j )) ((X i , Bi ), (X j , B j ) ∈ O(U, A, R), (X i , Bi ) 6= (X j , B j )) and
form the set C . It is evident that a 6∈ C and C ∩ DA((X i , Bi ), (X j , B j )) 6= ∅ for ∀(X i , Bi ), (X j , B j ) ∈
O(U, A, R) ((X i , Bi ) 6= (X j , B j )). According to Property 4.2, we conclude that attributes set C is a consistent
set, which is in contradiction with that the attribute a is indispensable. Therefore, there exist (X i , Bi ), (X j , B j ) ∈
O(U, A, R) such that DA((X i , Bi ), (X j , B j )) = {a}.
(⇐) It is immediate from Property 4.2 and Definition 3.1. 
Furthermore, based on the above discernibility matrix, we give the definition of the discernibility function of the
object oriented concept lattice in Definition 4.2. Then, according to the above discernibility function, in Property 4.4,
we give a kind of single-step attribute reduction method. Using the above single-step attribute reduction method once,
we can obtain all attribute reducts of the object oriented concept lattice.
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Table 4
The discernibility matrix ofO(U, A, R) given in Fig. 1
Bi ∅ b c ab f bce abd f abce f abcde f
∅ ∅ b c ab f bce abd f abce f abcde f
b ∅ bc a f ce ad f ace f acde f
c ∅ abc f be abd f abe f abde f
ab f ∅ ace f d ce cde
bce ∅ acde f a f ad f
abd f ∅ cde ce
abce f ∅ d
abcde f ∅
Definition 4.2. Assume DA be the discernibility matrix of O(U, A, R). Suppose
MA =
∧{∨
{a : a ∈ DA((X i , Bi ), (X j , B j ))} : (X i , Bi ), (X j , B j ) ∈ O(U, A, R)
}
,
then MA is called the discernibility function of O(U, A, R).
Property 4.4. Let O(U, A, R) be an object oriented concept lattice. The minimal disjunctive normal form of
discernibility function MA is
MA =
t∨
k=1
(
qk∧
s=1
as
)
.
Let DAk = {as : s = 1, . . . , qk}, then {DAk : k = 1, . . . , t} is the set of all attribute reducts of O(U, A, R).
Proof. It follows directly from Property 4.2 and the definition of the minimal disjunctive normal form of the
discernibility function. 
In the following, we give an illustrative example, in which we obtain all attribute reducts of the concept lattices
given in Figs. 1 and 2.
Example 4.1. Determine all attribute reducts of the concept lattices given in Figs. 1 and 2 using the discernibility
function.
Solution: We denote the family of all intensions of O(U, A, R) by:
I N (O(U, A, R)) = {B | (X, B) ∈ O(U, A, R)}.
Table 4 is the discernibility matrix of O(U, A, R), where Bi ∈ I N (O(U, A, R)). According to Table 4, we have
MA =
t∨
k=1
(
qk∧
s=1
as
)
= (a ∧ b ∧ c ∧ d) ∨ (b ∧ c ∧ d ∧ f ).
Therefore, {a, b, c, d} and {b, c, d, f } are all attribute reducts of the concept lattices given in Figs. 1 and 2.
In the following, we give the definition of the discernibility matrix of the attribute oriented concept lattice in
Definition 4.3. Furthermore, we give some properties of the discernibility matrix of the attribute oriented concept
lattice in Properties 4.5 and 4.6.
Definition 4.3. Suppose (U, A, R) be a formal context, (X i , Bi ), (X j , B j ) ∈ A(U, A, R). Let
DO((X i , Bi ), (X j , B j )) = (X i ∪ X j ) \ (X i ∩ X j ),
then DO((X i , Bi ), (X j , B j )) is called a discernibility object set. And
DO = (DO((X i , Bi ), (X j , B j )), (X i , Bi ), (X j , B j ) ∈ A(U, A, R))
is called the discernibility matrix of A(U, A, R).
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Property 4.5. Let (U, A, R) be a formal context and (X i , Bi ), (X j , B j ), (Xk, Bk) ∈ A(U, A, R), then
(1) DO((X i , Bi ), (X i , Bi )) = ∅;
(2) DO((X i , Bi ), (X j , B j )) = DO((X j , B j ), (X i , Bi ));
(3) DO((X i , Bi ), (X j , B j )) ⊆ DO((X i , Bi ), (Xk, Bk)) ∪ DO((Xk, Bk), (X j , B j )).
Proof. It is similar to the proof of Property 4.1. 
Property 4.6. Let (U, A, R) be a formal context, V ⊆ U (V 6= ∅) and (X i , Bi ), (X j , B j ) ∈ A(U, A, R) ((X i , Bi ) 6=
(X j , B j )), then the following propositions are equivalent
(1) Objects set V is a consistent set of A(U, A, R);
(2) X i ∩ V 6= X j ∩ V ;
(3) V ∩ DO((X i , Bi ), (X j , B j )) 6= ∅.
Proof. It is similar to the proof of Property 4.2. 
In Property 4.7, based on the discernibility matrix of the attribute oriented concept lattice, we give a sufficient and
necessary condition for justifying whether an object is indispensable or not in the concept lattices.
Property 4.7. Let A(U, A, R) be an attribute oriented concept lattice and x ∈ U. Then, object x is indispensable iff
∃(X i , Bi ), (X j , B j ) ∈ A(U, A, R), such that DO((X i , Bi ), (X j , B j )) = {x}.
Proof. It is similar to the proof of Property 4.3. 
Furthermore, based on the discernibility matrix of the attribute oriented concept lattice, we give the definition of
the discernibility function of the attribute oriented concept lattice in Definition 4.4. Then, according to the above
discernibility function, in Property 4.8, we give a kind of single-step object reduction method. Using the above single-
step object reduction method once, we can obtain all object reducts of the attribute oriented concept lattice.
Definition 4.4. Suppose that DO is the discernibility matrix of A(U, A, R). Let
MO =
∧{∨
{a : a ∈ DO((X i , Bi ), (X j , B j ))} : (X i , Bi ), (X j , B j ) ∈ A(U, A, R)
}
,
then MO is called the discernibility function of A(U, A, R).
Property 4.8. Let A(U, A, R) be an attribute oriented concept lattice. The minimal disjunctive normal form of
discernibility function MO is
MO =
t∨
k=1
(
qk∧
s=1
as
)
.
Let DOk = {as : s = 1, . . . , qk}, then {DOk : k = 1, . . . , t} are the set of all object reducts of A(U, A, R).
Proof. It follows directly from Property 4.6 and the definition of the minimal disjunctive normal form of the
discernibility function. 
In the following, we give an illustrative example, in which we obtain all object reducts of the concept lattices given
in Figs. 1 and 2.
Example 4.2. Determine all object reducts of the concept lattices given in Figs. 1 and 2 using the discernibility
function.
Solution: We denote the family of all extensions of A(U, A, R) by:
EX (A(U, A, R)) = {X | (X, B) ∈ A(U, A, R)}.
Table 5 is the discernibility matrix of A(U, A, R), where X i ∈ EX (A(U, A, R)). According to Table 5, we have
MO =
t∨
k=1
(
qk∧
s=1
as
)
= (1 ∧ 2 ∧ 3 ∧ 4) ∨ (1 ∧ 3 ∧ 4 ∧ 5) ∨ (1 ∧ 2 ∧ 3 ∧ 6) ∧ (1 ∧ 3 ∧ 5 ∧ 6).
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Table 5
The discernibility matrix ofA(U, A, R) given in Fig. 2
Xi ∅ 3 46 13 346 1235 1346 123456
∅ ∅ 3 46 13 346 1235 1346 123456
3 ∅ 346 1 46 125 146 12456
46 ∅ 1346 3 123456 13 1235
13 ∅ 146 25 46 2456
346 ∅ 12456 1 125
1235 ∅ 2456 46
1346 ∅ 25
123456 ∅
Therefore, {1, 2, 3, 4}, {1, 3, 4, 5}, {1, 2, 3, 6} and {1, 3, 5, 6} are all object reducts of the concept lattices given in
Figs. 1 and 2.
In this section, based on the constructed discernibility functions of the concept lattices, we propose a kind of
single-step attribute reduction method and object reduction method for the concept lattices, respectively.
5. Relations between the attribute reduction of the concept lattices and the attribute reduction of the
information system
Considering that the attribute reduction of the information system is also a important content in rough set theory,
in this section, we study the relations between the attribute reduction of the concept lattices in FCA and the attribute
reduction of the information system in rough set theory. First, we give the definition of the attribute reduction of the
information system in rough set theory in Definition 5.1.
Definition 5.1. Suppose that (U, A, F) is the information system that corresponds to the formal context
(U, A, R), a ∈ A and B ⊆ A. Let
R∗B = {(x, y) ∈ U ×U | Fb(x) = Fb(y) (∀b ∈ B)},
then attribute a is called an indispensable attribute in (U, A, F) if R∗A 6= R∗A\{a}; otherwise, attribute a is called a
dispensable attribute. Additionally, attributes set B is called a consistent set of (U, A, F) if R∗B = R∗A. Furthermore,
if attributes set B is a consistent set and all proper subsets of B are not consistent sets, then attributes set B is called
an attribute reduct of (U, A, F).
For simplicity, we suppose that (U, A, F) is the information system that corresponds to formal context (U, A, R)
and (U, A, R) is the formal context that corresponds to information system (U, A, F) in this section.
Based on Definition 5.1, we give the relation between the indispensable attribute in the object oriented concept
lattice and the one in the information system in Property 5.1.
Property 5.1. If attribute a is indispensable in (U, A, F), then attribute a is also indispensable in O(U, A, R).
Proof. Since attribute a is indispensable in (U, A, F), then R∗A 6= R∗A\{a}. Hence there exists (x, y) ∈ R∗A\{a}, such
that (x, y) 6∈ R∗a , i.e., Fa(x) 6= Fa(y) and Fb(x) = Fb(y) for ∀b ∈ A \ {a}. Without loss of generality, suppose that
Fa(x) = 1 and Fa(y) = 0. Additionally, let
B = {b ∈ A \ {a} | Fb(x) = Fb(y) = 1} and C = {c ∈ A \ {a} | Fc(x) = Fc(y) = 0}.
Then, we have that {x, y} ⊆ Rb for ∀b ∈ B. Furthermore, since y 6∈ Ra, then Rb 6⊆ Ra. Additionally, we have
that x 6∈ Rc and y 6∈ Rc for ∀c ∈ C . Since x ∈ Ra, then there does not exist D ⊆ C , such that Ra = RD. Thus,
there does not exist E ⊆ A, such that Ra = RE . Therefore, according to Property 3.2, we have that attribute a is
indispensable in O(U, A, R). 
The reverse of Property 5.1 does not hold. For example, attribute d is indispensable in O(U, A, R) given in
Fig. 1. However, for the information system which corresponds to the formal context given in Example 2.1, since
R∗A = R∗A\{d}, then attribute d is dispensable in (U, A, F).
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Table 6
Formal context (U, A, R)
a b c
1 0 1 0
2 0 0 1
3 1 0 0
4 1 0 0
5 0 0 1
6 1 0 0
Furthermore, we give the relations between the attribute reduction of the concept lattices and the attribute reduction
of the information system in Properties 5.2 and 5.4.
Property 5.2. Let B be an attribute reduct of (U, A, F), then attributes set B is an attribute reduct of O(U, A, R)
iff ∃D ⊆ B such that Ra = RD for ∀a ∈ A \ B.
Proof. (⇐) It is easy to verify that O(U, A, R) ∼= O(U, B, R ∩ (U × B)). Additionally, since attributes set B is
an attribute reduct of (U, A, F), then R∗B\b 6= R∗B for ∀b ∈ B, that is, attribute b is indispensable in (U, B, F).
Then, according to Property 5.1, we have that attribute b is indispensable in O(U, B, R ∩ (U × B)), that is,
O(U, B, R ∩ (U × B))  O(U, B \ {b}, R ∩ (U × (B \ {b}))) for ∀b ∈ B. Therefore, according to Definition 3.3, we
have that attributes set B is an attribute reduct of O(U, A, R).
(⇒) It is immediate from Definition 3.3 and Property 3.3. 
Property 5.3. Let B be an attribute reduct of concept lattice O(U, A, R), then attributes set B is a consistent set of
information system (U, A, F).
Proof. Since attributes set B is an attribute reduct of concept lattice O(U, A, R), then for ∀a ∈ A \ B, attribute a is
indispensable in O(U, A, R), that is, ∃C ⊆ B such that Ra = RC . Then, for ∀(x, y) ∈ R∗C , there are two cases:
(1) if Fc(x) = Fc(y) = 0 for ∀c ∈ C , then x, y 6∈ RC , that is, x, y 6∈ Ra. Hence, Fa(x) = Fa(y) = 0. Therefore,
(x, y) ∈ R∗a ;
(2) if ∃c ∈ C such that fc(x) = fc(y) = 1, then x, y ∈ RC , that is, x, y ∈ Ra. Hence, Fa(x) = Fa(y) = 1.
Therefore, (x, y) ∈ R∗a .
According to the above two cases, we have that (x, y) ∈ R∗a for ∀(x, y) ∈ R∗C and ∀a ∈ A \ B, that is, R∗C ⊆ R∗a .
Additionally, since R∗B ⊆ R∗C , then R∗B ⊆ R∗a for ∀a ∈ A \ B. Thus, R∗B ⊆ R∗A. Furthermore, since R∗A ⊆ R∗B , then
R∗B = R∗A, i.e., attributes set B is a consistent set of information system (U, A, F). 
The reverse of Property 5.3 does not hold, i.e., if attribute set B is a consistent set of (U, A, F), then attributes set
B may not be an attribute reduct of O(U, A, R) in general. This case can be explained in Example 5.1.
Example 5.1. In Table 6, we give a formal context (U, A, R). It is evident that R∗A = R∗{a,b} ={(2, 5), (3, 4), (3, 6), (4, 6)}, thus {a, b} is a consistent set of information system (U, A, F). However, we have that
Ra = {3, 4, 6}, Rb = {1} and Rc = {2, 5}, thus there does not exist B ⊆ A such that RB = Rc, i.e., {a, b} is not an
attribute reduct of O(U, A, R).
Property 5.4. Let B be an attribute reduct of concept lattice O(U, A, R) and x RB = {b ∈ B|x Rb}, then attributes
set B is an attribute reduct of (U, A, F) iff ∃x, y ∈ U such that b 6∈ x RB and x RB ∪ {b} = yRB for ∀b ∈ B.
Proof. According to Property 5.3, we have that attributes set B is a consistent set of (U, A, F), i.e., R∗A = R∗B . Since
x RB = {b ∈ B | x Rb} = {b ∈ B | Fb(x) = 1}, then, for ∀b ∈ B
b 6∈ x RB, x RB
⋃
{b} = yRB ⇐⇒ Fb(x) = 0, Fb(y) = 1, Fd(x) = Fd(y) for ∀d ∈ B \ {b}
⇐⇒ (x, y) ∈ R∗B\{b}, (x, y) 6∈ R∗B
⇐⇒ R∗B\{b} 6= R∗B .
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Therefore,
R∗A = R∗B and b 6∈ x RB, x RB ∪ {b} = yRB ⇐⇒ B is an attribute reduct of (U, A, F). 
In this section, we give some justifying conditions under which the attribute reduction of the concept lattices in
FCA and the attribute reduction of the information system in rough set theory are equivalent.
6. Application
In this section, we apply the multi-step attribute reduction method for the concept lattices to the reduction of the
redundant premises of the multiple rules used for solving the standard job shop scheduling problem (JSSP), which
can be described as follows. Let n be the total number of jobs and m be the total number of machines. Each job has m
operations, each of which must be processed on different machines in the given order (the precedence relation). And,
each job must be processed on every machine once and only once. Also, each operation has a given processing time.
Additionally, it is assumed here that only one operation can be processed on each machine at a time, and that any
operation cannot be started until its immediate predecessor operation has been completed. The scheduling objective is
to determine the processing sequence of all jobs on every machine so that the total weighted tardy time is minimized.
Up to now, the heuristic algorithms based on simple rules, such as SPT and EDD, have been widely used to solve
JSSP. But for the complex JSSP with larger scale, the performance of the solution obtained by the heuristic algorithms
based on simple rules is often unsatisfactory, while the heuristic algorithm based on the multiple rules with multiple
premises is a kind of perspective algorithm, by which we can obtain the solution with better performances. However,
there usually exist redundant rule premises in the constructed multiple rules so that it need to take relatively long
computational time to complete the rule reasoning when the heuristic algorithm based on the multiple rules is used to
solve JSSP. In this paper, we apply the multi-step attribute reduction method for the concept lattices to the reduction
of the redundant premises of the above multiple rules, which are given in the following.
6.1. Heuristic algorithm based on the multiple rules for solving JSSP
In this paper, we construct the heuristic algorithm based on the multiple rules to solve JSSP, where the multiple
rules with multiple premises have the following form.
R1: if A1 belongs to v11, A3 belongs to v
3
2, . . . , Al1 belongs to v
l1
1 , then B is v
B
1 ;
...
Rk : if A5 belongs to v52, A7 belongs to v
7
1, . . . , Alk belongs to v
lk
1 , then B is v
B
2 .
In the above rules, each rule has one premise or multiple premises and only one consequence. li (i = 1, 2, . . . , k)
is the largest sequence number of condition attribute in the i th rule Ri . k is the total number of the rules. Ai , i =
1, 2, . . . , q are all the condition attributes in premises, where q = max{l j , j = 1, 2, . . . , k} is the total number of
the condition attributes. For every condition attribute Ai (i = 1, 2, . . . , q), vie, e = 1, 2, . . . , numi are the intervals
between vie,min and v
i
e,max, where numi is the total number of the above intervals corresponding to Ai (i = 1, 2, . . . , q).
B is the decision attribute (scheduling priority) and vBf , f = 1, 2, . . . , numB are the intervals between vBf,min and
vBf,max, where numB is the total number of the above intervals corresponding to B.
In the constructed heuristic algorithm based on the multiple rules for solving JSSP in this paper, the multiple rules
have 15 condition attributes, that is q = 15. And, for every condition attribute Ai (i = 1, 2, . . . , 15), there are two
intervals, vi1 = [vi1,min, vi1,max] and vi2 = [vi2,min, vi2,max], that is numi = 2, i = 1, 2, . . . , 15. If the normalized value
of condition attribute Ai (i = 1, 2, . . . , 15) is between 0 and 0.5, we set Ai (i = 1, 2, . . . , 15) as vi1. Otherwise, if the
normalized value of Ai (i = 1, 2, . . . , 15) is between 0.5 and 1, we set Ai (i = 1, 2, . . . , 15) as vi2. Similarly, we can
determine whether decision attribute B belongs to vB1 = [vB1,min, vB1,max] or vB2 = [vB2,min, vB2,max].
6.2. Reduction of the multiple rules
In order to apply the reduction method for the concept lattices to the reduction of the redundant premises of the
above multiple rules for solving JSSP, we need to construct dynamically formal context K = (U, A, R) based on a lot
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Table 7
Formal context K = (U, A, R)
U A1 A2 A3 · · · · · · A15 B
C11 C
1
2 C
2
1 C
2
2 C
3
1 C
3
2 · · · · · · C151 C152 D1 D2
1 1 0 1 0 1 0 · · · · · · 0 1 1 0
2 0 1 1 0 1 0 0 1 0 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
of data of JSSP instances. Then, we transform the reduction problem of the redundant premises of the multiple rules
into the attribute reduction problem of the concept lattices associated with K . Furthermore, based on the attribute
reduction of the concept lattices, we remove the redundant premises.
First, for the above JSSP instances, we obtain some different operation priority lists using the constructed heuristic
algorithms based on the multiple rules. Furthermore, based on the above operation priority lists, we can construct
formal context K = (U, A, R) as Table 7, where U is the universe consisting of every operation in the above
operation priority lists; Ai , i = 1, 2, . . . , 15 are 15 condition attributes and B is the decision attribute; C ie, e = 1, 2
denote whether condition attribute Ai (i = 1, 2, . . . , 15) of the operation belongs to vi1 or vi2, respectively. When
Ai (i = 1, 2, . . . , 15) belongs to vi1, we set C i1 and C i2 as 1 and 0, respectively. When Ai (i = 1, 2, . . . , 15) belongs to
vi2, we set C
i
1 and C
i
2 as 0 and 1, respectively. Similarly, we can set D f , f = 1, 2.
Then, we adopt the multi-step attribute reduction method for the concept lattices, to obtain the attribute reduct of a
concept lattice associated with formal context (U, A, R). The detailed procedure is as follows.
(1) Initialize: A′ = A;
(2) Clarify formal context (U, A′, R)
2.1: Let A′′ = A′;
2.2: Let a ∈ A′′ and A′′ = A′′ \ {a};
2.3: For each attribute b ∈ A′ \ {a}, if Rb = Ra, then A′ = A′ \ {b} and A′′ = A′′ \ {b};
2.4: If A′′ = ∅, then go to (3); otherwise, go to 2.2;
(3) Reduce the attribute of the concept lattice associated with formal context (U, A′, R ∩ (U × A′))
3.1: Let A′′ = A′;
3.2: Let a ∈ A′′, A′′ = A′′ \ {a} and M = ∅;
3.3: For each attribute b ∈ A′ \ {a}, if Rb ⊆ Ra, then M = M ∪ {b};
3.4: If Ra = RM , then A′ = A′ \ {a};
3.5: If A′′ = ∅, then go to (4); otherwise, go to 3.2;
(4) Obtain an attribute reduct A′ of the concept lattices associated with formal context (U, A, R).
Consequently, the corresponding redundant premises of the above multiple rules can be removed according to
attribute reduct A′ of the concept lattices associated with formal context (U, A, R).
6.3. Numerical computation
In this section, we make numerical computations using JSSP benchmark instances including Abz, Cscmax, La,
Rcmax and Swv. For these benchmark instances, we take the product of the total processing time of every job and 1.5
as the due date of the corresponding job [31]. Additionally, we set the delay penalty of every job as a random number
between 1 and 8.
In Table 8, we give the numerical computational results obtained by some heuristic algorithms based on the
multiple rules with good performance. Pt denotes the name of the benchmark instance. Ps is the instance scale.
For example, 20× 10 denotes that the total number of jobs is 20 and that the total number of machines is 10 in JSSP
benchmark instances. N is the total number of the benchmark instances with both the same kind of problem instance
(for example, Abz) and the same problem scale. Opt is the improved percentage of the scheduling objective obtained
by the constructed heuristic algorithms based on the multiple rules compared with that obtained by the heuristic
algorithms based on the typical simple rules including EDD, FIFO, SPT and so on. Rule 1, Rule 2, Rule 3 and Rule 4
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Table 8
Numerical computational results
Pt Ps N Rule 1 (%) Rule 2 (%) Rule 3 (%) Rule 4 (%)
Opt Cpt Opt Cpt Opt Cpt Opt Cpt
Abz 10× 10 2 5.68 31.02 −11.51 29.51 5.68 31.42 −5.83 11.73
20× 15 3 16.53 41.36 15.45 37.99 15.95 39.78 18.26 56.35
Cscmax 20× 15 5 28.71 43.70 27.84 42.15 28.10 42.34 24.83 63.71
20× 20 5 19.77 36.89 28.27 35.09 18.81 35.62 20.08 58.23
30× 15 5 23.62 48.13 27.88 45.88 23.20 46.57 24.54 67.72
30× 20 5 22.15 42.77 26.16 41.78 22.82 42.02 18.65 65.41
40× 15 5 10.19 48.02 14.59 47.48 10.13 46.52 9.53 64.69
40× 20 5 19.00 46.15 23.65 43.84 18.38 44.25 14.91 64.50
50× 15 5 7.57 49.19 11.67 47.91 8.80 48.28 8.48 67.76
50× 20 5 22.99 45.43 25.75 44.56 23.10 44.84 22.73 63.44
La 10× 5 5 19.23 45.02 16.73 42.86 19.23 45.00 15.90 72.11
15× 5 5 5.83 51.28 12.78 51.42 6.08 50.70 12.30 58.11
20× 5 5 −3.22 51.59 7.60 48.99 −2.27 50.49 7.99 64.89
10× 10 5 11.01 32.83 11.40 31.55 6.08 29.25 12.51 37.26
15× 10 5 25.23 44.67 25.23 43.11 25.23 43.58 24.58 75.86
20× 10 5 20.16 47.25 23.70 47.64 21.00 46.19 23.61 70.19
30× 10 5 16.60 51.88 20.86 51.11 17.14 50.89 17.56 67.43
15× 15 5 14.67 31.77 0.30 32.30 14.67 31.68 1.28 55.24
Rcmax 20× 15 5 28.05 39.14 27.63 38.68 27.85 38.70 24.29 59.96
20× 20 5 8.64 30.21 7.62 29.85 13.17 29.02 0.86 48.40
30× 15 5 20.01 46.99 22.51 46.46 20.00 45.34 15.60 65.50
30× 20 5 21.01 40.06 23.79 39.53 22.29 39.87 17.43 61.53
40× 15 5 8.86 51.12 10.39 49.18 7.53 49.49 6.93 67.83
40× 20 5 17.43 45.11 18.24 44.59 18.43 45.00 15.42 65.42
50× 15 5 15.23 51.93 15.86 50.15 13.85 50.10 11.34 70.81
50× 20 5 13.35 49.23 14.40 47.33 13.08 46.54 11.91 67.22
Swv 20× 10 5 12.15 48.17 17.34 46.98 11.73 46.69 18.21 69.86
20× 15 5 14.58 43.31 17.70 41.76 15.16 42.26 14.05 70.63
50× 10 10 2.28 50.65 5.86 50.71 2.78 50.79 3.35 68.70
denote that the total number k of the used rules are 20, 30, 40 and 50 in every heuristic algorithm based on the multiple
rules, respectively.
From Table 8, we can see that the solutions obtained by the heuristic algorithms based on the multiple rules are
better than those obtained by the heuristic algorithms based on the typical single rules for almost all JSSP benchmark
instances listed in Table 8. Compared with the best scheduling objectives obtained by the heuristic algorithms based
on the typical simple rules, such as EDD, FIFO, SPT and so on, when we adopt Rule 1 to solve 20 × 15 Cscmax
benchmark instances, the mean value of Opt is 28.71%.
Furthermore, when we adopt the reduction method for the concept lattices to the reduction of the redundant
premises of the above multiple rules for solving JSSP, we remove 5 redundant condition attributes, which makes the
total number of the condition attributes in the multiple rules become 10. Thus, when we adopt the heuristic algorithms
based on the reduced multiple rules to solve JSSP, we only need to measure or compute 10 attribute values of each
operation and reduce the information of the condition attributes needed in the course of the multiple rule reasoning
and the computational time of the heuristic algorithms based on the above rules, thus improving the solving efficiency.
The numerical computational results show that the scheduling objectives are equivalent when we adopt the heuristic
algorithms based on the above initial multiple rules and the reduced multiple rules to solve the same JSSP benchmark
instance.
In Table 8, Cpt is the decreased percentage of the computational times for completing the rule reasoning
by the reduced multiple rules and the initial multiple rules, respectively. Table 8 shows that the computational
time can be decreased when we adopt the heuristic algorithms based on the reduced multiple rules to solve
JSSP. For 15 × 10 La benchmark instances, Cpt is 75.86% when Rule 4 is adopted, which is the maximal
decreased percentage for all JSSP benchmark instances listed in Table 8. And, for 10 × 10 La benchmark
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instances, Cpt is 29.25% when Rule 3 is adopted, which is minimal. For all benchmark instances listed in Table 8,
Cpt is 48.18%, that is, the computational time needed by the heuristic algorithms based on the initial multiple
rules is about two times longer than that needed by the heuristic algorithms based on the reduced multiple
rules.
7. Conclusions
In this paper, we study the reduction of the concept lattices based on rough set theory, and propose two kinds
of attribute reduction methods and object reduction methods for the concept lattices, respectively. Additionally, we
study the relations between the attribute reduction of the concept lattices in FCA and the attribute reduction of the
information system in rough set theory in detail. At last, we apply the multi-step attribute reduction method for the
concept lattices based on rough set theory to the reduction of the redundant premises of the multiple rules used for
solving JSSP. The numerical computational results show that the reduction method for the concept lattices is effective
in the reduction of the above multiple rules.
Acknowledgements
This work is supported by the National Key Basic Research and Development Program (No. 2002CB312200),
the National Natural Science Foundation of China (No. 60274045, No. 60443009), 60274045, No. 60443009), the
National 863 High-Tech Program of China (No. 2006AA04Z163) and the Beijing Science and Technology Planning
Program of China (No. D0305005040321).
References
[1] R. Wille, Restructuring lattice theory: An approach based on hierarchies of concepts, in: I. Rival (Ed.), Ordered Sets, Reidel, Dordrecht,
Boston, 1982, pp. 445–470.
[2] G. Gediga, R. Wille, Formal Concept Analysis, Mathematic Foundations, Springer, Berlin, 1999.
[3] C. Carpineto, G. Romano, A lattice conceptual clustering system and its application to browsing retrieval, Machine Learning 10 (1996)
95–122.
[4] M. Faid, R. Missaoi, R. Godin, Mining complex structures using context concatenation in formal concept analysis, in: International KRUSE
Symposium, Vancouver, BC, 11–13 August, 1997.
[5] R. Godin, R. Missaoi, An incremental concept formation approach for learning from databases, in: Formal methods in databases and software
engineering, Theoretical Computer Science 133 (1994) 387–419 (special issue).
[6] S.K. Harms, J.S. Deogum, Sequential association rule mining with time lags, Journal of Intelligent Information Systems 22 (1) (2004) 7–22.
[7] R. Wille, Knowledge acquisition by methods of formal concept analysis, in: E. Diday (Ed.), Data Analysis, Learning Symbolic and Numeric
Knowledge, Nova Science, New York, 1989, pp. 365–380.
[8] F. Lehmann, R. Wille, A Triadic Approach to Formal Concept Analysis, in: Lecture Notes in Artificial Intelligence, vol. 954, 1995, pp. 32–43.
[9] S. Ferre, O. Ridoux, A logical generalization of formal concept analysis, in: The Eighth International Conference on Conceptual Structures,
ICCS2000, Darmstadt, Germany, in: Lecture Notes in Artificial Intelligence, vol. 1867, 2000, pp. 371–384.
[10] J.S. Deogun, J. Saqer, Monotone concepts for formal concept analysis, Discrete Applied Mathematics 144 (2004) 70–78.
[11] Z. Pawlak, Rough sets, International Journal of Computer and Information Science 11 (1982) 341–356.
[12] Z. Pawlak, Rough sets theory and it’s application to data analysis, Cybernetics Systems, An International Journal 29 (1998) 661–688.
[13] A. Skowron, A synthesis of decision rules: Applications of discernibility matrix, in: Proceedings of the International Conference on Intelligent
Information Systems, Augustow, Poland, 1993, pp. 30–46.
[14] S. Thusaku, Rule discovery in database with missing values based on rough set model, in: N. Zhong, L.Z. Zhou (Eds.), Methodologies for
Knowledge Discover and Data Mining, Springer, Beijing, China, 1999, pp. 274–278.
[15] Y.Y. Yao, Concept lattices in rough set theory, in: Proceedings of 23rd International Meeting of the North American Fuzzy Information
Processing Society, 2004.
[16] Y.Y. Yao, A comparative study of formal concept analysis and rough set theory in data analysis, rough sets and current trends in computing,
in: Proceedings of 3rd International Conference, RSCT’04, 2004.
[17] G. Gediga, I. Duntsch, Modal-style operators in qualitative data analysis, in: Proceedings of the 2002 IEEE International Conference on Data
Mining, 2002, pp. 155–162.
[18] K. Hu, Y. Sui, Y. Lu, J. Wang, C. Shi, Concept approximation in concept lattice, knowledge discovery and data mining, in: Proceedings of the
5th Pacific-Asia Conference, PAKDD 2001, in: Lecture Notes in Computer Science, vol. 2035, 2001, pp. 167–173.
[19] R.E. Kent, Rough concept analysis: A synthesis of rough sets and formal concept analysis, Fundamenta Informaticae 27 (1996) 169–181.
[20] J. Saquer, J.S. Deogun, Formal rough concept analysis, in: New directions in Rough Sets, Data Mining, and Granular-Soft, in: Lecture Notes
in Computer Science, vol. 1711, Springer, Berlin, 1999, pp. 91–99.
[21] Y.Y. Yao, Y.H. Chen, Rough set approximations in formal concept analysis, in: Proceedings of 23rd International Meeting of the North
American Fuzzy Information Processing Society, 2004.
1410 M. Liu et al. / Computers and Mathematics with Applications 53 (2007) 1390–1410
[22] M.W. Shao, W.X. Zhang, The Set Approximation in Formal Contexts, in: Lecture Notes in Computer science, vol. 3641, Springer, Berlin,
2005, pp. 43–53.
[23] P. Pagliani, From concept lattices to approximation spaces: Algebraic structures of some spaces of partial objects, Fundamenta Informaticae
18 (1993) 1–18.
[24] K.E. Wolff, A conceptual view of knowledge bases in rough set theory, in: Rough Sets and Current Trends in Computing (Second International
Conference RSCTC 2000), in: Lecture Notes in Computer Science, vol. 2005, Springer, Berlin, 2001, pp. 220–228.
[25] I. Duntsch, G. Gediga, Approximation operators in qualitative data analysis, in: H. Swart, E. Orlowska, G. Schmidt, M. Roubens (Eds.),
Theory and Application of Relational Structures as Knowledge Instruments, Springer, Heidelberg, 2003, pp. 216–233.
[26] B. Peter, Scheduling Algorithms, 3rd ed., Springer, Berlin, 2001.
[27] M. Liu, M.Y. Dong, C. Wu, An iterative layered tabu search algorithm for complex job shop scheduling problem, Chinese Journal of
Electronics 14 (3) (2005) 519–523.
[28] A. Skowron, C. Rauszer, The discernibility matrices and functions in information systems, in: R. Slowinski (Ed.), Intelligent Decision Support:
Handbook of Applications and Advances of Rough Sets Theory, Kluwer Academic Publisher, Dordrecht, 1992, pp. 331–362.
[29] M. Kryszkiewicz, Knowledge reduction in information systems, Ph.D. Thesis, University of Technology, Warsaw, 1994.
[30] A. Skowron, Extracting laws from decision tables, Computational Intelligence 11 (2) (1995) 371–388.
[31] M. Asano, H. Ohta, A heuristic for job shop scheduling to minimize total weighted tardiness, Computers and Industrial Engineering 42 (2002)
137–147.
