Numerical solutions of the Helmholtz equation and the one-way Helmholtz equation are compared in the weak range dependence limit, where the overall range distance is increased while the range dependence is weakened. It is observed that the difference between the solutions of these two equations persists in this limit. The one-way Helmholtz equation involves a square root operator and it can be further approximated by various one-way models used in underwater acoustics. An operator marching method based on the Dirichlet-to-Neumann map and a local orthogonal transform is used to solve the Helmholtz equation.
Introduction
In underwater acoustics, integrated optics, seismic migration and other fields, it is often necessary to solve the governing equation in a medium with an extended length scale in one spatial direction. For shallow water ocean acoustics [1] , the length scale of the horizontal distance (the range) is much larger than that of the depth. The situation is quite similar in integrated optics [2] , where numerical simulations are needed for photonic devices with a propagation distance of a few millimeters, while the transverse length scale is only a few microns. The governing equation for acoustic waves and transversely polarized electro-magnetic waves in planar waveguides is a variable coefficient Helmholtz equation. Direct numerical solution is very expensive, because the typical wavelength is much smaller than the length scale in the propagation direction.
The widely used Parabolic Equation (PE) method [3, 4, 5, 1, 6] approximates the Helmholtz analytically by one-way models that can be efficiently solved numerically. The PE models can be regarded as various further approximations to the one-way Helmholtz equation involving a square root operator. For range independent problems, where the medium properties (sound speed and density) are independent of the range variable, solutions of the one-way Helmholtz equation are exact solutions of the original Helmholtz equation, but this is generally not true for range dependent media. In a penetrable wedge benchmark problem [7] , the PE models produce solutions with a significant error. This has led to improved one-way models based on the energy-conserving corrections [8, 9, 10] or the single scatter approximation [11, 12, 13] . However, it is still interesting to understand what happens in the weak range dependence limit where the range dependence is reduced, but the total range distance is increased.
In this paper, we compare solutions of the one-way Helmholtz equation and the Helmholtz equation for a number of range dependent cases. We point out that the difference between the solutions of these two equation persists in the weak range dependence limit. We also study the validity of the adiabatic approximation [15] in this limit.
Weak range dependence limit
In a two dimensional medium (which is invariant in one of the horizontal variable) with a constant density, the governing equation for time harmonic sound waves is the Helmholtz equation
where κ = ω/c is the wave number, ω is the angular frequency, c is the sound speed, x is the range and z is the depth. We assume that the range dependence is limited to the finite interval 0 < x < L, and let
For x < 0, an incident wave, say u + , is given and it satisfies the one way Helmholtz
Alternatively, we may also impose a simple Dirichlet boundary condition at x = 0:
where u 0 is a given starting field. For x > L, the condition is that only outgoing waves (moving towards x = +∞) are allowed. Thus, u = u + satisfies
Notice that u and u x are continuous, the above equation is true at x = L, even when κ is discontinuous there. The Parabolic Equation (PE) method approximates the Helmholtz equation (1) by the one-way Helmholtz equation
where u is regarded as an approximation of the forward component of the wave field, i.e., u + . This is an initial value problem in x and the initial condition is (4), where u 0 could be the given incident wave at
Typically, when the range dependence is weak and when the reflected wave can be ignored, the one-way Helmholtz equation gives a reasonable approximation to the original Helmholtz equation. However, a significant error has been observed for a benchmark problem [7] and this has led to the development of energy-conserving corrections [8, 9, 10] and the single scatter approximation [11, 12, 13] . Many efforts are devoted to comparing the solutions of the Helmholtz equation with the solutions of PE models, but these studies are usually devoted to a fixed medium. For special cases where the method of separation of variables is applicable, comparison of these two equations can be carried out analytically [14] . In this paper, we consider a family of media with a varying range dependence and a varying overall range distance. We define the weak range dependence limit, where the dependence on x is weakened, but the overall range distance is increased. More precisely, we consider L as a parameter and assume that
then compare the solutions of (1) and (6) at x = L for large L. When L is increased, the sound speed has a more gradual dependence on x, but the cumulative effect may not be ignored. Notice that medium profiles are similar to each other, as they are obtained by a simple linear stretching from one profile.
Theoretically [14] , we can see that the solutions from (1) and (6) can be different, if we use the adiabatic approximation [15] . Let φ(z; x) be a local propagating mode (at x) satisfying the eigenvalue problem
where λ is the eigenvalue (which also depends on x) and φ has been normalized by
For x < 0 and x > L, we denote the corresponding eigenvalue by λ 0 and λ ∞ , respectively. Inserting the normal mode solution u = α(x)φ(z; x) into the Helmholtz equation and ignoring all mode couplings (the adiabatic approximation), we obtain
The given starting field (4) implies that α(0) is given and the radiation condition (5) leads to α = i √ λ ∞ α at x = L. In the weak range dependence limit (i.e. L → ∞), the WKB method [16] applies and we have
On the other hand, if mode coupling is ignored in the one-way Helmholtz equation, the mode coefficient α would satisfy
Thus,
Comparing (7) with (8), it is clear that the one-way Helmholtz equation (6) would have a persisting amplitude error (for the mode coefficients) in the weak range dependence limit. The above result is derived under the adiabatic approximation that ignores all mode couplings. Although this approximation seems to be reasonable locally, the cumulative effect over all range distance cannot always be ignored [17] . However, our numerical studies indicate that the adiabatic approximation is usually valid in the weak range dependence limit.
Numerical schemes
To compare the solutions of (1) and (6) for large L, efficient numerical methods are needed. Standard finite difference or finite element methods can be applied to the Helmholtz equation, but they would be very expensive to use, since a sufficient number of grid points are needed for each wavelength (which is much smaller than L). More practical methods for wave propagation problems in long waveguides can be designed by taking advantage of the fact that the waveguide is typically slowly varying in the propagation direction. The discrete coupled mode method [18, 1] approximates the original waveguide by a piecewise uniform (in the range direction x) waveguide, expresses the solution in each uniform segment in a local eigenfunction expansion and determines the expansion coefficients in a coupled linear system obtained from the continuity conditions at the interfaces between the uniform segments. The grid size (in the x direction) of this method is not restricted by the wavelength, rather, it is restricted by the variation of the waveguide in the range direction. If the waveguide is discretized by m segments from x = 0 to x = L, both the required number of operations and and the required computer memory are linearly proportional to m. Of course, the local eigenfunction expansion is truncated to finite number of (say, n) terms. In general, the local modes can only be solved numerically. Let N be the number of points used to discretize the z variable, then one eigenvalue and eigenfunction pair can be calculated in O(N ) operations. Therefore, the total required number of operations for n eigenpairs in every uniform segment is O(mnN ). The second major task of the coupled mode method is to expand the n eigenfunctions of one segment in the n eigenfunctions of the next segment. This gives rise to an n × n overlap matrix. O(N ) operations are needed to calculate one entry of this matrix. Therefore, the overall number of operations needed for these matrices is O(mn 2 N ). The linear system for the coefficients involves O(mn) unknowns and it is a banded matrix with a bandwidth of O(n). Thus, the required number of operations for solving this linear system is O(n 3 m). Since these overlap matrices are needed to form the linear system for mode coefficients, the required computer memory is O(mn 2 ).
It is possible to reduce the required computer memory to O(n 2 ) without changing the underline discretization. In the operator marching scheme [19, 20, 21] based on the Dirichlet-to-Neumann (DtN) map, a pair of operators (represented by n × n matrices in a local eigenfunction expansion) are manipulated from x = L to x = 0, with exact relationships in each uniform segment. These two operators are the DtN map Q and the fundamental solution operator Y defined (for a fixed x) as
for all solutions of (1) satisfying the radiation condition (5). The solutions of the Helmholtz equation is then constructed from Q and Y at x = 0. This is the second order method developed in [19] . The required number of operations is essentially the same as the coupled mode method [18] . In a continuous version, the operators Q and Y satisfy differential equations that can be solved from x = L to x = 0 as an initial value problem. But an ordinary ODE solver discretizes x by a finite difference approximation, resulting in a small step size even in a range independent region. Moreover, it is possible to develop higher order methods that preserve the exact solutions in each range independent segment. For a general range dependent waveguide, the fourth order method given in [19] produces more accurate solutions than the coupled mode method [18] or the second order method in [19] , for the same discretization in x, the same N and n, with nearly identical computing effort.
The Parabolic Equation (PE) method [3, 4, 5, 1, 6 ] is based on the one-way Helmholtz equation (6) , but it also involves rational (or polynomial) approximations of the square root operator [4] or the exponential of the square root operator [5] . This gives rise to a very efficient algorithm that requires O(N ) operations for each step in x, assuming that the rational approximation degrees are small. These operator approximations bring errors into the solutions. In particular, the evanescent modes are usually not approximated well.
In order to assess the accuracy of the one-way Helmholtz equation itself, we need a more accurate method to solve it. Since it is necessary to calculate the local modes in each segment of the waveguide for solving the Helmholtz equation, we use the one-way mode expansion method [1] for (6).
Parallel plane waveguides
We compare the numerical solutions of (1) and (6) for parallel plane waveguides where the variable z is restricted to 0 < z < 1. The original depth of the waveguide is used as a length scale to derive the non-dimensionalized Helmholtz equation. The boundary conditions at z = 0 and z = 1 are u(x, 0) = 0, u z (x, 1) = 0, corresponding to a pressure release condition at z = 0 and a hard bottom at z = 1.
In the first example, the wavenumber κ is given by
where κ 0 , κ ∞ are constants. Notice that κ 2 is independent of z and it depends linearly on x for 0 < x < L. For this profile, the Helmholtz equation is separable. The local modes are x-independent and the adiabatic approximation is exactly satisfied. The leading mode of the waveguide is
For κ 2 0 = 5 and κ 2 ∞ = 3, φ 1 is the only propagating mode. For these parameters, we solved the Helmholtz equation (1) with the starting field:
and calculate the transmitted wave u(L, z). For this example, u(L, z) = c 1 φ 1 (z; L), because there is no coupling with other modes. In Table 1 , we list the modulus of c 1 for various values of L. These results are obtained with N = 100, n = 10 and a range step size δx = 1/100, where N is the number of points used to discretize z, n is the number of retained modes in the local eigenfunction expansion. For the z variable, a second order finite difference method is used. In the range direction, the second order method in [19] is used. The calculations are repeated with a smaller range step size δx = 1/1000, the results are nearly identical. Let λ 1 (x) be the largest eigenvalue of ∂ 2 z + κ 2 (x, z) corresponding to φ 1 , we have The WKB analysis [16] indicates that
for large L. This is verified in the numerical calculations. For this example, we also solve the one-way Helmholtz equation (6) with the initial condition (10) for various L shown in Table 1 . We also have u(L, z) = c 1 φ 1 (z; L), but |c 1 | = 1 up to a small roundoff error.
In the second example, the wavenumber κ is still given by (9), but κ This problem is not separable and the different modes couple together. For the given starting field
we calculate the wave field at x = L and expand it in its local eigenfunction expansion:
The modulus of c 1 and c 2 are shown in Fig. 1 for various values of L. It appears that c 2 tends to 0 as L → ∞ and that the adiabatic approximation is valid in this limit. Furthermore, |c 1 | appears to settle down to the theoretical value:
In contrast, if we use the one-way Helmholtz equation (6) and expand its solution u(L, z) in the local eigenfunctions at x = L as in (11), then |c 1 | = 1 within a small roundoff error. 
Two layer media with a curved interface
To be more relevant to ocean acoustics, we consider the general Helmholtz equation:
where ρ is the density of the medium. As in section 2, we assume that the medium is range independent for x < 0 and x > L. Thus, the wavenumber κ satisfies (2) and the density satisfies
For the PE method, the following one-way Helmholtz equation is used:
The weak range dependence limit represents a family of physical problems where the range distance L is increased, but the range dependence is weakened by a simple scaling:
For simplicity, both (12) and (14) are supplemented with a starting field at x = 0:
We are particularly interested in the case where the medium has an internal interface z = h(x) at which the the sound speed and density are discontinuous. The conditions (2) and (13) imply that h(x) = h 0 for x < 0 and h(x) = h ∞ for x > L. The discrete coupled mode method [18] approximates the medium by a piecewise range independent one. Therefore, the interface is approximated by a piecewise constant function with discontinuities between adjacent range independent segments (the staircase approximation). This is a rather crude approximation that forces us to use a small range step size. To overcome this difficulty, we can flatten the interface by a coordinate change. Global transforms such as the conformal mapping are difficult to realize numerically for complicated geometries. Since the interface conditions involve normal derivatives there, it is necessary to use orthogonal transforms that change the normal direction to the new "vertical" direction. A practical local orthogonal transform that flattens the interface is developed in [21] . It extends the earlier work in [20] for waveguides with a curved bottom.
More precisely, we consider the case where ρ is piecewise constant:
At z = 0, the usual pressure release condition u = 0 is used. For practical purpose, the unbounded half interval of z is truncated to 0 < z < D, for some D > h(x) for all x. For simplicity, we use the condition u = 0 at z = D. A suitable length scale is used to non-dimensionalize equation (12) and we assume that h(x) is O(1). In the local orthogonal transform [21] , we introduce the new variablesx andẑ bŷ
wherex can be solved from
with the extra condition f (x, 0) = x. In the second layer h(x) < z < D, we let
then the orthogonality condition gives
where (x, 1) maps to (x * , h(x * )) as in the first layer. Given (x,ẑ), we first calculate x * as in the first layer, then solve (x, z) from (16) and (17) . Furthermore, we introduce a change of the dependent variable
where W is a given function, then the Helmholtz equation (12) is transformed to
with the boundary conditions V (x, 0) = V (x, D) = 0 and some interface conditions at z = 1. The details of W , α, β, γ and the interfaces conditions are given in [21] .
The new equation (18) can be solved by the coupled mode method [18] or the operator marching method based on the DtN map [19, 20, 21] . Since the staircase approximation is removed, the range step size can be larger for an acceptable accuracy. Moreover, the PE method can also be developed based on
Here, we compare the numerical solutions of (18) and (19) in the weak range dependence limit.
In the third example, we consider an interface given by
See Fig. 2 . Notice that h(0) = h 0 = 1 and h(L) = h ∞ = 0.5. The densities of the two layers are ρ 1 = 1 and ρ 2 = 1.7, respectively. The wavenumber is assumed to be piecewise constant:
For each x, the local modes can be defined as the eigenfunctions of
where φ = φ(z; x) and λ = λ(x). The propagating modes corresponding to positive eigenvalues λ and they are normalized as
The starting field in (15) is the first propagating mode at x = 0: where N is the number of points used to discretizeẑ (fromẑ = 0 toẑ = D), n is the number of modes retained in the local eigenfunction expansion and δẑ is the grid size in z. In Table 2 , we list the modulus of c 1 for various values of L. These results are obtained for the transformed Helmholtz equation (18) based on the range step size δx = 1/128. Under the adiabatic approximation, we have
Therefore, it appears that mode coupling can indeed be ignored for this example. We also calculate u(L, z) from the one-way Helmholtz equation (19) based on the same discretization in z and the same range step size. Expand u(L, z) as before, we have |c 1 | ≈ 1. It appears that the amplitude error persists as L → ∞. 
Conclusions
In this paper, we compare solutions of the Helmholtz equation and the one-way Helmholtz equation involving a square root operator. The comparison is carried out through numerical calculations in the weak range dependence limit, where the range dependence is reduced, but the total range distance is increased. Our numerical examples indicate that the adiabatic approximation is usually valid in this limit and the solutions of the one-way Helmholtz equation have a persisting amplitude error.
