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Background
Policy makers often express a need for scientifically-based evidence to articulate policy 
and make funding decisions (e.g., Raudenbush 2008; Stevens 2011; Sutherland et  al. 
2012). To partially address this need, the United States government, for example, has 
invested heavily in the What Works Clearinghouse, which attempts to bank educational 
research findings resulting primarily from randomized controlled trial (RCT) studies 
so that evidence-based decisions can be made by both policy makers and practitioners. 
Internationally, the Organisation for Economic Cooperation and Development (Henry 
et al. 2001) and the World Bank (Jones 2007) as well as conglomerations of many inter-
national players (Rutkowski and Sparks 2014) have all placed great focus on attaining 
scientifically-based evidence so that “evidence-based policy decisions” are possible.
To answer the calls for stronger evidence, educational researchers and their associated 
organizations increasingly demand more studies that can yield causal inferences. For 
example, one of the largest educational research organizations in the world, the Ameri-
can Educational Research Association (AERA), commissioned a report on estimating 
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causal effects using observational data (Schneider et al. 2007). In this report, the authors 
state that “there is a general consensus in the education research community on the 
need to increase the capacity of researchers to study educational problems scientifically” 
(Schneider et al. 2007, p. 109). These same authors argue that large cross-sectional edu-
cational assessment datasets are an important and often underused resource from which 
educational researchers and policy makers can draw valid causal inferences. A prime 
example of the sort of datasets that can be brought to bear in the quest for scientifically-
based evidence are international, comparative assessments, such as the Trends in Inter-
national Mathematics and Science Study, among others.
In spite of a desire on the part of policymakers and researchers to use scientifically-
based evidence in policy, research, and practice, there are necessarily limitations to 
gleaning causal inferences from observational data. It is in this context that we take up 
a discussion around causal inferences and international large-scale assessments (ILSAs). 
Although these rich, carefully developed studies have much to offer in terms of under-
standing educational systems, we argue that the conditions for making strong causal 
inferences are rarely met. To develop our argument we first discuss, in general, the 
nature of causal inferences and then in the following section titled limitations of experi-
mental and quasi-experimental design we suggest and apply a validity framework to 
evaluate the tenability of claims made in two well-cited studies (Mosteller 1995; Schmidt 
et  al. 2001). The cited studies exemplify interesting design features and advances in 
methods of data analysis and certainly contribute to the knowledge base in educational 
research; however, methodological shortcomings, some of which are unavoidable even 
in the best of circumstances, urge a more cautious interpretation than that of strict 
“cause and effect.” The next section titled usefulness for policy, discusses how findings 
from causal-focused research may not provide answers to the often broad questions 
posed by the policy community. We conclude with examples of the importance of the 
validity framework for the ILSA research community and a suggestion of what should 
be included in studies that wish to employ quasi-experimental methods with ILSA data.
Nature of causal inferences
Causal inferences have primarily relied on so-called “gold standard” experimental 
designs, especially RCTs (Campbell and Stanley 1963; Cook and Campbell 1979; Shadish 
et al. 2002; Campbell Collaboration 2015; What Works Clearinghouse 2015; Shavelson 
and Towne 2002). In studies using experimental designs, cases are randomly assigned 
to treatment and control groups, with the treatment manipulation under the complete 
control of the researcher. These types of studies are common in the physical, medical 
and psychological sciences where environments are controlled in laboratories, allowing 
scientists to experiment with control and treatment groups to test hypotheses. Even in 
ideal RCT studies, however, researchers contend with threats such as attrition, experi-
menter training, and so on. Such experimental conditions are less common in the social 
sciences because randomization is often difficult (or impossible) and even unethical 
(e.g., randomly assigning students to low performing vs high performing schools). Given 
the logistical difficulties and ethical concerns of randomly assigning people to groups 
and controlling their environments, quasi-experiments are more common in the social 
sciences. In quasi-experiments random assignment is not possible and statistical control 
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of pre-existing differences between groups has to be carefully exercised. Social sci-
ence researchers also use data from natural experiments or correlational studies—that 
is, where observations of naturally occurring phenomena are used—to address causal 
questions. These natural experiments have been most prevalent in economics and epi-
demiology but also in political sciences (Dunning 2008). Increasingly, however, quasi-
experimental methods and natural experiments are used in connection with ILSA data 
(Cattaneo and Wolter 2012; Jürges et al. 2005). We discuss this evolution next.
For many years educational researchers have made causal claims based on large-scale 
observational data (e.g., Coleman Report; National Educational Longitudinal Study 
1988–2000; High School and Beyond—HS&B), and there is now a renewed interest in 
drawing causal inferences from the analysis of large-scale national and international 
assessment data (e.g., Schneider et  al. 2007; West and Woessmann 2010; Woessman 
2014). To do so, statisticians, economists and other social scientists have developed 
methods of analysis (e.g., instrumental variable approach, propensity scores, fixed-effect 
models) to devise conditions that emulate random assignment by selecting “equivalent” 
treatment and control groups across a number of non-treatment variables (e.g., match-
ing groups). Such a strategy seeks to equalize differences between groups with the excep-
tion of membership to either the “treatment” or “control” group. Each strategy has its 
own limitations, some of which will be addressed in the remaining articles of this special 
issue. Here, however, we want to broadly focus on the nature of causal inferences based 
on large-scale assessment data, which are typically observational and cross-sectional.
In order to make causal claims researchers often have to limit the scope of the claim 
because it must focus on a particular cause and a particular effect in order to establish a 
relationship between them, holding everything else equal. Although a traditional labora-
tory offers unrivaled control (e.g., a carefully designed and implemented RCT), schol-
ars have questioned the associated causal claims, pointing to the inherent simplicity of 
the claim (Cronbach 1982). And even proponents of causal inferences in social science 
research (Cook 2002) have recognized that such studies are best suited for addressing 
very simple and focused questions. As educational researchers expand their questions 
to cover more complex topics, these criticisms become all the more relevant, as the risk 
of violating important assumptions increases. We outline examples of typical violations 
later in the paper. First, however, we discuss an important distinction between causal 
description and causal explanation.
Shadish et  al. (2002) explain the distinction between causal descriptions—which 
describe the consequence of varying the cause on the effect or causal relationship—, and 
causal explanations—which provides an account of “the mechanisms through which 
and the conditions under which that causal relationship holds” (p. 9). Further, Shad-
ish et  al. (2002) describes the strength of experiments as having an ability to describe 
the “consequences attributable to deliberately varying a treatment.” The same authors 
argue that “experiments do less well in clarifying the mechanisms through which the 
conditions under which that causal relationship holds”—what they define as causal 
explanations (p. 9). This important distinction allows us to better understand what rela-
tionships are being defined by any causal statement. For many policy makers, under-
standing the mechanism is often of less importance whereas researchers are more likely 
to value uncovering the specific causal mechanisms or explanations that underlie causal 
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descriptions. For example, if a study finds that spending more time on a subject leads to 
better performance on a test, such findings are only helpful for researchers if we under-
stand what teachers who spend more time are doing differently than the teachers who 
spend less time on a topic. In other words, time is not the cause here but how the time is 
used. Yet in much of social science research this distinction is not clear. Instead, blanket 
causal statements are made without any further explanation.
Let us now examine the various factors that might affect the validity of causal claims. 
To do so, we mainly use a validity framework that has been developed and refined over 
several decades (e.g., Campbell and Stanley 1963; Cook and Campbell 1979; Shadish 
et  al. 2002) in the context of experimental and quasi-experimental designs. We could 
have also placed our focus on Rubin’s Causal Model (RCM) or framework of potential 
outcomes (Holland 1986; Rubin 1978, 2008) that similarly focuses on the analysis of 
cause in experiments but also extends to the use of observational studies for approxi-
mating randomized experiments. As Rubin (2008) states, however, “many of the appeal-
ing features of randomized experiments can and should be duplicated when designing 
observational comparative studies, that is, nonrandomized studies whose purpose is to 
obtain, as closely as possible, the same answer that would have been obtained in a ran-
domized experiment comparing the same analogous treatment and control conditions 
in the same population” (pp. 809–810). RCM outlines conceptual and design consid-
erations that might make it possible to use observational studies to approximate ran-
domized experiments and also requires an explicit consideration of the “assignment 
mechanism” by which cases were assigned to the treatment and control conditions 
(Rubin 2008). For example, in a study comparing students attending public and pri-
vate schools, it is the individual (or his/her parents) who is responsible for deciding on 
assignment to the treatment (e.g., private school) or to the control (e.g., public school) 
conditions. The RCM also makes use of a probability model associated with the assign-
ment mechanism and of Bayesian analysis to consider the full set of potential outcomes 
for each case rather than relying on the observed outcome, which, according to Rubin 
(2008), is inadequate and “can lead to serious errors” (p. 813). RCM also rests on the 
important concept of “key covariates,” or relevant variables that could explain pre-exist-
ing differences between the treatment and control conditions and that can be used to 
ensure that the distribution of these variables only differ randomly between the two 
groups—one of the crucial conditions to make causal inferences. In other words, this 
ensures that the cases in the treatment and control conditions are more or less equiva-
lent on all important variables. Other design considerations relate to clear specification 
of the hypothesized experiment that is to be approximated (i.e., clear specification of 
treatment conditions and outcomes), adequacy of sample sizes under all conditions to 
ensure power, clear understanding of who made the treatment condition assignment and 
based on what variables, and measurement quality of key covariates (Rubin 2008). As 
we will see, many of these considerations are similar to and/or compatible with those we 
consider in the validity framework that we use and describe subsequently.
Drawing from the work of Campbell and Stanley (1963), Cook and Campbell (1979), 
and Shadish et  al. (2002), which focuses on the validity and generalization of causal 
claims, in the context of randomized experiments, causal claims are affected by a num-
ber of factors: (1) the meaning and representation of the constructs related to the claims, 
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and the consequences of using these for a particular purpose—construct validity, (2) the 
study design and proper specification of the model(s) used to test the causal hypothesis 
and the ruling out of alternative hypotheses—internal validity, (3) the sampling of cases, 
“treatment or cause,” outcomes, and settings or contexts—external validity, and (4) the 
use of proper statistical methods to estimate the strength of the relationships between 
the presumed cause and effect—statistical conclusion validity. All these considerations 
are generally concerned with minimizing various “errors” in making causal claims: error 
of representation, error in logic of reasoning or in the implied mechanism that underlie 
the causal relationship, error in estimating differences or relationships, error in extrapo-
lation. All these validity concerns support each other on the one hand, but also compete 
with one another on the other hand. For example, if the constructs used to represent the 
cause and effect are problematic in terms of their definitions and measurements, this will 
have consequences for all other aspects of validity and will seriously affect the validity of 
the causal claims. On the other hand, narrowing the definition of treatment conditions 
(or cause), for example, to better fit a particular context may enhance internal validity 
but may severely limit external validity or extrapolation. We use this validity framework 
subsequently to evaluate some causal claims.
An additional, yet related issue concerns the comparability of constructs and their 
measurement across different populations, referred to as construct and measurement 
equivalence, respectively. This issue is especially important in the international con-
text where complex social phenomena are measured across differing contexts, cultures, 
and locations. To be fair, in some instances, when important social concepts manifest 
themselves differently in different countries, for example, (e.g., socio-economic sta-
tus), accommodations are made regarding the measurement of some of these concepts. 
For example, adding national options to home background scales. This departure from 
strictly equivalent measures may enhance the meaningfulness of a concept in a particu-
lar context but also makes comparisons across contexts more problematic, since impor-
tant concepts are measured differently.
Making causal claims using ILSA data, however, cannot simply be achieved by modify-
ing the measurement of particular concepts or variables for a particular context. The 
broader issue is whether the causal mechanisms or causal explanations for a particular 
phenomenon are comparable across contexts (e.g., groups, countries)—an issue that has 
not received much attention in the literature on causal inference. The primary interest of 
most international assessment programs is in measuring educational achievement 
(defined and measured differently, depending on the study) and a pre-defined set of 
achievement correlates (e.g., the learning environment or the student’s home situation).1 
The mechanisms that explain the relationships between these variables and the out-
comes measures in the context of each country are rarely problematized or conceptual-
ized and a priori differences in the conceptualization or theorization of these 
mechanisms across contexts are often not considered. For example, answers to questions 
regarding the value and purposes of education and schooling in societies as different as 
Germany, Qatar, and Zimbabwe are not fully articulated prior to designing data collec-
tion instruments. Such articulation would likely explain the mechanisms underlying 
1 Such large scale data collection efforts also suffer from a concern for trend analysis (across different waves of data col-
lection) which prevents changes that would compromise comparisons across time.
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variability in student achievement or performance in school and their differing associ-
ated correlates. In other words, one universal questionnaire administered in all contexts 
cannot possibly cover all relevant explanatory variables for all participating countries. 
We know, for example, that issues of gender and socio-economic status are understood 
differently in countries around the world. As such, the conceptualizations of the mecha-
nisms that might explain varied educational achievement would likely yield a number of 
other variables not currently included in the data collection design.
In the case of ILSA, when a set of variables is imposed across contexts and is examined 
in terms of the relationships to an outcome variable, some relationships between the 
variables are bound to be found even if only by chance. The meaning of these relation-
ships, however, is not often clear and plausible alternative causal relationships cannot be 
examined due to the limited set of variables and the absence of causal mechanisms con-
ceptualized for different contexts. In the field of comparative policy analysis, Falleti and 
Lynch (2009) have emphasized the importance of causal mechanisms and their interac-
tions with context in order to make credible causal explanations. They argue “that unless 
causal mechanisms are appropriately contextualized, we run the risk of making faulty 
causal inferences.” They see the importance of context for making causal claims as a 
“problem of unit homogeneity” (p. 1144), where unit, here, refers to the variables and to 
the attributes of the units of analysis as well as their meaning and equivalence in the pre-
sumed causal mechanisms. So, for example, is a 14-year-old boy from an economically 
developed country who is picked-up 200 m from his house by the school bus “equiva-
lent” to a 14-year-old boy from an economically developing country who has to walk to 
school barefoot for several miles every day? Does the same causal mechanism explain 
variability in achievement test scores? What are the relevant attributes that play out in 
these different contexts? These are the important and difficult questions that would need 
to be addressed instead of making comparisons on a universal set of variables, which 
may not universally apply.
The case of the boys from a developed and developing economy is most likely not 
a meaningful comparison but it serves here to illustrate the question of meaning and 
equivalence and the importance of examining these in articulating causal explanations 
or mechanisms and the setting in which they play out. In addition, the same causal 
mechanism may have different outcomes in different contexts while different causal 
mechanisms and multiple causes for the same effect may be at play in the same context. 
This can be explained by the fact that contexts are multilayered and develop from the 
interactions of individual characteristics as well as social and institutional norms, values, 
and functioning. The multiplicity of possible and plausible causal mechanisms defies the 
usefulness of single simplistic deterministic or probabilistic models as they can only pro-
vide a very partial description of “a” possible causal relationship. Most statistical mod-
els currently in use cannot readily accommodate the complexity of causal mechanisms, 
and it is, therefore, necessary to reduce their complexity to test a causal relationship (or 
hypothesis) between a cause and an effect. We contend, therefore, that a crucial issue in 
the nature of causal inference is their need for simplicity and lack of generalizability.
In the next section we outline some limitations to making causal claims in educational 
research by examining two popular educational studies and submitting them to the 
validity framework outlined above.
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Limitations of experimental and quasi‑experimental design
As we argued above, most research studies yielding causal inferences in the social sci-
ences tends to be descriptive rather than explanatory. This is an important distinction 
as it sets expectations for the claims that can be made when using the results. Causal 
inferences are inherently linked to their validity and generalization—that is, how true, 
and how specific or universal are the claims? We illustrate some of these considera-
tions and limitations, first in a randomized experimental study, and then in a study that 
employs ILSA data where random assignment is not possible. We examine possible rea-
sons why causal claims might be weakened and highlight the importance of acknowl-
edging possible validity threats so that claims can be qualified accordingly. In the end, it 
may be the case that an experimental or quasi-experimental design is the best choice for 
the research question at hand; however, the threats to validity may not support causal 
conclusions.
For our first example we draw from a well-known experimental study in education 
(Mosteller 1995), and discuss some validity concerns that may affect the study’s claims. 
For the second example (Schmidt et al. 2001), we focus on a study that uses large-scale 
assessment data to examine the effect of curriculum coverage on achievement gain 
scores. This example was chosen because it is one of the first instances where research-
ers explored the Trends in International Mathematics and Science Study (TIMSS) data 
to design a study that uses matching groups to calculate gain scores and “sophisticated 
statistical techniques [that presumably] allows them to generate causal hypotheses con-
cerning specific aspects of the curriculum on student learning” (p. 80). Additionally, 
both of these studies were chosen because they are reasonably straightforward to explain 
in a limited space, which is not often the case when non-experimental studies are used 
with the aim of making causal inferences. Although we offer only a brief review of two 
studies, in this special issue many of the included papers provide resources and exam-
ples of how their corresponding topic has been used in research.
Study 1: Tennessee class size study
In the often cited Tennessee Study of Class Size in the Early School Grades (Mosteller 
1995), early grades are defined as kindergarten through third grade and the treatment 
conditions are (1) smaller classes of 13–17 students, (2) larger class size of 22–25 stu-
dents, and (3) larger class size of 22–25 students with a teacher aid in the classroom. 
Students and teachers were randomly assigned to classes at least for the first year 
of implementation. To participate in this study schools had to commit for a period of 
4 years, have a minimum of 57 students in each of the targeted grade levels, and guar-
antee that no new textbooks or curricula would be introduced. Approximately 180 Ten-
nessee schools volunteered to participate, 100 qualified for the study and 79 ultimately 
participated in the first year of implementation in kindergarten. Achievement in reading 
and mathematics were measured using the Stanford Achievement Test (SAT) and the 
Tennessee Basic Skills First (TBSF) which is described as a “curriculum-based measure.” 
The differences between the students in smaller and larger class (with and without aide) 
are reported as effect sizes (differences in means divided by standard deviation) and 
range between .13 and .27 in mathematics and between .21 and .23 in reading.
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From the basic study description, we raise two issues. First, setting cut-offs for deter-
mining smaller and larger classrooms is not discussed or justified. Second, the possible 
causal mechanism of the effect of class size on achievement is limited to the explana-
tion that in smaller classes there are fewer distractions and the teacher has more time to 
attend to each child than in larger classes. Next, we consider the main conclusion that 
“[t]he evidence is strong that smaller class size at the beginning of the school experience 
does improve performance of children on cognitive tests” (p. 123).
We begin by examining the nature of the constructs related to cause (class size) and 
effect (performance on cognitive tests). Although class size is the variable manipulated 
in this study, it appears, from the brief explanation provided, that it is a proxy for num-
ber of distractions and teacher time spent with each child. Yet there is little informa-
tion in the study about what teachers were doing in the smaller and larger classes during 
implementation in terms of working individually with children and minimizing distrac-
tions. In addition, although one can easily imagine differences between a class of 13 and 
a class of 25; it is not entirely clear how a class of 17 and a class of 22 vary. This is an 
example where the explicit articulation of the causal mechanism(s) that would explain 
the differences in achievement for students in smaller and larger classes and evidence 
to support that these mechanisms have actually taken place is missing. For example, it 
is possible that, since all treatment conditions were implemented in the same school, 
teachers assigned to larger classes might have felt some resentment or that teachers 
assigned to smaller class size felt re-energized, which, in both cases, could have affected 
their teaching performance and, in turn, the performance of their students. These reac-
tions to treatment assignment, in essence, affect the construct of class size being tested 
in the study. Without an explanation of the causal mechanisms and supporting evidence, 
attributing differences in achievement to class size is potentially misleading. With regard 
to the effect of the cause, achievement is measured in mathematics and reading by two 
different tests—a general standardized test (SAT), and a standardized curriculum-based 
test (TBSF), which is presumably more sensitive to the Tennessee school curriculum. 
Given the necessarily limited nature of these measures—in just two content areas—we 
raise the possibility that other learning constructs should also be measured and com-
pared before any decisions are made on the basis of the evidence from this study.
Next, we highlight issues around the study design and treatment manipulation that 
relate directly to internal and construct validity elements that may affect the validity 
of the study’s claim. In particular, the definition of treatment conditions—in this case, 
class size—is related to treatment manipulation. In this study, in addition to smaller 
and larger class sizes, the researchers included a treatment condition of larger class size 
with a teacher aide, presumably to understand whether an additional adult might con-
fer the same advantage as a smaller class. Unfortunately, the role of the aides was not 
specifically defined; some aides engaged in instructional activities while others did not. 
The absence of data about what happened in the different treatment conditions during 
implementation makes it difficult to explain what about class size makes a difference in 
achievement or to rule out alternative explanations for the differences in achievement 
between treatment conditions. Taken as a whole, the study provides some evidence of 
the relationship between class size and student achievement. But threats to both con-
struct and internal validity prevent strong causal inference and an understanding of the 
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actual causal mechanism. The study does appear to establish a causal description that 
applies to the context of the particular treatment conditions, outcome measures, time, 
persons, and settings used in this study.
Beyond the identified issues, questions remain about the generalization of the causal 
relationship—external validity—to variations in treatment conditions, test scores, per-
sons and settings. For example, one issue concerns the representativeness of the 79 par-
ticipating schools out of 180 that initially volunteered. Eighty schools were eliminated 
because they did not meet the study criteria for participation, including smaller schools 
with fewer than 57 students per grade. Further, of the 100 schools that qualified, only 
79 participated in the first year, raising questions about the degree to which participat-
ing schools might have differed from non-participating Tennessee schools. Although 
Mosteller states that “The study findings apply to poor and well-to-do, farm and city, 
minority and majority children” (p. 116), he also reports that the effect of class size on 
achievement was twice as large for minority students. In addition, how generalizable are 
the findings to other states that might differ in important ways, including education poli-
cies, funding structures, and curricula? Finally, the definition of class size is relative to a 
particular setting, leaving open the possibility of different outcomes if the cut-offs had 
been defined as fewer than 20 and more than 20, for example. Given what is currently 
known internationally, findings from this study, assuming they still hold today, should 
also be reconciled with other reports where some of the highest achieving countries 
(e.g., Japan, Korea) also have large class sizes. Looking at each of these issues as part of 
a whole brings us back to the need for clearly articulated causal mechanisms that would 
explain the presence or absence of a relationship between these two factors and the 
importance of the interaction with the setting in which this plays out. Although, practi-
cally speaking, no study will cover all design and implementation possibilities, we want 
to highlight the importance of both grounding study decisions in theory to the degree 
possible while also tempering claims that are associated with potential threats to validity.
In addition to possible problems with construct, internal, and external validity already 
discussed, another limitation relates to statistical inferences—statistical conclusion 
validity—regarding the co-variation of the cause and the effect. In this study the co-
variation between class size and achievement is addressed by testing mean differences 
between the different treatment conditions. Systematic differences between the smaller 
and larger class size conditions are implied although Mosteller does not directly report 
any test of statistical significance, but focuses rather on the magnitude of the effect sizes. 
Given the large sample sizes we can reasonably assume that differences between means 
were indeed statistically significant. Differences in effect sizes were observed when dif-
ferent reading and math tests are used; but it is difficult to make sense of these differ-
ences without information about homogeneity of variance, psychometric quality of the 
measures, and confidence intervals about estimated effect sizes.
With regard to the reliability of treatment implementation, Mosteller, reports that 
after the first year of the study some “incompatible children” were moved from smaller 
to larger class size, which might have increased the differences between means and effect 
sizes. The author also reported some “class size drift” with some smaller classes becom-
ing larger and some larger classes becoming smaller than their initial limits, possibly 
reducing differences between treatment conditions. This study exemplifies how, even 
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when random assignment to treatment conditions is possible, a number of important 
issues can threaten the validity of researchers’ causal claims.
Study 2: TIMSS 1995 curriculum and learning study
As a second example, we turn now to an observational context using ILSA data where, 
importantly, random assignment to treatment conditions is not possible. The highlighted 
study (Schmidt et  al. 2001, also analyzed in the AERA report Schneider et  al. 2007) 
investigates the relationships between different aspects of curriculum, instruction, and 
learning using the 1995 TIMSS data. In what follows we consider the degree to which 
issues related to measurement, sampling, and model choice and specification might raise 
questions around some of the researchers’ claims. To be clear, according to the AERA 
report, this study does not claim to make causal inferences but rather to “conceptually 
model and statistically evaluate the potential causal effects of specific aspects of the cur-
riculum on student learning” (p. 84)—a subtle distinction that will likely be overlooked 
by policy makers who might want to make use of these claims. Further, Schmidt et al. 
(2001) refer to the model they use as a “causal statistical model” (p. 164).
In this study the researchers use the TIMSS data from approximately 30 countries to 
construct a quasi-longitudinal design in order to examine the impact of different aspects 
of curriculum on learning. The conceptual analysis for the study focused on the intended 
curriculum (represented by content standards and textbooks ratings), implemented cur-
riculum (represented by textbook ratings and self-reported teacher content coverage), 
and attained curriculum (represented by student achievement gain or increase in per-
centage of correct items)—all ratings and percentages aggregated at the topic and coun-
try levels. The data used were collected at the end of the school year in “two adjacent 
grades containing the majority of thirteen-year-olds in each country” (p. 5) and consist 
of school and teacher questionnaires, curriculum documents (e.g., content standards, 
curriculum guides), textbooks, and achievement test results in mathematics2 and sci-
ence, covering a large number of topics and sub-topics. By sampling from the two adja-
cent grades (e.g., 7th and 8th grades in the US), the researchers constructed presumably 
equivalent groups to estimate achievement gain scores as the difference in percentage of 
items correct between the two grades averaged over all items in a topic. Curriculum 
documents and textbooks were divided in blocks and qualitatively coded to capture the 
representation and content coverage. These codes were then quantified to characterize 
the national curriculum for each country relative to twenty mathematics topics included 
in the quantitative analyses.
Information was collected on how many lessons teachers devoted to specific topics 
translated into the percentage of teachers in each country addressing topics along with 
the percentage of instructional time allocated to each topic. At the end, the measures 
of content standards, curriculum coverage, teacher coverage, instructional time, and 
achievement gains were aggregated at the topic and country level in order to make the 
measurement consistent across all variables. This consistency in the level of measure-
ment was perceived as making the impact on achievement gain more sensitive to vari-
ability in content and instructional time and coverage. The structural relationships 
2 In this analysis we only focus on mathematics and on the cross-country analyses to illustrate the claims made and the 
limitations of the study.
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between these constructs were then examined. The hypotheses tested in the model were 
that the “official” curriculum documents (developed at the national, regional or local 
level) or content standards would have an impact on textbook coverage used in the class-
room, and a direct and indirect relationship to teacher coverage, instructional time and 
achievement gain. Textbook coverage was also hypothesized to have a direct effect on 
instructional time and teacher coverage and, through those variables, an indirect effect 
on achievement gain, in addition to a direct effect.
In what follows, we apply the same validity framework to analyze several issues that 
might justify tempered claims from the Schmidt et  al. (2001) study. First, construct 
measurement is of particular concern. The challenge of retro-fitting the definition and 
measurement of constructs is inherent to ILSA data that are often collected for different 
purposes and is not a problem unique to the Schmidt, et al. study. Further, most of the 
limitations regarding the measurement of the constructs used in this study were appro-
priately acknowledged by the researchers. For example, the researchers recognized that 
they are working from a very specific definition of curriculum, that is, one among several 
possible perspectives. The operationalization of these curriculum definitions and their 
measurement is another concern.
With regard to coding content standards and textbook ratings, there was considera-
ble variability in document availability across countries—some had multiple documents 
and textbooks while others had just one. Further, there is only limited information on 
the rating system and the reliability of the ratings. Coding and rating were initially done 
at the sub-topic level and then aggregated at the topic and national level. Given that 
the availability of documents varied across countries, questions naturally arise regard-
ing the meaning and comparability of these concepts and whether they represent well 
the intended or implemented curriculum. The aggregation procedures (at the national 
level) also leave open the possibility of committing ecological fallacy—that a relation-
ship that exists at a higher level does not exist or is in a different direction at a lower 
level. And, as was the case in the class size study, there is no articulation of the causal 
mechanism that would explain the relationship between content standard national rat-
ings and average gain percent correct response on the items for a particular topic. Docu-
ments were also coded relative to the TIMSS frameworks (or world core curriculum), 
which means that topics not included in the frameworks were not coded and therefore 
not taken into account in the study. Nevertheless, these unaccounted for topics were 
part of the intended curriculum for the different countries but were excluded from the 
analyses. The study did not describe whether other coding schemes were considered and 
whether these different approaches would yield different ratings. Such an approach—
often referred to as a sensitivity analysis—would have eliminated, to some extent, com-
peting explanations for observed differences.
As in the class-size study, outcomes are limited in scope to measures of achievement in 
math and sciences. Further, the number of items per topic is a possible area of concern. 
For example, in mathematics, the study estimates achievement gains for twenty differ-
ent topics. Due to the nature of the data, 14 of the 20 topics only had 5–10 items, rais-
ing concern around construct representativeness. An additional issue worth highlighting 
surrounds the issue of comparability across countries. For example, researchers exten-
sively describe meaningful variation between countries in the way and the level at which 
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the curriculum is articulated and structured. Further, the researchers found large cross-
country differences in the perceived influence that the curricular structure has on the 
implemented curriculum in schools. Countries varied in terms of topic coverage accord-
ing to content standards, by textbooks, by teachers, and in instructional time allocated 
to the different topic. Although it is natural to expect cross-national variation in these 
relationships, the authors fit an overall structural model to understand the relationship 
between content standards, textbook coverage, teacher coverage (and instructional time) 
for all countries. A key assumption in such an approach is that the constructs are all 
understood and measured equivalently in each analyzed country (Millsap 2011). The 
authors do allow for country-by-topic interaction effects, which are further examined 
by fitting models to each country individually. Nevertheless, these by-country models 
assume that the same variables and “causal mechanisms” are at play in all countries and 
that, as we have already mentioned, these variables have the same meaning across dif-
ferent contexts, even though the study found major differences in how the curriculum is 
structured in different countries.
Causal relationships are based on the principal of ceteris paribus or “all else being 
equal”; however, given evidence to the contrary, the tenability of this assumption is diffi-
cult to defend. Therefore, the researchers’ general claim that “more curriculum coverage 
of a topic area—no matter whether manifested as emphasis in content standards, as pro-
portion of textbook space, or as measured by either teacher implementation variable—is 
related to larger gains in the same topic area” (Schmidt et al. p. 261) can only be descrip-
tive, and is conditional on the definition and measurement of these variables in the par-
ticular study. Indeed, the authors recognize the descriptive nature of their claims when 
they qualify with the following: “the nature of the general relationship is not the same for 
all countries. This implies that a general relationship between achievement gain and one 
aspect of curriculum may not even exist at all for some countries.” (p. 261). Needless to 
say, this raises issues regarding the generalizability and the causal nature of their claims.
We also point to a few possible issues related to statistical conclusion validity, par-
ticularly as they pertain to cross-country comparability. For each of 29 countries, five 
regression analyses (one for each pair of coding variables) are fit to the data. Topic 
(N = 20) served as the unit of analysis and results are combined and presented together 
(see Table 8.1, pp. 274–275). Although the practice of presenting findings for dozens of 
countries is fairly common in ILSA research, extra care is warranted when the infer-
ential target is causal. These analyses are followed by another 29 regression analyses 
(one per country) to simultaneously estimate the structural coefficients (direct effects 
only) between three of the curriculum variables and achievement gains (see Table 8.2, 
pp. 277–278). Ten countries appear to have a significant (p < .05) structural coefficient 
between textbook coverage and achievement gain; three countries have a significant coef-
ficient between content standards coverage and achievement gain; and six countries have 
a significant coefficient between instructional time and achievement. The reported over-
all coefficients of determination for these 29 models range from .08 to .70. Given the var-
iability in the findings and questions around comparability, the strength of causal claims 
arising from this study should likely be revisited.
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Usefulness for policy
Policy makers in modern democratic societies often look for causal inferences from the 
research community to support the perception of “objectivity” in decision making. As 
Stone (2011) has argued, ideas around objectivity and the subsequent need for “causal 
theories” is critical to the policy process even if the resulting decisions are not truly 
based on the causal information provided by the research community. In education, a 
number of countries, including the US, have invested a great deal of resources in pro-
grams like the What Works Clearinghouse and continue to invest in the development 
and promotion of research that focuses on making causal claims using ILSA data.3 
Although the US government has viewed experiments as the “gold-standard” for social 
research since the 1950s it is significant that they are now investing resources in promot-
ing research aimed at causal inferences with cross-sectional international assessment 
data. Much of this is in response to the fact that experimental research is often not feasi-
ble in the social sciences; however, policy makers want clear and compelling “evidence” 
for policy making and distributing resources. As such, in the current manuscript our 
intention is to acknowledge that experiments and quasi-experiments have an important 
place in educational research but also to argue that the results from such research are 
often narrowly focused and rarely succeed in providing answers to larger questions that 
are most relevant to the policy making process. In what follows we discuss causal infer-
ences in the policy context in light of our previous points.
Policy makers often ask questions in broad terms (e.g., How can we improve stu-
dent achievement? What are effective instruction, programs, and curricula? How do we 
improve teacher quality? How can we close the achievement gaps?) (Huang et al. 2003) 
whereas researchers often address narrower questions (e.g., What is the effect of a par-
ticular pedagogical approach on students standardized test scores in mathematics and 
language arts? What is the effect of teacher retention on future student achievement? 
What is the effect of class size on student achievement?) due to methodological consid-
erations and data limitations. Under the best conditions, even when using methods that 
focus on making causal claims, answers to most researchers’ questions are qualified and 
limited in scope. The need to qualify findings and/or limit their scope can be attributed 
to measurement problems, selection bias, and the lack of ability to control for all rel-
evant variables. When, and if, we are able to attend to the majority of these threats, espe-
cially with ILSA data, resulting claims are often limited in scope and not often suitable to 
address larger policy-focused questions. For example, simply creating a policy that man-
dates closer alignment to TIMSS will probably not improve test scores if the teachers do 
not teach the material or if the curriculum becomes too vast to be covered in 1 year. The 
necessarily narrow focus of most research aimed at causal inferences, especially with 
ILSA data, unfortunately creates a landscape where learning and achievement are pre-
sented as a highly simplified problem. In other words, findings that are overly narrow 
and do not account for the known complexity of our educational systems can misguide 
policymakers by ignoring complex interactions just as much as they can inform them 
about educational systems.
3 With support from the U.S. National Science Foundation in 2015 AERA held workshops on making causal claims with 
ILSA data. More information can be found here: http://www.aera.net/ProfessionalOpportunitiesFunding/AERAFundin-
gOpportunities/StatisticalAnalysis-CausalAnalysisUsingInternationalData/tabid/14751/Default.aspx.
Page 14 of 18Rutkowski and Delandshere  Large-scale Assess Educ  (2016) 4:6 
In this paper we have also shown some serious and some minor threats to construct, 
internal, external and statistical conclusion validity, drawing from two well-known, often 
cited examples in educational research. Each identified problem leads us away from clear 
explanatory causal claims and can even point to serious concerns about our ability to 
make descriptive causal claims. The distinction between explanatory and descriptive 
causal claims is important in part because most of causal-focused research in educa-
tion emphasizes descriptive claims; however, the same research falls short of articulat-
ing valid causal explanations. In the case of the Tennessee study, limitations aside, the 
findings only provide the causal description that a lower student/teacher ratio leads to 
higher achievement scores on select assessments for a sample of teachers and students 
in Tennessee. This is another example of how research aimed at making causal infer-
ences is often focused and narrow in nature. To policy makers, however, findings from 
a class size study might seem like useful information. Unfortunately, it most likely does 
not provide the key information policymakers need to create general policies to reduce 
class size. Few of us in the field of education are naïve enough to believe that simply put-
ting more teachers into classrooms will increase scores. In fact, having poorly qualified 
teachers in classrooms has been associated with lower scores on standardized assess-
ments (Darling-Hammond 2000). As such, the information that would best inform pol-
icy is not simply knowing that we need more teachers but also a clear explanation of 
what teachers do in small classroom that results in increased student understanding and 
performance. Hence, we need to know the conditions under which the causal relation-
ship holds.
Another example of how a lack of clear explanation can lead to a range of policy pre-
scriptions can be taken from ILSAs. As ILSAs have grown in both popularity and scope 
national policy makers have taken a keen interest in identifying policy levers that can 
improve educational achievement, with ILSA results serving as a frequent pool from 
which to draw possible solutions. Both class size and curriculum have drawn the atten-
tion of policy makers. The recent US discussions around widening income gaps in gen-
eral and the impact on educational achievement in particular is another example of an 
important policy issue upon which ILSA data can be brought to bear. An historical and 
clearly problematic approach to measuring socioeconomic status (SES) in ILSA studies 
is via the “books in the home” indicator. This single item expresses rough quantities of 
the number of self-reported books in a child’s home. In conjunction with causal mod-
els and methods, it is possible to identify what appears to be a “causal effect” of SES (as 
measured by the number of books in the home) on achievement. Indeed, there is often 
a fairly strong, positive association between number of books and achievement; how-
ever, the explanation for this relationship is unclear and therefore it is important that 
we also depend on a very clear and well-reasoned argument from the researcher who 
employed the causal modeling. For example, is the mere presence of books in the home 
sufficient to stimulate interest in reading, which translates into improved achievement? 
Or is the number of books serving as a proxy for cultural possessions and indicating a 
better resourced home environment? In the absence of any clear and well established 
explanation, the findings are not even causally descriptive, and of limited usefulness for 
enacting meaningful policy, where possible policies could range from wealth redistribu-
tion to providing books for children with fewer resources.
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An important barrier to supporting causal explanations in the ILSA context also 
includes the design of the studies (e.g., they are cross-sectional and observational). Prima 
facie these design features do not lend themselves to causal explanations. And although 
quasi-experimental methods can overcome this barrier, a host of validity assumptions 
must be tested before causal explanations are supported. For example, except in limited 
cases such as the Schmidt et al. (2001) study, it is very difficult to know if the cause pre-
cedes the effect. Not being able to provide such information to policy makers greatly 
reduces the usefulness of any causal claims being made. Although the findings might 
be able to suggest to a policy maker that a causal relationship exists, the claim does not 
provide policy makers with the breadth of information that they need to enact change.
As we have argued, even though many policy makers emphasize the need for causal 
inferences to support “objective” policy decisions, the reality of the policy process is 
much more complex and influenced by a host of social and political values and inter-
ests. That said, as a research community we often embrace uncertainty and operate with 
caution as we move forward with research, especially when using ILSA data. Although 
policy makers’ and researchers’ goals are not mutually exclusive, since they both aim to 
improve education, the two groups approach problems differently and, as a result, often 
have different objectives for the findings. Understanding and communicating these dif-
ferences will be an important step as we move forward with more causal modeling of 
ILSA data.
Conclusion
Experimental and quasi-experimental designs play a key role in developing an under-
standing of important phenomena in educational research. In fact, we contend that 
many such studies assist us in better understanding our educational system and also 
allow both policy makers and researchers to explore different types of questions. For 
example, each author in this special issue provides interesting examples of how a given 
quasi-experimental design or method can be used in educational research to explore 
important topics and, to a certain degree, eliminate alternative explanations for identi-
fied relationships. Nevertheless, even in an ideal setting, where subjects are randomly 
assigned to treatment and control groups, threats to the validity of inferences are per-
sistent and should be recognized when interpreting findings. In quasi-experimental 
research, these issues are even more prevalent given the fact that no random assignment 
has occurred and only an approximation of this process is possible. Finally, regardless of 
whether subjects are randomized, it is important to recognize the narrow focus of most 
research studies that aim at making causal inferences as well as the critical difference 
between causal descriptions and explanations. With this in mind, we offer a few recom-
mendations to researchers who are using and interpreting the results of research that 
attempts to approximate randomized experiment using ILSA data.
Paying attention to both conceptual and design considerations is key to approximating 
randomized experiments with ILSA data. A clear articulation of the causal mechanism(s) 
investigated would greatly enhance the design of a study by highlighting the important 
elements that should be included in the design as well as those that would allow for test-
ing alternative explanations across different contexts. We agree with Rubin (2008) and 
contend that ILSA researchers should make use of a probability model associated with 
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the assignment mechanism as well a Bayesian analysis to consider the full set of poten-
tial outcomes for each case. This process would strengthen resulting inferences that can 
be made from the research. Researchers should also justify their selection of what Rubin 
termed “key covariates” and ensure that they only differ randomly between control and 
treatment groups. Again, “key covariates” can only be identified if researchers have care-
fully articulated the possible mechanisms that could explain the association between the 
constructs and events being investigated. Further, all research should clearly articulate: 
specification of the treatment and outcome condition; sample sizes that ensure accept-
able power; who made the treatment condition assignment and based on what variables; 
and providing evidence of the measurement quality of the key covariates. Within ILSA 
research each of these poses its own set of challenges. For example, missing rates and 
disagreement between students and parents on identical, policy relevant variables has 
been shown to be high (see Rutkowski and Rutkowski 2010). Similarly, scale reliabilities 
can vary widely between countries, from high to unacceptably low (see Rutkowski and 
Rutkowski 2013).
The validity framework offers important considerations that the research community 
can use to further minimize errors when quasi-experimental designs are used with ILSA 
data. Reminding ourselves that error exists throughout the entire research process and 
reasoning helps clarify that statistical techniques alone do not establish causal claims. In 
other words, sound statistical conclusion validity does not lead to an acceptable causal 
claim unless it is supported by a compelling causal mechanism that has been clearly 
articulated and taken into account in the design of the study. When designing a study 
that approximates a randomized experiment using ILSA data issues of construct, inter-
nal, and external validity are of critical importance, as we have illustrated in the context 
of the two studies we discussed earlier. As we have noted, there are a number of ways 
to examine the validity of findings in relation to experimental and quasi-experimental 
studies. In this paper we depended largely on the framework that was first developed 
by Campbell and Stanley (1963) and later refined by Cook and Campbell (1979) and 
Shadish et  al. (2002). This framework allowed us to productively examine the validity 
of claims made by two well cited studies in education. As such, we recommend that 
all quasi-experimental studies that use ILSA data: (1) choose an established validity 
framework to work from; and (2) clearly explain threats to the validity of their claims. 
For example, if the validity framework outlined in this paper is chosen the study should 
include a discussion of: construct validity, internal validity, external validity, and statis-
tical conclusion validity. Shadish et al. (2002) provide a detailed description of possible 
threats to validity and are a useful resource for both researchers and the reviewers of 
these studies.
Finally, we would like to point out some issues that are especially important given the 
design of ILSA data collection. The following issues do not constitute an exhaustive list 
but are simply examples where the validity of inferences may be threatened. With respect 
to construct validity, we are always at the mercy of the available data. That is, the validity 
of the claims made about a self-efficacy construct, for example, rests on the availability 
of sufficient variables or items to meaningfully represent this construct. Defending this 
proposition is the responsibility of the researcher, using self-efficacy literature as well as 
a thorough psychometric investigation of the data and providing supporting evidence 
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for the validity of the claims made. Similarly, a primary issue with internal validity relates 
to model specification and ensuring that all relevant variables have been included in the 
model to support a thorough investigation of the hypothesized causal mechanism(s) and 
to make possible ruling out alternative hypotheses for an estimated effect. Again, based 
on a thorough examination of the substantive literature, the researcher is responsible 
for evaluating whether possible (reasonable) alternative explanations can be tested and 
whether relevant variables are included in the model. Given that ILSA data only provides 
a fixed set of variables researchers need to be transparent about the variables that were 
not included and have an open discussion about how that weakens their conclusions. 
Regarding external validity, a key issue in ILSA data is the operationalization of the out-
come variable(s) which relies on appropriate and relevant but necessarily limited meas-
urements. That is, one cannot reasonably use ILSA data to estimate the causal effect of 
some variable on “schooling” or “education” writ large, since most ILSAs are limited to 
only a few schooling outcomes (e.g., math, science, reading, and affective variables) and 
a highly selective sample of students (i.e., 8th graders or 15 year olds).
Of course, even RCTs can fail to meet ideal conditions (e.g., the Tennessee study). In 
ILSA research, there will always be further threats and more justifications will be neces-
sary to allay concerns surrounding the validity of causal claims. Clearly articulated and 
reasonable research questions, well specified research design consistent with hypothe-
sized causal mechanism(s), relevant and quality data, and well-specified models continue 
to be critical to support research claims made in this context. It is equally important to 
be thorough and transparent in acknowledging weaknesses in the causal chain of infer-
ences as well as other limitations. As such, we urge everyone who works with ILSA data, 
and especially in applying “causal models” to ILSA data, to openly engage in a thorough 
and self-critical process that utilizes a well-recognized validity framework such as the 
one we discussed in the current paper. Through this process, we can have honest conver-
sations about what the data and models can reasonably tell us about educational inputs, 
processes, and outcomes. We can also better engage with policy makers about the use-
fulness and limitations of research claims to inform policy.
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