The Development of Novel Models to Further the Understanding of Nanoscale Material Dynamics by Curtin, Evan Michael
 
 
 
  
 
The Development of Novel Models to Further the Understanding of Nanoscale 
Material Dynamics 
A Thesis 
Submitted to the Faculty 
of 
Drexel University 
By 
Evan Michael Curtin 
in partial fulfillment of the 
requirements for the degree 
of 
Master of Science in Chemistry 
July 2015 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Copyright 2015 
Evan Michael Curtin. All Rights Reserved. 
 
iii 
 
 
Acknowledgements 
 
First and foremost, I would like to thank my advisor, Dr. Sohlberg for all the guidance 
and patience he has shown over the past few years. Without his contribution this work 
wouldn’t exist and any accomplishments I may make in the future are at least partially 
influenced by him.  
 
I would also like to thank my groupmates, Janna Domenico, Gloria Bazargan, and Xiang 
Liu for both technical and emotional support throughout the past few years. Without 
these group members keeping me in place when I overcomplicate something, this  
thesis would be half of what it is today.  
 
Finally, but not least, I’d like to thank a few members of my family and close friends. 
Professional and personal lives can’t be completely separated, and I couldn’t have 
finished this project without the support of my aunt, Nancy O’Shea, my brother Eric and 
my longtime family friends, Randy and Ellen Faulkner.  
 
iv 
 
 
Table of Contents 
List of Tables ............................................................................................................................................ vi 
List of Figures ......................................................................................................................................... vii 
Abstract ........................................................................................................................................................ x 
CHAPTER 1. INTRODUCTION ....................................................................................................... 1 
1.1 INTRODUCTION ....................................................................................................................... 1 
CHAPTER 2. A REDUCED DIMENSIONALITY MODEL OF TORSIONAL VIBRATIONS IN STAR 
MOLECULES ........................................................................................................................ 4 
2.1 Introduction ............................................................................................................................. 4 
2.2 Theoretical Methods ........................................................................................................... 5 
2.2.1 Systems Studied .................................................................................................. 5 
2.2.2 Cylinder model ...................................................................................................... 7 
2.2.3 Electronic structure calculations and model fitting ........................... 10 
2.3. Results and Discussion ................................................................................................ 12 
2.3.1 Vetting the Cylinder Model ........................................................................... 12 
2.3.2 Learning from the failure of Simple Models. ....................................... 15 
2.4. Conclusions ........................................................................................................................ 18 
CHAPTER 3.  CHARACTERIZING TRANSIT TIMES FOR QUANTUM PARTICLES IN MORE THAN 
TWO SPATIALLY LOCALIZED STATES .......................................................................... 20 
3.1 Introduction .......................................................................................................................... 20 
3.2 Theoretical Methods ........................................................................................................ 21 
3.2.1 Finding the Change Matrix ........................................................................... 21 
3.2.2 Extracting Sampling Probability from the Change Matrix ............. 24 
3.3 Results and Discussion ................................................................................................. 25 
3.3.1 Application of the Method to a Triple Well potential ........................ 25 
3.3.2 The Failure of Using Expansion Coefficients to Determine 
Occupancy Probabilities ................................................................................ 34 
3.4 Conclusion ........................................................................................................................... 37 
v 
 
 
REFERENCES .............................................................................................................................. 38 
APPENDIX A: SUPPLEMENTAL INFORMATION FOR CHAPTER 2 ....................................... 41 
APPENDIX B: FORTRAN PROGRAM FOR ANALYSIS IN CHAPTER 2 .................................. 44 
APPENDIX C: PYTHON PROGRAM USED FOR CHAPTER 3 ................................................. 84 
vi 
 
 
List of Tables 
Table A.1. AM1 and HFSCF Angular Mode Frequencies of Hydrocarbon 
Stars in cm-1................................................................................................................. 41 
Table A.2. AM1 and Predicted Torsional Mode Frequencies of 
Hydrocarbon Stars cm-1 ......................................................................................... 41 
Table A.3. HFSCF and Predicted Torsional Mode Frequencies of 
Hydrocarbon Stars in cm-1.................................................................................... 42 
Table A.4. Optimized Force Constants for AM1 in kcal mol-1 rad-1 using 
only inner two torsion constants (kt1 and kt2) .............................................. 42 
Table A.5. Optimized Force Constants for AM1 in kcal mol-1 rad-1 using 
innermost (kt1) and outermost torsion constants (ktm). .......................... 43 
Table A.6. Optimized Force Constants for HFSCF in kcal mol-1 rad-1 using 
only inner two torsion constants (kt1 and kt2) .............................................. 43 
Table A.7. Optimized Force Constants for HFSCF in kcal mol-1 rad-1 using 
innermost (kt1) and outermost torsion constants (ktm). .......................... 43 
vii 
 
 
List of Figures 
Figure 2.1. Representative molecular structures of saturated hydrocarbon 
star molecules. Hydrogen atoms are omitted for clarity. (A) 
C8H18, N = 2. (B) C14H30, N = 4. (C) C32H66, N = 10. (D) 
C74H150, N = 24. N is the number of cylinders used to 
represent the molecule in the model. ................................................................ 6 
Figure 2.2. Torsional vibrational modes for molecule B in Figure 1 as 
viewed down the central C-C bond axis. (A) Global torsional 
mode. (B) Local Torsional Mode. (C) Barrel mode. In (C), the 
dotted circles connect atoms whose angular motion is of a 
common sign. Note how the motion resembles one cylinder 
slipping inside a larger one. In all cases, only carbon atoms 
are shown and the light and dark colored atoms are on 
opposite halves of the bisecting plane. The images were 
produced using the Jmol program[16]. ............................................................. 6 
Figure 2.3. Schematic of the model. The molecule is partitioned into rigid 
inertias connected by various force constants. Interactions 
between non nearest-neighbors are neglected with the 
exception of long-range torsions, where specified. Shown 
here is the case N = 4 (the lone molecule is shown in Figure 
1B)....................................................................................................................................... 7 
Figure 2.4. The inertia weighted force constant matrix. The square root of 
the eigenvalues gives the vibrational frequencies. m = N/2 is 
used for notational convenience. ...................................................................... 10 
Figure 2.5. Torsional vibrational frequencies for the series from R = CH3 
to R = (CH2)5CH3. Using the HFSCF method (ω1… ω6, solid 
symbols, solid lines) and the presented model (ω1’… ω6’, 
open symbols, dotted lines). Line segments connect modes 
of analogous molecular motion as size increases. (A) Modes 
consisting predominately of torsional motion between 
equivalent cylinders on opposing halves of the molecule. (B) 
Modes composed primarily of motion of one group of 
cylinders against another (these "barrel mode" vibrations 
have no axial nodes)............................................................................................... 12 
Figure 2.6. (A) Moment of Inertia of each layer as i increases. The 
geometry of the molecules studied is such that the moment 
of inertia increases differently, but predictably for even and 
odd values of i. See Figures 1C and 1D. Interpolating curves 
are a visual aid. Noninteger values of i are unphysical. (B) 
Diagram showing a bisected representative molecule. The 
dashed line circles correspond to odd i and the solid lines 
correspond to even i in both (A) and (B)....................................................... 13 
viii 
 
 
Figure 2.7. The global torsional mode frequency of oscillation as 
determined by different combinations of force constants. In 
all cases all layer-layer force constants were used. Shown 
here is N = 2 to N = 24. ......................................................................................... 14 
Figure 2.8. Global torsional frequencies predicted by a simple harmonic 
oscillator (solid line), a harmonic oscillator with a decaying 
force constant (dashed line) and the presented model (open 
circle, dashed line). The reference values were computed via 
NCA with the AM1 Hamiltonian. Shown over the range of N 
= 1 to N = 12. .............................................................................................................. 16 
Figure 2.9. Global torsional frequencies for the series with alternating 
triple bonds. The solid line is a from a SHO model with a 
single optimized force constant across the series. .................................. 17 
Figure 2.10. Global torsional frequencies predicted by a simple harmonic 
oscillator (solid line), a harmonic oscillator with a decaying 
force constant (dashed line) and the cylinder model 
developed here (open circle, dashed line). Shown over the 
Range N = 1 to N= 50. The vertical line indicates where the 
end-to-end length of the system exceeds 1nm. ........................................ 18 
Figure 3.1. The triple-well potential as defined in Equation 3.15. The 
location of each vertex was chosen to represent DBA 
behavior in p-nitroaniline. Both axes are in atomic units. ..................... 27 
Figure 3.2. The first few basis functions in the FO basis (left) and the MO 
basis (right). Donor basis functions are in red, bridge basis 
functions are in green, and acceptor basis functions are in 
blue. ................................................................................................................................. 28 
Figure 3.3. The initial state of the wavefunction localized to the donor 
well. The state is represented in both the FO basis (red) and 
the MO basis (blue) ................................................................................................. 29 
 30 
Figure 3.4. The time evolution of the wavefunction. The time shown is in 
atomic units. ................................................................................................................ 30 
Figure 3.5. The occupancy probabilities of each of the three wells over 
time. A majority of the probability is localized in the donor 
and bridge wells at all times. ............................................................................... 31 
Figure 3.6. Change matrix elements corresponding to probability flowing 
towards state 3 (the acceptor well). ................................................................. 31 
ix 
 
 
Figure 3.7. The probability that the acceptor well is not occupied at time t 
(blue) and the probability that the acceptor has been not 
sampled by time t (red). ......................................................................................... 32 
Figure 3.8. The time it takes for the probability of state 3 having been 
occupied to reach 90% as a function of bridge length. .......................... 33 
Figure 3.9. The occupancy probabilities determined by squaring the 
coefficients of the FO basis. ................................................................................ 35 
Figure 3.10. The occupancy probability and the sampling probability of 
the acceptor using the expansion coefficient method. ........................... 36 
 
  
x 
 
 
 
 
Abstract 
The Development of Novel Models to Further the Understanding of Nanoscale 
Material Dynamics 
Evan Michael Curtin 
Karl Sohlberg, Supervisor, Ph.D. 
 
 Two models are presented to understand the dynamics of nanoscale materials. 
The first is a classical physics based coupled torsion spring model, which can be applied 
to determine torsional vibrational frequencies in branched molecules. The second is an 
extension of a probabilistic method for determining quantum particle transit times to a 
system of any number of states. The first model is shown to reproduce torsional 
vibrational frequencies in branched hydrocarbons in agreement with AM1 and HFSCF 
calculations towards the onset of the nano-regime. The model is then extrapolated to 
systems far too large to be subject to quantum chemistry based techniques and shows 
asymptotic behavior different from simple harmonic oscillator models. This model can 
help in understanding the vibrational behavior of systems at the nanoscale. The second 
method developed is a generalization of a probabilistic approach to the quantum transit 
time problem. While the method has been previously produced for a two state system, 
this work presents a novel way to determine transit times for a quantum particle in a 
system of 3 or more states. The model is  applied to a triple well potential as a model for 
molecular donor-bridge-acceptor systems. The recovered transit times are in agreement 
with previously computed values, demonstrating the validity of the approach.   
xi 
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CHAPTER 1. INTRODUCTION 
1.1 INTRODUCTION  
 In recent years, a tremendous amount of effort has been focused on the 
development of nanotechnologies. As progress continues, people are looking towards 
single molecules or molecular clusters as building blocks for nanoscale machines (see 
for instance the review articles by Browne[1] and Gao[2]). In order to manipulate such 
machines, their underlying physics must be understood. This is a nontrivial task. The 
progression towards molecular systems brings with it the added complications that arise 
due to the quantum mechanical behavior of objects at the nanoscale and below. Of 
particular interest is the dynamical behavior of such objects. If one wants to build 
nanoscale electronic devices, then clearly the electron transport properties of the small 
scale should be understood. Similarly, structural properties of interest are dependent on 
the vibrational dynamical behavior of the molecule. Further compounding the issue, 
oftentimes the vibrational and electronic behavior of nanoscale systems are coupled to 
one another[3]. Advancements in theoretical and computational chemistry in the past 
century have reached a point where vibrational and electronic structure calculations can 
be carried out with relative ease, particularly for molecules consisting of lighter atoms, 
but there is still a long way to go.    
 The aim of this work is to expand the current understanding of molecular 
nanomachines. In order to do this, it is necessary to develop models for the behavior of 
such systems that is practically feasible. In theory, the extension of computational 
chemistry methods to systems extending to the nanoscale is relatively simple. 
Unfortunately, in practice this is far from true. This is a result of the poor computational 
scaling of ab initio quantum chemical calculations with system size, which can range 
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from O(n4) to O(n7) depending on the chosen technique [4]. There are two ways of 
circumventing this issue. The first option is to increase the speed at which these 
calculations can be performed. This can be accomplished by creating more efficient 
algorithms, figuring out new theoretical techniques, or simply buying a bigger computer. 
Many people are currently working in all of these areas, however even great strides in all 
three of these areas may not make ab initio calculations on nanoscale materials 
tractable anytime in the near future. The second means of circumventing the scaling 
issue is to simplify the models with which we calculate molecular properties. This is the 
approach taken in chapter 2 of this thesis. The advantage of this approach is that the 
computational cost of finding certain properties can be reduced by several orders of 
magnitude. This increase in efficiency doesn’t come free, since the development of 
simplified models by definition removes some of the information that can be gleaned 
from a full-blown calculation. Better production of the models can reduce the downsides 
of this approach by creating new ways of calculating the most relevant properties, while 
the information that gets excluded is hopefully less important. These models can also 
have the advantage of presenting the underlying physics of the system in a way which 
makes it more understandable to mere humans.  
 While extending models into the nano regime is certainly important for 
understanding the dynamics of molecular machines, there’s no way to avoid the 
necessity for new theoretical methods on the quantum scale. The aim of chapter 3 of this 
work is to present a new method of determining quantum particle transit times for 
several-state systems. The problem of determining the transit time for a quantum particle 
is an example of a simple question becoming much more complicated due to the nature 
of the underlying physics. The proper application of such a technique could help in 
understanding the electron transport behavior of donor-bridge-acceptor systems. This 
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could allow for the development of single molecule or nanoscale electronic devices with 
tunable properties.   
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CHAPTER 2. A REDUCED DIMENSIONALITY MODEL OF TORSIONAL VIBRATIONS 
IN STAR MOLECULES 
2.1 INTRODUCTION  
 Dendrimers and star molecules are interesting classes of molecules that show 
promise for application in polymer network scaffolds[5, 6] and molecular drug delivery 
devices[7, 8]. Many key materials properties in such systems depend on vibrational 
motion within the backbone of the dendrimer, and therefore there is interest in 
understanding these vibrational modes and their frequencies. In particular, low 
frequency (0 to 400 cm-1) vibrational states tend to be significantly populated at ambient 
temperatures. The determination of low frequency vibrational modes is consequently 
central to understanding the thermal dynamics of a system. For example, Rossi, 
Scheffler and Blum demonstrated that low frequency vibrational modes dominate the 
temperature dependent contribution to free energies in polypeptides, and their work 
suggests that certain protein secondary structural motifs are favored due to presence of 
low frequency vibrational modes[9]. Other work by Kunal and others shows that the 
glass transition temperature of polymers is predominantly a function of backbone 
flexibility[10]. Additionally, Murmu, Adhikari and Wang have applied continuum based 
methods for torsional vibrational frequencies in carbon nanotube-buckyball systems[11].  
 The traditional technique for studying molecular vibrations is molecular normal 
coordinate analysis (NCA). It is well established, but quantum mechanical methods of 
NCA become intractable for large systems and are therefore impractical for application 
in the nano-regime[12]. This limitation precludes the application of NCA to dendrimer 
and star systems, save for the very smallest examples. It is therefore desirable to have a 
simplified model, both to reduce the dimensionality of the system, as well as to eliminate 
the need for the costly generation of the Hessian matrix. Toward this end, reduced 
5 
 
 
dimensionality models have previously been reported for polyphenyl chains[13] as well 
as fullerene superatom dimers[14] and provide new insight into the vibrational dynamics 
of those systems. Dendrimers and star molecules possess the feature that they can be 
constructed in a controlled, stepwise manner[15]. Owing to this feature, dendrimers are 
an ideal platform for the study of the properties of dendrimer-based nanomaterials 
because one may extrapolate into the nano-regime from a systematic progression of 
smaller systems. Here we capitalize on this feature of star molecules and present a new 
model to elucidate the nature of torsional oscillations in dendrimers and star molecules.  
 
2.2 THEORETICAL METHODS  
2.2.1 Systems Studied 
In this study the family of star molecules having the molecular formula C6n+2H12n+6 is 
studied, and for comparison a smaller set triple-bond containing stars with the general 
formula C6n+2H18 or C6n+2H6 (the former for odd values of n and the latter for even values 
of n). Representative molecular structures are shown in Figure 2.1. These molecules 
exhibit a set of torsional vibrations about the axis coincident with the central C-C bond. 
For each molecule, there exists a low frequency (<120 cm-1) global torsional mode 
(Figure 2.2A) and a higher frequency (~300-350 cm-1) local torsional mode (Figure 
2.2B). Molecules larger than molecule B in Figure 2.1 also exhibit torsional motion in 
between these two motions. Additionally, there exist modes in which all atoms in one 
layer equidistant from the central axis undergo angular motion in opposition to the atoms 
in the adjacent layer(s) (Figure 2.2C). We refer to these types of modes as “barrel” 
modes.  
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Figure 2.1. Representative molecular structures of saturated hydrocarbon star molecules. 
Hydrogen atoms are omitted for clarity. (A) C8H18, N = 2. (B) C14H30, N = 4. (C) C32H66, N = 10. 
(D) C74H150, N = 24. N is the number of cylinders used to represent the molecule in the model.  
 
 
 
 
 
 
 
 
 
Figure 2.2. Torsional vibrational modes for molecule B in Figure 1 as viewed down the central C-
C bond axis. (A) Global torsional mode. (B) Local Torsional Mode. (C) Barrel mode. In (C), the 
dotted circles connect atoms whose angular motion is of a common sign. Note how the motion 
resembles one cylinder slipping inside a larger one. In all cases, only carbon atoms are shown 
and the light and dark colored atoms are on opposite halves of the bisecting plane. The images 
were produced using the Jmol program[16]. 
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2.2.2 Cylinder model 
To model the torsional motion of these branched hydrocarbon chains about the principal 
axis of the molecule, the torsional motion is described as relative rotations among a set 
of rigid inertias, each  constructed to represent a group of main chain carbon atoms 
equidistant from the principal axis, (hereafter referred to as “cylinders”). The cylinders 
are further divided into two sets, one on either side of the plane perpendicular to the 
principal axis on which the center of mass lies. Hydrogen atoms are not modeled 
explicitly but instead their masses are lumped together with the carbon atoms to which 
they are bonded. Thus we arrive at two sets of “nested cylinders,” all with a common 
axis. A schematic of this is shown in Figure 2.3.  
 We assume a Hooke's Law restoring force about equilibrium angular separation 
between any two adjacent cylinders. This effectively reduces the number of vibrational  
Figure 2.3. Schematic of the model. The molecule is partitioned into rigid inertias connected by 
various force constants. Interactions between non nearest-neighbors are neglected with the 
exception of long-range torsions, where specified. Shown here is the case N = 4 (the lone 
molecule is shown in Figure 1B).  
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normal modes for an n-atom molecule from 3n – 6 to N – 1, where N is the number of 
cylinders in the model. For a hydrocarbon that branches out into 3 strands on either side 
of the center of the molecule, such as those studied in this report, N = 
   
 
 and this 
approximation reduces the number of degrees of freedom in the problem by 27-fold. 
Since normal mode analysis depends on diagonalization of the force constant matrix, 
which scales as O(s3) where s is the dimension of the matrix, this dimensional reduction 
corresponds to a significant decrease in computational cost for large systems. Systems 
that are intractable to full molecular normal mode analysis can be studied using this 
cylinder model.  
 Consider a molecule that has been subdivided into N cylinders. The innermost 
cylinder pair is defined as cylinders 1L and 1R, (L meaning left and R meaning right.) 
The next layer of cylinders is named 2L and 2R, and so on until all cylinders have been 
assigned. The force constant between the ith and i+1ith cylinder is denoted kli and 
represents the interaction between two adjacent layers on the same half of the molecule. 
The force constant joining the left and right cylinders of the ith layer is denoted kti, 
representing a torsional restoring force in the ith layer. The angular equations of motion 
for a molecule of N cylinders are[17]: 
 For i = 1  
           (            )     (       )  
           (           )     (       )  
 For 1 < i < 2N  
             (            )     (            )     (        )  
             (           )     (           )     (       )  
9 
 
 
 For i = 2N  
             (            )     (        )  
             (           )     (       )  
 
where     is the moment of inertia of the i
th cylinder on the left hand side about the 
principal axis,     is the angular position of the i
th cylinder on the left hand side and the R 
subscript implies the cylinder on the other side of the molecule. In matrix form, this 
becomes, 
  ⃑̈    ⃑ , (2.1) 
In this study M is constructed such that the first row corresponds to cylinder 1L, the 
second row to cylinder 1R, the third row to cylinder 2L, the fourth row to cylinder 2R and 
so on until the last two rows corresponding to cylinders mL and mR. M is therefore an N 
x N matrix where N is the number of cylinders used to represent the molecule and m = 
N/2 is used for notational convenience. The resulting matrix is shown in Figure 2.4. We 
seek solutions to (2.1) that follow simple harmonic motion: 
  ⃑   ⃑       , (2.2) 
where ω is the frequency of oscillation, i is the unit imaginary number and t is time. The 
solutions to (2.1) take the form of (2.2) when M is diagonal, and the equation of motion 
becomes uncoupled. Taking D to be the diagonal form of M, it follows from substituting 
(2.2) into (2.1) that  
     ⃑    ⃑ . (2.3) 
The problem is thereby reduced to finding the matrix D, from which the vibrational 
frequencies are found by taking the square root of the negatives of the diagonal 
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elements. The vibrational frequencies ω are thus found by diagonalization of M, a 
pentadiagonal matrix.   
 
2.2.3 Electronic structure calculations and model fitting 
To develop a set of force constants to be used in the model, full normal coordinate 
analysis was performed on a range of hydrocarbon species using both the AM1[18] and 
HFSCF levels of theory, the latter using the 6-31G* basis[19, 20]. HFSCF was used to 
determine reference frequencies for force constant fitting. AM1 was used to extend the 
analysis to larger systems inaccessible to HFSCF calculations to test the extrapolation of 
the model. While more advanced methods are readily available, the methods used here 
are sufficiently computationally efficient to allow us to push into the nano-regime on 
workstation-class computing hardware, and the limits on their accuracy are well 
documented[21]. The frequencies as determined by HFSCF and AM1 are in good 
agreement with a root-mean-square deviation of 10.6 cm-1. (See supplementary 
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Figure 2.4. The inertia weighted force constant matrix. The square root of the eigenvalues gives the 
vibrational frequencies. m = N/2 is used for notational convenience. 
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material.) All electronic structure calculations, including structural optimizations and 
frequency analysis, were carried out with the GAMESS suite of codes[22]. 
 The optimal force constants were determined for each molecule by minimizing 
 ( ⃑ ), the sum of squared residuals of the predicted frequencies with respect to the 
standard computational frequencies obtained by full molecular NCA, as defined by,  
  ( ⃑ )  ∑ (
         ⃑    
    
)
    
   
 , (2.4) 
where      is the i
th reference frequency determined via the molecular NCA,     ⃑    is the  
ith frequency determined by the cylinder model and  ⃑  is the vector of force constants. 
Here relative residuals are used to avoid dominance of high frequency modes in the 
minimization procedure.  
 The frequencies were assigned by counting the number of radial and axial nodes 
in the corresponding eigenvector. A radial node is characterized by a sign change of the 
angular motion between layers i and i + 1 on the same half of the molecule. Conversely, 
an axial node is a node between two identical cylinders on opposing halves of the 
molecule, i.e.; cylinders 1L and 1R. The corresponding mode in the GAMESS output file 
was found by calculating the angular momentum about the principle axis of each set of 
atoms that corresponds to a cylinder in the model. The sign of the angular momentum 
changing from one cylinder to the next indicates a node in the angular motion. The nodal 
structure was verified using the Jmol visualizer[16]. A global torsional mode (see figure 
2.2A) is therefore characterized by N/2 axial nodes (each layer is moving in opposition to 
the equivalent layer on the other side) and 0 radial nodes. The local torsional mode 
exhibits N/2 axial nodes as well as N/2 radial nodes and is always the highest frequency 
mode determined by the model. In fact, all the torsional modes predicted by the model 
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have N/2 axial nodes, while all the “barrel” modes have 0 axial nodes. The predicted 
frequencies increase in magnitude with the number of radial nodes, with the barrel mode 
falling below the torsional mode for a given number of radial nodes.  
2.3. RESULTS AND DISCUSSION 
2.3.1 Vetting the Cylinder Model  
 Using the optimized force constants, vibrational frequencies for modes 
comprised of predominately angular motion were calculated. This procedure was carried 
out using all layer-layer force constants in addition to the two innermost torsion 
constants (kt1, kt2). This choice of force constants reproduces the torsional vibrational 
frequencies determined via AM1 and HFSCF methods with the highest accuracy. These 
frequencies are shown in Figure 2.5. Note 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Torsional vibrational frequencies for the series from R = CH3 to R = (CH2)5CH3. Using 
the HFSCF method (ω1… ω6, solid symbols, solid lines) and the presented model (ω1’… ω6’, 
open symbols, dotted lines). Line segments connect modes of analogous molecular motion as 
size increases. (A) Modes consisting predominately of torsional motion between equivalent 
cylinders on opposing halves of the molecule. (B) Modes composed primarily of motion of one 
group of cylinders against another (these "barrel mode" vibrations have no axial nodes).   
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that the global torsional frequencies (ω6 in Figure 2.5A) are reproduced in excellent 
agreement of the reference values in all cases.   
 To assess the relative importance of the different cylinder couplings, the model 
was simplified by assuming the layer constants are equivalent across the series as well 
as across each layer. Correspondingly, we set the torsional force constant values to 
(kt1=19.8 and kt2=17.5 kcal·mol
-1·rad-1) across the series. Since each molecule in this 
study is built as a progression from smaller systems, the optimized geometry is quite 
predictable. This affords a simple geometric determination of the moment of inertia for 
each layer required for the model. The distance from the principal axis of a given set of 
atoms belonging to cylinder i increases differently for even and odd values of i, but in a 
predictable manner (See Figure 2.6).  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6. (A) Moment of Inertia of each layer as i increases. The geometry of the molecules 
studied is such that the moment of inertia increases differently, but predictably for even and odd 
values of i. See Figures 1C and 1D. Interpolating curves are a visual aid. Noninteger values of i 
are unphysical. (B) Diagram showing a bisected representative molecule. The dashed line circles 
correspond to odd i and the solid lines correspond to even i in both (A) and (B). 
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With all of these considerations, the global torsional mode frequencies were 
predicted for systems far too large to be subjected to full normal coordinate analysis. 
Results are shown in Figure 2.7 for the cases N = 2 to N = 24.  
 Perhaps surprisingly, using only the layer-layer force constants and the 
innermost torsion force constant and setting kt2, kt3,... ktm. to zero more reliably predicts 
the global torsional mode than the same set of force constants with the addition of the  
Figure 2.7. The global torsional mode frequency of oscillation as determined by different 
combinations of force constants. In all cases all layer-layer force constants were used. Shown 
here is N = 2 to N = 24. 
 
 
outermost torsion constant (ktm). This is reconciled by the fact that the model with more 
parameters does in fact reduce the residual sum, but it accomplishes this by better 
modeling the behavior of nonlocal and non-global torsional modes. Thus the optimized 
value of ktm is nonzero, which causes the model to overestimate the global torsional 
mode frequencies. On the other hand, the model is further improved for predicting the 
global modes with the addition of the torsional force constant between the second 
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innermost layers on either side of the bisecting plane (kt2), leading to the pentadiagonal 
form of the force constant matrix M shown in Figure 2.4. The predicted global torsional 
frequencies in this case are essentially indistinguishable from the reference values. 
These results show that the short-range interaction (kt1) is dominant, but the 2
nd-nearest 
neighbor torsional coupling (kt2) is required for accurate prediction of the vibrational 
frequencies, demonstrating the importance of non-bonded torsion interactions in the 
vibrational dynamics of star molecules. 
  
2.3.2 Learning from the failure of Simple Models.  
It has been shown[14] that low frequency cage-cage vibrational frequencies in pseudo-
diatomic fullerenes, (including torsional modes) follow a simple mass spring model. 
When the analogous model is applied to the angular motion in dendrimer or star 
systems, the global torsional vibrational frequency is given by, 
   (
 
 
)
   
 , (2.5) 
where k is the torsional spring constant and I is the moment of inertia about the axis of 
motion. We applied this model, (which we hereafter refer to as the SHO model) to the 
global torsional frequencies across the series of molecules used in this study. As shown 
in Fig. 2.8, the frequencies predicted by the SHO models decrease too slowly with 
increasing system size. The force constant used for the data shown Figure 2.8 and 
Figure 2.10 was produced by using the force constant for the N = 2 species to predict 
the remaining members of the series, but the use of any constant value for the force 
constant similarly fails to reproduce the correct shape for the curve. The physical system 
is behaving as though the force constant "softens" as the system size increases. 
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Alternatively, one can think of the lumped inertia as possessing some "squishiness" and 
thereby there is some "give" when a torque is applied so that it behaves as though it  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8. Global torsional frequencies predicted by a simple harmonic oscillator (solid line), a 
harmonic oscillator with a decaying force constant (dashed line) and the presented model (open 
circle, dashed line). The reference values were computed via NCA with the AM1 Hamiltonian. 
Shown over the range of N = 1 to N = 12.  
 
 
were a larger inertial mass. The cylinder model captures this give. 
 To allow the force constant to vary across the series, the force constant was 
given the form,  
      
    , (2.6) 
where α and k0 were fitting parameters. This form allows the model to soften the force 
constant as the system size increases (this is referred to as SHO* for the remainder of 
this work).  Figure 2.8 shows clearly that both versions of the simple harmonic oscillator 
fail to reproduce the trend in global torsional frequencies across the series. This is 
unsurprising if one notes that both models are implicitly making the assumption that both 
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halves of the molecule are rigid. Consequently, both fail to model the vibrational 
properties correctly.  
 To verify that the lack of rigidity indeed explains this failure, global torsional 
frequencies were computed for the analogous series of star systems having alternating 
single and triple bonds along the backbone branches. The results are shown in Fig. 2.9, 
wherein it can be seen that the SHO model does substantially better for these alkyne-
based stars than the alkane-based stars, confirming that rigidity is a major source of 
error in the application of the SHO and SHO* models to the alkane-based systems. 
 
 
 
 
 
 
 
 
 
 
Figure 2.9. Global torsional frequencies for the series with alternating triple bonds. The solid line 
is a from a SHO model with a single optimized force constant across the series.  
 
 
Figure 2.10 shows an extrapolation into the nano-regime for all three models (SHO, 
SHO* and cylinder). The cylinder model predicts frequencies that are different from both 
of the harmonic oscillator models. Accounting for flexibility of the backbone in branched 
molecules (by use of the cylinder model) is therefore not only essential to correctly 
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predict the vibrational frequencies with accuracy, but also predicts entirely different 
asymptotic behavior, essential for understanding the vibrational dynamics of 
nanostructures.  
 
 
 
 
 
 
 
 
 
 
Figure 2.10. Global torsional frequencies predicted by a simple harmonic oscillator (solid line), a 
harmonic oscillator with a decaying force constant (dashed line) and the cylinder model 
developed here (open circle, dashed line). Shown over the Range N = 1 to N= 50. The vertical 
line indicates where the end-to-end length of the system exceeds 1nm.  
 
2.4. CONCLUSIONS 
 Here we have developed and applied a reduced dimensionality model to study 
the torsional vibrational frequencies of branched molecules. The force constants in the 
model are optimized using small molecules for which full molecular normal mode 
calculations are tractable. The model is shown to accurately describe the behavior of 
global torsional mode frequencies throughout a range of branched hydrocarbons. 
Excellent agreement with the reference frequencies is achieved by including the 
innermost two torsional force constants. This demonstrates the importance of non-
bonded torsional interactions to vibrations of the system. The accuracy with which the 
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proposed model recovers the variation in global torsional frequencies with system size 
suggests that the model can be used to extrapolate to systems far too large to subjected 
to traditional normal coordinate analysis. The model should thereby be valuable for 
understanding size-dependent trends in the vibrational dynamics of nanostructures 
constructed from dendrimers and star molecules, and for understanding trends in 
materials properties that are governed by these vibrations. Since the vibrational 
frequencies determined via this method deviate from simpler models, the predicted 
flexibility will change correspondingly and allow for more accurate prediction of 
nanomachine rigidity.   
 
 
Supporting Information. Vibrational frequencies and force constants for each molecule 
studied at each level of theory supplied as Supporting Information in Appendix A.  
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CHAPTER 3.  CHARACTERIZING TRANSIT TIMES FOR QUANTUM PARTICLES IN 
MORE THAN TWO SPATIALLY LOCALIZED STATES 
3.1 INTRODUCTION 
In classical physics, the time it takes for an object to move from one location to 
another has been well understood for centuries. When applied to a quantum mechanical 
system however, the question of transit time becomes nontrivial. To be able to precisely 
determine the amount of time it takes for a quantum particle to move from one spatially 
localized state to another would require simultaneous knowledge of the location and 
velocity of the particle. Since these observables correspond to non-commuting 
operators, the position and velocity can’t be known simultaneously. This is a direct 
consequence of the famous uncertainty principle. If we hope to be able to quantify the 
transit time for a quantum particle, the question has to be rephrased. While it’s not 
possible get an exact answer for, “how long does it take for a quantum particle to move 
from A to B?”, it is possible to answer, “how long does it take for a quantum particle, 
initially localized in state A, to reach another spatially localized state B with a given 
confidence?”  
This latter question was answered by Kim and Sohlberg[23] for a system of two 
spatially localized states. Initially, the wavefunction of the system is localized in state A. 
Then, the time dependent probability density function is analyzed in order to find the 
probability that state A is occupied and the probability that state B is occupied at discrete 
timesteps over the timescale being considered. These time-dependent occupancy 
probabilities are subjected to a conditional probability analysis to determine the time that 
must elapse before the probability that state B has been sampled reaches a given limit. 
The advantage of this method is that the elapsed time converges with decreasing 
timestep, while other methods produce timestep-dependent results.  
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The purpose of this chapter is to demonstrate the extension of the conditional 
probability analysis approach to characterizing transit times to a system of more than 
two spatially localized states. In essence, the method is expanded into a matrix 
formulation, which allows for solution of the transit time problem for a 3-state system. 
The first step in the method is determining the elements of the time-dependent “change 
matrix”. The elements can only be determined by enforcing the additional restriction of 
least flow for the occupancy probabilities. (This step is solvable for the 3-state system. 
Higher dimensional systems may require additional restrictions. The number of 
parameters in the model is N2 for an N-state system, but only N equations exist so the 
number of required additional restrictions grows with the dimensionality.) Once the 
change matrix is determined, the second step is to extract from it the probability that a 
given state has been occupied over time. A method for computing this is developed and 
works for a system of any number of states.   
 
3.2 THEORETICAL METHODS 
3.2.1 Finding the Change Matrix 
Applying the method for conditional probability analysis to a 3-state system starts by 
recognizing that the probability of the particle being in a given state at a time t’ is 
dependent on the probabilities that it was in each of the states at the previous timestep, 
t. Defining     to represent flow of probability from state j to state i, the occupancy 
probabilities at time t’ (  ⃑⃑  ⃑) can be related to the occupancy probabilities at time t ( ⃑ ) as 
follows, 
                     
  (3.1a) 
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  (3.1b) 
                     
  (3.1c) 
In matrix form,  
 [
         
         
         
] [
  
  
  
]  [
  
 
  
 
  
 
]  (3.2) 
where the  ⃑  and   ⃑⃑  ⃑ vectors are determined by integrating the time evolution of the 
probability density over each spatial region being considered. The unknowns in this case 
are the elements of the matrix a. The key issue is that there are 9 elements of the matrix 
but only 3 equations to satisfy, resulting in an underdetermined system. In order to solve 
for the elements of the change matrix, the least flow condition can be applied. The 
condition of least flow stipulates that the a matrix should be composed of elements that 
have the smallest possible magnitude consistent with equation 3.2. This restriction is 
rigorous in the limit of vanishing time step and has the consequence that the transit 
times predicted are probabilistic upper bounds. In a three state system least flow can be 
achieved by the applying the two following conditions: 
 1. Set the      elements corresponding to flow away from a state that is 
 increasing in  probability from t → t’ to 0. For a state j that is increasing, this 
 means setting the off diagonal elements of column j to 0. Conservation dictates 
 that all the probability in state j must stay in state j, so that      . Note that this 
 does not mean      
 , as there is contribution from at least 1 of the other two 
 states to   
 .  
 2. Set the      elements corresponding to flow towards a state that is decreasing  
 in probability from t → t’ to 0. For a state j that is decreasing, this means setting 
 the off diagonal elements of row j to 0.  
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In the three-state system there are two possible scenarios. The first is that two states are 
increasing in probability and one state is decreasing in probability from one timestep to 
the next. The second is that two states are decreasing while the last is increasing. The 
two conditions above allow the elements of a to be determined in either case. 
 Suppose that state 1 is decreasing in probability while the other two are 
increasing across one time step and apply the two conditions above, we are left with the 
following change matrix: 
   [
     
     
     
] (3.3) 
What remains is a uniquely determined system of three equations and three variables 
and therefore the entire matrix can be found in this case. To illustrate the second case, 
suppose that the occupancy probability of state 2 is increasing while the other two states 
have decreasing occupancy probability. The application of the least flow condition gives  
   [
     
           
     
] (3.4) 
In this case only two variables remain but there three equations to satisfy and there is a 
risk of overdetermining the system. Carrying out the matrix algebra results in the 
following three equations 
         
  (3.5a) 
                             
  (3.5b) 
         
  (3.5c) 
Equations 3.5a and 3.5c define a11 and a33, respectively. Substitution into Equation 3.5b 
yields 
      
          
    
  (3.6) 
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After rearrangement, it’s clear that Equation 2.6 is simply stating the conservation of total 
probability from one time step to the next. 
            
    
    
  (3.7) 
This shows that the two conditions for least flow in the 3-state system can always be 
applied and allow for solution of the elements of the change matrix.  
3.2.2 Extracting Sampling Probability from the Change Matrix 
 Once the change matrix has been determined at each interval of time under 
consideration, the following analysis can be used to find the chance that a given state 
has been sampled as a function of time. To demonstrate this, consider the case where 
the probability that state 3 has been sampled is the desired quantity. If the probability 
that state 3 has not been sampled is known, then it is trivial to find the probability that is 
has been sampled, 
             (3.8) 
At t = 0, the probability of the sample not being in state 3 is the probability that it is in 
either state 1 or state 2, 
     
    
    
  (3.9) 
At any arbitrary time, given that state 3 has not been sampled, the probability that state 1 
is occupied at a time step     is the sum of the probability that state 1 was occupied at 
time step   and stayed there, plus the probability that state 2 was occupied and then 
went to state 1. The same is true for state 2.  
   
    
    
    
    
    (3.10a) 
   
    
    
    
    
    (2.10b) 
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Here we use the lower case   
  and   
  to represent the probability that states 1 and 2 
are occupied at time step   given that state 3 has not yet been sampled. Clearly, the 
probability that state 3 has never been sampled at a given time step is therefore,  
       
    
    
  (3.11) 
Equations 3.10a and 3.10b can be conveniently written in matrix form,  
 [
   
    
 
   
    
 ] [
  
 
  
 ]  *
  
   
  
   + (3.12) 
 
Or more compactly, 
             (3.13) 
Where    is a 2x2 submatrix of the original change matrix, a at time step  . The 
elements of    are simply the elements of   that remain after removing the row and 
column corresponding to the state being analyzed. In this example, row 3 and column 3 
are removed from    at time step   in order to get   . This recurrence relation can be 
used to find     
   as long as      is known. The final piece of the puzzle is to recognize 
that   
    
  and   
    
 . We can use the recurrence relation to find     , thus giving     
  
(via Equation 3.11) for any time step.  
 (∏  
 
   
)         (3.14) 
where the product refers to left sided matrix multiplication of   .  
3.3 RESULTS AND DISCUSSION 
3.3.1 Application of the Method to a Triple Well potential 
 The triple well potential can be used as a model case for the application of the 
method to a quantum mechanical three state system. A convenient way to define the 
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three well potential is to use a piecewise combination of three harmonic oscillator 
potentials,  
   
{
 
 
 
 
  
 
 
 
        
                               
 
 
        
              
 
 
        
                             
 (3.15) 
This definition of the potential has two useful features. The first is that the shape of the 
potential is easy to manipulate, since each parameter has a clear contribution to the 
overall form of the potential. The second is that the obvious basis to use is a 
combination of three sets of harmonic oscillator wave functions, one set centered at the 
vertex (minimum) of each well. In order to obtain chemically relevant results, the 
parameters used in this study were chosen to represent p – nitroaniline, a donor-bridge-
acceptor (DBA) system often used as a model for electron transport systems[24]. The 
intersections of the donor and bridge, and bridge and acceptor, wells are separated by 
the N-N distance, while the center of the bridge well is at the midpoint. The heights of the 
vertices (  ) are the energy levels of the HOMO, LUMO and LUMO + 1 in p-nitroanaline. 
(The molecular orbital energies were taken from an AM1[18] calculation carried out with 
Hyperchem[25].) The force constants (  ) were determined by enforcing continuity of the 
potential. Once the force constants are determined, the functional form of the basis 
functions is defined. The basis was then constructed by including all harmonic oscillator 
wave functions centered at the vertex of each of the three wells with energy less than a 
cutoff. In this study, the cutoff energy used is 7 times the energy of the LUMO + 1 of p-
nitroaniline. Further increasing this cutoff energy doesn’t appreciably change the results 
of the analysis, demonstrating that the results are converged with respect to 
completeness of the basis expansion. 
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Figure 3.1. The triple-well potential as defined in Equation 3.15. The location of each 
vertex was chosen to represent DBA behavior in p-nitroaniline. Both axes are in atomic 
units. 
 
 After defining the potential for the triple well and the basis, the approximate 
eigenfunctions are determined by solution of the Schrödinger equation in the following 
form[26],  
       , (3.16) 
Where     ⟨  | ̂|  ⟩,     ⟨  |  ⟩ and   is a matrix of coefficients which relates the 
original basis to the basis of stationary states,  
    ∑    
 
     , (3.17) 
In this work, the original basis (  ’s) is referred to as the “Fragment Orbital” or FO basis 
while the stationary state basis (  ’s) is referred to as the MO basis.  
 Methods for solving generalized eigenvalue problems such as Equation 3.16 are 
well established. Solving Equation 3.16 to find    allows for transformation between the 
FO and MO basis. The first few functions in each basis are shown in Figure 3.2.  
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Figure 3.2. The first few basis functions in the FO basis (left) and the MO basis (right). 
Donor basis functions are in red, bridge basis functions are in green, and acceptor basis 
functions are in blue.  
 
 
The time propagation of the wave function is most conveniently represented in the MO 
basis, where the initial state of the system is represented as a linear combination of the 
stationary states, 
        ∑   
 
     , (3.18) 
and the time dependence is dictated by the eigenenergies,  
      ∑   
 
      
 
  
  
 
, (3.19) 
In order to analyze the transport of charge in a donor-bridge-acceptor system, the initial 
state of the system is localized to the donor well. The simplest way to construct this is to 
set the initial state of the system to be the lowest energy FO in the donor well. Figure 3.3 
shows that the initial state in the FO basis is visually indistinguishable from its 
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representation in the MO basis. The initial state is propagated through time via Equation 
3.19. The wavefunction at a few different time points is displayed in Figure 3.4.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. The initial state of the wavefunction localized to the donor well. The state is 
represented in both the FO basis (red) and the MO basis (blue) 
 
 
As expected, the wavefunction evolves towards the bridge initially and predominately 
oscillates between the donor and the bridge. The modulus squared of the time 
dependent wave function can be integrated over the spatial extent of the first well to give 
the probability that the particle is in the first well, and the occupancy probabilities for the 
other two wells can be determined similarly. The occupancy probabilities of the system 
as a function of time are shown in Figure 3.5.  
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Figure 3.4. The time evolution of the wavefunction. The time shown is in atomic units.  
 
 
 The time dependent occupancy probabilities are the only requirements to use the 
analysis described earlier. The elements of the change matrix are determined at each 
timestep from these occupancy probabilities as described in section 3.3. The elements 
corresponding to probability flow towards the acceptor (state 3) are shown in Figure 3.6.  
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Figure 3.5. The occupancy probabilities of each of the three wells over time. A majority 
of the probability is localized in the donor and bridge wells at all times.  
 
 
 
 
 
 
 
 
 
 
Figure 3.6. Change matrix elements corresponding to probability flowing towards state 3 
(the acceptor well).  
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The matrix element corresponding to the probability of state 3 being occupied and the 
particle staying in state 3 oscillates, but never deviates far below the value of 1. This 
indicates that the particle is likely to stay in state 3 if it is already sampling the well, 
which is physically sensible since the particle would have to cross over a substantial 
energy barrier to leave the state. The probability that the state has never been occupied 
at time t is then determined using the matrix multiplication of the consecutive change 
matrices given by Eq. (3.14). The results of this analysis are shown in Figure 3.7.  
  
 
 
 
 
 
 
 
 
 
 
Figure 3.7. The probability that the acceptor well is not occupied at time t (blue) and the 
probability that the acceptor has been not sampled by time t (red).  
 
 
The probability that state 3 is not occupied at time t (  ) oscillates close to 1 as 
expected, since the particle is initially localized in a lower energy region. The probability 
that state 3 has never been occupied at time t (    ) monotonically decreases towards 0. 
The timesteps when      decreases rapidly correspond to higher occupancy probability 
33 
 
 
of state 3 (lower   ), a sensible result. The time elapsed until the      reaches 90%,     
is 1225 atomic units of time in this case, corresponding to a transit time of 29 fs. This is 
consistent with earlier estimates of electron transit times[27, 28]. It is several orders of 
magnitude smaller than the period of the fastest (CH) molecular vibrations, consistent 
with the success of eth Born-Openheimer approximation in molecular quantum 
mechanics.  
 To study the effect of bridge length on the     in DBA systems, the analysis was 
repeated for various separations of the donor and acceptor wells. Figure 3.8 shows that 
the     increases essentially linearly with bridge length.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8. The time it takes for the probability of state 3 having been occupied to reach 90% as a 
function of bridge length.  
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3.3.2 The Failure of Using Expansion Coefficients to Determine Occupancy 
Probabilities 
The probability of occupying a spatial region is determined by integrating the square 
modulus of the wave function over the extent of the region,  
      ∫ |    |
 
 
 
  . (3.19) 
Equation 3.19 is valid for a 1-dimensional system. In order to extend the theory to a 
molecular system, however, the integral needs to be carried out in all 3 spatial 
dimensions. Numerical integration techniques scale horrendously with dimension, so the 
change from 1D to 3D is accompanied by a very significant increase in computational 
expense. In order to get the value of      , the time dependence of the wavefunction for 
the system studied in section 3.4 needs to be followed over ~60 oscillation periods. 
Additionally, the timestep required to achieve convergence is roughly 
 
  
 of the oscillation 
period. Thus, in order to extend the analysis to a 3D system, the minimum ~3600N 
integrals for an N state system need to be evaluated in three dimensions.  
A possible way to significantly reduce computational expense is to evaluate the 
occupancy probabilities by expressing the time dependent wavefunction in the FO basis. 
The occupancy probability of a given well can then be estimated by taking the sum of the 
squares of the expansion coefficients for each basis function centered on that particular 
well. The procedure carried out in section 3.4 was repeated using this approach.  
Comparing Figure 3.9 to 3.5 reveals a large discrepancy between the spatial integral 
and expansion coefficient approach. While there is a common oscillation period of about 
60 atomic units of time between the donor and bridge, the expansion coefficient 
approach shows many more rapid, fine structured oscillations.  
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Figure 3.9. The occupancy probabilities determined by squaring the coefficients of the 
FO basis.  
 
These oscillations arise because the expansion coefficient method is much more 
sensitive to the high frequency oscillations corresponding to the higher energy basis 
functions, which are relatively diffuse. The result on the     can be seen in Figure 3.10.  
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Figure 3.10. The occupancy probability and the sampling probability of the acceptor 
using the expansion coefficient method.  
 
 
The value of     determined by the FO expansion coefficient approach is 
significantly lower than in the spatial occupancy probability case. The problem in using 
the FO expansion coefficient method is that the high frequency oscillations cause the 
occupancy probabilities to shift around more than the spatial probability density does 
because the high frequency functions have appreciable probability density in spatial 
regions in which they are not centered. The result is in an underestimation of    .  
Perhaps the most severe shortcoming of this approach of summing the FO 
expansion coefficients to estimate the spatial occupancy probability is that it can be 
entirely basis set dependent. Since the harmonic oscillator wave functions comprise a 
complete set in Hilbert space, it would be entirely possible to use basis functions 
centered only on the acceptor well. The expansion coefficient approach would then say 
that the acceptor occupancy is 100% at all times, regardless of initial condition, a 
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completely fatuous result! The problem is analogous to the basis set dependence of 
population analysis in molecular quantum mechanics[29] . 
 
3.4 CONCLUSION 
A method for characterizing transit times for a quantum particle in a 3-state 
system was developed and applied to a triple well potential designed to model the p-
nitroaniline DBA system. The method can also be used for an arbitrary number of states, 
with the caveat that additional conditions on the change matrix elements are required to 
obtain unique solutions. The determined transit time in p-nitroaniline is consistent with 
earlier estimates. The method was then applied to study the dependence of transit time 
on bridge length and was found to exhibit linear dependency. Determining spatial 
occupancy probabilities by inspecting expansion coefficients was shown to 
underestimate the transit time, a problem that can be traced to basis set dependence, 
demonstrating the need for a spatial approach to the problem.   
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APPENDIX A: SUPPLEMENTAL INFORMATION FOR CHAPTER 2 
 
Table A.1. AM1 and HFSCF Angular Mode Frequencies of Hydrocarbon Stars in cm
-1
  
 
 
Table A.2. AM1 and Predicted Torsional Mode Frequencies of Hydrocarbon Stars cm
-1
  
 
 
N = 2 
AM1 0.0 111.2 
          HFSCF 0.0 111.2                     
N = 4 
AM1 0.0 107.0 227.2 349.8 
        HFSCF 0.0 107.3 219.3 352.5                 
N = 6 
AM1 0.0 55.5 117.6 197.7 244.8 306.3 
      HFSCF 0.0 55.2 121.9 204.0 255.2 306.1             
N = 8 
AM1 0.0 33.9 55.4 64.8 141.6 187.9 238.1 343.5 
    HFSCF 0.2 35.3 70.7 82.8 145.3 173.9 233.7 334.8         
N = 10 
AM1 0.0 22.3 42.5 87.8 87.9 148.5 166.2 173.6 246.4 321.4 
  HFSCF 0.0 23.3 47.7 70.2 90.0 110.3 163.8 182.1 233.7 313.2     
N = 12 
AM1 0.0 15.4 27.8 69.7 94.2 101.1 137.2 149.3 181.9 201.0 240.4 298.3 
HFSCF 0.0 16.7 31.6 50.2 72.2 87.2 130.4 150.6 196.1 205.9 236.7 285.9 
N = 2 
AM1 0.0 111.2 
          kt2 0.0 111.2 
          ktm 0.0 111.2                     
N = 4 
AM1 0.0 107.0 227.2 349.8 
        kt2 0.0 107.0 227.2 349.8 
        
ktm 0.0 107.0 227.2 349.8                 
N = 6 
AM1 0.0 55.5 117.6 197.7 244.8 306.3 
      kt2 0.0 55.2 117.6 198.9 245.7 304.9 
      ktm  0.0 55.5 124.3 189.1 236.4 310.7             
N = 8 
AM1 0.0 33.9 55.4 64.8 141.6 187.9 238.1 343.5 
    kt2 0.0 27.6 53.6 72.5 129.3 196.1 246.2 335.5 
    ktm  0.0 33.7 52.2 70.2 130.7 197.4 241.2 335.1         
N = 10 
AM1 0.0 22.3 42.5 87.8 87.9 148.5 166.2 173.6 246.4 321.4 
  kt2 0.0 23.6 44.9 69.6 97.4 125.4 147.3 178.3 253.5 344.3 
  ktm 0.0  21.8 50.2 61.6 87.3 140.2 157.8 167.6 243.9 328.6     
N = 12 
AM1 0.0 15.4 27.8 69.7 94.2 101.1 137.2 149.3 181.9 201.0 240.4 298.3 
kt2 0.0 16.6 41.4 49.6 75.8 93.8 124.0 149.5 159.6 212.1 244.7 301.8 
ktm 0.0  19.4  40.3 48.9 72.7 83.4 117.3 138.3 156.4 196.6 244.7 297.7 
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Table A.3. HFSCF and Predicted Torsional Mode Frequencies of Hydrocarbon Stars in cm
-1
 
N = 2 
HFSCF 0.0 111.2 
          kt₂ 0.0 111.2 
          ktm 0.0 111.2                     
N = 4 
HFSCF 0.0 107.3 219.3 352.5 
        kt₂ 0.0 107.3 219.3 352.5 
        ktm 0.0 107.3 219.3 352.5                 
N = 6 
HFSCF 0.0 55.2 121.9 204.0 255.2 306.1 
      kt₂ 0.0 56.0 122.3 200.0 252.1 310.2 
      ktm 0.0 55.2 130.1 194.7 243.0 311.1             
N = 8 
HFSCF 0.2 35.3 70.7 82.8 145.3 173.9 233.7 334.8 
    kt₂ 0.0 30.1 69.7 88.9 132.3 193.2 245.6 324.5 
    ktm 0.0 35.2 68.6 86.6 130.5 186.4 240.3 324.7         
N = 10 
HFSCF 0.0 23.3 47.7 70.2 90.0 110.3 163.8 182.1 233.7 313.2 
  kt₂ 0.0 22.7 43.5 67.2 94.1 121.8 144.2 175.5 246.6 332.7 
  ktm 0.0 23.4 49.3 64.2 96.9 108.5 139.7 190.6 245.9 310.9     
N = 12 
HFSCF 0.0 16.7 31.6 50.2 72.2 87.2 130.4 150.6 196.1 205.9 236.7 285.9 
kt₂ 0.0 16.7 35.1 43.3 73.7 91.5 123.1 154.9 167.7 216.5 251.6 298.8 
ktm 0.0 17.0 36.6 42.2 74.0 86.9 122.1 147.7 166.3 206.1 246.2 302.8 
 
Table A.4. Optimized Force Constants for AM1 in kcal mol-1 rad-1 using only inner two 
torsion constants (kt1 and kt2) 
 
 
 
 
 
 
 
 
 
 
 
  kt1 kt2 kl1 kl2 kl3 kl4 kl5 
N = 2 4.3 
  
    N = 4 28.9 -1.0 22.4 
  
  N = 6 15.8 8.7 21.7 19.9 
   
N = 8 25.8 1.2 20.6 23.6 7.6 
  
N = 10 18.9 26.6 16.6 37.1 21.4 12.0 
 
N = 12 17.5 6.1 18.9 26.6 31.7 37.9 14.4 
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Table A.5. Optimized Force Constants for AM1 in kcal mol
-1
 rad
-1
 using innermost (kt1) and 
outermost torsion constants (ktm).  
 
 
 
 
 
Table A.6. Optimized Force Constants for HFSCF in kcal mol
-1
 rad
-1 
using only inner two torsion 
constants (kt1 and kt2) 
 
 
 
 
 
Table A.7. Optimized Force Constants for HFSCF in kcal mol
-1
 rad
-1 
using innermost (kt1) and 
outermost torsion constants (ktm). 
  kt1 ktm kl1 kl2 kl3 kl4 kl5 
N = 2 4.3 
  
    N = 4 28.9 -1.0 22.4   
  N = 6 21.6 2.4 19.8 28.9    
N = 8 24.5 1.7 20.7 23.8 14.1   
N = 10 20.4 1.5 21.2 26.3 19.8 18.2  
N = 12 19.8 2.0 19.2 30.9 40.8 34.6 10.4 
 
  
  kt1 ktm kl1 kl2 kl3 kl4 kl5 
N = 2 4.3 
  
    N = 4 28.9 -1.0 22.4 
  
  N = 6 21.7 2.4 18.1 24.7 
   
N = 8 27.1 1.3 18.8 25.6 17.3 
  
N = 10 22.5 1.2 23.2 11.8 41.7 14.5 
 
N = 12 17.0 1.9 19.0 26.6 30.0 28.7 14.4 
  kt1 kt2 kl1 kl2 kl3 kl4 kl5 
N = 2 4.3 
  
    N = 4 31.5 -0.6 21.8   
  N = 6 16.6 8.6 23.9 22.7    
N = 8 23.4 1.9 21.8 24.2 14.6   
N = 10 4.3 26.1 19.3 35.1 17.1 16.3  
N = 12 14.7 9.7 20.7 30.9 40.8 34.6 10.4 
44 
 
 
APPENDIX B: FORTRAN PROGRAM FOR ANALYSIS IN CHAPTER 2 
       
 
 
This appendix contains a FORTRAN program that performs the analysis described in 
chapter 2. It extracts the required inputs from a GAMESS HESSIAN output file. The 
following LAPACK routines are dependencies:  
 
 balanc.f  balbak.f  cdiv.f  cylinders.f  dfmnd.f  elmhes.f  eltran.f  hqr2.f  hqr.f  rg.f 
 
 
 
 
       Program VibrationalMomenta 
 
c  This program reads a GAMESS Hessian output file, rotates the molecule 
c  such that the central bond lies along the x axis. It separates the 
c  molecule in half using the yz plane as a bisector. The angular and 
c  linear momentum of each half of the molecule is calculated for each 
c  mode, and the maximum difference is printed to an output file. 
c  Additionally, the mode of largest central atom momentum is printed.  
 
      parameter     (nmax=400,u=10,b=nmax,c=3*nmax, zz=10) 
      real*8        x(b), y(b), z(b), freq(c), mass(b), 
     &              xdisp(b,c), ydisp(b,c), zdisp(b,c), dP(c), dL(c), 
     &              dPm, dLm, chrg(b), aIR(c), massr, massl, px(b,c), 
     &              py(b,c), 
     &              pz(b,c), 
     &              redm, xdist(b), dPc(c), dPcm, fracP(c),dPu(c) 
     &             ,dPcu(c),pu(c), d1(b), d2(b), temp(c), fmag(c), 
     &              fsign(c), ddx(c)    
     &             ,dLnm, dLn(c), 
     &              dcm(b), cmx, cmy, cmz, point(3), temp1(b),temp2(b) 
     &              ,temp3(b), Imom, Lx(b,c), Ly(b,c), Lz(b,c), out1(b), 
     &               out2(b), out3(b), Llay(b,b), Imomn(b), ddL(c), 
     &                numer(c), denom(c), refs(b) 
      real*8        DFdp, EPS, Mnres, AUX(5*(zz+5)), kc(b), 
     &              kci(b),  grapx(99999),endl(b,b), 
     &  grapy(99999), snptk 
     &   , res3 (zz,zz,zz) 
     &   , kcf13(zz,zz,zz) 
     &   , kcf23(zz,zz,zz) 
     &   , kcf33(zz,zz,zz) 
     &   , kcf43(zz,zz,zz) 
     &   , res4 (zz,zz,zz,zz) 
     &   , kcf14(zz,zz,zz,zz) 
     &   , kcf24(zz,zz,zz,zz) 
     &   , kcf34(zz,zz,zz,zz) 
     &   , kcf44(zz,zz,zz,zz) 
c     &   , kcf5(zz,zz,zz,zz) 
c     &   , kcf6(zz,zz,zz,zz) 
      character*2   atom(b) 
      character*72  a, fname, outpt, ch1,ch2,ch3,ch4, fl(b) 
      integer       catom1, catom2, nl(b), nr(b), dPi, dLi, dPci, n 
     &              , nn(2,nmax), dLni, layer(2,nmax), ratioi, layno 
     &              , ierr, kord, NM, iv1(b), OPT, Novar, lays(b) 
     &                  , clip(b), Sopt, consts 
      integer       IER, LIM, Nvar, indi, indk, indj, indl  
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      character*4   FLAG   
      double precision kmat(b,b), EVR(b), EVI(b), VECR(b,b), fv1(b), 
     &                    kl(b), kt(b), kd(b), trans(b,b), t1, t  
      EXTERNAL cylres 
      common /const/ refs, Imomn, NM, layno, a, kci, outpt, indi, indk, 
     &indj, indl, Novar, fl, Sopt 
 
 
c  Read input file from screen 
 568  format(/,72('-'),/) 
 001  format(A72) 
      read(5,001) a 
      fname = Trim(a)//".log" 
      FLAG = "FALS" 
 
 
c  Determine n from the input file 
      call GMSn(u,fname,n,FLAG) 
 
 
c  Finding cartesian coordinates 
      call GMSco (u,fname,n,nmax,atom,chrg,x,y,z,FLAG)   
 
 
c   Check for n > nmax 
      if (n.GT.nmax) then 
           write(*,*) 'Error: n = ', n, 'is larger than nmax =',nmax 
           goto 9999 
      endif 
 
 
c Reading the mode information 
      call GMSmod(u,FNAME,n,nmax,freq,mass,xdisp,ydisp,zdisp,FLAG)  
 
c  Find the 2 central atoms 
      call cent2(n,x,y,z,mass,catom1,catom2) 
 
 
c  Translate molecule so origin is between catom1 and catom2  
      point(1) = (x(catom1) + x(catom2))/2 
      point(2) = (y(catom1) + y(catom2))/2 
      point(3) = (z(catom1) + z(catom2))/2 
      call origin(n,x,y,z,point) 
 
 
c   Rotate the molecule about the origin to put catom1 on the x axis 
      point(1) = x(catom1) 
      point(2) = y(catom1) 
      point(3) = z(catom1) 
      call rotate(n,x,y,z,point) 
 
 
c  Rotate the displacement vectors 
      do i = 1, 3*n 
           do k = 1, n      
                 temp1(k) = xdisp(k,i) 
                 temp2(k) = ydisp(k,i) 
                 temp3(k) = zdisp(k,i)          
           end do  
           call rotate(n,temp1,temp2,temp3,point) 
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           do k = 1, n      
                 xdisp(k,i) = temp1(k)  
                 ydisp(k,i) = temp2(k) 
                 zdisp(k,i) = temp3(k)          
           end do  
      end do  
 
 
c  Separate the molecule in half 
      do i=1, n 
           if (x(i) .LT. 0) then 
                 nl(i) = i         
           else 
                 nr(i) = i  
           endif 
      End Do 
 
 
c  Mass-weighting the normal coordinates 
        do i = 1, 3*n 
                do k = 1, n 
                       px(k,i) = xdisp(k,i)*mass(k) 
                       py(k,i) = ydisp(k,i)*mass(k) 
                       pz(k,i) = zdisp(k,i)*mass(k) 
                end do 
        end do 
 
 
c  Angular momentum for each mode about x axis 
      do i = 1, 3*n 
           do k = 1, n      
                 temp1(k) = px(k,i) 
                 temp2(k) = py(k,i) 
                 temp3(k) = pz(k,i)          
           end do  
           call angmom(n,x,y,z,temp1,temp2,temp3,out1,out2,out3) 
           do k = 1, n      
                 Lx(k,i) = out1(k)  
                 Ly(k,i) = out2(k)  
                 Lz(k,i) = out3(k)  
           end do  
      end do 
 
 
c  Split Angular momentum by side of the molecule 
      do i = 1, 3*n    
         do k = 1, n 
                 temp1(k) = Lx(k,i) 
         end do    
         call split(n,nl,nr,temp1,dL(i)) 
      end do  
 
 
c  Split Linear momentum by side of the molecule 
      do i = 1, 3*n    
         do k = 1, n 
                 temp1(k) = px(k,i) 
         end do    
         call split(n,nl,nr,temp1,dP(i)) 
      end do  
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c  Finding the difference in central atom momentum between each half for each mode 
      do i=1,3*n  
             dPc(i)  = ABS(px(catom1,i) - px(catom2,i))  
             dPcu(i) = ABS(px(catom1,i)) + ABS(px(catom2,i))  
      End do  
 
 
 
c  Determine the distance to the x axis  
        do i = 1, n 
                xdist(i) = sqrt(y(i)**2 + z(i)**2)                 
        end do  
         
 
 
 
c  Determine moment of inertia about the x-axis  
      Imom = 0  
      do i = 1, n 
           Imom = Imom + mass(i)*(xdist(i)**2) 
      End do                     
 
 
c  Determining the reduced mass under the superdiatomic approximation 
        massl = 0 
        massr = 0   
 
      do i = 1, n 
              if(nl(i) .NE. 0) then 
                   massl = massl + mass(i) 
              End if  
              if(nr(i) .NE. 0) then 
                   massr = massr + mass(i) 
              End if 
      End do                     
 
        redm = (massl*massr)/(massl+massr) 
 
 
c  Determine the distance to the two central atoms 
        call distance(x,y,z,n,x(catom1),y(catom1),z(catom1),d1) 
        call distance(x,y,z,n,x(catom2),y(catom2),z(catom2),d2) 
 
 
c  Organize molecule into layers 
        read(5,*) OPT 
        if (OPT .EQ. 0 ) then  
             call layers(n,atom,catom1,catom2,nn,x,d1,d2,layer,layno) 
        else if (OPT .EQ. 1 ) then  
             call layers2(n,atom,xdist,lays,layno) 
                do i = 1, N 
                    if (nl(i) .NE. 0) then    
                        layer(1,i) = lays(i) 
                    else if (nr(i) .NE. 0) then    
                        layer(2,i) = lays(i) 
                    end if  
                end do  
        else 
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             write(6,*) "Invalid Layer Splitting Option, Abort!" 
                goto 9999 
        end if  
 
 
c  Compute the angular momentum for the layers 
        do i = 1, 3*n 
                do j = 1, n 
                        Llay(i,j) = 0 
                end do  
        end do  
 
        do i = 1, 3*n 
           do k = 1, n 
                do j = 1, n 
                     if(layer(1,k) .EQ. j) then 
                        Llay(i,j)  = Llay(i,j) + Lx(k,i) 
                     end if     
                end do  
           end do  
        end do  
 
c  Split layer 1 angular momentum into halves 
      do i = 1, 3*n    
         temp1(1) = Llay(i,1) 
         call split(n,nl,nr,temp1,dLn(i)) 
      end do  
 
 
c  Moment of Inertia of nearest neighbor layers, j = layer subscript 
      do j = 1, n 
         Imomn(j) = 0  
      end do 
 
      do j = 1, n   
         do i = 1, n 
                 if (layer(1,i) .EQ. j) then 
                        if (j .EQ. layno) then  
                               Imomn(2*j-1) = Imomn(2*j-1) 
     &                          + (mass(i) + 3)*xdist(i)**2 
                        else  
                               Imomn(2*j-1) = Imomn(2*j-1) 
     &                          + (mass(i) + 2)*xdist(i)**2 
                        end if  
                 else if (layer(2,i) .EQ. j) then 
                        if (j .EQ. layno) then  
                               Imomn(2*j) = Imomn(2*j) 
     &                          + (mass(i) + 3)*xdist(i)**2 
                        else  
                               Imomn(2*j) = Imomn(2*j) 
     &                          + (mass(i) + 2)*xdist(i)**2 
                        end if  
                 end if  
         end do  
      end do 
 
c  If molecule is symmetric, set inertias equal 
        do i = 1, n, 2 
                if ((Imomn(i) - Imomn(i+1)) .LT. 50) then  
                        Imomn(i+1) = Imomn(i) 
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                end if  
        end do  
 
        NM = int(b) 
 
 
c       Read reference frequencies from the screen  
                  do l = 1, NM 
                          refs(l) = 0 
                  end do  
 
c        write(*,*) "layno=",layno 
 
                do l = 1, 2*layno  
                     read(5,*) refs(l) 
                end do   
 
        close(30) 
 
 
c DETERMINE OPTIONS 
c    
c        OPT 
c                1  - Hold N-1 Constant, make CSV file of Nth varied 
c 
c                2  - Find frequencies of a set of force constants 
c 
c                3  - Vary initial guesses of 3 Parameters for dfmnd 
c                        optimization of the force constants, return 
c                        minimum residuals      
c                                 
c                4  - Vary initial guesses of 4 Parameters for dfmnd 
c                        optimization of the force constants, return 
c                        minimum residuals      
c 
c                5  - Optimize with N variables input to DFMND   
c 
        read(5,*) OPT 
        Sopt = 0 
 
 
 
        do i = 1, zz 
                kc(i) = 0 
        end do  
        do i = 1, b 
                clip(i) = 0 
        end do  
 
 
c MAKE GRAPH STARTS HERE      
        IF (OPT .EQ. 1) then     
                read(5,*) Novar  
        write(*,*) "NOVAR=", Novar 
c DEFINE CONSTANT FORCE CONSTANTS 
                do i = 1, Novar - 1 
                        read (5,*) fl(i) 
                        read (5,*) kc(i) 
                        kci(i) = kc(i) 
                end do 
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c       Vary this variable 
                read (5,*) fl(Novar) 
                
 
                do i = 1, 10000 
                       grapx(i) = 0 
                       grapy(i) = 0 
                end do  
 
        
                outpt ="dummy" 
                 do i = 1, 1000 
                         kc(Novar)  = -5 + 35*(sngl(i)/1000) 
                         kci(Novar) = kc(Novar) 
                         grapx(i) = kc(Novar) 
                         grapy(i) = cylres(kci) 
                 end do  
 
 
                 open(40,FILE="cylgraph.csv") 
  213            format(EN13.4,',',F12.6) 
                 do i = 1, 1000 
                         write(40,213) grapx(i),grapy(i) 
                 end do 
                 close(40)  
                 write(*,*) "CSV Data of graph written to cylgraph.csv" 
                 goto 9999  
        END IF  
C END GRAPH MAKING 
 
c SINGLE POINT CALCULATION HERE 
        IF (OPT .EQ. 2) then 
                read (5,*) Novar 
                outpt = "sp" 
                do i = 1, Novar 
                        read (5,*) fl(i) 
                        read (5,*) kc(i) 
                        kci(i) = kc(i) 
                end do 
                write(6,*) cylres(kci) 
                write(*,*) "Single Point Calculation Complete" 
                goto 9999 
        END IF 
 
c END SINGLE POINT CALC 
 
 
   
c  **********END MAKING GRAPHS************ 
 
 
c   ******START 3 VARIABLE INITAL GUESS SCAN********** 
        IF (OPT .EQ. 3) then 
 
        read(5,*) consts 
c  Confirmation message 
        write(6,"(A70,1I,A20)") "Optimizing by scanning initial guesses  
     &for 3 variables. Holding ",consts," variables constant" 
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        Novar = 3 + consts 
        Sopt = 1 
                do i = 1, Novar - consts  
                        read (5,*) fl(i) 
                end do 
         
                do i = Novar - consts + 1, Novar 
                        read (5,*) fl(i) 
                        read (5,*) kc(i) 
                        kci(i) = kc(i) 
                end do 
c Give clipping option 
        read(5,*) OPT 
 
        do i = 1, 5 
                do j = 1, 5 
                        do k = 1, 5 
                                res3(i,j,k) = 0 
                        end do  
                end do  
        end do 
        do i = 1, 5 
                 kc(1) = 5 + 5*i 
                 kci(1) = kc(1) 
                 do j = 1, 5 
                         kc(2) = 5 + 5*i 
                         kci(2) = kc(2) 
                         do k = 1, 5 
                                 kc(3) = 5 + 5*i 
                                 kci(3) = kc(3) 
                                 indi = i 
                                 indj = j 
                                 indk = k  
                                 write(ch1,"(I10)") i  
                                 write(ch2,"(I10)") j  
                                 write(ch3,"(I10)") k  
                                 outpt = trim(a) 
     &                           //trim(adjustl(ch1)) 
     &                           //trim(adjustl(ch2)) 
     &                           //trim(adjustl(ch3)) 
                if ( OPT .EQ. 1) then   
                         do m = 1, novar 
                                 read(5,*) clip(m) 
                         end do  
                    if ( 
     &                      i .EQ. clip(1)  
     &                .AND. j .EQ. clip(2) 
     &                .AND. k .EQ. clip(3)) 
     &              then  
                        goto 712 
                end if  
         
                end if  
                EPS = 0.001 
                LIM = 10**4 
                DFdp  = 0.1 
 
c       Optimize the force constants         
                call DFMND(cylres,kc,Mnres,6,EPS,LIM,AUX,IER,DFdp) 
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                                           kcf13(i,j,k) = kc(1) 
                                           kcf23(i,j,k) = kc(2) 
                                           kcf33(i,j,k) = kc(3) 
         
                                      if (IER .EQ. 0) then  
                                          res3(i,j,k) = Mnres 
                                      else  
                                          res3(i,j,k) = 0 
                                      end if  
 
c  END THE LOOP OVER EACH INDEX 
 
                                 end do  
                 end do  
      end do   
 
 
 
c  PRINT EACH INITIAL GUESS FINAL FORCE CONSTANT AND RESIDUAL 
  705  FORMAT(3(I3,1X),3(F5.1,1X),ES11.4)     
        do i = 1, 5 
                do j = 1, 5 
                        do k = 1, 5 
                                write(6,705)  
     &                           i,         
     &                           j,         
     &                           k,         
     &                           kcf13(i,j,k), 
     &                           kcf23(i,j,k), 
     &                           kcf33(i,j,k), 
     &                           res3(i,j,k) 
                        end do  
                end do  
        end do  
 
c  FIND THE LOCATION AND VALUE OF MINIMUM RESIDUALS       
 712    write(*,*) "MINIMUM VALUE OF RESIDUALS" 
        write(*,*) MINVAL(res3, mask = res3 .NE. 0) 
        write(*,*) "LOCATION OF MINIMUM VALUE OF RESIDUALS" 
        write(*,*) MINLOC(res3, mask = res3 .NE. 0) 
      END IF  
 
c   ******END 3 VARIABLE INITAL GUESS SCAN********** 
 
 
c   ******START 4 VARIABLE INITAL GUESS SCAN********** 
        IF (OPT .EQ. 4) then  
                Novar  = 4 
                Sopt = 1 
                do i = 1, Novar  
                        read (5,*) fl(i) 
                end do 
c  Give clipping option 
        read(5,*) OPT 
 
 
        do i = 1, zz 
                do j = 1, zz 
                        do k = 1, zz 
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                                do l = 1, zz 
                                        res4(i,j,k,l) = 0 
                                end do  
                        end do  
                end do  
        end do 
        do i = 1, 4 
                 kc(1) = 1 + 20*(i-1) 
                 kci(1) = kc(1) 
                 do j = 1, 4 
                         kc(2) = 1 + 20*(j-1) 
                         kci(2) = kc(2) 
                         do k = 1, 4 
                                 kc(3) = 1 + 20*(k-1) 
                                 kci(3) = kc(3) 
                                 do l = 1, 4 
                                         kc(4) = 1 + 20 * (l-1) 
                                         kci(4) = kc(4) 
                                         indi = i 
                                         indj = j 
                                         indk = k  
                                         indl = l 
                                         write(ch1,"(I10)") i  
                                         write(ch2,"(I10)") j  
                                         write(ch3,"(I10)") k  
                                         write(ch4,"(I10)") l  
                                         outpt = trim(a) 
     &                                   //trim(adjustl(ch1)) 
     &                                   //trim(adjustl(ch2)) 
     &                                   //trim(adjustl(ch3)) 
     &                                   //trim(adjustl(ch4)) 
 
                if (OPT .EQ. 1) then  
                   do m = 1, novar 
                        read(5,*) clip(m) 
                   end do  
                   if ( 
     &                      i .EQ. clip(1)  
     &                .AND. j .EQ. clip(2) 
     &                .AND. k .EQ. clip(3) 
     &                .AND. l .EQ. clip(4))  
     &             then  
                        goto 713 
                   end if  
                end if  
                EPS = 0.001 
                LIM = 10**4 
                DFdp  = 0.1 
 
c       Optimize the force constants         
                call DFMND(cylres,kc,Mnres,Novar,EPS,LIM,AUX,IER,DFdp) 
 
                                                  kcf14(i,j,k,l) = kc(1) 
                                                  kcf24(i,j,k,l) = kc(2) 
                                                  kcf34(i,j,k,l) = kc(3) 
                                                  kcf44(i,j,k,l) = kc(4) 
         
                                              if (IER .EQ. 0) then  
                                                  res4(i,j,k,l) = Mnres 
                                              else  
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                                                  res4(i,j,k,l) = 0 
                                              end if  
 
c  END THE LOOP OVER EACH INDEX 
 
                                                 end do  
                                 end do  
                 end do  
      end do   
 
 
 
c  FIND THE LOCATION AND VALUE OF MINIMUM RESIDUALS       
 
 
 713    write(*,*) "MINIMUM VALUE OF RESIDUALS" 
        write(*,*) MINVAL(res4, mask = res4 .NE. 0) 
        write(*,*) "LOCATION OF MINIMUM VALUE OF RESIDUALS" 
        write(*,*) MINLOC(res4, mask = res4 .NE. 0) 
      END IF  
 
c   ******END 4 VARIABLE INITAL GUESS SCAN********** 
 
 
 
c   ****** START N VARIABLE OPTIMIZATION********** 
        IF (OPT .EQ. 5) then 
                write(*,*) "STARTING N VARIABLE OPTIMIZATION" 
                read (5,*) Novar 
                write(*,*) "N=",Novar 
                outpt = "nopt" 
                do i = 1, Novar  
                        read (5,*) fl(i) 
                        read (5,*) kc(i) 
                        kci(i) = kc(i) 
                end do  
                write(*,*) "Successfully read input file" 
 
                EPS = 0.00001 
                LIM = 10**5 
                DFdp  = 0.01 
 
 
 
c       Optimize the force constants         
                call DFMND(cylres,kc,Mnres,Novar,EPS,LIM,AUX,IER,DFdp) 
                write(6,*) Novar, "Variables used, saved in nopt.cyl" 
                write(6,*) "Min res found is ",Mnres 
 
        end if  
 
c   ******N VARIABLE OPTIMIZATION********** 
 
 
 
c 
c   ****** START N VARIABLE OPTIMIZATION********** 
c 
      if (OPT .EQ. 6) then  
                write(*,*) "STARTING N VARIABLE OPTIMIZATION" 
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                read (5,*) Novar 
                write(*,*) "N=",Novar 
                outpt = "nopt" 
                do i = 1, Novar  
                        read (5,*) fl(i) 
                        read (5,*) kc(i) 
                        kci(i) = kc(i) 
                end do  
c       Optimize the force constants         
                call GRID(Novar,kc,0.1,0.001,Mnres,2) 
c         SUBROUTINE GRID(N,X,XRANGE,CONV,YMIN,LIM) 
                write(6,*) Novar, "Variables used, saved in nopt.cyl" 
                write(6,*) "Min res found is ",Mnres 
      end if  
 
 
 
 
c 
c   ******END N VARIABLE OPTIMIZATION********** 
c 
 
c  End of the Calling program 
 9999 stop 
      end  
 
c  START SUBROUTINE: Determine n from output file 
      subroutine GMSn (u,FNAME,n,FLAG) 
      integer n, u 
      character*72 FNAME 
      character*4   FLAG 
 
c  Local variables 
      integer reason 
      character*72 CMT 
 
      open(u, FILE=FNAME) 
      do 10 i=1, 99999999 
         read(u,"(A72)",IOSTAT=reason) CMT 
         if (index(CMT,"RUN TITLE") .NE. 0) then 
                goto 111 
         End if 
         if (reason .NE. 0) then 
                FLAG = "TRUE" 
                return 
         End if 
   10 End Do 
 
 
c  Reading throwaway lines 
  111 do i = 1 , 6 
        read(u,*) CMT 
      end do 
 
 
c  Determining n 
      do 20 i=1, 99999999 
         read(u,"(A72)",IOSTAT=reason)  CMT 
                if(index(CMT,".") .eq. 0) then 
                goto 112 
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                End if 
         if (reason .NE. 0) then 
                FLAG = "TRUE" 
                return 
         End if 
   20 End Do 
 112  n = i-1 
        close(u) 
        return 
        end 
c  END SUBROUTINE: Determine n from GAMESS output file  
 
c  START SUBROUTINE: Read cartesian coords from GAMESS output 
      subroutine GMSco (u,FNAME,n,nmax,atom,chrg,x,y,z,FLAG)   
      integer       n, u, nmax 
      character*72  FNAME 
      character*4   FLAG 
      real*8        chrg(nmax), x(nmax), y(nmax), z(nmax) 
      character*2   atom(nmax)         
   
c  Local variables 
      integer reason 
      character*72 CMT 
       
      open(u,FILE=FNAME)   
      do i=1, 99999999 
         read(u,"(A72)",IOSTAT=reason) CMT 
           IF (index(CMT,"RUN TITLE") .NE. 0) then 
                    goto 113 
                 End if 
           IF (reason .NE. 0) then 
                FLAG = "TRUE" 
                return 
           end if 
      End Do 
        write(*,*)  
 
c  Reading throwaway lines 
  113 do i = 1, 6 
         read(u,*) CMT 
      end do 
 
 
c  Reading cartesian coordinates 
      do i=1, n 
         read(u,*,IOSTAT=reason) atom(i), chrg(i), x(i), y(i), z(i) 
           IF (reason .NE. 0) then 
                FLAG = "TRUE" 
                return 
           end if 
      End Do 
      close(u)   
      end  
c  END SUBROUTINE: Read cartesian coords from GAMESS output 
 
c  START SUBROUTINE: Read Normal Mode from GAMESS output 
      subroutine GMSmod(u,FNAME,n,nmax,freq,mass,xdisp,ydisp,zdisp,FLAG) 
      parameter     lines = 999999999   
      integer       n, u, nmax 
      character*72  FNAME 
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      character*4   FLAG 
      integer       rootno(3*nmax) 
      real*8        freq(3*nmax), rmass(3*nmax), aIR(3*nmax),mass(nmax) 
     &             ,xdisp(nmax,3*nmax), ydisp(nmax,3*nmax), 
     &              zdisp(nmax,3*nmax) 
c  Local variables 
      integer       reason, groups 
      character*72  CMT, CMT2,CMT3, sym1(3*nmax) 
      real*8        an 
 
      open (u,FILE=fname) 
 
      do  i=1, 99999999      
         read(u,"(A72)",IOSTAT=reason) CMT 
           if (index(CMT,"NORMAL COORDINATE") .NE. 0) then 
                    goto 114  
           End if 
      End Do   
 
 
c  Reading atomic weights (AMU) 
  114 read(u,*) CMT 
      read(u,*) CMT 
       
      do i=1, n 
        read(u,*,IOSTAT=reason) CMT, CMT2, mass(i) 
      end do       
         
c  Read until the frequencies 
      do  i=1, lines      
         read(u,"(A72)") CMT 
c         write(*,"(A72)") CMT 
           if (index(CMT,"REDUCED MASSES IN AMU") .NE. 0) then 
                    goto 115  
                 End if 
           IF (reason > 0) then  
                write(*,*) 'Read issue while searching: REDUCED MASSES 
     &IN AMU' 
                goto 9999 
           else if (reason < 0) then 
                write(*,*) 'End of file while searching: REDUCED MASSES 
     &IN AMU' 
                goto 9999 
           end if  
      End Do   
 
    
 
c  Gamess groups normal mode info in sets of 5. 'groups' = # of these 
c  sets which will be in the output file 
c  115    groups =floor((3*n)/5-0.000001)+1 
  115    an = real(n) 
         groups =INT(3.0e0*an/5.0e0-0.0001e0)+1 
c         write(6,*)"n is ",n,"groups is ", groups 
 
c        write(*,*) 'c' 
 
c  Starting the loop over each group of modes 
      do 50 k=0, groups-2 
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c  Reading the frequency, symmetry, reduced mass and IR intensity 
         read(u,*,IOSTAT=reason)      (rootno(j+5*k),j=1,5) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading rootno:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading rootno:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, (freq(j+5*k), j=1,5)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading freq:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading freq:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, (sym1(j+5*k), j=1,5)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading sym:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading sym:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, CMT2, (rmass(j+5*k), j=1,5)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading rmass:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading rmass:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, CMT2, (aIR(j+5*k), j=1,5)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading IR int:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading IR int:  
     &group #', k+1,', mode #',j 
                         goto 9999 
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                end if 
  
 
c  Reading normal mode displacements 
         do 60 i = 1, n 
 
         read(u,*,IOSTAT=reason) CMT, CMT2, CMT3, (xdisp(i,j+5*k),j=1,5) 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading xdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading xdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT,             (ydisp(i,j+5*k),j=1,5) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading ydisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading ydisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT,             (zdisp(i,j+5*k),j=1,5) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading zdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading zdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
   60    End Do 
 
 
c        write(*,*) 'e' 
c  Read the TRANS SAYVETZ and ROT SAYVETZ lines    
         do j = 1, 8         
                 read(u,*) CMT 
         End do 
 
 
c        write(*,*) 'f', k 
c  Ending the loop over group of modes    
   50 End Do 
c        write(*,*) 'groups=', groups 
 
c  Determine if one more section is needed 
      left = 3*n-(groups-1)*5 
c        write(*,*)'left =', left 
      if (left .EQ. 0) then 
         goto 4444 
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      end if  
         
c        write(*,*) 'g' 
 
c  Reading the frequency, symmetry, reduced mass and IR intensity 
         read(u,*,IOSTAT=reason)      (rootno(j+5*k),j=1,left) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading rootno:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading rootno:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, (freq(j+5*k), j=1,left)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading freq:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading freq:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, (sym1(j+5*k), j=1,left)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading sym:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading sym:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, CMT2, (rmass(j+5*k), j=1,left)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading rmass:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of File while reading rmass:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT, CMT2, (aIR(j+5*k), j=1,left)  
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading IR int:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                else if (reason < 0) then 
61 
 
 
                         write(*,*) 'End of File while reading IR int:  
     &group #', k+1,', mode #',j 
                         goto 9999 
                end if 
 
 
c  Reading normal mode displacements 
      do 70 i=1, n 
 
      read(u,*,IOSTAT=reason) CMT, CMT2, CMT3, (xdisp(i,j+5*k),j=1,left) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading xdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading xdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT,          (ydisp(i,j+5*k),j=1,left) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading ydisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading ydisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
 
         read(u,*,IOSTAT=reason) CMT,          (zdisp(i,j+5*k),j=1,left) 
 
                IF (reason > 0) then  
                         write(*,*) 'Read issue while reading zdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                else if (reason < 0) then 
                         write(*,*) 'End of file while reading zdisp:  
     &group #' ,k+1, ', mode #', j, ', atom #',n 
                         goto 9999 
                end if 
   70 End Do 
         
 9999 continue 
 4444 close(u) 
      end 
c  END SUBROUTINE: Read Normal Mode from GAMESS output 
 
c  START SUBROUTINE: Find central 2 atoms 
        subroutine cent2(n,x,y,z,mass,catom1,catom2) 
        integer n, catom1, catom2 
        real*8  x(n), y(n), z(n), mass(n) 
 
c  Local variables 
        real*8 tmass, cmx, cmy, cmz, dcm(n), dcmm         
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c  Find the center of mass 
        tmass = 0  
        do i = 1, n 
                tmass = tmass + mass(i) 
        end do  
 
        cmx = 0 
        cmy = 0 
        cmz = 0 
        do i = 1, n 
             cmx = cmx + x(i)*mass(i)/tmass 
             cmy = cmy + y(i)*mass(i)/tmass 
             cmz = cmz + z(i)*mass(i)/tmass 
        end do           
 
 
c  Distance the center of mass 
        do i = 1, n 
            dcm(i) = (x(i) - cmx)**2 + (y(i) - cmy)**2 + (z(i) - cmz)**2 
        end do  
 
 
c  Finding the closest atom to CoM  
      dcmm = 99999999           
 
      do i = 1, n           
 
        if(dcm(i) .LT. dcmm) then 
           catom1  = i    
           dcmm = dcm(i)      
        end if  
 
      end do  
 
 
c  Finding the 2nd closest atom to CoM 
      dcmm = 99999999           
 
      do i = 1, n           
        if(i .EQ. catom1) then  
        goto 831 
        end if  
 
        if(dcm(i) .LT. dcmm) then 
           catom2  = i 
           dcmm    = dcm(i)     
        end if  
 831  end do       
      end   
c  END SUBROUTINE: Find central 2 atoms 
 
c  START SUBROUTINE: Translate molecule to point 
        subroutine origin(n,x,y,z,point) 
        integer n 
        real*8  x(n), y(n), z(n), point(3) 
 
c  Local variables         
        real*8 temp(n,3)         
 
c  Coordinates in new frame: 
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        do i = 1, n 
           x(i) = x(i) - point(1) 
           y(i) = y(i) - point(2) 
           z(i) = z(i) - point(3)         
        end do  
  
      end  
c  END SUBROUTINE: Translate molecule to point 
 
         
c  START SUBROUTINE: Rotate (active) about origin to align point on x axis 
      subroutine rotate(n,x,y,z,point) 
        integer n 
        real*8  x(n), y(n), z(n), point(3) 
 
c  Local variables 
        real*8 r1(3), r2(3), r3(3), v1(3), dr(3), clambda(3), cmu(3) 
        real*8 cnu(3), temp(3,n) 
 
c     new x-axis : Vector from origin to given point 
        r1(1) = point(1) 
        r1(2) = point(2) 
        r1(3) = point(3) 
 
c     Creating a vector to cross with x-axis 
        v1(1) = 1 
        v1(2) = 1 
        v1(3) = 1 
 
 
c     new y-axis : r1 x v1 
        r2(1) =   r1(2)*v1(3) - r1(3)*v1(2) 
        r2(2) = -(r1(1)*v1(3) - r1(3)*v1(1)) 
        r2(3) =   r1(1)*v1(2) - r1(2)*v1(1) 
 
 
c     new z-axis : cross new x and y axes  
        r3(1) =   r1(2)*r2(3) - r1(3)*r2(2) 
        r3(2) = -(r1(1)*r2(3) - r1(3)*r2(1)) 
        r3(3) =   r1(1)*r2(2) - r1(2)*r2(1) 
 
 
c   Computing the vector lengths 
        dr(1) = sqrt(r1(1)**2 + r1(2)**2 + r1(3)**2) 
        dr(2) = sqrt(r2(1)**2 + r2(2)**2 + r2(3)**2) 
        dr(3) = sqrt(r3(1)**2 + r3(2)**2 + r3(3)**2) 
 
 
C   Defining direction cosines 
        clambda(1) = r1(1)/dr(1) 
        clambda(2) = r2(1)/dr(2) 
        clambda(3) = r3(1)/dr(3) 
        cmu(1)     = r1(2)/dr(1) 
        cmu(2)     = r2(2)/dr(2) 
        cmu(3)     = r3(2)/dr(3) 
        cnu(1)     = r1(3)/dr(1) 
        cnu(2)     = r2(3)/dr(2) 
        cnu(3)     = r3(3)/dr(3) 
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C   Computing rotated coordinates  
      do k=1, n 
        temp(1,k) = -((cmu(3)*cnu(2)*x(k) - cmu(2)*cnu(3)*x(k) 
     &    - clambda(3)*cnu(2)*y(k) + clambda(2)*cnu(3)*y(k) 
     &    + clambda(3)*cmu(2)*z(k) - clambda(2)*cmu(3)*z(k))/ 
     &    (-(clambda(3)*cmu(2)*cnu(1)) + clambda(2)*cmu(3)*cnu(1) 
     &    + clambda(3)*cmu(1)*cnu(2) - clambda(1)*cmu(3)*cnu(2) 
     &    - clambda(2)*cmu(1)*cnu(3) + clambda(1)*cmu(2)*cnu(3))) 
        temp(2,k) = -((cmu(3)*cnu(1)*x(k) - cmu(1)*cnu(3)*x(k) 
     &    - clambda(3)*cnu(1)*y(k) + clambda(1)*cnu(3)*y(k) 
     &    + clambda(3)*cmu(1)*z(k) - clambda(1)*cmu(3)*z(k))/ 
     &     (clambda(3)*cmu(2)*cnu(1) - clambda(2)*cmu(3)*cnu(1) 
     &    - clambda(3)*cmu(1)*cnu(2) + clambda(1)*cmu(3)*cnu(2) 
     &    + clambda(2)*cmu(1)*cnu(3) - clambda(1)*cmu(2)*cnu(3))) 
        temp(3,k) = -((cmu(2)*cnu(1)*x(k) - cmu(1)*cnu(2)*x(k) 
     &    - clambda(2)*cnu(1)*y(k) + clambda(1)*cnu(2)*y(k) 
     &    + clambda(2)*cmu(1)*z(k) - clambda(1)*cmu(2)*z(k))/ 
     &     (-(clambda(3)*cmu(2)*cnu(1)) + clambda(2)*cmu(3)*cnu(1) 
     &    + clambda(3)*cmu(1)*cnu(2) - clambda(1)*cmu(3)*cnu(2) 
     &    - clambda(2)*cmu(1)*cnu(3) + clambda(1)*cmu(2)*cnu(3))) 
      end do 
         
      do k = 1, n 
        x(k) = temp(1,k) 
        y(k) = temp(2,k) 
        z(k) = temp(3,k) 
      end do  
      end   
c  END SUBROUTINE: Rotate about origin to align point on x axis 
 
c  START SUBROUTINE: Find the maximum value of an array   
      subroutine maximum(array,maxm,indx,dimn) 
 
        integer indx, dimn 
        real*8  array(dimn), maxm 
 
      maxm  = -99999999 
      do i = 1, dimn 
             if (array(i) .GT. maxm) then  
                   indx   = i 
                   maxm   = array(i) 
             endif  
      End do  
      end  
c  END SUBROUTINE: Find the maximum value of an array   
 
c  START SUBROUTINE: Find distance of points to a reference point 
      subroutine distance(x,y,z,dimn,pointx,pointy,pointz,d1) 
 
        integer dimn 
        real*8  x(dimn), y(dimn), z(dimn), pointx, pointy, pointz  
        real*8  d1(dimn) 
 
      do i = 1, dimn    
        d1(i) = sqrt((x(i) - pointx)**2 + (y(i) - pointy)**2  
     &     + (z(i) - pointz)**2) 
      End do    
         
      end  
c  End SUBROUTINE: Find distance of points to a reference point 
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c  START Subroutine: Organize Molecule into layers  
      subroutine layers(n,atom,catom1,catom2,nn,x,d1,d2,layer,layno) 
      integer     n, catom1, catom2, nn(2,n), layer(2,n), layno 
      character*2 atom(n) 
      real*8      x(n), d1(n), d2(n)  
 
c  Local Variables 
      integer nnn1, nnn2 
       
      do j = 1, n-2 
      d1min = 99999999           
      d2min = 99999999 
 
          do i = 1, n           
c                Exclude hydrogens 
                 if (atom(i) .EQ. "H") then 
                        nn(1,i) = 0 
                        goto 841 
                 end if  
c                Exclude Central 2 atoms 
                 if(i .EQ. catom1) then  
                        goto 841 
                 else if(i .EQ. catom2) then  
                        goto 841 
                 end if  
c       Exclude previously found nearest neighbors to catom1 
                 do k = 1, n 
                         if(i .EQ. nn(1,k)) then 
                         goto 662 
                         else if(x(catom1)*x(i) .LT. 0) then  
                         goto 662 
                         end if  
                 end do  
 
 840             if(d1(i) .LT. d1min) then 
                    nn(1,j)  = i    
                    d1min = d1(i)      
                 end if  
c       Exclude previously found nearest neighbors to catom2 
 662                do k = 1, n-2 
                         if(i .EQ. nn(2,k)) then 
                         goto 841 
                         else if(x(catom2)*x(i) .LT. 0) then  
                         goto 841 
                         end if  
                 end do  
 
                 if(d2(i) .LT. d2min) then 
                    nn(2,j)  = i    
                    d2min = d2(i)      
                 end if  
 841      end do  
      end do  
 
 
 
c  Counting the number of nearest neighbors 
        nnn1 = 0 
        nnn2 = 0 
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        do i = 1, n  
                if(nn(1,i) .GT. 0) then  
                nnn1 = nnn1 + 1 
                end if 
                if(nn(2,i) .GT. 0) then  
                nnn2 = nnn2 + 1 
                end if 
        end do  
 
 
c  Organizing the atoms into layers 
        do i = 1, n 
                layer(1,i) = 0 
                layer(2,i) = 0 
        end do  
        layer(1,nn(1,1)) = 1 
        layer(2,nn(2,1)) = 1 
 
 
c  Determine layers for catom1  
        do i = 2, nnn1 
                if( d1(nn(1,i)) .GT. (d1(nn(1,(i-1))) + 0.3)) then 
                       layer(1,(nn(1,i))) = layer(1,nn(1,(i-1))) + 1  
                else  
                       layer(1,(nn(1,i))) = layer(1,nn(1,(i-1)))   
                end if  
        end do  
 
 
c  Layers for catom2   
        do i = 2, nnn2 
                if( d2(nn(2,i)) .GT. (d2(nn(2,(i-1))) + 0.3)) then 
                       layer(2,(nn(2,i))) = layer(2,nn(2,(i-1))) + 1  
                else  
                       layer(2,(nn(2,i))) = layer(2,nn(2,(i-1)))   
                end if  
        end do  
 
         
c  Finding the number of layers 
        layno = 1 
        do i = 1, n 
                if(layer(2,i) .GT. layno) then  
                        layno = layer(2,i) 
                end if  
        end do                  
        do i = 1, n 
                if(layer(1,i) .GT. layno) then  
                        layno = layer(1,i) 
                end if  
        end do                  
 
        end  
c  END Subroutine: Organize Molecule into layers  
 
 
c  START Subroutine: Organize Molecule into layers - lumping close 
c  together layers 
      subroutine layers2(n,atom,xdist,layer,layno) 
      integer     n, layer(n), ls(n), layno 
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      character*2 atom(n) 
      real*8      xdist(n), xlay 
 
c Local Variables: 
      character*2 atoms(n), tempa 
      real*8      xsort(n), tempx 
 
 
 
c  Sort the atoms by distance to x axis 
        do i = 1, n 
                xsort(i) = xdist(i) 
                atoms(i) = atom(i)  
        end do  
 
        do k = 1, n - 1 
                do l = k+1, n 
                   if (xsort(i) .LT. 0.1 .AND. xsort(i) .GT. -0.1) then  
                                xsort(i) = 0 
                   end if  
                        if (xsort(k) .GT. xsort(l)) then 
                                tempx = xsort(k) 
                                xsort(k) = xsort(l) 
                                xsort(l) = tempx 
                                tempa = atoms(k) 
                                atoms(k) = atoms(l) 
                                atoms(l) = tempa 
                        end if  
                end do  
        end do 
 
 
c  Determine layers for each atom 
        do i = 1, n  
                ls(i) = 0 
                layer(i) = 0 
        end do  
 
        ls(1) = 0 
        ls(2) = 0  
        do i = 3, n 
c            if (atoms(i) .NE. "H") then  
        if ((atoms(i) .NE. "H")  
     &       .AND. (xsort(i) .GT. xlay + 1)) then 
                      ls(i) = ls(i-1) + 1  
                      xlay = xsort(i) 
             else  
                      ls(i) = ls(i-1)   
             end if  
c            end if  
        end do  
        
        do i = 1, n 
             if (atoms(i) .EQ. "H") then  
                ls(i) = 0 
             end if  
        end do  
  
 
c       Sort back into input form  
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        do i = 1, n 
                do j = 1, n 
                        if (xdist(i) .EQ. xsort(j)) then  
                                layer(i) = ls(j) 
                        end if  
                end do  
        end do  
         
c  Finding the number of layers 
        layno = MAXVAL(layer) 
        end  
 
c  END Subroutine: Organize Molecule into layers, with lumping  
 
 
 
 
c  START Subroutine: Calculate angular momentum of a set of point masses 
        subroutine angmom(n,x,y,z,px,py,pz,Lx,Ly,Lz) 
        integer n 
        real*8  x(n), y(n), z(n), px(n), py(n), pz(n), Lx(n), Ly(n) 
        real*8  Lz(n) 
 
c  0's are there for angular momentum about x axis 
      do k = 1, n 
           Lx(k) =   y(k)*pz(k) -   z(k)*py(k) 
           Ly(k) =   z(k)*px(k) - 0*x(k)*pz(k) 
           Lz(k) = 0*x(k)*py(k) -   y(k)*px(k)  
      End do                     
 
      end  
c  END Subroutine: Calculate angular momentum of a set of point masses 
 
c START Subroutine: Split quantity according to criteria 
      subroutine split(n,lab1,lab2,Q,deltaQ) 
      integer n, lab1(n), lab2(n) 
      real*8  Q(n), deltaQ 
 
c  Local Variables 
      real*8  Q1(n), Q2(n), totQ1, totQ2 
       
      do i = 1, n 
        Q1(i) = 0 
        Q2(i) = 0 
      end do  
            
  
      do i = 1, n 
        if (lab1(i) .NE. 0) then  
          Q1(i) = Q(i)        
        end if  
        if (lab2(i) .NE. 0) then  
          Q2(i) = Q(i)        
        end if  
      end do  
      totQ1 = 0             
      totQ2 = 0             
      do i = 1, n 
        totQ1 = totQ1 + Q1(i)  
        totQ2 = totQ2 + Q2(i)  
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      end do    
 
      deltaQ = abs(totQ1 - totQ2) 
      end  
c END Subroutine: Split quantity according to criteria 
 
c  EXTERNAL FUNCTION - CYLRES - CYLINDER VIBRATIONAL MODE RESIDUALS 
c   This function generates and diagonalizes the force constant matrix for 
c   the molecule approximating it as a set of cylinders.  
c   It returns the sum of squares of the residuals of the 
c   eigenvalues referenced to the given frequencies.  
c 
c  INPUT 
c 
c   INTEGER 
c    layno     - Number of layers the molecule is divided into 
c    NM         - Dimension of arrays in the calling program    
c 
c   DOUBLE PRECISION 
c    kl(layno) - force constant between layer # and the next largest layer 
c                  on the same side of the molecule   
c    kt(layno) - torsional force constant between layer # on either  
c                  side of the molecule       
c    kf(layno) - diagonal force constant between a layer on one half of 
c                  the molecule and the next largest layer on the other half 
c                  of the molecule 
c    refs(layno) - Array containing the frequencies to be 
c                    referenced, in any order 
c   REAL 
c    Imomn(layno)- Array containing the momemnts of Inertia for each 
c                    layer 
 
      function cylres(kc) 
      parameter (b=400) 
      integer  layno, ierr, kord, NM, iv1(NM), i, j, k, l, indi, indk, 
     &   indj, FLAG, Novar, test(NM)  
      double precision kmat(NM,NM), EVR(NM), EVI(NM), VECR(NM,NM), 
     &   fv1(NM), kl(NM), kt(NM), kd(NM), trans(NM,NM), t1, t2, 
     &   kli(NM), kti(NM), kdi(NM), srtEVI(NM) 
     &   ,srtRef(NM), srtEV(NM), refs(b),Imomn(b),kc(b),res, 
     & kci(b), resin(88,88,88), srtVC(NM,NM), kconv, valconv  
      character*72 a, logn, outpt, fl(b) 
      common /const/ refs, Imomn, NM, layno, a, kci, outpt, indi, indk, 
     &indj, indl, Novar, fl, Sopt 
 
c       Renaming force constants from 1D array 
        logn = trim(outpt)//".cyl"       
        open(30,file=logn) 
        kord = int(2*layno) 
 
 
        do i = 1, layno  
             kt(i) = 0            
             kl(i) = 0 
             kd(i) = 0                          
        end do  
 
 
        do i = 1, Novar 
                        if      (trim(adjustl(fl(i))) .EQ. "kl1") then  
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                                 kl(1) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl2") then  
                                 kl(2) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl3") then  
                                 kl(3) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl4") then  
                                 kl(4) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl5") then  
                                 kl(5) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl6") then  
                                 kl(6) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl7") then  
                                 kl(7) = dble(kc(i)) 
 
                        else if (trim(adjustl(fl(i))) .EQ. "kt1") then  
                                 kt(1) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt2") then  
                                 kt(2) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt3") then  
                                 kt(3) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt4") then  
                                 kt(4) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt5") then  
                                 kt(5) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt6") then  
                                 kt(6) = dble(kc(i)) 
 
                        else if (trim(adjustl(fl(i))) .EQ. "kd1") then  
                                 kd(1) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd2") then  
                                 kd(2) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd3") then  
                                 kd(3) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd4") then  
                                 kd(4) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd5") then  
                                 kd(5) = dble(kc(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd6") then  
                                 kd(6) = dble(kc(i)) 
                        end if 
        end do    
 
        do i = 1, Novar 
                        if      (trim(adjustl(fl(i))) .EQ. "kl1") then  
                                 kli(1) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl2") then  
                                 kli(2) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl3") then  
                                 kli(3) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl4") then  
                                 kli(4) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl5") then  
                                 kli(5) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl6") then  
                                 kli(6) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kl7") then  
                                 kli(7) = dble(kci(i)) 
 
                        else if (trim(adjustl(fl(i))) .EQ. "kt1") then  
                                 kti(1) = dble(kci(i)) 
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                        else if (trim(adjustl(fl(i))) .EQ. "kt2") then  
                                 kti(2) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt3") then  
                                 kti(3) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt4") then  
                                 kti(4) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt5") then  
                                 kti(5) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kt6") then  
                                 kti(6) = dble(kci(i)) 
 
                        else if (trim(adjustl(fl(i))) .EQ. "kd1") then  
                                 kdi(1) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd2") then  
                                 kdi(2) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd3") then  
                                 kdi(3) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd4") then  
                                 kdi(4) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd5") then  
                                 kdi(5) = dble(kci(i)) 
                        else if (trim(adjustl(fl(i))) .EQ. "kd6") then  
                                 kdi(6) = dble(kci(i)) 
                        end if 
        end do    
 
 
        kt(0) = 0 
        kl(0) = 0 
        kd(0) = 0 
 
        do i = layno, NM-1 
           kt(i+1) = 0 
           kl(i) = 0 
           kd(i) = 0 
        end do  
 
 
 
c  Conversion factor to get force constant from amu*ang^2/s^2 to 
c  kcal/mol     
c        kconv = 2.3911760448*10**(-27) 
        kconv = 1 
 
 567    format(/,72('-'),/) 
        write(30,"(A)") "Initial guesses for force constants"  
        do i = 1, layno 
                write(30,"(A3,I2,A4,F20.2)") "kt(",i,") = ",kti(i)*kconv 
                write(30,"(A3,I2,A4,F20.2)") "kl(",i,") = ",kli(i)*kconv 
                write(30,"(A3,I2,A4,F20.2)") "kd(",i,") = ",kdi(i)*kconv 
        end do  
 
        write(30,567) 
        write(30,"(A)") "Optimized force constants"  
        do i = 1, layno 
                write(30,"(A3,I2,A4,F20.2)") "kt(",i,") = ", kt(i)*kconv 
                write(30,"(A3,I2,A4,F20.2)") "kl(",i,") = ", kl(i)*kconv 
                write(30,"(A3,I2,A4,F20.2)") "kd(",i,") = ", kd(i)*kconv 
        end do  
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        do i = 1, layno  
c               Diagonal elements 
                kmat(2*i-1,2*i-1) = kl(i-1) +         kd(i-1)  
     &                    +  kl(i)   + kt(i) +  kd(i)  
                kmat(2*i,2*i) = kl(i-1) +         kd(i-1)  
     &                    +  kl(i)   + kt(i) +  kd(i)  
c               Fill in under diagonal elements, by 2's 
                kmat(2*i+0,2*i-1) = -kt(i) 
                kmat(2*i+1,2*i-1) = -kl(i) 
                kmat(2*i+2,2*i-1) = -kd(i) 
        end do  
         
c       Swap the column 2i and 1i entries diagonally, filling in                 
        do i = 1, layno 
                do j = 1, layno 
                         kmat(2*i+2*j-1,2*i) =  kmat(2*i+2*j  ,2*i-1) 
                         kmat(2*i+2*j,  2*i) =  kmat(2*i+2*j-1,2*i-1)  
                end do  
        end do  
 
c       Symmetrize the matrix 
        do i = 1, kord 
                do j = 1, kord 
                        if (j .GT. i) then   
                                 kmat(i,j) = kmat(j,i) 
                        end if 
                end do  
        end do  
 
 
c       Now divide by the inertia of each layer,  
        do i = 1, kord 
                 do j = 1, kord 
                        t2            = kmat(i,j)/Imomn(i) 
                        kmat(i,j)   = t2 
                         
                 end do  
        end do  
 
 
 
c       Transforming matrix into appropriate format for rg 
        do i = 1, kord 
                do j = 1, kord 
                        trans(i,j) = kmat(j,i) 
                end do  
        end do  
 
 
        do i = 1, kord 
                do j = 1, kord 
                        kmat(i,j) = trans(i,j)  
                end do  
        end do  
 
 
c       Print the matrix 
        write(30,567) 
        write(30,*) "THE INTERIA-WEIGHTED FORCE CONSTANT MATRIX" 
        do i = 1, kord 
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                write(30,"(100(F10.2,X))") (kmat(j,i), j = 1, kord) 
        end do  
 
        do i = 1, kord 
                do j = 1, kord 
                        VECR(j,i) = 0 
                end do  
        end do  
 
 
 
 
c       Diagonalize the Matrix 
        call rg(NM, kord, kmat, EVR, EVI, 1, VECR, iv1, fv1, ierr) 
 
 
 
c       Print error code, Eigenvalues and Eigenvectors 
        write(30,567) 
 
        if (ierr .EQ. 0) then  
        write(30,*) "Force Constant Matrix successfully diagonalized" 
        else 
        write(30,*) "Error! Force Constant Matrix did not diagonalize" 
        end if  
 
 
  987  format(100(F8.1,X)) 
  988  format(100(F6.1,A2,X)) 
 
 
c  Set very small frequencies to 0 
        do i = 1, kord 
                if (EVR(i) .GT. -0.001 .AND. EVR(i) .LT. 0.0001) then  
                        EVR(i) = 0 
                end if  
        end do  
 
 
        write(30,567) 
c  Descending sort the reference frequencies and the eigenvalues 
        call CYLSORT2     (EVR,srtEV,VECR,srtVC,kord,NM) 
 
                
        srtEV(1) = EVR(1) 
  
 
c    SORT IMAGINARY COMPONENT OF EIGENVALUE 
        do i = 1, kord 
                do j = 1, kord 
                     IF(EVR(i) .EQ. srtEV(j)) then  
                                srtEVI(j) = EVI(i) 
                     end if  
                end do  
       end do   
 
 
 
c       Convert Eigenvalues into frequencies, in cm-1 
        valconv = 682.13998 
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        do i = 1, kord 
                srtEV(i) = valconv*sqrt(srtEV(i)) 
        end do  
  989  format(100(F10.4,X)) 
 
        write(30,*) "EigenValues of Force Constant Matrix" 
        write(30,989) ((srtEV(i)), i = 1, kord) 
        write(30,988) ((srtEVI(i)," I"), i =1, kord) 
        write(30,567) 
        write(30,*) "EigenVectors of Force Constant Matrix" 
c  989  format(100(F10.4,X)) 
        do j = 1, kord 
                write(30,989) (srtVC(j,i), i =1, kord) 
        end do  
        write(30,567) 
        write(30,"(A)") "Reference Frequencies | Eigenvalues" 
        do i = 1, kord 
                write(30,"(7X,F8.2,10X,F8.2)") refs(i), srtEV(i) 
        end do  
 
 
c  Sum of squares of the residuals 
        cylres = 0 
        do i = 1, kord - 1 
                cylres = cylres + ((refs(i) - srtEV(i))/refs(i))**2 
        end do  
        res = 0 
        do i = 1, kord 
                res = res + ((refs(i) - srtEV(i)))**2 
        end do  
 
        write(30,567) 
        write(30,*) "Sum of Squares of Residuals =",res 
        close(30) 
        end  
C END OF FUNCTION - CYLRES -  
 
c SUBROUTINE dSORT 
c    Sorts the values of array A(n) in descending order, which it returns 
c    in array B(n). A(n) is unchanged          
        SUBROUTINE dSORT (A,B,N) 
        INTEGER N 
        REAL*8   A(n), B(n), temp  
 
c Store A into B        
        do i = 1, n  
                B(i) = A(i) 
        end do  
 
        do k = 1, n - 1 
                do l = k+1, n 
                        if (B(i) .LT. 0.1 .AND. B(i) .GT. -0.1) then  
                                B(i) = 0 
                        end if  
                        if (B(k) .LT. B(l)) then 
                                temp = B(k) 
                                B(k) = B(l) 
                                B(l) = temp 
                        end if  
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                end do  
        end do  
c A is unchanged, B has the descended sorted values of A  
 
        RETURN 
        END 
c END SUBROUTINE dSORT 
 
 
c SUBROUTINE aSORT 
c    Sorts the values of array A(n) in ascending order, which it returns 
c    in array B(n). A(n) is unchanged          
        SUBROUTINE aSORT (A,B,N) 
        INTEGER N 
        REAL*8    A(n), B(n), temp  
 
 
c Store A into B        
        do i = 1, n  
                B(i) = A(i) 
        end do  
 
        do k = 1, n - 1 
                do l = k+1, n 
                        if (B(i) .LT. 0.1 .AND. B(i) .GT. -0.1) then  
                                B(i) = 0 
                        end if  
                        if (B(k) .GT. B(l)) then 
                                temp = B(k) 
                                B(k) = B(l) 
                                B(l) = temp 
                        end if  
                end do  
        end do  
c A is unchanged, B has the ascended sorted values of A  
 
        RETURN 
        END 
c END SUBROUTINE aSORT 
 
 
c**************************************************************** 
c 
c                            SUBROUTINE CYLSORT 
c 
c   This subroutine takes the eigenvalues/vectors from subroutine  
c   CYLRES and sorts them according to their molecular motion.  
c   The input is unchanged. 
c 
c 
c  INPUT 
c     Integer   N      - Dimension of eigenvalue vector, Eigenvectors 
c                         must be stored in NxN array 
c     DBLE      A(N)   - Array of Eigenvalues to be sorted 
c               C(N,N) - Array of Eigenvectors corresponding to 
c                         Eigenvalues. The ith eigenvector of A  
c                         consists of the elements of C(N,i)  
c 
c  OUTPUT 
c     DBLE      B(N)   - Array of sorted Eigenvalues 
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c               C(N,N) - Array of sorted Eigenvectors 
c      
c**************************************************************** 
        SUBROUTINE CYLSORT (A,B,C,D,N,NM) 
         
        INTEGER          N, NM, i, j, Mode(NM), FLAG, temp 
 
        DOUBLE PRECISION A(NM) 
     &                  ,B(NM) 
     &                  ,C(NM,NM) 
     &                  ,D(NM,NM) 
 
        CHARACTER*72     CHECK 
 
 
 
c  Initialize Flag 
        FLAG = 0 
 
 
c  Create an eigenvector array of 1's with signs matching input 
        do i = 1, N 
                do j = 1, N 
                        if (C(j,i) .GT. 0) then 
                                D(j,i) = dble(1)         
                        else if (C(j,i) .LT. 0) then 
                                D(j,i) = dble(-1)         
                        else if (C(j,i) .EQ. 0) then 
                                D(j,i) = dble(0) 
                        end if          
                end do  
        end do  
 
 
c  Initialize Mode 
        do i = 1, N 
                Mode(i) = 0 
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .GT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .GT. 0  
     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0  
     &       .AND. D(10,i)*D(11,i)  .GT. 0  
     &       .AND. D(11,i)*D(12,i)  .GT. 0)  
     &          then  
                   Mode(12) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
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        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
     &       .AND. D(7,i)*D(8,i)    .LT. 0  
     &       .AND. D(8,i)*D(9,i)    .LT. 0  
     &       .AND. D(9,i)*D(10,i)   .LT. 0  
     &       .AND. D(10,i)*D(11,i)  .LT. 0  
     &       .AND. D(11,i)*D(12,i)  .LT. 0)  
     &          then  
                   Mode(11) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .GT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .GT. 0  
     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0  
     &       .AND. D(10,i)*D(11,i)  .LT. 0  
     &       .AND. D(11,i)*D(12,i)  .GT. 0)  
     &          then  
                   Mode(10) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
     &       .AND. D(7,i)*D(8,i)    .LT. 0  
     &       .AND. D(8,i)*D(9,i)    .LT. 0  
     &       .AND. D(9,i)*D(10,i)   .LT. 0  
     &       .AND. D(10,i)*D(11,i)  .GT. 0  
     &       .AND. D(11,i)*D(12,i)  .LT. 0)  
     &          then  
                   Mode(9) = i  
                end if  
        end do  
 
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
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     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .GT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0  
     &       .AND. D(10,i)*D(11,i)  .LT. 0  
     &       .AND. D(11,i)*D(12,i)  .GT. 0)  
     &          then  
                   Mode(8) = i  
                end if  
        end do  
 
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
     &       .AND. D(7,i)*D(8,i)    .LT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .LT. 0  
     &       .AND. D(10,i)*D(11,i)  .GT. 0  
     &       .AND. D(11,i)*D(12,i)  .LT. 0)  
     &          then  
                   Mode(7) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .GT. 0  
     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .LT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0  
     &       .AND. D(10,i)*D(11,i)  .LT. 0  
     &       .AND. D(11,i)*D(12,i)  .GT. 0)  
     &          then  
                   Mode(6) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
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     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0  
     &       .AND. D(6,i)*D(7,i)    .GT. 0  
     &       .AND. D(7,i)*D(8,i)    .LT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .LT. 0  
     &       .AND. D(10,i)*D(11,i)  .GT. 0  
     &       .AND. D(11,i)*D(12,i)  .LT. 0)  
     &          then  
                   Mode(5) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .LT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0  
     &       .AND. D(10,i)*D(11,i)  .LT. 0  
     &       .AND. D(11,i)*D(12,i)  .GT. 0)  
     &          then  
                   Mode(4) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
     &       .AND. D(4,i)*D(5,i)    .GT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0)  
c     &       .AND. D(6,i)*D(7,i)    .GT. 0  
c     &       .AND. D(7,i)*D(8,i)    .LT. 0  
c     &       .AND. D(8,i)*D(9,i)    .GT. 0  
c     &       .AND. D(9,i)*D(10,i)   .LT. 0  
c     &       .AND. D(10,i)*D(11,i)  .GT. 0  
c     &       .AND. D(11,i)*D(12,i)  .LT. 0) 
     &          then  
                   Mode(3) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .GT. 0  
     &       .AND. D(2,i)*D(3,i)    .LT. 0  
     &       .AND. D(3,i)*D(4,i)    .GT. 0  
     &       .AND. D(4,i)*D(5,i)    .LT. 0  
     &       .AND. D(5,i)*D(6,i)    .GT. 0  
     &       .AND. D(6,i)*D(7,i)    .LT. 0  
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     &       .AND. D(7,i)*D(8,i)    .GT. 0  
     &       .AND. D(8,i)*D(9,i)    .LT. 0  
     &       .AND. D(9,i)*D(10,i)   .GT. 0)  
c     &       .AND. D(10,i)*D(11,i)  .LT. 0  
c     &       .AND. D(11,i)*D(12,i)  .GT. 0  
     &          then  
                   Mode(2) = i  
                end if  
        end do  
 
 
c  Find Mode 1 
        do i = 1, N  
               IF (D(1,i)*D(2,i)    .LT. 0  
     &       .AND. D(2,i)*D(3,i)    .GT. 0  
     &       .AND. D(3,i)*D(4,i)    .LT. 0  
     &       .AND. D(4,i)*D(5,i)    .GT. 0  
     &       .AND. D(5,i)*D(6,i)    .LT. 0  
     &       .AND. D(6,i)*D(7,i)    .GT. 0  
     &       .AND. D(7,i)*D(8,i)    .LT. 0  
     &       .AND. D(8,i)*D(9,i)    .GT. 0  
     &       .AND. D(9,i)*D(10,i)   .LT. 0)  
c     &       .AND. D(10,i)*D(11,i)  .GT. 0  
c     &       .AND. D(11,i)*D(12,i)  .LT. 0  
     &          then  
                   Mode(1) = i  
                end if  
        end do  
 
 
c  Put organized eigenvector data into D 
        do i = 1, N 
                write(*,*) "Mode(",i,")=",mode(i) 
        end do  
 
 
 1001  do i = 1, N 
                do k = 1, N 
                         D(i,k) = C(i,Mode(k)) 
                end do    
      end do  
 
        do i = 1, N 
                write(*,*) A(i) 
        end do  
 
         
c  Put organized eigenvalue data into B 
        do i = 1, N  
                B(i) = A(Mode(i)) 
        end do  
         
 1002  RETURN 
      END 
 
c**************************************************************** 
c 
c                          END SUBROUTINE CYLSORT 
c 
c**************************************************************** 
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c**************************************************************** 
c 
c                            SUBROUTINE CYLSORT2 
c 
c   This subroutine takes the eigenvalues/vectors from subroutine  
c   CYLRES and sorts them according to their molecular motion.  
c   The input is unchanged. The output is sorted to the order: 
c 
c                     -Rotation 
c                     - 
c                     - 
c                     - 
c                     - 
c                     - 
c 
c  INPUT 
c     Integer   N      - Dimension of eigenvalue vector, Eigenvectors 
c                         must be stored in NxN array 
c     DBLE      A(N)   - Array of Eigenvalues to be sorted 
c               C(N,N) - Array of Eigenvectors corresponding to 
c                         Eigenvalues. The ith eigenvector of A  
c                         consists of the elements of C(N,i)  
c 
c  OUTPUT 
c     DBLE      B(N)   - Array of sorted Eigenvalues 
c               C(N,N) - Array of sorted Eigenvectors 
c      
c**************************************************************** 
        SUBROUTINE CYLSORT2 (A,B,C,D,N,NM) 
         
        INTEGER           N  
     &                   ,NM 
     &                   ,i 
     &                   ,j 
     &                   ,Mode(NM) 
     &                   ,FLAG 
     &                   ,temp 
     &                   ,ax(NM) 
     &                   ,rad(NM) 
 
 
        DOUBLE PRECISION A(NM) 
     &                  ,B(NM) 
     &                  ,C(NM,NM) 
     &                  ,D(NM,NM) 
 
        CHARACTER*72     CHECK 
 
 
 
c  Initialize Flag 
        FLAG = 0 
 
 
c  Create an eigenvector array of 1's with signs matching input 
        do i = 1, N 
                do j = 1, N 
                        if (C(j,i) .GT. 0) then 
                                D(j,i) = dble(1)         
                        else if (C(j,i) .LT. 0) then 
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                                D(j,i) = dble(-1)         
                        else if (C(j,i) .EQ. 0) then 
                                D(j,i) = dble(0) 
                        end if          
                end do  
        end do  
 
 
c  Initialize  
        do i = 1, N 
                Mode(i) = 0 
                ax(i)   = 0 
                rad(i)  = 0 
        end do  
 
 
c  Determine number of nodes for each mode 
        do i = 1, N      
                do j = 1, N, 2  
                        if ( D(j,i)*D(j+1,i) .LT. 0) then  
                                ax(i) = ax(i) + 1 
                        end if  
                        if ( D(j,i)*D(j+2,i) .LT. 0) then  
                                rad(i) = rad(i) + 1 
                        end if  
                end do  
        end do  
 
c        do i = 1, N 
c                if (rad(i) .EQ. 6 .AND. ax(i) .EQ. 4) then 
c                  rad(i) = rad(i) + 1 
c                        goto 984 
c                end if 
c        end do 
c  984   continue 
 
        do i = 1, N 
                do j = 1, N 
                        if ( j .GT. i  .AND. 
     &                  ax(i) .EQ. ax(j) .AND. rad(i) .EQ. rad(j)) then  
                                if ( D(j,1)*D(j,3) .LT. 0) then  
                                        rad(i) = rad(i) + 1 
                                else     
                                        rad(i) = rad(i) + 1 
                                end if  
                        end if  
                end do  
        end do  
 
 
c                write(*,"(A14)") "ax(i)    rad(i)" 
c        do i = 1, N 
c                write(*,"(I2,10X,I2)") ax(i), rad(i) 
c        end do  
 
c  Determine which mode goes where 
          do i = 1, N 
                  if (ax(i) .EQ. 0) then          
                           mode(N - 2*rad(i)) = i 
                  else if (ax(i) .NE. 0) then  
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                           mode(N - 2*rad(i) - 1) = i 
                  end if  
          end do  
 
 
c  Put organized eigenvector data into D 
c        do i = 1, N 
c                write(*,*) "Mode(",i,")=",mode(i) 
c        end do  
 
 
 1001  do i = 1, N 
                do k = 1, N 
                         D(i,k) = C(i,Mode(k)) 
                end do    
      end do  
 
c        do i = 1, N 
c                write(*,*) A(i) 
c        end do  
 
         
c  Put organized eigenvalue data into B 
        do i = 1, N  
                B(i) = A(Mode(i)) 
        end do  
         
 1002  RETURN 
      END 
 
c**************************************************************** 
c 
c                          END SUBROUTINE CYLSORT2 
c 
c**************************************************************** 
 
 
 
  
84 
 
 
 
APPENDIX C: PYTHON PROGRAM USED FOR CHAPTER 3 
 
 
This appendix contains Python code used to carry out the analysis described in chapter 
3. It uses only built-in functions.  
 
'''  
DBA_TripleWell 
 
Evan Curtin,  
 
Latest Update – July 15, 2015 
 
This Program solves the TDSE for a stepwise triple well potential using the variational method. The 
wavefunctions are propagated through 
time and the probability change matrices are generated. The probabalistic method of transit time analysis is 
performed 
''' 
import numpy as np 
from scipy import special 
import matplotlib.pyplot as plt 
from scipy.integrate import romb 
import scipy.special as sp 
from math import pi 
from math import factorial 
from scipy.linalg import eigh, eigvals 
 
#Definition of parameters 
xmin = -30 
xmax = 40 
Z = 10000 
ab = 1.36956/(0.529*2) 
bd = ( 4.18246 + (1.4767/2) ) / 0.529 
a  = 0 
b  = 0.5 * ( ab + bd ) 
d  = 5.6916/0.529 
V0a = 0 
V0b = (-0.03967876 + 9.160395)/27.2105 
V0d = (-0.70444570 + 9.160395)/27.2105 
Ec  = 7*V0b 
 
 
#Determine the force constants Current conditions are continuty between wells and the last one is arbitrary  
asol = np.array([[0.5*(ab-a)**2,-0.5*(ab-b)**2,0], [0,0.5*(bd-b)**2,-0.5*(bd-d)**2],[1,0,-2]]) 
bsol = np.array([V0b-V0a,V0d-V0b,0]) 
xsol = np.linalg.solve(asol, bsol) 
ka = xsol[0] 
kb = xsol[1] 
kd = xsol[2] 
wa = (ka)**0.5 
wb = (kb)**0.5 
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wd = (kd)**0.5 
 
#Generate the Potential Function  
def Potential (x1,x2,x):  
    if x <= x1:  
        return  ((0.5*(ka))*(x-a)**2 + V0a)  
    elif x1 < x <= x2:  
        return  ((0.5*(kb))*(x-b)**2 + V0b)  
    else:  
        return  ((0.5*(kd))*(x-d)**2 + V0d)  
     
vf = np.vectorize(Potential)  
x = np.linspace(xmin, xmax, Z)  
V = vf(ab, bd, x)  
 
 
#The number of basis functions on each center, +1 to include n = 0 
na = int(np.floor((Ec-V0a)/wa - 0.5)) + 1 
nb = int(np.floor((Ec-V0b)/wb - 0.5)) + 1  
nd = int(np.floor((Ec-V0d)/wd - 0.5)) + 1 
 
#The total size of the basis 
N = na + nb + nd 
 
#The starting point for each basis center 
N0a = 0  
N0b = na  
N0d = na + nb  
     
#Initialize the basis arrays, Tbas is the kinetic energy operator acting on basis functions 
bas  = np.empty([N,Z]) 
Tbas = np.empty([N,Z]) 
 
#The basis centered at a  
for i in range(N0a, N0b): 
    for j in range(0,Z): 
        bas[i][j]  = (2**(i-N0a)*factorial(i-N0a))**(-0.5) * (wa/pi)**0.25 * np.exp(-0.5*wa*(x[j]-a)**2) * sp.hermite(i-
N0a)(wa**0.5*(x[j]-a))  
        Tbas[i][j] = bas[i][j] * (((i-N0a) + 0.5) * wa - 0.5 * ka * (x[j]-a)**2) 
         
#The basis centered at b  
for i in range(N0b, N0d): 
    for j in range(0,Z): 
        bas[i][j] = (2**(i-N0b)*factorial(i-N0b))**(-0.5) * (wb/pi)**0.25 * np.exp(-0.5*wb*(x[j]-b)**2) * sp.hermite(i-
N0b)(wb**0.5*(x[j]-b))  
        Tbas[i][j] = bas[i][j] * (((i-N0b) + 0.5) * wb - 0.5 * kb * (x[j]-b)**2) 
         
#The basis centered at d  
for i in range(N0d, N): 
    for j in range(0,Z): 
        bas[i][j] = (2**(i-N0d)*factorial(i-N0d))**(-0.5) * (wd/pi)**0.25 * np.exp(-0.5*wd*(x[j]-d)**2) * sp.hermite(i-
N0d)(wd**0.5*(x[j]-d))  
        Tbas[i][j] = bas[i][j] * (((i-N0d) + 0.5) * wd - 0.5 * kd * (x[j]-d)**2) 
 
#Compute the necessary integrals  
T  = np.empty([N,N]) 
U  = np.empty([N,N]) 
H  = np.empty([N,N]) 
S  = np.empty([N,N]) 
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for i in range(N): 
    for j in range(N): 
        S[i][j] = np.trapz(bas[i]*bas[j],x) 
        T[i][j] = np.trapz(bas[i]*Tbas[j],x) 
        U[i][j] = np.trapz(bas[i]*bas[j]*V,x) 
        H[i][j] = T[i][j] + U[i][j] 
 
#Solve the generalized eigenvalue problem 
evals,evecs = eigh(H, S) 
 
#Construct the MO's 
mobas = np.empty([N,Z]) 
nmo   = np.empty([N]) 
 
for i in range(N): 
    for j in range(N): 
        mobas[i] = mobas[i] + evecs[j][i]*bas[j] 
 
#Normalize the MO basis 
nmo   = [(np.trapz(mobas[i]*mobas[i],x))**(-0.5) for i in range (N)] 
mobas = [mobas[i]*nmo[i] for i in range (N)] 
 
#Define the Initial state of the system  
f   = np.empty([Z]) 
fmo = np.empty([Z]) 
c   = np.empty([N]) 
f   = [bas[N0a][i] for i in range (Z)] 
 
#Expand the initial condition as a L.C. of MO basis functions 
c = [np.trapz(f*mobas[i],x) for i in range (N)] 
for i in range(N): 
    fmo = fmo + c[i]*mobas[i] 
 
 
#Propagate the initial state through time  
M = 5000 
tmin = 0 
tmax = 1500 
mot = np.empty([M,Z],'complex') 
t = np.linspace(tmin, tmax, M)  
 
for j in range(M): 
    for i in range(N): 
        mot[j] = mot[j] + c[i] * mobas[i] * np.exp(-evals[i]*t[j]*1j) 
 
#The probability Density over time 
Pd = np.empty([M,Z]) 
for i in range(M): 
    Pd[i] = np.real(np.conjugate(mot[i])*mot[i]) 
 
#Lets find the occupancy probabilities for each region over time 
step =  abs(xmin - xmax) / Z 
l1 = int(np.floor((abs(ab - xmin)* Z ) / abs(xmin - xmax))) 
l2 = int(np.floor((abs(bd - ab)* Z ) / abs(xmin - xmax))) 
l3 = int(np.floor((abs(xmax - bd)* Z ) / abs(xmin - xmax))) 
 
#Split x and P(t) arrays into region 1 
Pd1 = np.empty([M,l1]) 
R1 = np.empty([l1]) 
R1 = x[:l1] 
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for i in range(M): 
    Pd1[i] = Pd[i][:l1] 
 
#Split x and P(t) arrays into region 2 
Pd2 = np.empty([M,l2]) 
R2 = np.empty([l2]) 
R2 = x[l1:l1+l2] 
for i in range(M): 
    Pd2[i] = Pd[i][l1:l1+l2] 
 
#Split x and P(t) arrays into region 3 
Pd3 = np.empty([M,l3]) 
R3 = np.empty([l3]) 
R3 = x[l1+l2:l1+l2+l3] 
for i in range(M): 
    Pd3[i] = Pd[i][l1+l2:l1+l2+l3] 
     
#The Occupancy probability is the probability density integrated over the region 
P = np.empty([3,M]) 
 
for i in range(M): 
    P[0][i]   = np.trapz(Pd1[i],R1)  
    P[1][i]   = np.trapz(Pd2[i],R2)  
    P[2][i]   = np.trapz(Pd3[i],R3)  
#Let's determine the change matrix, A.  
A  = np.empty([3,3,M]) 
dp = np.empty([M,3]) 
sdp = np.empty([M,3]) 
case = np.empty([M]) 
 
#The change in probability from time t -> t' for each state  
for i in range(M-1): 
    for j in range(3): 
        dp[i][j] = P[j][i+1] - P[j][i] 
 
        if dp[i][j] < 0 : 
            sdp[i][j] = -1 
        else: 
            sdp[i][j] = 1 
     
     
#For each timestep 
for i in range(M-1): 
 
    #If two states are increasing 
    if (sdp[i][0] * sdp[i][1] * sdp[i][2]) < 0 : 
        case[i] = 1.1 
        #If the state is decreasing in probability, the diagonal is determined 
        for j in range(3): 
            if sdp[i][j] < 0 : 
                A[j][j][i] = P[j][i+1]/P[j][i] 
                for k in range(3): 
                    if k != j: 
                        A[k][j][i] = dp[i][k]/P[j][i] 
 
            #If the state is increasing, diagonal is 1. Off diaganal columns = 0 
            elif sdp[i][j] > 0 : 
                A[j][j][i] = 1 
                for k in range(3): 
                    if k != j: 
88 
 
 
                        A[k][j][i] = 0 
 
         
    #The only other option is two states decreasing  
    elif (sdp[i][0] * sdp[i][1] * sdp[i][2]) > 0 : 
        for j in range(3): 
            case[i] = 1.3 
            #If the state is decreasing in probability, the diagonal is determined 
            if sdp[i][j] < 0 : 
                A[j][j][i] = P[j][i+1]/P[j][i] 
#              if A[j][j][i] > 1 : 
#                   A[j][j][i] = 1 
                for k in range(3): 
                    if k != j: 
                        A[j][k][i] = 0 
         
            #If the state is increasing, diagonal is 1. Off diaganal column element is 1 - diagonal 
        for j in range(3): 
            if sdp[i][j] > 0 : 
                A[j][j][i] = 1 
                for k in range(3): 
                    if k != j: 
                        A[j][k][i] = 1 - A[k][k][i] 
    else: 
        for j in range(3): 
            for k in range(3): 
                A[j][k][i] = A[j][k][i-1] 
#Perform the matrix multplication 
Pnot  = np.empty(M) 
Pn    = np.empty(M) 
aprod = np.empty([2,2,M]) 
Pnot[0] = P[0][0] + P[1][0] 
Pn = P[0] + P[1] 
 
#Set aprod at t = 0 to the identity  
aprod [0][0][0] = 1 
aprod [1][0][0] = 0 
aprod [0][1][0] = 0 
aprod [1][1][0] = 1 
 
for i in range(1,M-1): 
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    aprod [0][0][i] = A[0][0][i] * aprod[0][0][i-1] + A[0][1][i] * aprod[1][0][i-1] 
    aprod [0][1][i] = A[0][0][i] * aprod[0][1][i-1] + A[0][1][i] * aprod[1][1][i-1] 
    aprod [1][0][i] = A[1][0][i] * aprod[0][0][i-1] + A[1][1][i] * aprod[1][0][i-1] 
    aprod [1][1][i] = A[1][0][i] * aprod[0][1][i-1] + A[1][1][i] * aprod[1][1][i-1] 
for i in range(1,M-1): 
    Pnot[i] = P[0][0]*(aprod[0][0][i] + aprod[1][0][i]) + P[1][0]*(aprod[0][1][i] + aprod[1][1][i]) 
   t99 = 1 
t90 = 1 
#Find the Tau90 and Tau99 
for i in range(M): 
    if Pnot[i] < 0.1:    
        t90 = t[i] 
        break 
for i in range(M): 
    if Pnot[i] < 0.01:    
        t99 = t[i] 
        break 
print(t90) 
print(t99) 
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