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Abstract
A/B testing refers to the statistical procedure of conducting an experiment to
compare two treatments, A and B, applied to different testing subjects. It is widely
used by technology companies such as Facebook, LinkedIn, and Netflix, to compare
different algorithms, web-designs, and other online products and services. The sub-
jects participating these online A/B testing experiments are users who are connected
in different scales of social networks. Two connected subjects are similar in terms of
their social behaviors, education and financial background, and other demographic
aspects. Hence, it is only natural to assume that their reactions to the online prod-
ucts and services are related to their network adjacency. In this paper, we propose
to use the conditional auto-regressive model to present the network structure and
include the network effects in the estimation and inference of the treatment effect. A
D-optimal design criterion is developed based on the proposed model. Mixed integer
programming formulations are developed to obtain the D-optimal designs. The effec-
tiveness of the proposed method is shown through numerical results with synthetic
networks and real social networks.
Keywords: A/B testing; Conditional auto-regressive model; D-optimal design; Mixed
integer programming; Social network.
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1 Introduction
The theory of A/B testing dates back to Ronald Fisher’s experiments at the Rothamsted
Agricultural Experimental Station in England in the 1920s (Yates, 1964). A standard
statistical testing framework is the Rubin causal model (Rubin, 1974) usually used to
conduct and analyze A/B testing experiments. A key assumption made in the Rubin
causal model is the Stable Unit Treatment Value Assumption (SUTVA), which states that
the behavior of each test subject in the experiment depends only on the individual treatment
and not on the treatments of others, i.e., the test subjects are independent.
Recently, A/B testing has been widely used online to test which alternative or treat-
ments out of the two, A or B, leads to better outcomes. The treatments could be options
of online commercial, web page designs, different recommendation algorithms, or any new
online features that need to be evaluated so that the companies can make informed deci-
sions. The response measures of the experiments can be numerical values of profits, sales,
return on investment, click through rate, etc. Usually, the participants of the experiments
are sampled from a much bigger population of users. Then the experimenter randomly
assigns those subjects to either the treatment or control group. This procedure works well
when the subjects can be considered independent of each other.
However, in a social network environment, a user is more likely to adopt a new product
or service if people around him/her adopt it too. An individual’s behavior can have a non-
trivial effect on his/her social network. This effect is called network effect, also known as
social interactions, peer influence, or social interference (Aronow and Samii, 2012; Eckles
et al., 2017; Athreya et al., 2017). In an A/B testing experiment, this implies that if the
treatment has a significant impact on a subject, the effect would reach his/her social circles,
regardless whether his/her neighbors are in the treatment or control group. To account for
network connections in causal analyses, researchers usually work with two specific settings,
network interference, and network-correlated outcomes. When the network interference is
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present, the outcome of node i (or user i) is a function of the treatment assigned to node i
and the treatment assigned to other nodes that are related to node i through the network,
and possibly the observed outcomes of these related nodes. For the network-correlated
outcomes, the outcomes of the neighboring nodes are correlated because the features of
the two connected nodes are more similar than those of the unconnected nodes (Basse
and Airoldi, 2017, 2018). This paper focuses on network-correlated outcomes. Under
this setting, we assume that the A/B testing outcomes of adjacent nodes are positively
correlated due to their similarities.
An important question in A/B testing is how to allocate treatments to the subjects.
Different from the SUTVA assumption, a random design which randomly assigns the treat-
ment settings with equal probability to each user may not be efficient in estimating the
treatment effect in the presence of the network-correlated outcomes. Cluster-based ran-
domized treatment allocation has been used to block the effect of network correlation in
A/B testing experiments. One such example can be found in Xu et al. (2015). Also,
Saveski et al. (2017) and Pouget-Abadie et al. (2017) used the cluster-based random design
to determine the existence of the network effect. Basse and Airoldi (2018) proposed the
restricted randomization approach to minimize the mean squared error of the estimated
treatment effect. Based on a normal-sum model, the analytical decomposition of the mean
square error provided insights to develop the restricted randomization strategies in the
absence of a detailed network structure. Although these cluster-based random designs are
simple to use, they might not be able to achieve a perfect balance between the two treat-
ment groups in terms of their network structures. If a reasonable model can be assumed
for the effects of the treatment and network (Chen et al., 2018), the classic model-based
optimal design (Atkinson et al., 2007; Wu and Hamada, 2011) can also be used for A/B
testing experiments. Unfortunately, there has not been much development in this direction
and we decide to fill the gap.
In this paper, we focus on the construction of A/B testing experimental designs for
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network-correlated outcomes when users who are connected in a network share some com-
mon social and demographic backgrounds. We propose a spatial network model for A/B
testing, called conditional auto-regressive model or CAR (Schmidt and Nobre, 2014) to
incorporate the correlated network structure in the analysis. To accurately estimate the
treatment effect, we use the D-optimal criterion (Sitter and Torsney, 1995), which seeks to
maximize the determinant of the information matrix of the linear regression model of the
response with respect to the treatment effects and other potential variables. Mixed integer
programming formulations are developed to optimize the D-optimal criterion and construct
the design. Finally, we conduct simulation studies on synthetic and real social networks to
demonstrate the performances of the proposed method compared to the random designs,
which do not consider the network structure.
2 D-Optimal Design for CAR Model
2.1 Network A/B Testing with CAR Model
We consider an A/B testing experiment conducted on a social network with n nodes. The
social network is considered to be an undirected graph in the context of this paper. The
edges of this network are recorded by an n× n adjacent matrix W whose (i, j)-th entry is
wij. The diagonal entries wii’s of this matrix is 0, whereas off-diagonal entries are
wij =

1, if node i and node j are adjacent
0, otherwise.
(1)
Two adjacent nodes are the ones connected by an edge. The experimental design is the plan
to allocate A or B treatment to each node. Let xi ∈ {1,−1} for i = 1, . . . , n be the design
of the i-th node and the two settings {1,−1} represent A and B treatments. Denote the
scalar response observation of the i-th node by yi. In this paper, we focus on the case that
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the response is continuous. Assume a linear regression model for the response as follows.
yi = β0 + xiβ + δi, (2)
where β0 is the intercept, β represents the treatment effect, and δi is a zero mean random
variable. Under the SUTVA assumption, δi’s are assumed to be the random noise and
independent with each other. But for the experiments on networks, two connected users
share similarities in their social behaviors and other backgrounds, and thus their responses
are often correlated. To incorporate this social correlation, we model δi in (2) by the
conditional auto-regressive (CAR) model (Besag, 1974)
δi|δ−i ∼ N
(
ρ
∑
j 6=i
wijδj
mi
,
σ2
mi
)
, (3)
where δ−i = {δ1, . . . , δi−1, δi+1, . . . , δn}, mi =
∑n
j=1wij is the number of nodes adjacent to
the i-th node, σ2 is the variance parameter that is assumed to be a constant in our scope,
and |ρ| < 1 is the correlation parameter of the CAR model. If ρ = 0, δi’s are independent
with each other, which corresponds to the extreme case when the network only has n nodes
but without any edges. As noted in the Introduction, the connected users tend to have
similar reactions to the same treatment. Hence, without loss of generality, we restrict that
the correlation parameter is non-negative, i.e., 0 ≤ ρ < 1.
By the Brook’s Lemma (Brook, 1964), δ = (δ1, . . . , δn)
> follows a multivariate normal
distribution:
δ ∼MVN n(0, σ2(D − ρW )−1) (4)
where D = diag(m1, . . . ,mn). The detailed derivation to (4) is deferred to Appendix
A.1. The maximum likelihood method can be used to fit the model (2) with δi from (3)
and estimate the model parameters. The goal of A/B testing is to accurately assess the
treatment effect β. Next, we determine values of xi’s using D-optimal design to improve
the accuracy of the estimate βˆ.
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2.2 D-optimal Design for CAR Model
Given the correlation parameter ρ, the parameters β0 and β in (2) can be estimated by
(βˆ0, βˆ)
> = (X>V −1X)−1XV −1y, (5)
where X is a n × 2 design matrix with i-th row (1, xi), y = (y1, . . . , yn)>, and V =
(D − ρW )−1, and the variance matrix of (βˆ0, βˆ)> is
Var
{
(βˆ0, βˆ)
>
}
= σ2(X>V −1X)−1 = σ2(X>(D − ρW )X)−1. (6)
Under our model assumption in (2), the D-optimal design is determined by maximizing
the determinant of the matrix X>(D − ρW )X in (6) with respect to x = (x1, . . . , xn)> ∈
{−1, 1}n, i.e.,
argmaxx∈{−1,1}n{D(x) := |X>(D − ρW )X|}. (7)
Notice that,
{
X>(D − ρW )X}−1 =

∑
i
mi − ρ
∑
i
∑
j
wij
∑
i
mixi − ρ
∑
i
∑
j>i
wij(xi + xj)∑
i
mixi − ρ
∑
i
∑
j>i
wij(xi + xj)
∑
i
mix
2
i − ρ
∑
i
∑
j
wijxixj

−1
=
1
D(x)

∑
i
mix
2
i − ρ
∑
i
∑
j
wijxixj −(1− ρ)
∑
i
mixi
−(1− ρ)∑
i
mixi (1− ρ)
∑
i
mi
 .
Then we obtain the following
D(x) = (1− ρ)
∑
i
mi(
∑
i
mi − ρ
∑
i
∑
j
wijxixj)− (1− ρ)2(
∑
i
mixi)
2, (8)
and
Var(βˆ) =
σ2(1− ρ)∑
i
mi
D(x)
.
Given a network, σ2(1 − ρ)∑
i
mi is a constant. Therefore, the D-optimal design also
minimizes the variance of the treatment effect. Based on (8), Proposition 2.1 gives a
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simplified objective function to obtain the D-optimal design.
Proposition 2.1. Under model assumptions (2) and (3), the D-optimal design x is the
solution of the following optimization problem.
argmaxx∈{−1,1}nD(x) = argminx∈{−1,1}n
a∑
i
∑
j
wijxixj +
(∑
i
mixi
)2 , (9)
where a = ρ
1−ρ
∑n
i=1mi.
The proof of this proposition is provided in the Appendix A2. Since a is non-negative,
a lower bound of the objective function in (9) can be attained by minimizing
∑
i
∑
j
wijxixj
and
(∑
i
mixi
)2
, respectively. The lower bound of
∑
i
∑
j
wijxixj is −
∑
i
∑
j
wij if xi 6= xj
for all (i, j) with wij = 1. The lower bound of
(∑
i
mixi
)2
is zero if
∑
i
mixi = 0, which
represents that the nodes allocated with -1 and the nodes allocated with 1 have equal
number of first order neighborhoods. Similarly, we can obtain an upper bound for the
D-optimality measure:
D(x) ≤ (1− ρ)(
n∑
i=1
mi)
2 + (1− ρ)ρ
n∑
i=1
mi
n∑
i=1
n∑
j=1
wij. (10)
According to this upper bound, we are able to define a D-efficiency measure:
D(x)
(1− ρ)(∑ni=1mi)2 + (1− ρ)ρ∑ni=1mi∑ni=1∑nj=1wij . (11)
This D-efficiency measure ranges from 0 to 1, which evaluates the quality of the design
without concerning the scale of the D(x). A larger value of D-efficiency corresponds to a
better design. The definition of the D-efficiency is different from the conventional version in
literature (Atkinson et al., 2007), which would be the 1/pth root of (11) for p experimental
factors. But there is no need to calculate the 1/pth root because only one experimental
factor and no other covariates are involved in the CAR model.
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3 Mixed Integer Programming Formulations for D-
optimal Design
Since the decision space in (7) is {−1, 1}n, the optimization problem is an integer pro-
gramming problem (Nemhauser and Wolsey, 1988). To solve this problem, this section
formulates the D-optimal design problem into mixed integer programming problems with
the original D-optimal objective function in (9) and a modified D-optimal objective func-
tion.
3.1 A Mixed Integer Programming Formulation for D-optimal
Design
By observing that (
∑
i
mixi)
2 =
∑
i
m2ix
2
i +
∑
i
∑
j 6=i
mimjxixj =
∑
i
m2i +
∑
i
∑
j 6=i
mimjxixj, we
express the objective function in (7) by
a
∑
i
∑
j
wijxixj +
∑
i
∑
j 6=i
mimjxixj =
∑
i
∑
j 6=i
bijxixj,
where bij = awij +mimj. By introducing new variables vi = (xi + 1)/2 and uij = vivj, we
can formulate the original optimization problem (9) into the following mixed integer linear
program (MIP) problem (12). Although uij is not restricted to be binary, its definition
makes uij can only be 0 or 1.
min
[∑
i
∑
j 6=i
bijuij −
∑
i
∑
j 6=i
bijvi
]
(12)
subject to uij ≤ vi, uij ≤ vi
uij ≥ vi + vj − 1,
uij ∈ R, uij ≥ 0,
vi ∈ {0, 1}, for i = 1, . . . , n, j = 1, . . . , n.
Figure 1 depicts an example of solving this MIP problem to construct design to a
network of size 20. Notice that bij depends on the value of a, which is a function of
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Figure 1: D-optimal Design obtained from the mixed integer programming formulation in
Section 3.1. Two colors represents -1 or 1 allocation.
the correlation parameter ρ in (3). It is impractical to assume that ρ can be accurately
estimated before data collection. Using the Bayesian framework, we can derive the Bayesian
D-optimal design criterion which is the expectation of the D-optimality D(x) with respect
to a user-specified prior distribution of ρ. From (9), we can see that the expected D-
optimality only depends on the expected value of the ratio ρ/(1− ρ), which essentially is a
tuning parameter. Instead of the Bayesian approach, we decide to take an equivalent route
by modifying the objective function and moving this tuning parameter into the constraint.
3.2 A Mixed Integer Programming Formulation for a Modified
D-optimality Criterion
As we point out above, reducing values of
∑
i
∑
j
wijxixj or (
∑
i
mixi)
2 would improve D-
efficiency defined in (11). To remove the parameter a from the objective function in (7), an
alternative solution is to use
∑
i
∑
j
wijxixj as the objective function, and bound the value
of (
∑
i
mixi)
2 by a constraint. We modify the optimization problem in (7) to be
minx∈{−1,1}n
∑
i
∑
j
wijxixj (13)
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s.t. − δ ≤
∑
i
mixi ≤ δ, and xi ∈ {−1, 1} for i = 1, . . . , n,
where δ > 0 is a tuning parameter.
For different networks, the ranges of
∑
i
mixi can be different. Now we discuss how to
specify the value of δ by normalizing it to a unified range for different networks. Assume
that xi is a random variable taking value from {−1, 1} with equal weights. Hence,
E
(
n∑
i=1
mixi
)
=
n∑
i=1
miExi = 0 and Var
(
n∑
i=1
mixi
)
=
n∑
i=1
m2iVar(xi) =
n∑
i=1
m2i .
If n−2
∑n
i=1m
2
i <∞ and n−1mi → 0 for i = 1, . . . , n, we have that
∑n
i=1mixi/
√∑n
i=1m
2
i
asymptotically follows a standard normal distribution by the Lindeberg’s Central Limit
Theorem. Therefore, as n→∞,
P
−Φ−1(α)√∑
i
m2i <
∑
mixi < Φ
−1(α)
√∑
i
m2i
 = 2α− 1,
where Φ(·) is the cumulative distribution function of the standard normal distribution, and
α ∈ (0.5, 1). By
δ = Φ−1(α)
√∑
i
m2i ,
δ is increasing with α.
Define vi and ui for i = 1, . . . , n in the same way as in Section 3.1, the problem in (13)
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becomes
min
[∑
i
∑
j 6=i
wijuij −
∑
i
∑
j 6=i
wijvi
]
(14)
subject to
∑
i
mivi ≤ 1
2
(∑
i
mi + δ
)
∑
i
mivi ≥ 1
2
(∑
i
mi − δ
)
uij ≤ vi, uij ≤ vi
uij ≥ vi + vj − 1,
uij ∈ R, uij ≥ 0,
vi ∈ {0, 1}, for i = 1, . . . , n, j = 1, . . . , n.
Here are some remarks on the two reformulated optimization problems (12) and (14).
First, solving the MIP (12) in Section 3.1 gives the exact D-optimal design, whereas solving
the MIP (14) for the modified problem in Section 3.2 does not guarantee that the exact D-
optimal design can be found. Second, the MIP (12) requires that the correlation parameter
ρ to be known, whereas the modified MIP (14) does not. Third, the original numbers of
decision variables in both formation are n(n − 1)/2 + n. However, uij can be removed if
the corresponding coefficient (bij in (12) or wij in (14)) is 0. Since wij is more likely to be
zero than bij, we expect that the number of decision variables of the formulation for the
modified problems (14) is often much smaller than that of the original one. Although both
programming formulations are NP-hard, our observation based on the simulation study
in Section 4 is that the reduction of the number of decision variables often lead to less
computation in solving MIP.
4 Numerical Study on Synthetic Networks
This section compares three methods:
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• Original-MIP: the mixed integer programming formulation for the original D-optimality
objective function in Section 3.1.
• Modified-MIP: the mixed integer programming formulation for the modified D-optimality
objective function in Section 3.2.
• Random: randomly allocate -1 or 1 with equal weights to each node.
We generate random networks to compare the three methods. For a network with n
nodes, the n× n adjacent matrix records the edges of this network. We randomly assign 0
and 1 to the upper or lower off-diagonal entries of this matrix. The proportion of ones is
specified to be p. As defined in Section 2, the zero entry means that the two corresponding
nodes are not adjacent, whereas one entry means the opposite. The proportion p is referred
to as the density of this network. Once we construct the designs using the three methods
for a given network, we compare the designs on three aspects, computational efficiency,
D-efficiency, and the empirical variance of the estimated β in (2).
In terms of computational efficiency, we compare the computational time of solving
the objective functions of original-MIP and modified-MIP with GUROBI solver (http:
//www.gurobi.com/). We set the network correlation coefficient to be ρ = 0.2 for the
original-MIP and the tuning parameter to be α = 0.6 for the modified-MIP. For both
methods, the longest allowable running time is 24 hours. Exceeding that limit, the solver
is terminated whether it reaches the optimal solution or not. As pointed out earlier,
the number of decision variables of the modified-MIP is likely much smaller than that of
original-MIP, thus the modified-MIP would take less time to run than original-MIP. To
confirm this, the running time (in seconds) of these two methods with networks of different
sizes are given in Figure 2. It shows that the run time required to solve original-MIP
increases dramatically as both network size and density increase. For the small networks
in this simulation, the original-MIP is already so time-consuming thus it is not practical
to be applied to the real-world social networks whose size is usually of thousands. Since
12
Network Density =  0.1 Network Density =  0.2 Network Density =  0.3
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0
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Figure 2: Logarithm of running times in seconds of original-MIP and modified-MIP. For
original-MIP, ρ = 0.2; for modified MIP, α = 0.6.
the tuning parameter α determines the feasible region of the modified-MIP, we conduct an
additional simulation whose results are shown in Table 3 in Appendix A.3. It implies that
the value of α does not affect the computational time of modified-MIP significantly.
Next, we compare the three design methods using D-efficiency, whose value in (11)
depends on the true correlation parameter ρ of the CAR model. Thus, we pick four different
values for ρ to 0, 0.1, 0.2, and 0.3, respectively. We randomly generate a network of size
n = 50 and density p = 0.1. For the modified-MIP, we vary the value of the tuning
parameter α from 0.6, 0.7, to 0.8, and the running time of each case is less than one minute
in GUROBI. For the random design, because P(xi = 1) = P(xi = −1) = 1/2, the expected
D-efficiency is given by
(1− ρ)(∑ni=1mi)2 − (1− ρ)2∑ni=1m2i
(1− ρ)(∑ni=1mi)2 + (1− ρ)ρ∑ni=1mi∑ni=1∑nj=1wij .,
which only depends on the network. For the parameter ρ in the original-MIP, we use
ρ = 0.2 (not necessarily equal to the true value of ρ used in computing the D-efficiency) to
the generate design. Since the original-MIP can be extremely time-consuming to obtain,
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we report the solution after 24 hours with an optimality gap of 10.0863%. This optimality
gap is defined as (ub− lb)/ub, where ub and lb are upper and lower bounds of the objective
function. A smaller optimality gap indicates that the objective value corresponding to the
current solution is closer to the true optimal objective value. Table 1 gives the D-efficiency
values. Both MIP based methods are better than the random design, especially when the
correlation parameter is not zero. Also, the D-efficiency of modified-MIP under different α
values is comparable with the original-MIP method.
Table 1: The D-Efficiency measures of different methods for a network of size n = 50 with
density p = 0.1
Method ρ = 0 ρ = 0.1 ρ = 0.2 ρ = 0.3
Random 0.98 0.90 0.82 0.76
Original-MIP 1.00 0.96 0.93 0.90
Modified-MIP (α = 0.6) 1.00 0.96 0.93 0.90
Modified-MIP (α = 0.7) 1.00 0.96 0.92 0.90
Modified-MIP (α = 0.8) 1.00 0.96 0.92 0.90
Since the aim of A/B testing is to accurately estimate the treatment effect β in (2), we
assess the empirical variance of βˆ to compare the three designs. Using the random network
we investigated in Table 1, and a pre-specified correlation coefficient ρ, we generate δ from
the multivariate normal distribution as expressed in (4). Set the values of the parameters
as β0 = 0, β = 2 and σ
2 = 1 in the model (2). Given the design of xi, we generate the
response yi for each node as in (2). An estimate of β can be obtained by fitting a linear
regression model (LM) or the CAR model. For the CAR model, the parameters β0, β and
ρ are estimated by the maximum likelihood method using R package spdep (Bivand et al.,
2005). By repeating this procedure 500 times, we measure the accuracy of an estimate by
calculating its sample variance :
Vˆ(βˆ) =
1
499
500∑
l=1
(
βˆl − 1
500
500∑
l=k
βˆk
)2
,
where βˆ1, . . . , βˆ500 are the 500 copies of the estimates for β. Under our response generation
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scheme, the bias of the estimate βˆ is tiny for all the methods. Hence, the mean squared
error of βˆ is dominated by the variance of βˆ, and the bias is negligible. So we ignore the bias
and report empirical variance only. Notice that the modified-MIP and the original-MIP
generate deterministic designs for a given network, to the contrary of the random design.
To make the three approaches comparable, 100 random designs are generated and we report
the average value of Vˆ(βˆ) over the 100 random designs. The empirical variance values of βˆ
for each method are given in Table 2. As in Table 1, we also vary the value of the tuning
parameter α from 0.6, 0.7, to 0.8 for the modified-MIP, and fix ρ = 0.2 for the original-MIP
to generate design. The value of ρ used in design generation is not equal to its real value
for generating responses when ρ = 0, 0.1, or 0.3 in Table 2. For the random design, we
consider the β estimated from both CAR and LM, although the data are generated from
the CAR model. We summarize our main observations from Table 2 as follows:
• For a non-zero correlation coefficient (i.e.,ρ > 0), the variances of MIP based methods
are smaller than the random design.
• The variances resulted from modified-MIP are comparable with those from original-
MIP.
Table 2: Empirical variances of βˆ based on designs generated from different methods for a
network of size n = 50 and density p = 0.1
Method ρ = 0 ρ = 0.1 ρ = 0.2 ρ = 0.3
Original-MIP 0.0046 0.0043 0.0041 0.0038
Modified-MIP (α = 0.6) 0.0044 0.0043 0.0040 0.0037
Modified-MIP (α = 0.7) 0.0049 0.0043 0.0043 0.0038
Modified-MIP (α = 0.8) 0.0047 0.0042 0.0042 0.0038
Random (CAR) 0.0047 0.0047 0.0046 0.0046
Random (LM) 0.0045 0.0045 0.0044 0.0045
In summary, the performance of modified-MIP is comparable with that of original-MIP
for small networks. But it is much more practical because it takes less time to generate a
design using GUROBI and does not require the correlation coefficient value ρ. Even though
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it does involve the tuning parameter α, its the performance is robust to the value of α. So
we choose α = 0.6 in remaining numerical examples and only compare the random design
and modified-MIP for the real-world networks in Section 5.
5 Numerical Study on Real-world Networks
This section studies two examples of real-world networks. Section 5.1 considers examples of
ego networks from Facebook. Section 5.2 considers examples of large networks containing
multiple clusters.
5.1 Ego Networks
We consider five ego networks extracted from Facebook (Leskovec and Mcauley, 2012).
These networks are collected from survey participants who used the Facebook App. Each
ego network consists of a few focal nodes (i.e., egos) and the nodes that are directly con-
nected to the egos. The sizes of these five ego networks are n = 52, 61, 168, 333 and 224,
respectively. The densities of them range from 0.05 to 0.15. We use the modified-MIP with
α = 0.6 to construct the designs. As in Section 4, the maximum running time is set to
be 24 hours in GUROBI. The optimality gaps of these five networks are 0%, 0%, 10.77%,
36.87%, and 39.45%. Figure 3 depicts the designs generated from the modified-MIP for
the ego networks of size 52 and 61.
After obtaining designs for each ego network, we evaluate the empirical variances of βˆ,
which is calculated the same as in Section 4. The true correlation parameter ρ is specified
to be 0.1, 0.2 or 0.3. Three methods are compared: 1) the modified-MIP with βˆ estimated
using the CAR model; 2) the random design with βˆ estimated using the CAR model; 3)
the random design with βˆ estimated using a linear regression model (LM). The results
are provided in Figure 4. We can see that in most cases the modified-MIP gives smaller
variances than the random design when ρ equals to 0.2 and 0.3. However, the advantage
of modified-MIP is not significant when the correlation parameter ρ is as small as 0.1.
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Figure 3: Left: ego network of size 52; right: ego network of size 61. The two different
colors represents design allocation to -1 or 1 using modified-MIP.
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Figure 4: Empirical variances of βˆ of five ego networks.
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5.2 Large Networks with Disjoint Clusters
We consider some sub-networks of the Facebook network available at https://snap.
stanford.edu/data/. To sample the sub-networks, we randomly selected K clusters,
each cluster with approximately 50 nodes. The K clusters form a network on which we
apply our design. We pick K = 20, 30, and 40 and the corresponding networks consist
approximately 1000 to 2000 nodes. Then, we simulate the responses for each cluster of the
large network. For each cluster, the correlation parameter ρ is randomly generated from a
uniform distribution U(0.15, 0.25). Other parameters are specified the same as in Section
4. The empirical variances are computed the same way as in Section 4. The estimate of
β can be obtained by fitting the CAR model or a linear regression model. Repeating this
procedure 100 times, we assess the accuracy of the estimates by their sample variances. For
the random design, we obtain the results from 100 random designs and record the average
of the sample variances over these 100 random designs.
We now discuss how to generate the MIP based designs for such large networks with
disjoint clusters. For a network of size over 500, it is nearly impossible to directly obtain
the MIP based designs. Since the large network is constructed by disjoint clusters, we can
alternatively generate the MIP based design for each smaller cluster, and then combine
them to obtain the design for the entire large network. Let W1, . . . ,WK be the adjacent
matrices of K disjoint clusters. For each of them, we generate the two-level design using
the modified-MIP described in Section 3.2. We denote the resulted design as xik for k =
1, . . . , K and i = 1, . . . , nk, where xik ∈ {−1, 1} is the treatment assignment for the i-th
node from the k-th network. Therefore, a combined design for the large network can be
{ckxik : i = 1, . . . , nk, k = 1, . . . K}, where ck ∈ {−1, 1}. By varying the choices of ck for
k = 1, . . . , K, the total number of combined designs for the large network is 2K . We take
an additional step to choose the optimal value of cks by minimizing
argminc∈{−1,1}K (
K∑
k=1
ck
nk∑
i=1
mikxik)
2,
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Figure 5: Boxplots of Empirical variances of βˆ for large networks with clusters
where c = (c1, . . . , cK), and mik is the total number of neighbors for the i-th node from
the k-th network, which leads that
∑nk
i=1mikxik is a known constant. The optimal solution
of c gives the smallest value of (
∑
imixi)
2 in (9) for the large network. This optimization
problem is the same as original-MIP in Section 3.1. For K = 20, 30 or 40, this problem
can be solved by GUROBI efficiently.
For K = 20, 30 or 40, we generate 100 large networks with disjoint clusters as described
above and compare the empirical variances of βˆ of the three methods as in Section 5.1.
The empirical variances of the 100 large networks for each K are depicted in Figure 5. We
see that the median of empirical variances of modified-MIP is the smallest among the three
methods for all three cases. According to the results from the Wilcox’s rank sum test, the
median of modified-MIP is significantly smaller than that of the random design for each
case.
6 Conclusion
This paper proposes using the D-optimal design for A/B testing conducted on a social
network. We use the CAR model to characterize the dependence of the responses from
the adjacent nodes in a network. Mixed integer programming formulations are proposed to
solve the D-optimal objectives and construct the designs. Numerical examples are provided
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to show the effectiveness of the proposed method. We plan to address the topics including
how to apply the D-optimal design on the network for categorical responses, how to include
the covariates information in the design on the network and how to construct sequential
design on the network in the future.
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A Appendix
A.1 The derivation of the distribution δ (4)
According to Brook’s Lemma, for any Y ∈ Rn, such that Y = (Y1, Y2, ..., Yn) and any
Y 0 ∈ Rn, such that Y0 = (Y01, Y02, ..., Y0n), where Y1, Y2, ..., Yn are random variables, and
Y01, Y02, ..., Y0n is a copy of realizations of Y1, Y2, ..., Yn, we have the following result:
P (Y )
P (Y 0)
∝
n∏
i=1
P (Yi|Y01, ..., Y0i−1, Yi+1, ..., Yn)
P (Y0i|Y01, ..., Y0i−1, Yi+1, ..., Yn)
Let w˜ij = wij/mi and σ
2
i = σ
2/mi. Under (3), we have that
P (δ)
P (δ0)
∝
n∏
i=1
P (δi|δ01, ..., δ0i−1, δi+1, ..., δn)
P (δ0i|δ01, ..., δ0i−1, δi+1, ..., δn) ∝
n∏
i=1
exp{− 1
2σ2i
(δi − ρ
∑
j>i w˜ijδj)
2}
exp{− 1
2σ20i
(0− ρ∑j>i w˜ijδj)2}
∝ exp{
n∑
i=1
[− 1
2σ2i
(δi − ρ
∑
j>i
w˜ijδj)
2 +
1
2σ2i
(ρ
∑
j>i
w˜ijδj)
2]}
∝ exp{
n∑
i=1
[− 1
2σ2i
(δ2i − 2ρδi
∑
j>i
w˜ijδj + (ρ
∑
j>i
w˜ijδj)
2 − (ρ
∑
j>i
w˜ijδj)
2)]}
∝ exp{
n∑
i=1
[− 1
2σ2i
(δ2i − 2ρδi
∑
j>i
w˜ijδj)]} ∝ exp{− 1
2σ2
n∑
i=1
mi(δ
2
i − 2ρδi
∑
j>i
w˜ijδj)}
∝ exp{− 1
2σ2
(
n∑
i=1
miδ
2
i − 2ρ
n∑
i=1
∑
j>i
δimiw˜ijδj)}
∝ exp{− 1
2σ2
(
n∑
i=1
miδ
2
i − 2ρ
n∑
i=1
∑
j>i
δi
miwij
mi
δj)}
∝ exp{− 1
2σ2
(
n∑
i=1
miδ
2
i − 2ρ
n∑
i=1
∑
j>i
δiwijδj)} ∝ exp{− 1
2σ2
δT (D − ρW )δ}
Therefore,
δ = (δ1, . . . , δn)
> ∼MVN n(0, σ2(D − ρW )−1)
A.2 Proof of Proposition 2.1
Following the expression in (7), we have that
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maxx∈{−1,1}n [D(x)]
= maxx∈{−1,1}n [(1− ρ)
∑
i
mi(
∑
i
mix
2
i − ρ
∑
i
∑
j
wijxixj)− (1− ρ)2(
∑
i
mixi)
2]
= maxx∈{−1,1}n [
∑
i
mi
∑
i
mi − ρ
∑
i
mi
∑
i
∑
j
wijxixj − (1− ρ)(
∑
i
mixi)
2],
which is equivalent to
= minx∈{−1,1}n
[
ρ
∑
i
mi
∑
i
∑
j
wijxixj + (1− ρ)(
∑
i
mixi)
2
]
= minx∈{−1,1}n
[
ρ
1− ρ
∑
i
mi
∑
i
∑
j
wijxixj + (
∑
i
mixi)
2
]
= minx∈{−1,1}n
[
a
∑
i
∑
j
wijxixj + (
∑
i
mixi)
2
]
,
where x = (x1, . . . , xn), xi ∈ {−1, 1}, and a = ρ1−ρ
∑
i
mi.
A.3 Additional numerical results
Table 3 gives the time (in seconds) took for GUROBI to solve modified MIP for different
network sizes and different choices of α. Similar to the original-MIP, the running times of
modified-MIP increase for larger networks.
Table 3: Running times (in sec) of modified-MIP for different values of α averaged across 20 network
sizes n keeping network density p = 0.1.
α n = 20 n = 30 n = 40 n = 50
0.55 0.47 1.63 3.61 13.26
0.6 0.58 1.31 3.95 24.80
0.7 0.57 1.40 3.67 13.65
0.8 0.60 1.43 2.12 21.65
0.9 0.58 1.47 4.36 17.08
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