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ON SEPARATING FAMILIES OF BIPARTITIONS
TAKAHISA TODA AND IVO VIGAN
Abstract. In this paper, we focus on families of bipartitions, i.e.
set partitions consisting of at most two components. We say that a
family of bipartitions is a separating family for a set S if every two
elements in S can be separated by some bipartition. Furthermore,
we call a separating family minimal if no proper subfamily is a
separating family. We characterize the set of all minimal separat-
ing families of maximum size for arbitrary set S as the set of all
spanning trees on S and enumerate minimal separating families of
maximum size. Furthermore, we enumerate separating families of
arbitrary size, which need not be minimal.
1. Introduction
A partition P of a set S is a collection {U1, . . . , Uk} of pairwise
disjoint nonempty subsets of S with S =
⋃
1≤i≤k Ui. Each member Ui
is called a component of P . We mean by a bipartition a set partition
consisting of at most two components. We call a bipartition proper if
it consists of exactly two components.
Any hypergraph (V,E) can be considered as a family of bipartitions
over V because hyperedges e in E determine bipartitions of the form
{e, V \ e}. Bipartitions appear in multiple areas of computer science,
one of them being the state-assignment problem in circuit design [9,
chap. 12], where assignments can be considered as bipartitions. Various
separation algorithms for planar point sets by lines have been studied
(see [2], [4], [5], [6] and [10]). Toda [11] studied partitions of colored
points by hyperplanes and proved a colorful Kirchberger-type Theorem.
In this paper we study separating families of bipartitions as defined
below. We say that a partition P cuts two elements if they are in
different components of P .
Definition 1. Let S be a finite set. A family P of bipartitions of S is
called a separating family for S if every two elements of S can be cut
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by some bipartition in P. A separating family P for S is minimal if
no proper subfamily of P is a separating family for S.
Example 1. Let S = {1, 2, 3, 4}. Let P1, P2, Q1, Q2, Q3 be the bipar-
titions defined as:
P1 = {{1, 2}, {3, 4}}, Q1 = {{1}, {2, 3, 4}},
P2 = {{1, 3}, {2, 4}}, Q2 = {{1, 2}, {3, 4}},
Q3 = {{1, 2, 3}, {4}}.
Then the family of bipartitions {P1, P2} is a minimal separating family
of minimum size for S, while {Q1, Q2, Q3} is that of maximum size.
It is straightforward to check that the maximum size of a minimal
separating family for an n-element set is n− 1.
Our Contribution. We characterize the set of all minimal separat-
ing families of maximum size for arbitrary set S as the set of all span-
ning trees on S and enumerate minimal separating families of maximum
size. Furthermore, we calculate the number τn,k of separating families
of k arbitrary bipartitions over an n-element set and the number σn,k
of separating families of k proper bipartitions over an n-element set.
Note that we distinguish between separating families of arbitrary bi-
partitions and those of proper bipartitions, both of which would be of
interest to study.
This paper is organized as follows. In Section 2 we enumerate all
minimal separating families of maximum size for arbitrary set S by
obtaining a bijection onto the set of all spanning trees on S. In Section 3
we extend this analysis and calculate the number of separating families
of arbitrary size.
2. Minimal separating families of maximum size and
spanning trees
In this section we enumerate all minimal separating families of max-
imum size for arbitrary set S by obtaining a bijection onto the set of
all spanning trees on S.
Definition 2. Let S be a nonempty finite set. For any minimal sep-
arating family P of bipartitions of S we associate a graph denoted by
ΦS (P) such that the vertices of the graph correspond to the elements
in S and two vertices are adjacent if the corresponding elements in S
are cut by exactly one bipartition in P.
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Figure 1. The graphs induced by the two minimal sep-
arating families of bipartitions {P1, P2} and {Q1, Q2, Q3}
given in Example 1.
Theorem 2.1. Let S be a nonempty finite set. The mapping ΦS : P 7→
ΦS (P) is a bijection from the set of all minimal separating families of
maximum size for S to the set of all spanning trees on S.
Proof. Let n denote the size of S, and remember that the maximum
size of a minimal separating family for an n-element set is n − 1. We
show that, for any minimal separating family P of maximum size for
S, the associated graph ΦS (P) is a spanning tree on S. Let G be
a spanning subgraph of ΦS (P) such that every bipartition in P has
exactly one edge in G whose end vertices are cut by it. Clearly such
a subgraph exists. Assume that G contains a cycle. Let C be such a
cycle. For any edge e in C, the end vertices of e can be connected by a
path in C which does not contain e. By construction, in such a path,
there are no edges whose end vertices can be cut by Pe. This implies
that the end vertices of e are contained in the same component of Pe.
However, this contradicts that the end vertices of e are cut by Pe. Thus
G is a forest. Since the vertex set of G is of size n and the edge set of
G is of size n− 1, it follows that G is a spanning tree on S.
Assume that G is a proper subgraph of ΦS (P). For any edge f
in ΦS (P) but not in G, the graph G ∪ {f} contains a cycle. By a
similar argument as above we can derive a contradiction. Thus we
have proved that ΦS (P) = G and ΦS (P ) is indeed a spanning tree
on S. It is straightforward to see that ΦS is a one-to-one and onto
mapping. 
Since Cayley’s formula [3] states that the number of spanning trees
in the complete graph on n labeled vertices is nn−2, we immediately
obtain the following enumeration result:
Theorem 2.2. The number of minimal separating families of maxi-
mum size for an n-element set is nn−2.
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3. Enumerating separating families of arbitrary size
In this section we study separating families of arbitrary size, which
need not be minimal, and calculate the number of such separating
families.
Throughout this section we assume without loss of generality that
S = {1, . . . , n}.
Definition 3. For any bipartition P of S, we define b(P ) to be the
vector of length n whose i-th coordinate is given by
bi(P ) =
{
1 if P cuts 1 and i
0 otherwise.
Any k-tuple P = (P1, . . . , Pk) of bipartitions then corresponds to an
n×k matrix whose j-th column vector is b(Pj). We denote this matrix
by MP .
We distinguish between a family of bipartitions and a tuple of bipar-
titions by denoting one as P, Q, etc and the other as P , Q, etc.
Example 2. Let S = {1, 2, 3, 4}. Let P = (P1, P2) andQ = (Q1, Q2, Q3)
be the two tuples whose bipartitions are given in Example 1. Then we
have
MP =


0 0
0 1
1 0
1 1

 , MQ =


0 0 0
1 0 0
1 1 0
1 1 1

 .
The following lemma is straightforward to verify and we omit the
proof. Note that arbitrary bipartitions of S may include the partition
{S} consisting of the single component S.
Lemma 3.1. The mapping P 7→ MP is a bijection from the set of all
k-tuples of arbitrary bipartitions of S to the set of all (0, 1)-matrices of
size n× k such that the entries in the first row are all 0.
Lemma 3.2. Let P be a family of bipartitions of S, and let P be a
tuple obtained from P by ordering its members. Then P is a separating
family for S if and only if every two of the row vectors of MP are
distinct.
Proof. It is to see that for any two elements i, j ∈ S, there is a bipar-
tition in P cutting them if and only if the i-th row vector and the j-th
row vector of MP are distinct. From this observation we immediately
obtain the lemma. 
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Proposition 3.3. The minimum size of a separating family for an
n-element set is ⌈log2 n⌉.
Proof. It immediately follows from Lemma 3.2 that the minimum size
of a separating family is at least ⌈log2 n⌉, since otherwise at least two
row vectors would coincide. To see that the minimum size is at most
⌈log2 n⌉, we construct a tuple P of bipartitions in such a way that the
row vectors of the corresponding matrixMP are all distinct. To achieve
this, a row length of ⌈log2 n⌉ is sufficient and by Lemma 3.2, the family
consisting of the entries of P is a separating family. 
On the other hand, the maximum size of a separating family for
an n-element set is 2n−1 because a separating family of maximum size
contains all possible bipartitions.
Let us denote by
{
k
i
}
the number of partitions of a k-element set
into i nonempty subsets. This number is known as a Stirling number
of the second kind (see [7, §6.1]).
Lemma 3.4. The number of sequences of length k containing each
element from a set of i symbols at least once is i!
{
k
i
}
.
Proof. If we identify distinct positions 1, . . . , k in a sequence of length
k with k distinct objects, then there are
{
k
i
}
many ways to distribute k
distinct objects into i indistinguishable boxes, with no box left empty.
If the boxes are distinguishable, then there are i!
{
k
i
}
many possibilities.

Let us denote by τn,i the number of separating families of i arbitrary
bipartitions over an n-element set.
Lemma 3.5. The following equation holds for any number n, k with
2 ≤ n and 1 ≤ k ≤ 2n−1:
k∑
i=1
i!
{
k
i
}
τn,i = (2
k − 1)(2k − 2) · · · (2k − n+ 1).
Proof. From Proposition 3.3 we obtain that τn,k = 0 for k < ⌈log2 n⌉.
Thus we can assume that k ≥ ⌈log2 n⌉. There are
(
2k−1
n−1
)
(n − 1)!
many (0, 1)-matrices of size n × k such that the entries in the first
row are all 0 and every two row vectors are distinct. Among them, by
Lemma 3.1, 3.2, and 3.4, there are i!
{
k
i
}
τn,i many matrices such that
the number of different column vectors is i. This holds since each such
matrix corresponds to a tuple of length k containing each member from
a separating family of size i at least once. Thus we obtain the equation
stated in the lemma. 
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Let us denote by
[
k
i
]
the number of permutations of k elements which
contain exactly i permutation cycles. This number is known as an
unsigned Stirling number of the first kind (see [7, §6.1]).
Theorem 3.6. The number τn,k of separating families of k arbitrary
bipartitions over an n-element set with 2 ≤ n and 1 ≤ k ≤ 2n−1 is
τn,k =
(n− 1)!
k!
k∑
i=1
(−1)k−i
[
k
i
](
2i − 1
n− 1
)
.
Proof. The inversion formula for Stirling numbers (see [1, §3.1]) states
that if two integer sequences {ai}1≤i≤n0 and {bi}1≤i≤n0 satisfy bk =∑k
i=1
{
k
i
}
ai, they also satisfy ak =
∑k
i=1(−1)
k−i
[
k
i
]
bi. From Lemma 3.5
we obtain the theorem. 
Proposition 3.7. The number of separating families of minimum size
for an n-element set is
(n− 1)!
⌈log2 n⌉!
(
2⌈log2 n⌉ − 1
n− 1
)
.
Proof. The number stated in the proposition can be calculated by the
formula obtained in Theorem 3.6. Note that if the index i of the formula
is in the range 1 ≤ i < ⌈log2 n⌉, then 2
i < n and thus
(
2i−1
n−1
)
= 0. 
This number appears as the number of state assignments of an n-
state machine in switching theory (see [9, chap. 12]). See also [8, §16.2]
for switching networks and DeMorgan formulas, etc.
Let us denote by σn,k the number of separating families of k proper
bipartitions over an n-element set. We say that a bipartition of a set
S is trivial if it has the form {S}.
Lemma 3.8. The equation σn,k + σn,k−1 = τn,k holds for any numbers
n, k with 2 ≤ n and 2 ≤ k ≤ 2n−1.
Proof. Observe that any separating family of size k for an n-element set
S which contains the trivial bipartition {S} consists of (k − 1) proper
bipartitions, which form a separating family for S, plus {S}. Thus
σn,k−1 coincides with the number of separating families of size k for an
n-element set which contain the trivial bipartition. Thus we obtain the
lemma. 
Lemma 3.9. [
k + 1
i+ 1
]
= k!
k∑
j=i
1
j!
[
j
i
]
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Proof. It holds (see [7, §6.1]) that
[
k+1
i+1
]
= k!
∑k
j=0
[
j
i
]
/j!. Since
[
j
i
]
= 0
for 0 ≤ j < i, we obtain the equation. 
Theorem 3.10. The number σn,k of separating families of k proper
bipartitions over an n-element set with 2 ≤ n and 1 ≤ k < 2n−1 is
σn,k =
(n− 1)!
k!
k∑
i=1
(−1)k−i
[
k + 1
i+ 1
](
2i − 1
n− 1
)
.
Proof. Using Lemma 3.8 and 3.9, we can calculate σn,k as follows:
σn,k =
k∑
j=1
(−1)k−jτn,j
= (n− 1)!
k∑
j=1
j∑
i=1
(−1)k−i
j!
[
j
i
](
2i − 1
n− 1
)
= (n− 1)!
k∑
i=1
k∑
j=i
(−1)k−i
j!
[
j
i
](
2i − 1
n− 1
)
= (n− 1)!
k∑
i=1
(−1)k−i
k!
[
k + 1
i+ 1
](
2i − 1
n− 1
)
.

For any (0, 1)-matrix M of size n × k whose entries in the first row
and the first column are all zero, the transposed matrix M t represents
a family of bipartitions of a k-element set which contains the trivial
bipartition.
Example 3. Let S = {1, 2, 3, 4}. Let P = ({S}, P1, P2) be the tuple
whose bipartitions are given in Example 1. Then we have
MP =


0 0 0
0 0 1
0 1 0
0 1 1

 , M tP =

0 0 0 00 0 1 1
0 1 0 1

 .
Thus, we obtain the following 4 bipartitions over {1, 2, 3}:
{{1, 2, 3}}, {{1, 2}, {3}}, {{1, 3}, {2}}, {{1}, {2, 3}}.
Lemma 3.11. The equation σn,k−1 (k − 1)! = σk,n−1 (n− 1)! holds for
any numbers n, k with 2 ≤ n and 2 ≤ k ≤ 2n−1.
Proof. The LHS of the equation is the number of (0, 1)-matrices M of
size n × k such that the entries in the first row and the first column
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are all zero and M corresponds to a separating family of size k for an
n-element set. On the other hand, the RHS is the number of (0, 1)-
matrices M ′ of size k× n such that the entries in the first row and the
first column are all zero and M ′ corresponds to a separating family of
size n for a k-element set. The transpose operation induces a bijection
between them, and thus we obtain the equation. 
From Theorem 3.10 and Lemma 3.11, one obtains the following the-
orem.
Theorem 3.12. The number σn,k of separating families of k proper
bipartitions over an n-element set with 2 ≤ n and 1 ≤ k < 2n−1 is
σn,k =
n−1∑
i=1
(−1)n−1−i
[
n
i+ 1
](
2i − 1
k
)
.
Proof.
σn,k =
(n− 1)!
k!
σk+1,n−1
=
(n− 1)!
k!
k!
(n− 1)!
n−1∑
i=1
(−1)n−1−i
[
n
i+ 1
](
2i − 1
k
)
.

From Lemma 3.8 and Theorem 3.12, one obtains the following the-
orem.
Theorem 3.13. The number τn,k of separating families of k arbitrary
bipartitions over an n-element set with 2 ≤ n and 2 ≤ k < 2n−1 is
τn,k =
n−1∑
i=1
(−1)n−1−i
[
n
i+ 1
](
2i
k
)
.
Proof.
τn,k = σn,k + σn,k−1
=
n−1∑
i=1
(−1)n−1−i
[
n
i+ 1
] {(
2i − 1
k
)
+
(
2i − 1
k − 1
)}
=
n−1∑
i=1
(−1)n−1−i
[
n
i+ 1
](
(2i − 1) + 1
k
)
.

Proposition 3.14. The minimum size of an element set for which
there is a separating family of k arbitrary bipartitions is ⌈log2 k⌉ + 1.
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Proof. For any number k (≥ 1), let n be any integer with n < ⌈log2 k⌉+
1. Then we obtain k > 2n−1. Since the number of all bipartitions of
an n-element set is 2n−1, there are no separating families of size k for
an n-element set. Thus, the minimum size of an element set is at least
⌈log2 k⌉ + 1. To see that the minimum size is at most ⌈log2 k⌉ + 1, let
n = ⌈log2 k⌉+ 1. Then we obtain ⌈log2 n⌉ ≤ k ≤ 2
n−1. Thus there is a
separating family of size k for an n-element set. 
Proposition 3.15. The number of separating families of k (≥ 2) ar-
bitrary bipartitions whose element set is of minimum size is(
2⌈log2 k⌉
k
)
.
Proof. The number stated in the proposition can be calculated by the
formula obtained in Theorem 3.13. Note that if the index i of the
formula is in the range 1 ≤ i < ⌈log2 k⌉, then 2
i < k and thus
(
2i
k
)
=
0. 
The following two propositions can be proved in a similar way as
above.
Proposition 3.16. The minimum size of an element set for which
there is a separating family of k proper bipartitions is ⌈log2(k+1)⌉+1.
Proposition 3.17. The number of separating families of k (≥ 1)
proper bipartitions whose element set is of minimum size is(
2⌈log2(k+1)⌉ − 1
k
)
.
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