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Embedding Diagrams of N=2 Verma Modules and
Relaxed ŝℓ(2) Verma Modules
A. M. Semikhatov and V. A. Sirota
Tamm Theory Division, Lebedev Physics Institute, Russian Academy of Sciences
We classify and explicitly construct the embedding diagrams of Verma modules over the N =2 supersymmetric
extension of the Virasoro algebra. The essential ingredient of the solution consists in drawing the distinction
between two different types of submodules appearing in N = 2 Verma modules. The problem is simplified by
associating to every N=2 Verma module a relaxed Verma module over the affine algebra ŝℓ(2) with an isomorphic
embedding diagram. We then make use of the mechanism according to which the structure of the N=2/relaxed-
ŝℓ(2) embedding diagrams can be found knowing the standard embedding diagrams of ŝℓ(2) Verma modules. The
resulting classification of the N = 2/relaxed-ŝℓ(2) embedding diagrams follows the I-II-III pattern extended by
an additional indication of the number (0, 1, or 2) and the twists of the standard ŝℓ(2) embedding diagrams
contained in a given N=2/relaxed-ŝℓ(2) embedding diagram.
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1 Introduction
In this paper, we solve the long-standing problem of constructing embedding diagrams of Verma mod-
ules over the N=2 superconformal algebra in two dimensions (the N=2 extension of the Virasoro algebra).
This algebra appeared originally in the construction of N =2 strings [A], however it turned out later on
that, in addition to its role in the N=2 strings ([OV, M], and references therein), the N=2 superconformal
symmetry in two dimensions is important in the heterotic string compactifications [G], which has lead to
investigating its relations with Calabi–Yau manifolds and with the Landau–Ginzburg theories and singu-
larity theory [Mar, VW]. This algebra is in fact the symmetry of topological conformal theories [W, EY]
(see also [FoF, Get] and [Get2] for the discussion in terms of equivariant cohomology) and is therefore
related to topological field theories in two dimensions. Much attention has been given to investigating the
space of N =2 supersymmetric quantum field theories by perturbing N =2 superconformal theories, see,
e.g., [CGP, CV]. An important tool in constructing N=2 superconformal theories are the Kazama–Suzuki
models [KS] (see also [OS] for their free-superfield realizations). TheN=2 algebra is actually realized on the
worldsheet of any non-critical string theory [GRS, BLNW]. Therefore, deriving this algebra via the Hamil-
tonian reduction of affine Lie superalgebra ŝℓ(2|1) [BO, IK] can be interpreted as deriving the entire bosonic
string via the Hamiltonian reduction; this approach has been extended to other string theories [BLLS, RSS],
with the corresponding symmetry algebras containing the N=2 algebra as a subalgebra. The N=2 algebra
realized in the bosonic string actually underlies the construction of the physical states [LZ].
‘Non-affine’ complications. From the representation-theoretic point of view (as well as in several other
respects, see, e.g., [EG]), the N = 2 algebra is essentially different from the N = 1 super-Virasoro algebra,
which is primarily due to the existence of the spectral flow transform [SS, LVW] (see also [KL] for the role
of the spectral flow in the (critical) N=2 strings). In addition, certain complications arising in the N=2
representation theory are due to the fact that this algebra is not affine. This affects, in particular, finding
all possible sequences of submodules of submodules of. . . , appearing in a given N = 2 Verma module,
that is, the embedding diagrams. An important related construction is the appropriate version of the
BGG-resolution [BGG]. For the Verma modules over affine Lie algebras, the structure of the embedding
diagrams and of the BGG resolution is governed by the affine Weyl group. While the embedding diagrams
of the ŝℓ(2) as well as the Virasoro Verma modules are well-known [FF, RCW, Mal, FFr], the problem of
constructing the N=2 embedding diagrams, although it has been around for some time [Kir, Do, Mat, D],
has not been solved yet1. No standard construction of an ‘affine’ Weyl group applies here. The problem is
focused on the embedding diagrams, since the BGG-resolution can be obtained by finding the embedding
diagrams first and then reconstructing the associated exact sequences (which, with the underlying Weyl
group representation unknown, appears to be the only way to derive the resolution). The resolution should
provide one with a tool for systematically deriving the N=2 characters.
Submodules and singular vectors. It should be stressed that the embedding diagrams describe em-
beddings of modules, i.e., the occurrence of submodules in a given Verma modules. Submodules in a Verma
module U are often ‘identified’ with singular vectors, since, whenever one finds a state |S〉 ∈ U annihilated
by the same elements of the algebra as the highest-weight vector of U , then there is a submodule U ′ ⊂ U
generated from |S〉. For the (affine) Lie algebras of rank ≤ 2 [Mal], any submodule is a Verma module (or
a sum therof). This is so, in particular for ŝℓ(2), where the notions of the submodule and of the singular
vector can thus be identified. However, the relation between singular vectors and submodules in Verma
modules is much more complicated in general [Di, Chap. 7].
In the literature on representations of the N=2 superconformal algebra, such an identification between
1That the earlier conjectures for the N=2 embedding diagrams need being corrected was for the first time noticed in [D],
see also the remarks in [EG].
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submodules and singular vectors appears to have resulted in replacing the analysis of embeddings of N=2
Verma modules by the investigation of certain algebraic constructions—some kind of singular vectors,
or, more precisely, singular vector operators. In particular, the conclusions regarding the embeddings of
submodules were arrived at according to how these constructions compose. This approach, however, runs
into a problem whenever, as it may happen, the composition of two N=2 singular vector operators vanishes.
What happens to the corresponding submodules then? Is there an embedding , and how a composition of
two embeddings (the mappings with trivial kernels) can possibly vanish?
The resolution of these problems requires, first of all, that one analyses the submodules rather than
singular vectors as such. As realized in [ST2], N =2 Verma modules contain submodules of two different
types, which we distinguish as the massive and the (twisted) topological Verma modules (for example,
the submodules generated from the charged singular vectors [BFK] in a massive Verma module are the
twisted topological Verma modules). A given state |S〉 ∈ U satisfying the same annihilation conditions as
the highest-weight vector of a massive N = 2 Verma module U may give rise to either a massive Verma
module or a twisted topological Verma module; in this respect, such singular vectors |S〉 are not very useful
as regards investigating the structure of submodules. While the topological Verma modules can appear as
submodules of the massive ones, the converse is not true: what seems to be an embedding of a massive
Verma module U into a topological Verma module V necessarily has a kernel given by a topological Verma
submodule in U :
0 −→ V1 −→ U −→ V −→ 0 , (1.1)
hence the apparent vanishing of the ‘embedding’. Moreover, once one wishes to deal with the N = 2
Verma-like modules of only one, massive, type, one extends this sequence into
. . . −→ U2 −→ U1 −→ U −→ V −→ 0 , (1.2)
which is simply a resolution of a topological Verma module in terms of the massive ones; the mappings in
this exact sequence are by no means embeddings then. If, further, the fact that V is a topological, not
massive, Verma module is not recognized, the interpretation of such a sequence becomes quite obscure.
Thus, in particular, one should clearly distinguish between the embedding diagrams and the resolutions.
Although the latter are of a primary importance for constructing the characters, we concentrate in this
paper on the embedding diagrams, as a prerequisite for constructing the resolutions. The N=2 embedding
diagrams necessarily involve modules of two types, the massive and the twisted topological Verma modules.
A convenient way to differentiate between these modules is to have them generated from the vectors satisfy-
ing the highest-weight conditions that are correlated with the type of the corresponding submodule. That
this is possible for the N=2 algebra is a lucky circumstance. One takes the singular vectors to satisfy either
the twisted (spectral-flow-transformed) topological highest-weight conditions or the massive highest-weight
conditions. These singular vectors, constructed in [ST2, ST3], adequately describe the relations between the
corresponding submodules; at the same time, they generate maximal submodules, therefore providing the
description of all submodules in an N=2 Verma module without introducing subsingular vectors [ST3].
Equivalence of categories. The problem of “comparing”, in some sense, the representations of the
N = 2 algebra with those of the affine Lie algebra ŝℓ(2) reappears in various contexts both in conformal
field theory and in representation theory. It was solved in [FST], where a new type of ŝℓ(2) modules was
introduced and the equivalence was then shown to take place between certain categories constructed out
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of the N=2 and ŝℓ(2) representations (because of the universal property of Verma modules in the O-type
categories [K], one can start with the corresponding Verma modules and then extend to the highest-weight-
type representations). Namely, one considers an arbitrary complex level k ∈ C \ {−2} on the ŝℓ(2) side; on
the N=2 side, one considers the ‘standard’ representation category (the one implied in, e.g., [BFK, LVW]),
which includes the massive Verma modules and their quotients, the (unitary and non-unitary) irreducible
representations, etc., along with their images under the spectral flow (twists), with the central charge c ∈
C \ {3}. Modulo the spectral flow transform (see [FST] for the precise statement), this N =2 category is
equivalent to the category of relaxed highest-weight-type ŝℓ(2) representations (and their twists).2 On the
other hand, the standard highest-weight-type ŝℓ(2) representations turn out to be related to a narrower
category where the ‘universal’ Verma-like objects are the twisted topological N=2 Verma modules.
A statement regarding the equivalence of two categories can often be interpreted to the effect that there
are two different languages describing the same structure. In this way, any ‘structural’ result about N=2
Verma modules can in principle be seen in relaxed ŝℓ(2) modules, and vice versa. As it may (and does) hap-
pen with equivalence of categories, however, a number of facts that are fairly obvious on one side translate
into the statements which are not quite obvious on the other side. Thus, the ŝℓ(2) representations that cor-
respond to the massive N=2 Verma modules are the relaxed (Verma) modules, which, in general, have in-
finitely many highest-weight vectors. Although this may seem strange at a first glance, it is a good example
of the effects related to the equivalence of categories, since the ‘proliferation’ of the highest-weight vectors is
a counterpart of the situation well-known in the massive N=2 Verma modules. Further, singular vectors in
the relaxed-ŝℓ(2) and massive N=2 Verma modules are given by similar constructions (see [FST] and [ST3],
respectively), yet the ŝℓ(2) one is somewhat more straightforward algebraically. On the other hand, proving
that these constructions give all singular vectors is easier on the N =2 side, where the Kacˇ determinant
has been known for some time [BFK]. An important consequence of the equivalence is that the embedding
diagrams of massive N=2 Verma modules are isomorphic to those of the relaxed ŝℓ(2) modules3.
N=2 and relaxed-ŝℓ(2) embedding diagrams. Thus, the N=2 embedding diagrams can be arrived
at using the results of either [FST] or [ST3]: Degenerations of massive N=2 Verma modules were directly
analysed in [ST3], where the possible types of submodules were classified and the conditions were given
for the different combinations of submodules to appear in a given massive Verma module. Alternatively,
the equivalence of categories allows us to translate the N =2 problem into the relaxed-ŝℓ(2) context and
then to apply the results of [FST] on the classification of possible degenerations (reducibility patterns)
of the relaxed ŝℓ(2) modules. In view of the equivalence of categories, the distinction between two types
of submodules applies on the ŝℓ(2) side as well. In the ŝℓ(2) setting, however, things are considerably
simplified due to the absence of arbitrary twists.
In this paper, therefore, rather than directly analysing how the N=2 Verma modules can be embedded
into one another, we take another root to the N = 2 embedding diagrams by making use of the fact
that these are isomorphic to the relaxed-ŝℓ(2) embedding diagrams. The analysis of the latter is easier
also because the affine-Lie algebra representation theory is available then and certain subdiagrams in the
relaxed embedding diagrams are literally the standard ŝℓ(2) embedding diagrams [RCW, Mal]. Moreover,
2In this paper, ‘relaxed module’ ≡ ‘relaxed Verma module’ of [FST].
3The direct and the inverse functors of [FST] establish the equivalence between the chains of spectral-flow-transformed
modules. However, all degenerations occur simultaneously in every module in the chain and the embedding diagrams are
isomorphic for all the spectral-flow-transformed modules.
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even though the relaxed ŝℓ(2) Verma modules are not a ‘classical’ object in the representation theory of
affine Lie algebras, the problem of enumerating submodules of relaxed modules can be reduced, to a large
extent, to the classical problem of the standard ŝℓ(2)-embedding diagrams. Thus, for a given relaxed
module R, one can find an “auxiliary” usual-Verma module M whose submodules are in a 1 : 1 (or, in
some degenerate cases, essentially in a 2 : 1) correspondence with the relaxed submodules in R. If, further,
R contains no submodules generated from the charged singular vectors, then its embedding diagram is
immediately read off from the embedding diagram of the Verma module M. If, on the other hand, there
are charged singular vectors in R, the picture is slightly more complicated because the entire embedding
diagram consisting of the usual-Verma modules is attached to the embedding diagram of R.
We would like to point out once again that all these effects can, of course, be seen directly on the
N=2 side as well; as we have mentioned, the role of the usual-Verma ŝℓ(2) modules is played there by the
topological Verma modules. Analysing the structure of a given massive N=2 Verma module U , again, is
reduced [ST3] to analysing an auxiliary twisted topological Verma module V. In particular, singular vectors
(submodules) in V translate, in a certain way, into singular vectors in U . In addition, it may happen that
one or two of the auxiliary topological Verma modules become actual submodules of the massive Verma
module, in which case the charged singular vectors occur in the latter module. Accordingly, the embedding
diagrams of massive Verma modules can be reconstructed, with some work, from those of the topological
Verma modules4; the latter are isomorphic, in their own turn, to embedding diagrams of the usual ŝℓ(2)
Verma modules. In the end of the day, one arrives at the same embedding diagrams as for the relaxed
ŝℓ(2) modules, read with somewhat different conventions.
In what follows, we first classify the relaxed-ŝℓ(2) embedding diagrams and then explain the legend that
allows one to read the same diagrams in the N=2 language. The classification of embedding diagrams that
we obtain agrees with the classification of degeneration patterns of N =2 Verma modules given in [ST3],
more precisely, the present construction is a (considerable) refinement of the previous classification.
The N=2/relaxed-ŝℓ(2) embedding diagrams which we construct are somewhat more complicated than
the Virasoro or the standard ŝℓ(2) ones; in particular, a significant difference in the classification is that
there does not exist a ‘generic’ case such that all the other cases correspond to its degenerations5. Yet, the
embedding diagrams follow the familiar I-II-III pattern [FF], which has to be extended by an additional
indication of how many (0, 1, or 2) charged singular vectors exist in the module.
From our results, one can reproduce the well-known embedding diagrams of the Virasoro Verma mod-
ules [FF] by contracting—in the conventions that we discuss in what follows—all the horizontal arrows
in the N = 2/relaxed-ŝℓ(2) embedding diagrams. In addition, there are two types of relations between
the relaxed-ŝℓ(2)/massive-N =2 and the standard ŝℓ(2) Verma module embedding diagrams [RCW, Mal]:
first, as we have noted, different embedding patterns of the relaxed/N = 2 Verma modules are sensitive
to the type of the embedding diagram of the auxiliary Verma module. Therefore, when enumerating all
degenerations of relaxed modules, one has to use the classification of the standard embedding diagrams of
ŝℓ(2) Verma modules (in fact, one has to be even more detailed than in the standard case!). Second, when-
ever a charged singular vector appears in a relaxed module R, the quotient of R over the corresponding
(maximal) submodule is (up to a twist) the usual Verma module, therefore the usual-Verma embedding
4This is parallel and, apparently, not unrelated, to the well-known situation with N = 2 theories, where the topological
sector allows one to reconstruct a considerable amount of the information about the entire theory.
5We thank F. Malikov for stressing this point in relation with the search of a possible analogue of the affine Weyl group.
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diagrams are also reproduced by taking the quotients of the relaxed/N = 2 embedding diagrams with
respect to the embedding diagrams of Verma submodules.
This paper is organized as follows. We begin in Sec. 2 with recalling the ŝℓ(2) algebra and repre-
sentations. In Sec. 2.1, we introduce the twisted ŝℓ(2) Verma modules, the relaxed modules are defined in
Sec. 2.2, while in Sec. 2.3 we consider singular vectors in relaxed modules and review the structural results
regarding the corresponding submodules. Relaxed-ŝℓ(2) embedding diagrams are considered in Sec. 3,
where we first classify the possible cases (Sec. 3.1, with the summary in the Table on p. 21) and then, in
Sec. 3.2, list the corresponding embedding diagrams. The N =2 superconformal algebra is considered in
Sec. 4. Here, we introduce the massive (Sec. 4.2) and topological (Sec. 4.3) Verma modules, and also recall,
in Sec. 4.4, the construction that allows one to map the N =2 highest-weight-type representations theory
onto the relaxed-highest-weight-type representations of the affine sℓ(2). The embedding diagrams of N=2
Verma modules are literally the same as those in Sec. 3.2, however we give several comments in Sec. 4.5
as to the notations that apply in the N =2 case; we also repeat here, in the intrinsic N =2 language, the
classification of the embedding diagram patterns, so that these now apply directly to the massive N =2
Verma modules. The case of the N =2 central charge c = 3 has to be analysed separately, which is done
in Sec. 4.6. Section 5 contains several concluding remarks.
2 The ŝℓ(2) side: relaxed modules
2.1 Twisted Verma modules
The affine sℓ(2) algebra is defined as
[J0m, J
±
n ] = ± J
±
m+n , [J
0
m, J
0
n] =
K
2 mδm+n,0 ,
[J+m, J
−
n ] = Kmδm+n,0 + 2J
0
m+n,
(2.1)
with K being the central element, whose eigenvalue will be denoted by t− 2. In what follows, we assume
t 6= 0. The spectral flow transform [BH, FST] is the automorphism
Uθ : J
+
n 7→ J
+
n+θ , J
−
n 7→ J
−
n−θ , J
0
n 7→ J
0
n +
t−2
2 θδn,0 , θ ∈ Z . (2.2)
A twisted Verma module Mj,t;θ is freely generated by J
+
≤θ−1, J
−
≤−θ, and J
0
≤−1 from a twisted highest-
weight vector |j, t; θ〉 defined by the conditions
J+≥θ |j, t; θ〉 = J
0
≥1 |j, t; θ〉 = J
−
≥−θ+1 |j, t; θ〉 = 0 ,(
J00 +
t−2
2 θ
)
|j, t; θ〉 = j |j, t; θ〉 .
(2.3)
In what follows, j is referred to as the spin of the highest-weight vector |j, t; θ〉. We define |j, t〉 = |j, t; 0〉.
We also denote Mj,t = Mj,t;0. The structure of ŝℓ(2) Verma modules is conveniently encoded in the
extremal diagram, which in the ‘untwisted’ case θ = 0 reads as
. . . ∗
J−0✛ ∗
J−0✛ ∗
J−0✛ • J+−1❍❍❥∗ J+−1❍❍❥∗ J+
−1❍❍❥∗ ··· (2.4)
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This expresses the fact that J+−1 and J
−
0 are the highest-level operators that do not yet annihilate the
highest-weight state •. The ŝℓ(2) modules being graded with respect to the charge6 and the level, extremal
vectors are those with the boundary value of (charge, level). All the other states of the module should
be thought of as lying in the interior of the angle in the above diagram. In our conventions, increasing
the charge by 1 corresponds to shifting to the neighbouring site on the right, while increasing the level
corresponds to moving down. In these conventions, e.g., J0−1 is represented by a downward vertical arrow.
A singular vector exists in the Verma module Mj,t over the affine sℓ(2) algebra if and only if either
j = j+(r, s, t) or j = j−(r, s, t), where
j+(r, s, t) = r−12 − t
s−1
2 ,
j−(r, s, t) = − r+12 + t
s
2 ,
r, s ∈ N , t ∈ C . (2.5)
Singular vectors in the module Mj±(r,s,t),t are given by the explicit constructions [MFF]:∣∣MFF+(r, s, t)〉 = (J−0 )r+(s−1)t(J+−1)r+(s−2)t . . . (J+−1)r−(s−2)t(J−0 )r−(s−1)t∣∣j+(r, s, t), t〉sℓ(2) ,∣∣MFF−(r, s, t)〉 = (J+−1)r+(s−1)t(J−0 )r+(s−2)t . . . (J−0 )r−(s−2)t(J+−1)r−(s−1)t∣∣j−(r, s, t), t〉sℓ(2) . (2.6)
As is well known, these formulae evaluate as Verma-module elements using the following relations:
(J−0 )
α J+m = −α(α − 1)J
−
m(J
−
0 )
α−2 − 2αJ0m (J
−
0 )
α−1 + J+m (J
−
0 )
α ,
(J−0 )
α J0m = αJ
−
m(J
−
0 )
α−1 + J0m (J
−
0 )
α ,
(J+−1)
α J−m = −α(α − 1)J
+
m−2(J
+
−1)
α−2 − k α δm−1,0(J
+
−1)
α−1 + 2αJ0m−1 (J
+
−1)
α−1 + J−m (J
+
−1)
α ,
(J+−1)
α J0m = −αJ
+
m−1(J
+
−1)
α−1 + J0m (J
+
−1)
α ,
(2.7)
which can be derived for α being a positive integer and then continued to an arbitrary complex α.
Equations (2.6) produce a singular vector in Mj,t for any pair of positive integers r and s that solve
j = j±(r, s, t). At most two of these singular vectors are primitive, i.e., are not in a submodule determined
by some other singular vector. By looking for primitive singular vectors in the submodules generated by
each of the primitive vector, etc., one obtains all of the singular vectors in the Verma module. For generic
rational t, one-half of them are directly obtained from the highest-weight vector as described in (2.6).
2.2 Relaxed modules
Definition 2.1 For an unordered pair of complex numbers {µ1, µ2}, the following set of conditions define
the relaxed highest-weight state |µ1, µ2, t〉:
J+≥1 |µ1, µ2, t〉 = J
0
≥1 |µ1, µ2, t〉 = J
−
≥1 |µ1, µ2, t〉 = 0 , (2.8)
J−0 J
+
0 |µ1, µ2, t〉 = −µ1µ2 |µ1, µ2, t〉 . (2.9)
J00 |µ1, µ2, t〉 = −
1
2(1 + µ1 + µ2) |µ1, µ2, t〉 , (2.10)
K|µ1, µ2, t〉 = (t− 2)|µ1, µ2, t〉 . (2.11)
These equations are called the relaxed highest-weight conditions.
6by the charge—more precisely, the J00 -charge— we mean the eigenvalue of J
0
0 ; this is different from spin j for the twisted
modules, in accordance with (2.3).
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Definition 2.2 The relaxed module7 Rµ1,µ2,t is generated from a relaxed highest-weight state |µ1, µ2, t〉 by
the free action of operators J+≤0, J
−
≤0, and J
0
≤−1 modulo the constraint (2.9).
Thus, the relaxed module can also be defined as the induced representation from the sℓ(2) Lie algebra
representation without a highest- or a lowest-weight. It is convenient to consider the extremal diagram of
the relaxed module:
. . . ∗
J−0✛ ∗
J−0✛ ∗
J−0✛ ⋆
J+0✲∗
J+0✲∗
J+0✲∗ . . . (2.12)
where ⋆ denotes the state |µ1, µ2, t〉. The extremal states
(J−0 )
−i |µ1, µ2, t〉, i < 0, and (J
+
0 )
i |µ1, µ2, t〉, i > 0, (2.13)
constitute precisely the sℓ(2)-representation, while the other states of the ŝℓ(2) module belong to the
homogeneous (charge, level) subspaces represented by a rectangular lattice lying below the line of extremal
states.
Whenever µα = 0, the definition of the relaxed module is such that the state |0, µ, t|1〉 ≡ J
+
0 |0, µ, t〉 6=
0 satisfies the condition J−0 |0, µ, t|1〉 = 0. Similarly, µα = −1 means that the state |−1, µ, t|−1〉 ≡
J−0 |−1, µ, t〉 6= 0 satisfies the condition J
+
0 |−1, µ, t|−1〉 = 0.
In general, the relaxed module may also be generated from other extremal states than |µ1, µ2, t〉 since
each of the extremal states (2.13) satisfies the relaxed highest-weight conditions with
µα 7→ µ
(i)
α = µα − i . (2.14)
Generically, all of these states generate the same module because each is a descendant of the others:
. . . ∗
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
⋆
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
∗ . . .
(2.15)
where the composition of any pair of the outward and the return arrows gives the operator of a multiplication
with a number. However, as soon as this number is zero, the equivalence between the extremal states breaks
down and some of the states generate only a submodule of the entire module. Those extremal states that
do generate the same module can be described as follows.
Definition 2.3 By the orbit of an (unordered) pair {µ1, µ2} where µα 6= 0 and 6= −1, we will mean the
maximal set of unordered pairs
(
{µ
(i)
1 , µ
(i)
2 }
)
i∈[a,b]⊂Z
, where −∞ ≤ a ≤ −1 and 1 ≤ b ≤ +∞, such that
µ
(i)
α 6= 0 for i ∈ [a,−1] and µ
(i)
α 6= −1 for i ∈ [1, b]. If µ1 = −1, µ2 6= 0, the orbit is the maximal
set of unordered pairs
(
{µ
(i)
1 , µ
(i)
2 }
)
i∈[0,b]⊂Z
, where 1 ≤ b ≤ +∞, such that µ
(i)
2 6= −1 for i ∈ [1, b]; if,
further, µ1 = 0, µ2 6= −1, the orbit is the maximal set of unordered pairs
(
{µ
(i)
1 , µ
(i)
2 }
)
i∈[a,0]⊂Z
, where
−∞ ≤ a ≤ −1, such that µ
(i)
2 6= 0 for i ∈ [a,−1]; finally, the orbit of {µ1, µ2} = {−1, 0} consists of only
that point.
7We follow [FST], however we have changed the parametrization of relaxed modules to the one that will be more convenient
for our present purposes. We also call relaxed Verma modules simply as relaxed modules.
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Then, as easy to see, the relaxed module Rµ1,µ2,t is determined by any point of the orbit of {µ1, µ2}. If none
of the µα are integers, the orbit is infinite in both directions and can be identified with the set of extremal
states in (2.12). On the other hand, whenever µ1 = n ∈ −N,
8 we have
J+0 · (J
−
0 )
−n|n, µ2, t〉 = 0 , (2.16)
in which case diagram (2.15) branches as
. . . ∗
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
∗
J−0✛ ✲
J+0
•
J−0✛ ∗
J−0✛ ✲
J+0
∗ ∗
J−0✛ ✲
J+0
⋆. . . . . .
J+
−1
❍❍❥❍
❍❨
∗
J+
−1
❍❍❥
J−1❍❍❨
∗
J+
−1
❍❍❥
J−1❍❍❨
∗ ··· (2.17)
where we recognize the ordinary Verma module (2.4) as a submodule of the relaxed module. Similarly,
whenever µ1 = n ∈ N0, we have
J−0 · (J
+
0 )
n+1|n, µ2, t〉 = 0 . (2.18)
Somewhat more schematically than in (2.17), this can be represented as follows:
✲✟✟✟✟✟✟✟✟✟✟✟✟
⋆ ◦
✲✛ n+1
(2.19)
In this case, the submodule is a Verma module twisted by the spectral flow transform with θ = 1; in
particular, the state at the branch point satisfies the annihilation conditions from (2.3) with θ = 1.
Whenever µα are integers of different signs, the orbit contains a finite number of points (and, thus, can
be identified with a finite-dimensional representation of the Lie algebra sℓ(2)). As will be seen in what
follows, this case is always special, being considerably different even from the case where µ1 and µ2 are
integers of the same sign. Let us also note that, obviously, µ1−µ2 is invariant under the Z-action (2.14), as
is the fact that one or both of the µα is an integer. Further, the signs of each of the µα are also preserved
along the orbit.
In contrast to relaxed modules, by Verma modules over ŝℓ(2), we will always mean the standard Verma
modules. The twisted Verma modules that we encounter in this paper, are always with the twist parameter
θ = 1.
In what follows, we will also need the twisted relaxed modules. For a fixed θ ∈ N, the module Rµ1,µ2,t;θ
is generated from the state |µ1, µ2, t; θ〉 that satisfies the annihilation conditions
J+≥1+θ |µ1, µ2, t; θ〉 = J
0
≥1 |µ1, µ2, t; θ〉 = J
−
≥1−θ |µ1, µ2, t; θ〉 = 0 (2.20)
8Here and henceforth, N = 1, 2, . . . and N0 = 0, 1, 2, . . . . We also use notations of the type of Q− = {x ∈Q | x < 0}, etc.
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by a free action of the operators J+≤θ−1, J
−
≤−θ−1, and J
0
≤−1 and by the action of J
+
θ and J
−
−θ subject to the
constraint
J−−θJ
+
θ |µ1, µ2, t; θ〉 = −µ1µ2 |µ1, µ2, t; θ〉 . (2.21)
In addition, the highest-weight state |µ1, µ2, t; θ〉 satisfies(
J00 +
t−2
2 θ
)
|µ1, µ2, t; θ〉 = −
1
2(1 + µ1 + µ2) |µ1, µ2, t; θ〉 . (2.22)
2.3 Submodules and singular vectors in relaxed modules
The ‘Verma points’ encountered in the top floor of an extremal diagram of the relaxed module can of
course be viewed as singular vectors. It is simply a reformulation of the above observations that the states
|C(n, µ, t)〉 =
(J
−
0 )
−n |n, µ, t〉 , n ∈ −N ,
(J+0 )
n+1 |n, µ, t〉 , n ∈ N0
(2.23)
satisfy the Verma highest-weight conditions for n ≤ −1 and the twisted Verma highest-weight conditions
with the twist parameter θ = 1 for n ≥ 0, hence the corresponding submodule is the Verma module or the
twisted Verma module, respectively. The states (2.23) are called the charged singular vectors9.
The (twisted) Verma submodules may also occur ‘inside’ a given relaxed module R rather than in
its extremal diagram (such would be the submodules in the (twisted) Verma module generated from a
charged singular vector; in fact, every Verma submodule in R is necessarily a submodule in some ‘charged’
submodule’). Besides the Verma or twisted Verma submodules, a relaxed module R may also contain
relaxed submodules. Such submodules are generated from the relaxed singular vectors. These states that
satisfy the relaxed highest-weight conditions (2.8) (with the eigenvalues of J00 and J
−
0 J
+
0 , obviously, labelled
by different parameters than in (2.9)–(2.10)) were defined in [FST] in such a way as to guarantee that they
generate the entire ‘floor’ of the extremal states. In what follows, we summarize the general construction
for the relaxed singular vectors in the way that is more convenient for our present purposes.
Define the set
K(t) =
{
a− bt
∣∣∣ a, b ∈ Z, a · b > 0} . (2.24)
and
K(t) =
 K(t) \ {2p˜} , t = −
p˜
q , p˜ ∈ N , q ∈ N ,
K(t) otherwise .
(2.25)
Then,
Theorem 2.4
1. Any submodule in a relaxed module is (a sum of the submodules) of only the following three types:
relaxed modules, Verma modules, and the twisted Verma modules with the twist parameter θ = 1.
2. The charged singular vectors in the relaxed module Rµ1,µ2,t are in the 1 : 1 correspondence with the
distinct integers among {µ1, µ2}. Whenever µα = n ∈ Z, the corresponding charged singular vector
is given by (2.23). Further,
9The reason being that they are in a 1 : 1 correspondence with the N = 2 singular vectors that are traditionally called
charged [BFK] (although the submodules generated from charged N=2 singular vectors were described correctly only in [ST2]).
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(a) The submodule generated from |C(n, µ, t)〉 is a Verma module if n < 0 and a twisted Verma
module if n ≥ 0.
(b) If both µ1 and µ2 are integers and (µ1+
1
2)(µ2+
1
2) > 0, then one of the charged singular vectors
belongs to the submodule generated from the other charged singular vector.
3. The relaxed module Rµ1,µ2,t contains at least one relaxed submodule if and only if
(i) either (µ1 /∈ Z or µ2 /∈ Z) and µ1 − µ2 ∈ K(t),
(ii) or (µ1 ∈ Z and µ2 ∈ Z) and µ1 − µ2 ∈ K(t)
In terms of extremal diagrams, the condition in 2b means that the two charged singular vectors are on the
same side of the highest-weight vector of the relaxed module. That is, we write (µ1 +
1
2)(µ2 +
1
2 ) > 0 or
< 0 to say that the cases where (µ1 = 0, µ2 < 0) are considered along with those where µ1µ2 < 0, while
(µ1 = 0, µ2 > 0) is ‘unified’ with µ1µ2 > 0.
Part 1 follows from the analysis of extremal diagrams and the fact that the modules under consid-
eration are the induced representations. Part 2 is obvious from the previous subsection and the explicit
formulae (2.23). Apart from the ‘exception’ in 3(ii), ‘if’ statement of Part 3 follows from the explicit
construction for singular vectors that we review shortly, while the ‘only if’ part relies on the evaluation
of the Kacˇ determinant. This has been done for the N =2 Verma modules [BFK], while the equivalence
results of [FST] show that the zeros of the determinant are given by µα ∈ Z (which we already know to
correspond to the charged singular vectors) and by condition µ1 − µ2 ∈ K(t). The exceptional case occurs
for negative rational t = − p˜q when, in addition, µ1, µ2 ∈ Z are such that µ2 − µ1 = 2p˜. The determinant
formula counts this case along with all the other zeros, however it follows from the analysis of [FST] that
the relaxed submodule does not exist in this case – instead, there is a direct sum of a Verma and a twisted
Verma submodule: on a given level, there are precisely as many states satisfying the relaxed highest-weight
conditions as there would be if the relaxed submodule existed, however these states do not make up the
extremal diagram of a relaxed module.
Further, all the instances where (twisted) Verma modules appear in a relaxed module are described in
the following Theorem, which, again, is an immediate consequence of [FST].
Given an embedding of a (twisted) Verma module M into a highest-weight module P, let |˜e〉 be the
image of the highest-weight vector of M. For brevity, we will say that M is embedded onto level l if |˜e〉
is at level l relative to the highest-weight vector of P. Similarly, we will say that a relaxed module R′ is
at level l in another relaxed module R if the extremal states of R′ are on level l relative to the extremal
states of R. Now,
Theorem 2.5 Let R be a relaxed module.
1. Every Verma or twisted Verma submodule C′ of R is necessarily a submodule of a submodule C ⊂ R
generated from a charged singular vector in R.
2. If R contains a relaxed submodule R′ and also a charged singular vector generating a (twisted) Verma
module C, then the intersection C′ ≡ R′ ∩ C is non-empty and is a (twisted) Verma submodule in R.
The highest-weight vector of C′ is a charged singular vector in R′.
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3. Let |e〉 be the highest-weight vector of a Verma (respectively, a twisted Verma) submodule in R which
is not a charged singular vector in R. Let j be the charge of |e〉: J00 |e〉 = j|e〉. Then one of the
following is true:
(a) there exists a relaxed submodule R′ ⊂ R on the same level in R as the vector |e〉;
(b) there exists exactly one twisted Verma (respectively, Verma) submodule in R on the same level
as |e〉 such that J00 |e
′〉 = j′|e′〉 with j′ = j + 1 (respectively, j − 1). Then there are no relaxed
submodules in R on the same level as |e〉.
We see from Part 1 that Verma submodules (respectively, twisted Verma submodules) exist in R if and
only if there are charged singular vectors (2.23) with n < 0 (respectively, n ≥ 0). For our present purposes,
the significance of this fact is that, whenever a charged singular vector exists in R, much of the embedding
structure of R can be deduced from the embedding diagram of the Verma module C generated from the
charged singular vector. relaxed submodules in R correspond to submodules in C. Since the enumeration
of the latter is a classical result [RCW, Mal], we recover the embedding structure of relaxed submodules
in R.
Even more generally, irrespective of whether or not there are charged singular vectors in the relaxed
module R, one can still establish a correspondence between relaxed singular vectors in R and singular
vectors in certain Verma modules.
We will say that condition AD′ is satisfied for a Verma submoduleM′ ⊂Mj,t if
(AD′) M′ ⊂ Mj,t, t =
p
q < 0 is rational and negative, (2j + 1)/(2p) ∈ Z, and the weight of M
′ is
antidominant.
Theorem 2.6 Let R ≡ Rµ1,µ2,t be a relaxed module and let M = Mj,t be the Verma module with spin
j = 12 (µ1 − µ2 − 1).
1. If µ1 − µ2 /∈ Z, then relaxed submodules in R are in a 1 : 1 correspondence with submodules in M,
the corresponding submodules being on the same level in M and in R. Moreover, two submodules
M′ ⊂ M and M′′ ⊂ M are related by an embedding, M′′ ⊂ M′, and only if the respective relaxed
submodules in R are related by the embedding R′′ ⊂ R′.
2. If µ1 − µ2 ∈ Z, then each submodule M
′ ⊂ M that does not satisfy condition AD′ corresponds to a
relaxed submodule in R. Two Verma modules M′ ⊂ M and M′′ ⊂ M correspond in this way to the
same submodule in R if and only if M′ and M′′ are on the same level in M.
Vice versa, to every relaxed submodule R′ ⊂ R on level l there corresponds at least one Verma
submodule M′ ⊂ M on level l.
We now outline the proof of this Theorem in the case where µ1 /∈ Z and µ2 /∈ Z (the case where the
integers among {µ1, µ2} give rise to one charged singular vector or to two charged singular vectors of the
same twist is obtained by minor modifications, while the case with two charged singular vectors of different
twists is more complicated and we refer the reader to Theorem 2.8).
Using Eqs. (2.7) (and similar relations involving (J+0 )
α), it is easy to check that, even though µα is
complex, the states
(J−0 )
−µα |µ1, µ2, t〉 and (J
+
0 )
µα+1 |µ1, µ2, t〉 (2.26)
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formally satisfy the Verma highest-weight conditions (2.3) with θ = 0 or 1 respectively. The auxiliary
Verma modules are defined as the Verma modules built on states (2.26). We denote these modules as
M−1,2 and M
+
1,2, where the subscript corresponds to taking µα = µ1,2 and the superscript, to the respective
vectors in (2.26). We see that
M−1 ≈ M 1
2
(µ1−µ2−1),t
, M+1 ≈ M 1
2
(t+µ1−µ2−1),t;1
,
M−2 ≈ M 1
2
(µ2−µ1−1),t
, M+2 ≈ M 1
2
(t+µ2−µ1−1),t;1
.
(2.27)
Now, the condition that there be singular vectors in the auxiliary (twisted) Verma modules reads as follows:
1
2 (±(µ1 − µ2)− 1) = j
+(r, s, t) ⇐⇒ 12(t∓ (µ1 − µ2)− 1) = j
−(r, s, t) ,
1
2 (±(µ1 − µ2)− 1) = j
−(r, s, t) ⇐⇒ 12(t∓ (µ1 − µ2)− 1) = j
+(r, s, t) .
(2.28)
We now see that singular vectors exist in (at least one of) the auxiliary Verma modules if and only if
µ1 − µ2 ∈ K(t). For example, singular vectors in the auxiliary Verma module M
−
1 and in the twisted
auxiliary Verma module M+2 read as
MFF−(r, s, t) (J−0 )
−µ1 |µ1, µ2, t〉 , MFF
+(r′, s′, t) (J−0 )
−µ1 |µ1, µ2, t〉 ,
MFF+,1(r, s, t) (J+0 )
µ2+1 |µ1, µ2, t〉 , MFF
−,1(r′, s′, t) (J+0 )
µ2+1 |µ1, µ2, t〉 ,

µ1 − µ2 = −r + ts ,
µ1 − µ2 = r
′ − t(s′ − 1) ,
r, s, r′, s′ ∈ N ,
(2.29)
whereMFF−(r, s, t) is the singular vector operator (read off by dropping the highest-weight state in (2.6)),
and MFF+,θ(r, s, t) is the spectral flow transform (2.2) of the singular vector operator MFF+(r, s, t).
Similar expressions for the other two auxiliary vectors are obtained by changing µ1 ↔ µ2.
Note that, because of equivalence (2.28), the auxiliary Verma module M−1 and the twisted module M
+
2
have the embedding diagrams that are mirror-symmetric to each other with respect to charge in the charge-
level lattice: we see from (2.28) that a singular vector exists in M−1 at level l if and only if a singular vector
exists in M+2 at the same level l. If the singular vector in M
−
1 is given by one of the expressions in the first
line of (2.29), then the vector in M+2 is given by the corresponding expression in the second line of (2.29).
The construction of [FST], which we review in a moment, maps singular vectors (2.29) in the auxiliary
modules into the states in Rµ1,µ2,t that satisfy the relaxed highest-weight conditions. Then in all cases
except those described in Part 3(ii) of Theorem 2.4, there exists [FST] at least one extremal state that
generates a relaxed submodule, therefore condition µ1 − µ2 ∈ K(t) is sufficient in order that a relaxed
singular vector exist in Rµ1,µ2,t. That the condition µ1−µ2 ∈ K(t) is necessary follows from the equivalence
with theN=2 superconformal representation theory that was proved independently in [FST]. On theN=2
side, the expression of the Kacˇ determinant is known, with this condition guaranteeing a zero (which is at
the same time not the one corresponding to a charged singular vector).
To map singular vectors (2.29) back to Rµ1,µ2,t, we use, again, complex powers of J
±
0 . In order that
no non-integral powers of J±0 remain in the final expressions, we act on the respective states in (2.29) with
(J−0 )
µ1+N and (J−0 )
−µ2−1+N , where N is an integer, and make use of Eqs. (2.7). Analysing the relative J00
charge and level of singular vectors (2.6), it is not difficult to see that, in order to be left with only positive
integral powers after the rearrangements, the integer N has to be ≥ r + rs. We thus define∣∣∣Σ−1 (r, s, µ1 + µ2, t)〉 = (J−0 )µ1+r+rsMFF−(r, s, t) (J−0 )−µ1 |µ1, µ2, t〉, µ1 − µ2 = −r + ts , r, s ∈ N
(2.30)
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and∣∣∣Σ+2 (r, s, µ1 + µ2, t)〉 = (J+0 )−µ2−1+r+rsMFF+,1(r, s, t) (J+0 )µ2+1 |µ1, µ2, t〉, µ1 − µ2 = −r + ts , r, s ∈ N ,
(2.31)
and also |Σ−2 (r, s, µ1 + µ2, t)〉 and |Σ
+
1 (r, s, µ1 + µ2, t)〉, which are obtained by replacing µ1 ↔ µ2. Note
that we do not discuss the vectors constructed by applying theMFF+ operators to (J−0 )
−µα ·|µ1, µ2, t〉 and
the MFF−,1 operators, to (J+0 )
µα+1 |µ1, µ2, t〉. The reason is that these differ from the singular vectors
in the auxiliary Verma (twisted Verma) module corresponding to the complementary µ by a power of J−0
(resp., of J+0 ) and hence the construction of the type of (2.30) (resp., (2.31)) produces the same vectors
in the relaxed module. Also, there is no need to consider all the four auxiliary Verma modules built on
vectors (2.26), since singular vectors in these modules are correlated in accordance with (2.28).
Thus, M−1 ∋ MFF
+(r, s, t) (J−0 )
−µ1 |µ1, µ2, t〉 with s 6= 1 if and only if M
−
2 ∋ MFF
−(r, s − 1, t) ·
(J−0 )
−µ2 |µ1, µ2, t〉; similarly, M
+
2 ∋ MFF
−,1(r, s, t) (J+0 )
µ2+1 |µ1, µ2, t〉 with s 6= 1 if and only if M
+
1 ∋
MFF+,1(r, s − 1, t) (J+0 )
µ1+1 |µ1, µ2, t〉 (where µ1 − µ2 = −r + t(s− 1), r, s ∈ N).
The basic facts about singular vectors (2.30) and (2.31) are as follows:
Theorem 2.7 ([FST]) Let R = Rµ1,µ2,t be a relaxed module with µα /∈ Z.
1. Expressions (2.30) and (2.31) evaluate as elements of the relaxed module R and satisfy the relaxed-
highest-weight conditions
J+≥1
∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 = J0≥1 ∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 = J−≥1 ∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 = 0 ,
J−0 J
+
0
∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 = −µ±1 µ±2 ∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 ,
J00
∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 = −12(µ±1 + µ±2 + 1) ∣∣∣Σ±1,2(r, s, µ1 + µ2, t)〉 ,
(2.32)
where µ1,2 − µ2,1 = −r + ts (with the first or the second subscript taken depending on whether (Σ
−
1
and Σ+2 ) or (Σ
−
2 and Σ
+
1 ) are being considered) and
µ±1 = ±
r
2 ±
t
2s∓ rs+
µ1+µ2
2 ,
µ±2 = ∓
r
2 ∓
t
2s∓ rs+
µ1+µ2
2 .
(2.33)
2. Each of the vectors |Σ±1,2(r, s, µ1 + µ2, t)〉 generates a relaxed submodule. Moreover, the vectors
|Σ−1 (r, s, µ1 + µ2, t)〉 and |Σ
+
2 (r, s, µ1 + µ2, t)〉 and, on the other hand, |Σ
−
2 (r
′, s′, µ1 + µ2, t)〉 and
|Σ+1 (r
′, s′, µ1 + µ2, t)〉, are on the same level in R and, moreover, each vector from the respective
pair is a J±0 -descendant of the other:∣∣∣Σ−1,2(r, s, µ1 + µ2, t)〉 = c−1,2 (J−0 )2rs ∣∣∣Σ+2,1(r, s, µ1 + µ2, t)〉 ,∣∣∣Σ+1,2(r, s, µ1 + µ2, t)〉 = c+1,2 (J+0 )2rs ∣∣∣Σ−2,1(r, s, µ1 + µ2, t)〉 , (2.34)
where the numerical coefficients c±1,2 depend on r, s, µ1 + µ2, and t.
This construction can be illustrated in the following extremal diagram:
✐
s
✶
✰
• •
   •
 
❅❅•
❅❅
(J−0 )
−µ1 (J+0 )
µ2+1
(J−
0
)µ1+r+rs (J+
0
)−µ2−1+r+rs
. . . ∗
J−0✛ ∗
J−0✛ ∗
J−0✛ ⋆
J+0✲∗
J+0✲∗
J+0✲∗ . . .
. . . ∗
J−0✛ ∗
J−0✛ ∗
J−0✛ ⋆
J+0✲∗
J+0✲∗
J+0✲∗ . . . (2.35)
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The lower floor is the extremal diagram of the relaxed submodule, every point in the lower floor satisfying
the relaxed highest-weight conditions (2.8). The auxiliary Verma module (and its submodule) on the right
are ‘rotated’ by the spectral flow transform with θ = 1. The submodules arise in the auxiliary Verma
modules simultaneously, in accordance with the above statements. The auxiliary Verma modules are to
be thought of as disconnected from the extremal diagram of the relaxed module Rµ1,µ2,t, since they do
not belong to Rµ1,µ2,t as long as the mappings shown in dotted lines are given by complex powers of the
generators.
To return to Theorem 2.6, we see that (in the case where with the relevant parameters do not become
integers), the structure of embeddings of the relaxed submodules repeats the Verma-module embedding
diagram for each of the auxiliary Verma modules, while all of the latter are identical up to mirror-symmetry.
Theorem 2.7 ensures that the respective pairs of singular vectors in M−1 and in M
+
2 give rise to the same
relaxed submodule in Rµ1,µ2,t. This shows Part 1 of Theorem 2.6.
On the other hand, in the case where s = 1, which is possible when ∆ ≡ µ2 − µ1 ∈ Z, one of the
auxiliary Verma modules is embedded into the other, and similarly for the twisted auxiliary modules; if,
for definiteness, ∆ ≥ 0, we have
(J−0 )
−µ1 |µ1, µ2, t〉 = (J
−
0 )
∆
(
(J−0 )
−µ2 |µ1, µ2, t〉
)
= MFF−(∆, 1, t) (J−0 )
−µ2 |µ1, µ2, t〉 ,
(J+0 )
µ2+1 |µ1, µ2, t〉 = (J
+
0 )
∆
(
(J+0 )
µ1+1 |µ1, µ2, t〉
)
= MFF+,1(∆, 1, t) (J+0 )
µ1+1 |µ1, µ2, t〉 .
(2.36)
Now, in the situation where ∆ ∈ K(t)—i.e., the auxiliary modules contain submodules—the standard fact
about Verma-module embedding diagrams is that submodules in the auxiliary modules occur in pairs, with
the highest-weight vectors of the submodules from the same pair embedded onto the same level. Moreover,
one of these two highest-weight vectors is a J−0 -descendant of the other. We thus see that the corresponding
Σ− vectors generate the same relaxed submodule in Rµ1,µ2,t. The same is true for the twisted auxiliary
Verma module. We thus arrive at Part 2 of Theorem 2.6 in the case where none of the µα are integers.
Let us now discuss briefly the case where exactly one of the µα is an integer. Then one of the vectors
(2.26) becomes a charged singular vector, and the corresponding (twisted) auxiliary module becomes a
Verma submodule of Rµ1,µ2,t, while the relaxed submodules in R are still generated from the other auxiliary
Verma modules in accordance with the above procedure. One of the relations (2.34) may not hold then if
the corresponding Σ± vector lies in the Verma submodule C generated from a charged singular vector in
relaxed submodule R′. Then, obviously, the corresponding vector Σ+ (or Σ−) does not generate the entire
relaxed module R′. However, the other vector Σ− (respectively, Σ+) does generate the relaxed submodule.
Next, in the case where the relaxed module Rµ1,µ2,t contains two charged singular vectors of the same
twist, the relaxed submodules may be generated by the auxiliary Verma modules with the complementary
twist. Then, we have µ1 − µ2 ∈ Z, hence each relaxed submodule corresponds to a pair of singular vectors
in the auxiliary Verma module and contains two charged singular vectors. A minor additional problem is
encountered in the case where µ1 equals −1 or 0. Then one may be unable to arrive at highest-weight state
of the auxiliary Verma module using formulae (2.26). However, replacing the highest-weight vector with a
different point from the orbit (see Definition 2.3), the situation is reduced to the previous one.
Further, in the case where µ1 = µ2 ∈ Z, there is only one charged singular vector, however if 0 =
µ1 − µ2 ∈ K(t) (which may be the case only when t ∈ Q , t > 0), then there are relaxed submodules
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in Rµ1,µ2,t, each of which contains two charged singular vectors (obviously, with the same sign of n
from (2.23)) and, therefore, each relaxed submodule corresponds to a pair of Verma-module singular vectors.
Finally, the case where µ1 ∈ −N and µ2 ∈ N0, is more involved. It will be described in more detail
in Sec. 3.2, paragraphs III0±(2,−+) and III
00
± (2,−+), while now we only formulate the following general
result [FST]:
Theorem 2.8 Let R ≡ Rµ1,µ2,t be a relaxed module, and µ1 ∈ −N and µ2 ∈ N0. Let then C−, and C+ be
the corresponding Verma module and the twisted Verma module, respectively, generated from the charged
singular vectors. Then
1. whenever two Verma modules C˜′′− and C
′′
− are embedded onto the same level l in R, there exist two
twisted Verma modules C˜′′+ and C
′′
+ embedded onto the same level, and vice versa. In this case, there
is a relaxed submodule R′ whose highest-weight vector is on the same level l. We label the modules
so that C˜′′− ⊃ C
′′
− and C˜
′′
+ ⊃ C
′′
+. Then we have the embeddings
C˜′′− ⊕ C˜
′′
+
ր
x տ
C′′− −→ R
′ ←− C′′+
(2.37)
2. if there is exactly one Verma submodule C′− embedded on a given level l in R, then there also exists
exactly one twisted Verma module C′+ on the same level, and vice versa. In this case, one of the
following is true:
(a) C′− (C
′
+) satisfies condition AD
′ in C− (respectively, C+); then there are no relaxed submodules
on any level ≥ l in R;
(b) the Verma module C′− (hence, also C
′
+) contains proper submodule(s); then there exists a relaxed
submodule R′ on level l in R and, moreover, C′− and C
′
+ are generated from the charged singular
vectors in R′. In this case, further, R′ is a maximal submodule in R in the following sense: for
a relaxed module R˜, we have R′ ⊂ R˜ ⊂ R =⇒ R˜ = R′ or R˜ = R.
3 Classifying the embedding diagrams
As we have seen, singular vectors in relaxed modules are of two basic types: the charged ones, which
occur directly in the extremal diagram, and all the others, i.e., those occurring ‘inside’ the module, which
can be either (twisted) Verma modules or the relaxed modules. The crucial point is that, in the general
position, the relaxed submodules are determined by the usual singular vectors in the auxiliary Verma mod-
ules. Accordingly, the embedding diagrams of relaxed modules can be determined knowing the standard
ŝℓ(2) Verma-module embedding diagrams and analysing the possible existence of charged singular vectors.
The appearance of a charged singular vector can be interpreted as the case where the entire embedding
diagram of auxiliary Verma module is attached to the ‘relaxed’ embedding diagram. When this happens
with two charged singular vectors, the rule according to which the ‘relaxed’ part of the diagram is deter-
mined by its Verma parts becomes slightly more complicated, but it is still true that the ‘relaxed’ part
can be reconstructed knowing how the Verma modules are embedded into each other. One can also have
‘combined’ degenerations, where charged singular vectors appear simultaneously with further degenerations
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occurring in the Verma embedding diagrams. A useful observation is that whenever there is at least one
charged singular vector, then, taking the quotient (with respect to the maximal submodule if there are
two charged singular vectors of the same twist), we are left with the known embedding diagrams of the
usual Verma modules. This, in particular, gives another way to recover the standard ŝℓ(2) Verma-module
embedding diagrams and serves as a good check on the relaxed embedding diagrams given below.
3.1 Classifying the degeneration patterns
We now apply the above Theorems in order to derive the classification of embedding diagrams of relaxed
modules. The result consists in the embedding diagrams of the relaxed modules Rµ1,µ2,t listed below. The
different entries of the following list (summarized in the Table on p. 21) are labelled using the familiar
I-II-III pattern [FF, FFr], with an additional indication of how many (0, 1, or 2) of the µα are integers and
what their signs are. Thus, numbers 0, 1, and 2 refer to the existence of submodules generated from charged
singular vectors, whereas the Roman numbers I, II, and III indicate the existence of relaxed submodules
(0, 1, and ≥ 2, respectively). Whenever there are submodules generated from charged singular vectors, we
also use the signs − or + to indicate whether these correspond to negative or non-negative n in (2.23),
respectively. The signs can also be read as the indication of the twists: the modules generated from charged
singular vectors with n ≤ −1 have twist 0, while those generated from charged singular vectors with n ≥ 0,
twist 1. Thus, for example, III(2,−+) indicates two submodules generated from charged singular vectors,
one of which is untwisted and the other is twisted (always by θ = 1). Note, however, that we use the
notation III+ for the positive zone t > 0, and III− for the negative zone t < 0, which is opposite to the
notations used by some other authors. Further, whenever exactly one of µ1, µ2 is an integer, we take this to
be µ1; when both µ1 and µ2 are integers, we choose µ1 ≤ µ2. Finally, for a rational t in the negative zone,
t = −p˜/q, we will be interested in the total number of submodules in a given relaxed module. Whenever
there is at least one relaxed submodule, we have µ1 − µ2 ∈ K(t) (hence, in particular, µ1 − µ2 ∈ Q); in
fact, already for µ1 − µ2 ∈ K(t), we can write
|µ1 − µ2| = p˜ξ + ζ + η
p˜
q (3.1)
where, in general, 0 ≤ ζ < p˜, 0 ≤ η < q, and ξ ∈ N0, with ξ
2 + ζ2 6= 0, ξ2 + η2 6= 0, and ξ2 + η2 + ζ2 6= 1.
Then ξ is responsible for the number of submodules, as we will see in each of the particular cases.
An important remark is in order regarding how we divide the set of (µ1, µ2, t) into different cases. One
may classify the different embedding diagram patterns using, among others, the same criterion as in [FF],
where the cases were singled out according to the number of integral points on a certain line in the (µ1−µ2, t)
plane. Instead, we have chosen a more ‘direct’ classification according to the values of µ1, µ2, etc. However,
the price to be paid is that we have to explicitly point out that some of the diagrams with negative rational
t — namely, those in which there are a ‘minimal’ number of submodules — are identical to the irrational-t
diagrams, where the very fact that t /∈ Q implies that only the ‘minimal’ number of submodules be possible.
That is, while the generic situation for the rational t is that there exists a chain of embedded submodules,
this chain becomes finite in the negative zone and, moreover, may contain at most one submodule of each
kind when ξ = 0, 1, 2, 3 in Eq. (3.1). We believe that this obvious fact does not confuse the classification of
different degeneration patterns, therefore we will characterize the I-II-III cases by the ‘generic’ conditions
(e.g., t /∈ Q). To be completely explicit, however, we will also point out such ‘small-ξ exceptions’ explicitly.
17
Now, the classification is as follows.
I: µ1 − µ2 /∈ K(t). The simple diagrams shown in (3.2) and (3.3) exhaust the possibilities that can occur
in this case. Namely, the different cases are as follows:
I(0): µ1 /∈ Z, µ2 /∈ Z. This is the trivial case, the embedding diagram consisting of the lonely relaxed
module.
I(1): µ1 ∈ Z, µ2 /∈ Z or µ1 = µ2 ∈ Z. In this case we have a single Verma or a twisted Verma
submodule:
I(1,−): a Verma module if µ1 ∈ −N, or
I(1,+): a twisted Verma module if µ1 ∈ N0,
which is embedded via a charged singular vector, Eq. (3.2).
I(2): µ1 ∈ Z, µ2 ∈ Z, µ1 6= µ2. Whenever µ1 · µ2 > 0, we have one of the following two ‘mirror-
symmetric’ cases depending on whether µ1 and µ2 are negative or positive:
I(2,−−): µ1, µ2 ∈ −N, the first diagram in (3.3).
I(2,++): µ1, µ2 ∈ N0, the second diagram in (3.3).
If, on the other hand, µ1 and µ2 are of different signs, we have
I(2,−+): µ1 ∈ −N, µ2 ∈ N0, with the third diagram in (3.3).
II: µ1−µ2 ∈ K(t), t /∈ Q. The first condition guarantees that there exists at least one relaxed submodule;
on the other hand, t /∈ Q implies that there will be not more than one relaxed submodule.
II(0): µ1 /∈ Z, µ2 /∈ Z. In this case we have the first of the diagrams (3.4). In addition, this diagram
can be viewed as a particular case of some of the diagrams of case III (those with rational t),
namely with t = − p˜q and |µ1 − µ2| as in (3.5).
II(1): µ1 ∈ Z, µ2 /∈ Z. In this case, we have the respective diagrams (3.4), depending on the sign
of µ1:
II(1,−): µ1 ∈ −N,
II(1,+): µ1 ∈ N0.
These two diagrams are mirror-symmetric in the obvious sense.
In addition, the same diagram can be viewed as a particular case of some of the embedding
diagrams of the rational-t case III, namely those where t = − p˜q and |µ1 − µ2| is as in (10).
III: µ1 − µ2 ∈ K(t), t ∈ Q. This case comprises all the most interesting embedding diagrams.
III±: µ1 − µ2 /∈ Z, (µ1 − µ2)/t /∈ Z. We then have the following cases:
III±(0): µ1 /∈ Z, µ2 /∈ Z. This corresponds to the double-chain (3.7) of relaxed modules. The
chain is finite or infinite depending on whether t is negative/positive. In either case, the
structure of the embedding diagram of the relaxed module repeats [FST] the structure
of the embedding diagram of the auxiliary Verma module.
III±(1): µ1 ∈ Z, µ2 /∈ Z. Depending on the sign of µ1, we have one of the following ‘mirror-
symmetric’ cases:
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III±(1,−): µ1 ∈ −N, diagram (3.9). Embeddings via charged singular vectors (the hor-
izontal arrows) repeat for every relaxed module in the diagram. Again, the
Verma dots are placed on the left of the boxes representing relaxed mod-
ules, in accordance with how the Verma modules are embedded via charged
singular vectors into the relaxed module, see (2.17).
III±(1,+): µ1 ∈ N0. We have diagram (3.10) with the open dots representing twisted
Verma modules. In view of how the twisted Verma submodules appear in
relaxed modules, see (2.19), the twisted-Verma modules are drawn on the
right of the relaxed ones.
III0±: Either (µ1 − µ2 ∈ Z, (µ1 − µ2)/t /∈ Z) or (µ1 − µ2 /∈ Z, (µ1 − µ2)/t ∈ Z).
III0±(0): µ1 /∈ Z, µ2 /∈ Z, with the embedding diagram (3.11). One of the following two things hap-
pens in the auxiliary Verma module, with the same effect on the embedding diagram of
relaxed modules: (a) the auxiliary Verma-module embedding diagram degenerates into
a single-chain (whenever (µ1−µ2)/t ∈ Z); (b) it acquires embeddings via MFF
+(r, 1, t)
singular vectors (whenever µ1 − µ2 ∈ Z, see Part 2 of Theorem 2.6). In either case, the
‘relaxed’ double-chain (3.7) collapses to a single chain (3.11).
III0±(1): µ1 ∈ Z, µ2 /∈ Z. This means that µ1 − µ2 /∈ Z, hence we should have (µ1 − µ2)/t ∈ Z.
Then there are two possibilities:
III0±(1,−): µ1 ∈ −N, diagram (3.12);
III0±(1,+): µ1 ∈ N0, the embedding diagram being the vertical mirror of (3.12), with the
replacement •❀ ◦.
As can be seen, the single-chain of relaxed modules is in this case due to the fact that
the Verma embedding diagram is also a single chain (because of (µ1 − µ2)/t ∈ Z); as
usual, µ1 ∈ Z implies that the Verma and the ‘relaxed’ diagrams are attached to each
other by embeddings via charged singular vectors.
III0±(2): µ1 ∈ Z, µ2 ∈ Z. Since µ1 − µ2 ∈ Z, we should have (µ1 − µ2)/t /∈ Z. Then, there are
the following cases depending on the signs of µ1 and µ2:
III0±(2,−−): µ1 ∈ −N, µ2 ∈ −N, with the diagram (3.13), in which each pair of Verma
modules on the same level (i.e., with one embedded into the other by an
MFF+(r, 1, t) singular vector) correspond to one relaxed module.
III0±(2,++): µ1 ∈ N0, µ2 ∈ N0. We have a vertical mirror of (3.13), with the Verma
modules replaced by spectral-flow-transformed Verma modules with θ = 1.
III0±(2,−+): µ1 ∈ −N, µ2 ∈ N0, diagram (3.32). This case is considerably different from
the previous ones, since two charged singular vectors in the relaxed module
appear on different sides of the highest-weight vector. Thus, both Verma
and twisted-Verma submodules are present simultaneously.
III00± : µ1−µ2 ∈ Z, (µ1−µ2)/t ∈ Z. Setting t =
p
q , we have (µ1−µ2)/t ∈ Z if and only if (µ1−µ2)/p ∈ Z.
III00± (0): µ1 /∈ Z, µ2 /∈ Z. The embedding diagram is a single-chain as in (3.11). However, in
the negative zone, the diagram is half that long as (3.11), which is in accordance with
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the ‘double’ degeneration taking place in the auxiliary Verma module, where one has a
single-chain of Verma modules, with two modules embedded on each level.
III00± (2): µ1 ∈ Z, µ2 ∈ Z. Whenever µ1 · µ2 > 0, we have one of the following two possibilities:
III00± (2,−−): µ1 ∈ −N, µ2 ∈ −N, diagram (3.35), where the Verma dots make up the
‘doubly-degenerate’ embedding diagram as the one mentioned in III00± (0).
In the negative zone (t < 0), where the embedding diagram is finite, we can
further distinguish the following two cases depending on how the modules
arrange near the bottom of the embedding diagram:
i) (µ1 − µ2)/p is odd, in which case the embeddings terminate as in the
first diagram in (3.37).
ii) (µ1 − µ2)/p is even, in which case the embeddings terminate as in the
second diagram in (3.37).
In the case where µ1 = µ2 (which is possible only when t > 0), a special
subcase is described by diagram (3.36).
III00± (2,++): µ1 ∈ N0, µ2 ∈ N0. The embedding diagram is the mirror of (3.35), with
Verma modules replaced by twisted Verma modules. In the negative zone,
in complete similarity with III00± (2,−−), we can distinguish two cases,
i) (µ1 − µ2)/p odd,
ii) (µ1 − µ2)/p even,
which, again, are the mirror of (3.37), and similarly with the special case
where µ1 = µ2.
If, on the other hand, µ1 · µ2 < 0, we have the following case:
III00± (2,−+): µ1 ∈ −N, µ2 ∈ N0. We have the embedding diagram (3.40), where the
pairs of Verma modules are at the same level as the corresponding pair of
twisted Verma modules. In the negative zone, the diagram is finite and we
have two possibilities of its structure near the bottom, shown in (3.41):
i) (µ1 − µ2)/p is odd,
ii) (µ1 − µ2)/p is even. Then the Verma modules with the antidominant
weights are not embedded by charged singular vectors into any relaxed
module—there is no relaxed module at the bottom level in the diagram.
In the particular case where, in addition to the requirements specified
above, µ2 − µ1 = 2p˜, with t = −
p˜
q for p˜, q ∈ N, we have the ‘exceptional’
diagram (3.42) with no relaxed submodules.
The above cases are summarized in the Table, where we include references to the corresponding dia-
grams. We now list the corresponding embedding diagrams and comment on their structure.
3.2 The diagrams
Notations. The arrows are always drawn in the direction from the parent module to the child (embedded)
module. The filled dots • denote the usual Verma modules, the open dots ◦ are the twisted Verma modules
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µ1, µ2 /∈ Z µ1 ∈ Z, µ2 /∈ Z µ1, µ2 ∈ Z
µ1 · µ2 > 0 µ1 · µ2 < 0
µ1−µ2 /∈ K(t),
I(0), Eq. (3.2) I(1), Eq. (3.2)
I(2,−−) and
I(2,++), Eq. (3.3) I(2,−+), Eq. (3.3)
µ1−µ2 ∈ K(t),
t /∈ Q II(0), Eq. (3.4) II(1), Eq. (3.4) — —
µ1−µ2 ∈ K(t),
t ∈ Q,
µ1 − µ2 /∈ Z,
(µ1−µ2)/t /∈ Z
III±(0), Eq. (3.7) III±(1), Eq. (3.9)
and (3.10)
— —
µ1−µ2 ∈ K(t),
t ∈ Q,
µ1 − µ2 ∈ Z,
(µ1−µ2)/t /∈ Z III
0
±(0),
— III0±(2,−−),
Eq. (3.13),
and III0±(2,++)
III0±(2,−+),
Eq. (3.32)
µ1−µ2 ∈ K(t),
t ∈ Q,
µ1 − µ2 /∈ Z,
(µ1−µ2)/t ∈ Z
Eq. (3.11)
III0±(1),
Eq. (3.12)
— —
µ1−µ2 ∈ K(t),
t ∈ Q,
µ1 − µ2 ∈ Z,
(µ1−µ2)/t ∈ Z
III00± (0) — III
00
± (2,−−),
Eq. (3.35),
and III00± (2,++)
III00± (2,−+),
Eq. (3.40)
Table 1: Classification of the embedding diagram patterns. For brevity, the notation µ1µ2 < 0 is used for
the column that also includes the cases where µ1 = 0 and µ2 < 0, and similarly with µ1µ2 > 0, where it
may be the case that µ1 = 0 and µ2 > 0.
with the twist parameter θ = 1, and are the relaxed modules. Embeddings of Verma modules and of
twisted Verma modules into relaxed modules associated with charged singular vectors are shown with
horizontal arrows, because the highest-weight vector of the Verma submodule (see (2.17)) and that of
the twisted Verma submodule (see (2.19)) are on the same level as the relaxed highest-weight vector.
Then, we also have to use horizontal arrows to represent the embeddings of Verma modules into each
other performed by the MFF+(r, 1, t) singular vectors and, similarly, for the embeddings of twisted Verma
modules performed by the MFF−(r, 1, t) singular vectors. Moreover, in accordance with how the Verma- and
twisted Verma submodules appear in relaxed modules (see (2.17) and (2.19)), we place the Verma modules
on the left, and the twisted Verma modules, on the right of the symbol designating the relaxed module into
which they are embedded via a charged singular vector. Then the x-coordinate in the embedding diagrams
can qualitatively be associated with the J00 -charge of highest-weight vectors
10.
10Although we do not indicate them explicitly, the (charge, level) coordinates are not difficult to specify for each module in
every embedding diagram, for instance by taking the relevant parameters from the standard Verma embedding diagrams and
then applying the above Theorems in order to translate these into the µ1 and µ2 parameters of each of the relaxed modules.
21
I. µ1 − µ2 /∈ K(t). In the cases where (µ1 /∈ Z, µ2 /∈ Z), (µ1 ∈ −N, µ2 /∈ Z), and (µ1 ∈ N0, µ2 /∈ Z), we
have the following simple diagrams, respectively:
I(0)
•✛
I(1,−) I(1,+)
◦✲
(3.2)
The second and the third diagram also describe the case of µ1 = µ2 ∈ Z. Note that, in the I(1,±) cases,
taking the quotient with respect to the Verma submodule embedded via the charged singular vector, we
are left with an irreducible (twisted) Verma module, in accordance with the fact that the Verma-module
spin j is such that 2j + 1 = µ1 − µ2 /∈ K(t).
Whenever both µ1 and µ2 are (distinct) integers, the diagrams are as follows:
•✛ •✛
I(2,−−)
✲◦ ✲◦
I(2,++)
◦• ✲✛
I(2,−+)
(3.3)
for (µ1, µ2 ∈ −N), (µ1, µ2 ∈ N0), and (µ1 ∈ −N, µ2 ∈ N0), respectively.
As regards the cases shown in (3.3), it may be useful to explicitly solve the conditions (µ1− µ2 /∈ K(t),
µ1 − µ2 ∈ Z). We thus find that either t /∈ Q or t ∈ Q−, t = −
p˜
q , |µ1 − µ2| ≤ p˜.
II. µ1 − µ2 ∈ K(t), t /∈ Q. When none or precisely one of µ1 and µ2 is an integer, we have the diagrams
(in the cases where (µ1 /∈ Z, µ2 /∈ Z), (µ1 ∈ −N, µ2 /∈ Z), and (µ1 ∈ N0, µ2 /∈ Z), respectively):
❄
II(0)
•
•
❄
✛
❄✛
II(1,−)
❄
◦✲
◦
❄✲
II(1,+) (3.4)
Diagrams II(1,−) and II(1,+) are mirror-symmetric in the obvious sense, which is in fact the general relation
between the (1,−) and (1,+) embedding diagrams. In the diagrams, we place the submodules embedded
via charged singular vectors with µ1 ∈ −N on the left of the relaxed module in accordance with how such
a charged singular vector actually appears in the relaxed module, Eq (2.17). Similarly (see (2.19)), the
twisted Verma submodules embedded via charged singular vectors with µ1 ∈ N0 are shown on the right of
the relaxed module.
The same extremal diagrams occur for the rational negative t = − p˜q and for µα /∈ Z such that
± (µ1 − µ2) =

p˜+ ζ , 0 < ζ < p˜ ,
ω + η p˜q , 0 < ω ≤ p˜, 0 < η < q ,
2p˜ ,
3p˜
=⇒ diagram II(0) (3.5)
and for µ1 ∈ Z, µ2 /∈ Z such that
|µ1 − µ2| = ω + η
p˜
q , 0 < ω ≤ p˜ , 0 < η < q , =⇒ diagrams II(1) . (3.6)
Again, taking the quotient of, e.g., the II(1,+) diagram with respect to the charged singular vector, we
are left with a Verma module M− 1
2
(µ2−µ1+1),t
, which has precisely one singular vector.
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III±(0). µ1−µ2 ∈ K(t), t ∈ Q, µ1−µ2 /∈ Z, (µ1−µ2)/t /∈ Z, µ1 /∈ Z, µ2 /∈ Z. In accordance with Part 1
of Theorem 2.6, we have the double-chain of relaxed modules
✑
✑
✑
✑✰
◗
◗◗s
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
...
...
III+(0)
✑
✑
✑
✑✰
◗
◗◗s
PPPPPP
✑
✑
✑
✑
✑
✑
. . .
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
❍❍❍❥
✑
✑
✑
✑✰
III−(0)
(3.7)
which, therefore, looks identical to the standard embedding diagrams of the ordinary Verma modules.
In the negative zone t ∈ Q−, the chain is finite. Since we have required µ1−µ2 /∈ Z and (µ1−µ2)/t /∈ Z,
we have
0 < ζ < p˜, 0 < η < q, ξ ∈ N0 (3.8)
in (3.1). Then the total number of embedded submodules in the III−(0) case is 2ξ+1 (ξ submodules in each
branch, plus the bottom one). Thus, the case where ξ = 0 may be placed into II(0), since the embedding
diagrams are then identical to those in (3.4). We leave it to the reader’s choice to either place the set of the
corresponding parameters (µ1, µ2, t = −
p˜
q ) with |µ1 − µ2| = ζ + η
p˜
q , 0 < ζ < p˜, 0 < η < q, into case II(0),
at the same time excluding it from the III−(0) case, or to be content with the understanding that, as the
number of relaxed submodules diminishes to 1, the embedding diagram becomes identical to the one for
irrational t (where 1 is the largest possible number of relaxed submodules).
Further degenerations can occur along two lines. First, whenever charged singular vectors appear
in the relaxed module, the entire Verma-module embedding diagram joins the above diagram (3.7), the
embeddings being given by charged singular vectors. In the case where the integer µ1 is positive, as we
have seen, the Verma module and hence all of the modules embedded into it are twisted by the spectral
flow transform with θ = 1. Second, the Verma-module embedding diagram may acquire a special form,
which would also affect the ‘relaxed’ embedding diagram, making it into a single chain. In addition, these
possibilities may occur simultaneously.
III±(1,−). t ∈ Q, (µ1 − µ2)/t /∈ Z, µ1 ∈ −N, µ2 /∈ Z. Then the correspondence between relaxed
submodules in Rµ1,µ2,t and the Verma submodules in the module generated from the charged singular
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vector is described in Parts 2 and 3a of Theorem 2.5. We have the following embedding diagram:
•
✑
✑
✑
✑✰
◗
◗◗s
•
•
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
•
•
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
•
•
...
...
✛
✑
✑
✑
✑✰
◗
◗◗s
✛
✛
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
✛
✛
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
✛
✛
...
...
(3.9)
which is finite or infinite depending on whether t < 0 (III−) or t > 0 (III+), respectively. The top Verma
module is the submodule in the relaxed module associated with a charged singular vector. Each of the sub-
sequent Verma modules is embedded via a charged singular vector into the corresponding relaxed module.
In the negative zone, the relaxed-module part of the diagram ends in the same way as in the correspond-
ing case in (3.7), and similarly with the Verma-module part of the diagram, the Verma module with the
antidominant weight is then embedded into the bottom relaxed module via a charged singular vector.
As in the above, in the special case where ξ = 0 in (3.1), the III−(1,−) diagram becomes that of
case II(1,−), Eq. (3.4). Thus, one could explicitly exclude from case III−(1) the parameters (µ1 ∈ Z, µ2 /∈
Z, t = − p˜q ) with |µ1 − µ2| = ζ + η
p˜
q , 0 < ζ < p˜, 0 < η < q, placing these in the II(1) case.
III±(1,+). µ1 − µ2 ∈ K(t), t ∈ Q, (µ1 − µ2)/t /∈ Z, µ1 ∈ N0, µ2 /∈ Z. This case, too, is described by
Parts 2 and 3a of Theorem 2.5. We have a diagram similar to the above, with Verma modules • replaced
by twisted-Verma modules ◦ (with the spectral parameter θ = 1).
✑
✑
✑
✑✰
◗
◗◗s
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
...
...
◦✲
✑
✑
✑
✑✰
◗
◗◗s
◦
◦
✲
✲
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
◦
◦
✲
✲
PPPPPPPPq
✑
✑
✑
✑
✑
✑
✑
✑✰❄
❄
◦
◦
✲
✲
...
...
(3.10)
This diagram, too, is finite in the III−(1,+) case, and infinite, in the III+(1,+) case (i.e., for t < 0 and
t > 0 respectively). Obviously, the case of ξ = 0 in (3.1) leaves us with the diagram II(1,+), Eq. (3.4).
As before, taking the quotient of Rµ1,µ2,t with respect to the charged singular vector amounts to
removing the ◦ dots and replacing → •. In this way, the remaining part of the embedding diagram
becomes that of the Verma module M− 1
2
(µ2−µ1+1),t
, which, of course, reproduces the standard result.
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III0±(0). µ1 − µ2 ∈ K(t), t ∈ Q, µ1 /∈ Z, µ2 /∈ Z, and, in addition, one but not both of the following
conditions satisfied: either µ1 − µ2 ∈ Z or (µ1 − µ2)/t ∈ Z. We then have a single-chain of relaxed
modules,
❄
❄
❄
...
III0+(0)
❄
...
❄
III0−(0)
(3.11)
That the single chain takes the place of the double chain can be explained in terms of the auxiliary Verma
module M. There, either the Verma-module embedding diagram becomes a single chain (in the case where
(µ1 − µ2)/t ∈ Z), in which case we still have the correspondence described in Part 1 of Theorem 2.6, or
the embedding diagram of the auxiliary Verma module contains pairs of Verma modules embedded onto
the same level; every such pair corresponds to one relaxed module, as described in Part 2 of Theorem 2.6.
In the negative zone, we use (3.1), where now η = 0, 0 < ζ < p˜ in the case where µ1 − µ2 ∈ Z, and
ζ = 0, 0 < η < q in the case where (µ1 − µ2)/t ∈ Z. In either case, we have ξ =
[
|µ1−µ2|
p˜
]
∈ N embedded
relaxed submodules. In the case where ξ = 1, the diagram ‘degenerates’ to that of II(0), Eq. (3.4),
therefore one may wish to explicitly exclude from III0−(0) the parameters (µ1, µ2, t = −
p˜
q ) such that either
|µ1 − µ2| = p˜+ ζ, 0 < ζ < p˜, or |µ1 − µ2| = p˜+ η
p˜
q , 0 < η < q (and with µα /∈ Z in both cases, obviously).
III0±(1,−). µ1−µ2 ∈ K(t), t ∈ Q, µ1 ∈ −N, µ2 /∈ Z, (µ1 −µ2)/t ∈ Z. This is a particular case described
in Part 1 of Theorem 2.6. The embedding diagram can be written in one of the following ways:
•✛PPPPPPPq•✛ ❄
✑
✑
✑
✑
✑
✑
✑✑✰•✛
❄
PPPPPPPPq•✛ ❄
✑
✑
✑✑
µ1 − µ2 < 0
•✛✏✏✏✏✏✏✏✮•✛ ❄
◗
◗
◗
◗
◗
◗
◗◗s
•✛
❄
✏✏✏✏✏✏✏✏✮•✛ ❄
◗
◗
◗◗
µ1 − µ2 > 0
(3.12)
These diagrams are of course isomorphic as embedding diagrams, however it may be helpful to associate the
x-coordinate in the Verma-part with the J00 -eigenvalue of the highest-weight vector in the corresponding
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modules; then, depending on whether µ1 − µ2 is positive or negative, the first Verma-module embedding
is performed by an MFF−(r, s, t) or an MFF+(r, s, t) vector, we have the first or the second of the above
diagrams, respectively. In fact, specifying precise x≡ charge coordinates for the highest-weight vector of
every module requires drawing the •-part of the diagrams as growing either wider or narrower as one moves
down, according to whether t > 0 or t < 0, respectively (which we do not do here).
The diagrams are finite in the negative zone (III0−(1,−)) and infinite, in the positive zone (III
0
+(1,−)).
The structure of the III0−(1,−)-diagram at the bottom is obvious. As in the corresponding case in III
0
±(0),
we have only one embedded relaxed submodule whenever ξ = 1 in the negative zone and, thus, the diagram
becomes that of II(1,−), Eq. (3.4). Again, whenever |µ1 − µ2| = p˜ + η
p˜
q with 0 < η < q, the parameters
(µ1 ∈ Z, µ2 /∈ Z, t = −
p˜
q ) may be removed from case III
0
−(1).
After taking the quotient over the charged singular vector and replacing → ◦ and then ‘untwisting’, we
obtain the embedding diagram of the quotient moduleM− 1
2
(µ2−µ1+1),t
, which is a single-chain in accordance
with the fact that (µ1 − µ2)/t ∈ Z.
III0±(1,+). µ1 − µ2 ∈ K(t), t ∈ Q, µ1 ∈ N0, µ2 /∈ Z, (µ1 − µ2)/t ∈ Z. In complete similarity with the
previous case, this one is also described in Part 1 of Theorem 2.6. The embedding diagram is a mirror of
the above with the Verma modules • replaced by twisted-Verma modules ◦. The diagrams are finite in
the negative zone (III0−(1,+)) and infinite, in the positive zone (III
0
+(1,+)). Clearly, ξ = 1 leaves with the
diagram II(1,+).
III0±(2,−−). µ1 − µ2 ∈ K(t), t ∈ Q, (µ1 − µ2)/t /∈ Z, µ1 ∈ −N, µ2 ∈ −N. This is described in Part 2
of Theorem 2.6. With µ1 and µ2 being integers of the same sign, there are two charged singular vectors
in the relaxed module on one side of the highest-weight vector. In the present case, with µ1 and µ2
both negative, the embedding diagram takes the following form, where the Verma part is nothing but the
standard double-chain embedding diagram with a part of the arrows drawn horizontal:
✛
❄✛
❄✛
❄✛
...
•✛
❄
•✛
❄
•✛
❄
•✛ ...
•
❏
❏
❏
❏
❏
❏
❏
❏
❏❫
❄
•
❏
❏
❏
❏
❏
❏
❏
❏
❏❫
❄
•
❏
❏
❏
❏
❏
❏❏
❄
•...
(3.13)
As usual, the diagram is finite or infinite depending on whether t < 0 (III0−(2,−−)) or t > 0 (III
0
+(2,−−))
26
respectively. In the negative zone, the structure of the embedding diagram near the bottom is as follows:
❄✛
❄✛
❄•✛
❄•✛
❏
❏
❏
❏❫
❏
❏
❏
❏
❏
❏
❏
❏❫
❄•
❄•
(3.14)
III0±(2,++). µ1 − µ2 ∈ K(t), t ∈ Q, (µ1 − µ2)/t /∈ Z, µ1 ∈ N0, µ2 ∈ N0. This time, µ1 and µ2 are both
positive, and the embedding diagram is obtained from (3.13)–(3.14) by replacing the Verma modules •
with twisted-Verma modules ◦ and placing them on the right of the relaxed modules (cf. (3.10)). Thus,
the diagram is a vertical mirror of (3.13) with •❀ ◦.
III0±(2,−+). µ1 − µ2 ∈ K(t), t ∈ Q, (µ1 − µ2)/t /∈ Z, µ1 ∈ −N, µ2 ∈ N. With µ1 and µ2 being
of different signs, there are charged singular vectors on different sides of the highest-weight vector of the
relaxed module. One of the charged singular vectors comes with the embedding diagram of Verma modules,
while the other contributes a similar (in fact, mirror-symmetric with respect to charge in the (charge, level)
coordinates) diagram of twisted-Verma modules. Superposition of these diagrams has a nontrivial effect
which we describe in two steps: We first draw a diagram showing all the relevant modules, but not all of
the embeddings. Then we describe the subtleties related to the embeddings as those in (2.37), after which
we draw the final embedding diagram (Eq. (3.32)), which may indeed look rather complicated.
The superposition of the Verma and twisted-Verma embedding diagrams looks as follows:
q
❄
❄
•
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•✛ •
❄
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•✛ •
❄
◗
◗
◗
◗
◗
◗
◗
◗
◗◗
❄•✛ •
◗
◗◗
❄
✛ ✲
✛ ✲
◦
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
❄◦
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑✰
❄
◦✲◦
❄
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
❄◦✲◦
❄
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑
❄◦✲◦
✑
✑
✑✑
(3.15)
where not all of the embeddings are yet shown. The three modules at the second level (assuming the top
level to be the first) are described by Part 2b of Theorem 2.8. We denote by C′−, R
′, and C′+ the Verma
module, the relaxed module, and the twisted Verma module at that level, respectively. Further down, there
are two Verma and two twisted-Verma modules embedded onto the same level (in the diagram, these are
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shown slightly displaced so as not to confuse the different arrows11). We introduce the notations C˜′′− and
C′′− for two Verma modules related by the embedding C
′′
− ⊂ C˜
′′
−, and also C˜
′′
+ ⊃ C
′′
+ for the twisted Verma
modules at a given level. Let also R′′ be the relaxed module at that level. If the J00 -charge of the highest-
weight vector of C′′− is j, then the charge of the highest-weight vector of C˜
′′
+ is j+1. Further, the J
0
0 -charge
of the ‘parent’ Verma module C˜′′− is j
′ > j and that of the ‘child’ twisted Verma module C′′+ is j
′ + 1.
Let us first describe the embedding of C′−, R
′, and C′+ into R ≡ Rµ1,µ2,t. The following analysis is a
direct consequence of [FST].12 In the positive zone t = pq > 0, the module C
′
− is embedded into C− by
singular vector |MFF+(r, s, t)〉 with r < p; in the negative zone, this is |MFF−(r, s, t)〉 with r < |p|; then
C′+ is embedded into C+ by |MFF
−,1(r, s, t)〉 (in the negative zone, by |MFF+,1(r, s, t)〉). The modules
C′− and C
′
+ are embedded into R
′ via charged singular vectors in accordance with Theorem 2.5 (Parts 3a
and 2). We, thus, have the extremal diagram
✲✛
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
✛
◗
◗
◗
◗s
✑
✑
✑
✑✰
✲
C− C+
⋆
✲✛
N+1
✲✛ −µ1 ✲✛ µ2+1
C′− C
′
+
(3.16)
Here, the relaxed module R′ can be generated from any of N = µ2 − µ1 + 2r (or, in the negative zone,
N = µ2 − µ1 − 2r) extremal states ∣∣g′(i)〉 , i = 1, . . . , N. (3.17)
between the two charged singular vectors. We can choose |g′(i+ 1)〉 = J+0 |g
′(i)〉 for 1 ≤ i ≤ N . Let also
|g′(0)〉 be the highest-weight state of the C′− submodule, and |g
′(N + 1)〉, the highest-weight state of C′+.
We know from [FST] that relation
J−0
∣∣g′(1)〉 = ∣∣g′(0)〉 (3.18)
can be inverted as ∣∣g′(1)〉 = (J−0 )−1∣∣g′(0)〉 , (3.19)
where the action of (J−0 )
−1 is defined in the spirit of (2.7) and |g′(1)〉 satisfies relaxed highest-weight
conditions. Such a |g′(1)〉 is unique. A similar construction starting with the highest-weight vector of C′+
allows us to define the extremal states∣∣g′+(N)〉 = (J+0 )−1∣∣g′+(N + 1)〉 , ∣∣g′+(i)〉 = (J−0 )N−i∣∣g′+(N)〉 . (3.20)
Then it follows from the results of [FST] that∣∣g′(i)〉 = a′(i)∣∣g′+(i)〉 , 1 ≤ i ≤ N , a′(i) 6= 0 , (3.21)
11and, for the same reason, the relaxed modules are drawn outside the Verma/twisted-Verma part of the diagram.
12The difference of our present approach from that of [FST] is that we are now interested in describing all submodules in a
given relaxed module and in finding the sequence in which submodules are embedded into one another, whereas the (simpler)
problem addressed in [FST] was to give the configuration of submodules that occur ‘somewhere’ inside the relaxed module as
soon as the parameters (in our present conventions) µ1, µ2, and t admit a certain representation involving several integers.
28
where a′(i) depends also on t, µ1, µ2, and r.
Let now R′′ be the relaxed module that is the third from the top in (3.15). The embedding ι′′ : R′′ →֒ R′
is described precisely as the embedding ι′ : R′ →֒ R, the only difference being that µ1, µ2, and r have to
be replaced with µ′1, µ
′
2, and r
′ such that µ′2 − µ
′
1 = N , r
′ = |p| − r, and N ′ = N + 2r′ (or N ′ = N − 2r′
in the negative zone), where t = pq . Among four (twisted) Verma modules C
′′
− ⊂ C˜
′′
− and C˜
′′
+ ⊃ C
′′
+ that
are embedded onto the same level as R′′, C′′− and C
′′
+ are embedded into R
′′ via charged singular vectors.
Thus, we simply rewrite the above extremal diagram in the modified notations:
✲✛
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗◗s
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑✰
✛
◗
◗
◗◗s
✑
✑
✑✑✰
✲
C′− C
′
+
⋆
✲✛
N ′+1
✲✛ −µ
′
1 ✲✛ µ
′
2+1
C′′− C
′′
+ (3.22)
We now have, in complete similarity with the above,
|g′′(1)〉 = (J−0 )
−1|g′′(0)〉 , |g′′(i)〉 = (J+0 )
i−1|g′′(1)〉 , (3.23)
|g′′+(N
′)〉 = (J+0 )
−1|g′′+(N
′ + 1)〉, |g′′+(i)〉 = (J
−
0 )
N ′−i|g′′+(N
′)〉, (3.24)
|g′′(i)〉 = a′′(i)|g′′+(i)〉 . (3.25)
Let now |G(i)〉 = ι |g′′(i)〉 be the image of |g′′(i)〉 under the embedding ι = ι′◦ι′′ : R′′ →֒ R; in particular,
|G(0)〉 and |G(N ′ + 1)〉 are the highest-weight vectors of the embedding of C′′− and C
′′
+, respectively.
From the embedding diagrams of the Verma module C− (respectively, C+) we see that there actually
exists the submodule C˜′′− (resp., C˜
′′
+) at the same level as C
′′
− (resp., C
′′
+) such that C
′′
− ⊂ C˜
′′
− (resp., C
′′
+ ⊂ C˜
′′
+).
Moreover, these are embedded into R as follows (with the highest-weight vector of each module shown, for
convenience, by the same symbol as the corresponding module in the embedding diagram)
• ◦
• ◦
✲✛
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
C− C+
C′− C
′
+
✲✛−µ1 ✲✛ µ2+1
✲✛
◗
◗
◗
◗
◗
◗
◗s
✑
✑
✑
✑
✑
✑
✑✰
• ◦◦•✛ ◗
◗
◗
◗◗s
◗
◗
◗
◗◗s
C′′− C˜
′′
+
✲✛
1 ✲✛
1
✑
✑
✑
✑✑✰
✑
✑
✑
✑✑✰
✲
C′′+C˜′′− (3.26)
where distance 1 is in the units of the J00 -charge. This has the following drastic effect on the solutions to
the analogue of Eq. (3.18), J−0 |X〉 = |G(0)〉 (where |X〉 is to satisfy relaxed highest-weight conditions).
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The solution is not unique, since one can add a vector proportional to the highest-weight vector of C˜′′+;
conversely, any two solutions (satisfying, in addition, the relaxed highest-weight conditions) differ by a
vector proportional to the highest-weight state of C˜′′+. The appearance of submodule C˜
′′
− has a similar
effect on representing |G(N ′ + 1)〉 (which is the highest-weight vector of C′′+) as J
+
0 acting on another vector
satisfying relaxed highest-weight conditions.
We can define (J−0 )
−1 |G(0)〉 to be a vector inside the C˜′′− Verma module, and similarly for the vector
|G(N ′)〉:
|G−(1)〉 = (J
−
0 )
−1|G−(0)〉 ∈ C˜
′′
− ,
∣∣G+(N ′)〉 = (J+0 )−1∣∣G+(N ′ + 1)〉 ∈ C˜′′+ (3.27)
Setting now
|G−(i)〉 = (J
+
0 )
i−1|G−(1)〉 ∈ C˜
′′
− , |G+(i)〉 = (J
−
0 )
N ′−i
∣∣G+(N ′)〉 ∈ C˜′′+ , (3.28)
we have
ι
∣∣g′′(i)〉 ≡ |G(i)〉 = |G−(i)〉+ a′′(i)|G+(i)〉 , i = 1, . . . , N ′ , (3.29)
where a′′(i) are as in (3.25). This defines the embedding
R′′ →֒ C˜′′− ⊕ C˜
′′
+ (3.30)
on the extremal states and, hence, on any vector from R′′. At the same time,
R′′ ∩ C˜′′− = C
′′
− , R
′′ ∩ C˜′′+ = C
′′
+ . (3.31)
This situation repeats at every subsequent level in (3.15). Thus, in addition to the embeddings of C′′−
and C′′+ into R
′′ performed by charged singular vectors, there is embedding (3.30) of R′′ into the direct
sum. Taking all this into account, we finally complete (3.15) to the following embedding diagram:
q
❄
∗ ③
②
✛
❄
∗ ③
②
✛
∗ ③
②
✛
•
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•✛ •
❄
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
❄•✛ •
❄
◗
◗
◗
◗
◗
◗
◗
◗
◗◗
❄•✛ •
◗
◗◗
❄
✛ ✲
✛ ✲
◦
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
❄◦
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑✰
❄◦✲◦
❄
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
❄◦✲◦
❄
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✑
❄◦✲◦
✑
✑
✑✑
(3.32)
Here, the frame around the respective Verma and twisted-Verma modules represents the direct sum of
these modules. Accordingly, an arrow drawn from that frame (symbolized by a ∗) to the corresponding
relaxed module indicates that the relaxed module is embedded into the direct sum. On the other hand,
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the relaxed module has two submodules associated with charged singular vectors, as shown by the arrows
drawn from the relaxed module.
The diagram is finite for III0−(2,−+) and infinite, for III
0
+(2,−+). In the negative zone, where t = −p˜/q
with p˜, q ∈ N, Eq. (3.1) now takes the form
µ2 − µ1 = ξp˜+ ζ , ξ ∈ N , 1 ≤ ζ < p˜ . (3.33)
As in all of the III0− cases, the number of the embedding levels (≡ the number of relaxed modules except
the top one) is ξ =
[
|µ1−µ2|
p˜
]
. In the negative zone, further, the structure of the Verma and twisted-Verma
parts of the embedding diagram near the bottom is as follows:
❏
❏
❏
❏
❏
❏
❏
❏
❏❫
❏
❏
❏
❏
❏❫❄ ❄• ✲•
❄ ❄• ✲•
✡
✡
✡
✡
✡
✡
✡
✡
✡✢
✡
✡
✡
✡
✡✢❄ ❄◦✛ ◦
❄ ❄◦✛ ◦
(3.34)
In the units of the J00 -charge, the distance between the two bottom •-modules in (3.34) is ζ for ξ even and
(p˜ − ζ) for ξ odd; the distance between the adjacent • and ◦ modules is always 1. Every quadruple of
(twisted) Verma modules is related to the relaxed module at the same level as explained above.
III00± (0). µ1 − µ2 ∈ K(t), t ∈ Q, µ1 − µ2 ∈ Z, µ1 /∈ Z, (µ1 − µ2)/t ∈ Z. This case is covered by Part 2 of
Theorem 2.6. We have the diagram of the same form as in (3.11). However, in the negative zone, where
the diagrams are finite, the III00± (0)-diagram is half that long as the III
0
±(0)-diagram. In terms of Eq. (3.1),
we now have ζ = η = 0, therefore |µ1 − µ2| = p˜ξ, ξ ≥ 2, the number of embedded modules being
[
ξ
2
]
. This
time, we have small-ξ ‘exceptions’ at ξ = 2 and ξ = 3. Thus, the triples (µ1 /∈ Z, µ2 /∈ Z, t = −
p˜
q ) with
|µ1 − µ2| equal to either 2p˜ or 3p˜ may be excluded from the III
00
− (0) case and placed into II−(0).
III00± (2,−−). t ∈ Q, µ1 ∈ −N, µ2 ∈ −N, (µ1 − µ2)/t ∈ Z. We are again in the situation described by
part 2 of Theorem 2.6. In this case, we have the embedding diagram
✛
❄✛
❄✛
•✛
•✛
•✛
•
❅
❅
❅
❅❘•
❅
❅
❅
❅❘•
❅
❅❅ (3.35)
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which can be viewed as a degeneration of diagrams (3.13) and/or (3.12). It is finite or infinite depending
on whether t is negative or positive respectively. In the case where µ1 = µ2, t > 0, the upper floor is
somewhat changed:
✛
❄✛
❄
•✛
•
❆
❆
❆❆❯•
❆
❆❯
(3.36)
In the negative zone, the structure of diagram (3.35) near the bottom depends on whether ξ ≡ (µ1 −
µ2)/p˜ is odd or even:
❄
❅
❅
❅
❅
❅❘•✛ •✛
(µ1 − µ2)/p odd
❄
❅
❅
❅
❅
❅❘•✛
(µ1 − µ2)/p even
(3.37)
The distance (in the units of the J00 -charge) between two •-modules related by the charged singular vectors
in the bottom floor of the first of these diagrams is p˜.
III00± (2,++). t ∈ Q, µ1 ∈ N0, µ2 ∈ N0, (µ1 − µ2)/t ∈ Z. In this case, the embedding diagrams are the
mirror-transform of the III00± (2,−−) ones, with the Verma modules replaced by twisted-Verma modules.
III00± (2,−+). t ∈ Q, µ1 ∈ −N, µ2 ∈ N0, (µ1 − µ2)/t ∈ Z. This case can be considered as a further
degeneration of diagram (3.32). First, the charged singular vectors give rise to the Verma and twisted-
Verma embedding diagrams which superpose as follows:
•PPPPPPPPPPPPPPq•✛ •PPPPPPPPPPPPPPq•✛ •PPPPPPPPPPPPPPq•✛ •PPPPP
✛ ✲ ◦✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏
(3.38)
which does not show the relaxed modules and some of the embeddings yet ! As in case III0±(2,−+), there
are two Verma and two twisted-Verma modules all at the same level, which are shown somewhat displaced
vertically in order to distinguish between the different arrows. The highest-weight vectors of the corre-
sponding pairs of Verma and twisted Verma modules are separated by the distance of J00 -charge 1. In what
follows, we denote by C− and C+ the Verma and the twisted Verma module, respectively, generated from
the corresponding charged singular vector.
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Now, let us describe the relaxed modules that are not yet shown in the above diagram. Since µ2−µ1 is
now a multiple of p (where t = pq ), we see from the standard Verma embedding diagram that the first two
submodules in Verma module C− are C˜
′′
− and C
′
− such that they are related by C
′
− ⊂ C˜
′′
− and are embedded
on the same level in C− (hence, by Theorem 2.5, on the same level in R). We have the extremal diagram
⋆ ✲✛
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
C− C+
✛
◗
◗
◗
◗◗s
◗
◗
◗
◗◗s
C′− C˜
′′
+
✲✛
1 ✲✛
1
✑
✑
✑
✑✑✰
✑
✑
✑
✑✑✰
✲
C′+C˜′′−
(3.39)
This picture—the grouping of (twisted) Verma submodules into quadruples—is reproduced for every level
except, possibly, the bottom one in the negative zone (see below). As in case III0±(2,−+), the relaxed
module R′′ at every level is embedded into the direct sum of the corresponding C˜′′− and C˜
′′
+, with R
′′∩ C˜′′− =
C′− and R
′′ ∩ C˜′′+ = C
′
+. Thus, the embedding diagram reads as
❄
q∗ ③
②
✛
❄
③
②
✛∗
③
②
✛∗
•PPPPPPPPPPPPPPq•✛ •PPPPPPPPPPPPPPq•✛ •PPPPPPPPPPPPPPq•✛ •PPPPP
✛ ✲ ◦✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏✏✏✏✏✏✏✏✏✏✮ ◦✲◦ ✏✏✏✏✏✏
(3.40)
This is finite or infinite depending on whether t is negative or positive respectively. In the negative
zone where t = − p˜q , the diagram terminates differently depending on whether (µ1 − µ2)/p˜ is odd or even:
✏✏✏✏✏✏✏✏✏✏✏✮
•✛•
PPPPPPPPPPPq ◦✲◦
(µ1 − µ2)/p odd
❅
❅
❅❅❘•
 
 
  ✠◦
(µ1 − µ2)/p even
③
②
✛ ❄∗
(3.41)
In the second case, there is no relaxed module in the bottom floor, as described in Part 3b of Theorem 2.5.
The distance between the two Verma modules (as well as between two twisted Verma modules) in the
first of these diagrams is p˜, while the distance between the adjacent Verma and twisted Verma modules is
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always 1. When ξ = 2 in (3.1), we now have µ2 − µ1 = 2p˜ and the embeddings terminate already at the
second level. The embedding diagram then takes the following exceptional form:
✛ ✲•
❅
❅
❅
❅❘
◦
 
 
 
 ✠◦• (3.42)
The structure of the module is easily understood in terms of the extremal diagram
⋆ ✲✛ ◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
C− C+
✛
◗
◗
◗
◗◗s
✲
✑
✑
✑
✑✑✰
✲✛
1
(3.43)
Thus, there are no states that would generate a relaxed submodule, instead the lower floor consists of a
direct sum of the Verma and the twisted Verma modules. However, this configuration corresponds to a
zero of the Kacˇ determinant [BFK]; in fact, there are as many states on that level satisfying the relaxed
highest-weight conditions as in a relaxed module.
4 The N=2 side: Massive and topological Verma modules
In this section, we introduce Verma-like modules over the N =2 superconformal algebra—the massive
and topological Verma modules. We then explain how the embedding diagrams constructed in the previous
section can be read in the N=2 terms, as the embedding diagrams of massive N=2 Verma modules (while
the topological Verma-module embedding diagrams are isomorphic to the standard embedding diagrams
of ŝℓ(2) Verma modules). This does not cover the embedding diagrams of N=2 modules with the central
charge c = 3, which are considered separately in Sec. 4.6.
4.1 The N=2 algebra
The N=2 superconformal algebra contains two fermionic currents, Q and G, in addition to the Virasoro
generators L and the U(1) current H. The commutation relations can be chosen as
[Lm,Ln] = (m− n)Lm+n , [Hm,Hn] =
C
3mδm+n,0 ,
[Lm,Gn] = (m− n)Gm+n , [Hm,Gn] = Gm+n ,
[Lm,Qn] = −nQm+n , [Hm,Qn] = −Qm+n ,
[Lm,Hn] = −nHm+n +
C
6 (m
2 +m)δm+n,0 ,
{Gm,Qn} = 2Lm+n − 2nHm+n +
C
3 (m
2 +m)δm+n,0 ,
m, n ∈ Z . (4.1)
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The element C is central; in representations, we will not distinguish between C and its eigenvalue c ∈C,
which it will be convenient to parametrize as c = 3 t−2t with t∈C \ {0}. Then, however, the special point
c = 3 requires an additional investigation. The central charge appears as the anomaly of the H current
rather than in the Virasoro commutation relations, which is simply a matter of choosing the basis in the
algebra.
The spectral flow transform [SS, LVW], which acts as
Uθ :
Ln 7→ Ln + θHn +
c
6(θ
2 + θ)δn,0 , Hn 7→ Hn +
c
3θδn,0 ,
Qn 7→ Qn−θ , Gn 7→ Gn+θ ,
(4.2)
produces isomorphic images of the above algebra. The family of algebras thus obtained includes the Neveu–
Schwarz and Ramond N=2 algebras, as well as the algebras in which the fermion modes range over ±θ+Z,
θ ∈ C. Any ‘invariant’ assertion regarding representations of the algebra (4.1) is therefore valid for any of
the spectral-flow-transformed algebras as well. The spectral flow transform is an automorphism for θ ∈ Z.
4.2 Massive N=2 Verma modules
A massive Verma module Uh,ℓ,t is freely generated by the generators L−m, H−m, G−m, m ∈ N, and
Q−m, m ∈ N0 from a massive highest-weight vector |h, ℓ, t〉 satisfying the following set of highest-weight
conditions:
Q≥1 |h, ℓ, t〉 = G≥0 |h, ℓ, t〉 = L≥1 |h, ℓ, t〉 = H≥1 |h, ℓ, t〉 = 0 ,
H0 |h, ℓ, t〉 = h |h, ℓ, t〉 , L0 |h, ℓ, t〉 = ℓ |h, ℓ, t〉 .
(4.3)
Using the bigrading implied by (charge, level), or more precisely, by the eigenvalues of (−H0, L0), the
extremal diagram of the massive Verma module reads as
∗
∗
⋆ ∗
∗
∗
✁
✁
✁
✁✁☛
 
 ✠
✲
❅
❅❘
❆
❆
❆
❆❆❯
G−2
G−1
Q0
Q−1
Q−2
|h,ℓ,t〉
...
... (4.4)
It has the shape of a parabola for the simple reason that, once one has acted on the highest-weight vector
with, say, Q0, applying the same operator once again would give identical zero, and ‘the best one can do’
to construct a state with the extremal bigrading is to act with the Q−1 mode, etc.
An important fact is that all of the states on the extremal diagram satisfy the annihilation conditions
Q−θ+m+1 ≈ Gθ+m ≈ Lm+1 ≈ Hm+1 ≈ 0 , m ∈ N0 (4.5)
for θ ranging over the integers, from −∞ in the left end to +∞ in the right end of the parabola13. Further,
13Anticipating the discussion in Sec. 4.4, it is instructive to compare (4.4) with relaxed-ŝℓ(2) extremal diagram (2.12). There,
all of the extremal states satisfy the same annihilation conditions. This difference between the behaviour of ŝℓ(2) and N =2
extremal diagrams is the source of several complications arising on the N=2 side, even though, as we will see in Sec. 4.4, the
two representation theories are essentially isomorphic.
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there can be two different types of Verma submodules in Uh,ℓ,t, which can conveniently be represented as
or
•
(4.6)
In the first case, we have a massive Verma submodule, all of the states on its extremal diagram satisfying
annihilation conditions (4.5), while in the other case there is a distinguished state, namely the one that
satisfies twisted topological highest-weight conditions, which we consider in the next subsection.
4.3 Topological N=2 modules
The twisted topological highest-weight vector |h, t; θ〉top satisfies the annihilation conditions
Q−θ+m|h, t; θ〉top = Gθ+m|h, t; θ〉top = Lm+1|h, t; θ〉top = Hm+1|h, t; θ〉top = 0 , m ∈ N0 (4.7)
for some θ ∈ Z, with the following eigenvalues of the Cartan generators:
(H0 +
c
3θ) |h, t; θ〉top = h |h, t; θ〉top ,
(L0 + θH0 +
c
6(θ
2 + θ)) |h, t; θ〉top = 0
(4.8)
(the second equation in (4.8) follows from the annihilation conditions). The state |h, t; θ〉top is defined in
accordance with the action of the automorphism (4.2): |h, t; θ〉top = Uθ |h, t; 0〉top. Then Uθ′ |h, t; θ〉top =
|h, t; θ + θ′〉top. We will also write |h, t〉top ≡ |h, t; 0〉top for the ‘untwisted’ case of θ = 0; then, in particular
Q0 |h, t〉top = 0 , G0 |h, t〉top = 0 , L0 |h, t〉top = 0 . (4.9)
The twisted topological Verma module Vh,t;θ is freely generated from |h, t; θ〉top by Q≤−1−θ, G≤−1+θ,
L≤−1, and H≤−1. We also denote by Vh,t ≡ Vh,t;0 the untiwsted module. The extremal diagram of a
topological Verma module reads (in the ‘untwisted’ case of θ = 0 for simplicity)
∗
∗
•
∗
∗
✁
✁
✁
✁✁☛
 
 ✠
❅
❅❘
❆
❆
❆
❆❆❯
G−2
G−1 Q−1
Q−2
|h,t〉top
...
... (4.10)
As before, the extremal states satisfy annihilation conditions (4.5). A characteristic feature of the topo-
logical extremal diagram, however, is the existence of a ‘cusp’, i.e. the (twisted) topological highest-weight
state, which satisfies stronger annihilation conditions than the other extremal states. As a result, the
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extremal diagram is narrower than that of a massive Verma module. This can be formalized as the follow-
ing criterion of terminating fermionic chains [FST], which singles out all the modules of the topological
highest-weight-type: Given a vector |X〉 in the module and any n ∈ Z, by the ‘massive’ parabola P(n,X)
running through |X〉 we understand the set of states
Qn−N . . . Qn−1Qn |X〉 , G−n−M . . . G−n−2 G−n−1 |X〉 N,M ∈ N . (4.11)
Then, a module is of the topological highest-weight-type if and only if any ‘massive’ parabola intersects
the boundary (the extremal diagram of the module) on at least one end, which means that the states (4.11)
become zero in at least one branch, either for N ≫ 1 or for M ≫ 1. That the massive N = 2 Verma
modules do not satisfy this criterion is a formal way to express the fact that the extremal diagrams of
massive Verma modules are wider than those of the topological Verma modules.
Another way to understand the difference between the massive and the topological N=2 Verma modules
is to recall that, in general, Verma-like modules can be defined in terms of induced representations. In
the case of the N=2 algebra, one uses representations of Lie superalgebra gl(1|1), all of whose irreducible
representations are (1, 1)-dimensional. A proper Verma module is then the one induced from the trivial
representation, which leaves us with precisely one extremal state at the top of the extremal diagram and,
thus, singles out the topological Verma modules. On the other hand, (1, 1)-dimensional representations
of gl(1|1) correspond, in an obvious way, to the massive ‘Verma’ modules14. Thus, although only the
topological Verma modules are the ‘true’ Verma modules from this point of view, we still use the name of
Verma modules also for the massive ones, since this has become traditional in the literature.
4.4 From N=2 to ŝℓ(2)
We now recall an operator construction [FST] that allows one to build the ŝℓ(2) currents out of the
N = 2 generators and a free ‘Liouville’ scalar with the operator product φ(z)φ(w) = − ln(z − w). As a
necessary preparation, we ‘pack’ the modes of the N =2 generators into the corresponding fields, T (z) =∑
n∈Z Lnz
−n−2, G(z) =
∑
n∈Z Gnz
−n−2, Q(z) =
∑
n∈ZQnz
−n−1, and H(z) =
∑
n∈ZHnz
−n−1, and similarly
with the ŝℓ(2) currents. We also define vertex operators ψ = eφ and ψ∗ = e−φ. Then, given the generators
of the N=2 algebra with central charge c 6= 3, the currents
J+ = Qψ , J− = 33−c Gψ
∗ , J0 = − 33−c H +
c
3−c ∂φ (4.12)
satisfy the ŝℓ(2) algebra of level k = 2c3−c (or, in terms of t = k + 2, we have the familiar relation
c = 3(t − 2)/t). We also obtain a free scalar, with signature −1, whose modes commute with the ŝℓ(2)
generators (4.12):
I− =
√
t
2(H− ∂φ) . (4.13)
The modes I−n introduced as I
−(z) =
∑∞
n=−∞ I
−
n z
−n−1 generate a Heisenberg algebra [I−n , I
−
m] = −nδm+n,0.
Let F−q be the Fock module over this Heisenberg algebra with the highest-weight vector defined by
I−n |q〉
− = 0 , n ≥ 1 , I−0 |q〉
− = q|q〉−. (4.14)
14We thank I. Shchepochkina for this observation.
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The behaviour of representations under operator mappings used in conformal field theory can be quite
complicated15. In our case, we take a topological Verma module Vh,t and tensor it with the module Ξ of
the ‘Liouville’ scalar. This is defined as Ξ = ⊕n∈ZFn, where Fn is a Verma module with the highest-weight
vector |n〉φ such that
φm|n〉φ = 0 , m ≥ 1 , ψm|n〉φ = 0 , m ≥ n+ 1 , ψ
∗
m|n〉φ = 0 , m ≥ −n+ 2 , (4.15)
and φ0|n〉φ = −n|n〉φ. We then have the following Theorem:
Theorem 4.1 ([FST])
1. There is an isomorphism of ŝℓ(2) representations
Vh,t ⊗ Ξ ≈
⊕
θ∈Z
M− t
2
h,t;θ ⊗F
−√
t
2
(h+θ)
(4.16)
where on the left-hand side, the ŝℓ(2) algebra acts by generators (4.12), while on the right-hand side it
acts naturally on the twisted Verma module M− t
2
h,t;θ.
2. A singular vector exists in the topological Verma module Vh,t if and only if a singular vector exists in
one (hence, in all) of the twisted ŝℓ(2) Verma modules M− t
2
h,t;θ, θ ∈ Z. Whenever this is the case,
moreover, the respective submodules associated with the singular vectors, in their own turn, satisfy an
equation of the same type as (4.16).
The Theorem means that, as regards the existence and the embedding structure of submodules, the topo-
logical N=2 modules are equivalent to ŝℓ(2) Verma modules16. The statement about the singular vectors
appeared, in a rudimentary form, in [S].
While the submodules appear in a twisted topological Verma modules simultaneously with submodules
in the corresponding ŝℓ(2) Verma module, yet the submodules in a topological Verma module are necessarily
twisted by some θ 6= 0 17:
× ⇐⇒
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
×
More precisely, to the MFF singular vector |MFF(r, s, t)〉±, r, s ∈ N (see (2.6)), there corresponds the
topological singular vector [ST, ST2] |E(r, s, t)〉± that satisfies the θ = ∓r-twisted topological highest-
weight conditions
Q≥±r|E(r, s, t)〉
± = G≥∓r|E(r, s, t)〉
± = L≥1|E(r, s, t)〉
± = H≥1|E(r, s, t)〉
± = 0 . (4.17)
15Recall, for instance, how the ŝℓ(2) Verma modules are rearranged under the Wakimoto bosonization [FFr] — the Wakimoto
modules more or less ‘interpolate’ between the Verma and contragredient Verma modules.
16In particular, the Ξ and F−... modules in (4.16) are really ‘auxiliary’, since nothing interesting can happen with these
modules that would violate the balance between the topological N=2 and the Verma ŝℓ(2) modules.
17A common feature of the ŝℓ(2) Verma modules and the topological N = 2 Verma modules is that all of them are freely
generated from a state that satisfies stronger annihilation conditions than the other states in the extremal diagram; when there
is no additional degeneration, one can generate the same submodule from the state marked with a ×, but there are hardly
any reasons to do so in the ŝℓ(2) case. The point of [ST3] is that doing so in the N=2 case is equally inconvenient.
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As we see from the twist, the submodule generated from |E±(r, s, t)〉θ ∈ Vh,t;θ is the twisted topological
Verma module Vh±r 2
t
,t;θ∓r. Equivalently, one may choose to describe the positions of |E
±(r, s, t)〉θ ∈ Vh,t;θ
in the (charge, level) lattice by using the eigenvalues of H0 and L0:
H0
∣∣E±(r, s, t)〉θ = h±0 ∣∣E±(r, s, t)〉θ , L0 ∣∣E±(r, s, t)〉θ = ℓ±0 ∣∣E±(r, s, t)〉θ , (4.18)
then
h±0 = h0 ± r , ℓ
±
0 = ℓ0 +
1
2r(r ∓ 2θ + 2s− 1) (4.19)
where h0 and ℓ0 are the eigenvalues of H0 and L0, respectively, on the highest-weight vector of the twisted
topological Verma module Vh,t;θ: according to (4.8), we have h0 = h−
c
3θ and ℓ0 = −θh+
c
6(θ
2 − θ). An
important consequence of these observations is
Lemma 4.2 All singular vectors in the twisted topological Verma module Vh,t;θ have the same value of
h±0 + θ
±, which equals h0 + θ for the highest-weight state of Vh,t;θ.
The topological singular vectors occur in the (twisted) topological Verma module Vh,t;θ whenever there
exist r, s ∈ N such that the h parameter can be represented as h = h−(r, s, t) or h = h+(r, s, t), where
h−(r, s, t) = r+1t − s , h
+(r, s, t) = − r−1t + s− 1 . (4.20)
The explicit construction for these singular vectors can be outlined as follows [ST, ST2]. As an analogue
of the complex powers of generators used in the ŝℓ(2) case, one now performs the continuation in terms of
‘dense’ products of modes of the fermionic generators G and Q: one introduces operators g(a, b) and q(a, b)
that can be thought of as a continuation of Gb−N Gb−N+1 . . .Gb and Qb−N Qb−N+1 . . .Qb, respectively, to a
complex number of factors. In particular, whenever the length b−a+1 of g(a, b) or q(a, b) is a non-negative
integer, the corresponding operator becomes, by definition, the product of the corresponding modes:
g(a, b) =
L−1∏
i=0
Ga+i , q(a, b) =
L−1∏
i=0
Qa+i , iff L ≡ b− a+ 1 = 0, 1, 2, . . . (4.21)
It is possible to postulate a number of algebraic properties of the new operators in such a way that
these properties become identities whenever the operators reduce to elements of the universal enveloping
algebra. This is directly analogous to the rules (2.7) used to operate with complex powers, however some
of the algebraic rules that are not even formulated explicitly for the complex powers (e.g., (J+n )
α (J+n )
β =
(J+n )
α+β) become less trivial in the N =2 case, see [ST2, ST3]. Then the topological singular vectors in
the twisted topological Verma modules read as∣∣E+(r, s, t)〉θ = g(−β+s , α+s − 1) . . . g(−β+2 , α+2 − 1) q(−α+2 , β+1 − 1) g(−β+1 , α+1 − 1) ∣∣h+(r, s, t), t; θ〉top ,∣∣E−(r, s, t)〉θ = q(−β−s , α−s − 1) . . . q(−β−2 , α−2 − 1) g(−α−2 , β−1 − 1) q(−β−1 , α−1 − 1) ∣∣h−(r, s, t), t; θ〉top
(4.22)
where
α±i = (i− 1)t± θ , β
±
i = r − (s− i)t∓ θ . (4.23)
Using the algebraic rules satisfied by the g and q operators, one checks that these vectors do indeed
satisfy the twisted topological highest-weight conditions with the twist parameter θ± = θ ∓ r (which
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become (4.17) in the θ = 0 case). Singular vectors (4.22) evaluate as the elements of the topological Verma
module Vh±(r,s,t),t;θ, with no continued operators left after the algebraic rearrangements.
The idea regarding the correspondence between submodules in ŝℓ(2) and N=2 modules can be devel-
oped in the direction of category theory [FST]. Taking the objects to be all the twisted topological N=2
Verma modules, the morphisms would have to be the embeddings. We have just seen that the embeddings —
i.e., the occurrence of submodules — are ‘synchronized’ between the topological Verma modules over N=2
and the ŝℓ(2) Verma modules. The corresponding representation categories can be compared after one effec-
tively takes the factor over the spectral flows on the N=2 as well as the ŝℓ(2) sides, see [FST] for a rigorous
statement. One eventually concludes that the category of chains of twisted topological N=2 Verma mod-
ules is equivalent to the category of chains of twisted ŝℓ(2) Verma modules. An immediate consequence of
this equivalence is that embedding diagrams of topological N=2 Verma modules are isomorphic to the em-
bedding diagrams of ŝℓ(2) Verma modules. The only additional information that may be interesting in the
N=2 case is that regarding the twists of the modules making up an embedding diagram; however, we saw
in (4.17) that the relative twist of a submodule generated from the topological singular vector |E(r, s, t)〉±
is ∓r, therefore the twists are easy to reconstruct from the standard ŝℓ(2) embedding diagrams.
Now, what is more important for our present purposes of describing embedding diagrams of the massive
N=2 Verma modules, is that Theorem 4.1 can be extended to a similar statement involving massive N=2
Verma modules and (twisted) relaxed ŝℓ(2) modules.
Theorem 4.3 ([FST])
1. There is an isomorphism of ŝℓ(2) representations
Uh,ℓ,t ⊗ Ξ ≈
⊕
θ∈Z
Rµ1,µ2,t;θ ⊗F
−√
t
2
(h+θ)
,
{
µ1 · µ2 = −tℓ ,
µ1 + µ2 = ht− 1 .
(4.24)
where on the left-hand side the ŝℓ(2) algebra acts by generators (4.12), while on the right-hand side it
acts naturally on twisted relaxed Verma module Rµ1,µ2,t;θ.
2. A singular vector exists in the massive Verma module Uh,ℓ,t if and only if a singular vector exists in
one (hence, in all) of the relaxed modules Rµ1,µ2,t;θ, θ ∈ Z. Whenever this is the case, moreover, the
respective submodules associated with the singular vectors, in their own turn, satisfy an equation of the
same type as (4.24) if these are massive/relaxed submodules, and (the twist of) Eq. (4.16) if these are
twisted topological/usual-Verma submodules.
As a consequence, the embedding diagram of any massive N =2 Verma module Uh,ℓ,t is isomorphic to the
embedding diagram of the relaxed module Rµ1,µ2,t, where the parameters are related as in (4.24).
The appearance of the massive/relaxed and topological/usual-Verma submodules can be illustrated in
the following extremal diagrams:
⇐⇒
❍❍❍❍❍❍❍❍❍❍❍
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Accordingly, the N=2 counterparts of singular vectors in the relaxed ŝℓ(2) Verma modules are as follows.
First, charged singular vectors (2.23) translate into the N=2 singular vectors that exist in Uh,ℓ,t if and
only if ℓ = lch(n, h, t), where
lch(n, h, t) = −n(h−
n+1
t ) , n ∈ Z , (4.25)
which reproduces a series of zeros of the Kacˇ determinant [BFK]. Just as the charged ŝℓ(2) singular vectors,
the charged N=2 singular vectors are given by the simple construction [ST2]
|E(n, h, t)〉ch =
{
Q−n . . . Q0 |h, lch(n, h, t), t〉 n ≥ 0 ,
Gn . . . G−1 |h, lch(n, h, t), t〉 , n ≤ −1 .
(4.26)
It is elementary to verify in intrinsic N=2 terms that every such vector satisfies twisted topological highest-
weight conditions (4.17) with θ = n. Thus, in accordance with the Theorem, the submodule generated
from this vector is a twisted topological Verma module.
Describing the positions of singular vectors in the (charge, level) lattice, let h′0 be the eigenvalue of H0
on the charged singular vector satisfying the twisted topological highest-weight conditions with the twist
parameter θ′. It is easy to see that for the charged singular vectors labelled by n ≤ −1, the value of h′0+ θ
′
(where θ′ = n) is equal to the eigenvalue h0 of H0 on the (untwisted) massive highest-weight vector of the
massive Verma module. On the other hand, for the charged singular vectors labelled by n ≥ 0, the value
of h′0 + θ
′ equals h0 − 1. In combination with Lemma 4.2 and Theorem 2.4 (translated into the N = 2
language in accordance with Theorems 4.1 and 4.3), this shows that all of the twisted topological Verma
modules that can appear in a massive Verma module are divided into those for which
the highest-weight vector |e′〉 of the submodule satisfies twisted topological highest-weight con-
ditions with the twist parameter θ′ and H0|e
′〉 = (h0 − θ
′)|e′〉, with h0 being the eigenvalue of
H0 on the highest-weight vector of the massive Verma module,
(4.27)
and those for which
the highest-weight vector |e′〉 of the submodule satisfies twisted topological highest-weight con-
ditions with the twist parameter θ′ and H0|e
′〉 = (h0 − θ
′ − 1)|e′〉, with h0 being the eigenvalue
of H0 on the highest-weight vector of the massive Verma module.
(4.28)
As regards those singular vectors that generate relaxed submodules in relaxed ŝℓ(2) modules, they
translate into the massive singular vectors in N = 2 Verma modules. The massive singular vectors are
in the same relation to topological singular vectors in certain auxiliary topological Verma modules as the
relaxed-ŝℓ(2) singular vectors to the auxiliary Verma-module singular vectors. The method applied in
Sec. 2.3, Eqs (2.26)–(2.31), now works for the N=2 algebra as follows [ST2, ST3]. One constructs singular
vectors in the ‘auxiliary’ topological Verma modules, the mappings between the given massive N=2 Verma
module and the auxiliary topological ones being performed with the help of continued operators g(a, b)
and q(a, b). When applied to a massive highest-weight state |h, ℓ, t〉, the continued operators g and q map
it into a state that, generically, is a twisted massive highest-weight state. However, whenever
ℓ = −θh+ 1t (θ
2 + θ) , (4.29)
then
g(θ,−1) |h, ℓ, t〉 ∼
∣∣∣h− 2t θ, t; θ〉top , (4.30)
and
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q(−θ, 0)|h, ℓ, t〉 ∼
∣∣∣h− 2t θ − 1, t; θ〉top . (4.31)
Further, once the twisted topological highest-weight conditions are thus insured, one demands that
the corresponding twisted topological highest-weight state admit a topological singular vector |E±(r, s, t)〉.
Thus, requiring that h− 2t θ = h
−(r, s, t), we see that ℓ = l(r, s, h, t). where
l(r, s, h, t) = − t4(h− h
−(r, s, t))(h − h+(r, s + 1, t)) . (4.32)
The same expression for ℓ is arrived at in the case where a |E(r, s, t)〉+ singular vector exists in the auxiliary
topological Verma module. Finally, one maps the singular vectors in the auxiliary Verma module back to
the original massive Verma module. In this way, massive singular vectors are of the following structure:
g(−rs, r + θ′ − 1) · E(r, s, t)±,θ
′
· g(θ′,−1) |h, ℓ, t〉 , (4.33)
or
q(1− rs, r − θ′′ − 1) E(r, s, t)±,θ
′′
q(−θ′′, 0) |h, ℓ, t〉 , (4.34)
where E(r, s, t)±,θ is the spectral flow transform of the topological singular vector operator E(r, s, t)±
whenever ℓ equals l(r, s, h, t) from (4.32). Here, θ′ and θ′′ are the roots of (4.29), where we substitute
ℓ = l(r, s, h, t).
We, thus, conclude that a massive singular vector occurs in the module Uh,ℓ,t whenever ℓ = l(r, s, h, t).
Together with the condition ℓ = lch(n, h, t), this reproduces the zeros of the Kacˇ determinant [BFK]. The
representatives of the massive singular vector read as
|S(r, s, h, t)〉−= g(−rs, r + θ−(r, s, h, t) − 1) E−,θ
−(r,s,h,t)(r, s, t) g(θ−(r, s, h, t),−1) |h, l(r, s, h, t), t〉 , (4.35)
|S(r, s, h, t)〉+= q(1− rs, r − θ+(r, s, h, t) − 1) E+,θ
+(r,s,h,t)(r, s, t) q(−θ+(r, s, h, t), 0) |h, l(r, s, h, t), t〉,(4.36)
It is now straightforward to check that
Q≥1∓rs |S(r, s, h, t)〉
± = H≥1 |S(r, s, h, t)〉
± = L≥1 |S(r, s, h, t)〉
± = G≥±rs |S(r, s, h, t)〉
± = 0 ,
L0 |S(r, s, h, t)〉
± = l±(r, s, h, t) |S(r, s, h, t)〉± ,
H0 |S(r, s, h, t)〉
± = (h∓ rs) |S(r, s, h, t)〉±
(4.37)
with
l±(r, s, h, t) = l(r, s, h, t) + 12rs(rs+ 2∓ 1) . (4.38)
In the general position (for generic (r, s, h, t), see [ST3]), the vectors |S(r, s, h, t)〉− and |S(r, s, h, t)〉+ gen-
erate the same submodule. It may be useful to note that the top of the extremal diagram containing
|S(r, s, h, t)〉− and |S(r, s, h, t)〉+ is the state |S(r, s, h, t)〉0 that satisfies massive highest-weight condi-
tions (4.3) and such that H0|S(r, s, h, t)〉
0 = h |S(r, s, h, t)〉0 and L0|S(r, s, h, t)〉
0 = (l(r, s, h, t) + rs) ·
|S(r, s, h, t)〉0.
4.5 Embedding diagrams of the massive N=2 Verma modules
For c 6= 3, the problem of classifying and constructing the N = 2 embedding diagrams is solved by
virtue of the above results on the relaxed-ŝℓ(2) embedding diagrams. One can parametrize massive N=2
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Verma modules by µ1, µ2, and t from (4.24), which is always possible for c 6= 3. Then, depending on the
values of (µ1, µ2, t), we have for each massive Verma module exactly the same embedding diagram as for
the respective relaxed module Rµ1,µ2,t.
In the embedding diagrams of Sec 3.2, now denote the massive N =2 Verma modules, while • are
the twisted topological Verma modules satisfying condition (4.27) and ◦ are the twisted topological Verma
modules satisfying condition (4.28). The distances in the units of J00 -charge map into distances in the units
of the H0-charge. However, as we have seen, the level of states along N = 2 extremal diagrams is never
constant — which, as a matter of fact, is the main reason making the N=2 description more complicated
than the relaxed-ŝℓ(2) description of the same structures. Therefore, a horizontal arrow connecting two
modules does not mean in the N=2 case that the highest-weight vectors of the modules are on the same
level. However, the horizontal arrows do have a meaning in the intrinsic N =2 terms: a horizontal arrow
leads from an N =2 module W (either twisted topological or massive) to a •-module V• (see (4.27)) if
the embedding of the highest-weight vector |X〉 ∈ V• reads as
|X〉 = Gθ−N . . . Gθ−1 |Y 〉 , N ∈ N , (4.39)
where |Y 〉 is the highest-weight state of W that satisfies the θ-twisted massive highest-weight conditions.
Similarly, a horizontal arrow leads from an N=2 module W to a ◦-module V◦ (see (4.28)) if the embedding
of the highest-weight vector |X〉 ∈ V◦ reads as
|X〉 = Q−θ−M . . . Q−θ |Y 〉 , M ∈ N0 , (4.40)
where |Y 〉 is the highest-weight state of W that satisfies the θ-twisted massive highest-weight conditions,
or
|X〉 = Q−θ−M . . . Q−θ−1 |Y 〉 , M ∈ N0 , (4.41)
if |Y 〉 satisfies the θ-twisted topological highest-weight conditions.
We now reproduce the list from Sec. 3.1 in the form directly applicable to the classification of the
N = 2 embedding diagrams in terms of the parameters h and ℓ of the massive Verma module Uh,ℓ,t.
Equations (4.32) and (4.25) exhaust the zeros of the Kacˇ determinant [BFK]. The condition that ℓ =
l±(r, s, h, t) for some r, s ∈ N is, obviously, the analogue of the ŝℓ(2) condition that µ1 − µ2 ∈ K(t).
Accordingly, whenever we write ℓ 6= l(r, s, h, t), we mean that there do not exist r, s ∈ N such that this would
become an equality for a given triple (h, ℓ, t), and similarly with the condition ℓ 6= lch(n, h, t), n ∈ Z. The
comments to diagrams (3.2)–(3.41) on pp. 22–33 apply in the N=2 case with the following replacements:
Verma module −→ twisted topological Verma module satisfying Eq. (4.27)
twisted Verma module with θ = 1 −→ twisted topological Verma module satisfying Eq. (4.28)
charged singular vector (2.23) −→ charged singular vector (4.26)
relaxed (sub)module −→ massive Verma (sub)module
embedding onto the same level −→ embedding via (4.39) or (4.40), (4.41)
|MFF±(r, s, t)〉 −→ |E(r, s, t)〉±
relative J00 -charge −→ minus the relative H0-charge
Note also that the positive (negative) zone can now be described as c < 3 (respectively, c > 3).
We, thus, have the following patterns of embedding diagrams, where we refer to the diagrams from
Sec. 3.2 that are to be read using the N=2 conventions discussed above.
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I: ℓ 6= l(r, s, h, t) with r ∈ N, s ∈ N. The embedding diagrams shown in (3.2) correspond to the following
subcases:
I(0): ℓ 6= lch(n, h, t) with n ∈ Z, i.e.,
1
2
(
ht− 1±
√
4ℓt+ (ht− 1)2
)
/∈ Z. This is the trivial case.
I(1): ℓ = lch(n, h, t) for some n ∈ Z, ht /∈ Z. We then have
I(1,−): a twisted topological Verma module satisfying Eq. (4.27) if n ∈ −N, or
I(1,+): a twisted topological Verma module satisfying Eq. (4.28) if n ∈ N0,
embedded via a charged singular vector, the corresponding diagrams being given Eq. (3.2).
I(2): h = 1+n+mt and ℓ = −
nm
t for some m,n ∈ Z.
I(2,−−): n,m ∈ −N, the first diagram in (3.3).
I(2,++): n,m ∈ N0, the second diagram in (3.3).
I(2,−+): n ∈ −N, m ∈ N0, the third diagram in (3.3).
II: ℓ = l(r, s, h, t) for some r, s ∈ N and t /∈ Q. All of the following items in case II refer to the chosen r
and s.
II(0): ht− 1 + st− r /∈ 2Z and ht− 1− (st− r) /∈ 2Z. We have the first of the diagrams (3.4).
II(1): h = 1+2n+r−stt or h =
1+2n−(r−st)
t for some n ∈ Z (then ℓ = −
n(n±(r−st))
t , respectively). We have
the respective diagrams (3.4), depending on the sign of n:
II(1,−): n ∈ −N,
II(1,+): n ∈ N0.
As before, these cases differ by which of the relations (4.27) or (4.28) is satisfied for the twisted
topological Verma submodule.
III: ℓ = l(r, s, h, t) for some r, s ∈ N, t = pq ∈ Q. In the following items in case III, we use the chosen r
and s.
III±:
r
t /∈ Z, st /∈ Z. This means that r 6= αp, s 6= βq for α, β ∈ Z.
III±(0): ht − 1 + st− r /∈ 2Z and ht − 1 − (st− r) /∈ 2Z. We have the double-chains of massive
Verma modules shown in diagram (3.7). These look identical to the familiar embed-
ding diagrams of the topological Verma modules. Indeed, the structure of the massive
Verma module repeats in this case the structure of the “auxiliary” topological Verma
module [ST3].
Further degenerations are given by (various combinations of) the following effects. First, the aux-
iliary topological Verma module may become an actual submodule in the massive Verma module,
in which case the entire topological Verma-module embedding diagram joins the diagram (3.7)
via embeddings performed by charged singular vectors. Second, the embedding diagram growing
from the auxiliary topological Verma module may acquire a special form, which would also affect
the ‘massive’ embedding diagram.
III±(1): either h =
1+2n+(r−st)
t or h =
1+2n−(r−st)
t , n ∈ Z. Here, the auxiliary topological Verma
module becomes a submodule in the massive Verma module; we then have the usual
subcases depending on the sign of n:
III±(1,−): n ∈ −N, diagram (3.9).
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III±(1,+): n ∈ N0, diagram (3.10).
These diagrams are finite or infinite depending on whether t < 0 (III−) or t > 0 (III+),
respectively. In (3.9) and (3.10), the top topological Verma module is the submodule
in the massive Verma module associated with a charged singular vector. Each of the
subsequent topological Verma modules is embedded via a charged singular vector into
the corresponding massive Verma module.
III0±: Either (
r
t ∈ Z, st /∈ Z) or (
r
t /∈ Z, st ∈ Z). Thus, we have either, but not both, of the conditions
r = αp and s = βq, α, β ∈ Z. The interplay of these cases is rather interesting. Recall
that, for the Virasoro algebra, the condition that singles out the III0 case is that (in the current
notations) the line y = t x − µ1 + µ2 intersect one of the x, y axes at an integral point [FF].
For the usual ŝℓ(2) Verma modules, on the other hand, this means two different cases: either
2j + 1 ∈ Z or (2j + 1)/t ∈ Z, where j is the spin of the highest-weight vector; it is only the
Hamiltonian reduction that erases the difference between the two cases. However, since the
Virasoro algebra is a subalgebra of the N =2 algebra, one may expect these to become again a
single N=2/relaxed-ŝℓ(2) pattern, which is indeed the case.
III0±(0): ht − 1 + st − r /∈ 2Z and ht − 1 − (st − r) /∈ 2Z. We then have a single-chain of
massive Verma modules, diagram (3.11). The single chain takes the place of the double
chain because each submodule in U corresponds to a pair of submodules in the auxiliary
topological Verma module V [ST3].
III0±(1): either h =
1+2n+(r−st)
t or h =
1+2n−(r−st)
t , with n ∈ Z and st /∈ Z (hence we should have
r
t ∈ Z; then, respectively, h =
q
p(1 + 2n)± (αq − s) and ℓ = −
n2q
p ∓ n(αq − s)).
III0±(1,−): n ∈ −N, diagram (3.12);
III0±(1,+): n ∈ N0, the vertical mirror of (3.12) (where, as we have discussed, the modules
satisfying Eq. (4.27) are replaced by those satisfying (4.28)).
III0±(2): h =
q
p(1 + 2n ± (r − βp)) with
r
p /∈ Z. Then ℓ = −
q
pn(n ± (r − βp)). This can also be
expressed as h = 1+n+mt , ℓ = −
nm
t for some m,n ∈ Z such that
m−n
t /∈ Z. Accordingly,
there are two charged singular vectors in the massive Verma module on one side of the
highest-weight vector. The following subcases depend on the sign of these two integers:
III0±(2,−−): n ∈ −N, m ∈ −N, diagram (3.13).
III0±(2,++): n ∈ N0, m ∈ N0, a mirror diagram of (3.13).
III0±(2,−+): n ∈ −N, m ∈ N0, diagram (3.32).
The diagrams are finite or infinite depending on whether t < 0 or t > 0 respectively. In
the III0±(2,−+) case, there are charged singular vectors on different sides of the highest-
weight vector of the massive Verma module. One of the charged singular vectors comes
with the embedding diagram of topological Verma modules, while the other contributes
a similar (in fact, mirror-symmetric) diagram of twisted topological Verma modules
III00± :
r
t ∈ Z, st ∈ Z. In the following, we use α, β ∈ Z such that r = αp and s = βq (thus, ℓ =
1
2h−
q
4p −
h2p
4q +
1
4(α− β)
2qp).
III00± (0): ht− 1 + st− r /∈ 2Z and ht− 1− (st− r) /∈ 2Z. The embedding diagram looks identical
to (3.11), however it is half that long in the negative zone.
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III00± (2): h =
q
p(1 + 2n) ± q(α − β), then ℓ = ∓(α − β)nq −
n2q
p . This can also be written as
h = 1+n+mt and ℓ = −
nm
t for some n,m ∈ Z such that
m−n
p ∈ Z. The following subcases
depend on the signs of these two integers:
III00± (2,−−): n ∈ −N, m ∈ −N, diagram (3.35), which can be viewed as a degeneration
of diagrams (3.12). It is finite or infinite depending on whether t is negative
or positive respectively. In the negative zone, we can further distinguish
the following two cases depending on how the modules arrange near the
bottom of the embedding diagram:
i) β − α is odd (m−np is odd), the first diagram in (3.37).
ii) β − α is even (m−np is even), the second diagram in (3.37).
III00± (2,++): n ∈ N0, m ∈ N0, the diagram is the mirror of (3.35). In the negative zone,
in complete similarity with III00± (2,−−), we can distinguish two cases,
i) β − α odd (m−np odd),
ii) β − α even (m−np even),
which, again, are the mirror of (3.37).
III00± (2,−+): n ∈ −N, m ∈ N0, diagram (3.40). In the negative zone, we have to distin-
guish two possibilities of its structure near the bottom:
i) β − α is odd (m−np is odd),
ii) β − α is even (m−np is even), shown in (3.41).
Setting t = − p˜q , we have an exceptional case whenever |α − β| = 2,
therefore
h = −2m−2p˜+1
p˜
q , ℓ = m(m−2p˜)
p˜
q (4.42)
This is described by diagram (3.42) with no massive Verma submodules.
Note that the Virasoro embedding diagrams are obtained simply by contracting all of the horizontal arrows
in the diagrams (in particular, by dropping all of the • and ◦ dots).
4.6 c = 3 singular vectors and embedding diagrams
The case of c = 3 (i.e., t → ∞) has to be considered separately, since the correspondence with ŝℓ(2)
modules then breaks down and the N =2 Verma modules have to be analysed directly. We, thus, do not
prove that the set of singular vectors we consider is complete; we simply apply the approach outlined at
the end of Sec. 4.4 in the t→∞ limit.
First, let us consider topological Verma modules Vh,∞. Observe first of all that any submodule Vh,∞ is
isomorphic to a twist of Vh,∞, i.e., the value of the h parameter does not change. A singular vector exists
in Vh,∞ whenever h ∈ Z. For h ∈ N0, we denote h = s− 1 with s ∈ N, then we have the singular vectors
|e(r, s)〉+ = lim
t→∞
( 1
tr(s−1)
|E(r, s, t〉+)
≡ e+(r, s) |s− 1,∞〉top
(4.43)
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for all r ∈ N. The vector |e(r, s)〉+ satisfies the twisted topological highest-weight conditions with the twist
parameter θ = −r; its H0-charge and level are given by
H0 |e(r, s)〉
+ = (s− 1 + r)|e(r, s)〉+,
L0 |e(r, s)〉
+ = 12r(r + 2s − 1) |e(r, s)〉
+.
(4.44)
Moreover, the singular vector operators compose as follows:
e(1, s)+,−1 e+(1, s) = e+(2, s) (4.45)
(where e(r, s)+,θ is the spectral flow transform of the singular vector operator) and, thus, all of the singular
vectors (4.43) belong to the submodule generated from |e(1, s)〉+.
Similarly, for h = −s ∈ −N, we have the singular vectors
|e(r, s)〉− = lim
t→∞
( 1
tr(s−1)
|E(r, s, t〉−)
≡ e−(r, s) |−s,∞〉top
(4.46)
for all r ∈ N. These satisfy the twisted topological highest-weight conditions with the twist parameter
θ = r, while
H0 |e(r, s)〉
− = −(s+ r)|e(r, s)〉−,
L0 |e(r, s)〉
− = 12r(r + 2s − 1) |e(r, s)〉
−.
(4.47)
The singular vector operators compose as follows:
e(1, s)−,1 e−(1, s) = e−(2, s) (4.48)
hence all of the singular vectors (4.46) belong to the submodule generated from |e(1, s)〉−.
Thus, the embedding diagram of Vh,∞ is a single-chain of modules (Vh,∞;−r)r∈N if h ∈ N0 and
(Vh,∞;r)r∈N if h ∈ −N.
As regards singular vectors in massive Verma modules Uh,ℓ,∞, we begin with the simplest case of the
charged singular vectors. These exist in Uh,ℓ,∞ whenever ℓ = −nh, n ∈ Z, and read
|E(n, h,∞)〉ch =
{
Q−n . . . Q0 |h,−nh,∞〉 n ≥ 0 ,
Gn . . . G−1 |h,−nh,∞〉 , n ≤ −1 .
(4.49)
If h = 0, the module U0,0,∞ contains all singular vectors |E(n, 0,∞)〉ch, n ∈ Z. The embedding diagram
has the following, rather curious, form:
✁
✁
✁☛•
❆
❆
❆❯◦
•
✁
✁
✁☛
✁✁☛
...
❆
❆
❆❯
◦
❆❆❯
... (4.50)
47
where we do not follow the convention that all of the embeddings via charged singular vectors are shown
with horizontal arrows; that convention was particularly natural on the ŝℓ(2) side, however in the present
diagram—which has no ŝℓ(2) analogues—we place the submodules on different levels, in accordance with
the actual expression for the charged singular vectors. In fact, the embedding diagram looks in this case
very much like the extremal diagram of the module, because a submodule is generated from every extremal
state of the module (except the highest-weight one); thus, it may be even more natural to place the dots
in (4.50) on the two half-parabolas, as in (4.10).
As to the massive singular vectors, further, we see that (one of) the states (4.30) and (4.31) admits a
singular vector and at the same time (one of) the roots θ′ and θ′′ of Eq. (4.29) has a finite limit as t→∞
if and only if h = ±s. Thus, massive singular vectors in the massive Verma module Uh,ℓ,∞ exist whenever
h ∈ Z \ {0}. For h ≡ −s ∈ −N, the massive singular vectors in U−s,ℓ,∞ are constructed as follows:
|σ(r, s, ℓ)〉− = g(−rs, ℓs + r − 1)e(r, s)
−, ℓ/sg( ℓs ,−1) |−s, ℓ,∞〉 , (4.51)
where, as before, e(r, s)−,θ is the spectral flow transform of the singular vector operator e(r, s)−.
Whenever the module U−s,ℓ,∞ contains, in addition, a charged singular vector, a somewhat special case
occurs for ℓs ∈ −N. Then the vector |σ(r, s, ℓ)〉
− belongs to the submodule generated from the charged
singular vector ∣∣∣E( ℓs ,−s,∞)〉ch = G ℓ
s
. . . G−1 |−s, ℓ,∞〉 (4.52)
since, obviously, |σ(r, s, sn)〉− with n ∈ −N is a descendant of the state
|σ(r, s, sn)〉− = e(r, s)−,n Gn . . . G−1 |−s, ns,∞〉 (4.53)
that satisfies twisted topological highest-weight conditions with the twist parameter θ = r + n. In that
case, there always exists the state
|x(r, s, sn)〉− = g(r + n+ 1, r + n− 1) |σ(r, s, sn)〉− (4.54)
which satisfies twisted massive highest-weight conditions with the twist parameter θ = r + n + 1 and
generates a massive Verma submodule.
Next, for h ≡ s ∈ N, singular vectors in Us,ℓ,∞ are of the form
|σ(r, s, ℓ)〉+ = q(−rs, r + ℓs − 1) e(r, s)
+,−ℓ/sq( ℓs , 0) |s, ℓ,∞〉 . (4.55)
These satisfy the twisted massive highest-weight conditions with the twist parameter rs+ 1.
Again, a simultaneous occurrence of a charged singular vector requires some attention when ℓh ∈ −N0.
Then vectors (4.55) are descendants of the charged singular vector
Qℓ/s . . . Q0 |s, ℓ,∞〉 . (4.56)
Moreover, |σ(r, s,−sn)〉+ with n ∈ N0 is inside the submodule built on the vector
|σ(r, s,−sn)〉+ = e(r, s)+, nQ−n . . . Q0 |s,−sn,∞〉 , (4.57)
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which satisfies the twisted topological highest-weight conditions with the twist parameter n − r. In that
case, there exist the vector
|x(r, s,−sn)〉+ = q(n− r + 1, n − r − 1)|σ(r, s,−sn)〉+ (4.58)
from which the respective massive Verma submodule is generated.
Therefore, when h ∈ Z \ {0} but ℓh /∈ Z, the embedding diagrams are simply a single chain of massive
Verma modules. When, in addition, ℓh ∈ Z, the embedding diagram takes the form (again in the convention
that the embedding via charged singular vectors are shown with horizontal arrows)
❄
•✛
❄
❄
•✛
❄
❄
•✛
❄
(4.59)
or the vertical mirror of this with the • modules replaced by ◦ modules.
We, thus, arrive at the following cases, which can be labelled as I∞ and III∞ (no II cases exist at c = 3):
I∞: h /∈ Z or h = 0.
I∞(0): h 6= 0, ℓ/h /∈ Z. There are no submodules in Uh,ℓ,∞ whatsoever, the embedding diagram is
the lonely massive Verma module.
I∞(1): h 6= 0, ℓ/h ∈ Z. Then, we have the respective diagrams from (3.2) in the cases where
I∞(1,−): ℓ/h ∈ N.
I∞(1,+): ℓ/h ∈ −N0.
I∞(∞): ℓ = 0, h = 0. Here, the embedding diagram is of the form (4.59).
III∞: h ∈ Z \ {0}.
III∞(0): ℓ/h /∈ Z, the embedding diagram being the same as in (3.11).
III∞(1): ℓ/h ∈ Z,
III∞(1,−): ℓ/h ∈ N, the embedding diagram (4.59), which is ‘topologically’ identical to the
diagrams in (3.12).
III∞(1,+): ℓ/h ∈ −N0, with the embedding diagram being the vertical mirror of the previous
one.
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5 Conclusions
In this paper, we have constructed the N = 2 embedding diagrams, which at the same time are
the embedding diagrams of the relaxed ŝℓ(2) Verma modules. Let us point out once again that the
N=2/relaxed-ŝℓ(2) embedding diagrams are made up of embeddings, i.e., of mappings with trivial ker-
nels. On the N=2 side, this matter appears to have caused some confusion in the literature, because the
existence of fermions was believed to lead to the vanishing of certain would-be embeddings. In the ŝℓ(2)
terms, however, this problem is obviously absent, hence it is but an artefact on the N = 2 side as well.
The vanishing of some compositions of “embeddings” observed previously is nothing but the manifestation
of two facts: (i) states (4.11) vanish for N ≫ 1 or for M ≫ 1 once |X〉 is inside a (twisted) topological
Verma module, and (ii) every submodule generated from a charged singular vector is necessarily a twisted
topological Verma module. This is even more transparent on the ŝℓ(2) side, where the charged singular
vectors generate the usual (i.e., not relaxed) Verma modules, which obviously ‘defermionizes’ the whole
picture.
As we have already remarked in the Introduction, an immediate consequence of the embedding di-
agrams constructed here would be the derivation of the ‘relaxed’ BGG-like resolution and, thus, of the
N=2/relaxed-ŝℓ(2) characters. It should only be noted that constructing the BGG-resolution for the
N =2 representations requires slightly more work than in the ‘classical’ (affine) cases because of the two
types of submodules existing in the massive N =2 Verma modules. Unlike the embedding diagrams, the
resolutions are constructed in terms of modules of only one type, therefore, on the way from the N = 2
embedding diagrams to the BGG resolutions, one has to additionally resolve all the topological Verma
modules in terms of the massive ones.
In view of the results of [S2, S3] on the construction of ŝℓ(2|1) representations out of the N=2 Verma
modules and on the evaluation of ŝℓ(2|1) singular vectors in the N=2 terms, certain elements of the above
embedding diagrams must also be present in the ŝℓ(2|1) embedding diagrams (cf. [BT]), where—as in the
N=2 case—different types of Verma-like modules have been observed [S3].
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