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Abstract: 
 
Elucidating schizotypal traits is important if we are to understand the various manifestations of 
psychosis spectrum liability and to reliably identify individuals at high risk for psychosis. The 
present study examined the network structures of (1) 9 schizotypal personality domains and (2) 
74 individual schizotypal items, and (3) explored whether networks differed across gender and 
culture (North America vs China). The study was conducted in a sample of 27001 participants 
from 12 countries and 21 sites (M age = 22.12; SD = 6.28; 37.5% males). The Schizotypal 
Personality Questionnaire (SPQ) was used to assess 74 self-report items aggregated in 9 
domains. We used network models to estimate conditional dependence relations among 
variables. In the domain-level network, schizotypal traits were strongly interconnected. 
Predictability (explained variance of each node) ranged from 31% (odd/magical beliefs) to 55% 
(constricted affect), with a mean of 43.7%. In the item-level network, variables showed relations 
both within and across domains, although within-domain associations were generally stronger. 
The average predictability of SPQ items was 27.8%. The network structures of men and women 
were similar (r = .74), node centrality was similar across networks (r = .90), as was connectivity 
(195.59 and 199.70, respectively). North American and Chinese participants networks showed 
lower similarity in terms of structure (r = 0.44), node centrality (r = 0.56), and connectivity 
(180.35 and 153.97, respectively). In sum, the present article points to the value of 
conceptualizing schizotypal personality as a complex system of interacting cognitive, emotional, 
and affective characteristics. 
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Article: 
 
Introduction 
 
A clear and accurate picture of schizotypal traits is important if we are to understand the various 
manifestations of psychosis spectrum liability1 and to reliably identify individuals at high risk for 
psychosis.2–4 Schizotypal traits and schizotypal personality disorder (SPD) have been identified 
as potential risk factors for the onset of psychotic disorders.5–7 For instance, independent follow-
up studies have shown that individuals who report schizotypal traits are at a greater risk for 
transition to psychosis than are those who do not endorse schizotypal characteristics.5 In samples 
with high genetic risk, schizotypal traits improve the individualized prediction of schizophrenia 
onset above and beyond the predictive capacity of neuroanatomical and neurocognitive 
variables.8,9 In high-risk samples, schizotypal traits have also demonstrated psychosis-predictive 
value.10–12 Thus, understanding subclinical psychotic experiences and traits may help elucidate 
relevant etiological mechanisms, risk indicators, and protective factors for psychosis spectrum 
disorders.6,13 
 
At the phenomenological level, the psychosis phenotype is distributed along a severity 
continuum that ranges from psychological well-being to psychosis spectrum disorders.2,14 
Subclinical psychotic manifestations are commonly known as psychotic-like experiences or 
schizotypal traits.15 The prevalence and expression of these phenomena vary according to 
country income and ethnicity16–18 as well as gender and age.15,19–22 For instance, African 
American students tend to have significantly higher scores on positive and negative schizotypy 
measures than Caucasian students.23 Cross-national studies show differences on schizotypal traits 
among residents of several European countries (eg, UK, Switzerland, Italy, and Spain)24,25 as 
well as between American and Spanish samples.26,27 
 
Although there is no universal agreement regarding the latent structure of schizotypal 
personality—for instance, debates continue as to whether the construct is dimensional or 
categorical28—the factor modeling literature has consistently identified multiple facets with a 
minimum of 3 dimensions (ie, cognitive-perceptual, interpersonal, and disorganized),29 similar to 
those found in patients with psychosis.30 In recent years, a novel conceptual framework has 
gained attention in clinical psychology and psychiatry: That mental disorders (and other 
psychological constructs such as personality, intelligence, or attitudes) are emergent properties 
that arise from causal relations among symptoms.31–35 This contrasts with current classification 
systems (eg, DSM and ICD) and common research practices where symptoms are understood as 
passive indicators of underlying diseases. The possibility that symptoms or traits are correlated 
because of direct causal associations is largely overlooked.36,37 
 
The network approach overcomes these limitations and provides an alternative way to 
conceptualize psychological processes and constructs such as psychosis by considering them as 
complex systems.38–40 Statistical network models have been added to the analytic toolbox in 
psychological research, with the goal to identify these structural relationships among 
variables.38,39 In this article, we use the conceptual framework of network theory, and related 
methods of network psychometrics,41 to model schizotypal personality as a complex system of 
interacting cognitive, emotional, and affective traits. This is consistent with recent developments 
in the field42: researchers used network analysis to investigate the impact of environmental risk 
factors (cannabis use, developmental trauma, and urban environment) on psychosis expression 
and to estimate the network structures of a wide range of psychotic symptoms.36,37,43–46 Recently, 
network models have also been used to analyze psychotic-like experiences in a large US 
sample.47 
 
So far, the network structure of schizotypal personality traits has not been investigated. Given 
recent concerns about the stability, accuracy, and replicability of network models,48–50 such 
analyses should best be carried out in large samples. To this end, we used state-of-the-art 
network modeling techniques to estimate the network of self-reported schizotypal traits, assessed 
via the Schizotypal Personality Questionnaire (SPQ),51 in a dataset gathered from 27001 
participants in studies conducted in 12 countries and across 21 sites. In particular, we conducted 
4 sets of analysis. First, we estimated the network structure of 9 domains assessed by the SPQ, 
which broadly reflect the DSM-5 SPD criteria. The goal of this analysis is to provide novel 
insights as to how domains relate to each other. Second, we estimated networks of all 74 
individual SPQ items. Third, we used graph theoretical measures, such as predictability and 
expected influence (EI), to interpret the network structures. Finally, we estimated and compared 
network structures between women and men, and between participants from North America and 
China. 
 
Method 
 
Participants 
 
Table 1 provides a summary of the demographic characteristics of samples that provided data for 
the omnibus dataset. Item-level data were obtained from 21 sites across 12 countries (United 
States of America, United Kingdom, China, Belgium, Spain, Italy, Tunisia, Australia, New 
Zealand, Canada, Mauritius, and Greece). See supplementary material for the procedure of data 
collection. 
 
Table 1. Demographic Characteristics of the Sample 
Study Country Main Researcher n Sampling/Procedure Mean Age (SD) Age Range Males, n (%) 
1  United States  Cicero  3162  College  20 (3.7)  16–55  997 (31.5)  
2  United States  Kwapil  1556  College  19.5 (2.9)  16–54  363 (23.3)  
3  Spain  Fonseca-Pedrero  1123  College  20.2 (2)  18–29  224 (19.9)  
4  United States  Compton  1190  College  20.9 (4)  16–52  284 (23.9)  
5  United States  Chmielewski  556  College  —  —  102 (18.3)  
6  Mauritius  Raine  1201  Birth cohort  23.4 (1.2)  21–27  688 (57.3)  
7  Italian  Preti  649  College  24.3 (3.5)  19–38  305 (47)  
8  Australia  Wuthrich  445  College  22.6 (6.3)  17–53  126 (28.3)  
9  United States  Cohen  1458  College  19.3 (2.2)  16–53  531 (36.4)  
10  Belgium  Larøi  357  General  25 (10.3)  17–55  110 (38.8)  
11  Australia  Badcock  342  General  36.1 (11.6)  17–55  182 (53.2)  
12  Belgium  Laloyaux  536  General  24.9 (8.1)  18–55  135 (25.2)  
13  Tunisia  Mechri  458  College  20.4 (1.4)  18–29  137 (29.9)  
14  New Zealand  Linscott  1648  College  20.1 (3.1)  17–51  515 (30.3)  
Study Country Main Researcher n Sampling/Procedure Mean Age (SD) Age Range Males, n (%) 
15  United Kingdom  Barkus  774  General  21.6 (4.4)  17–49  291 (37.6)  
16  Australia  Barkus  1144  College  —  —  326 (28.5)  
17  United States  Suhr  1169  College  —    299 (27.3)  
18  China  Chan  4907  College  19.7 (1.6)  16–24  2973 (60.6)  
19  Canada  Zhang  1849  College  20.8 (2.9)  18–53  562 (30.4)  
20  United States  Zhang  1386  MTurk  31.9 (9.5)  18–55  586 (42.3)  
21  Greek  Tsaousis  1041  General  32.4 (9.9)  18–55  390 (37.5)  
 
The overall sample consisted of 27001 participants (n = 4251 drawn from the general 
population). The mean age was 22.12 years (SD = 6.28; range 16–55 years), 15.2% (n = 4113) of 
participants did not provide age. Only 3.3% (n = 849) of the sample was over 35 years. 
Participant included 37.5% (n = 10126) men and 60.6% (n = 16368) women; 1.9% (n = 507) did 
not specify gender. All demographic information is available in table 1. Studies were reviewed 
and approved by institutional review boards or ethics committees of the jurisdictions in which 
studies were conducted. All participants provided written informed consent before participation. 
Studies were conducted in accordance with the guidelines of the Declaration of Helsinki.52 
 
Consistent with prior publications on this dataset,29 we deleted from the initial sample those 
participants with more than 2 missing values on the 74 SPQ items. Based on the SPSS 22.0 
missing value analysis module,53 the relatively few missing values in the data were replaced by 
regression-based estimates to which an error component was added. 
 
Instruments 
 
The SPQ measures a broad range of schizotypal traits—originally it targeted 9 subordinate traits 
that are based on the operational definition of DSM-III-R SPD.54 These domains also represent 
the main features of DSM-5 SPD criteria.55 The 74 items of the SPQ are distributed across 9 
subscales, each containing 7–9 items: odd beliefs or magical thinking, unusual perceptual 
experiences, ideas of reference, paranoid ideation/suspiciousness, excessive social anxiety, no 
close friends, constricted affect, odd or eccentric behavior, and odd speech. The psychometric 
properties have been examined in a number of nation- or region-specific studies.29 All individual 
SPQ items are listed in the supplementary material, and we distinguish the 9 subscales by 
different colors in the network figures below. 
 
In the present study, we used the SPQ versions adapted and validated for each country: English 
version,51 Spanish,56 Italian,57 Chinese,58 Arabic,59 French,60 Creole,61 and Greek.62 
 
Data Analyses 
 
In our primary analysis, we estimated an SPQ domain network and an SPQ item network in the 
full sample (n = 27001). In a secondary analysis, we compared networks of women (n = 16368) 
and men (n = 10126), and of North American (n = 12326) and Chinese (n = 4907) study 
participants. For all networks, we investigated 2 graph theoretical measures: EI and 
predictability. 
 
All analyses were carried out in R version 3.163 in R-Studio 1.0.136, and are described below in 
detail. R-packages and version numbers are listed in the supplementary materials. 
 
General Network Estimation 
 
A network consists of nodes (in our case the SPQ domains/items) and edges (unknown statistical 
relationships between nodes that need to be estimated). For the domains, which were constructed 
by summing items per domain and then standardizing the resulting variable, we estimated a 
Gaussian Graphical Model (GGM64); for the binary items, we estimated an Ising model.65 Both 
models result in conditional dependence relations which are akin to partial correlations: if 2 
nodes are connected in the resulting graph via an edge, they are statistically related after 
controlling for all other variables in the network; if they are unconnected, they are conditionally 
independent. Both models entail the estimation of a large number of parameters but have the goal 
of describing the network structures parsimoniously. To avoid obtaining false positive 
associations among items, the models, therefore, use regularization to shrink all edge weights, 
setting many exactly to zero.66 This approach circumvents the problem of estimating spurious 
relationships and results in a sparse network structure. A detailed explanation of the 2 models 
can be found elsewhere.65 We interpret both models differently. In the domain network, we 
interpret edges as putative causal associations. That is, if A and B are connected, we hypothesize 
that this connection comes from A→B, A←B, or A↔B. For the item-level network, we interpret 
edges purely statistically (as regularized partial correlations) and not as putative causal pathways. 
This is because the SPQ contains many items too similar to regard them as separate variables, 
and the more likely explanation for some edges is that items measure the same construct.49 For 
instance, items 18 and 59 both ask a very similar question about whether people feel that others 
“have it in” for them, and the resulting edge is likely not because endorsing item 18 causes the 
endorsement of item 59. 
 
For network inference, we estimated 2 measures: EI and predictability. EI is the sum of all edges 
of a node.67 We use EI instead of strength centrality68 (that has been used in prior work) because 
strength centrality uses the sum of absolute weights (ie, negative edges are turned into positive 
edges before summing), which distorts the interpretation if negative edges are present (such as in 
the present article). Predictability, on the other hand, is an absolute measure of 
interconnectedness: it provides us with the variance of each node that is explained by all its 
neighbors.69 Predictability can be understood as an upper bound of controllability: assuming that 
all undirected edges connected to a node point toward this node, predictability quantifies how 
much impact neighbors have on a focal node by intervening on them. In the figures, dark areas in 
the circle around nodes can be interpreted akin to R2 (% of explained variance, in case of the 
Ising model, above the marginals).69 
 
Network Stability. To test network stability and accuracy, we used bootstrapping routines 
implemented in the R-package bootnet.48 Given the combination of sample size and number of 
nodes that leads to considerable computational burden and is so far unparalleled in the 
psychological network literature, we performed bootstrap analyses on a high-performance 
computer cluster, parallelized over 100 multicore units each running 10 bootstrap samples. 
 
Comparison of Subsamples. Because the degree of regularization is dependent on sample size, 
it is difficult to compare networks estimated on different sample sizes, which was the case for the 
group comparisons. We, therefore, subsampled the larger datasets down to the same size as the 
smaller one 10 times, computed an Ising model each time, and averaged these 10 models into 
one final network model. We compared the resulting networks in terms of (1) similarity of 
adjacency matrices (ie, network structures) and (2) similarity of EI estimates by correlating these 
parameters across the networks. We used Pearson correlations if the distribution of parameters 
met assumptions of multivariate normality and Spearman correlations in the cases where 
normality was violated. Further, we compared SPQ total scores across the subsamples. 
 
Note that it would have been preferable to use the Network Comparison Test (https://cran.r-
project.org/web/packages/NetworkComparisonTest/) (NCT), a permutation test that investigates 
whether networks differ from each other. Unfortunately, the test was developed for considerably 
smaller samples with much fewer items, and we could not use the NCT here due to the 
prohibitive computational burden. It would be possible to run the test similar to the bootstrapping 
routines on a high-performance computer cluster if the parallelization of the NCT to multiple 
cores had been worked out yet, which is not yet the case. 
 
Supplementary Materials. We make all model output (eg, network parameters, item means, 
centrality, connectivity) available in the supplementary materials, along with all R codes that 
were used to compute the analyses. 
 
 
Figure 1. Gaussian graphical model of 9 schizotypal domains. Blue edges are positive 
associations, and red edges are negative ones. Thickness and saturation of edges depict the 
strength of associations. The filled part of the circle around each node depicts predictability: the 
variance of the nodes explained by all its neighbors. 
 
Results 
 
Network Structure of 9 Schizotypal Domains 
 
As figure 1 shows, the estimated network was interconnected, with strong edges between the 
domains “no close friends” and “constricted affect” (0.50), “odd/magical beliefs” and “unusual 
perceptions” (0.37), and “ideas of reference” and “suspiciousness” (0.36). Interestingly, we also 
obtained 2 negative edges: between “ideas of reference” and “no close friends” (−0.11), and 
between “social anxiety” and “odd/magical beliefs” (−0.09). The most central nodes in terms of 
standardized EI (ie, the sum of edges connected to a node) were “unusual perceptions,” 
“constricted affect,” and “odd speech”; social anxiety was the least central domain. Predictability 
(variance of a node explained by its neighbors) ranged from 31% (odd/magical beliefs) to 55% 
(constricted affect), and average predictability was 43.7% (figure 2). 
 
 
Figure 2. Expected influence of the 9 domains schizotypal network depicted in figure 1. 
 
 
Figure 3. Ising model of 74 SPQ items. Blue edges are positive associations, and red edges are 
negative ones. Thickness and saturation of edges depict the strength of associations. The filled 
part of the circle around each node depicts predictability: the variance of the nodes explained by 
all its neighbors. The numbers refer to the SPQ items provided in supplementary material. 
 
General Network Structure of 74 Schizotypal Items 
 
The full network of 74 SPQ items is depicted in figure 3. Five results are noteworthy. First, items 
within each of the 3 higher order dimensions were more closely associated with each other than 
with items of other dimensions. The average edge weights for the within-domain associations 
were 0.15, 0.15, and 0.27 for positive, interpersonal, and disorganization, respectively. Average 
edge weights across domains were 0.04 for all 3 domains (eg, all weights from items in the 
positive domain to items outside of the positive domain). 
 
Second, we found a similar, although more pronounced, result for the 9 domains: within-scale 
item relations with 0.33, 0.45, 0.47, 0.26, 0.61, 0.31, 0.37, 0.24, and 0.44 were considerably 
stronger than associations from items in one of these subscales to all other items (all between 
0.04 and 0.07). The subscale “odd/eccentric behavior” had the strongest average inter-item 
association (0.61), “constricted affect” the lowest (0.24). 
 
Third, items 57 (“I tend to keep in the background on social occasions” from the no close friend 
subscale) and 73 (“I tend to keep my feelings to myself” from the constricted affect subscale) 
showed numerous negative edges. 
 
Fourth, node predictability varied considerably across SPQ items, ranging from 3% in node 22 to 
59% in node 38. The average predictability of SPQ items was 27.8%, implying that substantial 
variability remained unexplained. Node predictability varied across the 9 subscales and ranged 
from a mean of 15.0% for unusual perceptual experiences to 39.8% for excessive social anxiety. 
 
Fifth, items that stood out in terms of EI (larger or smaller than 1.5 standard deviations) were, in 
decreasing order: 59 (2.64, suspiciousness), 69 (2.13, odd speech), 23 (1.94, odd behavior), 71 
(1.58, excessive social anxiety), 1 (−1.97, ideas or reference), 10 (−2.03, ideas of reference), 20 
(−2.07, excessive social anxiety), 54 (−2.39, excessive social anxiety), and 49 (−2.55, no close 
friends) (figure 4). 
 
 
Figure 4. Expected influence of the full 74 SPQ item network depicted in figure 3. 
 
Network Structure of Schizotypal Items across Gender 
 
The estimated networks by gender are depicted in figure 5. The connectivity (sum of all absolute 
edge values) of both networks was very similar, with values of 195.59 and 199.70 for men and 
women, respectively. Investigating the similarity of the network structures, we found that the 
adjacency matrices (the edge weights) were substantially inter-correlated, with a Spearman 
correlation coefficient of 0.74. EI estimates were correlated 0.90 across the networks. 
Differences of the networks in terms of EI estimates are summarized in figure 6; only item 59 
(suspiciousness) was noticeably different across networks, with a difference of 1.80 (male 
network EI for item 59: 3.26; female network: 1.47). Mean SPQ items differences by gender are 
shown in supplementary material. 
 
 
Figure 5. Ising models of women (left) and men (right). Blue edges are positive associations, 
and red edges are negative ones. Thickness and saturation of edges depict the strength of 
associations. The numbers refer to the SPQ items provided in supplementary material. 
 
 
Figure 6. Differences of the expected influence estimates for men minus women and North 
America (“West”) minus China (“East”). For example, the positive value on item 59 implies that 
it was more central in the Ising model estimated in men than the Ising model estimated in 
women. 
 
Network Structure of Schizotypal Items across Country 
 
Figure 7 shows networks for North American and Chinese participants. The North American 
network was substantially denser (connectivity, ie, sum of all absolute edge values = 180.35) 
than the Chinese network (153.97). The Spearman correlation coefficient of the network 
structures was 0.44, which was substantially lower than the correlation between male and female 
networks. EI estimates were correlated 0.56 across the networks. Differences between the 
networks (EI estimate West − EI estimate East) are summarized in figure 6. Items 37 (2.7), 68 
(2.05), 57 (1.97), 54 (−2.77), and 44 (−2.87) showed the largest differences. 
 
 
Figure 7. Ising models of North America (left) and China (right). Blue edges are positive 
associations, and red edges are negative ones. Thickness and saturation of edges depict the 
strength of associations. The numbers refer to the SPQ items provided in supplementary 
material. 
 
Network Stability 
 
The results of the stability and accuracy analysis48 available in the supplementary 
materials indicated that all networks were accurately estimated. The domain network was more 
accurately estimated than any other psychological between-subjects network in the prior 
literature: confidence intervals around edge weights were very small, the stability coefficient for 
EI was at the maximum obtainable value of 0.75, and early all edge weight comparisons were 
significant (ie, 528 out of all possible 561 edge weights comparisons indicated significant 
differences between edges weights). 
 
Discussion 
 
To our knowledge, this is the first study to examine the empirical network structure of 
schizotypal domains and traits. We use the SPQ to assess the items in a large sample of 27001 
individuals across 12 countries. We are not aware of any network analysis in clinical psychology 
or psychiatry with a sample size comparable to the one used in the present work. In the 
following, we propose to understand schizotypal personality as a complex system of cognitive, 
emotional, and behavioral traits, and argue that psychological network methodology can aid in 
uncovering this complexity. 
 
Several findings deserve a closer look. First, the 9 schizotypal domains were strongly 
interconnected. In particular, the relationship between nodes showed a 3-cluster named 
cognitive-perceptual, interpersonal, and disorganized. This network structure was quite 
congruent with the 3-dimensional model proposed in this arena.29 In addition, predictability 
values ranged from 31% (odd/magical beliefs) to 55% (constricted affect), where the average 
predictability was 43.7%. The average predictability found was high compared to previous 
network literature.69 In the domain network, we interpret schizotypal traits as putative causal 
associations. The network perspective proposes that correlations among schizotypal domains are 
due to causal connections among behaviors, beliefs, and feelings. Here, we found that odd 
speech and odd behavior domains, or magical thinking and unusual perceptions domains were 
more interconnected in the general schizotypal network than others. These findings can be 
considered within the network model of onset of psychotic disorder proposed by van Os and 
Linscott.70 The onset for the outcome of these disorders can be understood in part as different 
psychotic-like experiences and traits that causally impact each other over time. This is congruent 
with previous research that demonstrated how negative/disorganized symptoms predicted 
positive symptoms71 or how hallucinations gave rise to delusions.72 These findings are also 
consistent with the concept of emergence. As Lenzenweger4 pointed out, mental disorders 
represent complex configural outcomes of multiple interacting systems that cannot be reduced to 
a mere collection of constituent parts. These findings allow for a deeper understanding of the 
nature of interactions that take place among the schizotypal traits that contribute to psychosis 
liability. 
 
Second, in the item-level network, and similar to domain-level, variables showed relations both 
within and across domains, although within-domain associations were generally stronger. 
Moreover, overall predictability in the full network was 27.8%, meaning that a substantial 
portion of the variance of the SPQ items cannot be explained by the nodes in the estimated 
network. This value is lower than the average predictability found at domain level. Of note, 
predictability was higher for the facets of excessive social anxiety, ideas of reference, 
suspiciousness, odd speech, and odd or eccentric behavior than for the facets of unusual 
perceptual experiences, constricted effect, odd beliefs or magical thinking, and no close friends. 
These results may indicate that important variables that could contribute to trait/symptom 
development are missing in the estimated model. In addition, disorders within the psychosis 
spectrum are thought to arise from a crucial interplay between genes and environment73—it 
would, therefore, be expected that part of the missing predictability here is due to the absence of 
genetic or environmental components in the network. Some of these findings both domain and 
item level are consistent with previous research using the network framework in patients with 
psychosis and nonclinical samples.36,37,43–47 For instance, Murphy et al47 found in a study of 
psychotic-like experiences (PE) in a large US sample that the network of symptom severity 
ratings revealed strong interconnectivity between PEs, and that paranoia nodes were among the 
most central in the network. 
 
Third, estimated networks of men and women were similar, as were node centrality and 
connectivity. In spite of small differences in the network structures, connectivity and centrality 
estimates in the present study were similar for both men and women, indicating that differences 
may not lie within the inter-item associations. Research in the field of psychotic disorders often 
identifies different symptom profiles for men and women, with men presenting with poorer 
premorbid functioning and worse course of illness.74–76 In nonclinical populations, however, 
findings have been more inconsistent, with women seeming to score higher on measures of 
positive schizotypal features and men seeming to score higher on measures of negative 
schizotypal features.15,20–22,77 To date, due to limited data, it was not possible to compare 
networks of men and women for patients. We hope future research could address this issue—if 
the network structures and connectivity are found to be different for men and women within a 
patient population. 
 
Fourth, at the country level, North American and Chinese participants networks showed lower 
similarity than the gender comparison both in terms of structure, node centrality, and 
connectivity. In addition, the North American network estimated for SPQ items was substantially 
denser than the network for Chinese participants, which is particularly interesting in light of 
recent work showing that groups with more densely connected networks are likely to have more 
adverse outcomes in the future (reviewed in Fried et al40). Previous research has demonstrated 
that the prevalence and expression of these subclinical psychotic phenomena (eg, psychotic-like 
experiences, schizotypal traits) varies according to place, culture, income, and ethnic minority 
groups16–18 as well as gender and age,15,19–21 but has also found that schizotypal traits similarly 
cluster for Chinese and Western samples.78 Even though our results show a similar network 
structure for the 2 populations, we also pinpoint previously unidentified differences between 
Western and Eastern countries. It is important to note that our results are exploratory and no 
other studies to date have compared schizotypal traits between North American and Chinese 
samples, limiting the degree to which we can situate our findings in the extant literature. Bhugra 
et al79,80 found that Asian patients diagnosed with schizophrenia display better premorbid 
functioning than do Caucasian patients; future research could investigate whether the symptom 
network is also less densely connected in Chinese than in North American patient samples, 
potentially supporting the idea of a more resilient network structure. Broadly, however, we 
believe that comparison of schizotypal traits among people from different cultures has the 
potential to provide us with information on cultural differences in social and affective 
functioning42 that could ultimately prove highly valuable in clinical practice. 
 
The results of the present study should be interpreted in the light of the following limitations. 
First, the majority of the participants were college students and this characteristic may affect the 
generalization of the results to other populations of interest. Second, the study is subject to the 
problems inherent to any research based on self-reports like the effect of stigmatization, the 
possibility of misunderstanding of some items, the lack of introspection of some participants, and 
that of social desirability. Third, the infrequency scale to screen out participants who responded 
in a random manner was not systematically employed in all samples. Fourth, it was not possible 
to use the novel network comparison test to investigate statistical differences across networks 
because the test cannot currently deal with a very large number of participants. Instead, and 
consistent with prior publications (eg,49,81), we report the correlation of the network structures as 
a measure of similarity. Fifth, as discussed in more detail elsewhere, psychological networks 
model single items that are prone to measurement error.49 While some of the issues surrounding 
measurement error are unresolved,82,83 it is noteworthy that the average predictability in the main 
network presented in this study was 27.4%, which is somewhat lower than the average 
predictability identified in a re-analysis of 25 datasets from 18 prior psychopathology network 
studies.69 Interestingly, across all analyzed studies, psychosis had the lowest average 
predictability of 28%, remarkably similar to our result. The authors of the reanalysis concluded 
that not only excluding important variables from the network can result in lower average 
predictability (a lot of variance of the nodes remains unexplained), but also measurement error. 
Sixth, as highlighted in the methods section, an edge between 2 items of very similar content 
cannot be understood as a putative causal pathway. Because the SPQ contains many item pairs 
that are very similar in nature, especially relations within the domains should only be interpreted 
statistically, ie, as regularized partial correlation coefficients. Edges across domains, however, 
are consistent with standard network-theoretical interpretations. In addition, these domains are 
common across almost all schizotypal and psychosis (risk) inventories; thus, we hope this 
analysis will enable future research to investigate how the domain network structure obtained 
here replicates or generalizes using different measuring instruments and samples. Finally, the 
between-subjects network analysis of one large aggregated dataset in cross-sectional data means 
that we can neither draw strong conclusions about the dynamic nature of associations, nor know 
whether the network structure generalizes to within-person processes. 
 
Conclusions 
 
This study is the first to comprehensively examine the network structure of the self-reported 
schizotypal traits using a large multinational sample. The results are consistent with the 
conceptual notion of schizotypal personality as a complex network structure of cognitive, 
emotional, and behavioral traits. This study also offers a deeper understanding of the subclinical 
psychosis expression or schizotypy (psychosis liability). 
 
Even though it is only at the beginning of the road, the research in the domain of 
psychopathology has embraced network theory and methodology as a pair of matching tools with 
the goal to shed light on the complexity of the psychosis spectrum phenotype and, ultimately, to 
contribute to advancements in clinical practice. We hope that this will open new avenues for 
nosology, etiological research, assessment strategies, prevention, and treatment. 
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