We propose the first non-trivial generic decoding algorithm for codes in the sum-rank metric. The new method combines ideas of well-known generic decoders in the Hamming and rank metric. For the same code parameters and number of errors, the new generic decoder has a larger expected complexity than the known generic decoders for the Hamming metric and smaller than the known rank-metric decoders.
I. INTRODUCTION
The sum-rank metric is really a family of metrics, which contains both Hamming and rank metric as special cases, and in general can be seen as a mix of the two. It was introduced under the name "extended rank metric" as a suitable distance measure for multi-shot network coding in 2010 [1] . Since then, several code constructions and efficient decoders have been proposed for the metric [2] - [9] . The codes have also been studied in the context of distributed storage [10] and further aspects of network coding [9] .
A generic decoder is an algorithm that takes a code and a received word as input and outputs a codeword that is close to the received word, without any restriction on or knowledge about the structure of the code. Designing such algorithms has a long tradition in coding theory, both for theoretical and practical reasons: studying the complexity of generic decoding is essential to evaluate the practial security level of code-based cryptosystems such as the McEliece [11] , Niederreiter [12] and Gabidulin-Paramonov-Tretjakov [13] cryptosystems, or the numerous variants thereof. A trivial generic decoding algorithm is to simply tabulate the input code and compare each codeword with the received word, but there are much more efficient approaches. For the Hamming metric, the related decision problem is NP-hard [14] , and there is also a hardness reduction for the analog problem in the rank metric [15] , and so it is not surprising that all known generic decoding algorithms still have exponential running time in the code parameters.
Prange [16] presented in 1962 a generic decoder whose type is now know as information-set decoding. The basic idea is to repeatedly choose n − d random positions, where n is the length and d the minimum distance, until the chosen positions contain all the errors. This event can be detected by re-encoding on the remaining d positions, obtaining a This work has been supported by the European Union's Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement no. 713683 (COFUNDfellowsDTU) and under the European Research Council (ERC) grant agreement no. 801434. codeword, and seeing that this is close to the received word. There have been more than 25 papers improving Prange's algorithm, which have significantly reduced the exponent of the exponential in the complexity expression. A full list of publications up to 2016 can be found in [17, Section 4.1] .
In the rank metric, the first generic decoder was proposed in 1996 [18] and since then, there have also been several improvements: [19] , [20] , [21] , and [22] . The complexity of generic decoding in the rank metric remains significantly higher than in the Hamming metric, which results in a substantial advantage of rank-metric-based cryptosystems over their Hamming-metric analogs. The idea here is to repeatedly choose a sub row-space (or column space) of the received word until this contains the error row-space (resp. column space), and when it does use rank-erasure decoding techniques to decode using linear algebra.
In this paper, we propose the first non-trivial generic decoding algorithm for the sum-rank metric. The algorithm combines the sketched ideas for the Hamming and rank metric: we simultaneously randomly choose both the distribution of rank errors across blocks, as well as row spaces inside each block, and the process succeeds when the error row space in each block is covered. The decoding is then performed using sum-rank erasure decoding using linear algebra.
We propose two ways of making this random choice and analyze the resulting expected complexities of the generic decoder. Roughly, the expected complexity smoothly interpolates between the basic generic decoders in the two "extremal" cases of the sum-rank metric: Hamming and rank metric. As a related result, we also propose an efficient algorithm to compute the number of vectors of a given sum-rank weight.
Our work can be seen as a proof-of-concept that known methods of generic decoding can be adapted to the sumrank metric. Though out of scope of this paper, it seems reasonable that many improvements for generic decoding in Hamming and rank metric can also be applied, which might further reduce the complexity. Moreover, the results open up the possibility to study code-based cryptosystems in the sumrank metric.
II. PRELIMINARIES
Let q be a prime power and m be a positive integer. Throughout the paper n is the length of the studied codes, and ℓ is a blocking parameter satisfying ℓ | n. We also let η := n/ℓ and µ := min{η, m}. We denote by F q the finite field of size q and by F q m its extension field of extension degree m, which we will often consider as an F q -vector space of dimension m. For a vector x ∈ F η q m , we define rk Fq (x) := dim Fq x 1 , . . . , x η Fq . The sum-rank metric is defined as follows.
Definition 1. The (ℓ-)sum-rank weight is defined as
The family of sum-rank metrics includes two well-known metrics as extremal cases: For ℓ = 1, it coincides with the rank metric and for ℓ = n, it is the Hamming metric. In between,we
and wt H (x) are the rank and Hamming weight of x.
In the paper, we aim at solving the following problem, independently of the code C (i.e., generically).
Problem 1 (Generic Sum-Rank-Metric Decoding). Let C ⊆ F n q m be a code, t a positive integer with 0 ≤ t ≤ µℓ, and r ∈ F n q m be a vector (received word). If it exists, find a vector (error) e with wt SR,ℓ (e) = t such that r − e ∈ C.
For non-negative integers a and b, the Gaussian binomial a b q is defined by the number of b-dimensional subspaces of F a q . We have the bounds [23] :
We let NM q (a, b, i) denote the number of a × b matrices over F q of rank exactly i, for 0 ≤ i ≤ min{a, b}. We have [24] :
III. COUNTING ERROR VECTORS
As the generic decoding problem can be solved by bruteforcing through all vectors of a given sum-rank weight, we are interested in finding the number of such vectors. The question of counting is also related to explicitly writing down a list of such vectors (hence, how to realize this naive generic decoder) and provides a comparative line for the complexity of our new generic decoder that we present in the next section. In the extremal cases of the Hamming and rank metric, simple closed-form expressions are easy to obtain. The question seems more involved for the general sum-rank metric.
We denote by N q,η,m (t, ℓ) the number of vectors in F ηℓ q m of ℓ-sum rank weight t ≤ µℓ. The recursion in the following lemma implies an efficient dynamic programming routine to compute the number, which we outline in Algorithm 1. We prove its complexity in Theorem 3 below.
Lemma 2. N q,η,m (t, ℓ) = 0 for t > µℓ. Otherwise:
where η = n ℓ and m are constants throughout the recursion. Proof. The first claim is obvious since each of the ℓ blocks can have at most rank weight µ. For ℓ = 1, the formula is simply the number of m × η matrices of rank t. For larger ℓ, we sum up over the number of possibilities to choose the rank weight t ′ of the first block multiplied with the number of sum-rank weight words in the remaining ℓ − 1 blocks.
Theorem 3. Algorithm 1 is correct and has bit complexity
Proof. The algorithm computes a table that fulfills N(t ′ , ℓ ′ ) = N q,η,m (t ′ , ℓ ′ ) for all t ′ = 0, . . . , t and ℓ ′ = 1, . . . , ℓ using the recursive formula in Lemma 2. This implies the correctness.
Complexity-wise, the algorithm performs ℓt 2 integer multiplications, where the (non-negative) integers can be rather large. A very rough upper bound is given by N q,η,m (t, ℓ) ≤ t i=0 NM q (m, n, i) ≤ 4(t+1)q t(n+m−t) , which follows from (2) . Since integer multiplication can be implemented with quasi-linear bit operations in the bit size of the involved integers [25] , each multiplication costs at most
Algorithm 1 can be easily adapted to create a list of all errors of sum-rank weight t: instead of storing the number of vectors in the table N(·, ·), we store lists of the respective vectors. By brute-forcing the overall list and checking whether the received word minus each error is a codeword (this costs at most Cn(n − k)m 2 operations over F q for a small constant C > 0), we obtain a generic sum-rank-metric decoder with complexity at most
Remark 4. The recursion in Lemma 2 can also be turned into an efficient algorithm to draw uniformly at random from the set of sum-rank errors of weight t. For the first block, draw uniformly at random an integer D from the set {1, 2, . . . , N q,η,m (t, ℓ)}. Then, choose the first entry t 1 of the weight decomposition as the largest integer with
Use well-known methods from the rank-metric to choose an error e 1 ∈ F η q m of rank weight t 1 . Then, proceed recursively with t ← t − t 1 and ℓ ← ℓ − 1.
IV. GENERIC DECODING IN THE SUM-RANK METRIC
In this section, we present a new generic decoding algorithm for the sum-rank metric. The idea is similar to the generic decoders in the Hamming and rank metric: first we find the "support" of an error (e.g., the error positions in the Hamming metric) in a randomized fashion and second we compute the full error by erasure decoding (e.g., computing the error values after having found the error positions).
Since it is not immediately clear what the analog of a support in the sum-rank metric is compared to the notions of support in Hamming and rank metric, we first introduce this notion in Section IV-A. We also explain under which conditions we can uniquely recover an error given its support (erasure decoding). Then, in Section IV-B, we explain how we determine the support of the error in a randomized way and derive a simple upper bound on the expected complexity of the resulting generic decoder. Section IV-C presents an improved generic decoder. Its expected complexity cannot be determined as easily as the first one, but we present an efficient method to determine an upper bound it.
A. Support and Erasure Decoding in the Sum-Rank Metric
The following lemma gives rise to a notion of "support" in the sum-rank metric, which we state in Definition 2 below. Lemma 5. Let e ∈ F n q m have ℓ-sum-rank weight t and let t be its weight decomposition. Then there are vectors
as well as matrices over the sub-field F q :
Furthermore, the decomposition is unique up to elementary row operations on the matrices B i . In particular, the row spaces of the matrices B i are uniquely determined by e.
Proof. By basic linear algebra, see e.g. [26] , there is an a i ∈ F ti q m and B i ∈ F ti×η q such that e i = a i B i . Also the uniqueness up to row operations follows directly from the analogous results in the rank metric. This implies the result.
Definition 2. For e ∈ F n q m of sum-rank weight t, we define its (ℓ-sum-rank) support by
It is easily seen that Definition 2 specializes the usual notions of support for Hamming resp. rank metric when ℓ = n resp. ℓ = 1.
Remark 7. As in the rank metric (see, e.g., [21] ), there are at least two possible definitions of support in the sum-rank metric: we could also use the product of the F q -spans of the entries of the error's i-th block e i (i.e., the column space of a matrix representation of e i ). This would be advantageous for codes with m < η. Due to space restrictions, however, we only use the row space definition in this paper since most known codes in the sum-rank metric require m ≥ η.
The following theorem generalizes the classical Hamming metric statement that d − 1 is the maximal number of linearly independent columns, as well as the analogous statement in rank metric [26, Theorem 1]: 
Then, C has minimum ℓ-sum-rank distance d if and only if
Proof. The proof follows by the decomposition of words of a given ℓ-sum-rank weight in Lemma 5, together with the definition of the minimum sum-rank distance, i.e., that Hx ⊤ = 0 for any word of wt SR,ℓ (x) = d − 1 and there is at least one x ∈ F n q m with wt SR,ℓ (x) = d and Hx ⊤ = 0. Theorem 8 implies the following statement about erasure decoding in the sum-rank metric.
Theorem 9. Let r = c + e ∈ F n q m be a received word, where c is an unknown codeword of a code with minimum sum-rank distance d and e is an unknown error of sum-rank weight at most d − 1. If we know a super-support F of e of weight at most d − 1, then we can uniquely recover c from r with complexity C(n − k) 3 m 2 in operations over F q , where C > 0 is a constant.
Proof. It follows from Lemma 5 that e can be written as aB, where B is a block-diagonal matrix containing bases of the super-support entries F i . Let H be a parity-check matrix of the given code of minimum sum-rank distance C. Since F has weight t ≤ d − 1, by Lemma 8, the matrix HB ⊤ ∈ F (n−k)×t q m has F q m -rank t. Hence, the linear system
where a is unknown, and r, H, and B are known, has a unique solution a and we can uniquely determine a, e, and thus c using linear-algebraic operations. Using elementary matrix multiplication, Gaussian elimination, and polynomial multiplication algorithms, the involved operations have the following complexities, where the constants C 1 , C 2 , C 3 are close to 1. Multiplying HB ⊤ costs at most C 1 (n − k)sηm operations in F q since each row of B has at most η non-zero entries. The only remaining step is solving the linear system HB ⊤ a ⊤ = s ⊤ , where s is the syndrome of the received word. This costs at most C 2 s 2 (n−k) operations over F q m , and any operation in F q m costs again C 3 m 2 operations in F q .
B. Randomized Support Finding Algorithm
By the analysis in Section IV-A, it suffices to find the support of an error in the rank weight, or a super-support of weight at most d − 1 thereof, in order to successfully recover an error of sum-rank weight at most d − 1. Our strategy is to find such a super-support by a randomized algorithm. Therefore we investigate the probability that a random choice is a super-support of the error. We assume first that we know the weight decomposition t of the error and have chosen a weight decomposition s which is element-wise greater than t. Lemma 10. Let e be an error of support E := E 1 ×E 2 ×· · ·×E ℓ with t i := dim E i . Let e be an error of support E := E 1 × E 2 × · · · × E ℓ with t i := dim E i . For s 1 , . . . , s ℓ with t i ≤ s i ≤ η, let F := F 1 × F 2 × · · · × F ℓ be a product of uniformly at randomly drawn vector spaces F i ⊆ F η q of dimension dim F i = s i . Then, the probability that F is a super-support of e is
Proof. Since the subspaces F i are drawn independently, the probability equals the product of the probabilities that the i-th subspace F i is a superspace of E i . This probability is given by η−ti Algorithm 2 presents a strategy for randomly choosing a super-support for an error e of sum-rank weight t, support E, and weight decomposition t. The idea is to first choose a random decomposition t drawn . If we have t drawn = t, then we can lower-bound the success probability Pr(E ⊆ F ) using Lemma 10, i.e.,
where s is the weight decomposition of F which element-wise is greater than t. The strategy of computing s from t and the integer s (Lines 2-5) is chosen to maximize (for a given t) the exponent of the expression q − ℓ i=1 ti(η−si) : The s − t "extra" dimensions (where s is usually chosen as d − 1 to ensure that erasure decoding works) available in s are assigned to those positions i where t i is largest. In the following, we will refer to this s as scomp(t, s). We present a lower bound on the probability (5) in Lemma 11, which is independent of the error's weight decomposition t and in this sense a worst-case bound. To state the lemma, we need the following auxiliary definition.
Algorithm 2: Random Choice of Super-Support
Input : Integers t and s with 0 ≤ t ≤ s ≤ n − k Output:
F i ← uniformly at random from Gr(F η q , s i ) 8 return F := F 1 × F 2 × · · · × F ℓ Definition 3. Let t ≤ µℓ. Then, we define the (ordered) quasiequal decomposition as t eq (t) := t * , . . . , t * , t * , . . . , t * ∈ {0, . . . , µ} ℓ , where t * := ⌊ t ℓ ⌋, t * := t * + 1, and the number of entries with t * and t * is chosen such that ℓ i=1 t eq i = t. Lemma 11. Let e be an error of ℓ-sum-rank weight t. Let s be an integer with t ≤ s ≤ n − k. Then, Algorithm 2 returns a super-support of e (of support E) with probability at least
where t ′ := t eq (t) and s ′ = scomp(t ′ , s).
Proof. Since t is chosen uniformly at random from T t,ℓ,µ , we have Pr t drawn = t = |T t,ℓ,µ | −1 , where |T t,ℓ,µ | can be upper-bounded by ℓ+t−1 ℓ−1 using a stars-&-bars argument.
If t is guessed correctly, the probability of choosing a suitable super-support is lower-bounded by 4 −ℓ q − ℓ i=1 ti(η−si) , cf. (4) . We show that the quasi-equal distribution mini-
is invariant when permuting t, w.l.o.g., assume that the t i are sorted in non-increasing order, i.e., t 1 ≥ t 2 ≥ · · · ≥ t ℓ . Then, Algorithm 2 chooses s by "filling up" the first blocks up to η until the s − t extra dimensions are used. Hence, there is a unique index h (which depends on t and s) with
where 0 ≤ δ < η−t h . Note that we can reach any sorted vector t by starting with a sorted quasi-equal decomposition vector t ′ = t eq . and iteratively decreasing (by one) the rightmost entry t ′ j of t ′ that is larger than t j , while simultaneously increasing (by one) the left-most entry t ′ i of t ′ that is smaller
where h and δ are defined as above, depending on t ′ and s. We distinguish the following five cases:
(1) If i, j < h, then h, δ, as well as all the t ′ κ for κ ≥ h are unchanged. Hence, the sum does not change. (2) If i < h and j = h, then h is unchanged, δ is increased by one, and t ′ h is decreased by 1. Hence, A is increased by η −t ′ h −δ > 0 and B is unchanged, so overall the sum is increased. (3) If i < h and j > h, then h is unchanged and δ is increased by one. Thus, A is increased by t ′ h and B is changed by +η − 2t ′ j + 1. Due to t ′ h ≥ t ′ j and η ≥ t ′ j , the sum is overall increased. Hence, the overall sum is increased by at least 1 (since t ′ h ≥ t ′ j ). (4) If i = h and j > h, then h and δ are unchanged. Thus,
, the sum is overall increased. Summarized, the sum is never decreased by such an operation, which means that it is minimized for the sorted quasiequal decomposition t eq . We now bound the sum for this case.
Lemma 11 implies an upper bound on the expected complexity of a Las-Vegas type generic decoder that randomly draws a super-support and then applies erasure decoding. We outline the algorithm in Algorithm 3 and state the resulting upper bound on the expected complexity in Theorem 12.
Algorithm 3: Generic Sum-Rank Decoder
Input : Parity-check matrix H of an [n, k] code C over F q m with minimum sum-rank distance d. Let r = c + e, where c ∈ C and e has sum-rank weight t, integer s with t ≤ s ≤ n − k. Output: e ′ of sum-rank weight t such that r − e ′ ∈ C. 
for a constant C > 0, t ′ := t eq (t), and s ′ = scomp(t ′ , s).
Proof. Correctness follows since if a suitable e exists, there is a non-zero probability that a super-support of e is drawn, and erasure decoding has a unique result for a super-support of weight s < d. The complexity is given by the product of the cost of erasure decoding (cf. Theorem 9) and the expected number iterations until we have found a valid super-support Pr(E ⊆ F ) −1 (cf. Lemma 11) . The bound follows from
for some constantC.
Remark 13. We can guarantee uniqueness of erasure decoding in Algorithm 3 only for s < d, but it might work up to s = n − k, depending on the chosen super-support. Note that some generic Hamming-and rank-metric decoding papers use s = n − k without analyzing the erasure decoding success probability.
C. Improved Support Finding
In the previous subsection, we obtained a simple-to-evaluate upper bound on the expected complexity of our new generic decoder. In this section we improve the strategy of Algorithm 2 for drawing a random super-support. This drawing is somewhat more involved and comes at the cost of a more complicated complexity expression. We do not have a good closed-form bound on this expression, but we show that it is efficiently computable for given input parameters.
Our proof strategy so far was to independently bound Pr t drawn = t and Pr E ⊆ F | t drawn = t . We designed the randomized support finding algorithm in a way such that Pr(t drawn = t) is as large as possible in the worst case, i.e., uniformly distributed:
Then we independently bounded Pr(E ⊆ F | t drawn = t) for the worst case (i.e., the worst t). However, this second term depends heavily on t and we can expect to increase both the actual success probability as well as our lower bound by changing the distribution of t drawn accordingly such that the entire term on the right-hand side of (5) is maximized in the worst case. We achieve this by setting
which is independent of t. By Lemma 10, we have
q , where s = scomp(t, s). To stress that each entry s i of s is a function of t, we write s i (t) in the following.
The discussion above directly implies the following result.
Theorem 14. Suppose that we change Line 1 of Algorithm 2 such that t drawn is drawn from T t,ℓ,µ according to the distribution Pr t drawn = t as in (8) instead of uniformly. Then, the expected complexity of iterations in Algorithm 3 is upper-bounded by
where C draw (t, ℓ, η) is the complexity of drawing according to the distribution in (8) , C > 0 is a constant, and
Since the cardinality of the set T t,ℓ,µ , and thus the number of summands in (10) , is large, the complexity bound given in Theorem 14 appears to be difficult to compute. However, we can again apply a dynamic programming approach to compute M efficiently (i.e., in small-degree polynomial time in the code parameters). Such an algorithm can also be used to implement the drawing procedure according to the distribution in (8) . Due to space restrictions, however, we only briefly discuss the idea of computing M .
Due to the complicated choice of s (in particular the fact that s i depends on t and not only on t i ), we first rearrange the sum in (10) such that we only sum over ordered weight decompositions:
where T ord t,ℓ,µ := {t ∈ T t,ℓ,µ : t 1 ≥ t 2 ≥ · · · ≥ t ℓ } and π(t) denotes the number of possibilities to permute the entries of t. It is well-known that π(t) = ℓ! η i=0 ji! , where j i is the number of times the integer i appears in t. Hence, we can split the product in the sum of (11) as follows: and s 1 , . . . , s j only depend on t 1 , t, and s (i.e., fill up the first j positions of the t vector (all values = t 1 ) until all but s − (t − t 1 j) of s is used -the remaining t − t 1 j are needed to ensure s i ≥ t i for i > j).
Since the values M (t 1 , j 1 ) are again of the same type as M , we can turn the computation of M into a dynamic programming routine. The table that needs to be computed is indexed by 4 parameters, but we only need to compute a sparse subtable. Hence, it can be implemented efficiently using memoization.
Remark 15. Algorithm 3 sometimes succeeds if t drawn = t, though with much smaller probability. By analyzing this effect, we could get a better upper (and a lower) complexity bound.
V. COMPARISON TO OTHER GENERIC DECODERS
Two naive strategies for generic decoding are given by brute-forcing the codewords (complexity W C = q mk m 2 kn, where m 2 kn is cost of encoding) and brute-forcing the errors (complexity W errors as in (3)). Also, for m ≫ η we can use a generic rank-metric decoder since an error of sum-rank weight t has rank weight t with high probability. Using the basic algorithm in [21] , we get a work factor of W (basic) rank ≈ (n − k) 3 m 2 q t(n−s) ,
where s < d is the weight of the randomly chosen rank supports.
In Table I , we compare the average complexities of these generic decoding algorithms with the algorithms that we propose. We show the log 2 of the number of operations required, where we use C = 1 and assume that C draw (t, ℓ, η) is negligible compared to (n − k) 3 m 2 . Further, we use (6) to compute W (simple) new . For ℓ = 1, the new algorithm is equal to the basic rank-metric generic decoder of [21] . For ℓ > 1, we observe that the new algorithms have a significantly reduced complexity compared to all the other possibilities. We also roughly compare the exponential terms in the complexities of the basic algorithms for solving the Hamming- [16] , sum-rank-(this work), and rank-metric generic decoding problems (basic algorithm in [21] ) for the same length n, error weight t and weight s of the randomly chosen supersupports. In the Hamming metric, we have an exponent of roughly a constant times t, in the sum-rank metric ≈ t n−s ℓ (using the upper bound of Theorem 12 with t ≫ ℓ), and in the rank metric ≈ t(n − s) (cf. (12) ). Hence, the new
