Graph states are multiparticle entangled states that correspond to mathematical graphs, where the vertices of the graph take the role of quantum spin systems and edges represent Ising interactions. They are many-body spin states of distributed quantum systems that play a significant role in quantum error correction, multiparty quantum communication, and quantum computation within the framework of the one-way quantum computer. We characterize and quantify the genuine multiparticle entanglement of such graph states in terms of the Schmidt measure, to which we provide upper and lower bounds in graph theoretical terms. Several examples and classes of graphs will be discussed, where these bounds coincide. These examples include trees, cluster states of different dimensions, graphs that occur in quantum error correction, such as the concatenated [7,1,3]-CSS code, and a graph associated with the quantum Fourier transform in the one-way computer. We also present general transformation rules for graphs when local Pauli measurements are applied, and give criteria for the equivalence of two graphs up to local unitary transformations, employing the stabilizer formalism. For graphs of up to seven vertices we provide complete characterization modulo local unitary transformations and graph isomorphisms.
I. INTRODUCTION
In multipartite quantum systems one can in many cases identify constituents that directly interact with each other, whereas other interactions play a minor role and can largely be neglected. For example, next-neighbor interactions in coupled systems are often by far dominant. Such quantum systems may be represented by a graph [1, 2] , where the vertices correspond to the physical systems and the edges represent interactions. The concept of a graph state-which abstracts from the actual realization in a physical system-is based on this intuition.
A graph state, as it is used in this paper, is a special pure multiparty quantum state of a distributed quantum system. It corresponds to a graph in that each edge represents an Ising interaction between pairs of quantum spin systems or qubits [3] [4] [5] [6] . Special instances of graph states are codewords of various quantum error correcting codes [7] , which are of central importance when protecting quantum states against decoherence in quantum computation [8] . Other examples are multiparty Greenberger-Horne-Zeilinger (GHZ) states with applications in quantum communication, or cluster states of arbitrary dimensions, which are known to serve as a universal resource for quantum computation in the one-way quantum computer [9, 10] . Yet, not only the cluster state itself is a graph state, but also a pure state that is obtained from this universal resource after the appropriate steps have been taken to implement operations taken from the Clifford group. This resource is then no longer universal, but the specific resource for a particular quantum computation [3] .
In this paper we address the issue of quantifying and characterizing the entanglement of these multiparticle entangled states of an arbitrary number of constituents. The aim is to apply the quantitative theory of multiparticle entanglement to the study of correlations in graph states. The underlying measure of entanglement is taken to be the Schmidt measure [11] , which is a proper multiparticle entanglement monotone that is tailored to the characterization of such states. As holds true for any known measure of multiparticle entanglement, its computation is exceedingly difficult for general states, yet for graph states this task becomes feasible to a very high extent. We start by presenting general transformation rules of graphs when local Pauli measurements are applied locally on physical systems represented by vertices. We present various upper and lower bounds for the Schmidt measure in graph theoretical terms, which largely draw from the stabilizer theory. These bounds allow for an evaluation of the Schmidt measure for a large number of graphs of practical importance. We discuss these rules for the class of 2-colorable graphs, which is of special practical importance in the context of entanglement purification [5] . For this class we give bounds to the Schmidt measure, that are particularly easy to compute. Moreover, we provide criteria for the equivalence of graph states under local unitary transformations entirely on the level of the underlying graphs. Finally, we present several examples, including trees, cluster states, states that occur in the context of quantum error correction, such as the CSS code, and the graph that is used to realize the QFT on three qubits in the one-way quantum computer. The vision behind this is to flesh out the notion of entanglement as an algorithmic resource, as it has been put forward in Ref. [3] .
The paper is structured as follows. We start by introducing the notion of graph states of multiqubit systems: we set the notation concerning graph theoretical terms, and proceed by showing how graph states are in correspondence to graphs. Then, we recapitulate relevant properties of the Schmidt measure as a measure of multiparticle entanglement. In Sec. III we then state the general upper and lower bounds that are formulated in the language of graph theory. We also investigate the equivalence class for connected graphs up to seven vertices under local unitaries and graph isomorphisms. These statements are the main results of the paper. They are proved in Sec. IV. We proceed by discussing the above mentioned examples, where we use the developed methods. Finally, we summarize what has been achieved, and sketch further interesting steps of future research.
This paper is concerned with entanglement in multiparticle distributed quantum systems, with some resemblance to Refs. [13] [14] [15] [16] [17] [18] [19] [20] . However, here we are less interested in the connection between quantum correlations and quantum phase transition, but rather in the entanglement of graph states that have definite applications in quantum information theory. Entangled states associated with graphs have also been studied in Refs. [19, [21] [22] [23] , where bounds on shared bipartite entanglement in multipartite quantum systems have been studied, in order to find general rules for sharing of entanglement in a multipartite setting. It should, however, be noted that the way in which we represent entangled states by mathematical graphs is entirely different from the way this is done in Refs. [19, [21] [22] [23] . Furthermore, in the present paper, we are not only concerned with bipartite entanglement between two constituents or two groups of constituents, but with multiparticle entanglement between many constituents. In turn, the interaction that gives rise to the entangled graph states is more specific, namely the one corresponding to an Ising interaction. Finally, as discussed above, graph states provide an interesting class of genuine multipartite entangled states that are relatively easy to survey even in the regime of many parties. Since the graph essentially encodes a preparation procedure of the state, we will mainly examine the question of how the entanglement in a graph state is related to the topology of its underlying graph.
II. GRAPHS, GRAPH STATES, AND THE SCHMIDT MEASURE

A. Graphs
At the basis of our analysis lies the concept of a graph [1, 2] . A graph is a collection of vertices and a description of which vertices are connected by an edge. Each graph can be represented by a diagram in a plane, where each vertex is represented by a point and each edge by an arc joining two not necessarily distinct vertices. In this pictorial representation many concepts related to graphs can be visualized in a transparent manner. In the context of the present paper, physical systems will take the role of vertices, whereas edges represent an interaction.
Formally, an (undirected, finite) graph is a pair
of a finite set V ʚ N and a set E ʚ ͓V͔ 2 , the elements of which are subsets of V with two elements each [1] . The elements of V are called vertices, the elements of E edges. In the following we will only consider simple graphs, which are graphs that contain neither loops (edges connecting vertices with itself) nor multiple edges.
When the vertices a , b V are the endpoints of an edge, they are referred to as being adjacent. The adjacency relation gives rise to an adjacency matrix ⌫ G associated with a graph. If V = ͕a 1 , ... ,a N ͖, then ⌫ G is a symmetric N ϫ N matrix, with elements
We will make repeated use of the neighborhood of a given vertex a V. This neighborhood N a ʚ V is defined as the set of vertices b for which ͕a , b͖ E. In other words, the neighborhood is the set of vertices adjacent to a given vertex. A vertex a V with an empty neighborhood will be called isolated vertex.
For the purpose of later use, we will also introduce the concept of a connected graph. An ͕a , b͖ path is an ordered list of vertices a = a 1 , a 2 , ... ,a n−1 , a n=b , such that for all i, a i and a i+1 are adjacent. A connected graph is a graph that has an ͕a , b͖ path for any two a , b V. Otherwise it is referred to as disconnected.
When a vertex a is deleted in a graph, together with the edges incident with a, one obtains a new graph. For a subset of vertices VЈ ʚ V of a graph G = ͑V , E͒, let us denote with G − VЈ the graph that is obtained from G by deleting the set VЈ of vertices and all edges which are incident with an element of VЈ. In a mild abuse of notation, we will also write G − EЈ for the graph that results from a deletion of all edges e EЈ, where EЈ ʚ E ʚ ͓V͔ 2 is a set of edges. For a set of edges F ʚ ͓V͔ 2 we will write G + F = ͑V , E ഫ F͒, and G⌬F = ͑V , E⌬F͒, where
is the symmetric difference of E and F. Note that the symmetric difference corresponds to the addition modulo 2 or the componentwise XOR, if the sets are considered as binary vectors. Moreover, with
we denote the set of edges between sets A , B ʚ V of vertices.
B. Graph states
With each graph G = ͑V , E͒ we associate a graph state. A graph state is a certain pure quantum state on a Hilbert space
Hence each vertex labels a two-level quantum system or qubit-a notion that can be extended to quantum systems of finite dimension d [4] . To every vertex a V of the graph G = ͑V , E͒ is attached a Hermitian operator,
As usual, the matrices x ͑a͒ , y ͑a͒ , z ͑a͒ are the Pauli matrices, where the upper index specifies the Hilbert space on which the operator acts. K G ͑a͒ is an observable of the qubits associated with the vertex a and all of its neighbors b N a . The N = ͉V͉ operators ͕K G ͑a͒ ͖ aV are independent and they commute. Using standard terminology of quantum mechanics, they define a complete set of commuting observables of the system of qubits associated with the vertex set V (that they commute can be found immediately by direct inspection, in order to demonstrate completeness the argument of Ref. [3] may be used). They thus have a common set of eigenvectors, the graph states [3, 5, 7] , which form a basis of the Hilbert space H V . For our present purposes, it is sufficient to choose one of these eigenvectors as a representative of all graph states associated with G. We denote by ͉G͘ the common eigenvector of the K G ͑a͒ associated with all eigenvalues equal to unity, i.e.,
for all a V. Note that any other common eigenvector of the set K G ͑a͒ with some eigenvalues being negative are obtained from ͉G͘ by simply applying appropriate z transformations at those vertices a, for which K G ͑a͒ gives a negative eigenvalue. In the context of quantum information theory, the finite Abelian group,
generated by the set ͕K G ͑a͒ ͖ aV is also called the stabilizer [8] of the graph state vector ͉G͘. If the number of independent operators in S G is less than ͉V͉, then the common eigenspaces are degenerate and can, for certain graphs G, be used as quantum error correcting codes, the so-called graph codes [7] . In this case G also describes a certain encoding procedure. The graph state vector ͉G͘ can also be obtained by applying a sequence of commuting unitary two-qubit operations U ͑a,b͒ to the state vector ͉x ,+͘ V corresponding to the empty graph:
where E denotes the set of edges in G, and ͉x ,+͘ is the eigenvector of x with eigenvalue +1. The unitary two-qubit operation on the vertices a , b, which adds or removes the edge ͕a , b͖, is given by
and is simply a controlled z on qubits a and b, i.e., Here,
denotes the projector onto the eigenvector ͉z ,±͘ of z ͑a͒ with eigenvalue ±1 (similarly for x ͑a͒ and y ͑a͒ ). U ͑a,b͒ as in Eq. (10) is the unitary two-qubit operation which removes or adds the edges. This is easily seen by noting that for c V − ͕a , b͖, K G ͑c͒ commutes with U ͑a,b͒ , whereas
͑12͒
because of x P z,± = P z,ϯ x . Since U ͑a,b͒ = U ͑b,a͒ , similarly
holds, so that the transformed stabilizer corresponds to a graph GЈ, where the edge ͕a , b͖ is added modulo 2. Up to the local unitary z ͑b͒ , this corresponds to the Ising interaction. An equivalence relation for graphs is inherited by the corresponding equivalence of state vectors. We will call two graphs G = ͑V , E͒ and GЈ = ͑V , EЈ͒ LU-equivalent, if there exists a local unitary U such that
Locality here refers to the systems associated with vertices of G = ͑V , E͒ and GЈ = ͑V , EЈ͒. Note that LU equivalence is different from equivalence of graphs in the graph theoretical sense, i.e., permutations of the vertices that map neighbored vertices onto neighbored vertices.
C. Schmidt measure
Graph states are entangled quantum states that exhibit complex structures of genuine multiparticle entanglement. It is the purpose of the present paper to characterize and quantify the entanglement present in these states that can be represented as graphs. Needless to say, despite considerable research effort there is no known computable entanglement measure that grasps all aspects of multiparticle entanglement in an appropriate manner, if there is any way to fill such a phrase with meaning. Several entanglement measures for multiparticle systems have been suggested and their properties studied [11, [24] [25] [26] [27] [28] .
We will, for the purposes of the present paper, use a measure of entanglement that is tailored for characterizing the degree of entanglement present in graph states: this is the Schmidt measure, as introduced in Ref. [11] . Any state vector ͉͘ H ͑1͒ ¯ H ͑N͒ of a composite quantum system with N components can be represented as
where i C for i =1, ... ,R, and ͉ i ͑n͒ ͘ H ͑n͒ for n =1, ... ,N. The Schmidt measure associated with a state vector ͉͘ is then defined as
where r is the minimal number R of terms in the sum of Eq. 
(ii) E S is nonincreasing under stochastic local operations with classical communication (SLOCC) [11, 29] . Let L ͑1͒ , ... ,L ͑N͒ be operators acting on the Hilbert spaces
This can be abbreviated as the statement that if
implies that E S ͉͑Ј͒͘ = E S ͉͑͒͘ holds, where ↔ LU denotes the interconversion via local unitaries. Moreover, for any sequence of local projective measurements that finally completely disentangles the state vector ͉͘ in each of the measurement results, we obtain the upper bound
where m is the number of measurement results with nonzero probability. 
Moreover E S is additive within a given bipartitioning, i.e., if
The Schmidt measure is a measure of entanglement that quantifies genuine multiparticle entanglement. Yet, it is a coarse measure that divides pure states into classes, each of which is associated with the logarithm of a natural number or zero. But more detailed information can be obtained by considering more than one split of the total quantum system. As stated in property (ii), the Schmidt measure is a multiparticle entanglement monotone [11] . The fact that it is a noncontinuous functional on state space is a weakness when considering bipartite entanglement (where it merely reduces to the logarithm of the Schmidt rank for pure states) and in those fewpartite cases where other measures are still feasible to some extent. However, for the present purposes it turns out to be just the appropriate tool that is suitable for characterizing the multiparticle entanglement of graph states associated with potentially very many vertices.
Moreover, it should be noted that for general pure states of multipartite quantum systems the Schmidt measure is-as any other measure of multipartite entanglementexceedingly difficult to compute. In order to determine the Schmidt measure E S , one has to show that a given decomposition in Eq. (15) with R is minimal. The minimization problem involved is, as such, not even a convex optimization problem. Since E S is discrete, the minimization has to be done by ruling out that any decomposition in R − 1 product terms exists. According to a fixed basis ͕͉0͘ ͑a͒ , ͉1͘ ͑a͒ ͖ for each of the N qubit systems, the decomposition in Eq. (15) can be written as
͑28͒
Not taking normalization into account, which would increase the number of equations while decreasing the number of parameters, Eq. (15) can therefore be rewritten as a system of nonlinear equations in the variables i , ␣ i ͑a͒ , ␤ i ͑a͒ C with i =1, ... ,R and a =1, ... ,N. In this way one would essentially arrive at testing whether a system of 2 N polynomials in ͑2N +1͒ ϫ 2 E S complex variables has common null spaces. This illustrates that the determination of the Schmidt measure for a general state can be a very difficult problem of numerical analysis, which scales exponentially in the number of parties N as well as in the degree of entanglement of the state itself (in terms of the Schmidt measure E S ).
Remember, however, that the graph states themselves represent already a large class of genuine multipartite entangled states that are relatively easy to survey even in the regime of many parties. A numerical analysis [30] seems still unrealistic in this regime, at least until simpler procedures or generic arguments are found. In the following, we will provide lower and upper bounds for the Schmidt measure of graph states in graph theoretic terms, which will coincide in many cases. Because of the complexity of the numerical reformulation given above, we will omit the computation of the exact value for the Schmidt measure in those cases, where lower and upper bounds do not coincide. We will now turn to formulating general rules that can be applied when evaluating the Schmidt measure on graph states for a given graph.
III. GENERAL RULES FOR THE EVALUATION OF THE DEGREE OF ENTANGLEMENT FOR GRAPH STATES
In this section we will present general rules that give rise to upper and lower bounds for the Schmidt measure, that render the actual evaluation of the Schmidt measure feasible in most cases. We will also present rules that reflect local changes of the graph. We will first merely state the bounds; the proofs can then be found Sec. IV. For clarity, we will state the main results in the form of propositions. In Sec. V we will then apply these rules, and calculate the Schmidt measure for a number of graphs.
A. Local Pauli measurements
It is well known that any unitary operation or projective measurement associated with operators in the Pauli group can be treated within the stabilizer formalism [8] , and therefore be efficiently simulated on a classical computer [31] . Moreover, since any stabilizer code (over a finite field) can be written as a graphical quantum code [6, 12] , any measurement of operators in the Pauli group turns a given graph state into a new one. More precisely, consider a graph state vector ͉G͘ which is stabilized by S G = ͕͗K G ͑a͒ ͖ aV ͘ and on which a
Pauli measurement is performed. The transformed stabilizer SЈ of the new graph state vector
after the projective measurement associated with the projector P, is up to local unitaries U a stabilizer S G Ј according to a new graph GЈ. Here and in the following, we will consider unit rays corresponding to state vectors only, and for simplicity of notation, we will write ͉͘ = ͉Ј͘ for Hilbert space vectors, if ͉͘ and ͉Ј͘ are identical up to a scalar complex factor, disregarding normalization. We obtain
It will be very helpful to specify into which graph G is mapped under such a measurement, without the need of formulating the measurement as a projection applied on Hilbert space vectors. This is the content of the following proposition:
Let a V denote the vertex corresponding to the qubit of which the observable z ͑a͒ , y ͑a͒ , or x ͑a͒ is measured. Corresponding to this measurement we define unitaries U i,± ͑a͒ :
and, depending furthermore on a vertex b 0 N a ,
Proposition 1 (Local Pauli measurements).
Let G = ͑V , E͒ be a graph, and let ͉G͘ be its graph state vector. If a measurement of x ͑a͒ , y ͑a͒ , or z ͑a͒ on the qubit associated with vertex a V is performed, then the resulting state vector, depending on the outcome ±1, is given by
The resulting graph is given by
and for x ͑a͒ by
If a is an isolated vertex, then the outcome of the x ͑a͒ measurement is +1, and the state is left unchanged.
A similar set of rules has been found independently by Schlingemann [4] .
Note that in case of a measurement of y , the resulting graph can be produced as well by simply replacing the subgraph G͓N a ͔ by its complement G͓N a ͔
c . An induced subgraph G͓A͔ of a graph G = ͑V , E͒ with A ʚ V is the graph that is obtained when deleting all vertices but those contained in A, and the edges incident to the deleted vertices. For a measurement of x , like the resulting graph GЈ, the local unitary U x,± depends on the choice of b 0 . But the resulting graph states arising from different choices of b 0 and b 0 Ј will be equivalent up to the local unitary
Note also that the neighborhood of b 0 in GЈ is simply that of a in G (except from b 0 ). For a sequence of local Pauli measurements, the local unitaries have to be taken into account, if the measured qubit is affected by the unitary. For the sake of completeness, we therefore summarize the necessary commutation relations in Table I , which denote the transformation of the measurement basis, if a subsequent measurement is applied to a unitarily transformed graph state. Figure 1 shows two subsequent applications of the rather complicated x measurement. We will give a simplified version of this rule in Sec. III E. Apart from the trivial case of a x measurement at an isolated vertex, both measurement results ±1 of a local Pauli measurement are attained with probability 1 / 2 and yield locally equivalent graph state vectors ͉GЈ͘ and ͉GЉ͘. Therefore, we have
According to Eq. (21), for any measurement sequence of x , y , or z that yields an empty graph, the number of local measurements in this sequence gives an upper bound on the Schmidt measure of the corresponding graph state. In the following we will call the minimal number of local Pauli measurements to disentangle a graph state its Pauli persistency (see Ref. [9] ). Since each z measurement deletes all edges incident to a vertex, any subset VЈ ʕ V of vertices in a graph G, to which any edge of G is incident, allows for a disentangling sequence of local measurements. In graph theory those vertex subsets are called vertex covers.
Proposition 2 (Upper bound via persistency).
The Schmidt measure of any graph state vector ͉G͘ is bounded from above by the Pauli persistency. In particular, the Schmidt measure is less than or equal to the size of the minimal vertex cover of the corresponding graph G.
For graphs with many edges, a combination of z and y will give better bounds than restricting to z measurements only. For example, due to Eq. (36), any complete graph (in which all vertices are adjacent) can be disentangled by just one y measurement at any vertex. As we will show, this corresponds to the fact that these graph states are LUequivalent to the GHZ-type graph states, in which every vertex is adjacent to the same central vertex (see Fig. 2 ).
B. Schmidt measure for bipartite splits
For a bipartition ͑A , B͒ of the graph G = ͑V , E͒ let G AB = ͑V , E AB ͒ denote the subgraph of G, which is induced by the edges E AB ϵ E͑A , B͒ between A and B. Moreover, ⌫ AB will denote the ͉A ͉ ϫ ͉B͉-off-diagonal submatrix of the adjacency matrix ⌫ G according to G, which represents the edges between A and B:
͑39͒
and similarly
͑40͒
Proposition 3 (Bipartitioning).
The partial trace with respect to any partition A is 
where F 2 denotes the integer field ͕0,1͖ with addition and multiplication modulo 2. The local unitaries are defined as
Therefore, the Schmidt measure of a graph state vector ͉G͘ with respect to an arbitrary bipartition ͑A , B͒ is given by the rank of the submatrix ⌫ AB of the adjacency matrix ⌫ G ,
From Eq. (41) one may as well compute that the reduced entropy of ͉G͘, according to the bipartition ͑A , B͒ and the Schmidt rank, coincide if the base-2 logarithm is taken. This simply expresses the fact that, for a nonempty graph, ͉G͘ is the "maximally" ͑A , B͒-entangled state vector with 2 Note that the Schmidt rank of a graph state is closely related to error correcting properties of a corresponding graph code. Let A be a partition, according to which ͉G͘ has maximal Schmidt rank. Then, according to Ref. [7] , choosing a subset X ʕ A, the graph code, which encodes an input on vertices X in output on vertices Y = V − X according to G, detects the error configuration E = A − X, i.e., any errors occurring on only one half of the vertex set E can be corrected. In particular, all strongly error correcting graph codes in Ref. [7] must have Schmidt measure ͉V͉ /2.
Proposition 4 (Maximal Schmidt rank).
A sufficient criterion for a bipartite split ͑A , B͒ to have maximal Schmidt rank is that the graph G AB contains no cycles, and that the smaller partition contains at most one leaf with respect to the subgraph G AB . If G AB is not connected, then it is sufficient that the above criterion holds for every connected component of G AB .
A leaf is a vertex of degree 1, i.e., a vertex to which exactly one edge is incident [1] . It is finally important to note that the maximum Schmidt measure with respect to all bipartite partitions is essentially the quantity considered in Ref. [32] in the context of an efficient simulation of a quantum algorithm on a classical computer. If this quantity has the appropriate asymptotic behavior in the number n of spin systems used in the computation, then an efficient classical algorithm simulating the quantum dynamics can be constructed.
Note finally that, as an immediate corollary of the above considerations, the degree of entanglement depends only on the area of the boundary between distinguished regions of regular cluster states, i.e., graph states where in a regular cubic lattice nearest neighbors are connected by an edge. If one considers periodic boundary conditions, one may distinguish a cuboid forming part A from the rest of the graph B, and ask for the bipartite entanglement. It follows immediately that since the interior regions may be completely disentangled, the degree of entanglement is linear in the number of vertices forming the boundary of the two regions. The corners are then counted just as one maximally entangled pair of two-spin systems.
C. Deleting edges and vertices
For graphs with a large number of vertices or edges, it is useful to identify bounds for the Schmidt measure when local changes to the graph are applied. As an example, we give two rules that bound the changes to the Schmidt measure if an edge or a vertex is deleted or added.
Proposition 5 (Edge rule). By deleting or adding edges e = ͕a , b͖ between two vertices a , b V of a graph G the Schmidt measure of the resulting graph GЈ = G ± ͕e͖ can at most decrease or increase by one, i.e.,
Proposition 6 (Vertex rule). If a vertex a (including all its incident edges) is deleted, the Schmidt measure of the resulting graph GЈ = G − ͕a͖ cannot increase and will at most decrease by one, i.e.,
D. Bounds for 2-colorable graphs
Graphs may be colorable. A proper 2-coloring of a graph is a labeling V → ͕1,2͖, such that all adjacent vertices are associated with a different element from ͕1,2͖, which can be identified with two colors. In graph theory these graphs are also called "bipartite graphs," since the set of vertices can be partitioned into two disjoint sets, such that no two vertices within the same set are adjacent. It is a well-known fact in
As has been shown in Ref. [5] , for every graph state corresponding to a 2-colorable graph, a multiparty entanglement purification procedures exists: Given any 2-colorable graph state vector ͉G͘ on ͉V͉ qubits, by means of LOCC operations a general mixed state on ͉V͉ particles can be transformed into a mixed state, which is diagonal in a basis of orthogonal states that are LU-equivalent to ͉G͘. Given that the initial fidelity is sufficient, an ensemble of those states can then be purified to ͉G͘. Thus, 2-colorable graph states provide a reservoir of entangled states between a large number of particles, which can be created and maintained even in the presence of decoherence/noise. For the class of these graph states the lower and upper bounds to the Schmidt measure can be applied.
Proposition 7 (2-colorable graphs). For 2-colorable graphs G = ͑V , E͒ the Schmidt measure is bounded from below by half the rank of the adjacency matrix of the graph, i.e.,
and from above by the size of the smaller partition of the corresponding bipartition. In particular, for a 2-colorable graph,
If ⌫ G is invertible, then equality holds in Eq. (47).
Note that any graph G, which is not 2-colorable, can be turned into a 2-colorable one GЈ simply by deleting the appropriate vertices on cycles with odd length. Since this corresponds to z measurements, by Eq. (38),
͑48͒
where M denotes the number of removed vertices. Moreover, note that the number of induced cycles with odd length certainly bounds M from above. We also note that whereas local x or z measurements in 2-colorable graphs will yield graph states according to 2-colorable graphs, y measurements of 2-colorable graphs can lead to graph states which are not even locally equivalent to 2-colorable graphs. It is certainly true that a 2-colorable graph remains 2-colorable after application of the z measurement rule Eq. (36), since after deletion of a vertex in a 2-colorable graph the graph still does not contain any cycles of odd length. Now let G be a 2-colorable graph with the bipartition A of sinks and B of sources, in which the observable x is measured at vertex a A. Then, the set Fig. 3 . The resulting graph even has no locally equivalent representation as a 2-colorable graph. This is because the corresponding equivalence class No. 8 in Table II has no 2-colorable representative.
E. Equivalence classes of graph states under local unitaries
Each graph state vector ͉G͘ corresponds uniquely to a graph G. However, two graph states can be LU-equivalent, leading to two different graphs. Needless to say, this equivalence relation is different from the graph isomorphisms in graph theory. We have examined the graph states of all nonisomorphic (connected) graphs with up to seven vertices. More precisely, from the set of all possible graphs with seven vertices (2 ͑ 7 2 ͒ Ϸ 2 ϫ 10 6 possibilities), we have considered the subset of all connected graphs on up to seven vertices which are nonisomorphic with respect to graph isomorphisms, i.e., permutations of the vertices that map neighbored vertices onto neighbored vertices. Of the 995 isomorphism classes of corresponding graph states, 45 classes have turned out to be not invariant under local unitary operations (with respect to the finest partitioning). Moreover, within each of these classes all graph states are equivalent modulo local unitaries and additional graph isomorphisms, which corresponds to the exchange of particles. If we exclude the graph isomorphisms, as, e.g., in quantum communication scenarios, the number of inequivalent classes of graph states would even be larger. In Figs. 4 and 5 we give a list of simple representatives of each equivalence class.
To test for local equivalence we have only considered local unitaries within the corresponding local Clifford group. But, by considering the Schmidt rank with respect to all possible bipartitions, the corresponding lists of Schmidt ranks for each representative turned out to be different even if we allow arbitrary permutations of the vertices. This shows that the found sets of locally invariant graph states are maximal.
Having this enormous reduction in mind, it is desirable to find simple rules in purely graph theoretic terms, giving at least sufficient conditions for two graph states to be equivalent by means of local unitaries. The subsequent rule implies such a simplification: The inversion of the subgraph G͓N a ͔ ‫ۋ‬ G͓N a ͔ c , induced by the neighborhood N a of any vertex a V, within a given graph, gives a LU-equivalent graph state. In graph theory this transformation a : G ‫ۋ‬ a ͑G͒, where the edges set EЈ of a ͑G͒ is obtained from the edge set E of G by EЈ = E⌬E͑N a , N a ͒, is known as local complementation [33] . With this notation the corresponding rule for graph states can be stated as follows: Proposition 8 (LU equivalence). Let a V be an arbitrary vertex of two graphs G = ͑V , E͒, then ͉͑G͒͘ = U a ͑G͉͒G͘ with local unitaries of the form
This rule was independently found by Van den Nest, who was able to show that a successive application of this rule suffices to generate the complete orbit of any graph state under local unitary operations within the Clifford group [34] . Figure 6 shows an example of how to repeatedly apply this rule in order to obtain the whole equivalence class of a graph state. Note that the set of graphs in Fig. 6 do not exhaust the entire class associated with graph No. 4 in Fig. 4 . In Fig. 7 we show another set of graphs that is a proper subset of the class No. 4 in Fig. 4 . No graph in Fig. 6 is locally equivalent to any graph in the equivalence class represented in Fig. 7 , though both belong to the same equivalence class when considering both, local unitary transformations and graph isomorphisms, as depicted in Fig. 4 . 
For any partition A the Schmidt rank E S
͑A,A
c ͒ is an invariant under arbitrary local unitaries, which is formulated in purely graph theoretic terms. Considering the list of Schmidt ranks with respect to all partitions, one therefore obtains a set of invariants for graphs under local complementations , which was already considered in graph theory, known as the connectivity function [33] . For the equivalence classes in Figs. 6 and 7, for example, the corresponding lists of Schmidt ranks or connectivity functions do not coincide, implying that the corresponding set of graph states are not equivalent either under local Clifford group operations or under general local unitaries. We note that the Schmidt rank list does not provide a complete set of invariants that would characterize all equivalence classes under local Clifford group operations. For the Petersen graph shown in Fig. 8 , and the isomorphic graph, which is obtained by exchanging the labels at each end of the five "spokes," no local Clifford operation exists (i.e., sequence of local complementations) that transforms one graph into the other, although the Schmidt rank lists for both graphs coincide. For a complete set of invariants the polynomial invariants in Ref. [35] Fig. 4 .
Therefore, the list of invariants I A ͑G͒ with respect to all partitions A essentially contains the same information for graph states as the Schmidt rank list. But, as discussed in Refs. [35, 36] , by considering more invariants corresponding to homogeneous polynomials of different degrees, one can (in principle) obtain finite and complete sets of invariants for local Clifford operations, as well as for arbitrary local unitaries. Finally, the LU rule can be used to derive the x-and y-measurement rule from the simple z-measurement rule: With commutation relations similar to those in Table I , it is easy to see that P x,± ͑a͒ = U b 0 ͑G͒P y,± ͑a͒ U b 0 † ͑G͒ and P y,± ͑a͒ = U a ͑G͒P z,ϯ ͑a͒ U a † ͑G͒ holds, where b 0 is a neighbor of a. With the notion of local complementation at hand, we can then rewrite the resulting states in Proposition 1 after the Pauli measurement in the simplified form:
where the local unitaries U i,± ͑a͒ are defined as for Proposition 1.
IV. PROOFS
In this section we prove the statements that, for clarity of presentation, have been summarized in the previous section without proof.
Proof of Proposition 1. As already mentioned in Sec. III E, with the LU rule at hand one could derive the graph GЈ after an x or y measurement from the z-measurement rule, which can be directly proven by disentangling the Ising interactions U ͑a,b͒ in Eq. (9). Here, we will instead take another starting point for the proof, namely a well-known result from stabilizer theory that we will then apply to the specific question at hand. Consider a subspace of C n , which is stabilized by
where P n denotes the Pauli group on n qubits and I is an index set. It is well known (see, e.g., Ref. [37] ) that the projected subspace P g,± corresponding to a measurement of an operator g P n in the Pauli group (i.e., g is a product of Pauli matrices) with outcome ±1 is stabilized by: (i) ͕͗g i ͖ iI ͘, if g commutes with all stabilizer generators g i .
(ii) ͕͗±g͖ ഫ ͕g k g j : j IЈ − ͕k͖͖ ഫ ͕g ͑j͒ ͉j IЈ c ͖͘ for some k IЈ otherwise. IЈ denotes the nonempty index set of the generators g i that do not commute with g, and IЈ c = I \ IЈ is the complement of IЈ.
We now turn to the specific case of graph state vectors ͉G͘ and measurements of x ͑a͒ , y ͑a͒ , or z ͑a͒ at vertex a V. Then, each generator K G ͑a͒ is associated with an element a V, and for a given g, the list IЈ of generators that do not commute with g is a subset of V. For the measurements considered here, only case (ii) is relevant, as long as x ͑a͒ is not measured at an isolated vertex a. In the latter situation, which corresponds to case (i),
and z ͑a͒ is not contained in any K G ͑b͒ for b a. Then, the state is left unchanged and with probability 1 the result +1 is obtained.
In case (ii), in turn, the possible measurement results ±1 are always obtained each with probability 1 / 2. Let us start with identifying the resulting state vector and graph after measuring z ͑a͒ . The index set IЈ then is given by IЈ = ͕a͖, and the state vector P z,± ͑a͒ ͉G͘ is stabilized by
Multiplying ± z ͑a͒ to the elements K G ͑b͒ for b V − ͕a͖, according to the neighbors b N a in G, yields
which is up to the sign the stabilizer generator according to the vertex b in G − ͕a͖. Since the stabilizer generators K G ͑b͒ corresponding to vertices b outside N a ഫ ͕a͖ in G coincide with those in G − ͕a͖, the stabilizer may as well be seen generated by
Hence, we have shown the validity of Eq. (35) for the case of a positive z measurement result. In the other case the sign can be corrected for, as the stabilizer can be written as FIG. 8 . The Petersen graph. The depicted labeled graph is not LU equivalent to the graph which is obtained from it by exchanging the labels at each end of the five "spokes," i.e., the graph isomorphism which permutes the vertices 1,2,3,4, and 5 with 6,7,8,9, and 10, respectively.
which corresponds to the state vector
Here, it has been used that U z,− ͑a͒ = ͟ bN a z ͑b͒ anticommutes exactly with the generators
In a similar manner, the case of a measurement of y ͑a͒ can be treated. The index set IЈ is given by IЈ = N a ഫ ͕a͖ and, if k = a is chosen, the new stabilizer is given by
where
For G 1 one computes
where GЈ denotes the graph with the edge set EЈ = E G ⌬E͑N a , N a ͒ and the unitaries U y,± ͑a͒ are defined as in Eq. (32) . Because the elements in G 2 commute with U y,± ͑a͒ , we arrive at the result for measurements of y ͑a͒ .
Finally, in the case of measurements of x ͑a͒ , we identify IЈ as IЈ = N a . If some b 0 N a is chosen, the new stabilizer is given by
where, because of the following argumentation the finer dissection is chosen,
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A comparison shows that these neighborhoods correspond exactly to the graph GЈ obtained from Eq. (37). This concludes the proof. Proof of Proposition 2. This statement follows immediately from Eq. (21) in property (ii) of the Schmidt measure, and the fact that the different measurement results are obtained with probability 1 / 2.
Proof of Proposition 3. To show Eq. (41), the partial trace over A can be taken according to the basis of A given by
This corresponds to successive local z measurements of all vertices in A, yielding measurement outcomes ±1. According to Sec. III A, after measurement of z ͑a͒ the state of the remaining vertices is the graph state vector ͉G − ͕a͖͘ in the case of the outcome +1, and
if the outcome is −1. This can be summarized as
where z a ͕0,1͖ denotes the measurement result ±1. Since the following measurements commute with the previous local unitaries, the final state vector according to the result z
where the computation with respect to z is done in F 2 A (i.e., modulo 2) and e a b = ␦ ab . Therefore, we arrive at the resulting state vector associated with the result z as
Because the possible measurement results are attained with probability 1 / 2, this proves the validity of Eq. (41) with local unitaries as in Eq. (42), i.e.,
To show the validity of Eq. (43), note that for any z 1 , z 2 F 2 A , the state vectors U͑z 1 ͉͒G − A͘ and U͑z 2 ͉͒G − A͘ are orthogonal if and only if
since ͟ cV Ј z ͑c͒ anticommutes with the stabilizer for any graph state and for any VЈ ʕ V, and therefore takes it into its orthogonal complement. Hence,
as for every z F 2 A exactly those zЈ F 2 A yield the same U͑zЈ͒ = U͑z͒, for which
holds. This gives
͑84͒
Proof of Proposition 4. To see this, assume to the contrary that G AB contains no cycles but that the Schmidt rank is not maximal. Then, denote with AЈ ʕ A any subset for which the corresponding columns n ͑a͒ in ⌫ AB might add to 0 modulo 2,
Obviously, every vertex b BЈ = ഫ aA Ј N a must have an even number of distinct neighbors in AЈ. For the moment, let the single leaf a 1 be contained in AЈ and a 1 ,b 1 ,a 2 , ... ,b n−1 ,a n ͑86͒ be a ͕a 1 , a n ͖ path with maximal length that alternately crosses the sets AЈ and BЈ (starting in a 1 and ending in AЈ as depicted in Fig. 9 ). Because a n is necessarily a vertex of degree more than 1 in G AB and by construction also in G A Ј B Ј , it must have a neighbor b n b n−1 in BЈ. If b n = b i for some i =1, ... ,n − 2, a contradiction is found. Otherwise b n itself must have a neighbor a n+1 a n in AЈ, because b n has even degree in G A Ј B Ј . Now either a n+1 = a i for some i =1, ... ,n − 2 or the path
is a longer path in G A Ј B Ј , both yielding to contradictions with the previous assumptions.
If the single leaf a 1 is not contained in AЈ, or if A contains no leaves, the previous argumentation still holds, because now any a AЈ must have a degree more than one, if one allows a 1 AЈ to be arbitrary. The sufficient criterion for the connected components of G AB then follows from the additivity of E S within the given bipartition ͑A , B͒, as formulated in Eq. (27) , after deleting all edges within G͓A͔ and G͓B͔, which is proper ͑A , B͒-local unitary operation.
Proof of Proposition 5. graph. The set V is the set of all vertices of the graph G, except the two vertices a and b between which an edge is supposed to be deleted or added. Let V also denote the sequence of partitions in the finest partitioning of G and A 1 = ͕a 1 ͖, B 1 = ͕b 1 ͖. GЈ denotes the resulting graph, which differs from G in the edge ͕a 1 , b 1 ͖. As has been shown in Refs. [38] [39] [40] , the unitary operation corresponding to the Ising interaction, see Eq. (10), can be implemented with LOCC with unit probability. The necessary and sufficient resources are one maximally entangled pair of qubits and one bit of classical communication in each direction (see Fig. 10 ). The vertices a 2 and b 2 correspond to the qubits that carry the entanglement ͉͘ resource required to implement the Ising interaction with LOCC. With A 2 = ͕a 2 ͖ and B 2 = ͕b 2 ͖, we can conclude that
due to subadditivity, and
due to the nonincreasing property under coarse graining of the partition A = A 1 ഫ A 2 and B = B 1 ഫ B 2 . As the Schmidt measure is an entanglement monotone, LOCC simulation of the Ising interaction yields
where it has been used that local additional systems can always be appended without change in the Schmidt measure. The state vector ͉͘ ͑a 2 ͒ ͉͘ ͑b 2 ͒ corresponds to the state vector of the additional system after implementation of the Ising gate. Since the Ising interaction gives rise to both a deletion or the addition of an edge, we have arrived at the above statement. Note that the whole argumentation also holds if a 1 and b 1 are vertices in some coarser partitions A 1 and B 1 of G. In this case the same simulation with LOCC of the Ising interaction can be used, but in the estimations now with respect to coarser partitions.
Proof of Proposition 6. If a vertex a V is deleted from a graph G = ͑V , E͒, the corresponding graph state vector ͉G − ͕a͖͘ is according to Proposition 1 up to local unitaries the graph state that is obtained from a measurement of z ͑a͒ at the vertex a. According to Eq. (19) the Schmidt measure cannot increase, and because of Eq. (38) it can at most decrease by one.
Proof of Proposition 7. To see this, we can write the adjacency matrix ⌫ G according to the partitions of sources A and sinks B. Then, for ⌫ G in Eq. (39),
and the number of linearly independent columns/rows in ⌫ G is twice that of ⌫ AB . Hence, a lower bound is
holds. On the other hand, each of the partition A and B is a vertex cover of G and E S ͉͑G͒͘ is therefore bound from above by the size of the smaller partition, which must be less than ͉V ͉ /2 . Proof of Proposition 8.
Therefore,
which had to be shown.
V. EXAMPLES
In this section the findings of the previous two sections will be applied to evaluating the Schmidt measure for a number of important graph states. Upper and lower bounds will be investigated, and in most of the subsequently considered cases, these bounds coincide, hence making the computation of this multiparticle entanglement measure possible. Since G is free of cycles, similar to the above argument, none of the remaining leaves is transferred to a component which was already obtained by a previous transfer. In a similar manner, for all remaining components C the minimal vertex cover can be transformed into a new one AЈ, for which C പ AЈ contains only one leaf without affecting components which were already considered in the transfer process. That shows the validity of our claim. ᮀ Figure 11 gives an example for a tree for which the Schmidt measure does not coincide with the size of the smaller bipartition, the upper bound according to Proposition 7.
Example 2: The Schmidt measure of a 1D-, 2D-, and 3D-cluster state is
Proof. To see this, we only consider the 3D case, since the former can be reduced to this. Moreover, note that the 3D cluster does not contain any (induced) cycles of odd length. Therefore, it is 2-colorable and because of Eq. (47), we only have to provide a bipartite split with Schmidt rank ͉V͉ /2 . For this we choose a cartesian numbering for the vertices starting in one corner, i.e., ͑x , y , z͒ with x =1, ... ,X, y =1, ... ,Y, and z =1, ... ,Z.
Let us first assume that X is an even integer. Then, let A = ഫ x even A x denote the partition consisting of vertices in planes A x with even x, and y and z being unspecified 
͑98͒
For even x ജ 2 note that, because G is a tree, any two a 1 , a 2 A x have disjoint neighborhoods in A x−1 , i.e.,
In order to fulfill Eq. (85), any occurrence of a AЈ പ A x can therefore only be compensated by some aЈ A x−2 , which is impossible by the inductive presumption.
In the case where X, Y, as well as Z are odd integers, the previous construction will yield a graph G AA c consisting of separate linear chains on
ending in the plane A X (see Fig. 13 ). 
The inductive argument from above now still holds for all vertices in A, except from the y-z plane A x and can be continued by a similar argument now considering the rows A Xy instead of planes. Note that the results could as well be obtained by simply applying the sufficient criterion in Proposition 4 to the stated bipartitioning ͑A , B͒. However, this inductive proof may be of interest also for other graph classes. Proof. This is a 2-colorable graph, which gives on the one hand the upper bound of ͉V ͉ / 2 for the Schmidt measure. On the other hand, by choosing the partitions A = ͕1,2͖ and B = ͕3,4͖ on the first four vertices, which are increased (for ͉V͉ Ͼ 4) alternately by the rest of the vertices, yielding the partitioning with A = ͕1,2,5,7, . . . ,2k + 5, ... ,͉V͉ − 1͖ ͑102͒ B = ͕3,4,6,8, . . . ,2k + 6, ... ,͉V͉͖, ͑103͒
one obtains a bipartioning ͑A , B͒, which has maximal Schmidt rank E S ͑A,B͒ = ͉V͉ / 2 according to Proposition 4 (see Fig. 14) .
Example 4: All connected graphs up to seven vertices. We have computed the lower and upper bounds to the Schmidt measure, the Pauli persistency, and the maximal partial rank, for the nonequivalent graphs in Figs. 4 and 5. They are listed in Table II , where we have also included the rank index. By the rank index, we simply compressed the information contained in the Schmidt rank list with respect to all bipartite splittings, counting how many times a certain rank occurs in splittings with either two or three vertices in the smaller partition. For example, the rank index RI 3 = ͑20, 12, 3͒ of graph number 29 means that the rank 3 occurs 20 times in all possible 3-4 splits, the rank 2 twelve times, and the rank 1 only three times. (Note, that here we use log 2 of the actual Schmidt rank.) Similarly, because of RI 2 = ͑18, 3͒ the rank 2 ͑1͒ occurs 18 ͑3͒ times in all 2-5 splits of the graph number 29.
For connected graphs the Schmidt rank, 0 cannot occur for any bipartite splitting ͑A , B͒, since this would correspond to an empty graph G AB . Because the rank index is invariant under permutations of the partitions, according to graph isomorphisms, it provides information about whether two graph states are equivalent under local unitaries plus graph isomorphisms as treated in Sec. III E. But note that graph numbers 40, 42, and 44 are examples for nonequivalent graphs with the same rank index. Nevertheless, comparing the list of Schmidt ranks with respect to all bipartitions in detail shows that no permutation of the vertex set exists (especially none which is induced by a proper graph isomorphism on both sides), which would cause a permutation of the corresponding rank list, such that two of the graphs could be locally equivalent. In Table II we have also listed the sizes of the corresponding equivalence classes under LU and graph isomorphisms, as well as whether 2-colorable representatives exist. For 295 of 995 nonisomorphic graphs, the lower and upper bound differs and that in these cases the Schmidt measure also noninteger values in log 2 ͕1, ... ,2 ͉V͉ ͖ are possible. As has been discussed in Sec. II C, in this paper we omit the computation of the exact value for the Schmidt measure.
Moreover, note that only graph numbers 8 and 19 have maximal partial rank with respect to all bipartite splits. Entanglement here is distributed symmetrically between all par- ties, which makes it "difficult" to disentangle the state by few measurements. From this one can understand why the gap between the lower and upper bound occurs in such cases. As discussed in Sec. III B of all graph codes with less than seven vertices only these two are candidates for strongly error detecting graph codes introduced in Ref. [7] .
Example 5. Concatenated ͓7,1,3͔-CSS code.
The graph G depicted in Fig. 15 represents an encoding procedure for the concatenated ͓7,1,3͔-CSS code. The corresponding graph state has Schmidt measure 28. For encoding, the qubit at the vertex ‫ؠ‬ can be in an arbitrary state. With the rest of the vertices (initially prepared in the state corresponding to ͉x ,+͘), it is then entangled by the 2-qubit unitary U ͑a,b͒ , introduced in Eq. (10). Encoding the state at vertex ‫ؠ‬ then means to perform x measurements at all vertices of the inner square, yielding the corresponding encoded state on the 7 2 = 49 "outer" vertices. The encoding procedure may alternatively be realized by teleporting the bare qubit, initially located on some ancillary particle, into the graph by performing a Bell measurement on the ancilla and the vertex ‫ؠ‬ of the graph state vector ͉GЈ͘. Here ͉GЈ͘ denotes the graph state vector obtained from ͉G͘ by seven x measurements at all vertices of the inner square except ‫.ؠ‬ In this sense GЈ represents the resource for the alternative encoding procedure. It has maximal Schmidt measure 25, whereas the corresponding 0 and 1 code words have Schmidt measure 24. They can be obtained with probability 1 / 2 from ͉GЈ͘ by a z measurement at the vertex ‫.ؠ‬ Example 6. Quantum Fourier transform (QFT) on 3 qubits.
The graph No. 1 in Fig. 16 is a simple example of an entangled graph state as it occurs in the one-way computer of Refs. [3, 10] . This specific example represents the initial resource (part of a cluster) required for the quantum Fourier transform QFT on 3 qubits [3] . It has Schmidt measure 15, where the partition A = ͕2, 4,7,9,11,13,15,18,20,22,24,26,28,30,32͖ ͑104͒
is a minimal vertex cover with maximal Schmidt rank. In the process of performing the QFT, all vertices except the output vertices 5 , 16, 33, are measured locally. During this process, the entanglement of the resource state (with respect to every partitioning) can only decrease. Similar as with the graph state vector ͉GЈ͘ obtained from Fig. 15 , graph No. 3 represents the input-independent resource needed for the essential (non-Clifford) part of the QFT protocol [3] . It has Schmidt measure 5, where the partition A = ͕2,9,10,11,15͖ now provides a minimal vertex cover with maximal Schmidt rank.
VI. SUMMARY, DISCUSSION, AND OUTLINE OF FURTHER WORK
In this paper we have developed methods that allow for a qualitative and quantitative description of the multiparticle entanglement that one encounters in graph states. Such graph states capture the intuition of an interaction pattern between quantum systems, with important applications in quantum error correction, quantum communication, and quantum computation in the context of the one-way quantum computer. The Schmidt measure is tailored for a comparably detailed account on the quantum correlations grasping genuine multiparticle entanglement, yet it turns out to be computable for many graph states. We have presented a number of general rules that can be applied when approaching the problem of evaluating the Schmidt measure for general graph states, which are stated mostly in graph theoretical terms. These rules have then been applied to a number of graph states that appear in quantum computation and error correction. Also, all connected graphs with up to seven vertices have been discussed in detail. The formalism that we present here abstracts from the actual physical realization, but as has been pointed out in several instances, a number of wellcontrollable physical systems, such as neutral atoms in optical lattices, serve as potential candidates to realize such graph states [41, 42] .
In this paper, the Schmidt measure has been employed to quantify the degree of entanglement, as a generalization of the Schmidt rank in the bipartite setting. This measure is sufficiently coarse to be accessible for systems consisting of many constituents and to allow for an appropriate discussion of multiparticle entanglement in graph states. The approach of quantifying entanglement in terms of rates of asymptotic reversible state transformations, as an alternative, appears unfeasible in the many-partite setting. The question of the minimal reversible entangling generating set (MREGS) in multipartite systems remains unresolved to date, even for quantum systems consisting of three qubits, and despite considerable research effort [43, 44] . These MREGS are the (not necessarily finite) sets of those pure states from which any other pure states can be asymptotically prepared in a reversible manner under local operations with classical communication (LOCC). Hence, it seems unrealistic to date to expect to be able to characterize multiparticle entanglement by the rates that can be achieved in reversible asymptotic state transformations, analogous to the entanglement cost and the distillable entanglement under LOCC operations in bipartite systems. In turn, such a description, if it was to be found, could well turn out to be too detailed to capture entanglement as an algorithmic resource in the context of error correction or the one-way quantum computer, where, needless to say, distributed quantum systems with very many constituents are encountered.
For future investigations, a more feasible characterization of LU equivalence would open up further possibilities. A step that would go significantly beyond the treatment of the present paper would be to consider measurements corresponding to observables not contained in the Pauli group. Unfortunately, in this case the stabilizer formalism is no longer available, at least not in the way we used it in this paper. Such an extension would, however, allow for a complete monotoring of the entanglement resource as it is processed during a quantum computation in the one-way computer, where also measurements in tilded bases play a role.
Finally, taking a somewhat different perspective, one could also extend the identification of edges with interactions to weighted graphs, where a real positive number associated with each edge characterizes the interaction strength (e.g., the interaction time). With such a notion at hand, one could study the quantum correlations as they emerge in more natural systems. One example is given by a Boltzmann system of particles, where each particle follows a classical trajectory but carries a quantum degree of freedom that is affected whenever two particles scatter. With techniques of random graphs, it would be interesting to investigate what kind of multiparticle correlations are being built up when the system starts from a prescribed initial state, or to study the steady state. The answer to these questions depends on the knowledge of the interaction history. A hypothetical observer who is aware of the exact distribution in classical phase space (Laplacian damon perspective) would assign a definite graph corresponding to a pure entangled state to the ensemble. An observer who lacks all or part of this classical information about the particles' trajectories would describe the state by a random mixture of graphs and corresponding quantum states. One example of this latter situation would be a Maxwell demon scenario in which one studies the bipartite entanglement as it builds up between two parts of a container.
