Traditionally, unified data embedding and scrambling techniques have been designed for grayscale images, which cannot be applied directly to a three-dimensional (3D) mesh. Recently, the universal use of 3D technology inspired us to innovate in this field. In this paper, an adaptive unified data embedding and scrambling technique for 3D mesh models (3D-AUES) is proposed, which can embed external data and scramble 3D mesh simultaneously. First, a vertex coordinate prediction method called cross prediction is adopted to accurately predict half of the vertices from the other half. The predicted vertices are used to embed external data. We further increase the embedding rate by bit replacement embedding. Then, to improve security, we propose an adaptive threshold to select vertices for embedding. To ensure lossless scrambling, the thresholds and prediction errors are embedded as side information with secret information into the vertices. By adopting an adaptive threshold and multilayer embedding, scalable scrambling quality can be achieved. On the decoder side, with the help of losslessly embedded side information, external data can be successfully extracted, and the original mesh can be restored to predetermined distortion levels, from lossless recovery to partial recovery. Experiments show that 3D-AUES has a high embedding rate, scalable scrambling quality and scalable recovery quality.
I. INTRODUCTION
With the rapid development of 3D printing and 3D modeling, the spread of 3D models has accelerated. Applications of 3D models are found in diverse fields, including medical 3D models [1] , military geography 3D models, chemical molecular structure 3D models, 3D mechanic models for 3D printing, and 3D character scenes in movies [2] - [5] .
Among these applications, 3D models for 3D printing and 3D manufacturing are valuable due to intensive efforts and investment in designing them. Currently, cloud manufacturing is expanding where designer and product companies are connected to the manufacturing factory through cloud storage The associate editor coordinating the review of this manuscript and approving it for publication was SK Hafizul Islam . and cloud computing [2] . This connection offers the designer and low user costs and fast prototyping, but it may introduce copyright violations to 3D models. A 3D model may be easily copied from cloud storage [3] , [4] . To ensure secure cloud storage, 3D models are usually encrypted before uploading to the cloud. Furthermore, some authentication and copyright information also need to be inserted into the encrypted model, usually using reversible data hiding (RDH).
A typical application scenario in secure cloud storage is illustrated in Fig. 1 . Before uploading, a 3D mesh model can be protected through scrambling in service provider 1 (such as a cloud storage client installed on the user's desktop computer), and then it is transmitted to cloud server 1, where the cloud administrator can manage the file of the scrambled mesh. Later, the user may need to download the file from cloud server 1 to another service provider, i.e., service provider 2, such as another cloud storage client installed on his/her laptop. Then, service provider 2 needs to extract the external data and recover the original 3D mesh.
The application scenario of the unified algorithm is different from the common application scenario of RDH in the encrypted domain. For a typical application scenario, the user completely encrypts the mesh and then uploads it to the cloud. To facilitate the management of images, the cloud service managers embed additional data, such as a tag to mark the source of the file. Thus, additional data are embedded by cloud service managers, and mesh encryption and data encryption use different keys. At the receiving end, the user can extract the data and restore the mesh. For the unified approach, the mesh is first scrambled by the user using cloud storage client software before uploading to the cloud server. Thus, mesh scrambling and payload encryption and embedding are implemented in the cloud storage client. The payload is divided into two parts. The threshold is encrypted along with the original 4 LSBs of the nonembedded set, and the external secret information (such as user information) is encrypted. Cloud server 1, using the external secret information key, can visit the user information to facilitate managing the mesh model. At the receiving end, the user may download the mesh from the cloud, extract the data from the client, and finally restore the mesh.
The application scenario in Fig. 1 imposes the following two requirements on the secure cloud storage system: (1) different access levels for the service provider and cloud administrator, and (2) scalable quality for the scrambled 3D mesh model. The service provider has a higher access level so that it can both extract the external data and recover the original mesh model. In contrast, the cloud administrator has a lower access level. The administrator needs to have access to the external data (such as authentication and copyright information) for managing the model database without recovering the 3D mesh model. Imposing scalable quality for the scrambled model requires that the service provider be able to control the perceptual quality of the scrambled mesh. This feature is very valuable because the scrambled mesh can be presented to users with diverse perceptual quality. A lower quality scrambled model can be shown to potential buyers and can be later restored to high quality after purchase.
To address the above two requirements, reversible data hiding in the encryption domain (RDH-ED) provides a possible solution. Encryption and RDH were initially developed to solve different multimedia security problems. Encryption aims to scramble the contents [6] - [10] , while RDH aims to nonperceptibly and reversibly embed secret information into a multimedia signal [11] - [13] . RDH-ED was developed from RDH for grayscale images [14] - [16] by Zhang [17] - [19] . However, it cannot be directly applied to mesh models because the mesh model features vertex and face instead of color. Although there are some available works on RDH for 3D models [20] - [23] , it cannot be applied directly to the encrypted 3D mesh models. For encrypted 3D mesh models, the correlation between adjacent vertex coordinates is destroyed. Thus, one cannot predict coordinates from its neighbors. This problem forced researchers to develop RDH algorithms for an encrypted 3D mesh. Jiang et al. proposed RDH in encrypted 3D mesh models, which encrypted the mesh by a bit-stream encryption technique [24] . Then, they manipulated the LSBs to embed external data. However, in Jiang's algorithm, scrambling and data hiding are separated and not jointly designed. This affects the embedded capacity of the data hiding phase, although data embedding does not affect the recovery of the original mesh. The mesh after embedding the external data is completely incomprehensible, which fails to meet the second requirement for the application scenario in Fig. 1 . Given these problems, we propose an adaptive unified data embedding and scrambling algorithm for the 3D mesh model (3D-AUES).
The proposed 3D-AUES is designed and partially inspired by Rad et al.' s work for grayscale images. More importantly, it incorporates two unique features of the mesh model: (1) different prediction domains than the digital image, and (2) different numerical representations than the digital image. 1) Prediction domain: Unlike the image signal, the 3D mesh model has no range but only domain, which is the set of vertices. The domain of the image signal is a regularly spaced grid in 2D, and its range is [0, 2 d -1] for a d-bits quantized image. In contrast, the 3D mesh model has an irregular domain and no range. The correlation between adjacent vertices is weaker than the correlation between two pixels in an image. As a consequence, The relative prediction error for vertex coordinates is usually larger than for pixel values. 2) Numerical representation: The vertex coordinates are represented by a floating-point number with positive and negative values. In contrast, digital images are usually represented by integer numbers. The floating number creates new issues in coordinate prediction and mesh recovery. The algorithm Rad et al. proposed is only suitable for pixels of a grayscale image, which cannot address the two issues outlined above. In contrast, our proposed 3D-AUES is designed considering the two contrasting features of the 3D mesh model. First, a vertex coordinate prediction method called cross prediction is adopted to accurately predict the vertices. Through the selection of the threshold, we determine the coordinates of the embedded vertices. Then, the embedded vertices are used to embed external data by bit replacement. To ensure lossless scrambling, the threshold and prediction error are embedded as side information with secret information into the vertices. By adopting an adaptive threshold, multilayer embedding and scalable scrambling quality can be achieved. According to the help of losslessly embedded side information, the external data can be successfully extracted, and the original mesh can be restored to predetermined distortion levels, from lossless recovery to partial recovery. Experiments show that 3D-AUES has a high embedding rate, scalable scrambling quality, and scalable recovery quality.
The structure of the rest of this paper is organized as follows. Related works are reviewed in Section II, including RDH algorithms for 3D mesh models, RDH algorithms in the encryption domain, and the RDH algorithms for 3D encrypted meshes. The algorithm we propose is elaborated in Section III. Experimental results are presented and discussed in Section IV, which includes experimental setups, performance metrics, and various tests. Finally, we conclude our paper in Section V.
II. RELATED WORKS
In this section, we briefly review the necessary background for the proposed algorithm, including RDH for the 3D mesh model, RDH in the encryption domain and scrambling, and RDH in the 3D encryption domain. Next, we describe them separately in detail.
A. RDH FOR THE 3D MESH MODEL
First, we describe the structure and representation of a 3D mesh model. Then, existing 3D RDH in the literature is reviewed, along with a brief discussion of the difference between RDH and unified scrambling and RDH.
As discussed in Section I, a 3D mesh model has an entirely different structure than a digital image. The 3D mesh model is composed of two lists: a list of vertices and a list of faces that characterize the topology of the model. To hide external data in the 3D mesh model, one cannot modify the sample values because the mesh model has no signal defined on each vertex. Instead, the external data are embedded by modifying the coordinates of the vertices, the length of the line segment connecting two vertices, or the area of the polygon face.
Available RDH algorithms for 3D mesh models are very few compared to RDH for digital images. To increase the robustness and capacity of steganography for 3D models, various RDH algorithms are proposed from different perspectives [25] - [27] . The existing algorithms can be classified into three categories: 1) 3D RDH in the spatial domain, 2) 3D RDH in the transform domain, and 3) 3D RDH in the compressed domain. 1) 3D RDH in the spatial domain: The spatial domain RDH algorithm has the advantage of ease of design and low complexity. This makes it the current mainstream method. Wu first proposed an algorithm by modifying the distance from the face centroid to the mesh centroid [28] . Nonetheless, the original mesh can only be approximately reconstructed. A second algorithm proposed by Wu was based on the prediction-error expansion (PEE) of the vertex coordinate, which is completely reversible [29] . Zhu et al. also proposed an algorithm based on prediction-error expansion [30] . Half the distances from the vertices to the centroid are used for error expansion, and the distortion is lower than Wu's algorithm. Molaei et al. proposed a blind fragile 3D RDH algorithm [31] , where the secret information is embedded into the median of the three sides of the marked triangle instead of embedding the information into the vertices. While robust 3D RDH is used to protect digital content, fragile 3D RDH is used to authenticate digital content. An RDH algorithm based on histogram shifting (HS) was proposed in [32] . The histogram construction was based on the normalized distance difference of adjacent vertices. This method can resist similar transformation attacks. Zhang et al.
proposed a new algorithm using a hybrid prediction and a multilayer strategy [33] . He also proposed an improved method based on PEE and sorting [34] . The algorithm uses a ring pattern prediction to improve prediction accuracy and sorting. Furthermore, a two-layer strategy is employed to increase capacity and reduce distortion. The feature of the spatial domain algorithm is that it can hide a large quantity of data by making an imperceptible change to the original mesh. The computational complexity is lower. However, the algorithms are incredibly fragile. If the watermarked mesh undergoes a slight change, the hidden information may be lost entirely. 2) 3D RDH in the transform domain: To address the robustness problem, some researchers have proposed different RDH algorithms in the transform domain. In 2006, Luo et al. proposed an RDH algorithm in the transform domain [35] , which recorded 8 adjacent vertices into a cluster, and performed integer DCT (discrete cosine transform) on these 8 vertices. The external data were embedded by modifying the high-frequency coefficients. A wavelet transform of hierarchical mesh was proposed in [36] . Through wavelet decomposition, three categories of secret information were inserted into the mesh at different resolution levels. Feng et al.
proposed a double RDH algorithm, which is based on feature segmentation with DCT transform and redundancy information [37] . These two RDH algorithms do not interfere with each other, which can improve robustness and resilience to intentional attacks. The feature of the transform domain algorithm is that the secret information was embedded by changing some of the transform domain coefficients. Compared with the spatial domain algorithm, the transform domain algorithm is more robust, and the secret information is less detectable. However, the capacity is relatively smaller than that of spatial domain algorithms, and the complexity of the algorithm is usually higher. 3) 3D RDH in the compressed domain: For compressed domain RDH, some redundancies are removed by the compression algorithm. Thus, RDH in the compressed domain is more challenging. Moreover, RDH can be combined with the compression process. Sun et al. proposed an algorithm in compressed domains [38] , where the external data are embedded into a PVQ (predictive vector quantization) compressed stream by modifying the prediction mechanism. In 2007, Lu also proposed an algorithm in the compressed domain [21] , where the external data were embedded, and the hash of the original mesh was hidden during PVQ compression.
It should be noted that 3D RDH in the compressed domain is designed for a given type of compression algorithm or file format, so the hidden data may be completely destroyed if the file is converted to other compression formats.
Finally, we note that the available RDH algorithms cannot be directly applied to scrambling mesh models because the requirements for RDH and scrambling are quite different. The RDH requires that less distortion is introduced to the mesh after embedding. In contrast, scrambling requires the mesh to be severely distorted after embedding the external data. For applications requiring RDH and scrambling, joint RDH and scrambling are more appropriate (or RDH in encryption domain).
B. RDH IN THE ENCRYPTION DOMAIN
RDH in the encryption domain (RDH-ED) can be classified into two classes: separable RDH and scrambling and unified scrambling and RDH.
For separable RDH and scrambling, the scrambling and RDH are separately designed and implemented by different parties [39] , [40] . For example, in the cloud storage scenario, scrambling is implemented by the client-side software (i.e., service provider 1), and the cloud administrator implements RDH. This creates an apparent disadvantage in RDH because the redundancy required by RDH is partially or wholly destroyed by scrambling. In other words, the scrambling step is not aware of the later RDH step. As a result, the embedding capacity of RDH is significantly lower than RDH for a nonencrypted image. For example, Zhang's algorithm provides an effective payload of approximately 10 −4 bpp (bits per pixel), and Fujiyoshi's algorithm provides a useful payload of approximately 1.9 × 10 −2 . Furthermore, the quality of the scrambled image is not scalable. Both Zhang's algorithm and Fujiyoshi's algorithm fully scramble the original image.
For unified scrambling and RDH, such as [41] , [42] , the scrambling step and RDH step are jointly designed. This creates two advantages: higher embedding capacity and scalable quality of the scrambled image. The RDH step can explore the redundancy of the original image and thus can obtain higher embedding capacity. During unified scrambling and embedding, one may choose an embedding parameter to control the degree of scrambling. For example, in [42] , the controlling parameter was a threshold applied on prediction error, which determined the number of pixels to scramble. Scalability is a desired characteristic when the owner of the image wants to draw the attention of the potential customer by showing him/her the partially scrambled image.
In [41] , Ong et al. proposed a unified scrambling and RDH algorithm, which is reversible and scalable. However, its reversibility is not controllable. In contrast, the UES (unified data embedding and scrambling) algorithm proposed in [42] can provide scalability and controllable reversibility. The UES algorithm uses checkerboard-based prediction (CBP) to predict the pixel value [42] . The prediction error is encoded, and the predicted pixels are classified according to the threshold. Those pixels whose prediction error is below the threshold are selected to embed the external data.
Although UES can provide scalability and controllable reversibility, owing to the structural differences between the 3D mesh and the grayscale image, it cannot be applied directly to 3D mesh models.
C. RDH IN 3D ENCRYPTION DOMAIN
The only available RDH for 3D encrypted mesh is a recent work published by Jiang et al. [24] , which is separable and nonscalable. Because this algorithm is strictly relevant to our work, we review it. This algorithm consists of two parts: encoding (preprocessing, encryption, data embedding) and decoding (decryption, data extraction and recovery).
To start the encoding, the vertex coordinates are preprocessed into integers. The original coordinates are represented by floating-point numbers that are difficult to handle. To convert the coordinates to integers, the floating-point number is first truncated to the n-the position after the decimal point. Then, it is amplified by 10 n to obtain integer numbers.
Next, the coordinates are encrypted by a stream cipher with key K e . Let the coordinate of a vertex be represented
q is the q-th bit in representing the j-th dimension of the i-th vertex, where j ∈ {x, y, z}. Then, the encrypted coordinate is:
where r i,j,q is generated by a pseudorandom number generator (PRNG).
To embed data, the vertices are classified into two sets: embedded set and referenced set, denoted as P e and P r , respectively. The data to be embedded are first encrypted by key K h and then embedded into a vertex in P e : d i,j,q = d i,j,q ⊕ b, j = x, y, z, q = 0, . . . , m, i ∈ P e (2) where d i,j,q denotes the embedded mesh. No modification is applied to each vertex in P r .
The decoding part consists of decryption, data extraction and mesh recovery. First, the encrypted and embedded mesh is decrypted using the same stream cipher and key as in (1) . Then, data extraction and mesh recovery can be accomplished using a spatial correlation of the 3D model itself.
In summary, the proposed 3D-AUES is different from Jiang's algorithm in the following aspects: 1) Jiang's algorithm is separable, while the 3D-AUES algorithm is unified. 2) Jiang's algorithm is reversible, while the 3D-AUES algorithm has controllable reversibility.
3) The data embedding part of the 3D-AUES algorithm is not affected by encryption, which may reduce the redundancy needed for embedding, so the embedding rate is higher than Jiang's algorithm.
We conclude this section by remarking that Jiang's algorithm is an extension of separable scrambling and RDH for grayscale images. Hence, it inherits the disadvantages of this type of algorithm, such as low embedding capacity and nonscalability. Given this problem, we propose an adaptive UES algorithm for a 3D mesh model, which is unified, scalable and has controllable reversibility.
III. PROPOSED SCHEME
To address the above requirements in Section II, we designed a 3D-AUES algorithm, which is unified, scalable and has controllable reversibility. The 'unified' feature is implemented so that the mesh is scrambled, whereas the external data are embedded. To achieve scalability, the algorithm is designed so that only partial vertex coordinates can be disturbed by adaptively choosing a threshold parameter µ. The reversibility is controlled implicitly by the step size of the quantizer for prediction error, which is implemented explicitly by setting the parameter µ and the number of bits that are used to represent the prediction error. To implement the above features, our 3D-AUES encoder and decoder include the following functional units: preprocessing, vertex coordinates prediction, 3D-AUES, data extraction and mesh reconstruction, which are described in detail in the subsections below.
The overall block diagram of the proposed scheme is illustrated in Fig. 2 , where S is external secret information and µ is a threshold. The external secret information S and threshold µ are called external data, which is embedded into the mesh. As shown in Fig. 2 , three parties are involved: the service provider, the cloud administrator and the user.
Before uploading to the cloud, first, service provider 1 (such as a cloud storage client installed on the user's computer) preprocesses the original mesh O to M. Next, the scrambled mesh W is obtained by data embedding and scrambling. Then, W is sent to the cloud administrator. The cloud administrator can manage W by accessing the external data embedded in W (such as authentication information) even without knowing the content of O. The mesh W is transmitted to service provider 2. This can be done by downloading from the cloud using a cloud storage client. Service provider 2 can then extract the external data and reconstruct the original mesh. We describe this process in detail below.
A. PREPROCESSING
The purpose of preprocessing is to convert the mesh vertex coordinates to integers to facilitate embedding and scrambling in later steps. The vertex coordinates are usually represented by floating-point numbers and may have different ranges due to the diverse source of capturing devices. This imposes difficulty in coordinate prediction, mesh scrambling, and mesh recovery because one may need to determine appropriate parameters for different input ranges. Due to the composition characteristics of 3D mesh, to facilitate subsequent operations, the coordinate values should be truncated and normalized.
Before elaborating on the preprocessing method, we first describe the composition of a 3D mesh model. The 3D mesh model is mainly composed of spatial vertices and triangle faces. The triangles are composed of vertices, and all triangles form a complete 3D mesh model. The set of vertices is
For the convenience of future processing, one can organize all the vertex coordinates as a matrix with dimensions 3 × M , where M is the number of columns. In the 3D mesh model, all the connections between vertices represent the topology. The two vertices connected by an edge are called neighbors. One vertex may have multiple neighbors. By traversing all the faces containing a given vertex, all the neighbors of this vertex can be obtained.
There are many storage formats for 3D mesh, such as OFF, OBJ, and PLY. In these files, vertices and faces have an implicit order. For example, the file formats of the vertices and faces are shown in Table 1 and Table 2 , respectively. Each vertex has an implicit order in the vertex list (column 1 in Table 1 ). After the mesh is scrambled, the implicit order of vertex remains the same. Only the coordinate values are changed. For preprocessing, generally, we assume that each vertex coordinate of the uncompressed mesh model is usually represented as the precision level of 10 −m . Deering [43] noted that some scenarios do not require very high precision so that a 32-or 64-bit float point representation can be reduced to 16 bits. Furthermore, the 3D printer has much lower precision than can be represented by the floating-point number. Thus, the vertex coordinates can be truncated to a lower precision.
Let one of the uncompressed vertex coordinates be c × 10 −m , then the truncated result isĉ × 10 −n , where n ≤ m andĉ retain up to n significant digits of c behind the decimal point. Then, it is normalized by dividing the quantization step 10 −nĉ × 10 −n 10 −n .
For each vertex V i , the above truncation and normalization steps can be combined into
where
Let each normalized vertex coordinate be represented as a d-bits binary string, corresponding to integers between 0 and 2 d − 1. As suggested in Jiang's work, we take d ∈ [1, 33] [24] . The data embedding/extraction and mesh scrambling/reconstruction are all performed using the normalized coordinates.
After embedding and scrambling, we inversely transform the coordinates of the processed vertexṼ i toṼ i with precision 10 −n :
which can then be written to a mesh file and shared to the cloud.
B. VERTEX COORDINATES PREDICTION
As with other RDH algorithms, redundancy should be explored to embed external data. For 3D mesh models, the available redundancy is the correlation of coordinates between neighboring vertices, which can be explored by vertex prediction. To improve the restoration quality of reconstructed meshes and to control the quality of scrambling, we adopt a cross prediction scheme, which is motivated by a cross prediction for RDH [44] because using cross prediction and adaptive thresholds, one can achieve multilayer scrambling with different degrees of scrambling effects. Cross prediction can accurately predict half of the vertices from the other half, which not only provides considerable redundancy but also guarantees the accuracy of prediction during the recovery process. The coordinates are traveled in ascending order. According to the index of the vertex, vertex coordinates are divided into two categories: (1) the set of vertices with even indices is denoted as predicted set P
The vertices in the predicted set P are used to embed external data. (2) The set of vertices with odd indices is marked as the referenced set,
The coordinates of the vertices in the referenced set R remain unchanged during embedding.
The process of cross prediction is described as follows.
. . , M } as the number of hops from V i to V j . We find all the faces containing the
and V j is a neighbor of the vertex V i . The set of neighbors of V i is denoted as
We take vertex 672 as an example and obtain its neighbors V j . As shown in Fig. 3 , vertices 3, 4, 622, 626, 682, 714 are neighbors of vertex 672. Black dots represent the referenced set, whereas white dots represent the predicted set. One may notice that D V 672 , V 2 = 2 (the thickest line); hence, vertex 2 is not a neighbor of vertex 672. Similarly, D V 672 , V 714 = 1 (the dotted line), so vertex 714 is a neighbor of vertex 672.
Next, for every vertex in P, its coordinates are predicted using the mean value of its neighbors, i.e., the prediction
The prediction error e i = e xi , e yi , e zi is calculated as in (6).
are the coordinates of the preprocessed vertices, and |N i | denotes the cardinality of set N i , i.e., the number of elements in it if the set is finite. An example of the above calculation can be shown as in Fig. 4 . Vertex 2 is the first vertex when traversing the predicted set P. There are 3 faces containing vertex 2, which are composed of vertices 1, 2, 3, 610, and 626. Thus, vertices 1, 3, 610, and 626 are the neighbors of vertex 2. In the referenced set R, the neighbors of vertex 2 are vertices 1 and 3. The predicted coordinates of vertex 2 and the predicted errors are calculated as in (7) and (8) .
The vertex whose neighboring vertices are all with even indices is not predicted. Let such vertex be referred to as isolated vertex V I . Since V I cannot be predicted, it is treated the same way as vertices in non-embedded set N . According to Algorithm 1 (step 4 to step 8), for the vertex V I we just replace the last 4 bits by '0000', and the remaining bits are kept unchanged. At the receiving end, when restoring the mesh, it is still necessary to predict the coordinates of the predicted set by the referenced set. During this prediction process, the receiver can also find the isolated vertices by checking their indices. Correspondingly, according to the recovery method of N in Section III-D, the vertex V I can be recovered.
Obviously, if a large number of isolated vertices exist in the mesh model, the embedding capacity could be significantly reduced. Fortunately, we found that for the models we tested, the number of isolated vertices are negligible compared to the total number of vertices M . For the 22 test models used in our experiments, the number of isolated vertices are listed in Table 3 , along with the total number of vertices.
C. 3D ADAPTIVE UNIFIED EMBEDDING AND SCRAMBLING (3D-AUES)
To embed more external data, vertices with more considerable redundancy should be chosen. With the guidance of this principle, we should choose vertices whose prediction errors are smaller in magnitude. Therefore, the proposed 3D-AUES first classifies all vertices in P by their prediction error and an adaptive threshold µ. Then, only those chosen vertices are scrambled and embedded with the payload (including the secret information, the threshold and the prediction errors).
1) VERTEX COORDINATE CLASSIFICATION
The purpose of vertex coordinate classification is to select vertex coordinates with larger redundancy to scramble and embed data. According to the cross prediction scheme presented in Section III-B, we divide all vertex coordinates into two parts: predicted set P and referenced set R. Based on the magnitude of the prediction error and a threshold, we can classify the vertex coordinates more precisely.
Let e qi ∈ e xi , e yi , e zi be the prediction error of coordinate q for vertex V i , where q ∈ {x, y, z}. Comparing the threshold µ with the magnitude of the prediction error e qi , each coordinate q i , where q ∈ {x, y, z}, is evaluated to see if it is suitable for external data embedding. In particular, if the prediction error e qi falls into a given interval
where µ ∈ R, it is used for external data embedding and scrambling. Otherwise, it remains unchanged.
Using the selection rule in (9), the predicted set P is further divided into two subsets. (1) A set of embedded vertex coordinates E, whose prediction error satisfies inequality (9) . All vertex coordinates in this set are used for embedding external data. Thus, E can be formally defined as
(2) A set of vertex coordinates N , whose prediction error fails to satisfy inequality (9) . This set is referred to as the nonembedded set N :
mod (i, 2) = 0, and e q,i > µ. (11) The vertex coordinates of referenced set R are not used for embedding and scrambling. Hence, they retain their original values.
After vertex coordinate classification, we obtain a set of vertex coordinates E, which is used for embedding and scrambling.
2) UNIFIED DATA EMBEDDING AND SCRAMBLING IN 3D MESH
In this section, we describe the unified data embedding and scrambling method in the 3D mesh. For simultaneously embedding data and scrambling coordinates in E, we replace the d-bits representation of each coordinate as follows. For every q i ∈ E:
1) The least α LSBs are replaced by the source coding result of the prediction error e qi . To encode the prediction error, one must quantize the range [−µ, µ].
Here, we use a simple uniform quantizer and a simple fixed-length coding (α bits). If more bits are used such that 2 α > 2µ + 1, then the prediction error can be losslessly compressed and recovered. Otherwise, the compression is lossy, and the prediction can only be approximately recovered 1 . Obviously, α is one of the influencing factors of mesh restoration and determines the coding accuracy of prediction error. Determining α is discussed in the subsection of rate-distortionreversibility tradeoff.
2) The two MSBs are unchanged because the prediction precision of vertex coordinates is usually worse than the prediction of color as in digital images. This large prediction error can only be approximately quantized by the source coder and hence hinders the recovery of the original mesh model. To better recover the mesh, we fix the two MSBs during embedding and scrambling. Namely, the coordinates are only allowed to be scrambled within a given quadrant specified by the two MSBs. This may weaken the scrambling effect. However, because we are scrambling coordinates instead of color, the scrambling effect is not severely weakened by restricting to a quadrant. 3) The remaining d − α − 2 bits are replaced by one segment from the payload. All the coordinates in referenced set R are not modified. The decoder can recover this set by checking the parity of the vertex index. Similarly, all the coordinates in the nonembedded set N remain unchanged. However, the decoder cannot distinguish between the embedded set E and the nonembedded set N . To help the decoder recognize N , the last α LSBs are replaced by a flag pattern of all zeros. The original α bits are gathered into the payload and embedded into the mesh. This flag pattern, hence, is not used to encode prediction error in the last α bits of coordinates in E.
To better illustrate the embedding and scrambling process, let us consider one specific example, as shown in Fig. 5 . Each vertex coordinate is represented as a d-bit binary string. To increase embedding capacity and manage the restoration quality of the mesh, we take α = 4 to encode the prediction error into 2 α = 16 levels, as shown in Table 6 . The flag pattern '0000' marks the α least significant bits of the nonembedded vertex coordinates N by bit replacement. The remaining d − 4 bits of the N remain unchanged. The code '0001', '0010', · · · , '1111' mark the α LSBs of the embedded vertex coordinates E by bit replacement. The 2 most significant bits store the main contents of the vertex coordinates. To facilitate the restoration of the original mesh, the 2 most significant bits of E remain unchanged. The remaining d − 6 bits of the E are used to embed the payload p.
The payload p is constructed sequentially from three sources: (1) threshold µ; of the payload p is encrypted by another pseudorandom sequence r s . The pseudorandom sequences r e and r s are generated by RC4 or the more secure eSTREAM algorithm [45] . As shown in Fig. 5 , µ , LSB α and S are lengths of the binary bit with µ, α LSBs of the N and S, respectively. The detailed procedures of 3D-AUES are summarized in Algorithm 1.
In Algorithm 1, from step 4 to step 8, part of the coordinates in the nonembedded set N are scrambled. The 4 LSBs are replaced by '0000'. From step 10 to step 14, all the coordinates in the embedded set E are scrambled. The 4 LSBs are replaced by '0001, 0010, 0011, . . . , 1111'. The remaining d − 6 LSBs are replaced by payload p. The replace operation in Algorithm 1 achieves two goals: scrambling the original mesh coordinates and embedding the payload.
We distinguish between embedded vertices and referenced vertices based on index values. During the mesh scrambling, there is no change to the index values. Only the value of the vertex coordinate is changed. Table 4 shows the changes in the vertex coordinates and indices. All x, y, and z coordinate components whose index values are even are embedded with 0. After embedding, we traverse the three coordinate components whose index values are even. It can be found that these coordinate values are still 0. Therefore, when decoding, the 3D-AUES algorithm can ensure the same processing order as encoding.
Because the positions of the referenced set and the predicted set are fixed, we can achieve a second layer prediction on the mesh. The role of the referenced set R and the predicted set P are switched in the second layer prediction and embedding. However, we should note that because all coordinates in the set P are scrambled during first layer embedding, the prediction error is expected to be large when predicting the coordinates in the referenced set R. Therefore, it is almost impossible to embed additional data during second layer embedding. However, it is still useful to further scramble the mesh. To increase the scrambling effect, the above operations can be repeated to complete the embedding of the third layer and more. The more layers we embed, the more blurry the mesh becomes.
3) DISTORTION MEASURE
To quantify and control the distortion of the scrambled mesh, an appropriate distortion measure should be adopted. For mesh processing, the quality of the processed mesh is usually measured by the 3D signal-to-noise ratio (3D SNR) [29] , which is a measure of 3D geometric distortion. 3D SNR is the ratio between the signal strength and the noise strength, where the signal energy measures the signal strength, and the noise energy measures the noise strength.
For data embedding in the 3D mesh model, the coordinates are modified to encode the data. The SNR should reflect the distortion of shape due to this coordinate modification by using the relative change in coordinates to the original range of the coordinates. The change in coordinates is measured by the MSE between the modified/watermarked coordinates and the original coordinates, i.e., MSE (V, V w ) . To measure the range of the original coordinates, we use a quantity that reflects the size of the bounding box of the mesh model. For a mesh model with a larger size, most vertices should deviate far from the centroid of that model. Thus, we use the MSE between original vertices and the centroid of the model as a measure of the size of the original mesh model, i.e., MSE V,V .
Let V = {V 1 , · · · , V M } andV = V 1 , · · · ,V M be the original and processed meshes, respectively. Then, the MSE Algorithm 1 An Adaptive Unified Data Embedding and Scrambling Technique in 3D Mesh: 3D-AUES (α = 4) Input:
The preprocessed 3D mesh M; threshold µ; external secret information S.
Output:
Embedded and scrambled 3D mesh W. 1: The mesh M is divided into two categories according to the threshold parameter µ: R and P, where P is further divided into sets E and N according to inequality (9). 2: Construct the payload p as follows. 3: Convert the threshold µ to a d-bit binary string as the first part of the payload p. 4: for each coordinate in N do 5: Extract the last α LSBs as the second part of the payload p. 6: Replace the last 4 bits by '0000'.
7:
The remaining d − 4 bits remain unchanged. 8: end for 9: Append to p the external secret information S. 10: for each coordinate in E do 11: Replace the last 4 bits by '0001', '0010', '0011' · · · '1111' according to Table 6 .
12:
The two MSBs remain unchanged. 13: Replace the remaining d − 6 bits by one segment of the payload p. 14: end for (mean squared error) between V andV is defined as the total energy of error between them:
Given the definition of MSE, the signal strength of a mesh V is the MSE between this mesh and its centroidV, wherē
V be a collapsed mesh at the centroid with M vertices; then the signal strength is measured by MSE V,V . The noise strength is measured by the MSE between the original mesh V and the scrambled and embedded mesh V w = {V w1 , · · · , V wM }: MSE (V, V w ). Finally, the 3D SNR can be calculated as the ratio between these two MSEs:
According to (14) , the numerator MSE V,V is a fixed value for a given mesh. The value of the SNR is larger if the value of the denominator MSE (V, V w ) is smaller. It can be seen from (13) that if V = V w , the denominator MSE (V, V w ) degenerates to zero. Thus, the maximum value of SNR can be infinity if no modification is made to the mesh model.
4) ADAPTIVE THRESHOLD
To achieve the scalability of the mesh distortion, we propose an adaptive threshold selection algorithm. The purpose of this algorithm is to select vertices for embedding and scrambling so that the desired SNR can be achieved for a given amount of secret information S . In particular, the threshold parameter µ should be determined adaptively from a given SNR and S . First, we identify a lower bound on µ imposed by the reversibility condition, thus reducing the searching space of µ. Then, we derive an explicit relationship between µ and MSE. Using this relationship, we can determine µ from a given MSE requirement or SNR requirement.
The lower bound of the threshold µ can be determined from the reversibility requirement. To ensure reversibility, the encoded prediction error, the code for µ and the original α LSBs for each vertex in N must be fully embedded into all vertices in E. A lower bound of µ can be found by assuming S = 0, i.e., no external secret information, which is |N | = (3 |P| − |E|). Thus, the payload consists of the code for µ and the α LSBs for all vertices in N . This payload requires a total of µ +α |N | bits 2 , or equivalently µ +α (3 |P| − |E|). The embedding space provided by all vertices in E is (d − 6) |E|, since each vertex can only provide d − 6 bits space after excluding its two MSBs and α LSBs. To ensure reversibility, the available embedding space must be larger than the size of the payload: (d −6) |E| ≥ µ +α (3 |P| − |E|). Thus, the size of E must satisfy:
Note that µ = 32 is fixed, and only |E| is controlled by µ: the larger the µ, the larger the |E|. To control the distortion level of the mesh, we adaptively select the threshold µ to meet the inequality (15) . First, all the vertices in P are predicted, and the prediction errors are analyzed to obtain an unnormalized error histogram h(e), where e is prediction error. Then, according to (9) , we can find the size of E as |E| = µ e=−µ h(e). Now, the requirement on µ can be explicitly expressed as
From (16), one can easily solve for µ, given |P| , µ , d, and h(e). Recall that this µ is the lower bound imposed by the reversibility requirement; hence, it is denoted as µ min . This lower bound can be used as a starting point when determining µ for a given distortion requirement. Furthermore, if the user specifies the amount of secret information to embed, i.e., S , then we may obtain the following inequality by following a similar analysis procedure as outlined above:
Using (17), our algorithm can adaptively determine an appropriate threshold µ to meet the user's embedding capacity requirement S . To adaptively determine µ from a given distortion requirement, we derive an explicit relationship between µ and MSE (V, V w ), as can be found in the appendix. Based on the different assumptions for the original coordinates, we obtain two MSE predictors: M H (µ) in (31) and M U (µ) in (36) . For example, the predictor M U (µ) is given by
where q max = 2 d−2 − 1. Given a specified 3D SNR from the user, we first calculate the signal energy MSE V,V , then the requirement MSE can be found as:
Adding this required SNR to (18) , we obtain an explicit expression for the desired SNR as a function of the threshold µ. Given SNR, the threshold µ can be found by resorting a simple bisection algorithm [46] . Equivalently, one needs to solve for µ from the specified MSE (V, V w ) (by (19)). For example, the MSE predictor M U (µ) given by (36) , one needs to solve a nonlinear equation
The initial interval for bisection searching can be set as [µ min , e max ], where µ min can be determined from (16) and e max is the maximum value of the prediction error. In summary, our algorithm can provide scalable embedding capacity and scrambling effect by adaptively choosing the threshold parameter µ from the given capacity requirement or the 3D SNR requirement.
5) RATE-DISTORTION-REVERSIBILITY TRADEOFF
In this section, we discuss the tradeoff between three key performance indices: rate, distortion, and reversibility. For a given mesh, the unnormalized rate can be characterized by the size of the secret information S , whereas distortion is measured by the SNR between the original mesh and embedded and scrambled mesh SNR (V, V w ). In addition, because the reversibility can be controlled in 3D-AUES, we use the MSE between the scrambled mesh V and the recovered mesh C, i.e., MSE (V, C) as a measure of reversibility. An illustration of tradeoffs between these three performance indices is summarized in Fig. 6 , where the 'turning knobs' are the two parameters: threshold µ and length α of the code for prediction error (also referred to as flag bits).
The length of flag bit α determines the coding accuracy of prediction error. The larger this length α is, the higher the coding accuracy of prediction error will be. The encoding precision of the prediction error determines the distortion of the recovery mesh. The higher the encoding precision, the closer the mesh recovery is to the original mesh. In contrast, a larger α may affect redundancy that should be used to embed external data.
Threshold µ determines the number of coordinates in the embedded set E. If µ increases, the number of embedded coordinates E also increases. Meanwhile, the distortion of the recovered mesh increases accordingly.
Reversibility can be controlled, from total reversibility to partial reversibility. Fixing µ, one may use α to control reversibility. To ensure total reversibility, recall that to encode all the integers in the range [−µ, µ], we must guarantee that 2 α − 1 ≥ 2µ + 1. Thus, the length of flag bits must satisfy:
If α fails to meet (20) , the prediction error is quantized using a step size larger than 1. Thus, one can control the reversibility of the mesh by setting the appropriate α. For a given rate S , one may find tradeoff between distortion SNR (V, V w ) and reversibility MSE (V, C). Because S is fixed, if µ increases, we can use a larger α. Thus, a small SNR (V, V w ) and a smaller MSE (V, C) can be obtained. A smaller µ can lead to larger SNR (V, V w ) and larger MSE (V, C).
The notion of 'scalability' in multimedia compression is to provide different qualities of the compressed media according to the transmission or storage requirement. In this paper, reference to Fig. 6 , 'scalability' refers to providing different qualities of the scrambled mesh according to the requirement from the user. Therefore, in this paper, the mesh is not compressed but is only partially scrambled. This 'scalability' can be controlled by a threshold µ. Only those vertices whose prediction errors fall below the threshold µ are scrambled.
D. DATA EXTRACTION AND MESH RECONSTRUCTION
Data extraction and mesh reconstruction start with the same preprocessing as in (3) . After the same vertex partition and prediction as presented in Section III-B, we obtain the predicted coordinatesV i in the predicted set P.
Next, we need to identify the embedded set E to extract the embedding parameters µ, the secret information S and the encoded prediction error. This can be achieved by utilizing different flag patterns of the α LSBs in the predicted set P. As shown in Table 6 , the coordinates in N and E can be distinguished according to the different flag patterns. For example, for α = 4, when we find the α LSBs of the coordinate to be one of '0001', '0010', '0011', · · · , '1111', then this coordinate belongs to the set E. Thus, we can recover the two sets E and N . Then, we extract the bits between the 5th LSB and the (d − 2)-th LSB, which forms the payload p. From p, the secret information S, and the code for prediction error can be extracted.
For data extraction, recall that the storage of the payload p is sequential, as shown in Fig. 5 . Therefore, the secret information can be extracted from the µ + LSB α + 1 -th bits to the last bits.
For mesh recovery, we need to recover all coordinates in N and all coordinates in E. 1) To recover coordinates in N , recall that, in p, the (d + 1)-th to ((d + 1) + α |N |)-th bits are the last α bits of the original coordinates in N . Therefore, we replace each flag pattern '0000' by one segment of these bits. 2) To recover coordinates in E, we need the predicted vertexV i and the recovered prediction error. The code for prediction error can be extracted from the α LSBs of coordinates in E. However, to recover the exact numerical value of the prediction error, we also need to recover the quantization table (or equivalently, the quantization step). First, we extract the code for µ from the first d bits of the extracted payload p. With the knowledge of µ and α, the receiver can reconstruct the quantization table, such as the one shown in Table 6 . The median of all integers in each interval is utilized to represent the prediction errorẽ i = ẽ xi ,ẽ yi ,ẽ zi . By choosing the median value, the reconstruction error can be minimized given the quantization interval by assuming a uniform distribution over each interval. For each E coordinate, we restore it by (21) .Ṽ
whereṼ i ,ẽ i andV i are the reconstruction coordinates, prediction error and the predicted coordinates, respectively, during the reconstruction process.
During the embedding and scramble, the referenced set R is not changed; hence, we do not need to recover it. Finally, we note that the mesh reconstruction may not be perfect, as discussed in the last section (Rate-Distortion-Reversibility Tradeoff).
In summary, the decoder can losslessly recover the secret information and reconstruct the mesh to a given distortion level.
E. SECURITY ANALYSIS
The security level of the proposed 3D-AUES algorithm relies on the purpose, knowledge, and tools available to the attacker. For the purpose, we assume that the attacker intends to (1) extract and read the secret information, and (2) recover the original mesh. For the knowledge of algorithms available to the attacker, we consider two scenarios that were also addressed in [42] . (1) The only knowledge available to the attacker about the AUES algorithm is the number of vertices in the predicted set. (2) The attacker has partial knowledge of the AUES algorithm so that the attacker knows which vertex belongs to the predicted set P.
To prevent the illegal reading of the secret message, a stream cipher RC4 is used to encrypt the secret information before embedding. Thus, the security of the secret information relies on the keyspace and security of available stream ciphers.
For the first attacking scenario, because the attacker has no other knowledge of the AUES algorithm, the only tool available to the attacker is brute-force attack. The attacker needs to try a large number of permutations to recover the original mesh. Given a scrambled mesh having 3M vertices and that there are w vertices in the predicted set, the attacker needs to try every combination of w vertices from M vertices. For each such combination, the attacker further needs to identify the embedded set, which involves labeling each vertex with a binary label. The number of combinations is 2 3M because each vertex can be labeled either as 1 (for the embedded set) or 0 (for the nonembedded set). After choosing the embedded set, the attacker needs to exhaust all possible values that a coordinate can take, which needs 2 d trials.
In summary, the total number of trial permutations is:
where 3M w calculates the number of combinations when choosing w items from 3M items. From the Stirling approximation to factorials [47] , we obtain the lower bound for the binomial coefficient:
Combining this lower bound with a rough approximation 2 10 10 3 , the total number of permutations in (22) is lower bounded by
10
.
For example, take a small mesh model, with parameters M = 988, d = 32 and w = 1500. The number of combinations that an attacker should consider is 3 × 988 1500 × 2 (3×988) × 2 32 10 1341 .
This number of combinations is vast because the total number of atoms in the universe is estimated to be approximately 10 80 . VOLUME 7, 2019 For the second scenario, the attacker is assumed to know which coordinates belong to the predicted set P. Therefore, the attacker needs to identify the embedded set, which involves 2 3M trials. After that, the attack needs to exhaust all possible values that a coordinate can take, which involves 2 d trials. Therefore, the total number of trials is
for a small-sized mesh with parameters M = 988, d = 32 and w = 1500. Even for this scenario, the number of trials that an attacker should try exceeds the ability of current computers. For the above two attack scenarios, our algorithm is very useful. However, we also have to consider the scenario of unintentional attacks. Considering the current application scenarios of 3D mesh models, at least the following data processing should be regarded as unintentional attacks: 1) similarity transformation including translation, rotation and uniform scaling of the vertices, and 2) vertex coordinate quantization. These two operations are commonly used when processing a mesh model. Therefore, they should be considered unintentional attacks. The two operations have a different impact on visual quality. After the similarity transformation, the visual quality of the model remains the same as before transformation. In contrast, because quantization reduces the precision of coordinates, the perceived roughness of the surface may increase after quantization.
Recall that in the 3D-AUES algorithm, we modified most of the bits of the vertex coordinates to embed external data and model recovery information. Both the similarity transform and the coordinate quantization change the numerical representation of the coordinate. Thus, the embedded data are destroyed after these two operations. As a result, 3D-AUES is not robust to these unintentional attacks. However, for an image, neither the RDH nor the UES is robust [48] . Unlike ordinary data hiding or watermarking, fragility to unintentional attacks is a common feature of reversible data hiding. Furthermore, we note that in 3D-AUES, only the scrambled mesh is exposed to these attacks. Thus, the perceptual quality of the attacked scrambled mesh is not as important as that of ordinary data hiding.
To verify the above analysis, two experiments were conducted to test the mesh recovery quality after similarity transformation. For scaling operations, the scrambled mesh was scaled by 10 times. Then, the scaled mesh was restored according to the recovery stage of the 3D-AUES algorithm. As shown in Fig. 7 , the restored mesh after scaling is even worse than the scrambled mesh because the binary representation of the coordinate has changed, and mesh recovery information cannot be correctly restored. For translation operations, the scrambled mesh was translated 0.1 units to the right and then restored according to the 3D-AUES algorithm. As shown in Fig. 8 , the restored mesh after translation is completely different from the original mesh. 
IV. EXPERIMENTAL RESULTS
In this section, we show our experimental results. First, the setup for the experiment is described. Next, the performance metric is introduced in Section IV-B, including the embedding rate and SNR. Third, the various tests are analyzed using a set of typical 3D mesh models. Finally, we compare the proposed 3D-AUES with RDH in the encrypted 3D mesh.
A. SETUPS
The 3D-AUES algorithm is implemented in the MATLAB R2010b platform using a Windows 7 operating system. The CPU is an AMD Athlon X4 855 with a quad-core processor running at 3.50 GHz. The physical memory is 4 GB of RAM.
Regarding the storage of vertex coordinates, standard file formats for the 3D model are .PLY, .OBJ, and .OFF. We use the .OFF format in our paper. If the precision of the coordinate is preserved when transforming from one format to another, the scrambled mesh can still be recovered. However, if the precision of the coordinate is reduced after transformation, then the scrambled mesh cannot be recovered because the recovery information is lost.
For mesh processing, we use a 3D tool package, including toolbox_graph, toolbox_signal, and toolbox_general from [49] , and Model directory 0-3 from [50] , [51] .
Based on the above experimental environment, we select 22 mesh models from two popular mesh datasets, including the Princeton Shape Benchmark and the Laser Design dataset [50] , [51] . The number of vertices for each model ranges from 10 2 to 10 5 . Our experimental results show that the proposed 3D-AUES applies to a large quantity of mesh data. The execution efficiency is listed in Table 5 . The unit of elapsed time is second. We can see that each mesh has a different size in Table 5 . Five original meshes selected from these 22 meshes are shown in Fig. 9 .
The parameter in the processing step is set as n = 9. Therefore, to represent each coordinate, the word length is set as d = 32. The number of embedding layers L ∈ {1, 2}, and the code length for prediction error is set as α = 4. Instead of using varying α to test reversibility, we use a fixed α, but the reversibility can still be controlled by varying the threshold parameter µ, as discussed in Section III-C5 (See (20) ).
The encoding of prediction error is based on a uniform quantizer, where the range of the quantizer is [−µ, µ], and the reconstruction point is the middle of each quantization interval. For example, the quantization interval for the mesh model BEETLE is illustrated in Table 6 , where the parameters are set as α = 4 and µ ∈ 2.850 × 10 6 , 1.350 × 10 8 .
B. PERFORMANCE METRIC
The performance of 3D-AUES can be evaluated with rate, distortion, and reversibility.
1) EMBEDDING RATE
The embedding rate of 3D-AUES is defined as the number of secret bits embedded in each coordinate, i.e.,
where S is the number of secret bits, and 3M is the total number of coordinates. Hence, the rate unit is bits per coordinate (bpc). According to (17) in Section III-C4, we obtain Specifically, given α, the maximum rate can be achieved if the whole predicted set is used to embed the payload, namely, P = E. Therefore,
2) DISTORTION
The distortion between the scrambled mesh and the original mesh is measured by the 3D SNR introduced in Section III-C3 [29] , which is a measurement of the 3D mesh geometric distortion. The 3D SNR between the preprocessed mesh V and the scrambled mesh V w can be written as:
where V = V 1 , V 2 , · · · , V M is the preprocessed mesh, and V w = {V w1 , V w2 , · · · , V wM } is the scrambled mesh. The mesh V = V , · · · ,V is a hypothetical mesh with all its M vertices collapsed to the centroidV of mesh V .
3) REVERSIBILITY
Because our scheme can control the reversibility of the scrambled mesh, an appropriate index should be employed to quantify the degree of reversibility. For this purpose, we use the 3D SNR between the original mesh V and the recovered mesh C: SNR(V, C). If a mesh can be completely reversed, we have SNR(V, C) = ∞.
C. VARIOUS TESTS FOR 3D-AUES
In this section, we present testing results for rate, distortion, and reversibility, including (1) scalability controlled by threshold µ, (2) the rate-distortion tradeoff, and (3) controllable reversibility by threshold µ. First, we demonstrate the perceptual quality of scrambled mesh using different µ on BEETLE. The experimental results are shown in Fig. 10 . When µ = 2.850 × 10 6 , The SNR is relatively high (i.e., max=17.01 dB for BEETLE), and the overall profile of the mesh is clearly visible. With the increase in µ, more distortion is introduced. When µ = 1.350 × 10 8 , the SNRs reach their lowest values, which is caused by the increased number of coordinates in the embedded set E. Using such a µ, the profile of the mesh is entirely unrecognizable. This experiment shows that our 3D-AUES can achieve scalable perceptual quality. Furthermore, we see that the SNR values correlate well with the perceptual quality.
In Table 7 , we present the scalability result for five meshes using SNR as a distortion measure. We observe that when the threshold µ increases from minimum to maximum, the SNR decreases accordingly for all testing meshes. This demonstrates that the scalability can be controlled for all the testing meshes, even using a different set of thresholds for each mesh.
To test the performance of the two MSE predictors M H and M U (31)) and (36) in Appendix), we use two models, BEETLE and VENUS. The testing results are shown in Fig. 11 . For both the models BEETLE and VENUS, we observe that both the MSE predictor M H and the simplified predictor M U can predict the SNR very well. The SNR prediction errors are summarized in Table 8 . For example, for the model VENUS, the largest error is approximately 1 dB, and the average error is approximately 0.3 dB. Comparing M H and M U , the complete MSE predictor M H is superior to the simplified predictor. Using M H , the average prediction error for SNR is approximately 0.176 dB. Thus, for the two models, the actual SNR is within the 0.2 dB range of the specified SNR. This result shows that our algorithm can scramble the mesh to a target distortion level. In Section III-C2, we mentioned that multiple layer embedding could be employed to further increase the effect of scrambling. The results for three testing meshes are shown in Fig. 12, Fig. 13 and Fig. 14. For example, let µ 1 and µ 2 take their minimum values. Then, after two layers of scrambling, the model VENUS looks more distorted compared with the one layer scrambling in Fig. 13(a) . When µ 1 and µ 2 take their maximum values, as shown in Fig. 13(d) , after two layers scrambling, the model VENUS looks more distorted compared with one layer scrambling ( Fig. 13(c) ). Because of the cross prediction, the threshold of the first layer affects the choice of threshold for the second layer. The maximum value (minimum value) of the second layer in Figs. 12, 13 and 14 correspond to the maximum value (minimum value) of the first layer. For COW, when µ 2,max = 3.300 × 10 8 , its first layer is µ 1,max = 1.200 × 10 9 .
We can see that the scrambled mesh is too distorted because we use different thresholds for different levels of scrambling. For instance, in Section IV, Fig. 10(d) Fig. 12(c) , Fig. 13(c) , and Fig. 14(c) are that we specifically select a large threshold to disturb the mesh. For example, in Fig. 12(d) , Fig. 13(d) , and Fig. 14(d) , we specifically use two-layer scrambling and a large threshold to disturb the mesh to achieve maximum visual distortion.
To verify the rate-distortion tradeoff discussed in Section III-C5, we plot the R vs. SNR(V , V w ) curve by varying the threshold µ. This result is shown in Fig. 15 , which shows a clear tradeoff between rate and distortion. Using this curve, one may determine an upper bound on rate R given a specified distortion measure SNR.
To verify the controlled reversibility, we test the SNR(V, C) for a different choice of µ. Fig. 16 shows the reconstructed mesh BEETLE. As can be observed, the SNR(V, C) decreases as µ increases. For example, when µ = 2.850 × 10 6 , the recovered mesh model has the highest fidelity with the original model. Accordingly, SNR(V, C) is also the highest. In contrast, when choosing µ = 1.350 × 10 8 , the reconstructed mesh shows visual distortion (for example, the part below the right headlamp). This observation is consistent with our analysis of rate-distortion-reversibility tradeoff in Section III-C5. The recovery quality of these meshes may not be bad because, as we noted, reversibility is controllable, from fully reversible to partially reversible. Complete reversibility is the range in which the total prediction error is encoded, and the length of the coded step is 1. The experimental result of Fig. 16(f) is in the case where the length of the coded step is not 1. This situation is partially reversible, so the recovered mesh will be distorted.
D. COMPARISON WITH RDH IN ENCRYPTED 3D MESH
We compare 3D-AUES with RDH in the encrypted 3D mesh [24] , i.e., Jiang's algorithm, because it is closely relevant to 3D-AUES. First, Jiang's approach encrypts the mesh before embedding the data and does not have a mesh prediction stage. However, for our method, embedding the data and scrambling the mesh are simultaneous and have a mesh prediction stage. Having a mesh prediction stage is crucial to exploring the redundancy in the mesh to increase the embedding rate. Second, the vertex classification in 3D-AUES is from Jiang's approach. We distinguish vertex coordinates by the parity of the vertex index values. For Jiang's algorithm, the classification is more complicated. It first initializes the referenced set and embedded set as empty. Then, the vertices in the face are traversed one by one. If the vertices being traversed are not in the current embedded set and referenced set, the first vertex in the face is placed in the embedded set. The rest are placed in the referenced set. If at least one vertex of the traversing face is not included in the embedded set but is included in the referenced set, the first vertex is deleted from the face being traversed, and the rest are placed in the embedded set. Our experimental results show that using the proposed simple classification provides outstanding performance for medium-and large-sized mesh. Third, our method embeds the payload by replacing the LSBs of the vertex coordinates, while Jiang's method XOR the LSBs to embed the payload. Finally, 3D-AUES can provide scalable scrambling quality, controllable reversibility, and a high embedding rate, which are lacking in the Jiang algorithm. These lead to different application scenarios. Hence, it is difficult to compare the 3D-AUES algorithm with Jiang's algorithm. It is difficult to compare other properties, except embedding rate, embedding-scrambling method, and reversibility. For a fair comparison, in Jiang's method, we use the same method to distinguish between referenced set R and predicted set P. In these two methods, we take BEETLE as an example and choose the best embedded bits in an individual approach to obtain the embedding rate R (bpc). The result of the comparison is shown in Table 9 .
The embedding rate of 3D-AUES is higher than Jiang's algorithm. Note that Jiang's algorithm completely scrambles the mesh, whereas 3D-AUES only partially scrambles the mesh. This high embedding rate is a result of joint embedding and scrambling, where the scrambling does not hinder the later embedding process. We also should note that Jiang's algorithm provides total reversibility, whereas 3D-AUES provides controlled reversibility, from total reversibility to partial reversibility of various degrees.
V. CONCLUSION
In this paper, an adaptive unified data embedding and scrambling algorithm for the 3D mesh model is proposed. We divide vertices into odd vertices, even vertices, and predict coordinates by cross prediction. The coordinates whose prediction error satisfies the threshold range are used to embed the external data. By embedding external data, we achieve the purpose of mesh scrambling. 3D-AUES can severely destroy the quality of the original mesh, thus improving the security of the mesh model. More importantly, the algorithm can be used to embed extensive external data. Theoretical analysis and experiments verified that 3D-AUES is unified, having a high embedding rate, scalability, and controllable reversibility. Therefore, it can be used in application scenarios where different requirements for the distortion of the mesh model are imposed. The embedded data can be extracted from the scrambled mesh, and the original mesh can be recovered to the desired fidelity.
One possible extension of this work is to combine Laplacian mesh processing with unified embedding and scrambling. The essence of Laplacian mesh deformation is the process of encoding and decoding the local detail features of the mesh model [52] , [53] . The encoding process refers to the transformation of the Euclidean space coordinates of the mesh vertices to the Laplacian coordinates. The Laplacian coordinates contain the local detail features of the mesh, so the Laplacian mesh deformation algorithm can better preserve the local details of the mesh model. This can be exploited to utilize the redundancy in a mesh model in RDH.
APPENDIX DERIVATION OF MSE PREDICTORS
In this appendix, we derive the MSE as a function of the threshold µ, which is a foundation for an adaptive choice of µ based on specified SNR.
Assume that the nonnormalized histogram of the prediction error is h(e), where e min < e < e max and the width of each bin is 1. Given µ, one can determine |E| = µ e=−µ h(e) and |N | = 3 |P| − |E|.
Referring to Fig. 5 , after embedding and scrambling, no distortion is introduced by vertices in the referenced set R because these coordinates are not modified.
Recall that the predicted set is split into two sets: the embedded set E and nonembedded set N . To calculate the MSE introduced by coordinates in N , we only need to focus on the α LSBs. We assume that at each position of these α LSBs, the probability of 1 and probability of 0 are equal. The decimal value of the α LSBs is in the range q ∈ [0, 2 α − 1], with probability Pr(q) = 1/2 α . Thus, the MSE introduced by replacing the α LSBs to zeros can be calculated as
To calculate the MSE introduced by the d −2 LSBs in each coordinate of E, we focus on the probability model only for the d − 2 LSBs. Let p and q be the integers corresponding to the d − 2 LSBs before and after embedding, respectively. Let Pr(p) and Pr(q) be the probability distributions of p and q, respectively. Then, the MSE can be calculated as:
The distribution of q can be well modeled by uniform distribution because the embedded payload is encrypted so that at each bit position, 1 and 0 are equally likely (see (12) ). Thus, we may assume that Pr(q) = 1/q max , for 0 ≤ q ≤ q max . The distribution Pr(p) of the original coordinates can be estimated from the histogram. To reduce the computational complexity of (30), we quantize the range of [0, q max ] to n B bins, and the corresponding histograms are denoted as g H (p) and g U (q). Their corresponding bin centers are p 1 , · · · , p n B . Using a coarsely quantized histogram, the MSE E can be estimated as:
where g U (p j ) = p j + /2 q=p j − /2 1/q max = 1/n B , and = q max /n B is bin width. Experiments show that using n B = 50 provides a very accurate prediction.
A simpler expression of MSE E can be obtained by assuming that the original values are equally likely and that the values of the replaced bits are also equally likely. The replacement bits are independent of the original bits. The values that can be taken are limited to the range q ∈ [0, q max ], where q max = 2 d−2 − 1, with equal probability Pr(q) = 1/q max . The expected total MSE introduced by each coordinate is 
where the last equality is obtained by resorting to the wellknown summation of series n k=1 k 2 = n(n + 1)(2n + 1)/6 and n k=1 = n(n + 1)/2. Finally, the total MSE can be calculated as
Combining the simplification result in (32) and the result in (29) , we may further obtain
The last approximation is true by considering the fact that for q max = 2 d−2 − 1 and typical values d = 32 and α = 4, the term with q 2 max dominates. The equation in (36) shows an explicit relationship between threshold µ and MSE of the scrambled and embedded mesh. From the desired MSE, one can find an appropriate µ. Note that this µ can be determined before actual embedding and scrambling. The two MSE predictors (31) and (36) 
