We present a novel method to solve the spatially homogeneous and isotropic relativistic Boltzmann equation. We employ a basis set of orthogonal polynomials dynamically adapted to allow emergence of chemical non-equilibrium. Two time dependent parameters characterize the set of orthogonal polynomials, the effective temperature T (t) and phase space occupation factor Υ(t). In this first paper we address (effectively) massless fermions and derive dynamical equations for T (t) and Υ(t) such that the zeroth order term of the basis alone captures the number density and energy density of each particle distribution. We validate our method and illustrate the reduced computational cost and the ability to represent final state chemical non-equilibrium by studying a model problem that is motivated by the physics of the neutrino freeze-out processes in the early Universe, where the essential physical characteristics include reheating from another disappearing particle component (e ± -annihilation).
to establish complete thermal equilibrium. The most probable canonical distribution function f ± ch of fermions (+) and bosons (-) in both chemical and kinetic equilibrium is found by maximizing microcanonical entropy subject to energy being conserved
where E is the particle energy, T the temperature, and T ch the chemical freeze-out temperature. For a physical system comprising interacting particles whose temperature is decreasing with time, there will be a period where the temperature is greater than the kinetic freezeout temperature, T k , but below chemical freeze-out. During this period, momentum exchanging processes continue to maintain an equilibrium distribution of energy among the available particles, which we call kinetic equilibrium, but particle number changing processes no longer occur rapidly enough to keep the equilibrium particle number yield. For T < T ch the particle number changing processes have 'frozen-out'. In this condition the momentum distribution, which is in kinetic equilibrium but chemical non-equilibrium, is obtained by maximizing microcanonical entropy subject to particle number and energy constraints and thus two parameters appear
2)
The need to preserve the total particle number within the distribution introduces an additional parameter Υ called fugacity. A fugacity different from 1 implies an over-abundance (Υ > 1) or underabundance (Υ < 1) of particles compared to chemical equilibrium and in either of these situations one speaks of chemical non-equilibrium. We emphasize that in our context, the appearance of a dynamical fugacity Υ = 1 is not related to conserved quantum numbers. Conserved quantum numbers such as baryon number and charge introduce, through chemical potentials, fugacities that enhance e.g particles and deplete antiparticles. In the presence of conservation laws one has for particles Υ p = γe µp/T and antiparticles Υ a = γe −µa/T where the quantity γ is the dynamical fugacity. For fermions (+) the distribution Eq. (1.2) always satisfies the Fermi-Dirac constraint f + k ≤ 1, however the distribution of particles can approach much more closely the quantum degeneracy condition f + k → 1 for Υ ≫ 1.
Once the temperature drops below the kinetic freeze-out temperature T k we reach the free streaming period where particle scattering processes have completely frozen out and the resultant distribution is obtained by solving the collisionless Boltzmann equation with initial condition as given by the chemical non-equilibrium distribution Eq. (1.2). As already indicated, the two transitions between these three regimes constitute the freeze-out process -first we have at T ch the chemical freeze-out and at lower T k the kinetic freeze-out.
Boltzmann Evolution and Chemical Non-Equilibrium
Exact chemical and kinetic equilibrium and sharp freeze-out transitions at T ch and T k are only approximations. The Boltzmann equation is a more precise model of the dynamics of the freeze-out process and furthermore, given the collision dynamics it is capable of capturing in a quantitative manner the non-thermal distortions from equilibrium, for example the emergence of actual distributions and the approximate values of T ch , T k , and Υ. Indeed, in such a dynamical description no hypothesis about the presence of kinetic or chemical (non) equilibrium needs to be made, as the distribution similar to Eq. (1.2) with Υ = 1 emerges naturally as the outcome of collision processes, even when the particle system approaches the freeze-out temperature domain in chemical equilibrium.
Considering this physical situation it is striking that the literature on Boltmann solvers does not reflect on the accommodation of emergent chemical non-equilibrium into the method of solution. For an all-numerical solver this may not be a necessary step as long as there are no constraints that preclude development of a general non-equilibrium solution. However, when strong chemical non-equilibrium is present either in the intermediate time period or/and at the end of the evolution a brute force approach can be very costly in computer time. Motivated by this circumstance and past work with physical environments in which chemical non-equilibrium arose, we introduce here a spectral method for solving the Boltzmann equation that utilizes a dynamical basis of orthogonal polynomials which is adapted to the case of emerging chemical non-equilibrium. We validate our method via a model problem that captures the essential physical characteristics of interest and use it to highlight the type of situation where this new method exhibits its advantages.
In the cosmological neutrino freeze-out context, the general relativistic Boltzmann equation has been used to study neutrino freeze-out in the early universe and has been successfully solved using both discretization in momentum space [1, 2, 3, 4] and a spectral method based on a fixed basis of orthogonal polynomials [5, 6] . In Refs. [7, 8] the non-relativistic Boltzmann equation was solved via a spectral method similar in one important mathematical idea to the approach we present here. For near equilibrium solutions, the spectral methods have the advantage of requiring a relatively small number of modes to obtain an accurate solution, as opposed to momentum space discretization which in general leads to a large highly coupled nonlinear system of odes irrespective of the near equilibrium nature of the system.
The efficacy of the spectral method used in [5, 6] can largely be attributed to the fact that, under the conditions considered there, the true solution is very close to a chemical equilibrium distribution Eq. (1.1) where the temperature is controlled by the dilution of the system. However, the recent PLANCK CMB results [9] indicate the possibility that neutrinos participated in reheating to a greater degree than previously believed. As we discussed recently [10] this can also lead to a more pronounced chemical non-equilibrium. Efficiently obtaining this emergent chemical non-equilibrium within realm of kinetic theory motivates the development of a new numerical method that adapts to this new circumstance.
With this novel Boltzmann solver we present here it is also possible to return to the exploration of the emergent chemical non-equilibrium in processes governing laboratory QGP physics. Indeed, the study of chemical non-equilibrium as a separate process from kinetic equilibrium has its roots in the field of laboratory QGP formation and observation, of which one of the proposed observables is the newly produced strange quark flavor [11] . The chemical non-equilibrium analysis method [12] is today the only successful statistical hadronization model for experimental results [13] confirming chemical non-equilibrium for all strongly interacting particles produced by a QGP fireball [14] . This paper establishes our new method for the case of ultra-relativistic particles and does not address the pertinent physical applications in neutrino cosmology or quark-gluon plasma physics. While in this work we address the case where the mass-scale of particles is entirely irrelevant, we have also developed a similar method for the case that the particle mass is non-negligible. Introduction of a mass scale presents no major conceptual modifications, but requires detailed technical modifications from the simpler scheme we present here that don't lend themselves well to a simultaneous presentation of both methods. The method including mass will be introduced and addressed in the context of specific applications of the method in future publications.
In section 2 we give a basic overview of the relativistic Boltzmann equation in the format aiming to address the early Universe neutrino freeze-out process, but which can be easily recast into the format appropriate for other applications. In section 3 we discuss our modified spectral method in detail. In subsection 3.1 we recall the orthogonal polynomial basis used in [5, 6] and in subsection 3.2 we introduce our modified basis and characterize precisely the differences in the method we propose. We compare these two bases in subsection 3.3. In subsection 3.4 we use the Boltzmann equation to derive the dynamics of the mode coefficients and identify physically motivated evolution equations for the effective temperature and fugacity. In section 4 we validate the method using a model problem. In Appendix A we give further details on the construction of the parametrized family orthogonal polynomials we use to solve the Boltzmann equation. Appendix B contains error plots from our study of the model problem.
Relativistic Boltzmann Equation
Consider the relativistic Bolzmann equation for systems of fermions under the assumption of homogeneity and isotropy. We assume that the particle are effectively massless i.e. the temperature is much greater than the mass scale. Homogeneity and isotropy imply that the distribution function of each particle species under consideration has the form f + = f + (t, p) where p is the magnitude of the spacial component of the four momentum. Under such assumptions, the Boltzmann equation reduces to
where f + is the particle distribution function and we drop from now on the upper Fermi index (+) .
In Eq. (2.1) we have allowed for a dilution of the system, encoded in the linear scale factor a(t). In cosmological applications it represents the scale factor of the universe and H a dilution rate called the Hubble parameter. We do not specify its dynamics here, as that is application specific. When validating our method, we will use an externally prescribed function motivated by applications to cosmology. For a more in depth discussion of the relativistic Boltzmann equation see for example [15, 16] .
The term C[f ] on the right hand side of the Boltzmann equation is called the collision operator and models the short range scattering processes that cause deviations from geodesic motion. For 2 ↔ 2 reactions between fermions, such as neutrinos, the collision operator takes the form
Here |M| 2 is the process amplitude and S is a numerical factor that incorporates symmetries and prevents over-counting. There are many references that discuss the matrix elements required to simulate various application domains, such as neutrino freeze-out [1, 2] , or strong interaction processes in QGP and hadron gas [17, 18] . In the analysis of our method, we will use an idealized version of the collision operator in order to avoid the details of any particular application domain.
f is normalized so that the particle number density is given by
where g p is the degeneracy of the particle species. The energy density and pressure associated with the distribution function f are obtained from the stress energy tensor
where E = m 2 + p 2 is the relativistic energy of a particle with mass m and momentum p. We recall that therefore the energy density ρ = T 00 is
The Boltzmann equation Eq. (2.1) can be simplified by the method of characteristics. Writing f (p; t) = g(a(t)p, t) and reverting back to call the new distribution g → f , the 2nd term in Eq. (2.1) cancels out and the evolution in time can be studied directly. This transformation implies for the rate of change in the number density and energy density
For free-streaming particles the vanishing of the collision operator implies conservation of 'comoving' particle number of species 1. From the associated powers of a in Eq. (2.6) and Eq. (2.7) we see that the energy per free streaming particle as measured by an observer scales as 1/a.
Spectral Methods

Polynomials for systems close to kinetic and chemical equilibrium
Here we outline the approach for solving Eq. (3.1) used in [5, 6] in order to contrast it with our approach as presented in subsection 3.2. As just discussed, the Boltzmann equation is a linear first order partial differential equation and can be reduced using a new variable y = a(t)p via the method of characteristics and exactly solved in the collision free (C[f ] = 0) limit. This motivates a change of variables from p to y which eliminates the momentum derivative, leaving the simplified equation
We letψ i be the orthonormal polynomial basis on the interval [0, ∞) with respect to the weight function
constructed as in Appendix A. f ch is the Fermi-Dirac chemical equilibrium distribution for massless fermions and temperature T = 1/a. Therefore this ansatz is well suited to distributions that are manifestly in chemical equilibrium (Υ = 1) or remain close and with T ∝ 1/a, which we call dilution temperature scaling. Assuming that f is such a distribution motivates the
Using this ansatz equation Eq. (3.1) becomeṡ
Because of Eq. (3.3), we call this the chemical equilibrium method.
We also have the following expressions for the particle number density and energy density
Note that the sums truncate at 3 and 4 terms respectively, due to the fact that ψ k is orthogonal to all polynomials of degree less than k. This implies that in general, at least four modes are required to capture both the particle number and energy flow. More modes are needed if the non-thermal distortions are large and the back reaction of higher modes on lower modes is significant.
Polynomials for systems not close to chemical equilibrium
Our primary interest is in solving Eq. (3.14) for systems close to the kinetic equilibrium distribution Eq. (1.2) but not necessarily in chemical equilibrium, a task for which the method in the previous section is not well suited in general. For a general kinetic equilibrium distribution, the temperature does not necessarily scale as T ∝ 1/a i.e. the temperature is not controlled solely by dilution. For this reason, we will find it more useful to make the change of variables z = p/T (t) rather than the scaling used in Eq. (3.1). Here T (t) is to be viewed as the time dependent effective temperature of the distribution f , a notion we will make precise later. With this change of variables, the Boltzmann equation becomes
To model a distribution close to kinetic equilibrium at temperature T and fugacity Υ, we assume
where the kinetic equilibrium distribution f k depends on t because we are assuming Υ is time dependent (with dynamics to be specified later). We will solve Eq. (3.7) by expanding ψ is the basis of orthogonal polynomials generated by the parametrized weight function
on the interval [0, ∞). See Appendix A for details on the construction of these polynomials and their dependence on the parameter Υ. This choice of weight is physically motivated by the fact that we are interested in solutions that describe massless particles not too far from kinetic equilibrium, but far from chemical equilibrium. We call this the chemical non-equilibrium method.
We emphasize that we have made three important changes as compared to the chemical equilibrium method:
1. We allow a general time dependence of the effective temperature parameter T i.e. we do not assume dilution temperature scaling T = 1/a.
2. We have replaced the chemical equilibrium distribution in the weight Eq. (3.2) with a chemical non-equilibrium distribution f k i.e. we introduced Υ.
3. We have introduced an additional factor of z 2 to the functional form of the weight as proposed in a different context in Refs. [7, 8] .
We borrowed the idea for the z 2 prefactor from Ref. [8] , where it was found that including a z 2 factor along with the non-relativistic chemical equilibrium distribution in the weight improved the accuracy of their method. Fortitously, this will also allow us to capture the particle number and energy flow with fewer terms than required by the chemical equilibrium method. A suitably modified weight allows us to maintain these advantages when a particle mass scale becomes relevant. We return to this problem in a subsequent work.
Comparison of Bases
Before deriving the dynamical equations for the method outlined in section 3.2, we illustrate the error inherent in approximating the chemical nonequilibrium distribution Eq. (1.2) with a chemical equilibrium distribution Eq. (1.1) whose temperature is T = 1/a. Figures 1 through 4 show the normalized L 1 (dx) errors between the kinetic equilibrium distribution
and its n-mode expansion in the chemical equilibrium basis generated by f ch , denoted by f n k , computed via
Note the appearance of the reheating ratio
in the denominator of Eq. (3.10), which comes from changing variables from z = p/T in Eq. (3.9) to y = ap in order to compare with Eq. (3.2). Physically, R is the ratio of the physical temperature T to the dilution controlled temperature scaling of 1/a. In physical situations, including cosmology, R can vary from unity when dimensioned energy scales influence dynamical equations for a. From the error plots we see that for R sufficiently close to 1, the approximation performs well with a small number of terms, even with Υ = 1. When R is large spurious oscillations begin to appear and they persist even when a large number of terms are used, as seen in figures 5 and 6. This demonstrates that the chemical equilibrium method with dilution temperature scaling will perform extremely poorly in situations that experience a large degree of reheating. For R ≈ 1, the benefit of including fugacity is not as striking, as the chemical equilibrium basis is able to approximate Eq. (3.10) reasonably well. However, for more stringent error tolerances including Υ can reduce the number of required modes in cases where the degree of chemical non-equilibrium is large.
Dynamics
In this section we derive the dynamical equations for the method outlined in section 3.2. In particular, we identify physically motivated dynamics for the effective temperature and fugacity. Using Eq. (3.7) and the definition of ψ from Eq. (3.8) we have
Denote the monic orthogonal polynomial basis generated by the weight Eq. (3.9) by ψ n , n = 0, 1, ... where ψ n is degree n and call the normalized versionsψ n . Recall thatψ n depend on t due to the Υ dependence of the weight function used in the construction. Consider some finite dimensional subspaceψ n , n = 0, ..., N. For ψ in this subspace, we expand ψ = 
From this we see that the equations obtained from the Boltzmann equation by projecting onto the finite dimensional subspace arė
where ·, · denotes the inner product define by the weight function Eq. (3.9)
The term in brackets comprises the linear part of the system, while the collision term contains polynomial nonlinearities when multiple coupled distribution are being modeled using a 2-2 collision operator Eq. (2.2).
To isolate the linear part, we define matrices
See Appendix A for details on how to recursively construct the inner products
,ψ k and Appendix A.3 for a proof that both A and B are lower triangular. With these definitions, the equations for the b k becomė
We fix the dynamics of T and Υ by imposing the conditions
In other words,
This reduces the number of degrees of freedom in Eq. 
Using these together with the definition of the weight function Eq. (3.9) we find
Equations (3.26) and (3.27) show that the first two modes, T and Υ, with time evolution fixed by Eq. (3.20) combine with the chemical non-equilibrium distribution f k to capture the number density and energy density of the system exactly. This fact is very significant, as it implies that within the chemical non-equilibrium approach as long as the back-reaction from the nonthermal distortions is small (meaning that the evolution of T (t) and Υ(t) is not changed significantly when more modes are included), all the effects relevant to the computation of particle and energy flow are modeled by the time evolution of T and Υ alone and no further modes are necessary. This gives a clear separation between the averaged physical quantities, characterizing the time evolution of f k , and the momentum dependent non-thermal distortions as contained in
One should contrast this chemical non-equilibrium behavior with the chemical equilibrium situation, where a minimum of four modes is required to describe the number and energy densities, as shown in Eq. (3.5). Moreover we will show that convergence to desired precision is faster in the chemical non-equilibrium approach as compared to the chemical equilibrium. Due to the high cost of numerically integrating realistic collision integrals of the form Eq. (2.2), this fact can be very significant in applications. We remark that the relations Eq. (3.26) are the physical motivation for including the z 2 factor in the weight function. All three modifications we have made in constructing our new method, the introduction of an effective temperature i.e. R = 1, the generalization to chemical non-equilibrium f k , and the introduction of z 2 to the weight, Eq. (3.12), were needed to obtain the properties Eq. (3.26), but it is the introduction of z 2 that reduces the number of required modes and hence reduces the computational cost.
With
Here (Ab) n = N j=0 A n j b j and similarly for B and || · || is the norm induced by ·, · . In deriving this, we useḋ
which comes from differentiating Eq. (3.20) . It is easy to check that when the collision operator vanishes, then the above system is solved by
i.e. the fugacity and non-thermal distortions are 'frozen' into the distribution and the temperature satisfies dilution scaling T ∝ 1/a. When the collision term becomes small, Eq. (3.32) motivates another change of variables. Letting T = (1 + ǫ)/a gives the equatioṅ
Solving this in place of Eq. (3.30) when the collision terms are small avoids having to numerically track the free-streaming evolution. In particular this will ensure conservation of comoving particle number, which equals a function of Υ multiplied by (aT ) 3 , to much greater precision in this regime as well as resolve the freeze-out temperatures more accurately.
Projected Dynamics are Well-defined
The following calculation shows that, for a distribution initially in kinetic equilibrium, the determinant factor in the denominator of Eq. (3.29) is nonzero and hence the dynamics for T and Υ, as well as the remainder of the projected system, are well-defined, at least for sufficiently small times.
Kinetic equilibrium implies the initial conditions b 0 = ||ψ 0 ||,
Inserting the formula forψ 1 from Eq. (A.1) we find
The Cauchy-Schwarz inequality applied to the inner product with weight functionw = w 1 + Υe −zψ 0 (3.37)
together with linear independence of 1 and z implies that the term in brackets is positive and so K 1 < 0 at t = 0. For the second term, noting that D 
This proves that K is nonzero at t = 0.
Validation
We will validate our numerical method on an exactly solvable model problem
where M is a constant with units of energy and we choose units in which it is equal to 1. This model describes a distribution that is attracted to a given equilibrium distribution at a prescribed time dependent temperature T eq (t) and fugacity Υ. This type of an idealized scattering operator, without fugacity, was first introduced in [19] . By changing coordinates y = a(t)p we find
which has as solution
We now transform to z = p/T (t) where the temperature T of the distribution f is defined as in section 3.4. Therefore, we have the exact solution to
given by
exp[a(t)T (t)z/(a(0)T eq (0))] + 1 .
We use this to test the chemical equilibrium and chemical non-equilibrium methods under two different conditions.
Reheating Test
First we test the two methods we have outlined in a scenario that exhibits reheating. Motivated by applications to cosmology, we choose a scale factor evolving as in the radiation dominated era, a fugacity Υ = 1, and choose an equilibrium temperature that exhibits reheating like behavior with aT eq increasing for a period of time,
where C is chosen so that T eq (0) = 1 and R is the desired reheating ratio. Qualitatively, this is reminiscent of the dynamics of neutrino freeze-out, but the range of reheating ratio for which we will test our method is larger than found there. We solved Eq. (4.2) and Eq. (4.4) numerically using the chemical equilibrium and chemical non-equilibrium methods respectively for t ∈ [0, 10] and b = 5 and the cases R = 1.1, R = 1.4, as well as the more extreme ratio of R = 2. The bases of orthogonal polynomials were generated numerically using the recursion relations from Appendix A. For the applications we are considering, where the solution is a small perturbation of equilibrium, only a small number of terms are required and so the numerical challenges associated with generating a large number of such orthogonal polynomials are not an issue.
Chemical Equilibrium Method
We solved Eq. (4.2) using the chemical equilibrium method, with the orthonormal basis defined by the weight function Eq. (3.2) for n = 2, ..., 10 modes and prescribed single step relative and absolute error tolerances of tol = 10 −6 , 10 −8 , and 10 −10 for the numerical integration and with R = 1.1, R = 1.4, and R = 2. Figures B.18 through B.22 in Appendix B.1 show the normalized error between the computed coefficients and actual coefficients, denoted byb n and b n respectively
for R = 1.4 and R = 2. From these figures we see that the numerical integration accurately captures the mode coefficients.
In figures 7 and 8 we show the maximum relative error as defined in Eq. (4.7) found within the time interval [0, 10] in the number densities and energy densities respectively, for various numbers of computed modes and error tolerances. The number density and energy density are accurate, up to the integration tolerance level, for 3 or more and 4 or more modes respectively. This is consistent with Eq. (3.5) which shows the number of modes required to capture each of these quantities. The result is shown for R = 1.4 but the behavior is similar for R = 1.1 and R = 2. In figure 9 we show the error between the exact solution f , and the numerical solutionf computed using n = 2, ..., 10 modes over the solution time interval, where we define the error by error n = max
We note that for the integration tolerances used here, the error is completely dominated by the number of modes and so we do not show the results for different integration tolerances. For R = 1 and R = 1.4 this method works well but achieving a good approximation for a larger reheating ratio such as R = 2 requires a very large number of terms beyond what we show. Even when using 10 modes, the approximate solution exhibits spurious oscillations and achieves relatively poor L 1 error, as seen in figure 10 . This is not unexpected based on the prior results obtained in section 3.3. As we will see, our methods achieves a much higher accuracy for a small number of terms in the case of large reheating ratio due to the replacement of dilution temperature scaling with the dynamical effective temperature T . 
Chemical Non-Equilibrium Method
We now solve Eq. (4.2) using the chemical non-equilibrium method, with the orthonormal basis defined by the weight function Eq. (3.9) for n = 2, ..., 10 modes and a prescribed numerical integration tolerance of tol = 10 −6 , 10 −8 , and 10 −10 and reheating ratios of R = 1, R = 1.4, and R = 2. Recall that we are referring to T and Υ as the first two modes. Figures B.24 through B.29 in Appendix B.2 show the error in the computed modes, defined as in Eq. (4.7), for R = 1.4 and R = 2. From these we see that the numerical integration accurately captures the mode coefficients.
In figures 11 and 12 we show the maximum relative error over the time interval [0, 10] in the number densities and energy densities respectively, for various number of computed modes and error tolerances. Even for only 2 modes, number and energy densities are accurate up to the integration tolerance level. This is in agreement with the analytical expressions in Eq. (3.26). The result is shown for R = 1.4 but the behavior is similar for R = 1.1 and R = 2. In figure 13 we show the error between the approximate and exact solutions, computed as in Eq. (4.9) for n = 2, ..., 10 and R = 1.1, R = 1.4, and R = 2 respectively. For each R, the error using 2 modes is less than that obtained from the chemical equilibrium method using 4 modes. The result is most dramatic for the case of large reheating, R = 2, where the spurious oscillations from the chemical equilibrium solution are absent, as seen in figure  14 , as compared to the chemical equilibrium method in figure 10 . Therefore, in addition to the reduction in the computational cost when going from 4 to 2 modes, we also reduce the error compared to the chemical equilibrium method, all while still capturing the number and energy densities. 
Chemical Non-equilibrium Attractor
The model problem in the previous subsections with Υ = 1 is reminiscent of the way that chemical equilibrium can emerge from chemical nonequilibrium in practice; the distribution of interest is attracted to some chemical equilibrium distribution but the particle creation/annihilation processes are not able to keep up with the momentum exchange and maintain an equilibrium particle yield, and so a fugacity Υ < 1 develops. However, in order to isolate the effects of the fugacity on the solutions, we will now solve Eq. (4.1) under the condition where our distribution is attracted to a fixed chemical non-equilibrium distribution. More specifically, we take T eq (t) = 1/a(t) and fugacities Υ = 1.5, Υ = 0.9, Υ = 0.75, and Υ = 0.5 with a(t) defined as in Eq. (4.6).
The behavior of the energy and number density errors are essentially the same as in the reheating test presented above and the mode coefficients are accurately captured, so we do not show these quantities here. Instead we show the maximum L 1 error, computed as in Eq. (4.9) in figure 15 for the chemical equilibrium method and in figure 16 for the chemical nonequilibrium method. The error when using the latter method with only two terms is comparable to the former with four terms. In figure 17 we show the final value of the relative L 1 error,
where the distribution functions are evaluated at t = t f = 10. This figure is for the chemical non-equilibrium method applied to the chemical nonequilibrium attractor with tol=10 −10 -the error tolerance was chosen small enough to disentangle integration error from the error due to the number of modes. The chemical non-equilibrium ansatz is able to represent the final asymptotic state accurately and so the final error is much smaller than the maximum error in figure 16 . For the chemical equilibrium ansatz the final error is nearly the same as the maximum error and so we don't show it here.
Summary and Outlook
We have presented a spectral method for solving the Relativistic Boltzmann equation for a system of massless fermions diluting in time based on a dynamical basis of orthogonal polynomials. The method is adapted to systems evolving near kinetic equilibrium, but allows for potentially strong chemical non-equilibrium in a transient and/or final state as well as strong reheating i.e. decoupling of temperature scaling from dilution scaling.
The method depends on two time dependent parameters, the effective temperature T (t) and phase space occupancy or fugacity Υ(t), whose dynamics are isolated by the requirement that the lowest modes capture the energy and particle number densities. This gives the method a natural physical interpretation. In particular, the dynamical fugacity is capable of naturally expressing the emergence of chemical non-equilibrium during the freeze-out process while the effective temperature captures any reheating phenomenon. Any system in approximate kinetic equilibrium that undergoes reheating and/or transitions to chemical non-equilibrium is a good match for this method. In fact it is almost assured that our method will be considerably more computationally economical than the chemical equilibrium spectral method for any physical system in which the cost of computing the collision terms is high.
We validated the method on a model problem that exhibits the physical characteristics of reheating and chemical non-equilibrium. We demonstrated that particle number and energy densities are captured accurately using only two degrees of freedom, the effective temperature and fugacity. In general, this will hold so long as the back reaction from non-thermal distortions is small i.e. as long as kinetic equilibrium is a good approximation.
The method presented here should be compared to the spectral method used in [5, 6] , which uses a fixed basis of orthogonal polynomials and is adapted to systems that are close to chemical equilibrium with dilution temperature scaling. In addition to more closely mirroring the physics of systems that exhibit reheating and chemical non-equilibrium, the method presented here has a computational advantage over the chemical equilibrium method. Even when the system is close to chemical equilibrium with dilution temperature scaling, as is the case for the problem studied in [5, 6] , the method presented here reduces the minimum number of degrees of freedom needed to capture the particle number and energy densities from four to two. In turn, this reduces the minimum number of collision integrals that must be evaluated by more than half.
Numerical evaluation of collision operators for realistic interactions is a costly operation and so the new 'emergent chemical non-equilibrium' approach we have presented here constitutes a significant reduction in the numerical cost of obtaining solutions. Moreover, even if the chemical equilibrium approach were to be properly modified to gain mathematical advantages we show in our chemical non-equilibrium approach, it is not at all clear that the chemical equilibrium method can, with comparable numerical effort, achieve a precise solution under conditions where transient or final chemical non-equilibrium and reheating are strong.
Looking to future applications, the gain in numerical efficiency we achieved should allow both space and time evolution to be considered in non-trivial dynamical models such as evolution of quark-gluon plasma fireball formed in relativistic heavy ion collisions. We expect to be able to explore within the realm of Boltzmann dynamics the question of 'ideal' quark flow occurring at minimum viscosity [21] and the shape of momentum distributions which systematically deviate from thermal distribution [22] . For study of the ensuing hadron flow it is of relevance that we have been able to find suitable weights defining a spectrum of basis states capable of addressing the case of particles where the mass scale is relevant and chemical nonequilibrium is strong while retaining all the advantages presented here for massless particles. We will discuss the extension to the massive case in a future work. ) is a (possibly unbounded) interval and consider the Hilbert space L 2 (wdx). We will consider weights such that x n ∈ L 2 (wdx) for all n ∈ N. We denote the inner product by ·, · , the norm by || · ||, and for a vector ψ ∈ L 2 we letψ ≡ ψ/||ψ||. The classical three term recurrence formula can be used to define a set of orthonormal polynomialsψ i using this weight function, for example see [20] ,
One can also derive recursion relations for the derivatives of ψ n with respect to x, denoted with a prime,
n is a degree n − 1 polynomial, we have the expansion
Using Eq. (A.3) we obtain a recursion relation for the a
be seen using the above relations and induction. Therefore we have
To complete the recursion, note that
With this, the above can be simplified to
. Proof of Lower Triangularity
Here we prove that the matrices that define the dynamics of the mode coefficients b k are lower triangular. Recall the definitions
Using integration by parts, we see that
Sinceψ i is orthogonal to all polynomials of degree less that i we have
(A.26) with respect to Υ gives
∂ Υψk is a degree k polynomial, hence for k < i the middle term is 0. We have Mode Number Mode Error n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10
Figure B.19: Relative error in mode coefficients with integration error tolerance of tol=10 −6 and reheating ratio R = 2 using the chemical equilibrium method. Mode Number Mode Error n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10 Mode Number Mode Error n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10
Figure B.27: Relative error in mode coefficients with integration error tolerance of tol=10 −8 and reheating ratio R = 2 using the chemical non-equilibrium method. Mode Number
Mode Error n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10
Figure B.29: Relative error in mode coefficients with integration error tolerance of tol=10 −10 and reheating ratio R = 2 using the chemical non-equilibrium method.
