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ABSTRACT 
Over the last several years, there has been an explosion in the introduction of new Internet 
technologies. Whereas the Internet in its original form was a medium primarily for academia 
and research interests, the Internet has been redefined as business and consumer interests have 
dominated the focal points of Internet technology. The dominant question facing the Internet 
today is, how can the network meet the needs of the users and their applications while trying 
to keep such implementations scalable to the billions of users present on the Internet? Two 
of the emerging technologies for answering the question are Differentiated Services (DiffServ) 
and multicasting. Although the two technologies share complementary goals, the integration 
of the two technologies is a non-trivial issue due to three fundamental conflicts. The three 
fundamental conflicts are the scalability of per-group state information, sender versus receiver-
driven QoS, and resource management. The issues surrounding how to solve these conflicts 
provide the basis for this dissertation. 
In this dissertation, two architectures (DiffServ Multicasting (DSMCast) and Edge-Based 
Multicasting (EBM)) are proposed to satisfy the requirements for scalable DiffServ multicasting 
architectures. In addition to the two architectures, this dissertation also presents the first in-
depth study regarding single tree support for heterogeneous QoS multicasting. Furthermore, 
the dissertation proposes a novel application of DSMCast for fault tolerance and management 
of the DiffServ network. Finally, the dissertation comments on future applications of the 
architectures and proposes several areas for future research. 
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CHAPTER 1. INTRODUCTION 
Over the last several years, there has been, an explosion in the introduction of new Internet 
technologies. Whereas the Internet in its original form was a medium primarily for academia 
and research interests, the Internet has been redefined as business and consumer interests have 
dominated the focal points of Internet technology. As a result, new applications are continually 
emerging that require vastly different characteristics of the underlying network versus the 
original applications of the Internet. Examples of such applications include video-conferencing, 
peer-to-peer (p2p) file-sharing [1], large scale content distribution [2. 3], distributed computing, 
and on-line gaming. 
1.1 Evolution of the Internet 
Although the original Internet architecture provides sufficient functionality for basic text 
and file transfer applications, the architecture is insufficient when faced with the requirements 
of these new applications. The fundamental reason why the original Internet architecture is 
insufficient can be directly attributed to two key trends: a new demand for quality of service 
(QoS) and a shift in the focus and scale of the applications. 
Unlike today, the original driving force of the Internet was basic connectivity itself. Since 
any connectivity was an infinite improvement over zero connectivity, the issue of the quality 
of such connectivity was not a primary consideration. In addition, the notion of connectivity 
was driven by the paradigm of two computers exchanging information with one another. The 
Internet itself arose out of the medium that provided such connectivity. As a result, many of the 
original Internet applications (e-mail, FTP) focused on the basic function of simply operating 
together rather than the quality of such operations. This focus was fueled in part by the fact 
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that the original Internet represented an unprecedented mechanism for exchanging information. 
Even at a relatively low quality, the Internet offered information transport on a scope and speed 
that far surpassed anything previously available. Recognizing that such connectivity could offer 
tremendous benefits to productivity and leisure activities, businesses and consumers drove the 
Internet explosion of the 1990's. The founding principle of connectivity served the Internet 
well as new users were able to become part of the Internet in quite short order. 
1.1.1 From Connectivity to QoS and Beyond 
However, once the primary connectivity issues were resolved, the applications began to 
evolve from demanding connectivity to demanding requirements for interactivity and hence 
QoS. Rather than the delivery of information being sufficient, applications demanded require­
ments on when and how information would be delivered. For instance, no longer would appli­
cations be satisfied with packets simply being delivered some time in the future, packets needed 
to be delivered within a predictable delay or delivered with a predictable loss. The interactive 
and multimedia nature of the new applications represented a fundamental shift whereby the 
utility of the application became directly tied to the quality of the information transport. 
In addition, the scale and focus of the applications began to shift as well. Whereas signifi­
cant improvements in interactivity such as the World Wide Web (WWW) piqued the general 
interest of the public, the interactivity was still focused on the single user or point-to-point 
experience. The next natural step was a shift in the focus of such applications to evolve from 
single user applications to group-oriented environments. The new group-based applications 
depend on not only QoS requirements from the network but also on network services on a 
scale and scope well beyond the scope of the original Internet. These group-based applications 
span across tens, thousands, or even millions of users, all demanding QoS local to themselves. 
Not only do these applications seek to unite large numbers of heterogeneous users but also the 
number of applications and their instantiations has increased as well. 
The underlying network is faced with the difficult task of serving an ever increasing pool of 
users and applications, all with possibly conflicting QoS requirements. Although the architects 
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of the original Internet took into account the issues associated with scalable connectivity (i.e. 
how to offer point-to-point connectivity to many users), the myriad of issues surrounding QoS 
and the trend towards group applications were not a focal point. 
1.2 Problem Motivation 
Thus, the dominant question facing the Internet today is, how can the network meet the 
needs of the users and their applications (QoS) while trying to keep such implementations 
scalable to the billions of users present on the Internet? Two of the emerging technologies 
for answering this question are Differentiated Services (DiffServ) and multicasting. DiffServ 
proposes a model for QoS while multicasting proposes a model for group applications. Although 
the two technologies share complementary goals, the integration of the two technologies is a 
non-trivial issue. The issues surrounding how to integrate these two technologies provide the 
basis for this dissertation. 
The remainder of this dissertation is organized as follows. The remainder of Chapter 1 
outlines the background material regarding quality of service (QoS), Differentiated Services 
(DiffServ), and multicasting. Next, Chapter 2 details the problems faced when trying to 
integrate DiffServ and multicasting. The chapter categorizes the different approaches to the 
problem and discusses the previous work on the subject. 
Chapter 3 presents the first architecture for DiffServ multicasting, DSMCast (DiffServ 
Multicast). The chapter proposes the DSMCast architecture, discusses the tradeoffs, and 
analyzes the performance of the DSMCast architecture. Following the DSMCast architecture, 
Chapter 4 presents the next architecture. EBM (Edge-Based Multicasting). Similar to Chapter 
3, the chapter discusses the approach, the tradeoffs, and presents simulation studies comparing 
EBM and DSMCast as well as other approaches. 
Next. Chapter 5 addresses the issue of heterogenous QoS in DiffServ multicasting. The 
chapter presents the basis for the problem and presents interesting facets of the problem based 
on how various approaches attempt to solve the problem (including the architectures posed 
by this dissertation). Chapter 6 presents a unique application of DSMCast for expediting the 
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Figure 1.1 Delay jitter in packet arrival 
fault detection of the underlying link state protocol named EI-HELLO (Edge-based Intelligent 
HELLO). The chapter discusses the underlying premises of EI-HELLO and examines its per­
formance improvements through simulation. Finally, Chapter 7 concludes the dissertation by 
addressing other applicable issues to the dissertation, offering several concluding remarks, and 
discussing future research directions.. 
1.3 What is QoS? 
One of the most basic questions is to define what QoS actually encompasses. Traditionally, 
QoS has encompassed two main parameters, the loss rate and the end-to-end delay that packets 
receive as they traverse the network. In their simplest form, these two parameters provide the 
foundation for defining QoS in the network. 
1.3.1 Beyond Loss and Delay 
In actuality, QoS encompasses much more than the two parameters of loss and delay. 
Although loss and delay have a profound effect on the QoS as perceived by the user, many 
other parameters can also affect QoS. Several of these parameters include: 
• Delay jitter: Ideally, packets arrive in a predictable manner to the user. However, the user 
may experience delay jitter when packets arrive with inconsistent delays (see Figure 1.1). 
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Packets that arrives early may need to be buffered, thus requiring additional resources 
at the user that may or may not be available. 
• Loss window: Although the packet loss experience by an application may be sufficient on 
average, the locations at which the losses occur can have a significant effect on the QoS 
perceived by the user. For instance, in Voice over IP (VoIP), a loss of several consecutive 
packets in a row may cut out an entire talkspurt whereas the same loss rate distributed 
over time may be imperceptible to the user [4, 5, 6]. 
• Fault tolerance: For extremely critical communications, it may be not only a requirement 
to have zero loss but also that loss cannot be tolerated at any time, regardless of faults 
in the network. Examples of such applications might include remote surgery or process 
control. In such cases, it may be necessary to devote additional backup resources to meet 
the necessary levels of redundancy [7]. 
• Security: Depending upon the sensitivity of the information transmitted by the applica­
tion. it may be necessary to employ security to the packets traversing the network. Secu­
rity measures may range from authentication [8], verifying the identity of the sender, to 
authorization, verifying the user can use the resources, to encryption, hiding the contents 
of the packet [9]. 
1.3.2 QoS Parameter Considerations 
One of the first considerations regarding QoS is the tolerances of applications regarding 
their QoS demands. To start, is a fixed (bounded) QoS necessary or will an average QoS 
suffice? Is the QoS violation critical to the operation of the application or can occasional 
violations be tolerated? For example, a handheld device may have an absolute threshold for 
delay jitter due to memory requirements but a desktop machine may be able to tolerate an 
average delay jitter. Another example might a bounded delay for a VoIP phone call but a 
sliding delay for a user watching streaming video. Several examples of works in these areas 
include the absolute QoS work done by the IETF [10, 11] and several new works based on 
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variable but predictable QoS [12. 13, 14, 15]. 
A second consideration is how the QoS is conveyed to the network. Does the user push 
their QoS to the sender? Alternatively, does the sender push QoS to the user? Although the 
user is ultimately the one that is the recipient of the QoS, various schemes may rely on either 
the sender or receiver defining the QoS levels of the network. For instance, a media provider 
may want to offer streaming video to users at different service levels. In one possibility, the 
user has a profile that defines the desired service at the media provider. The server chooses 
the QoS to meet the QoS desired by the user. Alternatively, the user defines the QoS and sets 
up the network resources for the connection(s). Both approaches have their merits and are 
discussed in more detail in Chapter 5. 
A final consideration for QoS is how different QoS levels are billed. Should the cost be paid 
by the sender, by the receiver, or by both? For group communications, how does one divide 
the cost of the connection? A considerable body of work that is still ongoing has been devoted 
to this non-trivial topic [16, 17, 18]. On the one extreme, accurate billing is highly desirable 
but at the same time, one does not wish the cost of the billing scheme to outweigh the benefits 
it introduces. 
1.3.3 Delivering QoS 
In order to meet the basic QoS requirements of the applications using the network, there 
are two primary schools of thought governing how resources should be allocated. The first 
school of thought is to increase the bandwidth available to users such that the extra capacity 
of the network allows all users to meet their appropriate QoS. By providing capacity beyond the 
needs of the users on the network (over-provisioning), the network will not become congested 
and thus all users will be able to meet their QoS. QoS is provided by default and requires no 
additional overhead in the routers or by the end-users themselves. 
In contrast, the second school of thought is that bandwidth can never be considered un­
limited and therefore the limited bandwidth should be appropriately prioritized among users. 
Although the bandwidth of the Internet backbone has dramatically increased [191, the back­
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bone of the Internet itself is still far from being able to support QoS without appropriate 
resource allocation mechanisms. 
In fact, the increase in bandwidth has had much of the opposite effect as new applications 
are being continually developed that erode gains in network capacity. Examples of such ap­
plications include many of the newly emerging group-based QoS applications such as on-line 
gaming, peer-to-peer computing [20], and distributed workspaces. The deployment of broad­
band capabilities to the end-user has only accelerated the demand for additional bandwidth 
as end-users are able to take advantage of these new applications. Thus, for the foreseeable 
future, some form of resource provisioning is necessary to provide QoS across the Internet. 
1.4 Evolution of QoS in the Internet 
Although the notion of priority has been present since the inception of the IPv4 protocol, 
the preferred method for supporting QoS has evolved over time. This evolution has occurred 
as not only the applications of the Internet have evolved but also as the scale of the Internet 
has evolved as well. 
1.4.1 IPv4 ToS 
The original concept for QoS was the ToS (Type of Service) field of the IPv4 protocol 
[21, 22]. Under this scheme, users could mark their packets to whatever service level that they 
desired. An application requiring a higher priority could mark its packets as high priority and 
hence receive priority scheduling from each of the routers along the way. Applications that did 
not demand higher levels of QoS would mark their packets appropriately. 
The problem with this scheme is that it relied entirely on the users to specify their own. 
QoS without any sort of policing or shaping mechanism. Thus, there was little incentive for 
a user not to mark packets at the highest priority and hence, the system broke down into a 
best-effort scheme whereby all packets were marked at the same priority level. The second 
problem was that the behavior associated with the ToS was not consistent between different 
domains. Whereas one domain could obey the ToS markings, another domain could simply 
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ignore the ToS markings. Hence, the IETF (Internet Engineering Task Force) recognized the 
need for an end-to-end QoS scheme that would be implemented and deployed throughout the 
global Internet. 
1.4.2 Integrated Services (IntServ) 
The first model developed by the IETF for QoS was the Integrated Services model or 
IntServ [23]. The IntServ model aims to provide an absolute guarantee of QoS for each flow 
(connection) across the network. Each flow would reserve the resources that it required and 
flows would be policed at each router in the network. This model provides two broad categories 
of service, guaranteed service [24] for real-time flows requiring strict delay and jitter bounds, 
and controlled load service [25] that is designed to offer the QoS guarantees of a lightly loaded 
network for adaptive multimedia applications. 
In order to send data on the network, an application must first reserve such resources on 
the network using a signaling protocol known as RSVP (Resource ReSerVation Protocol [26]). 
RSVP provides both resource reservation (allocation of resources to the individual flow) as 
well as admission control (determination if the resources exist in the network for the flow). 
Although IntServ is dependent upon RSVP, RSVP is not dependent upon IntServ and thus 
may applied to other models. 
Once an application has successfully reserved resources on the network, the application may 
transmit the information onto the network (see Figure 1.2). At each router along the path 
of the connection, the packets are appropriately shaped and policed according to the initial 
RSVP reservation. The flow is identified by either a combination of both the transport and 
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networks layers or strictly by the network layer (ex. source address/flow ID tuple of IPv6). 
During the lifetime of the connection, the resources of the flow must be periodically refreshed 
to ensure that the resources stay allocated. This soft state is used to ensure that resources do 
not become permanently allocated in the event of an end system or router failure. When the 
flow is finished, the resources are released back to the network. Soft state also offers benefits 
when supporting group-based applications since the end user does not have to explicitly leave 
the group. 
1.4.2.1 Strengths and Weaknesses 
The primary strength of the IntServ model is that it provides an absolute service guarantee 
once a flow is admitted. As all flows are strictly policed, other flows cannot have an adverse 
impact on the QoS if they violate their respective allocation of resources. In addition, IntServ 
provides a receiver-driven QoS in that all resource reservations are driven by the receiver (see 
Figure 1.2). Thus, the receiver can select its desired resources based on its capabilities without 
the sender having to discern the capabilities of the receiver. 
However, the IntServ model has several key weaknesses. First and foremost, each router 
requires a significant amount of processing overhead as each router is required to maintain 
state information for each flow. On the Internet, several million or even several billion flows 
may be flowing across a router, thus presenting scalability difficulties. In addition, IntServ 
is impractical for short-lived flows since the connection setup overhead is often greater than 
the transmission of all of the packets in a flow. For services such as HTTP (which currently 
dominates Internet traffic), the entire flow can consist of as little as four packets. Consequently, 
the Differentiated Services (DiffServ) model [27. 28] was proposed as an alternative model for 
providing QoS over the Internet that overcomes the shortcomings of the IntServ model. 
1.4.3 Differentiated Services (DiffServ) 
The primary goal of DiffServ was to provide the benefits of QoS without the scalability 
limitations of IntServ. Rather than attempting to deal with QoS on a per-fiow basis, the 
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DiffServ model aggregates traffic with similar QoS requirements into classes of traffic. DiffServ 
does not maintain per-flow information, thus eliminating the two key weaknesses of the IntServ 
model, the setup and the maintenance of per-flow state information. In addition, DiffServ 
focuses on domain-wise (AS) behavior rather than end-to-end behavior in order to expedite 
the deployment of DiffServ. 
1.4.3.1 DiffServ Architecture 
In the DiffServ architecture, intelligence is migrated to the edge of the domain in order to 
keep the core of the network simple and scalable. Routers in a DiffServ domain are divided into 
two categories, core routers (simple and high speed) and edge routers (stateful and intelligent). 
Core routers do not have per-flow state information and differentiate packets according to the 
marking of the packet. In contrast, edge routers are stateful entities that are responsible for 
policing and/or marking all packets according to an SLA (Service Level Agreement) between 
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the source (other ISP, user, company) and the domain, or between two domains. Figure 1.3 
shows a picture of the DiffServ architecture. 
When a packet enters the network, the packet must first pass through an edge router. 
The edge router is responsible for policing and shaping all packets that pass onto the DiffServ 
network. Without proper operation of the edge router, the network would decay into best effort 
service. If necessary, the edge router may also mark the packet if the source is not DiffServ 
aware. Alternatively, the edge router may re-mark or drop a packet in the event that the flow 
or source has violated its respective SLA. 
The SLA that governs the policing of the respective flow may be either of a static or 
dynamic nature. If an entity known as a Bandwidth Broker (BB) is present in the domain, 
senders or receivers may negotiate for additional bandwidth or different packet treatments 
(shaping/PHBs) from their SLA and the network. The protocols to negotiate such resources 
are still under development by the IETF and research community. Several proposals have been 
introduced that include using RSVP [29], dynamic allocation [30], as well as others [31]. 
1.4.3.2 Packet Scheduling in the Core 
Once a packet enters the network, the packet is scheduled for transmission on the link 
according to the marking (DSCP - DiffServ CodePoint) of the packet. In order to allow for 
gradual deployment, the DS (DiffServ) field is simply a semantic change to the original ToS 
field of IPv4 and the Flow ID field of IPv6, thus allowing DiffServ to operate without major 
changes to the Internet framework. The DS field is made up of six bits with the remaining two 
bits left over for protocols such as ECN (Expedited Congestion Notification [32]). 
The DSCP of the packet defines the PHB or Per-Hop Behavior that shpuld be applied to the 
packet for scheduling. The PHB defines how the packet will be scheduled as well as dealt with 
during congestion. In addition, certain PHBs may be rate-limited as well (such as Expedited 
Forwarding [10]) to prevent link starvation of lower classes by high priority traffic. Each core 
node in the network is independent of the other core nodes in order to keep scheduling simple 
and efficient. The underlying scheduling mechanism is left up to the manufacturer with various 
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options to choose from [14, 33, 34, 35, 36]. 
The IETF has defined several PHBs to be backward compatible with the original ToS 
markings. These PHBs include an Expedited Forwarding (EF) PHB [10] for low-loss, low-
delay traffic such as VoIP. Another PHB is the Assured Forwarding (AF) PHB [11] which 
defines only the congestion priority of the traffic (low, medium, high). A best effort PHB has 
also been defined by the DiffServ working group. In addition, several other PHBs have also 
been proposed as IETF drafts [37]. 
1.4.3.3 Strengths and Weaknesses 
The primary strength of the DiffServ model is that it provides QoS in a scalable fashion by 
aggregating traffic into classes rather than dealing with traffic on a per-flow basis. In addition, 
the stateless nature of DiffServ is highly beneficial to short-lived flows due to the absence of 
connection setup costs. As a result, simple, high-speed routers can be developed that can scale 
not only to the number of flows present in the network but also to the increasing speed of 
the underlying network links. In fact, the recent pace of advancement in network capacity is 
far surpassing the increases in computational performance [38], thus necessitating simple and 
effective solutions for QoS. 
However, the DiffServ model does suffer from several weaknesses. First, the PHB-centric 
nature of DiffServ and the aggregation of traffic into classes provides an average (coarse­
grained) QoS rather than a fine-grained QoS. Thus, although the average QoS packets in the 
class may satisfy the requested QoS. it is still possible for QoS violations of individual flows 
due to the aggregation of the underlying traffic. 
Second, since the core does not police or shape the majority of traffic, incorrect configura­
tions or malicious configurations of edge router policing or incorrect routing can have implica­
tions on the QoS provided on links in the core of the network. This problem would not occur 
in IntServ as each flow is policed at each and even- router along the path, thus preventing one 
instance of incorrect policing/shaping from impacting other links in the networks. 
Finally, the six bits of the DS field and its backward compatibility with the ToS markings 
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can potentially limit the number of unique QoS treatments that can be applied across a given 
domain. However, this is a relatively minor point as IPv6 can offer a up to thirty bits for the 
DS field. In addition, the inclusion of six bits for unique classes (64 different classes) represents 
a significant improvement over the current best-effort (single class) nature of the Internet. 
1.4.3.4 Beyond DiffServ 
Although there has been significant work by both the research community and the IETF, 
there are still several research questions that need to be answered. Several of these questions 
include: 
* Multicasting: During the initial work of the DiffServ working group, the issues regarding 
DiffServ multicast were raised through several IETF drafts [39. 40] but the final work 
was left to other IETF groups. As mentioned earlier, it is this gap that provides the 
motivation for this dissertation and such issues are discussed in more detail in Chapter 
2. 
• Inter-domain signaling: Although there has been some work in the research commu­
nity regarding inter-domain resource reservation and signalling, the research surrounding 
these issues is still in its initial stages [41, 42, 29]. The DiffServ working group has de­
ferred such actions to the IETF NSIS working group is actively pursuing solutions that 
encompass not only DiffServ but also future QoS models for the Internet [43, 31]. 
e QoS Granularity: The aggregation effect of DiffServ can have the potential for significant 
variations of the QoS of individual flows within a class. Although the QoS of the class 
may be satisfied, the QoS of individual flows within a class can vary significantly. The 
topic is a relatively unexplored research area that merits future attention [44, 45]. 
e Provisioning: As the initial focus of DiffServ was on per-hop behavior and not necessarily 
end-to-end performance, the next natural step is to deliver predictable edge-to-edge dif­
ferentiation. The issue of provisioning and policing is intricately tied to the edge-to-edge 
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QoS experienced by flows across the network. Various works have focused on edge-wise 
traffic engineering [46], dynamic signaling [30], as well as other areas [12]. 
1.5 Multicasting 
Although multicast was not specifically designed with the traditional notion of QoS in mind, 
the use of multicast can have a significant effect on QoS. Most notably, multicast can have a 
significant impact on the bandwidth utilization of many of the newly emerging applications 
that demand such QoS guarantees. For instance, in applications such as video-conferencing, 
on-line gaming, video/audio on-demand, or distributed workspaces, the group-oriented nature 
of such applications requires that the data be replicated to all members. Under the traditional 
unicast model, a group of N users requires that each piece of data be sent out N times from 
the source. This overhead is further compounded by the fact that such applications typically 
consume large amounts in the bandwidth due to their inherent rich multimedia nature. 
Thus, the multicasting model was proposed for supporting such applications in an efficient 
manner [47]. Rather than setting up separate unicast connections for each member (receiver) 
in the group, a single group address is used to identify the entire group. Members that 
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wish to receive data from the group join the group and leave the group once they no longer 
wish to receive data. The sender or senders to the group transmit data to the multicast 
group address and rely on the network to disseminate the information to the members of the 
group. In essence, the multiple unicast connections are reduced into a single multicast tree 
that transmits/replicates information only when necessary. Thus for N users of the multicast 
service, significantly less than the bandwidth of N separate unicasts is required to deliver the 
packets to the end users (see Figure 1.4) [48, 49]. 
1.5.1 Characterizing Multicast 
The difference between multicasting and separately unicasting data to several destinations 
is best captured by the host group model [50]: 
"A host group is a set of network entities sharing a common identifying multicast address, 
all receiving any data packets addressed to this multicast address by senders (sources) that may 
or may not be members of the same group and have no knowledge of the groups ' membership. '' 
This definition implies that, from the sender's point of view, this model reduces the mul­
ticast service interface to a unicast one. The definition also allows the behavior of the group 
to be unrestricted in multiple dimensions: groups may have local (LAN) or global (WAN) 
membership, be transient or persistent in time, and have constant or varying membership. 
These definitions are expanded upon below: 
• Dense groups have members on most of the links or subnets in the network whereas 
sparse groups have members only on a small number of widely separated links. 
• Open groups are those in which the sender/source need not be a member of the group, 
whereas closed groups allow only members to send to the group. 
• Permanent groups are those groups which exist forever or for a longer duration compared 
to the duration of transient groups. 
• Static groups are those groups whose membership remains constant in time, whereas 
dynamic groups allow members to join/leave the group. 
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Although multicasting was designed to reduce the bandwidth utilization of group-oriented 
applications, multicast also increases the QoS to other users in the network by freeing additional 
bandwidth for use by other applications. If the network is not dramatically over-provisioned 
(i.e. in an extremely lightly loaded state), multicasting can offer a significant QoS improvement. 
As a result of this tremendous potential for bandwidth savings, a significant body of research 
has been devoted to multicasting [47, 51, 52, 53, 54]. 
1.5.2 State of Multicast 
Despite the extensive body of research on multicast, the proliferation of applications taking 
advantage of multicast in the Internet has yet to emerge. While multicast support across the 
Internet has become fairly prolific across the backbone beyond the initial MBone implemen­
tation [47], multicast for the average user is still not available without considerable difficulty 
[55]. 
Several works have examined the relative proliferation of multicasting at various points 
during the history of multicasting [55, 56, 57]. The findings gathered during the summer of 
2001 [55] present a fairly tepid adoption of multicasting across the vBNS (very-high speed 
Backbone Network Service) [58] which has been offering multicast service since 1995. The 
major findings of the study were as follows: 
• Tepid adoption: At one point during the study, the number of active multicast state 
entries (for unique multicast groups) at the most active point (Chicago) was only 289. 
This represents a minimal change from the 199 entries recorded a full 2 years earlier that 
recorded the trends of adoption for a full 4.5 years in a study [57]. 
• Prevalence of single sourced groups: The majority of the traffic observed came from 
single-sourced multicast groups and only 1% of the groups observed had more than 
one simultaneous source. As a result, the study recommended removing the complex­
ity incurred by multiply sourced multicast groups and adopting SSM (Source-Specific 
Multicasting) [59, 60]. 
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• Scalability of multicast routers: When multicast begins to grow in popularity, there 
will be a tremendous growth in the underlying state information. If large numbers of 
groups are employed, there is the potential for destabilizing processing and memory 
requirements. Such destabilization has occurred in the past and given the relatively low 
utilization of multicast currently, an explosion in the use of multicasting before such 
support is deployed could incur serious consequences. 
The findings of the study only accentuate the need for the solutions proposed by this 
dissertation, namely addressing the fundamental issue of the scalability of multicasting. A 
natural extension is to develop such solutions on the basis of the next-generation Internet, 
namely DiffServ. However, the integration of these two technologies present other unique 
challenges which provides the motivation for this dissertation. These challenges are discussed 
in more detail in the next chapter. 
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CHAPTER 2. BACKGROUND WORK AND THE PROBLEM 
In this chapter, the primary conflicts between DiffServ and multicasting are described. The 
overviews of existing solutions as well as the proposed solutions are categorized and examined. 
Finally, additional areas for consideration when providing DiffServ multicasting functionality 
are discussed. 
The chapter is organized as follows. First. Section 2.1 defines the conflicts between DiffServ 
and multicasting. Next. Section 2.2 introduces the three general classes of solutions to the 
DiffServ multicasting problem. Then. Section 2.3 presents existing solutions for the DiffServ 
multicasting problem and discusses the strengths and weaknesses of each approach. Following 
that, Section 2.4 describes a brief overview of the solutions proposed by this dissertation and 
a brief synopsis of their improvements versus existing solution. Finally, Section 2.5 concludes 
the chapter by discussing additional areas that the proposed solutions in the dissertation will 
address. 
2.1 The DiffServ Multicasting Problem 
The primary conflict between DiffServ and multicasting can be attributed to how DiffServ 
attempts to achieve scalability. Whereas DiffServ relies on only edge routers possessing intel­
ligence and state information, multicasting relies on per-group state information throughout 
the entire network. Thus, when trying to integrate the two technologies, one is faced with 
two conflicting principles, core statelessness for scalability versus per-group state information 
for efficiency. The natural question is, which principle is more important, state information 
(storage and router complexity) or maximal network efficiency (bandwidth)? 
It is the premise of this dissertation that state information is vastly more costly than 
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bandwidth. Whereas one could argue that if one can increase bandwidth capacity, one can 
also increase the state storage capacity, such an argument is fundamentally flawed. First, 
the growths of bandwidth capacity and demand is far outpacing the improvements in CPU 
performance (see Figure 2.1 [38]). Hence, per-packet processing must be kept to an absolute 
minimum which is extremely difficult with per-group state (akin to per-flow state). Second, the 
increase in bandwidth only compounds the fact that it is the maintenance of state information 
(router complexity) and not necessarily storage that is the problem. The increase in bandwidth 
only exacerbates the problem in that increased bandwidth implies additional multicast packets 
and hence, the amount of per-group state information/group dynamics would increase as well. 
Thus, therein lies the multicast scalability problem whereby one cannot trade network efficiency 
at the cost of maintaining potentially unbounded per-group state information. 
Although the problem of scalability in multicasting is not necessarily unique to DiffServ. 
the scalability problems of multicasting run counter to the fundamental principle of scalability 
that DiffServ was designed to address in the first place. The primary conflicts between DiffServ 
and multicasting are summarized below: 
• Scalability of per-group state: The per-group state information of multicasting is not 
scalable to the high speeds of the core of the network. Thus, any solutions for DiffServ 
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multicasting must address this fundamental issue. 
• Sender versus receiver-driven QoS: Whereas DiffServ provides a sender-driven QoS (pack­
ets are marked at the sender or ingress), multicasting is a receiver-driven service. As 
a result, appropriate mechanisms must be developed that bridge the gap between the 
sender-driven QoS of DiffServ and the receiver-driven QoS of multicasting. 
• Resource management: Unlike unicast connections, a multicast packet may replicate 
into one or more packets in the network. This problem is compounded by the fact that 
the ingress node (entrance to the DiffServ domain) may not necessarily know the exact 
makeup of the multicast tree. Thus, appropriate signaling or management mechanisms 
must be introduced in order to manage the resource impact of multicasting on the net­
work. 
2.1.1 Scalability of Per-Group State 
First and foremost, the primary conflict between DiffServ and multicasting lies in the per-
group state information required for multicasting. For each multicast group flowing across 
the domain, each router must maintain as well as manage the state information (timers, group 
status, etc.). The maintenance of the group information is further compounded by the potential 
for a huge number of unique multicast groups. 
Consider an example where an individual web server employs SSM (Source Specific Multi­
casting [60]). With SSM, the group identifier is expanded from the traditional IP multicast (no 
specific source) definition of only the group address (*,G) to the tuple of the source address 
and the multicast group address (S, G). As a result, the multicast group address space expands 
significantly while the issues of address space contention and other complexities (shared trees, 
etc.) are removed. 
Next, consider if the web server with the wealth of available group addresses is set up to 
place each web object as an individual group. Although this may seem far-fetched at first, 
such a scheme is not difficult to envision. Consider if one hundred, one thousand, or all of the 
web servers on the Internet employed such a scheme. If the traditional multicasting approach 
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was employed, the routers on the core of the Internet could face supporting and maintaining 
state information for millions or even billions of multicast groups. With current or even future 
processing capabilities, the cost of pushing such maintenance and support onto all of the routers 
on the core of the Internet would be prohibitive or even impossible. Thus, a simple question 
can be posed: Why not follow the DiffServ approach and minimize the number of routers 
that must maintain such state information? If bandwidth can be thought of as significantly 
cheaper than maintaining state information at all routers, can one leverage the DiffServ model 
to provide a better and more scalable multicast? These questions provide the motivation the 
work in this dissertation and are addressed in chapters 3 and 4. 
2.1.2 Sender versus Receiver-Driven QoS 
The second conflict between DiffServ and multicasting lies in the nature of how the QoS 
is selected. In DiffServ, QoS is provided through a sender-driven QoS. As packets are sent 
from the sender, the sender and ingress router for the domain mark/shape the packet. In 
contrast, multicasting is built upon a receiver-driven QoS. As only the receiver knows its own 
QoS requirements and thus the receiver is the only entity that can drive the appropriate QoS. 
Hence, there exists a conflict in how QoS is delivered1. 
If QoS is pushed entirely from the sender, one is faced with the dilemma of a one-size-fits-all 
scenario whereby all group members must either subscribe to the QoS level or not subscribe at 
all. This scheme is the simplest but comes at the cost of flexibility. If the current capabilities 
of users on the Internet are any indication of future trends, the cost of inflexibility may be the 
alienation of many potential users of the application or the service itself. The other extreme is 
to use separate groups for each level of QoS requested by the receivers. Such a scheme meets 
the QoS levels for the receivers but is burdened by the bandwidth costs of each additional tree 
for the additional QoS levels. 
An alternative scheme is to satisfy the QoS requirements of heterogeneous multicast re­
ceivers without requiring separate trees for each QoS level. In such an approach, the QoS 
lNote that this is only the QoS regarding network specifics (loss, delay, fault tolerance, jitter), not the content 
of the data (layered multicasting [6Ij- heterogeneous data rates (56k, DSL, Tl), etc.). 
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level changes as packets pass across the multicast tree. The unique aspects of this scheme is 
investigated in more detail in Chapter 5. 
2.1.3 Resource Management 
The third conflict between DiffServ and multicasting lies in the aspects of resource manage­
ment. Although such aspects could be considered to be conflicts with standard IP multicasting, 
the requirements for policing and resource management in DiffServ introduce several unique 
problems. In short, the conflict regarding resource management can be reduced to the prob­
lem of packet replication [39]. Under unicast, one packet in yields one packet out. However 
with multicasting, this is may not be the case as one packet entering the domain may become 
multiple packets out. Hence, the actual resource consumption may vary somewhere between 
the cost of separate unicasts across the domain and the cost of a single unicast (no branching 
in the multicast tree) [48, 49]. In order to efficiently allocate network resources, one needs 
to be able to quantify the resource impact of a multicast group on the DiffServ domain and 
appropriately shape/police multicast packets at the ingress routers. 
Without source-wise policing of the group, traffic policing is an extremely difficult if not 
impossible task. The problem simply stated is, how does one police shared bandwidth that can 
be consumed at any of N ingress routers for the group? In fact, multicast provisioning today is 
considered something akin to a medieval "black art" where relatively little about the problem 
is understood and is a topic for future research. Although several architectures have studied 
the allocation of such resources for single sourced groups [42. 62. 63]. the introduction of an 
architecture for both provisioning and policing of multiply sourced groups has yet to appear. 
A secondary conflict arises with how information for member join/leave is conveyed for 
resource allocation. In [40], it was noted that a resource reservation problem called the NRS 
(Neglected Reservation Subtree) problem can occur if member join (graft) messages are not 
approved for resource allocation before data is transmitted on the branch (see Figure 2.2). The 
NRS problem finds its basis in the distributed nature of the multicast tree and the separation 
of multicast routing/replication from the ingress-based policing/allocation of DiffServ. Since 
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an edge node does not necessarily know the makeup of the multicast trees that may exist in 
the domain, it cannot determine the resource requirements to graft onto the multicast tree. 
As a result, each router along the path (both the edge routers and the core routers) for a 
new join request must appropriately reserve resources for the new branch. The requirement 
for core routers to negotiate for resources represents a fundamental shift from simple, state­
less core routers. Although the primary goal of the proposed solutions in chapters 3 and 4 
is scalability, the solutions also offer significant benefits in terms of resource management. 
The discussion in each chapter includes commentary regarding resource management of the 
respective architectures. 
2.2 Overview of Approaches 
In order to offer support for DiffServ multicasting, the solutions can be divided into three 
main classes, state-based, edge-based, and encapsulation-based. The approaches are summa­
rized in Table 2.1 and discussed in more detail below. 
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Table 2.1 Summary of DiffServ multicast approaches 
Type 
Replication 
Allowed 
Replication 
Information 
Strengths (+) 
Weaknesses (-) 
State-based Everywhere Per-group state 
in routing table 
-r Most efficient B/W usage 
- Scalability 
- State in DS core 
Edge-based Edge routers None 
Tunneling [64] 
-i- Simple 
+ Meets DS requirements 
- Dense groups 
Encapsulation-based Everywhere Included in 
packet 
+ Scalable 
-r Meets DS requirements 
- Processing cost 
- Per-packet overhead 
2.2.1 State-Based Approach (Traditional IP Multicast) 
In this approach, the per-group state information for each of the multicast groups is main­
tained in the edge routers as well as the core routers of the DS domain. When a new egress 
point (router where the packet exits the domain) wishes to join or leave a multicast group, the 
corresponding core and edge routers propagate upstream their state information for the mul­
ticast group that is affected. For a join request, resource reservation is handled at each router 
(core or edge) until the request reaches the multicast tree. This approach is the equivalent 
of simply applying the traditional IP multicast model without distinction to the edge or core 
routers of the DiffServ domain. 
To start, this approach contradicts the fundamental concept of stateless core routers in the 
DiffServ architecture. This approach has scalability problems because of the complexity of per-
group state maintenance at all core routers. In addition, the state-based approach also pushes 
the complexity of multicasting protocols onto the core (control messages, resource reservation), 
thus violating the concept of simple core routers. The state-based approach is viable only if 
the number of unique multicast group stays extremely small such as currently seen today. 
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2.2.2 Edge-Based Approach 
The second approach is to restrict the location of multicast capable routers within the 
DiffServ domain. Rather than allowing all routers to be multicast capable, only the edge 
routers of a DiffServ domain are allowed to be multicast capable. This approach is simple to 
implement and is highly scalable but incurs performance degradation in terms of bandwidth 
consumption versus the state-based approach. Apart from its simplicity, it is highly suitable for 
sparse groups where replication of packets at the core routers is less likely to occur compared 
to that of the dense groups. 
In such a solution, core routers are entirely multicast unaware, thus requiring zero support 
for multicasting (replication or control messages). Thus, there is no additional implementa­
tion necessary in the core routers and the per-group statelessness of the edge-based approach 
complies with the goals of the DiffServ architecture. 
2.2.3 Encapsulation-Based Approach 
The third approach is to embed the multicast information within the packet itself. In the 
encapsulation-based approach, the multicast tree for the domain is encapsulated within the 
multicast packet. Similar to how core routers rely on the marking of the packet to determine the 
PHB for unicast QoS, the encapsulation-based approach adopts a similar methodology whereby 
the necessary multicast information is embedded inside the packet. Hence, this approach does 
not require per-group state information and fits extremely well within the DiffServ architecture. 
However, encapsulation does introduce several additional costs/overheads. First, encapsu­
lation consumes additional bandwidth for each packet in the form of encoding the multicast 
tree and thus may not scale well with the group size. This scalability problem is alleviated by 
encoding only the tree for the domain, not the entire end-to-end multicast tree. As a result, 
the size of the tree is dependent upon only the number of egress points for the domain, not the 
number of actual receivers in the multicast group. The second tradeoff that occurs with en­
capsulation is the additional CPU cost incurred due to header processing that may be entirely 
alleviated through hardware support. 
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2.3 Existing Solutions and Related Work 
To date, there has been a relatively small amount of research devoted to DiffServ multi­
casting. Several of the recent works are summarized below and discussed in more detail in the 
subsequent chapters as applicable. Except for the last work (QDM) which is a hybrid between 
edge-based approach and the state-based approach, each of the following works falls into the 
first category, the state-based approach. 
2.3.1 IETF DiffServ Workgroup Drafts 
In [40], the authors investigated the issues of supporting multicast using traditional IP 
multicast in a DiffServ environment. Specifically, the authors outlined two key problems, 
proper allocation of resources (NRS problem) and support for heterogeneous QoS. The support 
for heterogeneous QoS was first outlined in [65] before being incorporated into [40]. The initial 
research paper for the work appeared in [66]. In addition, many of the final decisions regarding 
DiffServ multicasting were deferred to other IETF working groups such as the NSIS (Next 
Step in Internet Signaling) working group. 
However, these works suffered from several key weaknesses. First, the work rests upon 
the assumption that traditional IP multicast is scalable. In fact, such an argument is men­
tioned explicitly in [40] as a reason for not addressing the scalability issue. This assumption is 
valid only for the current limited usage of multicasting, not for multicasting to become a ubi-
tiquous network service. Second, the proposed solution for heterogeneous QoS is dramatically 
oversimplified and is discussed in more detail in Chapter 5. 
2.3.2 QUASIMODO: QUAlity of Service-aware Multicast Over DiffServ and 
Overlay Networks 
In [67], the authors investigated the practical issues regarding support for PIM (Protocol 
Independent Multicast) in the Sparse Mode (SM) [68. 69] in a DiffServ environment. The au­
thors proposed extensions to the PIM-SM state model along with the use of the GRIP (Gauge 
&: Gate Reservation with Independent Probing [70]) model to offer dynamic resource alloca­
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tion. Most notably, the solution introduced a new QoS state (QoS/No QoS) for supporting 
heterogeneous QoS in the network. 
Similar to the previous work, this work also suffers from the same problem of ignoring the 
fundamental conflict of scalability. Although the work explores the issue of heterogeneous QoS 
more than the previous work, the discussions regarding heterogeneous QoS were not discussed 
in more detail due to space restrictions. 
2.3.3 DAM: DiffServ Aware Multicasting 
In [41], the authors proposed a scheme for addressing the two issues of resource manage­
ment (the NRS problem) and receiver-driven QoS. The DAM model incorporates three key 
concepts: weighted traffic conditioning, receiver-initiated marking, and heterogeneous DSCP 
encapsulation. The main contribution of the work is the weighted traffic conditioner as the 
other two concepts offer minimal improvement over the initial IETF work. 
2.3.4 QDM: QoS-aware Multicasting in DiffServ domains 
The work in [71] addresses the issue of QoS-aware multicast routing in a DiffServ environ­
ment through a model called QDM. In the QDM model, routing decisions are migrated entirely 
to the edge of the network, thus decoupling the core from control messages and resource ne­
gotiations. The routing decisions are made using a modified version of Dijkstra's routing 
algorithm and packets are transmitted using REUNITE [72], a recursive unicast approach for 
multicasting. Although this work addresses one of the fundamental issues of DiffServ multicas­
ting, the removal of control complexity from the core, it does not completely remove multicast 
state from the core. In addition, the work does not address the routing issues associated with 
heterogeneous QoS. 
2.4 Proposed Solutions 
Although the existing solutions address different aspects of the conflicts between DiffServ 
and multicasting, none of the existing solutions address all three conflicts. In the next two 
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chapters, this dissertation proposes two architectures that address all three of the root conflicts 
between DiffServ and multicasting. Chapters 5 and 6 expand upon the two architectures by-
addressing issues such as heterogeneous QoS and fault tolerance. The next four chapters are 
briefly summarized below in relation to the material presented in this chapter. 
2.4.1 DSMCast 
The first architecture. DSMCast (DiffServ Multicast) [73, 74], proposes an encapsulation-
based solution that moves the burden of state information from the router to the actual mul­
ticast packet itself. The tree information is added as an extension header at the ingress (en­
trance) to the DiffServ domain. The tree header allows the ingress router to explicitly specify 
the router of the packet and consequentially know the exact resource consumption of the packet 
for policing. A heterogeneous QoS extension allows DSMCast to use a single tree while still 
meeting the heterogeneous QoS needs of the egress points in the multicast tree. The primary 
strength of this architecture is that it addresses all three of the conflicts with performance 
close to that of the state-based approach. However, the key weakness of the approach is that 
it does introduce additional overhead as well as requiring additional hardware for processing 
the DSMCast extension header. 
2.4.2 EBM 
The next architecture. EBM (Edge-Based Multicasting) [75], proposes a solution that relies 
on only edge routers for replication of packets in the network. Packets are tunneled between 
edge nodes, thus entirely removing the concept of multicasting from the core of the network 
with only a marginal performance penalty. The distribution tree is constructed using an 
algorithm, called the Edge Cluster Tree, that uniquely captures the qualities of heterogeneous 
QoS routing. Similar to DSMCast. EBM also addresses all three of the conflicts between 
DiffServ and multicasting. The EBM architecture trades the penalty of additional bandwidth 
consumption in order to remove the hardware requirement of DSMCast. 
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2.4.3 Extensions for Heterogeneous QoS 
Next, the dissertation focuses on how heterogeneous QoS impacts the DiffServ environment 
[76]. The chapter presents the first in-depth study of the use of variable QoS levels (dynamic 
PHBs) in a single multicast tree. The chapter investigates the implications of heterogeneous 
QoS in traditional IP multicast, DSMCast, as well as several of the existing solutions. Most 
notably, the chapter investigates the concept of the Good Neighbor Effect a unique effect that 
occurs from the use of a single multicast tree and its impact on both users as well as service 
providers. 
2.4.4 EI-HELLO 
The fourth major component of the dissertation examines the effect of link and router 
faults on the proposed architectures. The chapter proposes a solution called Edge-based Intel­
ligent HELLOs (EI-HELLO) to exploit the unique aspects of the DiffServ architecture to help 
expedite the fault detection of link state protocols [77]. The EI-HELLO model represents a 
novel application of DSMCast that has benefits for fault detection and network management. 
2.5 Improving Multicasting 
In addition to addressing the fundamental conflicts between DiffServ and multicasting, the 
secondary goal of this dissertation is to offer benefits for the general adoption of multicast. 
Several of the benefits of the proposed solutions include: 
• Simplified deployment: Rather than focusing on an end-to-end solution to the multicast 
problem, the proposed architectures reduce the problem to a more tractable edge-to-edge 
domain transport problem. 
• Security: By coupling multicasting with policing and resource management, the threat 
of multicast as a Denial of Service (DoS) attack can be reduced. In addition, security 
can be included on a local level rather than relying on only end-to-end support. 
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• Performance enhancements: The removal of state information from the network can 
offer a significant performance increase for core routers. The proposed solutions will 
not only meet the scalability demands of the future but also can offer significant speed 
improvements in the near-term. 
2.5.1 Simplified Deployment 
As discussed earlier, the adoption of multicast has been fairly tepid [55]. Multicast de­
ployment is faced with the classic chicken versus egg dilemma between ISPs and application 
developers. To start, ISPs will not fully deploy multicast until customers demand such services. 
However, customers will not demand such services until applications take advantage of them. 
Application developers will not write applications demanding multicast until such network ser­
vices are ubitiquous. Thus, the adoption of multicast has stalled beyond several early adopters. 
Unfortunately, without an overwhelming incentive beyond the current marginal solutions, very 
few will undertake the tedious process of rolling out Internet-wide support for multicasting. 
One of the major benefits of the proposed solutions is to reduce the difficulty of deployment. 
Rather than worrying about multicast functionality throughout the network, the proposed 
solutions transform the multicast problem into a transport problem, a problem ISPs are quite 
familiar with. An ISP need only worry about basic multicast transport, not the intricacies of 
supporting each protocol through its entire network. 
2.5.2 Security 
One of the security fears regarding multicasting is that multicasting can become the ul­
timate Denial of Service (DoS) attack. Without proper policing, an attacker can flood a 
multicast group with traffic, thus launching a huge DoS attack with the unwitting assistance 
of the network. Although there have been very few documented issues with multicast secu­
rity, the security of multicasting remains relatively untested due to the limited propagation of 
multicast to the majority of the end-users of the Internet. Despite the fact that multicast is 
an appealing target for DoS attacks, the limited propagation and adoption of multicasting has 
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kept it from being a large security problem as of yet. 
In the two proposed architectures, security may be added on a domain-wise basis rather 
than requiring end-to-end cooperation. The key benefit is that such security can be added on 
a domain level (individual ISP) and operate entirely transparent to those outside the domain. 
An ISP can force authentication and encryption onto all member join/leave requests to pre­
vent common routing attacks. Since the two architectures change multicasting to a transport 
service, multicast packets using the transport protocol can only originate from edge routers 
in the domain, thus offering another opportunity to deny external attacks. In addition, the 
inherent shaping/policing nature of the edge routers reduces the potential of successful attacks 
on a successfully configured network. 
2.5.3 Performance Enhancements 
A final obstacle to multicast deployment is the performance decrease that occurs when 
multicasting is enabled in routers in the network. In several commercially available routers, one 
can observe performance levels decreasing on the order of 10-15%. The performance decrease 
can be attributed to the separate inspection/processing that must occur for multicast packets 
that adversely affects all packets passing through the router. Thus, although an ISP may gain 
bandwidth from the savings of multicast, the additional cost of deploying not only multicast-
capable routers (software support) but also faster routers (processor speed/throughput), may 
not be offset by the customer demand. As a result, despite the fact that multicast is supported 
by many of the routers currently available, the multicast functionality is widely disabled. 
By addressing the fundamental issue of scalability, the two proposed architectures also 
address the issue of performance. Without per-group state overhead, core routers will be able 
to operate without any impact from the number of unique multicast groups present in the 
network nor be affected by the complexity associated with multicast protocols. Due to the fact 
that the core routers will naturally be expected to run at higher speeds (by virtue of being the 
backbone of the network), performance improvements in the core can offer significant benefits. 
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CHAPTER 3. DSMCAST: STATELESSNESS THROUGH 
ENCAPSULATION 
In this chapter, an encapsulation-based approach for DiffServ multicasting, DSMCast (Diff­
Serv Multicast), is proposed. The primary goal of DSMCast is to address the issue of per-group 
state information in the core. By migrating the per-group state information from the router 
to the packet, core routers are allowed to remove the complexity of multicast routing and 
multicast state maintenance. The migration of state information to the edge has implications 
for not only core scalability but also for resource management and heterogeneous QoS. Each of 
these three issues is discussed in the chapter along with the basic mechanics of group dynamics 
(member join/leave). 
The rest of the chapter is organized as follows. The first section, Section 3.1. describes 
the fundamental case for an encapsulation-based approach versus the existing solutions. Next. 
Section 3.2 outlines the basic concepts of the DSMCast architecture regarding how the mul­
ticast transport service is delivered (packet header structure and tree construction). Section 
3.3 details the join/leave protocol in both SSM and traditional IP multicast environments. 
Following that, Section 3.4 examines DSMCast as it relates to other protocols and existing 
models. Then. Section 3.5 analyzes the performance of DSMCast through both theoretical 
and simulated results. Finally, Section 3.7 concludes the chapter by offering several concluding 
remarks regarding DSMCast. 
3.1 A Case for an Encapsulation-Based Approach 
The basis for the architecture presented in this chapter can be found in the underlying 
encapsulation-based approach for multicast transport across the DiffServ (DS) domain. Unlike 
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the state-based approach of traditional IP multicasting, the encapsulation-based approach can 
potentially satisfy the three conflicts between DiffServ and multicasting. Thus, although an 
encapsulation-based approach does incur several performance penalties, it is the premise of 
this dissertation that the benefits of such an approach far outweigh the penalties. In fact, 
the benefits of the encapsulation-based approach go well beyond the three primary conflicts of 
DiffServ multicasting and such benefits are summarized below: 
• No per-group state: An encapsulation-based approach does not require per-group state 
information within core routers, thus meeting the DiffServ goal of stateless core routers. 
• Hardware support: The CPU cost for supporting an encapsulation-based approach may 
be reduced to zero through the addition of hardware support. 
• Protocol independence: An encapsulation-based approach shields core nodes from the 
complexities of the outlying multicast routing protocols reducing the multicast problem 
in the core to a transport problem. 
• Resource management: The edge router is able to easily monitor the resources being 
consumed by the multicast tree since the router is responsible for determining the exact 
path the multicast tree takes in the core of the DS domain. 
• Heterogeneous QoS support: Rather than requiring separate trees for each level of QoS, 
encapsulation can allow the PHB (Per-Hop Behavior) to change as the multicast packet 
crosses the domain to support heterogeneous QoS in a single multicast tree. 
• Deployment: Rather than requiring end-to-end support, the transport nature of the 
encapsulation-based approach reduces the scope of the deployment problem to a domain-
wise problem whose operation is transparent to the external Internet. 
However, there are also several weaknesses to the approach which must also be considered 
as well. 
• Overhead: The savings from the embedded header may not offset the transmission cost 
of the header versus separately unicasting/tunneling packets over the DS domain. 
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• Edge Scalability: Edge routers must maintain per-group state information. Although 
these routers are better suited for such information, this is a non-trivial problem which 
is inherent to multicasting. 
• Network Faults: The routers in the network may fail or the network may be reconfigured, 
thus possibly requiring the edge routers to detect such changes and adapt the multicast 
tree to changes in the network topology. 
3.2 DSMCast - An Approach for DiffServ Multicast 
The primary goal of the DSMCast architecture is to address the three primary conflicts 
between DiffServ and multicasting, namely core statelessness, heterogeneous QoS. and resource 
management. The encapsulation-based approach represents an ideal approach for satisfying 
these three conflicts with a minimal amount of overhead. Although the encapsulation-based 
approach can address all three issues, the use of encapsulation and removal of core state 
introduce several challenges that must be addressed. 
To start, the first challenge is to develop an efficient packet header that conveys the multi­
cast tree and is optimized for fast hardware processing. Next, the header must support options 
to accommodate heterogeneous egress points with minimal bandwidth overhead. Furthermore, 
the construction and maintenance of the tree and the packet header must also be addressed. 
Finally, a new domain-wise join/leave protocol must be designed to overcome the statelessness 
of core routers. Additionally, although the general trend in multicast is towards SSM [60), a 
complete architecture should also be able to offer support for traditional IP multicast as well 
as SSM. 
Hence, it is the motivation of this chapter to address these challenges in the DSMCast 
architecture. In short, the DSMCast architecture can be subdivided into four main compo­
nents. the transport mechanism, the extensions for heterogeneous QoS. the tree construction 
mechanism, and the egress (member) join/leave protocol. 
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3.2.1 Transport Mechanism 
The most basic function of the DSMCast architecture is to provide a core stateless trans­
port mechanism for multicast traffic across the domain. To accomplish this goal, all replica­
tion/routing for multicast packets is controlled by the DSMCast Tree Encapsulation Header 
(TEH). When a multicast packet arrives at the ingress router (entrance) to the DS domain, 
the ingress router must insert the TEH into the multicast packet. The ingress router looks 
up the TEH for the specific multicast group (S, G) and inserts the TEH between the layer 3 
(IP) and layer 4 (UDP, etc.) headers of the packet. This location is chosen as it preserves 
the standard IP routing and DiffServ classification. In addition, since IP options are a rare 
occurrence, the DSMCast TEH can be thought of as being located in a fixed location1. 
In fact, unless the core routers in the domain rely on the layer 3 information for packet 
length or do layer 4 shaping/routing (rather than the inter-packet gap), the TEH may be 
inserted without modifying any of the remaining fields of the packet. Since the TEH is only 
added at the ingress of the domain and removed at the egress, the TEH simply appears as 
packet data to the IP routing mechanisms of core routers. 
Upon receiving a multicast packet, the core router will give the packet to the hardware 
mechanism for DSMCast2. The hardware mechanism will inspect the packet to determine 
which interfaces the packet should be replicated upon. Once replicated, the packet will be 
placed in the standard DiffServ unicast class queues and treated according to the PHB specified 
by the DSCP (DiffServ CodePoint). If necessary, the DSCP of the packet may be modified 
to support heterogeneous QoS as specified in the TEH. Once given to the unicast queue, the 
multicast packet is treated identically to all other unicast packets at the router. 
The only tasks that must be performed by the hardware mechanism are the location of 
the tree information for the specific router, the marking of the DSCP of the packet3, and the 
replication the packet. These simple operations of pattern matching (information location), 
l[n the case where IP options are present, many routers divert the packet to a slow path (software) for 
processing. 
-Alternatively, such support may be offered in software at the cost of significant performance. 
3 Additionally, the IP checksum of the packet may need to be updated as well which is similar to the modifi­
cations of the IP checksum field for the TTL. 
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IP TEH Data 
Entry N Entry N N+O Entry 0 Entry I 
V R I QoS C Rsv 
Num Entries Options 
Entry N 
>D0 Rep QoS, QoS, QoS, QoS, QoS, QoSh 
ID, Rep QoS, QoS, QoS, |QoS, |QOSS |QOS6 
IDS Rep QoS, QoS, QoS, QoS, QoS, |QoSfi 
Figure 3.1 DSMCast Tree Encapsulation Header (TEH) 
bit marking (DSCP. checksum), and packet replication are easily accomplished by the vast 
majority of commercially available network processors at current and future network speeds 
[78], 
3.2.2 Tree Encapsulation Header (TEH) 
The Tree Encapsulation Header is the sequence of bits that are responsible for routing 
and replicating the packet across the core of the DiffServ domain. The makeup of these bits 
is faced with two potentially conflicting goals: optimal bandwidth usage versus processing 
speed. If a software-based network processor is used, the search time for the header can 
become a performance bottleneck. However, an alternative approach is to use a CAM (Content 
Addressable Memory [79]) whereby many patterns are compared at once. An FPGA could also 
be used to accomplish the same task. 
The TEH consists of three fields, the NumEntries field (number of entries in the header), 
the Options field, and the replication/routing entries. The fields are a fixed length in order 
to allow for easier processing by the hardware mechanism. Figure 3.1 shows the layout of the 
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Table 3.1 Tree Encapsulation Header Options field 
Bit(s) Abbreviation Field Description 
7 V Variable QoS 0 - No variable QoS 
1 - Variable QoS present (heterogeneous QoS) 
6 R Extended Replication 
(Rep/QoS) bits 
0 - 5/2 bits per entry (24 bits) 
1 - 6/3 bits per entry (32 bits) 
5 I Extended ID 0 - Use an 8 bit ID (default) 
1 - Use a 16 bit ID 
4,3 QoS QoS Setting Switch for QoS transformation methods 
2 C Clear Rep 0 - Leave replication bit present 
1 - Clear replication bits on replication 
1,0 Rsv Reserved Unused 
DSMCast TEH. 
The first field, the NumEntries field, is an 8 bit field that contains the number of entries 
present in the TEH itself. For each non-leaf node of the multicast tree, an entry will be present. 
Next, the Options field is used to convey the configuration of the TEH. The settings for the 
options field are listed in Table 3.1. The next portion of the TEH is the replication/routing 
information. Depending upon the setting in the options field, each entry may be either 24 bits 
(3 bytes) in the 5/2 case (5 interface replication bits. 2 QoS transformation bits per interface) 
or 32 bits (4 bytes) long in the 6/3 case. Each entry consists of a unique identifier (8 bits), the 
replication information (5 or 6 bits), and the QoS transformation code (if included). 
By default. DSMCast assumes that the unique identifier will be the last 8 bits of the IP 
address of the router. Alternatively, the network administrator may assign a unique ID instead 
to each router. The re-use of the IP address allows for easy integration from the OSPF/IS-IS 
topology information and should be sufficiently unique for an individual router in the domain. 
In the event that a longer unique address is required, an extension bit can be enabled to double 
the unique ID space to 16 bits. If a unique ID separate from the IP address is used, a complete 
list of mapping between the IP address and unique ID must be given to all routers in the 
domain. 
The replication field denotes the interfaces on which the packet should be replicated. The 
order of the interfaces is sorted by the unique ID of the neighbor on other side of the link cor­
responding with the interface. The maximum number of interfaces is denoted by the Extended 
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Table 3.2 Example QoS transformation table 
Bits Description Bits Description 
000 No change 100 Change to Best Effort 
001 -1 delay class 101 -2 delay classes 
010 -1 loss class 110 -2 loss classes 
Oil -1 delay/-l loss 111 -2 delay/-2 loss 
Replication bit of the options field (5 or 6 interfaces). 
During operation, a core router will locate its entry in the DSMCast header through the 
ID field. The Rep field will denote how the packet should be replicated (l=Replicate. 0=No 
Replication). If present, the QoS transformation code denotes how to change the DSCP (and 
hence the PHB). A complete example of the TEH is given in Section 3.2.4. 
3.2.3 Variable QoS Extensions 
In order to support heterogeneous QoS within the multicast tree, the DS field must be 
allowed to change as the multicast packet is replicated. In such a heterogeneous QoS tree, the 
"best" PHB is propagated up the tree towards the ingress router. As a result, the PHB can 
only "worsen" as the packet passes down the multicast tree'1. The Variable QoS option adds 
a QoS Transformation field for each bit of the replication field. In the QoS transformation 
field, a code is given that determines how the current PHB should be changed. The actual 
transformation process can be configured as desired by the network administrator. Table 3.2 
lists an example of an encoding using 3 bits. For example, a bit field of 111 would change an 
AF10 packet by reducing the DSCP by two loss and two delay classes to AF32. The intricacies 
associated with heterogeneous QoS management are discussed in greater detail in Chapter 5. 
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AF32 
Egress I 
AFIO 129.186.1.15 
129.186.1.30 
Ingress 
129.186.1.10 129.186.1.8 129.186.1.5 Egress 3 
AF30 
Egress 4 
AF21 
129.186.1.24 
Edge router (on-tree) On-tree link 
Off-tree link 
Edge router (off-tree) 
Core router 
Figure 3.2 DSMCast example network 
3.2.4 Example 
Consider the DS domain and multicast tree listed in Figure 3.2. The ingress router for 
the group is at IP address 129.186.1.5. The group has a total of 4 egress points, each with 
different QoS requirements. All of the egress points are requesting the Assured Forwarding 
denoted by AFxy where x is the delay class, y is the loss class, and a lower number denotes a 
higher priority class. The multicast tree for the domain and the PHBs of the respective links 
are listed in Figure 3.3. 
For each router in the multicast tree that is not a leaf node, a replication/routing entry 
must be generated. Figure 3.4 shows the entry for the core router at 129.186.1.10. At this 
node, the Rep field has three ones present in order to replicate the packet onto the interfaces 
for the downstream nodes of 129.186.1.8, 129.186.1.15, and 129.186.1.120. For each of the 
possible interfaces, a QoS transformation code is also included. For the link to 129.186.1.15, 
an entry of 000 is used to denote no change to the PHB. In contrast, the entry to 129.186.1.8 
4The notion of better/worse PHBs depends upon many factors (current network state, rate-limiting, etc.) 
and is best determined by the network administrator. 
129.186.1.130 
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AF32 AF32 
AFIO Egress 2 
AFIO AFIO 
AFIO 
AF30 
Ingress 
AF30 Egress 3 
AF30 AF21 
AF21 
Egress 4 
AF21 
Figure 3.3 Breakdown of heterogeneous QoS support 
uses an entry of 101 to denote a change to AF30. Note that the final egress points do not need 
to be included in the packet as the packet is at a leaf node and hence is no longer under the 
jurisdiction of DSMCast regarding replication and routing. The final DSMCast TEH is listed 
in Figure 3.5. 
3.2.5 Tree Construction 
The TEH is constructed and maintained by the ingress router of the multicast group. 
It is assumed that each edge router has complete topological knowledge of the entire DS 
domain (core and edge routers). This information is easily available from common intra-domain 
protocols such as OSPF [80] or IS-IS [81] or by configuration of the network administrator. 
Note that this information is only the topology of the local DS domain, not the topology of 
the global Internet nor the resource allocations on each of link of the domain. 
As a result of its knowledge of the DS domain, the ingress router can appropriately construct 
a multicast distribution tree for a specific multicast group and update the tree as egress routers 
join and leave the multicast group. The tree size is strictly limited by the number of egress 
routers that wish to receiver traffic and is independent of the number of actual receivers on 
the global multicast tree. The tree construction algorithm is left to the decision of the network 
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Figure 3.4 Example entry in the DSMCast Tree Encapsulation Header 
(TEH) 
1 I 0 00 1|00 
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Figure 3.5 Final DSMCast Tree Encapsulation Header (TEH) 
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administrator and may be optimized either for cost (shared tree [82]) or QoS (shortest path 
tree [83]). Although the routing of the tree may be based on network dynamics (due to the 
fact that the tree is route-pinned inside the packet), such methods are left as a topic for future 
research. 
In addition, it is assumed that there is an underlying scheme for detecting faults or recon­
figurations in the underlying domain topology. The issues with fault detection/recovery for 
a distributed set of edge nodes and stateless core nodes are beyond the scope of this chapter 
but are discussed in Chapter 6. While the route-pinned packet does potentially make DSM­
Cast briefly more susceptible to faults, it does offer several significant benefits. First, the 
route-pinned nature of the tree allows the ingress router to know the maximum resource con­
sumption by a given multicast tree. Since the ingress router must explicitly specify each link 
for replication and the PHB associated with each link, the resource consumption is available 
at the router that does the policing in the first place. Second, admission control for the tree 
is dramatically simplified. Since the ingress router knows the exact makeup of the tree, it can 
negotiate for the resources of the tree on a whole rather than leaving the tree to be negotiated 
piece-wise by individual routers along the tree. Whereas resource management in the state-
based approach can be complex and difficult, resource management is significantly easier with 
DSMCast as a result of only the ingress router maintaining resources for the multicast tree. 
In addition to fault tolerance, another potential cause for concern lies with the size of the 
TEH due to the number of routers in the domain. This argument can be countered in several 
respects. To start, the size of the header is directly related to the number of core routers in the 
multicast tree, not the number of egress points nor the number of receivers in the multicast 
group. Furthermore, the multicast tree is the distribution tree for transport across a single 
domain, not the global multicast tree. If necessary, the tree may be subdivided into multiple 
trees to reduce the size of the DSMCast TEH. 
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3.3 Egress Router Join/Leave 
The next logical step after the providing the underlying transport service is to solve the 
problem of how join/leave messages are processed. Whereas the state-based approach simply 
relied on individual nodes propagating join/leave messages towards the multicast tree, the 
removal of state information and control packet processing from the core leaves a void that 
multicast control cannot cross without intervention. 
The first router that will receive a join or leave message must be an edge router due to the 
DiffServ architecture. At that point, it is up to the edge router to determine where to forward 
the control packet. In the case of a leave packet, the task is fairly simple as the edge router 
is already part of the multicast tree for the group and hence knows the ingress router for the 
group. In contrast, the join process is somewhat more difficult depending upon the underlying 
multicast model. If the traditional multicast model is employed, the process can be significantly 
more difficult as the group address (*. G) does not imply the location. As a result, the multicast 
group may be present anywhere in the global Internet, thus necessitating a search mechanism 
for the multicast group. Several schemes such as MSDP (Multicast Source Discovery Protocol 
[84]), MBGP (Multicast Border Gateway Protocol) [85, 86] have been developed to address 
this. The egress join problem (see Figure 3.6) can be summarized thusly: 
For a join request to group Gx from downstream node Ry that arrives at edge node (ERCVT)-
determine the appropriate edge node (EEgress J to which the multicast join request should be 
forwarded to and propagated outwards from the DS domain such that the QoS constraints of 
the join request are met. 
However, if the location of the group is tied to an actual source IP address (5, G) .  the 
problem of location vagueness disappears and the problem simply reduces to basic IP routing. 
For multicast models such as SSM and CBT (Core-Based Trees) where the location is required, 
the complexity of multicast routing decreases dramatically. In fact, the additional complexities 
of traditional IP multicast offer little benefit that cannot be accomplished by SSM. A recent 
study on multicasting noted that very few applications take advantage of the multi-sourced 
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Figure 3.6 Multicast join routing problem 
potential of traditional IP multicasting [55]. As a result, the join/leave protocol for DSMCast 
is optimized for an SSM environment. However, as legacy applications may still require non­
specific source support, extensions for traditional IP multicasting to DSMCast are included as 
well. 
3.3.1 Egress Join - SSM 
When a join request arrives at an edge router, the request will include a source/group 
identifier (S, G). The edge router must then forward the packet to the appropriate ingress 
node for multicast source. Due to the fact that IP routing provides only for the next hop to a 
given destination IP, ascertaining the ingress point for an arbitrary IP may be difficult if not 
impossible. The solution to this problem is to simply tunnel [64] the join request towards the 
source of the group. As a result, the egress router can rely on standard LP routing rather than 
a special routing mechanism. In the tunnel header, a special identifier will be recognized by 
the ingress router. Upon receiving the packet, the ingress router would intercept and process 
the packet rather than forwarding the packet. 
Similar to how DSMCast provides support for both SSM as well as traditional LP multi­
casting, DSMCast also provides flexibility in how the egress router joins the multicast group. 
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Rather than forcing a router to explicitly specify a PHB with the initial join, an egress router 
may first probe for the sender-driven QoS and then select a PHB. Hence, the egress router (i.e. 
the new router joining the group), may use one of two types of join requests, an absolute join 
request or a dynamic QoS join request. 
3.3.1.1 Absolute Join 
The absolute join process operates using a simple request/response message exchange. 
When an egress router wishes to attach itself to the multicast tree, it tunnels a Join-Request 
message towards the source of the multicast group. The ingress router intercepts the Join-
Request message and process the message. The Join-Request message includes the original 
inter-domain join request, the IP address of the new egress point, and the requested PHB for 
traffic to the new egress point. 
Upon receipt of a Join-Request message, the ingress router may need to perform admission 
control by contacting the BB (Bandwidth Broker) of the domain if one is present. Once the 
new resource allocation has been approved, the ingress router updates the multicast tree by 
computing a new TEH and updating its shaping/policing mechanisms if necessary. The ingress 
router responds with a Join-Ack message to the new egress router. From this point onwards, 
all subsequent data packets sent out from the ingress router will be distributed to the new 
egress router. 
3.3.1.2 Dynamic QoS Join 
An alternative approach is for the new egress router to select a PHB based on network 
dynamics rather than specifying an absolute PHB. This approach is especially applicable for 
dynamic scheduling schemes such as relative DiffServ [87] or for adapting to other reservation 
mechanisms such as RSVP [26]. In the dynamic QoS join case, the egress point first tunnels a 
Bid-Request message towards the source of the multicast group. Similar to the absolute join, 
the ingress router intercepts the Bid-Request message and processes the message. In this case, 
the ingress router responds with a special Bid-Probe message towards the egress router. The 
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packet is routing explicitly using the DSMCast TEH using a multicast control group address. 
As the packet crosses the domain, various statistics such as average queue size, average 
queue delay, and average loss rate are included for a fixed subset of classes. This sclieme fits 
well within the DiffServ notion of a sender-driven QoS giving the egress router an approximate 
picture of the various performances of each class on the paths the actual data packets would 
travel on. Once the egress router receives the Bid-Probe message, it selects a PHB to join 
to the group with and follows the absolute join protocol. Note that this procedure may be 
invoked periodically to offer adaptive QoS. 
Figure 3.7 summarizes the dynamic QoS join routine. In the first step, ERCVR tunnels a 
Bid-Request message towards S. The Bid-Request message is routed via traditional IP routing 
and is intercepted by £3. £3 processes the message and replies with a Bid-Probe message back 
to ERCVR- As the Bid-Probe message travels back to ERCVR• various stats for classes are 
gathered at each core node along the path. The figure denotes only one of the pieces of core 
information that could be gathered. Upon receiving the Bid-Probe message. ERCVR would 
dispatch a Join-Request message to £3 since it now knows the ingress node for the multicast 
group. £3 would then add ERCVR to the multicast group and respond to ERCVR with a Join-
Ack. From that point onwards, new multicast data packets to the group would also flow to 
ERCVR-
Although this approach offers users additional flexibility, the flexibility comes at an ad­
ditional cost. First and foremost, the service requires additional complexity at core routers. 
Second, the burstiness of traffic may reduce the utility of the results if the results are not 
weighted properly. Third, the approach increases the join time and may be best applied after 
an initial join is complete. Finally, such a scheme would need to be rate-limited to prevent 
unnecessary consumption of router CPU resources. 
3.3.2 Egress Join - Traditional IP Multicast 
As stated earlier, the location vagueness of traditional IP multicast prevents an egress 
router from knowing the location of a multicast group. Thus, an egress router cannot simply 
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Figure 3.7 DSMCast join protocol - dynamic join - SSM 
tunnel towards a source since there is not a source correlated to an traditional IP multicast 
group. The proposed solution for DSMCast is to simply expand the bid/probe routines of 
DSMCast. 
When a new egress router to receive traffic for a multicast group, the egress router asks all 
of the potential edge routers using a Bid-Request message. Rather than sending out separate 
tunnels, the egress router multicasts via a special control tree that is a static multicast tree 
containing all eligible edge routers. Upon receiving a Bid-Request message, each edge router 
responds with a Bid-Probe message towards the new egress router. Depending upon the num­
ber of edge routers responding, the probe (information gathering) function of the Bid-Probe 
message may be disabled in the case of traditional IP multicast. If necessary, the edge routers 
may need to invoke inter-domain routing in order to locate the multicast group. The Bid-Probe 
message is not sent until the edge router has located the multicast group. 
Since any edge router could be a potential candidate for the ingress router, the cost of the 
tree must be included as well. For instance, in a large domain it may be desirable to choose 
an alternative ingress router even though the multicast group is already present in the domain 
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at another router. At the new egress router, the various Bid-Probe messages are collected and 
processed until either a timer has expired and/or a sufficient threshold of edge routers have 
responded. Since the traditional IP multicast definition allows for multi-sourced groups (i.e. 
multiple ingress routers), the egress router will send a Join-Request to all edge routers that 
responded as being part of the multicast group. The Join-Request message may be conveyed 
using a subset of the control tree. In addition, the egress router may choose not to request 
an acknowledgement from each of the on-tree edge routers, thus reducing the control message 
overhead. To leave the traditional IP multicast group, a Leave-Request message should be 
multicast to the other on-tree edge routers. 
Figure 3.8 shows an example of the traditional EP multicast extensions for DSMCast. 
Similar to the source-specific case, a Bid-Request message is sent in order to join the group. 
However, unlike in the previous case, the message is sent to all of the eligible edge nodes rather 
than the single ingress node. Each of the edge nodes responds and ERCVR selects the best 
node to join to. Once ERCVR has selected an ingress node, it will send a Join-Request message 
to that specific ingress node. Once the ingress node has received the Join-Request message, it 
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will respond with a Join-Ack message and future multicast data packets will also be sent to 
ERCVR-
3.3.2.1 Shared Trees 
One of the variations of multi-sourced groups in traditional IP multicast is the concept of a 
shared tree. Rather than each source having its own group address (known as many-to-manv 
multicasting), a single group address is used to offer a consistent QoS or to share bandwidth 
for intra-group communications. Examples of such applications that might utilize shared trees 
include audio-conferencing where only one individual is speaking at a time. 
From a routing perspective, the goal of the shared tree is to minimize the total consumed 
bandwidth while still satisfying the QoS of all receivers. In contrast, the shortest path tree 
prioritizes QoS by using the shortest path at the potential detriment to tree cost. Although 
shared trees are an interesting theoretical concept, the general trend is away from the com­
plexities of shared trees and traditional IP multicast. Hence, explicit support for working 
with globally shared trees is not provided. However, the large body of research on shared tree 
construction and maintenance can still be applied on a domain-wise basis for optimizing the 
domain distribution tree [88]. 
3.4 Other Issues with DSMCast 
With any new architecture for the Internet, the issues for deployment must also be ex­
amined as well as any future concerns. Several of the issues that must be considered with 
DSMCast include IPSec, initial deployment requirements, and IPv6. In addition, this sec­
tion also considers other related work, enhancements to DSMCast. and implications beyond 
multicasting. 
3.4.1 IPSec 
The use of EPSec [9] does not present a problem with normal DSMCast operation and 
DSMCast with tunneling since all information related to the DSMCast header is removed at 
50 
the edge of the DS domain. However, the use of IPSec and DSMCast can cause problems when 
DSMCast is used with an adaptive DS field. In its default mode. IPSec does not include the DS 
field in its cryptographic calculation. Thus, the default mode of IPSec does not conflict with 
the use of heterogeneous QoS. However, the IPSec tunnel mode does encrypt the IP header, 
thus representing a problem with heterogeneous QoS. This problem is similar to the dilemma 
faced by inter-domain edge routers that do packet remarking [27]. 
3.4.2 Initial Deployment Requirements and IPv6 
In order to deploy DSMCast for a given DS domain, all routers in the domain must be 
DSMCast-enabled. Although it would be possible to introduce a tunnel extension to DSMCast 
[73], the cost of such support is quite high. An intermediate step for DSMCast is to offer 
software support until hardware support is available or to employ an edge-only solution (see 
Chapter 4). 
Since DSMCast is entirely transparent to IP routing (besides the changes to the DS field 
for variable QoS). DSMCast will not have any significant interoperability issues with IPv6. 
The only potential issues lie in the unique ID field of DSMCast and the possibility for variable 
headers in IPv6. Whereas the last 8 bits of the IPv4 address are a viable approach, such may 
not be the case for IPv6. Due to the fact that the MAC address may simply become the 
last 6 bytes of the IPv6 address, it is quite likely that conflicts will emerge. As a result, it 
may be necessary for the network administrator to use a separate unique ID and to provide a 
mapping table to all routers in the network. The second potential issue lies with the possibility 
of multiple headers IPv6 headers. In such a case, a CAM or FPGA approach may be more 
difficult to use and thus, additional information may need to be included in the DSMCast 
header to optimize the search time in a software-based network processor. 
3.4.3 Related Work to DSMCast 
Small Group Multicast [89], a proposal under consideration by the IETF, uses a similar 
encapsulation-based technique to achieve traditional IP multicast. Under Small Group Mul­
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ticast (SGM), the multicast tree is embedded inside the packet and sent from the source to 
a given SGM router. At the SGM router, the encapsulated tree information is appropriately-
partitioned and the new packet(s) are transmitted onto the downstream links. 
DSMCast differs from Small Group Multicast in several key areas. First, DSMCast pro­
vides transparent support for traditional IP multicast across the DiffServ domain. Whereas 
SGM requires support at the source, DSMCast already works within the existing IP multi­
cast architecture. Second, DSMCast core routers are significantly less complex than SGM-
enabled routers. Under DSMCast, no modifications are made to packet length (except for 
encapsulation-based tunneling) thus requiring core routers to only replicate DSMCast packets 
and make only minor changes to the contents of the packets. In contrast, the SGM header 
changes at each router due to partitioning according to the addresses encapsulated within the 
packet. Although partitioning may reduce the downstream bandwidth, it adds a significant 
computation cost since SGM routers must partition and modify the size and contents of both 
the SGM and IP headers of packets. 
Third, the DSMCast architecture takes special advantage of the underlying DiffServ ar­
chitecture in order to provide both group size and group addresses (unique multicast IDs) 
scalability. Whereas SGM encapsulates the entire end-to-end multicast tree, DSMCast encap­
sulates only the multicast tree for a given DS domain. Thus, the use of SGM is limited to 
small groups since the IP addresses of all receivers must be included in the SGM header. In 
contrast, DSMCast is only restricted by the number of core routers in a multicast tree in a sin­
gle DS domain, not by the end-to-end multicast tree nor by the number of receivers. Thus, the 
scalability of DSMCast is dependent upon the size of the domain, not the size of the multicast 
group which allows DSMCast to serve both large and small groups. 
3.4.4 Enhancements to DSMCast 
Although DSMCast is targeted towards multicasting, the use of DSMCast can have signif­
icant impacts in other areas including QoS management, unicast QoS, and fault detection. 
52 
3.4.4.1 QoS Management 
To start, the Bid-Request/Bid-Probe messages can be adopted for more than simply de­
termining the appropriate PHB for the egress router for multicasting. The Bid-Request and 
Bid-Probe sequence can be used for adaptively meeting the QoS for unicast aggregations of 
traffic as well. Bid-Probe messages can be sent periodically to other edge routers, regardless of 
whether or not the Bid-Probe message was solicited or not. Edge routers could then use the in­
formation provided by the Bid-Probe messages to dynamically adapt their shaping/policing or 
even routing patterns of incoming packets. This approach allows edge routers to be proactive 
towards QoS rather than waiting for a QoS violation to occur and reacting to the violation. 
3.4.4.2 Unicast QoS 
The introduction of heterogeneous QoS for multicasting poses an interesting question: 
would heterogeneous QoS be useful for unicast connections? For instance, would it make 
sense to offer a near-EF (Expedited Forwarding) service instead of absolute AF or absolute 
EF services? 
Suppose that a customer wants better QoS than the AF2x service the company is currently 
using. Rather than upgrading the traffic to AFlx. selected hops/links could be upgraded to 
AFlx. An example of such a case would be the traffic receiving AFlx-AF2x-AF2x-AFlx 
treatment instead of strictly AFlx or AF2x. A service provider would be able to offer a 
gradient of QoS rather than absolute QoS from edge-to-edge. For underlying schedulers such 
as relative DiffServ [87]. the ability to adaptively manage PHBs over different links in the core 
offers even greater benefit. 
The DSMCast architecture can be adapted for unicast connections by placing only the route 
to only one egress node in the TEH. Although such a scheme would offer greater flexibility, the 
cost would not be insignificant. The implications of variable QoS for unicast connections has 
the potential for dramatic implications in DiffServ- and is an open topic for future research. 
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3.4.4.3 Fault Detection 
The final aspect where DSMCast can offer additional benefit is in the area of fault detection. 
Although the route-pinned nature of DSMCast makes DSMCast slower to react to faults due to 
delays in network updates, the route-pinned nature of DSMCast allows edge routers to verify 
the health of link and routers themselves. Rather than relying on CPU intensive link state 
messages, the edge routers can assist the link state protocol while monitoring the QoS of the 
network. Chapter 6 discusses this aspect in significantly greater detail. 
3.5 Theoretical and Simulation Studies 
In this section, the performance of DSMCast is analyzed for both theoretical as well as 
simulated performance. In the theoretical analysis. DSMCast is examined for its overhead ver­
sus the edge-based approach, the state-based approach, and other factors such as network size 
and fragmentation. The simulation studies examine the performance of DSMCast versus the 
other two approaches (state-based and edge-based) regarding a variety of parameters including 
group size, packet size, receiver heterogeneity, and group dynamics. 
3.5.1 Theoretical Studies 
3.5.1.1 Examining the Cost of State in the Core 
As mentioned earlier, the primary benefit of DSMCast is that it reduces the cost of multicast 
state information to make multicasting more scalable. The justification for the additional 
overhead of DSMCast is that the cost of maintaining state information is greater than the cost 
of the additional bandwidth imposed by the stateless approach. Formally, this relationship can 
be summarized as follows: 
Coststate[TE "T 7c] + C'osfgH'[(%E — 1 -r Te) X P5] > 
C o s t s t a t e [ T E \  +  C o s t b h - [ ( T ' e  —  1  +  T c ) ( P s  - r  O H ) ]  
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where TE is the number of edge nodes in the tree, Tc is the number of core nodes in the tree, 
Ps is the size of packet, OH is the per-packet overhead introduced by stateless core routing. 
Cost state D is a function denoting the cost of state, and CostewW is a function denoting the 
cost of bandwidth. The equation can be reduced as follows: 
Coststate\Tc\ > CostBw[(TE — 1 + Tc) x OH]  
which essentially states that the cost of the state information in the core is greater than the 
per-packet overhead introduced on the entire multicast tree for the domain. This is a valid 
assumption for several reasons. First, the cost of bandwidth has dramatically decreased over 
the last few years and new advances are continually increasing the bandwidth available [38]. 
Second and most importantly, although multicast may or may not make up a large portion of 
traffic, the number of unique multicast groups (especially with SSM) will explode dramatically. 
Although a router may be able to manage the impact of millions of entries in the routing table, 
the management of the complex per-group state information (timers/etc.) will simply not be 
scalable. Thus, support for a stateless core is critical to the successful deployment and wide 
scale acceptance of multicasting beyond MBone [47]. 
3.5.1.2 Overhead of DSMCast 
The overhead of the DSMCast TEH is dependent upon the number of non-leaf routers in 
the domain that are on the multicast tree. For each router where replication takes place, an 
entry will be present in the TEH. The cost of the TEH can be summarized below: 
Cost = NumEntries -h Options -i- k* EntrySize 
where NumEntries is the field giving the number of entries in the TEH ( 1 byte). Options is 
the options field (1 byte), k is the number of entries, and EntrySize is the size of each entry. 
The cost of each entry is given below: 
„ rID -+- Rep + Rep * SizeQoS^ EntrySize = f —- —] 
8 
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where ID is the size of the unique ID (8 or 16 bits), Rep is the maximum number of interfaces 
on any node in the domain (5 or 6 bits), and SizeQoS is the size of the QoS transformation field 
(2 or 3 bits). In addition, each entry is forced to byte boundaries to ensure ease of hardware 
support. The 5/2 {Rep = 5,SizeQoS — 2) and 6/3 settings deliver sizes of 23 bits (rounded 
up to 3 bytes) and 32 bits (4 bytes) respectively. 
3.5.1.3 Tradeoff versus the edge-based approach 
In order for DSMCast to offer a significant benefit, it must offer a better performance 
than the simplest edge-based approach, ingress-branching. The ingress-branching solution 
allows only the ingress node to replicate packets and then such packets are tunneled to the 
appropriate egress routers. Although less efficient than DSMCast, this scheme satisfies the 
three conflicts between DiffServ and multicasting. In fact, the scheme on a global scale can 
still offer performance benefits as tree-wise aggregation still occurs at the edge of the domain. 
Thus, DSMCast must justify its additional complexity by offering a significant savings over 
this simple scheme. 
In short, DSMCast offers performance a performance improvement when shared links occur 
in the multicast tree. A shared link occurs when more than one egress point shares a branch 
of the multicast tree (see Figure 3.9). The number of shared links at a given node (x) in the 
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multicast tree can be defined as: 
c 
SLX = ^ 2 
i=0 
where C is the total number of children at the node and SLi is the number of shared links 
at each node in the multicast tree. The total number of shared links at a given node is the 
aggregation of all of the shared links of its children. With each shared link. DSMCast saves 
the cost of an entire packet transmission versus the separate tunnels of the ingress-branching 
approach. However, whereas the ingress-branching approach incurs only a relatively small 
penalty for the tunneling overhead, the DSMCast overhead is significantly greater. The cost 
of the ingress-onlv approach can be summarized below: 
R 
COSt[ngreS!j = ^ * D{Eln g r e S S ,  EX) * {Ps "I" T )  
x=0 
where R is the number of egress points (receivers), D{Eingress. Ex) is the distance (in hops) 
between E[ngress and Ex. Ps is the size of the packet, and T is the cost of tunneling. For the 
same tree, the cost of DSMCast is as follows: 
Cost DSMCast = (Ar — 1) * {Ps -rTEH) 
where N is the total number of nodes in the tree. PS is the size of the packet, and TEH is the 
size of the DSMCast Tree Encapsulation Header. The tradeoff between the two approaches 
can be captured by the number of shared links. The number of shared links is simply the total 
hops required by the ingress-branching approach minus the total links in the tree. The number 
of shared links is captured below: 
R A" 
53 D(E[NGRESS. EX) - (:Y - 1) = SLI 
r=0 i=0 
Hence, the tradeoff at which DSMCast offers a benefit can be captured as the following: 
X 
{N - 1 ){PS + T) + ^ 2SLiX {Ps + T) > (iV - 1 ){PS + TEH) 
:=0 
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where TEH is the size of the of DSMCast header (dependent upon the size of the tree), and 
T is the cost of tunneling (Minimal Encapsulation - 12 bytes [64]). The equation informally 
states that when the number of shared links is sufficient, the packet will be replicated enough 
additional times in the ingress-branching case to offset the cost of the Tree Encapsulation 
Header on the entirety of the multicast tree. 
Figures 3.10(a) and 3.10(b) plot the tradeoff at which DSMCcist offers a benefit versus 
ingress-branching. In both graphs, it is assumed that 50% of the edge nodes are part of the 
tree and that 50% of the core nodes are part of the tree as well. Although the tradeoff of 470 
bytes may seem high for the network of 96 nodes (64 core -r 32 edge nodes) and 12 shared 
links, consider the relatively low numbers of shared links that were plotted. For even the small 
example listed in Figure 3.9. there were already 3 shared links present for only 3 receivers. In 
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fact, the simulation studies in the next section frequently found shared links equal or greater 
than those plotted here 
Figure 3.11 shows another example of calculating the number of shared links. With only 5 
receivers, a fairly small network was able to achieve 7 shared links, thus making the necessary 
shared link tradeoff fairly easy to achieve. The figure also introduces an additional benefit 
of DSMCast versus ingress-branching. With DSMCast, a significant amount of congestion is 
relieved at upstream nodes near the ingress. Note that the impact of DSMCast on each link 
is constant whereas the impact of ingress-branching varies considerably depending upon the 
distance from the ingress router. However, despite the fact the oftentimes DSMCast should 
offer a better performance versus ingress-branching, there may be cases when DSMCast does 
not offer the best performance. In such a case, DSMCast will then switch to ingress-branching 
to optimize the bandwidth consumed but still maintain the benefits of core statelessness. 
3.5.1.4 Tradeoff versus state-based 
Figures 3.12(a) and 3.12(b) show the overhead of DSMCast normalized to the performance 
of traditional IP multicast (state-based approach) on two different network sizes. Once DSM­
Cast passes a sufficient packet size, the costs of DSMCast become negligible. In fact, without 
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Figure 3.12 Normalized overhead versus state-based for DSMCast with (a) 
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variable QoS enabled, the costs of DSMCast is reduced even further to the point where the 
overhead introduced by DSMCast would be less than the performance penalty of enabling 
state-based IP multicast on many multicast routers. 
3.5.1.5 Effect of Fragmentation 
One of the undesirable side effects of DSMCast is the potential for additional packet frag­
mentation. If the DSMCast TEH causes the packet size to exceed the MTU (Maximum Trans­
mission Unit) of the network, the packet must be fragmented into two separate packets. As a 
result, the newly fragmented packet would incur the additional bandwidth overhead of a new 
IP header and an additional DSMCast TEH as well as additional processing at both the ingress 
router as well as the final receiver. In addition, the chance of losing the packet increases due 
to the fact that the loss of either fragment would cause the entire packet to be lost. The cost 
of DSMCast with fragmentation is specified below: 
Cost DSMCast = (Ar - 1)(^ + TEH) + (;V - 1)(^ + TEH +  IP)  
Figures 3.13(a) and 3.13(b) show the effects of fragmentation on the normalized overhead 
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of DSMCast. The MTU of Ethernet of 1500 bytes is used with the same parameters as Figure 
3.12. 
3.6 Simulation Studies 
The performance of DSMCast versus other solutions was analyzed through extensive sim­
ulation studies. The simulation studies were conducted using the ns-2 simulator [90] and the 
GenMCast extension for multicasting [91]. The performance of DSMCast was compared to 
the performance of the ingress-branching solution and a generic version of PIM-SM [69]. The 
parameters for the simulations were as follows: 
• The network topology consisted of 32 core nodes connected with an average node degree 
of 3. 16 edge routers connected by at least one core router in between two edge routers. 
NSFNet was also used as a realistic topology for comparison [92]. 
• Each edge router was the source for two SSM multicast groups (32 total groups). 
• Each multicast group produced CBR traffic with an exponentially distributed packet size 
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Table 3.3 DSMCast ns parameter list 
Parameter Value(s) 
Link Bandwidth/Delay 1.0 Gb/s, 5 ms 
PHBs 
Uniform 
Non-Uniform 
AFxy (x=1..3,y=1..4) 
x(25%,25%,25%,25%),y(33%.33%,33%) 
( 10%, 10%,40%,40%), ( 10% ,30% .60% ) 
and packet inter-arrival time. Unless otherwise noted, the mean for the values were 400 
bytes and 100 ms. 
• The starting number of egress points for each simulation was 160 egress points (average 
group density of ^ = 5 egress points) with the egress points randomly distributed 
between the various groups. 
• The events that constitute group dynamics (join/leave) were uniformly distributed with 
a mean inter-event time ranging from 150 ms to 250 ms. The probability for a join or 
leave was 0.5 for each. 
• The network was assumed to have sufficient buffer space and bandwidth such that packet 
dropping does not occur. This is done to ensure an adequate comparison between the 
various solutions without bias by packet drops. 
• Additional parameters are summarized in Table 3.3. 
The simulations were conducted for a single domain scenario of varying random network 
topologies and varying QoS distributions (uniform and non-uniform). The models were evalu­
ated on basis of the normalized cost versus the state-based approach (PIM). The normalized 
overhead gives an indication of the relative bandwidth cost of the model in a loss-free network. 
For example, an overhead of 1.2 denotes that an algorithm requires 20% extra bandwidth. For 
each of the figures, the following values are graphed: 
• PIM-SM: A generic version of PIM-SM is used as a benchmark for the simulations. The 
results of the simulations are normalized to the cost of PIM-SM. 
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Figure 3.14 Effect of packet size on overhead - uniform distribution - nor­
malized - (a) Random network (b) NSFNet 
• Ingress-branching: The ingress-branching approach only replicates packets at the ingress 
of the domain. Packets are then tunneled across the domain using Minimal Encapsulation 
• DSMCast-All: The DSMCast-only version relies exclusively on DSMCast regardless of 
packet size. Hence, if the packet size is too low, the performance may be worse than the 
ingress-branching solution. 
• DSMCast-Adaptive: The DSMCast-adaptive version alternates between either DSMCast 
or ingress-branching depending upon the optimal solution. At the worst case, the per­
formance of this solution should be the same as the ingress-branching solution. 
3.6.1 Effect of Packet Size 
Figure 3.14 shows the performance of the three schemes as the mean packet size is varied 
from 100 to 850 bytes. As the average packet size increases, the overhead of DSMCast decreases 
due to the fact that the overhead of DSMCast becomes a smaller percentage of the overall 
packet size. This assertion is supported by the results shown in Figure 3.15. Figure 3.15 shows 
[64] 
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Figure 3.15 Effect of packet size on DSMCast adaptive selection - uniform 
distribution - normalized - (a) Random network (b) NSFNet 
the selection choices of the adaptive DSMCast model. As the packet size increases, the tradeoff 
point of DSMCast falls, thus causing the adaptive algorithm to choose DSMCast more than 
separately unicasting the packets (ingress tunneling). In fact, even at a relatively low average 
packet size (100 bytes), the tradeoff for DSMCast is sufficiently small enough to justify over 
80% of the packets being sent by DSMCast. Furthermore, the multimedia nature of most 
group-based QoS applications typically have packet sizes well beyond those simulated, thus 
reducing the encapsulation overhead to well below 15% more than the state-based approach. 
3.6.2 Effect of Group Size 
Figure 3.16 examines the performance of DSMCast further as the number of egress points is 
varied. An increase in the number of egress points implies that additional downstream receivers 
wish to subscribe to the multicast group. The number of egress points are kept fairly sparse, 
ranging from less than 25% of the total egress points (average 3 egress points per group) to 
50% of the total egress points (average 8 egress points per group). Whereas the overhead of 
DSMCast does rise, it can be directly attributed to the additional links that are present in the 
tree. 
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Figure 3.18 Effect of group size on DSMCast adaptive selection - uniform 
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Figure 3.17 breaks down the cost of the per-packet overhead for both the ingress-branching 
(fixed tunnel cost [64]) and DSMCast. The percentage represents the overhead as a percentage 
of the data packet size used by PIM. Due to the nature of the random network, each additional 
egress point may potentially increase the number of core nodes in the tree, hence increasing 
the size of the DSMCast TEH. For a sparse network such as NSFNet. the increase in egress 
points barely affects the overhead of DSMCast. 
In contrast, the introduction of additional egress points does offer several benefits to DSM­
Cast versus ingress-branching. As the number of egress points increases, the chance for ad­
ditional shared links increases as well, thus driving down the tradeoff for when DSMCast 
becomes practical. Figure 3.18 plots the increase in shared links as the number of egress 
points increases. The number of shared links increases faster than the number of egress points 
as a single egress point will typically utilize several shared links. In fact, as the group density 
increases, shared links will increase at a faster rate due to the presence of other egress points 
already being on the multicast tree. The increase in shared links produces a noticeable effect 
on the adaptive DSMCast model as the additional shared links reduce the tradeoff and hence, 
cause the adaptive model to select DSMCast more frequently (see Figure 3.19). 
66 
Unic#st • 
DSMCast--—-.^it­
's 
I 
DSMCast 
(a) (b) 
Figure 3.19 Effect of group size on DSMCast adaptive selection - uniform 
distribution - normalized - (a) Random network (b) NSFNet 
DSMCast-Adaptive 
DSMCast-All 
Ingres» Branching 
3  4  5  6 T B  
Average Egress Points per Group 
f 6000 
$_ 
s. 
DSMCast-Adaptive 
DSMCast-All 
Ingress Branching 
TRTR=R « 
3  4  5  6 T B  
Average Egress Points per Group 
(a) (b) 
Figure 3.20 Effect of group size on the number of transmitted packets -
uniform distribution - normalized - (a) Random network (b) 
NSFNet 
67 
cam — 
Total ••• 
4 5 6 7 
Average Egress Points per Group 
(a) (b) 
Figure 3.21 Effect of group size on state cost - uniform distribution - nor­
malized - (a) Random network (b) NSFNet 
A second way to analyze the tradeoff between ingress-branching and DSMCast is to examine 
the number of packets transmitted onto the network. Whereas both DSMCast and PIM 
minimize the number of packets due to the nature of the multicast tree, the ingress-branching 
method introduces one packet per egress point. As a result, the number of packets dramatically 
increases versus DSMCast and PIM. Figure 3.20 plots the average number of multicast packets 
per second transmitted onto each link in the entire network. The number of packets employed 
by PIM is the same as the number of packets employed by the non-adaptive version of DSMCast 
(DSMCast-All). The increase in packets can be directly tied to the increase in shared links as 
show earlier in Figure 3.18. 
3.6.3 Overhead of the State-based Approach 
While the earlier figures showed the performance of DSMCast relative to PIM and tradi­
tional IP multicasting. Figure 3.21 and 3.22 examine the state cost associated with the previous 
simulations. Whereas the sparse core of NSFNet allows the number of edge nodes to close the 
gap versus the number of edge nodes, the random network does not offer the same benefit. 
However, in both network settings, the amount of state information in the network represents 
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Figure 3.22 Effect of group size on core state cost - uniform distribution 
normalized - (a) Random network (b) NSFNet 
over 50% of the total state information supported by the network. In fact, unless a size­
able amount of egress points are achieved in the group, the core state information is likely to 
dominate the memory/storage/maintenance requirements for multicast routers in the domain. 
3.6.4 Effect of Group Size - Non-Uniform PHBs 
Figure 3.23 plots the performance of the models as non-uniform traffic is applied. The 
performance versus the original uniform traffic model does not change as the size of DSMCast 
is dependent only upon the number of nodes in the tree, not the QoS requested by the egress 
points. Although cases may arise where the QoS transformation code may be insufficient 
to meet the needs of the requested QoS, the impact on the overhead of DSMCast would be 
negligible. 
3.7 Conclusions 
In this chapter, the DSMCast architecture was proposed and analyzed through both simu­
lation and theoretical studies. Despite the fact that DSMCast incurs per-packet overhead due 
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to the encapsulation header, it is able to operate reasonably within the cost of the state-based 
approach. In addition, DSMCast can offer the performance while dramatically reducing the 
state requirements of the network. Although DSMCast does need hardware acceleration to 
avoid impacting the router CPU. the performance benefits of multicasting and the reduction 
of state information more than offset the cost of the hardware. Unlike simply extending tra­
ditional IP multicasting. DSMCast satisfies the three conflicts between DiffServ multicasting 
while incurring a negligible overhead. Thus. DSMCast can offer a viable approach for DiffServ 
multicasting. 
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CHAPTER 4. EBM: STATELESSNESS THROUGH TUNNELING 
In this chapter, the second architecture for DiffServ multicasting, EBM (Edge-Based Mul­
ticasting) , is proposed. Similar to DSMCast, EBM reduces the DiffServ multicast problem 
to edge-to-edge transport across a single DiffServ domain. However. EBM employs an edge-
based approach that relies on standard IP routing and tunneling rather than route-pinning and 
hardware acceleration. The EBM architecture incorporates the concept of a Multicast Broker 
(MB) for group management and a novel algorithm for tree construction, the Edge Cluster 
Tree (ECT), that addresses the unique characteristics of heterogeneous QoS in the DiffServ 
multicasting environment. 
The chapter is organized as follows. First. Section 4.1 proposes the EBM architecture, the 
concept of a Multicast Broker (MB), the egress join/leave protocol, and a simple tree construc­
tion algorithm. Next, Section 4.2 describes the ECT algorithm and presents a detailed example 
of ECT operation. Then, Section 4.3 examines the benefits of the EBM architecture in greater 
detail and contrasts EBM versus existing solutions and DSMCast. Section 4.4 investigates 
the performance of EBM versus the state-based and encapsulation-based approaches through 
extensive simulation studies. Finally, Section 4.5 offers several concluding remarks regarding 
the EBM architecture. 
4.1 EBM (Edge-based Multicasting) Architecture 
The primary goal of the Edge-Based Multicasting (EBM) architecture is to provide a multi­
cast transport across a single DiffServ (DS) domain that addresses the three conflicts between 
DiffServ and multicasting. The first step is to apply the scalability principles of DiffServ to 
multicasting, i.e. push the state to the edge of the domain. The concept of edge-only in-
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telligence fits perfectly with the notion of a multicast transport service that allows the core 
routers to remain as simple, stateless routers. Figure 4.1 shows the EBM architecture and the 
principles of EBM are summarized below: 
• Stateless core: Core routers are multicast unaware and therefore do not maintain any 
multicast state information. 
• Tunneled packets: Packets are tunneled from edge to edge, thus reducing the multicast 
packet to a true unicast packet in the core. 
• Edge replication: Packets may only be replicated at edge routers. The replication in­
formation may be included in the packet (encapsulated tree) or maintained as state 
information at the edge router. 
• Multicast Broker: The Multicast Broker (MB) manages the egress join/leave requests 
and multicast trees for the DS domain or individual groups at an ingress router. In 
addition, the multicast broker manages QoS interactions for multicasting (security, re-
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source reservations, etc.). The MB may be a centralized (traditional IP multicast) or 
distributed (SSM) entity. 
4.1.1 EBM Multicast Transport 
In order to provide a multicast transport service, the edge router must provide two new 
functions, namely packet replication/tunneling and join/leave forwarding. Both functions are 
fairly straightforward and require only minimal changes to the edge router. 
For packet replication and tunneling functionality, an edge router must be able to recognize 
a multicast packet and appropriately replicate/tunnel the packet onto the domain. Multicast 
packets may arrive using a multicast destination address (originated outside the domain) or 
as a tunneled packet. When a multicast packet arrives at an edge router from outside the 
domain, the edge router will examine its state information (provided by interactions with the 
MB) and replicate/tunnel the packet via a modified Minimal Encapsulation header [64] to 
downstream egress points in the multicast domain. For packets arriving at the edge router 
that are tunneled with the modified Minimal Encapsulation header, the edge router may look 
either at its own state information or inside the packet (encapsulated tree) to determine how 
to replicate the packet. If the packet should be replicated to outside of the DS domain, the 
encapsulation header (if present) is stripped off and the original information replaced in the 
multicast packet. 
The second function of EBM, join/leave forwarding, involves the edge router acting as an 
attendant for inter-domain routing requests that require the intervention of the MB. For any 
join/leave request, the edge router must tunnel the request to the MB along with information 
about the QoS requested (PHB) and the address of the egress router requesting the multicast 
service. The MB processes the join/leave request and updates the appropriate edge routers 
with the new tree information. Thus, the edge router need not be concerned with the specifics 
of multicast routing, only the appropriate mechanisms for packet tunneling, replication, and 
forwarding to the MB. 
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4.1.2 EBM Multicast Broker (MB) 
In order to simplify group management, the EBM architecture incorporates the use of an 
entity known as the Multicast Broker (MB). The responsibilities of the MB include tree con­
struction, tree rearrangement, and security management. The MB may be either a centralized 
or distributed entity. If the MB is centralized, it is considered to be near (but separate) from 
the Bandwidth Broker (BB). For groups employing traditional IP multicast (*. G), a central­
ized MB for the domain is employed. However, for groups where the source is known such as 
SSM (S.G), the MB may either be centralized or distributed (present at the ingress router). 
Note that distributed does not refer to the computational load, rather only the locations where 
the different pieces of group information are kept for the domain. 
4.1.2.1 Centralized vs. Distributed MB 
The centralization of all multicast information offers several significant benefits. First, 
QoS negotiations for a tree are greatly simplified. Due to the distributed nature of routing 
in traditional IP multicasting, each router may need to negotiate resources individually [76]. 
In contrast, the MB can negotiate with the BB for the entire multicast tree in one exchange. 
Second, the centralized approach lends itself towards a more robust security scheme as well. 
In contrast to traditional IP multicasting, the centralized approach makes it easier to force 
security features (authentication/encryption) on all group dynamics (topology changes, etc.) 
and can also serve as a starting point for managing secure groups. 
Finally, and most importantly, the centralized architecture is ideal for tree construction and 
tree rearrangement [88]. Rather than acting on partial knowledge of the tree, a centralized 
architecture allows the MB to optimize the tree using more efficient centralized algorithms. In 
addition, the centralized architecture is best suited to consider the QoS impacts of tree changes 
(jitter, out-of-order delivery, etc.) when rearranging the domain multicast tree. 
The primary disadvantage to a centralized MB is that it becomes a single point of failure. 
This disadvantage may be offset by approaches such as hot-cold standby or a primary/backup. 
In addition, the centralized MB may introduce additional join/leave latency that would not be 
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present otherwise. The location of the MB may also introduce bandwidth bottlenecks if the 
volume of group dynamics (join/leave) is exceptionally high with a centralized MB. Unless the 
ingress routers cannot handle the complexities associated with tree construction, a centralized 
MB should be used for traditional IP multicast groups and a distributed MB (ingress routers 
acting as MBs for individual groups) should be used for source-specific groups. 
4.1.3 EBM Egress Join 
One of the most critical operations of multicasting is the egress (member) join operation. 
The egress join operation determines the QoS that the downstream members of the multicast 
group will receive. In EBM, a member is defined as an egress point (edge router) that wishes 
to receive packets for the multicast group. An egress point may have many other downstream 
domains or receivers. The maximum size of an EBM multicast group is bounded by the number 
of edge routers (potential egress points) and is independent of the number of receivers, hence 
reducing the practical size of the problem. 
The egress join operation can be summarized in three main steps: 
• Join - The inter-domain join request is received and forwarded to MB. 
• MB processing - The MB (ingress or centralized) locates the multicast group and calcu­
lates the new tree. 
• Graft - The MB grafts the new edge router onto the tree. 
Initial Join Request: The join process begins when an inter-domain join request reaches the 
edge of the DS domain. The request may be sent by any of the existing multicast protocols 
(SSM, IGMP, PIM) and would be intercepted by an edge router. Upon receiving a join request 
at an edge router EFL^EW- the request is forwarded to the MB for the group (known via 
configuration, discovery, or from the join request). In the event that MB of the group is the 
ingress router and the address of ingress router is not known, the packet is simply tunneled 
towards the source of the group and intercepted by the ingress router (the MB of the group). 
The request is forwarded to the MB using either a signaling PHB or other appropriate low 
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loss/reduced delay PHB. The EBM-Join-Request message includes the IP address of the new 
egress point (ERNEW), the requested PHB (if possible), and the information from the inter-
domain join request. 
MB Processing: Upon receiving an EBM-Join-Request message, the MB must first determine 
the status of the group in the DS domain. If the group already exists in the domain (has ingress 
or egress points), the MB does not need to search for the group. However, if the multicast group 
does not exist in the DS domain, the MB must locate the multicast group. For cases where the 
join request is using SSM or CBT (Core-Based Trees [93]) where a source address is included, 
the problem is vastly simplified as the location of the multicast group is easily identified. In 
other cases, the MB must search for the multicast group using a multicast inter-domain routing 
protocol such as MBGP [85] or MSDP [84]. 
The actual edge routers to which the new egress point (ERNEVV) can be grafted to is 
discussed in more detail in Section 4.2. A simple (but not optimal) solution is to graft the new 
egress point to the closest on-tree edge node (ERQRAFT) that satisfies the PHB precedence of 
the new egress point. The topology information for such a decision would be readily available 
from the underlying link state routing protocol (OSPF [80] or IS-IS [81]). 
Graft: After the MB has determined the appropriate grafting point; the MB will inform both 
the new egress point (ER^EW) and the upstream edge router (ERQRAFT) of the change in 
the multicast tree. If the tree is not being rearranged, only the two edge routers involved, the 
MB, and the BB (optional) need to know about the change in the multicast tree. The MB 
sends an EBM-Tree-Update message to the two edge routers that contains the ID of the new 
edge router (leaf), the ID of the parent edge router, the ID of the multicast group, and the 
PHB for the new branch. Both of the edge routers will update their replication information 
and future data transmissions to the group will now flow to the new egress point (ER,VEW)-
In the event that non-ingress edge routers do not keep replication state information (i.e. 
tree encapsulation), the MB will send the EBM-Tree-Update message to the ingress router 
rather than the grafting point. The advantage of employing tree encapsulation is that tree 
rearrangement can be conveyed via a single packet to the ingress router(s) rather than all 
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affected nodes. However, this approach is best suited for highly dynamic groups as there is an 
additional cost for all data packets due to the overhead of carrying edge replication informa­
tion. For single sourced multicast trees (such as SSM) and groups with high amounts of group 
dynamics, such an approach may be advantageous for faster tree optimization (tree rearrange­
ment, etc.). In addition, the use of encapsulation reduces the amount of state information that 
non-ingress edge routers must store/maintain. 
4.1.4 EBM Egress Leave 
When an edge router wishes to leave the multicast group, it sends an EBM-Leave-Request 
message to the MB. It is assumed that such a message will only be sent when the edge router 
has no additional downstream receivers (i.e. the last of its downstream receivers sends a prune 
or times out). The member leave operation is less critical from the user perspective as the user 
no longer desires service from the multicast group. However, from the perspective of a service 
provider, the quick execution of a member leave operation minimizes wasted resources. 
Similar to the join operation, the prune operation can be divided into three steps: 
• Inter-domain leave - The last downstream receiver leaves and the edge node (egress) 
requests to leave the group. 
• MB Processing - The MB examines the multicast tree and begins the prune process. 
e Prune - The MB prunes the appropriate edge routers from the multicast tree. 
Inter-domain leave: As with the join request, the leave request arrives at an edge router 
(EROLD)- Upon receiving a leave request, the edge router should only continue the leave if 
all of its downstream receivers have left the group. In such a case, the edge router sends an 
EBM-Leave-Request message to the MB. The message includes the edge router ID (EROLD), 
the multicast group ID. and the inter-domain leave information. 
MB Processing: The processing of the EBM-Leave-Request message is vastly simplified 
compared to the processing of the join request. Whereas the join request may involve inter-
domain routing to locate the multicast group, the multicast group already exists in the domain 
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when the EBM-Leave-Request is received. The simplest approach to the leave algorithm is to 
simply graft any downstream egress points to the upstream edge router of EROLD• If the 
EROLD is a leaf (no downstream egress points), the link is simply pruned. 
Prune: Once the MB has determined how to update the multicast tree, it sends an EBM-
Tree-Update message to the modified upstream point (s) and an acknowledgement to the pruned 
node (EROLD)- In the event that tree encapsulation is employed, only the ingress router(s) 
and the pruned router need to be notified. 
4.2 Edge-Clustered Trees (ECT) 
The construction of multicast trees in an environment such as DiffServ is governed by 
several constraints that must/should be obeyed. These constraints include: 
• PHB priority: An egress point with a higher priority PHB must not sit downstream 
from an egress point with a lower PHB. For example, a packet cannot be tunneled to a 
BE (Best Effort) egress point with the BE PHB and then tunneled to an EF (Expedited 
Forwarding [10]) egress point using the EF PHB. 
• PHB promotion: Conversely, an egress point with a lower priority PHB should not receive 
a higher priority PHB for its packets than requested. For example, a packet should not 
be tunneled to an AF (Assured Forwarding [11]) egress point with the EF PHB and then 
tunneled to an EF egress point with the EF PHB. 
• Minimal hop count: Packets should be delivered with the minimal hop count possible 
since no shaping/scheduling is done to balance the cost of additional hops (i.e. shorter 
path is better than a longer path). 
Because of these constraints, traditional multicast tree construction algorithms such as 
KMB [82] and others cannot be applied to the problem directly. Although it is possible to 
model the problem as a Steiner tree problem, such a subject is a topic for future research. Since 
existing algorithms are not sufficient for addressing such constraints, a novel approach called 
the Edge Clustered Tree (ECT) was developed for constructing trees in such an environment. 
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4.2.1 ECT Algorithm 
The premise of the ECT algorithm is fairly simple, cluster similarly QoS-classed egress 
points together in an effort to balance the cost of the tree versus the additional hops required 
for edge-based branching. The ingress node tunnels the packets to clusters that then tunnel 
the packets to the egress points in their clusters and other downstream clusters. The ECT 
algorithm itself can be broken into two key phases, cluster construction and cluster linkage. 
4.2.2 Cluster Construction 
In the first phase, a cluster is constructed centered on each egress point of the multicast 
group (see Figure 4.2). A cluster consists of all other egress points within H hops of an edge 
router (Ex) whose PHBs can be satisfied by the PHB used for packets sent to E\1 • The cost 
of the cluster consists of the costs of tunneling to the nodes in the cluster (from Ex to the 
c l u s t e r  n o d e s )  a n d  t h e  c o s t  o f  t h e  t u n n e l  f r o m  t h e  i n g r e s s  r o u t e r  t o  E x -  T h e  m e t r i c  M ( E x )  
for evaluating a cluster centered at node Ex is defined as: 
,_ P(Je-£.v) + £iS'g(gAr,C.v..) 
1 
-
x) ic^j 
where D ( X ,  Y )  is the number of hops between X and Y . I c  is the ingress router for the group 
(single source), \Cx\ is the number of nodes within H hops that are satisfied by Ex's PHB. 
and Cx.i is the z'th node in the cluster centered around Ex- A lower value of M(Ex) denotes 
that the average cost of servicing the nodes in a cluster is lower as well. The ingress node is a 
special cluster/node whose PHB satisfies any egress point. 
4.2.3 Cluster Linkage 
In the next phase, the clusters are linked together via tunnels to connect the multicast 
distribution tree for the domain (see Figure 4.3). The algorithm proceeds by connecting the 
best cluster according to the metric. In the first iteration, only the ingress cluster may be 
lThe precedence of various PHBs is a topic beyond the scope of this paper. VVe assume that rules to govern 
such precedence exist in the MB. 
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Figure 4.2 Cluster construction algorithm 
tunneled from (although its cluster may not be selected). Once a cluster is selected, the 
cluster becomes available as a candidate for future clusters to be tunneled from provided that 
the PHB priority is still satisfied. Ties are resolved by connecting the highest PHB first in 
order to maximize the chances that other clusters may be tunneled from that cluster. 
When a cluster is selected, all of the nodes inside of the cluster are removed from consider­
ation as members of other clusters. The metric of the remaining clusters is recomputed based 
on the new cluster membership and the potential new grafting points of previously selected 
clusters (cluster centers only). An additional constraint may be imposed, cluster depth D, 
such that a cluster may not be more than D tunnels away from the ingress point, thus capping 
the maximum tunnels to an egress point at D -b 1 tunnels (tunnels to cluster-Runnel from 
cluster). 
4.2.4 ECT Example 
Figure 4.4 shows an example of the ECT algorithm with H = 2. In the figure, only paths 
between edge nodes that are egress points (members) of the group are shown. Each link label 
denotes the hop count between the nodes. 
• Step 1: The clusters around each node are constructed considering all egress points when 
H = 2. For the cluster centered on iVl. it finds two nodes within 2 hops whose PHB is 
still satisfied by its PHB (AF10). Conversely for NO. although it can find N1 within 2 
hops, it cannot offer service (BE < AF10). The figure shows a total of 6 clusters. 
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• Step 2a: The best cluster is linked to the tree. In this case, the ingress point (/) is the 
best cluster. 
• Step 2b: The next best cluster is centered on N1. The cluster is linked to the tree via 
the ingress point and the nodes within ATI's cluster (NO and N2) are removed from all 
other clusters. The remaining clusters (N3, N4) check to see if N1 is closer than the 
ingress point. 
• Step 2c: The next best cluster is centered on AT4. The cluster is linked to the tree via 
the ingress point and node N3 is removed from the remaining cluster. 
After Step 2c, the tree is constructed covering all the egress points for the multicast group 
and satisfying the PHB priority rules. The net cost of the ECT is 12, significantly lower than 
the other stateless option of ingress-only unicasting at a cost of 22. The tree constructed by 
the simple EBM algorithm (mentioned earlier) would depend upon the join order of the egress 
points. 
4.2.5 Cost of EBM 
The running time of the ECT algorithm is fairly easy to calculate. For the cluster con­
struction phase, the running time is directly dependent upon the number of edge nodes in the 
network. With N edge nodes present, the algorithm will take 0(N2) time to complete. At 
worst case, all other nodes can be found within H hops, thus requiring N — 1 PHB comparisons 
for cluster construction. Since N clusters are originally constructed, the cluster construction 
phase will take N x AT or 0{N2) time. 
For the cluster linkage phase, the worst case input occurs when N clusters are given to 
the algorithm. In this case, none of the nodes can be sub-clusters (tunneled from) of other 
clusters. Thus, N steps must be applied to link all of the clusters with each new step scanning 
all previously added clusters (worst case Ar at the last cluster) and also notifying all other 
clusters of the members contained in the cluster (worst case N — 1 at the first cluster). Thus, 
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the algorithm will be run N times with N possible comparisons/computations per step resulting 
in a 0(N2) worst case run time. 
4.3 Analyzing the Benefits of EBM 
4.3.1 Comparing MBone and EBM 
The closest work to the EBM architecture is the original MBone architecture. The EBM 
architecture differs from MBone in several key respects. First, this solution is specifically 
geared towards the DiffServ architecture and towards providing a transport functionality only. 
Whereas MBone is interested in end-to-end service, EBM focuses solely on the unique aspects 
of transport across the DS domain. Second, due to the close coupling of EBM with DiffServ, 
EBM allows for unique functionality that cannot be offered with MBone. For example, rather 
than relying on other ISPs as would occur with MBone. a single ISP using EBM can force 
authentication for all multicast routing updates in the domain and manage the QoS impacts 
via the MB. Although EBM at its lowest level can essentially be thought of a specialized 
topology of MBone, it is the coupling of the MB, the uniqueness of the DiffServ topology, and 
the ECT algorithm that offer EBM its true distinction versus MBone. 
4.3.2 Multicast Deployment, Performance, Security, and Management 
Although multicasting support has been deployed in many routers in the global Internet, 
to date only a select group of routers are actually can be used for multicasting. The EBM 
approach can help expedite the deployment and adoption of multicasting in the general Internet 
due to several factors. First, such a scheme is highly appealing to a service provider and also 
for multicast deployment in general. From the perspective of the service provider, the protocol 
independence allows the provider to offer multicast without depending upon one's neighbors 
for end-to-end deployment or tunneling. Consequently, such an approach benefits multicast 
in general as EBM provides the critical puzzle piece that will interoperate between different 
multicast protocols. As long as appropriate translation is done at the MB or edge router, 
multiple multicast protocols can operate together without even knowing the other protocol 
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exists. In addition, EBM relies on existing IP routing protocols and requires only minimal 
changes to edge routers. EBM migrates most of the complexities of multicasting to the MB. 
thus simplifying multicast deployment even further. 
Second, the EBM architecture overcomes the standard performance penalties of traditional 
IP multicasting. Since multicast packets are treated exactly the same as unicast packets and 
incur zero additional processing or state overhead, core routers can remain entirely multicast-
unaware. Thus, the classification and routing functionality of the core routers do not need to 
change, a potentially significant savings in cost since the complexity of multicast is eliminated. 
In addition to the reduced processor load, the complete elimination of multicast from the core 
increases the scalability of the core routers dramatically. 
Third, security can be inherently included in the EBM architecture from the beginning. 
The transport approach of EBM allows the security to be applied on a domain-wise basis 
rather than an end-to-end basis, thus dramatically reducing the scale of the problem. Without 
modification, the multicast-everywhere approach of traditional IP multicasting has the poten­
tial to be the ultimate in Denial of Service (DoS) attacks due to the fact that no policing 
occurs in traditional IP multicasting. However, in the EBM architecture, the inputs to the 
multicast group can be policed (at the edge routers) and the multicast operations themselves 
(graft, prune) can be securely protected. Since core routers are multicast unaware, only uni­
cast packets could be sent and thus, no additional replication could occur. In the worst case, a 
malicious attacker could compromise the edge router itself, thus being free to replicate packets 
as necessary. However, in such a case, the entire integrity of the DiffServ network would be 
compromised, a much more serious problem than simply multicasting. 
Fourth, the EBM architecture lends itself well to multicast resource and traffic management. 
In addition to being able to police and manage traffic at the edge of the network (prevent 
malicious or non-conforming traffic), the entire impact of a multicast tree is known and available 
at the MB. As a result, EBM is able to efficiently manage the impact of multicasting on the 
network. For any network that must provide a wide range of QoS, such management is essential. 
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4.4 Simulation Studies 
In order to evaluate the performance of the EBM architecture, several extensions to the 
ns-2 simulator [90] for EBM, DSMCast, ingress-branching, and PIM-SM [68] were developed. 
These modules were developed using the GenMCast (Generalized MultiCast) extensions for 
ns-2 [91]. For the simulations, the performance of the following models were evaluated: 
• Ingress-branching - Packets are tunneled out from the ingress node to all egress points 
in the DS domain. Replication is done only at the ingress node. 
• EBM - The EBM model is studied using two variations, the simple algorithm (outlined 
in Section 4.1) and ECT. 
• DSMCast - The adaptive DSMCast model [74] is studied that selects either DSMCast or 
ingress-only branching depending upon which is the least cost approach. 
• PIM-SM - Although the state-based approach of traditional IP multicasting is not scal­
able, the PIM-SM protocol provides an excellent baseline for evaluating the relative 
overhead of the algorithms versus the best possible case for performance. 
The simulations were conducted for a single domain scenario of varying random network 
topologies and varying QoS distributions (uniform and non-uniform). The models were eval­
uated on three performance metrics, the average bandwidth consumed per link, the average 
number of hops, and the average number of tunnels to an egress point. The average bandwidth 
consumed per link gives an indication of the relative impact of multicast traffic on each link 
provided that no multicast packets are dropped. The average hops and average tunnels metrics 
demonstrate the additional impact of tunneling that occurs since packets may take a longer 
route to reach edge nodes versus ingress-only tunneling. The parameters for the simulations 
were as follows: 
• The network topology consisted of 32 core nodes connected with an average node degree 
of 3. 16 edge routers connected by at least one core router in between two edge routers. 
NSFNet was also used as a realistic topology for comparison [92]. 
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Table 4.1 EBM ns parameter list 
Parameter Value(s) 
Link Bandwidth/Delay 1.0 Gb/s. 5 ms 
PHBs 
Uniform 
Non-Uniform 
AFxy (x=1..3,y=1..4) 
x(25%,25%,25%,25%),y(33%,33%,33%) 
x(10%,10%,40%,40%),y(10%,30%.60%) 
Each edge router was the source for two SSM multicast groups (32 total groups). 
Each multicast group produced CBR traffic with an exponentially distributed packet size 
and packet inter-arrival time. Unless otherwise noted, the mean for the values were 400 
bytes and 100 ms. 
The starting number of egress points for each simulation was 160 egress points (average 
group density of ^ = 5 egress points) with the egress points randomly distributed 
between the various groups. 
The events that constitute group dynamics (join/leave) were uniformly distributed with 
a mean inter-event time ranging from 150 ms to 250 ms. The probability for a join or 
leave was 0.5 for each. 
Packets in EBM use the state-based approach whereby per-group state information for 
replication is kept at edge routers. 
The settings for ECT were H = 3 and D = 2. 
The network was assumed to have sufficient buffer space and bandwidth such that packet 
dropping due to buffer overflows does not occur. This is done to ensure an adequate 
comparison of the overhead of EBM. 
Additional parameters are summarized in Table 4.1. 
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4.4.1 Effect of Group Density 
In Figure 4.5, the impact of the group size (egress points) on the performance of the various 
approaches is shown. In order to better study the additional overhead of core statelessness, the 
results are as a ratio to the cost of traditional IP multicasting (PIM-SM). DSMCast follows 
traditional IP multicasting the closest as it uses an actual multicast tree embedded inside 
the packet, thus achieving much of the benefit of the multicast tree. Next, the two EBM 
approaches follow with ECT offering a marginal improvement in both cases. As will be seen 
later, the difference in performance is due to the fact that the performance parameters of ECT 
are properly tuned. 
Figures 4.6 and 4.7 examine the effects of group size on EBM in more detail. Figure 4.6 
offers additional insight as to why EBM performs worse than DSMCast. Whereas DSMCast 
manages to keep its hop count fairly constant in both the random topology and NSFNet with 
increasing egress points, EBM suffers from an increase of average hop count. Due to the fact 
that EBM does not replicate in the core, each additional egress point will increase the average 
hop count due to the fact that the hop count to reach an individual node is cumulative from 
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the previous tunnels rather than being directly sent from the ingress. The same observations 
can be gathered from Figure 4.7 where an increase the average tunnel count is correlated with 
an increase in the average hop count. 
For the case of ECT. an increase in hop count implies that ECT is functioning better. When 
the hop count is increased, it implies that ECT is appropriately locating clusters and tunneling 
from those clusters. However, when ECT is not tunneling from clusters, its performance 
degrades to closer to that of ingress-branching, thus offering a performance worse than that of 
the simple algorithm. The findings in Figure 4.8 only accentuate the performance metrics of 
the two EBM models. When ECT is operating properly, the clusters offer a better cost than 
simply joining the closest node as with the simple case. 
4.4.2 Effect of Packet Size 
Figure 4.9 examines the effect of average packet size on the performance of EBM. Unlike 
DSMCast whose overhead decreases significantly with increased packet size, the decrease in 
overhead of EBM follows the ingress-branching approach much more closely. Since EBM does 
not allow for core-based replication, the increase in packet size only emphasizes the additional 
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hops that packets must take on the network. In addition, the increase in packet size further 
differentiates the performance differences between the simple join algorithm of EBM and EBM 
using ECT. 
4.4.3 Effect of Group Size - Non-Uniform PHBs 
Figure 4.10 plots the performance of the various models as a non-uniform traffic model is 
applied while the group size is varied. Although the effect is not noticeable on the graphs, 
the change of distribution of egress PHBs has a small impact on the performance of EBM 
(less than 1%). As a result, the effect of the various ECT parameters is only analyzed in the 
presence of a uniform egress PHB distribution. 
4.4.4 Effect of ECT Parameters 
4.4.4.1 Effect of H (hops) setting 
Figure 4.11 examines the impact of the H (hops) setting on the performance of the ECT 
algorithm with the performance of DSMCast. the simple EBM algorithm, and ingress-only 
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branching included as a baseline. As the number of hops increases, we notice a decrease in the 
cost of the trees constructed by ECT. When H = 0 or H — 1, the algorithm performs similar 
to the simple EBM algorithm since only selected clusters can allow intermediate tunneling. 
With an increase in H. the cluster algorithm is able to find more nodes within reach and hence 
reduce the overall cost of the distribution tree. However, beyond a certain point {H = 3). the 
ECT algorithm begins to perform worse. At this point, the clusters begin to contain too many 
nodes and nodes are absorbed that would be better optimized by being in separate clusters. 
Once H passes the maximum width of the random network H = 6, nearly all nodes are within 
range of one another. 
The effect of the ECT hops setting goes beyond the cost of the multicast tree. Figure 
4.12 shows the tunneling impact on groups of AF (Assured Forwarding) classes by the hops 
setting (AFlx = AF10, AFll. AF12). At the point where the average number of tunnels for all 
classes is maximized (H = 3). the best performance (see Figure 4.11) is also achieved as well. 
Once the threshold of H = 3 is passed, the clusters contain too many nodes as is evidenced 
by the lower average tunneling value. In fact, even the lower classed AF PHBs dramatically 
lower their average tunneling value and begin to converge together. In actuality, it is when the 
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opposite effect (increased average tunneling between nodes) is seen, a more efficient multicast 
distribution tree is achieved. The average hop count for the various classes is shown in Figure 
4.13. Although the graph is not shown, a similar trend holds as well for the non-uniform PHB 
distribution. In addition, the effect of the depth parameter {D) is not shown is it has only a 
negligible impact on EBM. 
4.5 Conclusions 
In this chapter, a new architecture for DiffServ multicasting, Edge Based Multicasting 
(EBM). was proposed that relies on edge-based replication, tunneling, and a Multicast Broker 
(MB) entity to deliver a scalable multicast transport service across a single DiffServ domain. 
In addition, a novel algorithm, the Edge Cluster Tree (ECT), was proposed that captures the 
unique aspects of heterogeneous QoS management in a DiffServ domain. 
The EBM architecture has tremendous potential for expediting the wide scale deployment 
of multicasting as DiffServ is deployed. The architecture minimizes the impact of multicasting 
support by requiring only modifications to the edge routers and the inclusion of a Multicast 
93 
Broker. For source-specific groups, the MB can simply be included as part of the ingress router. 
Thus, the EBM architecture represents a viable approach for joining the two technologies of 
DiffServ and multicasting. 
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CHAPTER 5. QOS HETEROGENEITY 
While the previous two chapters proposed new architectures for DiffServ multicasting and 
focused on the overhead/practicality of the two architectures, this chapter addresses the effect 
of the various approaches on the user QoS. Specifically, the issue of QoS is complicated by the 
need for support of heterogeneous QoS in the multicast tree. This chapter investigates the 
effect of sender-driven QoS and the intricacies of single tree support for heterogeneous QoS. In 
addition, this chapter provides the first in-depth simulation studies of the effect of single tree 
heterogeneous QoS support. 
This chapter is organized as follows. Section 5.1 describes the heterogeneous QoS problem 
in more detail and presents several applications and examples that use heterogeneous QoS. 
Next, Section 5.2 discusses several solutions and their approaches to the heterogeneous QoS 
problem. Then, Section 5.3 investigates the implications of heterogeneous QoS support through 
detailed simulation studies. Finally. Section 5.4 offers several concluding remarks. 
5.1 Problem 
Due to the fact that different multicast receivers may require different levels of QoS, it 
is only natural to offer support for heterogeneous QoS via the DiffServ (DS) domain. When 
providing heterogeneous QoS for multicasting, the underlying approach for multicasting di­
rectly affects the quality/complexity for resolving heterogeneous QoS. Whereas multicast uses 
an inherently receiver-driven QoS. DiffServ provides a sender-driven QoS. The sender-driven 
QoS arises from how the QoS for packets is selected in a DS domain. In contrast, multicasting 
pushes QoS from the receiver to the sender, allowing the routers in the path to adapt the 
QoS, rather than forcing the sender to be aware of the heterogeneous QoS requirements of the 
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receivers. This abstraction allows the sender to operate independently of the heterogeneity of 
the receivers, thus allowing the sender (source) to service millions of heterogeneous receivers 
without being of aware of the QoS requirements of each individual user. Unless the sender 
becomes receiver-aware (a non-scalable option), a mechanism must be developed to bridge 
the gap between the sender-driven QoS of DiffServ and the heterogeneity of the downstream 
receivers. 
5.1.1 Heterogeneous QoS - An Example 
Although heterogeneous QoS support was included from the beginning in IntServ and 
RSVP, the issue of heterogeneous QoS in DiffServ multicasting has only been considered spar­
ingly [40, 67, 41]. Thus, one of the first tasks is to define the applications that would take 
advantage of such network services and from these applications the problem that must be 
addressed. 
5.1.1.1 Benefits of Heterogeneous QoS 
The support for heterogeneous QoS in multicasting can have significant implications in 
multicast application design. First, in-tree heterogeneous QoS offers the benefit of only having 
to manage a single group at the sender. The in-tree heterogeneous QoS offers additional 
flexibility for differentiation that does not have to be explicitly designed into the application. 
Rather than being limited by the options offered by the application (i.e. different compression 
rates, etc.), support for in-tree heterogeneous QoS allows the network to adapt to the user 
rather than the application adapting to the user. 
Second, the support for heterogeneous QoS can have significant implications on bandwidth 
utilization. Since most multicasting content tend to be geared towards high bandwidth or 
rich multimedia streams, the cost of offering different groups for different QoS levels can be 
significant. Although multicasting reduces the overall load on the network quite significantly, 
the use of multiple QoS levels has a profound effect on the last hop before the datacenter, 
typically a bottleneck for network performance in the first place. 
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5.1.1.2 Application Space 
Consider the following examples: an audio streaming event and a server farm for a large 
multiplayer on-line game. Suppose in the first example that the provider is streaming the 
audio broadcast of a football game with 10,000 users listening to the game throughout the 
Internet. The service provider wishes to offer different levels of service: gold, silver, bronze, 
and free service. The first option is simply to use different codecs and compression rates to offer 
the service. However with heterogeneous QoS, the same service can be offered using a single 
codec. Rather than streaming out via different groups, the heterogeneous QoS is supported in 
a single tree and the PHB of the packet changes as it traverses the multicast tree. If the service 
provider is only offering a single event, it may an acceptable tradeoff to simply use multiple 
codecs. 
However, consider the case of a large multiplayer on-line game whereby a server farm is 
hosting multiple on-line games, each employing an individual multicast group of up to 64 or 
128 users. Suppose that the game service offers 10 different tiers of service to maximize game 
performance for different components of the game. In such a case, all of the players are listening 
to the same group but require different QoS levels depending upon where the player is at in 
the game. Unlike the first case where only a single group was being managed, the server farm 
may be hosting thousands or even tens of thousands of games. As the number of supported 
groups increases, the desirability of in-tree heterogeneous QoS increases as well since it can 
offer significant performance improvements. 
5.1.1.3 Example Network using Heterogeneous QoS 
Consider the example network listed in Figure 5.1. In this network, each receiver is request­
ing distinctly different service levels. Whereas Ri is requesting AF10 (Assured Forwarding [11]) 
level service. is requesting only BE (Best Effort) level service. Since both receivers share 
the same path from the ingress node, the difference must be resolved. The same differentiation 
applies for both Rz and R.i and for all receivers sharing the first hop from the ingress router. 
In the DiffServ architecture, packets are marked at the ingress router or sender and the 
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Figure 5.2 Example of heterogeneous QoS in a DiffServ domain - separate 
trees 
PHB (denoted by the DSCP) does not change as the packet traverses the DS domain. Since 
the marking does not change once the packet leaves the ingress router, DiffServ provides 
an absolute sender-driven QoS rather than a flexible receiver-driven QoS (such as IntServ). 
However, as shown in the figure, the absolute sender-driven approach of DiffServ has problems 
with heterogeneous QoS requirements for receivers. 
Without the option for dynamic PHBs in the DiffServ domain, the simple solution would 
be to send separate packets for each unique QoS level (PHB) in the group. Depending upon 
the relative heterogeneity of members and the location of such members within groups in the 
DS domain, this solution may waste excessive amounts of network bandwidth. As shown in 
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Figure 5.2, the multicast service would downgrade to the equivalent of separate unicasts. 
In contrast, a second solution is to require all receivers for the group (egress nodes) in the 
domain to use the highest DSCP for the group (see Figure 5.3). This solution suffers from two 
problems in that the solution unnecessarily consumes resources and that all of the receivers in 
the group may not be willing to pay for the highest level of QoS. 
From the perspective of the service provider, the only cost of adding i?2 should be the last 
link to Ro, provided that R\ is willing to pay the full cost for AFIO service from E[^Q to R\. 
As long as all upstream links from a receiver meet the necessary QoS of the new receivers, the 
cost of adding additional receivers for the group which share those same links is zero for the 
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shared links (from EING to Cg). The cost is zero because the service is being sent regardless of 
whether R2 is present or not. Thus, the optimal solution is to introduce a scheme for multicast 
whereby the DSCP (and hence the PHB) is allowed to change in the network and adapt to the 
needs of the downstream receiver. Figure 5.4 shows the same example with dynamic PHBs 
allowed. 
5.1.2 Prioritizing PHBs 
One of the difficult problems associated with heterogeneous QoS is how to prioritize various 
PHBs. The main problem is that PHBs may perform different depending upon the network 
load. For instance, consider several of the following examples: 
• EF vs. AF: Whereas EF (Expedited Forwarding) provides a low loss/low delay PHB 
that is superior to AF under a significant network load, EF does not always provide 
superior performance. Since EF is rate-limited, it may actually offer worse performance 
than AF on a lightly loaded network. 
• AFll vs. AF20: Whereas the AF11 class offers a better scheduling delay than AF20, 
the AFll has a worse drop precedence than AF20. Depending upon the relative load of 
AF20. the loss rate of AFll may actually penalize the AF20 class. 
The combination of PHBs present interesting dilemmas that can either only be resolved 
by the network administrator. For the EF vs. AF prioritization, the simplest solution may be 
to not allow the two trees to be combined due to the rate-limitation and low loss/low delay 
properties of EF. In contrast, a network administrator may feel that AFll traffic should rule 
over AF20 traffic and can configure the prioritization mechanisms appropriately. In fact, the 
result of prioritization may be to use an entirely different PHB (AFIO) rather than to use 
either of the two considered PHBs. 
In the end, the decision for prioritization is directly tied to the PHBs in the underlying 
network. Since the DiffServ working group has only defined the explicit behaviors of EF and 
BE1, it is extremely difficult if not impossible to define absolute rules for prioritization. Rather. 
1 Although the loss behavior of AF is defined, the remainder of AF is left to the network administrator. 
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this chapter simply assumes that prioritization is possible and offers a desirable benefit of the 
network. 
5.1.3 Good Neighbor Effect 
The use of dynamic PHBs also introduces the possibility for 'undesired' behaviors. Consider 
the case of the previous example of Ri and R%. Since R\ and Ro are separated only by a single 
link in the multicast tree, the potential exists for the Good Neighbor Effect Ro benefits from 
the premium service of its neighbor (AFIO) and receives near-AFIO like services while paying 
for only best-effort services. 
Although the QoS levels of both Ri and Ro are satisfied, the scenario creates a dilemma 
for a network provider. On the one side, the cost of adding Ro is negligible (i.e. only the cost 
of the last link) since Ri was already paying for the edge-to-edge service. On the other side, 
the differentiation of the respective network is reduced. Since Ro would be receiving much 
closer to AFIO service rather than BE service, it is highly unlikely Ro would want to pay for 
a higher level service unless the last link becomes congested. Thus, the single multicast tree 
is open to a collusion attack whereby multiple downstream receivers work together to pay the 
minimal amount for the best QoS. 
The simple solution is to use separate trees for different PHBs to deliver the appropriate 
QoS. However, such a solution is inefficient since the bandwidth savings of a single tree would 
not be realized. Thus, a network provider is faced with a dilemma, consume less bandwidth 
and offer potentially unfair services or consume additional bandwidth and offer fair services. 
Unless the service provider performs negative shaping to balance out the Good Neighbor Effect 
(discussed more in Chapter 7). the service provider must balance which aspect of the service 
is more costly. 
5.2 Heterogeneous QoS Solutions 
In addition to the architectures proposed in this dissertation, several other architectures 
have addressed the issue of heterogeneous QoS in a multicast tree. For almost all of the works 
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besides QUASIMODO [67], the approaches follow the initial state-based work of the IETF. 
Although QUASIMODO does begin to address heterogeneous QoS, the discussions regarding 
heterogeneous QoS were not discussed in more detail due to space restrictions. 
5.2.1 Extending Traditional IP Multicast 
In [40], the authors presented a scheme extending traditional IP multicast to support 
heterogeneous QoS in a DS domain. In order to support heterogeneous QoS, each multicast 
routing entry would also include a DSCP detailing the codepoint to be used when replicating 
traffic for the given group onto the specified link. The work specifically outlined support for 
two levels of QoS, the current group QoS and a LE (Limited Effort) PHB [37] for those that 
do not wish to use the codepoint of the group. 
However, this work suffered from several notable problems. First, the issue of upstream 
PHB conflicts for full heterogeneous support2 was left as a management issue. The underlying 
architecture of traditional IP multicast (i.e. per-group information embedded in core routers) 
makes the issue of upstream PHB resolution non-trivial. Unlike DSMCast and EBM where 
the entire tree is known for PHB resolution, PHB resolution must take place at each router 
along the tree. 
For example during a multicast join, one must consider not only the issue of when PHBs 
should be propagated but also necessary reservation/communication with the BB as the PHB 
propagates up the tree. In addition, a past history must be maintained of downstream links 
in order to appropriately degrade the service if the higher classed node leaves the QoS group. 
In addition, consider the earlier example network from Figure 5.1. Consider the case where 
Rz joins the group first. In this case, the tree has a codepoint of AF20 from edge to edge. 
Now, if Ro and R\ join in succession, a priority problem occurs. If the core nodes along the 
tree do not propagate the 'better PHB' QoS up the tree, the downstream nodes will not be 
receiving the QoS that they requested. For the case of Ri which is requesting AFIO service, 
it would actually receive QoS of AF20-BE-AF10 as the packets go across the multicast tree 
"For example, a receiver of a higher priority class joins after a lower class. 
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if the priority is not propagated upstream. Although the order may not always be the worst 
case, this simple example shows the necessity of propagating the best PHBs upstream. 
The propagation of higher priority PHBs introduces the second issue with traditional IP 
multicasting with PHBs. For each case where the PHB must be propagated, the distributed 
nature of knowledge of the multicast tree requires that the core router must communicate with 
the BB. In addition to violating the DiffServ principle of simple core routers, such a scheme also 
creates the potential for fairly inefficient resource allocation due to excessive message passing. 
Consider a case containing N routers from edge to edge of a multicast tree. If the PHB 
must be changed to a higher value, there is potential for N messages to be sent between the 
various nodes and the BB of which N — 2 would originate from a core router. In addition, 
consider the case where one of the upstream reservations fails. Unless a scheme exists to free 
such resources downstream in the event of an upstream resource reservation failure, resources 
would unnecessarily be allocated until freed by the underlying soft state mechanism. 
5.2.2 DSMCast and Heterogeneous QoS 
In contrast, the use of dynamic PHBs with DSMCast does not suffer from similar problems. 
As the core routers are kept stateless, propagation of "better PHBs' is automatically taken 
care of at the ingress router. This prioritization can be done with full knowledge of the 
multicast tree. In addition, such information can be easily conveyed to the egress router in 
the event that egress shaping is also desired. As a result of the centralized location for a 
given group, only a single message is required from the ingress router to the BB. For cases 
where the traffic allocation may fail (insufficient resources), the edge-based approach prevents 
unnecessary resource allocations. Most importantly, the scheme removes the complexity of such 
operations from the core, thus maintaining the simplicity outlined by DiffServ architecture. 
In addition to multicast groups. DSMCast can also be adapted for use with select unicast 
connections. The notion of a dynamic PHB for unicast packets is a promising but unexplored 
research area. Whereas DiffServ employs a coarse-grained QoS (i.e. the PHB does not change 
as the packet traverses the domain). DSMCast could allow unicast packets to use dynamic 
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PHBs as they cross the domain. 
5.2.3 EBM and Heterogeneous QoS 
Similar to DSMCast, EBM also addresses heterogeneous inherently in its underlying ar­
chitecture. The ECT algorithm manages all heterogeneous QoS prioritization and elegantly 
addresses the need for separate paths when PHBs cannot be combined. The tree construction 
algorithm is only possible due to the fact that the group tree is computed for the domain from 
a centralized location (the ingress or the MB), thus allowing the algorithm to fully capture 
and exploit the heterogeneity of the tree. 
Unlike DSMCast. EBM can potentially offer slightly better differentiation between different 
classes. Since replication and PHB changes only occur at edge routers, there is a better chance 
with EBM that a packet will need to traverse additional links and hence will be exposed to 
more links on the new PHB. Conversely, these additional hops may have a negative impact 
versus DSMCast as the additional hops offer the potential both additional delay as well as 
additional loss. In addition, since core routers are multicast unaware, heterogeneous QoS for 
unicast connections would not be possible. 
5.3 Simulation Studies 
In order to evaluate the effects of single tree heterogeneous QoS, extensive simulation studies 
were conducted using the ns-2 [90] simulator and the GenMCast extension for multicasting 
[91]. The simulation studies compared the performance of four models for heterogeneous QoS. 
a state-based approach and two approaches using DSMCast. The EBM architecture was not 
studied due to the fact that EBM packets can take a significantly different path than the other 
approaches. The differences between DSMCast and EBM are discussed in more detailed in the 
performance studies of Chapter 4. The models are summarized in more detail below: 
• PIM-SM: A PIM-SM [68] model was used that employed dynamic PHBs without up­
stream propagation. This model is used to study the effects of non-propagation3. 
3 Although non-propagation would not be employed in practice, the effects of non-propagation offer interesting 
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• DSMCast - Single Tree: The first DSMCast model employs a single tree with dynamic 
PHBs. 
• DSMCast - Separate Trees: The second DSMCast model employs separate trees for each 
QoS level (unique PHB). 
In order to isolate the performance implications of each model, the network topology in 
Figure 5.5 was used with two traffic scenarios. A single multicast group was monitored with 4 
different receivers, each with a different DSCP of AFIO, AF20, AF30, and AF40, respectively. 
For each of the edge nodes in the DiffServ domain, background traffic using both TCP and 
UDP was sent to other edge nodes. 
The primary performance metric used to evaluate the models was the per-hop delay. The 
per-hop delay was calculated by dividing the total delay from edge-to-edge by the number of 
hops that the packet traveled. The simulation studies were also conducted for both uniform 
as well as non-uniform class distributions for the background traffic as listed in Table 5.1. 
5.3.1 Effect of PHB Propagation (Worst Case) 
In Figure 5.6, the effect of link bandwidth on per-hop delay is shown for the worst case 
group dynamics. In this case, R\ joins first with a PHB of AF40 followed by R% with a PHB 
insights into heterogeneous QoS. 
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Table 5.1 Simulation parameters 
Parameter Value(s) 
Link Bandwidth, Delay 10.0 Mb/s, 5 ms 
DSCPs 
Uniform 
Non-Uniform 
AFxy (x=1..3,y=1..4) 
x(25%,25%,25%,25%),y(33%,33%.34%) 
x(10%,20%,30%,40%),y(15%,30%,55%) 
Scheduling WRR, weights=(24,18,12,6) 
Multicast Group(s) 
Packet Size/Rate 
1 group 
512 bytes. 125 ms 
Background Traffic 50 ms (Inter-Arrival Time) 
15 sec (Session hold Time) 
1000 bytes, 10 ms 
50 % TCP, 50 % UDP 
of AF30. Next. Ro and R. j join with PHBs of AFIO and AF20, respectively. In the case of 
the traditional IP multicast graphed in Figure 5.6(a). the PHB is not propagated upstream. 
Hence, all downstream receivers suffer due to the fact that the AF40 codepoint dominates the 
multicast tree. In fact, when the PHB of higher priority PHBs is not propagated upstream, 
the exact opposite behavior of the Good Neighbor Effect is observed. 
In contrast, when the higher priority PHBs are propagated upstream, the QoS of the 
downstream receivers follows that of what would be expected for such services. In the case of 
DSMCast with a single tree (see Figure 5.6(b)), the join order does not affect the downstream 
QoS as the PHB is prioritized correctly at the ingress node. The results in Figure 5.6(c) follow 
a similar trend with the notable lack of benefit of the Good Neighbor Effect to the lower classes. 
The performance differences between DSMCast (single tree) and DSMCast (separate trees) 
clearly show the Good Neighbor Effect. In the separate tree case, there is a clear differentiation 
between the different classes. In contrast, in the single tree case, the receivers with shared links 
gravitate towards one another, thus reducing the effect of differentiation. Most notably, the 
lowest service class (AF40) receives performance similar to the highest service class (AFIO) due 
to its proximity near the higher service class in the network. However, the service differentiation 
between the classes shows only one side of the problem. Whereas DSMCast with separate trees 
provides better class differentiation, the net per-hop delay of the single tree case is better for 
all receivers involved. For the separate tree case, one packet is sent for each receiver as each 
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Table 5.2 Summary of simulation results (Worst case) - 10.0 Mb/s - Uni­
form background traffic 
Non-propagation DSMCast DSMCast 
Worst Case IP Multicast (Single Tree) (Separate Trees) 
(ms) (ms) (ms) 
AF10 31.4171 11.8058 12.6124 
AF20 26.8862 14.5739 16.5225 
AF30 27.5987 15.3199 23.6022 
AF40 32.1789 12.5545 38.4462 
receiver has a different codepoint. In contrast, only a single packet is sent for the single 
tree case. Thus, the choice between separate trees and a single tree represents an interesting 
tradeoff, class-wise fairness or network efficiency. 
5.3.2 Effect of PHB Propagation (Average case) 
Whereas the worst case represents when the non-propagation of upstream PHBs is amplified 
most, the effect of non-propagation carries a profound effect regardless of join order when 
considering all cases. Figure 5.7 displays the average case with the same conditions as in Figure 
5.6 but with all possible permutations of join order and join location considered. Whereas 
the non-propagation case improves dramatically from the worst case, the performance on 
average still does not outweigh the performance of the single DSMCast tree. In fact, the 
results are even more interesting in the fact that DSMCast incurs a per-packet encapsulation 
penalty (bandwidth) whereas the traditional IP multicast does not have a per-packet penalty. 
In addition, it is also interesting to note that on average, while the Good Neighbor Effect 
does reduce the inter-class differentiation, the performance on average still follows the relative 
priority of the respective classes. 
Tables 5.2 and 5.3 summarize the performance of the respective schemes when the band­
width is set to 10.0 Mb/s. As the locations of the receivers change, the effects of the background 
traffic also change, thus representing the increase in per-hop delay from Table 5.2 (worst case) 
to Table 5.3 (average) for DSMCast. 
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Table 5.3 Summary of simulation results (Average) - 10.0 Mb/s - Uniform 
background traffic 
Non-propagation DSMCast DSMCast 
Average IP Multicast (Single Tree) (Separate Trees) 
(ms) (ms) (ms) 
AF10 21.4264 14.7507 15.8166 
AF20 21.8724 15.6604 17.1748 
AF30 23.3238 16.9913 21.6151 
AF40 27.1854 17.0713 50.7451 
Table 5.4 Summary of simulation results (Worst case) - 10.0 Mb/s -
Non-uniform background traffic 
Non-propagation DSMCast DSMCast 
Worst Case IP Multicast (Single Tree) (Separate Trees) 
(ms) (ms) (ms) 
AF10 26.6277 9.7112 10.086 
AF20 23.2809 12.1620 14.0952 
AF30 23.5877 12.5193 21.3072 
AF40 27.6511 10.9427 34.3171 
5.3.3 Effect of Non-Uniform Traffic 
Figures 5.8 and 5.9 show the effect of non-uniform background traffic on the three schemes. 
In the non-uniform case, the non-propagation of upstream PHBs still has a profound effect 
for not only the worst case (see Figure 5.8) but also on average as well (see Figure 5.9 and 
5.9). However, the upstream propagation effect is reduced from the uniform case as the traffic 
is concentrated more heavily in the lower priority classes. As a result, less traffic exists with 
higher priority and hence, the traffic receives less queuing delay. In addition, since each of the 
four receivers use the highest priority in terms of packet drops (AFxO), each of the downstream 
receivers benefit as more of the background traffic is dropped before the multicast group traffic. 
Although somewhat reduced from the uniform case, the Good Neighbor effect is still pro­
foundly evident in the non-uniform case. The effects of the Good Neighbor Effect are evident 
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Table 5.5 Summary of simulation results (Average) - 10.0 Mb/s -
Non-uniform background traffic 
Non-propagation DSMCast DSMCast 
Average IP Multicast (Single Tree) (Separate Trees) 
(ms) (ms) (ms) 
AF10 16.7762 10.4709 10.9546 
AF20 17.5078 11.8743 15.1118 
AF30 18.5041 12.9044 20.3486 
AF40 21.7637 13.2580 38.543 
for the lower priority classes (AF30, AF40) in both the worst case (see Figure 5.8(b)) and on 
average (see Figure 5.9(b)). Tables 5.4 and 5.5 summarize the performance of the respective 
schemes when the bandwidth is set to 10.0 Mb/s. 
5.4 Conclusions 
In this chapter, the effects of heterogeneous QoS in a single multicast tree DiffServ en­
vironment were investigated. The use of a single multicast tee presents several interesting 
dilemmas to the service provider.- The first dilemma, PHB prioritization, is directly dependent 
upon the underlying PHB mechanisms deployed in the DiffServ network and is an open area 
for implementation research. The second dilemma regarding the value of differentiation versus 
bandwidth savings is an additional topic for debate. Whereas a single tree offers better band­
width utilization and per-class performance, the differentiation of the single tree is drastically 
reduced as opposed to the separate tree. The Good Neighbor Effect plays a distinct role in 
single tree management of heterogeneous QoS and the user QoS effect must be weighed in 
addition to the underlying resource concerns. 
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CHAPTER 6. EI-HELLO: EXPEDITING FAULT DETECTION 
In this chapter, a novel application of DSMCast, EI-HELLO (Edge-based Intelligent HELLO), 
is proposed for expediting the fault detection rates of link state protocols. The EI-HELLO 
model offers significant improvements in terms of router CPU usage and offers performance 
close to that of the optimal link state approaches. This chapter describes the EI-HELLO model 
and investigates the EI-HELLO model through extensive simulation studies. 
The chapter is organized as follows. Section 6.1 discusses the link state routing problem in 
detail and presents the network and fault model for EI-HELLO. Next, Section 6.2 details the 
EI-HELLO model and additional implications of EI-HELLO. Section 6.3 extends the original 
EI-HELLO model by proposing a novel algorithm for managing the message overhead of EI-
HELLO on the network. Then, Section 6.4 examines the performance of EI-HELLO on both 
small and large network topologies. Finally, Section 6.5 finishes the chapter with several 
concluding remarks. 
6.1 Problem and Motivation 
Although the proper provisioning and monitoring of QoS is critical for next generation 
applications, an equally important factor for QoS is the underlying fault-tolerance of the net­
work. In order to provide the necessary QoS levels to QoS-based applications, the network 
must offer satisfactory connectivity across the network at all times. The notion of satisfactory 
connectivity implies that in the event of a fault in the network, the network will recover from 
the fault before the QoS of the applications using the network is violated. However, the fault 
detection times of most IP networks and the associated link state protocols are significantly 
slower than tolerated by most strict QoS applications. In fact, it was observed in [94} that 
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such slow fault recovery is typically the norm rather than a rarity, hence resulting in typical 
recovery times on the order of the tens of seconds. 
In addition, a second aspect of network connectivity is the impact on resource manage­
ment. In order to correctly manage resources via policing/shaping, it is critical that the 
policing/shaping mechanism have a precise picture of the resource impact of the incoming 
packets on the network. The calculated impact of the resources is dependent upon the pre­
dicted route of the packets through the network. The quality of this prediction is directly 
dependent upon the accuracy of the network topology (network state). Thus, while the QoS 
management mechanisms (reservation, scheduling, policing, and shaping) are responsible for 
providing the actual QoS, it is the task of the underlying routing protocols (IS-IS [81], OSPF 
[80], BGP [95], etc.) to provide an up to date network state for the QoS mechanisms to make 
accurate decisions. 
In DiffServ, the routing state is especially critical as core statelessness prevents per-flow 
monitoring and flow-based fault handling by the core (see Figure 6.1). In addition, the sender-
driven nature of DiffServ requires state information be propagated back to the ingress node or 
BB (Bandwidth Broker) in order to ensure correct provisioning/differentiation. The problem is 
further complicated by the distributed nature of the edge nodes in the DiffServ domain. Due to 
the inherent distributed nature of the network state information, a tradeoff exists between the 
accuracy of the network state information and the impact of routing protocol on the network 
(network bandwidth and CPU overhead). On one end of the spectrum, one can keep the 
network burden low at the cost of a potentially inaccurate network state. At the other end 
of the spectrum, a more accurate network picture can be achieved at the cost of significant 
network resources. 
6.1.1 Motivation 
The tradeoff of the underlying routing protocol introduces the motivation for this chapter. 
A natural application of the previous work with DSMCast is to propose a model for capturing 
this tradeoff. Whereas the DiffServ architecture poses unique challenges, it also provides 
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unique opportunities to take advantage of the underlying DiffServ infrastructure. This chapter 
proposes a model, EI-HELLO (Edge-based Intelligent HELLO), that uses DSMCast to augment 
the existing link state protocols through edge-based monitoring of the internal core routers. 
By employing the concept of a heartbeat data packet and a hybrid HELLO mode, the method 
is able to augment the performance of link state routing to approach that of a high overhead 
millisecond-level HELLO model while drastically reducing the amount of core router CPU 
processing required. 
6.1.2 Network Model and Fault Model 
For the EI-HELLO model, it is assumed that routers within the domain use link state 
protocols (such as OSPF [80] or IS-IS [81]) to exchange routing information. The inter-domain 
routing case is not considered as DiffServ is only interested in packets crossing from one edge 
(ingress router) of the domain to the other edge (egress router). In general for link state 
protocols, a HELLO message is sent to all of the router's neighbors in order to test the health 
of the links. Upon successful receipt of a HELLO message, a router can be certain that packets 
are flowing correctly from its neighbor to the router1. 
Unless the routers have an error notification mechanism from lower layers (such as in Packet-
over-SONET interfaces [96]), the router is forced to rely on HELLO timeouts to determine that 
a link is down. Timeouts are specified typically by the HELLO interval (if) and a dead time 
'Note: This does not ensure that packets can flow the other direction (i.e. out of the router to the neighbor). 
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( D )  where the timeout is simply H  x D  seconds (see Figure 6.2). When a topology change 
is detected, the updated link state is flooded to the entire domain (or appropriate sub-area). 
If the HELLO interval is large (i.e. 5-10 seconds), the re-route time may be extremely slow. 
As noted earlier such slow re-route times are typically the norm rather than a rarity, hence 
resulting in re-routing times on the Internet in the tens of seconds [94]. 
The simplest solution is to reduce the HELLO interval to a much more acceptable level in 
order to detect faults faster. Under the current specifications of OSPF and IS-IS, the HELLO 
interval is limited to an integer value (in seconds). In order to improve the fault detection 
time further, it was proposed in [97] to add an extension field to IS-IS for millisecond HELLO 
intervals. For highly delay and loss sensitive traffic such as Voice over IP (VoIP), such a 
recovery time is essential [94]. 
However, as discussed earlier, such a reduced HELLO interval does not come without 
a cost. In addition to the additional bandwidth cost, the processing of additional HELLO 
messages consumes valuable router CPU resources as well. The CPU cost is due to the fact 
that the routing protocols are typically not supported in hardware, partly due to complexity 
and partly due to their predicted relatively low impact2. In heavily loaded networks that fail 
fairly infrequently, such router resources might better be utilized for other operations. 
In fact, a DiffServ network is more concerned with simply verifying that an edge-to-edge 
path is still operating correctly (fault detection) rather than verifying the health of individual 
links. As a result, a data packet targeted to a specific path (route-pinned or using IP routing) 
can offer a zero CPU impact method for verifying edge-to-edge connectivity. Thus, assuming 
"The low impact is based on the default settings for HELLO settings (5-10 seconds). 
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that data packets consume zero CPU resources and HELLO packets consume significant CPU 
resources, a hybrid method employing efficient data packets for detecting faults could offer 
significant router CPU savings. 
In fact, a further extension of using data is to verify not only the health of a single route 
but the health of multiple routes simultaneously. For such an approach, multicast provides the 
best transport mechanism as it minimizes the bandwidth consumption. By using multicast 
(DSMCast) for replication and pinning the route of the packet, the edge-to-edge integrity of 
critical paths in the DiffServ domain can be verified through successful receipt of such packets. 
In addition, since the packet is a data packet, core routers do not have to process the packet 
beyond the replication information (implemented in hardware), thus adding zero overhead to 
the CPU of the router. 
6.1.3 Fault Model 
In this chapter, it is assumed that the underlying domain is running a link state protocol 
such as OSPF or IS-IS. The link state protocol detects changes in link topologies through 
the use of HELLO messages. A link is determined to be down if a HELLO message has not 
been received in H x D where H (HELLO interval) is the amount of time between successive 
HELLO messages and D (the dead time) is an integer greater than 0. If a change in the link 
status is detected (link goes down or link is reactivated), an update message is flooded to all 
of the nodes in the domain. 
The type of faults that may or may not occur in the network are defined in the following 
manner: 
• Single link failure: For a duplex link between node A and node B. only (A. B) or (B. A) 
fails. 
• Full link failure: For a duplex link between node A and node B, both links (A. B) and 
(£, A) fail. 
• Node failure: For a node A in the network, all links outgoing from A fail. 
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• Congestion: Dropping of packets due to congestion is not considered to be a failure in 
the network and is considered a normal byproduct of network operation. 
• Byzantine failure: Nodes are assumed to not enter a Byzantine state. 
• Malicious failure: The routing state protocol is assumed to employ secure routing to 
prevent malicious (user-initiated) routing failures (replay, man-in-the-middle, etc.). 
For multicast packets traversing the DiffServ domain, the route is pinned via information 
in the DSMCast header. By virtue of pinning the route within the packet header, such an 
approach is susceptible to faults within the underlying network. If the underlying link state 
protocol is slow to detect the fault, packets are not routed around the fault until the link 
state protocol updates the ingress router. However, the route pinning that makes DSMCast 
susceptible to slow link updates also provides the mechanism for detecting possible faults. 
Since the route of the packet is known, the successful receipt of packets can be used to produce 
a mechanism for detecting possible faults. 
6.2 EI-HELLO: Edge-based Intelligent HELLO 
In this section, an efficient fault detection method is proposed (EI-HELLO) that capitalizes 
on the unique aspects of the DiffServ architecture (intelligent edge routers and route-pinned 
multicasting) to monitor the health of internal core nodes in the network. Rather than greed­
ily operating with a fast HELLO interval (sub-second) all the time, the EI-HELLO method 
engages the sub-second HELLO interval (hybrid HELLO) only when a possible fault is de­
tected. Potential faults are detected by the edge routers through the use of heartbeat packets 
(specific route-pinned data packets) sent across specified links. The edge routers then use the 
distributed feedback of other edge routers and internal timers to determine the appropriate 
circumstances for the fast HELLO intervals. The proposed EI-HELLO method can be divided 
into two main components, the heartbeat component (fault detection) and the hybrid HELLO 
component (fault location -f- fault recovery). 
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• Heartbeat: A heartbeat-style approach is used to allow the edge routers to periodically 
verify the health of specified links in the network without the CPU overhead of HELLO 
messages. The heartbeat component is not responsible for pinpointing the exact location 
of the fault, rather it is only responsible for detecting that a fault may be present in the 
network. In order to avoid additional CPU overhead or the special treatment of control 
packets, the heartbeat is sent as a data message with a minimal packet loss probability. 
The heartbeats are processed in a distributed manner by edge routers to determine the 
health of links in the network. 
• Hybrid HELLO: When an edge router detects a possible fault, the edge router will se­
lectively switch suspect core routers into a hybrid HELLO mode. In the hybrid HELLO 
mode, the core router will send HELLO messages to the specified neighbors (or all neigh­
bors) at a significantly increased rate (sub-second interval) for a specified number of 
HELLO packets. When the specified number of hybrid packets is complete, the router 
will switch back to normal HELLO message operation (multiple second interval). 
6.2.1 Edge-based Heartbeats 
As mentioned earlier, core routers are not allowed to maintain any state information besides 
per-class state information. Thus, the monitoring of the successful delivery of multicast or 
unicast packets is not possible via state information in the core. From the perspective of 
the edge router, the sender-driven QoS makes it desirable to be able to verify the health of 
the route to the egress nodes. Whereas per-flow monitoring would offer the best monitoring 
capabilities, both class-wise monitoring and simple edge-to-edge connectivity monitoring could 
offer potential benefits. 
For example, if an edge router could monitor the congestion in the core across a specific 
path for a range of classes, the edge router would be able to offer an adaptive packet marking 
scheme. In such a scheme, the edge routers could try to intelligently minimize the network cost 
while appropriately meeting the edge-to-edge QoS requirements. The impact of EI-HELLO 
on QoS management is discussed in more detail in Section 6.3. In the case of route-pinned 
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packets (such as with MPLS [98] and DSMCast), a simple verification of connectivity is key 
as such packets are not locally rerouted in the core. 
In order to accomplish the goal of external health monitoring, the edge router will issue 
a special heartbeat data packet to the other edge routers in the DiffServ (DS) domain. The 
route-pinned approach of DSMCast offers the most efficient method for accomplishing this 
goal. If the multicast tree for the heartbeat packet contains all of the paths employed by a 
given edge router for data packets to all other edge routers, a successful acknowledgement of 
the heartbeat packet from all of the edge nodes means that the links used by the edge node 
to transmit data to the other edge nodes are functioning. However, such a condition does not 
imply that all of the links in the entire DS domain are operating, rather only that packets are 
simply being routed successfully from a given edge node to the other edge nodes along the 
verified paths. 
Formally, consider an edge node E[n g ,  an ingress node in the DS domain that wishes to 
verify that packets are flowing along valid paths (no links or nodes are down) to the egress 
(downstream) edge nodes. Assume that E[ng knows the complete path from edge-to-edge 
across the domain3 .  Let E\, . . . ,Eiy  represent the egress nodes receiving packets from E[n g  
and let Li,..., Lx represent all of the links traversed by the packets. Thus, the problem can 
be summarized as: 
Construct a set of multicast trees (T^. . . . .  T\-) such that for each Li,  Li  is covered by at 
least one branch of one of the multicast trees. 
6.2.2 Simple Case - Single Tree 
To start, consider the case where all of the packets from E[n g  to other edge nodes can be 
condensed into a single multicast tree. In this case, only one potential path exists for each 
ingress/egress pair. In such a case, it may be possible that the paths may not be the same 
in the forward and reverse directions (i.e. P(Ex,Ey) may be different from P{Ey,Ex))- In 
short, the multicast tree would contain all paths for all data packets used by E[ng for all 
3For flows that have reserved resources, such paths would be available from the BB (Bandwidth Broker). 
For other flows, the link state routing protocol would provide such paths. 
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Figure 6.3 EI-HELLO heartbeat exchange 
outbound packets. Heartbeat packets would be transmitted at an interval of HBI (heartbeat 
interval) seconds across the multicast tree and would be uniquely identified through the use of 
a sequence number. 
Although the successful receipt of a heartbeat packet at Ei from E[n g  denotes that the 
path P(E[ng, Ei) is working, the packet does not necessarily imply that P{Ei, E[ng)) is valid 
and thus is only marginally useful. As a result, the downstream node {Ei) would need to 
acknowledge the successful receipt of the packet to the ingress node (E[ng) since the ingress 
node is the node actually concerned with the validity of P(E[n g ,  Ei) .  
In order to avoid the problem of message explosion, the heartbeat and acknowledgement 
information are consolidated into a single packet. Rather than acknowledging individual pack­
ets, an edge node simply includes the sequence numbers from all known edge nodes in the 
heartbeat packet (see Figure 6.3). Since the heartbeat is transmitted to all other edge nodes, 
the sender effectively acknowledges all other edge nodes with a single packet. 
As a result of receiving an acknowledgement from Ei,  E[n g  can be reasonably certain that 
data packets are correctly being sent to Ei if the heartbeat packet from Ei contains the correct 
sequence number for E[ng, In such an instance, the paths used by the multicast distribution 
tree between E[ng and E{ as well as in the reverse direction can be assumed to be correct4 if 
the sequence numbers are synchronized. Note that each edge node has its own independent 
sequence number for its transmitted heartbeats. 
4This assumes that the neither E[ng nor Ei is malicious nor that heartbeat packets are being spoofed by an 
attacker. 
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Figure 6.4 EI-HELLO Red and Green parameters 
Since the round-trip delay across the domain may exceed the interval between when heart­
beat packets are sent, heartbeats are allowed to be out of sequence bv a fixed amount. In 
order to characterize such tolerances, the EI-HELLO model has two parameters for controlling 
the inconsistent state of the sequence numbers, namely the Red and Green parameters. The 
Red and Green parameters are given as multiples of the heartbeat interval (HBI). As the 
names imply, the Green parameter implies that an edge router is receiving packets while Red 
implies that there is a potential fault in the network. Figure 6.4 shows how the Red and Green 
parameters correspond to the operation of EI-HELLO. 
6.2.3 Red Parameter 
The Red parameter controls the timeout and is used to detect full link or node failures 
between two edge routers. In such a case, heartbeats are not reaching their respective targets 
in either direction. From the perspective of E[ng. it will notice that it has not received a 
heartbeat message from £", in Red x HBI seconds where Red is an number greater than zero 
and HBI is the interval between successive heartbeat messages. In order to reduce the number 
of timers, the status could be checked only on the periodic interval. Although E[ng does not 
know which link between E;nrj and E, is down. E[ng can assume with reasonable certainty 
that a link is probably down (i.e. not transient congestion). In order to avoid false negatives, 
the Red value should be set sufficiently high as well as using an appropriate PHB to prevent 
excessive dropping of heartbeat packets. In the case that such a node is discovered, the hybrid 
HELLO routine should be invoked to probe the path from E[ng to Ei. The hybrid HELLO 
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Figure 6.5 EI-HELLO heartbeat warning analysis 
routine is discussed in greater detail in Section 6.2.5. 
6.2.4 Green Parameter 
While the Red parameter will detect faults via a timeout, the Green parameter plays a 
much more critical role in the operation of the EI-HELLO model. The Green parameter 
is responsible for detecting single link failures and is used by other edge nodes to assist in 
detecting link failures. The intuition behind the Green parameter relies on the distributed 
intelligence of the edge routers to detect potential failures before the Red timeout. 
Consider a network such as the one pictured in Figure 6.5 where E[NG is sending heartbeats 
to the three other edge nodes. EQ, EI, and £5. Suppose the link between nodes CO and EQ 
goes down (both directions). In this case, the heartbeat message between E[NG and EQ will not 
be received successfully. However. E\ will still receive heartbeats from EQ due to the direct 
link between them. As a result. EI will notice that EQ'S picture of E[NG s sequence number is 
out of sync with the sequence number that EI has for E[NG. Without any intervention, the 
Red timeout would eventually occur and proper probing and recovery would soon follow. 
However, since E\ recognizes that EQ is behind by more than Green sequence numbers, E\ 
can attach a warning to its next heartbeat letting all of the edge nodes know that there is a 
potential problem between EQ and E[NG. Since the heartbeat message is already going between 
Ei and the other nodes, it is more efficient to attach a warning to the heartbeat message rather 
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than separately unicasting to EQ and EING. 
Even if E\ does not detect that EQ is behind in the heartbeat sequence, Eo could also use 
the heartbeat from E\ to detect that it is out of sequence with E[NG. E[NG could also use the 
same procedure with the heartbeat from E\ as well for EQ'S sequence number. Thus, although 
an edge node may be blocked from receiving a heartbeat, it may attempt to recover before the 
Red timeout as long as it is still receiving heartbeats from other nodes. The key concept for 
the Green parameter and warning is that although one link or node may fail, the failure can 
be detected much sooner if connectivity to the edge node still exists otherwise. 
6.2.5 Hybrid HELLO 
Once a possible fault has been detected, an edge node needs to trigger the network to try 
to locate/recover from the possible fault. Although the edge node could attempt to probe the 
network itself via various probing packets to/from core nodes, such a process would be wasteful 
and time-consuming. Since the link state protocol is already responsible for appropriately 
detecting faults, the edge node can engage the routers along the suspected path to attempt to 
detect potential faults. 
Although the fault will eventually be recovered from by the link state protocol, the re­
routing time may be excessively long. Thus, since the edge node knows the path(s) containing 
the potential fault, the edge node can trigger the routers on the path(s) to enter a hybrid 
HELLO state whereby the routers reduce their HELLO intervals temporarily in the interest 
of detecting possible faults. 
Figure 6.6 shows an example of a hybrid HELLO activation message. In the figure. E[NG 
detects a possible fault on the paths to Eo through a warning message from E\. As a result, 
Eing sends an Activate-Hybrid message on a multicast tree containing only EQ using the same 
paths as the heartbeat packet. When a node receives the Activate-Hybrid message, the node 
will convert the upstream link as well as the downstream links to the hybrid HELLO mode 
(according to the replication information in the DSMCast header). The hybrid HELLO mode 
is active for HybHC x HybH seconds where HybHC is the number of hybrid HELLO messages 
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Figure 6.6 Hybrid HELLO Activation 
to send and HybH is the temporary HELLO interval to use for the hybrid HELLO packets. 
During the hybrid HELLO mode, links that are in the hybrid HELLO mode are considered 
dead after HybH x HybD seconds where HybD (hybrid dead time) is an integer greater than 
0. If the links are functioning correctly, both the upstream and downstream nodes will be 
converted to the hybrid HELLO mode for the specified timeframe for only those specific links. 
In the case where such a message does not propagate fully (link/node failure), an error will be 
detected as the network routing state will be updated. 
In addition to E[NG detecting the fault, EQ would also have received the warning from the 
heartbeat of Ev As a result, EQ would also have sent an Activate-Hybrid message towards 
EING. Note that the Activate-Hybrid message does not need to reach either E[NG or EQ. Rather, 
the Activate-Hybrid message needs only to reach the node just before the fault. In fact, if the 
Activate-Hybrid reaches its intended destination, it implies that a false positive was detected 
since the edge-to-edge path is still functioning. 
The use of the hybrid HELLO mode has several advantages. First, the link state routing 
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protocol does not have to use the reduced HELLO interval unless in hybrid mode. For the 
majority of the network operation, the HELLO interval will be a typically larger value, thus 
representing a savings in terms of CPU processing time at core routers. Although the heartbeat 
messages do cost additional bandwidth, the heartbeat packets are treated as data packets in the 
core and thus cause zero CPU processing overhead. Thus, through the use of the distributed 
intelligence of the edge routers coupled with the use of heartbeat packets as input, the fast 
link state interval can be intelligently triggered rather than constantly being used. 
6.3 Improving EI-HELLO Performance 
In the above descriptions, each edge router employs a greedy approach whereby each edge 
router attempts to verify all of its respective data paths. However, in sparse networks, such 
a greedy approach may be unnecessary as nodes could divide the verification tasks among 
themselves. This is due to the fact that the network sparsity causes many of the verifications 
to be redundant. Thus, a further consolidation is needed beyond the multicast tree to increase 
the efficiency of the heartbeat packets. The problem could be summarized thusly: 
For a given DS domain (D) containing a set of edge nodes E and a set of core nodes C. 
construct a set of multicast M trees rooted at nodes in E where each link (X.Y)in D is 
traversed by a minimal number of heartbeat packets over both (X, Y) and (Y~, X). 
Although it may be possible to construct an optimal set of trees that minimizes the impact 
on the network (such as using a Maekwa set [99]), the process will be extremely difficult if not 
impossible. Thus, the next best choice is to propose a heuristic that attempts to reduce the 
message impact on the underlying network. 
6.3.1 Reducing EI-HELLO Overhead 
During correct operation, each edge node needs only receive a heartbeat from the other 
edge nodes once per Green cycle. Rather than greedily verifying the health of the links to all of 
the other edge nodes, an edge node can simply send a heartbeat to a subset of the edge nodes 
on each heartbeat. However, one must be careful to still meet the minimum heartbeat interval 
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(denoted by the Green parameter), lest EI-HELLO be plagued by excessive false positives. 
The core problem can be subdivided into two main questions, how to divide up the edge nodes 
into subsets and which subsets to verify on each heartbeat. 
6.3.2 Choosing Subsets 
The primary motivation when grouping edge nodes into clusters (subsets) is to try to 
accomplish the maximum amount of verification (maximize the number of verified paths to 
edge nodes) while minimizing the total cost of communication. Thus, since all edge nodes must 
eventually be verified, the intuition behind the clustering mechanism is to base the clusters on 
nodes that are close together. By grouping edge nodes that are close together, the chances that 
the edge nodes will share a common path to the ingress node is increased. A greater number 
of shared links means that the heartbeat is verifying not just one but multiple paths to egress 
nodes. While the multicast tree solved this problem originally, the problem of constructing 
partitioning the multicast tree is a distinctly different problem. 
To construct the clusters, a method similar to the ECT algorithm of EBM is proposed. 
Unlike ECT, all edge nodes are candidates for the cluster as there is no PHB precedence. 
First, a candidate cluster is constructed around each edge node that contains the edge node 
and all edge nodes within C H hops. The metric for evaluating the different clusters is derived 
by dividing the cost of the multicast tree to the cluster by the number of edge nodes in the 
cluster. 
-U(C,) = 
l^xl 
where Cx is the cluster centered at node Ex. Tx is the multicast tree to reach all of the edge 
nodes in Cx. and |Cr| is the number of edge nodes in the cluster. The clusters are selecting by 
iteratively choosing the best cluster (lowest value) until all edge nodes are covered by a cluster. 
An edge node can only be part of one cluster and is removed from all other candidate clusters 
once selected as part of a cluster. 
The cluster distribution may be specified in one of two fashions. The network administrator 
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may specify either a total of X clusters or a hop distance of CH hops. Although both are 
targeted towards the same end goal, the X cluster case can simply be derived by iteratively 
stepping through CH until a total number of clusters is achieved that is less than or greater 
than X. 
6.3.3 Scheduling Subsets 
The second question to answer is how and when to schedule the cluster (subset) to receive 
a heartbeat. Although subsets could be scheduled dynamically and the tree constructed on 
each heartbeat, such a scheme consumes excessive computational resources. In contrast, a 
static scheduling scheme offers a better approach as the priority of heartbeat transmissions is 
unlikely to change and the trees themselves (i.e. the egress points) are unlikely to change as 
well. 
In the static scheduling scheme, a tree is constructed based on the clusters for each heartbeat 
transmission. The schedule is developed for 1 to Green and repeated until the tree changes. 
On each heartbeat, at least T percent of the edge nodes must be addressed by the heartbeat. 
Clusters are selected for scheduling until at least T percent of the edge nodes are covered by 
the heartbeat. In the event that a topology change is detected, the schedule and trees are 
recomputed. 
The T parameter captures the tradeoff of false positives versus network overhead. With a 
T near 0%. the minimal number of heartbeats are sent out resulting in a single cluster being 
contacted each heartbeat. With a T of 100%. the performance will be the same as the greedy 
approach of the previous EI-HELLO algorithm. The ideal value for T should be Grleen which 
causes all of the edge nodes to see one heartbeat per Green interval. 
6.3.4 Benefits and Tradeoffs 
The extension to EI-HELLO offers several benefits and tradeoffs which are discussed below: 
• Reduced overhead: By employing partial verification on each heartbeat, each edge node 
can consume significantly less overhead while achieving nearly the same performance. 
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Since Green x HBI is the soonest that EI-HELLO can detect a fault, the successful 
receipt of one heartbeat per Green interval will keep EI-HELLO operating normally 
without the overhead of the greedy approach. 
• False positives: If the extension is not tuned properly, there is the potential for additional 
false positives. As a possible fault in the network causes an Activate-Hybrid message to 
be sent and the hybrid HELLO mode to be used, a large number of false positives 
can cause the overhead of EI-HELLO to increase dramatically. In fact, without proper 
configuration, EI-HELLO could degrade to a performance worse than the fast HELLO 
module due to both the hybrid HELLOs and the heartbeat overhead. 
6.3.5 Additional Extensions 
In addition to the performance improvements. EI-HELLO can also offer benefits for QoS 
management. As an additional feature, heartbeat packets could be used to gather information 
regarding the status of the core nodes (queue length for each class, drop rate for each class, 
etc.). Rather than being computed in real-time, the values inserted into the heartbeat could 
represent weighted averages that are computed at a regular interval. This approach could offer 
significant benefit for QoS marking and resource provisioning in a DiffServ network as an edge 
node would have a better picture of the performance of the core of the network. However, this 
problem is beyond the scope of this dissertation and is a compelling topic for future research. 
6.4 Simulation Studies 
In order to evaluate the performance of the EI-HELLO model, extensions to the ns-2 
simulator [90] were developed. A generic link state protocol was created that mimics the 
common features of IS-IS [81] and OSPF [80] such as the HELLO message and the flooding of 
link state updates. For the simulations, the performance of four separate models was evaluated, 
a slow HELLO model, the EI-HELLO model, a fast HELLO model, and a Packet-over-SONET 
model (for baseline purposes). The characteristics of each model are shown in Table 6.1. 
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Table 6.1 Simulation, models 
Parameters IP-SONET Slow HELLO EI—HELLO Fast HELLO 
HELLO Settings None 5 s 5 s 100 ms 
Fault Detection Lower layer Dead Time Dead Time+HBeat Dead Time 
Instant 3 x 5 s 3 x 5  s / H y b r i d  3 x 100 ms 
Heartbeat Rate None None 250 ms None 
Green/Red None None 2/4 None 
Hybrid HELLO None None 100 ms/3 None 
Receiver 
Primary links * 5.0 Mb. 5 era 
Backup links - 1.0 Mb, 10 ms 
Other links • 2.0 Mb. 2 ms 
Figure 6.7 Small network topology 
The performance of the models were evaluated on two network topologies, a small test 
network and NSFNet [92]. The small network was selected to isolate the fault detection and 
recovery times of a single flow. The NSFNet topology was selected as a realistic topology that 
would be indicative of a practical DS domain. 
6.4.1 Small Network Performance 
Figure 6.7 details the topology of the DS domain considered in the small network study. 
For the study, a fault was injected at 10 seconds and Node 0 was monitored for the time until 
the next data packet (maximum packet gap in seconds) was received. The maximum packet gap 
metric provides an excellent metric for measuring the responsiveness of the failure detection and 
recovery mechanisms. In addition, a count of average link state messages (ALSC) was recorded 
which measured the average number of link state related messages per node per second. In the 
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count, a link state related message includes heartbeats, updates, HELLO messages, and hybrid 
mode activations across each link in the network. For the EI-HELLO model, the overhead of 
the link state protocol and the heartbeats are shown separately. 
6.4.1.1 Link Failure 
For Figures 6.8 and 6.9, the link from Node 0 to Node 2 fails at 10 seconds until the end 
of the simulation (50 seconds). Figure 6.8(a) shows the recovery time as the HELLO interval 
is varied. The slow HELLO model provides a curve that is fairly indicative of most integer-
limited HELLO models. If the default HELLO interval value for the majority of link state 
protocols is used (10 seconds), the recovery time is on the order of 30 seconds, an unacceptable 
re-routing time for most flows. However, although a fast HELLO interval offers significantly 
better re-routing performance, such performance comes at an additional overhead as shown 
in Figure 6.9(a). In contrast, the EI-HELLO offers performance approaching that of the fast 
HELLO interval but at a significantly reduced penalty for a lower HELLO interval since the 
lower HELLO interval is only engaged when a possible fault is detected. 
The other figures show the performance of EI-HELLO as the heartbeat interval and green 
settings are varied versus a fixed fast HELLO (100 ms) and a slow HELLO (5 s) interval. 
Although the heartbeat interval offers some gain for EI-HELLO, the fault detection is limited 
by the hybrid HELLO rate and green setting. Thus, setting the heartbeat interval to a lower 
level offers only marginal performance gains at a significant cost. Figure 6.9(b) plots the 
significant cost of EI-HELLO as the heartbeat interval is varied. 
The green setting in Figure 6.8(c) impacts the performance of the EI-HELLO significantly 
as the green setting determines when other edge nodes can offer warnings regarding syn­
chronization problems of sequence numbers. However, whereas the green setting can have a 
profound impact on the re-routing time, it has very little impact on the message overhead (see 
Figure 6.9(c)). This arises from the fact the green setting is constrained by the end-to-end 
delay of the network and is used as a threshold rather than for directly generating packets at 
a fixed interval. 
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6.4.1.2 Node Failure 
In Figure 6.10, node 2 fails at 10 seconds until the end of the simulation. In the event 
of a node failure, the performance of the EI-HELLO model follows a similar trend as the one 
seen in the single link failure case. However, whereas in the link failure case node 1 was able 
to offer warnings to node 6, the complete failure of node 2 prevents either node 1 or node 0 
from receiving heartbeat packets. Thus, the red setting (twice the green setting) provides the 
triggering mechanism for engaging the hybrid HELLO interval. As a result, the re-routing 
time for EI-HELLO is increased while both the fast and slow HELLO modes remain roughly 
the same. 
6.4.2 Large Network Performance 
In order to evaluate the performance of the EI-HELLO model on a larger scale, the perfor­
mance was analyzed on the NSFNet topology [92]. The topology provides a realistic domain 
to measure the effect of failures in a DS domain. The topology consisted of 33 links, 17 edge 
nodes, and 13 core nodes with only a single link from an edge router to the core routers. For 
the simulations, the following parameters were used: 
• 38 multicast groups were employed with an average of 4 receivers per group. Member 
join and leave events occurred on an average of 250 ms apart. 
e Faults were exponentially distributed with a MTTF (Mean Time to Failure) of 200 
seconds and a MTTR (Mean Time to Repair) of 50 seconds. Both node as well as link 
faults were injected with equal MTF and MTF characteristics. 
Although the fault rate is significantly higher than would occur in practice, the fault rate 
has been increased to demonstrate the recovery performance of the models. Hence, the slow 
HELLO interval was set to 5 seconds rather than the default of 10 seconds as with most routers. 
Since packets are actually being simulated in ns, using realistic fault rates would require vast 
amounts of computational resources. Multicast packets were selected as the effect of faults on 
route-pinned multicast (DSMCast) is significantly higher than unicasting. 
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timeout is increased as well, hence offering poorer performance. Out of all of the parameters, 
the heartbeat interval offers the best performance at an interval of 100 ms (see Figure 6.12(b)). 
However, this performance is only marginally better and comes at an extremely high message 
cost as examined in the next graph. 
6.4.2.3 Effect of EI-HELLO Settings on Message Overhead 
Figure 6.13 examines the effect of the heartbeat interval on the amount of message overhead 
introduced by the respective heartbeat and link state messages. As with Figure 6.12. the slow 
and fast HELLO models are kept at a constant setting for reference. The green setting and 
hybrid HELLO settings had minimal impact on message overhead since the hybrid HELLO is 
only invoked on faults and the green affects the trigger for such events. As the hybrid HELLO 
message setting has only a minimal impact on message overhead, it is reasonable to assume 
that the hybrid HELLO message could be lowered even further being constrained only by the 
link delay between the two nodes. 
However, the heartbeat interval has a profound impact on the message overhead of the 
EI-HELLO model (see Figure 6.13). The profound impact of the heartbeat interval can be 
linked to several factors. First, each edge router follows a greedy paradigm whereby each 
router attempts to verify all of the routes to the other routers. Thus, for 17 edge routers. 
17 packets are sent HBI times per second. At a rate of 100 ms. each node will receive 160 
heartbeats packets per second. However, due to the fact that some multicast savings does 
occur (only 1 packet goes out from the node), the average overhead is slightly reduced. The 
edge-to-edge heartbeat quantity is amplified by the relative sparsity of NSFNet. Whereas in 
the small network example, several of the links did not require verification, many of the edge 
nodes in NSFNet send heartbeat packets along the same links. Hence, many of the packets 
end up simply re-verifying links that have been verified by other nodes due to the greediness 
of the EI-HELLO approach. 
Thus, EI-HELLO suffers in a sparse network due to the unnecessary greediness of nodes. 
The performance could be improved by appropriately distributing the task of verification and 
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intelligently sharing the workload (see Section 6.3). However, such a greedy approach is not 
entirely poor as the heartbeat packets could also be used to gather core status information, 
thus distributing such information to the edge routers to make better routing decisions. 
As a result, EI-HELLO is not ideal for all situations. If it is possible to reduce the HELLO 
interval to sub-second or have a Packet-SONET linkage, an approach such as EI-HELLO 
simply adds additional overhead. However, for cases where such a lower link state interval 
is not possible or where the gathering of core information is desired. EI-HELLO can offer 
significant benefit at a reasonable cost. 
6.5 Conclusions 
In this chapter, an approach (EI-HELLO) was proposed for edge-based health monitoring 
of core nodes in a DiffServ domain that captures the tradeoff of fault detection speed and link 
state overhead. The approach leveraged DSMCast for route-pinned heartbeat packets coupled 
with a hybrid HELLO mode to provide intelligent HELLO packet intervals. 
The simulation studies showed that the EI-HELLO model could offer significant benefit 
over the traditional slow HELLO model currently in wide-scale deployment in the Internet. 
The improvement comes at the cost of additional bandwidth and does not offer significant gains 
over networks where sub-second HELLO intervals are possible. However, the implications of 
the EI-HELLO scheme for QoS monitoring of core routers can offer significant benefits beyond 
the initial purpose of fault detection. Thus, the EI-HELLO model offers significant promise 
and provides an excellent foundation for further research. 
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CHAPTER 7. CONCLUSIONS AND SUMMARY 
In this chapter, a summary of the contributions of the dissertation is presented and ad­
ditional considerations of the material are discussed. In addition, the chapter offers several 
concluding remarks regarding the use of the contributions and concludes with several future 
research directions. 
7.1 Contributions 
The work in this dissertation contributed several unique ideas to the field of networking, 
specifically the areas of Differentiated Services and multicasting. The notable contributions 
are summarized below: 
• This work was the first to fully categorize all three conflicts between DiffServ and mul­
ticasting [100]. Most notably, the issue of scalability has been missing from the vast 
majority of existing works. 
• The two architectures (DSMCast and EBM) were the first two architectures to satisfy 
the three primary conflicts between DiffServ and multicasting [73. 74. 75]. 
• The DSMCast architecture offered an architecture that could deliver core statelessness, 
heterogeneous QoS. and unified resource management with minimal packet overhead 
using hardware assistance. 
• The bid/probe nature of DSMCast offered a unique approach for bridging the gap be­
tween sender versus receiver driven QoS in a DiffServ environment. 
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• The EBM architecture offered an alternative architecture that required zero modification 
to core routers but still offered the benefits of core statelessness, heterogeneous QoS, and 
unified resource management at the cost of additional bandwidth. 
e The ECT algorithm uniquely captured the qualities of heterogeneous routing while bal­
ancing the tradeoff of tunnel length versus bandwidth consumption. 
• The heterogeneous QoS work represented the first study of the effects of heterogeneous 
QoS in a single tree and the implications for users and service providers [76]. 
• The EI-HELLO model presented a unique approach for expediting fault detection by link 
state protocols and a future platform to explore for QoS management [77]. 
e The work was one of the first works to propose the use of dynamic QoS (variable PHBs) 
for not only multicast groups but also for unicast connections. 
7.2 Additional Considerations 
In addition to considerations of existing solutions discussed earlier in the two architectures, 
several other important areas also deserve mentioning. These areas include reliable multicast, 
filtered/layered multicast, as well as other security concerns. 
7.2.1 Reliable Multicast 
Although the original model for multicasting was based on the best-effort/unreliable de­
livery model of UDP, there has been considerable interest in developing a reliable multicast 
model [101, 102, 103, 104. 105]. Reliable multicast is especially applicable for areas such as 
content distribution networks (CDN). Both of the proposed architectures are compatible with 
reliable multicasting schemes but with several caveats. 
First, a reliable multicast scheme implies that per-group monitoring is taking place in order 
to ensure reliable delivery. This support may range from caching of data for retransmission 
to simple NACK aggregation. Since neither DSMCast nor EBM allows for per-group state 
in the core of the network, the locations for reliable multicast entities would be restricted to 
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edge routers. Second, the performance of any reliable multicast scheme would suffer slightly. 
Since core routers cannot offer per-group intervention, support for operations even as simple 
as NACK aggregation are not possible at the core. As a result, the ingress router for a DiffServ 
domain may see significantly more NACKs than the router would see if core routers supported 
NACK aggregation. However, since aggregation still takes place at the edge routers of the 
domain in the first place, the impact of a NACKs to an ingress router is limited to the total 
number of egress points in a multicast group. In addition, the NACK would still be aggregated 
into a single NACK before reaching the sender, thus posing only a dilemma for the ingress 
router, not the source of the multicast group. 
7.2.2 Heterogeneous QoS via RSVP Filters 
Although the work in this dissertation focused on how to meet the heterogeneous QoS levels 
requested at different egress points of the domain, another facet of heterogeneous QoS is how 
the QoS request is conveyed to and mapped by the egress points themselves. One of the options 
for conveying such information is to use the filters of RSVP [26]. Under RSVP, receivers are 
able to allocate resources using either a wildcard filter (allow all senders), a fixed filter (allow 
a specific sender), or a shared explicit filter (allow certain senders). When two or more filters 
exist on a specific link, filters with the same specification may be merged together such that 
the highest request for bandwidth is satisfied. For instance, suppose that two receivers request 
a wildcard filter for the same multicast group with requested bandwidths of 2 Mb/s and 3 
Mb/s. When the two filters come together on the tree, the 3 Mb/s bandwidth requirement is 
passed up the tree since it satisfies both the 2 Mb/s and the 3 Mb/s requirement. 
One of the key differences with the two architectures versus RSVP filters is that both 
DSMCast and EBM are SSM-centric. As a result, there is no concept of a shared tree or 
multiple senders for a given group. Thus, only the fixed filter is truly required. However, both 
DSMCast and EBM do offer support for Anvcasting to include legacy applications. In such a 
case, the filtering would only take place at the edge routers. As a result, several of the resource 
allocation mechanisms may not be as efficient since shaping must take place at the ingress 
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node and filtering/shaping will not take place in the core. 
A possible solution is to use the variable QoS levels of DSMCast and EBM for not only 
heterogeneous in-tree support but also to use multiple distribution trees. For example, the 2 
Mb/s and 3 Mb/s cases could use two trees, one giving the 2 Mb/s its requested QoS and the 
other tree using either a less than best effort PHB [37] or a drop PHB for traffic levels between 
2 Mb/s and 3 Mb/s. The filtering may also be done as the packets arrive at the egress point 
to augment the PHB selection already done by the ingress router. 
7.2.3 Security Concerns 
A final area for concern lies in the realm of security. Although both architectures offer the 
opportunity for the addition of local domain-wise security, both approaches can offer potential 
new avenues for attack. Specifically, the route-pinned nature of both DSMCast and EBM (with 
the encapsulated option) can offer an opportunity for an attacker to disrupt the network. 
For instance, an attacker could create a DSMCast packet that engages in triangle rout­
ing whereby the packet would continue to consume resources until the TTL was exhausted. 
Alternatively, the attacker could simply turn on all replication bits, thus causing significant 
replication until the TTL was exhausted. Without appropriate safeguards, an attacker could 
very quickly choke most of the bandwidth from the network with a relatively small number of 
packets. 
However, these attacks represent an extreme case that can/have been addressed in several 
ways. First, an option is present in the DSMCast TEH options field to zero out the replication 
bits field, thus preventing triangle routing. The zeroing of the options field also defeats the 
second attack as well. Second, the DSMCast TEH can only be pushed into the packet at the 
edge of the domain. Thus, any packets arrive with a DSMCast TEH will be ignored as a new 
DSMCast TEH is always pushed onto multicast packets. Third, authentication and digital 
signatures can also be pushed into the header as well. A digital signature could be used to 
verify that the header originated from an edge router. Although compromising an edge router 
can foil these defenses, the entire DiffServ architecture fails if an edge router is compromised. 
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much more than just the multicasting portion. Finally, rate-limiting can also be pushed onto 
the core routers for multicast in general. Similar to how the EF class is rate-limited, all 
multicast traffic can be limited to a certain percentage of traffic, thus limiting the negative 
impact in the event of a misconfiguration or malicious attack. 
Beyond a direct routing attacks, several other attacks can be applied to the architectures 
as well. For instance, a malicious attacker could send large packets to force fragmentation, 
thus consuming router CPU resources for the fragmentation. A similar attack might include 
rapid joining of multicast groups in the Anycasting scenario to spam significant floods and 
MSDP/MBGP traffic from the domain. Although these attacks do represent vulnerabilities, 
little can be done to prevent these attacks besides rate-limiting of high impact activities. 
7.3 Conclusions 
The work presented in this dissertation offers two architectures for providing multicast in a 
DiffServ environment. Although both architectures resolve the three conflicts between DiffServ 
and multicasting, each architecture has its respective strengths and weaknesses. As a result, 
each is better suited towards different network environments but both fit together towards 
offering efficient network support for multicasting. 
7.3.1 EBM 
For networks that do not currently support multicasting, the EBM architecture repre­
sents a relatively simple upgrade to offer complete multicasting support. To incorporate the 
EBM architecture, a router needs only to offer software support at the edge routers of the 
domain. In fact, the majority of complexity for multicasting (tree construction, protocol 
mapping/translation) can be migrated to the Multicast Broker (MB), thus making multicast 
support at the edge routers even easier. An edge router need only recognize new join/leave 
requests, tunnel/replicate multicast packets, and keep group membership information. If the 
edge routers have sufficient computational resources, the tasks of the MB can be migrated to 
each edge router, provided that SSM is employed for all join/leave requests. A hybrid ap­
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proach can easily be employed as well with the MB handling legacy Anycast requests and edge 
(ingress) routers handling SSM requests. 
7.3.2 DSMCast 
The next step for multicast support would be to move from EBM to a DSMCast architec­
ture. Since EBM already abstracts the multicast transport functionality. DSMCast is simply 
replacing the how the packets themselves are transported. DSMCast offers a better overall QoS 
and bandwidth efficiency over EBM but comes at the cost of requiring hardware assistance at 
each of the core routers. As an intermediate step or on networks with low levels of multicast 
traffic, the processing of the DSMCast TEH could be done via software although such an ap­
proach is merely an interim step. Since DSMCast involves simply comparing a specific pattern 
in the multicast header, the majority of commercially available network processors or FPGAs 
could be programmed to support DSMCast. 
While the architectures do overcome the primary issue of core scalability, both architectures 
still require a significant effort for deployment on the part of the ISP. However, this effort can be 
minimized provided that either architecture is deployed at the same time DiffServ functionality 
is also deployed. By tying both DiffServ and multicasting together, an ISP can deliver two 
compelling services at the same time, thus offering significant benefits over a unicast-only 
best-effort network. 
7.3.3 Heterogeneous QoS 
The work on heterogeneous QoS offered interesting insights into how heterogeneous QoS 
performs in a single multicast tree. Most notably, the tradeoff of network efficiency versus 
differentiation is a difficult problem that is an open topic for research. While optimizing for 
bandwidth is goal for an ISP. the economic issues are more likely to outweigh the technical 
issues in this case. 
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7.3.4 Fault Detection 
Finally, the work on fault detection represents an interesting premise to explore future 
work. Although the problem of fault detection may be easily solved by simply deploying L2-L3 
linkages (similar to Packet-over-SONET [96]) , the solution is still valid for the majority of the 
Internet [94]. In addition, this approach has significant implications beyond assisting with the 
fault detection of the link state protocol. 
First, the work offer promise in regards to QoS monitoring of the core of the network. 
Rather than having to use a reactionary scheme, the health/QoS of the core of the network is 
provided continually and can be acted upon in a proactive fashion. Several existing projects 
such as MINC (Multicast-based Inference of Network-internal Characteristics) have examined 
this on a large scale using multicasting [106]. However, the route-pinned nature of DSMCast 
allows DSMCast to act as an efficient SNMP (Simple Network Management Protocol) with 
significantly less overhead. In addition, the fault tolerance work has applicability in other 
disciplines as well such as Processing in Memory [107]. 
7.4 Future Research Directions 
Finally, although this dissertation has answered many of the initial problems posed by 
DiffServ multicasting, the work has opened up several other interesting areas that merit future 
research. These areas include: 
• Dynamic unicast QoS: The issue of variable PHBs for unicast connections is an unex­
plored area in DiffServ. With a fixed PHB from edge-to-edge, a service provider is able 
to offer only absolute levels of QoS to users. In practice, it may be desirable to offer gra­
dients of QoS to users. By embedding dynamic PHB information in the packet, the PHB 
may change as the packet traverses the DS domain. The implications of such research 
can dramatically broaden the QoS levels offered by DiffServ. However, the cost of such 
a scheme is not free and thus, further research into the cost-benefit tradeoff analysis of 
such a scheme is needed. 
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• Dynamic routing: Since both architectures offer the option for carrying the replica­
tion/routing information inside the packet, it is possible to dynamically route the packet 
according to the QoS of the network. Whereas traditional EP multicast would require all 
of the nodes to be aware for tree rearrangement, the entire tree can be rearranged and 
updated only at the ingress router. The use of dynamic routing could be used to offer 
better network utilization or to offer dynamic tree rearrangement in response to QoS 
[88, 108]. 
• Feedback-based. QoS adaptation: A second issue to be explored is the issue of feedback-
based QoS adaptation for DiffServ. Although feedback-based QoS adaptation has been 
mentioned in the literature [87], it has not been thoroughly explored in DiffServ multicas­
ting. In addition, the concept of using network dynamics from core routers to determine 
packet markings at the edge routers rather than edge-to-edge feedback is also an unex­
plored issue. The QoS information provided by DSMCast and EI-HELLO offer excellent 
mechanisms for gathering such information. Feedback-based QoS adaptation in DiffServ 
has significant implications for relative DiffServ as well as for any dynamic QoS scheme. 
• Negative QoS: A unique concept introduced by the use of single trees for heterogeneous 
QoS is the use of negative QoS/negative shaping at the edge router. In addition to the 
QoS introduced by the network, packets could be negatively shaped (additional delay 
or additional loss) in order to balance out the Good Neighbor Effect. This approach 
runs contrary to most QoS schemes whereby the goal is to offer better overall QoS. not 
worsening of the QoS. Such an approach balances the need for network efficiency with 
the need for QoS differentiation. However, the issues of determining how to negatively 
shape a packet are subjects for future research. 
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