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Abstract
The spatial autoregressive model has been widely applied in science, in areas such as eco-
nomics, public finance, political science, agricultural economics, environmental studies and
transportation analyses. The classical spatial autoregressive model is a linear model for de-
scribing spatial correlation. In this work, we expand the classical model to include related
exogenous variables, possibly non-Gaussian, high volatility errors, and a nonlinear neural net-
work component. The nonlinear neural network component allows for more model flexibility
— the ability to learn and model nonlinear and complex relationships. We use a maximum
likelihood approach for model parameter estimation. We establish consistency and asymptotic
normality for these estimators under some standard conditions on the spatial model and neural
network component. We investigate the quality of the asymptotic approximations for finite
samples by means of numerical simulation studies. For illustration, we include a real world
application.ar
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1 Introduction
One commonly used assumption in regression analysis is that observations are uncorrelated, but
this assumption is sometimes impossible to be defended in the analysis of spatial data when one
observation may be related to neighboring entities. The nature of the covariance among observations
may not be known precisely and researchers have been dedicated for years to building appropriate
models to describe such correlation. The collection of techniques to investigate properties in the
spatial models is considered to have begun in the domain of spatial econometrics first proposed by
Paelinck in the early 1970s [24]. Later, the books by Cliff and Ord [12], Anselin [3] and Cressie
[9] detailed research results related to spatial autocorrelation, purely spatial dependence as well as
cross-sectional and/or panel data.
So why has estimating the spatial correlation drawn so much attention? In some applications
estimating the spatial structure of the dependence may be a subject of interest or provide a key
insight; in other contexts, it may be regarded as serial correlations. However, in either case,
inappropriate treatment of data with spatial dependence can lead to inefficient or biased and
inconsistent estimates. These consequences may result in misleading conclusions in the analysis
of real world problems. Therefore, it is important to describe spatial dependence; some standard
parametric models are spatial autoregressive models (SAR), spatial error models (SEM) and spatial
Durbin models (LeSage, R. Pace, [19]). According to the spatial autoregressive model, values of the
dependent variable are linearly related to observations in neighboring regions. The SAR model has
been widely discussed in the literature, and researchers have proposed various parameter estimation
techniques such as the method of maximum likelihood by Ord [23] and Smirnov and Anselin [27],
the method of moments by Kelejian and Prucha [15, 17, 16] and the method of quasi-maximum
likelihood estimation by Lee [18].
In a SAR model with covariates, the observations are modeled as a weighted average of neigh-
boring observations with weights determined by the distance between them plus a function of the
covariates:
ys = ρ
n∑
i=1
wsiyi + x
′
sβ + εs s = 1, 2, . . . , n
where ys denotes the observation of interest and xs denotes the value of a p dimensional independent
variable at location s ∈ {1, 2, . . . , n}. wij is the (i, j) entry of a n × n weight matrix Wn; it is a
nonnegative weight which measures the degree of interaction between units i and j. By convention,
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we always set wii = 0. The random disturbances {εs}ns=1 are uncorrelated with zero means and
equal variances; often in the literature these are taken to be normally distributed. The model
has parameter vector θ = (ρ, β′). However, parametric models are vulnerable to the preciseness of
model specification: a misspecified model can draw misleading inferences. Whereas a nonparametric
model is more robust even though it sacrifices the precision. In this sense, to combine the advantages
of these two models, we consider a semi-parametric model in the spatial context. The suggested
model, a partially specified spatial autoregressive model (PSAR) [30], is defined as follows:
ys = ρ
n∑
i=1
wsiyi + x
′
sβ + g(zs) + εs s = 1, 2, . . . , n (1)
where g(·) is an unknown function and zs denotes a q dimensional vector of explanatory variables
at location s. This PSAR model has a more flexible functional form than the ordinary spatial
autoregressive model. Methods of parameter estimation for the PSAR model include profile quasi-
maximum likelihood estimation by Su and Jin [30] and a sieve method by Zhang [36]. In Su and
Jin [30], they used profile quasi-maximum likelihood estimators for independent and identically
distributed errors and gave an asymptotic analysis using local polynomials to describe g. This
method showed its advantage in dimension reduction when maximizing concentrated likelihood
function with respect to one parameter ρ but involved in two-stage maximization if we wanted to
obtain other parameter estimators such as β’s. However, in Zhang [36], they were using a sieve
method (Ai, Chen [1]) to approximate the nonparametric function. They applied a sequence of
known basis functions to approximate g(·) in equation (1), and used the two-stage least squares
estimation with some instrumental variables to obtain consistent estimators for the PSAR model.
Both methods use Gaussian likelihood techniques. But normality is unreasonable in many cases
when we observe errors with heavy tails or abnormal patterns. If this is the case, maximum likeli-
hood estimation can be more efficient than Gaussian-based quasi-maximum likelihood estimation.
Another difference is that we are using neural network models to estimate the nonlinear function
g(·) whereas Su and Jin [30] applied a finite order of local polynomials about some explanatory
variables and Zhang [36] used a linear combination of a sequence of known functions to estimate
g(·).
The purpose of this paper is to extend an autoregressive artificial neural network model (Medeiros,
Tera¨svirta, Rech [22]) developed in the context of time series data to a partially specified spatial
autoregressive model and we regard the artificial neural network part as a nonlinear statistical com-
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ponent to approximate the nonparametric function g(·) in the PSAR model (1). The use of an ANN
(Artificial Neural Network) model is motivated by mathematical results showing that under mild
conditions, a relatively simple ANN model is competent in approximating any Borel-measurable
function to any given degree of accuracy (see for example Hornik et al. [13], Gallant and White
[10]). Under this theoretical foundation, we would expect our model to perform well when modeling
nonparamatric components in spatial contexts. Another improvement is that, in our model, the
random error is independent and identically distributed but does not necessarily follow a normal
distribution. We derive parameter estimates by maximizing the corresponding likelihood function
and discuss the asymptotic properties of our estimators under conditions that the spatial weight
matrix is nonsingular and the log likelihood function has some dominated function with a finite
mean.
In Sections 2 and 3, our model PSAR-ANN is given and a likelihood function for corresponding
parameters is derived. In Sections 4 and 5, we discuss model identification and establish consistency
and asymptotic normality for MLEs of model parameters. In section 6, we describe numerical
simulation studies to investigate how well the behavior of estimators for finite samples matches the
limiting theory, i.e., the quality of the normal approximation. In the real data example, we would
like to explore spatial dynamics in U.S. presidential elections and a PSAR-ANN model is fit to the
proportion of votes cast for 2004 U.S. presidential candidates at the county level.
2 Model Specification
The main focus of this paper is to approximate the nonparametric function g(·) in the partially
specified spatial autoregressive model (1) by an artificial neural network model. The model in
matrix form is defined as
Yn = Xnβ + ρWnYn + F (Xnγ
′)λ+ εn (2)
where Yn = {ys}ns=1 contains observations of the dependent variable at n locations. The independent
variable matrix Xn = (x1, x2, . . . , xn)
′ ∈ Rn×q contains values of exogenous regressors for the n
regions, where for each region, xs = (xs1, . . . , xsq)
′, s = 1, 2, . . . , n, is a q dimensional vector.
εn = {εs}ns=1 denotes a vector of n independent identically distributed random noises with density
function f(·), mean 0 and variance σ2 = 1.
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Exogenous parameters β = (β1, . . . , βq)
′ ∈ Rq and scalar ρ, the spatial autoregressive parameter,
are assumed to be the same over all regions. Wn = {wij} ∈ Rn×n denotes a spatial weight matrix
which characterizes the connections between neighboring regions. For the ease of illustration, we
define some additional notations. Given a function f ∈ C1(R1) continuous on R, we define a new
matrix mapping Rn → Rn as f s.t. f(x1, . . . , xn) = (f(x1), . . . , f(xn))′. Using this notation, the
artificial neural network component (Medeiros et al. [22]) can be written as F (Xnγ
′)λ with
F (Xnγ
′) =

F (x′1γ1) F (x
′
1γ2) . . . F (x
′
1γh)
F (x′2γ1) F (x
′
2γ2) . . . F (x
′
2γh)
...
...
. . .
...
F (x′nγ1) F (x
′
nγ2) . . . F (x
′
nγh)

∈ Rn×h
This matrix represents a single layer neural network with h neurons for every location. The value of
h is determined by researchers and can be selected by comparing AIC/BIC. Under this setting, the
parameter matrix γ = (γ1,γ2, . . . ,γh)
′ ∈ Rh×q, γi = (γi1, . . . , γiq)′ ∈ Rq, i = 1, 2, . . . , h, contains
all the weights in a neural network model. F (·) is called the activation function and we discuss the
situation when it is the logistic function with range from 0 to 1 (the logistic activation function is
the most common choice in neural network modeling [22]). For given information xs at region s,
the corresponding output of ith neuron in a single layer neural network is
F (x′sγi) = (1 + e
−x′sγi)−1, s = 1, 2, . . . , n, i = 1, 2, . . . , h
Parameter vector λ = (λ1, λ2, . . . , λh)
′ denotes weights for h neurons. So F (Xnγ ′)λ =
F (x′1γ1) F (x
′
1γ2) . . . F (x
′
1γh)
F (x′2γ1) F (x
′
2γ2) . . . F (x
′
2γh)
...
...
. . .
...
F (x′nγ1) F (x
′
nγ2) . . . F (x
′
nγh)


λ1
λ2
...
λh

=

∑h
i=1 λiF (x
′
1γi)∑h
i=1 λiF (x
′
2γi)
...∑h
i=1 λiF (x
′
nγi)

∈ Rn
One important element in the model (2) is the spatial weight matrix Wn. The spatial weights
depend on the definition of a neighborhood set for each observation. In our applications we begin
by using a square symmetric n × n matrix with (i, j) element equal to 1 if regions i and j are
neighbors and wij = 0 otherwise. The diagonal elements of the spatial neighbors matrix are set to
zero. Then we row standardize the weight matrix, so the nonzero weights are scaled so that the
weights in each row sum up to 1. In convention, people usually use the row standardized weight
matrices because row standardization creates proportional weights in cases where features have
an unequal number of neighbors; also this normalized matrix has nice properties in the range of
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eigenvalues (this will be mentioned later). As LeSage [20] suggests, there is a vast number of ways
to define neighbors and to construct a weight matrix. In the following we discuss some commonly
used methods in lattice cases and non-lattice cases. In a lattice case shown in the following Figure
1, we have 9 locations and we label them as 1, 2, . . . , 9 at left bottom corners in each cell. Suppose
i is the target location and j identifies a neighbor of i.
• Rook Contiguity (Fig 1 (a)): two regions are neighbors if they share (part of) a common edge
(on any side)
• Bishop Continuity (Fig 1 (b)): two regions are spatial neighbors if they share a common
vertex (or a point)
• Queen Contiguity (Fig 1 (c)): this is the union of Rook and Bishop contiguity. Two regions
are neighbors in this sense if they share any common edge or vertex
7 8 9
4 5 6
1 2 3
j
j i j
j
(a)
7 8 9
4 5 6
1 2 3
j j
i
j j
(b)
7 8 9
4 5 6
1 2 3
j j j
j i j
j j j
(c)
Figure 1: Examples of Rook (a), Bishop (b) and Queen Contiguity (c)
In practice, we may not always have a problem in a lattice. So an analog of an edge and a vertex
is called “snap distance”[5] such that any border larger than this “snap distance” will be regarded
as an edge or otherwise a vertex. So the Queen contiguity may be interpreted as that two regions
are neighbors as long as they are connected no matter how short the common border is. Under
the Queen criterion, for example, based on the example illustrated in Figure (1(c)), a 9× 9 weight
matrix for nine locations is shown below.
0 1 0 1 1 0 0 0 0
1 0 1 1 1 1 0 0 0
0 1 0 0 1 1 0 0 0
1 1 0 0 1 0 1 1 0
1 1 1 1 0 1 1 1 1
0 1 1 0 1 0 0 1 1
0 0 0 1 1 0 0 1 0
0 0 0 1 1 1 1 0 1
0 0 0 0 1 1 0 1 0

(3)
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However, in a non-lattice case when units, such as cities, are only points, this neighborhood
definition does not work because all units/points do not share any common edge or vertex. So a
distance based method is utilized to deal with such point case. Denote dij ≡ d(i, j) as the distance
between two units/points i and j, then some commonly used ways to define neighborhoods are
• Minimum Distance Neighbors:
A neighbor j of unit i satisfies that their distance dij ∈
(
0, max
i={1,...,n}
min
j 6=i
d(i, j)
]
. This method
controls that every unit has at least one neighbor but usually includes a large number of
irrelevant connections.
• K-nearest Neighbors:
Neighbors of i are restricted by the user-defined parameter K. A unit j is a neighbor of i if
j ∈ NK(i), where NK(i) defines the K-nearest neighbors of i. This method also guarantees
that there is no neighborless unit and has less noise then the Minimum Distance Neighbors.
However, the user-choice parameter K may not reflect the true level of connectedness or
isolation between points.
• Sphere of Influence Neighbors:
For each point i ∈ S = {1, . . . , n}, ri = mink 6=i d(i, k) and denote Ci as a circle of radius ri
centered at i. Units i and j are neighborhoods whenever Ci and Cj intersect in exactly two
points. This graph-based method improves the K-nearest Neighbors in a way that relatively
long links are avoided and the number of connections per unit is variable. This method works
well even with irregularly located areal entities and precludes the intervention of user-defined
parameter K in the previous method (See Figure 2).
According to Figure 2, the weight matrix for A, B, C and D is:
0 1 0 0
1 0 1 1
0 1 0 1
0 1 1 0

To write our model (2) more explicitly, for each location s, s = 1, 2, . . . , n
ys = x
′
sβ + ρ
n∑
i=1
wsiyi +
h∑
i=1
λiF (x
′
sγi) + εs (4)
The term
∑h
i=1 λiF (x
′
sγi), a linear combination of logistic functions with weights λi, i = 1, 2, . . . , h,
forms a hidden layer of this neural network with h neurons (Medeiros, Tera¨svirta, Rech [22]).
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Figure 2: Sphere of Influence Graph: A,B,C,D represent four units. Where the
circles around each city overlap in at least two points, the cities can be considered
neighbors. In the current example, A is a neighbor of only B, B is a neighbor to all, C
is a neighbor of B and D, D is a neighbor of B and C but not A.
This neural network helps discover nonlinear relationship between the response variable and its
covariates.
3 Likelihood Function
Rewriting the equation in (2), we have
(In − ρWn)Yn −Xnβ − F (Xnγ′)λ = εn (5)
where In is an n × n identity matrix. We denote θ = (β1, . . . , βq, ρ, λ1, . . . , λh,γ ′1, . . . ,γ ′h)′ ∈
R(q+1)(h+1) with true value θ0.
For the analysis of identification and estimation of this spatial autoregressive model (2), we
adopt the following assumptions:
Assumption 1. The (q + 1)(h+ 1)-dimensional parameter vector θ = (β′, ρ, λ′,γ ′1, . . . ,γ ′h)
′ ∈ Θ,
where Θ is a subset of the (q + 1)(h + 1)- dimensional Euclidean space R(q+1)(h+1). Θ is a closed
and bounded compact set and contains the true parameter value θ0 as an interior point.
Assumption 2. The spatial correlation coefficient ρ satisfies ρ ∈ (−1/τ, 1/τ), where τ = max{|τ1|, |τ2|, . . . , |τn|},
τ1, . . . , τn are eigenvalues of spatial weight matrix Wn. To avoid the non-stationarity issue when ρ
approaches to 1, we assume supρ∈Θ |ρ| < 1.
Assumption 3. We assume Wn is defined by queen contiguity and is uniformly bounded in row
and column sums in absolute value as n → ∞ so (In − ρWn)−1 is also uniformly bounded in row
and column sums as n→∞.
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Assumption 4. Xn is stationary, ergodic satisfying E |xs|2 <∞, s = 1, . . . , n and Xn is full column
rank.
Assumption 5. The error terms εs, s = 1, 2, . . . , n are independent and identically distributed
with density function f(·), zero mean and unit variance σ2 = 1. The moment E(|εs|2+r) exists for
some r > 0 and E |ln f(εs)| <∞.
Assumption 2 defines the parameter space for ρ as an interval around zero such that In − ρWn
is strictly diagonally dominant. By the Levy-Desplanques theorem [31], it follows that In− ρWn is
nonsingular for any values ρ in that interval.
Note that the diagonal entries in In − ρWn are all 1 (because wii = 0). Using Gershgorin circle
theorem [11, p. 749-754], we can show that the largest eigenvalue of a row-standardized matrix Wn
is bounded by 1. Using the 9 × 9 non-standardized weight matrix (3) constructed under Queen’s
criterion in the section 2, the interval for ρ is (−0.207, 0.207) whereas the row standardized weight
matrix corresponds to (−1, 1).
It is natural to consider the neighborhood by connections and in many practical studies, since
entries scaled to sum up to 1, each row of Wn sums up to 1, which guarantees that all nonzero
weights are in (0, 1]. For simplicity, we define the weight matrix Wn using the queen criterion and
do row standardization. Assumption 3 is originated by Kelejian and Prucha (1998 [15], 2001 [16])
and is also used in Lee (2004 [18]). Restricting Wn to be uniformly bounded prevents the model
prediction from exploding when n goes to infinity. By Lemma A.4 in Lee [18], we can prove that
(In − ρWn)−1 is also uniformly bounded in row and column sums for ρ ∈ (−1/τ, 1/τ).
From Assumptions 2 and 3 we can also decompose Wn by its eigenvalue and eigenvector pairs
τi, vi: Wn = PΛP
−1, where Λ is a diagonal matrix with eigenvalues τi on its diagonals and P =
[v1, v2, . . . , vn] (we assume vi’s are normalized eigenvectors). So
Wn = P

τ1 0 · · · 0
0 τ2 · · · 0
0 0
. . . 0
0 0 · · · τn

P−1, (In − ρWn)−1 = P

1
1−ρτ1 0 · · · 0
0 11−ρτ2 · · · 0
0 0
. . . 0
0 0 · · · 11−ρτn

P−1 (6)
This decomposition will later help us compute the likelihood function.
Assumption 4 guarantees the stationarity of {xs} so we can apply ergodic theorem later in the
proofs.
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Assumption 5 imposes restrictions for the random error. We assume that errors {εs}ns=1 have an
identical density function f(·). So to derive the likelihood function of θ, it is necessary to introduce
the Jacobian coefficient which allows us to derive the joint distribution of Yn = {ys}ns=1 from that
of {εs}ns=1, through equation (5):
J = det(∂εn/∂Yn) = |In − ρWn| (7)
Hence, based on the joint distribution for the vector of independent errors {εs}ns=1, and using (7)
the log-likelihood function for θ is given by (Anselin [3, p. 63])
Ln(θ) = ln |In − ρWn|+
n∑
s=1
ln f(εs(θ)) (8)
εs(θ) = ys − x′sβ − ρ
n∑
i=1
wsiyi −
h∑
i=1
λiF (x
′
sγi)
In practice, the density function f could be chosen by looking at the distribution for observations
and model residuals εs(θ). Common choices are normal distribution, t-distribution and Laplace
distribution. We examined these three distributions (with unit variances under Assumption 5) and
the corresponding log-likelihood functions functions are given below.
When εs ∼ N(0, 1),
f(εs) =
1√
2pi
exp(−ε
2
s
2
)
Ln(θ) = ln |In − ρWn| − n
2
ln(2pi)− 1
2
n∑
s=1
ε2s(θ)
When εs has the rescaled t distribution with degree of freedom ν (ν > 2, known) which is
symmetric about zero and has variance 1:
f(εs) =
√
ν
ν − 2
Γ[ 12 (ν + 1)]√
νpi Γ( 12ν)
·
(
1 +
ε2s
ν − 2
)− 1+ν2
Ln(θ) = ln |In − ρWn| − n
2
ln(ν − 2)pi + n ln Γ[
1
2 (ν + 1)]
Γ( 12ν)
− 1 + ν
2
n∑
s=1
ln
(
1 +
ε2s(θ)
ν − 2
)
When εs ∼ Laplace distribution with mean µ = 0 and scale parameter b =
√
2/2,
f(εs) =
1√
2
exp
(
−
√
2|εs|
)
Ln(θ) = ln |In − ρWn| − n
2
ln 2−
n∑
s=1
√
2|εs(θ)|
In the following sections, we will discuss model identifiability and establish asymptotic properties
for the maximum likelihood estimator θˆ = arg max
θ∈Θ
Ln(θ).
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4 Model Identification
We now investigate the conditions under which our proposed model is identified. By Rothenberg
[26], a parameter θ0 ∈ Θ is globally identified if there is no other θ in Θ that is observationally
equivalent to θ0 such that f(y; θ) = f(y; θ0); or the parameter θ0 is locally identified if there is no
such θ in an open neighborhood of θ0 in Θ. The model (4), in principle, is neither globally nor
locally identified and the lack of identification of Neural Network models has been discussed in many
papers (Hwang and Ding [14]; Medeiros et al. [22]). Here we extend the discussion to our proposed
PSAR model. Three characteristics imply non-identification of our model: (a) the interchangeable
property: the value in the likelihood function may remain unchanged if we permute the hidden
units. For a model with h neurons, this will result in h! different models that are indistinguishable
from each other and have equal local maximums of the log-likelihood function; (b) the “symmetry”
property: for a logistic function, F (x) = 1−F (−x) allows two equivalent parametrization for each
of the hidden units; (c) the reducible property: the presence of irrelevant neurons in model (4)
happens when λi = 0 so parameters γi in this neuron would remain unidentified. Conversely, if
γi = 0, the output of that sigmoid function is a constant so λi can take any value without affecting
the value of likelihood functions.
The problem of interchangeability (as mentioned in (a)) can be solved by imposing the following
restriction, as in Medeiros et al. [22]:
Restriction 1. parameters λ1, . . . , λh are restricted such that: λ1 ≥ · · · ≥ λh.
And to tackle (b) and (c), we can apply another restriction:
Restriction 2. The parameters λi and γi1 should satisfy:
(1) λi 6= 0, ∀i ∈ {1, 2, . . . , h}; and
(2) γi1 > 0, ∀i ∈ {1, 2, . . . , h}.
To guarantee the non-singularity of model matrices and the uniqueness of parameters, we impose
the following basic assumption:
Assumption 6. The true parameter vector θ0 satisfies Restrictions 1-2.
Referring to the section 4.3 by Medeiros et al. [22], we can conclude the identifiability of the
PSAR-ANN model
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Lemma 1. Under the Assumptions 1-6, this partially specified spatial autoregressive model (4) is
globally identified.
5 Asymptotic Results
5.1 Preliminary
Denote the true parameter vector as θ0 and the solution which maximizes the log-likelihood function
(8) as θˆn . Hence, θˆn should satisfy
θˆn ≡ arg max
θ∈Θ
Ln(θ) ,
Ln(θ) = ln |In − ρWn|+
n∑
s=1
ln f
(
ys − x′sβ − ρ
n∑
i=1
wsiyi −
h∑
i=1
λiF (x
′
sγi)
)
Suppose we have a n1 × n2 lattice where we consider asymptotic properties of θˆn when n =
n1n2 → ∞. Write the location s as the coordinate (sx, sy) in the [1, n1] × [1, n2] lattice space.
The distance between two locations s, j is defined as d(s, j) = max(|sx − jx|, |sy − jy|). So if
observations at s, j locations are neighbors (by queen criterion), their coordinates should satisfy
(sx − jx)2 + (sy − jy)2 ≤ 2 or d(s, j) = 1.
In a spatial context, we should notice that the functional form of ys is not identical for all the
locations due to values of the weights wsi. For example, in a lattice, units at edges, vertexes or in
the interior have different density functions due to different neighborhood structures (Figure 3). For
an interior point (Figure 3(c)), its neighborhood set Ns contains eight neighbors where wsj = 1/8
if d(s, j) = 1 otherwise wsj = 0, for j = 1, 2, . . . , n. Similarly, an edge point (Figure 3(b)) has five
neighboring units with wsj = 1/5 and the weight of a vertex neighborhood is 1/3 because a vertex
unit has only three neighbors. This is known as an edge effect in spatial problems. To deal with
s j
j j
(a)
j j
js
jj
(b)
j j j
j s j
j j j
(c)
Figure 3: Vertex (a), Edge (b) and Interior Points (c) Neighborhood Structures: s is
the target location and j represents the neighborhood of s
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5.2 Consistency Results
this, referring to Yao and Brockwell [35], we construct an edge effect correction scheme based on
the way that the sample size tends to infinity. In a space [1, n1] × [1, n2], we consider its interior
area as S = {(sx, sy) : b1 ≤ sx ≤ n1 − b1, b2 ≤ sy ≤ n2 − b2}, where b1, b2, n1, n2 → ∞ satisfying
that b1/n1, b2/n2 → 0 and other locations belong to the boundary areas M. Therefore the set S
contains n∗ = (n1 − 2b1)(n2 − 2b2) interior locations while the set M contains n − n∗ boundary
locations. Then n∗/n→ 1 and Ln(θ) can be split into a sum of two parts (interior S and boundary
M parts):
Ln(θ) =
∑
s∈M
l(θ|xs, ys) +
∑
s∈S
l(θ|xs, ys)
l(θ|xs, ys) = n−1 ln |In − ρWn|+ ln f
(
ys − x′sβ − ρ
n∑
i=1
wsiyi −
h∑
i=1
λiF (x
′
sγi)
)
Therefore, given that limn1,n2→∞
|M|
n = 0, n
−1∑
s∈M l(θ|xs, ys) vanishes a.s. as n tends to infinity
for any θ ∈ Θ. Therefore,
lim
n1,n2→∞
n−1Ln(θ) = lim
n1,n2→∞
(n1n2)
−1
( ∑
s∈M
l(θ|xs, ys) +
∑
s∈S
l(θ|xs, ys)
)
= lim
n1,n2→∞
(n1n2)
−1∑
s∈S
l(θ|xs, ys) a.s.
In this equation, every location s ∈ S has eight neighboring units under the queen criterion with
nonzero weights wsj = 1/8. Hence for an interior unit s ∈ S,
∑n
i=1wsiyi =
∑n
j=1
1
8yjI{d(s,j)=1}.
And the log likelihood function Ln(θ) is approximately
n−1Ln(θ) ≈ n−1
∑
s∈S
l(θ|xs, ys) for large n (9)
So the maximum likelihood estimator θˆn approximately maximizes n
−1∑
s∈S l(θ|xs, ys).
θˆn ≈ arg max
θ∈Θ
n−1
∑
s∈S
l(θ|xs, ys)
5.2 Consistency Results
To establish the consistency of θˆn, the heuristic insight is that because θˆn maximizes n
−1Ln(θ), it
approximately maximizes n−1
∑
s∈S l(θ|xs, ys). By (9), n−1Ln(θ) can generally be shown tending
to a real function L : Θ → R with maximizer θ0 as n → ∞ under mild conditions on the data
generating process, then θˆn should tend to θ0 almost surely. Before the formal proof of the con-
sistency, we need the following assumptions on density function f(·) satisfied (similar assumptions
are made in White [34], Andrews, Davis and Breidt [2], Lii and Rosenblatt [21]).
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Assumption 7. For all s ∈ R, f(s) > 0 and f(s) is twice continuously differentiable with respect
to s.
Assumption 8. The density should satisfy the following equations:
• ∫ sf ′(s) ds = sf(s)|∞−∞ − ∫ f(s) ds = −1
• ∫ f ′′(s) ds = f ′(s)|∞−∞ = 0
• ∫ s2f ′′(s) ds = s2f ′(s)|∞−∞ − 2 ∫ sf ′(s) ds = 2
Assumption 9. The density should follow the following dominance condition:∣∣∣f ′(s)f(s) ∣∣∣, ∣∣∣f ′(s)f(s) ∣∣∣2, ∣∣∣f ′(s)f(s) ∣∣∣4, f ′′(s)f(s) , and f ′′(s)f ′2(s)f3(s) are dominated by a1 + a2 |s|c1 , where a1, a2, c1 are
non-negative constants and
∫∞
−∞ |s|c1+2 f(s) ds <∞.
Discussed in Breidt, Davis, Lii and Rosenblatt [7] and Andrews, Davis and Breidt [2, p. 1642-
1645]), these assumptions on the density f(·) are satisfied in the t-distribution case when ν > 2
and the mixed Gaussian distribution. The assumption E | ln f(s)| < ∞ (see Assumption 5) is
also checked satisfied in the normal and t-distribution (ν > 2). The Laplace distribution does
not strictly satisfy the Assumptions 7-9, since it is not differentiable at 0 but it satisfies these
boundedness conditions almost everywhere so we believe the consistency and asymptotic normality
results remain valid for parameter estimates. This will be shown in the simulation section.
Lemma 2. Given Assumptions 1-9,
θ0 = max
θ∈Θ
ELn(θ) ≡ max
θ∈Θ
E
Ln(θ)
n
for all n (10)
Proof. Ln(θ) is the log of the likelihood function Ln(θ),
Ln(θ) = ln |In − ρWn|+
n∑
s=1
ln f(εs(θ))
ELn(θ)− ELn(θ0) = E ln Ln(θ)
Ln(θ0)
Denote Zn = (Yn, Xn). By Jensen’s inequality,
E ln
Ln(θ)
Ln(θ0)
≤ lnE Ln(θ)
Ln(θ0)
= ln
∫ ∞
−∞
Ln(θ)
Ln(θ0)
Ln(θ0) dZn = 0
So ELn(θ) ≤ ELn(θ0). By Lemma 1, the PSAR model is globally identified and therefore, ELn(θ)
is uniquely maximized at θ0 for all n. Since the parameter vector θ0 does not depend on sample
size n, it is equivalent to say that, θ0 = maxθ∈Θ 1nELn(θ).
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In the following, to simplify the expression, denote g(xs,θ) = x
′
sβ + F (x
′
sγ)λ. Define the
Hadamard product ◦ as,
a ◦B =

a1b11 a1b21 · · · a1bn1
a2b12 a2b22 · · · a2bn2
...
...
. . .
...
anb1n anb2n · · · anbnn

, a ◦ b1 =

a1b11
a2b12
...
anb1n

where a, b1, . . . , bn ∈ Rn, a matrix B = (b1, . . . , bn) ∈ Rn×n. And let
k0 =
∫ ∣∣∣∣f ′(s)f(s)
∣∣∣∣ f(s) ds
k1 =
∫ ∣∣∣∣∣f ′
2
(s)
f2(s)
− f
′′(s)
f(s)
∣∣∣∣∣ f(s) ds
k2 =
∫ ∣∣∣∣∣sf ′
2
(s)
f(s)
− sf
′′(s)
f(s)
∣∣∣∣∣ f(s) ds
k3 =
∫ ∣∣∣∣∣s2f ′
2
(s)
f(s)
− s
2f ′′(s)
f(s)
∣∣∣∣∣ f(s) ds
Lemma 3. Given Assumptions 1-9,
sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
s=1
ln f(εs(θ))− E 1
n
n∑
s=1
ln f(εs(θ))
∣∣∣∣∣ p−→ 0 as n→∞ (11)
Proof. As illustrated in equation (9), in a lattice with size n1 × n2,
sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
s=1
ln f(εs(θ))− 1
n
∑
s∈S
ln f(εs(θ))
∣∣∣∣∣ a.s.−−→ 0 as n1, n2 →∞
Therefore, to prove (11) is equivalent to show that
sup
θ∈Θ
∣∣∣∣∣ 1n∑
s∈S
ln f(εs(θ))− E 1
n
∑
s∈S
ln f(εs(θ))
∣∣∣∣∣ p−→ 0 as n→∞ (12)
where S denotes the interior units mentioned before. Since the interior units have the same
neighboring structure, the space process for them is stationary when n1, n2 go to infinity. We
first show
∣∣ 1
n
∑
s∈S ln f(εs(θ))− E 1n
∑
s∈S ln f(εs(θ))
∣∣ p−→ 0 for fixed θ (Similar proof in Lee [18,
Theorem 3.1,4.1]).
To prove this, we want to show that E| ln f(εs(θ))| <∞, s ∈ S. Expanding ln f(εs(θ)) around
θ0 with respect to θ,
ln f(εs(θ)) = ln f(εs(θ0)) +
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂θ′
∣∣∣∣∣ (θ − θ0)
E| ln f(εs(θ))| ≤ E| ln f(εs(θ0))|+ E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂θ′
∣∣∣∣∣ |θ − θ0|
where θ˜n is between θ and θ0. Under the true parameter values εs(θ0) (denoted as εs or εn as
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its vector form in the following) is independent and identically distributed. From Assumption 5,
E |ln f(εs)| <∞. For E
∣∣∣f ′(εs(θ˜))
f(εs(θ˜))
∂εs(θ˜)
∂θ′
∣∣∣, ∣∣∣∂εs(θ˜)∂θ ∣∣∣ can be expressed as∣∣∣∣∣∂εs(θ˜)∂β
∣∣∣∣∣ = |xs|∣∣∣∣∣∂εs(θ˜)∂λ
∣∣∣∣∣ = |F (x′sγ˜)′| ≤ 1h (13)∣∣∣∣∣∂εs(θ˜)∂γi
∣∣∣∣∣ =
∣∣∣∣λ˜i ∂F (x′sγ˜i)∂x′sγi xs
∣∣∣∣ = ∣∣∣λ˜iF (x′sγ˜i)(1− F (x′sγ˜i))xs∣∣∣
≤ max
λi∈Θ
|λi| |xs|
4∣∣∣∣∣∂εs(θ˜)∂ρ
∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
wsiyi
∣∣∣∣∣ = ∣∣∣[Mn(g(Xn, θ˜n) + εn(θ˜n))]s∣∣∣ =
∣∣∣∣∣
n∑
k=1
msk(g(xk, θ˜n) + εk(θ˜n))
∣∣∣∣∣
where mij is (i, j) element of Mn = Wn(In−ρWn)−1. Mn is bounded uniformly in column and row
sums (see Assumption 3) so
∑n
j=1mij ,
∑n
i=1mij are bounded by a constant b for i, j = 1, . . . , n.
The logistic function F (x) is bounded by 1 and its derivative F ′(x) is also bounded by 1. |f ′(s)f(s) |
is dominated by a1 + a2 |s|c1 ,
∫∞
−∞ |s|c1f(s) < ∞ which implies that E
∣∣∣f ′(εs(θ˜n))
f(εs(θ˜n))
∣∣∣ < ∞. With
Cauchy–Schwarz inequality [29] and the finite second moment of Xn, we can have,
E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂β
∣∣∣∣∣ = E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) xs
∣∣∣∣∣ <
E ∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n))
∣∣∣∣∣
2
E |xs|2
1/2 <∞
E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂λ
∣∣∣∣∣ = E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) F (x′sγ˜)′
∣∣∣∣∣ ≤ E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) 1h
∣∣∣∣∣ <∞ (14)
E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂γi
∣∣∣∣∣ ≤ E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) λ˜ixs
∣∣∣∣∣ <∞
E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂ρ
∣∣∣∣∣ = E
∣∣∣∣∣f ′(εs(θ˜n))f(εs(θ˜n))
n∑
k=1
msk(g(xk, θ˜n) + εk(θ˜n))
∣∣∣∣∣
< b · E
∣∣∣∣∣εs(θ˜n)f ′(εs(θ˜n))f(εs(θ˜n))
∣∣∣∣∣+ k0E
∣∣∣∣∣
n∑
k=1
mskg(xk, θ˜n)
∣∣∣∣∣
Since E |xs|2 < ∞ for all s, E|g(xk, θ˜n)| is finite for θ˜n ∈ Θ. By assumption 9,
∣∣∣ sf ′(s)f(s) ∣∣∣ < ∞, so
E
∣∣∣f ′(εs(θ˜n))
f(εs(θ˜n))
∂εs(θ˜n)
∂ρ
∣∣∣ <∞. Therefore E| ln f(εs(θ0))| <∞ and we can conclude that E| ln f(εs(θ))| <
∞, so that, by ergodic theorem,∣∣∣∣∣ 1n∑
s∈S
ln f(εs(θ))− E 1
n
∑
s∈S
ln f(εs(θ))
∣∣∣∣∣→p 0, n→∞
To complete the proof of uniform convergence, we also need to show the equicontinuity of
1
n
∑
s∈S ln f(εs(θ)), i.e., for all θ1,θ2 ∈ Θ,
1
n
∣∣∣∣∣∑
s∈S
ln f(εs(θ1))−
∑
s∈S
ln f(εs(θ2))
∣∣∣∣∣ ≤ ||θ1 − θ2||Op(1) (15)
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Applying the mean value theorem to the left side in (15):
1
n
∣∣∣∣∣∑
s∈S
ln f(εs(θ1))−
∑
s∈S
ln f(εs(θ2))
∣∣∣∣∣ ≤ 1n
∣∣∣∣∣∑
s∈S
∂ ln f(εs(θ˜n))
∂θ′
∣∣∣∣∣ ||θ1 − θ2||
=
1
n
∣∣∣∣∣∑
s∈S
f ′(εs(θ˜n))
f(εs(θ˜n))
∂εs(θ˜n)
∂θ′
∣∣∣∣∣ ||θ1 − θ2||
where θ˜n is some value between θ1 and θ2. By the ergodic theorem,
1
n
∣∣∣∑s∈S f ′(εs(θ˜n))f(εs(θ˜n)) ∂εs(θ˜n)∂θ ∣∣∣ a.s.−−→
E
∣∣∣ f ′(εs(θ˜))
f(εs(θ˜n))
∂εs(θ˜n)
∂θ
∣∣∣. Since θ is in a compact set Θ, we show in (16) that, for all s, εs(θ) is bounded
by some function of Yn, Xn not depending on θ.
|εn(θ)| = |Yn − ρWnYn −Xnβ − F (Xnγ′)λ|
≤ |(In − ρWn)Yn|+ |Xnβ|+ |F (Xnγ′)λ| (16)
≤ (In + max
ρ∈Θ
|ρ|Wn)|Yn|+ |Xn|max
β∈Θ
|β|+ max
λ∈Θ
||λ||1n
Similarly, referring to (13), it is easy to show that
∣∣∣∂εs(θ)∂θ ∣∣∣ is also bounded by some function about
Yn and Xn. Therefore, due to the dominance of
∣∣∣f ′(s)f(s) ∣∣∣ (see Assumption 9) and stationarity of
Xn, Yn, for θ˜n between θ1 and θ2, there exists a constant M such that
1
n
∣∣∣∣∣∑
s∈S
f ′(εs(θ˜n))
f(εs(θ˜n))
∂εs(θ˜n)
∂θ′
∣∣∣∣∣ ≤M for n→∞ (17)
Hence, for θ1,θ2 ∈ Θ
1
n
∣∣∣∣∣∑
s∈S
ln f(εs(θ1))−
∑
s∈S
ln f(εs(θ2))
∣∣∣∣∣ = ||θ1 − θ2||Op(1)
So 1n
∣∣∑
s∈S ln f(εs(θ))
∣∣ is equicontinuous for θ ∈ Θ. With the pointwise convergence and equicon-
tinuity, we can conclude the uniform convergence in (12) and furthermore (11) follows.
We now give a formal statement of consistency of the maximum likelihood estimator θˆn.
Theorem 1. Given Assumptions 1-9, θˆn − θ0 p−→ 0 as n→∞.
Proof. Similar to the proof in Lung-fei Lee [18], we need to show the stochastic equicontinuity of
1
n ln |In− ρWn| to have the uniform convergence of the log likelihood function Ln(θ). Applying the
mean value theorem,∣∣∣∣ 1n (ln |In − ρ1Wn| − ln |In − ρ2Wn|)
∣∣∣∣ = ∣∣∣∣(ρ1 − ρ2) 1ntr(Wn(In − ρ˜nWn)−1)
∣∣∣∣
where ρ˜n is between ρ1 and ρ2. Since Wn is a row standardized matrix, the row sum equals to 1.
By Assumption 2 and 3, supρ∈Θ |ρ| < 1, Wn is bounded in both row and column sums uniformly
and using (6), ∣∣∣∣ 1ntr(Wn(In − ρ˜nWn)−1)
∣∣∣∣ =
∣∣∣∣∣ 1n
n∑
i=1
τi
1− ρ˜nτi
∣∣∣∣∣ ≤ C1
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where C1 is a constant not depending on n. So
∣∣ 1
n(ln |In − ρ1Wn| − ln |In − ρ2Wn|)
∣∣ ≤ |ρ1 − ρ2|C1
and with Lemma 3 we can conclude the uniform convergence that
sup
θ∈Θ
∣∣∣∣ 1nLn(θ|Yn, Xn)− E 1nLn(θ|Yn, Xn)
∣∣∣∣ p−→ 0. (18)
With Assumptions 1-9, the parameter space Θ is compact; 1nLn(θ|Yn, Xn) is continuous in θ ∈ Θ
and is a measurable function of Yn, Xn for all θ ∈ Θ. E 1nLn(θ|Yn, Xn) is continuous on Θ and by
Lemma 2, E 1nLn(θ|Yn, Xn) has a unique maximum at θ0. Referring to Theorem 3.5 in White[33],
with the uniform convergence in (18), we can conclude that θˆn − θ0 p−→ 0 as n→∞.
5.3 Asymptotic Distribution
Assumption 10. The limit A(θ0) = − limn→∞ E 1n ∂
2Ln(θ0)
∂θ∂θ′ is nonsingular.
Assumption 11. The limit B(θ0) = limn→∞ E 1n
∂Ln(θ0)
∂θ
∂Ln(θ0)
∂θ′ is nonsingular.
These assumptions are to guarantee the existence of the covariance matrix of the limiting
distribution of parameters in a PSAR-ANN model. We now give the asymptotic distribution of the
maximum likelihood estimator θˆn.
Theorem 2. Under Assumptions 1-11,
√
n(θˆn − θ0) d−→ N(0,Ω0) (19)
where Ω0 = A(θ0)
−1B(θ0)A(θ0)−1 = A(θ0)−1.
Proof. Since θˆn maximizes Ln(θ), ∂Ln(θˆn)∂θ = 0. By the mean value theorem, expand ∂Ln(θˆn)∂θ around
θ0 with respect to θ,
∂Ln(θˆn)
∂θ
=
∂Ln(θ0)
∂θ
+
∂2Ln(θ˜n)
∂θ∂θ′
(θˆn − θ0)
0 =
∂Ln(θ0)
∂θ
+
∂2Ln(θ˜n)
∂θ∂θ′
(θˆn − θ0)
where θ˜n is between θˆn and θ0. Therefore, we can have the following equation:
√
n(θˆn − θ0) =
[
− 1
n
∂2Ln(θ˜n)
∂θ∂θ′
]−1
1√
n
∂Ln(θ0)
∂θ
(20)
We first show the limiting distribution of 1√
n
∂Ln(θ0)
∂θ . Under θ0, εn(θ0) = εn,
εn(θ0) = (In − ρ0Wn)Yn −Xnβ0 − F (Xnγ′0)λ0 = εn (21)
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Denote f
′(εn(θ))
f(εn(θ))
as Vn(θ) ∈ Rn and f
′(εn)
f(εn)
as Vn ∈ Rn, then the first order derivatives are
1√
n
∂Ln(θ)
∂θ
=

− 1√
n
(
(WnYn)
′Vn(θ) + tr(Wn(In − ρWn)−1)
)
− 1√
n
X ′nVn(θ)
− 1√
n
(F (Xnγ
′))′Vn(θ))
− λ1√
n
X ′n(F (Xnγ1) ◦ Vn(θ))
...
− λh√
n
X ′n(F (Xnγh) ◦ Vn(θ))

(22)
By Lemma 2, the true parameter values maximize 1nE(Ln(θ)), so 1n ∂E(Ln(θ0))∂θ = 0. In (14) and (16),
we showed that E
∣∣∣∂ ln f(εs(θ))∂θ ∣∣∣ is dominated by some function not related to θ and (17) indicates
that E
∣∣∣∂ ln f(εs(θ))∂θ ∣∣∣ is bounded for interior units in S. Hence, E∂ ln f(εs(θ))∂θ = ∂∂θE ln f(εs(θ)), it
follows that, with 1nLn(θ) = 1n ln |In − ρ0Wn|+ 1n
∑n
s=1 ln f(εs(θ)), we can have,
1
n
∂ELn(θ0)
∂θ
=
1
n
E
∂L(θ0)
∂θ
= 0
Therefore, with Assumption 11
V ar
(
1√
n
∂Ln(θ0)
∂θ
)
= −E 1
n
∂2Ln(θ0)
∂θ∂θ′
= E
1
n
∂Ln(θ0)
∂θ
∂Ln(θ0)
∂θ′
→ B(θ0)
And under this A(θ0) = B(θ0) when n → ∞. From (22), we can see that ∂Ln(θ0)∂θ is a sum of n
independent and identically distributed random variables. By the central limit theorem, with the
existence of high order moments of random errors in Assumption 5, we can conclude the limiting
distribution of 1√
n
∂Ln(θ0)
∂θ is N(0, B(θ0)).
Next, we want to show that 1n
∂2Ln(θ˜n)
∂θ∂θ′ − 1n
∂2Ln(θ0)
∂θ∂θ′
p−→ 0. Following the results in (22), define
Un(θ) =
f ′′(εn(θ))
f(εn(θ))
− f ′2(εn(θ))
f2(εn(θ))
∈ Rn and Un(θ0) = Un so the second order derivatives are given
below − 1n ∂
2Ln(θ)
∂θ∂θ′ =
1
n

G0(θ) (WnYn)
′G1(θ) (WnYn)′G2(θ) (WnYn)′H1(θ) · · · (WnYn)′Hh(θ)
G′1(θ)WnYn X
′
nG1(θ) X
′
nG2(θ) X
′
nH1(θ) · · · X ′nHh(θ)
G′2(θ)WnYn G
′
2(θ)Xn F (Xnγ
′)′G2(θ) F (Xnγ′)′H1(θ) · · · F (Xnγ′)′Hh(θ)
+K1(θ) · · · +Kh(θ)
H ′1(θ)WnYn H
′
1(θ)Xn H
′
1(θ)F (Xnγ
′)
+K1(θ)
′
...
...
... J(θ)
H ′h(θ)WnYn H
′
h(θ)Xn H
′
h(θ)F (Xnγ
′)
+Kh(θ)
′

(23)
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Jij(θ) =

λiX
′
n(F
′′(Xnγi) ◦ Vn(θ) ◦Xn) + λiX ′n(F ′(Xnγi) ◦Hi) i = j
λi(F
′(Xnγi) ◦Hj)′Xn i > j i, j = 1, 2, . . . , h
λiX
′
n(F
′(Xnγi) ◦Hj) i < j
G0(θ) =
(−WnYn ◦WnYn)′Un(θ) + tr((Wn(In − ρWn)−1)2)
G1(θ) = −Un(θ) ◦Xn
G2(θ) = −Un(θ) ◦ F (Xnγ′)
Hi(θ) = −Un(θ) ◦ (λiF ′(Xnγi) ◦Xn) i = 1, . . . , h
Ki(θ) = [Vn(θ) ◦ F ′(Xnγ′)]′Xn ◦ ei i = 1, . . . , h k = 1, . . . , h
ei,k =
 1 k = i0 k 6= i
Since θ˜n is between θˆn and θ0, θˆn
p−→ θ0 so θ˜n also converges to θ0 in probability as n → ∞.
By Assumption 9,
∣∣∣f ′(s)f(s) ∣∣∣ , ∣∣∣f ′′(s)f(s) ∣∣∣ and ∣∣∣f ′2(s)f2(s) ∣∣∣ are continuous and are bounded by a1 + a2 |s|c1 so
Vn(θ), Un(θ) are continuous. With ρ ∈ (− 1τ , 1τ ), tr((Wn(In − ρWn)−1)2) =
∑n
i=1
τ2i
(1−ρτi)2 is also a
continuous function of ρ.
Therefore elements in 1n
∂2Ln(θ)
∂θ∂θ′ are continuous functions for θ in Θ. By the continuity,
1
n
∂2Ln(θ˜n)
∂θ∂θ′
− 1
n
∂2Ln(θ0)
∂θ∂θ′
p−→ 0, as θ˜n p−→ θ0 (24)
Finally, show that
∣∣∣ 1n ∂2Ln(θ0)∂θ∂θ′ − E 1n ∂2Ln(θ0)∂θ∂θ′ ∣∣∣ p−→ 0.
Since Yn, Xn are stationary, we can first show that for each s,
E
∣∣∣∣∣ ∂2∂θ∂θ′
(
1
n
n∑
i=1
ln(1− ρ0τi) + ln f(εs(θ0))
)∣∣∣∣∣ <∞ (25)
We first discuss the expected value of second derivative with respect to ρ in (25). By triangular
inequality, E
∣∣∣ ∂2∂ρ∂ρ ( 1n∑ni=1 ln(1− ρ0τi) + ln f(εs(θ0)))∣∣∣ < E ∣∣∣ 1n∑ni=1 ∂2 ln(1−ρ0τi)∂ρ∂ρ ∣∣∣+E ∣∣∣∂2 ln f(εs(θ0))∂ρ∂ρ ∣∣∣.
Because
∑n
i=1
∂2 ln(1−ρ0τi)
∂ρ∂ρ = tr(M
2
n) (defined in (14)), this can be further simplified to
1
n
tr(M2n) + E
∣∣∣∣∣∣
(
f ′
2
(εs)
f2(εs)
− f
′′(εs)
f(εs)
)(
n∑
k=1
wskyk
)2∣∣∣∣∣∣ (26)
Because Mn is uniformly bounded in column and row sums,
1
n tr(M
2
n) < ∞,
∑n
k=1msk < b so∑n
j=1
∑n
k=1msjmsk < (
∑n
k=1msk)
2 < b2. We need to show E
∣∣∣∣(f ′2 (εs)f2(εs) − f ′′(εs)f(εs)
)
(
∑n
k=1wskyk)
2
∣∣∣∣ <
∞.
Because Yn = (In − ρ0Wn)−1(g(Xn,θ0) + εn), WnYn = Mn(g(Xn,θ0) + εn),
∑n
k=1wskyk =
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∑n
k=1msk(g(xk,θ0) + εk). It follows that E
∣∣∣∣(f ′2 (εs)f2(εs) − f ′′(εs)f(εs)
)
(
∑n
k=1wskyk)
2
∣∣∣∣ =
E
∣∣∣∣∣∣
(
f ′
2
(εs)
f2(εs)
− f
′′(εs)
f(εs)
)(
n∑
k=1
msk(g(xk,θ0) + εk)
)2∣∣∣∣∣∣
<E
∣∣∣∣∣
(
f ′
2
(εs)
f2(εs)
− f
′′(εs)
f(εs)
)
n∑
k=1
m2sk[g(xk,θ0) + εk]
2
∣∣∣∣∣
+ E
∣∣∣∣∣∣
(
f ′
2
(εs)
f2(εs)
− f
′′(εs)
f(εs)
)
n∑
j=1,j 6=k
n∑
k=1
mskmsj [g(xk,θ0) + εk][g(xj ,θ0) + εj ]
∣∣∣∣∣∣
By assumption, E εkεj = 0 if k 6= j, E
∣∣∣∣ εsf ′2 (εs)f2(εs) − εsf ′′(εs)f(εs)
∣∣∣∣ < ∞, E ∣∣∣∣ ε2sf ′2 (εs)f2(εs) − ε2sf ′′(εs)f(εs)
∣∣∣∣ < ∞.
Through mathematical computation, we can prove that E
∣∣∣∂2 ln f(εs(θ0))∂ρ∂ρ ∣∣∣ is finite, i.e.,
E
∣∣∣∣∣ ∂2∂ρ∂ρ
(
1
n
n∑
i=1
ln(1− ρ0τi) + ln f(εs(θ0))
)∣∣∣∣∣ <∞
Because 1n
∑n
i=1 ln(1 − ρ0τi) in (25) only relates to ρ, this term goes away when taken second
derivative with respect to other parameters. Hence, other elements in (25) equal to those in
E
∣∣∣∂2 ln f(εs(θ0))∂θ∂θ′ ∣∣∣ and we can show that those expectations are also finite.
E
∣∣∣∣∂2 ln f(εs(θ0))∂ρ∂β′
∣∣∣∣ ≤ |x′s| ·
(
k2|mss|+ k1|b−mss| · E|εs|+ k1
∣∣∣∣∣
n∑
k=1
mskg(xk,θ0)
∣∣∣∣∣
)
(27)
E
∣∣∣∣∂2 ln f(εs(θ0))∂ρ∂λ′
∣∣∣∣ ≤ 1′h ·
(
k2|mss|+ k1|b−mss| · E|εs|+ k1
∣∣∣∣∣
n∑
k=1
mskg(xk,θ0)
∣∣∣∣∣
)
(28)
E
∣∣∣∣∂2 ln f(εs(θ0))∂ρ∂γ′i
∣∣∣∣ ≤ |λi0x′s|4 ·
(
k2|mss|+ k1|b−mss| · E|εs|+ k1
∣∣∣∣∣
n∑
k=1
mskg(xk,θ0)
∣∣∣∣∣
)
(29)
E
∣∣∣∣∂2 ln f(εs(θ0))∂β∂β′
∣∣∣∣ = k1|xsx′s| (30)
E
∣∣∣∣∂2 ln f(εs(θ0))∂β∂λ′
∣∣∣∣ = k1|xsF (x′sγ0)| (31)
E
∣∣∣∣∂2 ln f(εs(θ0))∂β∂γ′i
∣∣∣∣ ≤ k14 |λi0xsx′s| (32)
E
∣∣∣∣∂2 ln f(εs(θ0))∂λ∂λ′
∣∣∣∣ = k1 |F (x′sγ0)′F (x′sγ0)| ≤ k1 · 1h×h (33)
E
∣∣∣∣∂2 ln f(εs(θ0))∂λ∂γ′i
∣∣∣∣ = k14 |λi0F ′(x′sγi0)| · |F (x′sγ0)′x′s| ≤ k1|λi0|4 · |F (x′sγ0)′x′s| (34)
E
∣∣∣∣∣∂2 ln f(εs(θ0))∂γi∂γ′j
∣∣∣∣∣ ≤ k1|λi0λj0|16 · |xsx′s|, i 6= j (35)
E
∣∣∣∣∂2 ln f(εs(θ0))∂γi∂γ′i
∣∣∣∣ ≤ k1λ2i016 · |xsx′s|+
√
3k0|λi0|
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|xsx′s| (36)
With assumptions 1-9, (26)-(36) are finite. Then we can apply the ergodic theorem [4] and conclude
20
that ∣∣∣∣ 1n ∂2Ln(θ0)∂θ∂θ′ − E 1n ∂2Ln(θ0)∂θ∂θ′
∣∣∣∣ p−→ 0
We have proved that
∣∣∣ 1n ∂2Ln(θ˜n)∂θ∂θ′ − 1n ∂2Ln(θ0)∂θ∂θ′ ∣∣∣ p−→ 0 so it is trivial that∣∣∣∣∣ 1n ∂2Ln(θ˜n)∂θ∂θ′ − E 1n ∂2Ln(θ0)∂θ∂θ′
∣∣∣∣∣ p−→ 0 (37)
Recall the equation (20), we have proved that 1√
n
∂Ln(θ0)
∂θ has the limiting distribution N(0, B(θ0)).
With (37), for θ˜n between θˆn and θ0, − 1n ∂
2Ln(θ˜n)
∂θ∂θ′
p−→ A(θ0) so we can conclude that
√
n(θˆn−θ0) d−→
N(0,Ω0), where Ω0 = A
−1(θ0)B(θ0)A−1(θ0).
6 Numerical Results
6.1 Simulation Study
In this section, we conduct simulation experiments to examine the estimators’ behavior for finite
samples. For estimation purposes it is often useful to reparametrize the logistic function F (x′sγi)
as
F
(
||γi|| · x′s
γi
||γi||
)
=
(
1 + e
−||γi||·x′s γi||γi||
)−1
, i = 1, . . . , h (38)
where ||γi||, i = 1, . . . , h is the L2-norm of γi. We use a univariate exogenous variable and let
Xn = (x1, . . . , xn)
′. For illustration, we only include the nonlinear component of Xn. Usually we
would like to normalize predictors before fitting a neural network model to avoid the computation
overflow [22] so we add a centralizing constant γ0 in this simulation. The model becomes
ys = ρ
n∑
i=1
wsiyi + λF (γ1(xs − γ0)) + εs (39)
For identification reasons mentioned in Restriction 1 and 2, we impose γ1 > 0.
We sample n = 2500, 4900 random errors respectively from three distributions (standard normal,
rescaled t-distribution and Laplace distribution) with variance 1 and X is a univariate exogenous
variable, values of which sampled from a normal distribution N(0.5, 32). We set the true parameters
to be ρ0 = 0.6, λ0 = 5, and weights in the neural net γ00 = 0.5, γ10 = 1. The log-likelihood function
Ln(θ) is given in (40) and we use L-BFGS-B method[8, 37] (recommended for bound constrained
optimization) to find the parameter estimates θˆ which maximize (40).
Ln(θ) = ln |In − ρWn|+
n∑
s=1
ln f(εs(θ)) (40)
εs(θ) = ys − ρ
n∑
s=1
wsiyi − xsβ − λF (γ1(xs − γ0)) (41)
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For the model under consideration, we estimated the covariance of the asymptotic normal distri-
bution equation (19). Since matrices A(θ0) and B(θ0) involve expected values with respect to the
true parameter θ0, given merely observations, in practice they can be estimated as follows:
Aˆ(θˆ) =
1
n
n∑
s=1
−∂
2l(θˆ|xs, ys)
∂θ∂θ′
Bˆ(θˆ) =
1
n
n∑
s=1
∂l(θˆ|xs, ys)
∂θ
∂l(θˆ|xs, ys)
∂θ′
where
l(θ|xs, ys) = 1
n
ln |In − ρWn|+ ln f(εs(θ))
Using (22) and (23), we can calculate Aˆ(θ0), Bˆ(θ0) to assess the asymptotic properties of parameter
estimates. Note that the derivative of the log-likelihood with respect to ρ cannot be calculated
directly because it requires taking derivative with respect to a log-determinant of In − ρWn. For
small sample sizes, we can compute the determinant directly and get the corresponding derivatives;
but for large sample sizes, for example a dataset with 3000 observations, Wn is a 3000 × 3000
weight matrix which makes it impossible to calculate the derivative directly. Since Wn is a square
matrix, we can apply the spectral decomposition such that Wn can be expressed in terms of its
n eigenvalue-eigenvector pairs in (6). So we can apply the following approach to calculate the
derivative of ln |In − ρWn|, which greatly reduce the burden of computations (Viton [32]).
ln |In − ρWn| = ln
(
n∏
s=1
(1− ρτi)
)
Further the derivatives of the log-likelihood function with respect to ρ is
∂ls(θ|xs, ys)
∂ρ
=
1
n
n∑
i=1
−τi
(1− ρτi) + {ys − ρ
n∑
i=1
wsiyi − λF (γ1(xs − γ0)} ·
(
n∑
i=1
wsiyi
)
∂2ls(θ|xs, ys)
∂ρ∂ρ
= − 1
n
n∑
i=1
 τ2i
(1− ρτi)2 +
(
n∑
i=1
wsiyi
)2
Finally we can estimate the covariance matrix by equation (42).
Ωˆ = Aˆ−1(θ0)Bˆ(θ0)Aˆ−1(θ0) (42)
In our simulation study, we computed θˆ the for 200 replicates for each n = 2500, 4900. The esti-
mate Ωˆ of the asymptotic covariance matrix is computed based on a sample with 10000 simulated
observations. Table 1 compares the empirical mean and standard errors (in parentheses) of param-
eter estimators with the true value and their asymptotic standard deviations (in squared brackets)
respectively. Comparing the simulation results when ε follows a standard normal distribution with
simulation results when ε follows a t(4) distribution, means of the estimates over 200 replicates
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are closer to the true values and their empirical standard deviations are smaller when ε follows the
heavy tailed distribution. For all these experiments with different error distributions, the empirical
standard deviations of θˆ are close to the asymptotic standard deviations which implies that the
estimators’ finite sample behavior roughly matches their asymptotic distributions. Note that when
ε is sampled from a Laplace distribution, this covariance matrix cannot be computed because its
second order derivative is not differentiable at 0. But the simulated θˆ’s still appear consistent prop-
erties. Normal plots for parameter estimates are shown in Figure 4 and give a strong indication of
normality.
ε
n = 2500
ρˆ λˆ γˆ0 γˆ1
N(0, 1)
0.6178 4.8504 0.5410 1.0576
(0.0075) (0.0812) (0.0425) (0.0431)
[0.0046] [0.0639] [0.0417] [0.0354]
t(4)
0.6132 4.8952 0.5326 1.0411
(0.0060) (0.0623) (0.0364) (0.0320)
[0.0044] [0.0562] [0.0353] [0.0310]
Laplace 0.6107 4.9132 0.5283 1.0358
(0,
√
2
2 ) (0.0053) (0.0562) (0.0295) (0.0291)
ε
n = 4900
ρˆ λˆ γˆ0 γˆ1
N(0, 1)
0.6175 4.8617 0.5435 1.0517
(0.0056) (0.0572) (0.0297) (0.0303)
[0.0033] [0.0456] [0.0298] [0.0252]
t(4)
0.6130 4.8957 0.5312 1.0380
(0.0051) (0.0526) (0.0274) (0.0246)
[0.0031] [0.0426] [0.0260] [0.0235]
Laplace 0.6096 4.9242 0.5217 1.0268
(0,
√
2
2 ) (0.0047) (0.0487) (0.0239) (0.0233)
Table 1: Empirical mean and standard errors (in parentheses) of parameter estimates
when ε is sampled from a standard normal, standardized student t distribution and
a Laplace distribution. The asymptotic standard errors are displayed for reference in
square brackets.
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Figure 4: Normal plots for parameter estimates ρ (1st row), λ (2nd row), γ0 (3rd
row) and γ1 (4th row) when εs follows a standard normal distribution (first column),
standardized t distribution (middle column) and Laplace distribution (last column) n =
70× 70
6.2 Real Data Example
Spatial models have a lot of applications in understanding spatial interactions in cross-sectional
data. Among them, the study of electoral behavior has attracted considerable attention by political
scientists. Poole and Rosenthal [25] found that the spatial variation plays an important role in
presidential electoral dynamics. And mentioned by Braha and de Aguiar (2017 [6]), most studies
in the U.S. consider vote choices as the result of attitudinal factors such as evaluations of the
candidates and government performances as well as social factors such as race, social class, and
region. Inspired by their research, we would like to understand this electoral dynamics using our
proposed partially specified spatial autoregressive model and to help identify how social factors
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influence people’s voting preferences.
Here, we focus on the proportion of votes cast for U.S. presidential candidates at the county
level in 2004. Counties are grouped by state, and let Y be the corresponding fraction of votes (vote-
share) in a county for the Democratic candidate (John Kerry) in 2004. Predictors X are chosen
from economic and social factors covering the living standard, economy development and racial
distribution. Figure 5 shows the observed values of Yn for 2004. This heat map exhibits strong
Figure 5: Fractions of Vote-shares per County for Democratic presidential candidate
in 2004
correlation between observations in neighboring counties which is supported by Moran’s Test on Y
(test statistic = 52.4, P-value < 2.2× 10−16). This indicates that Y , the fraction of vote-share for
Democratic candidate, is not independently distributed across the space. So we consider fitting a
spatial model to the data.
In our analysis, we exclude the four U.S. counties with no neighbors (San Juan, Dukes, Nan-
tucket, Richmond) to avoid the non-singularity of our spatial weight matrix Wn in the modeling,
so the total number of observations is n = 3107.
First we fit a linear regression model to see if it is sufficient to explain the voting dynamic
using explanatory variables X = (X1, . . . , X5). From the preliminary analysis fitting Y on all the
available variables, we chose the five most significant ones for modeling out of more than 20 different
variables. The chosen predictors are percent residents under 18 years X1 (UNDER18), percent white
residents X2 (WHITE), percent residents below poverty line X3 (pctpoor), per capita income X4
(pcincome) and USDA urban/rural code X5 (urbrural, 0 = most rural, 9 = most urban). The
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corresponding least-squares line is as follows:
Yˆ = 80.4− 0.932X1 − 0.250X2 + 0.324X3 + 2.76× 10−5X4 − 1.24X5 (43)
These six parameter estimates are all significant at α = 0.05 and by looking at signs, it is easy
to tell how these covariates relate to the voting behaviors. However, one major drawback of this
linear model is that the fitted residuals are still correlated across the space (null hypothesis of
independence rejected in Moran’s Test, test statistic = 54.1, P-value < 2.2× 10−16 ; see Figure 6)
so a multiple linear regression fails to adequately describe the spatial dependence in Y . Another
Figure 6: Residuals after fitting a linear regression model
Figure 7: Histogram of (scaled by 1
8
) fraction of vote-shares per county for Democratic
presidential candidate in 2004 overlaid with a scaled t and a normal density curves. The
mean is 4.87 and the standard deviation is 1.57.
concern is that a Gaussian estimation procedure was used; it is not most efficient when there appears
to be heavy tailed errors. Figure 7 shows the histogram of Y/8 (men 4.87, standard deviation 1.57)
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Figure 8: Q-Q plots of Y versus scaled t(8) and standard normal distributions: Y-axis
is the sample quantiles of Y/8 and X-axis is the theoretical quantiles of a t-distribution
(left) and a normal distribution (right).
which looks closer to a t-distribution than a normal distribution (scaled to have the same mean and
standard deviation as those of Y/8). Figure 8 also demonstrates the tail distribution of Y/8, where
the vertical axis is the sample quantiles of Y/8 and horizontal axis is the theoretical quantiles of
scaled t(8) and normal distribution. Clearly the observation Y/8 is heavy tailed. To address these,
we would like to fit a spatial autoregressive model to those data and assume that the random error
follows a scaled t(8) distribution (scaled t(8) has a closer density curve to Y/8 shown in Figure 7
and 8). We maximized the corresponding log-likelihood function to obtain parameter estimates.
For simplicity, we then only selected the three most significant variables as predictors X based
on the linear regression results; they are UNDER18, WHITE and pctpoor. The weight matrix Wn is
generated through a shapefile [28] (a geospatial vector storage format for storing geometric location
and associated attribute information) using the queen criterion. Scatter plots of X1, X2 and X3
versus Y are shown in Figure 9. We can clearly observe the nonlinear trend between X2, X3 and Y .
In the linear model X1 is the most significant variable but despite the linear trend, the scatter plot
of UNDER18 versus Y has lots of noises around the center range from 20 to 30 percent. This may be
caused by some spatial correlation in X1 itself so we try despatializing X1 by fitting an ordinary
spatial autoregressive model X1 = ρxW3107X1 +ε. The spatial correlation of X1 is estimated as 0.6
so we define the despatialized variable X˜1 = (In − 0.6W3107)X1 (the scatter plot of X1 in Figure 9
does not show specific pattern even though this variable is significant from our preliminary analysis.
So we consider de-spatializing X1 and
∑n
s=1 εˆ
2
s of the model fitted with despatializated X1 is smaller
than that of the model fitted with original X1). In addition, to avoid the computation overflow
when maximizing the corresponding log-likelihood function, we normalized these predictors to have
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zero means and unit variances and also rescaled Y by 18 . We conduct the following analysis using
these transformed variables Y ∗, X∗ = (X∗1 , X∗2 , X∗3 ).
Y ∗ = Y/8
X∗1 =
X˜1 −Average(X˜1)
Std(X˜1)
X∗2 =
X2 −Average(X2)
Std(X2)
X∗3 =
X3 −Average(X3)
Std(X3)
The first spatial model we tried is the ordinary spatial autoregressive model with X∗1 , X∗2 , X∗3
Figure 9: Scatter plots: percentage residence under 18 (left), percent white residents
(middle) and percent below poverty line (right) in U.S. counties. The red lines are the
Lowess smoothing curve between Y ∗ and predictors.
and we assume the error follows a scaled t distribution with df = 8 (Y ∗ = ρW3107Y ∗ + X∗β + ε;
the fitted residual variance is about 1 when we assume the t distribution with df = 8 referring to
Figure 7). The model fit via maximizing log-likelihood function is shown below:
Y ∗ = 0.744W3107Y ∗ + 1.222− 0.284X∗1 − 0.451X∗2 + 0.03X∗3 + ε (44)
The spatial correlation parameter ρˆ = 0.744 indicates pretty high spatial dependence in Y ∗ and
the spatial dependence in the residuals is insignificant (Moran’s test statistics = 1.38, P-value =
0.167). However, in Figure 9, there appears to be a nonlinear relationship between Y and X2, X3.
To address this, we would like to fit our proposed PSAR-ANN model to the same dataset and still
we assume a t(8) distributed error. The log-likelihood function in this case should be
L3107(θ) = ln |I3017 − ρW3017| − 4.5
3107∑
s=1
ln(1 +
εs(θ)
2
6
) (45)
ε(θ) = (I3017 − ρW3017)Y ∗ −X∗β − F (X∗γ′)λ (46)
Since the PSAR-ANN model has both linear and nonlinear components, we optimize these two
parts iteratively to find the maximum likelihood estimators. Many optimization algorithm are
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sensitive to the choice of starting-values and people usually train neural network models starting at
very small initial values. So especially each time instead of using the previous parameter estimates
for neural network component, we always reinitialize the starting values for the neural network
component and use L-BFGS-B algorithm [8] to search the optimum. The optimization steps are
outlined below:
• Step 0: Based on some pre-knowledge about the parameters, set starting values (ρ0, β0, λ0,γ0)
and predetermine bounds for parameters in the optimization.
• Step 1: In the ith iteration for the linear component optimization, fixing λi−1, γi−1, use
(ρi−1, βi−1, λi−1,γi−1) as starting values and apply L-BFGS-B algorithm[8, 37] to find ρ(i)
and β(i) which maximize L3107(θ) in (45) given λi−1, γi−1.
• Step 2: In the ith iteration for the nonlinear component optimization, fixing ρ(i), β(i) from
Step 1, randomly initialize λ,γ starting values from a small interval (0, 0.05) (to avoid the
computation overflow when calculating exponentials) and again use L-BFGS-B algorithm [8]
to find λ(i),γ(i) which maximize L3107(θ) in (45) given ρ(i), β(i).
• Step 3: Repeat Step 1, 2 until the difference of the corresponding log-likelihood function
values in Step 1 and 2 is smaller than some threshold value (for example 10−2).
The following is the estimated PSAR-ANN model
Y ∗ =0.721W3107Y ∗ + 1.693− 0.185X∗1 − 0.658X∗2 + 0.181X∗3
− 0.937F (1.509X∗1 − 2.544X∗2 + 2.268X∗3 ) + εˆ (47)
In model (47), the correlation estimate is roughly the same as the model (44) indicating that
people in neighboring counties tend to have similar voting preferences. The Moran’s test statistic
for the residuals is 1.78 with P-value = 0.0745. We compare the SAR model with our proposed
model and find that even though the new model has more parameters, it has lower AIC (AIC
= 2(#parameters)−2 lnLn(θˆ)) compared to the original spatial autoregressive model (See table 2).
Through likelihood ratio test (H0: SAR model is adequate, H1: PSAR-ANN model is adequate),
the test statistic −2 lnLSAR + 2 lnLPSAR−ANN = 157.45 with df = 4, P-value < 0.05, so we
rejected H0 and conclude that the PSAR-ANN model is a better fit than SAR model. Figure 10
shows the residuals (of PSAR-ANN model) heat map and its histogram. Through the residual
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SAR PSAR-ANN
# Parameters 5 9
Moran’s Test
0.167 0.0745
(1.3808) (1.7836)
− lnL 1958.08 1879.35
AIC 3926.16 3776.17
Table 2: Comparison of SAR and PSAR-ANN model by # parameters, Moran’s test
P-value (test statistics), − lnL and AIC
histogram, assuming the error density as a standardized t(8) (df is chosen by the shape of the
residual histogram) seems to be more appropriate than a standard normal distribution.
Figure 10: Heat map (left) and histogram (right) of residuals of the PSAR-ANN model
The covariance matrix for parameter estimates in model (47) is calculated and the 95% confi-
dence intervals for the model parameters are shown in table 3. From the table, all the parameters
are significant at 95% significance level. Looking at the signs of parameter estimates, we can learn
that a county with more young residence under 18 and white residence is more likely to support
Republicans while people struggling to make ends meet are prone to support the Democrat. This
opposite effect can also be observed in Figure 9. The neural network component in our model helps
to capture the nonlinear relationship between X and Y . Parameter λ is significant so the nonlinear
component is appreciable in modeling and γ’s are all significant at 95% confidence level. Figure
11 shows scatter plots of X∗1 , X∗2 , X∗3 , where points are colored by the value of the fitted neural
network component −0.937F (1.509X∗1 − 2.544X∗2 + 2.268X∗3 ). Observations with green color are
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counties tending to have more voters for the Democratic candidate while the red points represent
counties tending to have more voters for the Republican candidate. From the distribution of these
colored points, it appears that counties with more people below poverty line and less white residence
tend to have more Democratic voters. On the other hand, voters in counties with more children
and higher percent white residence tend to be less likely to vote Democratic. These findings also
correspond to the trend we can find in the linear component but they are presented in a non-linear
way.
Figure 11: Scatter plot of X∗1 , X
∗
2 , X
∗
3 colored by the output of fitted neural network
component −0.937F (1.509X∗1 − 2.544X∗2 + 2.268X∗3 ).
To conclude, our proposed model PSAR-ANN appears to successfully capture some spatial
election dynamics. It allows for non-Gaussian random errors and is flexible in learning nonlinear
relationships between the response and exogenous variables.
Parameter Estimate Std. 95% C.I.
ρ 0.721 0.0102 (0.7010, 0.7410)
β0 1.693 0.0573 (1.5807, 1.8053)
β1 -0.185 0.0219 (−0.2279,−0.1421)
β2 -0.658 0.0288 (−0.7144,−0.6016)
β3 0.181 0.0243 (0.1334, 0.2286)
λ -0.937 0.0581 (−1.0464,−0.8276)
γ1 1.509 0.0239 (1.4622, 1.5558)
γ2 -2.544 0.0137 (−2.5709,−2.5171)
γ3 2.268 0.0157 (2.2372, 2.2988)
Table 3: Parameter estimates of PSAR-ANN model with 95% confidence intervals
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