The main result of the paper is the complete classification of the compact connected Lie groups acting coisotropically on complex Grassmannians. This is used to determine the polar actions on the same manifolds.
Introduction and Preliminaries
The aim of this paper is to present a complete classification of the connected subgroups of SU(n) acting coisotropically on the complex Grassmannians Gr(k, n) = SU(n)/S(U(k) × U(n − k)). If (M, g) is a compact Kähler manifold with Kähler form ω and K is a compact connected Lie subgroup of its full isometry group, then the K-action is called coisotropic or multiplicity free if the principal K-orbits are coisotropic with respect to ω [7] ; note that the existence of one coisotropic principal orbit implies the same property for all the principal orbits. Kac [8] and Benson and Ratcliff [1] have given the classification of linear multiplicity free representations, from which one has the full classification of coisotropic actions on Gr(k, n) for k = 1, i.e. on the complex projective space; it is therefore natural to investigate this kind of actions on complex Grassmannians. Note that, in our analysis, we will always assume 2 ≤ k ≤ n 2 ; if k > n 2 we refer to the dual Grassmannian Gr(k ′ , n), where k ′ = n − k ≤ n 2 . Our main result is given in the following Theorem 1.1. Let K be a compact connected semisimple Lie subgroup of SU(n), acting non transitively on the complex Grassmannians M = Gr(k, n) = SU(n)/S(U(k) × U(n − k)). Then K acts coisotropically on M if and only if its Lie algebra k is conjugate to one of the Lie algebras appearing in Table 1 . Table 1 k M conditions so(n) Gr(k, n) spin(7) Gr(2, 8) spin(7) ⊆ su(8) via spin rep.
sp(n)
Gr(k, 2n) sp(n) Gr(k, 2n + 1) k = 3 sp(2) + su(n − 4) Gr(4, n) n ≥ 9
In the following theorem we determine all the minimal non-semisimple Lie algebras k of the compact connected subgroups of SU(n) acting coisotropically on complex Grassmannian. Table 2 , and their semisimple parts coincide. Table 2 k M conditions z + sp(2) + su(4) Gr (4, 8) z + su(2) + sp(n − 1) Gr(2, 2n) n ≥ 3 z + su(3) + sp(n − 1) Gr(3, 2n + 1) n ≥ 3 z + su(k) + su(k) Gr(k, 2k) a + su(n − 2) Gr(k, n) k ≥ 2, n > 4 a + sp(n) Gr(3, 2n + 1)
Theorem 1.2. Let K be a not semisimple compact connected Lie subgroup of SU(n) acting non transitively on M. Then K acts coisotropically on M if and only if its Lie algebra k contains one of the Lie algebras appearing in
a + sp(n − 1) Gr(2, 2n) n ≥ 2 a + su(2) Gr(2, 4) a + su(2) + su(2) + su(2) Gr(2, 6) a + su(2) + su(2) + sp(n − 2) Gr(2, 2n) n > 3, n = 2q + 4 a + su(2) + sp(p) + sp(q) Gr(2, 2n) p, q ≥ 2, n = 2p + 2q + 2
a + su(2) + sp(n − 1) Gr(2, 2n + 1) n > 2 su(n − 4) + R + su(2) + su(2) Gr(2, n) n > 6 su(l) + R + su(2) + sp(q) Gr(2, n) l > 2, q ≥ 2, n = 2q + 2 + l su(l) + R + sp(p) + sp(q) Gr(2, n) p, q ≥ 2, n = 2p + 2q + l, l > 2 su(l) + R + sp(n − 1) Gr(2, 2n + l − 1) n > 2, l > 2
Gr(k, n) n > 2k + 1
R(
(k−1)n n−1 ) + su(k − 1) + su(n − k) Gr(k, n) k ≥ 3
qn n−1 ) + su(p) + su(q) Gr(k, n) n = p + q + 1, p > k, k ≥ q + 2.
−nq 2(n−2) ) + su(2) + su(p) + sp(q) Gr(2, n) p > 2, q > 1, n = 2 + p + 2q
The notations used in Table 2 are as follow. We denote with z the one dimensional center of the Lie algebra h of the group H = S(U(k) × U(n − k)), with a a Cartan subalgebra of the centralizer of the semisimple part of k. In the third block we see that the semisimple part of k is given by the sum of three ideals k 1 ⊆ su(l), k 2 + k 3 ⊂ su(n − l) and we denote by R the centralizer of k 2 + k 3 in su(n − l). In the fourth block R denotes the centralizer of sp(n − 1) (su(n − l − 1)) in su(2n − 1) (resp. su(n − l). Finally, looking at the last block, we consider in the first three cases the product z × R where R is the centralizer of the semisimple part in su(n−1). With this notation R(α) denotes any line in z×R different from y = αx. In the last case we use the same notations, pointing out that here R is the centralizer of su(p)+sp(q) in su(p+2q).
Victor Kac [8] obtained a complete classification (Table I , see the Appendix) of irreducible multiplicity free actions (ρ, V ). Most of these include a copy of the scalars C acting on V . We will say that a multiplicity free action (ρ, V ) of a complex group G is decomposable if we can write V as the direct sum V = V 1 ⊕ V 2 of proper ρ(G)-invariant subspaces in such a way that
, where ρ i denotes the restriction of ρ to V i . If V does not admit such a decomposition then we say that (ρ, V ) is an indecomposable multiplicity free action. C. Benson and G. Ratcliff have given the complete classification of indecomposable multiplicity free actions (Table II, Appendix) . We recall here their theorem (Theorem 2, pag 154
an indecomposable multiplicity free action if and only if either
(1) r = 1 and ρ(G) ⊆ GL(V ) appears in Table I (2) r = 2 and ρ(G) ⊆ GL(V 1 ) × GL(V 2 ) appears in Table II .
In [1] are also given conditions under which one can remove or reduce the copies of the scalars preserving the multiplicity free action. Obviously if an action is coisotropic it continues to be coisotropic also when this action includes another copy of the scalars. We will call minimal those coisotropic actions in which the scalars, if they appear, cannot be reduced. Let K be a compact group acting isometrically on a compact Kähler manifold M. We say that 
(ii) The cohomogeneity of the K action is equal to the difference between the rank of K and the rank of a regular isotropy subgroup of K. As an immediate consequence of the above theorem one can deduce, under the same hypotheses on K and M, two simple facts that will be frequently used in our classification:
1 Let p be a fixed point on M for the K-action, or Kp a complex K-orbit, then the K-action is coisotropic if and only if the slice representation is coisotropic.
2 dimensional Condition. If K acts coisotropically on M the dimension of a Borel subgroup B of K C is not less than the dimension of M .
A relatively large class of coisotropic actions in provided by polar ones; we recall here that an isometric action of a group K is called polar on M if there exists a properly embedded submanifold Σ which meets every K-orbit and is orthogonal to the K-orbits in all common points. Such a submanifold is called a section, and, if it is flat, the action is called hyperpolar.
The following theorem is proved in [12] Theorem 1.5. A polar action on an irreducible compact homogeneous Kähler manifold is coisotropic.
A result due to Hermann states that given K a compact Lie group and two symmetric subgrous H 1 ,H 2 ⊆ K, then H i acts hyperpolarly on K/H j for i, j ∈ 1, 2. Therefore, given an Hermitian symmetric space as Gr(k, n) = SU(n)/S(U(k) × U(n − k)) it is clear that subgroups like SO(n), Sp(n) and S(U(l) × U(n − l)) will act on Gr(k, n) polarly, hence coisotropically. Once we have determined the complete list of coisotropic actions on Gr(k, n), in table 3, using theorem 1.5, we have also investigated which ones are polar. Dadok [3] , Heintze and Eschemburg [5] have classified the irreducible polar actions, while I.Bergmann [2] has found all the reducible polar ones. Using their results we determine in section 3 the polar actions on complex Grassmannians. We get the following Theorem 1.6. Let K be a compact connected Lie subgroup of SU(n) acting non transitively on the complex Grassmannians M = Gr(k, n) = SU(n)/S(U(k) × U(n − k)). Then K acts polarly on M if and only if its Lie algebra k is conjugate to one of the Lie algebras appearing in Table  3 . Table 3 k M conditions
where R is the centralizer of su(n − l) + su(l) in su(n). In particular the K-action is hyperpolar.
Another important fact is the following property of coisotropic actions, which follows immediately from theorem 1.4,(iv). Let L ⊆ K be compact subgroups of SU(n). If L acts on Gr(k, n) coisotropically then so does K. By this property, we may first restrict our attention to maximal subgroups of groups that act transitively on complex Grassmannians. In the Appendix we give the complete list of maximal subgroups of SU(n). Our strategy of proof will consist in checking each maximal subgroup K; in case K acts coisotropically, we will search for subgroups of K still acting coisotropically.
2 Proof of Theorem 1.1 and Proposition 1.2
In the following subsections we will go through all maximal subgroups of SU(n) according to table III.
The SO(n)-action
Note that SO(n) is a symmetric subgroup of SU(n). The action is polar hence coisotropic on complex Grassmannians. We can now investigate the behaviour of subgroups of SO(n).( Take a k-plane π in R n . The SO(n)-orbit of π is a real non oriented Grassmannian. Note that the orbit coincides with the set of fixed points of the coniugation, which is an antiholomorphic isometry on Gr(k, n), hence the orbit is totally real in Gr(k, n). The following proposition is easy to prove using well known properties of the moment map (see e.g. [4] ). In the sequel we will identify k ∼ = k * by means of a Ad(K)-invariant inner product on k.
From the previous proposition we deduce that 0 belongs to the image of the moment map µ : Gr(k, n) → so(n). Let now take the subgroup K ′ of SO(n). Obviously its image via the moment map µ ′ of K ′ , given by the composition of µ with the projection map k → k ′ , contains 0. If K ′ acts coisotropically, then µ ′ separates the orbits and therefore µ ′ −1 (0) coincides with the real non oriented Grassmannian. The problem is then restricted to the analysis of those subgroups K ′ of SO(n) that act transitively on the real Grassmannian and coisotropically on the complex Gr(k, n). The first problem was solved in [11] , see the list in the Appendix. We have to distinguish two cases, namely k = 2 and k > 2. In the first case we have to consider the subgroups G 2 and Spin (7) of SO (7) and SO (8) respectively. The first one, G 2 , cannot act coisotropically on Gr(2, 7) because the Borel subgroup of G C 2 has complex dimension 8 < dim Gr(2, 7). Spin(7) acts, instead, coisotropically on Gr (2, 8) . Note that the totally real orbit is, in this case, the quadric Q 6 . One can directly find the cohomogeneity of the action from the slice representation, this one is easy to find because it can be deduced immediately from the isotropy representation, as the orbit is totally real. By calculation we find that the cohomogeneity is 3 and, applying the second condition of Theorem 1.4, we get the assert. In the second case only K ′ = Spin (7) acts transitively on the real Grassmannian of 3-planes in
As for G 2 , the Borel subgroup of Spin (7) is too small: it has, in fact, complex dimension 12 which is smaller than the complex dimension of Gr(3, 8).
The SU(p) ⊗ SU(q)-action.
For simplicity we will denote the group SU(p) × SU(q) by K ⊆ SU(n), with n = pq. In this case we will determine the slice representation on a complex orbit, showing that is not coisotropic. We recall the following simple lemma
We have to distinguish two different cases.
1.
Either p or q is bigger than k. We can assume, for example, that p ≥ k. We choose a
where W ⊥ , V ⊥ are the orthogonal complements of W, V in C p , C q respectively. Here we have used the fact that
The first two factors can be identified with the tangent space at π of the K-orbit Kπ, which is therefore complex; on the other hand the summand sl(W ) ⊗ V * ⊗ V ⊥ does not appear in Kac's list, so that the K-action is not coisotropic.
2. p and q are smaller than k. Clearly k = mp + l where m < q and l < p. Choose an
; it easy to check that the K-orbit
Following the same procedure used in the previous case, with slightly heavier computations, we determine the slice summand sl(W ⊥ ) ⊗ V * ⊗ v m+1 , on which Ad(U(l)) ⊗ S(U(m) × U(1)) acts; this action does not appear in Kac's list. Hence, using lemma 2.1, we can conclude that the SU(p) ⊗ SU(q)-action cannot be coisotropic.
The action of a simple Lie group H such that ρ(H) is an irreducible representation of complex type.
This case can be analyzed using the work of Sato and Kimura [13] . We recall here that, given G a connected complex linear algebraic group, and ρ a rational representation of G on a finite dimensional complex vector space V, such a triplet (G, ρ, V ) is prehomogeneous if V has a Zarinski dense G-orbit. We say that two triplets (G, ρ, V ) and (G ′ , ρ ′ , V ′ ) are castling transforms of each other when there exists a triplet (G,ρ, V (m)) and a positive number n with m > n ≥ 1 such that
whereρ * is the contragredient representation ofρ on the dual vector space V (m)
and where we refer to [13] for the precise definition of the equivalence ∼ = . We recall that 
We have to consider two cases. The first one arises when the Lie algebra h is different from A n . In fact one can prove that for h = A n the corresponding triplet is reduced; the problem is then reduct to study if the triplets that appear in the list of Sato Kimura (see Table V) give rise to coisotropic actions . We find, for k = 2, the triplet (Spin(7, C) × GL(2), spin. representation
Spin (7) has an open orbit on Gr(2, 8); it has already been studied as subgroup of SO (8) . This action is coisotropic. The other groups, arising from the triplets (Spin(10) × GL(2), half − spin. representation
excluded thanks to the dimensional condition. For k > 2 we find again Spin(7) on Gr (3, 8) , and Spin(10) on Gr(3, 16) and they are excluded for the same dimensional reason. Note that in the list of Sato and Kimura the group Sp(n) appears; this case will be studied separately in next paragraph. Now, suppose h = A n . To solve this case we distinguish when k = 2 and k = 2. If k = 2, by Proposition 7 and by Corollary 8 pag 48 of [13] we have only to investigate the representations Λ 1 , Λ 2 , Λ n−1 , Λ n−2 , n =, 3, 4 and also 2Λ 1 when n = 2, since the other representations can be excluded thanks to the dimensional Condition. Note that Λ 1 , Λ n−1 correspond to transitive action. We then find the following two triplets: when n = 2, (SL(2), 2Λ 1 , S 2 (C 2 )) which corresponds to a coisotropic action on the complex projective space and for n = 4, we get (SL(4), Λ 2 , C 6 ) that must be excluded since it is not of complex type. In the general case, when k is different from 2, we can do analogous calculations excluding all the simple groups which act non transitively, i.e which have representations different from Λ 1 and Λ n−1 .
The
Using Young diagrams we can write down the degrees of each representation.
Observe that, for l = 1, the degree d(Λ l ) = n and the dimensional condition holds for k > 1. Λ 1 and its dual Λ n−1 correspond to transitive actions of SL(n) on Gr(k, n). Now recall that one can restrict the analysis to 2 < k ≤
If (2) holds for all n and l > 1 obviously (1) cannot be satisfied and the representation Λ l must be excluded. Consider the case l = 2 separately. The inequality (1) holds for n ≤ 4 the corresponding cases are (SL(3), Λ 2 , C 3 ) which corresponds to the transitive action of SL (3) on Gr(k, 3), and (SL(4), Λ 2 , C 6 ) that can be excluded since it is not of complex type. We then study the general
we can consider the dual representation which shares the same behavior).
with the condition n ≥ 2l > 4. This is always satisfied. There are only two other possible cases: mΛ 1 and Λ 1 + Λ n−1 which are both excluded because inequality (2) holds. All the other possibilities can be excluded simply observing that the degree d( i m i Λ i ) increases as m i increases.
2.4
The Sp(n)-action.
We now consider the case K = Sp(n) ⊆ SU(2n) acting on the Grassmannian Gr(k, 2n). Note that Sp(n) is a symmetric subgroup of SU(2n); the action is then polar hence coisotropic on complex Grassmannians. We will now go through the maximal subgroups K ′ of Sp(n) (see Table   IV , for the complete list).
(i) K ′ = U(n). We recall that the subgroup K ′ = U(n) acts on C 2n reducibly, namely as ρ n ⊕ ρ * n where ρ n denotes the standard representation of U (n) in C n . We consider a k-dimensional subspace π ⊆ C n , since we can always suppose k ≤ n; then
This means that K ′ π is a complex orbit with slice representation
which is not coisotropic by [1] .
hence the action cannot be coisotropic by 2.2.
With the same estimates on the degree of the representation that we have used in the previous paragraph, it is easy to prove that these groups cannot acts coisotropically on the complex Grassmannians.
. First of all we shall give a complex orbit for the Sp(n)-action.
We recall that k ≤ n. We identify the Sp(n)-module H n with C 2n = C n ⊕ C n endowed with the anti-holomorphic map J ∈ C 2n commuting with the Sp(n)-action. If we select a k-plane π ⊆ C n it is not difficult to see that the stabilizer Sp(n) π is given by U(k) × Sp(n − k). We have that π ⊥ = Jπ ⊕ W, where W is a quaternionic subspace of complex dimension 2(n − k); note that Jπ = π * as U(k)-modules. The tangent space T π Gr(k, 2n) splits into irreducible complex
while on the other hand the isotropy representation of Sp(n)/Sp(n) π is given by S 2 π * ⊕ L, where
From this we see that the slice is isomorphic to Λ 2 π * and that the orbit Sp(n)π is complex. Note that this action appears in [8] , this is another way to see that Sp(n) acts on complex Grassmannians coisotropically. We now consider K ′ = Sp(l) × Sp(n − l). We take k 1 , k 2 such that k 1 ≤ l, k 2 ≤ n − l and
Let π 1 and π 2 be two complex k 1 -and k 2 -planes in C 2l and C 2n−2l respectively, such that the orbits in Gr(k 1 , 2l) and Gr(k 2 , 2n − 2l) resp. are complex. Let π = π 1 ⊕ π 2 be the k-complex plane in C 2n . It is easy to see that the stabilizer
With the same notation that we have used before, it is easy to check that the slice representation is given by
and looking at table II in [1] (see Appendix) we can conclude that this action is not coisotropic on the complex Grassmannians. Note that if we consider the Sp(n)-action on the complex Grassmannians, with k even, the orbit of the k-plane π generated by v 1 , v 2 · · · v k and Jv 1 , Jv 2 · · · Jv k , is totally real (for k = 2 it is HP n−1 = Sp(n)/Sp(1) × Sp(n − 1)). We may restrict our analysis, as in the SO(n) case, to those subgroups of Sp(n) that act transitively on the totally real orbit, and coisotropically on the complex Grassmannians. In [11] one can find that no subgroups of Sp(n) can act transitively on the totally real orbit. This gives another proof, when k is even, of the fact that no subgroup of Sp(n) can act coisotropically on Gr(k, n).
The reducible case
We can investigate directly the subgroups L of K = S(U(l) × U(n − l)) because K acts coisotropically on the complex Grassmannians. We will analyze first the case k = l, namely when the group K has a fixed point in Gr(k, n). We will also, for simplicity switch to the Lie algebra level, denoting by z the one dimensional center of the Lie algebra k of K. Recall that, in the sequel, we always assume k ≤ n 2 . If k > n 2 we refer to the dual Grassmannian Gr(k ′ , n), where
Suppose l acts coisotropically. We consider the projections ρ 1 : l −→ su(k), ρ 2 : l −→ su(n − k) and we put l i = ρ i (l). This means that z + l 1 + l 2 acts coisotropically. We distinguish some cases according to the irreducibility of l i on the slice S at
In the sequel we refer to [1] for all the conditions under which one can remove the scalars preserving the multiplicity free action.
(1) l 1 and l 2 act both irreducibly on (C k ) * and C n−k respectively. Since
we have that l i are centerless. Hence l 1 + l 2 is semisimple and acts irreducibily on (
Note that each l i has trivial centralizer in su(k) (or in su(n−k)), so that the centralizer of l in k coincides with the center z. Moreover, except in case 1, when k = n−k, we have that l 1 is not isomorphic to l 2 , so that
∆ + z. Note also that the scalars are always needed except in case 1, k = n 2 , and case 2, k ≥ 5, while the center z always acts non-trivially on the tangent space. The
∆ can be excluded simply by the dimensional condition. Summing up we have the following minimal coisotropic actions
(2) Suppose l i acts irreducibly and l j acts reducibly (i = j, 1 ≤ i, j ≤ 2). Assume, for example, l 1 acts irreducibily on (C k ) * and l 2 reducibly on C n−k . Thus the second factor splits as the
We denote by V o the submodule on which the action is trivial; while V k are the non-trivial submodules of dimension one and V k the ones that have dimension bigger than 1. Using theorem 1.2, we have that dim V 0 ≤ 2 and r + j ≤ 2. We distinguish some cases according to the dimension of V o . When dim V 0 = n − k = 2 we have r = 0 and j = 0, recalling that 2k ≤ n, we conclude that k = 2. In this case l = su(2) because l 2 = 0; since the scalars cannot be removed when su(2) acts diagonally, the action is not multiplicity free.
If dim V 0 = 1 either r = 1 and j = 0 or r = 0 and j ≤ 1; since the trace tr(ρ 2 (X)) = 0 for all X ∈ l, if r = 0 then j = 0 and k = 1, contrary to our assumption. We have the following possibilities
From this we see that l ⊆ z + l 1 + l 2 . Note that when n > 2k + 1 in case 1 the scalars can be reduced while in case 2, scalars can never be reduced. Summing up we conclude that only z + su(k) + su(n − k − 1) on Gr(k, n), n > 2k + 1, gives rise to a coisotropic action.
The last case arises when dim V o = 0. We have r + j = 2, otherwise we fall again in the case in which both the actions were irreducible. If r = 2 by table II we have
Note that the centralizer is z + R, where R denotes the centralizer of l 2 in su(n − 2). We recall briefly the action of z and R on the slice that is given by ) By table IIa the scalars, in the first case, can be removed if p and q are bigger than 2 while they cannot be reduced if p = q = 2. If p = 2 and q > 2 the scalars cannot be reduced if the action on the first factor is trivial: this situation holds when we consider the line ψ = n n−2 φ, note that this line corresponds to the centralizer of su(n − 4) + su(4) in su(n). In the second case the scalars cannot be reduced if p = 2. If p > 2 then the scalars are needed if the action on the second factor is trivial that corresponds to the line ψ = −nq 2(n−2) φ. Here we give the corresponding minimal coisotropic actions. In the sequel we will denote by R(α) the lines different from y = αx where (x, y) ∈ z + R and R is the centralizer of l 2 in su(n − 2).
Suppose now j = 1 and r = 1. We obtain n.
Note that the centralizer is again z+ R, where R is the centralizer of l 2 in su(n− k). Clearly l can be z + R + su(k) ∆ but this case doesn't hold for dimensional reasons. The scalars acts as follows: z acts as (e
, and R as (e −iψ , e i ψ n−k−1 ). Hence we get
Finally if j = 2, we get that n − k = 2, hence k = 2, l 2 = t 1 ⊆ su (2) is a torus and we have the corresponding diagonal action of su(2) on the slice, given by C 2 ⊗ C 2 . Note that, in this case, the centralizer coincides with z + t 1 , hence the action of z + t 1 + su(2) on Gr(2, 4) is multiplicity free but the scalar cannot be reduced.
Now assume
get another different coisotropic action: clearly k = 2 and on the slice we have su(n − 2) or sp( n−2
2 ) acting diagonally on C n−2 ⊗ C n−2 . The scalars can be reduced if n = 4 in the first case, while in the second case the scalars are needed. We note also that li1 is a torus t 1 in su(2). Hence we have, with the same notation used above the following multiplicity free actions. n. l M conditions 1.
n ≥ 2 (3) l 1 and l 2 act both reducibly on (C k ) * and C n−k respectively. We can split ( 
Clearly r = 0, otherwise we have too many terms in the slice and by dimensional reasons s must be greater or equal than 1. Recall also that tr(ρ 2 (X)) = 0, ∀X ∈ l so dim V o = 0 and j = 2 or dim V o > 0 and j = 0. The first case is excluded otherwise k = 2 that is impossible since
Note also that we have a symmetry between W o and V o so we have only four cases. Our aim is to prove that any case doesn't hold and we will analyze the one in which dim V o = dim W o = 1 because the others are quite similar. We know that r or s must be positive. Assume, for example, r ≥ 1. Since ρ 1 (l) ⊆ su(k) then m = 0. In particular s must be greater or equal to 1 so j = 0 as before. Now in the slice representation appears the indecomposable factor (
, hence the action cannot be multiplicity free. Clearly the case s ≥ 1 is exactly the same.
Let now consider the general case: recall that we can assume 2 ≤ k ≤ n 2 . As a first step we will investigate the case k < n − l, l. Let π 1 be a complex k-plane in C l and let π 2 be a complex k-plane in C n−l . Clearly Kπ i are complex orbits so if L ⊆ K acts on Gr(k, n) coisotropically then it acts also on Kπ i , i = 1, 2, coisotropically (see [7] restriction Lemma).
With the same notations used in the previous case we have the following possibilities:
1. l i , i = 1, 2 acts transitively on Kπ i ; 2. l i acts transitively and ρ j (l) acts coisotropically (i = j mod 2); 3. l i , i = 1, 2 acts coistropically.
1. l 1 = su(l) and l 2 = su(n − l). The simply connected group with Lie algebra l = l 1 + l 2 is L = SU(l) × SU(n − l) and Lπ 1 is a complex orbit. Furthermore, it easy to see that the slice representation is given by S = π * 1 ⊗ C n−l . On the slice S we have, looking at Table I , Appendix, the irreducible multiplicity free action of su(k) + su(n − l), where k = n − l, and k, n − l ≥ 2. Hence, under these conditions, we get that this action is multiplicity free. Note that when l = n − l then l should be also R + su(l) ∆ , but this case is not coisotropic for dimensional reasons.
2.a) l 1 = su(l) and l 2 = so(n − l) (or sp(n − l)). We can take a complex so(n − l) (resp. sp(n − l))-orbit in C n−l and it is easy to see that the slice representation contains the submod-
. The stabilizer's factor U(k) acts diagonally on S 2 (π 2 ) (resp. on Λ 2 (π 2 ) ) and on π * 2 . This kind of indecomposable action does not appear in Table II , hence these actions fail to be coisotropic.
2.b) l 1 = su(l) and l 2 ⊆ R + su(p) + su(q), where p + q = n − l. The slice representation relative to the complex orbit SU(l)π 1 is given by S = π * 1 ⊗ C n−l . We can decompose C n−l as l 2 -irreducible submodules as follows
with the same notations used in the fixed point case. Note that again dim V o ≤ 2 and r + j ≤ 2. We will follow exactly the same procedure used when k = l distinguishing three different cases, namely when dim V o = 2, 1 or 0. When dim V o = 2 we have C n−l = V o that implies, since k = 1, k = 2 = n − l, which is not our case, since k < n − l.
If dim V o = 1 it is easy to see that C n−l splits as the direct sum C ⊕ V 1 , i.e j = 0 and
or R + su(2) + sp((n − l − 1)/2) act, where su(k) + R acts diagonally on π 1 * ⊕ π 1 * and where
Finally if j = 2 and r = 0 we get that n − l = 2, hence k = 1, that is not our case. 3. Note that, by the above results (case 2.a), we can restrict our analysis to the case in which the two projections are contained into reducible subgroups; that is l 1 ⊆ R+su(p 1 )+su(q 1 ), p 1 +q 1 = l and l 2 ⊆ R + su(p 2 ) + su(q 2 ), p 2 + q 2 = n − l. We want to prove that this action fails to be multiplicity free. Take π 1 a complex k 1 -plane in C p1 and π 2 a complex k 2 -plane in C q1 , where
is complex and it easy to check that the slice is given by
Note that only the case k 1 = k 2 = 1 is admissible since, otherwise there would be at least three terms on which for example su(k 1 ) (if k 1 > 1) acts. Then, under this assumption, there must be, for example p 1 > 1, otherwise p 1 + p 2 + q 1 + q 2 = n = 4, and the corresponding action is not coisotropic for dimensional reasons. Take a 2-plane π in C p1 , then in the slice appears the term
Polar actions on Complex Grassmannians
In this section, using Theorem 1.5, we study which coisotropic actions are polar. Firstly observe that the reducible actions arising from Table IIa and IIb are not polar; this can be easily deduced as an application of Theorem 2 pag. 313 [2] ; while, see [5] and [9] , in the irreducuble case we shall prove that so(n) on Gr(k, n), sp(n) on Gr(k, 2n) and su(l) + su(n − l), for l = n − l on Gr(k, n) give rise to minimal polar actions. The last two cases spin(7) on Gr(2, 8) and sp(n) on Gr(k, 2n + 1) can be excluded. The first one fails to be polar since spin(7) has the same orbits of u(3) which is not polar for [5] . Let now consider the action of sp(n) on Gr(k, 2n + 1). For k ≥ 3, using Theorem 2 [2] , we shall prove that the action is not polar. Note that if k = 4 the action on S = Λ 2 (π * ) ⊕ π * appears in [2] but as real representation. Now we consider the case k = 2. As sp(n)-module C 2n+1 = C ⊕ C 2n and take π in C 2n such that the orbit through π is complex. The normal space
is acted on by Sp(n) π = U(2) × Sp(n − 2) so that the action has cohomogeneity 2. If the Sp(n) action were polar, then any subspace m ⊆ N generated by v 1 ∈ Λ 2 (π * ) and v 2 in T π Gr(2, 2n) ⊥ ⊆ T π Gr(2, 2n + 1) would be the tangent space to a totally geodesic submanifold.
A direct inspection, together with Theorem 7.2 pag.224 [6] on triplet systems, shows that this is not the case. 
Appendix
n ≥ 4 spin(7) spin (9) spin(10) g 2 n ≥ 1 e 6 n ≥ 3 Table I b: Irreducible coisotropic actions in which the scalars are removable su(n) n ≥ 2 sp(n) n ≥ 2 Λ 2 (su(n)) n ≥ 4 su(n) ⊗ su(m) n, m ≥ 2, n = m spin (10) su(n) ⊗ sp(2) n ≥ 5 Table II a: Indecomposable coisotropic actions in which the scalars can be removed or reduced su(n) ⊕ su(n) su(n) n ≥ 3, a = b su(n) * ⊕ su(n) su(n) n ≥ 3 a = −b su(2m) ⊕ su(2m) Λ 2 (su(2m)) m ≥ 2, b = 0 su(2m + 1) ⊕ su(2m+1) Λ 2 (su(2m + 1)) m ≥ 2, a = −mb su(2m) * ⊕ su(2m) Λ 2 (su(2m)) m ≥ 2, b = 0 su(2m + 1) * ⊕ su(2m+1) Λ 2 (su(2m + 1)) m ≥ 2, a = mb su(n) ⊕ su(n) (su(n) ⊗ su(m)) 2 ≤ n < m, a = 0 su(n) ⊕ su(n) (su(n) ⊗ su(m)) m ≥ 2, n ≥ m + 2, a = b su(n) * ⊕ su(n) (su(n) ⊗ su(m)) 2 ≤ n < m, a = 0 su(n) * ⊕ su(n) (su(n) ⊗ su(m)) 2 ≥ m, n ≥ m + 2, a = b (su(2) ⊗ su(2)) ⊕ su(2) (su(2) ⊗ su(n)) n ≥ 3, a = 0 (su(n) ⊗ su(2)) ⊕ su(2) (su(2) ⊗ sp(m)) n ≥ 3, m ≥ 4, b = 0 (2) su (2) su(n) ( * ) ⊕ su(n) * (su(n) ⊕ su(n)) n ≥ 2 (su(n + 1) ( * ) ⊕ su(n+1) (su(n + 1) ⊗ su(n)) n ≥ 2 (su(2) ⊕ su(2) (su(2) ⊗ sp(m)) m ≥ 2 (su(2) ⊕ su(2)) ⊕ su(2) (su(2) ⊗ sp(m)) (sp(n) ⊕ su(2)) ⊕ su(2) (su(2) ⊗ sp(m)) n, m ≥ 2 sp(n) ⊕ sp(n) sp(n) n ≥ 2 spin(8) ⊕ sp (8) so (8) In the previous tables we use the notation of [1] , as an example su(n) ⊕ su(n) su(n) just denotes the Lie algebra su(n) acting on C n ⊕ C n via the direct sum of two copies of the natural representation. 
Sp(m) 2m = n iii) S(U(k) × U(n − k)) 1 ≤ k ≤ n − 1 iv) SU(p) ⊗ SU(q) pq = n, p ≥ 3, q ≥ 3 v) ρ(H) H simple ρ ∈ Irr C , degρ = n 
SO(p) ⊗ Sp(q) pq = n, p ≥ 3, q ≥ 1 v) ρ(H) H simple ρ ∈ Irr H , degρ = 2n − ⊗ half − spin rep. 
