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a b s t r a c t
Let G be a k-connected graph of order n. In [1], Bondy (1980) considered a degree sum
condition for a graph to have aHamiltonian cycle, say, to be covered by one cycle. He proved
that if σk+1(G) > (k + 1)(n − 1)/2, then G has a Hamiltonian cycle. On the other hand,
concerning a degree sum condition for a graph to be covered by two cycles, Enomoto et al.
(1995) [4] proved that if k = 1 and σ3(G) ≥ n, then G can be covered by two cycles. By
these results, we conjecture that if σ2k+1(G) > (2k + 1)(n − 1)/3, then G can be covered
by two cycles. In this paper, we prove the case k = 2 of this conjecture. In fact, we prove
a stronger result; if G is 2-connected with σ5(G) ≥ 5(n − 1)/3, then G can be covered by
two cycles, or G belongs to an exceptional class.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, all graphs are simple and finite. Let G be a graph. We denote by V (G), E(G), δ(G) and α(G) the vertex set,
the edge set, the minimum degree and the independence number of G, respectively. We refer to the number of vertices of G
as the order of G and denote it by |G|. We denote by NG(x) the neighborhood of a vertex x of G. Let H be a subgraph of G. For
x ∈ V (G), let NH(x) := NG(x) ∩ V (H), and let dH(x) := |NH(x)|. For a subset X ⊆ V (G), we let NH(X) := ⋃x∈X NH(x) − X .
For a subgraph F of G, we abbreviate NH(V (F)) to NH(F). For a positive integer k, if α(G) ≥ k, then we let σk(G) denote the
minimum degree sum of k independent vertices of G; otherwise we let σk(G) := +∞. Let p(G) and c(G) be the order of a
longest path and a longest cycle of G, respectively. We define diff(G) := p(G)− c(G). We denote by−→C a cycle C with a given
orientation, and by
←−
C a cycle C with a reverse orientation. Let C be a cycle with a given orientation. For u, v ∈ V (C), we
denote by u
−→
C v the path from u to v along
−→
C . The reverse sequence of u
−→
C v is denoted by v
←−
C u. For u ∈ V (C), we denote
the successor and the predecessor of u on
−→
C by u+ and u−, respectively. For X ⊆ V (C), we define X+ := {x+ : x ∈ X} and
X− := {x− : x ∈ X}. If there exist cycles C1, C2, . . . , Ct in G such that⋃ti=1 V (Ci) = V (G), then we say that G can be covered
by t cycles (if δ(G) ≤ 1, then we regard an edge and a vertex as a cycle). A Hamiltonian cycle of G is a cycle which contains
all vertices of G, and a Hamiltonian path of G is a path which contains all vertices of G. A graph is Hamiltonian-connected if
any pair of vertices is joined by a Hamiltonian path.
Let k ≥ 0 be an integer. For a k-connected (k ≥ 1) graphwith an independence number of atmost k, Chvátal and Erdős [3]
showed the following theorem.
Theorem 1.1 (Chvátal and Erdős [3]). Let k ≥ 1 be an integer, and let G be a k-connected graph. If α(G) ≤ k, then G contains a
Hamiltonian cycle.
On the other hand, a k-connected graphwith an independence numbermore than k does not contain a Hamiltonian cycle
in general. However, if the minimum degree sum of k+1 independent vertices of the graph is high, then the graph contains
a Hamiltonian cycle. In fact, Bondy [1] gave a σk+1-condition for the existence of a Hamiltonian cycle in a k-connected graph,
where a 0-connected graph simply denotes a graph.
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Theorem 1.2 (Bondy [1]). Let k ≥ 0 be an integer, and let G be a k-connected graph of order n. If σk+1(G) > (k+ 1)(n− 1)/2,
then G contains a Hamiltonian cycle.
We can regard conditions of Theorems 1.1 and 1.2 as conditions for a graph to be covered by one cycle. In general, what
condition allows the graph to be covered by more cycles? Giving one answer, Kouider [8] proved the following which is a
generalization of Theorem 1.1.
Theorem 1.3 (Kouider [8]). Let k ≥ 1 be an integer, and let G be a k-connected graph. Then G can be covered by dα(G)/ke cycles.
In this paper, we deal with a degree sum condition for a graph to be covered by two cycles. Concerning this condition,
Enomoto, Kaneko and Tuza [5] and Enomoto, Kaneko, Kouider and Tuza [4] proved the following theorems, respectively.
Theorem 1.4 (Enomoto et al. [5]). Let G be a graph of order n. If δ(G) ≥ n/3, then G can be covered by two cycles.
Theorem 1.5 (Enomoto et al. [4]). Let G be a graph of order n. If σ3(G) ≥ n, then G can be covered by two cycles.
By Theorem 1.3, if the independence number of a k-connected graph is at most 2k, then the graph can be covered by two
cycles. Hence we consider the case that the independence number is more than 2k. We then conjecture the following which
is an analogous to Theorem 1.2.
Conjecture 1.6. Let k ≥ 0 be an integer, and let G be a k-connected graph of order n. If σ2k+1(G) > (2k+ 1)(n− 1)/3, then G
can be covered by two cycles.
The degree condition of Conjecture 1.6 is best possible if it is true. Let m be an integer with m ≥ max{k, 1}. Then a
graph G such that Km + K2m+1 ⊆ G ⊆ Km + K2m+1 cannot be covered by two cycles, and G is a k-connected graph with
σ2k+1(G) = (2k+ 1)(n− 1)/3. Theorems 1.4 and 1.5 shows that Conjecture 1.6 is true for case k = 0, 1.
On the other hand, Saito [10] characterized the graphs with σ3(G) = |G| − 1 which cannot be covered by two cycles.
Theorem 1.7 (Saito [10]). Let G be a graph of order n. If σ3(G) ≥ n− 1, then one of the following holds:
(i) G can be covered by two cycles; or
(ii) Km + K2m+1 ⊆ G ⊆ Km + K2m+1; or
(iii) G belongs to two exceptional classes.
The connectivity of a graph which belongs to two exceptional classes of Theorem 1.7 is one. Therefore, by Conjecture 1.6
and Theorem 1.7, we can conjecture the following which is stronger than Conjecture 1.6.
Conjecture 1.8. Let k ≥ 2 be an integer, and let G be a k-connected graph of order n. If σ2k+1(G) ≥ (2k + 1)(n − 1)/3, then
one of the following holds:
(i) G can be covered by two cycles; or
(ii) Km + K2m+1 ⊆ G ⊆ Km + K2m+1.
In this paper, we prove the case k = 2 of Conjecture 1.8.
Theorem 1.9. Let G be a 2-connected graph of order n. If σ5(G) ≥ 5(n− 1)/3, then one of the following holds:
(i) G can be covered by two cycles; or
(ii) Km + K2m+1 ⊆ G ⊆ Km + K2m+1.
2. In case diff(G) ≤ 1
In this section, we deal with the case diff(G) ≤ 1. More precisely, we prove the following theorem.
Theorem 2.1. Let G be a 2-connected graph of order n with diff(G) ≤ 1. If σ5(G) ≥ 5(n−1)/3, then one of the following holds:
(i) G can be covered by two cycles, one of which is a longest cycle; or
(ii) Km + K2m+1 ⊆ G ⊆ Km + K2m+1.
To prove Theorem 2.1, we use the following lemma.
Lemma 2.2 (Enomoto et al. [5] and Chen and Gould [2]). Let G be a graph, and C be a cycle of G, and X ⊆ V (G− C). If dC (x) ≥
max{|X |, 2} holds for any x ∈ X, then G has a cycle containing X.
Proof of Theorem 2.1. Let G be a graph satisfying the assumption of Theorem 2.1, and suppose that G does not satisfy
statements (i) and (ii). Let C be a longest cycle of G and X := V (G − C). Note that there exists no cycle containing X .
Choose C so that
∑
x∈X dG(x) is as large as possible. Let X := {x1, x2, . . . , xl} and C := v1v2 · · · v|C |v1. We may assume that
dG(x1) ≤ dG(x2) ≤ · · · ≤ dG(xl).
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Fig. 1. The casem = 3.
Claim 2.1. (i) X is an independent set.
(ii) NC (X) ∩ NC (X)+ = ∅.
(iii) NC ′(u+)− ∩ NC ′(v+) = ∅ for any u, v ∈ NC (X) with u 6= v, where C ′ := u+−→C v.
(iv) u+v+, u−v− 6∈ E(G) for any u, v ∈ NC (X).
Proof. Since diff(G) ≤ 1, we can easily obtain statements (i) and (ii), and hence we only prove statements (iii) and (iv). Let
u, v ∈ NC (X)with u 6= v, and let x, x′ ∈ X be vertices such that xu, x′v ∈ E(G). Note that u+ 6= v and v+ 6= u by statement
(ii). Suppose that there exists z ∈ NC ′(u+)− ∩ NC ′(v+). Then xu←−C v+z←−C u+z+−→C vx′ is a cycle of order |C | + 1 or a path of
order |C | + 2 according as x = x′ or x 6= x′, which contradict the maximality of |C | or the assumption that diff(G) ≤ 1. Thus
NC ′(u+)− ∩ NC ′(v+) = ∅. Hence statement (iii) holds; in particular, u+v+ 6∈ E(G). By the symmetry of u+, v+ and u−, v−,
we similarly obtain u−v− 6∈ E(G). 
Claim 2.2. dG(u+)+ dG(v+) ≤ |C | for any u, v ∈ NC (X) with u 6= v.
Proof. Let u, v ∈ NC (X) with u 6= v, and let x, x′ ∈ X be vertices such that xu, x′v ∈ E(G). Let C1 := u+−→C v and
C2 := v+−→C u. By Claim 2.1(iii), NC1(u+)− ∩ NC1(v+) = ∅ and NC2(u+) ∩ NC1(v+)− = ∅. Since NC1(u+)− ∪ NC1(v+) ⊆ V (C1)
and NC2(u
+) ∪ NC2(v+)− ⊆ V (C2), we obtain dCi(u+) + dCi(v+) ≤ |Ci| for i = 1, 2. Hence by Claim 2.1(ii), we obtain
dG(u+)+ dG(v+) = dC (u+)+ dC (v+) ≤ |C1| + |C2| = |C |. 
By Claim 2.1(i) and (ii), we can obtain the following.
Claim 2.3. dG(xi) ≤ |C |/2 for each 1 ≤ i ≤ l.
Since G is 2-connected, it follows from Claim 2.1(i) that |NC (x1)| ≥ 2. If l ≤ 2, thenwe can easily see that G can be covered
by two cycles, a contradiction. Therefore l ≥ 3. By Lemma 2.2, Claim 2.1(i) and the definition of x1, the following fact holds.
Fact 2.4. dG(x1) ≤ l− 1.
Case 1: dG(x1) ≥ (n− 1)/3.
By Claim 2.3 and Fact 2.4, (n − 1)/3 ≤ dG(x1) ≤ l − 1 = |X | − 1 = n − |C | − 1 ≤ n − 2dG(xi) − 1 for each 1 ≤ i ≤ l.
Therefore dG(xi) ≤ (n− 1)/3 for each 1 ≤ i ≤ l. By the assumption of Case 1, dG(xi) = (n− 1)/3 and |C | = 2dG(xi) for each
1 ≤ i ≤ l. We may assume that n = 3m+ 1. Then |C | = 2m, |X | = m+ 1 and dG(xi) = m for each 1 ≤ i ≤ l. By Claim 2.1(i)
and (ii), we may assume that NG(xi) = {v1, v3, . . . , v|C |−1} for 1 ≤ i ≤ m + 1 (see Fig. 1). Hence by Claim 2.1(iv), we have
Km + K2m+1 ⊆ G ⊆ Km + K2m+1, a contradiction.
Case 2: dG(x1) ≤ (n− 2)/3.
Since G is 2-connected, 2 ≤ dG(x1) ≤ (n− 2)/3. This implies that n ≥ 8. Let y1, y2 ∈ NC (x1) with y1 6= y2. For i = 1, 2,
let Ci := y+i
−→
C y3−i. Let Z := {z ∈ V (C) : z ∈ NCi(y+i )− ∩ NCi(y+3−i)+ for i = 1 or 2}.
Claim 2.5. dG(z) ≤ dG(x1) ≤ (n− 2)/3 for every z ∈ Z.
Proof. Let z ∈ Z . By symmetry, we may assume that z ∈ V (C1). Then C ′ := x1y2←−C z+y+1
−→
C z−y+2
−→
C y1x1 is a cycle such that
V (C ′) = (V (C)− {z}) ∪ {x1}. Therefore by the maximality of∑x∈X dG(x), the desired conclusion holds. 
Claim 2.6. X ∪ Z ∪ {y+1 , y+2 } is an independent set.
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Proof. By Claim 2.1, we have only to prove that Z is an independent set. Let z1, z2 ∈ Z (arranged in this order along −→C ),
and suppose that z1z2 ∈ E(G). If z1, z2 ∈ V (C2), then x1y2←−C y+1 z−2
←−
C z+1 y
+
2
−→
C z1z2
−→
C y1x1 is a cycle containing V (C) ∪ {x1},
a contradiction. Therefore we may assume that z1 ∈ V (C1) and z2 ∈ V (C2) by the symmetry of C1 and C2. Then
x1y2
←−
C z+1 y
+
1
−→
C z1z2
←−
C y+2 z
+
2
−→
C y1x1 is a cycle containing V (C)∪{x1}, a contradiction. Thus z1z2 6∈ E(G) for any z1, z2 ∈ Z . 
Since σ5(G) ≥ 5(n− 1)/3, it follows from Claims 2.5 and 2.6 that |Z | ≤ 3 holds.
Claim 2.7. dG(xi)+ dG(y+1 )+ dG(y+2 ) ≤ |C | + 2+ |Z | for each 2 ≤ i ≤ l.
Proof. Let 2 ≤ i ≤ l. By the definition of Z , (NC1(y+1 )− ∩ NC1(y+2 )+) − Z = ∅. By Claim 2.1(iii) (NC1(y+1 )− ∪ NC1(y+2 )+) ∩
NC1(xi) = ∅, in particular, NC (xi) ∩ Z = ∅. Since (NC1(y+1 )− ∪ NC1(y+2 )+ ∪ NC1(xi)) − Z ⊆ (V (C1) − Z) ∪ {y+2 }, we
obtain |NC1(y+1 )− − Z | + |NC1(y+2 )+ − Z | + |NC1(xi) − Z | = |(NC1(y+1 )− ∪ NC1(y+2 )+ ∪ NC1(xi)) − Z | ≤ |V (C1) − Z | + 1.
Similarly, we obtain |NC2(y+1 )+ − Z | + |NC2(y+2 )− − Z | + |NC2(xi)− Z | ≤ |V (C2)− Z | + 1. Since NC (xi) ∩ Z = ∅, we obtain
|NCj(y+j )− ∩ Z | + |NCj(y+3−j)+ ∩ Z | + |NCj(xi) ∩ Z | = 2|V (Cj) ∩ Z | for j = 1, 2. Hence by Claim 2.1(i) and (ii), the desired
inequality holds. 
Claim 2.8. |Z | ≤ 1.
Proof. Suppose that |Z | ≥ 2, and let z1, z2 ∈ Z . Then by Claims 2.3, 2.5, 2.6 and Fact 2.4, |C | ≥ dG(x2) + dG(x3) ≥
5(n − 1)/3 − (dG(x1)+ dG(z1)+ dG(z2)) ≥ 5(n − 1)/3 − 3(l − 1), that is, |C | ≤ 2l − 2. On the other hand, by Claims 2.3
and 2.5, |C | ≥ dG(x2)+ dG(x3) ≥ 5(n− 1)/3− (dG(x1)+ dG(z1)+ dG(z2)) ≥ 5(n− 1)/3− (n− 2), that is, |C | ≥ 2l+ 1, a
contradiction. 
Claim 2.9. dG(x) ≥ max{2(n− 1)/3− 2− |Z |, (n− 9)/3+ l− |Z |} for every x ∈ Z ∪ (X − {x1}).
Proof. Let x ∈ Z ∪ (X − {x1}) and x′ ∈ X − {x, x1}. By Claims 2.6 and 2.7, 5(n− 1)/3 ≤ dG(x1)+ dG(x)+ dG(x′)+ dG(y+1 )+
dG(y+2 ) ≤ dG(x1)+ dG(x)+ |C | + |Z | + 2. Hence dG(x) ≥ 5(n− 1)/3− |C | − |Z | − 2− dG(x1). Therefore by Fact 2.4 and the
assumption of Case 2, we obtain the desired inequality. 
Suppose that |Z | = 1, say Z = {z}. By Claims 2.5, 2.9 and Fact 2.4, we obtain 2(n − 1)/3 − 3 ≤ dG(z) ≤ l − 1 and
(n − 9)/3 + l − 1 ≤ dG(z) ≤ (n − 2)/3. These imply that n ≤ (3l + 8)/2 and 3l ≤ 10, respectively. Hence l = 3 and
n = 8. Then by Claims 2.3 and 2.5, dG(x1) = dG(x2) = dG(z) = 2. Hence by Claims 2.2 and 2.6, |C | ≥ dG(y+1 ) + dG(y+2 ) ≥
5(n− 1)/3− dG(x1)− dG(x2)− dG(z) = 5(n− 1)/3− 6, that is, |C | ≤ 4, a contradiction. Thus we have Z = ∅.
By Claims 2.3 and 2.9, 2(n− 1)/3− 2 ≤ dG(x2) ≤ |C |/2, that is, n ≤ 16− 3l. Since l ≥ 3, we have n ≤ 7, a contradiction.
This completes the proof of Theorem 2.1. 
3. In case diff(G) ≥ 2
In this section, we deal with the case diff(G) ≥ 2, and prove the following theorem.
Theorem 3.1. Let G be a 2-connected graph of order n with diff(G) ≥ 2. If σ5(G) ≥ 5(n− 1)/3, then G can be covered by two
cycles.
To prove Theorem 3.1, we use the following two lemmas.
Lemma 3.2 (Ore [9]). Let G be a graph of order n. If σ2(G) ≥ n+ 1, then G is Hamiltonian-connected.
Lemma 3.3 (Enomoto et al. [6]). Let G be a graph of order n with diff(G) ≥ 2. Let Q be a longest path of G, and let x, y ∈ V (G)
be endvertices of Q . Then dQ (x)+ dQ (y)+ dQ (z) ≤ |Q | for any z ∈ V (G− Q ).
Proof of Theorem 3.1. Let G be a graph satisfying the assumption of Theorem 3.1, and suppose that G cannot be covered by
two cycles. Let Q be a longest path of G, and let H := G− Q and H1,H2, . . . ,Hl be components of H . Let C be a cycle and P0
be a path with an endvertex x such that V (C)∪V (P0) = V (Q ), V (C)∩V (P0) = ∅ and NC (x) 6= ∅. (Note that there exist such
a cycle C and a path P0, because the endvertex of Q has a neighbor in V (Q ).) Choose such a cycle C and a path P0 so that |C |
is as large as possible.
A vertex y ∈ V (P0) is called an endable vertex for x if there exists a path P from x to y such that V (P) = V (P0). Let
L := {y ∈ V (P0) : y is endable for x} and L′ := L ∪ {x}. Let T := {(y, P) : y ∈ L and P is a path from x to y such that
V (P) = V (P0)}. For each (y, P) ∈ T , we give an orientation from x to y along P . By the maximality of |Q | and |C |, it is easy
to see that the following two claims hold.
Claim 3.1. (i) NH(L) = ∅.
(ii) If u ∈ NC (L′), then NG−C (u+) = NG−C (u−) = ∅.
(iii) NC (Hi) ∩ NC (Hi)+ = ∅ for 1 ≤ i ≤ l.
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(iv) For any 1 ≤ i ≤ l and (y, P) ∈ T , (NP(Hi) ∪ NP(y)) ∩ NP(Hi)− = ∅.
(v) For any 1 ≤ i ≤ l and u, v ∈ NC (Hi) with u 6= v, u+v+ 6∈ E(G).
Claim 3.2. Let u1 ∈ NC (L′), u2 ∈ NC (G − C) with u1 6= u2 and z ∈ V (H). Let C1 := u+1
−→
C u2 and C2 := u+2
−→
C u1. Then the
following statements hold:
(i) NCi(u
+
i )
− ∩ NCi(u+3−i) = ∅ for i = 1, 2.
(ii) NC (u+1 )− ∩ NC (z) = ∅.
(iii) If u1 ∈ NC (x) and u2 ∈ NC (L), then NCi(u+3−i)+ ∩ NCi(z) = ∅ for i = 1, 2.
(iv) If u1 ∈ NC (x) and u2 ∈ NC (L), then NCi(u+i )− ∩ NCi(u+3−i)+ = ∅ for i = 1, 2.
(v) If u1 ∈ NC (x), then NC (u+1 )− ∩ NC (y)+ = ∅ for any y ∈ L.
By Claim 3.1(i) and (iv), we can obtain the following.
Claim 3.3. Let (y, P) ∈ T and z ∈ V (H). Then dP(y)+ dP(z) ≤ |P|. In particular, if NC (y) 6= ∅, then dP(y)+ dP(z) ≤ |P| − 1.
Case 1: There exists (y, P) ∈ T such that there are two independent edges joining x and C , and y and C .
In this case, we can use the symmetry of x and y. Since G cannot be covered by two cycles, V (H) 6= ∅. Note that |C | ≥ 6
since diff(G) ≥ 2.
Claim 3.4. For any z ∈ V (H), u ∈ NC (x) andw ∈ NC (L) with u 6= w, dC (z)+ dC (u+)+ dC (w+) ≤ |C | + 2.
Proof. Let C1 := u+−→C w and C2 := w+−→C u. By Claim 3.2(ii)–(iv), (NC1(u+)− ∪ NC1(w+)+) ∩ NC1(z) = ∅, NC1(u+)− ∩
NC1(w
+)+ = ∅. Since NC1(u+)− ∪ NC1(z) ∪ NC1(w+)+ ⊆ V (C1) ∪ {w+}, we obtain dC1(z)+ dC1(u+)+ dC1(w+) ≤ |C1| + 1.
Similarly, we obtain dC2(z)+ dC2(u+)+ dC2(w+) ≤ |C2| + 1. Hence the desired inequality holds. 
The following claim is proved in [7, Claim 4].
Claim 3.5. For each Hi with 1 ≤ i ≤ l, there exist no v1 ∈ NC (x)+ ∩ NC (Hi)− and v2 ∈ NC (y)+ ∩ NC (Hi)− such that v1 6= v2.
If NC (x) ∩ NC (y) = ∅, then NC (x)+ ∩ NC (H1)− = ∅ or NC (y)+ ∩ NC (H1)− = ∅ by Claim 3.5. By the symmetry of x and y,
we may assume that NC (y)+ ∩ NC (H1)− = ∅. Let z ∈ V (H1). By the assumption of Case 1, there exist two distinct vertices
u∗ ∈ NC (x) and w∗ ∈ NC (y). We choose u∗ and w∗ as follows: If NC (x) ∩ NC (y) 6= ∅, then we choose u∗ and w∗ so that
w∗ ∈ NC (x) ∩ NC (y) by changing the label x and y if necessary; otherwise we choose u∗ and w∗ so that |w+∗
−→
C u∗| is as
small as possible. By Claim 3.1(ii), we havew+∗ 6= u∗. By Claims 3.1(i), (ii) and 3.2(i), {u+∗ , w+∗ , y, z} is an independent set. By
applying Lemma 3.3 to paths u+∗
−→
C u∗x
−→
P y and u+∗
−→
C w∗y
←−
P xu∗
←−
C w+∗ , and by Claim 3.1(i), (ii), we obtain
dG(u+∗ )+ dG(y)+ dG(z) ≤ n− |H| + dH(z) (3.1)
and
dG(u+∗ )+ dG(w+∗ )+ dG(z) ≤ n− |H| + dH(z). (3.2)
Let C1 := u+∗
−→
C w∗ and C2 := w+∗
−→
C u∗. The following two claims are essentially proved in [7, Claims 5 and 6]. If we notice
|C | + |P| + |H| = n, the following claims are proved by the same argument as [7], but we sketch only the outline of the
proof of Claim 3.7 for the convenience of the reader.
Claim 3.6. dG(u+∗ )+ dG(w+∗ )+ dG(y) ≤ n+ 1− |H|.
Claim 3.7. dG(w+∗ )+ dG(y)+ dG(z) ≤ n− |H| + dH(z).
Proof. If NC (x) ∩ NC (y) 6= ∅, then by the choice of u∗ and w∗, w∗ ∈ NC (x) ∩ NC (y). By applying Lemma 3.3 to a path
w+∗
−→
C w∗x
−→
P y, and by Claim 3.1(i) and (ii), we obtain dG(w+∗ )+ dG(y)+ dG(z) ≤ n− |H| + dH(z). Thus wemay assume that
NC (x)∩NC (y) = ∅. Then by the choice of y,NC (y)+∩NC (z)− = ∅. By Claim3.2(i) and (iii),NC1(w+∗ )∩(NC1(y)+∪NC1(z)−) = ∅.
By Claim 3.1(ii), we have u∗ 6∈ NC (z)−, and hence NC1(w+∗ ) ∪ NC1(y)+ ∪ NC1(z)− ⊆ V (C1) ∪ {w+∗ }. Therefore we obtain
dC1(w
+
∗ )+ dC1(y)+ dC1(z) ≤ |C1| + 1.
By Claim 3.2(ii), NC2(w
+∗ )− ∩ NC2(z) = ∅. By the choice of u∗ and w∗, NC2(y) = ∅. Since NC2(w+∗ )− ∪ NC2(z) ⊆ V (C2), it
follows that
dC2(w
+
∗ )+ dC2(y)+ dC2(z) ≤ |C2|.
By the above two inequalities,
dC (w+∗ )+ dC (y)+ dC (z) ≤ |C | + 1. (3.3)
By Claims 3.1(i), (ii), 3.3 and (3.3), we obtain dG(w+∗ )+ dG(y)+ dG(z) ≤ |C |+1+|P|−1+ dH(z) = n−|H|+ dH(z). 
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By Claims 3.6, 3.7, (3.1) and (3.2), 3(dG(u+∗ )+ dG(w+∗ )+ dG(y)+ dG(z)) ≤ 4n+ 1− 4|H| + 3dH(z). Hence we have
dG(u+∗ )+ dG(w+∗ )+ dG(y)+ dG(z) ≤ (4n+ 1− 4|H| + 3dH(z)) /3 (3.4)
for any z ∈ V (H1).
Case 1.1: l ≥ 2.
Let z1 ∈ V (H1) and z2 ∈ V (H2). Since {u+∗ , w+∗ , y, z1, z2} is an independent set by Claims 3.1(i), (ii) and 3.2(i), it follows
from (3.4) that
dG(z2) ≥ 5(n− 1)/3− (4n+ 1− 4|H| + 3dH(z1))/3 = (n+ 4|H| − 3dH(z1)− 6)/3.
By Claim 3.1(i) and (iv), dP(z2) ≤ (|P| − 1)/2. Hence we have
dC (z2) ≥ (2n+ 8|H| − 3|P| − 9− 6dH(z1)− 6dH(z2)) /6. (3.5)
Claim 3.8. For any u ∈ NC (x),w ∈ NC (y)with u 6= w, we have dG(u+)+ dG(w+) ≤ (4n− 3|P| − 6dH(z1)− 6dH(z2)− 7)/6.
Proof. Suppose that there exist u ∈ NC (x) andw ∈ NC (y)with u 6= w such that dG(u+)+dG(w+) ≥ (4n−3|P|−6dH(z1)−
6dH(z2)− 6)/6. By Claims 3.1(ii), 3.4 and (3.5),
(2n+ 8|H| − 3|P| − 9− 6dH(z1)− 6dH(z2))/6+ (4n− 3|P| − 6dH(z1)− 6dH(z2)− 6)/6
≤ dC (z2)+ dG(u+)+ dG(w+) = dC (z2)+ dC (u+)+ dC (w+) ≤ |C | + 2.
Hence n+ 4|H|/3− |P| − 2dH(z1)− 2dH(z2)− 5/2 ≤ |C | + 2. Since n = |C | + |P| + |H|,
7|H|/3− 2dH(z1)− 2dH(z2) ≤ 1/2+ 4.
On the other hand,
7|H|/3− 2dH(z1)− 2dH(z2) ≥ 7(|H1| + |H2|)/3− 2dH(z1)− 2dH(z2)
≥ 7(|H1| + |H2|)/3− 2(|H1| − 1)− 2(|H2| − 1)
= (|H1| + |H2|)/3+ 4 ≥ 2/3+ 4.
This is a contradiction. 
Suppose that there exist four distinct vertices u, u′ ∈ NC (x) and w,w′ ∈ NC (y). Then by Claims 3.1(ii) and 3.2(i),
{z1, u+, w+, u′+, w′+} is an independent set. By Claims 3.1(i), (ii), (iv), 3.2(i), 3.4 and 3.8, we have
dG(z1)+ dG(u+)+ dG(w+)+ dG(u′+)+ dG(w′+)
= dP(z1)+ dH(z1)+
(
dC (z1)+ dC (u+)+ dC (w+)
)+ (dG(u′+)+ dG(w′+))
≤ (|P| − 1)/2+ (|H1| − 1)+ (|C | + 2)+ (4n− 3|P| − 7)/6
≤ −1/2+ (|H1| − 1)+ (n− |P| − |H1| − |H2| + 2)+ 2n/3− 7/6
= 5n/3− |P| − |H2| − 2/3 ≤ 5n/3− 2− 1− 2/3 = 5n/3− 11/3 < 5(n− 1)/3.
This is a contradiction. Therefore we have dC (x) ≤ 3 or dC (y) ≤ 3. Let a ∈ {x, y} such that dC (a) ≤ 3. Then by Claim 3.1(i),
(ii) and 3.2(i), {a, u+∗ , w+∗ , z1, z2} is an independent set. Since x is endable for y, it follows from Claim 3.1(i) that
dG(a) = dC (a)+ dP(a) ≤ 3+ dP(a). (3.6)
By Claim 3.1(iii), dC (zi) ≤ |C |/2 for i = 1, 2, and hence
dC (z1)+ dC (z2) ≤ |C |. (3.7)
Then by Claim 3.8, (3.6) and (3.7),
5(n− 1)/3 ≤ dG(a)+ dG(u+∗ )+ dG(w+∗ )+ dG(z1)+ dG(z2)
≤ (3+ dP(a))+ ((4n− 3|P| − 7)/6− dH(z1)− dH(z2))+ dG(z1)+ dG(z2)
= dP(a)+ dP(z1)+ dP(z2)+ dC (z1)+ dC (z2)+ 2n/3− |P|/2+ 11/6
≤ dP(a)+ dP(z1)+ dP(z2)+ |C | + 2n/3− |P|/2+ 11/6
≤ dP(a)+ dP(z1)+ dP(z2)+ (n− |P| − |H|)+ 2n/3− |P|/2+ 11/6.
Hence dP(a) + dP(z1) + dP(z2) ≥ 3|P|/2 + |H| − 21/6 ≥ 3|P|/2 + 2 − 21/6 = 3(|P| − 1)/2. On the other hand, by
Claims 3.1(i), (iv) and 3.3, dP(y) + dP(z1) + dP(z2) ≤ 3(|P| − 1)/2. This implies that |H| = 2 and the equality holds in
(3.7). By Claim 3.1(iii), dC (z1) = dC (z2) = |C |/2 and NC (z1) = NC (z2). Note that |u∗−→C w∗| ≥ 4 since diff(G) ≥ 2. Then
by Claim 3.1(ii), u∗, w∗ ∈ NC (Z1) and there exists b ∈ NC (z1) ∩ V (u+∗
−→
C w−∗ ), and hence u∗z1bz2w∗y
←−
P xu∗ and C are cycles
which cover G, a contradiction. This completes the proof of Case 1.1.
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Fig. 2. a, b ∈ V (P1), or a ∈ V (P1) and b ∈ V (P2).
Case 1.2: l = 1.
Claim 3.9. dH(z1)+ dH(z2) ≤ |H| holds for some z1, z2 ∈ V (H) with z1z2 6∈ E(G).
Proof. Since G is 2-connected, there exist h, g ∈ V (H) and a, b ∈ V (G − H) such that ha, gb ∈ E(G) and a 6= b. Moreover,
if |H| ≥ 2, then we can take h and g as h 6= g . Suppose that dH(z1) + dH(z2) ≥ |H| + 1 holds for any z1, z2 ∈ V (H) with
z1z2 6∈ E(G). Then, by Lemma 3.2, there exists a Hamiltonian path P ′ of H from h to g . For convenience, let P1 := u∗−→C w∗,
P2 := u∗x−→P yw∗ and P3 := u∗←−C w∗. By the symmetry of P1, P2 and P3, we may assume that either a, b ∈ V (P1) (arranged in
this order along
−→
P1 ), or a ∈ V (P1) and b ∈ V (P2) hold (see Fig. 2, and note that we do not need to distinguish between P1, P2
and P3 in the following argument). If a, b ∈ V (P1), then u∗−→P1 ah−→P ′ gb−→P1w∗←−P2 u∗ and C are cycles which cover G. If a ∈ V (P1)
and b ∈ V (P2), then u∗−→P1 ah−→P ′ gb−→P2w∗←−P3 u∗ and u∗−→P2w∗←−P1 u∗ are cycles which cover G. 
By Claim 3.9, there exist z1, z2 ∈ V (H) such that z1z2 6∈ E(G) and dH(z1)+ dH(z2) ≤ |H|. Let P ′ be a path from z1 to z2 in
H . Note that |P ′| ≥ 3.
Recall that C1 = u+∗
−→
C w∗ and C2 = w+∗
−→
C u∗ (see the paragraph preceding Claim 3.6).
Claim 3.10. dG(z1)+ dG(z2)+ dG(u+∗ ) ≤ n and dG(z1)+ dG(z2)+ dG(w+∗ ) ≤ n.
Proof. By Claim 3.1(ii), dH(z1)+ dH(z2)+ dH(u+∗ ) ≤ |H|. By Claim 3.1(i), (ii) and (iv), dP(z1)+ dP(z2)+ dP(u+∗ ) ≤ |P| − 1.
Hence we obtain
dG−C (z1)+ dG−C (z2)+ dG−C (u+∗ ) ≤ |G− C | − 1. (3.8)
Since |P ′| ≥ 3, it follows from the maximality of |Q | that NCi(u+∗ )− ∩ (NCi(z2)+ ∪ NCi(z1)) = ∅ for i = 1, 2.
By Claim 3.1(iii), NCi(z2)
+ ∩ NC1(zi) = ∅ for i = 1, 2. Since NC1(z1) ∪ NC1(z2)+ ∪ NC1(u+∗ )− ⊆ V (C1) ∪ {w+∗ } and
NC2(z1) ∪ NC2(z2)+ ∪ NC2(u+∗ )− ⊆ V (C2) by Claim 3.2(i), we obtain
dC1(z1)+ dC1(z2)+ dC1(u+∗ ) ≤ |C1| + 1 (3.9)
and
dC2(z1)+ dC2(z2)+ dC2(u+∗ ) ≤ |C2|. (3.10)
By (3.8)–(3.10), dG(z1)+ dG(z2)+ dG(u+∗ ) ≤ n. Arguing similarly, we have dG(z1)+ dG(z2)+ dG(w+∗ ) ≤ n. 
Claim 3.11. dG(z1)+ dG(z2)+ dG(y) ≤ n+ 1.
Proof. By Claim 3.1(i), we have
dH(z1)+ dH(z2)+ dH(y) ≤ |H|. (3.11)
Since |P ′| ≥ 3, it follows from the maximality of |Q | that NP(y)+ ∩ (NP(z1)− ∪ NP(z2)) = ∅ and x 6∈ NP(z1)−. By
Claim 3.1(iv), NP(z1)− ∩ NP(z2) = ∅. Since x 6∈ NP(z1)−, it follows from Claim 3.1(i) that NP(z1)− ∪ NP(z2) ∪ NP(y)+ ⊆
V (P)− {x}. Therefore we obtain
dP(z1)+ dP(z2)+ dP(y) ≤ |P| − 1. (3.12)
Since |P ′| ≥ 3, it follows from the maximality of |Q | that (NCi(z1)− ∪ NCi(z2)) ∩ NCi(y)+ = ∅. By Claim 3.1(iii),
NCi(z1)
−∩NCi(z2) = ∅hold for i = 1, 2. SinceNC1(z1)−∪NC1(z2)∪NC1(y)+ ⊆ V (C1)∪{w+∗ } andNC2(z1)−∪NC2(z2)∪NC2(y)+ ⊆
V (C2) ∪ {u+∗ }, we obtain
dCi(z1)+ dCi(z2)+ dCi(y) ≤ |Ci| + 1 for i = 1, 2. (3.13)
By (3.11)–(3.13), we have dG(z1)+ dG(z2)+ dG(y) ≤ n+ 1. 
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Note that |H| ≥ 3 and |H| − dH(zi) ≥ 2 for i = 1, 2 since z1z2 6∈ E(G). By Claims 3.6, 3.7, (3.1) and (3.2), we obtain the
following inequalities (note that Claim 3.7, (3.1) and (3.2) hold for any z ∈ V (H)).
dG(u+∗ )+ dG(y)+ dG(zi) ≤ n− 2 for i = 1, 2,
dG(u+∗ )+ dG(w+∗ )+ dG(zi) ≤ n− 2 for i = 1, 2,
dG(u+∗ )+ dG(w+∗ )+ dG(y) ≤ n− 2,
dG(w+∗ )+ dG(y)+ dG(zi) ≤ n− 2 for i = 1, 2.
Combining the above inequalities, Claims 3.10 and 3.11, we obtain
6
(
dG(u+∗ )+ dG(w+∗ )+ dG(y)+ dG(z1)+ dG(z2)
) ≤ 10n− 13,
a contradiction. This completes the proof of Case 1.2.
Case 2: For any (y, P) ∈ T , there exist no two independent edges joining x and C , and y and C .
Let u ∈ NC (x). Since G is 2-connected, there exist z ∈ V (G− C) andw ∈ V (C)− {u} such that zw ∈ E(G). Choose z and
w so that |w+−→C u| is as small as possible. Let C1 := u+−→C w and C2 := w+−→C u.
By Claims 3.1(ii) and 3.2(i),NC (u+)−∩NC (x) = ∅ andNCi(w+)−∩NCi(x) = ∅ for i = 1, 2. SinceNC (u+)−∪NC (x) ⊆ V (C),
we obtain
dC (x)+ dC (u+) ≤ |C |. (3.14)
SinceNC1(w
+)−∪NC1(x) ⊆ V (C1) andNC2(w+)−∪NC2(x) ⊆ V (C2) by Claims 3.1(ii) and 3.2(i), we obtain dCi(x)+dCi(w+) ≤|Ci| for i = 1, 2. Therefore,
dC (x)+ dC (w+) ≤ |C |. (3.15)
By the choice of z, w and Claim 3.1(ii),
dG−C (u+)+ dG−C (w+) = 0. (3.16)
Since NC1(u
+)− ∪ NC1(w+) ⊆ V (C1) and NC2(u+) ∪ NC2(w+)− ⊆ V (C2), it follows from Claim 3.2(i) that
dC (u+)+ dC (w+) ≤ |C |. (3.17)
Claim 3.12. Suppose that there exist no (y, P) ∈ T and v ∈ L − {y} such that vy 6∈ E(G) and dP(y) + dP(v) ≤ |P|. Then the
following statements hold:
(i) V (v
−→
P y) ⊆ L for any (y, P) ∈ T and v ∈ L.
(ii) There exists (y, P) ∈ T such that uy ∈ E(G) and NP(x)− ∩ NP(y) = ∅, and hence dP(x) + dP(y) ≤ |P| − 1; in particular,
xy 6∈ E(G).
Proof. Suppose that there exists (y, P) ∈ T and v ∈ L− {y} such that v+ 6∈ L. Since v+ 6∈ L, yv 6∈ E(G). Let P1 := x−→P v and
P2 := v+−→P y. If there exists a ∈ NP1(y)∩NP1(v)+, then we can find x
−→
P a−v
←−
P ay
←−
P v+, and hence v+ ∈ L, a contradiction. If
there exists b ∈ NP2(y)+∩NP2(v), thenwe can find x
−→
P vb
−→
P yb−
←−
P v+, a contradiction. Therefore,NP1(y)∪NP1(v)+ ⊆ V (P1)
and NP2(y)
+ ∪NP2(v) ⊆ V (P2) imply that dP(y)+ dP(v) ≤ |P|. This contradicts the assumption of Claim 3.12. Hence v+ ∈ L
for any (y, P) ∈ T and v ∈ L− {y}, and statement (i) holds.
Suppose that NC (y) 6= ∅ for some (y, P) ∈ T . Then NC (x) = NC (y) = {u} by the assumption of Case 2. If there
exists a ∈ NP(x)− ∩ NP(y), then P ′ := xa+−→P ya←−P x+ is a path such that V (P ′) = V (P), which implies that x+ ∈ L. By
Claim 3.1(i) and statement (i), NG−P(x+
−→
P y) ⊆ {u}, and hence NG−P(P) ⊆ {u}. This contradicts that G is 2-connected.
Therefore NP(x)− ∩ NP(y) = ∅, and hence statement (ii) holds. Thus we may assume that NC (v) = ∅ for any v ∈ L.
We choose (y, P) ∈ T and a ∈ NP(y) so that |x−→P a| is as small as possible. Then a+ ∈ L. Since NC (v) = ∅ for any v ∈ L,
it follows from Claim 3.1(i) and statement (i) that NG(a+
−→
P y) ⊆ V (x−→P a). Since G is a 2-connected graph, a 6= x. Since
G − {a} is connected, there exists an edge bc such that b ∈ V (a+−→P y) and c ∈ V (x−→P a−). Suppose that yb− ∈ E(G). Let
P ′ := x−→P b−y←−P b. Then V (P ′) = V (P), c ∈ NG(b) and |x−→P a| > |x−→P ′ c|, contradicting the choice of (y, P) and a (see Fig. 3).
Thus we have yb− 6∈ E(G) and b− ∈ V (a+−→P y). Note that b− ∈ L.
Let P1 := x−→P a−, P2 := a−→P b− and P3 := b−→P y. Then the choice of (y, P) and a implies NP1(y) = ∅, and hence
dP1(y)+ dP1(b−) ≤ |P1|.
Suppose that there exists d ∈ NP2(y) ∩ NP2(b−)+. Then we can find a path P ′ := x
−→
P d−b−
←−
P dy
←−
P b. Then V (P ′) = V (P),
c ∈ NP ′(b) and |x−→P a| > |x−→P ′ c|, contradicting the choice of (y, P) and a (see Fig. 4). Thus, we have NP2(y) ∩ NP2(b−)+ = ∅.
Since NP2(y) ∪ NP2(b−)+ ⊆ V (P2), dP2(y)+ dP2(b−) ≤ |P2|.
If there exists d ∈ NP3(y)+ ∩ NP3(b−), then we can find P ′ := x
−→
P b−d
−→
P yd−
←−
P b. This contradicts the choice of (y, P)
and a, again (see Fig. 4). Thus, we have NP3(y)
+ ∩ NP3(b−) = ∅. Therefore, since NP3(y)+ ∪ NP3(b−) ⊆ V (P3), we obtain
dP3(y)+ dP3(b−) ≤ |P3|.
Hence above three inequalities imply that dP(y)+ dP(b−) ≤ |P|. This contradicts the assumption of Claim 3.12. 
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Fig. 3. If yb− ∈ E(G).
Fig. 4. If there exists d ∈ (NP2 (y) ∩ NP2 (b−)+) ∪ (NP3 (y)+ ∩ NP3 (b−)).
Take (y, P) ∈ T and v∗ ∈ L − {y} such that v∗y 6∈ E(G) and dP(v∗) + dP(y) ≤ |P|. If there exists no such vertex
v∗ ∈ L − {y} for any (y, P) ∈ T , then let (y, P) ∈ T as in Claim 3.12(ii), and let v∗ := x. By Claim 3.1(ii) and the choice of
z, w, u+v∗ 6∈ E(G) andw+v∗ 6∈ E(G). Since G cannot be covered by two cycles, it follows from Claims 3.1(i), 3.12(ii) and the
assumption of Case 2 the following fact holds.
Fact 3.13. (i) dC (v∗)+ dC (y) ≤ 2.
(ii) If V (G) = V (Q ), then v∗ ∈ L− {y} and dC (v∗)+ dC (y) = 0.
(iii) If dC (v∗)+ dC (y) ≥ 1, then dH(x) = 0.
(iv) dH(v∗)+ dH(y) = 0.
By Fact 3.13(i)–(iii), the following claim holds.
Claim 3.14. For any z ′ ∈ (V (H) ∪ {x}) − {v∗}, dH(z ′) + dC (y) + dC (v∗) ≤ |H| + 1. Furthermore, if the equality holds, then
yu, v∗u ∈ E(G).
Claim 3.15. There exists no five independent vertices whose degree sum is at most (3n− 1)/2.
Proof. Suppose not. By the assumption of Theorem 3.1, 5(n − 1)/3 ≤ (3n − 1)/2, hence n ≤ 7. By the maximality of |C |,
|C | ≥ 4. Since v∗ ∈ V (P) − {y} and v∗y 6∈ E(G), |P| ≥ 3. Moreover, in case v∗ ∈ L − {y}, |P| ≥ 4 holds. Hence H = ∅ and
v∗ = x. But then, uy ∈ E(G) by Claim 3.12(ii), and this implies that G can be covered by two cycles, a contradiction. 
Claim 3.16. For α = 0, 1, there exists no v ∈ V (G) − {u+, w+, y, v∗} which satisfies the following statements (i)–(iv) (where
we let β := 1 and γ := α if H = ∅; otherwise β := α and γ := 0):
(i) {v, u+, w+, y, v∗} is an independent set.
(ii) dC (v)+ dC (u+) ≤ |C | and dC (v)+ dC (w+) ≤ |C |.
(iii) dP(v)+ dP(y) ≤ |P| − β and dP(v)+ dP(v∗) ≤ |P| − β .
(iv) dH(v)+ dC (y)+ dC (v∗) ≤ |H| + α − γ .
Proof. Suppose that there exists v ∈ V (G) − {u+, w+, y, v∗} which satisfies (i)–(iv) for α = 0 or 1. By (3.17) and (ii),
dC (v)+dC (u+)+dC (w+) ≤ 3|C |/2. By Claim 3.12, (3.16) and (iii), dP(v)+dP(u+)+dP(w+)+dP(v∗)+dP(y) ≤ 3|P|/2−β .
By Fact 3.13(iv) and (3.16), dH(v)+dH(u+)+dH(w+)+dH(v∗)+dH(y) = dH(v). Therefore, by (i), (iv) and the definition of β
and γ dG(v)+dG(u+)+dG(w+)+dG(v∗)+dG(y) ≤ 3(|P|+|C |)/2−β+dH(v)+dC (v∗)+dC (y) ≤ 3n/2−|H|/2−(β−α+γ ) ≤
(3n− 1)/2. This contradicts Claim 3.15. 
Claim 3.17. For any z ′ ∈ V (H), dC (z ′) ≥ 3.
Proof. Suppose that there exists z ′ ∈ V (H) such that dC (z ′) ≤ 2. Then {z ′, u+, w+, y, v∗} is an independent set. If yu ∈ E(G)
and v∗u ∈ E(G), then we let i := 1; otherwise we let i := 0. Then by Claims 3.3 and 3.14 and the assumption of Case 2, we
obtain dH(z ′) + dC (y) + dC (v∗) ≤ |H| + i, dP(z ′) + dP(y) ≤ |P| − i and dP(z ′) + dP(v∗) ≤ |P| − i. Since u+w+ 6∈ E(G),
dC (u+) ≤ |C | − 2 and dC (w+) ≤ |C | − 2. Hence we obtain dC (z ′) + dC (u+) ≤ |C | and dC (z ′) + dC (w+) ≤ |C |. These
contradict Claim 3.16. 
Case 2.1: v∗ ∈ L− {y}.
Claim 3.18. Q is not a Hamiltonian path of G.
Proof. Suppose that H = ∅. Since G cannot be covered by two cycles, we see that {x, u+, w+, y, v∗} is an independent set,
dP(x)+ dP(y) ≤ |P| − 1, dP(x)+ dP(v∗) ≤ |P| − 1 and dH(x)+ dC (y)+ dC (v∗) = 0 = |H|. Therefore, by Claim 3.16, and by
(3.14) and (3.15), we obtain a contradiction. 
S. Chiba, M. Tsugaki / Discrete Mathematics 310 (2010) 1864–1874 1873
Fig. 5. The definition of i and j.
Claim 3.19. z ∈ V (P).
Proof. Suppose that z 6∈ V (P). Then {z, u+, w+, y, v∗} is an independent set. By Claims 3.1(iv), (v) and 3.2(ii), we have
dC (z)+ dC (u+) ≤ |C | and dC (z)+ dC (w+) ≤ |C |. Therefore, by Claims 3.3, 3.14 and 3.16, we obtain a contradiction. 
Claim 3.20. There exists a cycle consisting of all the vertices of V (P).
Proof. Suppose not. Then, xy, xv∗ 6∈ E(G), dP(x)+ dP(y) ≤ |P| − 1 and dP(x)+ dP(v∗) ≤ |P| − 1. Therefore, by Claims 3.14
and 3.16, and by (3.14) and (3.15), we obtain a contradiction. 
By Claim 3.20, v plays a similar role of x for any v ∈ V (P) such that NC (v) 6= ∅. Let z ′ ∈ V (H). By Claim 3.17, there
exists a ∈ NC (z ′)−{u, w}. Then by Claims 3.2(i) and 3.20, {a+, u+, w+, y, v∗} is an independent set, dC (a+)+dC (u+) ≤ |C |,
dC (a+) + dC (w+) ≤ |C | and dP(a+) = 0. Since z ′a+ 6∈ E(G) by Claim 3.1(iii), dH(a+) + dC (y) + dC (v∗) ≤ |H| + 1. These
contradict Claim 3.16. This completes the proof of Case 2.1.
Case 2.2: v∗ 6∈ L− {y}.
Then by the definition of v∗, v∗ = x. By Fact 3.13(ii), V (H) 6= ∅. Let z ′ ∈ V (H). By Claim 3.17, there exists a ∈ NC (z ′)−{u}.
Then {x, y, u+, z ′, a+} is an independent set by Claims 3.1(i)–(iii), 3.2(i) and 3.12(ii). Take b ∈ NP(y) so that |x−→P b| as small as
possible. Let P1 := x−→P b− and P2 := b−→P y. By Claim 3.12(i), V (P2)−{b} ⊆ L, and henceNP2(z ′)∪NP2(a+) ⊆ {b}. If xb ∈ E(G),
then let i := 1; otherwise let i := 0. If z ′b ∈ E(G), then let j := 1; otherwise let j := 0 (see Fig. 5). Note that if i = 1, then
b− 6∈ NP1(z ′)∪NP1(a+). Since NP2(z ′)∪NP2(a+) ⊆ {b}, it follows from the definition of j that dP2(z ′)+dP2(a+) ≤ 1+ j. Since
NP2(x)
−∪NP2(y) ⊆ (V (P2)−{y})∪{b−}, it follows fromClaim 3.12(ii) and the definition of i that dP2(x)+dP2(y) ≤ |P2|−1+i.
Hence by (3.16), we obtain
dP2(x)+ dP2(y)+ dP2(u+)+ dP2(z ′)+ dP2(a+) ≤ |P2| + i+ j. (3.18)
If there exists c ∈ NP1(a+) ∩ NP1(x)−, then Q ′ := z ′a
←−
C a+c
←−
P xc+
−→
P y is a longer path than Q , a contradiction. Thus
NP1(a
+) ∩ NP1(x)− = ∅. Recall that a+b− 6∈ E(G) if i = 1. Since NP1(a+) ∪ NP1(x)− ⊆ V (P1), it follows from the
definition of i that dP1(a
+) + dP1(x) ≤ |P1| − i. Arguing similarly, we obtain dP1(z ′) + dP1(x) ≤ |P1| − i. If there exists
c ∈ NP1(z ′) ∩ NP1(a+)−, then we can find a path Q ′ := x
−→
P cz ′a
←−
C a+c+
−→
P y. This contradicts the maximality of |Q |, again.
Thus NP1(z
′) ∩ NP1(a+)− = ∅. Since NP1(z ′) ∪ NP1(a+)− ⊆ V (P1) by Claim 3.1(ii), it follows from the definition of i that
dP1(z
′)+ dP1(a+) ≤ |P1| − i. Therefore we obtain dP1(x)+ dP1(z ′)+ dP1(a+) ≤ 32 (|P1| − i). By the minimality of |x
−→
P b| and
(3.16), dP1(y)+ dP1(u+) = 0, and hence we obtain
dP1(x)+ dP1(y)+ dP1(u+)+ dP1(z ′)+ dP1(a+) ≤
3
2
(|P1| − i). (3.19)
By Claims 3.1(v), 3.2(i) and (ii), dC (u+) + dC (a+) ≤ |C |, dC (z ′) + dC (a+) ≤ |C | and dC (u+) + dC (z ′) ≤ |C |. Hence, by
Fact 3.13(i), we obtain
dC (x)+ dC (y)+ dC (u+)+ dC (z ′)+ dC (a+) ≤ 32 |C | + 2. (3.20)
By Claim 3.1(i)–(iii) and (3.16), we obtain
dH(x)+ dH(y)+ dH(u+)+ dH(z ′)+ dH(a+) ≤ |H| − 1. (3.21)
By (3.18)–(3.21), we obtain
dG(x)+ dG(y)+ dG(u+)+ dG(z ′)+ dG(a+) ≤ 3n/2− (|P2| + |H| − 2+ i− 2j)/2. (3.22)
By Claim 3.15 and (3.22), |P2| + |H| − 2+ i− 2j ≤ 0. Since |P2| ≥ 2 and |H| ≥ 1, we have j = 1. Hence
3 ≤ |P2| + |H| ≤ 4− i. (3.23)
Moreover, since 5(n− 1)/3 ≤ dG(x)+ dG(y)+ dG(u+)+ dG(z ′)+ dG(a+),
n ≤ 10− 3(|P2| + |H| − 4+ i). (3.24)
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Fig. 6. A cycle C ′ and a path P ′ .
Suppose that |P2| = 2. LetQ ′ := z ′b←−P xu−→C u−, C ′ := C and P ′ := x−→P bz ′. Then V (C ′)∪V (P ′) = V (Q ′), V (C ′)∩V (P ′) = ∅,
x is an endvertex of P ′ and NC ′(x) 6= ∅. Since |P2| = 2, it follows from the definition of Q ′ that Q ′ is a longest path of G.
Moreover z ′ is an endable vertex for x and NC ′(z ′)− {u} 6= ∅. Hence this is reduced to Case 1 and we can get a contradiction
(see Fig. 6). Thus |P2| ≥ 3. Since |H| ≥ 1, and by (3.23) and (3.24), i = 0 and n ≤ 10. Since |P1| ≥ 2 by the definition of i,
|P| = |P1|+|P2| ≥ 5. Since yu ∈ E(G), it follows from themaximality of |C | that |C | ≥ 6. Therefore 11 ≤ |P|+|C | < n ≤ 10,
a contradiction. This completes the proof of Theorem 3.1. 
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