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For thin epitaxial metal films, when the thickness is on the order of the
Fermi wavelength, λF , quantum confinement can dramatically alter the phys-
ical properties of the film. These so-called Quantum Size Effects (QSE) can
dramatically alter the morphology of thin films by an intricate interplay be-
tween kinetics and surface energy driven thermodynamics. These effects lead
to rich growth-related phenomena in Pb(111) films grown on semiconductor
substrates such as Si(111). For example, QSE can drive flat film formation
when growth is dominated by surface energy oscillations. This is rather sur-
prising for Pb/Si systems because of a rather high lattice mismatch. However,
these films are not defect free, but rather show common occurrences of three
defect types. Low Temperature Scanning Tunneling Microscopy (LT-STM)
was utilized to characterize these defects on the atomic scale. Furthermore,
viii
these defects create modulations in the electron density resulting in fluctua-
tions in QWS near defect sites. Another topic of recent interest is how QSE
affect adsorption of as well as how adsorbates modify QSE for these Pb films.
In this thesis, LT-STM and first principles calculations were utilized to study
Cs adsorbates on Pb film surfaces, defects, and step edges. Cs adsorption
is intricately related to the electronic structure of the surface, especially the
defect sites which can act as surface traps. These Cs adsorbates, which are
assumed to be ionized, enhance elastic surface scattering of empty-state elec-
trons. This results in observable wave interference patterns near Cs impurities.
Furthermore, Cs adsorbates, by an overall step energy reduction, can promote
QSE-related nanostructures, which are otherwise too weak when kinetic effects
cannot be ignored. This enhancement of “quantum stability” is driven by fa-
vorable Cs step binding and can be explained within the contexts of Density
Functional Theory (DFT).
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Chapter 1
Scanning Tunneling Microscopy - Background
and Theory
1.1 History
Scanning probe microscopy (SPM) was founded by Binnig, Rohrer, and
Gerber at IBM Zurich in 1981 with the invention of the Scanning Tunneling
Microscope (STM) [1]. Since its conception, probe-based microscopy has be-
come a central experimental tool in a vast number of diverse fields including
biology, physics, and chemistry. Developments in probe-based technology has
lead to numerous probe-based techniques which rely on various physical princi-
ples such as force feedback, magnetic detection, and capacitive detection [2–4].
SPM itself has become a key characterization tool in nano-scale science and
technology, and arguable played a key role in the nano-technology revolution
in the early 1990s. STM itself has been critical in observing new phenomena
on the atomic-scale and has been a key player in surface-based science research
over the last 25 years.
1
1.2 Principles of Tunneling
STM revolves around the phenomena of “quantum electron tunneling”.
In order to understand the tunneling concept, first consider electron tunneling
in a 1D potential for simplicity. Fig 1.1 illustrates a typical 1D energy potential
where tunneling is expected. The momentum of the wavefunction is labeled
by k. The potential energy (tunneling barrier) exists only in region II where
the potential energy is given as V0. For electron tunneling, we are interested in
wavefunctions with energy E < V0. In all other regions, the potential energy
is V = 0. Solving Schro¨dinger’s equation, the wavefunctions in regions I & III
take on typical plane wave solutions (eikx). In region II, solving the Schro¨dinger
equation yields an exponential decay solution for an incident wavefunction at
x = 0. The solutions can be written as
ψ(x) =

eikx + Ae−ikx ; x < 0
Beκx + Ce−κx ; 0 < x < s
Deikx ; x > s
(1.1)
where s is the barrier width, κ =
√
2m(V0 − E)/~2, and k2 = 2mE/~2. To
quantify the probability that an electron will tunnel, we must calculate the
percentage of the wavefunction that will reflect from the tunneling barrier and
the percentage that will transmit. The probability of an electron tunneling is
related to the transmission coefficient T .
In order to calculate T , we must use the solutions to Schro¨dinger equa-
tion for each region (I,II,III) and match boundary conditions. With the given
2
  
k k
I II III
x
Position
Energy
E
V0
0 s
Figure 1.1: Schematic of a 1D tunneling barrier. Regions I and III are barrier-
free regions. Region II has a simple square potential barrier of width s with
energy V0. The incident wavefunction has energy E where E < V0. k enumer-
ates the momentum of the wavefunction which assumes a plane-wave form.
solution, the probability of transmission is given by T = jt
ji
where jt is the
transmitted current density and ji is the incident current density.
After matching boundary conditions in each region and assuming a
strongly attenuating barrier (κs >> 1), the transmission coefficient can be
approximated as
T ≈ 16k
2κ2
(k2 + κ2)2
e−2κs (1.2)
By inspection of Eq 1.2, T is strongly dependent on the exponential factor
e−2κs. Typically, κ is referred to as the tunneling decay constant and s is
referred to as the tunneling barrier width. For the case of a typical tunneling
3
junction where s ≈ 5 A˚ and a tunneling barrier energy of E ≈ 4eV, a height
change of 1 A˚ changes the transmission coefficient by 5 orders of magnitude.
The high resolution power of STM is based on this rather strong exponential
dependence of T . In reality, a source of incident electrons is created by applying
a relative voltage difference between regions I & III (probe and sample), and
the current resulting from tunneling, It, is measured.
This simple model demonstrates the basic concept of the electron tun-
neling and how it relates to the barrier. In reality, a tunneling barrier is 3D,
but the principles of a 1D potential illustrate the basic concepts of tunneling
[5]. Furthermore, both the probe and sample (regions I & III) have electronic
structure which will dramatically alter the tunneling probability. This cannot
be approximated using this simple model.
1.2.1 Bardeen Approach - Theoretical Modeling of Tunneling
In order to develop an analytical expression for the tunneling current,
It, it is essential to know the wavefunctions of both the tip and sample as well
as the electronic structure of each subsystem. However, utilizing a boundary
condition matching scheme is very challenging in 3D as well as knowing the
exact electronic structure of each region. Therefore, another approach is nec-
essary. The formalism developed to interpret the physical meaning of the It
as well as derive an analytical expression was originally derived by Bardeen.
Bardeen’s approach treats the problem utilizing time-dependent perturbation
theory [6, 7]. In reality, the analytical expression for It derived by this method
4
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Figure 1.2: The Bardeen approach considers two known separate wavefunc-
tions of two free subsystems, ψ (sample) and χ (tip), (left) and brings the
subsystems together by treating the problem perturbatively utilizing Fermi’s
Golden rule (right). The resultant tunneling current It is a convolution of
the electronic states of the tip and sample. Here the barrier width is z = s,
the density of states of tip and sample are ρT and ρS. The energy difference
between the tip and sample is given by E = eV .
is used very infrequently. However, the power of the formalism comes from its
rather simple interpretation of what parameters are responsible for It
The strategy to the Bardeen approach is to consider two isolated tun-
neling barriers, as shown in Fig 1.2, for both electrodes (tip and sample). The
tunneling current (It) is then calculated by looking at the overlap of the two
wavefunctions using Fermi’s Golden Rule [8]. In order to utilize perturbation
theory, Bardeen assumed the matrix element M has the form:
M =
~
2m
∫
z=z0
(χ∗
∂ψ
∂z
− ψ∂χ
∗
∂z
)dS (1.3)
where ψ (sample) and χ (tip) are the wavefunctions of the two separate elec-
5
trodes. Fermi’s Golden Rule states the probability w of an electron in the
state ψ at energy Eψ tunneling to a state χ with energy level Eχ obeys the
following equation:
w =
2pi
~
|M |2δ(Eψ − Eχ) (1.4)
The delta function in Eq 1.4 ensures that only states with the same energy
in both electrodes participate in the tunneling process. The tunneling current
can then be evaluated by summing over all energy states in the system.
It =
4pie
~
∫ +∞
−∞
[f(EF − eV + )− f(EF + )]
× ρS(EF − eV + )ρT (EF + )|M |2d (1.5)
where f(E) is the Fermi distribution function, and ρS(E) and ρT (E) are the
density of states of the sample and tip respectively. When kBT is much smaller
than the energy resolution, the Fermi distribution can be approximated as a
step function. Therefore, the tunneling current can be approximated as:
It =
4pie
e
∫ eV
0
ρS(EF − eV + )ρT (EF + )|M |2d (1.6)
We can make a further reduction by assuming that the matrix element
|M | does not change much within the considered energy interval. In this case,
the current can be further approximated as a convolution of the electronic
structure of both tip and sample:
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It ∝
∫ eV
0
ρS(EF − eV + )ρT (EF + )d (1.7)
For a metallic STM tip, we can assume that the DOS of the tip is
nearly constant. Therefore, there is a nice interpretation of the derivative of
the tunneling current with respect to a changing voltage.
dI
dV
∝ ρS(EF − eV ) (1.8)
Therefore, changes in the tunneling current with respect to voltage is directly
proportional to the local density of states. This expression is not valid for high
applied biases or tips with angularly-dependent wavefunctions since the the
wavefunction of the tip cannot be treated as constant. As can be seen from
this relationship, by mapping the change in It in response to changes in applied
bias, it is possible to map the local density of states (LDOS) (Eq 1.11). This
is the operating principle of Scanning Tunneling Spectroscopy (STS), which
will be discussed later.
1.2.2 Tersoff-Hamann Approximation
Since STM relies on a metallic (conducting) tip, one can assume the tip
is predominantly composed of s-orbital wavefunctions which dominate tunnel-
ing [9, 10]. At low bias, with a tip radius of curvature r0, It is given as:
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I ∝
EF∑
Eµ=EF−eV
|ψµ(r0)|2 (1.9)
= eV ρS(r0, EF ) (1.10)
This is nothing more than the LDOS of the sample which is given by:
ρS(z, E) ≡ 1

E∑
En=E−
|ψn(z)|2 (1.11)
This approximation removes the wavefunctions of the tip and gives a simple
and elegant interpretation of It. Nearly all STM data is interpreted using
this simple model for It. For this reason, a lot of care during experiments
is taken to get reproducible, comparable tips so that the effects of the tip
wavefunctions can be held constant or removed from both topographic and
spectroscopic measurements.
1.3 STM-Operating Principle
In order to measure a tunneling current, typically on the order of It ≈
100pA, a metallic tip has to be maintained a distance of about 5 A˚ above a
surface of interest. Although this sounds simple in theory, implementation
can be challenging. In order to maintain a stable It and acquire atomic scale
information, it is necessary to produce surfaces atomically smooth and nearly
defect free. In order to maintain and create the proper surface, STM, like
many surface science techniques, typically requires Ultra High Vacuum (UHV)
environments.
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A tunneling junction is achieved by placing a conducting tip atomically
close to a biased surface of interest (Fig 1.3). In order to achieve sub-atomic
positioning, tips are mounted on a piezoelectric (PZT) scanner. Typically,
quarted tube scanners are utilized for STM because of their favorable mechan-
ical properties [6]. For a tube-type scanner, voltages are applied between an
inner electrode and one or more outside quarted electrodes to achieve motion
X,Y, and Z motion (Scan Control). Coarse sample motion is achieved by a
piezoelectric motor (not shown).
In order to measure It, the output from the tunneling junction is sent to
a current amplifier, typically with a gain of 109 (≈ 1V/1nA). The voltage value
is then sent to a Data Acquisition module. Once a set It can be measured,
a negative feedback loop is established with It as the setpoint. While the
tip is held at a fixed X-Y position with feedback control activated, the Data
Acquisition and Control Module outputs a voltage to the z-scanner in order
to maintain a constant It. This is the basic operating principle of STM.
A few commonly used tip materials are W and PtIr. W is commonly
used because it can be easily electrochemical etched to produce sharp tips
with favorable aspect ratios. However, W typically oxidizes and further in-
situ UHV cleaning procedures are needed before STM used. Ref [11] illustrates
an example of an electronically controlled electrochemical etching procedure
for W tips. PtIr is also common because it is relatively inert to oxidation
compared to W.
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Figure 1.3: The STM setup consists of a conducting tip and surface where
an bias is applied between tip and sample. A PZT scanner, which houses the
STM tip, is utilized for precision motion within the tunneling regime. As the
tip is moved laterally (X-Y Scan control), the feedback control adjusts the
motion of the scanner in the z-direction in order to maintain a constant It or
“setpoint.” The Data acquisition module records voltage variations applied in
the z-direction with respect to each X-Y position.
1.3.1 Constant Current Imaging - Topography
The most commonly used STM mode is Constant Current imaging.
In this mode, the feedback loop is enabled. In order to obtain an image,
commonly referred to as “Topography,” the piezoelectric scanner is set into
a oscillating motion in the (x, y) plane. The recurring direction of motion is
called the “fast scan direction”. Typically, motion is broken up into a fast
scan direction and a slow scan direction where each direction is orthogonal to
each other. Typically, the scanner moves along the fast scan direction forward
and backward, then moves one unit forward in the slow scan direction and
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repeats. During X-Y motion, the negative feedback circuit applies voltages
to the scanner (z-direction) in order to maintain a constant It, or a constant
height, as described above. These applied voltages are recorded at each (x, y)
position as well as the changes in voltage applied to the Z-scanner. From this
data, a matrix can be constructed, where each matrix element location repre-
sents an (x, y) position. The value of each matrix element represents relative
changes in voltage applied to the z-direction resulting from feedback response
at each (x, y) position. Since changes in the voltage applied to the scanner
would typically result from a topographic feature (assuming no changes in the
LDOS), this matrix will represent the topography of the surface. This matrix
is displayed with a color-scale (e.g. grayscale) which represents the surface
height variation. Therefore, STM can be used in this mode to acquire atomic-
scale topographic information of a surface. Several examples of topography
images will be illustrated in subsequent chapters.
1.3.2 I − V Tunneling Spectroscopy
Scanning Tunneling Spectroscopy (STS) is the most powerful STM-
related capability. It allows for atomic-scale characterization of the LDOS of a
system of interest as theoretically outlined above [9, 10]. The basic concept in-
volves measuring changes in current, ∆It, in response to some applied change
in voltage, ∆V . During this procedure, the feedback loop is disengaged such
that ∆It is not necessarily trivial. As demonstrated above, this value is di-
rectly proportional to the LDOS of the surface (when tip effects are neglected).
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This technique has been utilize to characterize scattering of electrons, mag-
netic interactions such as the Kondo Effect, single molecules, semiconductor
hetereostructures, to name a few [12–16].
Fig 1.4 illustrates a simplified 1D model of the tunneling process during
STS. First, the tip is parked at a point of interest and the feedback loop is
disengaged. During spectroscopy, the applied bias is swept between ranges of
positive and negative energy relative to EF . The resulting It is recorded and
the process can be repeated at multiple locations. From the I − V curves,
dI/dV can be inferred from numerical techniques, such as a Savitsky-Golay
differential algorithm, or can be acquired directly utilizing a lock-in scheme
(discussed below).
For the case of positive sample bias, the tunneling current arises from
electrons tunneling from the occupied states of the tip into the unoccupied
states of the sample. Imaging of these states is therefore referred to as “empty
state imaging” as electrons tunnel into the unoccupied levels of the sample. For
this case, the LDOS of the sample at the applied bias is largely responsible for
the measured It Therefore, by adjusting the bias, one can map out the LDOS
as a function of energy of the sample by looking at the resultant change in It.
For the opposite polarity (negative sample bias), the situation is slightly
more complicated. Electrons tunnel from occupied states of the sample into
the unoccupied states of the tip. Imaging and spectra taken at this polarity
are commonly referred to as “filled state imaging” since the source of tunnel-
ing electrons comes from the filled states of the sample. However, for filled
12
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Figure 1.4: Schematic of the tunneling process at different energies. The
featured curve is a sample LDOS of the sample. The difference in EF,tip and
EF,sample is equal to the applied bias. (Top) Probing the empty states of a
sample. Electrons from the tip tunnel into the empty states of the sample.
(Bottom) Probing the filled states of a sample. Electrons from the sample
tunnel into the empty states of the tip. The states near EF have a higher
probability of tunneling which results in an asymmetry in probing filled states
vs. empty states.
state spectroscopy, the measured LDOS can be influenced by the LDOS near
EF if the density is high. This results from the transmission coefficient which
formulates that the states higher in absolute energy will have a higher proba-
bility of tunneling. Typically, variations in the LDOS in the filled state region
still allows for spectroscopic characterization, however I−V and dI/dV curves
typically show asymmetry with respect to EF [17, 18].
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Figure 1.5: Schematic of a lock-in detection scheme for measuring dI/dV . A
sinusoidal modulation voltage, Vmod, is added to the applied bias. The lock-in
detects changes in It with reference to Vmod. The DC output is sent to the
Data Acquisition system (Control Electronics).
1.3.3 Differential Conductance Imaging
The power of STS can be combined with constant current imaging
by utilizing “Differential Conductance Imaging.” This type of imaging can be
achieved utilizing a lock-in amplifier. This technique spatially maps the LDOS
(by measuring dI/dV (fmod)) at an applied bias while simultaneously imaging
the topography. This technique is commonly used for high resolution spatial
mapping at certain energy values of interest.
The heart of Differential Conductance Imaging relies on a lock-in de-
tection scheme 1.3.3. The power of lock-in amplification is based on a phase-
sensitive detection (PSD) circuit [19]. This special component outputs a DC
voltage from an AC input. Unlike a normal rectifier, a PSD scheme can dis-
tinguish noise from a true signal. This is achieved by referencing the AC input
to a reference AC signal (fmod) which has a relationship to the AC input.
This reference signal is usually an oscillating voltage, and it is supplied by the
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lock-in amplifier. These two AC signals are multiplied together and integrated
over a time domain. Therefore, phase fluctuations in the input signal will
change the overall value of this integral. This integral is directly related to the
DC output from the lock-in amplifier. With this phase detection scheme, the
reference signal is “locked” in on the frequency component of the AC input.
For STM, the lock-in amplifier reference signal is a small sinusoidal
voltage modulation, Vmod at a high frequency fmod. For the purposes of STS,
Vmod is added to the applied bias at the tunneling junction (Fig 1.3.3). It can
also be applied to the z-scanner in order to detect changes in the tunneling
decay constant κ, but that will not be discussed here. Typically, Vmod ≈
1 − 20mV; fmod > 500Hz. Typically, Vmod is approximately one order of
magnitude smaller than the probed widths of the LDOS. If Vmod is on the
order of these widths, artifacts can be produced.
After the tunneling current passes through the high gain current ampli-
fier, the amplified voltage signal is split. One output typically goes through a
low-pass filter omitting signals above a cutoff frequency. This cutoff frequency
for STM is usually around 500 Hz. Therefore, fmod must be greater than this
cutoff frequency. After low-pass filtering, the signal is sent into the control elec-
tronics/feedback circuit. The second component of the split signal is sent into
the lock-in amplifier without any low-pass filtering. Here, the lock-in detection
scheme is used to measure changes in It with reference to Vmod. Therefore, this
scheme is sensitive to dI
dV
(Vbias, fmod) or simply LDOS(Vbias). For differential
conductance imaging, the lock-in outputs a DC voltage at each (x, y), anal-
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ogous to constant-current imaging, and this is sent to the data acquisition
system. The values comprise a separate matrix which is plotted as an image
simultaneously with the topographic image. This matrix is represented similar
to a topography image. The lock-in scheme can also be used will performing
STS (I−V spectroscopy) while the feedback is disengaged and the tip parked.
The output will be related to dI
dV
.
1.4 Low Temperature STM Setup/Design
Low-temperature STM (LT-STM) designs, since the first design over
two decades ago [20], have dramatically evolved. Over the last 2 decades, LT-
STM has been utilized to acquire atomic resolution of countless surfaces, has
performed atomic manipulation of surface adatoms and molecules, and has
taken high resolution spectroscopy at Kelvin and sub-Kelvin temperatures
[12, 21–25]. A separate publication would be necessary to describe the various
designs utilized for LT-STM as well as their strengths and weaknesses. For the
purpose of this section, a particularly powerful design that was implemented
in our laboratory used to perform LT-STM measurements will be discussed.
The STM head is based on the Pan design which has been implemented in
many LT-microscopes [24–26].
1.4.1 Pan-based Walker
One of the earliest challenges involving STM design was maintaining a
stable tunneling junction. Since changes on the order of 1 A˚ can dramatically
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affect the junction as discussed above, typically mechanical noise fluctuations
must sub-Angstrom. This can be challenging since an STM head requires
coarse positioning and these motors can be mechanically unstable. In order
to dampen vibration-induced noise, many types of vibration isolation schemes
have been used in various STM designs. Two common isolation techniques are
in-situ spring isolation and ex-situ pneumatic isolation legs. Spring isolation
can be very bulky as well as tricky in UHV and LT environments. The Pan
design has proved to be very powerful because it is one of the few STM head
designs that does not rely on spring isolation or does not require bulky chamber
designs. This is achieved by a rigid mechanical design. Furthermore, the
walker has proven to work at very low temperatures reliably and is one of the
most adaptable designs for cryogenic probe microscopy in high magnetic fields
[24–26].
The Pan walker design & principle is illustrated in Fig 1.6 & 1.7. The
design consists of 6 piezoelectric stacks mounted on a Macor body and plate
1.6(A),(B). Macor is used because of its relatively high mechanical resonance
frequency and its good thermal matching to Molybdenum. Each piezoelectric
stack, sometimes referred to as legs, usually consists of 4 shear piezoelectric
plates (EBL #4). The polarization of each piezo plate is glued with an anti-
parallel orientation relative to its adjacent neighbors. This allows for each leg
to shear with a greater displacement than one single plate. This is critical for
low temperature operation. Four legs are glued onto the Macor body and two
legs are glued onto a Macor plate. The geometry is such that all 6 legs press
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against a sapphire prism 1.6(C). The sapphire prism has a hole through the
center for a scanner/tip assembly. The Macor plate has a small through-hole
which press fits a sapphire or ruby ball against a tight spring plate 1.6(D),(E).
A ball is used so that the force is equally distributed amongst all 6 legs. The
spring plate is typically made of Molybdenum, Stainless Steel, or Beryllium
Copper. The spring plate adjusts how tight the piezo stacks presses against the
sapphire prism. While the piezos are relaxed, the assembly is held very rigidly
(during STM operation) which gives the structure its outstanding mechanical
rigidity.
Fig 1.7 illustrates the underlying principles of motion for the Pan walker
assembly. A steep rising voltage is applied to each individual stack sequentially.
This creates a strong sheer parallel to the face of the sapphire prism. Since the
voltage is applied quickly, the leg slips, overcoming friction, without the prism
being moved. Then the leg is held in this position while the process is applied
to each subsequent leg, with the same shear direction, until all six legs are
sheared. When all the stacks are in a sheared state, they all sit at a position
slightly displaced from the original position as illustrated. Then the voltage
applied to all legs is slowly relaxed to zero. This allows the sapphire prism
to stick as all stacks return to their equilibrium configuration. The net result
is motion opposite the shear direction as illustrated. Motion in the opposite
direction is achieved by following the same process but applying voltages with
opposite polarity.
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Figure 1.6: Schematic design and real construction of a pan-based piezo motor
for STM. (Left) Top view of the walker construction with a sample stage. (A)
is the Macor body and plate where the shear piezos are mounted. (B) 6
shear piezo stacks consisting of 4 shear plates (only 3 stacks shown). (C)
Sapphire prism which holds the scanner/tip assembly. (D),(E) Spring plate
and sapphire ball which holds the assembly in place rigidly. (Right) Picture of
an assembled Pan-walker utilized for 4K STM/STS studies. The sample stage
with temperature sensor is mounted on top of the walker where the sample
is side loaded with a wobble stick. The tip holder is glued directly onto the
scanner which is glued onto a macor piece which is mounted on the sapphire
prism. The whole assembly mounts onto a shield which thermally contacts a
liquid He dewar/bath.
1.4.2 Cryogenics
The cryogenic design for the STM head utilizes a three-stage shielding
along with a double dewar design (Fig 1.8). The outer dewar is a 15L liquid
nitrogen dewar. It is built out of entirely of SS304. The inner “bucket” dewar
has a 4L capacity, and it is mounted inside the outer dewar. It can hold
either LN2 or LHe. The inner dewar is also constructed of SS304 except for
the bottom which is a welded oxygen-free copper plate. This plate thermally
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Figure 1.7: A schematic of the Pan walking principle, but for 4 rather than 6
legs. On the left is the response of the piezo to each subsequent voltage pulse
which is given on the right. Each leg is quickly fired, then after all are sheared,
they slowly relax yielding a net motion, x, of the sapphire prism.
contacts the shielding and STM head which is subsequently cooled.
On the UHV side, there are 3 concentric shields. The inner 2 shields
attach to the inner dewar. The outer most shield connects to the outer dewar.
Each shield has bored out openings for optical access and sample/tip access.
Each shield also has a door which can be opened and closed with a wobble stick.
The lowest ultimate temperature of the setup is T = 4.3K. This temperature
can be held typically for 35-40 hours once the system is cooled and all liquids
are to capacity. Door adjustment allows for slight temperature adjustment. In
the helium regime, the temperature can be adjusted between 4.3K - 10K with
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Figure 1.8: Configuration of outer and inner dewar used to cool the STM head.
The STM head is thermally contacted to the inner “bucket” dewar. The outer
dewar has a capacity of 15L and is utilized for LN2 while the inner dewar has
a capacity of 4L. Typically the machine operates around T = 5.4K and can
hold this temperature for 35-40 hours.
increments between 0.5 - 1K without opening the outermost shield. With LN2
in both dewars, the temperature is ≈ 77.7K and this temperature can be held
for a similar amount of time. However, nitrogen boiling in the inner dewar
can add amounts of small vibrational noise while imaging.
1.4.3 UHV chamber
The STM chamber consists of one chamber with a separate load-lock
(turbo-pumped and gate valved) for both tip and sample transferring (Fig
1.9). The whole chamber is mounted onto a table isolated by four pneumatic
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Figure 1.9: Schematic design of the chamber used for the LT-STM/STS
mounted on 4 isolation legs. The chamber houses a direct heater for Si sam-
ple preparation and a cold finger for deposition of metals. Furthermore, the
system houses 2 alkali metal getters.
legs. All sample and tip manipulations are done with a manipulator and
wobble stick. Four samples and four tips can be stored in a carousel which
can be rotated with the wobble stick and accessed by the manipulator. The
manipulator has access to an e-beam stage where tips can be cleaned. It also
has access to a cold finger/direct heater assembly. The direct heater is used to
prepare Si surfaces. The cold finger can be used to cool the sample (≈ 120K)
for film deposition. 2 3/4” evaporator (“Spicer design”) is mounted at an
angle with a line of site to the direct heater/cold finger sample stage. The
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evaporator houses two separate W filaments which can be used to evaporate
Au, Ag, and Pb. Directly mounted to the evaporator is a quartz crystal which
is used for pre-deposition calibration. Two alkali metal getters are mounted
on a 2 3/4” electrical feedthrough which directly faces the manipulator. For
the purposes of this thesis, Cs was the most typically used source and can be
deposited while the sample is held with the manipulator.
The chamber can maintain pressures of ≈ 7× 10−11 Torr at 5.4K with
a 400L/sec Varian Starcell pump. There is a Titanium Sublimation Pump
(TSP) and ion gauge mounted away from the pump near the bottom of the
chamber. The chamber has an additional 8” port which fits a LEED. However,
this cannot be utilized simultaneously with the alkali deposition scheme. There
is an additional 4.5” port which has a line of site of the sample stage directly
mounted on the cryostat (not pictured). This can be utilized for very low
temperature deposition (≈ 20K). The chamber also has two unused 2 3/4”
ports on the opposite of the thermal evaporator and cold finger. This can be
utilized for additional sources, but requires the e-beam heating stage to be
detached and was left blank.
23
Chapter 2
Quantum Thin Films - Pb/Si(111)
2.1 Introduction to Quantum Growth
Solving the Schro¨dinger equation for a solid is a complicated problem
which requires many simplifications. For select systems, dramatic simplifica-
tions can be made. The “free-electron approximation” is one of the simplest
description of electrons in a solid where electrons are described by a parabolic
dispersion, (E = ~
2k2
2m∗ ). Here, the momentum and effective mass of the elec-
tron is labeled by k,m∗ respectively. This approximation, in conjunction with
Bloch’s theorem, suffices for describing many properties of metallic systems
[27]. However, when a metal system approaches sizes that are on the order
of the interatomic spacing, such as for thin metal films, this approximation
begins to break down. For the case of thin metal films, electronic behavior
dramatically changes with the onset of quantum confinement.
When the thickness of the film approaches the Fermi wavelength (λF ),
the wave-like nature of the electron can play a significant role in many prop-
erties of the film. For the case of a finite size film with thickness d on the
order of λF , the total energy can be described by a free electron contribution
Efree plus a contribution from confinement (square well) Ewell. Depending on
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Figure 2.1: Fermi sphere near EF of a quantum thin film where electrons are
confined to a square well in the z−direction and have a free-electron like disper-
sion in the x− y plane. Discrete kz subbands (disks) result from quantization
and each disk represents a quantum well state (QWS) of the system.
the ratio between the lattice constant and the film thickness, transverse wave-
functions can form standing waves between the film/vacuum interface and the
film/vacuum interface. For a solid, the Fermi surface can be represented by a
wavevector kF = (3pi
2ρ)
1
3 where ρ is the electron density. This vector describes
a sphere of constant k which is related to the EF and separates the occupied
and unoccupied states of the solid. Typically, the spacing between subsequent
k−vectors is minute compared to the relative energy scale such that k can be
considered as quasi-continuous. However, when confinement becomes strong,
the spacing between subsequent kz vectors becomes quite large and can no
longer be treated as continuous. Fig 2.1 illustrates the Fermi sphere near EF
for a thin film system with strong confinement. Quantized subbands emerge in
k−space along the confinement direction. Each kz subband or disk, represents
a different quantum well state (QWS) of the system. For a thin metal film,
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Figure 2.2: Schematic drawing of the bi-layer oscillation of standing wave
interference in a Pb quantum thin film. The nearly half-integer relationship
between λF and d produces a thickness-dependent bi-layer oscillation in the
DOS.
standing wave formation is related to the film thickness d and the quantized
k-vector by:
2kzd+ φ1 + φ2 = 2pin (2.1)
Here, φ1, φ2 represent the phase shifts in the wavefunction scattered from
the two interfaces. This is commonly referred to as the “Sommerfeld-Bohr
Quantization Rule.” Quantization of the electron density of states (DOS) can
affect many physical properties of the film, such as thermodynamics and kinet-
ics. For example, quantization introduces a thickness-dependent modulation
in the surface energy [28, 29]. This modulation drives preferential or “magic”
film thicknesses. This is typically referred to as “Electronic growth” or “Quan-
tum growth” [30]. This has been observed for many thin metal films systems
26
unstable
stable
Figure 2.3: (Above) First-principles calculation of the DOS for thin quantum
free-standing Pb(111) films demonstrating the thickness-dependent bi-layer
oscillation of the DOS. (Below) The calculated surface energy for free-standing
Pb(111) films. Quantization in the z−direction produces bi-layer oscillations
in the surface energy. Local minima in the surface energy correlate with local
minima in the DOS near EF . These thickness are more energetically favorable
and are commonly referred to as “quantum stable.” Likewise, unfavorable
thicknesses are referred to as “quantum unstable.”
such as Ag and Pb [31–34]. One characteristic film which exhibits finite-size
effects, or “Quantum Size Effects” (QSE), is Pb(111). This is because this sys-
tem exhibits rich QSE behavior which is verifiable by experimental techniques.
This system will largely be the focus of this thesis.
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Figure 2.4: Schematic diagram of the two growth modes of Pb on Si(111).
(Left) Flat-top mesa mode: In the presence of substrate steps, the surface of
the island remains flat yielding both “quantum stable” and “quantum unsta-
ble” thicknesses. (Right) Globally Flat/Stable Film mode: Flat films can form
when Pb is deposited at temperatures where kinetics are weak (T ≈ 150K. Af-
ter deposition, films are slowly annealed to room temperature. As a result,
films form smooth, “quantum stable” thicknesses.
2.2 Pb Thin films
The lattice constant of Pb(111) is a111 = 2.86 A˚ and the Fermi wave-
length is λF = 3.99 A˚. These numbers have a near half-integer ratio, 2a111 ≈
3λF/2. This gives rise to quantized sub-bands (QWS) along the growth direc-
tion. This half-integer matching produces a near perfect even-odd oscillation
of the density of states near the Fermi energy with respect to thickness. A
calculation of the thickness-dependent density of states for a free-standing
Pb film is illustrated in Fig 2.3(a) [35]. The calculation shows a near perfect
thickness-dependent bi-layer oscillation in the DOS. As the thickness increases,
the energetic spacing between QWS decreases. Furthermore, there is a small
phase shift where the maximum in the DOS near EF shifts from odd to even.
This occurs around 14ML 1. This envelope is a result of the accumulation of
1The cross-over is defined as the thickness at which the DOS at EF is near equal for
adjacently spaced thicknesses
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Figure 2.5: STM imaging of the two growth modes of Pb/Si(111). (a) 3D
rendering of a typical flat-top mesa. In the presence of underlying substrate
steps, the mesa remains flat producing a multitude of thicknesses. Globally
Flat Stable film growth (b) for slight over coverage N + δ (c) for slight under
coverage N − δ. Islands/Holes have height variations of ±2ML correlating
with quantum stability in the system.
the small error in the half-integer matching condition ( ≈ 0.07). The typical
period for this beating is 7ML. This bi-layer oscillation produces a similar
oscillation in the surface energy. Fig 2.3(b) illustrates the calculated surface
energy resulting from the bi-layer oscillation in the DOS. Surface energy os-
cillations have a similar thickness-dependent bi-layer oscillations as the DOS.
This modulation in the surface energy affects the stability of Pb films. In the
regime where thermodynamics dominate growth, films show preferential bi-
layer stability. This commonly referred to as “quantum stability.” Quantum
stable layers (surface energy minima) correlate between local minima in the
DOS near EF .
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2.3 Growth Modes of Pb films on Si(111) surfaces
The growth of thin Pb films on semiconductor substrates demonstrates
rich phenomena characterized by an interplay between thermodynamics, ki-
netics, and QSE. The growth modes of Pb on Si(111) is an example of this
interplay. A schematic of the two growth modes of Pb/Si(111) is illustrated
in Fig 2.4.
2.3.1 Flat-top Mesa
One growth mode, commonly referred to as the “flat-top mesa” or
“wedge,” is a classic example of how kinetics and classical surface energy can
suppress quantum growth of Pb films. The most common way to grow a flat-
top mesa is by depositing Pb on Si(111) surfaces near room temperature (RT).
A schematic of this is illustrated in Fig 2.4(a). In the presence of a substrate
step, the mesa maintains a flat-top geometry. This leads to the formation of
both quantum stable and unstable layers for a given mesa. STM can be used
to image these types of structures. Fig 2.5(a) illustrates an STM image of a
typical flat-top mesa grown on a 7 × 7 interface after 4ML of Pb at RT. The
step energy cost associated with forming a quantum stable surface on the mesa
outweighs the total energy of flat-top surface. This has been observed experi-
mentally by perturbing a mesa system near room temperatures and monitoring
the evolution of the mesa [36–38]. This effect and how adsorbates can modify
these energetic terms will be the focus of a subsequent chapter.
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Figure 2.6: First principles calculations and experimental observations of Pb
film stability for different interfaces. Relative phase shifts are introduced to
the quantum oscillation resulting from phase differences between the different
interfaces.
2.3.2 Globally-Flat Stable Film
The second growth mode is commonly referred to as “globally-flat sta-
ble film” growth. A schematic of this is illustrated in Fig 2.4(b). Flat film
growth can be achieved by depositing Pb above a critical coverage at tem-
peratures where kinetic effects are weak (T ≈ 150K), followed by annealing
to room temperature (RT)2. The critical annealing temperature at which flat
film formation will break into flat-top mesas depends on thickness. This effect
is discussed elsewhere [39]. When kinetics are slowly introduced, thermody-
namics (e.g. surface energy) play a dominant role in film evolution. Films will
preferentially form quantum stable thicknesses. For Pb, this produces quan-
tum stable flat films which favor bi-layer stability. One manifestation of this
can be seen with slight under or over deposition N ± δ, (δ < 2ML) where N
is quantum stable. Fig 2.5(b) illustrates an STM image of a Pb film which
has a slight overdose (N + δ)ML. The film forms an N ML stable film with
2This critical coverage depends on the surface tension resulting from the underlying
substrate/film interface
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(a) (b)
Figure 2.7: STM images of the two different reconstructions used for the works
in this thesis: (a) Si(111)-7x7 (b) Si(111)-Pb
√
3×√3
+2ML islands rather than an N ML stable film with +1ML unstable islands.
Similarly, for (N − δ), the film will form 2ML holes. Fig 2.5 is an STM image
of this case. This is a direct consequence of bi-layer stability. These type of
effects have also been observed for other films, such as Ag/GaAs(011) [31].
2.4 The Role of the Underlying Interface
The underlying interface can alter the properties of quantum films.
Electronically, changing the underlying interface can modify one of the phase
terms, φ1, in the Sommerfeld-Bohr Quantization rule (Eq 2.1). Changes in
φ1 will introduce an overall phase shift in the DOS with respect to thickness.
This phase shift will alter the stability criterion of the film as well as the
electronic properties with respect to thickness. A summary of this effect for
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6.9nm
1.3 nm
Figure 2.8: (Left) STM Image of 6ML Pb flat-top mesa. Interference pat-
terns produced from non-diffractive electron scattering with the underlying
buried 7×7 interface. High spatial resolution of such patterns is attributed to
highly anisotropic effective masses in the transverse vs. longitudinal direction.
Vsample = −100mV. (Right) Schematic of the fringe contrast relative to the
underlying 7× 7 unit cell.
three different interfaces is summarized in Table 2.6 [39–42].
The underlying interface also determines the growth mode of the film
[43]. The influence of strain makes formation of free-standing Pb films on
Si(111)− 7× 7 nearly impossible. Pb/Si(111)− 7× 7 growth is characteristic
of Stranski-Krastanov growth. Globally flat film growth on the 7× 7 interface
cannot form below 5ML. Therefore, modifying the underlying interface (or
substrate) can lead to better lattice matching and interfacial relaxation ideal
for film growth. Using an alternative reconstruction of Si(111), such as Pb-
√
3×√3 or Au-6× 6, is a common way to produce thinner films [44–46]. For
these reconstructions, films as thin as 2ML have been observed [45, 47]. Alter-
natively, Pb free-standing films can be grown using carbon-based substrates
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[48].
2.5 Pb films on Si(111)− 7× 7
2.5.1 Buried Interfacial Pattern Imaging - “Fringe Patterns”
The underlying size and corrugation of the 7 × 7 unit cell can dra-
matically alter the spatial distribution of QWS across a Pb film. Fig 2.8
demonstrates the emergence of interference patterns resembling the underly-
ing Si unit cell. The outer edges of the unit cell have a different contrast than
the inner part of the unit cell. Fig 2.9 reveals a sequence of STM images taken
at different energies. At particular biases, the pattern reverses contrast (Fig
2.9(g)). Near certain QWS, (Fig 2.9(a)), the fringe patterns completely wash
out. This indicates that these patterns are electronic and not topographic in
nature. These interference patterns result from non-diffractive electron scat-
tering of standing waves with the underlying 7×7 interface [49]. The ability to
see such high resolution patterns has been attributed to a highly anisotropic
electron effective mass in the confinement direction (transverse) compared to
the lateral plane (longitudinal) of the film. The fringe patterns make it difficult
to use STM to acquire atomic resolution of Pb films grown on 7×7 interfaces.
However, these patterns can be used to calibrate the coverage of adsorbates
on the Pb surface without atomic resolution. This will be discussed in more
detail in the next chapters.
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Figure 2.9: STM images at the same location of fringe contrast on a 6ML Flat-
top Pb mesa grown on Si(111) − 7 × 7. QWS values at E = {−1.2, 1.15}eV.
At different biases, the strength of the interference pattern changes. The un-
derlying 3 × 3 superstructure can also be observed at biases where the fringe
patterns are weak. Contrast reversal of the fringe patterns is associated with
energy-dependent imaging constructive and destructive interference of con-
fined electrons.
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Figure 2.10: STM observation of the 3 × 3 superstructure of Pb films grown
on Si(111) − 7 × 7. (a) Imaged at a bias where the underlying fine structure
of 7 × 7 is suppressed. The slight changes in ordering can be observed. (b)
Same area as (a) but at a bias where the fringe patterns are present. (c) FFT
of image (b) illustrated patterns from both the 7 × 7 fringe patterns and the
underlying superstructure. The patterns resulting from the superstructure are
slightly distorted and have a small offset angle with the underlying 7×7 fringe
patterns.
2.5.2 3× 3 Superstructure
In addition to the fringe interference patterns, there is a weaker 3 × 3
superstructure [49]. Fig 2.10(a)-(b) illustrates STM images of a mesa top
at energies where the superstructure can be seen. The superstructure has a
periodicity of ≈ 8 nm. This superstructure most likely results from the lattice
mismatch between Pb and Si. The lattice parameter of Si and Pb along the
(111) planes are aSi = 3.84 A˚ and aPb = 3.51 A˚ respectively. Therefore, a
superlattice structure commensurate with both lattices would consist of 21 Si
atoms or 23 Pb atoms which would have a have characteristic period of 80.7 A˚.
This is approximately the periodicity of the superlattice.
The superstructure is not perfectly ordered. This can lead to a fluc-
tuation in the periodicity or distortions. This can be seen in Fig 2.10(a)-(b)
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as the superstructure is not perfectly ordered in the image. Fig 2.10(c) illus-
trates an FFT image of the superstructure from 2.10(b). The superstructure
spots are slightly distorted which reflects the slight disorder of the structure.
Furthermore, there is a slight rotation of the superstructure spots with respect
to the underlying 7× 7 fringe interference patterns. One possible explanation
for this angular offset in the superstructure as well as disorder could be due
to subsurface defects within the Pb film. Subsurface dislocations with Burg-
ers vectors oriented parallel to the surface could possibly slightly distort of
the superstructure as well as create a rotation with respect to the underlying
7× 7.
2.6 Pb films on Si(111)-Pb (
√
3×√3)
One of the most common interfaces for Pb thin film growth is Si(111)-
Pb
√
3×√3−α [44, 46, 50, 51]. Films as thin as 3ML have been experimentally
reported3. Fig 2.11 - 2.12 illustrates STM images of Pb films grown on a
√
3 × √3 interface for two different thicknesses. One prominent feature of
films grown on the
√
3×√3 interface is the appearance of a hexagonal Moire´
pattern. Depending on the thickness and imaging voltage, the Moire´ pattern
can reverse contrast as can be seen for regions of different height in Fig 2.11(a).
Fig 2.11(b) illustrates differential conductance imaging of the same area. The
underlying
√
3×√3 interface modulates the LDOS at the imaging energy.
32ML Pb films grown on
√
3×√3 interfaces have been grown by Shengyong Qin in our
group, but results are not published.
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Figure 2.11: STM imaging of a 6ML (deposited) film on a
√
3×√3 reconstruc-
tion after annealing. A Moire´ pattern can be observed for films grown on this
interface which can be seen strongly in the differential conductance image. (a)
Topography (b) Differential Conductance; Vsample = −350mV; Vmod = 4mV,
fmod = 1.5kHz.
Moire´ pattern corrugation is typically much weaker than the fringe
pattern corrugation observed on 7 × 7 grown films. Therefore, it is easier
to see atomic resolution of Pb films when they are grown on the
√
3 × √3
interface. Fig 2.13 demonstrates atomic resolution of a Pb film. The surface
periodicity is aPb ≈ 3.5 A˚ with three-fold symmetry. This is consistent with a
close-packed fcc surface.
2.7 STM and STS Observation of QWS
Tunneling spectroscopy can be used to characterize the QWS for a given
Pb film [52]. An example of STS on two films separated by 1ML is illustrated in
2.14. Peaks at discrete energy spacing, ∆E, result from strong quantization in
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29nm
Figure 2.12: ]
STM image of a 9ML (deposited) film on a
√
3×√3 reconstruction after
annealing. Vsample = 1.5V
the film. The QWS energy value is assigned to each peak in the DOS for each
thickness. Quantum stable layers correlate with QWS close to EF . Peaks are
stronger for empty states, as expected, resulting from the enhanced tunneling
contribution of states near EF for electrons tunneling from the sample to the
tip. All observed peaks are thickness-dependent, and there is no signature of a
fixed surface state within the all probed energy windows. This technique can
be used to reference the QWS of a particular film. Furthermore, this can be
utilized on a mesa to a thickness-dependent map of the QWS energy location
[53].
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8.9Å
Figure 2.13: Atomic characterization (aPb(111) ≈ 3.5 A˚) of a Pb film grown a√
3×√3 reconstruction after annealing. Atomically resolved images are possi-
ble to attain by changing the underlying interface and suppressing interference
effects produced by an underlying interface like 7× 7. Vsample = −300mV.
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Figure 2.14: STS characterization of the QWS of a Pb film for two character-
istic thicknesses separated by 1ML. Values are assigned to the peak of each
state.
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Chapter 3
Defects on Pb Thin Films
3.1 Introduction
One of the advantages of quantum thin metal films is their remarkably
low defect density. This is typically very difficult to achieve for metal epitaxy
and is a resounding strength of utilizing a low temperature deposition process
where QSE are strong. However, these films are never defect free. For example,
lattice mismatch can produce dislocations that can diffuse through the film and
produce defects on the surface of the film. These defects can have a resounding
effect on the electronic properties of Pb thin films.
3.2 Introduction to Dislocations
Crystals are described by a perfect lattice built upon a unit cell and
translational symmetry. In reality, crystals are not so perfect and are full of a
variety of imperfections or “defects.” These defects locally break the symmetry
of the lattice. For example, a commonly encountered surface defect is a step
edge. Defects have been a focus of extensive research because of their role
in thin film epitaxy as well as numerous other physical phenomena. On a
microscopic level, defects result from atomic dislocations in the crystal. A
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Figure 3.1: (a) Perspective view of an fcc crystal. Letters label (111) planes
where the stacking sequence is ABCABC. (b) Top view 3D rendering of a (111)
fcc surface referencing the atomic position of subsequent layers relative to the
surface.
dislocation is characterized by a Burgers vector, b, which describes the relative
displacement of atoms from their original lattice sites. The Burgers vector
can be calculated by enclosing a dislocation with a loop and evaluating the
displacement of atoms relative to a dislocation free loop.
Pb(111) is fcc-close packed similar to Au, Ag, and other noble metal
surfaces [54]. A schematic of an fcc crystal is illustrated in Fig 3.1(a). Each
letter relates how each subsequent (111) plane is stacked relative to the fcc
unit cell. For an fcc(111) surface, the stacking sequence is ABCABC. Fig
3.1(b) illustrates a top view of a (111) fcc surface and how each subsequent
layer stacks relative to the atomic positions of the surface plane, labeled A.
When the position of site C moves to site A via dislocation, this is commonly
referred to as hcp (ABAB).
Microscopically, mechanical deformation in a crystal, such as the slip-
ping, can be described by dislocations of atoms from their respective positions
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in the lattice. Two textbook dislocations are edge and screw dislocations. For
a simple cubic crystal, b is perpendicular to the length of the dislocation line
for an edge dislocation and parallel for a screw dislocation.
Dislocations are mobile in a crystal. When a dislocation moves in the
surface plane which contains both its dislocation line and Burgers vector, the
process is referred to as “glide.” Stress, strain, or shear leading to crystal
deformation is typically responsible for glide motion. The crystallographic
plane along which this motion occurs is called the “slip” or “glide” plane.
Dislocation motion that occurs out of the glide surface or normal to the Burgers
vector is referred to as “climb” [55].
3.3 Dislocations in FCC Metals
Metals which have an fcc structure, such as Ag, Au, or Pb, share many
common defects types because of the properties of the fcc crystal itself [56–
60]. For these crystals, slip occurs on {111} planes and typically along 〈011〉
directions. Therefore, the most common dislocations have b which are of the
〈011〉 type [55, 61].
A dislocation which has the shortest b possible and is still a multiple
of a lattice vector is called a “perfect dislocation.” Perfect dislocations for fcc
metals have a Burgers vector bperfect =
a
2
〈011〉. These dislocation occur along
{111} slip planes resulting from crystal deformation. Typically, these disloca-
tions dissociate into composite “partial dislocations” or partials for short. The
Burgers vectors of the two dissociated partials are related to the perfect dis-
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Figure 3.2: An example of how atoms displace for an in-plane perfect and
Shockley partial dislocation on a (111) surface.
location by the rule
∑
bpartial = bperfect. Dissociation of a perfect dislocation
can lower the overall energy of the system if
∑ |bpartial| < |bperfect|.
The most common type of partial dislocation in fcc metals is a “Shock-
ley partial” where the Burgers vector is bShockley =
a
6
〈211〉. Fig 3.2 illustrates
how in-plane surface atoms displace for perfect dislocations and Shockley par-
tials. For Shockley partials, atoms move to adjacent stacking sites and leave a
stacking fault behind. A Shockley partial dislocates atoms in a {111} plane to
lattice positions 2 layers below. For example, for a “C” site atom, the atoms
are displaced to stack directly above “A” sites. This creates a local shift in
the stacking sequence. An example of a stacking fault created by an in-plane
Shockley partial is illustrated in Fig 3.3. The stacking fault propagates until
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Figure 3.3: An example of a stacking fault created by an in-plane Shockley
partial dislocation. Here “C” atoms are stacked at “A” sites creating a local
hcp structure.
closed by another partial dislocation or an interface.
There are two types of stacking faults. An “intrinsic” stacking fault is
produced when the stacking sequence is modified from ABCABC to ABCBABC.
Fig 3.3 is an example of an intrinsic stacking fault. The second most com-
mon type of partial dislocation is the “Frank partial,” where b = a/3〈111〉.
Unlike Shockley partials, Frank partials arise from diffusion of vacancies or
interstitials which agglomerate along {111} planes. Motion associated with
agglomeration is a climb-type process. These dislocations can also produce
stacking faults where bFrank are normal to the faulted surface. Fig 3.4(a) il-
lustrates an intrinsic stacking fault produced by a vacancy loop. An “extrinsic”
stacking fault arises when the stacking sequence is modified from ABCABC
45
C
A
B
C
A
B
C
C
A
B
A
B
C
C
A
B
A
C
B
C
C
A
B
C
A
B
(a) (b)
Figure 3.4: (a) Intrinsic stacking fault produced by a vacancy loop (b) Ex-
trinsic stacking fault created by interstitial agglomeration. Both faults can be
produced by a Frank partial dislocation normal to the stacking fault.
to ABCABACABC. Agglomeration of interstitials along {111} planes can
produce an extrinsic stacking fault. An example of this is illustrated in Fig
3.4(b).
3.4 Defects in Pb thin films
Pb thin films grown on Si(111) have three common defects which are
readily observed using STM. Fig 3.5 illustrates these three types of defects for
two different films grown on a
√
3×√3 interface. Each defect type is circled in
the figure and referenced with a letter1. The most commonly observed defect
is defect A which macroscopically appear as ditches in the surface with a small
bright hill along the dislocation line. Each ditch has a semi-circular geome-
try. Defect B appears as extended cracks that propagate across the surface.
Typically type B defects interconnect across the surface to form extended de-
fects. At times, these defects can form a closed loop. This defect is common
on the surface, however not as common as type A defects. Defect C appears
1For the remainder of the this text, Pb defects will be referenced by these letters
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Figure 3.5: STM images of three characteristic defects on Pb thin films, each
labeled by a letter. (a) 9ML deposited Pb film on (
√
3×√3); Vsample = +1.5V
(b) 12ML deposited Pb film on (
√
3×√3); Vsample = +470mV
as small ribbons or bow ties on the surface. Each defect consists of a fold or
crack bounded on each side by a small hole. These folds are much smaller
than the ditches observed around type A defects. These are the smallest de-
fects and more difficult to observe because of their size compared to the other
two defects. All three defect types are oriented along the low index direction
symmetric with the lattice, 〈011〉.
The formation of these defects is independent of the underlying Si in-
terface. Fig 3.6 illustrates all three characteristic defects on a 10ML Pb film
grown on a 7 × 7 interface. Furthermore, the defect density does not notice-
ably change when films are grown on a different Si interface. This indicates
that these defects are not underlying substrate Si(111) defects. Rather, these
defects are characteristic of the Pb films themselves. Furthermore, type A
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22nm
Figure 3.6: STM images of similar defects like Fig 3.5 however on a 10ML
deposited Pb film on a 7× 7 interface. Defect type and distribution shows no
sensitivity to the underlying interface. Vsample = +2V.
defects have been observed on Pb flat-top mesas (Fig 2.9), however the defect
density for the mesa growth mode is much lower than flat films.
3.4.1 Defect A
Fig 3.7 illustrates atomically resolved images of a type A defect for a
9ML film grown on a
√
3×√3 interface. Along the dislocation line, the defect
can be broken up into two sides. There is a “ditch” side to the left of the
dislocation line. This ditch has a semi-circular geometry. Opposite the ditch,
there is a “bright” side to the right of the dislocation line. Both features can
be observed for all defects and are prominent in all observed STM images. On
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Figure 3.7: Atomic characterization of Defect A for a 9ML (
√
3×√3) film. (a)
Vsample = −300mV (b) Vsample = −150mV(c) Vsample = −150mV (Laplacian
filter). Numbers indicate the atom count along each segment. The closed loop
b corresponds to a perfect dislocation b = a
2
〈011〉.
the bright side, there is a bright row where there is a lack of atomic resolution,
which will be referred to as the vacancy row. Typically, a row of vacancies
should produce darker contrast. Therefore, it is possible that the lack of atomic
resolution in this region could result from something different than a simple
row of missing Pb atoms. corresponds to a row of vacancies at the surface.
The vacancy row is oriented along a low-index direction symmetric with the
surface reconstruction, namely along a 〈011〉 direction. There is no evidence
of atomic resolution at any bias along the vacancy row. This strongly suggests
that these features are topographic in nature.
Fig 3.7(c) illustrates a closed-circuit Burgers loop around the disloca-
tion. Laplacian filtering was utilized for visualization. The numbers in the
figure refer to the number of atoms along each segment. Along the side oppo-
site the ditch there is one extra atom. Therefore, b on the surface coincides
with a perfect dislocation with b = a/2〈011〉. The defect dissociates at the
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9.5nm
Figure 3.8: Image of a set of type A defects on a 10ML (7× 7) interface. The
image was taken at a bias where the underlying fringe patterns can used for
comparison; Vsample = +400mV.
ends producing two Shockley partials of the type a/6〈211〉. Therefore, the
underlying Burgers vector responsible for the defect must have a surface pro-
jection equal to a perfect dislocation, a/2〈011〉.
Within the ditch side of the defect, there is clear evidence of atomic
order. This indicates that the dislocation(s) responsible for the defect are
subsurface. The most likely planes responsible are off-axis {111} planes, such
as (111). These planes are oriented 70.5◦ with respect to the surface normal.
This can be deduced from the surface Burgers vector circuit and the orientation
of the defect. Similar ditches near defects have been observed for other fcc
systems with STM such as PtNi alloys [62, 63]. These defect ditches also show
surface order within the ditch. These ditches result from dissociation of a Frank
partial which also forms a subsurface stacking fault network. However, for
these systems, vacancies are produced from sputtering. Sputtering creates Pt-
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Film Substrate Average Standard
Thickness (ML) Interface Defect Width (nm) Deviation (nm)
9
√
3×√3 5.7 1.2
10 7× 7 6.1 1.3
12
√
3×√3 7.3 0.8
Table 3.1: Average dislocation line size for type A defects for 3 different films.
The standard deviation, σ, refers L ± σ where L is the average dislocation
length.
rich regions, and subsequent annealing allows vacancies to climb along {111}
planes and form dislocation networks.
For a given type A defect, the ditch occurs only on one particular side
of the dislocation line for all observed defects. If we define a surface vector
perpendicular to the dislocation line, starting at the ditch, it is polarized for
all type A defects for a with a given defect orientation (〈011〉). Surface or
subsurface dislocations parallel to the surface cannot explain this effect. This
further suggests that dislocations lie along {111} planes.
Fig 3.8 illustrates type A defects for a 10ML film grown on a 7 × 7
interface at a bias where the fringe patterns can be seen. The defects typically
span a length three times the corner hole-corner hole distance of the unit cell
of 7× 7, ≈ 8 nm. A summary of the length distribution for 3 different films is
given in Table 3.1. The fringe patterns are well-ordered near the ditches. This
suggests that the dislocation line is localized within a region near the ditch.
If a dislocation line extended to the substrate along a {111} plane, one would
expect distortions in the fringe patterns near the vacancy row.
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Figure 3.9: Average line profile along a line normal to the dislocation line for
two type A defects. The typical ditch to peak distance is ≈ 0.6−0.9 A˚. (Inset)
Red rectangle indicates a typical area which was average. Points perpendicular
to the blue arrow were averaged to produce the averaged line profiles.
The defect length is similar for each film. For a given film, type A
defects can be isolated or they bunch up formation an array (Fig 3.6). The
length of type A defects is smaller for array defects than isolated defects.
Depending on the distribution of defects, this will change the average length
of the defects and this is precisely responsible for the rather large standard
deviation.
Fig 3.9 is an average line profile for two type A defects. The narrow
rectangle with the short side parallel to the dislocation line was used for av-
eraging (3.9(inset)). All segments of the rectangle parallel to the dislocation
line were averaged. The ditch height is determined from the peak to valley
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Figure 3.10: Possible structure of Type A defects. The dislocation line extends
along off-axis {111} planes forming a loop intersecting the surface.
height of an averaged line profile (vacancy line to ditch). The typical depth
of the ditch varies from 0.6 − 0.9 A˚. Different penetration depths of the dis-
location along the {111} plane can explain the changes in depth. The ditch
depth is ≈ 3−4 times smaller than the (111) lattice spacing of Pb (2.86 A˚) or
≈ 1/3ML. The typical depth of the ditch is independent of film thickness and
interface. Furthermore, evidence of different ditch depths strongly suggests
that the dislocation lines along {111} planes do not reach the interface.
Fig 3.10 illustrates a possible structure of the defect. The dislocation
line is of a semi-circular nature which intersects the surface. The dislocation
line can be characterized by a radius r as illustrated in the image. Depend-
ing on the radius r, the ditch depth would vary. This explains why there is
variation in the average line profiles for these defects. Within the regions of
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the dislocation line, there will be strain energy resulting from the dislocations
which will fall off as 1/r′ where r′ is the distance from the dislocation. This
underlying strain is most likely responsible for the appearance of the ditch in
STM images. The circular geometry of the ditch is characteristic of the un-
derlying strain produced by the circular defect. A dislocation of this type will
only produce strain above the dislocation line which explains why the ditch
only appears on one side of the vacancy row and not both. Furthermore, this
dislocation lines only extend on one of three {111} type planes off-axis from
the surface. This could possibly explain why there is an apparent “polariza-
tion” of this defect as described earlier. One possible dissociation of a perfect
dislocation, with bsurface = a/2〈011〉 along the surface, which can lie along a
{111} plane off axis of the surface is
a
2
[011]→ a
3
[111] +
a
6
[211] (3.1)
One other possibility is that the total Burgers vector of the dislocation, when
projected on the surface, has bsurface = a/2〈011〉. However, for any vector
oriented off-axis to the surface, this would require the Burgers vector to be
greater than the surface projection. This would not be nearly as energetically
favorable as the above dissociation according to Frank’s Rule [55]. Vacancy
loops are commonly associated with Frank partials, and are commonly referred
to as Frank loops. These loops, for fcc close-packed surfaces, lie along {111}
planes. Therefore, the dislocation line is most likely a composite of a Frank
loop and a Shockley partial. As can mentioned earlier, type A defects can pile
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up and form arrays. From STM images, it seems that the spacing between ad-
jacent defects has some preferential distance. This preferential spacing results
from a balance of the overall stacking fault energy and interaction between
neighboring defect partial dislocations. However, this possible structure does
not explain why there is a row of missing atoms along the surface of the de-
fect. At this point, there is no simple explanation for this apparent vacancy
row unless there are atoms within this region and they are not resolvable.
Although the dislocations for Pb films and PtNi alloys share similarities,
they form as a result of different processes. The lattice mismatch between Si
and Pb along the (111) plane is aSi = 3.84 A˚ and aPb = 3.51 A˚. This creates a
rather large lattice mismatch at the interface, ≈ 8.3%. This results in a rather
high density of dislocations at the interface. Since aSi > aPb, it is probable that
vacancies form at the interface during growth. RT annealing which produces
the flat film, strengthens diffusion of Pb atoms. Diffusion allows vacancies to
climb and agglomerate along {111} planes. This can lead to the formation of
the vacancy loops responsible for defect formation in these films [55, 61, 64].
3.4.2 Defect B
Fig 3.11 illustrates atomic characterization of a type B defect. Along
the dislocation line, the atoms appear topographically higher than the sur-
rounding surface atoms. Similar to type A defects, this feature is independent
of the applied bias and can be seen in all STM images. Across the dislocation
line, the stacking sequence is modified. The stacking sequence is modified for
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Figure 3.11: Atomic resolution of a type B defect. (a) Vsample = −350mV (b)
Vsample = −150mV
only one atomic row. Therefore, this fault is intrinsic2. However, the fault is
most likely along a {111} plane since there is no trace of an actual fault line.
This type of defect can be produced by removal of a {111} plane. This off-axis
fault produces strain along the faulted plane resulting in the contrast fluctua-
tion seen in STM images. Stacking faults of this type can result from a single
Frank loop with b = a/3〈111〉 or two Shockley partials of the type a/6〈211〉.
Unlike type A defects, there is no ditch or vacancy row on the surface. These
intrinsic faults can be produced by vacancy agglomeration similar to type A
defects. However, these defects do not show the same characteristic properties
of type A defects.
2If the atomic shift was two rows, the fault would be extrinsic. For a higher number of
rows, this would produce a twin.
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4.6nm
Figure 3.12: STM image of 3 type C defects and 1 type A defect. Type C
defects look like ribbons or bow ties. Each type C defect has a fold in the
center and is bounded by two holes; Vsample = +1.5V.
3.4.3 Defect C
Fig 3.12 illustrates three common type C defects. Each defect appears
as ribbons or bow ties in the surface roughly 1.5 − 2 nm in diameter. Near
the center of the defect, the surface is slightly elevated and appears folded.
The fold is oriented along a 〈011〉 directions similar to the vacancy row of type
A defects. On either side of the fold there is one small hole in the surface.
The holes on either side do not always have the same size. The apparent
fold creates a small bow tie on the sides 90◦ adjacent to the bounding holes.
These holes could possibly be the result of vacancy loops similar to what is
seen for type A defects. These defects, much like type A defects, can form
an array. Without atomic resolution, it is difficult to characterize this defect
since b cannot be accurately determined. One possibility is that vacancies
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Figure 3.13: (a) dI/dV spectroscopy taken along a vector (indicated in (b))
bisecting the dislocation line of a type A defect. Dashed lines indicate the
QWS location of the film. Negative distance values refer to the ditch side of
the defect and the zero point refers to the interface between the ditch and
the vacancy row. (b) Spectroscopy for type A defects was taken along paths
indicated by the red vector.
agglomerate on planes parallel to the surface into a vacancy loop that breaks
down into an edge dislocation loop [55].
3.5 Shifts in QWS near Dislocations - Dipolar Field
Defect formation can affect the electronic properties of a surface. For
example, surface steps can create a local modulation in the work function.
The electron density, according to the jellium model, cannot follow the sharp
contour of a step. This smears out the electron density across a step and
produces a surface dipole which points normal to the surface or parallel to
the face of the step. The theoretical description of this effect is very similar
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to a Friedel oscillation. This is commonly referred to as the “Smoluchowski
Effect” [54, 65]. For particular surfaces, this dipolar field can be large enough
to measure using surface probe techniques [66].
For Pb films, within the vicinity a defect, the QWS modulate in a
characteristic way. The modulation of QWS is prominent for type A defects.
Fig 3.13(a) illustrates the spatial variation of the QWS for a 12ML Pb grown on
a
√
3×√3 film. dI/dV spectroscopy was taken along a vector perpendicularly
bisecting the surface vacancy row (3.13(b)). The zero point labels the interface
between the ditch and the vacancy row which appears as higher side in lower
resolution topographical images. Negative distance correlates with the ditch
side of the defect and is used as the convention in all subsequent spectral
analysis. The dotted line indicates the locations of QWS of the film away
from the defect sites.
Within 5 nm of the defect, the QWS begin to shift. On the ditch
side, the states monotonically increase in energy. This increase persists until
the vacancy row. Typically, states can increase up to 100meV near the va-
cancy row. At the interface between the ditch and the vacancy row the states
abruptly drop in energy below the QWS value typically ≈ 30 − 50meV. The
QWS monotonically increase in energy as the distance from the dislocation
line increases until the film matches the QWS value. The drop in energy is
smaller in magnitude and more localized than the upward shifts on the ditch
side of the defect.
Fig 3.14 and 3.15 illustrates shifts for two different films for two different
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Figure 3.14: Spatial shifts in QWS for 3 different type A defects on a 12ML
film on a
√
3 ×√3 interface. ∆E refers to the relative shift in energy ∆E =
E(x) − EQWS. Distance references the total displacement from the interface
between the ditch and the surface vacancy row.
interfaces. ∆E represents the energy difference between the measured value at
the specified location and the QWS value of the film (E(x)−EQWS). Fig 3.14
illustrates the shift in QWS for three different defects (type A) with different
lengths. All defects show nearly identical shifts in the QWS on both sides of
the vacancy row. The absolute shifts in energy are consistently larger on the
ditch side of the defect where values as large as 100mV are observed within 1
nm of the vacancy row.
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Figure 3.15: Spatial shifts in QWS for a type A defect on a 10ML deposited
film grown a 7× 7 interface.
Fig 3.15 illustrates the shift in QWS for defect A for a 10ML film but
grown on a 7× 7 interface. The same type of shifts are observed like √3×√3
grown films (Fig 3.14). Within the ditch region near the vacancy row, QWS
monotonically increase in energy. On the other side of the interface, QWS
abruptly drop in energy below the QWS energy value. This value monoton-
ically increases until the QWS value is returned. Similar to Fig 3.14, the
onset of QWS fluctuations occurs within ≈ 5 nm of the defect. These shifts
are nearly identical for all observed film thicknesses independent of interface.
Therefore, the defect is clearly responsible for these energetic fluctuations, not
the interface or absolute location of QWS.
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Figure 3.16: Schematic of electron density near a step. Electrons cannot follow
the sharp contour resulting in a dipole moment at the step.
The Smoluchowski Effect is most likely responsible for shifts in QWS
near defects. For type A defects, the dislocation network acts like an artificial
step with an overall height change ≈ 1/3ML (Fig 3.9). Within the defect
region, the overall Pb-Pb bonding length is slightly modulated, from strain
effects, which leads to a charge density redistribution. Fig 3.16 illustrates
the charge density at a step edge within the jellium model. The electron
density cannot follow the sharp contour of the surface producing a dipolar
field. For type A defects, the overall dipole moment most likely points along a
{111} plane. This charge redistribution Stark shifts the quantum well states
within the vicinity of the defect and is most likely responsible for the observed
behavior.
Fig 3.17 illustrates differential conductance images taken simultane-
ously with topography images at two characteristic energies near a QWS chan-
nel. High contrast correlates with a higher LDOS at the given energy. Letters
indicate the defect type. Near each defect, there is an enhancement in the
LDOS at the specified energies. Fig 3.17(a) illustrates the spatial fluctuation
in the LDOS below a QWS with energy EQWS = +379meV. Type A defects
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Figure 3.17: Differential Conductance imaging of type A and type C defects
on a 12ML Pb film grown on a
√
3×√3 interface where EQWS = +379meV (a)
Vsample = +320mV (b) Vsample = +470mV (c)-(d) Simultaneous Topography
images of (a)-(b) respectively.
show an enhancement in the LDOS in regions near the vacancy row opposite
the ditch side. Spatially, this enhancement is localized in a region bounded by
the edges of the vacancy row. Within this region, the enhancement is nearly
isotropic. For type C defects, only certain defects show enhancement in the
LDOS at this energy.
Fig 3.17(b) illustrates the spatial fluctuation in the LDOS above the
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same QWS. At this energy, type A defects show a rather strong enhancement in
the LDOS in the ditch region. Similar to the low side shift, the enhancement is
localized within the region of boundaries of the defect and is strong within the
ditch region. However, the LDOS enhancement has a particular dumbbell-like
geometry characterized by two lobes localized near the boundaries. Certain
defects show three lobe features. The lobes bow out from the vacancy row and
extend out along the ditch. The lobe size and geometry varies for different
defect lengths. The overall size of each lobe suggests there is a relationship
between the lobe geometry and the defect length. The dumbbell-like shape
is also strongly affected by the apparent radius of the ditch. Lobes are more
pronounced for deeper ditches. This enhancement in the LDOS at this energy
is much stronger than the features observed on the opposite side of the vacancy
row below EQWS.
Type C defects also show a strongly localized enhancement in LDOS
near the defect site. Unlike the lower side shift, all type C defects show an
enhancement in the LDOS at this characteristic energy above the QWS. How-
ever, the enhancement is highly localized at the defect site and does not show
the same dumbbell-like geometry seen for type A defects. The geometric dis-
tribution of this shift does not have any characteristic pattern. The geometry
of this localization heavily depends on the size of the bounding holes for type
C defects.
Fig 3.18(a) illustrates a zoomed-in region of three type A defects and
one type C defect for a 10ML Pb film grown on a 7×7 interface. Fig 3.18(b) is
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Figure 3.18: (a) 20nm x 20nm for a 10ML Pb film grown on a 7 × 7 in-
terface. Topography image of a defect region; Vsample = +2V (b) dI/dV
spectroscopy averaged over a area away from a defect region. EQWS =
{0.2794, 1.083,−0.479}eV.
the QWS state spectra averaged over a small region away from any defect. The
states are located at EQWS = {-0.479, +0.2794, +1.083}eV. During imaging,
spatially-resolved tunneling spectroscopy was taken of the same spatial region
in Fig 3.18(a). Higher contrast correlates with a higher LDOS at the given
energy.
All three defects (type A) show a dumbbell-like LDOS above the QWS
energy for both QWS channels 3.19(d)-(f), 3.20(c). Fig 3.19 and 3.20 illus-
trates dI/dV images of this region near two QWS in the empty-state region
at a given energy. This enhancement is much stronger for the ditch side of the
defect (upward energy shifts) compared to the opposite side of the dislocation
line (downward shifts). There is some evidence that the LDOS, 3.19(a)-(b) in
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Figure 3.19: Spatially-resolved tunneling spectroscopy of the topographic re-
gion in Fig 3.18 within an energy region of a QWS, EQWS = +1.083V.
(a) Vsample = +0.9716V (b) Vsample = +1.014V (c) Vsample = +1.083V (d)
Vsample = 1.177V (e) Vsample = +1.194V (f)Vsample = +1.288V.
the region opposite the ditch side, has lobe-like features. However, this feature
is not nearly as strong at the energies and not evident for most defects.
Type C defects also show fluctuations in the QWS. However, the effect
is much weaker than shifts for type A defects. Typically, QWS increase ≈
50mV in energy around the region of this defect type. Low side shifts are
difficult to see using point spectroscopy because of the defect size. The type
C defect shows a small enhancement in its LDOS above the QWS energy for
both channels 3.19(d)-(e), 3.20(c) like type A defects. The enhancement occurs
on either side of the fold in the regions where the topographic ditches occur
66
(a) (b) (c)
Figure 3.20: Spatially-resolved tunneling spectroscopy of the topographic re-
gion in Fig 3.18 within an energy region of a QWS, EQWS = +0.279V.
(a)Vsample = +0.2111V (b) Vsample = +0.2794V (c) Vsample = +0.3649V.
for this defect type. Fig 3.17(a) illustrates that not all type C defects show
an enhancement of the LDOS on the lower energy side of the QWS channel.
This is probably because these shifts are smaller in magnitude and spatially
localized in a smaller region. Differential conductance imaging can sometimes
capture the low side shifts of these defects and they are highly localized and
clearly weaker than type A defect shifts.
The surface boundaries of type A defects (end of the vacancy row) most
likely affect the charge distribution. This will affect the overall dipolar field
creating a complex charge redistribution depending on the radius of vacancy
loop as well as the length of the vacancy row.
3.6 Conclusion
In conclusion, three characteristic types of defects have been observed
on Pb thin films. Utilizing atomic resolution, two of these defects have been
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categorized. A large lattice mismatch as well as diffusion during RT annealing
allow vacancies and interstitials to agglomerate forming the various defects
observed on the film. Spectroscopic analysis indicates that near the defects,
there is a charge redistribution which produces a net dipole moment for these
defects. This dipolar field Stark shifts the underlying QWS and these shifts
correlate with the underlying topographic features in the film.
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Chapter 4
Cs adsorption on Pb Thin Films
4.1 Introduction
Before we discuss the electronic properties of Cs adsorbates on Pb thin
films as well as adsorbate-induced modifications to QSE, it is important to re-
view how Cs atoms adsorb on Pb thin film surfaces. This chapter is devoted to
understanding where Cs impurities adsorb and in what configurations. Var-
ious experimental techniques and simulations are used to classify where Cs
adsorbs on Pb films. Furthermore, we can distinguish which sites are more
preferential for binding.
4.2 Experimental Procedure
Cs is deposited on films between 150K and near room temperature.
The getter source (SAES) is heated to currents between 5 − 6 Amp. The
source is heated and outgassed for 60 seconds before deposition. During this
time, the pressure remains < 3 × 10−10 Torr. After 60 seconds have elapsed,
the sample is rotated on the manipulator in order to establish a direct line
of site of the source. Cs is typically deposited for 5-30 seconds depending
on the current and source-sample distance. Samples are further annealed to
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Figure 4.1: Cs atoms at all three binding sites on a Pb thin film grown on a
7× 7 interface. Vsample = +1V.
room temperature from 5-15 minutes before the samples are cooled down and
studied with STM.
4.3 Cs adsorption on Flat Films
Fig 4.1 illustrates a typical distribution of Cs atoms on a Pb globally
flat film. Cs atoms deposited on Pb films absorb in three different locations, all
with different binding energies. These three locations are the film terrace, the
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Figure 4.2: (a) STM image of isolated Cs terrace atoms deposited on a Pb
stable film (7× 7). Terrace atoms sit within the first layer of the Pb film and
have a typical height hCs−terr = 0.89 A˚. Vsample = +1V. (b) Line profile of a
typical Cs step atom indicated by the arrow in (a).
film step edge, and film defects. All Cs atoms are isolated and show no evidence
of clustering. Cs most likely ionizes upon absorption because of an extremely
low electronegativity. Therefore, Cs atoms have a repulsive interaction with
each other which will prevent Cs atoms from clustering or forming islands at
low coverage. The purpose of this chapter is to characterize how Cs binds to
Pb films for these different locations.
4.3.1 Isolated Cs atoms - “Terrace Atoms”
Isolated Cs atoms on the terrace, or “terrace atoms,” appear as bright
protrusions on the surface of the terrace. Fig 4.2 illustrates an example Cs
terrace atoms. Terrace atoms have typical heights of ≈ 0.89 A˚ with a standard
deviation σ = ±0.04A˚. These heights strongly suggest that Cs atoms are
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0.5 nm
Figure 4.3: Simulation of Cs adsorption at a Pb vacancy (a) Empty-state
image STM simulated image with a Cs atom adsorbed in the center (b) Line
profile of terrace atom across line indicated in (a). (Inset) Configuration of Cs
atom (yellow) with respect to the Pb film.
not bound on the surface, but substituted into the first layer at film surface
vacancies.
Fig 4.3 illustrates a simulated STM image of an isolated terrace atom
at a vacancy site on the surface of a Pb film1. For empty-state simulations,
Cs appears as a protrusion on the surface with a height of ≈ 1 A˚. This is in
good agreement with experimental observations. If Cs adsorption is limited by
surface vacancies, then surface coverage would be dictated by vacancy density.
It is more probable that Cs kicks out Pb atoms from the first layer creating a
vacancy site where it sits. Pb atoms most probably diffuse across the surface
and attach to adjacent step edges.
1All calculations and simulations were performed in collaboration with Dr. Wenguang
Zhu and Prof. Zhenyu Zhang at Oak Ridge National Laboratory.
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Figure 4.4: STM images of a distribution of Cs atoms on a Pb film grown on
a 7 × 7 interface. Fringe patterns can clearly be seen at the proper imaging
conditions indicated the underlying interface is preserved after adsorption (a)
Vsample = −650mV; (b) Vsample = −250mV.
Fig 4.4 illustrates STM images of terrace atom distributions at a higher
Cs exposure. At higher coverage, terrace atoms still remain isolated. At low
biases, the underlying 7 × 7 fringe patterns can be seen through the Pb film
away from terrace atoms (Fig 4.4(b)). Fringe patterns can be seen at the
proper imaging biases through the film. The fringe patterns remain pristine
after adsorption. This evidence suggests that Cs atoms do not diffuse through
the film to the interface or stabilize deep in the film. Therefore, all terrace
atoms are assumed to be in the same layer2 .
When multiple Cs atoms are within close proximity of each other, the
surface lattice constant distorts. Fig 4.5 illustrates an atomic characterization
2Because of the binding configuration, substrate-mediated adsorbate-adsorbate interac-
tions can not be studied using Pair correlation analysis. This analysis shows no clear trends.
For a summary of pair correlation calculation of Cs atoms on Pb surfaces, refer to Appendix
section.
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2.9nm
Figure 4.5: STM image of Cs terrace atoms where atomic resolution of the
film can be seen. Near Cs atoms, film buckling causes the lattice constant
to distort. This effect is strongest when many Cs atoms are near each other.
Vsample = +100mV
of the Pb film near Cs terrace atoms. Near the center of the image, the lat-
tice constant is significantly smaller compared to the lattice constant near an
impurity. Within a few nm of an impurity, the lattice constant becomes signif-
icantly larger. Distortion is most obvious when multiple Cs terrace atoms are
within close proximity of each other. The distortion suggest the film buckles
near Cs impurities. Ionized Cs atoms will have a strong repulsive Coulomb
interaction within the screening length of the film. Therefore, when two Cs
atoms are in close proximity of each other, this will distort the lattice. This
affects the local bonding of the Pb film.
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Figure 4.6: STM image of Cs step decorations. Cs atoms favorable bind
to the steps of the film along ascending steps. (a) Vsample = +800mV (b)
Vsample = +1V. (c) Line profile of a typical Cs step atom indicated in (b).
4.3.2 Cs adsorption to Film Step Edges - “Step Decorations”
Cs atoms most preferentially bind to the step edges of the film creating
step decorations. This can be seen in Fig 4.6 where the overall Cs coverage is
dilute, however the step is fully decorated. Cs atoms do not cluster at the step
edges which indicates Cs step atoms are most likely ionized like terrace atoms.
Preferential adsorption to the step edge indicates that the Cs binding energy
is much higher along step edges compared to the vacancy terrace site (terrace
atoms). Cs step atoms are ≈ 0.614 A˚ high relative to the upper terrace with a
standard deviation of σ = ±0.09 A˚. This height indicates that Cs step atoms
decorate the lower step edges (ascending step) of the film. Fig 4.7 illustrates
a simulated STM image for a Cs atom bound at the lower edge of a Pb step.
Simulated images predict an decoration height relative to the upper terrace of
≈ 0.5 A˚. Experimental height values agree quite well with these calculations.
As the underlying step orientation changes, the interatomic spacing of
75
(a)
(b)
Figure 4.7: Simulation of Cs adsorption at a Pb ascending step (a) Empty-
state image STM simulated image with a Cs atom adsorbed at the edge (b)
Line profile of step atom across line indicated in (a). (Inset) Configuration of
Cs atom (yellow) with respect to the Pb film.
Cs step decorations changes3. For steps nearly aligned to 〈011〉 directions,
the interatomic spacing is ≈ 0.85 ± 0.2nm. Fig 4.6 and 4.8 illustrate a few
different step edges. In the vicinity of kinks, the interatomic spacing can
change. As the step direction largely deviates from 〈011〉 directions, toward
higher index directions, Cs step atoms can bunch up or space out depending
3Nearby defects, such as defect type A described in previous chapters, can be used to
give an approximate orientation of the steps.
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Figure 4.8: Cs step atoms along high-index oriented steps. Cs step atom
interatomic spacing can increase and Cs atoms can become unstable or wiggle
Vsample = −1V.
on orientation. This is mainly due to the underling distance between adjacent
adsorption sites. However, in certain cases where the step orientation is along
a high index direction, Cs step decorations become unstable and even wiggle.
Fig 4.8(b) illustrates this effect for a distribution of Cs atoms bound to a
lower step edge. Glitches in the STM images indicate that Cs atoms are
moving while scanned. Cs step decorations wiggle along the length of the
step. Nearby decorations bound to different step orientations do not show
this behavior (Fig 4.8(a)). Furthermore, the interatomic spacing is larger for
these decorations. Regardless of step orientation, the step edge is still the
most favorable binding site. Favorable step binding can be utilized to modify
quantum stability of Pb islands. This will be the focus in subsequent chapters.
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Figure 4.9: STM image of a globally flat film after Cs deposition. Circles
indicate intrinsic film defect types discussed in previous chapters. Vsample =
−1V
4.3.3 Cs adatoms near dislocations - “Defect Decorations” & “Bright
Atoms”
Cs atoms preferentially bind to the three defect types described in ear-
lier chapters. Fig 4.9 illustrates a high distribution of Cs on a 10ML Pb film
(7×7). The scanned region has an appreciable density of all defect types. Each
letter refers to the defect type referenced in the previous chapter. For all three
defect types, Cs atoms show a higher probability to adsorb near defect sites
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Figure 4.10: (a) STM image of many type A defects. Certain Cs impurities
appear “bright” Vsample = +2V. (b) Line profile of one bright Cs atom and
two Cs atoms at a defect site. Bright atoms have a height of 2.5 A˚.
compared to a terrace site. This is especially true for type B defects, where
Cs atoms form extended chains which follow the contour of the strained re-
gions created by the intrinsic stacking fault. Even though defects are favorable
binding sites, step adsorption is still most preferential.
For type A defects, Cs atoms preferentially decorate the vacancy row
opposite the side of the ditch (high side). These atoms have a similar height
profiles as terrace atoms and step decorations. Preferential adsorption indi-
cates a strong binding energy difference between the each side of the vacancy
row. It is very uncommon to observe a Cs atom in the ditch region. This sug-
gests that the underlying electron density near the defect modifies the binding
energy creating preferential adsorption sites.
One feature common to adsorption near defects is the emergence of
“bright” Cs atoms. This is most common at type A defects where select Cs
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Figure 4.11: Simulation of Cs adsorption on top of the Pb surface (a) Empty-
state image STM simulated image with a Cs atom adsorbed in the center (b)
Line profile of terrace atom across line indicated in (a). (Inset) Configuration
of Cs atom (yellow) with respect to the Pb film.
atoms have a higher contrast in STM images compared to other Cs atoms near
the defect sites as well as terrace Cs atoms and step decorations. Fig 4.10(a)
illustrates an example of many decorated type A defects with some bright Cs
atoms. Fig 4.10(b) illustrates a line profile across a defect with two Cs defect
decorations and one bright Cs atom. The typical height of bright atoms is ≈
2.5 A˚ which is 2-2.5 times larger than type A defect decorations and Cs terrace
atoms. Bright atoms commonly decorate defects no matter the coverage as well
as the film thickness or interface. At higher coverage, the number of bright
atoms per type A defect increases (Fig 4.4). Brighter contrast can result
from a different charge state compared to other Cs impurities and/or from
topographic differences. In the subsequent discussion, it will be demonstrated
that these bright atoms show no trace of having a different charge state than
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Figure 4.12: STM images of Cs atoms on a globally flat Pb film near type A
defects. Certain Cs surface (bright) atoms are unstable. The STM tip perturbs
the position of these atoms (arrows) during imaging. (a) Vsample = −350mV
(b) Vsample = −650mV.
other Cs atoms. Furthermore, no bright atoms have been observed away from
defects. The vacancy row at the defect site stabilizes Cs surface atoms. This
suggest that the underlying dipolar field at the defect traps and pins diffusing
Cs adatoms to the defect site. Bright Cs atoms are also commonly observed
near type C defects. Type C defect adsorption is very similar to type A.
Fig 4.11 illustrates an STM simulation of a surface Cs atom. The
dashed line in the image correlates with the line profile illustrated in Fig
4.11(b). The height of a surface Cs atom is about ≈ 3.5 A˚. This value is
similar to the height of bright Cs surface atoms. This further suggests that
bright Cs atoms are in fact stable Cs adatoms.
Surface Cs adatoms are particularly unstable on the surface4. Fig 4.12
4Calculations indicate that the diffusion barrier for Cs adatoms is {0.010, 0.015}eV for 5
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Figure 4.13: dI/dV point spectroscopy near and above Cs impurities. Each
curve is an average of 50 separate curves taken at the same location. Each
curve is labeled by a number and the location is indicated in the inset.
illustrates a type A defect fully decorated with Cs atoms and Cs adatoms.
During STM scanning, some Cs adatoms wiggle as indicated by the arrow in
each image. Bright atoms that wiggle are only observed when the defect is
saturated with impurities. Furthermore, wiggling adatoms are typically near
the end of the defect. This is an indication that these surface adatoms are
and 6-layer films respectively
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Figure 4.14: dI/dV spectroscopy taken in the same region indicated in the
(Inset) of Fig 4.13. Spectra indicates the underlying shift in QWS due to the
dipolar field created by the intrinsic defect.
metastable on the surface. There is some attractive potential at the defect
that traps these highly mobile adatoms. However, near the ends of defect, this
potential maybe much weaker because of the neighboring Cs atoms and the
shape of the dipolar field. This further suggests that these adatoms are in fact
on the surface rather than adjacent atoms which behave similar to terrace or
step atoms.
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Fig 4.13 shows dI/dV spectroscopy taken on 4 characteristically differ-
ent Cs atoms, namely Cs surface adatom at type A and type C defects (149,
153), isolated terrace Cs atoms (154,155), and Cs defect decorations (148, 150).
The inset indicates the positions where spectra were taken. All spectra taken
on Cs atoms, except for #154, show nearly identical dI/dV characteristics.
Furthermore, there is no indication of a charge state for surface Cs atoms.
All atoms along the vacancy row have nearly identical dI/dV characteristics.
Small fluctuations in the apparent QWS result from the inherent shift in QWS
near the defect site as discussed previously for intrinsic film defects. This fur-
ther suggests that the contrast change in STM images for bright atoms is
topographic rather than electronic.
Fig 4.14 illustrates spectra taken across the defect similar to the meth-
ods used to measure the shift in QWS for intrinsic film defects. Spectra number
reference the points indicated in the inset of 4.13. Near Cs atoms, the QWS
are heavily suppressed. QWS appear as shoulders in the spectral curves rather
than peaks. Electron scattering is most likely responsible for the suppression
of the QWS near CS atoms. Cs states can strongly hybridize with the un-
derlying QWS heavily broadening the dI/dV peaks [67]. Electron scattering
near Cs impurities will be the focus of the next chapter. This data provides
no evidence that Cs atoms have multiple charge configurations.
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(a) (b) (c)
Figure 4.15: 3D rendering of a type A defect during subsequent lateral ma-
nipulation of a Cs surface atom (bright). Lateral manipulation was performed
with the feedback on with Isetpoint = 0.1 − 1nA and Vsample = 5 − 30meV (a)
Vsample = +2V (b) Vsample = +1V (c) Vsample = +1V, image size: 14.3 × 14.3
nm2
4.4 Atomic Manipulation
The STM tip can be utilized to controllably induce motion of Cs atoms.
Two types of atomic manipulation techniques were used to manipulate Cs
atoms on Pb films, namely lateral manipulation and vertical manipulation.
Lateral manipulation is performed using a very small bias and high setpoint
(decreasing the tunneling junction resistance) in order to induce a local bond-
ing between the STM tip and the adsorbate. Then the tip can be moved and
the adsorbate follows5. When motion is completed, the junction resistance is
increased breaking the strong interaction between tip and sample.
Vertical manipulation requires higher voltages than lateral manipula-
tion, typically pulses, to pull the adsorbate off the surface and onto the tip.
5The motion of the adsorbate depends on which lateral manipulation mode is used, i.e.
pushing, pulling, etc [68]
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(a) (b)
Figure 4.16: STM images of a bright Cs atom (4.15 before and after lateral
manipulation. Once popped out of the defect site, surface atoms diffuse and
reattach to other defects (arrows) (a) Vsample = +1.5V (b) Vsample = +1V
image size: 27.6× 42.7 nm2
Sometimes, this type can lead to desorption. The tip is then moved and typ-
ically pulses of opposite polarity will drop the adsorbate onto the surface.
For Cs, lateral manipulation only works on surface (bright) adatoms at defect
sites, and vertical manipulation typically leads to desorption. A comprehensive
summary of atomic manipulation techniques for LTSTM is given by [68].
For lateral manipulation of Cs adsorbates, the feedback is left on. The
tip is located on top or near an edge of the Cs adatom of interest. The voltage
is then dropped between Vsample = 5− 30mV and the setpoint is increased to
86
3.2nm 3.4nm 3.3nm
3.4nm 3.4nm
(a) (b) (c)
(d) (e)
Figure 4.17: STM images of subsequent lateral manipulation attempts of a Cs
surface (bright) atom. Cs surface atoms stabilize at the defect site when per-
turbed. Circle indicates other Cs atoms that do not move utilizing lateral ma-
nipulation. (a) Vsample = +1V (b) Vsample = +850mV (c) Vsample = +300mV
(d) Vsample = +1V (e) Vsample = +1V
0.5 − 1nA. For substitutional atoms, setpoints as high as 10nA and biases as
low as 2mV were used without any induced motion. Once all parameters were
set, the monitored current from the pre-amp showed an asymmetric waveform
indicated adatom perturbation. The tip is then moved to a position of interest.
During successful manipulation, the current shows large fluctuations as the
scanner is moved. Once the position of interest is reached, the setpoint is
lowered back to its initial value and the voltage increased such that the overall
junction resistance is increased. Then the area is scanned.
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Fig 4.15 illustrates subsequent lateral manipulation of Cs surface adatoms
near a type A defect. Only Cs surface (bright) adatoms can be manipulated
along the dislocation line back and forth as illustrated in 4.15(b)-(c). Once
the atom is moved to the edge and manipulated out of the defect, it pops out.
After manipulation, the Cs atom diffuses across the surface. Cs atoms are
unstable on the film surface. The diffusion barrier of Cs atoms is small even
at low temperatures as mentioned earlier. If Pb vacancies, where Cs terrace
atoms sit, are produced by a kinetic mechanism, then it is unlikely this process
will occur at scanning temperatures (≈ 6K.). Therefore, Cs will diffuse until
it can be trapped by another defect or attach to a step site. Fig 4.16(a) illus-
trates the defect from Fig 4.15 before manipulation in the upper part of the
image. After popping the atom in Fig 4.15(c) out of the defect, it is trapped
by another defect as the arrows indicate in Fig 4.16(b).
In some cases, Cs surface adatoms that are knocked out of a defect
can be knocked back in while scanning. Fig 4.17 illustrates subsequent lat-
eral manipulation attempts of Cs surface adatoms at a type A defect. In
4.17(a), the surface adatom is manipulated slightly askew to the direction of
the dislocation line, and is perturbed into an unstable position (Fig 4.17(b)).
The apparent blip in the image at the adatom site is parallel to the fast scan
direction and indicates that the atom was in a meta-stable position after ma-
nipulation before rescanning. 4.17(c) illustrates another subsequent scan of
the first manipulation and shows the stable position of the atom along the
dislocation line. The same procedure is repeated again, as illustrated in Fig
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Figure 4.18: STM images after lateral manipulation of a Cs (bright) atom and
desorption of substitutional atoms. Atoms were desorbed with voltage pulses
between Vsample = +4 − 5V. Arrows indicate holes left after desorption of Cs
terrace atoms. Vsample = 1V except (b) -1V
4.17(d). With a stronger push, the adatom can then be pushed out of the
defect as illustrated in Fig 4.17(e). The circle in 4.17(e) illustrates an isolated
Cs terrace atom6.
Cs atoms not on the surface or bound to the step cannot be moved using
lateral manipulation. However, they can be desorbed using a high voltage
pulse. Fig 4.18 illustrates lateral manipulation of a Cs surface adatom at a
type A defect followed by subsequent desorption of isolated Cs terrace atoms
and defect decorations. The tip is positioned on top of the Cs atom during
feedback (Vsample ≈ +1V). Then the feedback is shut off. A subsequent pulse,
Vsample = +4− 5V, is applied7. After the pulse is applied, the feedback loop is
reactivated. Adsorbates are typically desorbed, but can occasionally be picked
6For manipulation experiments, step edges were much farther away that other type A
defect sites.
7Negative biases were not as effective as positive in desorbing adsorbates.
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up onto the tip. Usually the atom immediately drop without another pulse
during subsequent scanning. Fig 4.18 (b)-(d) illustrates subsequent desorption
of Cs adsorbates. Within the area where atoms are desorbed, a small pit can
be seen where the atom initially was located. These pits are typically on the
order of ≈ 1nm in diameter. Depending on the imaging bias, these holes can
be difficult to resolve due to the background fringe patterns. The ability to
desorb isolated Cs atoms strongly indicates that these atoms bind at vacancy
sites and within the 1st layer of the film.
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Chapter 5
Electron Scattering from Substitutional Cs
Adsorbates on Pb thin films
5.1 Introduction
One of the landmark achievements using STM, in the early 1990s, was
the observation of electron scattering from defects on noble metal surfaces [12,
69]. These experiments demonstrated the power of STM to map out the band
structure on the atomic scale. More recent experiments have used this concept
to quantify the band dispersion for quasicrystals, high TC superconductors, 1D
chains, and graphene [70–73].
For close-packed noble metal surfaces, the nature of the surface state
drastically simplifies the scattering picture. Surface states reside within the
L−gap where there are no Bloch states. Therefore, surface electrons can be
modeled using a nearly free 2D electron approximation. The surface state is
isotropic and can be approximated by a dispersion relation (in-plane) such
that Esurf (k) − EF = E0 + ~2k22m∗ . Also, for low filling of the surface state
band, electrons have rather large wavelengths which can be approximated by
λF = 2pi/kF . These wavelengths, for low band filling, are typically an order
of magnitude larger than the underlying surface lattice constant. Therefore,
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STM observations of standing wave patterns resulting from scattering are dis-
tinguishable from atomic-scale charge density variations.
For Cu(111), electrons scatter off defects creating modulations in the
LDOS near the scattering center. These modulations appear in STM images
as standing waves near the scattering center. Standing waves arise from co-
herent interference between incoming and outgoing wavefunctions. In order
to qualitatively describe this interference, consider step-edge scattering where
the step-edge forms an impenetrable barrier for incident electrons [74]. For
plane-waves normally incident on a step, the LDOS can be written as:
LDOS(E, x) =
2
pi2
√
2m∗
~2E
∫ k0
0
dk
√
1
1− ( k
k0
)2
sin2(kx) (5.1)
Here, E refers to the energy of an electron referenced to the surface state
band-edge, x is the distance from the step-edge, m∗ is the effective mass of the
electrons in the surface state, and k0 is the wavevector of a free-electron;
k0 =
√
2m∗E
~2
Solving the above integral yields an LDOS dependence on a zeroth-order Bessel
function:
LDOS(E, x) = (1− J0(2k0x))L0 (5.2)
where L0 = m
∗/(pi~2) which is the LDOS of a 2D electron gas absent of scat-
tering. Scattered electrons induce oscillations in the LDOS near the vicinity
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Figure 5.1: STM images of Cs adsorbates at three characteristic energies. At
(a) Vsample = −800mV Cs adsorbates appear as bright protrusions on the
surface. At (b) Vsample = +100mV Cs adsorbates slightly change contrast
relative to the background film. Atomic resolution of the underlying film can
be seen (c) At Vsample = +800mV interference effects resulting from electron
scattering can be resolved near Cs impurities.
of the defect. These types of oscillations have been imaged with STM for a
variety of other systems such as Au(111)and Ag(111) [69, 75, 76]. Coherent in-
terference can be seen because the transverse component of the wavefunction
strongly decays into the bulk. Therefore, the incoming and scattered wavevec-
tors satisfy the relationship |k‖in| = |k‖out|. In general, |Ein| = |Eout| for elastic
scattering although the total surface wavevector may not be conserved [73].
5.2 Electron Scattering from Cs Adsorbates
For thin metal films, such as Pb films, where strong vertical confinement
creates quantum well states, surface electrons can be approximated as nearly
free. However, electrons do not reside in one specific k−state but rather mul-
tiple k−states, or channels, spaced at discrete intervals resulting from vertical
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Figure 5.2: Quantum well states of the underlying Pb film before Cs deposition.
EQWS = {−0.788eV,−0.248eV, 0.370eV, 1.02eV}.
confinement. Therefore, the normal component of the electron wavefunction
does not decay strongly into the bulk, but rather oscillations sinusoidally up
to the substrate interface.
Fig 5.2 illustrates the QWS for a 12ML Pb film grown on a
√
3 ×√3
interface before Cs deposition. Peaks in dI/dV spectroscopy corresponds to
the formation of QWS normal to the surface1. For this film, there are QWS
located at EQWS = {−0.788eV,−0.248eV, 0.370eV, 1.02eV}.
At certain imaging biases, interference resulting from elastic scattering
1Cs decorate Pb films are created in the same manner described in previous sections
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Figure 5.3: STM image of Cs adsorbates on a 12ML Pb film grown on a√
3 ×√3 interference. Near Cs terrace atoms and step decorations, standing
wave patterns can be observed resulting from coherent interference incoming
and scattered electrons Vsample = +2V.
of surface electrons can be observed. Fig 5.1 shows STM images of an area
around Cs impurities at three characteristically different energies on a 12ML
Pb film grown on a
√
3×√3 interface. In the filled-state regime (Fig 5.1(a)),
terrace and defect Cs impurities appear as bright protrusions on the surface
as described in previous chapters. There is no signature of coherent wave
interference. Cs impurities deposited on the surface are assumed to ionize
donating their electron to the Fermi sea. Isolated terrace atoms sit within the
first layer of the film at vacancy sites. Terrace atoms have a filled-state height
of ≈ 1 A˚. Defect atoms sit in a configuration similar to terrace atoms, except
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Figure 5.4: STM image of Cs adsorbates on a 12ML Pb film grown on a√
3 × √3 interface. Cs atoms appear as bright protrusions on the surface at
these energies Vsample = −800mV.
for certain atoms that appear brighter than surrounding impurities. These
bright impurities are typically ≈ 2.5 A˚ in height and have the same LDOS as
terrace atoms2.
Atomic resolution of the underling film can be seen in empty-state
images below the onset of the first empty-state QWS. Fig 5.1(b) shows atomic
resolution of the film where Cs atoms can still be resolved but change contrast
relative to the background. However, at these energies, there is no signature of
wave-like interference near associated with elastic electron scattering of surface
2See previous chapters for details on Cs adsorption on Pb films.
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Figure 5.5: STM images near an empty-state QWS (E = +370meV) that
shows coherent interference of electrons near Cs impurities.
electrons from impurities.
Above the onset of the first empty-state QWS, STM images show ev-
idence of scattering behavior which is much different than images taken at
lower biases. Fig 5.1(c) shows the onset of wave-like interference associated
with interference of incoming and outgoing surface wavefunctions resulting
from coherent impurity scattering. This effect is only observed near Cs impu-
rities at energies above the first empty-state QWS.
Standing wave patterns, above the first empty-state channel, are only
observed near Cs impurities. Fig 5.3 and 5.4 large scale STM images with
a high density of Cs impurities as well as an atomic step. In the filled-state
image, there is no indication of wave interference effects, however in the empty
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Figure 5.6: FFT of real space STM images from Fig 5.5. The wavevector, |k|,
refers to |k| = 2pi/λ where λ is the wavelength of interference waves produced
near Cs impurities in real space. Above the onset of the first empty-state QWS
(EQWS = +370meV) a ring develops resulting from coherent interference, or
intra-channel scattering, of electrons from QWS.
state image, there is a clear indication of wave interference from all Cs impuri-
ties. As described earlier, Cs atoms preferentially bind to the lower step edge
(ascending step). In this image, the total length of the ascending step is fully
decorated with single Cs impurities. At the ascending edge (lower contrast)
region of the image, there is clear indication of coherent interference from Cs
step decorations. However, for the descending step away from impurities, there
is no strong indication of interference effects. Typically, interference resulting
electron scattering for noble metal surfaces is much stronger for descending
steps rather than ascending steps which is opposite for this case. This sug-
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Figure 5.7: Plot of |k| values after radially averaging the intensity of real-space
FFT images from 5.5. (Inset) Plot of Energy vs. |k| extrapolated from the
plotted graph. Error bars refer to half the width of the ring in FFT images.
The resultant |k| is a contribution of all scattered k−states near the observed
energy.
gests that interference only occurs around Cs impurities. Furthermore, this
indicates that the scattering potential created by Cs impurities is inherently
different than the scattering potentials for intrinsic film defects including un-
decorated step edges. Interference effects are not observed near any intrinsic
film defects, such as a step or line defects, on impurity-free films regardless of
thickness, underlying interface, and imaging bias.
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STM data suggests there is a relationship between the onset of electron
scattering and the QWS of the system. Interference effects are only observed
for empty-state images above the onset of the first QWS channel. Fig 5.5
and 5.6 illustrate real space and Fourier transforms of real space STM images
near the first QWS above EF . The onset of wave interference occurs at E =
+400meV which is above the first empty-state channel. This persists for all
observed biases above this threshold. For scattering from an isotropic surface
state described by a parabolic dispersion, spatially resolved FFT images of the
differential conductance will show a ring with a given radius characteristic of k.
The radius of this ring can be mapped out with respect to energy to resolve the
dispersion [12]. For Cs impurities, the onset of interference is characterized by
a ring with a radius characteristic of the wavelength of the interfering waves3.
In Fig 5.6 this is no evidence of a ring below E = +400meV. However, the
ring appears at all energies above the onset of the first empty-state QWS. The
magnitude of |k| here refers to |k| = 2pi/λ where λ is the wavelength near
impurities in real-space images. For constant current images, this corresponds
to the integral of the LDOS.
Fig 5.7 illustrates a plot of |k| for images where interference is present.
The value of |k| corresponds to ≈ 2.51/nm (λ ≈ 2.5 nm). Furthermore, the
standing wave amplitude does not diminish above the first channel. This effect
is rather strong at energies far above the first QWS energy. Interference has
3For this case, the ring results from a contribution of all states near the imaging bias the
Fourier transform of a constant current image is used
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been observed as high as E = +2eV suggesting that coherent interference
persists for multiple empty-state channels (Fig 5.3)4.
For noble metal surfaces, plane-wave electrons are highly localized on
the surface. The transverse wavefunction is of the form φz = e
−Kz where z
is the spatial direction normal to the surface and K represents decay into the
bulk. Therefore, surface electron scattering is nearly elastic where |k‖in| ∼=
|k‖out|. When scattered wavefunctions interfere with incoming wavefunctions,
this produces coherent interference near the scattering potential since the scat-
tering process conserves k‖ up to a phase shift.
For Pb thin films, the transverse component of the wavefunction does
not rapidly decay in the film, but rather is sinusoidal and indexed by an integer
φz ∝ A sin(knz). Therefore, the total k is a sum of a transverse component
indexed by the QWS (k⊥) and a longitudinal component (k‖) which take on a
continuous set of values. For scattered wavefunctions, there is a new degree of
freedom. Not all scattering potentials will elastically scatter surface electrons
such that |k‖in| = |k‖out|. For wavefunctions scattered from intrinsic defects,
energy is transferred to exciting different transverse modes. This changes the
transverse bound state to a superposition of all QWS. The scattered wavefunc-
tion will therefore have a |k‖out| which can be much different than the incoming
|k‖in|. For this type of surface scattering, the surface component of the incom-
ing and outgoing wavefunctions will not interfere coherently. Therefore, there
4The QWS, near Cs impurities, becomes heavily suppressed. This makes dI/dV imaging
noisy. This is discussed in the previous chapter
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wont be a clearly observable wave patten.
For Cs impurity scattering, coherent interference can be seen in STM
images. This indicates that scattered wavefunctions have similar k‖ as incident
wavefunctions. In general, incoming wavefunctions, in a given channel (kn),
will scatter into a superposition of all possible channels (kn) with appropriate
coefficients. In order for interference effects to be seen by STM, the outgoing
wavefunction must have a transverse component equal to the incident channel
such that |k‖in| ≈ |k‖out|.
For Cs impurity scattering, the scattering potential is clearly channel-
dependent as interference effects are only seen for empty-state channels. For
filled-states, impurity scattering is similar to intrinsic film defect scattering.
Therefore, no coherent interference is observed. For empty-state channels, the
process is quite different from filled-state channels. For these channels, wave-
functions scatter such that |k‖in| ≈ |k‖out|. This suggests that the scattering
potential more strongly couples filled-state channels than empty-state chan-
nels. It is not clear why Cs impurities would scatter states different depending
on their polarity. However, this could be a result of the ionic nature of these
type of impurities.
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Chapter 6
Adsorbate-Induced Nanostructure Formation
in the Quantum Regime
6.1 Introduction
Thin film technology has greatly advanced over the last few decades
and plays an important role in advancing electronic and spintronic-based tech-
nology. On the fundamental side, efforts have been focused on controlling
the formation of novel nanostructures through manipulation of strain energy,
adsorbate-modified kinetics, and light irradiation [77–81]. For ultra-thin metal
epitaxy, emerging research over the last decade has demonstrated that quan-
tum confinement of electronic states can have profound effects on the growth of
various metal nanostructures as well as their physical and chemical properties
[31–34, 53, 82–84]. This is commonly referred to as “quantum” or “electronic
growth” [30].
Among various systems exhibiting quantum growth behavior, Pb on
Si(111) is probably the most thoroughly investigated. This is due to a nearly
4:3 matching between the (111) lattice constant and the Fermi wavelength λF ,
resulting in a bi-layer quantum oscillation of the density of states [35, 40]. This
thickness-dependent modulation of the quantum well states (QWS) has been
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Flat-top recovered
Mass Transfer
Mass Transfer
Figure 6.1: An example of a mass transfer process at RT of a nanomesa
triggered by current injection. The lowest energy configuration of the mesa
surface is the flat-top as indicated in (d).
utilized to study the interplay between quantum confinement and surface dif-
fusion of Fe adatoms as well as QSE-induced oscillations of surface reactivity
for adsorbed O atoms [85, 86]. However, for these specific cases, there is no
experimental evidence showing that adsorbates induce modifications to the un-
derlying quantum growth phenomena. Furthermore, this thickness-dependent
modulation, where the interplay between classical surface energy (which favors
a smooth (111) surface) and the quantum size effect (QSE) energy (which fa-
vors bilayer stability), gives rise to rich phenomena in atomic processes of film
growth [39, 52, 87, 88].
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Figure 6.2: Typical vicinal Si(111)-7x7 sample used for growth of flat-top
mesas. Miscut = 1.1◦ toward [112].
We demonstrate a novel growth phenomenon: adsorbate-induced re-
structuring of Pb nanostructures on Si(111) surfaces in the quantum growth
regime. More specifically, by introducing a minute concentration of alkali
adsorbates on the surface of a Pb mesa, the energetic balance between the
classical and QSE energetic terms can be controllably altered, leading to the
spontaneous formation of monolayer-high Pb nano-islands predominately on
quantum unstable regions. This morphological evolution of Pb nano-islands is
intricately linked to a ring of Cs-adatoms that decorate the step-edges of nano-
islands. DFT calculations confirm that this step decoration lowers the overall
step energy cost associated with promotion of quantum stable structures.
6.2 Experimental Details
All experiments were carried out using a home-built low temperature
4K STM highlighted in Chapter 1. Single crystal Ir tips and PtIr tips were
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Figure 6.3: (a) Impurity-free flat-top mesa grown on vicinal Si(111) − 7 × 7.
Each terrace is separated by single steps giving a monotonic distribution of
thicknesses on the flat-top mesa. The average terrace width is ≈ 30nm.
(b)-(d) Sequence of images taken at various biases showing the distribution
of thickness-dependent QWS on the flat-top mesa. Contrast results from
the modulation in QWS. Numbers indicate thickness in ML: (b) Vsample =
−350mV (c) Vsample = −100mV (d) Vsample = +100mV
used for all experiments. Si(111) samples were n-doped (Sb) with a resistivity
of 0.022-0.06 Ω-cm. Vicinal Si(111) wafers utilized have a miscut of 1.1◦ toward
[112] (6.2). Samples were flashed similar to procedures highlighted in ref [89].
Pb was deposited on Si(111) − 7 × 7 from a thermal evaporator with typical
growth rates of 0.5ML per minute at room temperature.
Even though QSE prefer bilayer stability, the energy contribution from
this effect is not strong enough, at temperatures where kinetics are active ,
to overcome the classical surface energy contributions which favor the flat-
top geometry [36, 37]. This is demonstrated in Fig 6.1 where a voltage pulse
from the STM tip is used to initiate a self-drive mass transfer process at room
temperature [36]. Pb atoms diffuse from the side-walls of the mesa onto the
mesa top. This evolution process produces additional single atom layers. After
the this perturbation, the mesa eventually recovers a flat-top geometry rather
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than a quantum stable geometry. This indicates the the quantum stability
is too weak to overcome the classical contributions which favor the flat-top
geometry. Below room temperature, experiments indicate that mass transfer
of Pb atoms follow a quantum stable kinetic pathway. However, the flat-top
geometry is still preferential once the mesa fully relaxes [38]. A typical flat-
top mesa on the vicinal surface as well as spectroscopic characterization of
thickness-dependent QWS is illustrated in Fig (6.4).
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Figure 6.4: (a) Experimental dI/dV (LDOS) taken across the mesa top given
in 6.3 for 9-17ML. (b) Energy locations of each QWS at the given thicknesses.
Energy values are assigned to peaks in the spectra in (a). A clear bi-layer
oscillation in the density of states can be see with a phase shift from even-odd
to odd-even at 14ML.
6.2.1 Cs calibration on Thin Films
Cs was deposited from a resistively heated SAES getter source. Samples
were annealed from ≈ 6K to room temperature for 1 − 5 minutes before Cs
deposition. Cs was heated and outgassed for 1 min and deposition times varied
from 10 − 30 seconds. Pressure during deposition was kept below 5 × 10−10
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Figure 6.5: Calibration of Cs coverage utilizing the buried interfacial (7 × 7)
interference patterns. 0.04ML refers to 2 Cs adatoms per each unit cell of
Si(111)− 7× 7 as seen on top of the Pb film
Torr during deposition. After deposition, samples were cooled to 6.2K between
2-15 minutes after deposition. Cs coverages were calibrated (Fig 6.5) relative
to the underlying 7 × 7 buried interfacial fringe patterns (0.04ML refers to 2
Cs atom per Si(111)− 7× 7 unit cell, corresponding to 3.2× 1013/cm2) [49].
6.3 Nano-island formation: Bi-layer Distribution
Fig 6.6(a),(b) shows a large scale images of a mesa with Cs-induced
nano-islands after 0.037ML Cs deposition. Circular nano-islands on mesa tops
are the signature of Cs adsorption. All mesas with a fixed coverage show
similar lateral size and spatial distribution of circular nano-islands. Typical
nano-island diameters are on the order of 10-80 nm, and the average diameter
increases with higher Cs dosing (6.10). No significant Cs adsorption on the
wetting layer could be resolved.
Fig 6.7 shows an STM image of the spatial distribution of nano-islands
for 0.037ML Cs coverage where dashed lines indicate QWS boundaries re-
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(a) (b)
Figure 6.6: (a) Large scale image of 6 flat-top mesas showing similar dis-
tribution and coverage of Cs-induced nano-islands on the mesa surface. No
nano-islands can be observed on the wetting layer (b) Zoomed in image of
a characteristic flat-top mesa with a distribution of Cs-induced nano-islands
Cs coverage for both images = 0.037ML, T = 6.2K. Vsample = −1.5V. Lapla-
cian filters are used for both images to subtract height variations from the
underlying Si substrate
sulting from underlying substrate steps. The nano-island density distribution
clearly depends on the thickness and shows a strong bilayer distribution. As
shown in Fig 6.7(c), increasing the coverage of Cs (0.057ML) greatly enhances
this oscillation to the point where few to no nano-islands are observed on
quantum mechanically stable layers. Furthermore, as the typical diameter of
individual nano-islands becomes larger than the underlying terrace width, the
nano-islands elongate parallel to the substrate step in order to stay on the
same terrace. This indicates that there is an unfavorable energetic cost for
a nano-island to span a neighboring (stable) layer. Therefore, the nature of
nano-island formation is influenced by quantum stability.
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Figure 6.7: (a) Bi-layer distribution of nano-islands for 0.037ML Cs coverage.
Dashed lines indicate QWS boundaries resulting from underlying substrate
steps. Vsample = −1.5V, It = 30pA (b) 0.057ML Cs Vsample = -0.5 V, It = 65pA
Fig 6.8 is a plot of the thickness-dependent average areal distribution for
0.037ML and 0.057ML Cs coverage. The bi-layer oscillation of the distribution
is observed for both coverages with local maxima appearing on odd layers up
to 14ML. The thicknesses with a higher nano-island density correlate with
quantum mechanically unfavorable thicknesses which have local maxima in
the density of states at EF (6.4). Furthermore, between 14-15 ML a phase slip
in the coverage distribution occurs and exactly matches the phase slip in the
QWS spectra.
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Figure 6.8: Ratio of nano-island coverage to total terrace area for each thick-
ness. 0.037ML Cs square (orange/bright), 0.057ML Cs circle (purple/dark)
coverage error ≈ 5%.
6.4 Electronic Properties of Nano-islands: Emergence
of “Quantum Stability”
At first sight, one might interpret these bi-layer oscillations of the nano-
island distribution as the influence of QSE on surface diffusion (Fe adatoms)
[85] or surface reactivity (O adsorption) [86] for the case of Cs adatoms. How-
ever, detailed analysis reveals a totally different origin. Fig 6.11(a), (b) illus-
trate topography and simultaneously acquired dI/dV images of an 8-10 ML
mesa with 5 nano-islands for 0.037ML Cs coverage. For the regions away from
the nano-islands, the dI/dV image reveals typical bi-layer contrast resulting
from thickness-dependent QWS modulation. However, in the dI/dV image,
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Figure 6.9: Average nano-island diameter increases with increasing Cs expo-
sure. The surrounding terrace and the nano-island surface also roughen as
the coverage increases. Nano-islands maintain a +1ML height profile even
near surface saturation of Cs. (a) 0.024ML, Vsample =+1V (b) 0.037ML,
Vsample = −1.5V(c) 0.057ML, Vsample = −500mV .
nano-islands show contrast identical to the neighboring +/-1 ML (“quantum
stable”) thicknesses. This indicates that nano-islands have an electronic state
similar to a +/-1ML stable Pb surface and is a strong indication that the
nano-islands are purely Pb. Fig 6.13 shows the QWS energies on and off
a Pb nano-island. The STS spectrum indicates that the QWS on top of a
nano-island are shifted down in energy compared to an adjacent terrace. This
further suggests that the nano-island is quantum stable.
In addition, it has been experimentally observed that Cs adatoms dis-
tribute individually on globally flat stable Pb(111) films (discussed in Chapter
4). Our first-principles calculations also indicate that Cs adatoms repel each
other on the Pb surface due to strong ionization with the substrate. Therefore,
adsorbed Cs atoms are unlikely to form islands, but rather likely to distribute
individually on the surface. This is different from the case of Fe adatoms
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Figure 6.10: Size distribution of nano-islands on flat-top mesas with coverages
0.037ML and 0.057ML. The average island size increases with coverage.
on Pb films where Fe adatoms nucleate on the surface to form Fe islands as
demonstrated in ref. [85]. Furthermore, there is no indication that Cs forms
an alloy with Pb as has been reported for the Pb-O complex demonstrated in
ref. [86].
6.5 Adsorbate-induced Energetic Favorability of Nano-
Islands
Nano-island formation is intricately linked to a step-decoration of Cs
adatoms along the step edge of the nano-island. Fig 6.12(a) shows a high
resolution STM image of a nano-island with 0.01ML Cs coverage in which
a ring of Cs atoms decorates the lower step edge of the nano-island. Line
profiles indicate that the Cs decorations are 0.1 nm higher than the adjacent
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Figure 6.11: a) Topography (b) simultaneously acquired dI/dV images of
0.037ML Cs T = 5.4K, Vsample = +0.61V, It = 25pA. Vmod = 5mV, fmod =
1.7kHz. Contrast in the differential conductance image indicates that +1ML
nano-islands have DOS similar to neighboring “quantum stable” layers at the
imaged bias. This is what would be expected for +1ML Pb nano-islands.
nano-island terrace (Fig 6.12(b)). The relative height of a nano-island terrace
relative to the underlying mesa terrace is 0.28 nm which is equivalent to 1ML
of Pb. This height is independent of adsorbate coverage or nano-island size for
all observed coverages. The direct correlation of nano-island and the Cs atom
ring formation at the edge indicates that step-edge decorations of Cs atoms
must play a key role for this morphological transformation.
Nano-island stability is an energetic balance between the surface energy
and the step formation energy. The surface energy is a combination of the clas-
sical surface energy and contributions from quantum size effects. The overall
formation energy of the system therefore has two energetic contributions, from
the step and the surface. For a bare Pb island, the energetic cost assosciated
with step formation is too high to stabilize quantum favorable islands on the
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Figure 6.12: Cs adatoms favorable decorate the step-edge of Pb. Cs step
decorations lower the overall formation energy to promote “quantum sta-
ble” nano-islands. (a) STM image of a nano-island at 0.01ML Cs coverage.
Vsample = +1V, It = 30pA. (b) Cross-section profile of nano-island in (a) from
points marked A-B. Profile indicates that the height of the nano-island equals
1ML of Pb (2.86 A˚).
mesa surface.
Cs step decorations alter the overall formation energy of a Pb nano-
island. Table 6.1 illustrates DFT calculations for the overall binding energy
difference between Cs atoms on a flat terrace and Cs atoms absorbed at a step
edge with a given mini facet (∆E = Etot(Cs flat surface)−Etot(Cs step edge)).
The total energy of the nano-island is lowered with Cs decorations. This en-
ergy reduction can stabilize the formation of Pb nano-islands on the surface
breaking the flat-top geometry. Furthermore, there is a clear bi-layer oscilla-
tion in ∆E. Therefore, it is more energetically favorable for unstable layers to
promote nano-island formation.
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Figure 6.13: STS spectra taken on top of the nano-island and on the adjacent
terrace given in 6.12(a). QWS on the nano-island top are shifted down in
energy relative to the QWS on the terrace. This correlates with “quantum
stability” in the system.
6.6 Conclusion
In summary, we have experimentally demonstrated a novel scheme that
allows us to tune the energy landscape of a flat-top quantum Pb mesa. With
Cs adsorption, +1ML Pb nano-islands are preferentially formed on quantum
mechanically unstable thicknesses. Our theoretical analysis has revealed that
above a threshold coverage of Cs, stable Cs step-decorated Pb nano-islands
on quantum unstable layers are more energetically favorable than a flat-top
quantum mechanically unstable layer with a distribution of Cs adsorbates.
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Mini facet 5-layer 6-layer 7-layer 8-layer
(100) 0.257 0.159 0.237 0.163
(111) 0.237 0.149 0.203 0.144
Table 6.1: DFT calculations of the total energy difference, ∆Etot on a flat
surface compared to a step edge with a given mini facet. This energy difference
shows a strong bi-layer oscillation. Energy units in (eV).
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Chapter 7
Dopant Characterization of Fin Field-Effect
Transistors using Scanning Capacitance
Microscopy
7.1 Basics of Scanning Capacitance Microscopy
Scanning Capacitance Microscopy (SCM) has been one of the most
widely used probe-based techniques for electronic characterization of semicon-
ductor devices. This technique combines the power of AFM with an measure-
ment that is sensitive to the electronic properties of the surface. SCM can
be done on insulating surfaces, in fact a dielectric is a requirement, which is
atypical for most electronic-sensitive probe techniques (e.g. STM).
In order to detect the capacitance of the majority carriers in the sys-
tem, a lock-in technique is employed where dC/dV is detected (Fig 7.1). At
high frequency (50-100kHz), only the majority carriers in the sample will be
able to respond to a small voltage modulation (Vmod,ω). With this basic prin-
ciple, capacitive changes in the circuit can be attributed to majority carrier
accumulation and depletion within the semiconductor. In addition to the
modulated signal, a larger DC bias (Vbias) is applied to accumulate and de-
plete carriers at the insulator-semiconductor junction. With this technique,
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Figure 7.1: Schematic diagram of an SCM module. SCM operates in conjunc-
tion with an AFM in force-feedback, contact (non-tapping) mode. An external
module which utilizes a lock-in based scheme is utilized to detect dC/dV .
capacitance vs. voltage characteristics as well as spatial fluctuations in ca-
pacitance can be mapped out. A simple rule of thumb when interpreting
SCM data is that the carrier concentration, ncarrier, is related to the signal by
ncarrier ≈ 1/(dC/dV ). For higher carrier concentrations, it becomes more dif-
ficult to accumulate/deplete carriers over a specific applied bias range. There-
fore, the slope of the C − V curve will not change much. In an SCM image
over a range of applied biases, this will result in modest contrast change (Fig
7.2).
The difficulty in this technique is that the capacitive signal is intricately
related to the probe shape and contact area. Near the contact region, there
will be a depletion region formed resulting from the voltage difference between
the probe and sample. This region is responsible for the detected capacitive
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changes. This depletion region is very difficult to model for 3D structures and
undoutably will change for small device structures with feature sizes on the
order of 10− 100nm. During contact measurements, the probe shape will un-
doubtedly be modified. This will further modify the depletion region within
the semiconductor. Therefore, it is very difficult to gather quantitative infor-
mation about the capacitive variations for a particular sample. However, if
a region of interest is scanned within an area that has known characteristics
(doped-substrate), then comparative techniques can be used to characterize
the depth profiles of semiconductor samples. This is the methodology that
will be used to describe the dopant characteristics of FinFET structures be-
low. Qualitative information about the electronic properties of the fins can
be inferred by comparing contrast changes of regions of interest to well-known
regions. The inherent geometry of the sample allows us to compare the capac-
itive changes to the underlying SOI wafer.
SCM is operated in force-feedback mode like used for contact AFM
(drag mode). Tips are metallically coated, usually with PtIr or NiCr. The
cantilever position is monitored by reflecting a laser off of the cantilever. The
reflected beam is sent to a quarter photo-diode and this signal is sent to the
control electronics. The sample has an intentionally grown dielectric layer,
typically a thick oxide layer, to create the necessary dielectric to form an
capacitive junction.
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Figure 7.2: Typical C − V curve of a Metal-Insulator-Semiconductor (MIS)
junction. SCM measurement measures the slope of this curve.
7.2 Introduction to FinFET
As complementary metal-on-semiconductor (CMOS) transistor dimen-
sions continually shrink down towards the regime of tens of nanometers, the
necessity has developed to explore alternative device structures deviating from
planar CMOS. The most popular candidates are double-gate CMOS (DG-
CMOS) devices because of their immunity to short channel effects exposed
in shrinking planar technology [90–92]. FinFETs are a class of DG-CMOS
which are highly regarded as the most promising candidate because of their
simple process and compatibility with conventional planar processing technol-
ogy. However, future development of such nanoscale device technology hinders
on the ability to characterize the electronic and structural properties at such
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Figure 7.3: Perspective view of a FinFET device fabricated on an SOI wafer.
The device consists of a “fin” which has a characteristic dimension of 35 nm.
The fin is the channel of the device and is attached to source/drain (S/D)
electrodes. The gate is wrapped around the fin channel (DG-CMOS).
extremely small sizes and unique geometries. In particular, fabrication of
FinFET relies on quite different dopant implantation strategies from planar
CMOS to form S/D and channel regions with desired profiles. Furthermore, it
has been reported that the dopant diffusion behavior is significantly affected
by the special geometry of the fins and their interface with the media [93, 94].
Thus, a close feedback between process simulation and experimental dopant
profiling plays a very critical role in the development of FinFET and other
advanced CMOS technologies.
Dopant profiling of a fin structure requires 2D capability with high
spatial resolution and adequate dynamic range, for which a mature method
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has yet been established. While many scanning probe techniques have been
adapted for semiconductor characterization over the last decade,[95] scanning
capacitance microscopy (SCM) has evolved into a powerful characterization
tool for dopant profiling in semiconductor devices.[2, 96–101] In this paper, we
report the first SCM study of 2D carrier profiles in Boron-doped fin struc-
tures with different implantation conditions (dose, energy, and implantation
angle). The results are further correlated with High Angle Annular Dark Field
(HAADF) transmission electron microscopy (TEM) studies. SCM images re-
vealed differences in capacitive behavior within a fin resulting from changes
in implantation parameters. The experimental results show qualitative agree-
ment with diffusion-based process simulations but differ in some details. Our
results show that SCM is a potentially promising tool for dopant profiling of
FinFET devices. It opens up the possibility to be used in sync with simulation
to further optimize implantation conditions for device processing.
7.3 Experimental Setup
The fin structures were fabricated with the top layer of a silicon-on-
insulator (SOI) wafer, right above a 125 nm buried oxide layer (BOX) layer.
The substrate is p-type with a carrier concentration of 1×1017/cm3. Fins were
doped using ion implantation followed by a rapid thermal anneal (1000◦C for
5 sec). The implantation angle is referenced normal to the substrate plane. A
typical fin structure has a nominal dimension of 35 nm in width and 50 nm in
height as shown in the SEM image (Fig 7.4(a)). Experimental measurements
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were performed, however, on devices diced near the edge of the wafer which
contains fins of similar height but with varying widths ranging from 90 to
160 nm. This is attributed to the lithographic non-uniformities at such small
dimensions.
For SCM measurement, the samples were prepared as shown in Fig
7.4(b). The samples were first deposited with a CVD oxide layer on top of the
fins for protection. For all samples except sample #2, a 1 nm thick Cr layer was
deposited prior to the oxide layer for more reliable measurement. A glass slide
was then glued on top of the samples with epoxy. The samples were then cross
sectioned and polished with diamond lapping films and colloidal silica (CMP).
After polishing, the samples were held at 300◦ C under UV light to remove
the charges on the cross-sectional surface and to provide a suitable oxide layer
for SCM measurements. Fig 7.4(c) illustrates a typical cross-sectional AFM
image of the fin structures after preparation for SCM measurement. AFM
imaging shows clear topographical contrast between the BOX/Substrate and
Fin/BOX interfaces allowing for spatial delineation.
The SCM measurements were performed on a DI3100 system with the
SCM module (Veeco Metrology Group). Commercially available PtIr coated Si
probes were used for all reported SCM measurements. Likewise, NiCr coated
tips were also tested. However, PtIr tips were more durable and showed the
ability to resolve the fin structures with significantly higher resolution. The ca-
pacitance image signal is the combination of phase (Θ) and amplitude |dC/dV |
signals (|dC/dV | × sin(Θ)). AFM and SCM images were acquired simultane-
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ously utilizing a lock-in technique.
Conventional TEM sample preparation methods were used for TEM-
based studies of sample #1. Images were taken with a JEOL 2010F microscope
in the scanning TEM (STEM) mode, with HAADF detector collection angles
from 50 - 110 mrad, a camera length of 40 cm and a probe size of 0.5 nm.
Further experimental details have been reported by Garcia-Guiterrez et al
[102, 103].
Dopant profiles of the fin structures (35 nm x 50 nm) were simulated at
different implant conditions (dose, energy, and tilt angle) using TSUPREM4.
These simulations gave information about potential ion tunneling through the
fin structure and helped find the optimum implant conditions. To estimate
the dopant loss, the remaining doses were calculated by integrating doping
concentration over the depth. To account for the tunneling of ion implants
across the fin, Monte Carlo analysis was used as an implant model. Activation
condition was set to be 1000◦C for 5 sec.
7.4 SCM Imaging and Modeling of Fin structures
The samples in this study were prepared at the implant conditions as
summarized in Table 7.1. They vary in dose, implant energy, and implant
angle.
The samples with low dose show sensitive capacitive dependence on DC
bias. Fig 7.5 shows SCM images of sample #1 (dose = 8 × 1014/cm2 (B), E
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Figure 7.4: (a) SEM image of the 50×35 nm2 fin structures studied. Fins lie on
top of a SOI wafer with substrate doping of 1× 1017/cm3. (b) Cross-sectional
schematic view of the fin structure, including added layers for SCM sample
preparation. 1 nm chromium layer was deposited on all samples except sample
2. (c) Cross-sectional AFM image (500 × 500 nm2) of typical fin structures
after sample preparation.
Sample Dose Implant Energy Implant Angle
#1 8× 1014/cm2 5 KeV 30◦
#2 1× 1016/cm2 5 KeV 0◦
#3 8× 1014/cm2 7 KeV 60◦
#4 8× 1015/cm2 7 KeV 60◦
Table 7.1: Implantation conditions for studied Fin samples. All samples were
implanted with B and after ion implantation were rapidly annealed to remove
damage from implantation and to activate dopants.
= 5 keV, θ = 30◦) as a function of DC sample bias VDC . As shown in Fig.
7.5(a), each fin structure shows remarkable consistency and reproducibility
with its neighbors. Fig 7.5(b)-(d) represent typical SCM images acquired as
function of sample bias VDC . With respect to the contrast of the BOX layer,
the change of contrast vs. VDC can be observed in both substrate and fin
regions. Since the BOX layer is an insulator, it does not show bias-dependent
contrast change. The contrast of the BOX, therefore, serves as reference point
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Figure 7.5: SCM results for sample 1 with fin size of 53 × 162nm2. (Inset)
HAADF image (53×162nm2) of sample 1. Contrast results from strain induced
from boron at silicon lattice sites. Brighter contrast indicates higher B doping
concentration. (a) Zoom out SCM image showing consistency of SCM signals
from each fin; VDC = −2 V. Bias dependent SCM images obtained at (b)
VDC = 0 V, (c) VDC = −1 V, and (d) VDC = −2 V, and (e) four angle
compensation of active dopants of sample 1 after RTA for a 50 × 35nm2 fin.
(f) Schematic diagram of characteristic dopant regions of a fin: Concentration
of region 1 < concentration of region 3 < concentration of region 2. Averaged
SCM line profiles across areas indicated in (a) with characteristic (g) VDC = 1
V and (h) VDC = −2 V. Nominal AC modulation is 0.3 V for all SCM images.
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to differentiate p and n-type carrier regions in SCM images. A region with
higher contrast than the BOX is identified as p-type, and a darker one n-type.
There are three different regions within the fin structure that show different
capacitive response. Regions 1 and 3 show similar responses vs. VDC . Below
a certain onset VDC , depletion occurs within each of these regions. However,
qualitatively both regions show different contrast vs. VDC . This characteristic
is due to majority carrier variations between the two regions. Unlike regions 1
and 3, region 2 shows virtually no contrast change over the applied bias range.
We attribute the lack of contrast change to a very high carrier concentration
within region 2. Fluctuations of capacitance in this region are indistinguishable
to that of a metal. Comparing regions, the carrier concentration of region 2 is
greater than that of regions 1 and 3 while region 1 is less than region 3.
These characteristics are further illustrated with line profiles. Fig
7.5(g)-(h) are averaged line profiles over chosen areas of interest within the
fin of sample #1. Along each area, line profiles were obtained, averaged over
the area, and plotted for each VDC , with zero point set as the contrast of the
BOX. Positive SCM signal indicates the area has p-type carrier. On the other
hand, the negative SCM signal indicates the area has n-type carriers, i.e., the
contrast in this area is inverted at that particular VDC .
Since the substrate carrier concentration (p-type, 1 × 1017/cm3) is
known, it is possible to qualitatively infer the carrier concentration of the
fin from contrast imaging. From Fig 7.5(b)-(d), it can be seen that the con-
trast reversal within each fin is smaller in intensity compared to the substrate.
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Figure 7.6: SCM images of sample 3. (a) VDC = 0.5 V, (b) VDC = −1 V, (c)
VDC = −1.75 V, and (d) four angle compensation of sample 3 active dopant
after RTA. (e) Schematic of observed carrier profile of fin: Concentration of
region 1 < concentration of region 2. Nominal AC modulation is 0.4 V for all
SCM images.
Therefore, we claim the fin regions have a majority carrier density at least or
greater than the substrate region.
To verify the SCM results, a comparison with a HAADF-STEM study
was performed. HAADF-STEM contrast imaging can reveal information about
the dopant distribution within a semiconductor [103–105]. As explained in
Perovic et al [104], The contrast observed in HAADF images results from Si
atoms displaced from their equilibrium lattice positions adjacent to the substi-
tutional B atoms,. Larger boron concentration results in displacement of larger
amount of Si atoms, and therefore results in brighter contrast. Fig 7.5(inset)
is the HAADF-STEM image of sample #1. Except a small remnant silicon
nitride layer (≈ 50 nm wide, 3 nm thick) centered on top of the fin, which
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Figure 7.7: SCM results of sample #2; (a) zoom out image of fins showing
reproducibility of SCM signal from each fin. Bias dependent SCM images
obtained at (b) VDC = 0.5 V, (c) VDC = 0 V, and (d) VDC = −1.25 V. (e)
Two angle compensation of sample 2 as implanted. (f) Schematic diagram of
observed carrier profile of the fin: Concentration of region 1 < concentration of
region 2. Line profiles of SCM signal at (g) VDC = 0.5 V and (h) VDC = −1.25
V. Nominal AC modulation is 0.65 V for all SCM images.
is presumably resulted from processing imperfections, the HAADF-STEM im-
age reveals similar features to the SCM data. An incremental increase in the
intensity, corresponding to higher carrier concentration, can be observed in
the fin structure closer to the BOX interface. Likewise, there is an interme-
diate contrast region near the center of the fin corresponding to region 3 in
the SCM data. The area corresponding to region 1 in SCM images has the
lowest contrast, in consistent with the SCM observation that this region has
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the lowest carrier concentration. Overall, the HAADF-STEM data provide a
confirmation of the carrier profile described with SCM.
TSUPREM4 simulations also qualitatively confirm experimental be-
havior. Activated-dopant simulations are shown in Fig 7.5(e). The simulation
shows a larger dopant concentration closer to the BOX interface and a lower
concentration region near the top of the fin. This is consistent with both SCM
and HAADF-STEM data. However, the simulations do not predict the be-
havior seen in region 3. There are two possible reasons. First, the simulations
were done for 35 nm x 50 nm fins whereas the actual structures are much wider
(90 - 160 nm). Also, the remnant silicon nitride layer (≈ 50 nm wide, 3 nm
thick) centered on top of the fin can act as a masking layer for implantation,
resulting in the behavior observed in region 3. However, overall there is a good
agreement between the simulation and the experiment results.
Consistent results were obtained on another low dose sample. Fig 7.6
shows the SCM results of sample #3 (dose = 8 × 1014/cm2 (B), E = 7 keV,
θ = 60◦). The sample received same dose as sample #1, but with different
implantation angle and energy. There are 2 primary regions of interest. Region
1 shows clear contrast reversal at negative bias conditions. This correlates to
depletion of carriers within this region. Within region 2, little contrast change
over the applied VDC regime is evident, indicating little depletion. Therefore,
the doping level in this region is higher than region 1. These C − V behaviors
in regions 1 and 2 are quite similar to corresponding regions 1 and 2 in sample
#1. Furthermore, the simulation data also predict doping distribution similar
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to sample #1 within these regions. The only characteristic difference between
samples #1 and #3 is the relative geometry of the distinct regions. Sample #3
shows larger regions of lower doping penetrating deeper into the fin compared
to sample #1. Moreover, sample #3 does not show a region like region 3
in sample #1. This is expected since, unlike sample #1, there was no thin
remnant nitride mask observed on sample #3. The differences in implantation
energy and angle between samples #1 and #3, therefore, contribute only minor
differences in carrier distribution.
In contrast to the low dose samples, the high dose samples show quite
different dopant distribution. Samples #2 (dose = 1× 1016/cm2 (B), E = 5.5
keV, θ = 0◦) and #4 (dose = 8 × 1015/cm2 (B), E = 7 keV, θ = 60◦) are
two high dose samples in this study, which only have minor differences in dose
and implantation energy. Results for sample #4 are not shown. The SCM
results on these two samples are very similar. Fig 7.7 shows the SCM results
of sample #2 In contrast to samples #1 and #3, the high dose samples show
fewer features and little fluctuation vs. VDC . Fig 7.7(a) is a zoom-out SCM
image, again showing remarkable consistency of SCM signal over each fin.
Notably, there are two regions of interest within each fin. Region 1 appears
as a halo structure brighter than the BOX region and shows little contrast
change as a function of VDC . The center region (region 2), which is slightly
darker than region 1 but still slightly brighter than the BOX region, also
exhibits no bias-dependent contrast change. Further demonstration of the
carrier distribution is given by average line profile analysis at characteristic
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VDC , similar to the ones shown for sample #1. Over the range of applied
biases, the majority carriers within these two regions do not deplete. Thus,
the carrier concentrations within these regions are very high compared to that
of the substrate. Furthermore, the lack of contrast reversal in these regions is
similar to that of region 2 in samples #1 and #3, thus indicating that these
regions have comparable carrier concentrations.
As-implanted simulation data (7.7(e)) show a similar dopant distribu-
tion profile to regions 1 and 2 shown in SCM images in Fig 7.6. Rapid annealing
supposedly saturates the activated dopant concentration at ≈ 5 × 1020/cm3
(not shown). As a result of annealing, the fin structures are expected to be
very highly doped and uniform in distribution above the solid solubility limit.
However, SCM profiles disagree with this assessment, as indicated with spatial
variation of the SCM signal. It is possible that the activation rate of dopant is
affected by the non-uniform crystalline defects created during such high dose
implantation. Another possibility is that there are trap states at the interface
between the fin and its surroundings which compensate the activated dopants,
resulting in a slightly lower carrier concentration. Further experimental inves-
tigations are needed to resolve this issue.
7.5 Conclusion
In conclusion, we demonstrate the ability to characterize the carrier
concentration of processed fin structures for FinFET qualitatively using SCM.
By careful analysis of bias dependent SCM images of the fins in conjunction
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with the SOI substrate, it is found that the dopant distribution is significantly
affected by the implantation conditions as well as other variations in device
processing. These results were confirmed by HAADF-STEM study and are
consistent with process simulations. It is demonstrated that SCM has great
promise for 2D dopant characterization of FinFET structures, which are other-
wise almost inaccessible with other techniques. With the further improvements
in instrumentation and methodology, such as improved sample preparation ap-
proach, more sensitive sensors, smaller probes, sample beveling, etc, it is also
possible to provide more quantitative dopant characterization with better spa-
tial resolution. In conjunction with simulation, SCM can be a valuable tool to
speed up the process optimization of FinFET and other unique device struc-
tures that are vital to the advancement of semiconductor IC technologies well
into the nanoscale regime.
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Appendix A
Analysis Software
A.1 Introduction
In this section, analysis software used to evaluate spectroscopic data is
reviewed using MATLAB 7.4. A specific graphical user interface (GUI) is used
to display topographic and spectroscopic images. This software can be utilized
to plot point spectroscopy for spatially resolved spectra as well as average
spectra over desired regions. These plots can be compared to topographic
data simultaneously. Furthermore, the user interface allows the user to scroll
through spatial maps of the tunneling spectroscopy at given energy levels.
A.2 CITS and Spectroscopic Plotting
A.2.1 MATLAB GUI Environment
The first step toward building analysis software is to design a suitable
graphical user interface (GUI). In MATLAB, there is a built-in toolbox that
allows for building a GUI with a GUI editor. An example of the STS Analysis
software in the GUI editor is illustrated in A.1. In this mode, one can add,
subtract, and modify the size of all the features, such as input boxes, plots,
etc.
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Figure A.1: Illustration of the MATLAB GUI editor. Illustrated example is
the built CITS spectroscopy program.
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A.3 Program Functions
A.3.1 Image plotting
The CITSplotv2 program can simultaneously plot two images A.2. The
image box on the right displays a topographic image. The image should be
formatted in ASCII text format without headers. The image box on the left is
intended for displaying image slices of spatial spectroscopic data. The matrix
size should be imputed in the “Pixel Size” box (e.g. 8×8 = 8). After this, the
file should be open using the proper tabs and then the click “Load Spectra”
button should be pushed. Depending on the image size, this can take some
time. After this is loaded, the program can display any of the images taken at
different biases. One can load I/V , dI/dV , etc. All spectroscopic data should
have no headers and the program recognizes only ASCII text files formatted by
SM2 or SM3 files from RHK. In order to adjust the energy slice, one must first
enter “1” in the “Jump to Frame Number” box. After this, one has 2 options.
One can enter which frame to jump to, or one can use the slider/slider arrows
to thumb through the different images. The frame number and voltage value
of each images will be updated the corresponding boxes.
Both of the Topography Image or the Spectroscopy Image can be ex-
ported by pushing “ExportTopo” or “ExportSpectraImage” tabs. These tabs
will output another MATLAB window with the image in it. Then one can
use the native features in MATLAB to alter the image and also save/export it
the desired formats. Within this export window, one can also adjust the color
scale, contrast, or add text or objects to the figure before saving.
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Figure A.2: Sample of the CITS program with a Topography image (right
box) and an energy slice of a dI/dV image (left box) shown. On the bottom
is a sample of a point spectra plotted at the point indicated by the data tip in
the dI/dV image and imputed in the (x, y) coordinates on the bottom of the
image.
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A.3.2 Plotting Point Spectra
There are two methods to plot point spectra in this program:
Method 1: One can manually enter the (x, y) index points in the boxes
labeled “x” and “y” near the bottom of the program. In order to determine the
exact index (x, y) of the point of interest, one can use the “DataCursorMode”
tab located in the Topography section of the GUI. When the tab is activated,
one can click on either of the two image at a desired point, Topography or
Spectroscopy, and a databox will appear with the (x, y) coordinates of that
point as well as the index value and color. These (x, y) values should be the
ones used at the bottom of the program. Once this information is entered,
by simply pushing the “Plot” button located to the right of the (x, y) input
boxes, the spectroscopic information will be plotted in the “Point Spectra”
graph window. While the “DataCursorMode” is active, one can also scroll
through the values of the spectra in the “Point Spectra” graph. The displayed
graph can be exported to a text file by clicking on the “Export Graph” button.
The output text file will be a two column file that is Tab delimited with the
first column being the Voltage values, and the second column the measured
value (I, dI/dV, etc.).
Method 2: The second method to plotting single point spectra is
to use the “Plot Point Spectra” button. Upon pushing this button, another
window will pop up with the current image in the spectroscopic image window
along with a cross-hair. One can use the cross-hair to click on a point of
interest, and within the same external window the curve will plot under the
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Figure A.3: Example of a point spectroscopy plot. The upper image is the
dI/dV image at a particular energy and below is the corresponding point
spectra.
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image A.3. In this window, one can use MATLAB’s built-in functions to
manipulate the graph and image.
There is also a function which allows one to choose a rectangular region
to average all curves over. In order to utilize this function, one must push the
“Rectangular Average” button. This will pop-up an external window with
the current image in the spectroscopic image window. One can then click on a
corner and drag a rectangular box around a region of interest for averaging. All
points within the box will be averaged and the resulting averaged spectra will
be outputted in a graph below the image. A Green Box will also surround the
region that was selected. After the plot is displayed, there is an automatic .txt
output named “mydataaverage.txt” and “mydataverageendpoints.txt” that is
outputted to the workspace folder. The first file contains a 2 column Tab
delimited format identical to the output described above for “mydata.txt.”
The second file outputs a 2× 2 text file which has the index (x, y) values two
ends of the rectangular box used for averaging.
A.4 Point locating using the RHK .lst format
A.5 MATLAB Code
A.5.1 CITS Program
function varargout = CITSPlotv2(varargin)
% CITSPLOTV2 M-file for CITSPlotv2.fig
% CITSPLOTV2, by itself, creates a new CITSPLOTV2 or raises the existing
% singleton*.
%
% H = CITSPLOTV2 returns the handle to a new CITSPLOTV2 or the handle to
% the existing singleton*.
%
% CITSPLOTV2(’CALLBACK’,hObject,eventData,handles,...) calls the local
% function named CALLBACK in CITSPLOTV2.M with the given input arguments.
%
% CITSPLOTV2(’Property’,’Value’,...) creates a new CITSPLOTV2 or raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before CITSPlotv2_OpeningFunction gets called. An
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Figure A.4: Example of spectroscopy averaged over the rectangle indicated in
the upper image.
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% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to CITSPlotv2_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE’s Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help CITSPlotv2
% Last Modified by GUIDE v2.5 16-Feb-2008 07:29:18
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @CITSPlotv2_OpeningFcn, ...
’gui_OutputFcn’, @CITSPlotv2_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before CITSPlotv2 is made visible.
function CITSPlotv2_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to CITSPlotv2 (see VARARGIN)
% Choose default command line output for CITSPlotv2
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes CITSPlotv2 wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = CITSPlotv2_OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
% --- Executes on button press in SpectraOpen.
function SpectraOpen_Callback(hObject, eventdata, H)
% hObject handle to SpectraOpen (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% H structure with handles and user data (see GUIDATA)
[FileName,PathName] = uigetfile(’*.txt’,’Open Spectra File’);
H.Spectrafilename = [PathName ’/’ FileName];
set(H.text1,’String’,FileName);
guidata(H.figure1,H);
% --- Executes on button press in TopoOpen.
function TopoOpen_Callback(hObject, eventdata, H)
% hObject handle to TopoOpen (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
[FileName2,PathName2] = uigetfile(’*.txt’,’Open Topography File’);
H.Topofilename = [PathName2 ’/’ FileName2];
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set(H.text2,’String’,FileName2);
guidata(H.figure1,H);
% --- Executes on button press in drawbutton.
%This updates the topography image
function drawbutton_Callback(hObject, eventdata, H)
% hObject handle to drawbutton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
topodata=textread(H.Topofilename);
axes(H.axes1)
imagesc(topodata’); axis image; colormap hot; axis off
H.Topoexport=topodata’;
guidata(H.figure1,H);
%This updates the first spectra image
% --- Executes on button press in Drawbutton2.
function Drawbutton2_Callback(hObject, eventdata, H)
% hObject handle to Drawbutton2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
spectradata=textread(H.Spectrafilename);
axes(H.axes2)
%need to make a button that allows for image size input (64 by default
%right now)
[Voltage,CITSimage]=CITS(spectradata,H.Pixel);
H.Voltage=Voltage;
H.CITSimage=CITSimage;
H.Voltagesize=max(size(Voltage));
imagesc(CITSimage(:,:,1)); axis image; colormap hot; axis off
guidata(H.figure1,H);
function DisplayFrameEditBox_Callback(hObject, eventdata, H)
% hObject handle to DisplayFrameEditBox (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,’String’) returns contents of DisplayFrameEditBox as text
% str2double(get(hObject,’String’)) returns contents of DisplayFrameEditBox as a double
H.DisplayFrame = str2double(get(hObject,’String’));
set(H.DisplayFrameSlider,’Value’,H.DisplayFrame);
guidata(H.figure1,H);
% --- Executes on slider movement.
function DisplayFrameSlider_Callback(hObject, eventdata, H)
% hObject handle to DisplayFrameSlider (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,’Value’) returns position of slider
% get(hObject,’Min’) and get(hObject,’Max’) to determine range of slider
set(H.DisplayFrameSlider,’max’,H.Voltagesize);
set(H.DisplayFrameSlider,’min’,1);
x=H.Voltagesize;
set(H.DisplayFrameSlider,’sliderstep’,[1/(x-1),10/(x-1)]);
H.PositionSlider=get(hObject,’Value’);
z =(H.PositionSlider);
V=H.Voltage(z,1);
set(H.text5,’String’,H.PositionSlider);
set(H.text8,’String’,V);
axes(H.axes2)
CITS=H.CITSimage;
imagesc(CITS(:,:,H.PositionSlider));axis image; colormap hot; axis off
H.CITSexport = CITS(:,:,H.PositionSlider);
guidata(H.figure1,H);
% --- Executes during object creation, after setting all properties.
function DisplayFrameSlider_CreateFcn(hObject, eventdata, H)
% hObject handle to DisplayFrameSlider (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: slider controls usually have a light gray background.
usewhitebg = 1;
if usewhitebg
set(hObject,’BackgroundColor’,[.9 .9 .9]);
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else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
% --- Executes during object creation, after setting all properties.
function DisplayFrameEditBox_CreateFcn(hObject, eventdata, handles)
% hObject handle to DisplayFrameEditBox (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
function PixelEditBox_Callback(hObject, eventdata, H)
% hObject handle to PixelEditBox (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,’String’) returns contents of PixelEditBox as text
% str2double(get(hObject,’String’)) returns contents of PixelEditBox as a double
H.Pixel = str2double(get(hObject,’String’));
guidata(H.figure1,H);
% --- Executes during object creation, after setting all properties.
function PixelEditBox_CreateFcn(hObject, eventdata, handles)
% hObject handle to PixelEditBox (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,’BackgroundColor’), get(0,’defaultUicontrolBackgroundColor’))
set(hObject,’BackgroundColor’,’white’);
end
% --- Executes on button press in ExportTopo.
function ExportTopo_Callback(hObject, eventdata, H)
% hObject handle to ExportTopo (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
figure
hold off
imagesc(H.Topoexport); axis image; axis off; colormap hot
guidata(H.figure1,H);
% --- Executes on button press in ExportSpectraImage.
function ExportSpectraImage_Callback(hObject, eventdata, H)
% hObject handle to ExportSpectraImage (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
figure
hold off
imagesc(H.CITSexport); axis image; axis off; colormap hot
guidata(H.figure1,H);
% --- Executes on button press in DataCursorMode.
function DataCursorMode_Callback(hObject, eventdata, H)
% hObject handle to DataCursorMode (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,’Value’) returns toggle state of DataCursorMode
H.toggle = get(hObject,’Value’);
if H.toggle == 1
axes(H.axes1);
datacursormode on
else
datacursormode off
end
guidata(H.figure1,H);
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% --- Executes on button press in PointIV.
function PointIV_Callback(hObject, eventdata, H)
% hObject handle to PointIV (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
figure
hold off
subplot(2,1,1);
imagesc(H.CITSexport); axis image; axis off; colormap hot
[x,y]=ginput(1);
x = round(x);
y = round(y);
format long
%index conversion in CITS flips x, y
IV = IVextract(H.CITSimage,y,x);
subplot(2,1,2);
Vmin = min(min(H.Voltage));
Vmax = max(max(H.Voltage));
IVmin = min(min(IV));
IVmax = max(max(IV));
plot(H.Voltage,IV,’r.’); axis tight
guidata(H.figure1,H);
function xread_Callback(hObject, eventdata, H)
% hObject handle to xread (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,’String’) returns contents of xread as text
% str2double(get(hObject,’String’)) returns contents of xread as a double
H.xread = str2double(get(hObject,’String’));
guidata(H.figure1,H);
% --- Executes during object creation, after setting all properties.
function xread_CreateFcn(hObject, eventdata, handles)
% hObject handle to xread (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,’BackgroundColor’), get(0,’defaultUicontrolBackgroundColor’))
set(hObject,’BackgroundColor’,’white’);
end
function yread_Callback(hObject, eventdata, H)
% hObject handle to yread (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,’String’) returns contents of yread as text
% str2double(get(hObject,’String’)) returns contents of yread as a double
H.yread = str2double(get(hObject,’String’));
guidata(H.figure1,H);
% --- Executes during object creation, after setting all properties.
function yread_CreateFcn(hObject, eventdata, handles)
% hObject handle to yread (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,’BackgroundColor’), get(0,’defaultUicontrolBackgroundColor’))
set(hObject,’BackgroundColor’,’white’);
end
% --- Executes on button press in BottomPlot.
function BottomPlot_Callback(hObject, eventdata, H)
% hObject handle to BottomPlot (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
axes(H.axes3)
IV = IVextract(H.CITSimage,H.yread,H.xread);
plot(H.Voltage,IV,’r.’), axis tight
guidata(H.figure1,H);
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% --- Executes on button press in ExportGraph.
function ExportGraph_Callback(hObject, eventdata, H)
% hObject handle to ExportGraph (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
IV = IVextract(H.CITSimage, H.yread, H.xread);
V = H.Voltage;
[m,n] = size(IV);
for i=1:m
Export(i,1)=V(i);
Export(i,2)=IV(i);
end
H.Export = Export;
save mydata.txt Export -ASCII -DOUBLE
guidata(H.figure1,H);
% --- Executes on button press in RectangleButton.
function RectangleButton_Callback(hObject, eventdata, H)
% hObject handle to RectangleButton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
figure
hold off
subplot(3,1,1:2);
imagesc(H.CITSexport); axis image; axis off; colormap hot
k = waitforbuttonpress;
point1 = get(gca,’CurrentPoint’); % button down detected
finalRect = rbbox; % return figure units
point2 = get(gca,’CurrentPoint’); % button up detected
point1 = point1(1,1:2); % extract x and y
point2 = point2(1,1:2);
p1 = min(point1,point2); % calculate locations
offset = abs(point1-point2); % and dimensions
x = [p1(1) p1(1)+offset(1) p1(1)+offset(1) p1(1) p1(1)];
y = [p1(2) p1(2) p1(2)+offset(2) p1(2)+offset(2) p1(2)];
hold on
axis manual
plot(x,y,’g’) % redraw in dataspace units
point1round = round(point1);
point2round = round(point2);
H.point1x = point1round(1);
H.point1y = point1round(2);
H.point2x = point2round(1);
H.point2y = point2round(2);
k = 1;
for i = H.point1x:H.point2x
for j = H.point1y:H.point2y
Iaverage(:,k) = IVextract(H.CITSimage,j,i);
k = k+1;
end
end
[m,n] = size(Iaverage);
%average inside box
for i = 1:m
temp = Iaverage(i,:);
Itotal(i,1) = mean(temp);
end
H.Itotal = Itotal;
export(:,1)= H.Voltage;
export(:,2) = Itotal;
subplot(3,1,3);
plot(H.Voltage, H.Itotal, ’r.’); axis tight
save mydataaverage.txt export -ASCII -DOUBLE
save mydataaverageendpoints.txt point1round point2round -ASCII -DOUBLE
guidata(H.figure1,H);
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Appendix B
Pair Correlation Analysis and Software
B.1 Introduction
This section will focus on analysis software and techniques developed
for analyzing the pair correlation function and inferring the interaction energy
for Cs adsorbates on Pb films [106, 107]. Cs adsorbates in fact do not sit on
the surface, but rather substitute into the first layer of the Pb lattice. So this
procedure will not reveal information about the adsorbate-adsorbate interac-
tions. However, this method was employed to see if there were underlying
correlations. As expected, the results showed that there was no significant
trend for any films or distributions. Therefore, the analysis is left out but the
software and analysis used is presented in this chapter.
The techniques revolve around using user-developed code in MATLAB
version 7.4 to map out the particle location and nearest neighbor distances
which will be referred to as the “pair distribution functions.” Furthermore,
software was developed to generate random distributions in order to normalize
pair distribution functions to infer the pair correlation function and overall
interaction energy.
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B.2 Program
There are a few different programs that were implemented to produce
the pair correlation function and interaction energy from one or a set of images.
Here is an in-depth description of each program and its overall function.
B.2.1 Image Processing
Before producing a pair distribution function of a specific image, all
the adatom positions relative to all others must be recorded. There are many
techniques to do this. One technique involves using a computer program that
can locate all the maxima in an image (particle-center) and output the proper
points. This type of program was first used, but proved to be faulty. Certain
particles were not properly located, or other particle centers were located twice
because of noise in an image. Furthermore, a program cannot distinguish
between noise or unwanted features and an adatom. Therefore, the most
suitable way to map out the adatom positions was to use a program that
allowed the user to select the position of each point.
Before each adatom position can be located, a few filters must be used
for each image:
Gaussian Smoothing: Each image should be thoroughly smoothed
using a Gaussian filter. This smooths each particle out and makes them
more spherical. This step can tremendously help with defining a center of
the adatom. A sample image after filtering is illustrated in Fig B.1.
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Figure B.1: Example of an STM image with Cs adsorbates after Gaussian
smoothing. Smoothing helps with subsequent image processing when locating
the center of the adsorbate.
Gradient Filtering: In order to define a standard “center” of an
adatom, we use a gradient filtering process to produce an image that maps
out the center and maxima of each adatom. After each image is filtered, then
the gradient of the image is taken twice of the gaussian smoothed image (not
of the same image subsequently). The first gradient image represents dZ/dx
(“x-gradient”) and the second gradient image represents dZ/dy (“y-gradient”).
Each separate gradient image is then “added” using a merging filter. Then
the resulting image is merged with a the same two terms but inverted. These
processes can be done using a program such as WSXM [108]. This produces
an image, B.2, where the center (maximum) of each adatom sits at the center
of a cross-hair.
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Figure B.2: Image of Cs adsorbates after gradient filtering of Fig B.1. Gradi-
ents along the x and y directions are taken and subtracted from an inverted
gradient image.
B.2.2 Particle Location
PointList Program: A simple MATLAB program was implemented
for user-input of all adatom points. The program plots the gradient image B.2
in a separate window in a .bmp format, and a cross-hair is available to click
on each point. Once a point is clicked, it is recorded in a list and stored in
memory. After a number of points are chosen, the program breaks by pressing
“Enter.” After this is pressed, the program plots blue squares (corner justified)
marking each point recorded (Fig B.3). Then the process can be repeated until
all the points are recorded.
Check Points Program: A simple MATLAB program was imple-
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Figure B.3: Example of a MATLAB routine that allows the user to locate the
center of an adsorbate. After the adsorbate is marked, a square indicates the
position of the location.
mented to plot all the values recorded using the point list program for com-
parison with the actual image. The Check Points program accepts the inputs
from Pointlist as well as the matrix size of the original image and outputs a
map with rectangles at each labeled point (center-justified).
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Figure B.4: This routine plots out the recorded values of all adsorbates and
plots squares in their location. It is useful for comparing the original STM
image with the extrapolated data set to confirm particle location.
B.2.3 Pair Distribution Functions
Pair Distribution Function of Image: With the pointlist generated
using the “pointlist” program, the pair distribution function can be calculated.
There are a few ways to calculate the pair distribution function, such as using
a nearest neighbor program, and calculating N nearest neighbors. Typically
with this type of analysis, one is interested in the pair correlation function
up to a certain distance. With a nearest neighbor program approach, it is
not possible to specify a cut-off distance for evaluation since the number of
nearest neighbors that will satisfy a cut-off distance will be different for each
particle. Therefore, a nearest neighbor approach can be processor intensive
since it requires another algorithm to determine the number of neighbors that
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fits within the threshold value.
Another approach which was implemented for this analysis was to just
calculate the distance to each neighboring particle until the threshold was
reached, then move to the next particle. The algorithm “distancelist” takes
the matrix list outputted from the “pointlist” program along with a cut-off
distance and calibration. The distance and calibration must be in the same
units. Furthermore, the calibration is specified in length per pixel (e.g. 1024
nm/1024 pixels = input 1). The output is a vector which has a list of all the
distances for each particle up to the threshold value. In order to display this
list, one should use a histogram feature. An example of this is illustrated in
Fig Fi:pairdist.
In order to calculate the pair correlation function, it is necessary to
normalize the pair distribution function with a random pair distribution func-
tion. It can be tricky to simulate a random distribution because the random
distribution will change with the image size and number of particles. Since
one would ideally like to analyze many different images with different numbers
of particles and different sizes, an algorithm has to be able to simulate random
distributions with these specific parameters taken into account.
There are two programs that produce the desired random pair distri-
bution. The first program, “randomlist,” inputs a matrix size, (a,b), and a
number (n) which is the number of particles to be simulated. The number of
atoms and the matrix size should be identical to those in the pair distribution
calculation. The number of atoms corresponds to the length of the pointlist
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Figure B.5: Pair distribution function of the adsorbates from Fig B.1. Dashed
line represents a randomly generated distribution for the same number of par-
ticles for the same sized image. The random distribution is an average of 500
separately randomly generated images.
output. This program outputs a matrix of size (a,b) with n 1’s imputed in
random positions in the matrix. This simulates a random image where 1 rep-
resents the particle position.
The second program, “randomaverage,” inputs the matrix size (a,b)
and the number of atoms n as above, plus, an averaging number (m), calibra-
tion, threshold, and bin size. The program produces m random matrices using
the “randomlist” program. It then calculates the pair distribution function us-
ing “distancelist” (with the corresponding calibration and threshold) for each
image and the corresponding histogram with the specified bin size. These m
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Figure B.6: The pair correlation function calculated from the pair distribu-
tion function normalized to the random distribution function given in Fig B.5
g(r) = pairdist/randomdist.
random histograms are then averaged at each position value and the output is
a histogram of m averaged random images. This output for 500 random im-
ages is illustrated by the dashed line in Fig ??. The histogram output used for
the randomaverage program and for the true pair distribution function must
have the same bin size. It is important to note that the distribution functions
will double-count, but when calculating the pair correlation function, this will
cancel out.
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B.2.4 Pair Correlation Function
If we define the variable ximage to represent the histogram of the pair
distribution function for the desired image and xrandom as the histogram of the
pair distribution function for the random average, then the pair correlation
function is simply given by:
g(r) =
ximage
xrandom
(B.1)
An example of the inferred pair correlation function from the given
example is illustrated in Fig B.6. In order to skip all of these misc. steps,
a program was written that combined the actions for the pair distribution
function of each image, all the random images, etc. This program is called
“corrlist” and given the pointlist input with all the inputs from above (matrix
size, calibration, averaging of random matrices, threshold, and bin size), it
outputs the histogram of the pair correlation function bypassing the pair dis-
tribution functions. Furthermore, the function outputs the number of atoms
for the image as well as the total number of events (t) in the histogram.
The value of t is critical when combining the data taken from multiple
images. In order to combine multiple images, it is important to properly weight
each of the histograms. The only meaningful average that one can take is of
individual pair correlation functions since pair distribution functions are not
normalized to a random image. The formula then used to weight average pair
correlation functions is given below:
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gaverage(r) =
1∑n
i=1 ti
×
n∑
i=1
tigi(r) (B.2)
Here ti represents the number of events for the ith pair distribution
function and gi(r) is the corresponding pair correlation function.
B.3 MATLAB Code
B.3.1 Pointlist
function y = pointlist(P,rsize)
%function brings figure and takes ginputs and appends them to the list A,
%then it makes on the figure where it has marked, rsize is the size of the
%rectangle. The P input should be [0,0] for initial use, then the variable
% list name after first use.
[m,n]=size(P);
[a,b] = ginput;% a is the column number, b is the row number
a = round(a);% round to the nearest pixel
b = round(b);
l = length(a); % number of input points
for i = 1:l
rectangle(’Position’,[a(i),b(i),rsize,rsize],’Facecolor’,’cyan’)
end
if m == 1
for j = 1:l
P(j,1) = a(j);
P(j,2) = b(j);
end
else
for p = (m+1):(m+l)
P(p,1) = a(p-m);
P(p,2) = b(p-m);
end
end
y = P;
B.3.2 Checkpoints
function y = checkpoints(A,p,q)
% this subroutine takes a list of n x 2 points and plots out squares for a
% list of gradient images to check if they match; p,q is the matrix size of
% the image to fill
image = zeros(p,q);
[m,n] = size(A);
imagesc(image); axis image, colormap gray
for i = 1:m
x = A(i,1);
y = A(i,2);
rectangle(’Position’,[x-3,y-3,5,5],’Facecolor’,’green’);
end
B.3.3 Distancelist
function y = distancelist(input,threshold,calibration)
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%input matrix of point values, and calibration, calculates distance to
%neighbors up to value specified; matrix input it (length,2)
[m,n]=size(input);
k = 1;
for i = 1:m
for j = 1:m
if j ~= i
temp = sqrt( ((input(i,1) - input(j,1))^2) + ((input(i,2) - input(j,2))^2));
temp = temp*calibration; %calibrate distances
if temp <= threshold
distance(k) = temp;
k = k+1;
end
end
end
end
y = distance;
B.3.4 Randomlist
function y = randomlist(a,b,num)
%5-30-2008, this program generates the coordinates for an a,b matrix of the
%position of a random distribution of "num" of particles
%number of atoms
j=num;
random = zeros(a,b);
while 1<=j
pos = round( ((a*b-1) * rand(1)) + 1);
[X,Y] = ind2sub([a,b],[pos]);
%check if element is 0
if random(X,Y)==0
random(X,Y) = 1;
j = j-1;
end
end
list=find(random);
p=length(list);
%generates list of positions
for i = 1:p
[m(i),n(i)] = ind2sub([a,b],list(i));
end
randomlist(:,1) = m’;
randomlist(:,2) = n’;
y = randomlist;
B.3.5 Randomaverage
function y = randomaverage(a,b,atomnum,number,cal,limit,bin)
%input a,b (matrix size), num = number of atoms, number = random average
%number; cal = calibration; limit = distancelist max; bin = bin number for
%histogram
%need to make a program to average the random distributions to some number
%n (say ~ 100)
for i = 1:number
rand = randomlist(a,b,atomnum);
yrand = distancelist(rand,limit,cal);
d(i,:)= hist(yrand,bin);
end
randaverage = mean(d);
%calibrate here the bins and finished
y=randaverage;
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B.3.6 Corrlist
function [y,atomnumber,hitnumber] = corrlist(pointlist,x,y,cal,averagenum,upperlimit,spacing)
%pointlist = original map, x,y is image size, cal is image calibration per
%pixel, averagenum is the number of averages to take for the random
%distribution, upperlimit is the highest point to calculate for the
%distribution, and the spacing is the bin size (in nm)
%input distribution list
[atomnumber,col] = size(pointlist);
distlist = distancelist(pointlist,upperlimit,cal);
%number of events
hitnumber = length(distlist);
bin = upperlimit/spacing;
histd = hist(distlist,bin);
%(x,y) is image size
randdistlist = randomaverage(x,y,atomnumber,averagenum,cal,upperlimit,bin);
%correlation function
corr = histd./randdistlist;
y = corr’;
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