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Zusammenfassung
Obwohl das Standardmodell der Teilchenphysik eine außerordentlich erfolgreiche Theorie
darstellt, deuten einige Beobachtungen auf die Existenz neuer Physik jenseits dessen was im
Rahmen des Standardmodells erklärt werden kann hin. Supersymmetrie ist der Oberbegriff für
eine Klasse von Theorien, die einige der offenen Fragen des Standardmodells erklären könnten.
Sie sagt die Existenz von supersymmetrischen Partnern für jedes Teilchen des Standardmodells
voraus und könnte, unter anderem, einen Teilchenkandidaten für Dunkle Materie liefern.
Diese Arbeit stellt eine Suche nach supersymmetrischen Teilchen, die über die elektroschwa-
che Wechselwirkung paarproduziert werden, vor. Endzustände mit einem Lepton, fehlender
Transversalenergie und einem Higgs Boson, welches in zwei b-Quarks zerfällt, werden un-
tersucht. Insgesamt werden 139 fb−1 an Daten aus Proton-Proton Kollisionen berücksichtigt,
welche mit dem ATLAS Detektor bei einer Schwerpunktsenergie von
√
s = 13 TeV im Run 2 des
Large Hadron Colliders aufgezeichnet wurden. Ein, auf einer Likelihood-Methode basierender,
simultaner Fit in allen Suchregionen wird verwendet, um hohe Sensitivität zu möglichst vielen
kinematischen Bereichen im untersuchten Parameterraum zu gewährleisten.
In den Daten wird keine signifikante Abweichung von den Standardmodellvorhersagen be-
obachtet, weshalb die Ergebnisse in einem vereinfachten Modell für Paarproduktion der su-
persymmetrischen Partner des Higgs-Bosons und der Eichbosonen interpretiert werden. Für
leichteste Neutralinos mit Massen von ≲ 100 GeV (≈ 250 GeV), können leichteste Charginos und
zweitleichteste Neutralinos mit Massen von bis zu 740 GeV (600 GeV) ausgeschlossen werden.
Da heutige Teilchenphysik-Experimente aufgrund ihrer Komplexität und Größenordnung nicht
trivial reproduzierbar sind, gleichzeitig aber eine Vielzahl an Modellen für Physik jenseits des
Standardmodells existiert, wird ein besonderes Augenmerk auf die technische Durchführbarkeit
einer Neuinterpretation der Suche gelegt. Die volle Likelihood-Funktion der Suche wurde
veröffentlicht und eine vollständig reproduzierbare Umsetzung der Suche anhand Container-
Technologie und parametrisierter Job-Vorlagen wird diskutiert. Mit Hinblick auf rechenintensive
Neuinterpretationen in hoch-dimensionalen Parameterräumen wird eine Methode eingeführt,
um die Likelihood-Funktionen von ATLAS Suchen nach Supersymmetrie zu nähern. Mit Hilfe
dieser Methode wird schlussendlich eine Neuinterpretation der Suche in einem Unterraum einer




Despite the success of the Standard Model of particle physics, a number of hints suggest the
existence of new physics beyond the scope of phenomena that can be explained in the theoretical
framework of the Standard Model. One class of theories that could be able to explain some of
the open questions of the Standard Model is Supersymmetry. It introduces supersymmetric
partners to each of the Standard Model particles, and could, for example, provide a candidate
for Dark Matter.
This thesis presents a search for electroweak production of supersymmetric particles in events
with a lepton, missing transverse momentum and a Higgs boson decaying into two b-quarks.
The search analyses 139 fb−1 of proton–proton collision data at a centre-of-mass energy of√
s = 13 TeV, recorded by the ATLAS detector at the Large Hadron Collider. A likelihood-based
simultaneous fit in all search regions is introduced in order to achieve sensitivity to a large
variety of kinematic regimes.
No significant deviation from the Standard Model predictions is seen in data in any of the search
regions. The results are subsequently interpreted in a simplified model for pair production of
the supersymmetric partners of the Higgs and gauge bosons. Lightest chargino and next-to-
lightest neutralino masses of 740 GeV (600 GeV) can be excluded for lightest neutralino masses
of ≲ 100 GeV (≈ 250 GeV).
Given that the particle physics experiments at the Large Hadron Collider are not easily re-
producible, and a large number of phenomenologically viable models for physics beyond the
Standard Model exist, special focus is put on the reusability and reinterpretability of the search.
The full likelihood function of the search is published in a readily available format, and a fully
reusable implementation of the search using containerised workflows with parameterised job
templates is provided. In light of conceptually interesting but computationally challenging
reinterpretations in high-dimensional model spaces, a method for generically approximating
the likelihood functions of ATLAS searches for Supersymmetry is introduced and validated.
Using this approach, a reinterpretation of the search in a subspace of a 19-dimensional set of
more complete supersymmetric models is performed and its results are discussed.

“Let us hope that new experiments [...] will soon reveal new physics beyond the Standard Model.
Perhaps it will look something like the possibilities discussed [...], but let us hope that it will take
us beyond the beyonds imagined by theorists.”
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Particle physics studies the elementary constituents and interactions of matter with the ultimate
goal of uncovering the laws of nature that govern the most fundamental building blocks of the
universe. Over the course of more than a century, particle physics has continuously pushed
the frontiers of knowledge, reaching ever-smaller length-scales on which the fundamental
interactions of the building blocks of matter can be understood. The resulting theoretical
framework, the Standard Model (SM) of particle physics, provides answers to some of the deepest
questions that can be asked about the Universe and is the most fundamental, experimentally
validated description of nature known to date.
Particle physics finds itself, however, at an interesting crossroad. On the one hand, the SM
is very successful in describing nature at its smallest scales and—with the discovery of the
Higgs boson in 2012 [1, 2]—has recently been experimentally completed. Through various
particle physics experiments, the precision and predictive power of the SM have been tested to
an unprecedented level, finding no conclusive deviations in experimental data so far. On the
other hand, however, a number of cosmological observations as well as flavour and precision
electroweak measurements are putting increasing pressure on the SM. For example, although
the existence of dark matter (DM) is nowadays well-established, it cannot be suitably described
within the theoretical framework of the SM. Over the course of the last decades, it has become
increasingly clear that the SM is an effective theory, and thus only a low-energy approximation
to a more fundamental theory of nature.
A plethora of theories able to explain some of the shortcomings of the SM exists. One class
of such theories is Supersymmetry (SUSY), extending the SM by associating supersymmetric
partners to the SM particles. SUSY could, for example, be able to provide a candidate particle for
DM, or explain some of the tensions observed in electroweak precision measurements. Up until
the discovery of the Higgs boson, the theory and experimental communities in particle physics
were in a state of symbiosis with a clear pathway to follow: validating and completing the SM.
This is, however, no longer the case and experimental particle physics faces an era where a large
number of models for physics beyond the Standard Model (BSM) can be thought of, but no clear
indication of where to start looking is available.
Although theoretical arguments suggest that supersymmetric particles could exist at the energies
accessible with the Large Hadron Collider (LHC), no such particles have been found so far.
Up until recently, searches for SUSY have, however, mostly focused on the production of the
supersymmetric partners of quarks and gluons through the strong interaction. With the second
run of the LHC recently come to an end, an unprecedented amount of proton–proton collision
data has been recorded by the LHC experiments and is available for physics analysis. This allows
2 Contents
to search for supersymmetric particles produced through the electroweak interaction that have
previously not been accessible due to their low theoretical production rates, compared to those
produced through the strong interaction.
Due to their complexity and lifetimes approaching half a century, the large experiments at
the LHC are, in general, not easily repeatable, and thus challenge the scientific method. This
precarious situation, coupled with the wide landscape of BSM models available to search for,
requires efforts to not only preserve searches for BSM physics, but make them fully reusable in
the context of new, additional BSM models.
This thesis presents a search for the supersymmetric partners of the SM Higgs and gauge bosons,
collectively referred to as electroweakinos. The search uses 139 fb−1 of proton–proton collision
data recorded at a centre-of-mass energy of 13 TeV with the ATLAS detector. It is embedded in a
larger effort within the ATLAS Collaboration, searching for SUSY in the context of a variety of
theoretical models. This thesis is divided into four main parts. In part I, the fundamental concepts
necessary for the remainder of the thesis are presented. This includes a theoretical introduction
to the SM and SUSY, followed by a description of the experimental setup, and concluding with
a discussion of the statistical concepts used. Part II introduces the aforementioned search for
electroweakinos and discusses its results using 139 fb−1 of proton–proton collision data recorded
by ATLAS. In part III, preservation and reusability efforts are presented in chapter 9, aiming
to make the search readily available to reinterpretation efforts both within and outside of the
ATLAS Collaboration. Furthermore, a method for approximating the statistical models of SUSY
searches is introduced and validated in chapter 10. These efforts culminate in a reinterpretation
of the search in a subspace of a 19-dimensional set of more complete supersymmetric scenarios,
the results of which are discussed in chapter 11. Finally, the thesis concludes with a brief






The Standard Model (SM) of particle physics, introduced in the following section, is a theoretical
framework providing a description of nature on the level of elementary particles. Although
experimentally well-validated, a number of open questions are left unanswered by the SM. For
this reason, the second part of this chapter introduces Supersymmetry, a class of theories that
could provide answers to some of these open questions. As searching for Supersymmetry will be
the guiding thread throughout this thesis, this chapter will highlight the phenomenological con-
sequences of supersymmetric theories. The mathematical description in the following sections
largely follows Refs. [3, 4] for the SM and Refs. [5, 6] for Supersymmetry.
1.1 The Standard Model of particle physics
By the end of the 1920s, quantum mechanics and general relativity had been relatively well
established, and the consensus among physicists was that matter is composed of nuclear atoms
consisting of electrons and protons. During the 1930s, a multitude of new experimental discov-
eries and theoretical puzzles excited physicists in, among others, three important directions
of research: nuclear physics, cosmic rays and relativistic quantum mechanics [7]. At this time,
open questions in these fields included, e.g., the continuous spectrum of the β-decay, the nature
of cosmic rays, or the negative energy states in Dirac’s relativistic electron theory. As a result
of these directions ultimately flowing together, the following decades saw elementary particle
physics, emerge as a new field of research.
Since these early times of particle physics, significant progress has been made in describing
nature at the subatomic scale. Today, a century later, the resulting theoretical framework, the
SM, is the most fundamental, experimentally validated theory of nature known to mankind.
It provides an extremely precise description of the interactions of elementary particles, and
has been experimentally tested to an unprecedented level of accuracy. Given the remarkable
success of the SM, it is not surprising that its history is paved with numerous awards for
both experimental and theoretical work. In 1964, the Nobel prize was awarded to Feynman,
Schwinger and Tomonoga for their fundamental work on quantum electrodynamics (QED), a
quantum field theory allowing the precise calculation of fundamental processes like, e.g., the
anomalous magnetic moment of the electron that is known to a relative experimental uncertainty
of 2.3× 10−10 [8]. In 1979, Glashow, Weinberg and Salam were awarded the Nobel prize for their
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Table 1.1: Names, electric charges (in units of the elementary charge e) and masses (rounded to three
significant digits if known to that precision) of all observed fermions in the SM [9]. The symbols used
in the following are indicated in parentheses after the particle names.
generation particle electric charge [e] mass
leptons
1
electron (e) −1 511 keV
electron neutrino (νe ) 0 < 1.1 eV
2
muon (µ) −1 106 MeV
muon neutrino (νµ ) 0 < 0.19 MeV
3
tau (τ ) −1 1.78 GeV
tau neutrino (ντ ) 0 < 18.2 MeV
quarks
1
up (u) 23 2.16 MeV
down (d) − 13 4.67 MeV
2
charm (c) 23 1.27 GeV
strange (s) − 13 93 MeV
3
top (t ) 23 173 GeV
bottom (b) − 13 4.18 GeV
work towards electroweak unification. The most prominent recent progress is undoubtedly the
discovery of the Higgs boson, not only resulting in the Nobel prize being awarded to Englert
and Higgs, but also completing the SM, roughly 50 years after the existence of the Higgs boson
had been postulated.
1.1.1 Particle content of the Standard Model
Apart from the experimentally non-vanishing neutrino masses, the SM successfully describes
ordinary matter and their interactions, namely the electromagnetic, weak and strong interactions,
leaving gravity as the only fundamental force not described within the SM. The particles in the
SM are classified into two main categories, depending on their spin. Particles with half-integer
spin follow the Fermi-Dirac statistics and are called fermions. As they are subject to the Pauli
exclusion principle, they make up ordinary matter. Particles with integer spin are called bosons,
follow Bose-Einstein statistics and mediate the fundamental interactions.
Fermions are further divided into leptons and quarks, that each come in three generations with
increasing masses†. Each of the three electrically charged leptons is associated to a corresponding
neutral neutrino (more on this association in section 1.1.2). While the SM assumes massless
neutrinos, the observation of neutrino oscillations [10] implies the existence of at least two
massive neutrinos. By extending the SM to allow non-vanishing neutrino masses, neutrino
oscillations can be introduced through lepton generation mixing, described by the Pontecorvo–
Maki–Nakagawa–Sakata (PMNS) matrix [11]. Apart from an electric charge, the six quarks also
carry a colour charge, of which three types exist: red, green and blue, as well as their respective
anti-colours. The mixing in the quark sector through the weak interaction can be described by
the Cabibbo–Kobayashi–Maskawa (CKM) matrix [12, 13]. Finally, each fermion comes with its
† Neutrinos might not exist in a normal mass hierarchy but could also have an inverted mass hierarchy.
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Table 1.2: Names, electric charges (in units of the elementary charge e) and masses (rounded to three
significant digits if known to that precision) of all observed bosons in the SM [9]. The symbols used in
the following are indicated in parentheses after the particle names.
particle spin electric charge [e] mass
photon (γ ) 1 0 0
gluon (д) 1 0 0
W ± 1 ±1 80.4 GeV
Z 0 1 0 91.2 GeV
Higgs boson (h) 0 0 125 GeV
own anti-particle with same mass and spin, but inverted charge-like quantum numbers†. All
fermions in the SM are listed in table 1.1.
The fundamental forces described by the SM are propagated by bosons with spin-1§. The photonγ
couples to electrically charged particles and mediates the electromagnetic interaction. As the
photon is massless, the electromagnetic force has infinite range. The strong force is mediated
by gluons carrying one unit of colour and one unit of anti-colour. Due to colour-confinement,
colour charged particles like quarks and gluons cannot exist as free particles and, instead, will
form colour-neutral bound states. Although nine gluon states would theoretically be possible,
only eight of them are realised in nature—the colour-singlet state 1√
3
(|rr̄ ⟩ + |дд̄⟩ + |bb̄⟩) would
result in long-range strong interactions, which have not been observed. Finally, the weak force
is mediated by a total of three bosons, two chargedW ± bosons and a neutral Z boson‡. The
mediators of the weak force are massive, resulting in a finitely ranged interaction. They gain
their masses through the Higgs mechanism, discussed in chapter section 1.1.2. All bosons known
to the SM are listed in table 1.2.
1.1.2 The Standard Model as a gauge theory
Formally, the SM is a collection of a special type of quantum field theories (QFTs), called gauge
theories. In the same way that quantum mechanics is the quantisation of dynamical systems of
particles, QFT is the application of quantum mechanics to dynamical systems of fields, providing
a uniform description of quantum mechanical particles and classical fields, while including
special relativity.
In classical mechanics, the fundamental quantity is the action S , which is the time integral
of the Lagrangian L, a functional characterising the state of a system of particles in terms of
generalised coordinates q1, . . . ,qn . In field theory, the Lagrangian can be written as spatial
integral of a Lagrangian density L(ϕi , ∂µϕi ), which is a function of fields ϕi and their spacetime
derivatives ∂µϕi . In the following, the Lagrangian density L will simply be referred to as the
† The exact nature of anti-neutrinos is still an open question and ties into whether or not the neutrino mass
matrix contains non-vanishing Majorana mass terms.
§ Natural units ℏ = c = 1 are used henceforth.
‡ Due to the electroweak unification, offering a unified description of the electromagnetic and weak interactions
in the SM, the Z boson technically has an electromagnetic component and thus is not a pure mediator of the
weak interaction. Electroweak unification will be discussed in section 1.1.2.
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) ) − ∂L
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= 0. (1.2)
As opposed to the Hamiltonian formalism, the Lagrange formulation of field theory is especially
well suited for the relativistic dynamics in particle physics, as it exhibits explicit Lorentz-
invariance [4]. This is a direct consequence of the principle of least action, since Lorentz-
transformed extrema in the action will still be extrema for Lorentz-invariant Lagrangians.
Symmetries are of central importance in the SM. As Emmy Noether has famously shown in
1918 for classical mechanics, every continuous symmetry of the action has a corresponding
conservation law [14]. In the context of classical field theory, each generator of a continuous
internal or spacetime symmetry transformation leads to a conserved current, and thus to a
conserved charge. In QFTs, quantum versions of Noether’s theorem, called Ward–Takahashi
identities [15, 16] for Abelian theories and Slavnov–Taylor identities [17–19] for non-Abelian
theories relate the conservation of quantum currents and charge-like quantum numbers to
continuous symmetries of the Lagrangian.
From a theoretical point of view, the SM is a collection of three gauge theories based on the
symmetry group
SU (3)C ⊗ SU (2)L ⊗ U (1)Y ,
whereU (n) (SU (n)) describes (special) unitary groups, i.e. the Lie groups ofn×n unitary matrices
(with determinant 1, if special). SU (3)C generates quantum chromodynamics (QCD), describing
the interaction of particles with colour chargeC through exchange of gluons, and SU (2)L⊗U (1)Y
generates the electroweak interaction. Here, the subscript ‘Y ’ represents the weak hypercharge,
while the subscript ‘L’ indicates that SU (2)L only couples to left-handed particles (right-handed
antiparticles).
Feynman diagrams
Transitioning from classical field theory to quantum field theory is typically either done through
canonical quantisation or through the usage of the path integral formalism. As only the simplest
field theories can be solved analytically, i.e. those containing only free fields and no interactions,
perturbation theory is used for calculating scattering cross sections and decay rates for any QFT
containing interactions. Any transition matrix can then be written as a series expansion in the
coupling constant, with each term represented by Feynman diagrams.
Using appropriate Feynman rules dictating the possible vertices (representing interactions
between fields) and propagators (representing the propagation of fields), an infinite number
of Feynman diagrams can be written down. All possible combinations of propagators and
vertices (i.e. all possible Feynman diagrams) that can be used to connect given incoming and
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outgoing particles then represent the full perturbation series. Only the lowest order in the series
is considered at leading order (LO), the next-lowest at next-to-leading order (NLO), and so on.
Gauge principle
The gauge principle is fundamental to the SM and dictates that the existence of gauge fields
is directly related to symmetries under local gauge transformations. QED, being the simplest
gauge theory, can be taken to illustrate this important principle. The free Dirac Lagrangian for






whereψ is a four-component complex spinor field, ψ̄ = ψ †γ 0, and γ µ with µ = 0, 1, 2, 3 are the
Dirac matrices with the usual anticommutation relations, generating a matrix representation of
the Dirac algebra,
{γ µ ,γ ν } ≡ γ µγ ν + γ νγ µ = 2ηµν14. (1.4)
Here, ηµν = diag(+1,−1,−1,−1) is the Minkowski metric. It is worth noting that the free Dirac
Lagrangian is invariant under a global U (1) transformation
ψ → eiθψ , (1.5)
where the phase θ is spacetime independent and real-valued. In order to produce the physics
of electromagnetism, the free Dirac Lagrangian, has to be invariant under local U (1) phase
transformations with a spacetime dependent phase θ (x). This is, however, not the case, as the
transformed Lagrangian picks up an additional term from the spacetime derivative of the phase,
LDirac → LDirac − (∂µθ (x))ψ̄γ µψ . (1.6)
For the Dirac Lagrangian to become invariant under a local gauge transformation, a new vector
fieldAµ (x) has to be introduced and the partial derivative ∂µ has to be replaced with the covariant
derivative Dµ , such that
∂µ → Dµ ≡ ∂µ + ieAµ , (1.7)
where e can be identified with the elementary charge, representing the coupling of the fermion
field to the gauge field Aµ . The prescription of achieving local gauge invariance by replacing
∂µ with Dµ is called minimal coupling and leads to a Lagrangian that is invariant under the
transformations
ψ → eiθ (x )ψ , Aµ → Aµ − 1
e
∂µθ (x). (1.8)
The modified Lagrangian now includes a term for interactions between the gauge field and the
fermion field,





ψ − (eψ̄γ µψ ) Aµ , (1.9)
and is indeed invariant under a local phase transformation. Yet, it cannot be complete, as it is
still missing a term describing the kinematics of the free gauge field Aµ . For a vector field, the
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kinetic term is described by the Proca Lagrangian






where F µν ≡ (∂µAν − ∂νAµ ) is the field strength tensor that is invariant under the transformation
in eq. (1.8). Since AνAν is not invariant under the local transformation of above, the only way to
keep the full Lagrangian invariant under a local phase transformation is by requiringmA = 0,
i.e. the gauge field Aµ introduced has to be massless, resulting in the Maxwell Lagrangian
LMaxwell = −14Fµν F
µν , (1.11)
that ultimately generates the well-known Maxwell equations.
This finally yields the full Lagrangian





ψ −mψ̄ψ − 1
4






which can be identified to be the full Lagrangian of QED. The gauge field Aµ introduced is
therefore nothing else than the electromagnetic potential with its associated massless particle,
the photon. Thus, by applying the gauge principle on the free Dirac Lagrangian, i.e. forcing
a global phase invariance to hold locally, a new massless gauge field has to be introduced,
including interaction terms with the existing fields in the Lagrangian. In the case of the free
Dirac Lagrangian, local gauge invariance produces all of QED.
As Yang and Mills have shown in 1954 [20], requiring a global phase invariance to hold locally
is perfectly possible in the case of any continuous symmetry group. Considering a general
non-Abelian symmetry group G, represented by a set of n × n unitary matrices U (α1, . . . ,αN ),
parametrised by N real parameters α1, . . . ,αN , then a gauge-invariant Lagrangian can be
constructed with a similar prescription [3] as previously in the case of U (1).
A total of n fermion fields with mass m are needed, arranged in an n-dimensional multiplet






is invariant under a global phase transformation of the form
Ψ(x) → U (α1, . . . ,αN )Ψ(x). (1.14)
Each element in the set of transformations U can be written in terms of the group generators
T a as
U (α1, . . . ,αN ) = eiαaT a , (1.15)
where the group indices a = 1, . . . ,N are to be summed over. The group generators T a satisfy
the commutation relations
[T a,T b ] = i f abcT c , (1.16)
1.1 The Standard Model of particle physics 11
where f abc are the so-called structure constants quantifying the lack of commutativity between
the generators. By convention, the basis for the generatorsT a is typically chosen such that f abc
is completely anti-symmetric [3]. In order to make the Lagrangian invariant under local phase
transformations, i.e. under transformations with a set of spacetime-dependent real parameters
αa(x), a vector fieldWµ together with a coupling constant д have to be introduced through the
covariant derivative
∂µ → Dµ = ∂µ − iдWµ . (1.17)
As Dµ acts on the n-dimensional multipletΨ , the introduced gauge fieldWµ has to be a n × n
matrix and can thus be expanded in terms of the generators
Wµ (x) = T aW aµ (x), (1.18)
thereby explicitly illustrating, that a total of N gauge fields W aµ are introduced through the
covariant derivative. Similar to QED above, the covariant derivative also introduces an interaction
term of the form
Lint = дΨ̄γ µWµΨ, (1.19)
into the Lagrangian in eq. (1.13), coupling the gauge fieldsW aµ to the fermion multiplet. For
infinitesimal αa(x), the gauge fields gauge transform according to




a + f abcW bµ α
c , (1.20)
where the term with αa looks familiar to theU (1) example and corresponds to the Abelian case,
while the term with f abc introduces the non-Abelian structure into the theory [3]. The same
non-Abelian structure is again clearly visible when introducing a kinetic term for the gauge





with the field-strength tensor now Faµν = ∂µW
a
ν − ∂νW aµ + д f abcW bµW cν . As was already the
case for QED, the above Lagrangian contains Abelian terms quadratic in W , describing the
propagation of the free gauge fields. This time, the Lagrangian additionally includes non-Abelian
terms cubic and quartic inW , leading to self-interaction of the gauge fields.
Quantum chromodynamics
QCD, the gauge theory describing the strong interaction between quarks and gluons in the
SM, is an example for a non-Abelian Yang-Mills theory [20]. QCD is based on the gauge group
SU (3)C , with the subscriptC indicating that the quantum number associated with the symmetry
group is the colour. Each quark is described by a triplet of fermion fields q = (qr ,qд,qb )T , where
the subscripts refer to the three different colours. The symmetry group SU (3) has a total of
n2−1 = 8 generators, usually expressed in terms of the Gell-Mann matrices λa [4]. The covariant
derivative introducing the gauge fields Gaµ acting on the quark triplets is then















Figure 1.1: Possible vertices in QCD.
with дs the coupling constant of the strong interaction, typically written as αs = д2s /(4π) in
analogy to the fine-structure constant in QED. Gauge invariance thus introduces a total of N = 8








where q = u,d, s, c,b, t and Gaµν are the gluon field strengths given by
Gaµν = ∂µG
a
ν − ∂νGaµ + дs f abcGbµGcν . (1.24)
As expected from the previous section, LQCD contains terms that are cubic and quartic in the
gluon fields, resulting in gluon self-interaction in the theory. All possible QCD interaction
vertices involving gluons and quarks are shown in fig. 1.1. The gluon self-interaction leads to a
number of phenomena unknown to Abelian theories, rendering the kinematics of QCD highly
non-trivial.
In QCD, an effect similar to the electric charge screening in QED happens through quark-
antiquark pairs, resulting in a screening of the colour charge. However, the existence of gluon
loops in the gluon propagator due to gluon self-interaction creates an opposing antiscreening
effect of colour charges. At short distances or large momentum scales, colour-charged particles
essentially become free particles, a phenomenon called asymptotic freedom. In this regime, where
αs is sufficiently small, QCD processes can be calculated using perturbation theory. At large
distances or small moment scales, however, αs becomes large, and gluons interact very strongly
with colour-charged particles, meaning that no free gluons or quarks can exist. This phenomenon
is called confinement and implies that free quarks and gluons will be subject to hadronisation,
i.e. form colourless bound states by combining with other quarks or gluons (that can be created
from the vacuum). In a particle detector, hadronisation manifests itself as collimated showers of
particles, called jets. At momentum scales where the strong coupling constant αs becomes large
(αs ≈ O(1)), QCD processes can no longer be calculated using perturbation theory and instead
lattice QCD is used [21, 22].
Electroweak interaction
During the 1960s, Glashow, Weinberg and Salam [23–25] developed a unified theory of the
electromagnetic and weak interactions, based on the SU (2)L ⊗ U (1)Y symmetry group. Known
already experimentally from the Wu experiment [26] in 1956, weak interaction violates parity,
i.e. the symmetry transformations have to act differently on the left-handed and right-handed
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fermion fields. The left- and right-handed components of a fermion field can be projected out
using
ψL =
1 − γ 5
2
ψ , ψR =
1 + γ 5
2
ψ , (1.25)
with γ 5 = iγ 0γ 1γ 2γ 3. As the weak interaction only acts on left-handed fermions, they can be




































The quantum number associated with SU (2) symmetry transformations is called weak isospin
I with the third component denoted as I3. Fermion doublets have I = 1/2, with the upper
component having I3 = 1/2 and the lower component I3 = −1/2. Right-handed fermion fields
have I = 0, i.e. are singlet states in weak isospin space
eR, uR, dR, µR, cR, sR, τR, tR, bR, (1.27)
and thus do not couple to the weak interaction. In the electroweak theory, neutrinos are assumed
to be strictly massless, therefore no right-handed neutrino singlets exist.
The fermion doublets can be written in a free Lagrangian similar to eqs. (1.3) and (1.13),
L = ψ̄Liγ µ∂µψL, (1.28)
with one crucial difference—the omission of the fermion masses. As ψ̄ψ = ψ̄LψR + ψ̄RψL, mass
terms would mix left- and right-handed terms and break gauge invariance. Section 1.1.2 will
illustrate how fermion masses will instead be generated in the electroweak theory. For left-









where д2 is the coupling constant, αa (with a = 1, 2, 3) are real parameters and the Pauli matrices
σa are the generators of SU (2)L. By introducing the covariant derivative Dµ = ∂µ + iд2 σ a2 W aµ
and including the usual kinetic term for the gauge fields, the Lagrangian becomes invariant
under SU(2)L transformations and reads




with the gauge field strength tensors W aµν = ∂µW
a
ν − ∂νW aµ + д2ϵabcW bµW cν , where ϵabc are
the structure constants. As previously in the case of QCD, the non-Abelian structure of the
symmetry group causes self-interactions of the gauge fields.
In order to include electromagnetic interactions, the weak isospin group is extended with the
U (1)Y group, corresponding to the multiplication of a phase factor eiα Y2 to each of the preceding
doublets and singlets. Here, Y is the weak hypercharge as given by the Gell-Mann–Nishijima
relation [27–29],





with Q the electric charge. As will be discussed in section 1.1.2, the spontaneous breaking of the
SU (2)L ⊗ U (1)Y gauge symmetry will recover the electromagnetic gauge group U (1)em [4].
By modifying the covariant derivative to include a U (1)Y gauge field and ensuring that U (1)Y
acts the same on left-handed and right-handed fermions with coupling constant д1, it can be






2 Bµ for left-handed fermions and Dµ = ∂µ + iд1
Y
2 Bµ for





























where Bµν = ∂µBν − ∂νBµ , and the two sums run over the left- and right-handed fermions,
respectively.
Spontaneous symmetry breaking
In the electroweak theory a total of three vector fieldsW aµ and one vector field Bµ are associated
with the gauge groups SU (2)L andU (1)Y , respectively. As has been shown explicitly through the
example of QED in section 1.1.2, the gauge fields need to be massless for the resulting Lagrangian
to be gauge invariant under the respective symmetry group. In addition, the electroweak
symmetry group does not allow for fermion masses. Both gauge bosons of the weak interaction
and the fermions are, however, manifestly massive, and therefore the electroweak symmetry
has to be broken in the SM.
The spontaneous symmetry breaking of the SU (2)L ⊗ U (1)Y gauge group is achieved through
the Brout–Englert–Higgs mechanism [30–32]. In the SM, an isospin doublet of complex scalar







The Higgs doublet has hypercharge Y = 1, and thus, according to the Gell-Mann–Nishijima
relation, ϕ+ has electric charge +1 while ϕ0 is electrically neutral. With the covariant derivative
introduced in section 1.1.2, the Higgs doublet gets corresponding terms in the SM Lagrangian,
Lh = (DµΦ)†(DµΦ) −V (Φ), (1.34)
where V (Φ) is a gauge invariant potential of the form
V (Φ) = −µ2Φ†Φ + λ
4
(Φ†Φ)2. (1.35)
For positive and real parameters µ2 and λ, this potential has the form of a Mexican hat and an
infinite number of minima for field configurations withΦ†Φ = 2µ2/λ. In the vacuum, i.e. in the
ground state of the theory with minimal potential energy of the field, one of these minima is





















Figure 1.2: Possible vertices in the electroweak interaction.










≈ 246 GeV. (1.36)
Equation (1.36) is neither invariant under a SU (2)L transformation of the form U = exp(iαa σ a2 ),
nor under aU (1)Y phase factor of the form exp(iα Y2 ). Thus, the Lagrangian has a symmetry that
the vacuum state does not share, thereby spontaneously breaking the SU (2)L ⊗U (1)Y symmetry.
As the VEV of ϕ+ vanishes and ϕ0 is invariant under U (1)em, the SU (2)L ⊗ U (1)Y symmetry
group is broken down to U (1)em [3].





v + h(x) + iχ (x)
)
, (1.37)
where h, χ , ϕ1 and ϕ2 are real-valued scalar fields with vanishing VEVs. Inserting eq. (1.37) back
into the potential V (Φ) in eq. (1.35) yields
V = µ2h2 +
µ2
v
h(h2 + χ 2 + ϕ21 + ϕ22) +
µ2
4v2
(h2 + χ 2 + ϕ21 + ϕ22), (1.38)
where only h gets a mass term, thus corresponding to an electrically neutral scalar particle
with mass mh =
√
2µ. The other scalar fields remain massless, which is in accordance with
the Nambu-Goldstone theorem [33, 34], stating that every spontaneously broken continuous
symmetry generates a massless Goldstone boson. These bosons are unphysical and can be
gauged away through a SU (2)L transformation, such that the expansion around the vacuum
from eq. (1.37), involves only the physical scalar h in the so-called unitary gauge [3].
Inserting eq. (1.37) and the potential V from eq. (1.38) back into the Lagrangian Lh in eq. (1.34)
leads to mass terms for the gauge fields through their couplings to the h field. The physical



















Figure 1.3: Possible vertices involving the Higgs boson.















Aµ = sinθWW 3µ + cosθW Bµ with mA = 0,
where θW is the weak mixing angle. It is related to the masses of theW and Z bosons and the










In the SM theW ± and Z bosons hence acquire masses through spontaneous breaking of the
electroweak gauge symmetry SU (2)L ⊗ U (1)Y through the Higgs mechanism. The massless
photon field Aµ associated with the electromagnetic U (1)em gauge symmetry is automatically
recovered. All possible vertices between fermions and the physical gauge bosons described by
the electroweak theory are shown in fig. 1.2.
Furthermore, the masses of fermion fields are related to gauge-invariant Yukawa interactions
with the Higgs field. For one fermion generation, the respective Yukawa terms in the Lagrangian
are
LYukawa,gen = −λℓL̄LΦℓR − λdQ̄LΦdR − λuQ̄LΦ†uR + h.c., (1.40)
where λf with f = ℓ,d,u are the dimensionless Yukawa couplings and LL = (νL, ℓL)T and
QL = (uL,dL)T are the left-handed lepton and quark doublets, respectively. The non-vanishing









Figure 1.4: Examples of loop corrections to (a) the gluon propagator, (b) theW or Z propagator and (c)
the cubic gauge boson vertex.
yielding fermion couplings to the Higgs field proportional to the fermion massesmf . All SM
interaction vertices involving the Higgs boson are shown in fig. 1.3.
When introducing all three fermion generations, additional Yukawa terms mixing fermions of
different generations appear in the Lagrangian [3]. The terms involving quark fields can be
parametrised using the CKM matrix [12, 13], quantifying the transition probability between
quark generations. Since no right-handed neutrinos exist in the SM, no generation mixing in
the lepton sector occurs and hence no neutrino mass terms are allowed in the SM. Neutrino
oscillations have, however, been observed experimentally, thus at least two massive neutrino
generations need to exist. Their mixing can be described† with the PMNS matrix [11], allowing
neutrinos to acquire mass e.g. through the see-saw mechanism [35].
1.1.3 Renormalisation and divergencies
At lowest order in the perturbative expansion, the momenta of the internal lines in the Feynman
diagrams are fixed by the external particles. For higher orders where the diagrams involve
loops, the momenta of the internal lines need to be integrated over as they are not fixed by
energy-momentum conservation. Some examples of loop corrections to propagators and vertices
are shown in fig. 1.4. As each vertex in the Feynman diagrams is associated with a coupling
constant that is usually much smaller than 1 (apart from the non-perturbative regime of QCD),
higher orders in the perturbative expansion contribute less and less to the total amplitude of the
full expansion.
The momentum integrals in loop corrections, however, lead to ultraviolet divergencies for large
momenta. In order to eliminate the divergencies, the integrals have to be regularised, e.g. by
applying a cut-off scale Λ, or calculating the integrals in a number D = 4 − ϵ of dimensions
where they converge. The potential divergencies are then absorbed in parameters of the Lag-
rangian, such as coupling constants and masses, after which the regulator is removed again
(e.g. by setting ϵ → 0) and a renormalisation procedure is applied, replacing the bare parameter
values with the physical, measured values [3]. Renormalisation effectively absorbs the effects of
quantum fluctuations, acting on much smaller scales than the scale of the given problem, into the
parameters of the theory. As Veltmann and t’Hooft [36, 17] have shown, all Yang-Mills theories
with massive gauge fields are renormalisable, rendering the SM as a whole a renormalisable
theory.
† Technically, this is already an extension of the SM.
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1.2 Supersymmetry
Originally developed in the late 1960s and early 1970s as an attempt to combine the Poincaré
group with internal symmetries into a single symmetry group [37], Supersymmetry (SUSY) is
a class of theories transforming fermionic states into bosonic ones, and vice-versa. Since its
theoretical discovery, driven purely by theoretical developments rather than by pressure of
existing data [37], SUSY was found to have far-reaching phenomenological consequences that
could solve some of the shortcomings of the SM.
This section starts with an overview of the shortcomings of the SM and illustrates how they could
be solved by supersymmetric theories. This is followed by an introduction to the mathematical
description and phenomenological consequences of SUSY. While the following sections are
intended to highlight the most important concepts and relations, a much more complete and
detailed introduction to SUSY can be found, e.g., in Refs. [5, 6].
1.2.1 Shortcomings of the Standard Model
Although the SM is a remarkably successful theory that is able to predict and describe the inter-
actions between elementary particles with unprecedented precision, there are still phenomena
in nature that cannot be suitable understood within the theoretical framework of the SM.
Those limitations and open questions are the reason for numerous searches looking for new
physics beyond the SM, such as the one presented in this thesis. Some of these open questions
are described in the following.
Dark Matter
The existence of dark matter (DM), i.e. non-luminous and non-absorbing matter is nowadays
well established [9]. Some of the earliest hints for the existence of DM came from the observation
that the rotation curves of luminous objects are not consistent with the expected velocities based
on the gravitational attraction of the visible objects around them. Zwicky already postulated
in 1933 the existence of DM [38] based on rotation curves of galaxies in the Coma cluster.
In 1970, Rubin measured rotation curves of spiral galaxies [39], revealing again a significant
disagreement with the theoretically expected curves given the visible matter in the galaxies.
Based on Newtonian dynamics, the circular velocity of stars outside the bulge of galaxies is
expected to fall off with increasing radius as v(r ) ∝ 1/√r [40]. Rubin’s observations, however,
revealed that the velocities of stars outside the bulge stay approximately constant, strongly
suggesting the existence of a non-luminous (or dark) matter halo around the galaxies. Surveys
of galaxy clusters and observations of gravitational lensing effects, e.g., in the bullet cluster [41]
or the Abell 1689 cluster [42], have since then further consolidated the existence of large
accumulations of non-luminous matter in the universe.
The anisotropies in the cosmic microwave background (CMB), studied by the COBE [43, 44],
WMAP [45, 46] and Planck missions [47] are well described by the Lambda Cold Dark Matter
(ΛCDM) model [48], which includes a density for cold dark matter. Planck’s latest results [49]
1.2 Supersymmetry 19
for the cold DM relic density Ωch2 and baryonic density Ωbh2 of
Ωch
2 = 0.1200 ± 0.0012,
Ωbh
2 = 0.02237 ± 0.00015, (1.42)
suggest that ordinary baryonic matter only makes up ∼ 4.9% of the universe’s matter content,
while DM accounts for ∼ 26.1%. The remaining ∼ 69% are taken up by dark energy, the nature
of which is yet another open question.
Candidates for cold DM need to satisfy certain conditions: they have to be stable on cosmological
timescales (otherwise they would have decayed by now), they have to couple only very weakly
to the electromagnetic interaction (if at all, otherwise they would be luminous matter) and they
need to have the right relic density. Analyses of structure formations in the Universe have
furthermore shown that most DM should have been cold, i.e. non-relativistic, at the beginning of
galaxy formation [40]. Candidates for DM particles are e.g. sterile neutrinos, axions, primordial
black holes, or weakly interacting massive particles (WIMPs).
In the SM, the only DM candidate particle is the neutrino. Given the upper limits on the neutrino
masses, an upper bound on their relic density can be computed, revealing that neutrinos are
not abundant enough to be a dominant component of DM [40]. Furthermore, due to their low
masses, neutrinos would still have been relativistic particles at the beginning of galaxy formation,
preventing the bottom-up† structure formation, favoured by a cold DM dominated universe.
Many BSM theories naturally predict new WIMPs with masses in the GeV to TeV range. In
many SUSY models with exact R-parity conservation (a quantity introduced in section 1.2.5),
the lightest supersymmetric particle is neutral and stable and could be a good candidate for DM.
Unification of forces
Although the SM provides a good description of nature up to the energy scale probed with
today’s accelerators, some of its peculiar aspects hint to a more fundamental theory. A prominent
example is the question why the electric charges of the electrons and the charges of the quarks in
the protons and neutrons in the nuclei exactly cancel, making for electrically neutral atoms [3]. Or
in other words: why are the charges of all observed particles simple multiples of the fundamental
charge? And why are they quantised in the first place?
An explanation to many of these peculiarities comes naturally when describing the SM as a
unified theory with a single non-Abelian gauge group, e.g. SU (5) [50]. The larger symmetry
group with a single coupling constant is then thought to be spontaneously broken at very high
energy, such that the known SM interactions are recovered at the lower energies probed in
today’s experiments. In such a grand unified theory (GUT), the particles in the SM are arranged
in anomaly-free§, irreducible representations of the gauge group, thereby, for example, naturally
ensuring the fractional charges of quarks [4].
In the SM, the coupling constants run towards each other with increasing energy scale, but
never exactly meet. In the Minimal Supersymmetric Standard Model (MSSM), introduced in
† The bottom-up structure formation begins with small objects that subsequently merge into ever larger struc-
tures and corresponds to the structure formation process favoured in a universe dominated by cold DM.
§ In the sense that loop corrections do not break symmetries that the Lagrangian has.
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Figure 1.5: Evolution of the inverse coup-
ling constants in the SM (dashed lines)
and the MSSM (solid lines) in function of
the energy scale Q . Here, the masses of
the supersymmetric particles are treated
as common threshold and varied between
750 GeV (blue lines) and 2.5 TeV (red
lines). Figure taken from Ref. [5].
section 1.2.5, the running couplings meet within their current uncertainties if the supersymmetric
particles are at the TeV scale, hinting that a supersymmetric GUT could be a good candidate for
describing physics at the unification scale. Figure 1.5 shows that the running coupling constants
in the MSSM are modified such that they meet at 1016 GeV.
The Hierarchy Problem
As the SM is a renormalisable gauge theory, finite results are obtained for all higher-order loop
corrections, making the SM a theory that is, in principle, well-defined up to infinite energies.
In renormalisation terms, this means that the cut-off scale Λ is theoretically allowed to go to
arbitrarily high values. It is clear though, that the SM cannot be a complete theory of nature
and that, at some unknown high-energy scale Λ, new physics has to appear. At the very least, a
new theoretical framework becomes necessary at the Planck scale MP ≈ 1019 GeV [6], where
quantum gravitational effects can no longer be ignored.
The mass parameters of fermions and massive vector bosons are protected from large quantum
corrections by chiral symmetry and gauge symmetry, respectively [51]. The mass parameter of
the scalar Higgs field, on the other hand, receives loop corrections proportional at least to the
scale at which new physics sets in. The Yukawa coupling of the Higgs field to a fermion f with





Λ2 + . . . . (1.43)
The Higgs mass thus quadratically diverges with the scale Λ. If the SM is to be valid up to
the Planck scale, then Λ = MP , and the correction to the Higgs squared mass becomes more
than 1030 times larger than the expected value in the order of (102 GeV)2 [5]. Similar quantum
corrections arise from the Higgs quartic coupling to a heavy scalar boson S with mass mS ,














Figure 1.6: A massive fermion (a) and a hypothetical massive scalar particle (b) coupling to the Higgs
boson.
In order to obtain the experimentally measured value of the Higgs mass, the quantum corrections
to the bare Higgs parameter have to be tuned in such a way that they almost cancel, leading to
a fine-tuning problem that is considered to be unnatural.
Interestingly, the terms quadratically divergent in Λ in eq. (1.43) and eq. (1.44) enter with
opposite signs. If, for every fermionic loop, there are two bosonic loops with λS = λ2f , the
quadratically diverging terms neatly cancel. As will be discussed, this is exactly the case in
supersymmetric theories. Additional correction terms omitted above are at most logarithmic
in Λ, and cancel if the scalar bosons and the fermion have the same masses (this is further
discussed in section 1.2.5).
Anomalous magnetic moment of the muon
One of the longest standing disagreements between experiment and theory in the SM is the
anomalous magnetic moment of the muon [9]. The magnetic moment of the muon ®µµ is related





For a structureless spin-1/2 particle with massm and charge q = ±e , the gyromagnetic ratio is
дµ = 2 [52]. Loop corrections coupling the muon spin to virtual fields cause small deviations,




(дµ − 2). (1.46)
The anomalous magnetic moment can be precisely predicted within the SM and experiment-
ally measured with high accuracy. A comparison between experimental data and theoretical
prediction thus directly tests the SM at quantum loop level and may hint to effects from new
physics in case of discrepancies [53]. In the SM, the most dominant contribution to aµ comes
from QED corrections involving photon and fermion loops. A representative diagram is shown
in fig. 1.7(a). Weak contributions involving the heavyW ±, Z and Higgs particles are suppressed
by their masses [54]. Although the contributions from QCD are relatively small, they give rise
to the main theoretical uncertainties, since they cannot be calculated from first principles but


















Figure 1.7: Electromagnetic (a) and supersymmetric (b), (c) contributions to aµ . Supersymmetric
particles are drawn in red. Adapted from Ref. [53].
The muonд–2 experiment at the Fermi National Accelerator Laboratory (FNAL) [55] has recently
measured the anomalous magnetic moment of the muon, updating the results from the E821
experiment at Brookhaven National Laboratory (BNL) [52], obtained in 2004. The combined
experimental average of both experiments finds a deviation from the SM expectation† of
∆aµ = a
exp
µ − aSMµ = (251 ± 59) × 10−11, (1.47)
which is quantified to have a significance of 4.2σ [55]. These results strongly hint at the existence
of new physics beyond the SM.
In many supersymmetric models, the measured deviation in aµ can easily be accommodated
through additional Feynman diagrams involving the supersymmetric partners of the muon, the
muon neutrino and the electroweak gauge bosons [56, 57]. Two lowest-order diagrams involving
supersymmetric particles (introduced in section 1.2.5) are shown in figs. 1.7(b) and 1.7(c).
1.2.2 Supersymmetric Algebra
The Coleman–Mandula no-go theorem [58] dictates that the symmetry group generating a
consistent spacetime QFT must be the direct product of the internal symmetry group with the
Poincaré group, which in principle rules out the possibility for SUSY. The Coleman–Mandula
proof, however, assumes the new symmetry to be generated by bosonic integer spin generators.
The Haag–Lopuszanski–Sohnius extension [59] showed that the only possible way of non-
trivially combining internal and spacetime symmetry groups is to use a Lie superalgebra and
fermionic spin-1/2 generators.
A generator of supersymmetric transformations is thus an anti-commuting spinor Q that turns
fermionic states | f ⟩ into bosonic states |b⟩ and vice-versa,
Q | f ⟩ = |b⟩ , Q |b⟩ = | f ⟩ . (1.48)
As spinors are complex objects, Q† is also a symmetry operator. In order to obey the Haag–
Lopuszanski–Sohnius loophole of the Coleman–Mandula theorem, bothQ andQ† are necessarily
fermionic and thus must carry half-integer spin, meaning that SUSY must be a spacetime
symmetry, i.e. a Poincaré symmetry. To simultaneously allow for parity-violating interactions,
† The SM value of aµ adopted in Ref. [55] relies on the data-driven evaluation of the hadronic contributions
using e+e− collider data, recommended by the muon д–2 theory initiative [54].
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the SUSY generators have to satisfy the following algebra of commutation and anti-commutation
relations [6],
{Q,Q†} = 2σµP µ ,
{Q,Q} = {Q†,Q†} = 0,
[P µ ,Q] = [P µ ,Q†] = 0,
{M µν ,Q} = σ µνQ,
{M µν ,Q†} = σ̄ µνQ†,
(1.49)
where P µ is the four-momentum generator of spacetime translations, σµ = (12,σi ), σ̄µ =
(12,−σi ) with i = 1, 2, 3 and the Pauli matrices σi , and σ µν = i4 (σ µ σ̄ν − σν σ̄ µ ) as well as
σ̄ µν = i4 (σ̄ µσν − σ̄νσ µ ). This is the simplest version of SUSY, called N = 1 symmetry, as it
introduces only one pair of generators. Supersymmetric theories with N ≥ 2 pairs of generators
also exist and generally have some theoretical advantages as, e.g., fewer divergencies in the
case of N = 2, or even no divergencies at all in the case of N = 4 [6]. SUSY models with
N ≥ 2, however, do not allow for parity violation and thus fail to describe the physics of the
SM, disqualifying them from a phenomenological point of view [6].
As both SUSY generators commute with spacetime translations (see eq. (1.49)), they also both
commute with the squared mass operator −P2. Consequently, particles related by the generators,
called superpartners, must have equal eigenvalues under −P2, i.e. they must have equal masses.
Furthermore, the SUSY generators also commute with the gauge transformation generators,
hence superpartners must have same electric charge, weak isospin and degrees of freedom in
colour space [5].
1.2.3 Supermultiplets
The SM and SUSY particles are arranged in irreducible representations of the SUSY algebra,
called supermultiplets, each containing both fermionic and bosonic states that are superpartners
of each other. It can be shown that each supermultiplet has an equal number of fermion and
boson degrees of freedom, nf = nb [5].
The simplest supermultipletΨ that can be constructed contains a single Weyl fermionψ and
two real scalars, described by a single complex field ϕ, called the sfermion. The Weyl fermion has
two spin helicity states, hence nf = 2, and the complex scalar field has two components with
nb = 1 each. An additional complex scalar field F , called auxiliary field and not corresponding
to a physical particle, has to be introduced in order to allow the SUSY algebra to close off-shell†,
where the energy-momentum relation does not hold [5]. The supermultipletΨ thus reads
Ψ = (ϕ,ψ , F ). (1.50)
† Henceforth, the term on-shell describes fields that obey the equations of motion and correspond to real
particles, while the term off-shell refers to fields that do not obey the equations of motion and correspond
to virtual particles. Often, the term off-shell is used in an inclusive fashion, i.e. to designate particles that can
also be on the mass-shell, but do not necessarily have to be.
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Being a pure bookkeeping device, the auxiliary field does not propagate and can be eliminated
on-shell with the equations of motion F = F ∗ = 0. This supermultiplet is called a chiral or scalar
supermultiplet [5].
The next-simplest supermultiplet for whichnf = nb holds, is the vector or gauge supermultipletΦ
containing a spin-1 gauge boson Aµa , where a is the index of the gauge group. In order for the
theory to be renormalisable, this gauge boson must be massless before spontaneous breaking of
the symmetry. As a massless spin-1 boson has two helicity states, i.e. nb = 2, the superpartner,
called gaugino, must be a massless spin-1/2 Weyl fermion λa with two helicity states such that
nf = 2 [5]. An auxiliary real bosonic field Da is needed to balance the degrees of freedom
off-shell [6], completing the supermultiplet to be
Φ = (λa,Aµa,Da). (1.51)
Like the chiral auxiliary field, the gauge auxiliary field does not correspond to a physical particle
and can be eliminated on-shell through its equations of motion [5].
1.2.4 Supersymmetric Lagrangian
The simplest supersymmetric model that can be shown to realise the superalgebra is the massless,





Lfermion = −iψ †σ̄ µ∂µψ ,
(1.52)
with a massless complex scalar ϕ and a spin-1/2 fermion ψ , corresponding to a single chiral
supermultiplet. As discussed in section 1.2.3, in order for this Lagrangian to satisfy the super-
symmetry off-shell where the equations of motion cannot be used, an auxiliary complex scalar
field F has to be added. The free Lagrangian [6] in the action thus reads
Lfree = Lscalar + Lfermion + Laux, with Laux = F ∗iFi . (1.53)
The auxiliary term Laux implies the trivial equations of motion F = F ∗ = 0, which are needed to
remove the auxiliary field in the on-shell case. The next step involves adding terms for non-gauge
interactions for the chiral supermultiplets. Non-gauge interactions for chiral supermultiplets at
most quadratic in the fermion fields can be achieved by introducing the term [6],
Lint = −12W
i j (ϕ,ϕ∗)ψiψj +V (ϕ,ϕ∗) + c .c ., (1.54)
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whereW i j is a holomorphic† function of the complex scalar fields ϕi of the form [6]




Here,W is called the superpotential. For the final Lagrangian to be renormalisable, the superpo-




mi jϕiϕ j +
1
6
yi jkϕiϕ jϕk , (1.56)
where yi j are the Yukawa couplings between the scalar and the two fermions, thus containing
all non-gauge interactions. The term quadratic in the fields contains the fermion mass matrix
mi j , which is equal to the mass matrix of the scalar bosons due to supersymmetry, as will be
shown below. Requiring Lint to be invariant under supersymmetry transformations further




= −W ∗i , F ∗i = −
∂W (ϕ)
∂ϕi
= −W i , (1.57)
which thus yields for the potentialV =W ∗i W
i = FiF
∗i , allowing to write the Lagrangian without
explicitly introducing the auxiliary fields. The full Lagrangian of the Wess-Zumino model, with
general chiral interactions between the scalar and fermion fields in the chiral supermultiplets [6],
is then given by










∗iψ †jψ †k−V (ϕ,ϕ∗),
(1.58)
obtained by adding the interaction term Lint from eq. (1.54) to the free Lagrangian in eq. (1.52)
and inserting the expression for the superpotential from eq. (1.56) and the auxiliary fields
from eq. (1.57).
The Lagrangian in eq. (1.58) immediately reveals that, as expected by supersymmetry, the masses
of the fermions and bosons in the same supermultiplet are identical. In order to incorporate gauge
supermultiplets and consider the interactions between fermions and gauge bosons observed in
the SM, the usual minimal coupling rule has to be applied, replacing ∂µ with Dµ . This leads to
equations of motion for the auxiliary fields,
Da = −д(ϕ∗T aϕ), (1.59)
whereT a are the generators of the gauge group and д is the coupling constant [6]. The potential
then becomes
V (ϕ,ϕ∗) = F ∗iFi + 12
∑
a







where a runs over the gauge groups that generally have differing gauge couplings [6].
† A holomorphic function is a complex-valued function in one or more complex variables that is complex differ-
entiable in a neighbourhood for every point of its domain.
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Table 1.3: Particle content of the MSSM. The spin refers to the spin of the superpartner. Adapted
from [6].
Particle superpartner 0 Spin
quarks q squarks q̃ 0
→ top t stop t̃
→ bottom t sbottom b̃
. . .
leptons ℓ sleptons ℓ̃ 0
→ electron e selectron ẽ
→ muon µ smuon µ̃
→ tau τ stau τ̃
→ neutrinos νℓ stop ν̃ℓ
gauge bosons gauginos 1/2
→ photon γ photino γ̃
→ boson Z Zino Z̃
→ boson B Bino B̃
→ bosonW Wino W̃
→ gluon д gluino д̃
Higgs bosons H±,0i higgsinos H̃
±,0
i 1/2
1.2.5 The Minimal Supersymmetric Standard Model
The Minimal Supersymmetric Standard Model (MSSM) is the simplest N = 1 supersymmetric
extension of the SM in the sense that it introduces a minimal set of additional particles.
Particle content and interactions
The MSSM arranges all SM particles in chiral (all the fermions and quarks) and gauge (all spin-1
bosons) supermultiplets. As supersymmetric partners have the same quantum numbers apart
from spin, none of the SM particles can be superpartners of each other. Thus, all supersymmetric
partners have to be new, unseen particles. Table 1.3 summarises the names, notations and spins
of all superpartners introduced in the MSSM. The naming convention is to prepend the names of
the superpartners of fermions with an ‘s’ (e.g. selectron, stop, ...) and append ‘-ino’ to the names
of the superpartners of the bosons (e.g. Wino, Higgsino, ...). Supersymmetric particles (sparticles)
are generally denoted by adding a tilde to the symbol of SM particles (e.g. ẽ , ũ, д̃).
An important detail to note is that right-handed and left-handed fermions get their own chiral
supermultiplets and thus have distinct superpartners, as otherwise the preference of the weak
interaction for left-handed particles would be violated. For example, left-handed and right-
handed quarks (qL, qR) get two different superpartners (q̃L, q̃R), denoted with subscript ‘L’ and
‘R’. The index here refers to the handiness of the SM particle as scalar particles have only one
helicity state. Additionally, the superpartners of the left-handed and right-handed fermions will
mix to form physical mass eigenstates.
It is also worth asking why the superpartners of SM particles are of lower spin in the first
place, as e.g. spin-1 superpartners of the SM fermions could also have been considered. The
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introduction of spin-1 bosons would entail the introduction of new gauge interactions, rendering
the MSSM non-minimal [6]. Furthermore, introducing superpartners with spin greater than 1
would make the resulting theory non-renormalisable [6].
In the MSSM, two Higgs doublets are needed in order to give masses to the up-type and
down-type quarks via Yukawa couplings. A single Higgs field h cannot be used for this as it
would require Yukawa terms including the complex conjugate h∗, which is forbidden as the
superpotential, being a holomorphic function of the fields, cannot depend on the complex
conjugates of the same fields [6]. Additionally, the use of a single Higgs doublet would lead to
gauge anomalies in the electroweak gauge symmetry [61]. Instead two complex Higgs doublets












As illustrated in section 1.2.4 using the Wess–Zumino model, interactions are introduced using
the superpotential. In the MSSM, the superpotential reads
WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd , (1.62)
where Q and L correspond to the supermultiplets containing the left-handed quarks and leptons
as well as their superpartners, respectively. Likewise, ū, d̄ , ē correspond to the supermultiplets
containing the right-handed up-type quarks, down-type quarks and leptons as well as their
superpartners, respectively. The parametersyu ,yd andye are the 3×3 Yukawa coupling matrices.
Except for the third generation, the Yukawa couplings are known to be relatively small [5] and
are thus not of direct interest for the phenomenology of the theory. Phenomenologically more
interesting are the supersymmetric gauge interactions that dominate the production and decay
process of superpartners in the MSSM [5]. The superpotential in eq. (1.62) illustrates again why
two Higgs doublets are needed in the MSSM, since terms like ūQH ∗d or ēLH
∗
u are not allowed
due to the holomorphism of the superpotential. The term µHuHd contains the higgsino mass
parameter µ and is the supersymmetric version of the Higgs mass term in the SM Lagrangian.
Soft supersymmetry breaking
As stated in section 1.2.2, all superpartners must have the same quantum numbers apart from
their spin. They especially also should have the same masses. As such particles would have been
discovered a long time ago, SUSY must be a broken symmetry. If broken SUSY is, however, still
to provide a solution to the Hierarchy problem, i.e. cancel the quadratic divergencies in the loop
corrections to the Higgs mass parameter, then the relations between the dimensionless couplings
of the SM particles and their superpartners have to be maintained [5]. Hence, only symmetry
breaking terms with positive mass dimension are allowed in the Lagrangian, especially also
forbidding the presence of dimensionless SUSY-breaking couplings [5]. Such a breaking of SUSY
is called soft breaking and can be written as
L = LSUSY + Lsoft, (1.63)
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where Lsoft contains all the symmetry breaking terms, whilst LSUSY is the SUSY invariant Lag-
rangian with all the gauge and Yukawa interactions. In a softly broken SUSY, the loop corrections
to the Higgs mass parameter depend quadratically on the largest mass scale associated with the
soft terms (msoft). As the fine-tuning problem reappears ifmsoft becomes too large, superpartners
with masses not too far above the TeV scale are generally assumed [5].
A total of 105 new parameters with no counterpart in the SM are introduced through Lsoft [5, 62]:
• Wino, bino and gluino mass parameters M1, M2 and M3.
• Trilinear scalar couplings, parametrised by 3 × 3 matrices in generation space au , ad , ae ,
representing Higgs-squark-squark and Higgs-slepton-slepton interactions.
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The sfermion mass matrices and the trilinear scalar couplings may introduce additional fla-
vour mixing and CP violation, both of which are heavily constrained by experimental res-
ults. Flavour mixing in the lepton sector is for example constrained by an upper limit on
BR(µ → eγ ) < 4.2 × 10−12 [63]. Bounds on additional CP violation as well as squark mixing
terms come from measurements of the electron and neutron electric moments and neutral
meson systems [9]. Formally, in order to avoid these terms, SUSY breaking can be assumed to be
flavour-blind, meaning that the mass matrices are approximately diagonal. The large Yukawa
couplings for the third generation squarks and sfermions can then be achieved by assuming that
the trilinear scalar couplings are proportional to the corresponding Yukawa coupling matrix [5].
As most of the parameters in the MSSM are related to soft SUSY breaking, it is not surprising
that the phenomenology of the MSSM strongly depends on the exact breaking mechanism. The
breaking is usually assumed to happen in a hidden sector and the effects of the breaking are then
typically mediated by messenger fields from the hidden sector to the visible sector containing
all the particles of the MSSM. Since the hidden sector is assumed to be only weakly or indirectly
coupled to the visible sector, the phenomenology mostly depends on the mechanism mediating
the breaking. The two most popular mechanisms are gravity-mediated and gauge-mediated
SUSY breaking.
Mediating SUSY breaking through gravity is an attractive approach, since all particles share
gravitational interactions. This makes it easy to imagine gravitational effects to be the only
connection between the hidden and the visible sectors. In such models, SUSY breaking is
mediated through effects of gravitational strength, suppressed by inverse powers of the Planck
mass [9]. The mass of the gravitino—the superpartner of the hypothetical mediator particle
of gravity, called graviton—is typically of electroweak scale [64, 65]. Due to its couplings of
gravitational strengths, it usually does not play a role in collider physics [9].
In gauge-mediated SUSY breaking (GMSB), additional messenger fields sharing gauge interac-
tions with the MSSM fields are transmitting the breaking from the hidden to the visible sector.
In such models, the gravitino is typically the lightest supersymmetric particle (LSP), as its mass
ranges from a few eV to a few GeV, making it a candidate for DM [66].
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Mass spectrum
Electroweak symmetry breaking in the MSSM is generalised to the two Higgs doublets introduced
in eq. (1.61). In total, the two doublets have eight degrees of freedom, three of which are used
to give masses to the W ± and Z bosons during the breaking of SU (2)L ⊗ U (1)Y to U (1)em
(see section 1.1.2). Thus, five physical Higgs bosons appear in the MSSM; two neutral Higgs
bosons even under CP transformation, called h0 and H 0, one neutral Higgs boson odd under
CP transformation, called A0, and finally two charged Higgs bosons, called H±. The two Higgs
doublets Hu and Hd each get a VEV (vu and vd , respectively) that are connected to the VEV v of











Due to electroweak symmetry breaking, the gauginos and higgsinos are not mass eigenstates
but mix to form electroweakinos:
• The two charged higgsinos mix with the two charged winos to form two charged mass
eigenstates χ̃±1 , χ̃
±
2 , called charginos.
• The remaining neutral higgsinos mix with the bino and neutral wino to form four neutral






4 , called neutralinos.
Both charginos and neutralinos are by convention labeled in ascending mass order. As the exact
diagonalised forms of their mass mixing matrices are, in general, relatively complicated [67], they
are typically evaluated in limits where one component dominates. Neutralinos with a dominant
wino, bino or higgsino component will be called wino-, bino- or higgsino-like, respectively,
in the following. Likewise, charginos will be called wino- or higgsino-like, if the respective
component dominates.
Squarks and sleptons also mix, respectively. As in principle any scalars with the same elec-
tric charge, colour charge and R-parity (see section 1.2.5) can mix with each other, the mass
eigenstates of the sleptons and squarks should a priori be obtained through diagonalisation of
three 6 × 6 mixing matrices (one for up-type squarks, one for down-type squarks and one for
charged sleptons) and one 3 × 3 matrix (for sneutrinos). The assumption of flavour-blind soft
SUSY breaking terms leads to most of the mixing angles being very small. As opposed to the first
and second generation, the third generation sfermions have relatively large Yukawa couplings,
therefore the superpartners of the left- and right-handed fermions mix to mass eigenstates (t̃1, t̃2),
(b̃1, b̃2), (τ̃1, τ̃2), again labeled in ascending mass order. The first and second generation sfermions,
on the other hand, having very small Yukawa couplings, end up in nearly mass-degenerate,
unmixed pairs.
The gluino, being the only colour octet fermion of the unbroken SU (3)C gauge group, cannot
mix with another fermion and is thus a mass eigenstate with massmд̃ = |M3 | at tree level [5, 53].
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R-parity
The superpotential of the MSSM in principle allows additional gauge-invariant terms that are
holomorphic in the chiral superfields but violate either lepton number (L) or baryon number
(B). However, L- or B-violating processes have not been observed. Also, the L- and B-violating
terms would cause a finite lifetime of the proton by allowing for it to decay, e.g., via p → e+π 0, a
process that is heavily constrained to have a lifetime longer than 1.6 × 1034 years [68], as found
by the Super-Kamiokande experiment.
In order to avoid these terms, a new symmetry, called R-parity, is introduced. R-parity is a
multiplicatively conserved quantum number defined to be
PR = (−1)3(B−L)+2s , (1.66)
where s is the spin of the particle. Given this definition, all SM particles and the Higgs bosons
have even R-parity (PR = +1) while all superpartners have odd R-parity (PR = −1). Assuming
R-parity to be exactly conserved at each vertex in the MSSM leads to a number of interesting
phenomenological consequences:
• Sparticles are always produced in pairs.
• Heavier sparticles decay into lighter ones.
• The number of sparticles at each vertex must be even.
• The LSP must be stable as it cannot decay any further without violating R-parity.
The nature of the LSP can be further constrained by cosmological observations [69]. If it were
electrically charged or coupled to the strong interaction, it would have dissipated its energy
and mixed with ordinary matter in the galactic disks, where it would have formed anomalous
heavy isotopes. Upper limits on such supersymmetric relics [70] heavily favour an electrically
neutral and at most weakly interacting LSP. This excludes in particular the gluino as an LSP.
Another possible LSP, the sneutrino, is ruled out by Large Electron Positron (LEP) and direct
searches [71–73]. Gauge-mediated supersymmetric theories often predict a light gravitino LSP
with a mass ranging from a few eV to a few GeV. Another promising option, and the one
considered in the following, is a neutralino LSP. In large portions of the MSSM parameter space,
a neutralino LSP produces a DM relic density that is compatible with the DM relic density
measured by Planck [49, 70].
Although both R-parity conserving and R-parity violating models exist and are searched for
in ATLAS, for the phenomenological reasons explained above, only R-parity conserving SUSY
models with neutralino LSPs are considered in the following.
1.2.6 The phenomenological MSSM
In addition to the 19 parameters of the SM, the MSSM adds a total of 105 additional parameters,
too much to allow for a full exploration of the MSSM in experimental analyses. However, as
discussed in section 1.2.5, not all values of the 105 additional parameters lead to phenomenologic-
ally viable models. By requiring a set of phenomenological constraints, the 105 free parameters
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Table 1.4: Parameters of the phenomenological Minimal Supersymmetric Standard Model (pMSSM).
Parameter Meaning
tan β ratio of the Higgs doublet VEVs
MA mass of the CP-odd Higgs boson
µ Higgs-higgsino mass parameter
M1, M2, M3 wino, bino and gluino mass parameters
mq̃ ,mũR ,md̃R ,mℓ̃ ,mẽR first and second generation sfermion masses
mQ̃ ,mt̃R ,mb̃R ,mL̃ ,mτ̃R third generation sfermion masses
At , Ab , Aτ third generation trilinear couplings
can be reduced to only 19 free parameters, spanning a model space called the pMSSM [74, 75].
The free parameters in the pMSSM are listed in table 1.4.
The reduction of free parameters is obtained by applying the following constraints on the MSSM:
• No new source of CP violation, as discussed in section 1.2.5, achieved by assuming all soft
breaking parameters to be real.
• Minimal flavour violation, meaning that flavour-changing neutral currents (FCNCs),
heavily constrained by experiment, are not allowed and the flavour physics is governed
by the CKM matrix.
• First and second sfermion generations are mass-degenerate.
• The trilinear couplings and Yukawa couplings are negligible for the first and second
sfermion generations.
The pMSSM does not make any assumptions on the physics above the TeV scale, and therefore
does not assume a specific SUSY breaking mechanism. With its 19 free parameters, and the typical
complexity of a search for SUSY, the pMSSM is still computationally extremely challenging
to probe. Using appropriate approximations, the computational complexity can be simplified
enough for exhaustive scans and comparisons to experimental data to become possible. Two
such approximations are discussed in chapters 9 and 10, respectively, and applied on the pMSSM
in chapter 11.
1.2.7 Simplified models
In searches for BSM physics at the LHC, it is common to use simplified models [76–78] as a way
of reducing the available parameter space to a manageable level. Simplified models do not aim to
represent complete supersymmetric models but are mostly defined by a single (or a few selected)
decay chain(s) allowing only a small number of participating sparticles, usually only two or
three. Other sparticles are decoupled by setting their masses to be kinematically inaccessible at
current collider experiments. The decay chains of the participating sparticles are determined by
fixed branching ratios, often set to be 100%. Experimental bounds from non-observation of a
given model are then typically presented in function of the physical masses of the sparticles
involved in the decay chain. The model space spanned by the free parameters of the simplified
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Figure 1.8: Cross sections of different SUSY
production processes at
√
s = 13 TeV in pp
collisions. Cross sections for pair production
of electroweakinos are significantly smaller
than, e.g., those for pair production of gluinos.
The shaded bands correspond to the theory
uncertainty of each cross section. Cross sec-
tions taken for coloured and electroweak sec-
tor taken from Refs. [81, 82] and Refs. [83–85],
respectively.
model is typically called a signal grid, as each set of distinct mass parameter values, called signal
point, occupies a single discrete point in this space. Figure 1.10(b) illustrates the signal grid used
in part II of this thesis. The exact details of the signal grid are further discussed in section 1.3.2.
Simplified models have the inherent advantage that they circumvent the issue of having to search
for SUSY in a vast parameter space where many of the parameters may only have small effects
on observables. Their interpretation in terms of limits on individual SUSY production and decay
topologies in function of sparticle masses is straightforward and very convenient. The hope is,
that simplified models are a reasonable approximation of sizeable regions of parameter space of
the more complete model they are embedded in [9]. The obvious downside is, however, that
the limits obtained in simplified models are not automatically a good approximation of the true
underlying constraint on the respective model parameter when interpreted in more complete
SUSY models. Often, the constraints set on sparticle masses in simplified models, significantly
overestimate the true constraints obtained in more complex SUSY spectra, especially when the
usually assumed 100% branching fractions are no longer realised in more complete models (see
e.g. [79, 80]).
One way of circumventing these issues, while sticking to the simplified model approach, is to
ensure that the limits obtained in different simplified models involving different production and
decay mechanisms are combined into limits representing more complex SUSY spectra. In such
an approach, the simplified model limits can be seen as building blocks for more realistic SUSY
models that include many different production processes and decay modes. Another possibility
is to perform reinterpretations of SUSY searches—optimised for one ore more such simplified
models—in more complete (and high-dimensional) SUSY model spaces, like e.g., in the pMSSM.
This cannot only demonstrate the sensitivity of existing SUSY searches beyond simplified models,
but also potentially identify blind spots and model regions not covered by current searches. In
addition, connections to (in)direct DM searches and various SM measurements can be explored
this way. Recent efforts in this direction include, e.g., Refs. [79, 86, 87]. As will be discussed in
part III of this thesis, efforts reinterpreting ATLAS searches for SUSY in the pMSSM are currently
ongoing. In chapter 11, a reinterpretation of the search for electroweakinos presented herein
using a set of pMSSM models, is discussed.



















Figure 1.9: Dominant diagrams for production of electroweakino pairs at the Large Hadron Collider.
Adapted from Ref. [5].
1.3 Search for electroweakinos
While both the ATLAS experiment [88] and CMS experiment [89] at the LHC at CERN set strong
limits on the presence of gluinos and squarks at the TeV scale, the limits on electroweakinos
are mostly still below 1 TeV. The reason for the relatively low limits on electroweakinos are
the low cross-sections of electroweakino production, compared to those of squark and gluino
production. As can be seen in fig. 1.8, the cross sections for χ̃±1 χ̃
0
2 pair production (the main
production process considered in the following) is more than two orders of magnitude smaller
than that for gluino pair production.
Apart from the electroweakino mass limits set by the current collider experiments, some ad-
ditional limits from the LEP experiments are still relevant in some corners of the phase space.
Combining the results from all four LEP experiments leads to a general lower chargino mass
limit of 103.5 GeV, except for scenarios with a low sneutrino mass [90]. For small mass splittings
between the chargino and the LSP, the lower limit is a little weaker, with dedicated searches
excluding charginos with m(χ̃±1 ) < 91.9 GeV [90]. For mass splittings larger than 1.5 GeV and
up to 50 GeV, the LEP chargino limits have recently been superseded by a dedicated ATLAS
search for compressed SUSY scenarios [91], excluding chargino masses up to 240 GeV for a mass
splitting of 7 GeV. For the neutralino, a lower limit on the lightest neutralino mass comes from
limits on the invisible width of the Z boson, excluding m(χ̃ 01 ) < 45.5 GeV, depending on the
Z–neutralino coupling [9].
1.3.1 Production of electroweakinos at the Large Hadron Collider
If gluinos and squarks are heavier than a few TeV, i.e. too heavy to be within reach of the LHC,
the direct production of electroweakinos might be the dominant production mode of SUSY.
At hadron colliders, electroweakinos can be pair-produced directly via electroweak processes.
The direct production of electroweakino pairs dominantly happens through electroweak gauge
bosons from s-channel qq̄ annihilation, as shown in fig. 1.9. Contributions from t-channels via
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Figure 1.10: Simplified model used in this thesis. Fig. (a) shows a diagram for χ̃±1 χ̃
0
2 pair production with
subsequent decays into χ̃±1 →W ± χ̃ 01 and χ̃ 02 → h χ̃ 01 . Fig. (b) shows the signal grid used. Each discrete





1.3.2 Models used within this work
In SUSY scenarios where the sleptons and charged and pseudoscalar Higgs bosons are heavier
than the charginos and neutralinos, a relatively pure wino lightest chargino decays predom-
inantly through χ̃±1 → W ± χ̃ 01 , while the next-to-lightest neutralino decays via χ̃ 02 → Z/h χ̃ 01 .
If, in addition, the higgsinos are much heavier than the wino, and the mass splitting between
the two lightest neutralinos is larger than the Higgs boson mass, the decay χ̃ 02 → h χ̃ 01 can be




2 are wino-like and nearly
mass-degenerate.
The main model used in the following is a simplified model considering direct production
of a χ̃±1 χ̃
0
2 pair, where the lightest chargino decays via χ̃
±
1 → W ± χ̃ 01 and the next-to-lightest
neutralino decays via χ̃ 02 → h χ̃ 01 , each with 100% branching ratio. The lightest chargino χ̃±1
and the next-to-lightest neutralino χ̃ 02 are assumed to be degenerate in mass and pure wino
states, while the lightest neutralino χ̃ 01 is considered to be a pure bino LSP. The mass parameter





1 masses are free parameters that are systematically varied, creating a two-
dimensional signal grid to be scanned and compared to data. Figure 1.10(b) shows the two-
dimensional signal grid used in part II of this thesis. In the simplified model, the Higgs boson
mass is set to 125 GeV in accordance with the measured value [1, 2] and its branching ratios are
the ones from the SM. A diagram for the simplified model considered is shown in fig. 1.10(a).
In addition to the simplified model targeted by the SUSY search presented in the following, an
additional class of models is considered in the second part of this work. These models are sampled
directly from the pMSSM parameter space and are used to reinterpret the aforementioned search
for direct pair production of electroweakinos. The mass spectrum of a representative pMSSM
model point used is shown in fig. 1.11. Additional details on the sampling and phenomenology
of the pMSSM models are given in chapter 11.




























Figure 1.11: Mass spectrum of an representative pMSSM model. The branching fractions of the different
decays are indicated through the width and and greyscale colour (black being 100%, white being 0%)
of the arrows. Branching fractions smaller than 10% are suppressed for the sake of visibility. Figure




The European Laboratory for Particle Physics, CERN, is one of Europe’s first joint ventures in
science and one of the largest physics research facilities in the world [93]. It brings together
more than 12,400 scientists of over 110 nationalities [93] with a common goal of pushing the
frontiers of science and technology. Located at the Franco–Swiss border near Geneva, CERN
was founded in 1954 and nowadays counts 23 member states [93]. CERN’s main research area is
particle physics, hence why the organisation operates a large complex of particle accelerators
and detectors.
This chapter introduces the Large Hadron Collider (LHC), CERN’s main particle accelerator, as
well as the ATLAS experiment, in which the search for SUSY presented in this work is embedded
in.
2.1 The Large Hadron Collider
The LHC [94] is the largest particle accelerator situated at CERN. It is installed in a tunnel with
26.7 km circumference, that was originally constructed from 1984 to 1989 for the LEP accelerator.
The tunnel is situated on the Franco–Swiss border and wedged between the Jura mountains and
lake Léman. It lies between 45 m (in the limestone of the Jura) and 170 m (in the molasse rock)
below the surface, resulting in a tilt of 1.4% towards the lake.
While proton–proton (pp) collisions are the main operating mode of the LHC, its design also
allows it to accelerate and collide heavy ions like lead and xenon. Since data from pp collisions is
used in this work, the following sections will mainly focus on this operating mode. As opposed
to particle–antiparticle colliders that only need a single ring, the LHC, being a particle–particle
collider, consists of two rings with counter-rotating beams. With an inner diameter of only
3.7 m, the tunnel is, however, too narrow to fit two separate proton rings. Instead, the LHC is
built in a twin bore design†, housing two sets of coils and beam channels in a single magnetic
and mechanical structure and cryostat [94]. While saving costs, this design has the disadvantage
of both beams being magnetically coupled, consequently reducing the flexibility of the machine.
† Originally proposed by John Blewett at BNL for cost-saving measures of the Colliding Beam Accelerator [95,
96].
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Figure 2.1: CERN accelerator complex as of 2021 [99].
Before being injected into the LHC, protons are pre-accelerated in an injection chain consisting
of multiple existing machines in CERN’s accelerator complex, pictured in fig. 2.1. The injection
chain uses predecessor accelerators that have been upgraded in order to be able to handle the
high luminosity and high energy requirements of the LHC. The protons for the LHC originally
stem from a duoplasmatron source [97], stripping electrons from hydrogen atoms through
electric discharges between a hot anode and cathode. The 90 keV protons are then accelerated by
a radio frequency quadrupole to 750 keV before being injected into Linac 2†, a linear accelerator
producing a beam of 50 MeV protons through the use of radio frequency cavities. The protons
then enter a set of circular accelerators, the Proton Synchrotron Booster, the Proton Synchrotron
and the Super Proton Synchrotron, creating a stepwise acceleration up to an energy of 450 GeV,
which is the injection energy to the LHC. The LHC finally accelerates the protons up to nominal
beam energy before colliding them.
The LHC is composed of eight straight sections and eight arcs. The eight straight sections each
serve as interaction points (referred to as Points in the following), either for particle detectors,
or for machine hardware of the collider itself. The Points are labelled clockwise, with Point 1
† Originally built to replace Linac 1 in order to produce higher energetic proton beams, Linac 2 has been replaced
by Linac 4 in 2020 [98]. Linac 3 was built in 1994 and is still used for acceleration of heavy ions.
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being closest to the CERN Meyrin site. Four of the eight Points house the main particle physics
experiments at the LHC, called ATLAS, CMS, ALICE and LHCb, covering a wide range of
fundamental research. The two general purpose particle detectors ATLAS [100] and CMS [101]
are installed at Point 1 and Point 5, respectively. Both ATLAS and CMS are designed to perform
high precision SM measurements including Higgs measurements as well as searches for BSM
physics. Being very similar in terms of targeted phase space, ATLAS and CMS can be used to
cross-check results of each other. ALICE [102] is situated at Point 2 and specializes on heavy
ion physics, studying the physics of quark-gluon plasma at high energy densities. Assembled in
Point 8, LHCb [103] targets B-physics and performs measurements of CP-violation. Apart from
the four main experiments, three smaller experiments exist at the LHC: TOTEM, MoEDAL and
LHCf. While TOTEM [104] and LHCf [105] study forwards physics close to CMS and ATLAS,
respectively, MoEDAL [106] searches for magnetic monopoles.
The remaining four Points house accelerator equipment needed for operation of the LHC. Most
of the collimation system is placed at Point 3 and Point 7, performing beam cleaning and machine
protection through a series of beam intercepting devices, ensuring that no stray particles from
experimental debris or beam halo can reach and damage other machine components [94]. The
acceleration of the beam itself is performed at Point 4 with two radio frequency systems, one
for each LHC beam. The radio frequency cavities operate at 400 MHz and provide 8 MV during
injection and 16 MV during coast [94]. Due to the radio frequency acceleration, the accelerated
protons are necessarily grouped in packages, so-called bunches, that each contain roughly 1011
protons and have a bunch spacing of 25 ns [94]. Although roughly 35,500 radio frequency buckets
are available, a design-value of only 2808 bunches are filled in each beam for data-handling
reasons [94]. The remaining Point 6 houses the beam dumping system, allowing to horizontally
deflect and fan out both beams into dump absorbers using fast-paced kicker magnets. The two
nitrogen-cooled dump absorbers each consist of a graphite core contained in a steel cylinder,
surrounded by 750 t [94] of concrete and iron shielding. Insertion of the beams from the Super
Proton Synchrotron into the LHC happens at Points 2 and 8, close to the ALICE and LHCb
experiments.
The eight arcs of the LHC are filled with dipole magnets built from superconducting NbTi
Rutherford cables. The electromagnets are responsible for keeping the accelerated particles
on their circular trajectory and are the limiting factor of the maximal centre-of-mass energy
(denoted as
√
s) of the LHC. In order to achieve the design energy of
√
s = 14 TeV [94], the
magnets have to create a field strength of 8.3 T [94]. The electric currents needed for such high
field strengths can only be sustained by operating the magnets in a superconducting state, which
requires them to be cooled down to 1.9 K [94] using superfluid helium. In addition to the dipole
magnets, the arcs contain quadrupole magnets used to shape and focus the beams, as well as
multipole magnets correcting and optimising the beam trajectory. Quadrupole magnets are also
used to focus the beam to the smallest possible beam spot size before and after the interaction
points.
2.1.1 Pile-up
Due to the high number of protons in each bunch, several pp collisions occur at each bunch
crossing. This leads to a phenomenon called pile-up, where the recorded events not only contain
information from the hard-scattering process of interest, but also remnants from additional,
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Figure 2.2: Number of interactions per bunch crossing recorded by the ATLAS experiment. Figures
taken from Ref. [107].
often low-energetic, pp collisions. During the Run 2 data-taking period, i.e. the period spanning
from 2015 throughout 2018, the mean number of inelastic pp collisions per bunch crossing (µ)
has varied roughly from 10 to 70, with the majority of bunch crossings having a value of µ
around 30. Figure 2.2(a) shows the mean number of interactions per bunch crossing during the
Run 2 data-taking period, weighted by luminosity (a quantity introduced in section 2.1.2) and
split up in the different data-taking years. In 2018, for example, the peak number of interactions
per bunch crossing µpeak for each fill has been consistently around 50, as shown in fig. 2.2(b).
Experimentally, pile-up can be divided into five major components [108]:
• In-time pile-up: multiple interactions during a single bunch crossing, of which not all
will be interesting, as often with relatively low energy. If they can be resolved, the main
hard-scattering event can still be isolated and studied.
• Out-of-time pile-up: additional collisions occurring in bunch crossings before or after the
main event of interest. This happens either due to read-out electronics integrating over
longer time frames than the 25 ns bunch spacing, or detector components being sensitive
to several bunch crossings.
• Cavern background: gas of thermal neutrons and photons that fill the experimental caverns
during a run of the LHC and tend to cause random hits in detector components.
• Beam halo events: protons scraping an up-stream collimator, typically resulting in muons
travelling parallel to the beam pipe.
• Beam gas events: interactions between proton bunches and residual gas in the beam pipe,
typically occurring well outside the main interaction region.
While the effects of cavern background can be mitigated through special pieces of shielding,
beam halo and beam gas events leave signatures that can be recognised and removed with
high efficiency. Signals from in-time and out-of-time pile-up create irreducible overlap with the
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Figure 2.3: Instantaneous and cumulative luminosities in Run 2. Figure (a) shows the peak instantaneous
luminosity delivered to ATLAS during pp collision data taking in 2018 as a function of time. Figure (b)
shows the cumulative luminosity delivered to ATLAS (green), recorded by ATLAS (yellow) and deemed
good for physics analysis (blue) during the entirety of Run 2 [107].
events of interest, significantly impacting analyses, and thus need to be taken into account with
a dedicated Monte Carlo (MC) simulation [108].
2.1.2 Luminosity and data-taking
Apart from the beam energy, the most important quantity for a collider is the instantaneous lu-






where nb is the number of bunches, Nb the number of protons per bunch, frev the revolution
frequency and σx and σy the transverse beam sizes. The parameter F is a geometrical correction
factor accounting for the reduction in instantaneous luminosity due to the beams crossing
at a certain crossing angle. While the design instantaneous luminosity of the LHC at the
high-luminosity experiments ATLAS and CMS is Linst = 1034 cm−2 s−1 [94], the 2017 and 2018
data-taking periods saw a peak luminosity twice as high [109].
The instantaneous luminosity is related to the total number of events N through the cross
section σ of the events in question
N = σL = σ
∫
Linst dt, (2.2)
with L the total integrated luminosity, a measure for the total amount of collision data produced.
A precise knowledge of the integrated luminosity corresponding to a given dataset is crucial
for both SM measurements, as well as for searches for BSM physics. Searches for SUSY, like
the one presented in this work, rely on precise measurements of the integrated luminosity in
order to estimate the contribution from SM background processes. The luminosity measurement
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for the Run 2 dataset used within this work is described in detail in Refs. [110, 111] and relies









where µ is the pile-up parameter, σinel is the cross section of inelastic pp collisions, µvis = ϵµ is
the fraction ϵ of the pile-up parameter µ visible to the detector, and σvis = ϵσinel is the visible
inelastic cross section. If σvis is known, the currently recorded luminosity can be determined
by measuring µvis. At the ATLAS experiment, the observed number of inelastic interactions
per bunch crossing µvis is measured using dedicated detectors, as for example LUCID-2 [112], a
forward Cherenkov-detector using the quartz windows from photomultipliers as Cherenkov
medium. In order to use µvis as luminosity monitor, the respective detectors need to be calibrated
through a measurement of the visible inelastic cross section σvis. This can be done using so-called
van der Meer (vdM) scans [113, 114], in which the transverse distribution of protons in the
bunches is inferred by measuring the relative interaction rates as a function of the transverse
beam separation†. The algorithms used to determine the σvis calibration are described in Refs.
[110, 111]. The luminosity during the vdM runs can then be determined using eq. (2.1). At
the LHC, vdM scans are typically performed in special low-µ runs with well-known machine
parameters in order to minimise uncertainties [110]. During high-µ physics runs, a luminosity
measurement is obtained through an extrapolation from the vdM runs.
The LHC entered operation in 2008, with first beams in September and first collisions§ in
December 2009 [116]. Its operation is in general structured into so-called Runs, that are spanned
by multiple years of data-taking. Run 1 spanned from 2009 to 2013 and delivered roughly 28.5 fb−1
of pp collision data to ATLAS, taken at centre-of-mass energies of 7 TeV and 8 TeV [111, 117, 118].
Run 2 lasted from 2015 to 2018 and saw a centre-of-mass energy increase to 13 TeV, delivering
approximately 156 fb−1 of pp collision data to ATLAS [110]. Run 3 of pp collision data taking
with two times design peak luminosity is currently planned to start its physics program in
2022 and last until the end of 2024 [119]. Current plans foresee‡ Run 3 to deliver about 200 fb−1
of pp collision data with centre-of-mass energies of 13 TeV and 14 TeV. After Run 3, the LHC
will be upgraded to the High-Luminosity LHC (HL-LHC), significantly increasing the peak
instantaneous luminosity and delivering up to 3000 fb−1 of pp collision data from 2027 until
2040 [120, 121].
This work uses pp collision data taken by ATLAS during Run 2 of the LHC. Of the 156 fb−1
delivered to ATLAS, 147 fb−1 were recorded, and 139 fb−1 were deemed to be of sufficient quality
for physics analysis. Figure 2.3 shows the cumulative luminosity delivered to ATLAS during
Run 2. Uncertainties on the measured total recorded luminosity stem from the measurements
of µvis and σvis, but are dominated by the uncertainties on σvis as vdM scans can only be done
during special runs with more or less fixed machine parameters, while the general conditions
during high-µ conditions change continuously. For the full Run 2 dataset, the uncertainties
accumulate to ±1.7% [110].
† This procedure is often referred to as beam sweeping.
§ A delay was caused by an incident in September 2008. During powering tests of the main dipole circuit in
one of the sectors of the LHC, an electrical bus connection between two magnets failed, causing mechanical
damage to the machine and the release of helium into the tunnel [115].
‡ The LHC schedule recently had to be changed due to the COVID-19 pandemic [119].
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2.2 ATLAS Experiment
The ATLAS experiment is one of two general-purpose detectors at the LHC. Located at Point 1 in
a cavern 100 m below the surface, it is approximately 44 m long and 25 m high [100]. The design
of the ATLAS experiment is driven by the aim to allow for a diverse research program, including
SM precision measurements, Higgs physics and searches for BSM physics, whilst taking into
account the unique and challenging conditions set by the LHC. The various detector technologies
used are designed to withstand the high-radiation environment of the LHC, while allowing
particle measurements with high spatial and temporal granularity. The general structure of
ATLAS is depicted in fig. 2.4, and consists of a central part, called barrel, that has a cylindrical
shape around the beam pipe, and two discs, called end-caps, that close off the barrel on each
side. This makes the ATLAS detector forward-backward symmetric with a coverage of nearly
the full solid angle of 4π, which is needed in order to measure momentum imbalances caused
by particles that only interact weakly with the detector material.
The interface between the ATLAS experiment and the LHC is the beam pipe. In order to be
maximally transparent to the particles created in the collisions, but be also able to withstand
the forces from the vacuum, the beam pipe is made out of Beryllium close to the interaction
point (IP), and stainless-steel further away from the IP [3].
The following sections introduce the working principles of the different detector components
employed in ATLAS, starting with the innermost component closest to the IP, the inner detector,
followed by the calorimeters in the middle and finally the muon spectrometers on the outside. If
not otherwise indicated, details on the detector components including the design parameter
values are extracted from Ref. [100].
2.2.1 Coordinate system
In order to properly describe collision events in the ATLAS detector, a suitable coordinate system
is needed. The right-handed coordinate system [123] used in ATLAS has its origin at the nominal
IP in the centre of the detector. The positive x-axis points towards the centre of the LHC ring,
the positive y-axis points upwards to the surface, and the beam pipe is used to define the z-axis.
In the x–y plane, called the transverse plane, the azimuthal angle ϕ is the angle around the beam














with E the energy of an object and pz its momentum in z-direction. The rapidity is often
preferred over the polar angle, as differences in the rapidity are invariant under Lorentz boosts
in z-direction.
The pseudorapidity η [9] is the high-energy limit (p ≫m) of the rapidity, and defined as
η = − ln tan θ
2
, (2.5)
with cosθ = pz/p. Pseudorapidity and rapidity are approximately equal in the limit where
p ≫ m and θ ≫ 1γ . Compared to the rapidity, the pseudorapidity has the advantage of not
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Figure 2.4: Computer-generated picture of the ATLAS detector, giving an overview of the various sub-
systems [122].
depending on the energy and momentum calibration of the detected objects. Additionally, it
gives a direct correspondence to the polar angle θ through the relation tanhη = cosθ . Objects
travelling along the beam axis have a pseudorapidity of η = ∞ and objects travelling in the x–y
plane have η = 0.
The distance ∆R between two objects in the detector is given by
∆R =
√
(∆η)2 + (∆ϕ)2. (2.6)
The longitudinal momentum of the partons composing the colliding hadrons is only known
by means of the parton distribution functions (PDFs), giving the probabilities of the partons to
have a certain energy in the direction of the beam. Thus, the total longitudinal energy in each
collision is not exactly known, impeding the use of physics quantities in the z-direction. In the
x–y plane, however, momentum conservation can be applied, which is why mainly transverse
physics quantities are used, indicated by a subscript ‘T’, e.g., ET or pT.
2.2.2 Magnet system
In order to perform precise momentum measurements of particles, ATLAS uses a system of
magnets [100], whose magnetic fields force charged particles on curved tracks due to the Lorentz
force. Using precise measurements of the tracks taken in the inner detector and in the muon
spectrometers, the curvature of the tracks can be determined, allowing an inference of the charge-
to-momentum ratio q/p of charged particles. ATLAS employs a set of four superconducting
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magnets, one central solenoid, and three toroids, all operating at a nominal temperature of 4.5 K,
achieved through a cryogenic system using liquid helium.
The solenoid is aligned on the beam axis and provides a 2 T magnetic field for the inner detector.
As it is located in front of the calorimeters (as seen from the IP), it is specially designed to have
minimal material thickness in order to avoid influencing the subsequent energy measurements.
The solenoid consists of single-layer coils made of a Nb/Ti conductor and additional aluminium
for stability. It operates at a nominal current of 7.73 kA and uses the hadronic calorimeter as
return yoke.
The toroid magnets consist of a barrel toroid and two end-cap toroids, producing a magnetic
field of 0.5 T and 1 T for the muon spectrometers in the barrel and end-caps, respectively†. Both
barrel and end-cap toroids consist of Nb/Ti/Cu conductors with aluminium stabilisation, wound
into double pancake-shaped coils. The barrel toroid coils are enclosed in eight stainless-steel
vacuum vessels in a racetrack-shaped configuration and arranged around the barrel calorimeters
with an azimuthal symmetry. Aluminium-alloy struts provide the support structure necessary
for the vessels to withstand the inward-directed Lorentz force of 1400 t in addition to their own
weight. For the same reasons, the end-cap toroid coils are assembled in eight square units, and
bolted and glued together with eight wedges, forming rigid structures. Both end-cap and barrel
toroids operate at a nominal current of 20.5 kA.
2.2.3 Inner detector
The inner detector (ID) [100] is embedded in the magnetic field of the solenoid and measures
tracks of charged particles, allowing a determination of their momentum, while also providing
crucial information for vertex reconstruction. As the ID is the detector closest to the beam
pipe, its components need to be able to withstand the extreme high-radiation environment
close to the IP. The ID consists of three subdetectors and uses two different working principles:
semiconductor and gaseous detectors. In semiconductor-based tracking detectors, charged
particles passing through the detector create a trail of electron-hole pairs that subsequently drift
through the semiconductor material and cause electric signals. In gaseous detectors, traversing
particles create electron-ion pairs that drift towards metal electrodes and induce electric signals
to be read out by specialised electronics.
Closest to the ID lies the pixel detector, followed by the Silicon Microstip Tracker (SCT), both of
which are made of semiconductors. The SCT is surrounded by the Transition Radiation Tracker
(TRT), a gaseous detector. In total, the ID provides tracking and momentum information up to
|η | < 2.5 and down to transverse momenta of nominally 0.5 GeV. A schematic illustration of the
ID and its subdetectors is shown in fig. 2.5.
Pixel detector
In the high-rate environment directly adjacent to the beam pipe, the only detector technology
able to operate and deliver high-precision tracking information over extended periods of time
are semiconductor detectors segmented into pixels. As opposed to strip detectors, the reduced
† The magnetic field in of the toroid magnets is designed to be higher in the end-caps in order to ensure sufficient
bending power for precise momentum measurements.
46 Experiment
Figure 2.5: Schematic drawing of the ID and its subdetectors. Images adapted from Refs. [124, 125].
size of silicon pixel detectors and thus the significantly reduced hit rate per readout channel
allows pixel detectors to be operational in the harsh environment close to the IP. In ATLAS,
pixels [100] are hybrids of silicon sensors and readout electronics bonded together, and were
originally arranged in three layers in the barrel and the end-caps with a typical pixel size of
50 µm × 400 µm, covering pseudorapidities up to |η | < 2.5. In order to increase robustness and
performance in the high-luminosity environment, a new innermost layer, called the Insertable
B-Layer (IBL), was installed together with a new, smaller radius beam pipe between Run 1
and Run 2 [126, 127]. The IBL uses smaller pixels with a size of 50 µm × 250 µm and improves
the tracking precision as well as vertex identification performance [127]. It also improves the
performance of identifying jets originating from b-quarks (through a procedure called b-tagging,
see section 4.4.5) [128]. The tracking precision obtained by the pixel detector is 10 µm in R–ϕ
and 115 µm in z for the barrel and R for the end-caps.
Silicon microstrip detector
The pixel detector is surrounded by the SCT [100], consisting of four layers in the barrel and
nine disks in each of the end-caps. In order to provide two-dimensional tracking information,
strips are arranged in double-layers with a small crossing angle of 40 mrad and a mean pitch of
80 µm. A charged particle traversing the SCT through the barrel thus creates four space point
measurements. In the barrel, one set of strips in each of the four double-layers is oriented in
beam direction, thereby measuring the R–ϕ plane. In the end-caps, one set of strips in each layer
is oriented in radial direction. The SCT has roughly 6.3 million readout channels and provides
tracking information up to |η | < 2.5. It achieves a precision of 17 µm in R–ϕ and 580 µm in z for
the barrel and R for the end-caps.
Transition radiation tracker
The last and also largest of the three subdetectors of the ID is the TRT [100], a gaseous detector
made of multiple layers of 4 mm diameter drift tubes, surrounding the pixel detector and the
SCT. The drift tubes consist of an aluminium cathode coated on a polyimide layer reinforced by
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(a) Calorimeter systems (b) Muon spectrometer
Figure 2.6: Schematic drawing of the (a) calorimeter systems and (b) the muon spectrometer in ATLAS.
Images adapted from Refs. [130, 131].
carbon fibres, and use a gold-plated tungsten wire as anode. The tubes are filled with a Xe-based
gas mixture and are embedded in polystyrene foils providing varying electric permittivities,
thereby causing transition radiation when traversed by ultra-relativistic particles. While the 73
layers of 144 cm long tubes in the barrel region are aligned parallel to the beam pipe, the 160
layers of 37 cm long tubes in the end-caps are aligned in radial direction, providing coverage
up to |η | < 2.0 and an intrinsic accuracy of 130 µm in R–ϕ. The low accuracy compared to
the pixel detector and the SCT is compensated by the large amount of hits (typically 36 per
track) and the longer measured track length. As the amount of transition radiation given off
by a particle, is proportional to its Lorentz factor [9], the TRT is also used to improve electron
identification [129]. For the same momentum, electrons will have a higher Lorentz factor than
the heavier, charged pions, and consequently give off more transition radiation.
2.2.4 Calorimeters
The primary goal of calorimeters is to measure the energies of incoming particles by completely
absorbing them. As the energies of neutral particles cannot be measured by other means,
calorimeters are especially important for jet energy measurements (which contain neutral
hadrons) [3]. Since particles like photons and electrons interact mostly electromagnetically,
while hadrons predominantly interact through the strong interaction, two different calorimeter
types are adopted in ATLAS. For values in η matching the coverage of the ID, the electromagnetic
calorimeter uses a finer granularity designed for precision measurements of electrons and
photons. The subsequent hadronic calorimeter has a coarser granularity sufficient for the
requirements of jet reconstruction and missing transverse momentum measurements. With a
coverage up to |η | < 4.9, the calorimeter system in ATLAS provides the near hermetic energy
measurements needed for the inference of missing transverse momentum created by neutrinos
and other weakly interacting neutral particles.
Both calorimeters are sampling calorimeters, consisting of alternating layers of active and
absorbing material. The absorbing material interacts with the incoming particles, causing them
to deposit their energy by creating cascades (often called showers) of secondary particles. The
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active layers are then used to record the shape and intensity of the showers produced. This
alternating structure results in reduced material costs but also reduced energy resolution as
only part of the particle’s energy is sampled in each layer. Due to the typically longer cascades
in hadronic interactions compared to electromagnetic ones, and in order to minimise punch-
through into the muon system, the hadronic calorimeter requires a greater material depth than
the electromagnetic one. The calorimeter systems in ATLAS are schematically illustrated in
fig. 2.6(a).
Electromagnetic calorimeter
The electromagnetic (EM) calorimeter [100] uses liquid argon (LAr) as active material and
lead as absorber. Due to its accordion-shaped geometry, it provides full ϕ symmetry without
azimuthal cracks. It is divided into a barrel part and two end-caps, covering |η | < 1.475 and
1.375 < |η | < 3.2, respectively, and arranged in a way to provide uniform performance and
resolution as a function of ϕ. The barrel EM calorimeter consists of two identical half-barrels
with a small gap of 4 cm at z = 0. In the end-caps, the electromagnetic end-cap calorimeter
(EMEC) consists of two coaxial wheels, covering the region 1.375 < |η | < 2.5 and 2.5 < |η | < 3.2,
respectively. Calorimeter cells in the EM calorimeter are segmented into multiple layers with
fine granularity in the first layers in the η region matching the ID, and coarser granularity in
the outer layers and for 2.5 < |η | < 3.2. In order to offer good containment of electromagnetic
showers, the EM calorimeter has a depth of at least 22 (24) radiation lengths in the barrel
(end-caps). A single instrumented LAr layer serves as presampler in the region with |η | < 1.8,
allowing measurements of the energy losses upstream of the EM calorimeter, as for example in




Placed directly outside the envelope of the EM calorimeter is the hadronic tile calorimeter [100].
It uses steel plates as absorber and polystyrene-based scintillating tiles as active material, and is
subdivided into one central and two extended barrels. Each barrel is segmented in three layers
in depth, with a total thickness of 7.4 interaction lengths. The tiles are oriented radially and
perpendicular to the beam pipe and grouped in 64 tile modules per barrel, resulting in a near
hermetic azimuthal coverage. Wavelength shifting fibres are used to shift the ultraviolet light
produced in the scintillator to visible light and guide it into photomultipliers located at the
radially far end of each module. The tile calorimeter covers a region with |η | < 1.7 and has a
granularity of ∆η × ∆ϕ = 0.1 × 0.1 except for the outermost layer which has a slightly coarser
granularity in η. The design energy resolution of the tile calorimeter is σE/E = 56.4%/
√
E ⊕ 5.5%.
Hadronic calorimetry in the end-caps is provided by two independent calorimeter wheels
per end-cap, situated directly behind the EMEC. Similar to the EMEC, the hadronic end-cap
calorimeter (HEC) also uses LAr as active material, allowing both calorimeter systems to share
a single cryostat per end-cap. Instead of lead, the HEC uses copper as absorber, which not only
drastically reduces the mass of a calorimeter at a given interaction length, but also improves the
linearity of low-energy hadronic signals [132]. Each of the four wheels of the HEC is comprised
of 32 wedge-shaped modules, divided into two layers in depth. The HEC provides coverage
in the region with 1.5 < |η | < 3.2, slightly overlapping with the tile calorimeter and thus
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reducing the drop in material density in the transition region. While the granularity in the
precision region with 1.5 < |η | < 2.5 is the same as for the tile calorimeter, more forward
regions with large |η | have a granularity of ∆η × ∆ϕ = 0.2 × 0.2. The design resolution of the




The forward region with 3.1 < |η | < 4.9 is covered by the LAr forward calorimeter (FCal) [100],
which is integrated into the end-cap cryostats. This hermetic design not only minimises energy
losses in cracks between the calorimeter systems, but also reduces the amount of background
reaching the muon system in the outer shell of the ATLAS experiment. In order to limit the
amount of neutrons reflected into the ID, the FCal is recessed by about 1.2 m with respect to the
EM calorimeter, motivating a high-density design due to space constraints. The FCal in each
end-cap consists of three layers with a total depth of 10 interaction lengths. While the first layer
uses copper as absorber and is optimised for electromagnetic measurements, the remaining two
layers are made of tungsten and cover hadronic interactions. The metals comprising each layer
are arranged in a matrix structure with electrodes consisting of rods and tubes parallel to the
beam pipe filling out regular channels. The small gaps (0.25 mm in the first layer) between the
rods and tubes of the electrodes are filled with LAr as active material.
2.2.5 Muon spectrometer
Muons, being minimum ionising particles, are the only charged particles that consistently pass
through the entire detector including the calorimeter system. Providing one of the cleanest
signatures for BSM physics [3], muonic final states are measured with a dedicated detector
system in the outermost layer of the ATLAS experiment. Embedded in the magnetic field of the
toroid magnets, the muon spectrometer (MS) [100] consists of three concentric cylindrical layers
in the barrel region, and three wheels in each end-cap, providing momentum measurements up
to |η | < 2.7. It is designed to deliver a transverse momentum resolution of 10% for 1 TeV tracks
and be able to measure muon momenta down to roughly 3 GeV.
The MS uses two high-precision gaseous detector chamber types, Monitored Drift Tube (MDT)
chambers and Cathode Strip Chambers (CSCs). As both the MDTs and CSCs are drift chambers
relying on charges drifting to an anode or cathode, the maximum response times of 700 ns and
50 ns, respectively, are slow compared to the bunch-spacing of 25 ns. ATLAS therefore uses
Resistive Plate Chambers (RPCs) in the barrel and Thin Gap Chambers (TGCs) in the end-caps
as triggers in order to associate measurements to the right bunch-crossing.
Monitored drift tubes
The MDT chambers [100] are the main subcomponent providing precision measurements of the
muon tracks up to |η | < 2.7, except in the innermost end-cap layer where their coverage only
extends to |η | < 2.0. The MDT chambers are made of 3–4 layers of 30 mm diameter drift tubes
operated with Ar/CO2 gas† pressurised to 3 bar. Charged particles traversing the drift tubes
† With a small admixture of 300 ppm of water to improve high voltage stability.
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ionise the gas, creating electrons that drift towards a central tungsten-rhenium anode wire with
a diameter of 50 µm. Following the symmetry of the barrel toroid magnet, the MDT chambers are
arranged as octets around the calorimeters with the drift tubes in ϕ direction, i.e. tangential to
circles around the beam pipe. In order to be able to correct for potential chamber deformations
due to varying thermal gradients, each MDT chamber is equipped with an internal optical
alignment system. Apart from the regular chambers in the barrel and the end-cap wheels, special
modules are installed in order to minimise the acceptance losses due to the ATLAS support
structure (the feet of the experiment). With a single-tube accuracy of 80 µm, two combined 3
(4)-tube multi-layers yield a resolution of 35 (30) µm. As MDT chambers only provide precision
measurement in η, the particle information in ϕ is taken from the RPCs and TGCs.
Cathode strip chambers
In the region with |η | > 2.0 in the first layer of the end-caps, the particle flux is too high to allow
for safe operation of MDT chambers. Instead, CSCs [100], multiwire proportional chambers, are
used for precision measurements in this region. The gold-plated tungsten-rhenium anode wires
in the CSCs have a diameter of 30 µm and are oriented in radial direction. The wires are enclosed
on both sides by cathode planes, one segmented perpendicular to the wires (thus providing the
precision coordinate), the other parallel to the wires. Each chamber is filled with an Ar/CO2 gas
mixture and consists of four wire planes, resulting in four measurements of η and ϕ for each
track. In addition to the chamber-internal alignment sensors, ATLAS also employs an optical
alignment system in order to align the precision chambers to each other. The CSCs provide a
resolution of about 45 µm in R and 5 mm in ϕ.
Resistive plate chambers
RPCs [100] are gaseous parallel electrode-plate chambers filled with a non-flammable, low-cost,
tetrafluorethane-based gas mixture. They use two resistive plastic laminate plates kept 2 mm
apart by insulating spacers. Due to an electric field of roughly 4.9 kV mm−1 between the plates,
charged particles traversing the chamber cause avalanches of charges that can be read out
through capacitive coupling to metallic strips, mounted on the outside of the resistive plates. In
order to provide tracking information in both coordinates, each RPC consists of two rectangular
units, each containing two gas volumes with a total of four pairwise orthogonal sets of readout
strips. The tree concentric cylindrical layers of RPCs in the barrel region cover |η | < 1.05 and
provide six measurements of η and ϕ.
Thin gap chambers
The TGCs [100] are not only necessary for triggering in the end-caps of the MS but also provide
measurements of a second coordinate orthogonal to the measurements of the MDTs. TGCs
are multi-wire proportional chambers enclosed by two cathode planes and a wire-to-wire
gap of 1.8 mm. The gas mixture of CO2 and n-pentane allows for a quasi-saturated operation
mode resulting in a relatively low gas gain. Each TGC unit is built from a doublet or triplet of
such chambers, separated by a supporting honeycomb structure, In each unit, the azimuthal
coordinate is measured by radial copper readout strips, while the bending coordinate is provided
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by the wire groups. The TGCs are mounted in two concentric disks in each end-cap, one covering
the rapidity range 1.05 < |η | < 1.92 and one covering the more forward region 1.92 < |η | < 2.4.
2.2.6 Forward detectors
Apart from the relative luminosity monitor LUCID-2 [112] (introduced in section 2.1.2) located at
±17 m from the IP, ATLAS uses three additional small detectors in the forward region. At ±140 m
from the IP, immediately behind the location where the straight beam pipe splits back into two
separate beam pipes, lies the Zero-Degree Calorimeter [133]. It is embedded in a neutral particle
absorber and mainly measures forward neutrons with |η | > 8.3 in heavy-ion collisions. Even
further out from the IP at ±240 m, lies the Absolute Luminosity for ATLAS (ALFA) detector [134],
consisting of scintillating fibre trackers placed in Roman pots [135], and measuring the absolute
luminosity through small scattering angles of 3 µrad (necessitating the special beam conditions
also used for the LUCID-2 calibrations). The last of the forward detectors is the ATLAS Forward
Proton (AFP) detector [136], installed at the end of 2016 and operational since early 2017. It is
situated ±205 m and ±217 m from the IP, and consists of Roman pots containing silicon trackers
and time-of-flight detectors, allowing to study very forward protons from elastic and diffractive
scattering processes.
2.2.7 Trigger and data acquisition system
With a nominal bunch spacing of 25 ns, the bunch crossing rate within ATLAS is 40 MHz. Even
with only a single pp collision event per bunch crossing, a mean event size of about 1.6 MB would
result in a data volume of more than 60 TB per second. Building and maintaining computing
and storage facilities able to handle this bandwidth would significantly exceed the available
resources. Luckily, interesting† physics events will often only occur at relatively low rates and
will generally be hidden in vast amounts of QCD processes that have much higher cross-sections.
In order to reduce the event rate written to disk and focus on interesting signatures worth
studying, ATLAS used a two-level trigger system during the Run 2 data-taking period [137]. The
general approach consists of buffering events into temporary memory until the trigger system
has decided to keep or discard them. The size of the temporary memory directly dictates the
latency available to the trigger system for making a decision.
The Level 1 (L1) trigger [138] is the first stage of the trigger system. It is hardware-based and
uses only coarse granularity calorimeter and muon detector information. With the inclusion of
the L1 topological processor [139] in Run 2, the L1 trigger is able to exploit topological features
based on angular and kinematic selections and defines regions of interest (ROIs), i.e. regions in
η and ϕ with interesting properties, that will be further analysed by the subsequent trigger step.
Memory constraints allow for a decision time of 2.5 µs per event, thus the L1 trigger reduces the
event rate from the bunch-crossing rate of 40 MHz to 100 kHz.
The ROIs generated by the L1 trigger are subsequently processed by the High-Level Trigger
(HLT) [140], a software-based trigger running on a dedicated computing farm. The HLT has
access to the full detector granularity in the ROIs as well as the entire event and runs recon-
† The definition of what is deemed to be interesting is to some extent subjective and is at the origin of the diverse
trigger menu [137] used in ATLAS.
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struction algorithms similar to those used in offline analysis, allowing to significantly refine the
decisions from the L1 trigger. The HLT reduces the event rate from 100 kHz to 1 kHz. Events
that pass one of the HLT chains are written to permanent storage at CERN. The data-flow from
the detectors to the storage elements and between the L1 and HLT trigger elements is handled
by the Data Acquisition System (DAQ) [140].
2.2.8 Monte Carlo simulation
Monte Carlo (MC) methods play a crucial role for simulating physics events in ATLAS. MC
simulations are computational algorithms using repeated random sampling to solve complex
problems, often the estimation of multi-dimensional integrals for which analytical solutions are
not known. According to the law of large numbers, the numerical approximations obtained by
such a stochastic method become more accurate, the larger the sample size is. In addition, the
central limit theorem also allows to state an uncertainty on the estimation of an expected value.
As this method can in principle be used for any problem with a probabilistic interpretation, it
is well suited for particle physics where many aspects are inherently connected to probability
density functions (pdfs).
In the ATLAS experiment, MC methods are not only used in physics analysis to estimate
contributions from various physics processes in different phase space regions, but also to
simulate particle interactions with the detector material. Furthermore, MC methods find ample
applications in detector design and optimisation, as well as physics objects reconstruction
techniques. All of these applications rely on the MC simulations being as precise as possible, i.e.
correctly describing the physics processes and detector responses underlying the data recorded
by the ATLAS experiment. For reasons of efficient computing resource utilisation and easier





producing an output format identical to that of the DAQ for recorded pp collision events, such
that the same trigger and reconstruction algorithms can be run on simulated data.
Event generation
Only a fraction of all pp events actually involve a hard-scattering event with high-momentum
transfer, rendering them interesting for particle physicists to study. Generating and under-
standing the final states of these pp collision events is an enormously challenging problem
as it typically involves hundreds of particles with energies spanning many orders of mag-
nitude [143]. This makes the matrix elements connected to these processes too complicated to
be computed beyond the first few orders of perturbation theory. The treatment of divergences
and the integration over large phase spaces further complicates the calculation of experimental
observables.
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Figure 2.7: Pictorial representation of
a top quark pair-production event in
association with a Higgs boson (tt̄ +
h), simulated by a MC event gener-
ator. The hard interaction (big red blob)
is followed by the decay of the two
top quarks and the Higgs boson (small
red blobs). ISR and FSR are shown as
curly blue and red lines, respectively. A
second interaction is simulated (purple
blob) and contributions from the under-
lying event are modelled (purple lines).
The hadronisation of final-state partons
(light green blobs) is followed by the
decays of unstable hadrons (dark green
blobs). QED radiation (yellow lines) is
added at each stage of the event simula-
tion. Figure adapted from Ref. [142].
Due to the high-momentum transfer scale, the cross section of the hard-scatter interaction can
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|Mab→n |2(Φn ; µF, µR), (2.7)
where xa and xb are the momentum fractions of the partons a and b with respect to their
parent hadrons h1 and h2, µF and µR are the unphysical factorisation and the renormalisation
scales, and dΦn is the differential final state phase space element. The phase space integration
is typically done using MC sampling methods. The choices for µR and µF are to some extent
arbitrary, but are typically chosen to be in accordance with the logarithmic structure of QCD,
such that the matrix elements can be combined with the subsequent parton showers [143]. The
matrix element (ME) |Mab→n |2 can be calculated using different methods [143], with most
MC generators employing LO computations. As LO matrix elements are only reliable for the
shapes of the distributions, an additional K-factor, correcting the normalisation of the cross
section to NLO, is typically used [143]. The probability of finding a parton with momentum
fractions x in a hadron h, is given by the PDF f ha (x, µF) and depends on the probed factorisation
scale µF. The PDFs depend on non-perturbative aspects of the proton wave function and can
thus not be calculated from first principles. Instead, they are extracted from measurements in
deep inelastic scattering experiments (see e.g. Refs. [144, 145]). The variety of PDFs provided by
different groups is accessible in a common format through a unified interface implemented by
the LHAPDF library [146]. In MC generators, the choice of PDFs not only plays a crucial role
for the simulation of the hard process, but also in the subsequent parton showers and multiple
parton interactions, thus influencing both cross sections and event shapes.
Fixed-order matrix elements work well for describing separated, hard partons but are not
sufficient to describe soft and collinear partons. Higher order effects from gluon radiation can
be simulated using a parton shower (PS) algorithm. The emitted gluons will radiate additional
gluons or split into quark–antiquark pairs which can, in turn, undergo additional gluon radiation.
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The PS thus describes an evolutionary process in momentum transfer scales from the scale of
the hard scatter interaction down to the infrared scale of O(1 GeV), where QCD becomes non-
perturbative, and partons are confined into hadrons. Both ISR and FSR processes are simulated
through the parton showering. As opposed to ME calculations, parton showers offer poor
modelling of few hard partons, but excel in the simulation of collinear and soft multi-parton
states.
In order to avoid double counting, the hard partons described by the calculation of the ME
and the soft collinear emissions of the PS have to be connected to each other. This is done
either through matching or merging. ME matching approaches [147] integrate higher-order
corrections to an inclusive process with the PS [143]. Merging techniques like the CKKW [148]
or CKKW-L [149] methods define an unphysical merging scale which can be understood as a jet
resolution scale, such that higher order ME corrections are only calculated for jets above that
scale (while jets below that scale are modelled with the PS). Additional activity in the event not
directly associated to the hard process is simulated. The underlying event is typically defined
to be the remaining, additional activity after ISR and FSR off the hard process has been taken
into account [143]. Furthermore, multiple interactions can occur in a single pp collision. The
modelling of multiple interactions involves multiple hard scatter processes per pp collision as
well as multiple soft interactions in addition to the hard scatter process.
Once the PS reaches energies of O(1 GeV), entering the non-perturbative regime of QCD, the
coloured objects need to be transformed into colourless states. This so-called hadronisation step
cannot be calculated from first principles but has to be modelled, typically with either a string or
a cluster model. The most advanced of the string models is the Lund model [150, 151]. It starts
from linear confinement and considers a linear potential between a qq̄ pair that can be thought
of as a uniform colour flux tube stretching between the q and q̄, with a transverse dimension
of the order of typical hadronic size (i.e. around 1 fm). As the qq̄ pair moves apart, the flux
tube stretches in length, leading to an increase in potential energy, finally breaking apart once
enough energy is available to create a new q′q̄′ pair, resulting in two colourless quark pairs
qq̄′ and q′q̄. The new quark pairs can again move apart and break up further, leading to quark
anti-quark pairs with low relative momentum, forming the final hadrons. The cluster model
is based on the preconfinement property of PSs [152], stating that the colourless clusters of
partons can be formed at any evolution scale Q0 of the PS, and result in universal invariant mass
distributions that depend only on Q0 and the QCD scale Λ, but not on the energy scale Q or
nature of the hard process at the origin of the PS [143]. The universal invariant mass distribution
holds in the asymptotic limit where Q0 ≪ Q . If further Q0 ≫ Λ, then the mass, momentum and
multiplicity distributions of the colourless clusters can even be calculated perturbatively [143].
Cluster models start with non-perturbative splitting of gluons and qq̄ pairs, followed by the
formation of clusters from colour-connected pairs. Clusters further split up until the Q0 scale is
reached, at which point they form the final mesons.
As not all hadrons formed in the hadronisation process are stable, the affected hadrons need
to be decayed until they form resonances stable enough to reach the detector material. In
addition, QED radiation, that can happen at any time during the event, needs to be simulated.
This is typically either done with algorithms similar to the ones used for the PS, or using the
Yennie–Frautschi–Suura formalism proposed in Ref. [153].
The simulation steps that cannot be performed from first principles but rely on phenomenological
models (underlying event, PS, hadronisation) introduce free parameters that need to be derived
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or tuned from parameter optimisations against experimental data. In ATLAS, the output of
MC event generators is stored in so-called EVNT data format containing HepMC-like [154]
event records. Although only the stable final-state particles are propagated to the detector
simulation, the original event record contains the connected tree (either the entirety or only
part of it, depending on the MC generator used) as so-called Monte Carlo truth. A representation
of a full simulated SUSY signal event considering the simplified model for electroweakino pair
production from fig. 1.10(a) is shown in fig. 2.8.
Detector simulation
Only the final-state particles generated by the MC event generator are read into the detector
simulation. In ATLAS, the full detector simulation is handled by Geant4 [155], a toolkit providing
detailed models for physics processes as well as an infrastructure for particle transportation
through a given geometry. Geant4 has knowledge about the full detector geometry as well as
the materials used in the subdetectors and is able to compute the energy deposits (so-called
hits) from single particles in the different sensitive portions of the detector components. The
Geant4 simulation adds information to the Monte Carlo truth content created during the event
generation, including however only the most relevant tracks (mostly from the ID) due to size
constraints [141].
The complicated detector geometry and the detailed description of physics processes requires
large computing resources for the full detector simulation using Geant4, rendering it inac-
cessible for many physics studies requiring large statistics. Several varieties of fast simulations
are available as an alternative. One of the most-used ones is ATLFAST-II [141], a fast simula-
tion that uses the Geant4 full simulation only for the ID and MS. The slow simulation in the
calorimeters—taking about 80% of the full simulation time—is replaced with FastCaloSim [156],
using parameterised electromagnetic and hadronic showers. Compared to the O(103 s) sim-
ulation time per event in the full simulation, the ATLFAST-II detector simulation only takes
O(102 s) [141].
For the large-scale reinterpretation discussed in part III of this thesis, even the ATLASFAST-II
detector simulation is still too computationally expensive, and instead the truth-level MC events
have to be used. In order to approximate the detector response, dedicated four-vector smearing
techniques, introduced in chapter 9, are employed.
Digitisation
During the digitisation step, the hits from the detector simulation are converted into detector
responses, so-called digits that are typically produced when currents or voltages in the respective
readout channels rise above a certain threshold in a given time window. The digitisation considers
a modelling of the peculiarities of each detector component, including electronic noise and
cross-talk [141]. The effects from out-of-time and in-time pile-up are considered by reading
in multiple events and overlaying their hits. In order to match the true pile-up distribution in
data, the number of events to overlay per bunch crossing can be set at run time. As described
in section 2.1.1, effects from cavern background, beam halo and beam gas can either be mitigated








































































































In high energy physics (HEP), statistical models are used to quantify the correspondence
between theoretical predictions and the experimental observations. This chapter introduces
the statistical concepts, methods and formulae used for statistical inference in this thesis. A
frequentist approach is employed, interpreting probabilities as the frequencies of the outcomes
of repeatable experiments that may either be real, based on computer simulations, or originate
from mathematical abstraction [9]. The following description largely adheres to Refs. [157, 158].
3.1 The likelihood function
In measurements in HEP, a statistical model f (x |ϕ) is a parametric family of pdfs describing the
probability of observing data x given a set† of model parameters ϕ. The latter typically describe
parameters of the physical theory or unknown detector effects. The likelihood function L(ϕ) is
then numerically equivalent to f (x |ϕ) with x fixed. As opposed to the pdf f (x), describing the
value of f as a function of x given a set of fixed parameters ϕ, the likelihood refers to the value
of f as a function of ϕ given a fixed§ value of x .
Searches for BSM physics are often‡ centred around the measurement of several disjoint binned
distributions, called channels c , each associated with different event selection criteria yielding
observed event counts n. In such counting experiments, where each event is independently
drawn from the same underlying distribution, each bin is described by a Poisson term. The
Poisson probability to observe n events with an expectation of ν events, Pois(n |ν ), is given by




† Sets of parameters (as opposed to single parameters) will henceforth be written using bold face.
§ This important difference is why the likelihood is written here as L(ϕ) instead of the equally common L(x |ϕ).
‡ While searches for BSM physics using unbinned distributions also exist, only binned searches are considered
in the following.
58 Statistical data analysis
The expectation νcb in each channel c and bin b is a sum over the set of physics processes




νcsb (η, χ ), (3.2)
where νcsb is the expected sample rate in a given bin of a given channel. The sample-wise rates
are in general a function of the model parameters ϕ that can be either free parameters η or
constrained parameters χ . Possible modifications of the expected sample rates due to model
parameters are considered to be either multiplicative or additive changes to the nominal estimate
ν0csb of the form
νcsb (η, χ ) =
(∏
i





∆jcsb (η, χ )
)
. (3.3)
Here, f (ϕ) and ∆(ϕ) are the multiplicative and additive rate modifiers, respectively, modifying
the nominal estimates. Although in practice often only a function of a single model parameter,
the rate modifiers can in general be a function of a set of model parameters.
Free parameters directly determined by the data observations are called normalisation factors.
The constrained parameters represent the systematic uncertainties considered in the model,
which—in frequentist statistics—have fixed but unknown true values. The degree to which they
cause a deviation of the expected event rates from the nominal event rates is limited through
constraint terms cχ (aχ |χ ) that can be viewed as auxiliary measurements with global observed
data a.
For a given observation x = (n,a) of observed events n and auxiliary data a, the likelihood then
reads





Pois(ncb |νcb (η, χ ))
∏
χ ∈χ
cχ (aχ |χ ), (3.4)
where, given a certain integrated luminosity, ncb and νcb refer to the corresponding observed
and expected rate of events, respectively [159]. Most of the systematic uncertainties are so-called
interpolation parameters α representing either normalisation uncertainties or correlated shape
uncertainties. Their constraint terms cα (aα |α ) are parametrised by a Gaussian† with mean a = 0
and variance σ = 1, with α = 0 representing the nominal value. The up and down variations are
then given by α = ±1, thereby representing ±1σ variations. The impact of any given value of
the parameter on the event rates is subsequently evaluated through polynomial interpolation
and exponential extrapolation§, a method that avoids discontinuous first and second derivatives
at α = 0 and ensures positive values for the predicted event rates [160].
Sample rates derived directly from theory calculations (i.e. MC simulation), are scaled to the
integrated luminosity corresponding to the observed data. As discussed in section 2.1.2, the
integrated luminosity is itself a measurement that is subject to uncertainties, requiring an
additional constraint term in the likelihood. It is parametrised by a Gaussian with mean corres-
ponding to the nominal integrated luminosity measurement and standard deviation equal to the
† Other parameterisations are also possible and discussed in Ref. [160], but not used in the following.
§ Different interpolation and extrapolation strategies are discussed in Ref. [160] but not mentioned herein as
they will not be used in the following.
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integrated luminosity measurement uncertainty. Uncertainties arising from the finite size of
the MC datasets used to derive estimated event rates are modelled by bin-wise scale factors γb .
The constraint terms are Gaussian distributions with central value equal to unity and standard
deviations calculated from the individual statistical uncertainties of the samples defined in the
respective channel.
As the event rate in a given bin can depend on multiple parameters, and likewise, a single para-
meter can affect the expected event rate in multiple bins across different channels, correlations
between the model parameters ϕ can occur.
The above prescription for building binned likelihoods is called the HistFactory template [160].
In this work, two independent implementations of the HistFactory template are used. The first
implementation, predominantly used in part II, relies on RooFit [161] (using the Minuit [162]
package) and RooStats [163] for model parameter estimation and hypothesis tests, and is fully
integrated into the Root data analysis framework [164, 165]. The user interface and the steering
of statistical fits, as well as the bookkeeping of their results, is provided by HistFitter [166].
The second implementation, used in part III, makes use of pyhf [167, 168], a recent pure-
python implementation of HistFactory that is independent of the Root environment. The
pyhf implementation of HistFactory relies on Numpy [169] and uses computational graph
libraries like PyTorch [170], TensorFlow [171] and JAX [172] to significantly speed up the
parameter estimation process by leveraging the computational advantages of tensor algebra
and automatic differentiation.
Apart from separating the model parameter set into free and constrained parameters ϕ = (η, χ ),
a separate partition ϕ = (ψ,θ ) is frequently used in the context of hypothesis testing. Here,ψ
are so-called parameters of interests of the model for which hypothesis tests are performed, and
θ are nuisance parameters that are not of immediate interest but need to be accounted for to
correctly model the data. In the search presented in this work, the only parameter of interest
(POI) is the signal strength parameter µ, representing the ratio of the signal process cross section
to its reference cross section as expected from theory. The expected event rate νi in each bin i
can then be parametrised through
νb = µSb + Bb , (3.5)
where Sb and Bb are the bin-wise expected signal and background rates, respectively. Fixing
µ = 0 thus yields an expected event rate containing only SM processes, which is why this is
also called a background-only configuration. Setting µ = 1 represents a signal-plus-background
description at nominal signal cross section. Scanning multiple values of µ allows to set limits on
the visible cross sections of the signal models considered in the search.
3.2 Parameter estimation
Given a likelihood L(ϕ) for a fixed set of observations x , a measurement can be understood as
a parameter estimation. In general, an estimator ϕ̂ is a function of the observed data used to
estimate the true value of the model parameter ϕ.
In particle physics, the most commonly used estimator is the maximum likelihood estimator
(MLE). The MLEs for the model parameters ϕ̂ are defined to be the parameter values that
maximise L(ϕ), or equivalently, maximise lnL(ϕ) and minimise − lnL(ϕ). The logarithm of the
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likelihood is used for computational reasons, as it not only reduces the computational complexity
by avoiding exponentials and products, but also avoids potential problems arising from finite
floating point precision. As the logarithm is a monotonically increasing function, lnL(ϕ) has
maxima at the same parameter values as L(ϕ). The negative logarithm of the likelihood is chosen
in order to stick to the convention of optimisers in statistical packages typically minimising the
result of a loss function.




where the index i runs over all parameters. Due to the complexity of the likelihood, a solution
typically needs to be found numerically using minimisation algorithms. In the following, the
parameter estimation is referred to as a fit of the model to data, and the maximum likelihood
estimates of the parameters are consequently called best-fit values.
3.3 Statistical tests
In addition to estimating the values of model parameters, searches for SUSY are naturally
interested in claiming discovery (or exclusion) of hypothesised signal models. In the frequentist
approach, this can be formulated in terms of hypothesis tests, evaluating a null hypothesis
H0 against an alternative hypothesis H1, with the goal of rejecting the null hypothesis. For
discovering a new signal process, H0 is defined to describe only known SM processes and
thus called background-only hypothesis. The alternative hypothesis H1 is then the signal-plus-
background hypothesis describing both SM background processes as well as the signal process
considered. When excluding a signal model, the signal-plus-background hypothesis takes over
the role of H0 and is tested against the background-only hypothesis.
The degree of agreement of observed data with a certain hypothesisH is quantified by calculating
a p-value, representing the probability of finding data of greater or more extreme incompatibility
under assumption of H . The hypothesis can then be considered to be excluded if its observed
p-value is below a specified threshold. It is common to convert the p-value into a significance Z ,
defined in such a way that a Gaussian distributed observable with measured value Z standard
deviations above its mean gives a one-sided upper tail probability equal to p. This yields the
expression
Z = Φ−1(1 − p), (3.7)
where Φ−1 is the quantile of the standard Gaussian. In HEP, claiming discovery of a signal
conventionally requires a significance of at least Z = 5. If the significance is lower but still Z > 3,
it is classified as a hint or evidence. For exclusion of a signal hypothesis at 95% confidence level,
a p-value of 0.05, i.e. Z = 1.64, is required [158].
The p-values are calculated using a test statistic that parameterises the compatibility between
the hypothesis and data in a single value. At the LHC experiments, the test statistics used for
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where the conditional maximum likelihood estimators (CMLEs) ˆ̂θ are the values of θ that
maximise the likelihood with µ fixed. The distribution of the profile likelihood ratio depends
explicitly on µ, and implicitly on x = (n,a), but is asymptotically (i.e. in the limit of a large
number of events) independent of the nuisance parameters θ† in the case where the tested
value of µ is the true value µ ′ [157]. The asymptotic independence from θ follows from Wilks’
theorem [173] and is one of the main motivations for using the profile likelihood ratio, as it avoids
the problem of having to compute p-values for all possible values of θ . A generalisation to tested
values of µ not corresponding to the true value µ ′ can be derived using Wald’s theorem [174],
allowing to obtain the distribution f (λ(µ)|µ ′,θ ). The profile likelihood ratio takes values between
0 and 1, with λ(µ) = 1 corresponding to cases where the tested value of µ is in good agreement
with the observed data. In eq. (3.8), the nuisance parameters result in a broadening of the
profile likelihood distribution, reflecting the loss of information about µ due to systematic
uncertainties [158].
As the rate of signal processes considered in the following is in general non-negative, an
estimator for µ should satisfy µ̂ ≥ 0. In order to avoid the formal complications of having a
boundary at µ = 0, it is convenient to consider an effective estimator µ̂ that is allowed to become
negative, provided that the respective Poisson terms for µSb + Bb remain positive. Imposing
a constraint equivalent to requiring µ ≥ 0 on the test statistic itself, leads to the alternative
definition of the profile likelihood as
λ̃(µ) =

L(µ , ˆ̂θ (µ))
L(µ̂ ,θ̂ ) , µ̂ ≥ 0,
L(µ , ˆ̂θ (µ))
L(0, ˆ̂θ (0))
, µ̂ < 0,
(3.9)
where ˆ̂θ (0) and ˆ̂θ (µ) are the CMLEs ofθ given a signal strength parameter of 0 and µ, respectively.
Discovery
For the important special case where µ = 0 is tested in a model with µ ≥ 0, i.e. discovery of a
non-negative signal (rejection of the background-only hypothesis), the profile likelihood λ̃(µ) is
used to build the test statistic
q0 = −2 ln λ̃(0) =
{
−2 ln λ(0), µ̂ ≥ 0,
0, µ̂ < 0.
(3.10)
This definition ensures that the background-only hypothesis is not rejected due to a downward
fluctuation in data, causing µ̂ < 0. In case more events are seen in data than expected based on the
background-only hypothesis, eq. (3.10) produces increasingly large values of q0, corresponding
† Eliminated by choosing specific values of the nuisance parameters for a given x and µ, often referred to as
profiling.
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to an increasing incompatibility between data and the background-only hypothesis. The p-value





f (q0 |0) dq0, (3.11)
with q0,obs the observed value of the test statistic q0 in data and f (q0 |0) the pdf of q0 under
assumption of the background-only hypothesis. In the asymptotic limit [158] with a single POI,
the test statistic q0 can be written as
q0 =
{
µ̂2/σ 2, µ̂ ≥ 0,
0, µ̂ < 0,
(3.12)
where µ̂ has a Gaussian distribution with mean µ ′ and variance σ 2. In the case of µ ′ = 0, the
pdf of q0 has the form of a half χ 2 distribution with one degree of freedom, and its cumulative
distribution is F (q0 |0) = Φ(√q0) [157]. Using eq. (3.7), the p-value obtained with eq. (3.11) can




Exclusion and upper limits
If the background-only (µ = 0) hypothesis cannot be rejected, the hypotheses can be switched
around and instead the signal-plus-background (µ = 1) hypothesis can be tested against a
hypothesis where signal events are produced at a rate smaller than µ. For excluding the signal-




−2 ln λ̃(µ), µ̂ ≤ µ
0, µ̂ > µ
=

−2 ln L(µ ,
ˆ̂
θ (µ))
L(µ̂ ,θ̂ ) , µ̂ < 0,




, 0 ≤ µ̂ ≤ µ,
0 µ̂ > µ .
(3.14)
Setting q̃µ = 0 in the case where µ̂ > µ ensures that an overfluctuation of data is not considered
as evidence against the signal hypothesis. This is opposed to the definition of q0, where an
underfluctuation of data (µ̂ < µ) is not regarded to be evidence against the background-only
hypothesis. It is worth highlighting that the discovery test statistic q0 in eq. (3.11) is not just the
special case of q̃µ with µ = 0, but hinges on a different definition.





f (q̃µ |µ) dq̃µ , (3.15)
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Figure 3.1: Distribution of the pdfs of the signal plus background (in orange) and background-only
(in blue) models. The orange and blue coloured areas represent the ps+b and pb values, respectively.
Figure (a) shows a case where both pdfs are close together, while figure (a) shows a case where they are
well separated. Figures created by the author but based on Ref. [175].
where, as before, q̃µ ,obs is the observed value of the test statistic in data and f (q̃µ |µ) is the pdf of
q̃µ given the hypothesis µ. In the asymptotic limit [158], the test statistic q̃µ can be written as
q̃µ =

µ2/σ 2 − 2µµ̂/σ 2, µ̂ < 0,
(µ − µ̂)2/σ 2, 0 ≤ µ̂ ≤ µ,
0 µ̂ > µ,
(3.16)
which yields for the significance Zµ the expression
Zµ =
{√
q̃µ , 0 < q̃µ ≤ µ2/σ 2
q̃µ+µ2/σ 2
2µ/σ , q̃µ > µ
2/σ 2. (3.17)
3.4 CLs approach
In the CLs+b method, a signal-plus-background model is excluded if ps+b < α , where α is defined
by the desired confidence level, typically CL = 1−α = 95%, and ps+b can be calculated using the
test statistic q̃µ (with µ = 1) introduced in eq. (3.14). If the experiment has very low sensitivity to
a specific signal-plus-background model, e.g. because the production cross section of the signal
process is too low, the distribution of the test statistic of the signal-plus-background model will
be very close to that of the background-only model. In case of an underfluctuation in data, the
µ = 1 model can then be falsely excluded, even though no sensitivity is expected. Figure 3.1
illustrates this with a simple example. In fact, the exclusion of models to which the experiment
has no sensitivity has a probability of at least α [175].
This problem can be remedied by adopting the CLs method [176], altering the threshold for
excluding a model in a way to avoid exclusion of models to which the experiment has very low
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where pb is the p-value of the background-only hypothesis†. If the distributions of the test
statistics for the signal-plus-background and the background-only models are close to each other
(as illustrated in fig. 3.1(a)) a small value of ps+b due to an underfluctuation in data will entail
a large value of pb . Consequently, in the calculation of the CLs value, ps+b will be penalised
by 1 − pb (that will be close to 0), resulting in CLs > ps+b , preventing the exclusion of the
signal-plus-background model. Conversely, in the case where the two test statistics are well-
separated (see fig. 3.1(b)) and ps+b < α , then pb will also be small and thus CLs will be close to
ps+b obtained by the frequentist approach.
3.5 Asimov dataset
Searches for BSM physics are not only interested in the significance obtained using the dataset
measured by the experiment, but also in the expected (or median) significance obtained for
rejecting different values of µ. For example, for rejecting the µ = 1 hypothesis, searches are
interested in the expected significance obtained assuming data generated according to the µ = 0
hypothesis.
The expected experimental sensitivity can be determined using an artificial dataset called
the Asimov dataset, defined such that MLEs of all parameters determined using Asimov data
correspond to the true parameter values. This is achieved by constructing a dataset where the
number of events in each bin is exactly equal to the expected event rate in that bin. Using
Asimov data, the Asimov likelihood LA as well as the corresponding profile likelihood λA can
be evaluated, and thus a median significance can be determined. Non-integer values for data
counts are not an issue as factorial terms from the Poisson probabilities are cancelled in the
profile likelihood and can thus be dropped altogether.
3.6 Sensitivity estimation
When designing search regions for an analysis, it is necessary to achieve an optimal signal-
to-background separation power. A significance metric is needed in order to quantify the
separation power and to have a metric to optimise for. In the following, the expected discovery
significance introduced in Ref. [177] is used. As the full statistical model is in general not yet
known when designing the search regions, appropriate assumptions have to be made. In a
cut-and-count selection where only the total number of events after a selection are relevant (and
not e.g. their distribution), the significance is determined by the total number of signal events
S , the total number of background events B and the uncertainty on the expected number of
background events ∆B. This can be modelled as a so-called on/off problem§ [177, 178], where
† It is worth highlighting that pb is equal to pµ from eq. (3.15) with µ = 0. This is strictly different from p0 in
eq. (3.11) as it relies on a different test statistic.
§ The on/off nomenclature originates from gamma ray astronomy where on refers to the telescope pointing
on-source (measuring signal and background photons), while off refers to it pointing off-source (measuring
3.6 Sensitivity estimation 65
the cut-and-count experiment uses two bins, a signal region (SR) enriched in signal events, and
a control region (CR) containing only background events. In the background-only hypothesis,
the parameter τ = nCR/nSR then denotes the ratio between the event rate in the CR, nCR, and
the event rate in the SR, nSR.
If τ is known, then the likelihood of this simple configuration can be written in terms of the
expected background event rate
L(µ,B) = Pois(nSR |µS + B) · Pois(nCR |τB), (3.19)
where µ is again the signal strength parameter. The relative background uncertainty can thus be
treated as coming from a Poisson-distributed auxiliary measurement containing only background
(i.e. in the CR) with corresponding uncertainty
√





As nSR and nCR are each drawn from a Poisson probability with unknown means νSR and νCR,
the background-only hypothesis corresponds exactly to the case where the ratio of Poisson
means λ = νCR/νSR is equal to τ [177]. The two Poisson terms can then be written as the product
of a single Poisson term with mean ntot = nSR + nCR and the binomial probability B(nSR |ρ,ntot)
of picking nSR events out of ntot with probability ρ = νSR/νtot = 1/(1 + λ). The likelihood can
therefore be written as









ρλtot(1 − ρ)ntot−nSR .
(3.21)
Since the background-only hypothesis cannot only be expressed as µ = 0 but also as νSR = νB ,
λ = τ , and especially also as ρ = 1/(1 + τ ) [177], its p-value can be calculated using the




B(j |ntot, ρ). (3.22)
The significance corresponding to pB can be derived using eq. (3.7) and is computable in a
numerically fast way using the incomplete beta function. The algorithm used for calculatingZB in
this work is implemented in the RooStats::NumberCountingUtilsmethods in Root [164, 165].
only background photons). This problem is an exact analogue to the HEP problem herein, where the off-source
measurement typically corresponds to some sideband measurement, i.e. a measurement of events in a region







This chapter aims to give an introduction to the search for electroweakinos presented in this
work. First, the final state targeted is introduced and motivated, followed by the SM background
processes that need to be considered when performing searches for SUSY in this final state.
Next, the reconstruction and identification of physics objects as well as the event selection
requirements are described.
4.1 Search for electroweakinos in the 1-lepton final state
In the search for electroweakinos presented herein, the simplified model, introduced in sec-
tion 1.3.2, is interpreted in a final state with a lepton†, two b-tagged jets and high missing
transverse momentum. This final state can occur when theW boson decays throughW ± → ℓ±νℓ ,
while the Higgs boson decays into two b quarks. Although a final state without leptons would
benefit from the higher branching fraction of the decay W ± → q′q̄, due to the large QCD
couplings these final states are largely dominated by QCD multi-jet background processes that
are omnipresent at hadron colliders like the LHC. Final states with exactly one lepton have
lower branching fractions but allow to reject a majority of the QCD background, as pure QCD
multi-jet events can only enter a final state with a lepton through non-prompt and fake leptons
originating from, e.g., false reconstruction of a jet as a lepton, photon conversions, or heavy
flavour (HF) decays.
Targeting the decay of the Higgs boson into a pair of b quarks allows the search to benefit from
the high branching ratio of 58.3% of this decay mode, and permits a full reconstruction of Higgs
candidates, a procedure that will be used in the following to achieve a high signal-to-background
ratio. Figure 4.1 shows the full signal model targeted in this search, including the considered
decays of theW and Higgs bosons.
Previous searches for electroweakinos in this final state have been performed by the ATLAS [179,
180] and CMS [181] Collaborations, and have excluded χ̃±1 /χ̃
0
2 masses up to 540 GeV and 490 GeV,
respectively, for massless χ̃ 01 . The two previous ATLAS searches used 20.3 fb
−1 of
√
s = 8 TeV and
36.1 fb−1 of
√
s = 13 TeV pp collision data, respectively. As opposed to this, the search presented
in the following uses the full dataset available from the Run 2 data taking period, amounting













Figure 4.1: Diagram of the simplified model for χ̃±1 χ̃
0
2 pair pro-
duction with subsequent decays into χ̃±1 →W ± χ̃ 01 → ℓ±νℓ χ̃ 01
and χ̃ 02 → h χ̃ 01 → bb̄ χ̃ 01 , resulting in a final state with a lepton,
multiple jets and EmissT .
to an unprecedented 139 fb−1 of pp collision data at
√
s = 13 TeV [182]. As this search analyses
events in final states with exactly one lepton, it will often be referred to as the 1ℓ search in the
following.
4.2 Standard Model backgrounds
Although the requirement of exactly one lepton isolated from surrounding hadronic activity
significantly reduces the contribution from QCD multi-jet processes, numerous other SM pro-
cesses can still result in final states with an isolated lepton, multiple jets and missing transverse
momentum. Background sources are generally classified into reducible and irreducible back-
grounds. Irreducible backgrounds, on the one hand, are processes with a physical phase space
indistinguishable from the final state of the signal process in question. Reducible backgrounds,
on the other hand, result from partially misreconstructed processes as well as mismeasurements.
Examples of reducible processes are events where a lepton originates from a HF decay, photon
conversions or misreconstructed jets. SM processes that result in final states with an isolated
electron or muon, multiple jets and missing transverse momentum typically involve aW boson
decaying into a lepton–neutrino pair (a so-called leptonic decay). The neutrino will contribute
to the total missing transverse momentum in the event, while additional jets can appear in the
final state through, for example, QCD radiation.
By far the largest SM background contribution relevant for this search stems from the production
of top quarks, predominantly occurring as top quark pair production (tt̄ ), where both top quarks
decay into a W boson and a b quark. Final states with an isolated lepton can occur through
leptonic decay of one of the W bosons. Figure 4.2(a) shows an example of a decay of a tt̄
system into a final state with a lepton, multiple jets (two of which originate from b quarks)
and missing transverse momentum. In addition to tt̄ , single top production (through s-channel,
t-channel or tW -channel processes) can also result in similar final states as the SUSY signal and
thus constitutes a significant SM background process. A representative decay into a final state
relevant for this search is shown in fig. 4.2(b).
Apart from processes involving top quarks, the production of aW boson in association with
multiple jets (W + jets) is the third major background considered in the 1ℓ search. If the W
boson undergoes a leptonic decay and two of the produced jets are tagged as originating from b
quarks (with a procedure introduced in section 4.4.5), the signature of this process can be similar
to that of signal events. An illustrating diagram for aW + jets event is illustrated in fig. 4.2(c).

































Figure 4.2: Representative Feynman diagrams showing the dominant processes (a) tt̄ , (b) single top and
(c)W + jets production with subsequent decays.
Production of multiple vector bosons V (=W ,Z ), although not a dominant background due to
low cross sections, can still result in the same final state as the signal process. In the following,
diboson (VV ) and multiboson (VVV ) processes are considered.
Other SM backgrounds with small contributions in the phase spaces targeted by the search
includeZ boson production in association with multiple jets (Z+jets), tt̄ production in association
with a vector bosonV (tt̄ +V ), as well as various processes involving Higgs bosons. Z + jets only
plays a minor role, as the only irreducible component originates from Z (→ ττ ) + jets processes,
where one τ -lepton undergoes a leptonic decay while the other one decays hadronically, i.e.
involving aW boson decaying into a pair of quarks. Production of tt̄+V has a similar topology as
ordinary tt̄ processes, but with lower cross section and additional objects in the final state. This
background therefore only plays a minor role in the analysis. Higgs processes considered in the
following include single Higgs production through vector boson fusion (VBF) or gluon–gluon
fusion (ggF) as well as Higgs production in association with a vector boson (h+V ) or a top quark
pair (h + tt̄ ). In the following, all minor backgrounds are grouped together, and collectively
labelled as other backgrounds. As QCD multi-jet processes have been shown to play a negligible
role in all selections relevant to this search, no estimation for QCD contribution is considered in
the following [182].
4.3 Monte Carlo datasets
Table 4.1 summarises all MC generators and software versions executed during generation
of the simulated events used in the following. While a brief overview on MC weights and the
MC datasets used is given in the following, further details are provided in the relevant ATLAS
simulation notes [183–186].
4.3.1 Monte Carlo weights
In general, MC events can have weights that need to be considered when normalising and
scaling processes to a given integrated luminosity. Weights originate, for example, directly from
the generator when including NLO corrections in the simulation. Another source of weights can
be filtered MC datasets, generated with specific selections in order to increase event statistics in
specific regions of phase space. Weights also arise from experimental corrections, and are, for
example, used to scale efficiencies in MC to those measured in data. Finally, reweighting of MC
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events is also used to correct the MC pile-up profile, i.e. the distribution of the mean number of
inelastic pp collisions per bunch crossing, such that it matches the one measured in data. This is
necessary because the MC simulated events used herein were largely already generated before
the full Run 2 dataset was recorded, and therefore before the full pile-up profile in data was
known.
To obtain an event rate estimate for a given integrated luminosity, instead of the raw number of
generated MC events, the sum of event weights w, scaled to the desired integrated luminosity L






w j , (4.1)
where i runs over the set of generated events G, while j runs over the set of selected events
S . The statistical uncertainty on the event rate estimate Nest, due to the finite size of the MC








2 pair production signal datasets were generated at LO using MadGraph5_aMC@NLO
2.6.2 [187, 188] with up to two additional partons in the matrix element. The NNPDF 2.3 LO PDF
set [189] was used for calculating the hard scatter matrix elements. MadGraph5_aMC@NLO is
interfaced with Pythia8 [190] for the parton shower, hadronisation and underlying event, using
the A14 set of tuned parameters [191]. The CKKW-L [192] scheme for matching the parton
showers to the matrix elements was used with a nominal merging scale of 30 GeV. For modelling
the decays of heavy flavour quarks, EvtGen v1.6 [193] is used.




1 masses are free parameters of the signal model, they are systematically
varied, resulting in the set of 125 distinct signal models shown in fig. 1.10(b), distributed in
the two-dimensional grid spanned by the two mass parameters. The generated signal grid
covers χ̃±1 /χ̃
0
2 masses from 150 GeV to 1 TeV and χ̃
0
1 masses from 0 GeV to 400 GeV, avoiding
the kinematically forbidden region with m(χ̃±1 /χ̃ 02 ) < m(χ̃ 01 ) +m(h) that does not allow for
production of on-shell Higgs bosons.
MC datasets of signal models well within the expected sensitivity range of the analysis, i.e.




1 masses, are generated using the ATLFAST-II [141] detector
simulation. The full detector simulation using Geant4 [155] is used for the remaining model
points for maximum accuracy in the parameter space relevant to the expected sensitivity. So
as to account for pile-up effects, all signal datasets are overlaid with simulated minimum bias
events generated using Pythia8 and the A3 tune [194], and reweighted to match the pile-up
distribution measured in data.
The cross sections for electroweakino pair production have been calculated using Resummino [195]
at NLO in the strong coupling constant and including next-to-leading logarithm (NLL) terms in
the soft gluon resummation [83, 84].
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4.3.3 Background datasets
Top quark pair production and single top processes were generated at NLO in QCD using
Powheg-Box v2 [196], implementing the Powheg method [197, 198] for merging NLO matrix
elements with the parton showers without resorting to negative event weights†. The parton
showering, hadronisation and underlying event were simulated using Pythia8. Production of
tt̄+V is generated using MadGraph5_aMC@NLO 2.3.3, interfaced with Pythia8 for the parton
showering.W /Z + jets processes are simulated using Sherpa 2.2.1 [142, 199], allowing for up
to two (four) additional parton emissions at NLO (LO) accuracy. For diboson and multiboson
processes both Sherpa 2.2.1 and 2.2.2 were used. All Higgs processes are simulated using
Powheg-Box v2 for the matrix element calculations and Pythia8 for the parton showers,
underlying event and hadronisation. All processes are simulated at NLO in QCD, except for ggF
Higgs production, which is modelled at next-to-next-to-leading order (NNLO).
For maximum modelling accuracy, the detector simulation for all MC background datasets was
performed using the full detector simulation based on Geant4. Except for the MC datasets
generated using Sherpa, all background datasets use EvtGen [193] to improve the modelling
of heavy flavour decays and b-tagging efficiency. Similar to the signal models, pile-up effects
are taken into account by overlaying all background datasets with simulated minimum bias
events generated with Pythia8 using the NNPDF 2.3 LO PDF set [189] and the A3 tune [194] of
parameters.
Table 4.1 also lists the accuracies up to which the theoretical cross sections, used to normalise
the event rates to a given integrated luminosity, have been calculated. The normalisations of the
main SM backgrounds tt̄ , single top andW + jets are derived from data in the final statistical
evaluation, therefore their theoretical cross sections are only used during the development of
the analysis strategy.
4.4 Object definitions
The reconstruction and identification of physics objects§ requires the combination of data from
multiple detector components. Due to finite detector resolutions, and the considerable amount of
particles produced in each collision, this process does not always work without flaws. Sometimes,
objects are falsely reconstructed or not reconstructed at all. In order to minimise reconstruction
errors, different identification and reconstruction criteria are introduced for each physics object
category. Electrons and muons are categorised into baseline and signal objects. Baseline objects
have a smaller purity but a higher acceptance which is useful for, e.g., the reconstruction of
the missing transverse momentum. Stricter identification and isolation criteria are required for
signal objects, resulting in lower acceptances but also lower probability of reconstruction errors.
† It is, in general, desirable to avoid negative MC weights when generating MC events, as they not only dilute the
statistical power of the dataset generated, but also need to be processed through the time-consuming detector
simulation.
§ The term physics objects denotes the objects reconstructed from the measured detector signals, rather than the
actual physical particle(s) of interest traversing the detector. As such, a reconstructed electron, for example,
may not necessarily correspond to a real, physical electron but only has a certain probability to be a true
electron.
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Table 4.1: Overview of the configuration of MC generators used for simulating the various SUSY signal
and SM background processes. While two different PDF sets are typically used for matrix element calcula-
tions and parton showering, only the former one is given in the table. The ‘tune’ refers to the set of tuned
parameters used for parton showering and hadronisation. For conciseness, MadGraph5_aMC@NLO is
abbreviated as MG5_aMC@NLO.
Process Matrix element Parton shower PDF set Cross section Tune
Signal MG5_aMC@NLO 2.6.2 Pythia 8.230 NNPDF 2.3 LO [189] NLO+NLL [195, 83, 84] A14 [191]
tt̄ Powheg-Box v2 Pythia 8.230 NNPDF 3.0 NLO [200] NNLO + NNLL [201, 202] A14
t (s-channel) Powheg-Box v2 Pythia 8.230 NNPDF 3.0 NLO NLO [203] A14
t (t-channel) Powheg-Box v2 Pythia 8.230 NNPDF 3.0 NLO NLO [203] A14
t +W Powheg-Box v2 Pythia 8.230 NNPDF 3.0 NLO NNLO [203, 204] A14
tt̄ +V MG5_aMC@NLO 2.3.3 Pythia 8.210 NNPDF 3.0 NLO NLO [205, 206] A14
V + jets Sherpa 2.2.1 NNPDF 3.0 NNLO [200] NNLO [207] Sherpa default
VV Sherpa 2.2.1/2.2.2 NNPDF 3.0 NNLO NLO [186] Sherpa default
VVV Sherpa 2.2.1/2.2.2 NNPDF 3.0 NNLO NLO [186] Sherpa default
h + tt̄ Powheg-Box v2 Pythia 8.230 NNPDF 3.0 NLO NLO [208] A14
h +V Powheg-Box v2 Pythia 8.212 NNPDF 3.0 NNLO NNLO (QCD) + NLO (EW) [208] AZNLO [209]
h (ggF) Powheg-Box v2 Pythia 8.212 NNPDF 3.0 NNLO N3LO (QCD) + NLO (EW) [208] AZNLO
h (VBF) Powheg-Box v2 Pythia 8.212 NNPDF 3.0 NNLO NNLO (QCD) + NLO (EW) [208] AZNLO
In the following, mostly signal-type objects are used as the physics objects. Table 4.2 provides a
summary of the object definitions introduced in the ensuing sections.
4.4.1 Tracks and vertices
The reconstruction of tracks of charged particles starts with the formation of clusters from
raw data recorded in the Pixel and SCT detectors. Clusters are formed by grouping together
adjacent pixels and strips with energy deposits above a certain threshold and are subsequently
used to create three-dimensional space-points, representing the points where charged particles
traversed the active ID material [210]. Sets of three space-points form track seeds that serve as
inputs for a combinatorial Kalman filtering technique [211] that includes additional space-points
from the remaining pixel and SCT layers to extend the preliminary trajectory. A χ 2 track fit
is performed at each step of the extension. Where seeds can be extended by more than one
compatible space-point in a given layer, multiple track candidates are formed. Ambiguities
between candidates are resolved by assigning them a score, taking into account basic track
properties like the χ 2 of the track fit and its associated pT [210]. The ambiguity solver requires
track candidates to contain a minimum of 7 pixel and SCT clusters, to have a maximum of one
shared pixel cluster and two shared SCT clusters on the same layer and to have no more than
two holes† of which only one is allowed to be in the pixel detector. Track candidates also need to
have pT > 400 MeV, |η | < 2.5 and have longitudinal (z0) and transversal (d0) impact parameters
with respect to their associated vertex satisfying |z0 sinθ | < 3.0 mm and |d0 | < 2.0 mm, where
θ is the polar angle of the track [210]. Track candidates surviving the ambiguity solver are
extended by compatible hits in the TRT [212] and are subject to a global high-resolution track
fit before being added to the final track collection [210].
Vertex reconstruction uses a selection of tracks satisfying a set of quality requirements [213]
in order to fit the best vertex position through a procedure iteratively down-weighting less
† Holes are intersections of the track trajectory with sensitive detector material not containing a cluster.
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compatible tracks [214]. Once the vertex position has been determined, incompatible tracks with
small weights are removed and can be reused for the reconstruction of additional vertices [214].
All reconstructed vertices with at least two associated tracks are kept as valid primary vertex
candidates. In events with multiple candidates, the primary vertex is defined to be the one with
the highest
∑
p2T of its associated tracks.
4.4.2 Electrons and Photons
Electron and photon candidates are reconstructed from energy deposits in topologically connec-
ted cells in the electromagnetic and hadronic calorimeters. The reconstruction algorithm starts
with the preparation of energy deposits into so-called topo-clusters [215]. These are formed
by calorimeter cells containing energy deposits above a certain noise threshold, so-called seed
cells, including their neighbouring cells which, in turn, can also act as seed cells. All cell sig-
nals are measured at the electromagnetic scale, assuming that energy deposits stem only from
electromagnetic interactions. Although the topo-clustering algorithm starts with cells from
both calorimeters, only energies from cells in the electromagnetic (EM) calorimeter are used in
the subsequent electron and photon reconstruction steps [216]. Using only EM topo-clusters
with a certain threshold ratio of the EM energy to the total cluster energy significantly reduces
contamination from pile-up clusters [216]. Next, the EM topo-clusters are loosely matched
to ID tracks which are subsequently re-fitted in order to account for energy losses through
bremsstrahlung [216]. Vertices from photon conversions are reconstructed from tracks matched
to fixed-size clusters [217] and also matched to the EM topo-clusters. In the final step of the
reconstruction algorithm, EM topo-clusters are sorted according to descending ET and tested
as seed clusters for dynamic, variable-size superclusters, with different seed requirements for
electrons and photons [216]. Clusters near seed candidates can be added as satellite cluster
candidates, originating for example from bremsstrahlung. The supercluster technique allows to
dynamically change the cluster size as needed to recover energy losses from bremsstrahlung or
photon conversions [216]. Electrons are finally built from superclusters with matched tracks.
While converted photons are built from supercluster and matched conversion vertices, un-
converted photons are constructed using superclusters not matched to any electron tracks or
conversion vertices. The energies of both electrons and photons are calibrated using Z → ee
decays [216].
The identification of prompt electrons relies on a likelihood discriminant built from quantities
measured in the ID and calorimeters [218]. The quantities are chosen according to their ability
to discriminate prompt isolated electrons from non-prompt leptons originating in, e.g., HF
decays, from photon conversions or from jets. They include the properties of the electron
track, the shape of the EM shower and the quality of the match between the electron track and
the calorimeter clusters [218]. Photon identification, on the other hand, relies on a cut-based†
selection exploiting the shape of the EM shower [216].
In the 1ℓ search, electrons are required to satisfy pT > 7 GeV and |η | < 2.47. Baseline electrons
are identified using the LooseAndBLayer [218] requirement on the identification likelihood,
requiring a hit in the innermost layer of the pixel detector, at least two additional hits in the
remaining pixel layers and seven hits in the pixel and SCT detectors combined. In addition, the
longitudinal impact parameter z0 of baseline electrons needs to satisfy ∆z0 sinθ < 0.5 mm with
† The term cut refers to simple upper or lower requirement on a measurable quantity.
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respect to the primary vertex. The LooseAndBLayer identification yields an average efficiency
of about 93%, increasing from low to high electron ET. Signal electrons are a subset of baseline
electrons and need to satisfy the Tight [218] likelihood identification, yielding an efficiency
of 80% for prompt electrons with ET = 40 GeV [218]. In addition to the longitudinal impact
parameter, signal leptons also need to satisfy d0/σd0 < 5, where the transverse impact parameter
d0 and its uncertainty σd0 are measured with respect to the beam line.
Finally, electrons need to be isolated, meaning that their vicinity must be clear of additional
significant detector activity. Requiring electrons to be isolated prevents the selection of non-
prompt electrons originating from, e.g., HF decays or misidentifications of light hadrons. Isolation
is quantified using two observables, one relying on tracking information and the other one using
calorimeter data. The tracking based isolation variable, pvar20T , is the sum of all track momenta
above 1 GeV (excluding the electron track itself) in a cone around the electron [216]. The size of
the cone is chosen to be ∆R = min(10 GeV/pT, 0.2), i.e. is shrinking with increasing transverse
momentum of the electron. The calorimeter based variable Econe20T corresponds to the sum of
the transverse energies in topo-clusters (excluding the electrons itself and after correcting for
pile-up effects) in a cone with ∆R = 0.2 around the electrons [216]. Both baseline and signal
electrons are required to satisfy the Loose [216] working point, corresponding to the requirements
pvar20T /pT < 0.2 and Econe20T < 0.15. In order to improve the rejection of non-prompt electrons
at high transverse momenta, electrons with pT > 200 GeV need to satisfy the HighPtCaloOnly
working point, applying the tighter requirement Econe20T < max(0.015 · pT, 3.5 GeV).
Photons are required to have pT > 13 GeV and |η | < 2.37 and need to satisfy the Tight [216]
identification and FixedCutTight [216] isolation requirements. In this analysis, photons are only
used in the calculation of the missing transverse momentum.
4.4.3 Muons
The reconstruction of muons uses primarily data from the ID and MS and is based on the
minimum ionising nature of muons. Muon candidates are independently reconstructed in the ID
and the MS as muon tracks and subsequently combined to a muon candidate that can be used
by physics analyses [219, 220]. The track reconstruction in the ID follows the same procedure
used for other charged-particle tracks, described in section 4.4.1. In the MS, the muon track
reconstruction starts with the identification of short, straight-line track segments. Segments
from different MS layers are combined into preliminary muon track candidates if they are
loosely compatible with the IP and match a first-order approximation of the parabolic trajectory
describing the muon track in the magnetic field [220]. Track candidates are then passed through a
global χ 2 fit, taking into account possible MS chamber misalignments as well as interactions with
the detector material [220]. In order to increase the reconstruction performance, MS muon tracks
are subsequently combined with the ID tracks using five different reconstruction strategies,
described in detail in Ref. [220]. Only two of these strategies are relevant for this analysis:
• combined muons, formed by combining the ID and MS tracks through a global fit, taking
into account the energy loss in the calorimeters. An outside-in approach is employed,
reconstructing muons first in the MS before performing an inward extrapolation and
match to an ID track.
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• MS extrapolated muons, built using MS muon tracks only, but extrapolating the tracks
back to the IP and requiring them to be loosely compatible with the IP. Extrapolated
muons are mainly used for providing acceptance in the region 2.5 < |η | < 2.7, which is
beyond the coverage provided by the ID.
After resolving the overlaps between the different muon types, the muon objects used for
physics analysis are subject to a momentum calibration using data from J/Ψ → µµ and Z → µµ
decays [220].
Identification of muons is performed using a set of quality requirements, designed to suppress
non-prompt muons originating from pion and kaon decays while allowing a robust momentum
measurement. Muons in this analysis are built using combined and extrapolated muons that
satisfy the Medium identification requirements [219]. This requires combined muons to have at
least three hits in at least two MDT layers—except for the region with |η | < 0.1, where a single
MDT layer is enough, as long as there is no more than one MDT hole layer [220]. Extrapolated
muons need to have at least three hits in at least three MDT and CSC layers [220]. In addition,
all muons are required to have a significance of the ratio of the measured charge and momentum
satisfying σ (q/p) < 7. The identification of muons with the Medium identification working
point is evaluated in J/Ψ → µµ and Z → µµ events and yields an efficiency of more than 98%
for muons with pT > 6 GeV and |η | < 2.5 [220]. The light-hadron rejection rate, measured in
simulated tt̄ events, is roughly 98 for low-pT muons with pT < 20 GeV, and increases to 830 for
muons with pT > 100 GeV [220].
Baseline muons in this analysis need to satisfy pT > 6 GeV and be within |η | < 2.7. Furthermore,
the longitudinal impact parameter of baseline muons with respect to the primary vertex is
required to be ∆z0 sinθ < 0.5 mm. Signal muons additionally need to be within |η | < 2.5
and have a transverse impact parameter satisfying d0/σd0 < 3. Similar to electrons, muons
also have to be isolated, using the same variables used for electron isolation. Both signal and
baseline muons need to conform to the Loose [220] working point, requiring pvar20T /pT < 0.3
and Econe20T < 0.15. The Loose isolation working point yields an efficiency quickly increasing
from 86% for muons with 5 GeV < pT < 20 GeV to 97% for muons with 20 GeV < pT < 100 GeV.
Muons with pT > 100 GeV have an isolation efficiency of more than 99% [220]. The rejection
rate for muons from HF decays ranges from 14 to 8 with increasing pT in the range relevant for
the 1ℓ search [220].
4.4.4 Jets
Jets are reconstructed using the anti-kt algorithm [221], implemented in the FastJet [222, 223]
package. A radius parameter of R = 0.4 is used for all jets considered in the following. The
inputs to the anti-kt algorithm are topo-clusters [224], built at the EM scale using the procedure
introduced in section 4.4.2. Tracks with pT > 500 MeV and an association to the primary vertex
are assigned to jets using ghost association [225], a method treating them as particles with
infinitesimal momentum such that the properties of the calorimeter-based jets are not changed.
Reconstructed jets undergo a jet energy scale (JES) calibration, correcting the four-momentum
and scaling the energy and mass [224]. In a first step, energy contributions from in-time and
out-of-time pile-up are removed using a data-driven jet-by-jet approach based on the jet area A
and pile-up pT density ρ = pT/A. The jet area is determined by the relative number of ghost
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particles (added uniformly in solid angle to the event prior to jet clustering) associated to the
jet after clustering. Additionally, a residual correction derived from MC simulation is applied,
parameterised in the number of mean interactions per bunch crossing and the number of
reconstructed primary vertices [224, 225]. The reconstructed jet four-momentum is corrected
to the particle-level energy scale through an absolute JES and η calibration. In order to reduce
the dependence of the jet response (i.e. the ratio between the measured jet energy and the true
jet energy) on the flavour and energy distribution of its constituents, a series of multiplicative
corrections is applied [226]. These improve the jet energy resolution (JER) and are based on data
from the calorimeters, jet-related tracking information, as well as MS information. Differences
between the jet response in data and MC simulation, caused by imperfect detector and physics
simulations, are corrected using so-called in situ calibrations [224]. The jet response in data and
MC simulations is measured separately, allowing to derive a correction factor that is applied
on data. Similarly to the JES, the JER is also calibrated. Its calibration is performed using
pT-asymmetry measurements in dijet events [227].
Even after the subtraction of pile-up effects, some pile-up jets still remain. The jet vertex tagger
(JVT) [228], a multivariate discriminant, is used to suppress pile-up jets. It is based on variables
that describe the fraction of the total jet momentum corresponding to tracks associated to the
primary vertex. In the 1ℓ search, jets with pT < 120 GeV and |η | < 2.5 need to be associated to
the primary vertex using the medium [224] working point, achieving an average 92% efficiency
for jets originating from the hard scatter interaction.
Baseline jets in this analysis are required to have pT > 20 GeV and |η | < 4.5. Analysis variables
are built using signal-level jets with pT > 30 GeV and |η | < 2.8.
4.4.5 Flavour tagging
As can be seen through the CKM matrix, b quarks primarily decay through b →Wc . However,
due to the small coupling constant proportional to the corresponding CKM matrix element
Vcb (corresponding to the b ↔ c transition), B hadrons have a relatively long lifetime of the
order of 1.5 ps (⟨cτ ⟩ ≈ 450 µm) [9]. In the typical momentum ranges, B hadrons can thus have
a measurable flight length before decaying, leading to secondary vertices that are displaced
from the hard-scatter primary vertex. ATLAS uses a collection of algorithms designed to discern
HF jets containing B hadrons from light-flavour jets by exploiting the impact parameters or
reconstructing the displaced vertices. A multivariate classifier, called MV2 [229], combines the
outputs of the different taggers using a boosted decision tree (BDT) algorithm that is trained on
simulated tt̄ + Z ′ events.
Due to the Higgs decay into b quarks in the signal model targeted, b-tagged jets play a crucial
role in the analysis described in this work. Baseline jets with |η | < 2.5 are used as input to the
MV2c10 b-tagging algorithm, an implementation of the MV2 discriminant using a c-jet fraction
of 7% during the BDT training [230, 231]. The working point chosen for the MV2c10 tagger
achieves a b-tagging efficiency of 77% with rejection rates of 4.9, 15, and 110 for c-jets, τ -jets
and light-flavour jets, respectively, measured in simulated tt̄ and dijet events [230].
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4.4.6 Missing transverse momentum
Momentum conservation in the transverse plane implies that the sum of the transverse momenta
of all objects in a pp collision should vanish. Particles escaping the detector without being
measured thus lead to a momentum imbalance, in the following referred to as missing transverse
momentum pmissT with magnitude E
miss
T . The missing transverse momentum in each event is
computed using all reconstructed objects and takes into account tracks associated to the primary


















While terms originating from the reconstructed, calibrated objects are collectively referred
to as the hard term, the remaining track term is referred to as soft term. As τ -leptons are not
explicitly reconstructed in this analysis, no dedicated τ -term is included in eq. (4.3). Instead,
τ -leptons are included in the electron, muon or jet term, depending on their decay mode and
reconstruction. The computation of EmissT uses all baseline objects introduced in the previous
sections. Ambiguities between objects are resolved using an overlap removal procedure [232]
that is separate and independent from the procedure described in section 4.5. In order to reduce
effects from pile-up, the EmissT is computed using the Tight working point described in Ref. [233],
excluding forward jets with |η | > 2.4 and pT < 30 GeV.
Events without any true EmissT can have non-zero reconstructed E
miss
T due to residual pile-up
effects, object mismeasurements or particles escaping through uninstrumented regions of the
detector. Such fake EmissT allows events without any real E
miss
T (e.g. Z (→ ee) + jets) to pass the
event selection criteria and end up in the kinematic regions of interest, even after requiring a
certain threshold value of EmissT .
4.5 Overlap removal
As the reconstruction procedure runs independently for each object type, it may happen that the
same tracks or energy deposits in the calorimeters are used for the reconstruction of two different
objects. For example, electrons are often also reconstructed as electron-seeded jets [234]. In
order to resolve ambiguities and prevent double-counting, an overlap removal procedure using
the distance parameter ∆Ry =
√
(∆y)2 + (∆ϕ)2 is performed. The procedure sequentially runs
the following steps on baseline objects, with only surviving objects participating in subsequent
steps:
1. Electrons sharing an ID track with a muon are removed, preventing duplication of muons
as electrons via bremsstrahlung with subsequent photon conversion [234].
2. Jets within ∆Ry < 0.2 of an electron are rejected, preventing the pure duplication of
electrons as electron-seeded jets [234].
3. Electrons overlapping with remaining jets within ∆Ry = min(0.4, 0.04 + 10 GeV/pT)
are removed, resolving the regime where hadronic jets lose a fraction of their energy
to electron-seeded jets [234]. The shrinking cone size avoids unnecessary rejection of
electrons originating from decays of boosted particles together with jets.
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Table 4.2: Overview of the object definitions used. A dash ‘–’ indicates where no requirement is made.
Property Baseline type Signal type
Electrons
Kinematic pT > 7 GeV, |η | < 2.47 pT > 7 GeV, |η | < 2.47
Identification LooseAndBLayer [218] Tight [218]
Impact parameters ∆z0 sinθ < 0.5 mm ∆z0 sinθ < 0.5 mm, d0/σd0 < 5
Isolation –
Loose [216] (pT ≤ 200 GeV)
HighPtCaloOnly [216] (pT > 200 GeV)
Muons
Kinematic pT > 6 GeV, |η | < 2.7 pT > 6 GeV, |η | < 2.5
Identification Medium [219] Medium [219]
Impact parameters ∆z0 sinθ < 0.5 mm ∆z0 sinθ < 0.5 mm, d0/σd0 < 3
Isolation – Loose [220]
Jets
Kinematic pT > 20 GeV, |η | < 4.5 pT > 30 GeV, |η | < 2.8
JVT – Medium [224], pT < 120 GeV, |η | < 2.5
b-jets
Kinematic pT > 20 GeV, |η | < 4.5 pT > 30 GeV, |η | < 2.5
JVT – Medium [224], pT < 120 GeV, |η | < 2.5
b-tagging – MV2c10 [230] with 77% efficiency
4. Jets with less than three associated tracks, within ∆Ry < 0.2 of a muon or where the muon
has been matched to the jet through ghost association [235] are removed. This resolves
for example scenarios where a muon is reconstructed as a jet due to bremsstrahlung or
FSR with subsequent photon conversion reconstructed both as electron and jet [234].
5. Muons overlapping with a remaining jet are removed. The same shrinking cone size as
for electrons is used. This predominantly removes non-prompt muons produced in light
meson or HF decays together with jets [234].
4.6 Analysis variables
In order to separate supersymmetric signal events from SM processes, it is necessary to apply
requirements on different discriminating observables, creating so-called signal regions enriched
in signal events. In addition, these variables are also used to construct regions enriched in
SM background events, in the following used to derive a reliable background estimate for the
signal regions. The distributions of all discriminating variables obtained from MC simulation are
illustrated in fig. 4.3, comparing signal and SM background distributions. Both are normalised to
unity in order to highlight their differences in shape. Most observables show a dependence on





1 , resulting in different shapes for different signal points. Figure A.1 illustrates this
further.
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Number of jets
The simplified model depicted in fig. 4.1 features two b-jets in the final state, originating from
the decay of the Higgs boson. In the following, all events are thus required to have exactly two
b-tagged jets in the final state, significantly reducing contributions from, e.g.,W + jets processes
that have a relatively low probability of producing two b-jets. In order to avoid rejecting signal
events with ISR or FSR (as e.g. in fig. 2.8), a third, light-flavour jet is allowed in the final state.
Invariant mass of the b-tagged jets
The invariant mass of the two b-jetsmbb̄ can be defined using the well-known energy-momentum
relation,








where Pb1 and Pb2 are the four-vector momenta of the leading and subleading b-jet, respectively.
The term leading henceforth refers to the object with the largest pT in its object category. In the





T (cosh∆ηbb − cos∆ϕbb ), (4.5)
where ∆ηbb and ∆ϕbb are the differences in pseudorapidity and azimuthal angle between the
two b-jets, respectively.
As the two b-jets originate from the Higgs decay h → bb̄, their measured invariant mass will in
general be close to the measured Higgs boson mass of around 125 GeV [9], leading to a peak in
the mbb̄ distribution, a behaviour that is clearly visible in fig. 4.3(d). In most SM background
processes relevant to the search, the b-jets do not originate from a Higgs decay, and thus their
mbb̄ distribution does not exhibit the same peak-like structure. In order to enrich signal events
in a selection, all signal regions defined in the following will require events to have a value in
mbb̄ close to the Higgs boson mass.
Missing transverse energy
The missing transverse energy EmissT is an observable finding widespread usage in searches for
SUSY at the LHC. In SM processes, EmissT only stems from neutrinos and fake E
miss
T arising e.g.
from mismeasurements or imperfect detector hermeticity. In the case of the SUSY scenario
considered in the following, two LSPs escape the detector, leaving a considerable amount of
missing transverse momentum, such that a lower requirement on EmissT allows to separate signal
and background processes. Figure 4.3(c) shows the EmissT distribution, and illustrates the fact that
signal models with high electroweakino masses as well as high sparticle mass differences tend
to have the largest EmissT .
Transverse mass
The transverse massmT [236, 237] is one of the most important observables considered in 1ℓ
search. It aims to reconstruct the mass of a heavy particle decaying into two daughter particles
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subject to a co-linear boost in the laboratory transverse plane. In SUSY searches targeting the
1ℓ final state,mT is commonly used to reconstruct the transverse mass of theW boson decaying





T (1 − cos[∆ϕ(pℓT,pmissT )]), (4.6)
where pℓT is the momentum three-vector of the lepton in the event. As events with additional
leptons are vetoed, the vast majority of the leptons in background processes stem from leptonic
decays ofW bosons. In background events where the neutrino fromW → ℓν is the only source
of EmissT , the transverse mass has a Jacobian peak at theW boson mass,
mmaxT =mW ≈ 80 GeV. (4.7)
Due to the non-vanishing decay width of the W boson† as well as effects from finite detector
resolution, mismeasurements or additional EmissT in the event, the kinematic endpoint atmW is
not infinitely sharp but exhibits a steeply falling tail.
In the signal scenarios considered in the analysis, the LSPs constitute a majority of the EmissT in
an event, which typically leads to a transverse mass distribution that is significantly broader
than that of background processes and does not present the same kinematic endpoint. A lower
requirement on the transverse mass slightly above theW boson mass thus allows to reject a
majority of the SM background events while largely not affecting the signal distribution. As
can be seen in fig. 4.3(c) (and fig. A.1), the range of the mT distribution depends on the scale
of the signal mass parameters, with increasing mass differences leading to increasingly broad
distributions. For this reason, different signal regions with varying requirements on mT can
be constructed, targeting different kinematic regimes in the signal grid. The optimisation of
multiple signal regions will be discussed in chapter 5.
Contransverse mass
The contransverse massmCT [240] is designed to have a kinematic endpoint for events with pair-
produced heavy particles decaying into invisible and visible particles subject to a contra-linear





T (1 + cos∆ϕbb ), (4.8)
where pb1T and p
b2
T are the transverse momenta of the two b-jets in the final state. Although mCT
is invariant under co-linear boosts in the beam direction§, it is not invariant under transverse
boosts, due to, e.g., ISR jets. Both the value of mCT and its kinematic endpoint therefore depend
on the size and direction of the transverse boost. For this reason, a boost-corrected version of
the contransverse mass is used in the following. The correction algorithm is described in detail
in Ref. [241] and uses an estimate of the energy of the upstream pair-produced heavy particles
to boost the four-momenta of the visible decay products back into the centre-of-mass frame of
† Effects from the transverse momentum (i.e. boosts) of theW boson also arise, but are negligible at and beyond
the Jacobian peak [238, 239].
§ This is by construction the case, as only transverse quantities are used to computemCT.
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Figure 4.3: Distributions of the most important observables used in the analysis. The simulated SM
backgrounds are stacked on top of each other, and distributions from representative signal models with
the quoted mass parameters are overlaid. In order to emphasise the shape differences, both total back-
ground and signal distributions are normalised to unity. A preselection of a lepton (electron or muon),
at least two jets and EmissT > 100 GeV is applied.
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the pair-produced particles. The approach provides a conservative value ofmCT that is always
smaller than the true mCT value measured in the centre-of-mass frame of the pair-produced
particles.
For tt̄ events where each top quark decays via t → bW , the two b-jets used for calculating mCT
stem from each of the two decay branches of the tt̄ system. It can be shown [241] that, in this
case, the boost-corrected contransverse mass has a kinematic endpoint at
mmaxCT =
m2(t) −m2(W )
m(t) ≈ 135 GeV. (4.9)
In signal events, the two input b-jets originate from the same Higgs boson, and thusmCT does
not exhibit a kinematic endpoint, but tends to yield higher values. Figure 4.3(b) clearly shows
the kinematic endpoint for tt̄ backgrounds and further shows that signal distributions result
in higher values depending on their mass parameter scales (a behaviour further illustrated
in fig. A.1). Similar as for the transverse mass, varying lower bounds on mCT will be used in
chapter 5 to define signal regions optimised to different kinematic regimes.
Invariant mass of the lepton and leading b-jet
The invariant mass of the lepton and the leading b-jet, denoted asmℓb1 , is designed to offer high
rejection power towards tt̄ and single top processes. In events where the lepton and leading




m2(t) −m2(W ) ≈ 153 GeV (4.10)
In signal events, the lepton and leading b-jet originate from the decay chains of the χ̃±1 and χ̃
0
2 ,
respectively and thus the mℓb1 distribution depends on the mass scale of the SUSY particles,




The trigger strategy of an analysis is crucial to select pp events worth investigating, and typically
relies on triggers sensitive to physics objects that are important to the signal scenarios considered.
The data used in this analysis has been recorded with EmissT triggers. Selecting events with
invisible particles is inherently difficult, precisely because these particles do not leave a trace in
the detector. Similar to offline analysis, the trigger algorithms infer the EmissT from the momenta
of the visible particles, but also need to satisfy the stringent event rate constraints set by the
high-luminosity environment of the LHC.
As described in section 2.2.7, the L1 trigger uses only parts of the instrumented regions, a
technique that is not well suited for momentum imbalance triggers that rely on a sum of
momenta over the full solid angle [242]. In the L1 trigger, dedicated hardware sums the signals
from calorimeter cells into towers with a granularity matching that of the calorimeter. Towers of
calorimeter cells exceeding a certain threshold are used to generate larger towers with coarser
granularity, the x and y projections of which are subsequently summed to get an estimate of
EmissT . The tower thresholds are varied to provide stable trigger rates during the different data-
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taking periods. The L1 triggers, used in this analysis, employed a threshold of EmissT > 50 GeV
before feeding passing events to the HLT for further analysis.
Two different types of EmissT trigger algorithms are used by the HLT, one based on jets (mht
algorithm), and one implementing local pile-up suppression (pufit algorithm) section 4.4.2. As
hadronic jets dominate the visible momentum in most interesting events, using them for EmissT
computation and triggering is well-motivated [242]. The mht algorithm was used during the
2015–2016 data taking period and computes the EmissT from the negative vectorial sum of the
transverse momenta of all jets with a transverse momentum pT > 7 GeV before calibration [242].
The HLT jets are reconstructed and calibrated using a similar procedure as for offline analysis,
and are thus corrected for pile-up effects [243]. The pufit algorithm was used during the 2017–
2018 data taking period and takes as input topo clusters, formed using the method described
in section 4.4.2. The clusters are subsequently combined into η–ϕ patches of size corresponding
approximately to that of a jet with R = 0.4. A correction for pile-up effects, based on the
distribution of the energy deposits in the calorimeter, is applied on the clusters. The pufit
algorithm assumes that high ET deposits stem from the hard-scatter events while low ET deposits
originate mostly from pile-up effects [242]. The online EmissT threshold of the triggers increased
from 70 GeV to 110 GeV in order to keep the trigger rate more or less stable under the rising
instant luminosities during the different data-taking periods.
Due to resolution effects arising in the combination of the L1 and HLT triggers, and differences
in the online reconstruction techniques compared to those used in offline physics analysis,
the performance of triggers is in general not a simple step function but consists of a so-called
turn-on curve with rising efficiency, followed by a plateau region with constant efficiency. In
order to achieve the same trigger selection in MC as in data, the MC events are each assigned
a random run number that are distributed according to the respective integrated luminosities
of each data taking period. Using these run numbers, the same triggers used for data-taking
during each run can be applied for MC events.
Figure 4.4 shows the combined EmissT trigger efficiencies for the electron and muon channels
separately. In the following, an offline requirement of EmissT > 240 GeV is applied for all analysis
regions, selecting events where the EmissT triggers are fully efficient and no significant difference
between MC and data is observed. Thus, no trigger efficiency correction is considered in the
following. A statistical uncertainty of 2% is used to account for the difference between data and
MC in the trigger plateaus.
4.8 Event cleaning
Before being considered for analysis, events need to pass a series of quality requirements.
Data events need to be certified to be good for physics analysis by the ATLAS data quality
system [244], requiring that no transient detector issues have compromised the quality of the
data events recorded. Losses in data quality could happen due to, e.g., high-voltage trips in
detector components or noise bursts in the detector electronics [244]. Only data events are
considered where all detector components were flagged as being operational, a process that is
performed at the granularity of a luminosity block—a time period of roughly 60 s of data-taking
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Figure 4.4: Efficiencies of the combined EmissT triggers in data and MC events, triggered by single lepton
triggers in the (a) electron and (b) muon channels. A preselection requiring an electron or muon, at least
two jets, and EmissT > 100 GeV is applied on all events. The arrow indicates the offline E
miss
T requirement
applied on all selections in the analysis.
A second series of quality requirements is applied on both data and MC events. To be considered
in any subsequent analysis step, events need to contain at least one reconstructed primary vertex
with a minimum of two tracks with pT > 500 MeV associated to it. Events are discarded where a
jet is tagged as originating from a non-collision background process. The Loose working point
described in Ref. [245] is used to tag such jets, yielding an efficiency of 99.5% for jets from pp
collision events with pT > 20 GeV. Similarly, events are rejected if they contain a bad muon
with a significantly worse than usual momentum resolution that can affect many variables in
the entire event and therefore may have sizeable effects on the analysis. In the following, muons
are flagged as bad if the relative error on the combined q/p measurement is either larger than
0.2 or worse than the one from the individual ID and MS track fits. Events are also rejected if
a reconstructed muon is flagged to originate from cosmic radiation, using thresholds on the




In order to discover the rare SUSY signals considered in the following, dedicated kinematic
regions enriched in signal events, so-called signal regions (SRs), are constructed. They are
optimised such as to be sensitive to a maximum number of signal models considered in this
analysis. In this chapter, the optimisation procedures leading to the final signal regions are
introduced and discussed.
5.1 Optimisation methods
All optimisation methods used in the following require a figure of merit that is maximised in
order to find configurations yielding optimal performance. While the multidimensional cut scan
and the N–1 plots approach, introduced in sections 5.1.1 and 5.1.2, respectively, use the binomial
discovery significance ZB, the fit scan procedure, discussed in section 5.1.3, aims to maximise
the area of the expected exclusion contour.
5.1.1 Multidimensional cut scan
The first optimisation method used for designing the SRs is an N -dimensional cut† scan using M
observables. For each unique combination of requirements on the set of observables considered,
the expected signal and background rate as well as the statistical uncertainty on the background
rate is determined from the MC simulated events. As this takes a considerable computational
effort, it is crucial to restrict the amount of cut combinations to be tested. By comparing with
distributions at preselection level, as for example those shown in fig. 4.3, a set of discrete cuts
can be defined for each observable. In practice, a total number of O(107–108) cut combinations
can still be tested on a single machine with a reasonable turnaround time.
After determining the expected event rates and statistical uncertainties, the different cut combin-
ations are binned into a predefined number of signal efficiency bins. For each bin, the background
rejection is subsequently maximised, i.e. the cut combination with the highest background rejec-
tion is chosen as a candidate combination for the respective signal efficiency bin. The assumption
† In the following, the term cut refers to a simple upper or lower requirement on kinematic observables like e.g.
requiringmT > 100 GeV.
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Figure 5.1: Small N -dimensional cut scan using 104 unique cut combinations, illustrating the approach
of (a) generating a receiver operating characteristic (ROC) curve from the scanned cut combinations in
order to (b) reduce the number of candidates used in computationally expensive significance calculations.
The cut combination candidates forming the ROC curve (dark blue) also maximise the discovery signi-
ficance. In (b), the significance ZB includes the MC statistical uncertainty on the expected background
rate and a constant 30% systematic uncertainty.
is that, for a fixed signal efficiency, the cut combination candidate maximising the background
rejection also maximises the discovery significance ZB. With the significance definition used
herein, this is in general a valid assumption, as the significance tends to monotonically increase
with decreasing background rate, even while the statistical uncertainty on the background es-
timation increases due to tighter requirements and less available MC statistics (cf. fig. 5.1). This
procedure effectively generates a ROC curve, that can be used to perform more computationally
intensive calculations, as e.g. calculating different variations of the discovery significance. The
approach is illustrated in a small scan using 104 cut combinations in fig. 5.1. The cut combination
candidates maximising the background rejection and thus lying on the ROC curve in fig. 5.1(a)
are the same candidates that maximise the discovery significance in fig. 5.1(b).
A common problem of N -dimensional scans is the concept of over-tightening the selections
given the available MC statistics. Since the cross sections of the SUSY processes considered are
many orders of magnitude smaller than those of the dominant SM processes, it is often necessary
to apply tight requirements on the kinematic observables in order to achieve a significant signal-
to-background separation. However, due to the finite amount of MC statistics available, many
of the more extreme cut combinations select kinematic regions where not enough MC statistics
are available for a reasonable estimation of the background rates. Thus, by maximising the
background rejection, it may occur that cut combinations are selected where the mere lack of
MC statistics, needed to properly estimate the background rates, causes a high significance
value. As the significance values obtained for such configurations are obviously not trustworthy,
they need to be avoided.
In the N -dimensional cut scan implementation used herein, the available MC datasets are split in
two statistically independent, equally sized subsets. Although resulting in an additional dilution
of the available MC statistics, this approach allows to generate two independent ROC curves
and to compute two independent values for the discovery significance for each cut combination
5.1 Optimisation methods 89
candidate. A large difference in either the ROC curves or the significance values is an indication
for statistical fluctuations as a result of over-tightened cuts. In addition, requirements on the
minimum number of unweighted MC events for different background processes, as well as the
maximum allowed statistical uncertainty on a given process, can be applied. In combination,
these precautions offer a good handle against statistical fluctuations. In the following, the
N -dimensional cut scan implementation provided by ahoi [246] is used.
5.1.2 N–1 plots
Instead of performing a brute-force scan of a large set of cut combinations, a more manual
approach, using iterative one-dimensional scans can be employed. In so-called ‘N–1 plots’, the
kinematic distributions of the background components as well as representative signal processes
are plotted in conjunction with the significance achieved by applying a cut on each value on the
x-axis of the one-dimensional distribution plotted. All other selection requirements, except the
one on the observable plotted, are applied. This method allows to investigate the impact of a
single kinematic requirement on the overall significance value. By repeatedly executing this
process for each observable considered, it is possible to iteratively approach a cut combination
yielding results comparable to that of a brute-force cut scan. Especially when considering a
sizeable set of observables, this manual approach, however, quickly becomes very cumbersome
and inefficient, and risks missing optimal cut combinations that would have been found by a
brute-force approach.
For this reason, the following optimisation uses an N -dimensional cut scan to cover the full
space spanned by the observables and scan ranges considered, while N–1 plots are used to
verify and fine-tune results obtained by the brute-force approach.
5.1.3 Scans using asymptotic formulae
The last of the optimisation methods, used in the following, relies on scans over sets of simplified
profile likelihood fit configurations in order to run a simplified version of the full statistical
inference machinery on a large number of signal region candidates. While the preceding optim-
isation methods rely on the binomial significance computed in independent cut-and-count signal
regions, the simplified fit scans statistically combine disjunct signal regions by building a single
likelihood, and compute the p-values using the asymptotic formulae introduced in chapter 3. In
addition, the simplified fits use all available signal points instead of relying on a limited set of
benchmark points, and can thus derive an estimate of the expected exclusion contour for a large
number of signal region candidates. The estimation of the background event rates in the signal
regions is taken from MC simulation only and considers a constant systematic uncertainty of
30% on the estimated event rate, correlated over all signal region bins. Statistical uncertainties
on the background estimate from limited MC statistics are also taken into account.
As building the likelihood and executing the statistical inference takes a considerable compu-
tational effort, this method benefits from the previous optimisation steps defining promising
signal region candidates worth scanning over. In order to keep the number of configurations
to be tested at a manageable level, the signal region candidates obtained from the previous
methods are only varied to a limited degree, assuming that they were already close to optimal
to begin with.
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Table 5.1: List of observables and cut ranges used in the N -dimensional cut scan. All cuts are optional
and allowed not to be applied at all.
Observable Cut values
EmissT [GeV] > ∈ {200, 220, 240, 260, 280, 300, 320, 340}
EmissT significance S > ∈ {5, 10, 15}
mT [GeV] > ∈ {100, 120, 140, 160, 180, 200, 220, 240, 260, 280, 300}
mCT [GeV] > ∈ {100, 120, 140, 160, 180, 200, 220, 240, 260, 280, 300}
mbb̄ lower [GeV] > ∈ {85, 90, 95, 100, 105, 110, 115}
mbb̄ upper [GeV] < ∈ {130, 135, 140, 145, 150}
pℓT [GeV] > ∈ {20, 40, 60, 80}
p
jet1
T [GeV] > ∈ {50, 100, 150}
p
jet2
T [GeV] > ∈ {50, 75, 100}
∆R j j < ∈ {0.8, 1.0, 1.2, 2.0}
∆Rbb̄ < ∈ {0.8, 1.0, 1.2, 2.0}
Njet ≤ ∈ {2, 3, 4}
∆ϕ(EmissT ,pℓT) [rad] > ∈ {0.5, 1.0, 2.0, 2.5}
5.2 Optimisation for the 1ℓ search
The optimisation of the signal regions for the 1ℓ search benefits from the experience of past ana-
lyses investigating the same simplified model in the same final state [179, 180], but explores new
observables and considers signal region configurations optimised for the integrated luminosity
of the full Run 2 dataset.
5.2.1 Starting from benchmark signal points
A total of six so-called benchmark signal points, each representative of a different part of the
model parameter space, are chosen for the first step of the optimisation procedure involving
N -dimensional cut scans and N–1 plots. Apart from the variables introduced in section 4.6, a
set of additional, potentially discriminative observables are considered in the N -dimensional
cut scan†:





Especially for signal models with high mass differences between the electroweakinos,
the transverse momenta of the lepton and the jets tend to have higher values than in SM
background processes.
• The object-based EmissT significance S [247], an observable designed to quantify how
genuine the reconstructed EmissT in an event is. It is determined through a hypothesis test
using a log-likelihood ratio that takes into account the resolution of all objects entering
the computation of EmissT . As such, S offers good discrimination against events with a
sizeable fraction of fake EmissT in the event originating, e.g., from jet mismeasurements or
† These variables will turn out not to be used for the final signal regions and are only introduced here for com-
pleteness of the optimisation procedure description. Representative kinematic distributions for all observables
are shown as a reference in fig. A.2.























0 20 40 60 80
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events






















2 4 6 8 10 12 14 16
Expected number of signal events (train)
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events
(b)m(χ̃±1 /χ̃02 ),m(χ̃01 ) = 800, 250 GeV
Figure 5.2: Results of the N -dimensional cut scan for two representative benchmark points. The bino-
mial discovery significance ZB is plotted against the signal efficiency for different uncertainty configura-
tions. Additionally, the expected SM background event rates are shown (grey), including their statistical
uncertainties for one of the two statistically independent samples (grey shaded area). The solid and
dashed lines represent the two statistically independent subsets that the MC samples are split into.
the non-hermeticity of the detector. Events with a large share of fake EmissT accumulate at
low values of S , while events with mostly real EmissT tend to have large values of S .
• The distance between the two leading jets ∆R j j as well as between the two b-jets ∆Rbb̄ .
Especially in events with a large mass difference between the electroweakinos, the Higgs
can receive a significant boost, such that the two b-jets from the Higgs decay tend to
be close together in the laboratory frame (and are also the highest-pT jets in an event),
resulting in small values of both ∆R j j and ∆Rbb̄ . In SM background processes, however,
the two leading (b-)jets often do not originate from the same object and thus tend to be
further apart.
• The azimuthal distance between the lepton pT and the missing transverse momentum,
denoted by ∆ϕ(pℓT,pmissT ). This observable exploits the fact that the lepton and the EmissT
tend to have a more back-to-back configuration in signal events than in many SM processes
where the lepton and the neutrino (the latter often responsible for a large part of the EmissT
in an event) often originate from the sameW boson decay.
In order to avoid selecting cut combination candidates with over-tightened selection criteria
compared to the available MC statistics, constraints are applied on the relative statistical un-
certainty on the background, and on the number of unweighted MC events passing the cut
combination candidates. Cut combinations are only considered if they result in less than 50%
relative statistical uncertainty on the total background. In addition, all cut combinations need to
result in at least five unweighted MC events for each of the three major backgrounds, tt̄ , single
top andW + jets.
The discrete selection possibilities for each of the observables are shown in table 5.1. A preselec-
tion of a lepton and exactly two b-jets (and thus at least two jets overall in the event) is always
applied. Requirements on the different observables in table 5.1 are optional and do not need
to be applied by the optimisation algorithm. The results of the brute-force N -dimensional cut
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Table 5.2: Optimal cut combination for each benchmark signal point obtained with a brute force cut
scan and a round of N–1 plots. The parameters of the benchmark points are m(χ̃±1 /χ̃ 02 ) and m(χ̃ 01 ), both
given in GeV. The significance is computed for 139 fb−1 with the binomial discovery significance ZB and
includes MC statistical uncertainty as well as a constant 30% systematic uncertainty. A dash ‘–’ is used
where no requirement on the respective observable is applied.
Observable (300, 150) (400, 200) (600, 300) (800, 250) (800, 150) (800, 0)
Nb−jet 2 2 2 2 2 2
Njet 2 2 2 – 3 2 – 3 2 – 3 2 – 3
mbb̄ [GeV] [105 − 135] [100 − 140] [100 − 140] [95 − 145] [95 − 145] [95 − 145]
EmissT [GeV] > 240 > 240 > 240 > 240 > 240 > 240
mCT [GeV] > 200 > 240 > 260 > 260 > 260 > 280
mT [GeV] > 100 > 120 > 140 > 200 > 240 > 240
mℓb1 [GeV] – – > 150 > 120 > 120 > 120
ZB [σ ] 0.8 1.9 2.1 1.8 2.2 2.3
scans for each benchmark signal point can be visualised by plotting the expected discovery
significance ZB against the signal efficiency. Figure 5.2 shows the results of two such cut scans
using two of the benchmark signal points. The corresponding plots for the remaining benchmark
points are shown in fig. A.3. In these figures, the binomial significance is calculated for different
uncertainty configurations for each of the two statistically independent subsets. In addition,
the expected background rate is shown for each subset. A cut combination with high achieved
significance can be chosen, while avoiding statistical fluctuations and over-tightening. The
cut combinations chosen for each benchmark point, after a round of N–1 plots, are shown
in table 5.2. The N–1 plots, shown in figs. A.4 to A.9, are used to validate and fine-tune the
cut values obtained through the cut scan and allow to identify and remove cuts on observables
that do not contribute significantly to the achieved ZB value. From the 12 observables initially
considered, only six (excluding the b-jet multiplicity technically not part of the scan) are part
of the optimised cut combination candidates. The remaining observables turned out not to
significantly improve the sensitivity and are therefore dropped in the following.
5.2.2 Towards final signal regions
The optimal cut combinations obtained for the benchmark signal points, shown in table 5.2,
need to be consolidated into a final set of signal regions. From table 5.2, it can be concluded, that
all benchmark points favour a common baseline selection including exactly two b-jets, possibly
one additional light jet, a Higgs mass window requirement of roughly mbb̄ ∈ [100, 140] GeV,
and EmissT > 240 GeV. The remaining requirements onmT,mCT andmℓb1 are, however, not easily
consolidated into a single signal region, as they vastly differ depending on the model parameter
space and kinematic regime represented by each benchmark point.
It can already be seen from the normalised distributions in figs. A.1 and 4.3, that signal points
from different kinematic regimes in the parameter space would in principle prefer different
requirements on all three of these observables. Designing a single signal region that achieves
optimal sensitivity to the entire parameter space studied, is thus not possible. Instead, a more
generalised configuration is chosen, defining multiple signal region bins orthogonal to each
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Figure 5.3: Expected exclusion con-
tours obtained from a subset of the
signal region candidates. The back-
ground estimate is directly taken
from MC and includes MC stat-
istical uncertainty as well as an
uncorrelated scale uncertainty of
30%. For the sake of visibility, only
the nominal contours are shown
(without uncertainty bands). Config-
urations resulting in multiple, dis-
joint patches of excluded areas are
rejected.
other through their requirements on mT and mCT. Being mutually exclusive, such signal region
bins can be statistically combined in a single likelihood and can be used in a simultaneous fit
to data, effectively creating a two-dimensional shape-fit in these observables. Such a shape-
fit configuration allows to exploit the differences in shape between signal and background
distributions, and is able to accommodate the varying shapes of signal points from different
regions in the parameter space, making it an ideal statistical tool to cover a wide range of
kinematic regimes.
The optimal number of bins as well as values of the individual bin edges in both distributions
depends on the available MC statistics and is determined using the simplified fit scans introduced
in section 5.1.3. The MC statistical uncertainties, as well as a systematic uncertainty of 30%,
correlated over all bins, are considered in each configuration. The number of bins is varied in
each direction (mT andmCT) between two and five using different bin edges, varied within ranges
determined by the optimal cut values obtained for the benchmark points. As configurations with
more bins could, in some circumstances, potentially benefit from the additional MC statistics
resulting from looser selection criteria on the remaining variables, the previously consolidated
baseline selection is also allowed to vary to some extent. Finally, although not expected to yield
better performance, configurations with multiple orthogonal signal region bins in EmissT or mbb̄
are also included in the scan. A subset of the investigated candidates is illustrated in fig. 5.3,
showing the nominal expected exclusion limit at 95% without uncertainty bands. Configurations
with multiple, disjoint patches of excluded areas in the parameter space are discarded, as they
typically result from high statistical fluctuations.
As expected from table 5.2, the best performing configurations define multiple signal region bins
in themT andmCT distributions, while keeping a constant baseline selection on the remaining
observables. Figure 5.4(a) shows a comparison of the expected exclusion contour for exemplary
two-dimensional shape-fit configurations, using signal regions binned in (mT, EmissT ), (mT,mbb̄ )
or (mT,mCT). The setup using a two-dimensional shape-fit inmT andmCT clearly maximises the
expected excluded area. Finally, applying a requirement on high values ofmℓb1 in the highest
mT bins has been shown (cf. fig. A.10) to further increase sensitivity to signal models with high
mass differences.
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Figure 5.4: Comparison of different shape-fit configurations. Figure (a) compares three different two-
dimensional shape-fit configurations using 3 × 3 bins in (mT, EmissT ), (mT,mbb̄ ) and (mT,mCT). Figure (b)
compares the two-dimensional shape-fit in mT and mCT to the signal regions of the previous analysis
iteration signal regions scaled to 139 fb−1. All exclusion limits shown are expected limits at 95% CL, using
MC statistical and 30% systematic uncertainties.
In fig. 5.4(b), the fully optimised two-dimensional shape-fit configuration is compared with the
signal regions of the previous iteration of the search [180], scaled up to the integrated luminosity
of the full Run 2 dataset. It can clearly be seen that a significant improvement in sensitivity is
achieved through the introduction of the two-dimensional shape-fit strategy.
5.3 Signal region definitions
An overview of the final signal region definitions is provided in table 5.3. Based on the previously





1 mass difference. According to the mass difference regime targeted, they are
aptly called low (SR-LM), medium (SR-MM), and high (SR-HM) mass signal regions, respectively.
While SR-LM targets the smallest values ofmT, SR-MM and SR-HM target progressively increas-
ing values ofmT. All three signal regions are further divided into threemCT bins each, resulting
in a total of nine disjoint signal region bins. The signal region with the highest requirement on
mT (SR-HM) also requires mℓb1 > 120 GeV, for the reason explained previously. All three signal
regions otherwise share a common set of requirements on the number of jets, EmissT and mbb̄ .
As shape-fits are by construction highly model-dependent†, these SRs will be used for deriving
model-dependent limits in the case where no significant excess, compared to the expected SM
background rate, is seen in data. For this reason, the shape-fit regions will be referred to as
exclusion regions in the following. A graphical representation of the nine exclusion signal region
bins is shown in fig. 5.5. The kinematic distributions in SR-LM, SR-MM and SR-HM are shown
as N–1 plots in figs. 5.6 to 5.8.
† The signal shapes need to be known in order to estimate the expected signal rates in multiple, disjoint signal
region bins.
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Table 5.3: Overview of the selection criteria for the signal regions. Exclusion SRs (‘excl.’) are defined
for model-dependent limits, and discovery SRs (‘disc.’) are defined for model-independent upper limits.
A dash ‘–’ is used where no requirement on the respective observable is applied.
SR-LM SR-MM SR-HM
Nlepton = 1
pℓT [GeV] > 7(6) for e(µ)
Njet = 2 or 3
Nb-jet = 2
EmissT [GeV] > 240
mbb̄ [GeV] ∈ [100, 140]
m(ℓ,b1) [GeV] – – > 120
mT [GeV] (excl.) ∈ [100, 160] ∈ [160, 240] > 240
mCT [GeV] (excl.) {∈ [180, 230], ∈ [230, 280], > 280}
mT [GeV] (disc.) > 100 > 160 > 240
mCT [GeV] (disc.) > 180
For evaluating a potential excess in data compared to the expected background rate, a second
set of signal regions is derived from the optimised shape-fit setup. For each of the three bins in
the transverse mass (SR-LM, SR-MM, and SR-HM), the threemCT bins are summed up and the
upper bound onmT is removed (if present). This results in three cut-and-count signal regions in
which only the total number of events after the selection is relevant. Since no information about
the shape of the distribution of signal events is used, these so-called discovery regions make
minimal model assumptions, and can be used to constrain any BSM physics process for which
the expected event rates in one or multiple discovery signal regions are known (cf. section 8.2.2).
In case no significant excess over the SM expectation is seen in data, the discovery SRs can
be used to derive upper limits on the visible cross section of physics beyond the SM, i.e. the
apparent cross section of BSM processes including the acceptance and efficiency of the signal
region selections.






Figure 5.5: Configuration of the exclusion signal regions. Nine signal region bins are defined in mT
and mCT within the Higgs mass window. All signal regions can be statistically combined using a single
likelihood, effectively resulting in a two-dimensional shape-fit.
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(e)
Figure 5.6: N–1 plots for SR-LM, with representative signal points and allmCT bins included. The dashed
area represents the MC statistical uncertainties on the background. In all figures except fig. (b), the sig-
nificance in the lower pad is obtained by summing up all the events in the direction of the cut arrow and
includes 30% systematic uncertainties as well as MC statistical uncertainties. In fig. (b) the significance
is only computed on a bin-by-bin basis, i.e. not summing up all events in the direction of the cut arrow.
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(e)
Figure 5.7: N–1 plots for SR-MM, with representative signal points and all mCT bins included. The
dashed area represents the MC statistical uncertainties on the background. In all figures except fig. (b),
the significance in the lower pad is obtained by summing up all the events in the direction of the cut
arrow and includes 30% systematic uncertainties as well as MC statistical uncertainties. In fig. (b) the
significance is only computed on a bin-by-bin basis, i.e. not summing up all events in the direction of
the cut arrow.
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(f)
Figure 5.8: N–1 plots for SR-HM, with representative signal points and all mCT bins included. The
dashed area represents the MC statistical uncertainties on the background. In all figures except fig. (b),
the significance in the lower pad is obtained by summing up all the events in the direction of the cut
arrow and includes 30% systematic uncertainties as well as MC statistical uncertainties. In fig. (b) the





A reliable and trustworthy estimation of the expected SM background rates in the signal regions
is crucial for exercising the statistical machinery, laid out in chapter 3, and making conclusive
statistical statements about the SUSY scenarios studied. The background estimation approaches
used herein rely on semi-data-driven techniques or purely on MC estimations. As estimating
backgrounds only from MC simulation is sometimes problematic, e.g., due to mis-modellings in
the phase space targeted not appropriately covered by the uncertainties, a (semi-)data-driven
approach is often favoured. In the following, the major backgrounds tt̄ , single top andW + jets
are estimated using a semi-data-driven approach, while the expected rates from the remaining,
smaller backgrounds purely rely on MC simulations and are normalised to their theoretical
cross sections.
6.1 General strategy
6.1.1 Transfer factor approach
Estimating background contributions in SRs in a semi-data-driven approach usually involves the
introduction of so-called control regions (CRs), used to control dominant background processes
by comparing their expected event rates to data. The CRs are designed to be enriched in events
of a given background process (or type) while being approximately free of signal contamination.
If NMCp (SR) and NMCp (CR) are the expected rates for a given background process p obtained from
MC simulation in a given SR and CR, respectively, then the transfer factor NMCp (SR)/NMCp (CR)
allows to convert the number of observed background events in the control region, N obsp (CR),
into a background estimate in the signal region, N estp (SR), through






Here, µp is the process-specific normalisation factor introduced in section 3.1. An important
benefit of this approach is that the impact of systematic uncertainties on the estimated back-
ground rates can be evaluated on the transfer factors, i.e. ratios of MC estimates. As such,
systematic uncertainties can partly cancel in the extrapolation to the SRs. The uncertainty on
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Figure 6.1: Schematic view of an analysis strategy in-
cluding multiple control, validation and signal regions
with one or multiple bins each. Extrapolations from the
control regions into the signal regions can be verified
in the validation regions lying in the phase space extra-
polated over. All regions are designed to be statistically
independent. Figure adapted from Ref. [166].
the background estimate in the SRs is then a combination of the statistical uncertainties in the
CRs, the uncertainties on the normalisation factors, and remaining uncertainties affecting the
extrapolation [166].
As indicated in eq. (6.1), the transfer factor approach is formally equivalent to using the process-
specific normalisation factors from section 3.1, effectively normalising the number of total
background events expected from MC simulation to the number of observed events in each
control region. Multiple disjoint CRs are used to simultaneously normalise multiple background
processes to data in a combined fit. In order not to have an underdetermined minimisation
problem, the number of CRs needs to be at least as large as the number of normalisation
factors considered. Two different profile likelihood fit configurations are used in the following;
the first configuration being a so-called background-only fit configuration, assuming no signal
contribution and typically only including the CRs. The second configuration is a so-called
signal-plus-background fit configuration considering signal contribution and including all CRs
as well as SRs (therefore also sometimes called a model-dependent fit configuration).
In order to verify the quality of the extrapolation from the CRs to the SRs, so-called validation
regions (VRs) are defined. VRs do not participate in the actual fit of the model parameters to
data, but serve as intermediate regions to verify the extrapolation. For this reason, VRs are
typically placed in the region between the CRs and SRs that is extrapolated over. A schematic
view of an analysis strategy using all three types of regions is shown in fig. 6.1. All three types
of regions can have more than one bin and are separated by means of suitable observables that
are extrapolated over. In order to be able to use information from all control and signal regions
in a single profile likelihood fit, all regions necessarily need to be statistically independent.
6.1.2 Analysis blinding
An important concept in the design phase of searches for new physics is the idea of blinding
regions of interest [248], meaning that measured data are not looked at in these regions. This
avoids issues of experimenter’s bias, i.e. unintended influences on the design of the analysis
based on the observed data. If data were already known when designing the signal regions (and
therefore the outcome of the analysis would be known to some extent), experimenter’s bias
could for example occur during the selection of the final signal region definitions.
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During the design of a search for SUSY, signal regions are generally kept blinded until the
complete analysis strategy is fixed. Once the SRs have been designed, the next step is to develop
a suitable background estimation strategy, often involving the introduction of CRs with negligible
signal contamination. This is then often followed by the design of VRs that can be unblinded
once the CRs are fixed. After the extrapolation of the background estimate (obtained using a
background-only fit) from the CRs has been verified in the VRs, the SRs are unblinded, allowing
to quantify potential excesses in data or set limits on model parameters.
6.1.3 Data versus Monte Carlo plots
In this chapter, all plots comparing data versus MC are so-called pre-fit plots, meaning that
no background-only fit has been run in order to determine the normalisation factors and
total systematic uncertainties for the background estimate. Instead, the contributions from the
dominant backgrounds tt̄ ,W + jets and single top are normalised simultaneously in the control
regions by solving the system of i equations
nCRidata = µt t̄B
CRi







where i runs over the list of CRs introduced in section 6.2 and µt t̄ , µW and µST are the nor-
malisation factors of the tt̄ ,W + jets and single top backgrounds, respectively, that are to be






other are the background rates expected from MC simulation
in the i-th CR. The normalisation factors obtained are 0.96 for tt̄ , 1.24 forW + jets and 0.73 for
single top. As will be shown in section 8.1, the normalisation factors obtained using the full
statistical procedure will be close to these values.
Additionally, the uncertainty bands on the background estimate in the plots only include MC
statistical as well as experimental uncertainties. The variations of the experimental uncertainties
are normalised to the nominal background estimate in the case of tt̄ , W + jets and single
top, such that only the shapes of the dominant backgrounds are affected. For the remaining
minor backgrounds, the experimental uncertainties can affect both normalisation and shape.
All experimental uncertainties are assumed to be fully correlated over all processes and bins,
allowing them to be summed in quadrature. Finally, the uncertainty bars on the data points
are obtained by assuming data to be Poisson distributed and correspond to the 68% confidence
interval.
6.2 Control regions
The contributions from tt̄ ,W + jets production and single top processes are normalised to data
in dedicated control regions. Other processes like Z + jets, diboson and multiboson, tt̄ + V ,
tt̄ + h and V + h are estimated directly from MC simulation and normalised to their theoretical
cross sections. All CRs are designed to be kinematically as close as possible to the SRs, such that
the normalisation factors derived in the CRs are also valid in the SRs. The CRs are mutually
exclusive and made orthogonal to the SRs through their requirements on mT, mCT and mbb̄ .
Apart from the requirements on these three observables, as well as the requirement on mℓb1
(removed altogether in the CRs), the CRs share the same set of cuts as the SRs. Figure 6.4(a)
illustrates the configuration of all CRs, especially highlighting the fact that all CRs are located
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Table 6.1: Overview of the CR and VR definitions. With the exception of mℓb1 , which is not used in
the definitions of the CRs and VRs, all regions share the same selection as the SRs on the remaining
kinematic observables not listed here.
CR TR-LM TR-MM TR-HM WR STR
mbb̄ [GeV] <100 or >140 ∈ [50, 80] >195
mT [GeV] ∈ [100, 160] ∈ [160, 240] >240 ∈ [50, 100] >100
mCT [GeV] <180 >180 >180
VR VR-onLM VR-onMM VR-onHM VR-offLM VR-offMM VR-offHM
mbb̄ [GeV] ∈ [100, 140] ∈ [50, 80] ∪ [160, 195] ∈ [50, 80] ∪ [160, 195] ∈ [50, 75] ∪ [165, 195]
mT [GeV] ∈ [100, 160] ∈ [160, 240] >240 ∈ [100, 160] ∈ [160, 240] >240
mCT [GeV] <180 >180
in sideband regions off the mbb̄ window, significantly reducing signal contamination. Table 6.1
summarises the kinematic requirements separating the CRs from other regions of interest in the
analysis. The pre-fit distributions of all CRs in representative observables are shown in fig. 6.2.
Control regions for tt̄
As events from tt̄ processes constitute the dominant SM background in the majority of the
SRs, it is necessary to have a precise and reliable estimate of their contributions. Three CRs are
defined for tt̄ , following the same binning inmT as the signal regions, and thus called TR-LM,
TR-MM and TR-HM in the following.
A good purity of tt̄ processes, as well as the necessary high MC statistics, are achieved by
inverting the requirement onmCT, selecting events below the kinematic endpoint for tt̄ processes.
The achieved pre-fit tt̄ purities are 79.6% in TR-LM, 85.9% in TR-MM and 84.1% in TR-HM. The
remaining contributions stem mostly from single top andW + jets processes and vary between
8.6%–14.1% and 1.8%–4.3%, respectively, depending on the SR.
For a trustworthy estimate of the contributions from tt̄ processes, it is important that the control
regions associated to each signal region exhibit approximately the same composition of tt̄ decay
modes. The decay mode most relevant to the 1ℓ search at relatively low and moderate values of
mT is the semi-leptonic decay (ℓνqq), where one of theW bosons decays leptonically, while the
other one undergoes a hadronic decay. The semi-leptonic decay mode exhibits the well-known
kinematic endpoint in mT and thus quickly loses importance at high transverse mass values.
Events involving a hadronic decay of a τ -lepton originating from W → τhadν in one of the
two branches and a leptonicW boson decay in the other branch (ℓντhadν ), are the dominant
decay mode in selections with high values ofmT. Due to the additional neutrino in such events,
the ℓντhadν decay mode does not exhibit the same kinematic endpoint as the semi-leptonic
one. Finally, di-leptonic decays (ℓνℓν ) and events with a leptonically decaying τ -lepton (ℓντℓν ),
where one of the two leptons is not reconstructed, play a sub-dominant but non-negligible role
in all regions. Other tt̄ decay modes are negligible in all analysis selections.
In the low-mass regions with moderate values inmT not far above its kinematic endpoint, 80%
(40%) of tt̄ events involve the semi-leptonic decay mode in the control region (signal region). The
sub-dominant decay mode in these regions involves the ℓντhadν decay mode, with a contribution
of 25% and 10% in TR-LM and SR-LM, respectively. Di-leptonic and ℓντℓν decay modes each
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contribute about 15% of all events in TR-LM and about 3% in SR-LM. Overall, the composition
in the low-mass regions is hence not exactly the same in the control and signal regions, but
the agreement is still considered to be acceptable. With about 45% (36%) and 30% (35%), the
largest contributions in TR-MM (SR-MM) originate from ℓντhadν decays and di-leptonic events,
respectively. Events with a ℓντℓν decay contribute to about 10% (15%) in TR-MM (SR-MM). In
the high-mass control and signal regions with a high requirement onmT, the majority (about
50%) of events involve the ℓντhadν decay mode, while the di-leptonic and ℓντℓν decay modes
contribute with about 30% and 20%, respectively. Overall, the compositions of the different tt̄
decay modes in each control region are thus similar to the contributions in the respective signal
region, meaning that the proportions of tt̄ processes constrained through the profile likelihood
fit in the CRs are similar to those in the SRs to be estimated.
Signal contamination in the tt̄ CRs is avoided by inverting the requirement onmbb̄ , i.e. placing
the tt̄ CRs in the mbb̄ sideband. The maximum signal contamination over the entire signal
grid is 0.8%, 1.1% and 1.9% for TR-LM, TR-MM and TR-HM, respectively, and thus negligible.
Figures 6.3(a) to 6.3(c) show the signal contamination in the tt̄ CRs over the full signal grid.
Control region forW + jets
Events fromW + jets production present the second largest contribution of SM background
processes in most SRs. A singleW + jets control region, called WR in the following, is defined
by replacing the signal region requirements on mT and mbb̄ with 50 GeV < mT < 100 GeV
and 50 GeV < mbb̄ < 80 GeV, respectively. No bins in mCT or mT are defined for WR, as the
composition ofW + jets is approximately constant in all regions.
Applying a low requirement onmT allows to predominantly select events below the kinematic
endpoint of the transverse mass of the W boson, resulting in a high statistics control region
with a pre-fitW + jets purity of roughly 52.5%. The sub-dominant background component of
WR is tt̄ with 35.2%. Small contributions of 7.0% and 4.2% originate from single top and diboson
processes, respectively. The composition ofW + jets events in WR and all signal regions is found
to be dominated byW boson production in association with two real b-jets. Minor contributions
originate from processes with mis-tagged c-jets or light-flavour jets.
As was the case for the tt̄ control regions, placing WR off the Higgs mass peak allows to achieve
a tolerable maximum signal contamination of only 2.4% without affecting the composition of
processes in theW + jets background too much. Most signal points have significantly less than
1% signal contamination in WR, as can be seen in fig. 6.3(d).
Control region for single top
Single top processes result in significant background contributions in some SRs, necessitating a
proper semi-data-driven estimation. A single top control region (STR) is defined starting from
the SRs by replacing the Higgs mass window cut onmbb̄ withmbb̄ > 195 GeV and removing the
bins inmCT.
The sideband approach achieves again a low maximum signal contamination of roughly 0.8%.
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Figure 6.2: Representative pre-fit distributions for each control region. As laid out in the beginning of
this chapter, the shaded region includes MC statistical uncertainty as well as experimental uncertainties,
added in quadrature. The dominant backgrounds are normalised using the procedure described in sec-
tion 6.1.3. A good agreement between MC expectation and data is observed in all CRs.
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Figure 6.3: Signal contamination for all CRs throughout the signal grid. The space between the signal


































Figure 6.4: Configuration of (a) the CRs (in green) placed around the SRs (in blue) off the mbb̄ window
and (b) the validation regions in the phase space between the CRs and SRs. The VRs (in red) are arranged
such that each of the extrapolations can be validated separately for SR-LM, SR-MM and SR-HM.
the single top processes in STR is 51.7% and sub-dominant contributions arise from tt̄ processes
(29%),W + jets (10%) and tt̄ +V (6%) production.
6.3 Validation regions
Two sets of validation regions are introduced in order to verify the extrapolations over the
different distributions. The selections defining all VRs are summarised in table 6.1. The first set,
called VR-on is situated on the Higgs boson mass peak but with themCT requirement inverted to
mCT < 180 GeV. This allows the VR-on regions to validate the extrapolation overmbb̄ , performed
when extrapolating the background estimate from the control regions into the signal regions.
Three disjunct VR-on regions are introduced, withmT requirements matching those of the SRs,
such that the extrapolations can be validated separately for each signal region. The three VR-on
regions are aptly named VR-onLM, VR-onMM and VR-onHM. A similar composition of tt̄ decay
modes as in the control and signal regions is observed in the VR-on regions, necessary for a
trustworthy validation of the tt̄ estimate. A maximum signal contamination of about 5%–14%
is achieved, depending on the requirement in mT. As can be seen from fig. A.11, most signal
points have a signal contamination well below 5% for all VR-on regions.
The second set of validation regions is located on both sides off the Higgs boson mass peak at
same values in mCT than the SRs. This set of off-peak VRs, called VR-off, is used to validate the
extrapolation over thembb̄ distribution performed in the case of STR. Additionally, the VR-off
regions validate the extrapolation overmCT, performed in the tt̄ control regions. Similar to the
on-peak validation regions, the VR-off regions are split intomT bins matching the signal regions,
allowing a validation of the background estimate in their respective signal region. The bins in
VR-off are called VR-offLM, VR-offMM and VR-offHM. The maximum signal contamination in
the VR-off regions is found to be about 7%–13%, depending on the requirement on mT. Most




Several sources of systematic uncertainties need to be considered in the following. As laid
out in chapter 3, they enter the likelihood as nuisance parameters and can be interpreted as a
loss of information on the signal strength parameter. In the following, they are separated into
experimental uncertainties, arising for example from finite detector resolution, and theoretical
uncertainties due to modelling of the physics processes during simulation.
7.1 Experimental uncertainties
Experimental uncertainties arise from the methods used to reconstruct, identify and calibrate
the physics objects used in the 1ℓ search. They are evaluated using up and down variations
provided either as variational weights† in the case of efficiency uncertainties, or as additional
variational MC datasets derived by re-executing the entire object reconstruction pipeline with
varied parameters.
7.1.1 Pile-up reweighting and luminosity
The MC simulated events used in the 1ℓ search were largely already generated before the full
Run 2 dataset was recorded, and therefore before the full pile-up distribution in data was known.
For this reason, the number of average interactions µ per bunch crossing in MC is in general not
identical to that in data, necessitating a correction procedure in MC [249]. In order to account
for differences in the measured inelastic pp cross section [250] and the one obtained from MC
simulation, a scale factor of 1.03 is applied before the correction procedure. The uncertainty
on the pile-up correction is evaluated by varying the data scale factor by ±0.04 and deriving
variational pile-up weights.
As detailed in section 2.1.2, the total integrated luminosity relies on the measurement of the
bunch luminosity, which, in turn, needs precise measurements of the visible inelastic cross
section σvis, as well as the visible pile-up parameter µvis. Uncertainties on the measurement of
the total recorded luminosity are dominated by the uncertainties on σvis that is measured during
special van der Meer (vdM) scans. For the full Run 2 dataset, an overall luminosity uncertainty of
† See section 4.3.1 for a discussion on the use of weights in MC events.
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±1.7%, is considered for all MC processes not normalised to data using a control region, derived
using the methods described in Ref. [110].
7.1.2 Triggers
All selections considered in the analysis apply a minimum requirement of EmissT > 240 GeV, thus
targeting a region where the EmissT triggers are fully efficient (cf. section 4.7). For this reason, no
trigger scale factors and associated uncertainties are needed. Instead, only a 2% normalisation
uncertainty, correlated over all bins, is considered to cover differences between the trigger
plateaus due to MC statistical uncertainties.
7.1.3 Leptons
Uncertainties on electrons arise primarily from energy scale and resolution measurements [216,
218]. They are assumed to be fully correlated in η and are summed in quadrature, resulting
in one nuisance parameter for the energy scale and one for the resolution. Uncertainties on
muons arise from calibrations of the muon momentum scale and resolution, and are evaluated
using variations in the smearing of the inner detector and muon spectrometer tracks as well
as the momentum scale, resulting in a total of five Gaussian-constrained nuisance parameters
entering the likelihood [219]. Additional lepton-related uncertainties, considered in the following,
originate from measurements of the reconstruction, identification and isolation efficiencies. In
the case of muons, two more uncertainties, arising from track-to-vertex association and bad
muon identification efficiencies, are considered.
7.1.4 Jets
The calibration of the jets to the absolute JES is subject to uncertainties arising from, e.g.,
the in situ measurements, pile-up effects or flavour-dependence [224]. They are encoded in a
large set of 125 parameters, the full detail of which offers far greater statistical precision than
needed for the 1ℓ search. As the majority of the parameters (a total of 98) stems from in situ
measurements, an eigenvector decomposition is performed on the covariance matrix of these
components [251], allowing to determine the 15 principal orthogonal components (including
a residual term adding the remaining terms in quadrature), with minimal loss in bin-by-bin
correlation information. Five additional parameters, evaluating uncertainties arising from in
situ η-intercalibrations of forward jets with respect to central jets, are kept separate due to
their two-dimensional dependence on pT and η [224]. Effects from pile-up are described by
four additional nuisance parameters. Uncertainties arising from differing detector responses to
gluon- and quark-initiated jets as well as flavour-related differences are accounted for by two
more nuisance parameters. Uncertainties on jets that are not contained in the calorimeters and
punch-through into the muon spectrometer are evaluated with an additional parameter. A last
parameter encodes the uncertainties arising from the calibration of MC samples reconstructed
using ATLFAST-II instead of the full Geant4-based detector simulation.
Systematic uncertainties on the JER arise from measured differences between data and MC
simulation, noise from pile-up, and in situ measurements of the jet pT imbalance. A similar
eigenvector decomposition as for part of the JES uncertainties is used, reducing the set of
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nuisance parameters considered in the following to 13 [224]. Finally, uncertainties related to the
efficiency of jet vertex tagging are evaluated using a weight systematic.
7.1.5 Flavour tagging
Uncertainties on the flavour tagging efficiency originate from modelling uncertainties and
uncertainties on the reconstruction of physics objects. Similar to the JER and JES uncertainties,
the full set of nuisance parameters, that would in principle need to be included in order to consider
the full bin-by-bin correlations and pT and η dependence of the flavour-tagging uncertainties, is
reduced to a more manageable size using an eigenvector decomposition. This leads to a total
of five nuisance parameters encoding uncertainties on the b-tagging efficiency, the c-jet and
light-jet mis-tagging rate, and the extrapolation to high-pT jets [230, 231].
7.1.6 Missing transverse energy
The uncertainties on EmissT are evaluated using the systematic variations of all calibrated objects
as inputs to the EmissT calculation. Additional uncertainties arise from the calculation of the track
soft term. In the following, uncertainties on the soft term scale and resolution are considered,
resulting in one nuisance parameter for the soft term scale and two nuisance parameters—
corresponding to the perpendicular and parallel components—for the soft term resolution
uncertainties. All track soft term uncertainties are derived by comparing MC simulation to
Z → µµ events [232].
7.2 Theoretical uncertainties
As discussed in section 2.2.8, due to finite order calculations, the different steps of the MC
simulation generally introduce a certain number of unphysical scales and parameters. In or-
der to quantify the uncertainties arising from the ad-hoc values of these, the MC simulation
generally needs to be re-run with systematically varied parameter values. Since varied MC
simulation parameters affect the event kinematics even before reconstruction and calibration,
it is computationally very expensive to produce a full set of variations for each MC simulated
dataset used in the nominal analysis.
In the following, different approaches are used to derive the theory uncertainties. For some of
the variational MC datasets, the full MC simulation chain was run with reduced statistics. For
others, alternative MC datasets, produced with a different set of MC generators and tunes, were
available. For others still, variations were already processed during the initial MC simulation
of the nominal sample and subsequently stored as variational weights. Finally, some of the
variational MC datasets were simulated at MC truth-level, i.e. skipping the detector simulation.
The latter approach was used especially in the case of SUSY signal samples, where the impact of
the full detector simulation compared to truth-level comparisons is expected to be small in the
context of theory uncertainties. Additionally, a full simulation of MC datasets for all parameter
variations and all signal points considered, would be computationally unfeasible.
For background processes that are normalised to data in a dedicated CR, the theory uncertainties
are evaluated on the transfer factors. For a process p, a control region CRi , and a destination
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region Rj , the transfer factor reads




where NMCp (Rj ) and NMCp (CRi ) are the expected event rates for the process p in CRi and Rj ,







with f varp and f
nom
p the transfer factors from the variational and nominal samples, respectively.
If the MC datasets used for deriving the variational and nominal transfer factors are statistically
independent, a statistical component of the uncertainty is derived using the individual statistical
uncertainties on the background estimate,






wheren runs over the set of expected event rates and σn is the absolute MC statistical uncertainty
associated to each expected event rate n. In the following, the control region used to evaluate the
uncertainties on the transfer factors is taken to be the sum of all CRs introduced in section 6.2.
For backgrounds directly estimated from MC simulation, the systematic uncertainty on the
expected event rate in each region Ri is given by
∆n
sys
p (Ri ) =
n
sys
p (Ri )nnomp (P)
nnomp (Ri )nsysp (P)
− 1, (7.4)
where the region P is a so-called loose preselection with minimal analysis selection criteria,
used for normalisation of the event rates to be compared. If not otherwise indicated, the loose
preselection used for normalisation requires exactly one isolated lepton, 2–3 jets of which at
least one is b-tagged, EmissT > 220 GeV andmT > 50 GeV.
Apart from the hard scattering and parton showering uncertainties on top processes, all other
theoretical uncertainties enter the likelihood as asymmetric correlated shape uncertainties.
The hard scattering and parton showering uncertainties on top processes described below are
estimated using MC generator comparisons.
7.2.1 Background
tt̄ and single top
Theory uncertainties on the estimate of tt̄ and single top processes arise for example from the
simulation of the hard scattering between the interacting partons. These are evaluated by com-
paring the estimates from the nominal MC datasets generated using Powheg-Box [196] and Py-
thia8 [190] with those from alternative datasets generated using MadGraph_aMC@NLO [187,
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188] and Pythia8. Uncertainties resulting from the hadronisation and fragmentation scheme
chosen in Pythia8 are estimated through a comparison to a MC dataset generated using Powheg
and Herwig++ [252]. Uncertainties arising from initial state radiation are evaluated at full re-
construction level by varying up and down by a factor of two the unphysical renormalisation µR
and factorisation µF scales as well as the parameters controlling the parton showering and the
matching with the matrix elements [253]. Likewise, uncertainties arising from the simulation of
final state radiation are estimated by varying the effective coupling αFSRs [253].
Uncertainties also originate from the PDF set used during generation of the nominal MC dataset.
As detailed in table 4.1, the NNPDF 3.0 NLO set is used for the simulation of both tt̄ and single
top processes. An envelope around the variational expected event rates, obtained from the
NNPDF 3.0 NLO uncertainties, is used to compute an uncertainty on the transfer factor.
Beyond LO single top production diagrams, interference appears betweenWt and tt̄ production.
Two approaches are commonly used to try and isolate theWt channel: diagram removal and
diagram subtraction [254]. While the former removes all diagrams in the NLOWt amplitude that
are doubly resonant, i.e. that involve an intermediate top quark which can be on-shell, the latter
introduces subtraction terms in the NLOWt cross section cancelling the tt̄ contribution [254].
As the diagram removal scheme is used for estimating the event rate of theWt channel in the
analysis, a comparison with an estimation using the diagram subtraction scheme allows to
derive an uncertainty associated to the interference.
W /Z + jets
ForW /Z + jets processes, simulated using Sherpa 2.2.1 [142, 199], four different unphysical
scales can be varied in order to evaluate uncertainties on the modelling. The renormalisation µR
and factorisation µF scales are both varied independently and together up and down by a factor
of two, resulting in a total of seven combined variations. Three envelopes are determined from
varying only µR, only µF or µR and µF together, allowing to determine three separate uncertainties.
The CKKW matrix element and parton shower matching scheme also uses an unphysical scale
for determining the overlap between jets from the matrix elements and the parton showers. The
nominal value of 20 GeV for the merging scale is varied to 30 GeV and 15 GeV for the up and
down systematic variations, respectively. Finally, the scale used for resummation of soft gluon
emission µQSF is varied up and down by a factor of two, and the effect on the expected event
rates is determined.
An additional uncertainty arises from the choice of PDF set used for simulatingW /Z + jets. It
is evaluated by propagating the PDF error set (containing slightly different parameterisations
of the PDF) to the analysis observables. Uncertainties due to the choice of the strong coupling
constant αs (mZ ) = 0.118 for fitting the PDFs are estimated by comparing with variations using
αs (mZ ) = 0.119 and αs (mZ ) = 0.117, and are added in quadrature to the PDF uncertainty.
As the Z + jets process is not normalised to data in a dedicated CR but to its nominal SM cross
section, an additional normalisation uncertainty corresponding to the theoretical uncertainty
on the cross section is considered.
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Other backgrounds
For diboson, multiboson and tt̄ +V processes, uncertainties arising from the unphysical scales
µF, µR as well as µQSF and the matrix element and parton shower matching scale are considered
using the same prescription described above for the W /Z + jets processes. For these three
processes as well as for the other minor backgrounds V + h and tt̄ + h, additional uncertainties
on the SM cross sections used for normalisation are taken into account.
7.2.2 Signal
Theoretical uncertainties on the SUSY signal processes arise from the unphysical factorisation,
renormalisation and CKKW-L matrix element and parton shower merging scales. These are
evaluated using a similar procedure as for background processes, varying the different scales up
and down by a factor of two and comparing the expected signal rates. An additional uncertainty
on parton showering originating from the chosen Pythia8 tune is estimated by varying up and
down the value chosen for α ISRs .
As detailed in section 4.3.2, the cross sections of electroweakino pair production are calculated
using Resummino. Theoretical uncertainties on the cross sections are considered in the following,
but do not enter the statistical fit procedure as nuisance parameter. Instead, in addition to the
set of observed CLs values using the nominal cross section, two additional variational sets are
derived using signal cross sections fixed at their ±1σ variations. This allows to draw a cross
section uncertainties band on the observed exclusion contour.
Due to the large number of MC samples, all theory uncertainties on SUSY signal processes are
evaluated at MC truth-level only. As the VRs typically have relatively low signal contamination
and thus low signal MC statistics available for evaluating theory uncertainties, requirements on
observables with negligible impact on the shapes of the theoretical uncertainties are relaxed.
In the on-peak VRs, the requirements relaxed aremT > 60 GeV and EmissT > 140 GeV. The same
relaxed selection is applied in SRs in cases where the MC statistical uncertainties are too high for a
reliable estimation of the theoretical uncertainties. In the off-peak VRs, the requirements relaxed
are mT > 60 GeV, EmissT > 60 GeV and mCT > 60 GeV. Overall, the theoretical uncertainties on
the expected signal rate range from about 10% in phase space regions with large mass splitting
to about 25% in regions with small mass splittings.
7.3 Impact on signal regions
Table 7.1 shows a breakdown of the dominant systematic uncertainties on the background pre-
diction in the SRs, obtained after a background-only fit in the CRs with subsequent extrapolation
to the SRs. The total uncertainties in the SRs amount to 15% in SR-LM and increases to 25% in
SR-MM and 34% in SR-HM. Theoretical uncertainties give the largest contribution to the total
uncertainties. For SR-LM, the largest uncertainties, amounting to 10% of the total background
estimate, originate from the tt̄ parton shower uncertainties. For SR-MM (SR-HM), the single top
generator uncertainties are the largest ones with 10% (21%) of the total background estimate.
Theoretical uncertainties onW + jets and other minor backgrounds have only small to negligible
effects. The experimental uncertainties in general have less impact on the total uncertainties
7.3 Impact on signal regions 115
Table 7.1: Breakdown of the dominant systematic uncertainties on the background estimates in the
various exclusion signal regions (mCT bins summed up). As the individual uncertainties can be correlated,
they do not necessarily add up in quadrature to the total background uncertainties. The percentages
show the size of the uncertainties relative to the total expected background. Table adapted from Ref.
[182].
Signal Region SR-LM SR-MM SR-HM
Total background expectation 27 8.6 8.1
Total uncertainty ±4 [15%] ±2.2 [25%] ±2.7 [34%]
Theoretical systematic uncertainties
tt̄ ±2.6 [10%] ±0.6 [7%] ±0.33 [4%]
Single top ±0.8 [2.7%] ±1.1 [12%] ±1.9 [23%]
W +jets ±0.23 [0.9%] ±0.07 [0.8%] ±0.19 [2.3%]
Other backgrounds ±0.13 [0.5%] ±0.15 [1.7%] ±0.08 [1.0%]
MC statistical uncertainties
MC statistics ±1.7 [6%] ±1.1 [13%] ±1.2 [14%]
Uncertainties in the background normalisation
Normalisation of dominant backgrounds ±1.3 [5%] ±1.6 [18%] ±1.3 [16%]
Experimental systematic uncertainties
EmissT /JVT/pile-up/trigger ±1.8 [7%] ±0.4 [4%] ±0.4 [5%]
Jet energy resolution ±1.6 [6%] ±0.5 [6%] ±0.4 [5%]
b-tagging ±1.1 [4%] ±0.29 [3.4%] ±0.13 [1.5%]
Jet energy scale ±0.9 [3.2%] ±0.9 [10%] ±0.29 [4%]
Lepton uncertainties ±0.32 [1.2%] ±0.09 [1.0%] ±0.19 [2.3%]
than the theoretical ones, with the largest experimental uncertainties contributing only 5–10%,
depending on the SR. The dominant experimental uncertainties arise from the JES and JER, as
well as from EmissT modelling and pile-up effects. The MC statistical uncertainties contribute




This chapter discusses the results of the different profile likelihood fits to data and the hypothesis
tests performed in the 1ℓ analysis. After the background estimation, obtained by a background-
only fit in the control regions, is validated in the validation regions, the signal regions are
unblinded and the observed data is compared to the SM background expectation.
8.1 Background-only fit results
8.1.1 Results in the control regions
As all CRs are mutually exclusive, a background-only fit simultaneously using information
from all CRs can be run. Only the terms related to the CRs enter the likelihood and any signal
contamination present in the CRs is suppressed. This allows to fit the dominant backgrounds
to data, and thus, by construction, leads to a good agreement between observed data and the
total fitted background estimate in all CRs. The best-fit values and uncertainties of the free






While the dominant tt̄ background stays roughly at its nominal expectation with respect to MC
simulation,W + jets processes are slightly scaled up, and the single top expectation is scaled
down. The high uncertainty on µST can be attributed to the relatively low MC statistics and
comparably low purity of single top events in STR.
Table 8.1 summarises the background estimates including all uncertainties for all control regions
after the fit to data. As discussed in chapter 6, tt̄ dominates in all control regions (except WR),
followed by single top andW +jets processes. In WR,W +jets is the largest background, followed
by tt̄ processes. Due to the relatively small normalisation factor for single top processes, tt̄ and
single top processes contribute to roughly equal amounts to STR. Small contributions come




























































































































































































Figure 8.1: Representative distribution shown in each control region after the background-only fit. The
shaded region includes all systematic uncertainties as well as MC statistical uncertainty. The tt̄ , single
top and W + jets are simultaneously normalised to data in all CRs. A good agreement between MC
expectation and data is observed in all CRs. Adapted from Ref. [182].
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Table 8.1: Background-only fit results for the CRs for an integrated luminosity of 139 fb−1. Nominal MC
expectations (normalised to MC cross-sections) are given for comparison. The errors shown include the
MC statistical and systematic uncertainties.
Region TR-LM TR-MM TR-HM WR STCR
Observed events 657 491 641 144 155
Fitted SM events 666 ± 25 480 ± 21 645 ± 26 143 ± 12 154 ± 15
tt̄ 560 ± 40 430 ± 33 550 ± 40 47 ± 9 59 ± 12
Single top 60 ± 40 27 ± 23 33 ± 27 5 ± 4 57 ± 22
W + jets 34 ± 8 10.5 ± 2.8 44 ± 11 83 ± 16 23 ± 6
Di-/Multiboson 4.3 ± 1.2 2.0 ± 0.5 2.8 ± 0.5 5.7 ± 1.0 2.8 ± 0.9
Other 10.5 ± 1.3 10.6 ± 1.4 11.1 ± 1.4 2.4 ± 0.4 12.3 ± 1.5
MC exp. SM events 720 ± 80 474 ± 33 680 ± 50 130 ± 13 180 ± 50
tt̄ 570 ± 70 407 ± 30 570 ± 40 46 ± 10 52 ± 10
Single top 102 ± 18 46 ± 13 58 ± 16 9 ± 6 90 ± 40
W + jets 29 ± 4 8.4 ± 1.2 36.1 ± 3.1 67 ± 5 19.0 ± 2.0
Di-/Multiboson 4.1 ± 1.1 2.0 ± 0.5 2.8 ± 0.5 5.6 ± 1.0 2.8 ± 0.9
Other 10.6 ± 1.3 10.6 ± 1.4 11.2 ± 1.4 2.5 ± 0.4 12.4 ± 1.5
processes directly estimated from MC simulation cumulatively account for only 10%, 5.5% and a
maximum of 2.6% in the single top,W + jets and tt̄ control regions, respectively. Representative
distributions in the CRs after the background-only fit are shown in fig. 8.1, revealing a good
agreement between observed data and the SM background estimate.
8.1.2 Results in the validation regions
In order to validate the extrapolations from the CRs to the SRs, the results of the background-only
fit in the CRs are first validated in the VRs. Table 8.2 summarises the observed data and SM
background estimate in the different VR bins before and after the background-only fit in the
CRs. Representative N -1 distributions inmCT in all validation regions are shown in fig. 8.2.
In the on-peak VRs, designed to validate the extrapolation from the control regions over the
mbb̄ distribution, tt̄ is by far the most dominant background after the background-only fit.
Contributions from single top andW + jets processes each amount to only 1–5%, depending
on the validation region bin. Diboson, multiboson and other SM processes result in minor
contributions of the level of not more than 3% of the total background estimate. As the total
uncertainties on the background estimate in the on-peak regions are dominated by the tt̄
uncertainties, the sizeable uncertainties on theW + jets and single top estimates due to relatively
limited MC statistics do not have a significant impact.
After the background-only fit, tt̄ is the dominant process in the low mass off-peak VRs, where
contributions from single top and W + jets processes are subdominant. In the medium and
high mass regimes, tt̄ , single top and W + jets production all result in similar contributions.
Diboson, multiboson and other SM processes are only minor backgrounds in all off-peak regions,







































































































































































































































Figure 8.2: Representative N–1 distributions shown in each validation region after the background-
only fit with subsequent extrapolation to the VRs. All selection cuts except for the requirement onmCT
(indicated using the red arrow) are applied. The shaded region includes all systematic uncertainties as
well as MC statistical uncertainty. Adapted from Ref. [182].
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Table 8.2: Background-only fit results from the CRs extrapolated to the VRs for an integrated luminosity
of 139 fb−1. Nominal MC expectations (normalised to MC cross-sections) are given for comparison. The
errors shown include the MC statistical and systematic uncertainties. Uncertainties in the fitted event
rates are symmetric by construction, except where the negative error is truncated at an event rate of
zero.
Region VR-onLM VR-onMM VR-onHM VR-offLM VR-offMM VR-offHM
Observed events 103 87 247 27 14 12
Fitted SM events 100 ± 19 64 ± 9 215 ± 18 34 ± 6 9.5 ± 2.7 7.5 ± 2.6
tt̄ 90 ± 19 59 ± 9 196 ± 19 18 ± 4 2.4 ± 1.4 1.8 ± 1.8
Single top 5+5−5 2.6
+2.9
−2.6 6 ± 6 5 ± 4 3.0 ± 1.8 1.8 ± 1.5
W + jets 4 ± 4 0.6 ± 0.5 7.9 ± 2.1 8.2 ± 2.6 2.3 ± 0.8 2.2 ± 0.6
Di-/Multiboson 0.24 ± 0.08 0.19 ± 0.08 0.54 ± 0.19 1.07 ± 0.27 0.39 ± 0.11 0.51 ± 0.14
Other 1.34 ± 0.22 1.67 ± 0.28 4.4 ± 2.0 1.6 ± 0.5 1.34 ± 0.25 1.15 ± 0.24
MC exp. SM events 110 ± 40 69 ± 17 218 ± 22 34 ± 7 12.8 ± 3.4 9.7 ± 3.3
tt̄ 92 ± 35 62 ± 17 196 ± 21 16 ± 5 3.8 ± 2.2 3.1 ± 1.9
Single top 8 ± 5 4.5 ± 3.4 11 ± 6 9 ± 4 5.3 ± 2.2 3.1 ± 2.5
W + jets 2.8 ± 2.3 0.5 ± 0.5 6.5 ± 1.2 6.5 ± 1.6 2.0 ± 0.5 1.80 ± 0.34
Di-/Multiboson 0.24 ± 0.07 0.19 ± 0.08 0.50 ± 0.17 1.07 ± 0.28 0.37 ± 0.10 0.50 ± 0.15
Other 1.35 ± 0.23 1.70 ± 0.28 4.4 ± 0.9 1.6 ± 0.5 1.36 ± 0.25 1.16 ± 0.24
The agreement between data and the background estimate is summarised in fig. 8.4. In VR-onMM
and and VR-onHM, light overfluctuations with a significance [177] of 1.3σ and 1.7σ , respectively,
are observed in data. In the remaining VRs, the agreement between observed data and SM
expectation is within 1σ . The overall agreement in the validation regions is thus considered to
be acceptable, paving the way for further extrapolation of the background estimate into the SRs.
8.1.3 Results in the signal regions
By extrapolating the results from the background-only fit in the control regions, the background
estimate in the signal regions can be obtained. In the following, the results in all discovery and
exclusion signal regions are discussed.
Table 8.3 compares the background estimate with the observed data for all discovery signal
regions. In the low-mass discovery signal region, tt̄ production is the dominant background,
followed byW + jets and single top processes. At higher values ofmT, i.e. in the medium-mass
discovery signal region, all three main SM backgrounds contribute to roughly equal amounts.
In the high-mass signal region,W + jets production is the largest SM background, followed by
single top and tt̄ processes. In all discovery signal regions, diboson, multiboson and other SM
backgrounds yield only minor contributions.
The results in the exclusion signal regions are shown in table 8.4. As for the discovery signal
regions, tt̄ production is the dominant background in the low-mass exclusion signal region bins
SR-LM, whileW + jets processes slightly dominate in the high-mass exclusion signal region
bins SR-HM. ThemCT distributions of all three exclusion SRs are shown in fig. 8.3.
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Table 8.3: Background-only fit results extrapolated to the discovery SRs for an integrated luminosity
of 139 fb−1. Nominal MC expectations (normalised to MC cross-sections) are given for comparison. The
errors shown include the MC statistical and systematic uncertainties. Uncertainties in the fitted yields
are symmetric by construction, except where the negative error is truncated at an event yield of zero.
Region SR-LM (disc.) SR-MM (disc.) SR-HM (disc.)
Observed events 66 32 14
Fitted SM events 47 ± 6 21 ± 5 8.6 ± 2.8
tt̄ 22 ± 4 5.9 ± 1.9 1.9 ± 0.7
Single top 9 ± 6 6 ± 5 2.0+2.4−2.0
W + jets 11.1 ± 2.9 5.6 ± 1.4 3.7 ± 1.0
Di-/Multiboson 1.23 ± 0.24 0.56 ± 0.11 0.21 ± 0.06
Other 4.8 ± 0.5 2.6 ± 0.4 0.74 ± 0.16
MC exp. SM events 50 ± 7 22 ± 5 8 ± 4
tt̄ 21 ± 5 4.9 ± 1.6 1.2 ± 0.6
Single top 14 ± 4 9 ± 5 2.9+3.5−2.9
W + jets 9.1 ± 1.3 4.5 ± 0.7 3.0 ± 0.6
Di-/Multiboson 1.20 ± 0.23 0.56 ± 0.11 0.21 ± 0.06
Other 4.8 ± 0.5 2.6 ± 0.4 0.74 ± 0.16
None of the exclusion or discovery signal regions reveal a significant deviation in data compared
to the SM expectation, and all observations are in good agreement with the SM. A slight
overfluctuation of data in the discovery SRs is quantified to have a significance of 1.9σ , 1.5σ and
1.3σ in the discovery signal regions SR-LM, SR-MM and SR-HM, respectively†. In the exclusion
signal regions, the agreement between data and SM expectation is well within 1σ , except for the
SR-LM lowmCT, SR-MM mediummCT and SR-HM highmCT bins, where a slight overfluctuation
of 1.5σ , 1.6σ and 1.3σ , respectively, is observed in data. Figure 8.4 summarises, across all regions,
the observed data, SM background expectation as well as the significances of any observed
deviations from the SM expectation.
Since no significant excess is seen in data, the signal regions will be used in the following to
derive model-dependent exclusion limits as well as model-independent upper limits on the
visible cross section of physics beyond the SM. As a consequence of the minor overfluctuations of
data observed in some signal region bins, the observed model-dependent and model-independent
limits will be slightly weaker than expected.
† The discovery signal regions are not mutually exclusive, thus the small overfluctuations observed in data are
not statistically independent in these regions.
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Table 8.4: Background-only fit results in the exclusion SRs for an integrated luminosity of 139 fb−1.
The first column shows the sum of allmCT bins. Subsequent columns indicate the different bins inmCT,
the overflow is included in the last bin. The errors shown include the MC statistical and systematic
uncertainties. Uncertainties in the fitted yields are symmetric by construction, except where the negative
error is truncated at an event yield of zero. Table adapted from Ref. [182].
SR-LM AllmCT bins LowmCT MediummCT HighmCT
Observed 34 16 11 7
Expected 27 ± 4 8.8 ± 2.8 11.3 ± 3.1 7.3 ± 1.5
tt̄ 16.2 ± 3.4 4.4 ± 2.2 7.3 ± 2.5 4.6 ± 1.2
Single top 2.7 ± 1.8 1.3 ± 1.1 0.9+1.0−0.9 0.6 ± 0.6
W +jets 5.5 ± 2.0 2.0 ± 0.9 2.4 ± 1.3 1.1 ± 0.5
Di-/Multiboson 0.67 ± 0.19 0.39 ± 0.13 0.09+0.11−0.09 0.18 ± 0.04
Others 2.23 ± 0.29 0.81 ± 0.25 0.64 ± 0.15 0.77 ± 0.12
SR-MM AllmCT bins LowmCT MediummCT HighmCT
Observed 13 4 7 2
Expected 8.6 ± 2.2 4.6 ± 1.7 2.6 ± 1.3 1.4 ± 0.6
tt̄ 2.7 ± 1.4 1.6 ± 0.9 0.8 ± 0.7 0.30 ± 0.24
Single top 2.7 ± 1.9 1.6 ± 1.5 1.0+1.1−1.0 0.15+0.19−0.15
W +jets 1.5 ± 0.7 0.6 ± 0.4 0.3+0.4−0.3 0.57 ± 0.26
Di-/Multiboson 0.29 ± 0.08 0.09 ± 0.04 0.065 ± 0.028 0.14 ± 0.06
Others 1.33 ± 0.27 0.69 ± 0.20 0.40 ± 0.13 0.24 ± 0.09
SR-HM AllmCT bins LowmCT MediummCT HighmCT
Observed 14 6 5 3
Expected 8.1 ± 2.7 4.1 ± 1.9 2.9 ± 1.3 1.1 ± 0.5
tt̄ 1.4 ± 0.5 0.8 ± 0.4 0.36 ± 0.25 0.22 ± 0.15
Single top 2.0+2.4−2.0 0.9
+1.5
−0.9 0.9 ± 0.9 0.16+0.26−0.16
W +jets 3.7 ± 1.0 1.9 ± 0.8 1.4 ± 0.8 0.45 ± 0.19
Di-/Multiboson 0.21 ± 0.06 0.057 ± 0.025 0.075 ± 0.027 0.08 ± 0.04
Others 0.74 ± 0.16 0.34 ± 0.09 0.19 ± 0.08 0.21 ± 0.08
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Figure 8.3: Representative distribution shown in each exclusion signal region after the background-
only fit. The shaded region includes all systematic uncertainties (including correlations) as well as MC
statistical uncertainties. Figures adapted from Ref. [182].
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Figure 8.4: Comparison of the observed data and expected event rates in all regions considered in the
analysis. The shaded uncertainty band includes both MC statistical and systematic uncertainties. The
significances [177] of the differences between the observed data and expected event rates are shown in
the bottom panel and discussed in the text. The discovery signal regions are not statistically independent
from each other, nor from the exclusion signal regions. Figure adapted from Ref. [182].
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8.2 Interpretation
As no significant excess of data is observed in any of the signal regions, model-independent
upper limits as well as model-dependent exclusion limits are computed.
8.2.1 Model-independent upper limits
Upper limits on the visible cross section of BSM processes, i.e. the product of the cross section
of any BSM process and the analysis acceptance times selection efficiency in a given signal
region, are derived using the discovery signal regions without any model-dependence. For this,
a likelihood containing terms for the control regions and the discovery signal regions is used.
Since the discovery signal regions are not statistically independent from each other, only one
region enters the likelihood at a time. This results in three distinct fit configurations in which the
signal strength µ is the POI and no signal contamination is assumed in the control regions. The
POI is subsequently scanned in distinct steps from zero to high values†, followed by a hypothesis
test at each scan step. The upper limit on the number of observed signal events S95obs is then
given by the value of µ for which the corresponding CLs value drops below 0.05. As reported
in table 8.5, observed upper limits on the number of signal events from new physics beyond
the SM of 36.8, 24.8 and 14.7 are obtained for the discovery signal regions SR-LM, SR-MM and
SR-HM, respectively.
Upper limits on the visible cross section ⟨ϵσ ⟩95obs, are subsequently determined by dividing
S95obs by the integrated luminosity of 139 fb
−1. For the discovery signal regions SR-LM, SR-MM
and SR-HM, observed upper limits on the visible cross section of 0.26 fb, 0.18 fb and 0.11 fb,
respectively, are obtained.
In addition to the upper limits on ⟨ϵσ ⟩95obs and S95obs, table 8.5 also gives the p-values (and corres-
ponding significances) for rejecting the background-only hypothesis in favour of the signal-plus-
background hypothesis. As all significances are well below 2σ , the background-only hypothesis
cannot be rejected.
Table 8.5: The 95% CL upper limits on the visible cross-section (⟨ϵσ ⟩95obs) and on the number of signal
events (S95obs) are given. Additionally, the expected 95% CL upper limits on the number of signal events if
no BSM signal is present (S95exp) are given, including their ±1σ excursions. The last three columns indicate
the confidence level observed for the background-only hypothesis (CLb), the discovery p-value (p0) and
the significance Z [177].
Signal Region ⟨ϵσ ⟩95obs[fb] S95obs S95exp CLb p0 Z
SR-LM (disc.) 0.26 36.8 20.0+8.0−5.4 0.97 0.03 1.88
SR-MM (disc.) 0.18 24.8 15.3+6.2−4.6 0.94 0.06 1.54
SR-HM (disc.) 0.11 14.7 9.7+3.3−2.7 0.89 0.10 1.30
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Figure 8.5: Model-dependent exclusion contour on χ̃±1 /χ̃ 02 pair production. The dashed black line rep-
resents the expected limit obtained using Asimov data. The uncertainties are given by the yellow band.
The red solid line represents the observed limit obtained using 139 fb−1 of data taken by ATLAS. By
varying the signal cross sections up and down by their uncertainty, the red dashed lines are obtained.
All contours are given at 95% CL. Figure adapted from Ref. [182].
8.2.2 Model-dependent exclusion limits
For each signal point in the signal grid considered, a separate model-dependent exclusion fit
is run using all control regions and exclusion signal regions. As all exclusion signal region
bins are mutually exclusive, a likelihood containing terms for all nine signal region bins can be
constructed, effectively creating a shape-fit in the binned variablesmT andmCT (cf. chapter 5).
As opposed to the background-only fit, the model-dependent exclusion fits allow for signal
contribution in all regions. For each point in the signal grid, the expected and observed CLs
values are calculated using the method discussed in section 3.4. Expected (observed) contour lines
can then be drawn at expected (observed) CLs = 0.05 in the m(χ̃±1 /χ̃ 02 )–m(χ̃ 01 ) plane spanned
by the simplified model parameters. Signal points inside the contour are excluded at 95% CL.
Figure 8.5 shows the exclusion contours obtained in the signal grid considered for the χ̃±1 χ̃
0
2
simplified model in the 1ℓ search. The dashed black line corresponds to the expected exclusion
contour, obtained using the Asimov dataset. The yellow uncertainty band represents the interval
containing 68% of all exclusion contours obtained for repeated observations distributed according
to the background-only hypothesis. The solid red line represents the observed exclusion limit
obtained using the data recorded by ATLAS. As discussed in section 7.2.2, the dashed red lines
are obtained by varying the signal cross sections up and down by 1σ .
Due to the slight overfluctuations of data observed in some of the exclusion signal region bins,
the observed limit is slightly weaker than the expected one. The observed exclusion limit extends
to about 740 GeV inm(χ̃±1 /χ̃ 02 ) for models with a massless χ̃ 01 , and up to 600 GeV inm(χ̃±1 /χ̃ 02 ) for
models withm(χ̃ 01 ) ≃ 250 GeV. This extends the previous limit set by ATLAS in this simplified
† The signal strength is in principle allowed to exceed unity in order for the scan to find a 95% CL upper limit
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Figure 8.6: Summary of ATLAS limits on m(χ̃±1 /χ̃ 02 ) masses in the χ̃±1 χ̃ 02 →Wh χ̃ 01 χ̃ 01 simplified model.
The exclusion limit obtained by the analysis presented in this work is referred to as 1Lbb (the 139 fb−1
iteration, drawn in light blue) and is the most stringent limit in this simplified model set by an ATLAS
search thus far. Figure adapted from Ref. [88].
model and decay channel by more than 200 GeV in m(χ̃±1 /χ̃ 02 ) for a light χ̃ 01 , an improvement
made possible not only by the significant increase in integrated luminosity but also by the
introduction of a two-dimensional shape fit in the analysis strategy (cf. fig. 5.4(b)).
8.3 Discussion
At the time of writing, the limits derived in this analysis are the most stringent limits on the
χ̃±1 χ̃
0
2 →Wh χ̃ 01 χ̃ 01 simplified model set by an ATLAS search, surpassing not only the previous
iteration of the analysis [180], but also yielding more stringent limits than those published by
ATLAS in other decay channels of the same simplified model [88]. Figure 8.6 shows a summary
of results published by ATLAS searches in the χ̃±1 χ̃
0
2 →Wh χ̃ 01 χ̃ 01 simplified model. Recently, a
CMS search for SUSY, interpreted using the same simplified model and targeting the 1ℓ final
state has excludedm(χ̃±1 /χ̃ 02 ) masses up to 820 GeV for a massless LSP [255].
Various other searches for SUSY at both ATLAS and CMS are constraining a multitude of
supersymmetric particle production and decay processes. The limits on gluino and squark pair
production at the LHC are particularly heavily constrained, reaching 2 TeV in many cases. With
the large integrated luminosity available through the full Run 2 dataset, and the improved
analysis techniques and strategies developed over the last years, the typically weaker limits
on electroweakinos and sleptons are also significantly increasing and, in some cases, approach
the 1 TeV mark (cf. fig. A.12 and Refs. [88, 256]). The diverse SUSY search programs at ATLAS
and CMS thus increasingly constrain the existence of SUSY at the TeV scale at the LHC. Still, a
number of arguments can be made that discarding the possibility for SUSY to exist at the energies
available with the LHC is much too early. By the end of the lifetime of the LHC, including the
HL-LHC, a projected amount of 3000 fb−1 [121] will have been delivered to the particle physics
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experiments. Many supersymmetric models not accessible with the full Run 2 dataset using
today’s analyses will hence only come into reach in the upcoming runs of the LHC.
More importantly, however, most of the quoted limits assume simplified models and are thus
only valid if the assumptions of the respective simplified model are satisfied. In any realistic
supersymmetric scenario that might be realised in nature and that is accessible to the LHC,
assumptions like 100% branching fractions or a small set of supersymmetric particles participat-
ing in the decay chains are likely not exactly fulfilled. Thus, the quoted simplified model limits
can in general not be trivially interpreted as the true underlying constraint on the respective
parameter of a more realistic supersymmetric scenario. Due to the optimistic assumptions like
100% branching fractions, the true constraints will in general be weaker than the simplified
model limits. Reinterpretations of Run 1 ATLAS searches for SUSY in the pMSSM [87] have
indeed shown that, in more complex SUSY models, constraints on the masses of supersymmetric
particles are somewhat weaker than those quoted for the simplified models studied in the
respective analyses.
Naturally, there is a large interest in the HEP community to perform reinterpretations of the
existing searches for SUSY in additional, promising signal models. Compelling reasons for
performing reinterpretations within the ATLAS Collaboration include, amongst others, the
possibility to state a combined sensitivity of the ATLAS SUSY search programme to more
realistic and complex SUSY scenarios (compared to the simplified model limits). Such models
are, however, embedded in high-dimensional parameter spaces and depend on a large set
of parameters, meaning reinterpretations are computationally extremely expensive or even
unfeasible. In order to perform large-scale reinterpretations in model spaces like the pMSSM,
appropriate analysis approximations are thus necessary. For this reason, the next part of this
thesis will introduce and discuss analysis approximations and apply them in a reinterpretation







Particle physics experiments such as the LHC experiments are designed to collect physics data
over several decades and operate at scales and complexities that make an independent and
complete replication unfeasible or even a futile endeavour [257]. Due to their uniqueness, the
data taken at these experiments and the physics results derived are highly valuable and challenge
the scientific method from a reproducibility and reusability point of view [257].
In the following, reusability problems directly related to the computational analysis of a given
dataset† are discussed, and approaches taken in view of analysis preservation and reusability
are presented. This chapter starts with a brief motivation for reinterpretations, i.e. reusing an
analysis in light of additional signal models, which is followed by a description of the main
ingredients required. The remaining sections discuss three separate efforts aiming to improve
the reusability of the 1ℓ analysis. All three efforts are not only relevant in the scope this thesis,
but also for reinterpretation activities currently ongoing within ATLAS.
9.1 The case for reinterpretations
9.1.1 Motivation
Designing and performing searches for BSM physics requires a substantial amount of person-
power and computing resources. As laid out in detail in part II of this thesis, an analysis generally
aims to design signal regions in which a given BSM signal can be efficiently discriminated against
SM background. Although the careful design of such regions already requires a significant
amount of resources, it constitutes only a fraction of the work necessary for concluding the
search. Contributions in the signal regions from SM processes need to be estimated, usually
requiring expensive MC simulations and the development of background estimation strategies.
Systematic uncertainties arising from numerous sources need to be considered and their impact
estimated. For the BSM signal, a similar processing pipeline involving MC simulation, event
reconstruction and event selection including uncertainties needs to be executed. Furthermore,
recorded data also has to be reconstructed and processed through the analysis-specific event
† This is in contrast to also considering the actual collection of data. As such, the implementation of a computa-
tional analysis of a dataset can, in the following, be seen as an experimental setup that needs to be preserved
and reusable.
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Figure 9.1: Full analysis workflow including the three main processing pipelines for deriving back-
ground and signal estimates as well as observed data counts. The outputs of the three processing
pipelines are combined into a likelihood forming the basis for the statistical inference. In a Recast
setup (details in the text), the estimated background rates and observed data counts are archived, and
the signal pipeline is fully preserved, such that it can be re-executed with different inputs at any time.
Figure created by the author but based on Ref. [259].
selection. Only after the expected and observed event rates in all regions are known, the statistical
evaluation can be performed, and the final analysis results, e.g., quantifying excesses in data or
setting limits on model parameters, can be determined. Figure 9.1 illustrates the formal structure
of such an analysis, consisting of three main processing pipelines; a background pipeline, a signal
pipeline and a data pipeline; followed by the statistical inference.
Due to the substantial amount of resources necessary for developing and performing an analysis,
it is not feasible to develop dedicated searches for every possible BSM scenario. Instead, analyses
are typically only interpreted in a finite set of models with a small number of free parameters
that need to be varied. Still, it is likely that a given analysis is sensitive to a variety of different
BSM scenarios not considered in the original publication. Consequently, it is not surprising
that there is significant interest in the HEP community to reinterpret BSM searches in different
signal models. Reinterpretations of ATLAS searches for SUSY are routinely performed by various
reinterpretation efforts. In the context of direct constraints on BSM physics†, the search results
published by the experimental collaborations represent the only windows into the LHC data that
are available to the wider HEP community. Reinterpretations of BSM searches are thus the only
possibility to determine the direct implications of LHC data for a broad range of models [258].
As will be discussed in detail in chapter 11, reinterpretations are not only of interest for the
wider HEP community, but also for the experimental collaborations themselves. Within the
ATLAS Collaboration, reinterpretations of SUSY searches in complete SUSY models can, for
example, serve as powerful tools to state a comprehensive summary of the overall sensitivity to
more realistic supersymmetric models. As such, the efforts discussed in the remainder of this
chapter, as well as in chapters 10 and 11, are not only relevant for the work presented in this
thesis, but also reinterpretation efforts currently ongoing within the ATLAS Collaboration.
† As discussed to some extent in section 1.2.1, indirect constraints on BSM models can also come from SM
precision measurements.
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9.1.2 Approaches for reinterpretations
As the event selection of an analysis is fixed, the pre-fit background estimates (i.e. the estimated
background rates before the background-only fit described in section 8.1) and observed data
counts in the regions of interest of the analysis do not change. The data and background pipelines
shown in fig. 9.1, entering the statistical inference of the analysis only by means of event rates,
can therefore be archived in a format that is significantly smaller than the original input data.
Hence, reinterpreting a search in the light of a new signal model requires the re-execution of
only two of the main analysis ingredients with (partially) new inputs; the signal pipeline and
the statistical inference.
Recently, it has become possible to preserve the partial analysis likelihood† built from the
background estimates and observed data in a pure-text format [159], including all nuisance
parameters and auxiliary data. Once the signal estimates are known, a new full analysis likelihood
can be built, and the viability of the new signal model can be tested with respect to the analysis
in question. In fig. 9.1, the preserved partial likelihood is indicated through a red rectangle. The
pure-text format of the likelihood readily lends itself to publication of the likelihood, an effort
that is further discussed in section 9.2.
Different approaches can be taken for rendering the signal pipeline reusable to the extent that
event rate estimates for new BSM scenarios of interest can be derived. Whilst analysis efforts
typically maintain a comprehensive documentation of the methods and algorithms developed,
the complexity of the software implementations may hide minute but crucial details, which can
lead to a loss of knowledge concerning how the analysis results were derived. Manifestly the most
precise approach thus involves executing the original analysis software, but using a different
BSM model as input. This requires the preservation of the entirety of the original software
environment, including the exact workflows in a parameterised form, and therefore constitutes
the most technologically demanding and involved approach. A framework designed to facilitate
such an effort, called Recast, was originally proposed in Ref. [260] and is currently under
development. It aims to provide the cyber-infrastructure needed for offering reinterpretations as
a service. Physicists, wishing to reinterpret a search with Recast, would provide an alternative
BSM model through a web interface and trigger an ATLAS-internal computational workflow
that would re-execute the original analysis using the new signal inputs, ultimately delivering
the recasted results. An attempt to fully preserve the 1ℓ search using the Recast paradigm is
discussed in section 9.3.
As the details of the existing Recast implementations of ATLAS searches for SUSY are not
publicly available, but only meant to be interacted with through a formal Recast request, the
exact implementation of the analysis selection is in general not available outside the ATLAS
Collaboration§. For this reason, a number of public tools aiming to reimplement an approximated
version of the event selections of a number of BSM searches at the LHC are available. Promin-
ent examples include CheckMate [261, 262] and MadAnalysis5 [263]. ATLAS has internally
maintained a similar catalogue of its SUSY analyses and is publishing event selection snippets
in C++ for many SUSY searches on HEPData [264], a repository for high energy physics data.
† As before, this only refers to likelihoods built using the HistFactory template.
§ As a matter of fact, the exact implementation is often not fully re-executable outside the small original analysis
team to begin with. Recastable analyses are therefore already important for various efforts (some of which are
discussed in the following) within the ATLAS Collaboration itself.
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Recently, this package maintained by ATLAS, called SimpleAnalysis [265], has been made
publicly available, allowing the C++ snippets to be executed outside the collaboration.
A crucial step, necessary for achieving a reliable reimplementation of the signal pipeline, is the
detector simulation. Executing the full detector simulation requires access to the collaboration’s
detector description and is computationally expensive, disfavouring† its usage in the context of
large-scale reinterpretations over a large set of models. For this reason, it is often approximated
using simplified detector geometries and granularities. The most common package for a fast
detector simulation outside of the ATLAS Collaboration is Delphes [266], which is used in,
e.g., CheckMate and MadAnalysis5. Other packages like, e.g., Rivet [267, 268] approximate
the detector response using dedicated four-vector smearing techniques, assuming that the
detector response roughly factorises into the responses of single particles. Internally, the ATLAS
Collaboration also maintains a dedicated framework for four-vector smearing, used in scenarios
where other fast simulation techniques are still too expensive. As they will be heavily exploited
in chapter 11, these dedicated smearing functions are further discussed in section 9.4.2.
Finally, instead of attempting to estimate the signal rates of a new model using MC simulation
and (reimplemented) analysis event selections, some reinterpretation efforts, as for example
SModelS [269, 270], use efficiency maps encoding the selection and acceptance efficiencies of
the analysis as a function of the model parameters (typically the sparticle masses in the case
of SUSY searches) and analysis selections. Such efficiency maps are routinely published on
HEPData by ATLAS searches for SUSY, and allow for efficient reinterpretations, as long as the
signal efficiencies mostly depend on the signal kinematics and are largely independent from
the specific details of the signal model [269]. For the 1ℓ search presented herein, the efficiency
maps, including additional analysis data products, are available at Ref. [271].
9.2 Public full likelihood
The likelihood is arguably one of the most information-dense and important data products of an
analysis. If the exact likelihood function of the original analysis is not known in reinterpretation
efforts§, approximations need to be made for the statistical inference, e.g., in terms of the correla-
tions between event rate estimates as well as the treatment of uncertainties. Recently, ATLAS has
started to publish full analysis likelihoods built using the HistFactory pdf template [159]. This
effort has been facilitated by the development of pyhf [167, 168] (cf. section 3.1), in conjunction
with the introduction of a JSON specification fully describing the HistFactory template. As a
pure-text format, the JSON likelihoods are human- and machine-readable, highly compressible
and can easily be put under version control, all of which are properties that make them suitable
for long-term preservation, a property that is a crucial condition for reinterpretations.
The full likelihood of the 1ℓ search is publicly available at Ref. [272] and is not only heavily
used in the following chapters, but also in various analysis reinterpretation and combination
efforts currently ongoing in the ATLAS Collaboration. Several efforts outside of the ATLAS
† This is especially true for reinterpretation efforts outside the ATLAS Collaboration, which, for reasons not
discussed herein, cannot make use of the collaboration’s detector description.
§ Up until recently, the exact likelihood function was not part of the data products published by ATLAS searches
for SUSY, hence approximations of the statistical models were naturally a crucial part of most reinterpretation
efforts outside the collaboration.
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Collaboration have already included the analysis likelihood into their reinterpretations, and the
SModelS and MadAnalysis5 Collaborations have both reported significant precision improve-
ments through its use [273–275]. Furthermore, the full likelihood of the search presented herein
has recently been used to demonstrate the concept of scalable, distributed statistical inference
on high-performance computers [276]. Through the funcX package [277], pyhf is leveraged as
a highly scalable function as a service to fit the entire 1ℓ signal grid of 125 signal points with a
wall time of 156 s using 85 available worker nodes†.
9.3 Full analysis preservation using containerised workflows
For an analysis to be fully reusable under the Recast paradigm, the signal pipeline of the original
analysis (cf. fig. 9.1) needs to be preserved such that it can be re-executed on new inputs. As
typically only the processing steps after the event reconstruction are analysis-specific, it is
sufficient to preserve this part of the signal pipeline. Processing steps including and preceding
the event reconstruction only involve the central ATLAS production system, introduced in
section 2.2.8, and result in an ATLAS-internal data format serving as input for physics analyses.
These processing steps are preserved using centrally provided ATLAS infrastructure and thus
do not need to be within the scope of the preservation discussed in the following.
In the following, the term signal analysis will, as indicated in fig. 9.1, refer to the analysis-specific
processing steps that are not handled by the central ATLAS production system, typically starting
with the selection of events that have passed the reconstruction step and are provided in the
aforementioned internal data format. Preserving the signal analysis not only needs preservation
of the full software environment required for the different processing steps, but also knowledge
of the correct usage of the software through parameterised job templates together with a
workflow graph connecting the different processing steps. A graph representation of the entire
analysis, implemented in Recast, is shown in fig. 9.2.
9.3.1 Software preservation
As much of the software is only tested, validated and deployed on a narrow set of architectures
and platforms, the full software environment defining an analysis pipeline not only includes
the original analysis-specific code used for object definitions, calibrations, event selection and
statistical inference, but also the operating system used, and a number of low-level system
libraries that the applications depend upon. Preserving the full software environment can be
achieved through the use of Docker containers [278, 279], a technology that—except for the
operating system kernel—packages the full software environment into a portable data format,
including a layered file system, the operating system as well as the actual application and
all of its dependencies. As opposed to full virtualisation, Docker containers do not rely on
actual hardware virtualisation but share the operating system kernel with the host, i.e. the
computing system that the containers are run on. As such, they only interact with the host
through system calls to the Linux kernel [279], offering a highly stable interface. This makes
† These benchmarks use pyhf’s NumPy backend and SciPy optimiser, a combination that has a slower log-
likelihood minimisation time than e.g. PyTorch coupled with SciPy, as will be shown in section 10.3. In that
sense, the performance quoted in Ref. [276] is slightly conservative.
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Docker containers a well-suited, lightweight solution for deploying isolated applications on a
heterogeneous computing infrastructure.
Due to the specific software structure of the 1ℓ search, a containerisation requires a total of
three container images. Two images contain the software necessary for performing the physics
object calibrations and event selection, as well as the conversion of the information in a format
that can be used by the downstream steps. The third image contains the software necessary
for the statistical inference, relying on the pyhf-implementation of the HistFactory models in
order to benefit from the possibility of using a partial JSON likelihood to preserve background
and data rates.
The Docker images are built from suitable base images containing the software environment
used for deriving the published 1ℓ search results, expanded with the relevant analysis software.
All docker images are subject to version control and continuous integration, such that changes
to the underlying software environment can be automatically tracked and tagged. This enables
a consistent preservation of multiple versions of the analysis pipeline.
9.3.2 Processing steps preservation
Preserving the software environment is not sufficient, as detailed instructions on how to use it
have to be given. This is achieved through parameterised job templates that specify the precise
commands and arguments required to re-execute the analysis code for specific processing
steps. As re-executing the analysis pipeline using different signal models involves varying input
parameters, all job template parameters are exposed to the user. In fig. 9.2, the parameterised job
templates are shown as blue rectangles, while their input arguments and outputs are illustrated
as red oval nodes.
The user-specifiable arguments for the event selection and physics object calibration step require
the actual reconstructed events in the aforementioned ATLAS-internal format as input, as well as
corresponding inputs necessary for the pile-up correction. The cross section of the signal process
in question needs to be provided together with any generator-level efficiencies. Furthermore, a
separate input file containing the theory uncertainties on the expected signal rates needs to
be given. Finally, the statistical inference step, generating a new full analysis likelihood and
performing the necessary hypothesis tests, requires the partial likelihood previously discussed
as input.
9.3.3 Workflow preservation
Finally, the preserved processing steps need to be linked together, creating a parameterised
workflow completely defining the analysis pipeline, starting from centrally produced MC datasets
up to the statistical inference results. Within Recast, this is achieved using the workflow
description language yadage [282], capturing the full workflow in YAML format. The workflow
connects the job templates and defines their processing order and dependencies. In fig. 9.2, it is
indicated through the black arrows connecting the nodes of the graph.
The Recast implementation of the analysis presented in this work has been validated against
original analysis inputs. The expected and observed CLs values derived in the original analysis
were successfully re-derived using the containerised workflow implementation. On a non-
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isolated CPU, the full preserved analysis pipeline for a single signal model can be executed with
a wall time of about 50 min. Due to the highly portable nature of the containerised workflow,
the pipeline can easily be run in a distributed setup, allowing scalable reinterpretations at full
analysis precision. Although not explicitly used in the remainder of this thesis, the Recast
implementation of the 1ℓ search is crucial for the large-scale reinterpretation efforts in the
pMSSM currently ongoing in ATLAS (and discussed to some extent in chapter 11). In these
efforts, the Recast implementation allows the systematic reinterpretation of the 1ℓ search in
any pMSSM model of interest using the full analysis precision.
9.4 Truth-level analysis
A full preservation of the entire analysis pipeline, as discussed in the previous section, is highly
desirable, since it allows for a maximum precision reinterpretation of the original analysis using
a new BSM model. As the full detector simulation needs a significant amount of computing
resources in addition to the non-negligible wall time of the actual preserved analysis pipeline, this
approach can only be used on a limited set of models. In large-scale reinterpretations over high-
dimensional parameter spaces, the amount of models that need to be sampled and investigated
using the analysis is too large to run the fully preserved analysis pipeline in every case. In order
to significantly reduce the number of models that need to be passed through the full analysis
pipeline, a pre-sorting using a simplified analysis implementation can be exploited. Models that
can be safely considered to be (non-)excluded based on this simplified analysis implementation
consequently do not need to be evaluated at the full analysis precision, potentially saving a
significant amount of computing resources.
In the following, two complementary approaches to analysis simplifications are discussed,
targeting both the signal pipeline as well as the statistical inference blocks in fig. 9.1. This section
discusses the SimpleAnalysis implementation of the analysis, an approach implementing the
signal pipeline at truth-level, i.e. using the generator-level objects without running a dedicated
detector simulation. An approximation of the detector response using four-vector smearing
techniques is discussed.
The second simplification is discussed in chapter 10, introducing a procedure for building
simplified likelihoods from the full likelihoods of ATLAS searches for SUSY, allowing a significant
decrease of the wall time needed for the statistical inference. In chapter 11, both approximations
are combined and applied, in the context of the 1ℓ search, on a set of SUSY models sampled
from the pMSSM.
9.4.1 Truth-level selection
All signal and control regions considered in the original 1ℓ search are implemented at truth-level
using the SimpleAnalysis framework. The exact implementation has been published, together
with the previously discussed efficiency maps and analysis likelihood, as part of the auxiliary
analysis data at Ref. [271]. In fact, the SimpleAnalysis implementation of the search was already
used in chapter 7 for the derivation of some of the theory uncertainties.
The truth-level implementation explicitly specifies all object definitions introduced in section 4.4,
even though some of them, like the lepton isolation, are technically not well-defined at truth-level.
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 700, 150 GeVSignal:
Figure 9.3: Impact of the overlap removal (OR) procedure at truth-level illustrated in the lepton and lead-
ing jet transverse momenta distributions. The truth-distributions with (blue) and without (green) overlap
removal are compared with a reconstruction-level (orange) distribution. The representative benchmark
signal point with m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 ) = 700, 150 GeV is shown in both plots. Both truth-level distributions
are shown after smearing. All distributions are shown in a loose preselection requiring an electron or a
muon, EmissT > 50 GeV,mT > 50 GeV, and 2–3 jets, two of which need to be b-tagged.
The four-vector smearing described in the following, is in many cases, however, implemented
as a function of said object definitions and hence still allows to consider them to some extent.
Additionally, as discussed in section 9.1, the full specification of the original analysis event
selection, including all object definitions, allows for more straightforward reinterpretations by
efforts outside of the ATLAS Collaboration that generally do not have access to the original
analysis software.
Following the object definitions, an overlap removal procedure, adhering to the same prescription
for the reconstruction-level† analysis (cf. section 4.5), is performed. The truth-level overlap
removal especially also relies on the same shrinking cone definitions used at reconstruction-level.
Since tracking information is not available at truth-level, the overlap removal step removing
electrons sharing a track with a muon is approximated by using a distance parameter of ∆R =
0.01 between the objects. Although often neglected§ in reinterpretation efforts outside of the
collaboration, the correct implementation of the overlap removal procedure employed in the
original analysis is crucial to reproduce the signal estimates of the original analysis. Figure 9.3
illustrates this by showing the lepton and leading jet pT distributions of a representative signal
point in configurations with and without overlap removal at truth-level, and comparing it
with the distributions obtained at reconstruction-level. Not implementing the overlap removal
procedure of the original 1ℓ search, results in many truth-level events not passing the analysis
selections. This is due to additional truth-level objects in the final state that would otherwise
have been removed through the overlap removal.
Finally, the exact implementation of all analysis observables is explicitly given, followed by the
definition of all control and signal regions.
† The term reconstruction-level here refers to distributions obtained with MC simulated datasets for which either
the full detector simulation using Geant4, or the ATLFAST-II fast simulation have been run with subsequent
object reconstruction.
§ The overlap removal procedures in ATLAS SUSY searches tend to be quite intricate, rendering them non-trivial
to re-implement without ATLAS and analysis-specific knowledge.
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9.4.2 Truth smearing
The general assumption of the truth smearing discussed herein is that the detector response
roughly factorises into the responses of single particles. This allows to use the ATLAS detector
performance results for constructing detector response maps parameterised in different ob-
servables for each physics object. Detector response maps include object reconstruction and
identification efficiencies as well as scale factors to correct for differences between MC simula-
tion and observed data. Likewise, effects from the finite resolution of energy measurements in
the detector are modelled through energy or momentum resolution maps. In the following, the
four-vector components of electrons, muons, jets and EmissT are smeared.
In the case of truth electrons, the identification efficiencies considered are parameterised in |η |
and pT [218]. In |η |, nine fixed-width bins are used to parameterise the identification efficiency.
In pT, six bins are implemented and a linear interpolation between two adjacent pT-bins is
employed to get the efficiency for the pT of each truth electron. Different efficiency maps exist
for the different working points of the likelihood-based identification discriminant introduced in
section 4.4.2 [218]. The probability of finding a fake electron in a truth jet is estimated through a
similar two-dimensional map depending on the truth jet η and pT, again relying on fixed-width
bins in |η | and a linear interpolation in pT. The range of the pT interpolation for identification
efficiencies and fake rates extends from 7 GeV to 120 GeV, covering the majority of all electrons
in the analysis. If the truth pT of the electron is outside of this range, the identification efficiency
and fake rate from the respective bound of the corresponding |η |-bin are taken. The probability
of misidentifying an electron as a photon is estimated with different fixed values for the barrel
and end-cap regions [217]. Finally, the transverse energy of the electron is smeared with a
random number drawn from a Gaussian distribution with standard deviation corresponding to
the |η |- and pT-dependent energy resolution, measured in Z → ee and J/Ψ → ee events [283].
For truth muons, the identification efficiencies are also parameterised in |η | andpT [220]. Different
efficiency maps exist again for the different identification working points (cf. section 4.4.3) [220].
Similar to truth electrons, the pT of the muon is smeared using a Gaussian distribution with
standard deviation corresponding to the momentum resolution. The momentum resolution of
combined truth muons (σCB) is computed from the resolutions in the inner detector (σID) and
the muon spectrometer (σMS) as
σCB =
σIDσMS√




where σID and σMS are parameterised in |η | and pT and measured in Z → µµ and J/Ψ → µµ
events [219].
The transverse momentum of truth jets is smeared using a Gaussian with standard deviation
equal to the JER, provided in a map parameterised in five bins in |η |, ranging from |η | = 0
to |η | = 4.5. The jet energy resolutions are measured in dijet events [224] and provided as
parameterisations of a noise N , stochastic S and constant C term for each of the seven bins in
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Only truth jets with 10 GeV < pT < 1.5 TeV are smeared. For truth jets with pT > 20 GeV, the
flavour tagging efficiency is considered through efficiencies parameterised in |η | andpT. Different
flavour tagging efficiency maps are available for the different MV2c10 efficiency working points
(introduced in section 4.4). All flavour tagging efficiencies are measured in fully reconstructed
simulated tt̄ events [230].
Finally, the smeared missing transverse energy is computed by considering the transverse
momenta of all smeared truth objects in the event. An approximation for the track soft term
is estimated through resolution measurements from Z → ℓℓ events [233], allowing to infer
a distribution of the mean soft term projected in the direction longitudinal to the total trans-
verse momentum of all hard objects in an event, phardT . The measured resolution parallel and
perpendicular to phardT is then used to smear the nominal soft track value.
9.5 Validation of the truth-level analysis
9.5.1 Validation in the loose preselection
The performance of the truth smearing is illustrated in fig. 9.4 in a loose preselection for a
representative benchmark signal point. The loose preselection applied requires a final state
with an electron or muon, EmissT > 50 GeV,mT > 50 GeV, and 2–3 jets, two of which need to be
b-tagged. The reconstruction-level distributions are compared with the truth-level distributions
before and after truth smearing. It can be observed that the truth smearing noticeably improves
the agreement between the truth- and reconstruction-level distributions. While the lepton and
jet reconstruction and identification efficiencies are—due to their dependence on η, pT and
individual identification and isolation working points—crucial for the overall agreement in
shape, especially at low pT, the inclusion of flavour-tagging efficiencies significantly improves
the overall agreement in normalisation.
Although some minor differences remain, a good agreement is observed across the relevant
kinematic distributions at loose preselection level. Most of the differences remaining between
smeared truth-level and reconstruction-level distributions in individual bins are well within the
MC statistical uncertainties, arising from the relatively limited MC statistics available.
9.5.2 Validation in the signal regions
As the expected signal rates in the signal regions are ultimately what is entering the statistical
inference, it is important that the good agreement observed at preselection is still present in
the kinematically tighter selections of the signal regions. Additionally, it is worth investigating
the agreement across all signal points considered in the original analysis, as opposed to only
validating specific benchmark models. A comparison of the reconstruction-level and truth-level
event rates before and after smearing in the signal regions SR-LM, SR-MM and SR-HM for
all signal models considered in the 1ℓ search is shown in fig. 9.5. For the sake of conciseness,
only the cumulative mCT bins are shown in each signal region in fig. 9.5. The agreement in the
individualmCT bins in each SR-LM, SR-MM and SR-HM is provided in figs. B.1 to B.3.
The truth smearing drastically improves the agreement in event rate estimates at truth- and
reconstruction-level across all SR bins. While, compared to reconstruction-level, the event rates
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 700, 150 GeVSignal:
Figure 9.4: Comparisons of the kinematic distributions of relevant observables at (smeared) truth- and
reconstruction-level. A representative benchmark signal point with electroweakino mass parameters
m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 ) = 700, 150 GeV is shown. The ratio pad shows the ratio of smeared and unsmeared
truth-level distributions (blue and green) to reconstruction-level distributions (orange). Only MC stat-
istical uncertainties are included in the error bars. All distributions are shown in a loose preselection
requiring exactly one electron or muon, EmissT > 50 GeV, mT > 50 GeV, and 2–3 jets, two of which need
to be b-tagged. The latter requirement is dropped for the b-jet multiplicity distribution.
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Figure 9.5: Comparison of the expected event rates at truth- and reconstruction-level before (left) and
after (right) truth smearing. From top to bottom, the SR-LM, SR-MM and SR-HM signal regions are
shown, with cumulative (integrated)mCT bins. Every single point in the scatter plots represents a single
signal model considered in the 1ℓ search. Uncertainty bars include MC statistical uncertainties.
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All limits at 95% CL Figure 9.6: Expected and ob-
served exclusion contours obtained
with the full likelihood using
reconstruction-level inputs (orange)
as well as truth-level inputs before
(purple) and after (green) smearing.
Uncertainties include all statistical
and systematic uncertainties on
the background and signal for
the reconstruction-level contours,
but only statistical and systematic
uncertainties on the background for
truth-level signal inputs.
are generally overestimated at truth-level before smearing, both tend to agree within statistical
uncertainties after smearing.
9.5.3 Validation using the likelihood
Using the nominal expected event rates at (smeared) truth-level for every signal model in
the original signal grid considered in the 1ℓ search, expected and observed CLs values can be
computed and exclusion contours can be derived. Figure 9.6 compares the expected and observed
exclusion contours obtained using the full likelihood and reconstruction-level signal inputs
with those obtained using the full likelihood and truth-level signal inputs before and after truth
smearing. While all systematic uncertainties on the signal are included in the reconstruction-
level contours, no signal uncertainties are considered when obtaining both the smeared and
unsmeared truth-level contours. The full treatment of the systematic uncertainties on the
background estimates is performed in both cases. As expected from the previous validation steps
in the signal regions, the sensitivity using unsmeared truth-level signal inputs is significantly
overestimated compared to the published analysis exclusion limit using reconstruction-level
inputs. The smeared truth-level inputs, however, yield exclusion contours with an acceptable
match compared to the reconstruction-level results.
In summary, the above validation process, performed at multiple selection levels of the analysis,
shows that the truth-level analysis with dedicated smearing functions yields a reasonable ap-
proximation of the signal pipeline. For signal models producing final states with kinematics close
to those of the scenarios validated in the previous sections, this approach allows to determine
the event rate estimates with high computational efficiency. In large-scale reinterpretations, the
smeared truth-level analysis can be used as a basis for an efficient classification of models into
two categories: models that are safely excluded (or not excluded) based on truth-level analysis
only, and models where (non-)exclusion is in doubt and instead the precision of the full analysis
pipeline using Recast is required.
Chapter 10
Simplified likelihoods
In the previous chapter, the concept of preserving an analysis for the purpose of reinterpretations
was introduced and a truth-level version of the signal pipeline was discussed. In large-scale
reinterpretations involving a large number of SUSY models to be tested against, not only the
signal pipeline, but also the statistical inference requires significant computational effort. This
chapter introduces the concept of simplified likelihoods, a method approximating the statistical
model of an analysis using the HistFactory template in order to achieve more efficient profile
likelihood fits and, ultimately, hypothesis tests [284].
10.1 Motivation
Reinterpretations of ATLAS searches for SUSY in more complete and realistic SUSY scenarios
(as opposed to simplified models) typically involve high-dimensional parameter spaces that are
computationally extremely challenging to sample and compare to ATLAS data in an exhaustive
manner. Large-scale reinterpretations of this type have already been performed by the ATLAS
Collaboration after the Run 1 data-taking period in both the full 19-dimensional pMSSM [87], as
well as in a 5-dimensional representation of the pMSSM focusing on the electroweak sector [86].
Due to the complexity of the statistical models of ATLAS searches for SUSY, originating from
the large number of channels and the sizeable set of nuisance parameters usually considered†,
the wall time needed for the statistical inference is usually not negligible. In a typical large-scale
reinterpretation involving O(105–106) sampled models, an optimistic estimation of the wall time
needed for the statistical inference per model of O(10 s–102 s) is too computationally expensive,
especially when more than just a single ATLAS search is included. It is thus crucial to reduce
the number of models that need to be evaluated using the searches’ full statistical model.
One approach of alleviating this computational problem is to approximate the SUSY searches
through their model-independent upper limits, often published in conjunction with the model-
dependent exclusion limits. As discussed in section 5.3, the model-independent upper limits
are derived using single-bin signal regions that do not rely on shape-fits, but simply count
the number of events after a set of selection cuts (so-called cut-and-count regions), thereby
† As an example, the full likelihood of the 1ℓ search using the exclusion signal regions has 8 channels with a
total of 14 bins. Each channel contains event rates for 9 samples that depend on a total of 115 modifiers.
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Figure 10.1: Comparison of exclusion limits obtained using the likelihood built from all nine exclusion
signal regions (orange), and the discovery signal regions (green). As discussed in section 5.3, the discov-
ery signal regions are simple cut-and-count regions making minimal model assumptions. They are not
mutually exclusive and, therefore, cannot be statistically combined, resulting in three separate exclusion
contours. The full set of statistical and systematic uncertainties on the background and the signal event
rates are included in all regions. The shorthand notation ‘LH’ refers to likelihood.
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making minimal model assumptions. In the case of searches using dedicated multi-bin signal
regions that are statistically combined to derive exclusion limits on model parameters, this
approach—while computationally very efficient—naturally underestimates the true exclusion
power of the respective search because model-dependent signal shapes are not exploited.
Figure 10.1 illustrates this approach in the context of the 1ℓ search. The exclusion limits, obtained
with the exclusion signal regions implementing a two-dimensional shape-fit, are compared to
the exclusion contours obtained using the discovery signal regions, defined in table 5.3. As the
discovery signal regions are not mutually exclusive, they cannot be statistically combined and
thus three separate observed and expected contours need to be drawn. It is straightforward to
observe that even a best-expected combination of the three exclusion contours obtained from
the discovery signal regions does not reach the sensitivity achieved using the two-dimensional
shape-fit setup. Due to a lack of alternative, equally computationally efficient approaches, this
procedure was, in the past, nonetheless used in large-scale scans of the pMSSM using ATLAS
data from Run 1 [87, 86]. The results obtained were therefore somewhat conservative, leaving
substantial room for improvement.
In summary, this motivates the introduction of a method for approximating ATLAS searches for
SUSY without disregarding their elaborate use of multi-bin signal regions exploiting the varying
shapes of signal and SM background distributions. The method introduced hereafter targets
ATLAS searches for SUSY using likelihoods built according to the HistFactory template.
10.2 Building simplified likelihoods
In order to retain the full statistical combination of multiple signal region bins implemented
in many SUSY searches, while still being able to achieve a sufficiently fast approximation, the
statistical treatment of the background model including its uncertainties needs to be simplified.
In the procedure presented in the following, this is achieved by first performing a background-
only fit to data using the full likelihood in order to determine the best-fit values of all model
parameters ϕ. The post-fit total background estimates as well as the total uncertainty on the
estimates in every bin are subsequently computed from the best-fit values, and used to construct
a simplified likelihood.
As the full likelihood in JSON format defines the full statistical model used for the statistical
inference, the above background-only fit can be performed using pyhf and the preserved
likelihood of the analysis. With the full likelihoods starting to become available on HEPData
(see e.g. Ref. [272]) this procedure can rely on public information only and is therefore widely
accessible to the HEP community. For this reason, the simplified likelihoods introduced herein
adhere to the same JSON specification used for the full likelihoods, described in detail in Ref.
[159]. The following description highlights the specification details relevant to the simplified
likelihood.
Background model
In the simplified likelihood, the background model is approximated with a single background
sample, representing the total SM background estimate in the different analysis channels. The
pre-fit sample rate of the total background sample in the simplified likelihood is set to the
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total post-fit background estimate obtained in the background-only fit using the full likelihood.
Furthermore, the complete set of nuisance parameters in the original full likelihood is reduced to a
single constrained parameter corresponding to the total systematic uncertainties on the total SM
background estimates in each bin. It is constrained by a Gaussian of the form Gaus(a = 0,σ = 1)
and is correlated over all bins in each channel. The 1σ up and down evaluations of the rate
modification, necessary for the interpolations during the profile likelihood fit to data, are given
by the post-fit uncertainties on the total background estimate. Although the final uncertainty is
thus constrained by a simple Gaussian, non-Gaussian effects are included to some extent due to
the full treatment of the uncertainties in the full likelihood fit, performed in order to derive the
pre-fit values for the simplified likelihood.
Listing 10.1 shows a representative total background sample, called ‘total_bkg’ and taken from
the 1ℓ search, defining expected event rates for a channel with three bins. The single nuisance
parameter is called ‘total_error’ and is implemented as a rate modifier (cf. section 3.1).
{
"name": "total_bkg",
"data": [6.4, 4.6, 1.6],
"modifiers": [{
"data": {
"hi_data": [8.4, 6.0, 2.2],






Listing 10.1: Representative total background sample with sample rate and total uncertainty for three
separate bins, derived from a fit in the SRs and CRs using the full likelihood. The histosys type modifier
in HistFactory implements a shape uncertainty correlated over all bins.
Analysis channels
Each channel in the full likelihood with the original number of bins is also entering the simplified
likelihood†. Each contains a total background sample as specified above. Apart from the total
background sample, one additional sample is needed: the signal sample. It introduces the
unconstrained signal strength parameter µ as second and final parameter of the likelihood. In
the hypothesis tests, the signal strength parameter acts as parameter of interest (POI).
As an example, the channel definition of the exclusion signal region SR-HM in the simplified
likelihood of the 1ℓ search is shown in listing 10.2. For simplicity, the representative signal
sample does not introduce any additional uncertainties on the signal rates, thereby assuming
them to be negligible. Depending on the BSM scenario, signal uncertainties can, however, be
introduced through additional event rate modifiers.
† Being able to reproduce the full statistical combination of all analysis regions is one of the main motivations
for the introduction of the simplified likelihood.



















Listing 10.2: Channel definition of the exclusion signal region SR-HM of the 1ℓ search. The
representative signal sample with sample rate and unconstrained normalisation parameter does not
introduce any additional uncertainties. The three dots ‘. . . ’ contain the remaining definition for the total
background sample from listing 10.1.
Observations and measurements
According to the JSON specification defined in Ref. [159], the data observed by the analysis
in each channel (and each bin) is introduced by means of an observation. In the case of the
simplified likelihood, this is taken directly from the full likelihood and, by construction, does
not need to be modified in any form. An example of an observation, taken from the 1ℓ search, is










Listing 10.3: Example of an observation in the simplified likelihood, taken directly from the full
likelihood of the 1ℓ search. The number of events observed in data are given for each bin in the exclusion
signal region SR-HM. Similar entries exist for all other regions, indicated by the dots ‘. . . ’.
The only part of the JSON specification left to be defined is the measurement, specifying the
name of the parameter of interest as well as parameter set configurations not already covered in
the channel definitions. For the simplified likelihood, it is straightforward to write down, as the
POI is the signal strength parameter and no additional parameters need further configuration.
Put together, the above pieces result in a simplified likelihood for a given signal model, using a












































Figure 10.2: Benchmarks of the wall times for hypothesis testing using different likelihoods and pyhf
backends in the context of the 1ℓ search. Benchmarking details are given in the text. The full likelihood
(left) includes the full statistical implementation of the original analysis, the simplified likelihood (center)
represents the simplified likelihood approach presented in this document, and the single-bin likelihood
(right) represents the single-bin approximation using the discovery signal regions. The ‘workspace cre-
ation‘ refers to I/O operations reading in the JSON file containing the likelihood. The ‘pdf creation’ step
refers to the creation of the statistical model in a pyhf-internal structure. ‘Hypotest’ refers to the wall
time of a single exclusion hypothesis test computing a CLs value. The error bars correspond to the
standard deviation of the benchmark sample.
considering the full treatment of the systematic uncertainties. The simplified likelihood approach
therefore assumes the total background estimate to be fixed at the post-fit values obtained from
the initial full likelihood fit, and, furthermore, only allows the background estimates to vary
within the total uncertainty.
All simplified likelihoods used in the following have been produced using Simplify [285], a
python tool written by the author. The background model of the simplified likelihood of the 1ℓ
search in JSON format is available at Ref. [286]. By the means of JSON patches [287], any signal
model, for which the nominal expected event rates in the analysis regions are known, can then
be evaluated using this simplified likelihood.
10.3 Computational performance
One of the main figures of merit of an analysis approximation obviously is the reduction
in computational wall time compared to the full analysis. Figure 10.2 shows the results of a
benchmark for different likelihood configurations in the context of the 1ℓ search. The wall
times of hypothesis tests using the full analysis likelihood are compared with those using the
simplified likelihood constructed following the previously introduced prescription. In addition,
the wall time of the single-bin likelihood relying on the discovery SRs, already used in fig. 10.1,
is shown. For each likelihood, different computational backends are exploited for the tensor
algebra operations in pyhf. All benchmarks have been performed on an Intel i7-4790 CPU with
a nominal clock speed of 3.60 GHz, 4 cores and 8 threads. The CPU was not isolated, but under
minimal load. The original 125 signal points of the 1ℓ search were used in each configuration.
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Table 10.1: Benchmarks of the wall times needed for computing the CLs value for a single signal model
using the full and the simplified likelihoods. The uncertainty corresponds to the standard deviation of
the wall times of the benchmark sample. The performance gain is stated as ratio between the wall times.
The PyTorch (NumPy) backend of pyhf is used for the full (simplified) likelihood, in conjunction with
the SciPy optimiser. Searches without reference quoted were not yet public at the time of writing.
Analysis Full likelihood [s] Simplified likelihood [s] Improvement
ATLAS compressed search [91] 16.49 ± 3.16 0.073 ± 0.012 236×
ATLAS 3ℓ search 40.41 ± 15.7 0.082 ± 0.021 495×
ATLAS 2ℓ search [256] 5.93 ± 0.16 0.079 ± 0.0082 75×
ATLAS 1ℓ search [182] 4.93 ± 0.11 0.040 ± 0.0057 123×
ATLAS direct stau search [288] 1.91 ± 0.090 0.039 ± 0.0055 49×
ATLAS sbottom search [289] 1.36 ± 0.067 0.038 ± 0.0046 36×
ATLAS stop search [290] 2.27 ± 0.062 0.044 ± 0.011 51×
The use of automatic differentiation of the full log-likelihood gradient, enabled by some of the
tensor algebra backends to pyhf, offers an efficient minimisation of the negative log-likelihood,
resulting in fast hypothesis tests of O(5 s) for the full likelihood. In large-scale reinterpretations,
this is however still too computationally expensive. The simplified likelihood, on the other
hand, yields minimum wall times for hypothesis tests of the order of 0.04 s per signal model.
Compared to the naive single-bin approach using the discovery signal regions (the single-bin
likelihood), the simplified likelihood thus offers hypothesis tests with a similar wall time†, but a
significantly better approximation of the true analysis exclusion power.
Interestingly, the wall time of the simplified likelihood does not benefit from the usage of features
like automatic differentiation, offered by computational backends like PyTorch. This is due to
the extreme simplicity of the simplified likelihood function, causing the computational benefits
from features like automatic differentiation to not outweigh the sizeable overhead associated to
the startup and execution times of tensor algebra libraries like PyTorch.
In addition to the 1ℓ search, the simplified likelihood approach is validated using a larger set of
ATLAS searches for SUSY. Table 10.1 summarises the mean wall times of all ATLAS searches
investigated. In all cases, PyTorch offers the fastest backend for the full likelihood while NumPy
shows best performance for the simplified likelihood. The performance improvement of roughly
two orders of magnitude, observed in the 1ℓ search, is confirmed in the remaining ATLAS SUSY
searches investigated. The wall time of the simplified likelihoods appears to be bound from
below at O(10−2 s), limiting the performance gain for some of the faster analyses whose full
likelihoods are already relatively simple to begin with.
10.4 Physics performance
A comparison of the exclusion contours, obtained with the full and simplified likelihoods in the
context of the 1ℓ search, is shown in fig. 10.3. The results obtained using the simplified likelihood
† In fact, the simplified likelihood is even faster than the single-bin approach, as the latter needs to be executed
separately for each discovery SR and thus the numbers quoted need to be multiplied by the number of discovery
SRs used in the analysis (three in the case of the 1ℓ search).
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All limits at 95% CL Figure 10.3: Comparison
of the exclusion contours
obtained with the simplified
likelihood (blue) and the full
likelihood (orange) of the 1ℓ
search. The uncertainty band
includes all MC statistical
and systematic uncertainties
in the case of the full likeli-
hood, and only the simplified
uncertainties in the case of
the simplified likelihood. The
shorthand notation ‘LH ’ refers
to likelihood.
are shown in blue, while the results obtained using the full likelihood are given in orange. Both
the observed (without the usual theoretical up and down variations on the signal cross section)
and expected exclusion limits including the uncertainty band are shown. In the case of the
full likelihood, the complete set of MC statistical and systematic uncertainties, introduced in
chapter 7, are taken into account. As discussed in section 10.2, the uncertainty band on the
simplified likelihood contour results from the single nuisance parameter, built through reduction
of the original nuisance parameters.
The observed and expected CLs values, obtained using both likelihoods, are shown in fig. 10.4.
As expected from the exclusion contour, both the simplified and the full likelihood agree
reasonably well across the majority of the CLs range. For signal models well within exclusion
(i.e. CLs ≪ 0.05) according to the full likelihood, the simplified likelihood of the 1ℓ search tends
to result in slightly lower CLs values, yielding a slightly too optimistic sensitivity estimate. In
the range relevant to the exclusion contour at 95% CL (i.e. CLs ≈ 0.05), the results from the
simplified likelihood agree well with those from the full likelihood.
In addition to the 1ℓ search, the simplified likelihood approach has been validated on the ATLAS
searches for SUSY listed in table 10.1. An overview of the results is shown in fig. 10.5, comparing
the exclusion contours obtained with the simplified likelihood against the full analysis results.
In some analyses, e.g., the ATLAS sbottom and ATLAS 3ℓ searches, both likelihoods are in
excellent agreement. In other analyses, like e.g., the ATLAS direct stau search, the agreement is
less impressive but overall still acceptable.
In summary, this validation demonstrates that the simplified likelihood method introduced
herein can, in many cases, offer a computationally efficient and reliable approximation of ATLAS
searches for SUSY relying on the HistFactory pdf template.
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Figure 10.4: Scatter plots comparing the observed and expected CLs values obtained using the simplified
and the full likelihoods for the same set of signal models considered in the 1ℓ search. Both linear and
logarithmic scale representations are shown to give an overview of the full range of CLs values.
10.5 Limitations
Building a well-performing simplified likelihood is not always as straightforward as described
in section 10.2, and some analyses require special care when being approximated. For example,
in the case of the ATLAS compressed search [91], shown in fig. 10.5(f), only a subset of the
original analysis signal regions are entering the simplified likelihood. Studies have shown this to
result in an overall improvement in agreement between the two likelihoods. The straightforward
structure of the simplified likelihood is, in this case, not able to reproduce the statistical behaviour
of the background model of the full likelihood in the signal regions omitted. As these signal
regions were found to only add limited sensitivity to the search, their removal in the simplified
likelihood yields an overall improvement in agreement. Figure B.4 further illustrates the impact
of removing these signal regions in the simplified likelihood.
It is worth highlighting again that the simplified likelihood assumes the total background model
to be describable by a single sample with a single rate modifier, constrained by a Gaussian
and correlated over all bins, with background event rates and uncertainties obtained from a
background-only fit using the full likelihood. This, in particular, assumes that the background
model is sufficiently constrained by the large statistics in the CRs and that the introduction of
signal contributions—especially in the SRs—does not significantly change the background model
in a way that cannot be replicated with the simplified likelihood. A configuration, where the
background model is no longer mostly constrained by the large statistics in the control regions,
is tolerable to some extent in the full analysis likelihood, but turns out to be problematic for the
simplified likelihood, as it lacks the number of parameters to be able to replicate the behaviour
of the full likelihood.
An additional limitation arises in cases of significant signal contamination in the CRs. In the full
likelihood, significant signal contaminations in the CRs generally lead to smaller background
estimates in the SRs, which, in turn, result in conservative exclusion limits given the observed
data. In the simplified likelihood, even with the CRs included, the single constrained nuisance
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(c) ATLAS 2ℓ search [256]
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(f) ATLAS compressed search [91]
Figure 10.5: Simplified likelihood results for the different ATLAS searches studied. The results from the
simplified likelihood (blue) are compared with the results of the full analysis likelihood (orange). The
same reconstruction-level signal inputs are used in both cases. The shorthand notation ‘LH ’ refers to
likelihood.
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observed exclusion contours
obtained with the full likeli-
hood and reconstruction-level
inputs (orange) and the sim-
plified likelihood and smeared
truth-level inputs (purple). All
statistical and systematic un-
certainties on the background
and signal are considered
for the reconstruction-level
contours determined using the
full likelihood.
parameter does not offer enough degrees of freedom† to scale down the background model
in the µ = 1 hypothesis to the levels obtained in the full likelihood, ultimately resulting in
fake sensitivity in the CRs. Although it is generally important to limit signal contamination
in the CRs for the sake of healthy profile likelihood fits, this is especially true in the case
of very simplified likelihoods, like the one introduced herein. In the case of the ATLAS stop
search, shown in fig. 10.5(b), significant signal contamination§ of more than 30% appears in
the control regions for many signal models withm(t̃1) < m(χ̃ 01 ) +m(t), thereby breaking one
of the base assumptions of the simplified likelihood. In fig. B.5, the impact of applying the
simplified likelihood on signal models with significant signal contamination in the region
m(t̃1) < m(χ̃ 01 )+m(t) is shown. In practice, this means that models need to be carefully checked
for potential signal contamination in the control regions, and cannot be evaluated using the
simplified likelihood in case the signal contamination is found to be too high‡.
10.6 Outlook and future prospects
The simplified likelihood method [284] introduced in this chapter can offer precise and compu-
tationally efficient approximations of ATLAS searches for SUSY for which the full likelihood in
JSON format is available. A publicly available python tool has been developed for the generic con-
version of any full likelihood in JSON format into the simplified format introduced herein [285].
Although only explicitly investigated and validated in the context of ATLAS searches for SUSY,
† In the full likelihood the normalisation of the dominant SM backgrounds is typically taken care of through
floating normalisation parameters (and to some extent other constrained parameters), hence there are more
degrees of freedom to fit the model to data.
§ Since the kinematic properties of the t̃1 decays drastically change in the parameter region withm(t̃1) < m(χ̃01 )+
m(t), this is a kinematic region that the analysis is not designed to be sensitive to. Therefore the CRs are not
guaranteed to be free of signal contamination.
‡ The exact amount of tolerable signal contamination should be explicitly checked on a per-analysis basis. For
models exceeding the tolerated amount, the full likelihood may be used instead of the simplified one.
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the simplified likelihood method can in principle be applied on any search for BSM physics
relying on the HistFactory template.
The procedure of approximating the statistical model of a search is orthogonal to the truth-level
analysis discussed in section 9.4 in the sense that both approximations target a different part
of the analysis workflow shown in fig. 9.1. As such, both approaches can be combined into a
simplified analysis that runs a smeared truth-level analysis in order to determine an estimate
for the signal event rates, followed by a simplified statistical inference using the simplified
likelihood. Figure 10.6 compares the expected and observed exclusion contours obtained in the
full 1ℓ search with those obtained with the simplified version of the search. The agreement
between the exclusion contours obtained by both analysis versions is noteworthy, especially
given the considerable scope of the two-fold approximation applied in the simplified analysis
version. The simplified version of the 1ℓ analysis will be used in the following chapter to enable
a computationally efficient reinterpretation of the 1ℓ search in the pMSSM.
As the full likelihood defines the full statistical model (given the observed data) in an analysis,
other forms of likelihood simplifications can be thought of. One possible approach worth
investigating is the construction of likelihood simplifications using a variable number of nuisance
parameters, as opposed to reducing the full set of nuisance parameters to a single one. In such
an approach, a principal components analysis can be used to project the full N -dimensional
nuisance parameter space onto a number n ≤ N principal components maximising the variance
of the projected space, i.e. resulting in minimal loss in bin-by-bin correlation information. The
n principal components can then be kept separate in a simplified likelihood, while the N − n
remaining components can be combined into a residual term. A similar approach was already
introduced in chapter 7, where the large number of nuisance parameters related to the JER
and JES uncertainties were reduced to a more manageable set of effective nuisance parameters
with minimal loss in bin-by-bin correlation information. The simplified likelihood introduced
herein can be understood as the special case where n = 0 is chosen and none of the principal
components are kept separate while all N nuisance parameters are combined into a single
residual term (taking into account correlations between them).
Up until very recently, the only way for physicists to re-use ATLAS searches for SUSY outside the
collaboration required building approximations of their statistical models based on publicly avail-
able lossy projections of the full likelihood. With the recent push by the ATLAS Collaboration
to publish the full analysis likelihoods, new approaches for approximating the statistical models
are becoming available. In principle, the full likelihood contains all the information necessary
for generating a simplified likelihood with a variable degree of simplification, allowing to find
an optimal compromise between the desired statistical precision and the required computational
efficiency.
Chapter 11
Reinterpretation in the pMSSM
After having discussed methods and approaches to reinterpret ATLAS searches for SUSY, this
chapter exploits the analysis approximations previously introduced, and presents a reinter-
pretation of the 1ℓ search in the phenomenological Minimal Supersymmetric Standard Model
(pMSSM).
11.1 Motivation
In today’s searches for SUSY, it is common to use simplified models as a way of avoiding
the necessity of having to deal with high-dimensional parameter spaces that are extremely
challenging to sample and compare to data. As has been discussed in sections 1.2.7 and 8.3,
simplified models are however by no means complete SUSY models, but only serve as proxies
for more complex and realistic SUSY scenarios. As such, simplified model limits cannot trivially
be translated into limits on model parameters of a more complete SUSY model, and large-scale
reinterpretations are necessary to understand the constraints current SUSY searches set on
realistic SUSY scenarios.
One class of more complete models, focusing on phenomenologically viable models, is the
pMSSM, introduced in section 1.2.6. With its 19 parameters it offers much more complex SUSY
scenarios, while still being of somewhat manageable dimensionality. Still, large-scale reinter-
pretations in the pMSSM are computationally challenging and require a set of approximations
as those introduced in chapters 9 and 10. In the following, the simplified analysis constructed
using the smeared truth-level analysis and the simplified likelihood will be used as the sole
method to evaluate a set of pMSSM models.
Although the following sections will be restricted to a reinterpretation of the 1ℓ search, efforts
are ongoing within the ATLAS Collaboration to perform large-scale reinterpretations using
a majority of the Run 2 ATLAS searches for SUSY, most likely resulting in one of the most
comprehensive sets of ATLAS constraints on SUSY yet.
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Table 11.1: Scan ranges used for each of the 19 pMSSM parameters. For parameters written with a
modulus sign, both the positive and negative values are allowed. The term ‘gen(s)’ refers to generation(s).
Flat probability distributions are used to sample random values from the given ranges.
Parameter min max Note
mL̃1 (=mL̃2 ) 10 TeV 10 TeV Left-handed slepton (first two gens.) mass
mẽ1 (=mẽ2 ) 10 TeV 10 TeV Right-handed slepton (first two gens.) mass
mL̃3 10 TeV 10 TeV Left-handed stau doublet mass
mẽ3 10 TeV 10 TeV Right-handed stau mass
mQ̃1 (=mQ̃2 ) 10 TeV 10 TeV Left-handed squark (first two gens.) mass
mũ1 (=mũ2 ) 10 TeV 10 TeV Right-handed up-type squark (first two gens.) mass
md̃1 (=md̃2 ) 10 TeV 10 TeV Right-handed down-type squark (first two gens.) mass
mQ̃3 2 TeV 5 TeV Left-handed squark (third gen.) mass
mũ3 2 TeV 5 TeV Right-handed top squark mass
md̃3 2 TeV 5 TeV Right-handed bottom squark mass
|M1 | 0 TeV 2 TeV Bino mass parameter
|M2 | 0 TeV 2 TeV Wino mass parameter
|µ | 0 TeV 2 TeV Bilinear Higgs mass parameter
M3 1 TeV 5 TeV Gluino mass parameter
|At | 0 TeV 8 TeV Trilinear top coupling
|Ab | 0 TeV 2 TeV Trilinear bottom coupling
|Aτ | 0 TeV 2 TeV Trilinear τ lepton coupling
MA 0 TeV 5 TeV Pseudoscalar Higgs boson mass
tan β 1 60 Ratio of the Higgs vacuum expectation values
11.2 Model sampling and processing
11.2.1 Sampling
All signal models considered in the following are sampled from the pMSSM using the parameter
ranges shown in table 11.1. Flat probability distributions are used to draw random values within
the given ranges for each parameter, and each unique set of pMSSM parameters generated that
way is referred to as an independent pMSSM model.
As this work discusses a search for electroweakinos, the models drawn from the pMSSM are
sampled with a special focus on the electroweak sector. This is achieved by setting the mass
parameters of the first and second generation squarks to values much higher than those accessible
at LHC energies, effectively decoupling them. Likewise, sleptons are also effectively decoupled
because the 1ℓ search is not expected to be sensitive to slepton pair production, or scenarios
with sleptons in the decay chains. For naturalness arguments, third generation squarks and
the gluino are not strictly decoupled, but set to sufficiently high values such as not to affect
the electroweak sector too much. The lower and upper bounds on the remaining 12 scanned
parameters are chosen such as to yield a high density of models with electroweakino masses
accessible at LHC energies, while allowing the scan to be as general as possible.
Once a value for each of the 19 pMSSM parameters has been chosen, a number of publicly
available software packages are executed in order to compute the properties of each model. In a
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first step, SPheno v4.0.5 [291, 292] is used to calculate the spectrum of the sparticles, which, in
turn, serves as input for determining the masses and branching fractions of the Higgs sector
using FeynHiggs v2.15.0 [293–295]. An additional SUSY spectrum calculation is performed in
parallel with SoftSusy v4.1.8 [296]. Although the spectra obtained from SoftSusy will not be
directly used in the following, the program is still required to complete successfully in order to
reduce the number of pMSSM models with pathological properties. After the complete model
spectrum has been calculated, the dark matter relic abundance of each model is determined
with micrOMEGAs v5.0.8 [297, 298].
11.2.2 Selection and processing
In order to avoid models with pathological properties, all spectrum generators and additional
programs are required to complete execution without error. The cross sections for surviving
models are computed at NLO using Prospino v2.1 [299, 300]. Models with inclusive cross
sections for all electroweakino production processes below 0.07 fb are discarded as they would
result in less than 10 expected signal events with an integrated luminosity of 139 fb−1, which is
not sufficient to be sensitive to with current electroweak SUSY searches. All models are further
required to produce a lightest Higgs boson mass compatible within a ±5 GeV range with the
experimentally measured SM Higgs boson mass†. Models where the lightest neutralino is not
the LSP are also rejected.
No constraints on the computed cosmological LSP abundance are applied at this stage in order
to give a more general view after the models are evaluated using the 1ℓ search. For the same
reason, experimental constraints like the lower limit on the chargino mass from LEP are also
not applied at this stage.
Of the 10,000 unique models sampled from the pMSSM using the above prescription, 5152 models
survive the constraints and requirements discussed in this section and are analysed using the
simplified 1ℓ search. The majority of the models failing this selection step were rejected due to
the cross section constraint.
11.2.3 Event generation
Event generation is performed using the software centrally provided by the ATLAS produc-
tion system. The initial pair of sparticles with up to one additional parton in the matrix ele-
ment are generated using the MadGraph5_aMC@NLO v2.6.1. [187, 188] generator. Next, Py-
thia8.230 [190] with the A14 [191] tune is used for the hadronisation and parton showering,
together with the NNPDF 2.3 LO [189] PDF set. The number of events N generated for each
model is determined by
N = σ × Leff, (11.1)
where Leff = 700 fb−1 is an effective integrated luminosity and σ is the total production cross
section of the model. The number of events generated for each model is capped at a minimum
number of 104 and a maximum number of 106 truth-level events.
† The mass range is based on a conservative estimate of the theoretical uncertainties arising from the FeynHiggs
calculation.



















(a)m(χ̃±1 )–m(χ̃01 ) plane
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(b)m(χ̃02 )–m(χ̃01 ) plane
Figure 11.1: Projections of all models sampled onto the (a) m(χ̃±1 )–m(χ̃ 01 ) and (b) m(χ̃ 02 )–m(χ̃ 01 ) planes.
Each point represents a distinct pMSSM model with a unique combination of pMSSM parameters. The
colour encodes the composition of the χ̃ 01 in each model. Details on how the LSP type is defined are
given in the text.
11.2.4 Truth-level analysis
All models passing event generation are evaluated using the simplified analysis comprised of
truth-level inputs, four-vector smearing and the simplified likelihood. This is the only evaluation
done for the models considered herein. A full scan over the pMSSM including multiple ATLAS
searches would additionally include a processing step reverting back to the full analysis available
through Recast for model points where (non-)exclusion is uncertain based on the simplified
analysis only.
11.3 Phenomenology of the LSP
The composition of the LSP in each pMSSM model sampled is shown in projections onto the
m(χ̃±1 )–m(χ̃ 01 ) and m(χ̃ 02 )–m(χ̃ 01 ) planes in figs. 11.1(a) and 11.1(b), respectively. The lightest
neutralino is considered to be bino-like (B̃-like), wino-like (W̃ -like) or higgsino-like (H̃ -like) if
the corresponding fraction from the neutralino mass mixing matrix is at least 80%. If more than
one component has a fraction of more than 20%, then the neutralino is considered to be of mixed
nature. For example, a neutralino with more than 20% bino-, wino- and higgsino-components is
referred to as B̃W̃ H̃ -like. The nature of the LSP as a function of the bino, wino and higgsino
mass parameters (M1, M2 and µ) is shown as a reference in fig. C.2.
In the bulk of the m(χ̃±1 )–m(χ̃ 01 ) plane, i.e. the parameter space targeted by the 1ℓ search using
the simplified model, a large majority of the models produce a bino-like LSP with nearly mass-
degenerate lightest chargino and next-to-lightest neutralino. These models correspond to cases
where M1 ≪ µ and M1 < M2 and thus produce electroweakino spectra similar to the canonical
simplified model considered in the 1ℓ search. Some sensitivity can therefore be expected towards
these models in the context of the 1ℓ search, provided that the decays χ̃±1 →W ± χ̃ 01 and χ̃ 02 → h χ̃ 01
have sufficiently large branching fractions and produce on-shell bosons.
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Towards the diagonal of them(χ̃±1 )–m(χ̃ 01 ) plane, i.e. for models with nearly mass-degenerate
chargino and lightest neutralino, the nature of the LSP shows a larger variation. In a large set of
models where M2 is not too large and much smaller than M1 and µ, the LSP has a significant
wino component and is nearly mass-degenerate with the chargino, while the next-to-lightest
neutralino and other electroweakinos can be more massive. In models where the LSP has a large
higgsino component, i.e. µ is much smaller than M1 and M2, the three electroweakinos χ̃±1 , χ̃
0
2
and χ̃ 01 are nearly mass-degenerate and, if promptly decaying, result in very soft decay products,
making these models inherently difficult to target.
11.4 Impact of the 1ℓ search on the pMSSM
In the following sections, the impact of the 1ℓ search on the pMSSM is discussed using one-
dimensional and two-dimensional projections and distributions. A model is considered to be
excluded if the observed CLs value obtained with the simplified likelihood using the smeared
truth-level inputs and the simplified likelihood is below 0.05. Of the 5152 models evaluated, the
1ℓ search excludes a total of 98, or about 1.9%, of the models.
For the one-dimensional distributions shown in the following, the total number of models is
compared against the number of models excluded by the 1ℓ search. An additional pad indicates
the ratio between models excluded and total models sampled in each bin of the distribution.
In the two-dimensional projections, the numbers in the bins indicate the number of pMSSM
models sampled in each bin. In these projections, the bin-wise fraction of models excluded with
the 1ℓ search is colour-encoded. Bins in which all models are excluded are coloured in black,
while bins without any excluded models are left white. Where applicable, the exclusion contour
obtained by the 1ℓ search in the simplified model scenario is overlaid.
11.4.1 Impact on electroweakino masses
Figures 11.2 and 11.3 show the bin-by-bin fractions of models excluded by the 1ℓ search as
two- and one-dimensional distributions, respectively. From the χ̃±1 –χ̃
0
1 plane in fig. 11.2(a), it
can be observed that the 1ℓ search is most sensitive to pMSSM models in electroweakino mass
ranges similar to those excluded in the context of the simplified model. Most of the models
excluded have χ̃±1 /χ̃
0
2 masses ranging from roughly 200 GeV to about 700 GeV, and χ̃
0
1 masses
ranging masses from 0 GeV to about 300 GeV. The proportion of excluded models peaks at
m(χ̃±1 /χ̃ 02 ) ≈ 450 GeV and light LSPs with χ̃ 01 < 150 GeV, as visible in fig. 11.3.
The models excluded by the 1ℓ search can be classified in two broad categories: models situated
within the parameter range enclosed by the simplified model exclusion contour, and models
with nearly mass-degenerate χ̃±1 and χ̃
0
2 . As discussed in section 11.3, most models within
the simplified model exclusion contour produce a bino-like LSP and result in nearly mass-
degenerate† χ̃±1 and χ̃
0





models with wino-like electroweakinos and a bino-like χ̃ 01 , resulting in spectra close to that of
the canonical simplified model originally considered in the search. The mass spectrum of such a
model, excluded by the 1ℓ search, is shown in fig. 11.4(a).
† Figure C.3 illustrates this behaviour further.
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Simplified model
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144 39 22 7 16 15 11 14 10 13 11 9 11 15
142 46 22 18 7 9 18 13 11 9 8 10 8
138 43 18 8 11 19 19 11 16 12 7 16
94 37 8 17 14 12 15 9 10 18 13
114 42 21 14 14 12 14 8 14 10
102 34 16 12 8 13 10 11 9
97 37 13 10 11 10 9 6
83 31 13 12 10 6 11
81 40 10 12 7 15-1 = 13 TeV, 139.0 fbs
Simplified model
(b)













































81 31 12 10 10 5 9 9 2 4 7 5 6 8 10 4 5 6 4
169 39 7 8 13 9 7 6 3 9 14 3 2 5 6 3 2 6 1
156 25 16 3 4 8 5 8 11 8 6 6 4 4 5 3 6 3
182 18 11 2 8 7 6 8 7 10 10 5 2 7 3 3 7
1 183 30 9 13 3 7 10 7 6 4 2 4 4 2 5 5
191 27 8 1 6 11 8 1 6 7 4 7 5 5 2
1 151 21 4 9 6 4 7 5 4 12 8 5 7 4
177 24 12 8 4 9 8 3 5 6 4 2 5
1 165 23 3 8 4 5 5 6 5 3 4 5
1 158 27 4 8 4 4 4 3 1 4 2
149 23 8 5 6 4 8 4 5 5
1 156 27 4 8 2 6 7 5 4
2 148 20 4 6 5 7 11 9
150 14 10 6 7 7 4
2 134 21 7 7 5 6
1 141 21 3 5 4
1 130 18 4 5
2 114 12 7
131 15
135
-1 = 13 TeV, 139.0 fbs
(c)
Figure 11.2: Bin-by-bin fraction of excluded models as a function of the relevant sparticle masses. The
numbers in the bins correspond to the total number of models sampled in the respective bin. The bin-
wise fraction of models excluded by the 1ℓ search is encoded with a colour bar ranging from 0 to 1.
Where all models in a given bin are excluded, the bin is coloured in black. Bins without any models
excluded are left white. Models are evaluated using the simplified likelihood of the 1ℓ search. Where
applicable, the simplified model contour is shown in orange.
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Figure 11.3: Bin-by-bin number of excluded models as a one-dimensional function of the electroweakino
masses. The bin-wise fraction of excluded models, N binexcl/N bintotal, is shown in the lower pad. All models are
evaluated using the simplified likelihood of the 1ℓ search.
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(b) Wino-like χ̃01 model
Figure 11.4: Mass spectra of two exemplary pMSSM models. Both models are excluded by the 1ℓ search.
Fig. (a) represents a model with a bino-like LSP and nearly mass-degenerate χ̃±1 and χ̃
0
2 . In fig. (b), a model
with a wino-like LSP and mass-degenerate χ̃±1 and χ̃
0
2 but relatively light χ̃
±
2 (nearly mass-degenerate
with the χ̃ 02 ) is shown. The branching fractions of the different decays are indicated through the width
and greyscale colour (pure black being 100% BF, pure white being 0% BF) of the arrows. Branching
fractions below 10% are suppressed for the sake of visibility. Figures generated using pyslha [92].
The second category of models excluded comprises cases where the LSP is wino-like and nearly
mass-degenerate with the chargino. These models correspond to the diagonal of the m(χ̃±1 )–
m(χ̃ 01 ) plane in fig. 11.2(a). As the mass difference between the LSP and the chargino is typically
of the order of only a few 100 MeV, the chargino can become long-lived, and primarily decays
to a LSP and an off-shell W boson that, in turn, decays into soft objects not reconstructed in the
detector. If the chargino is produced with large momentum, it can live long enough to traverse
multiple layers of the ATLAS pixel detector before decaying, leading to a disappearing track
signature. Searches targeting prompt electroweakino decays are not expected to be sensitive
to these models, and instead dedicated disappearing track searches are developed within the
ATLAS Collaboration (cf. Ref. [301]). Even though no sensitivity to these models is expected
from the 1ℓ search, a small set of models with a wino-like LSP can still be excluded. In these
scenarios the next-to-lightest chargino is comparably light, such that the 1ℓ search is sensitive to
χ̃±2 χ̃
0
2 production with cross sections of O(1 fb). If the next-to-lightest chargino decays directly
into the LSP via χ̃±2 → W ± χ̃ 01 , enough events with an isolated electron or muon can occur,
allowing to exclude the model†. A representative mass spectrum of such a model, excluded by
the 1ℓ search, is shown in fig. 11.4(b).
No sensitivity is observed for pMSSM models with higgsino-like electroweakinos, i.e. compressed
mass spectra§. This is expected, as the electroweakino decays in such scenarios typically produce
off-shell W, Z and h bosons, resulting in very soft final state objects that the 1ℓ search is not
optimised for. Dedicated searches (as for example Ref. [91]) are being performed by the ATLAS
Collaboration to target such compressed scenarios, and work is ongoing to include these searches
in the large-scale scans of the pMSSM that the efforts discussed herein are embedded in.
† Provided that the branching fraction of the χ̃02 → h χ̃01 decay is also large enough, such that a final state with
a lepton, EmissT and two b-jets from a Higgs decay can be realised in a sufficient number of events.§ The mass spectrum of a pMSSM model with higgsino-like LSP is shown in fig. C.5, highlighting that all three




1 ) are nearly mass-degenerate.
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Figure 11.5: Density of the pMSSM models with bino-like χ̃ 01 projected onto the plane spanned by (a) the
χ̃±1 χ̃
0
2 pair production cross section and BF(χ̃ 02 → h χ̃ 01 ), and (b)m(χ̃ 01 ) and BF(χ̃ 02 → h χ̃ 01 ). The expected
CLs value obtained for each model using the 1ℓ search is colour-encoded. While models with a red
tint are not expected to be excluded, models with a neutral white tint are on the boundary of expected
exclusion, and models with a blue tint are expected to be excluded. Only models with a bino-like LSP
are shown in both figures. In fig. (b), models are also required to satisfy σ (χ̃±1 χ̃ 02 ) > 1 fb.
In general, the sensitivity of the 1ℓ search to pMSSM models is significantly reduced, compared to
the simplified model scenario, even in the electroweakino mass regions covered by the simplified
model contour. The loss in sensitivity can be attributed to the fact that the simplified model
assumes branching fractions of 100% of the χ̃±1 →W ± χ̃ 01 and χ̃ 02 → h χ̃ 01 decays (with on-shell
W and h bosons). The decay of the chargino through an on-shellW boson is, in general, a good
assumption in R-parity conserving models withm(χ̃±1 ) ≳ m(χ̃ 01 )+m(W ) and where the sleptons
and charged and pseudoscalar Higgs bosons are heavier than the charginos and neutralinos. The
decay of the next-to-lightest neutralino through a Higgs boson, however, turns out not to be the
most probable decay mode in many models where the competing decay χ̃ 02 → Z χ̃ 01 dominates
instead. The couplings of the next-to-lightest neutralino to the Higgs boson are suppressed
by powers of |µ |/M2 in the gaugino-like regions [302], meaning that the branching fraction of
the χ̃ 02 → h χ̃ 01 decay takes on reasonably high values only in models with an LSP containing a
substantial bino component†.
In the bulk of the χ̃±1 –χ̃
0
1 plane (cf. fig. 11.2(a)) that mostly contains models with a bino-like
LSP, many models cannot be excluded simply due to their relatively high χ̃±1 /χ̃
0
2 masses, and
thus low χ̃±1 χ̃
0
2 pair production cross sections. Figure 11.5(a) shows a projection of the pMSSM
models in a two-dimensional plane spanned by the χ̃±1 χ̃
0
2 pair production cross section and
BF(χ̃ 02 → h χ̃ 01 ). The colour of each model point indicates the expected CLs value§, revealing that
the 1ℓ search only starts to become sensitive to models with σ (χ̃±1 χ̃ 02 ) larger than O(1 fb). This
is in line with the sensitivity of the 1ℓ analysis obtained in the simplified model scenario, where
model points with electroweakino pair production cross sections as low as 4.1 fb were expected
to be excluded. Figure 11.5(a) moreover shows that, for many models with σ (χ̃±1 χ̃ 02 ) ≳ 1 fb, the
branching fraction of the next-to-lightest neutralino decay via a Higgs boson is vanishingly
† The Higgs coupling suppression is illustrated in fig. C.4.
§ The expected CLs is preferred here over the observed one as it provides a better overview of the sensitivity of
the 1ℓ search.
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(b) BF(χ̃02 → h χ̃01 ) = 1
Figure 11.6: Bin-by-bin fraction of excluded models with a bino-like χ̃ 01 as a function of m(χ̃±1 ) and
m(χ̃ 01 ). In fig. (a) the pMSSM models originally sampled are shown. In fig (b), the branching fraction of
the χ̃ 02 → h χ̃ 01 decay is manually set to 100% after which event generation and 1ℓ analysis evaluation
are re-exectued. Only models with a bino-like LSP are shown in both figures.
small. This ultimately results in a low number of events with Higgs boson candidates, causing a
lack of sensitivity in the context of the 1ℓ search.
Even with a sufficiently large electroweakino pair production cross section and at least moderate
BF(χ̃ 02 → h χ̃ 01 ), a sizeable fraction of models turn out to have a relatively high LSP mass of more
than 300 GeV, as shown in fig. 11.5(b). Coupled with an upper bound on the χ̃±1 /χ̃
0
2 masses due to
the pair production cross section requirement, these models thus tend to have comparably small
electroweakino mass differences, resulting in signatures with reduced amounts of EmissT and
softer objects that may not always be reconstructed in the 1ℓ search and therefore contribute to
a reduced sensitivity†.
To illustrate the size of the sensitivity loss due to mixed branching fractions, a sizeable fraction
of the models with a bino-like LSP have been reprocessed with BF(χ̃ 02 → h χ̃ 01 ) fixed to unity,
and BF(χ̃ 02 → Z χ̃ 01 ) consequently set to disappear. The modified models were subsequently
reanalysed with the 1ℓ search. Figure 11.6(b) reveals that significantly more pMSSM models can
be excluded within the simplified model contour when the branching fraction assumptions of
the simplified model are restored. As the next-to-lightest neutralino decay into a Z boson and
an LSP is the competing decay to χ̃ 02 → h χ̃ 01 , statistically combining searches targeting these
decay modes could therefore recover the loss in sensitivity originating from mixed branching
fractions in realistic SUSY models. Likewise, the development of searches targeting both decay
modes at the same time, would also recover the full sensitivity§.
11.4.2 Impact on pMSSM parameters
The impact of the 1ℓ search on the pMSSM parameters relevant to the electroweak sector are
shown in one-dimensional distributions in fig. 11.7. As already discussed in section 11.4.1, the
† See fig. A.1 for an illustration of this kinematic effect.
§ Provided that they are targeted with statistically independent signal regions such that a combined likelihood
can be built.
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Figure 11.7: Bin-by-bin number of excluded models as a one-dimensional function of the pMSSM para-
meters relevant to the electroweak sector. The bin-wise fraction of excluded models, N binexcl/N bintotal, is
shown in the lower pad. All models are evaluated using the simplified likelihood of the 1ℓ search.
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Figure 11.8: Density of the pMSSM model points sampled in the plane spanned by the relic density
and mass of the lightest neutralino. The model points are additionally shown as a function of (a) the
nature of the LSP and (b) the observed CLs value obtained for 139 fb−1 of data using the 1ℓ search. The
horizontal dashed line represents the DM relic density measurement by the Planck Collaboration [47],
interpreted as an upper limit, Ω χ̃h2 < 0.12, such that the lightest neutralino can be a sub-dominant DM
component.
1ℓ search has the largest impact for small values in the bino mass parameter M1, leading to
models with a bino-like LSP when M1 is significantly smaller than M2 and µ. Consequently, the
proportion of excluded models peaks at slightly higher values in the distribution of the wino
mass parameter, i.e. at around |M2 | ≈ 400 GeV. As the search is not sensitive to compressed
scenarios with a higgsino-like LSP, no models with small values in |µ | can be excluded.
Since the pseudoscalar Higgs boson does not directly enter the phenomenology of the models
targeted by the 1ℓ search, only indirect constraints can be set onmA, excluding models across
the full range of themA distribution sampled. A similar behaviour is observed in tan β where
the excluded models have values of tan β spanning the full range from 1 to 60. Likewise, no
direct constraints on the trilinear scalar couplings (At , Ab , Aτ ), and the remaining gluino and
third generation squark mass parameters (M3,mQ̃3 ,mũ3 ,md̃3 ) is observed
†.
11.4.3 Impact on dark matter relic density
The cosmological abundance of the lightest neutralino Ω χ̃h2 as a function of its type and mass
is shown in fig. 11.8(a). The value of the DM relic density measured by the Planck Collaboration
is also given [47]. The Planck measurement is interpreted as an upper limit on the DM relic
density, thus allowing the lightest neutralino to be a sub-dominant DM component.
Some interesting features are worth highlighting in fig. 11.8(a). First, most of the models sampled
with a bino-like LSP overproduce DM and result in a cosmological abundance that is too high. Of
the pMSSM models sampled herein, only models with an LSP containing a considerable wino or
higgsino component consistently satisfy Ω χ̃h2 < 0.12 over a large range of the neutralino mass.
Models with m(χ̃ 01 ) ≃m(Z )/2 can produce especially low values in Ω χ̃h2 as the neutralino can
resonantly annihilate through s-channelZ exchange. This is the so-called Z-funnel, a mechanism
† Illustrated in fig. C.6.
11.5 Discussion 171
that becomes more efficient, the larger the higgsino component of the lightest neutralino is [303].
Likewise, models with a nearly mass-degenerate χ̃±1 χ̃
0
1 pair withm(χ̃±1 /χ̃ 02 ) ≃m(W )/2 can also
produce low relic densities because of χ̃±1 χ̃
0
1 co-annihilation through s-channel W exchange. A
funnel similar to theZ -funnel, but involving s-channel Higgs exchange, exists atm(χ̃ 01 ) ≃m(h)/2.
It requires the χ̃ 01 to have a sizeable bino component [303] and is not visible in fig. 11.8(a) because
models with a bino-like LSP are underrepresented in the relevant mass range.
In practice, the LEP limits† on the chargino mass of m(χ̃±1 ) > 92 GeV [90] rule out models with
|M2 | ≲ 100 GeV and |µ | ≲ 100 GeV, leaving only models with a bino-like LSP in the region with
m(χ̃ 01 ) ≲ 100 GeV. Although models with a bino-like LSP could theoretically produce low χ̃ 01 relic
density values through the Z - and h-funnels, in practice, such models are not sampled herein
due to the sampling technique employed. To further study the impact of the 1ℓ search on models
relevant to the DM phenomenology, i.e. models with a bino-like LSP in the Z - and h-funnels, a
different sampling technique would need to be employed, including experimental constraints in
the sampling priors in addition to specifically oversampling models with a bino-like LSP in the
relevant mass range.
Although of limited use due to the limited number of models in the relevant parameter space, the
impact of the 1ℓ search on the DM relic density can still be investigated with the models available.
Figure 11.8(b) shows the cosmological abundance of the lightest neutralino in dependence of the
its mass. Instead of encoding the nature of the neutralino, the colour now encodes the observed
CLs value obtained by the 1ℓ search. By comparing with fig. 11.8(a), it can be seen that the
majority of bino-like models excluded by the 1ℓ search overproduce DM. Through its limited
sensitivity to some of the models with a wino-like LSP, the 1ℓ search is, however, still able to
exclude some models with a compatible relic density.
11.5 Discussion
Large-scale reinterpretations in high-dimensional SUSY model spaces are crucial in order to
assess the sensitivity of SUSY searches in the context of realistic SUSY scenarios. The evaluation
of signal models at smeared truth-level, in combination with the simplified likelihoods introduced
in chapter 10, offers a computationally efficient and reliable approach for such reinterpretations.
A reinterpretation of the 1ℓ search in a limited number of models sampled from the pMSSM with
a focus on the electroweak sector has been discussed. It revealed that the 1ℓ search is sensitive
to SUSY scenarios beyond the canonical simplified model originally considered. Although with
some caveats, the simplified model phenomenology generally maps reasonably well onto a
portion of the pMSSM parameter space. The 1ℓ search is, as expected, found to be most sensitive
to pMSSM models with wino-like χ̃±1 χ̃
0
2 pair production and a bino-like LSP. Interestingly, some
sensitivity was found towards χ̃±2 χ̃
0
2 pair production in models with a wino-like LSP.
In general, the sensitivity of the 1ℓ search towards pMSSM models is observed to be negatively
impacted by the competing decays χ̃ 02 → Z χ̃ 01 and χ̃ 02 → h χ̃ 01 , breaking one of the main
assumptions of the simplified model. In order to maximise the sensitivity of future searches to
χ̃±1 χ̃
0
2 pair production in more complete SUSY scenarios, it is therefore crucial to target both
† The limit on the chargino mass of m(χ̃±1 ) > 92 GeV considered herein is a conservative lower limit. In a large
region of the phase space, the limits on the chargino mass set by LEP reach as high as 103.5 GeV. The impact
of the chargino mass limit in the Ω χ̃h2–m(χ̃01 ) projection is shown in fig. C.7.
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decay modes at the same time. In searches targeting final states with a lepton, multiple jets and
missing transverse momentum, both the b-jet multiplicity as well as the invariant mass of the
jets originating from the decays h → bb̄ and Z → qq̄ can easily be exploited to develop disjoint†
signal regions targeting both decay modes.
Beyond the combination of single decay modes, it could be worth targeting not only χ̃±1 χ̃
0
2 pair
production, but also χ̃±1 χ̃
±
1 pair production at the same time in a single likelihood function. In the
ATLAS Collaboration, work is for example ongoing to perform a search for electroweakinos in
the 1ℓ final state using dedicated signal regions simultaneously targeting both χ̃±1 χ̃
0
2 →WZ χ̃ 01 χ̃ 01
and χ̃±1 χ̃
±
1 →WW χ̃ 01 χ̃ 01 .
Finally, the impact of the 1ℓ search on the DM relic density was discussed. The parameter
ranges and sampling technique chosen were used to allow the scan to be as general as possible.
For this reason, a large fraction of the models sampled are not directly relevant to the DM
phenomenology. Only a small number of models with a bino-like lightest neutralino are sampled
from the Z - and h-funnel region whereΩ χ̃h2 < 0.12 can be expected to be satisfied for a sizeable
fraction of such models. Outside of these two funnels, models with a bino-like lightest neutralino
satisfying the relic density constraint tend to have a neutralino mass outside of the range that
the 1ℓ search is sensitive to.
In order to be able to further investigate the impact of the 1ℓ search on DM observables, a
different sampling technique would need to be adopted, including experimental constraints
in the sampling priors and oversampling the relevant regions of the parameter space. The
initial sampling of the models, the calculation of their mass spectra and other observables,
and the application of experimental constraints is computationally relatively cheap. Therefore,
oversampling the relevant parameter space with a brute-force method can be a feasible approach.
Machine learning approaches, as for example clustering techniques, can additionally be used to
group models into different phenomenological clusters, possibly allowing to determine refined
parameter ranges to be manually oversampled. Alternatively, active smart sampling approaches
(as opposed to manually determining and oversampling certain parameter ranges) relying on
machine learning methods can be leveraged and are being studied with the aim of improving the
sampling efficiency. For example, to dynamically oversample regions of the parameter space with
rapidly changing phenomenology and, conversely, undersample regions with low experimental
sensitivity or only slowly changing phenomenology§, information geometry methods [305]
relying on the Fisher information matrix to quantise the change in phenomenology can be
exploited [306].
† Building signal regions that are not orthogonal to each other prevents the construction of a combined likeli-
hood and thus does not allow full statistical combination.
§ The formalisation of this problem is in many aspects directly related to the problem of finding an inverse map






This thesis presented a search for direct production of electroweakinos in events with an electron
or muon, missing transverse momentum and a Higgs boson decaying into two b-quarks. The full
dataset of Run 2 of the Large Hadron Collider (LHC), amounting to 139 fb−1 of pp collisions at√
s = 13 TeV, recorded with the ATLAS experiment, was analysed. The search targets a simplified
electroweakino (χ̃±1 χ̃
0
2 ) pair production model with subsequent decays intoW and Higgs bosons
together with two lightest neutralinos (χ̃ 01 ). The χ̃
0
1 is the lightest supersymmetric particle (LSP)
of the model. It is electrically neutral and stable, and could thus be a good candidate for dark
matter (DM). It escapes the detector without leaving a measurable signal, resulting, in general,
in a significant amount of missing transverse momentum that can be triggered on. The search
further targets aW boson decay into an electron or muon with an associated neutrino and a
Higgs boson decay into a pair of b quarks, appearing as b-tagged jets in the detector.
Both the lepton–neutrino and the b-jet pairs offer powerful discriminative handles, exploited
through the use of a number of kinematic observables in order to maximise the signal-to-
background ratio in the phase space targeted. Using a dedicated optimisation procedure, two
sets of signal regions are defined, one targeting generic scenarios for physics beyond the
Standard Model (BSM) (called discovery signal regions), and one optimised for the simplified
model in question (called exclusion signal regions). The exclusion signal regions are designed
to be mutually exclusive through their requirements on the transverse mass (mT) and the
contransverse mass (mCT). Contributions from Standard Model (SM) background processes in
the signal regions originate primarily from tt̄ and single top production, as well asW + jets
processes. They are estimated either with a semi-data-driven technique using dedicated control
regions, or directly using Monte Carlo simulation. A binned likelihood is constructed, statistically
combining all exclusion signal regions into a two-dimensional shape-fit that exploits the varying
shapes of themT andmCT distributions of Supersymmetry (SUSY) signal and SM background
processes. This approach achieves sensitivity to a wide variety of kinematic regimes.
No significant excess has been observed in any of the signal regions, and thus model-dependent
exclusion limits and model-independent upper limits on the visible cross section of BSM pro-
cesses have been derived. Due to the introduction of the two-dimensional shape-fit and the
unprecedented amount of 139 fb−1 of pp collision data analysed, the model-dependent exclusion
limits set by previous searches targeting the same simplified model can be significantly extended.
For a massless LSP, χ̃±1 /χ̃
0
2 masses up to 740 GeV can be excluded at 95% CL. In the case of a
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heavier LSP with m(χ̃ 01 ) ≈ 250 GeV, the limits on the χ̃±1 /χ̃ 02 masses weaken to about 600 GeV.
At the time of writing, the limits obtained by this search are the most stringent constraints
on χ̃±1 χ̃
0
2 pair production set by ATLAS in the context of the simplified model considered [88].
The model-independent 95% CL upper limits on the visible cross section of BSM processes vary
between 0.26 fb and 0.11 fb, depending on the signal region considered.
The absence of physics beyond the SM in the Run 2 dataset of the LHC in the search presented
herein, is in line with the results of other SUSY searches performed by ATLAS and CMS. While
the existence of gluinos and squarks at the 1 TeV-scale was already severely challenged by
the end of Run 1 of the LHC, the limits on electroweakinos and sleptons were, in general,
weaker because of their smaller production cross sections [307, 308]. Due to the large integrated
luminosity available through the Run 2 dataset, and the improved analysis techniques and
strategies developed over the last years, the limits on electroweakinos and sleptons are also
significantly increasing, and in some cases start to approach the 1 TeV mark [88, 256].
Given these constraints, it might be tempting to discard the existence of SUSY at the LHC
altogether. Such conclusions would, however, be drawn much too early. On the one hand,
139 fb−1 of pp collision data only corresponds to a fraction of the total integrated luminosity the
LHC is designed to deliver. By the end of the lifetime of the high-luminosity LHC upgrade, a
projected amount of 3000 fb−1 [121] will have been delivered to the particle physics experiments.
Many natural supersymmetric scenarios not accessible with the Run 2 dataset using today’s
analyses, will hence only come into reach in the upcoming runs of the LHC. Moreover, by treating
the Minimal Supersymmetric Standard Model (MSSM) as an effective theory, natural scenarios
with SUSY particles in the multi-TeV range can be obtained [309]. On the other hand, most
limits derived by SUSY searches assume specific simplified models and are thus only valid in the
context of the assumptions made in these models. In any realistic SUSY scenario, assumptions
like 100% branching ratios or small sets of participating, non-decoupled supersymmetric particles
are, however, most likely not exactly fulfilled. Thus, simplified model limits can in general not
be trivially interpreted as the true underlying constraints on the respective parameters of a
realistic SUSY scenario.
Due to the rapidly changing landscape of models for physics beyond the SM and the limited
scope of parameter limits quoted by the experiments, reinterpretations of searches for supersym-
metry are highly desirable and see significant interest from both the experimental and theory
communities. With this in mind, the search for SUSY presented herein was implemented to be
fully reinterpretable in the light of new BSM models. This is achieved by using the Recast [260]
cyber-infrastructure, relying on containerised workflows orchestrating parametrised job tem-
plates. Additionally, the full likelihood of the search was made publicly available in a readily
available format, allowing it to be incorporated in a number of reinterpretation efforts outside
of ATLAS [273, 274].
Large-scale reinterpretations in high-dimensional model spaces are especially interesting, but
computationally extremely challenging, and thus require suitable approximations. In this thesis,
a method to generically approximate the likelihoods of SUSY searches using binned distributions
was introduced, and subsequently validated using a selection of ATLAS searches for SUSY. The
search previously presented was reinterpreted in the phenomenological Minimal Supersymmet-
ric Standard Model (pMSSM), a 19-dimensional parameter space containing more realistic SUSY
scenarios (compared to simplified models). Due to the assumption of 100% branching fractions
not being satisfied in many of these more complete SUSY scenarios, the sensitivity of the 1ℓ
177
search was found to be noticeably reduced. Although a small fraction of models sampled could
still be excluded, these results illustrate that it could be worth designing searches to be sensitive
to several, complementary decay modes.
The impact of the 1ℓ search on the electroweakino masses in the phenomenological Minimal
Supersymmetric Standard Model (pMSSM) was investigated, revealing some sensitivity to χ̃±2 χ̃
0
2
production with a wino-like LSP, in addition to sensitivity towards models phenomenologically
close to the simplified model originally considered. Furthermore, the impact of the 1ℓ search on
the DM relic density was discussed. While no conclusive statement could be made for models
with a bino-like χ̃ 01 because of the limited number of such models sampled in the relevant
parameter space, some models with a wino-like χ̃ 01 with cosmological abundance satisfying the
Planck constraint could still be excluded.
Although hopes of quickly finding supersymmetric particles with the LHC have not materialised,
there is still a possibility of finding hints for physics beyond the SM in the collision data recorded
by the LHC experiments. Considerable regions of the parameter space of realistic SUSY scenarios
are still largely unconstrained and offer ample space for SUSY to hide in. In order to provide a
comprehensive overview of the constrained parameter space, it is not only important to optimise
searches to be sensitive to the complex phenomenology of realistic supersymmetric scenarios,
but also to design the searches to be systematically reinterpretable, especially in light of more
complete and realistic scenarios drawn from a high-dimensional parameter space. After all,
searches for BSM physics are the tools that shine a light on the otherwise dark landscapes of the
parameter spaces of BSM theories. Allowing these tools to be reusable significantly increases
the area of parameter space they can shine a light onto, and hence significantly increases the







This appendix provides additional analysis material for the 1ℓ search presented in part II.
A.1 Kinematic distributions
Figure A.1 illustrates the dependence of the distributions of relevant kinematic observables on
the electroweakino mass scale and the mass difference between the electroweakinos. In the
plots on the left column of fig. A.1, onlym(χ̃±1 /χ̃ 02 ) is varied whilem(χ̃ 01 ) is kept to be massless.
On the right-hand side of fig. A.1,m(χ̃±1 /χ̃ 02 ) is fixed at 450 GeV, whilem(χ̃ 01 ) is varied. As can
be observed, model points with increasing χ̃±1 /χ̃
0
2 mass show increasing values in kinematic
observables like EmissT ,mT,mCT and the pT of the lepton. Model points with increasingly small
electroweakino mass differences tend to exhibit less EmissT and overall softer objects (as e.g. more
events with leptons with relatively low pT).
A.2 Signal region optimisation
A.2.1 Raw results from N-dimensional scan
Figure A.2 shows preselection plots of the additional kinematic observables used during the
N -dimensional cut scan in chapter 5.
Figure A.3 illustrates the results of the N -dimensional cut scan for all benchmark signal points
considered. As in chapter 5, three different uncertainty configurations are used for computing
the significance ZB, and all values are computed for the two statistically independent subsets of
the Monte Carlo (MC) datasets used during the N -dimensional scan. This approach allows to
gauge the impact of statistical fluctuations on the cut combinations tested.
By choosing a well-performing cut combination for each benchmark point, the optimised
selections in figs. A.4 to A.9 are found after a round of N–1 plots. As discussed in section 5.2.2
the optimal cut combinations for each benchmark point are consolidated into multiple signal
regions (SRs) designed to be sensitive to different kinematic regions of the model parameter
space.
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Figure A.1: Dependence of some of the kinematic observables on the χ̃±1 /χ̃
0





χ̃ 01 mass differences (right). The simulated SM backgrounds are stacked on top of each other and sum-
marised in a single ‘SM’ histogram. Distributions from representative signal models with the quoted
mass parameters are overlaid. In order to emphasise the shape differences, both total background and
signal distributions are normalised to unity. A preselection requiring a lepton, at least two jets and
EmissT > 100 GeV is applied.
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Figure A.2: Distributions of the additional observables used during the signal region optimisation. The
simulated SM backgrounds are stacked on top of each other, and distributions from representative signal
models with the quoted mass parameters are overlaid. In order to emphasise the shape differences, both
total background and signal distributions are normalised to unity. A preselection of a lepton (electron
or muon), at least two jets and EmissT > 100 GeV is applied.






















2 4 6 8 10 12 14 16
Expected number of signal events (train)
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events





















4 6 8 10 12 14
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events






















4 6 8 10 12 14 16
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events























10 20 30 40
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events























10 20 30 40 50
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events























0 20 40 60 80
Expected number of signal events
√
s = 13 TeV, 139 fb−1


















ZB (MC stat ⊕ 30
Background events
(f)m(χ̃±1 /χ̃02 ),m(χ̃01 ) = 300, 150 GeV
Figure A.3: Results of the N -dimensional cut scan for all benchmark points. The binomial discovery
significance ZB is plotted against the signal efficiency for varying uncertainty configurations. Addition-
ally, the expected SM background rates are shown, including statistical uncertainties for one of the two
statistically independent samples (shaded area). The solid and dashed lines represent the two statistically
independent subsets that the MC datasets are split into.

















































































































































































 800, 0Signal 1:
Figure A.4: N–1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (800 GeV, 0 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.














































































































































































 800, 150Signal 1:
Figure A.5: N-1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (800 GeV, 150 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.

















































































































































































 800, 250Signal 1:
Figure A.6: N–1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (800 GeV, 250 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.














































































































































































 600, 300Signal 1:
Figure A.7: N–1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (600 GeV, 300 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.





















































































































































































 400, 200Signal 1:
Figure A.8: N-1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (400 GeV, 200 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.





















































































































































































 300, 150Signal 1:
Figure A.9: N–1 plots for the chosen cut combination for the (m(χ̃±1 /χ̃ 02 ),m(χ̃ 01 )) = (300 GeV, 150 GeV)
signal point. The shaded region includes MC statistical as well as 30% systematic uncertainties (added in
quadrature) on the background. The significance is computed using the binomial discovery significance
using the uncertainty on the background.
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A.2.2 Impact ofmℓb1
As discussed in section 4.6, the distribution of mℓb1 has a kinematic endpoint at about 153 GeV
for tt̄ and single top production events where the lepton and leading b-jet originate from the
same top quark decay. In the SUSY processes considered, mℓb1 depends on the mass-scale of
the electroweakinos pair-produced, and thus offers especially good discriminative power in the
high electroweakino mass regime targeted by SR-HM.
Figure A.10 illustrates the impact of adding a requirement ofmℓb1 > 120 GeV in SR-HM, revealing
a noticeable increase in sensitivity towards high electroweakino masses. Studies have shown
that the addition of mℓb1 > 120 GeV to the remaining signal regions does not improve the
sensitivity further.
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Figure A.10: Comparison of dif-
ferent shape-fit configurations, il-
lustrating the sensitivity increase
achieved through a requirement on
high mℓb1 values in SR-HM on top
of the two-dimensional shape-fit in
mT and mCT. All exclusion limits
shown are expected limits at 95%
CL, using MC statistical and 30% sys-
tematic uncertainties. Background
estimation in the signal regions is
taken directly from MC for all SM
backgrounds.
A.3 Background estimation
The signal contamination in all validation regions is shown in fig. A.11. In the VR-off regions
the maximum signal contamination is found to be about 7%–13%, depending on the requirement
on mT. In the VR-on regions, the maximum signal contamination amounts to about 5%–14%,
depending again on themT-bin.
A.4 Summary of results of ATLAS searches for SUSY
Figure A.12 provides a comprehensive summary of current results of ATLAS searches for SUSY.
The limits on the sparticle masses set by different searches in various models and signatures are
given.
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Figure A.11: Signal contamination (shown on the z-axis) for all validation regions (VRs) throughout
the signal grid. The space between the signal points (indicated by the black circles) is interpolated using
Delaunay triangles.





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The following sections provide additional material on the approximations made in the context of
the simplified analysis used throughout part III of this thesis. The simplified analysis is composed
of truth-level analysis using smeared truth MC datasets, and the simplified likelihood for the
statistical inference.
B.1 Truth smearing
The estimated event rates in the exclusion signal regions at truth-level before and after truth
smearing are compared with the reconstruction-level event rates in figs. B.1 to B.3. Each one
of the 125 signal points from the simplified model signal grid corresponds to one point in
the scatter plots. The error bars correspond to the MC statistical uncertainties at truth- and
reconstruction-level.
The smearing significantly improves the agreement between truth- and reconstruction-level
event rate estimates in all signal region bins. While the lepton reconstruction and identification
efficiencies are crucial to provide a good agreement between truth- and reconstruction-level
distributions down to the lower bounds of 7 GeV and 6 GeV used for electrons and muons,
respectively, the flavour-tagging efficiencies provide the overall agreement in normalisation
(since all signal regions require exactly two b-tagged jets in the final state).
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Figure B.1: Comparison of the event rates at truth- and reconstruction-level before (left) and after
(right) truth smearing in SR-LM. From top to bottom, the low, medium and high mCT bins are shown.
Every single point in the scatter plots represents a single signal model considered in the 1ℓ analysis.
Uncertainties include only MC statistical uncertainties.
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Figure B.2: Comparison of the event rates at truth- and reconstruction-level before (left) and after
(right) truth smearing in SR-MM. From top to bottom, the low, medium and high mCT bins are shown.
Every single point in the scatter plots represents a single signal model considered in the 1ℓ analysis.
Uncertainties include only MC statistical uncertainties.
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Figure B.3: Comparison of the event rates at truth- and reconstruction-level before (left) and after
(right) truth smearing in SR-HM. From top to bottom, the low, medium and high mCT bins are shown.
Every single point in the scatter plots represents a single signal model considered in the 1ℓ analysis.
Uncertainties include only MC statistical uncertainties.
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B.2 Simplified likelihood results
Figures B.4 and B.5 highlight the limitations of the simplified likelihood approach using the
ATLAS compressed and stop searches, discussed in section 10.5.
Figures B.6 and B.7 directly compare the expected and observed CLs values obtained using
both likelihood configurations for each ATLAS SUSY search considered. Both linear- and log-
scale representations are shown, revealing that the simplified likelihood tends to lead to good
agreement in the CLs values around 0.05, while slightly overestimating sensitivity in the region
with CLs ≪ 0.05, where signal models are in any case being excluded.
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Figure B.4: The contours obtained with the full and simplified likelihoods of the ATLAS compressed
search [91] are shown with the problematic signal regions (a) included in the simplified likelihood and
(b) removed from it. A noticeable improvement in agreement between the two likelihoods is observed
after removing the signal regions responsible for the instabilities discussed in section 10.5.
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(b) Vetoing signal contamination in CRs
Figure B.5: Contours obtained with the full and simplified likelihoods of the ATLAS stop search. In
fig. (a) the simplified likelihood is also applied on signal points with m(t̃1) < m(χ̃ 01 ) + m(t), where
significant signal contamination in the control regions (CRs) occurs. In fig. (b), such signal points are
removed and thus not evaluated using the simplified likelihood.
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(b) ATLAS sbottom search [289]
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(d) ATLAS stop search [290]
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(f) ATLAS 2ℓ search [256]
Figure B.6: Scatter plots comparing the observed and expected CLs values obtained using the simplified
and the full likelihoods for the same set of signal models originally considered in the various ATLAS
SUSY searches. Both linear and logarithmic scale representations are shown on the left- and right-hand
side, respectively, illustrating the full range of CLs values. Apart from the scales, the left-hand and right-
hand plots in each row do not differ from each other.
B.2 Simplified likelihood results 201
















Ls s=13 TeV, 139 fb 1
Expected CLs
Observed CLs


































Ls s=13 TeV, 139 fb 1
Expected CLs
Observed CLs
(b) ATLAS direct stau search [288]
















Ls s=13 TeV, 139 fb 1
Expected CLs
Observed CLs


































Ls s=13 TeV, 139 fb 1
Expected CLs
Observed CLs
(d) ATLAS 3ℓ search
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(f) ATLAS compressed search [91]
Figure B.7: Scatter plots comparing the observed and expected CLs values obtained using the simplified
and the full likelihoods for the same set of signal models originally considered in the various ATLAS
SUSY searches. Both linear and logarithmic scale representations are shown on the left- and right-hand
side, respectively, illustrating the full range of CLs values. Apart from the scales, the left-hand and right-
hand plots in each row do not differ from each other.

Appendix C
Reinterpretation in the pMSSM
The following sections provide supporting material for the reinterpretation of the 1ℓ search in
the pMSSM, discussed in chapter 11.
C.1 Further validation of the simplified likelihood
Figure C.1 compares the observed CLs values obtained for the pMSSM models using the various
likelihoods of the 1ℓ search discussed throughout part III. In general, the observed CLs values
from the simplified likelihood are closer to those obtained using the full likelihood, than the
ones obtained using the single-bin likelihood (built using the discovery signal regions).
Although revealing a good agreement, the CLs values naturally do not exactly match. For this
reason, the simplified likelihood can only be used for models with observed CLs moderately far
away from the exclusion boundary at 0.05. Models with a CLs value too close to 0.05 require
an evaluation using the full analysis precision. Compared to the approach using the discovery
signal regions, the benefit of the simplified likelihood is that, due to the improved agreement in
observed CLs , the interval around CLs = 0.05 defining models to be evaluated using the full
likelihood can be chosen to be significantly narrower. Ultimately, this approach thus allows for
more efficient pMSSM scans with smaller fraction of models requiring full analysis precision.
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Figure C.1: Observed CLs values obtained
for all pMSSM models sampled for different
likelihood configurations of the 1ℓ search. In
green, the simplified likelihood discussed in
chapter 10 is compared with the full analysis
likelihood. In purple, the single-bin likelihood
configuration using the discovery signal re-
gions is compared with the full likelihood.
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C.2 Phenomenology of the LSP
Figure C.2 shows the LSP type as a function of the pMSSM parameters M1, M2, µ and tan β .
Models with |M1 | ≪ |M2 |, |µ | tend to have an LSP with dominant bino component, while
models with |M2 | ≪ |M1 |, |µ |, have an LSP that is mostly wino-like. Similarly, models with
|µ | ≪ |M1 |, |M2 | have mostly higgsino-like LSPs. The parameter tan β does not have a large
impact on the LSP type within the ranges sampled.
Figure C.3 shows the fraction of models excluded by the 1ℓ search in different two-dimensional
projections on the electroweakino masses. Models with a bino-like LSP tend to have nearly
mass-degenerate χ̃±1 and χ̃
0
2 and are thus close to the canonical simplified model considered
in the search. Models with a wino-like LSP have nearly mass-degenerate χ̃±1 and χ̃
0
1 . In such
models, the 1ℓ search can be sensitive to χ̃±2 χ̃
0
2 production.
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Figure C.2: Phenomenology of the LSP as a function of two-dimensional projections of the pMSSM
parameter space. Each point in the plots corresponds to a unique pMSSM model sampled. The colour
codes the nature of the LSP using the definitions introduced in section 11.3.
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Figure C.3: Bin-by-bin fraction of excluded models as a two-dimensional function of the relevant
sparticle masses. Only pMSSM models with a bino-like (wino-like) LSP are shown on the left (right).
The numbers in the bins correspond to the total number of models sampled falling into the respective
bin. The bin-wise fraction of models excluded by the 1ℓ search is encoded with a colour bar ranging
from 0 to 1. Where all models in a given bin are excluded, the bin is coloured in black. Bins without any
models excluded are left white. Models are evaluated using the simplified likelihood of the 1ℓ search. If
applicable, the simplified model contour is shown in orange.
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C.3 Model properties
As illustrated in fig. C.4, the couplings of the χ̃ 02 to the Higgs boson are suppressed by powers of
|µ |/M2 in the wino-like and bino-like scenarios [302], meaning that the branching fraction of
χ̃ 02 → h χ̃ 01 takes on reasonably high values only in models with an LSP that is nearly pure bino.
Figure C.5 shows the compressed mass spectrum of a representative pMSSM model point with
higgsino-like χ̃ 01 , a model that the 1ℓ search is not expected to be sensitive to.










































Figure C.4: Density of the pMSSM models projected onto the plane spanned by BF(χ̃ 02 → h χ̃ 01 ) and (a)



























Figure C.5: Mass spectrum of a pMSSM model
with higgsino like lightest electroweakinos.
The branching fractions of the different decays
are indicated through the width and and grey-
scale colour (pure black being 100%, pure white
being 0%) of the arrows. Branching fractions
below 10% are suppressed for the sake of visib-
ility. Figure generated using pyslha [92].
C.4 Impact of the 1ℓ search on the pMSSM parameters
In fig. C.6, the impact of the 1ℓ search on the remaining pMSSM parameters sampled, not already
shown in section 11.4.2, are provided. As before, the full set of models evaluated with the 1ℓ
search is shown as black line, while the bin-wise number of models excluded by the search are
indicated with the blue histogram. An additional pad indicates the bin-wise fraction of models
excluded.
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Figure C.6: Bin-by-bin number of excluded models as a one-dimensional function of the remaining
pMSSM parameters not already shown in fig. 11.7. The bin-wise fraction of excluded models, N binexcl/N bintotal,
is shown in the lower pad. All models are evaluated using the simplified likelihood of the 1ℓ search.
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C.5 Impact of the 1ℓ search on the dark matter relic density
Figure C.7 compares the density of pMSSM models in a two-dimensional projection on the
Ω χ̃h
2–m(χ̃ 01 ) plane before and after the conservative Large Electron Positron (LEP) constraint on
the chargino mass ofm(χ̃±1 ) > 92 GeV [90] is applied. Only models with a bino-like LSP provide
a light LSP with mass below 102 GeV after the LEP constraint. In order for the Z- and h-funnels
to become visible, i.e. for there to be a sizeable number of models with a light bino-like LSP and
Ω χ̃h
2 < 0.12, the region withm(χ̃ 01 ) < 102 GeV would need to be oversampled. Due to the lack
thereof within the scope of this thesis, only a small number of such models are sampled and
subsequently evaluated using the 1ℓ search.
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(b) With LEP constraint
Figure C.7: Density of the pMSSM model points sampled in the plane spanned by the relic density and
the χ̃ 01 mass. The model points are additionally shown as a function of the nature of their χ̃
0
1 . In fig. (a)
all pMSSM models originally sampled and evaluated are shown. In fig. (b), only models satisfying the
constraint m(χ̃±1 ) > 92 GeV set by LEP [90] are shown. The horizontal dashed line represents the DM
relic density measurement by the Planck Collaboration, interpreted as an upper limit such that the χ̃ 01
can be a sub-dominant DM component.
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