Abstract
Introduction
Due to the rapid development of computer technology, the study in simulation of engineering problem by the way of high-performance computer in full swing, it is because: on the one hand, computer simulation has been obtained numerous information which is difficult for actual experiment to obtain; On the other hand, the development of parallel computing for improving reliability validation theory provides a good condition. Finite element method, molecular dynamics method, and artificial neural network are commonly used in computational science, and based on these research methods, a large number of valuable results have obtained.
Computer simulation is a system running on computer according to the research of system models, which is hardly affected by the limits of time and space, and the experimental conditions, so it has great flexibility and randomness. However, with the From the hardware architecture, GPU clusters can generally be divided into two kinds: one is installing multiple GPUs on a single computer, which is generally called the Multi-GPU architecture. Another one is each computing node connected by Ethernet and one GPU or more GPUs installed on each computing node, which is generally referred to as Multi-CPU and Multi-GPU clusters (shown in Figure 1 ). The GPU clusters used in this paper is Multi-CPU and Multi-GPU cluster. This method can be regarded as an extension of the original CPU clusters. In other words, GPU is installed on each node of the original CPU clusters to speed up the calculation. Within each node, GPUs are connected with main memory through PCI-e bus, and some computing nodes are connected by Ethernet [1] .
The architecture of Multi-CPU and Multi-GPU allows the extension between nodes and nodes, namely the calculation ability of each node can be increased by increasing the number of GPUs in a node, and it can also connect more nodes on the cluster to improve the computing power of the cluster [2] . Whether computing power or scalability, this kind of cluster is much stronger than the Multi-GPU cluster. Of course, the complexity of the architecture of this kind of cluster makes programming on it more difficult than on the Multi-GPU cluster.
The Programming Model on GPU Heterogeneous Clusters

Figure 2. Schematic Diagram of MPI+CUDA Parallel Programming Model
Since the CUDA released by NVIDIA in 2006, MPI+CUDA has become the mainstream of programming models on CPU+GPU heterogeneous clusters. Figure 2 is a simple MPI+CUDA parallel programming model schematic (with two nodes as an example), the main calculation is the need to use the GPU to accelerate parallel tasks [3] .
In the MPI+CUDA parallel programming model, data partitioning and data transfer tasks are accomplished by MPI, and the CUDA is used to accomplish the large amount of computation in the program. CUDA can make full use of GPU's high concurrent computing power, which accelerates the main calculation parts of the program and improves the execution performance of the cluster. During the execution of the program, MPI is initialized, and when using GPUs for large-scale parallel computing, the MPI process initializes the CUDA and GPU devices , and copies the required data to the memory of GPUs to execute, and MPI is used to complete the communication such as data partitioning, data distribution, data transfer, and data collection [4] .
The design of programs on GPU heterogeneous clusters
Figure 3. Schematic Diagram of Task Channel Model
It is feasible to use task/channel model [5] to design programs on CPU+GPU clusters. This model expresses parallel computing as a series of tasks and the communication between tasks completed by using channels. Here, the task consists of a program in which each parallel unit needs to execute in a parallel way, the local data of each calculation unit and the I/O of corresponding units. Among them, the local data includes the program instructions of local calculation and the data used to computation. A task can communicate with other tasks through the I/O ports, on the contrary, this task can also receive the data sent by other tasks through the I/O ports. The whole calculation process is expressed as a directed graph (shown in Figure 3 ). Among them, the task is expressed as a vertex and the communication channel is expressed as a directed edge.
Channel can be regarded as a message queue, and connects the input and output ports of the two tasks. The data appears in the output and the input port in a way of queues. Obviously, if a task want to receive data from one end of the channel, it must wait until the task which is at the other end of the channel sends data. If a task continues to execute only after receiving the data needed, it must wait until the data appears, then continues to execute the next step. At this point, the task receiving data is at the blocking state [6] . Conversely, even the task sent by a certain channel is not accepted, the task sending messages will not be blocked. In a word, in a task/channel model, receiving is a synchronous operation, and sending is an asynchronous operation. For the MPI communication on GPU clusters, the operations of MPI on CPUs is same, namely, the receiving operation of MPI is synchronous and sending is asynchronous. In this model, local access to private data has great differences with non-local access occurring in the channel, namely the MPI communication on CPUs and the memory I/O operations on GPUs are two asynchronous processes which are mutually independent and have no interference with each other. This model can use the efficiency of accessing memory efficiently on GPUs better. According to the task/channel model, the development of parallel programs on CPU+GPU heterogeneous clusters can be divided into three processes: partition, communications and mapping. And the data partitioning strategy based on learning proposed in this paper is mainly aimed at the data partitioning and mapping process.
Data Partitioning Strategy of GPU Heterogeneous Clusters Based on Learning
The Description of the Learning Process
It is impossible for a single computer to complete complex calculation process, so only relying on powerful parallel computing clusters can scientists ''predict'' earthquake, weather and so on. In parallel computing, the division is a process of partitioning data and calculations. A good data partitioning method should be able to assign computing tasks to different nodes according to different computing ability of each node. In theory, the optimal partition should be a partitioning scheme in which all computing nodes can complete tasks at the same time. Of course, due to the calculation ability of each node and the situation where other users consume computing resources, as well as that each task is difficult to accurately estimate the amount of calculation, so, the optimal partitioning scheme is difficult to achieve. While a solution can be achieved, which is as close as possible to the optimal partitioning scheme to reduce the idle time of computing nodes and realize the load balance between nodes as much as possible.
In the process of data partitioning, there are two methods: one takes data as the center and others take calculation as the center. Because GPU is good at achieving parallel computing tasks which can process large amount of data, so in the same calculation algorithm, the amount of calculation is proportional to the amount of data. Therefore, to a certain extent, the amount of data can be used to judge the amount of calculation. This paper uses a method which takes data as the center and estimates the amount of calculation through the amount of data [7] . In the process of data partitioning, the tasks with large quantity of data will be assigned to the nodes with powerful calculation ability and the tasks with small quantity of data will be assigned to the nodes with weak calculation ability, which makes almost all tasks be completed at the same time and achieves load balance among nodes as much as possible.
The simplest data partitioning way on a cluster is even partition, namely, each node is assigned with same computational tasks. This partitioning method is simplest and most effective for homogeneous clusters, but for heterogeneous clusters, the computing capacity may vary considerably among nodes, which will lead to great uneven load on the cluster. For the GPU cluster, the computing capacity of different GPUs is also various widely. For example, it is estimated that the calculation ability of Kepler GPU is as roughly 3-4 times as the one of Fermi GPU. Thus, the load imbalance phenomenon brought by this even partition on heterogeneous clusters will be more obvious.
This paper uses a data partitioning strategy based on learning, its core idea is: after each node completes the calculation, it calculates the computing capacity of this node according to the amount of calculation assigned to this node and the time used by this node, and the computing capacity of all nodes will be used as the basis of next data partitioning. Under normal circumstances, after many iterations of the process, the strategy can estimate the computing capacity of all nodes on GPU heterogeneous clusters more accurately.
Here, this paper takes two GPU nodes as an example to state the process of the data partitioning strategy in detail:
We assume the two nodes as GPU0 and GPU1 respectively and divide tasks when making calculation for the first time, and the time used by the two nodes is 
During the second data partitioning, the data is distributed in accordance with the circumstances of the first execution time, and the proportion of the amount of tasks distributed to the two nodes is 2 1 / p p . After the two nodes complete the task, the calculation time of the two nodes will be calculated which is named as 
. Now we can get:
After the second run, the proportion of the latest computing capacity of GPU1 and GPU2 will be calculated depending on the weighted average between the completed amount of the previous two tasks and the execution time. The proportion is:
We regard the proportion as the basis of next data partitioning. As a result, we can analogize the weighted value of the proportion of the computing capacity of the two GPUs after n times calculation, and can obtain the proportion of data partitioning of the 1  n times by the execution time of the previous $n$ times calculation: After the completion of each task, the computing capacity of each node will be calculated according to the equation (5), and it will be regarded as the basis of next data partitioning. In equation (5), d represents the proportion of the tasks obtained by the GPUs and t represents the time of each calculation. Therefore, the error of the computing capacity of nodes calculated by equation (5) The difference between M and T is the error of every time estimating the time of the computing capacity of nodes.
In the process of each task execution, the execution can't be completely proportional to the amount of data (for example, in the process of matrix partitioning, the sparse and dense degree of partitioned matrix could not be absolutely same. So, the amount of computing tasks about matrix which each node obtains through partition can't be completely proportional to the amount of data about partitioned matrix obtained by data partitioning). As a result, the amount of computation which is judged according to the amount of data M exists error unavoidably. But each error is produced by randomness, so after tasks have been executed for infinite times, the total number of tasks assigned to each node and the one of data are same, that is:
Namely, as the iteration times of this process becomes more, the error of the assessment for the computing capacity of all nodes becomes smaller. After tasks have been executed for infinite times, the assessment for the computing capacity of all nodes should converge to the actual computing capacity.
The data partitioning algorithm based on the above strategy is an ideal way for single user clusters, but for multi-user clusters, there are still some shortcomings. When a cluster is in a state where multi-user and multitask are concurrently executed, the computing tasks of a user cannot monopolize the computing resources of the cluster. So, at this point, because the computing resources of some nodes may be taken up much by the computing tasks of other users, if data is still partitioned based on the computing capacity of the cluster, these nodes will spend more time in completing tasks divided at this time, which results in uneven load among nodes.
As users occupy the cluster continuously, namely in the period of executing the last task, if other users has occupied some computing nodes of the cluster, it is likely that the nodes will still be occupied when executing this task. Therefore, for this kind of problem, this paper assigns larger weighted value to the computing capacity of nodes obtained at the latest computing tasks. That is, we think that when the cluster completes the last computing task, other users occupy the same computing resources as they do at this computation. As a result, when assessing the weighted value of the computing capacity of nodes, assigning lager weight to the last calculation results will eliminate the effects which the computing tasks of other users under the situation of multi-user have on the balance of data partitioning on the cluster.
Thus, after finishing calculation for n times, we can get that the computing capacity of the ith node which is:
Where,  is the weighted value of the last computing results.
For this kind of data partitioning strategy based on learning, if the calculation whose type is same is consecutively executed (for example, all of them are the matrix multiplication), the proportion of data partitioning can converge to the computing capacity of nodes by a very small number times of iterations, thus it can provide guidance for later data partitioning. While for the calculation whose type is different (for example, the matrix multiplication of fixed-point numbers and floating-point numbers), the computing core of each node is different, and different computing cores may make special optimization for different calculation, so the algorithm in this strategy needs more times of iterations to converge, but after making multiple computations to get the weighted average, we can also obtain the data partitioning conditions which conforms comparatively to the computing capacity of nodes.
In the iterative process of the strategy, there are some special operations (such as calculating the multiplication of sparse matrix on some nodes) which could damage the weighted results [9] . As the computing amount of the sparse matrix is far less than the one of the normal matrix, so the computing results will have adverse effects on the results of the overall weight. But because the iterative process will be executed for multiple times, the adverse effects will be diluted in the process of executing the algorithm in this strategy for multiple times. Therefore, this paper considers that a small number of special operations will not cause significant impact on data partitioning. for j = 1 to n-1 8:
The Implementation of Data
alltime = alltime + t[i,j] //In the actual process, θ=0.6 is ok 10: 
Test and Result Analysis
The algorithm of data partitioning based on learning proposed in this paper and corresponding runtime library will be tested through the matrix multiplication, and the test results will be analyzed. The test platform is a SMP cluster and the GPU server nodes will be used in this paper. The GPU server contains two GT200 series hardware cores, both for NVIDIA GTX 295 graphics and a dual-core Intel E7400CPU. Hardware test platform also includes a PC server equipped with GeForce8800GTS graphics card which belongs to NVIDIA G80 series, and a dual-core Intel E4500 CPU. The specific hardware platform and software environment are shown in Table 1 and 2.
The Implementation of Data Partitioning Strategy
This paper uses the two-dimensional matrix multiplication to test the various modules and their performance in the runtime library implemented in this paper. In order to test the modules in runtime library, this paper adopts the standard two-dimensional matrix multiplication, but doesn't use the commonly used optimization algorithms (such as: Strassen algorithm, etc.), however they use the most primitive one-way block algorithm. Using this way is to observe intuitively the way of data partitioning and guarantee optimization under the condition of load balancing. The classical methods of matrix multiplication is shown in Figure 5 . Matrix A is divided into three pieces which respectively are computed by GPUs on the two nodes. After the calculation is finished, the three parts of matrix C will be compounded to generate a complete matrix C.
In the process of test, this paper respectively uses four different matrices with the size of 512*512, 1024*1024, 1536*1536, 2048*2048 to calculate, and the execution time is shown in Figure 6 . When calling the data partitioning algorithm proposed in this paper and its runtime library, as well as the first task completed, the optimization module will estimate the computing power of each node and data partitioning according to the results of the first round execution. The actual test results show that the algorithm of data partitioning proposed in this paper and corresponding runtime library improves significantly the execution performance of the whole cluster. Figure 7 shows that, after 3 times calculation, the algorithm of data partitioning proposed in this paper can divide roughly the data according to the computing power of each GPU node. 
Related Work
In order to use the computing resources reasonably and compute efficiently, there are a lot of research on CPU/GPU heterogeneous clusters and load balancing. In paper [11] , they propose the idea of query-aware data stream partitioning and it allows us to climb the performance of streaming queries in close to linear fashion. The stream partitioning mechanism includes two main components. The first component is a query analysis framework for determining the optimal partitioning for a given set of queries. The second component is a partition-aware distributed query optimizer that transforms a plan. They also demonstrate their partitioning approach by running sets of streaming queries of various complexities on a small cluster of processing nodes that use high-rate network data streams. They put forth a significantly new approach [12] to enhance the timing predictability of multicore architectures aimed at task migration in embedded environments. This paper regards task migration as a key contributor for unpredictability in determining WCET bounds of real-time tasks on multicore architectures. This paper proposes two schemes of push-assisted cache-to-cache migration in multicores as a means to diminish the dilation introduced by the target warm-up overhead. The first scheme, a hardware scheme replicating cache context of the task onto the target L2 cache, reduces dilation in execution time to less than a percent for the majority of simulated tasks. Our second scheme extends software support by a hardware scheme so that developers may specify address ranges associated with the task. In paper [13] , the authors discuss a method that can dispatch the appropriate tasks to each node to achieve load balancing. They assume that each node has an initial capability of hyper computing, according to number of completed tasks in each cycle; this capability of each node will be updated dynamically. They will also show that how the tasks resend when some nodes disconnect to improve the system's reliability. In our experiments, the load of each computing node can be balanced within a few minutes, and if some nodes disconnect, the computing tasks can be completed normally. They present dJay [14] , a utility-maximizing cloud gaming server that dynamically tunes client GPU rendering loads in order to ensure all clients get satisfactory frame rate, and provide the best possible graphics quality across clients. Their results show that when compared to a static configuration, they can respond much better to peaks and troughs, achieving up to four times the multi-tenant density on a single server while offering clients the best possible graphics quality. In paper [15] , the authors present a high performance multi-GPU merge sort algorithm that solves the problem of sorting data distributed across several GPUs. The merge sort algorithm first sorts the data on each GPU using an existing single-GPU sorting algorithm. Then, a series of merge steps produce a globally sorted array distributed across all the GPUs in the system. The merge phase is enabled by a novel pivot selection algorithm that ensures that merge steps always distribute data evenly among all GPUs. The authors also present the implementation of their sorting algorithm in CUDA, as well as a novel inter-GPU communication technique that enables this pivot selection algorithm. A traditional load balancer is very expensive, the policy sets of a load balancer need to be set in advance, its flexibility is very low, and it cannot deal with emergency situations very well. It also requires a specialized administrator to maintain and cannot make flexible strategies according to its own actual network conditions. In paper [16] , they put forward the design and implementation of server cluster dynamic load balancing in virtualization environment based on OpenFlow, the architecture is not only low costs but also can provide flexible programmable modules which is used to achieve the policy sets that appropriate for your network in the Controller. With the flexible configuration ability of this architecture, internet application can achieve real-time monitor condition of loading and obtain the corresponding resources in a timely manner. In paper [17] , the authors propose a framework for distributed thermal management for many-core systems where balanced thermal profile can be achieved by proactive task migration among neighboring cores. The framework has a low cost agent residing in each core that observes the local load and temperature and communicates with its nearest neighbor for task migration/exchange. By choosing only those migration requests that will result balanced load without generating thermal emergency, the proposed framework maintains load balance across the system and avoids unnecessary migration. Experimental results show that, compared with existing proactive task migration technique, our approach generates less hotspots and smoother thermal gradient with less migration overhead and higher processing throughput. High performance computing (HPC) has recently emerged as a promising class of computational science and have many potential applications in other sectors as well.
Conclusion
Using computer to deal with complex data has become an important tool for scientists. In order to improve the reliability of scientific research, save time, and solve the data partitioning problem causing by the GPU heterogeneous clusters, this paper proposes a data partitioning strategy based on learning. The strategy estimates the computing power of various nodes by analyzing workload and corresponding execution time of the last round calculation, and partitions data according to the computing power of each node in order to implement load balancing of all nodes. The test results show that 908, 878, 262 are the divided matrix dimensions respectively on GPU0, GPU1, GPU2. And the computing power of GTX295 obviously stronger than 8800 GTS, so data partitioning module is divided based on GPU computing ability to carry out the task. At last, the strategy of data partitioning proposed in this paper and corresponding runtime library can improve load imbalance and enhances significantly the execution performance of heterogeneous GPU clusters.
