We present an algorithm to generate all connected graphs in a recursive and efficient manner. This algorithm is restricted subsequently to 1-particle irreducible graphs and to connected graphs without selfloops. The recursions proceed by loop order and vertex number.
The main result of [1] is a recursion formula to generate all tree graphs. The underlying structure is a Hopf algebraic representation of graphs defined in the context of quantum field theory. This recursion formula is generalized to all connected graphs in [2] . In both cases, graphs are generated together with weight factors, which correspond to the inverses of their symmetry factors as considered in [3, 4] .
In this paper, we reformulate that recursion formula to generate all connected graphs, in terms of abstract graphs. In addition, we restrict this result successively to 1PI graphs and to connected graphs without self-loops. Crucially, as in [1, 2] , the correct weights of graphs are obtained. The (double) recursions proceed by loop order and vertex number.
Our method is based on three basic operations on graphs, which are suitable to produce graphs with, say, e internal edges from a graph with e−1 internal edges. Namely, attaching a self-loop to a vertex; connecting a pair of adjacent vertices with an edge; and splitting a vertex in two, distributing the ends of edges ending on it, between the two new ones in all possible ways, and connecting the two new vertices with an edge. In particular, the latter is a generalization of the splitting operation given in [5] .
This paper is organized as follows: Section 1 reviews the basic concepts of graph theory that underly much of this paper. Section 2 contains the definitions of the basic linear maps to be used in the following sections. Section 3 presents the recursion formula to generate all connected graphs and its proof. Section 4 discusses the restrictions of this result to 1PI graphs and to connected graphs without self-loops.
Graphs
We briefly review basics about certain kinds of abstract graphs and their symmetries. For a more extensive treatment we refer the reader to Section I of [2] .
A graph is a finite collection of vertices and edges, such that any end of an edge may be connected to a vertex. Edges that are connected to vertices at both ends are called internal, while edges with at least one free end are called external. Internal edges with both ends connected to the same vertex are also called self-loops. The valence of a vertex is the number of ends of edges connected to the vertex. Two distinct vertices which are connected together with one or more internal edges, are said to be adjacent.
A graph is said to be connected if it is connected as a topological space. Otherwise, it is disconnected.
A path is a connected graph with v ≥ 2 vertices and e = v − 1 internal edges, so that exactly two vertices have one end of internal edges connected to them (the end point vertices), while the remaining ones have two. A cycle is a connected graph with v ≥ 1 vertices and e = v internal edges, so that every vertex has exactly two ends of internal edges connected to it. The loop number of a graph is its number of independent cycles. Moreover, a tree graph is a connected graph with no cycles. A connected graph is said to be 1-particle irreducible (1PI) if and only if every one of its internal edges belongs at least to one cycle. By convention, a graph consisting of a single vertex with no self-loops is 1PI.
We recall the well known relation between loop number, vertex number and internal edge number of connected graphs: Consider a connected graph with at least one vertex. Then, its loop number l yields in terms of its vertex number v and internal edge number e as l = e − v + 1.
The external edges of a given graph are said to be ordered if their free ends are numbered 1, . . . , n, where n is the total number of external edges. A graph is said to be vertex ordered (resp. edge ordered) if its vertices (resp. ends of internal edges) are ordered. That is, the vertices (resp. ends of internal edges) are numbered 1, . . . , m (resp. 1, . . . , 2m ′ ), where m (resp. m ′ ) is the total number of vertices (resp. internal edges). A graph is called ordered if it is both vertex ordered and edge ordered. Given an ordered graph γ, a symmetry of γ is a permutation of the numbering of the vertices and of the end points of the internal edges that yields combinatorially the same ordered graph. The number of symmetries, i.e., the order of the group of permutations leaving the graph invariant, is called the symmetry factor of the graph. This is denoted by S γ . Clearly, this concept is well defined for unordered graphs as well. Moreover, given a vertex (resp. edge) ordered graph γ, a vertex symmetry (resp. edge symmetry) of γ is a permutation of the numbering of its vertices (resp. ends of internal edges), which yields combinatorially the same vertex (resp. edge) ordered graph. The order of the group of vertex (resp. edge) symmetries is called the vertex symmetry factor (resp. edge symmetry factor ) of the graph. This is denoted by S γ vertex (resp. S γ edge ). Furthermore, given an ordered graph γ, the orders of the associated symmetry groups satisfy
In this paper all graphs that we consider are unordered except for the external edges, which are ordered.
Elementary linear transformations
We introduce some linear maps and prove their fundamental properties.
In the following sections we shall consider linear combinations of certain kinds of connected graphs. We briefly review here the essentials. Let n, l ≥ 0 and v ≥ 1 denote integers and let V l,v,n denote the set of all connected graphs with l loops, v vertices and n ordered external edges whose free ends are numbered 1, . . . , n. Let QV l,v,n denote the set of all linear combinations of elements of V l,v,n with coefficients in Q. The set of all linear combinations of connected graphs is the direct sum of the sets QV l,v,n , i.e., QV = ∞ l=0,v=1,n=0 QV l,v,n . In the following we shall call weights to the coefficients of graphs in a linear combination.
We now define the following linear maps: -The linear mapsT : QV l−1,v,n → QV l,v,n are defined on a graph γ in QV l−1,v,n by dividing its weight by the factor 2 and applying the following procedure:
1. Take every vertex of γ in turn and produce a new graph by endowing such vertex with a self-loop;
2. Add all new terms together.
The mapsT are extended to all of QV l−1,v,n by linearity.
-The linear mapsÊ : QV l−1,v,n → QV l,v,n , with v ≥ 2, are defined on a graph γ ′ in QV l−1,v,n by applying the following procedure:
1. Take every pair of adjacent vertices of γ ′ in turn and connect them together with an internal edge;
The mapsÊ are extended to all of QV l−1,v,n , with v ≥ 2, by linearity. According to this definition, every pair of adjacent vertices of γ ′ is considered only once.
-The linear mapsQ : QV l,v−1,n → QV l,v,n are defined on a graph γ ′′ in QV l,v−1,n by dividing its weight by the factor 2 and applying the following procedure:
1. Take every vertex of γ ′′ in turn and split it in two, distribute the ends of edges ending on it, between the two new ones in all possible ways (each way determining a new graph), and connect the two new vertices with an internal edge.
The mapsQ are extended to all of QV l,v−1,n by linearity. In particular, the definition ofQ is a generalization of the splitting operation given in [5] to all partitions of the set of ends of edges ending on the split vertex (and to all vertices of the graph).
The mapsT andÊ increase both the edge and loop numbers of a graph by one unit, leaving the vertex number invariant. In addition, the mapsQ increase both the edge and vertex numbers of a graph by one unit, leaving the loop number invariant. Clearly, each of these maps, namely,T ,Ê and Q produces graphs with positive weight from graphs with positive weight. Moreover, it is obvious that the mapsT andÊ produce connected graphs from connected ones. This statement is also true for theQ-maps.
Lemma 1. TheQ-maps produce connected graphs from connected ones.
Proof. Consider a connected graph. Splitting one of its vertices in two and distributing the ends of edges ending on it, between the two new vertices in all possible ways, produces either one or two connected pieces. Connecting the two new vertices together with an internal edge yields again a connected graph.
A fundamental property of the mapsQ andT (but not ofÊ) is that they both produce 1PI graphs only from 1PI ones.
Lemma 2. (a) TheT -maps produce 1PI graphs only from 1PI ones. (b)
TheQ-maps produce 1PI graphs only from 1PI ones.
Proof. (a) Consider a connected graph. The mapT attaches a self-loop to every one of its vertices in turn. Therefore, it does not interfere with the 1PI property (whether the considered graph has it or not). (b) First, all connected graphs with only one vertex are 1PI. Consequently, the mapQ obviously produces 1PI graphs with two vertices only from 1PI ones. Now, consider a connected graph γ with l loops and v ≥ 2 vertices. Suppose that γ is not 1PI. Hence, γ has at least one non self-loop internal edge which does not belong to any cycle. Therefore, it connects two (distinct) vertices that must be connected together with only one internal edge. Apply the mapQ to any one of these two vertices. The graphs produced byQ are such that the non-split vertex is connected with only one internal edge either to one of the two new vertices or to the other (but not to both). Clearly, every time the mapQ is applied to a vertex, only cycles containing this vertex, are affected. That is, the non-split vertex cannot share a cycle with neither of the two new vertices. Therefore, the new graphs are not 1PI. This completes the proof.
We now modify theQ-maps in order to produce cycles from cycles and, more importantly, 1PI graphs from 1PI ones:
The linear mapsP : QV l,v−1,n → QV l,v,n are defined on a graph γ in QV l,v−1,n by dividing its weight by the factor 2 and applying the following procedure:
The mapsP are extended to all of QV l,v−1,n by linearity. Like thê Q-maps, they increase both the edge and vertex numbers of a graph by one unit leaving the loop number invariant.
We now prove the following lemma. Proof. (a) Consider a cycle graph. Split any one of its vertices in two. Distribute the ends of internal edges ending on it, between the two new vertices in all possible ways that define connected graphs. The only two ways to do this, consist of transforming this cycle into a path whose end point vertices are the two new vertices. Consequently, connecting them together with an edge redefines a cycle. (b) Consider a 1PI graph γ. Split any one of its vertices in two. Distribute the ends of internal edges ending on it, between the two new vertices in all possible ways that define connected graphs. Any way to do this corresponds to transforming one or more cycles of γ into paths whose end point vertices are the two new vertices. Moreover, every way to assign the remaining ends of internal edges in the process, from the split vertex to either one of the two new vertices, defines new cycles. Therefore, connecting the two new vertices together with an internal edge, restores the broken cycles as well as the 1PI property. This completes the proof.
Arbitrary connected graphs
The basic setup of this paper is substantially similar to that of [2] . Its main result is a recursion formula to generate all connected graphs directly in a Hopf algebraic representation of graphs rooted in [1] . Here, we reformulate this recursion formula in terms of abstract graphs. As in those papers, graphs are generated together with weight factors, which we prove to correspond to the inverses of their symmetry factors. The double recursion proceeds by loop order and vertex number.
Statement of the result
We use the mapsQ andT defined in the preceding section to generate recursively all weighted connected graphs. Theorem 4. Let l, n ≥ 0 and v ≥ 1 denote integers and letω l,v,n ∈ QV l,v,n be defined by the following recursion relation:
•ω 0,1,n corresponds to a single vertex with n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1;
Then, for fixed values of l, v and n,ω l,v,n corresponds to the weighted sum over all connected graphs with l loops, v vertices and n ordered external edges whose free ends are numbered 1, . . . , n, each with weight given by the inverse of its symmetry factor.
Notice that in the recursion equation above theQ andT summands do not appear when v = 1 or when l = 0, respectively. In particular, for l = 0, formula (1) specializes to recursively generate all weighted tree graphs.
Proof
The proof of Theorem 4 proceeds in a manner very analogous to the proof in [2] . Indeed, each intermediate lemma in this section corresponds to a lemma given in Section II of that paper, where an algebraic representation of graphs is considered. We do not point this out explicitly in the following. Proof. (a) First,ω 0,1,n consists of a single vertex with no self-loops, n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1. Moreover,ω l,v,n is generated from this by multiple applications of the mapŝ Q andT with scalar factors according to the recursion formula (1). Since bothQ andT convert a term corresponding to a connected graph to a sum over terms corresponding to connected graphs, each of the terms occurring inω l,v,n corresponds to a connected graph (with some weight). Furthermore, each graph has l loops and v vertices as theT -maps increase the loop number of a graph by one unit, leaving the vertex number invariant, while theQ-maps increase the vertex number of a graph by one unit, leaving the loop number invariant. (b) The proof proceeds by induction on the internal edge number e = l + v − 1. The result is evidently valid for e = 0 which corresponds toω 0,1,n . We assume the result to hold for e − 1 internal edges. Let γ denote a connected graph with e internal edges. Let l, v and n denote its number of loops, vertices and ordered external edges, respectively. We show that γ is generated by applying the mapsQ orT to graphs occurring inω l,v−1,n or inω l−1,v,n , respectively. As bothQ andT produce connected graphs with positive weight from connected graphs with positive weight, the weight of the graph γ occurring inω l,v,n , being given by a sum over positive contributions, is positive. First, suppose that the graph γ does not contain any vertices with self-loops. Choose any pair of vertices connected together with one or more internal edges. Shrinking any one of these internal edges and fusing the two vertices, yields a graph γ ′ , which occurs by assumption inω l,v−1,n with positive weight. Applying the mapQ to γ ′ produces a sum of terms, one of which corresponds to the graph γ. Hence, γ occurs inω l,v,n with positive weight. Now, suppose that the graph γ has at least one vertex with one or more self-loops. Shrinking any one of these self-loops yields a graph γ ′′ , which occurs by assumption inω l−1,v,n with positive weight. Applying the mapT to γ ′′ produces a sum of terms, one of which corresponds to the graph γ. Therefore, γ occurs inω l,v,n with positive weight. This completes the proof.
What remains in order to prove Theorem 4 is to show that the term corresponding to each connected graph has weight given by the inverse of its symmetry factor. We start with a more restricted result.
Lemma 6. Fix integers l ≥ 0, v ≥ 1 and n ≥ v. Consider a connected graph γ with l loops, v vertices, n ordered external edges whose free ends are numbered 1, . . . , n, and the property that each vertex has at least one external edge ending on it. Then, the term inω l,v,n corresponding to that connected graph has exactly weight 1/S γ .
Proof. We proceed by induction on the internal edge number e = l + v − 1. Clearly, the statement is true for e = 0 sinceω 0,1,n corresponds to a single vertex with no self-loops, n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1. We assume the statement to hold for a general number of internal edges e − 1. Let γ denote a connected graph with e internal edges. Let l, v and n denote its number of loops, vertices and ordered external edges, respectively. By Lemma 5, this graph occurs inω l,v,n with some positive weight, say, α. We proceed to show that α = 1/S γ . The graph γ has the property that each of its vertices has at least one external edge ending on it. Therefore, its vertices are all distinguishable. That is, γ has no non-trivial vertex symmetries: S γ vertex = 1. Moreover, S γ edge = S γ , as any symmetry is an edge symmetry. We check from which graphs with e − 1 internal edges, the graph γ is generated by the recursion formula (1) and how many times it is generated. It turns out that we can think of each internal edge as contributing with a factor of 1/(e · S γ ) to the weight of γ inω l,v,n , as follows:
(i) Choose any pair of adjacent vertices of γ and suppose the two vertices are connected together with q ≥ 1 internal edges. Moreover, assume, for instance, one of these vertices has p ≥ 0 self-loops as well as r ≥ 1 ordered external edges whose free ends are numbered i 1 , . . . , i r with 1 ≤ i 1 < · · · < i r ≤ n, while the other has p ′ ≥ 0 self-loops as well as r ′ ≥ 1 ordered external edges whose free ends are numbered j 1 , . . . , j r ′ with 1 ≤ j 1 < · · · < j r ′ ≤ n. Fusing the two vertices by shrinking any one of the q internal edges connecting them together, yields a graph γ ′ whose fused vertex has u := p + p ′ + q − 1 self-loops as well as r + r ′ ordered external edges whose free ends are numbered i 1 , . . . , i r , j 1 , . . . , j r ′ . Consequently, the symmetry factor of γ ′ is related to that of γ as follows:
By assumption the graph γ ′ corresponds to a term inω l,v−1,n , which occurs with weight given by the inverse of its symmetry factor, i.e.,
Applying the mapQ to γ ′ produces a sum of terms, each of which corresponds to a weighted connected graph. To know how many of these terms correspond to the graph γ, we shall count the number of different ways to distribute the 2u + r + r ′ ends of edges ending on the fused vertex, between the two new ones, so that one vertex is assigned with r ordered external edges whose free ends are numbered i 1 , . . . , i r as well as p self-loops, the other is assigned with r ′ ordered external edges whose free ends are numbered by j 1 , . . . , j r ′ as well as p ′ self-loops, while the remaining q − 1 internal edges are employed to connect the two vertices together. Since the two new vertices are undistinguishable, there are two ways to attach the given r ordered external edges to one vertex and the given r ′ ordered external edges to the other. Moreover, there are
(u−p)!p! ways to attach both ends of p internal edges chosen among the u internal edges in the process, to the vertex with the aforesaid r ordered external edges. Besides, there are
ways to attach both ends of p ′ internal edges chosen among the u − p internal edges in the process, to the vertex with the aforesaid r ′ ordered external edges. Finally, since the two ends of each of the remaining q − 1 internal edges are undistinguishable, there are two ways to distribute one end of each internal edge per vertex. This yields 2 q−1 ways to connect the two new vertices together with q − 1 internal edges. The final result is given by the product of all these factors. Hence, there are
ways to distribute the 2u + r + r ′ ends of edges between the two vertices in order to produce the graph γ. Multiplying equation (2) with equation (3) and dividing the result by the factor 2, yields that the mapQ produces the graph γ from γ ′ exactly with a factor of q/S γ . Therefore, the contribution to formula (1) is q/(e · S γ ) Distributing this factor between the q internal edges considered yields 1/(e · S γ ) for each edge. Repeating the same consideration for each pair of adjacent vertices of γ, yields that each non self-loop internal edge contributes with a factor of 1/(e · S γ ) to the weight of γ.
(ii) Choose any of the vertices of γ which have self-loops. Let the given vertex have p ′′ ≥ 1 self-loops. Shrinking any one of these self-loops yields a graph γ ′′ , which occurs by assumption inω l−1,v,n with weight 1/S γ ′′ . In particular, the symmetry factor of γ ′′ is related to that of γ via S γ ′′ = S γ /(2p ′′ ). Therefore, the weight of γ ′′ is given by 1/S γ ′′ = 2p ′′ /S γ . The map T produces the graph γ from the graph γ ′′ exactly with a factor of p ′′ /S γ . Consequently, the contribution to formula (1) is p ′′ /(e · S γ ). Distributing this factor between the p ′′ self-loops considered yields 1/(e · S γ ) for each selfloop. Repeating the same consideration for each vertex of γ endowed with self-loops, yields that each self-loop contributes with a factor of 1/(e · S γ ) to the weight of γ.
Since each of the e = l + v − 1 internal edges contributes with a factor of 1/(e · S γ ) to the weight of γ inω l,v,n , the overall contribution is exactly 1/S γ . This completes the proof.
We also need the following property ofω l,v,n . Proof. This follows immediately from the recursive definition (1) and by noticing that every time a vertex is split in two, the set of ends of edges ending on it, may be alternatively partitioned into two (disjoint) sets and the elements of each of these sets successively distributed between the two new vertices in all possible ways.
We now show that the weight of a connected graph γ with l loops, v vertices and n ordered external whose free ends are numbered 1, . . . , n, occurring inω l,v,n , is exactly 1/S γ . If γ has external edges attached to every one of its vertices we simply recall Lemma 6. Thus, we may now assume that γ has m vertices to which no external edge is attached. Consider a graph γ ′ which is constructed from γ by attaching an external edge to each of its vertices without external edges, numbering the free ends of external edges in the process by n + 1, . . . , n + m. By Lemma 6, the graph γ ′ occurs inω l,v,n+m with weight 1/S γ ′ . By Lemma 5, there exists one term inω l,v,n which corresponds to the graph γ with some positive weight, say, α. Every way to distribute the given m ordered external edges between the designated vertices of γ to produce γ ′ contributes to the weight of γ ′ in terms of that of γ. Any different ways that this can happen define a vertex symmetry of γ. Furthermore, γ can have no more than these vertex symmetries, since its vertices which already carry external edges, are distinguishable and thus held fixed under any symmetry. Therefore, by Lemma 7, it follows that 1/S γ ′ = α · S 
Restrictions
We restrict the recursion formula (1) to 1PI graphs and to connected graphs without self-loops. These two results were not obtained using the algebraic representation of graphs defined in [1, 2] .
1PI graphs
By Lemmas 2 and 3, Theorem 4 specializes to 1PI graphs by replacing thê Q-maps by theP -maps in formula (1).
Theorem 8. Let l, n ≥ 0 and v ≥ 1 denote integers and letη l,v,n ∈ QV l,v,n be defined by the following recursion relation:
•η 0,1,n corresponds to a single vertex with n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1;
Then, for fixed values of l, v and n,η l,v,n corresponds to the weighted sum over all 1PI graphs with l loops, v vertices and n ordered external edges whose free ends are numbered 1, . . . , n, each with weight given by the inverse of its symmetry factor.
Note that in the recursion equation above theP andT summands do not appear when v = 1 and/or l = 0 or when l = 0, respectively. Moreover, for l = 1 and v ≥ 2, formula (4) specializes to recursively generate a cycle graph with v vertices, n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1/(2v), from a cycle graph with v − 1 vertices, the given ordered external edges and weight 1/(2(v − 1)).
Connected graphs without self-loops
We restrict Theorem 4 to connected graphs without self-loops. To this end we replace theT -maps by theÊ-maps in formula (1).
Statement of the result
Theorem 9. Let l, n ≥ 0 and v ≥ 1 denote integers and letθ l,v,n ∈ QV l,v,n be defined by the following recursion relation:
•θ 0,1,n corresponds to a single vertex with n ordered external edges whose free ends are numbered 1, . . . , n, and weight 1;
Then, for fixed values of l, v and n,θ l,v,n corresponds to the weighted sum over all connected graphs with l loops distinct from self-loops, v vertices and n ordered external edges whose free ends are numbered 1, . . . , n, each with weight given by the inverse of its symmetry factor.
Note that in the recursion equation above theQ andÊ summands do not appear when v = 1 or when l = 0 and/or v = 1, respectively. Moreover, for l = 0, formula (5) specializes to recursively generate all weighted tree graphs.
We observe that theÊ-maps, which connect each pair of adjacent vertices of a given graph with an internal edge, do interfere with the 1PI property. Therefore, unlike formula (1), the recurrence above cannot be modified in order to produce all 1PI graphs without self-loops only from 1PI ones.
Proof
We adapt the proof of Theorem 4 to the present setting. In particular, we shall only highlight differences arising through employing theÊ-maps. Proof. The proof of (a) follows from that of Lemma 5 and by recalling that theÊ-maps convert a term corresponding to a connected graph without self-loops, to a sum over terms corresponding to connected graphs without self-loops. Moreover, they increase the loop number of a graph by one unit, leaving the vertex number invariant. To prove (b) we proceed by induction on the internal edge number e = l + v − 1. The result is evidently valid for e = 0 which corresponds toθ 0,1,n . We assume the result to hold for e − 1 internal edges. Let γ denote a connected graph with no self-loops and e internal edges. Let l, v and n denote its number of loops, vertices and ordered external edges, respectively. We show that γ is generated by applying the mapsQ orÊ to graphs occurring inθ l,v−1,n or inθ l−1,v,n , respectively. Clearly, the weight of the graph γ occurring inθ l,v,n is positive as bothQ andÊ produce graphs with positive weight from graphs with positive weight. First, suppose that the graph γ has no pairs of vertices connected together with more than one internal edge. By Lemma 5, γ occurs inθ l,v,n with positive weight. Now, suppose that the graph γ has at least one pair of vertices connected together with two or more internal edges. Cutting one of these edges yields a graph γ ′ that occurs by assumption in θ l−1,v,n , with positive weight. Applying the mapÊ to γ ′ produces a sum of terms, one of which corresponds to the graph γ. Therefore, γ occurs in θ l,v,n with positive weight. This completes the proof.
Lemma 11. Fix integers l ≥ 0, v ≥ 1 and n ≥ v. Consider a connected graph γ with l loops distinct from self-loops, v vertices, n ordered external edges whose free ends are numbered 1, . . . , n, and the property that each vertex has at least one external edge ending on it. Then, the term inθ l,v,n corresponding to that connected graph has exactly weight 1/S γ .
Proof. We proceed by induction on the internal edge number e = l + v − 1. Clearly, the statement is true for e = 0 which corresponds toθ 0,1,n . We assume the statement to hold for e − 1 internal edges. Let γ denote a connected graph with no self-loops and e internal edges. Let l, v and n denote its number of loops, vertices and ordered external edges, respectively. By Lemma 10, this graph occurs inθ l,v,n with positive weight, say, α. We proceed to show that α = 1/S γ . The vertices of γ are all distinguishable, so that S γ vertex = 1 and S γ edge = S γ . We show that each internal edge contributes with a factor of 1/(e · S γ ) to the weight of γ inθ l,v,n , as follows: (i) Consider the pairs of adjacent vertices of γ which are connected together with only one internal edge. By Lemma 6, each of the internal edges that connects one of these pairs of vertices together, contributes with a factor of 1/(e · S γ ) to the weight of γ.
(ii) Choose any of the pairs of adjacent vertices of γ which are connected together with two or more internal edges. Suppose that there are q ≥ 2 internal edges connecting the given pair of vertices. Cutting one of these internal edges yields a graph γ ′ , which occurs by assumption inθ l−1,v,n with weight 1/S γ ′ . In particular, the symmetry factor of γ ′ is related to that of γ via S γ ′ = S γ /q. That is, the weight of γ ′ is given by 1/S γ ′ = q/S γ . The mapÊ produces the graph γ from γ ′ exactly with a factor of q/S γ . Thus, the contribution to formula (5) is q/(e · S γ ). Distributing this factor between the q internal edges considered yields 1/(e · S γ ) for each internal edge. Repeating the same consideration for each pair of adjacent vertices of γ connected together with at least two internal edges, yields that each of the internal edges that connects one of these pairs of vertices together, contributes with a factor of 1/(e · S γ ) to the weight of γ.
Since each of the e = l + v − 1 internal edges contributes with a factor of 1/(e · S γ ) to the weight of γ inθ l,v,n , the overall contribution is exactly 1/S γ . This completes the proof. 
