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Higher dimensional Auslander-Reiten theory on maximal orthogonal
subcategories1
Osamu Iyama
Abstract. We introduce the concept of maximal (n−1)-orthogonal subcategories over artin algebras
and orders, and develop (n+1)-dimensional Auslander-Reiten theory on them. We give the n-Auslander-
Reiten translation and the n-Auslander-Reiten duality, then show the existence of n-almost split sequences
and n-fundamental sequences. We give some examples.
Auslander-Reiten theory, especially the concept of almost split sequences and their ex-
istence theorem, is fundamental to study categories which appear in representation theory,
for example, modules over artin algebras [ARS][GR][Ri], their functorially finite subcate-
gories [AS][S], their derived categories [H], Cohen-Macaulay modules over Cohen-Macaulay
rings [A2,3][Y], lattices over orders [A2,3][RS], and coherent sheaves on projective curves
[AR2][GL]. In these Auslander-Reiten theories, the number ‘2’ is quite symbolic. For one
thing, almost split sequences give minimal projective resolutions of simple objects of pro-
jective dimension ‘2’ in functor categories. For another, Cohen-Macaulay rings and orders
of Krull-dimension ‘2’ have fundamental sequences [A4] and provide us with one of the
most beautiful situation in representation theory [A4][RV][Y], which is closely related to
McKay’s observation [Mc] on simple singularities [AV][E]. In this sense, usual Auslander-
Reiten theory should be ‘2-dimensional’ theory, and it would be natural to find a setting for
higher dimensional Auslander-Reiten theory from the viewpoint of representation theory
and non-commutative algebraic geometry (e.g. [V][ArS][GL]).
In this paper, we introduce (n− 1)-orthogonal subcategories as a natural domain of a
higher dimensional Auslander-Reiten theory (§2.2) which should be ‘(n+ 1)-dimensional’.
We show that the n-Auslander-Reiten translation functor and the n-Auslander-Reiten du-
ality can be defined quite naturally for such categories (§2.3,§2.3.1). Using them, we show
that our categories have n-almost split sequences (§3.1,§3.3.1), which are a new general-
ization of usual almost split sequences and give minimal projective resolutions of simple
objects of projective dimension ‘n+1’ in functor categories. We also show the existence of
n-fundamental sequences for Cohen-Macaulay rings and orders of Krull-dimension ‘n + 1’
(§3.4.4). We show that an invariant subring (of Krull-dimension ‘n+ 1’) corresponding to
a finite subgroup G of GL(n+1, k) has a natural maximal (n− 1)-orthogonal subcategory
(§2.5). In the final section, we give a classification of all maximal 1-orthogonal subcat-
egories for representation-finite selfinjective algebras and representation-finite Gorenstein
orders of classical type (§4.2.2). We show that the number of such subcategories is re-
lated to Catalan numbers (§4.2.3). These results suggest that our higher dimensional
Auslander-Reiten theory is far from abstract non-sense.
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1 n-Auslander-Reiten translation
In this section, we study subcategories XMn−1 and Y
M
n−1 of modΛ for an artin algebra
or an order Λ. Using the syzygy functor and the transpose duality, we construct an
equivalence τn : X
M
n−1 → Y
M
n−1. This is regarded as an analogue of Auslander-Reiten
translation, and plays an important role in the this paper.
Let C be an additive category. We denote by C(X, Y ) the set of morphisms from X to
Y , and by fg ∈ C(X,Z) the composition of f ∈ C(X, Y ) and g ∈ C(Y, Z). We denote by
JC the Jacobson radical of C, and ind C the set of isomorphism classes of indecomposable
objects in C. For X ∈ C, we denote by [X ] the ideal of C consisting of morphisms which
factor through Xn for some n ≥ 0.
For a noetherian semiperfect ring Λ, we denote by JΛ the Jacobson radical of Λ, by
ModΛ the category of left Λ-modules, and by modΛ the category of finitely generated
left Λ-modules. We denote by ( )∗ the functor HomΛ( ,Λ) : modΛ ↔ modΛop. Let
modΛ := (modΛ)/[Λ] and HomΛ(X, Y ) the set of morphisms in modΛ. For X ∈ modΛ,
take a minimal projective resolution P1
f1→ P0
f0→ X → 0. Putting ΩX := Ker f0 and
TrX := Cok f ∗1 , we obtain the syzygy functor Ω : modΛ → modΛ and the transpose
duality Tr : modΛ → modΛop [AB]. For a subcategory C of modΛ, we denote by C the
corresponding subcategory of modΛ.
1.1 Definition For X, Y ∈ modΛ, we write X ⊥n Y if Ext
i
Λ(X, Y ) = 0 for any i
(0 < i ≤ n). For full subcategories C and D of modΛ, we write C ⊥n D if X ⊥n Y for any
X ∈ C and Y ∈ D. Put C⊥n := {X ∈ modΛ | C ⊥n X} and ⊥n C := {X ∈ modΛ | X ⊥n
C}. Put Xn :=
⊥n(ΛΛ) ⊆ modΛ, X opn :=
⊥n(ΛΛ) ⊆ modΛop, Xn,m := Xn ∩TrX opm and
X opn,m := X
op
n ∩TrXm. One can easily check the following proposition.
1.1.1 Proposition (1)X ∈ Xn,m if and only if there exists an exact sequence Pn+m+1
fn+m+1
−→
· · ·
f0→ P0 such that Pi is projective, P
∗
1
f∗0→ · · ·
f∗n+m+1
−→ P ∗n+m+1 is exact and X = Cok fm.
(2) We have the following diagram whose rows are equivalences and columns are dual-
ities:
X n,0
Ω−−−−→X n−1,1
Ω−−−−→· · · Ω−−−−→X 1,n−1
Ω−−−−→X 0,n
↓Tr ↓Tr ↓Tr ↓Tr
X op0,n
Ω←−−−−X op1,n−1
Ω←−−−−· · · Ω←−−−−X opn−1,1
Ω←−−−−X opn,0
Proof (1) If n = 0 orm = 0, then the assertion holds obviously. Our general assertion
is easily reduced to these cases.
(2) Obviously the duality Tr : modΛ↔ modΛop induces a duality X n,m ↔ X
op
m,n. It is
easily checked that Ω : HomΛ(X, Y ) → HomΛ(ΩX,ΩY ) is bijective for any X ∈ X1 and
Y ∈ modΛ (e.g. [A2;7.4]). Thus each Ω is full faithful, and dense by (1).
1.1.2 Corollary For n,m ≥ 0, Ωm TrΩn gives a duality X n,m ↔ X
op
n,m such that
(Ωm TrΩn)2 is isomorphic to the identity functor.
1.1.3 Let us prove the following generalization of [A2;3.2].
Proposition Let Λ be a noetherian ring and n ≥ 1. For any i (0 < i < n), there exist
2
functorial isomorphisms below for any X ∈ Xn−1 and Y ∈ modΛ.
TorΛn−i(TrΩ
n−1X, Y ) ≃ ExtiΛ(X, Y ), Tor
Λ
n(TrΩ
n−1X, Y ) ≃ HomΛ(X, Y )
Proof Let Pn
fn
→ · · ·
f1→ P0
f0→ X → 0 be a projective resolution. Then we have a
projective resolution 0→ X∗
f∗0→ P ∗0
f∗1→ · · ·
f∗n→ P ∗n → TrΩ
n−1X → 0 of TrΩn−1X .
(i) Since we have a functorial isomorphism P ∗⊗Λ Y ≃ Λ(P, Y ) for any Y ∈ modΛ and
projective P ∈ modΛ, we have the following commutative diagram of complexes.
HomΛ(Pi−1, Y )
fi·−−−−→HomΛ(Pi, Y )
fi+1·−−−−→HomΛ(Pi+1, Y )
‖ ‖ ‖
P ∗i−1 ⊗Λ Y
f∗
i
⊗1
−−−−→ P ∗i ⊗Λ Y
f∗
i+1⊗1−−−−→ P ∗i+1 ⊗Λ Y
Comparing the homology of upper and lower sequences, we have a functorial isomor-
phism TorΛn−i(TrΩ
n−1X, Y ) ≃ ExtiΛ(X, Y ).
(ii) We have an exact sequence X∗ ⊗Λ Y
a
→ HomΛ(X, Y )→ HomΛ(X, Y )→ 0 of func-
torial homomorphisms [AB]. Since we have the commutative diagram below of complexes
with the exact upper sequence, we obtain a functorial isomorphism TorΛn(TrΩ
n−1X, Y ) ≃
HomΛ(X, Y ).
0−−−−→HomΛ(X, Y )
f0·−−−−→HomΛ(P0, Y )
f1·−−−−→HomΛ(P1, Y )
↑a ‖ ‖
X∗ ⊗Λ Y
f∗0⊗1−−−−→ P ∗0 ⊗Λ Y
f∗1⊗1−−−−→ P ∗1 ⊗Λ Y
1.2 Definition Let Λ be an artin algebra [ARS]. Thus Λ contains a central artinian
subring R such that Λ is a finitely generated R-module. Let I be an injective hull of
the R-module R/JR. Then we have a duality D := HomR( , I) : modΛ ↔ modΛ
op.
Let modΛ := (modΛ)/[DΛ] and HomΛ(X, Y ) the set of morphisms in modΛ. For a
subcategory C of modΛ, we denote by C the corresponding subcategory of modΛ. Put
Yn := (DΛ)
⊥n ⊆ modΛ.
1.3 Definition Let R be a complete regular local ring of dimension d and Λ an R-order
[A2,3][CR]. Thus Λ is an R-algebra such that Λ is a finitely generated projective R-module.
A typical example of an order is a commutative complete local Cohen-Macaulay ring Λ
containing a field since such Λ contains a complete regular local subring R [M;29.4]. Let
0 → R → I0 → · · · → Id → 0 be a minimal injective resolution of an R-module R. We
denote by D := HomR( , Id) the Matlis dual.
In this paper, we assume further that Λ is an isolated singularity [A3], namely gl.dimΛ℘ =
ht℘ for any non-maximal prime ideal ℘ ofR. We call a finitely generated left Λ-moduleM a
Cohen-Macaulay Λ-module if it is a projective R-module. We denote by CMΛ the category
of Cohen-Macaulay Λ-modules. We have a duality Dd := HomR( , R) : CMΛ ↔ CMΛ
op.
Put CMΛ := (CMΛ)/[DdΛ]. For a subcategory C of CMΛ, we denote by C the corre-
sponding subcategory of CMΛ. Put XCMn := Xn ∩CMΛ and Y
CM
n := (DdΛ)
⊥n ∩ CMΛ.
We collect basic results.
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1.3.1 (1) CMΛ = ⊥∞DdΛ and id ΛDdΛ = d [GN1;2.2]. If 0→ Xd → Cd−1 → · · · → C0
is an exact sequence with Ci ∈ CMΛ, then Xd ∈ CMΛ [A2;7.2].
(2) CMΛ = TrX
op
d [A2;7.9], and depthRX = min{i ≥ 0 | Ext
i
Λ(Λ/JΛ, X) 6= 0} for any
X ∈ modΛ [GN2;3.2].
(3) HomΛ(X, Y ), Ext
i
Λ(X, Y ) and Tor
Λ
i (Z,X) (i > 0) are finite length R-modules for
any X ∈ CMΛ, Y ∈ modΛ and Z ∈ modΛop [A2;7.6].
Proof For the convenience of readers, we give an elementary proof of the equality
CMΛ = TrX
op
d along the argument in [EG;3.8] where the commutative case is treated.
The other assertions are more elementary. Fix any X ∈ modΛ with TrX ∈ X
op
d . Let
· · · → P1 → P0 → TrX → 0 be a projective resolution. Applying ( )
∗, we have an exact
sequence 0→ X → P ∗2 → · · · → P
∗
d+1 with P
∗
i ∈ CMΛ. Thus X ∈ CMΛ by (1).
Fix any X ∈ CMΛ. Since Λ is an isolated singularity, ExtiΛop(TrX,Λ) has finite length
for any i > 0. Let · · · → P1 → P0 → TrX → 0 be a projective resolution. Since we have an
exact sequence 0 → Ext1Λop(TrX,Λ) → X with X ∈ CMΛ, we have Ext
1
Λop(TrX,Λ) = 0.
Now assume TrX ⊥n−1 Λ for some n (2 ≤ n ≤ d). Then we have an exact sequence
0 → X → P ∗2 → · · · → P
∗
n−1 → (Ω
nX)∗ → ExtnΛop(TrX,Λ) → 0 with depthR(Ω
nX)∗ ≥ 2
and X,P ∗i ∈ CMR. Considering depth, we obtain Ext
n
Λop(TrX,Λ) = 0. Thus we have
TrX ⊥d Λ inductively.
1.4 Notation Throughout this paper, we will treat artin algebras or orders, and use
the following notation. Let Λ be an artin algebra over R in 1.2, or an order over a complete
regular local ring R of dimension d in 1.3. For the artin algebra case, put ΛM := modΛ,
XMn := Xn, Y
M
n := Yn, d := 0 and Dd := D : ΛM ↔ ΛopM. For the order case, put
ΛM := CMΛ, X
M
n := X
CM
n and Y
M
n := Y
CM
n .
In both cases, ΛM forms a Krull-Schmidt category, namely any object is isomorphic
to a finite direct sum of objects whose endomorphism rings are local. We call X ∈ ΛM
injective if DdX is a projective Λ
op-module. Then the Nakayama functor ν := Dd( )
∗ gives
an equivalence from projective objects in ΛM to injective objects in ΛM. The inverse of ν
is given by ν− := ( )∗Dd.
1.4.1 We define the n-Auslander-Reiten translation as in the following theorem, where
the usual one is given by τ = τ1 and τ
− = τ−1 .
Theorem Let Λ be in 1.4 and n ≥ 1. There exist mutually inverse equivalences
τn := DdΩ
d TrΩn−1 : XMn−1 → Y
M
n−1 and τ
−
n := Ω
d TrΩn−1Dd : Y
M
n−1 → X
M
n−1. Thus τn
gives a bijection from non-projective objects in indXMn−1 to non-injective objects in indY
M
n−1,
and the inverse is given by τ−n .
Proof If Λ is an artin algebra, then we only have to compose the dualities TrΩn−1 :
X n−1 ↔ X
op
n−1 in 1.1.2 and D : X
op
n−1 ↔ Yn−1. If Λ is an order, then X
CM
n−1 = Xn−1,d by
1.3.1(2). Thus Ωd TrΩn−1 gives a duality XCMn−1 ↔ X
CM
n−1
op by 1.1.2, and Dd gives a duality
Dd : X
CM
n−1
op ↔ Y
CM
n−1.
1.4.2 We note here that the case d = n + 1 is quite peculiar since these functors τn
and τ−n lift to the Nakayama functors ν and ν
− respectively.
Theorem Let Λ be in 1.4 and d = n + 1 ≥ 2. Then ν = Dd( )
∗ gives an equivalence
4
XMn−1 → Y
M
n−1 with inverse ν
− = ( )∗Dd : YMn−1 → X
M
n−1, and ν and ν
− give lifts of τn and
τ−n respectively.
Proof Since ( )∗ = Ω2Tr holds, the latter assertion follows from the definition
of τ±n and 1.1.1. Fix X ∈ X
M
n−1. Since X ∈ TrX
op
d by 1.3.1(2), the exact sequence
0 → Ext1Λ(TrX,Λ) → X → X
∗∗ → Ext2Λ(TrX,Λ) → 0 [AB] implies that X is reflexive.
Similarly, DdY is reflexive for any Y ∈ Y
M
n−1, and the former assertion follows.
1.5 We have the following n-Auslander-Reiten duality, where the usual one [A2;8.8]
(see also [Y;3.10]) is the case n = 1.
Theorem Let Λ be in 1.4 and n ≥ 1. For any i (0 < i < n), there exist functorial
isomorphisms below for any X ∈ XMn−1, Y ∈ Y
M
n−1 and Z ∈ ΛM.
Extn−iΛ (X,Z) ≃ D Ext
i
Λ(Z, τnX), HomΛ(X,Z) ≃ DExt
n
Λ(Z, τnX)
Extn−iΛ (Z, Y ) ≃ D Ext
i
Λ(τ
−
n Y, Z), HomΛ(Z, Y ) ≃ D Ext
n
Λ(τ
−
n Y, Z)
Proof Notice that we have a functorial isomorphism HomR(Tor
Λ
i (W,Z), I) = Ext
i
Λ(W,HomR(Z, I))
(i ≥ 0) for any injective R-module I [CE]. Thus, if Λ is an artin algebra, then we
have functorial isomorphisms DTorΛi (W,Z) = Ext
i
Λ(W,DZ) = Ext
i
Λ(Z,DW ). Putting
W := TrΩn−1X , we obtain the assertion by 1.1.3. Now let Λ be an order. Taking
HomR(Z, ), we obtain an exact sequence 0→ DdZ → R(Z, I0)→ · · · → R(Z, Id)→ 0. The
remark above implies ExtiΛ(W,HomR(Z, Ij)) = HomR(Tor
Λ
i (W,Z), Ij) (i, j ≥ 0). Since
TorΛi (W,Z) (i > 0) has a finite length by 1.3.1(3), we have Ext
i
Λ(W,HomR(Z, Ij)) =
HomR(Tor
Λ
i (W,Z), Ij) = 0 (i > 0, j < d). Thus we have HomR(Tor
Λ
i (W,Z), Id) =
ExtiΛ(W,HomR(Z, Id)) = Ext
i+d
Λ (W,DdZ) = Ext
i
Λ(Ω
dW,DdZ) = Ext
i
Λ(Z,DdΩ
dW ). Putting
W := TrΩn−1X , we obtain the assertion by 1.1.3.
1.6 The theorem below will be crucial to study sink maps (called minimal right almost
split maps in [ARS]) of projective modules.
Theorem Let Λ be in 1.4 and X a finite length Λ-module with a projective resolution
· · · → P1
f
→ P0 → X → 0. Then we have an exact sequence Λ( , νP1)
νf
→ Λ( , νP0) →
DExtdΛ(X, )→ 0 on ΛM.
Proof Notice that Λ( , νP ) = DdΛ(P, ) holds for any projective Λ-module P .
Thus the assertion for d = 0 follows easily. Assume d > 0 and fix Y ∈ ΛM. Then
ExtdR(Ext
d
Λ(X, Y ), R) = DExt
d
Λ(X, Y ) holds on ΛM. By 1.3.1(2), we have an exact
sequence 0 → Λ(P0, Y ) → · · · → Λ(Pd−1, Y ) → Λ(ΩdX, Y )
a
→ ExtdΛ(X, Y ) → 0 on
ΛM. If d = 1, then we have exact sequences 0 → DdΛ(ΩX, Y ) → DdΛ(P0, Y ) →
Ext1R(Ext
1
Λ(X, Y ), R)→ 0 and DdΛ(P1, Y )→ DdΛ(ΩX, Y )→ 0, and the assertion follows.
Now assume d ≥ 2 and put Z := Ker a. By an exact sequence 0 → Z → Λ(Ω
dX, Y )
a
→
ExtdΛ(X, Y ) → 0, we have an exact sequence Ext
d−1
R (Λ(Ω
dX, Y ), R) → Extd−1R (Z,R) →
ExtdR(Ext
d
Λ(X, Y ), R)→ Ext
d
R(Λ(Ω
dX, Y ), R). Since depthR Λ(Ω
dX, Y ) ≥ 2 holds, we have
ExtiR(Λ(Ω
dX, Y ), R) = 0 (i ≥ d − 1). Thus Extd−1R (Z,R) = Ext
d
R(Ext
d
Λ(X, Y ), R). Since
0 → Λ(P0, Y ) → · · · → Λ(Pd−1, Y ) → Z → 0 gives a projective resolution of R-modules,
we have an exact sequence DdΛ(P1, Y )→ DdΛ(P1, Y )→ Ext
d−1
R (Z,R)→ 0.
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2 Maximal (n− 1)-orthogonal subcategory
In this section, we keep the notation in 1.4. We introduce maximal (n− 1)-orthogonal
subcategories C of ΛM. We show that the n-Auslander-Reiten translation defined in 1.4.1
induces an equivalence C → C, and that C has the n-Auslander-Reiten duality. The case
d = n+ 1 is especially nice, and invariant subrings give such examples.
Let us start by recalling the following useful concept. A morphism f : X → Y is called
right minimal (resp. left minimal) if it does not have a direct summand of the form X → 0
(resp. X → 0) with X 6= 0 as a complex [ARS].
2.1 Definition Let C be a full subcategory of ΛM. We call a morphism f : C → X a
right C-approximation of X if C ∈ C and Λ( , C)
·f
→ Λ( , X) → 0 is exact on C. We call C
contravariantly finite if any X ∈ ΛM has a right C-approximation [AS]. We call a complex
A : · · · → C2
f2→ C1
f1→ C0
f0→ X a right C-resolution if Ci ∈ C and · · · → Λ( , C2)
·f2→
Λ( , C1)
·f1→ Λ( , C0)
·f0→ Λ( , X) → 0 is exact on C. If each fi is right minimal, then we call
A minimal. We write C-dimX ≤ n if X has a right C-resolution with Cn+1 = 0. Dually,
a left C-approximation, a covariantly finite subcategory, a (minimal) left C-resolution and
C op-dimX are defined. We call C functorially finite if it is contravariantly and covariantly
finite. The following fact immediately follows from Auslander-Buchweitz approximation
theory [ABu].
2.1.1 Let C be a functorially finite subcategory of ΛM. Then any X ∈ modΛ has a
minimal right (resp. left) C-resolution, which is unique up to isomorphisms of complexes.
2.2 Definition Let C be a functorially finite subcategory of ΛM and l ≥ 0. We call C
maximal l-orthogonal if
C = C⊥l ∩ΛM =
⊥l C ∩ΛM.
Then C is closed under direct summands, and satisfies Λ ⊕ DdΛ ∈ C and C ⊆ X
M
l ∩Y
M
l .
By definition, ΛM itself is a unique maximal 0-orthogonal subcategory. If a maximal l-
orthogonal subcategory C is contained in a subcategory D of ΛM satisfying D ⊥l D, then
C = D. Moreover, C is a maximal l-orthogonal subcategory of ΛM if and only if Dd C is
that of ΛopM.
We often use the following easy observation.
2.2.1 Let C be a subcategory of ΛM and A : 0→ Xn
fn→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X0 → 0
an exact sequence with Ci ∈ C.
(1) Ext1Λ( , X0) = Ext
n+1
Λ ( , Xn) on C
⊥n+1 , and Ext1Λ( , X0) ⊆ Ext
n+1
Λ ( , Xn) on C
⊥n.
(2) If C ⊥n C and A is a right C-resolution, then Xn ∈ C
⊥n .
Proof Put Xi := Ker fi−1. We have an exact sequence 0→ Xi → Ci−1 → Xi−1 → 0.
(1) Ext1Λ( , X0) = Ext
2
Λ( , X1) = · · · = Ext
n+1
Λ ( , Xn) holds on
⊥n+1 C. Similarly,
Ext1Λ( , X0) = · · · = Ext
n
Λ( , Xn−1) ⊆ Ext
n+1
Λ ( , Xn) holds on
⊥n C.
(2) Since C( , Ci−1) → C( , Xi−1) → 0 is exact, Ext
1
Λ( , Xi) = 0 holds on C for any i
(1 ≤ i ≤ n). Applying (1) to the sequence 0 → Xn
fn→ Cn−1
fn−1
→ · · · → Xn−i+1 → 0,
ExtiΛ( , Xn) = Ext
1
Λ( , Xn−i+1) = 0 holds on C for any i (1 ≤ i ≤ n).
2.2.2 We have the following characterizations of maximal l-orthogonal subcategories.
6
Proposition Let C be a functorially finite subcategory of ΛM. Then the conditions (1),
(2-i) and (3-i) are equivalent for any i (0 ≤ i ≤ l).
(1) C is maximal l-orthogonal.
(2-0) C-dimX ≤ l for any X ∈ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(2-i) C-dimX ≤ l − i for any X ∈ C⊥i ∩ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(2-l) C = C⊥l ∩ΛM and Λ ∈ C.
(3-0) Cop-dimX ≤ l for any X ∈ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(3-i) Cop-dimX ≤ l − i for any X ∈ ⊥i C ∩ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(3-l) C = ⊥l C ∩ΛM and DdΛ ∈ C.
Proof Since (1) is equivalent to (2-l)+(3-l) by definition, we only have to show that
all conditions except (1) are equivalent. We will show that (2-(i + 1)) implies (2-i). For
any X ∈ C⊥i ∩ΛM, take a right C-resolution 0 → Y → C0 → X → 0, which is exact by
Λ ∈ C. Then C ⊥l C0 and C ⊥i X imply C ⊥i+1 Y . Since C-dimY ≤ l− i−1 by (2-(i+1)),
we obtain C-dimX ≤ l − i. Dually, (3-(i+ 1)) implies (3-i).
We will show that (2-0) implies (3-l). Fix X0 ∈
⊥l C ∩ΛM. Take a right C-resolution
A : Cl−1
fl−1
→ · · ·
f1→ C0
f0→ X0 → 0. Put Xl := Ker fl−1. Since A is exact by Λ ∈ C,
we obtain Xl ∈ C
⊥l ∩ΛM = C by 2.2.1(2) and 1.3.1(1). Applying 2.2.1(1) to the sequence
0 → Xl
fl→ Cl−1
fl−1
→ · · · → X1 → 0, we have Ext
1
Λ(X0, X1) = Ext
l
Λ(X0, Xl) = 0. Thus f0
splits, and we have X0 ∈ C. Dually, (3-0) implies (2-l).
2.2.3 Especially (2-0) and (3-0) above give the following theorem.
Theorem Let C be a maximal l-orthogonal subcategory of ΛM. Any X ∈ ΛM has a
minimal right C-resolution 0→ Cl → · · · → C0 → X → 0 and a minimal left C-resolution
0→ X → C ′0 → · · · → C
′
l → 0, which are exact.
2.2.4 Later we will use the following slightly more general assertion.
Lemma Let C be a maximal l-orthogonal subcategory of ΛM. Assume that X ∈ modΛ
has an exact sequence 0→ X → C−1 → · · · → C−k with k ≥ 0 and Ci ∈ ΛM. Then X has
a minimal right C-resolution 0→ Cm → · · · → C0 → X → 0 with m = max{l, d− k}.
Proof By 2.1.1, we can take a minimal right C-resolution Cm−1
fm−1
→ · · ·
f1→ C0 →
X → 0, which is exact by Λ ∈ C. By 2.2.1(2) and 1.3.1(1), Ker fm−1 ∈ C⊥l ∩ΛM = C.
2.3 We have the following n-Auslander-Reiten translation on C.
Theorem Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1).
(1) τnX ∈ C and τ
−
n X ∈ C for any X ∈ C.
(2) We have mutually inverse equivalences τn : C → C and τ
−
n : C → C.
(3) τn gives a bijection from non-projective objects in ind C to non-injective objects in
ind C, and the inverse is given by τ−n .
Proof Recall that C ⊆ XMn ∩Y
M
n holds. By 1.5, for any X, Y ∈ C and i (0 < i < n),
we have ExtiΛ(Y, τnX) = DExt
n−i
Λ (X, Y ) = 0. Thus τnX ∈ C
⊥n−1 ∩ΛM = C holds. Dually,
τ−n X ∈ C holds. The assertion (2) follows from 1.4.1.
2.3.1 We obtain the following n-Auslander-Reiten duality on C from 1.5.
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Theorem Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1). For any
i (0 < i < n), there exist functorial isomorphisms below for any X, Y ∈ C.
HomΛ(X, Y ) ≃ D Ext
n
Λ(Y, τnX), HomΛ(X, Y ) ≃ DExt
n
Λ(τ
−
n Y,X)
2.3.2 For the case d = n + 1, 1.4.2 implies the following theorem.
Theorem Assume d = n+ 1 ≥ 2 in 2.3. Then ν = Dd( )
∗ gives an equivalence C → C
with inverse ν− = ( )∗Dd, and ν and ν− give lifts of τn and τ−n respectively.
2.4 Definition Let C be a Krull-Schmidt category (1.4). A C-module is a contravariant
additive functor from C to the category of abelian groups. For C-modules F and F ′, we
denote by Hom(F, F ′) the set of natural transformations from F to F ′. Thus we obtain the
abelian category Mod C of C-modules. The Yoneda embedding X 7→ C( , X) (resp. C(X, ))
gives a full faithful functor C → Mod C (resp. Cop → Mod Cop). Moreover, X 7→ C /JC( , X)
(resp. C /JC(X, )) gives a bijection from ind C to isomorphism classes of simple C-modules
(resp. Cop-modules).
We study the socle of C-modules given by the n-th extension groups. The corollaries
below will play an important role in the study of n-almost split sequences.
2.4.1 Corollary Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n ≥ 1)
and X ∈ ind C.
(1) If X is not projective, then the Cop-module Ext
n
Λ(X, ) has a simple socle with
(socCop Ext
n
Λ(X, ))(τnX) 6= 0. If X is not injective, then the C-module Ext
n
Λ( , X) has a
simple socle with (socC Ext
n
Λ( , X))(τ
−
n X) 6= 0.
(2) (socC Ext
n
Λ( , τnX))(X) = socEndΛ(X) Ext
n
Λ(X, τnX) = socEndΛ(τnX)op Ext
n
Λ(X, τnX) =
(socCop Ext
n
Λ(X, ))(τnX).
Proof (1) Since Y := τ−n X is indecomposable non-projective, HomΛ(Y, ) has a
simple top F := C /JC(Y, ). Thus DHomΛ(Y, ) = Ext
n
Λ( , X) has a simple socle DF with
DF (Y ) 6= 0.
(2) For any X ∈ C, we have an exact functor Mod C → ModEndΛ(X) given by F 7→
F (X). For any sub EndΛ(X)-module M of F (X), there exists a sub C-module F
′ of F
such that M = F ′(X). Using this fact, it is easily checked that (socC Ext
n
Λ( , τnX))(X) is
a simple socle of the EndΛ(X)-module Ext
n
Λ(X, τnX).
2.4.2 Corollary Let S be a simple Λ-module, P → S → 0 a projective cover and
I := νP . Then the Cop-module Ext
d
Λ(S, ) has a simple socle with (socCop Ext
d
Λ(S, ))(I) 6= 0.
Moreover, ExtdΛ(S, I) = (socCop Ext
d
Λ(S, ))(I) and Ext
d
Λ(S, I
′) = 0 for any indecomposable
injective I ′ 6= I.
Proof Since D ExtdΛ(S, ) has a simple top C /JC( , I) by 1.6, the former assertion
follows. Applying the Nakayama functor to 1.6, we have an exact sequence C(ν− , P1)
·f
→
C(ν− , P0)→ D Ext
d
Λ(S, )→ 0 on injective modules. On the other hand, since C( , P1)
·f
→
C( , P0) → C /JC( , P0) → 0 is exact on projective modules, DExt
d
Λ(S, ) = C /JC(ν
− , P0)
holds on injective modules. Thus the latter assertion follows.
2.5 Let us give a remarkable example of maximal (n − 1)-orthogonal subcategories
with d = n+1. For a field k, we call σ ∈ GL(d, k) a pseudo reflection if rank(σ−1) ≤ 1. A
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finite subgroup G of GL(d, k) acts on Γ := k[[x1, · · · , xd]] linearly, and the invariant subring
Λ := ΓG contains a complete regular local subring R such that Λ is an R-order. For the
case d = 2, the following theorem is a well-known result which asserts addΛ Γ = CMΛ.
Theorem Let k be a field of characteristic zero, G a finite subgroup of GL(d, k) with
d ≥ 2, Γ := k[[x1, · · · , xd]] and Λ := Γ
G the invariant subring. Assume that G does not
contain any pseudo-reflection except the identity, and that Λ is an isolated singularity.
Then C := addΛ Γ is a maximal (d− 2)-orthogonal subcategory of CMΛ.
2.5.1 Proposition Let Λ be an R-order which is an isolated singularity, X, Y ∈ CMΛ
and 2 ≤ n ≤ d. Then depthRHomΛ(X, Y ) ≥ n if and only if X ⊥n−2 Y .
Proof Take a maximal number n such that n ≤ d and X ⊥n−2 Y . Let 0→ Ωn−1X →
Pn−2 → · · · → P0 → X → 0 be a projective resolution. Then we have an exact sequence A :
0 → HomΛ(X, Y ) → Λ(P0, Y ) → · · · → Λ(Pn−2, Y ) → Λ(Ωn−1X, Y ) → Ext
n−1
Λ (X, Y ) → 0
with depthR Λ(Ω
n−1X, Y ) ≥ 2 and Λ(Pi, Y ) ∈ CMR. If n = d, then HomΛ(X, Y ) ∈ CMR
by A. Now assume n < d. Then Extn−1Λ (X, Y ) 6= 0. Since depthR Ext
n−1
Λ (X, Y ) = 0 by
1.3.1(3), we obtain depthRHomΛ(X, Y ) = n by A.
2.5.2 Proof of 2.5 Since G does not contain any pseudo-reflection except the identity,
we have EndΛ(Γ) = Γ ∗ G by the argument in [A4] (see also [Y;10.7,10.8]) where the
assumption d = 2 is not used. In particular, EndΛ(Γ) ∈ CMR holds. Thus 2.5.1 implies
Γ ⊥d−2 Γ. By 2.2.2, we only have to show Γ⊥d−2 ∩CMΛ ⊆ C. Fix X ∈ Γ⊥d−2 ∩CMΛ, and
take an injective resolution 0 → X → I0 → · · · → Id−1 in CMΛ. Then 0 → Λ(Γ, X) →
Λ(Γ, I0) → · · · → Λ(Γ, Id−1) is exact. Since the Γ-module DdΓ is free, so is Λ(Γ, Ii) for
any i. Since the Γ-module Λ(Γ, X) is a d-th syzygy, it is free. Thus Λ(Γ, X) ∈ C holds.
Since the injection Λ→ Γ is a split monomorphism of Λ-modules [A4] (see also [Y;10.5]),
X = Λ(Λ, X) is a direct summand of Λ(Γ, X) ∈ C. Thus X ∈ C.
2.6 Let Λ be a selfinjective artin algebra or a Gorenstein order [A2][DKR]. Namely we
assume that DdΛ is a projective Λ-module. Then ΛM coincides with ΛM, and the functors
τ : ΛM → ΛM and Ω : ΛM → ΛM are equivalences such that τΩ = Ωτ by 1.4.1 and 1.1.1.
The following easy observation will be used in §4.
Proposition (1) We have a functorial isomorphism HomΛ(X, Y ) ≃ DHomΛ(Y,Ω
−τX)
for any X, Y ∈ ΛM.
(2) Let X ∈ ind ΛM. Then the ΛM-module HomΛ( , X) has a simple socle with
(soc
ΛM
HomΛ( , X))(τ
−ΩX) 6= 0. The ΛMop-module HomΛ(X, ) has a simple socle with
(soc
ΛM
op HomΛ(X, ))(Ω
−τX) 6= 0.
Proof (1) Let 0 → ΩY → P → Y → 0 be a projective resolution. Then we have
an exact sequence Λ(P, ) → Λ(ΩY, ) → Ext
1
Λ(Y, ) → 0. Since P is injective, we have
HomΛ(ΩY, ) = Ext
1
Λ(Y, ). Thus HomΛ(X, Y ) = D Ext
1
Λ(Y, τX) = DHomΛ(ΩY, τX) =
DHomΛ(Y,Ω
−τX) by 1.5.
(2) Immediate from (1).
3 n-almost split sequences
In this section, we keep the notation in 1.4. We introduce n-almost split sequences
on maximal (n − 1)-orthogonal subcategories. Our main result is the existence theorem
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of n-almost split sequences, and that of n-fundamental sequences for the case d = n + 1.
Then we study the functor category mod C, especially we show that mod C has finite global
dimension.
3.1 Definition Let C be a full subcategory of ΛM.
We call a complex · · ·
f1→ C1
f1→ C0
f0→ X with terms in C a sink sequence of X (in C) if
fi ∈ JC and the following sequence is exact.
· · ·
·f2→ C( , C1)
·f1→ C( , C0)
·f0→ JC( , X)→ 0
We call the above f0 a sink map of X . Dually, we call a complex X
f ′0→ C ′0
f ′1→ C ′1
g′2→ · · ·
with terms in C a source sequence of X (in C) if f ′i ∈ JC and the following sequence is
exact.
· · ·
·f ′2→ C(C ′1, )
·f ′1→ C(C ′0, )
·f ′0→ JC(X, )→ 0
We call the above f ′0 a source map of X (called minimal left almost split map in [ARS]).
A sink (resp. source) sequence induces a minimal projective resolution of a semisimple C-
module C /JC( , X) (resp. a semisimple C
op-module C /JC(X, )). We call an exact sequence
0 → Y
fn
→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X → 0 (resp. 0 → Y
fn
→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X)
with terms in C an n-almost split sequence (resp. n-fundamental sequence) if it is a sink
sequence of X and a source sequence of Y simultaneously. By definition, a direct sum of
n-almost split (resp. sink, source) sequences and a direct summand of an n-almost split
(resp. sink, source) sequences are again n-almost split (resp sink, source) sequences.
3.1.1 By (1) below, a sink (resp. source) sequence is unique up to isomorphisms
of complexes. By (2) below, the study of n-almost split sequences is reduced to that of
n-almost split sequences with indecomposable left and right terms.
Proposition (1) Let A and A′ be sink (resp. source) sequences of X and X ′ respec-
tively. Then any isomorphism X → X ′ extends to an isomorphism A→ A′.
(2) Let A : 0 → Y → Cn−1 → · · · → C0 → X → 0 and A′ : 0 → Y ′ → C ′n−1 → · · · →
C ′0 → X
′ → 0 be n-almost split sequences. Then X ≃ X ′ if and only if Y ≃ Y ′, and X is
indecomposable if and only if Y is indecomposable.
Proof (1) Immediate from the definition.
(2) The former assertion follows from (1). Moreover, X ∈ C is indecomposable if
and only if C /JC( , X) ∈ Mod C is indecomposable if and only if the minimal projective
resolution of C /JC( , X) is indecomposable as a complex if and only if A is indecomposable
as a complex. Similarly, A is indecomposable as a complex if and only if Y ∈ C is
indecomposable.
3.2 The next lemma gives the relationship among long exact sequences with terms in
C, projective resolutions of C-modules and those of Cop-modules.
Lemma Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n ≥ 1) and A :
0 → Xn
fn
→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X0 → 0 an exact sequence with terms in C. Put
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Xi := Ker fi−1. Then we have exact sequences
0→ C( , Xn)
·fn
→ C( , Cn−1)
·fn−1
→ · · ·
·f1→ C( , C0)
·f0→ C( , X0)→ F → 0
0→ C(X0, )
f0·→ C(C0, )
f1·→ · · ·
fn−1·
→ C(Cn−1, )
fn·
→ C(Xn, )→ G→ 0
on C such that
D(G ◦ τ+n ) = F ⊆ Ext
n
Λ( , Xn), D(F ◦ τ
−
n ) = G ⊆ Ext
n
Λ(X0, ).
If A is zero in ExtnΛ(X0, Xn), then f0 is a split epimorphism and fn is a split monomor-
phism.
Proof It follows from 2.2.1(1) that Ext1Λ( , Xi) = Ext
n−i+1
Λ ( , Xn) = 0 for any i (1 <
i ≤ n). This shows that the upper sequence is exact. Again by 2.2.1(1), F = Ext1Λ( , X1) =
Extn−1Λ ( , Xn−1) holds, and 0 → Ext
n−1
Λ ( , Xn−1) → Ext
n
Λ( , Xn)
·fn
→ ExtnΛ( , Cn−1) is exact
on C. By 2.3.1, C(Cn−1, τ+n )
fn·→ C(Xn, τ+n ) → DF → 0 is exact. Thus C(Cn−1, )
fn·→
C(Xn, )→ D(F ◦ τ
−
n )→ 0 is exact, and we obtain G = D(F ◦ τ
−
n ). The latter assertion is
immediate since 1X0 is mapped to A by the inclusion F (X0) ⊆ Ext
n
Λ(X0, Xn).
3.2.1 Immediately we have the following proposition, where the case n = 1 is well-
known.
Proposition Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1), 0 →
Xn
fn→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X0 → 0 an exact sequence with terms in C and Y ∈ C. Then
C(Y, C0)
·f0→ C(Y,X0)→ 0 is exact if and only if C(Cn−1, τnY )
fn·
→ C(Xn, τnY )→ 0 is exact.
3.3 We have the following characterizations of n-almost split sequences.
Proposition Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n ≥ 1) and
A : 0→ Y
fn
→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→ X → 0 an exact sequence with terms in C. If fi ∈ JC
and X, Y ∈ ind C, then the conditions (1)–(6) are equivalent.
(1) A is an n-almost split sequence.
(2) f0 is a sink map.
(3) fn is a source map.
(4) A is in (socCop Ext
n
Λ(X, ))(Y )\{0}.
(5) A is in (socC Ext
n
Λ( , Y ))(X)\{0}.
(6) Y = τnX and A is in socEndΛ(X) Ext
n
Λ(X, τnX) = socEndΛ(τnX)op Ext
n
Λ(X, τnX).
Proof We will borrow the notation in 3.2. By 3.2, A is non-zero in ExtnΛ(X, Y ).
(1)⇔(2)⇔(3) The equalities F = D(G ◦ τ+n ) and G = D(F ◦ τ
−
n ) show that F is simple
if and only if G is simple. The assertion follows from the exact sequences in 3.2.
(1)⇔(5) By 3.2, we have an inclusion δ : F = Cok(·f0) ⊆ Ext
n
Λ( , Y ) such that A =
δ(1X). Thus F is a simple C-module if and only if F ⊆ socC Ext
n
Λ( , Y ) if and only if
[A] ∈ (socC Ext
n
Λ( , Y ))(X) since F is generated by 1X .
(5)⇔(6) Immediate from 2.4.1(2).
3.3.1 Now we can prove the main result in this section.
Theorem Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1).
11
(1) For any non-projective X ∈ ind C, there exists an n-almost split sequence 0→ Y →
Cn−1 → · · · → C0 → X → 0 in C.
(2) For any non-injective Y ∈ ind C, there exists an n-almost split sequence 0→ Y →
Cn−1 → · · · → C0 → X → 0 in C.
(3) Any n-almost split sequence 0 → Y → Cn−1 → · · · → C0 → X → 0 satisfies
Y ≃ τnX and X ≃ τ
−
n Y .
Proof (1) If n = 1, then C = ΛM. By 2.4.1(1), we can take a non-split short exact
sequence A which is in (soc
ΛM
Ext1Λ(X, ))(τnX). Then A is a 1-almost split sequence
by 3.3. Now assume n > 1. We can take a sink map a : Y → X in ΛM by the case
n = 1, and a right C-approximation b : Z → Y of Y . Let f : C0 → X be a right minimal
direct summand of ba : Z → X as a complex. Then f is a sink map in C. Since X
is non-projective, f is surjective. Thus X1 := Ker f is in ΛM. By 2.2.3, there exists a
minimal right C-resolution 0 → Cn
fn
→ · · ·
f2→ C1 → X1 → 0 of X1. By 3.3, the sequence
0→ Cn
fn
→ · · ·
f1→ C0
f0→ X → 0 is an n-almost split sequence.
(3) By 3.3, (socCop Ext
n
Λ(X, ))(Y ) 6= 0. By 2.4.1(1), Y ≃ τnX and X ≃ τ
−
n Y hold.
3.4 To complete the study of minimal projective resolutions of simple C-modules,
we will consider sink sequences of projective modules and source sequences of injective
modules. Recall that we denote by d the dimension of R (1.4).
3.4.1 Theorem Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n ≥ 1),
X ∈ ind C, F := C /JC( , X) and G := C /JC(X, ).
(1) d ≤ pdC F ≤ max{n, d} if X is projective, and pdC F = n+ 1 otherwise.
(2) d ≤ pdCop G ≤ max{n, d} if X is injective, and pdCop G = n+ 1 otherwise.
Proof (1) By 2.2.4, there exists a minimal right C-resolution 0→ Cm
fm→ · · ·
f2→ C1 →
JΛP → 0 with m := max{n, d}. Then 0→ Cm
fm
→ · · ·
f2→ C1 → P gives a sink sequence of
P . By considering the depth over R, we obtain Cd 6= 0.
(2) Since a sink sequence A of X ∈ C gives a source sequence DdA of DdX ∈ Dd C, the
assertion follows from (1).
3.4.2 For the case d ≥ n+ 1, we can give a more explicit construction than 3.4.1.
Lemma Let C be a maximal (n− 1)-orthogonal subcategory of ΛM with d ≥ n+1 ≥ 2.
For an injective I ∈ ind C, put P = P0 := ν
−I and S := P/JΛP . Take a minimal projective
resolution 0 → Ωd−nS → Pd−n−1
fd−n−1
−→ · · ·
f1→ P0 → S → 0 of S and a minimal right C-
resolution · · ·
fd−n+2
−→ Cd−n+1
fd−n+1
−→ Cd−n → Ωd−nS → 0. Then Cd ≃ I and Cd+1 = 0 hold,
and the following complex gives a source sequence of I.
Cd
fd→ · · ·
fd−n+1
−→ Cd−n → Pd−n−1
fd−n−1
−→ · · ·
f1→ P0 → 0
Proof (i) Put Si := Ker fi−1. Applying 2.2.1(2) to the sequence 0 → Sd−1 →
Cd−2
fd−2
−→ · · ·
fd−n+1
−→ Cd−n → Ωd−nS → 0, we obtain Sd−1 ∈ C⊥n−1 . By the dual of 2.2.1(1)
and 1.3.1(2), Ext1Λ(Sd−1, ) ⊆ Ext
n
Λ(Sd−n, ) = Ext
d
Λ(S, ) and Ext
1
Λ(Si, ) = Ext
i+1
Λ (S, ) = 0
(0 ≤ i < d − 1) hold on C. Similarly, Ext
i
Λ(Sd−1, DdΛ) = Ext
i+d−1
Λ (S,DdΛ) (i > 0) holds.
By 1.3.1(1), ExtiΛ(Sd−1, DdΛ) = 0 holds for any i > 1. By 2.4.2, Ext
1
Λ(Sd−1, I
′) = 0 holds
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for any indecomposable injective I ′ 6= I, and Ext1Λ(Sd−1, I) is a simple EndΛ(I)
op-module.
Thus we can take a non-split exact sequence A : 0→ I
a
→ X → Sd−1 → 0. By 2.4.2 again,
A is contained in the simple socle of the Cop-module Ext
1
Λ(Sd−1, ).
(ii) We will show X ∈ C.
Since X ∈ C⊥n−1 holds by (i), we only have to show X ∈ ΛM. By 1.3.1(1) and
(i), we only have to show Ext1Λ(X, I) = 0. We have an exact sequence EndΛ(I)
δ
→
Ext1Λ(Sd−1, I)→Ext
1
Λ(X, I) → 0 of EndΛ(I)
op-modules. Since Ext1Λ(Sd−1, I) is a simple
Λop-module by (i) and δ(1I) = [A] 6= 0, we obtain Ext
1
Λ(X, I) = 0.
(iii) Since C ⊥1 I holds, A is a minimal right C-resolution of Sd−1. Thus Cd ≃ I
and Cd+1 = 0 hold. It remains to show that our sequence gives a source sequence of
I. We have an exact sequence C(X, )
a·
→ C(I, )
γ
→ Ext1Λ(Sd−1, ) of C
op-modules. The
image of γ is generated by γ(1I) = [A], which is contained in the simple socle of the C
op-
module Ext1Λ(Sd−1, ). Thus the image of γ is simple, and a is the source map of I. Since
Ext1Λ(Si, ) = 0 (0 ≤ i < d − 1) holds on C by (i), 0 → C(P0, )
f1·→ · · ·
fd−2·
→ C(Cd−2, ) →
Λ(Sd−1, )→ 0 is exact.
3.4.3 We have the following description of source sequences of injective modules and
sink sequences of projective modules for the case d ≥ n+ 1 ≥ 2.
Theorem Let C be a maximal (n−1)-orthogonal subcategory of ΛM with d ≥ n+1 ≥ 2.
Take a projective P ∈ ind C and an injective I ∈ ind C with I = νP , and put S := P/JΛP .
(1) There exists an exact sequence 0 → Cd → · · · → Cd−n → Pd−n−1 → · · · → P0 →
S → 0 with Cd = I, P0 = P and Pi projective. This gives a source sequence of I.
(2) There exists an exact sequence 0 → I0 → · · · → Id−n−1 → C ′d−n → · · · → C
′
d →
S → 0 with I0 = I, C
′
d = P and Ii injective. This gives a sink sequence of P .
Proof (1) follows immediately from 3.4.2. We now show (2). Since Dd C is a maximal
(n−1)-orthogonal subcategory of ΛopM, we can apply (1) toDd C. Thus a source sequence of
DdP inDd C is given by an exact sequence 0→ C
′
d → · · · → C
′
d−n → P
′
d−n−1 → · · · → P
′
0 →
S ′ → 0 with C ′d = DdP , P
′
0 = DdI, P
′
i projective and S
′ simple. Since ExtiR(S
′, R) = 0 for
any i 6= d, we have an exact sequence 0 → DdP
′
0 → · · · → DdP
′
d−n−1 → DdC
′
d−n → · · · →
DdC
′
d → DS
′ → 0 by applying Dd. This gives a sink sequence of P = DdC ′d in C with
DS ′ = S.
3.4.4 The concept of fundamental sequences plays an important role for the case d = 2
in usual Auslander-Reiten theory [A2;3.6] (see also [Y;11.5]). The following theorem shows
that n-fundamental sequences exist for the case d = n+ 1.
Theorem Let C be a maximal (n−1)-orthogonal subcategory of ΛM and d = n+1 ≥ 2.
(1) For any X ∈ C, there exists an n-fundamental sequence 0 → Y → Cn−1 → · · · →
C0 → X with Y = νX.
(2) For any Y ∈ C, there exists an n-fundamental sequence 0 → Y → Cn−1 → · · · →
C0 → X with X = ν
−Y .
Proof Recall that ν = Dd( )
∗ and ν− = ( )∗Dd holds on C by 2.3.2.
(1) By 3.3.1, we only have to consider the case when X = P is indecomposable pro-
jective. Since d = n + 1, the exact sequence 0 → Cd
fd→ · · ·
f2→ C1
f1→ P0 in 3.4.2 gives an
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n-fundamental sequence.
(2) Since ν : C → C is an equivalence by 2.3, the assertion follows from (1).
3.4.5 In [I1], the concept of τ -categories was introduced. It was effectively applied in
[I2,3] to derive information on mod ΛM from almost split sequences. To apply the theory
of τ -categories to ΛM in §4, we need the following observation.
Theorem ΛM and ΛM form τ -categories.
Proof For any non-injective X ∈ ind ΛM, the almost split sequence 0 → X →
θ−X → τ−X → 0 induces an exact sequence ΛM(τ−X, )→ ΛM(θ−X, )→ JΛM(X, )→ 0
by [I2;1.3]. If τ−X ∈ ind ΛM, then ΛM( , X) → ΛM( , θ−X) → JΛM( , τ
−X) → 0 is
exact again by [I2;1.3]. Fix injective I ∈ ind ΛM and take the source sequence I
fd→
Cd−1 → Pd−2
fd−2
−→ · · ·
f1→ P0 of I constructed in 3.4.2 for n = 1. Since Pd−2 is projective,
ΛM(Cd−1, )
fd·−→ J
ΛM
(I, ) is an isomorphism by [I2;1.3]. Thus ΛM forms a τ -category, and
the equivalence τ : ΛM → ΛM shows that so is ΛM.
3.5 Definition Let C be an additive category. We say that a C-module F is finitely
presented if there exists an exact sequence C( , Y )
·f
→ C( , X) → F → 0. We denote by
mod C the category of finitely presented C-modules. The Yoneda embedding X 7→ C( , X)
(resp. X 7→ C(X, )) gives an equivalence from C (resp. Cop) to the category of finitely
presented projective C-modules (resp. Cop-modules).
If C is an R-category for R in 1.4, then F (X) has an R-module structure naturally for
any C-module F and X ∈ C. Thus we have a functor D : Mod C ↔ Mod Cop by composing
with D : ModR → ModR in 1.4. We call C a dualizing R-variety if D induces a duality
mod C ↔ mod Cop [AR1]. In this case, mod C and mod Cop are closed under kernels since
they are always closed under cokernels [A1;2.1]. Thus mod C (resp. mod Cop) is an abelian
subcategory of Mod C (resp. Mod Cop).
The following proposition strengthen 3.2.
3.5.1 Proposition Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1).
For any F ∈ mod C, there exists a unique exact sequence 0 → Cn+1
fn+1
→ Cn
fn
→ · · ·
f2→
C1
f1→ C0 → 0 such that Ci ∈ C, fi ∈ JC and the following sequences are minimal projective
resolutions.
0→ C( , Cn+1)
·fn+1
→ C( , Cn)
·fn
→ · · ·
·f2→ C( , C1)
·f1→ C( , C0)→ F → 0
0→ C(C0, )
f1·→ C(C1, )
f2·→ · · ·
fn·
→ C(Cn, )
fn+1·
→ C(Cn+1, )→ D(F ◦ τ
−
n )→ 0
Proof Take a minimal projective resolution C( , C1)
·f1→ C( , C0) → F → 0. Then
F (Λ) = 0 implies that f1 is surjective. Thus X2 := Ker f1 is in ΛM. By 2.2.3, there exists
a minimal right C-resolution 0→ Cn+1
fn+1
→ · · ·
f3→ C2 → X2 → 0. Then the exact sequence
0 → Cn+1
fn+1
→ · · ·
f1→ C0 → 0 gives a minimal projective resolution 0 → C( , Cn+1)
·fn+1
→
· · ·
·f1→ C( , C0)→ F → 0. By 3.2, the lower sequence is exact.
3.5.2 We have the following description of injective C-modules.
Theorem Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1).
14
(1) C and C are dualizing R-varieties.
(2) X 7→ ExtnΛ( , X) gives an equivalence from C to the category of finitely presented
injective C-modules, and X 7→ Ext
n
Λ(X, ) gives an equivalence from C
op to the category of
finitely presented injective C
op-modules.
Proof (1) If F ∈ mod C, then DF ∈ mod Cop by 3.5.1. By 1.3.1(3), D : mod C ↔
mod Cop is in fact a duality.
(2) We only show the former assertion. Since ExtnΛ( , X) = DHomΛ(τ
−
n X, ) holds by
2.3.1, our functor X 7→ ExtnΛ( , X) is a composition of the equivalence τ
−
n : C → C, the
duality X 7→ C(X, ) from C to the category of finitely presented projective Cop-modules,
and the duality D : mod Cop → mod C.
3.6 Definition Let C be a functorially finite subcategory of ΛM. Since C has pseudok-
ernels by Auslander-Buchweitz approximation theory [ABu][AS], mod C (resp. mod Cop)
is an abelian subcategory of Mod C (resp. Mod Cop) [A1;2.1]. For F ∈ mod C, take a
projective resolution C( , Y )
·f
→ C( , X) → F → 0. Then αF is defined by the exact
sequence 0 → αF → C(X, )
f ·
→ C(Y, ). It is easily shown that α gives a left exact func-
tor α : mod C → mod Cop, and we define α : mod Cop → mod C dually. We denote by
Rnα : mod C ↔ mod Cop their n-th derived functor [FGR].
3.6.1 Let us calculate RiαF for C-modules F .
Theorem Let C be a maximal (n− 1)-orthogonal subcategory of ΛM.
(1) Any F ∈ mod C satisfies pdC F ≤ n + 1 and R
iαF = 0 for any i 6= n + 1.
(2) Rn+1α gives a duality mod C ↔ mod C
op, and the equivalence DRn+1α : mod C ↔
mod C coincides with the equivalence induced by τn : C → C.
Proof (1) and the latter assertion of (2) follows from 3.5.1. The former assertion of
(2) follows from (1) since Rn+1αF = TrΩnF holds (cf. 1.1.1(2)).
3.6.2 We now calculate the global dimension of functor categories.
Theorem Let Λ be a maximal (n− 1)-orthogonal subcategory of ΛM (n ≥ 1).
(1) If gl.dimΛ 6= d, then gl.dim(mod C) = gl.dim(mod Cop) = max{n + 1, d}. If
gl.dimΛ = d, then gl.dim(mod C) = gl.dim(mod Cop) = d.
(2) If F ∈ mod C (resp. mod Cop) is simple with pdF = n+1, then RiαF = 0 for any
i 6= n + 1 and Rn+1αF is simple with pdRn+1αF = n+ 1.
Proof (1) Take F ∈ mod C and a projective resolution C( , C1)
f1→ C( , C0) →
F → 0. Put X2 := Ker f1. By 2.2.4, there exists a minimal right C-resolution 0 →
Cm
fm→ · · ·
f3→ C2 → X2 → 0 with m := max{n + 1, d}. Thus pdF ≤ m, and we
obtain gl.dim(mod C) ≤ m. If gl.dimΛ = d, then ΛM consists of projective Λ-modules
[A3;1.5], and the assertion follows. Assume gl.dimΛ 6= d. Then there exists non-projective
X ∈ ind C, and pdC C /JC( , X) = n + 1 by 3.4.1(1). If d > n + 1, then any projective
Λ-module P satisfies pdC C /JC( , P ) = d by 3.4.1(1).
(2) Put F = C /JC( , X) for X ∈ ind C. If X is not projective, then the existence
of n-almost split sequence implies the assertion. If X is projective, then 3.4.1(1) implies
d = n+ 1. Thus the existence of n-fundamental sequences implies the assertion.
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4 Selfinjective algebras and Gorenstein orders
Throughout this section, we keep the notation in 1.4, and we assume that Λ is a
representation-finite selfinjective artin algebra or a representation-finite Gorenstein order
(2.6). In other words, we assume that DdΛ is a projective Λ-module and ind ΛM is a finite
set. We will classify all maximal 1-orthogonal subcategories of ΛM. We denote by A(ΛM)
the stable Auslander-Reiten quiver of Λ. In [R2], Riedtmann introduced the quiver Z∆
associated to a graph ∆. The well-known theorem [R2][HPR] below also holds for our Λ
since the function rankR on ΛM gives a subadditive function on A(ΛM).
4.1 Proposition A(ΛM) is a finite disjoint union
∐
k(Z∆k/Gk) with Dynkin diagrams
∆k and automorphism groups Gk of Z∆k.
We denote by (Z∆)0 (resp. (Z∆/G)0) the set of vertices of the quiver Z∆ (resp. Z∆/G).
Our goal in this section is to determine configurations of maximal 1-orthogonal subcate-
gories of ΛM as subsets of
∐
k(Z∆k/Gk)0. For a simplicity reason, we assume that each ∆k
is a classical Dynkin diagram Am, Bm, Cm or Dm+1 though our method explained in 4.4
works for arbitrary Dynkin diagram ∆.
4.2 Definition We introduce a coordinate on Z∆ by the diagram below, where we
denote
(2,1)
−→ or
(1,2)
−→ by thick arrows for the case ∆ = Bm or Cm.
∆ = Am, Bm, Cm
  ✒
❅❅❘
❅❅❘
  ✒
❅❅❘
(0,2)
(-1,3)
(-2,m-3)
(-3,m-2)
❅❅❘
  ✒
  ✒
❅❅❘
  ✒
(0,3)
(-1,m-3)
(-2,m-2)
  ✒
❅❅❘
❅❅❘
  ✒
❅❅❘
(1,3)
(0,4)
(-1,m-2)
(-2,m-1)
❅❅❘
  ✒
  ✒
❅❅❘
  ✒
(1,4)
(0,m-2)
(-1,m-1)
  ✒
❅❅❘
❅❅❘
  ✒
❅❅❘
(2,4)
(1,5)
(0,m-1)
(-1,m)
❅❅❘
  ✒
  ✒
❅❅❘
  ✒
(2,5)
(1,m-1)
(0,m)
  ✒
❅❅❘
❅❅❘
  ✒
❅❅❘
(3,5)
(2,6)
(1,m)
(0,m+1)
❅❅❘
  ✒
  ✒
❅❅❘
  ✒
(3,6)
(2,m)
(1,m+1)
(4,6)
(3,7)
(2,m+1)
(1,m+2)
· · · · · · · · · · · · · · ·
∆ = Dm+1
  ✒
❅❅❘
❅❅❘
 ✒
❅❘
✲
(0,2)
(-1,3)
(-2,m-3)
(-3,m-2)+
(-3,m-2)
−
❅❅❘
  ✒
  ✒
❅❘
 ✒
✲
(0,3)
(-1,m-3)
(-2,m-2)
  ✒
❅❅❘
❅❅❘
 ✒
❅❘
✲
(1,3)
(0,4)
(-1,m-2)
(-2,m-1)+
(-2,m-1)
−
❅❅❘
  ✒
  ✒
❅❘
 ✒
✲
(1,4)
(0,m-2)
(-1,m-1)
  ✒
❅❅❘
❅❅❘
 ✒
❅❘
✲
(2,4)
(1,5)
(0,m-1)
(-1,m)+
(-1,m)
−
❅❅❘
  ✒
  ✒
❅❘
 ✒
✲
(2,5)
(1,m-1)
(0,m)
  ✒
❅❅❘
❅❅❘
 ✒
❅❘
✲
(3,5)
(2,6)
(1,m)
(0,m+1)+
(0,m+1)
−
❅❅❘
  ✒
  ✒
❅❘
 ✒
✲
(3,6)
(2,m)
(1,m+1)
(4,6)
(3,7)
(2,m+1)
(1,m+2)+
(1,m+2)
−
· · · · · · · · · · · · · · ·
In each case, the translation τ is defined by τ(i, j) = (i−1, j−1) and τ(i, i+m+1)± =
(i− 1, i+m)±. Define an automorphism σ of Z∆ as follows. If ∆ = Am, Bm or Cm, then
σ := 1Z∆. If ∆ = Dm+1, then σ(i, i+m+1)± := (i, i+m+1)∓ and other points are fixed.
For x ∈ (Z∆)0, we will define subsets H
−(x) and H+(x) of (Z∆)0. If ∆ = Am, then H±(x)
consists of points in the rectangles (and their boundary) below.
❅
❅
(j-m-1,i+2)
x=(i,j)
(i,i+2)
(j-m-1,j)
H−(x) 
 
 
 
 
 
 
 
 
 ❅
❅
❅
❅
❅
❅ 
 
❅
❅
❅
❅
(j-2,i+m+1)
(i,i+m+1)
(j-2,j)
H+(x)
If ∆ = Bm, Cm or Dm+1, then H
±(x) consists of points in the polygons (and their
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boundary) below.
 
 
❅
❅
❅
❅ 
 ❅
❅ 
 
 
 
 
 ❅
❅
❅
❅
❅
❅
x=(i,j)
(i,i+2)(j-m-1,j-m+1)
(j-m-1,j)(i-m+1,i+2)
(i-m+1,j-m+1)
(j-m-1,i+2)
H−(x)
 
 ❅
❅ 
 
 
 
❅
❅
(j-2,j) (i+m-1,i+m+1)
(j-2,j+m-1)(i,i+m+1)
(i+m-1,j+m-1)
(j-2,i+m+1)
H+(x)
We need more explanation for the case ∆ = Dm+1. If σx = x, then H
−(x) (resp.
H+(x)) contains both of (p, p+m+1)+ and (p, p+m+1)− for any p satisfying i−m+1 ≤
p ≤ j−m−1 (resp. i ≤ p ≤ j−2). If σx 6= x, then H±(x) contains (τσ)∓px (0 ≤ p < m),
but does not contain σ(τσ)∓px (0 ≤ p < m).
Define an automorphism ω on Z∆ by ω(i, j) := (j − m − 2, i + 1) for ∆ = Am, and
ω := σ(τσ)m for other ∆. It is easily checked that τ , ω and H± mutually commute. Put
τi := τω
i−1. We call a subset S of (Z∆)0 maximal n-orthogonal if
(Z∆)0\S =
⋃
x∈S, 0<i≤n
H−(τix).
In 4.4.3, we will show that these combinatorial datum ω and H−(x) (resp. H+(x))
on Z∆ correspond to homological datum Ω and {Y ∈ ind ΛM | HomΛ(Y,X) 6= 0 (resp.
HomΛ(X, Y ) 6= 0)} on ΛM.
4.2.1 Proposition (1) x ∈ H−(y) if and only if y ∈ H+(x).
(2) H−(τx) = H+(ωx).
(3) Any maximal n-orthogonal subset S satisfies τn+1S = S.
(4) S is maximal n-orthogonal if and only if (Z∆)0\S =
⋃
x∈S, 0<i≤nH
+(τ−1i x).
(5) Any τn+1-invariant subset S of (Z∆)0 satisfying S ∩ (
⋃
x∈S, 0<i≤nH
−(τix)) = ∅ is
contained in a maximal n-orthogonal subset.
Proof (1)(2) Easy.
(3) We will show that τn+1x ∈ H
−(τiy) if and only if y ∈ H−(τn+1−ix). Since H−(τiy) =
H+(ωiy) holds by (2), τn+1x ∈ H
−(τiy) if and only if ωiy ∈ H−(τn+1x) by (1). Since
ω−iH−(τn+1x) = H−(τn+1−ix), the assertion follows.
If x ∈ S and τn+1x /∈ S, then there exist y ∈ S and i (0 < i ≤ n) such that τn+1x ∈
H−(τiy). Then y ∈ H−(τn+1−ix) holds, a contradiction. If x /∈ S and τn+1x ∈ S, then
there exist y ∈ S and i (0 < i ≤ n) such that x ∈ H−(τiy). Then τn+1y ∈ S and
τn+1x ∈ H
−(τiτn+1y) hold, a contradiction.
(4) Immediate from H−(τix) = H+(ωix) = H+(τ
−1
n+1−iτn+1x) and (3).
(5) Assume S is not maximal n-orthogonal. Take y ∈ (Z∆)0 which is not con-
tained in S ∪ (
⋃
x∈S, 0<i≤nH
−(τix)). Then S ′ := S ∪ {τ in+1y | i ∈ Z} satisfies S
′ ∩
(
⋃
x∈S′, 0<i≤nH
−(τix)) = ∅ by the proof of (3). Repeating similar argument, we obtain
the assertion.
4.2.2 We call a subset S of
∐
k(Z∆k)0 maximal n-orthogonal if S∪ (Z∆k)0 is a maximal
n-orthogonal subset of (Z∆k)0 for any k. We will prove the theorems below in 4.4.
Theorem Let A(ΛM) =
∐
k(Z∆k/Gk) and p : (Z∆k)0 → (Z∆k/Gk)0 = ind ΛM the
surjection. Let C be a subcategory of ΛM such that Λ ∈ C. Then C is maximal n-orthogonal
if and only if the subset p−1(ind C) of
∐
k(Z∆k)0 is maximal n-orthogonal.
4.2.3 Theorem The number of maximal 1-orthogonal subsets of (Z∆)0 is
1
m+2
(
2m+2
m+1
)
if ∆ = Am,
(
2m
m
)
if ∆ = Bm or Cm, and
3m+1
m+1
(
2m
m
)
if ∆ = Dm+1.
4.2.4 Remark We notice that 4.2.2 looks like Riedtmann and Wiedemann’s classifica-
tion of configurations of projective modules for selfinjective algebras and one-dimensional
Gorenstein orders Λ [R1][W1,2]. Their method heavily depends on the assumption that Λ
is finite dimensional over an algebraically closed field. To treat arbitrary Λ in 4.4, we will
need results in [I1,2,3] which are obtained by functorial methods.
4.2.5 Example We will indicate all maximal 1-orthogonal subsets S of (Z∆)0 up
to the automorphism group 〈τ, σ〉 of Z∆. We will encircle vertices contained in S. We
enumerate the number of maximal 1-orthogonal subsets of (Z∆)0.
(A1) ❵ ❞ ❵ ❞ ❵ ❞ ❵ ❞ ❵ ❞ ❵ ❞ ❵ · · ·· · · 2= 13(
4
2)
(A2)  ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘❞
❞ ❞
❞ ❞
❞
· · ·· · · 5= 1
4(
6
3)
(A3)  ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞ ❞
❞
❞ ❞
❞
❞
· · · (1)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞ ❞
❞
❞ ❞
❞
❞
· · · (2)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞ ❞
❞
❞ ❞
❞
❞
· · · (3)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞
❞
❞
· · · (4)· · ·
3+3+6+2=14= 1
5(
8
4)
(B2, C2)  ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘❞
❞ ❞
❞ ❞
❞
· · · (1)· · ·  ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘❞
❞ ❞
❞ ❞
❞
· · · (2)· · ·
3+3=6=(42)
(B3, C3)  ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞ ❞
· · · (1)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞ · · · (2)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞ · · · (3)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞ · · · (4)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞ · · · (5)· · ·
4+4+4+4+4=20=(63)
(D4) (1)–(5) in (B3, C3) replacing  ✒❅❘
❞
by  ✒❅❘✲✲
❞
❞ and  ✒❅❘ by  ✒❅❘✲✲, and
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
✲✲✲✲✲✲✲✲✲✲✲✲✲✲❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞ ❞
❞ ❞
❞
· · · (6)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
✲✲✲✲✲✲✲✲✲✲✲✲✲✲❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞ ❞
❞
❞
❞ ❞ · · · (7)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
✲✲✲✲✲✲✲✲✲✲✲✲✲✲❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞ ❞
❞
❞
❞ ❞
❞
· · · (8)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
✲✲✲✲✲✲✲✲✲✲✲✲✲✲❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞ ❞
❞
❞
❞ ❞
· · · (9)· · ·
 ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘
✲✲✲✲✲✲✲✲✲✲✲✲✲✲❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒❅❘ ✒
❞
❞
❞
❞
❞
❞
❞
❞· · · (10)· · ·
20+4+8+8+8+2=50= 10
4 (
6
3)
4.3 Put l := m+3 if ∆ = Am, and l := 2m+2 if ∆ = Bm, Cm or Dm+1. Then τ
2
2 = τ
l
holds. Since any maximal 1-orthogonal subset S of (Z∆)0 is τ2-invariant by 4.2.1(3), S can
be regarded as a subset of (Z∆/〈τ l〉)0 = ((Z/lZ)∆)0. We will show that such subsets can
be displayed very clearly.
4.3.1 Definition Let Rl be a regular l-polygon and D(Rl) the set of all diagonals of
Rl except edges of Rl. Consider the following conditions on a subset S of D(Rl).
(i) Two diagonals in S do not cross except their endopoints.
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(i)′ Two diagonals in S do not cross except their endopoints and the center of Rl.
(ii) Rl is dissected into triangles by diagonals in S.
(iii) S is symmetric with respect to the center of Rl.
We call a subset S of D(Rl) maximal 1-orthogonal if it satisfies the condition (i) and
(ii) (if ∆ = Am), (i),(ii) and (iii) (if ∆ = Bm or Cm), (i)
′,(ii) and (iii) (if ∆ = Dm+1). In
4.3.5, we will show that maximal 1-orthogonal subsets of (Z∆)0 corresponds to maximal
1-orthogonal subsets of D(Rl). The number of maximal 1-orthogonal subsets of D(Rl) is
well-known for the case ∆ = Am [St], and the number for the case ∆ = Dm+1 is slightly
different from 4.2.3.
4.3.2 Theorem The number of maximal 1-orthogonal subsets of D(Rl) is
1
m+2
(
2m+2
m+1
)
if ∆ = Am,
(
2m
m
)
if ∆ = Bm or Cm, and
(
2m+1
m
)
if ∆ = Dm+1.
Proof It is well-known that the number of ways to dissect Rl into triangles by
diagonals without their crossing is given by Catalan number al :=
1
l−1
(
2l−4
l−2
)
[St]. This
immediately implies the equality for Am. Let ∆ = Bm or Cm. Then any maximal 1-
orthogonal subset contains only one main diagonal of Rl. Of course, any main diagonal
dissects Rl into two congruent (m+2)-polygons. Since the number of main diagonals of Rl
is m+1 and the number of desired partitions of a (m+2)-polygon is am+2 =
1
m+1
(
2m
m
)
, we
obtain the equality for Bm and Cm. We will show the assertion for Dm+1. It is well-known
that f(x) :=
∑
i≥0 ai+2x
i is given by f(x) = 1−
√
1−4x
2x
[St]. Put b0 :=
1
2
, b1 := 1, and for
i ≥ 2, let bm be the number of the subsets S of D(R2m) satisfying the conditions (i)
′,(ii)
and (iii) in 4.3.1. We will show the recursion formula bm = 2
∑m+1
i=2 aibm−i+1, which implies
that g(x) :=
∑
i≥0 bix
i satisfies 2xfg = g − 1
2
. Then g = 1
2(1−2xf) =
1
2
√
1−4x =
∑
i≥0
(
2i−1
i
)
xi
shows bi =
(
2i−1
i
)
. We denote by c the center of R2m. For any subset S satisfying (i)
′,(ii)
and (iii) in 4.3.1, there exists a unique v ∈ {c, 2, 3, · · · , 2m − 1} such that there is some
triangle Tv with the set {0, 1, v} of vertices. By (iii), there is another triangle T
′
v with
the set {m,m + 1, v + m} (v 6= c) or {m,m + 1, c} (v = c) of vertices. Let bm,v be the
number of such S. Then bm = bm,c +
∑2m−1
v=2 bm,v holds. If v ∈ {2, · · · , m}, then R2m
is dissected into two symmetric v-polygons and a 2(m − v + 1)-polygon by Tv and T
′
v,
and it is easily checked that bm,v = avbm−v+1 holds. If v ∈ {m + 1, · · · , 2m − 1}, then
bm,v = bm,2m+1−v holds by symmetry. If v = c, then R2m is dissected into two symmetric
(m + 1)-polygons by Tv and T
′
v, and it is easily checked that bm,c = am+1 holds. Thus
bm = am+1 + 2
∑m
v=2 avbm−v+1 = 2
∑m+1
v=2 avbm−v+1 holds.
4.3.3 Example We indicate all maximal 1-orthogonal subsets ofD(Rl) up to rotations
of Rl. In 4.3.5 below, we will give a correspondence between maximal 1-orthogonal subsets
of D(Rl) and those of (Z∆)0. The correspondence between the examples below and those
in 4.2.5 is indicated by indices. We enumerate the number without identifying up to
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rotations.
(A1) ❅ 
 ❅
2= 1
3(
4
2)
(A2) ❅ 
✁❆
❈
❈
✄
✄
5= 1
4(
6
3)
(A3)
❍✟
✟❍
✡✡ ✡✡
(1)
❍✟
✟❍❏❏
❏❏ (2)
❍✟
✟❍
✡✡ ❏❏ (3)
❍✟
✟❍
❏❏✡✡ (4) 3+3+6+2=14=
1
5(
8
4)
(B2, C2)
❍✟
✟❍❏❏
❏❏ (1)
❍✟
✟❍
✡✡ ✡✡
(2) 3+3=6=(42)
(B3, C3) ❆
✁
❍✟
✁
❆ ✟❍
   ❅❅
  ❅❅
(1) ❆
✁
❍✟
✁
❆ ✟❍
▲
▲▲▲
▲▲ (2) ❆✁
❍✟
✁
❆ ✟❍
▲
▲▲
❅❅
▲
▲▲
❅❅
(3) ❆
✁
❍✟
✁
❆ ✟❍
☞
☞☞ ☞
☞☞ (4) ❆✁
❍✟
✁
❆ ✟❍
  ☞☞☞   ☞
☞☞ (5) 4+4+4+4+4=20=(
6
3)
(D3) (1) and (2) in (B2, C2) and ❍❍
❍✟
✟❍❏❏
❏❏ (3) ❍❍✟✟
❍✟
✟❍
(4) 6+3+1=10=(52)
(D4) (1)–(5) in (B3, C3) and
❆
✁
❍✟
✁
❆ ✟❍
   ❅❅
  ❅❅
(6) ❆
✁
❍✟
✁
❆ ✟❍❅
❅
▲
▲▲▲
▲▲
(7) ❆
✁
❍✟
✁
❆ ✟❍
❅❅
❅
❅
❅❅ ▲
▲▲▲
▲▲
(8) ❆
✁
❍✟
✁
❆ ✟❍
 
    
   (9) ❆
✁
❍✟
✁
❆ ✟❍
 
 ❅
❅ (10) 20+2+4+4+4+1=35=(73)
4.3.4 We identify the set vertices of Rl with Z/lZ. Then a map α : ((Z/lZ)∆)0 → D(Rl)
is well-defined by sending (i, j) or (i, j)± to the diagonal connecting i and j. If ∆ = Dm+1,
then α corresponds σ-variant points to main diagonals.
Recall that τ2 gives an automorphism of (Z/lZ)∆ of index 2. We denote by the same
letter τ2 the automorphism of D(Rl) which is the identity for ∆ = Am and the pi-radian
rotation for other ∆. Then α commutes with τ2. For any x ∈ ((Z/lZ)∆)0, we can regard
H−(x) and H+(x) as subsets of ((Z/lZ)∆)0. It is not difficult to check the following
proposition.
Proposition (1) α induces a bijection α : (Z∆)0/〈τ2, σ〉 → D(Rl)/〈τ2〉.
(2) Fix x, y ∈ ((Z/lZ)∆)0 such that x 6= y, τ2y and at most one of x, y is σ-invariant.
Then y /∈ H−(τx) if and only if α(x) and α(y) do not cross except their endopoints.
4.3.5 Theorem (1) If ∆ = Am, Bm or Cm, then α gives a bijection from the set of
maximal 1-orthogonal subsets of (Z∆)0 to that of D(Rl).
(2) If ∆ = Dm+1, then α gives a surjection from the set of maximal 1-orthogonal subsets
of (Z∆)0 to that of D(Rl). For a maximal 1-orthogonal subset S of D(Rl), #α
−1(S) = 1
if S contains only one main diagonal, and #α−1(S) = 2 otherwise.
Proof (1) By 4.3.4(1), α gives a bijection from the set of τ2-invariant subsets S
of (Z∆)0 to that of D(Rl). By 4.3.4(2), a τ2-invariant subsets S of (Z∆)0 satisfies S ∩
(
⋃
x∈SH
−(τx)) = ∅ if and only if α(S) satisfies 4.3.1(i). A maximal 1-orthogonal subset of
(Z∆)0 is nothing but a maximal τ2-invariant subset of (Z∆)0 satisfying S∩(
⋃
x∈SH
−(τx)) =
∅ by 4.2.1(5). Obviously, a maximal 1-orthogonal subset ofD(Rl) is nothing but a maximal
τ2-invariant subset of D(Rl) satisfying 4.3.1(i). Thus the assertion follows.
(2) We denote by Σ the set of σ-variant points of (Z∆)0. Then Σ has two (τσ)-orbits
Σ1 and Σ2. It is not difficult to check that any maximal 1-orthogonal subset S of (Z∆)0
satisfies #(S ∩ Σ/〈τ2〉) ≥ 2 and exactly one of the following conditions.
(a) S ∩ Σ/〈τ2〉 = {x, σx} for some x.
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(b) S ∩ Σ ⊆ Σ1.
(c) S ∩ Σ ⊆ Σ2.
By (1) for ∆ = Bm or Cm, α gives a bijection from the set of maximal 1-orthogonal
subsets of (Z∆)0 satisfying (a) above to maximal 1-orthogonal subsets of D(Rl) containing
only one main diagonal. A similar argument as in the proof of (1) shows that α gives a
bijection from the set of maximal 1-orthogonal subsets of (Z∆)0 satisfying (b) (resp. (c))
above to the set of maximal 1-orthogonal subsets of D(Rl) containing at least two main
diagonals. Thus the assertion follows.
4.4 In the rest of this section, we will give a proof of 4.2.2 and 4.2.3. For a set S, we
denote by Z[S] (resp. N[S]) the free abelian group (resp. monoid) with the base S. For
example, the set of isomorphism classes of objects in ΛM can be identifies with N[ind ΛM]
by the Krull-Schmidt theorem. For x =
∑
y∈S ayy ∈ Z[S] (ay ∈ Z), put supp x := {y ∈
S | ay 6= 0}. We write x = x+ − x− with x+, x− ∈ N[S] and supp x+ ∩ supp x− = ∅.
Since ΛM forms a τ -category by 3.4.5, we can apply the general theory of τ -categories
developped in [I1,2,3]. We denote by θX → X the sink map of X in ΛM. Define θi :
N[ind ΛM] → N[ind ΛM] by θ0X := X , θ1X := θX and θiX := (θθi−1X − τθi−2X)+ for
i ≥ 2. By the theorem [I1;7.1] below, θi becomes a monoid morphism.
4.4.1 Theorem For any X ∈ ΛM and i ≥ 0, the projective cover of the ΛM-module
J i
ΛM
( , X) has the form HomΛ( , θiX) → J
i
ΛM
( , X) → 0. In particular,
⋃
i≥0 supp θiX =
{Y ∈ ind ΛM | HomΛ(Y,X) 6= 0} holds if # ind ΛM <∞.
4.4.2 For any x ∈ (Z∆)0, put θx :=
∑
y∈(Z∆)0 ayy ∈ N[(Z∆)0] where y is a predecessor
of x with a valued arrow y
(ay ∗)
−→ x. We extend θ to an element of EndZ(Z[(Z∆)0]), and
define θi : N[(Z∆)0] → N[(Z∆)0] by θ0x := x, θ1x := θx and θix := (θθi−1x − τθi−2x)+ for
i ≥ 2. An easy calculation gives us the following proposition.
Proposition For any x ∈ (Z∆)0,
⋃
i≥0 supp θix = H
−(x), θl−4x = τ−1ωx, θl−3x = 0
and θix = θθi−1x− τθi−2x for any i 6= l − 2.
4.4.3 In the rest of this paper, we use the notation in 4.2.2, and put G :=
∏
kGk. For
X ∈ ind ΛM =
∐
k(Z∆k/Gk)0, put H
±(X) :=
⋃
x∈p−1(X)H
±(x). Thus H±(p(x)) = GH±(x)
holds for any x ∈
∐
k(Z∆k)0.
Proposition Let x, y ∈
∐
k(Z∆k)0 and X := p(x), Y := p(y) ∈ ind ΛM =
∐
k(Z∆k/Gk)0.
(1) pτ = τp and pθi = θip for any i ≥ 0.
(2) HomΛ(p(x), p(y)) = 0 if and only if Gx ∩H
−(y) = ∅.
(3) HomΛ(X, Y ) 6= 0 if and only if p
−1(X) ⊆ H−(Y ).
(4) For i > 0, ExtiΛ(X, Y ) 6= 0 if and only if p
−1(Y ) ⊆ H−(τiX).
(5) pΩ = ωp and pτi = τip for any i > 0.
Proof (1) Obviously p commutes with both of θ and τ . Although p does not commute
with ( )+ in general, 4.4.2 shows that p commutes with θi for any i.
(2) Since p commutes with θi by (1), p(H
−(y)) = p(
⋃
i≥0 supp θiy) =
⋃
i≥0 supp θiY =
{Z ∈ ind ΛM | HomΛ(Z, Y ) 6= 0} holds by 4.4.2 and 4.4.1. Thus Gx ∩ H
−(y) = ∅ if and
only if p(x) /∈ p(H−(y)) if and only if HomΛ(X, Y ) = 0.
(3) Since (Z∆)0 is a disjoint union of G-orbits, the assertion follows from (2).
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(4) Since ExtiΛ(X, Y ) ≃ DHomΛ(Y, τiX) holds by 1.5, the assertion follows from (3).
(5) The ΛM-module HomΛ( , X) has a simple socle such that (socΛMHomΛ( , X))(τ
−ΩX) 6=
0 by 2.6(1). Since p commutes with θi by (1), J
l−4
ΛM
( , X) = soc
ΛM
HomΛ( , X) and
τ−ΩX = p(θl−4x) = p(τ−1ωx) hold by 4.4.1 and 4.4.2. Thus ΩX = p(ωx) holds by
(1).
4.4.4 Proof of 4.2.2 and 4.2.3 We will prove 4.2.2. By 2.2.2, C is maximal n-
orthogonal if and only if ind C =
⋂
X∈ind C, 0<i≤n{Y ∈ ind ΛM | Ext
i
Λ(X, Y ) = 0} if and
only if ind ΛM\ ind C =
⋃
X∈ind C, 0<i≤n{Y ∈ ind ΛM | Ext
i
Λ(X, Y ) 6= 0}. This is equiv-
alent to
∐
k(Z∆k)0\p
−1(ind C) =
⋃
X∈ind C, 0<i≤nH
−(τiX) by 4.4.3(4). Since H−(τiX) =⋃
x∈p−1(τiX)H
−(x) =
⋃
x∈p−1(X)H
−(τix) holds by 4.4.3(5), we obtain 4.2.2.
We will prove 4.2.3. If ∆ = Am, Bm or Cm, then the assertion follows from 4.3.2 and
4.3.5(1). Assume ∆ = Dm+1. The number of maximal 1-orthogonal subsets of D(Rl)
containing only one main diagonal equals to
(
2m
m
)
by 4.3.2 for Bm, and the number of
others equals to
(
2m+1
m
)
−
(
2m
m
)
= m
m+1
(
2m
m
)
by 4.3.2 again. By 4.3.5(2), the number of
maximal 1-orthogonal subsets of (Z∆)0 is
(
2m
m
)
+ 2m
m+1
(
2m
m
)
= 3m+1
m+1
(
2m
m
)
.
5 Appendix
It is well-known in homological algebra that there exists a bijection between ExtnΛ(X, Y )
and the set of Yoneda classes of exact sequences of length n [HS]. For n > 1, Yoneda classes
are bigger than isomorphism classes of exact sequences. The aim of this section is to show
that, for maximal (n− 1)-orthogonal subcategories, Yoneda classes precisely coincide with
isomorphism classes of certain exact sequences.
We keep the notation in 1.4. Fix a maximal (n − 1)-orthogonal subcategory C of ΛM
(n ≥ 1) and X, Y ∈ C. We call an exact sequences A : 0 → Y
fn→ Cn−1
fn−1
→ · · ·
f1→ C0
f0→
X → 0 with terms in C almost-minimal if fi ∈ JC holds for any i (0 < i < n). We say that
almost-minimal sequences A and A′ equivalent if there exists the following commutative
diagram whose vertical maps are isomorphisms.
A : 0−−−−→Y fn−−−−→Cn−1
fn−1−−−−→ f2−−−−→C1
f1−−−−→C0
f0−−−−→X−−−−→0
‖ ↓ · · · ↓ ↓ ‖
A′ : 0−−−−→Y f
′
n−−−−→C ′n−1
f ′n−1−−−−→
f ′2−−−−→C ′1
f ′1−−−−→C ′0
f ′0−−−−→X−−−−→0
5.1 Proposition Taking Yoneda classes, we have a bijection from the set of equivalence
classes of almost-minimal sequences to ExtnΛ(X, Y ).
Proof (i) We will show the surjectivity. For α ∈ ExtnΛ(X, Y ), define a map C( , X)
φ
→
ExtnΛ( , Y ) by φ(1X) = α. Then F := Imφ ∈ mod C holds by 3.5.2. By 3.5.1 and 3.2,
there exists an exact sequence A : 0 → Cn+1
fn+1
→ · · ·
f1→ C0 → 0 which induces a minimal
projective resolution 0 → C( , Cn+1)
·fn+1
→ · · ·
·f1→ C( , C0) → F → 0 of F ∈ mod C and a
minimal injective resolution 0 → F → ExtnΛ( , Cn+1) of F ∈ mod C. In particular, we can
put X ≃ X ′ ⊕ C0 and Y ≃ Y ′ ⊕ Cn+1 for some X ′, Y ′ ∈ C. Then B := A ⊕ (0 → Y ′
1
→
Y ′ → 0→ · · · → 0→ X ′ 1→ X ′ → 0) is almost-minimal and α = [B].
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(ii) We will show the injectivity. Let A and A′ be almost-minimal sequences with
[A] = [A′]. By 3.2, there exist the following commutative diagrams of exact sequences.
A : 0−−−−→ Y fn−−−−→Cn−1
fn−1−−−−→Cn−2
fn−2−−−−→ f1−−−−→C0
f0−−−−→X−−−−→0
↓an ↓an−1 ↓an−2 · · · ↓a0 ‖
A′ : 0−−−−→ Y f
′
n−−−−→C ′n−1
f ′n−1−−−−→C ′n−2
f ′n−2−−−−→
f ′1−−−−→C ′0
f ′0−−−−→X−−−−→0
ExtnΛ(X, )
δ←−−−−C(Y, )
fn·←−−−−C(Cn−1, )
‖ ↑an· ↑an−1·
ExtnΛ(X, )
δ′←−−−−C(Y, )
f ′n·←−−−−C(C ′n−1, )
Then δ(1Y ) = [A] = [A
′] = δ′(1Y ) implies δ(an − 1Y ) = 0. Thus there exists s ∈
C(Cn−1, Y ) such that an = 1Y + fns. Then the following diagram is commutative.
A : 0−−−−→Y fn−−−−→ Cn−1
fn−1−−−−→Cn−2
fn−2−−−−→ f1−−−−→C0
f0−−−−→X−−−−→0
‖ ↓an−1−sf
′
n ↓an−2 · · · ↓a0 ‖
A′ : 0−−−−→Y f
′
n−−−−→ C ′n−1
f ′n−1−−−−→C ′n−2
f ′n−2−−−−→
f ′1−−−−→C ′0
f ′0−−−−→X−−−−→0
Using almost-minimality, we can easily check that vertical maps in the diagram above
are isomorphisms. Thus A and A′ are equivalent.
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