Hazardous material transportation is well-known for its high potential risk. Minimizing the transportation risk is an important issue for hazardous material transportation. This paper focuses on a novel algorithm for the hazardous material transportation problem via lane reservation, whose goal is to obtain a best compromise between the impact on normal traffic due to lane reservation and the transportation risk. Firstly, a bi-objective integer programming model for the considered problem is formulated and transformed into a series of single objective models by ε-constraint method. For the transformed single objective models, a cut-and-solve and cutting plane combined method is proposed to reduce the computational time. The performance of the proposed algorithm is evaluated by an instance using a real network topology and randomly generated instances. Computational results demonstrate that the cut-and-solve and cutting plane combined method runs faster than direct use of software package CPLEX.
I. INTRODUCTION
It is well known that there are a large number of hazardous material shipments on highways every day. Many factors, such as weather, traffic condition, the type of trucks, the nature of cargo, could lead to hazardous material transportation accidents. Hazardous materials in transit can be regarded as dynamic hazards because of their own harmfulness. In spite of the low probability of hazardous material accidents, the public remains to pay close attention to hazardous material shipments, due to the high consequences of the potential accidents. Once a hazardous material transportation accident occurs, it can bring about disastrous consequences on the economy, public life and health, and even environment in a wide area over the long term. In fact, various measures are consequently taken in order to effectively prevent the occurrence of serious hazardous material transportation accidents. For example, governments enact some laws on hazardous material transportation and provide guidelines The associate editor coordinating the review of this manuscript and approving it for publication was Taufik Abrao . and specific requirements on it; as well as they try to design appropriate routes or/and time intervals for hazardous material shipments with the minimum transportation risk.
Meanwhile, in academia, researchers have begun to focus on hazardous material transportation problems. As we know, risk is the primary ingredient that distinguishes hazardous material transportation problems from others. Therefore, in hazardous material transportation management, it is essential to mitigate the transportation risk. Reducing the transportation risk can be achieved by selecting a proper path for each shipment between its given origin-destination (OD) pair in the transportation network for a given type of hazardous material, transport mode, and vehicle type, which is called as hazardous material routing problem. Hazardous material routing problem is usually a multi-objective optimization problem due to its nature of multiple stakeholders, e.g., Kalelkar and Brinks [1] , Ma [2] , Huang et al. [3] . Iakovou [4] investigated such a classical hazardous material routing problem that intended to minimize the transportation risk and the transportation cost. In his problem, shipments were considered independently from a carrier's perspective and a routing decision needed to be made for each shipment. Ma et al. [5] developed a multi-objective model with adjustable robustness for the hazardous material transportation problem with a single distribution center. Based on the characteristics of the proposed model, a multi-objective genetic algorithm was designed to solve it.
However, clearly different from the carriers, the authorities pay close attention to reduce the transportation risk by confining hazardous material trucks to a subset of available road segments. That is, shipment routes are designated for them. Erkut and Alp [6] designed such a hazardous material transportation network, in which there were two actors: the local government and the carriers. The former, primarily interested in risk minimization, would designate a subnetwork, while the latter, primarily interested in cost minimization, would choose the routes in the subnetwork. Once the government identified the subnetwork, the carriers would take least-cost routes between origin and destination on this subnetwork. In fact, it is also a bi-level problem from different stakeholders' perspectives, which is called hazardous material network design problem. They considered it as a Steiner tree selection problem. Based on the topology of this tree, the bi-level problem was converted into a single level one by prohibiting the carriers to select routes. However, this way might result in circuitous and high-cost routes. For avoiding the disadvantage, they added edges to the Steiner tree. They also proposed a greedy heuristic, in which shortest paths were added to the tree so as to keep the transportation risk increase to a minimum. Esfandeh et al. [7] formulated a timedependent hazardous material network design problem using an alternative-based model, in which each alternative represented a combined path and departure-time choice. Heuristic algorithms based on column generation and label setting were presented for the extended model.
In recent three decades, hazardous material location and routing problem (LRP) has been also widely focused on by many researchers, for example, Current and Ratick [8] , Alumur and Kara [9] , Xie et al. [10] , Boyer et al. [11] , Zhao and Verter [12] , Yilmaz et al. [13] , Rabbani et al. [14] . The earliest hazardous material LRP work was done by Shobrys [15] on locating the storage facilities and selecting routes for the spent fuel shipments so as to simultaneously minimize the total transportation cost and total transportation risk. It is likely that List and Mirchandani [16] firstly considered minimizing risk equity as one of the objectives of their hazardous material location and routing model. Aydemir-Karadag [17] introduced a profit-oriented model for hazardous waste LRP model, which incorporated the energy recovery from waste and the application of the polluter pays principle. Hu et al. [18] presented a multi-objective LRP model for hazardous material logistics with traffic restriction constraint. A single genetic algorithm and an adaptive weight genetic algorithm were also proposed to solve the proposed model respectively.
One feasible way of decreasing the transportation risk is to reserve special lanes for hazardous material shipments. As we know, in the transportation network, risk varies with traffic flow and road structure etc. The strategy of lane reservation is to provide dedicated lanes for certain purpose of transportation, such as automated freight transportation and public bus transportation. It is proved that dedicated lanes can ensure a relative safe and rapid traffic environment, and the transportation with special purposes can be guaranteed. A realistic example of the lane reservation strategy was applied in Asian Games in 2010 in Guangzhou, China, to guarantee the corresponding sportive transportation. The concept of lane reservation has demonstrated its potential applications in future. More extensive studies about its application can be found in [19] - [24] .
On the other hand, hazardous material transportation via dedicated lanes will make the overall traffic flow on these lanes more homogeneous and smoother, which may lead to a potential decrease in the probability of accidents [25] . However, it may worsen traffic conditions for other vehicles. Delicate analysis is as follows. If one of lanes on a road segment is chosen for a reserved lane, the other(s) are accordingly regarded as the general lane(s). Thus, the number of general lanes will decrease, which may cause the general lanes more congested and worsen traffic situation on the network. The most direct impact of reserved lanes on public traffic is the increase in the travel time on the general lanes. Therefore, it is important to effectively select lanes to be reserved in the existing transportation network so as to minimize the total traffic impact on the network. From the above analysis, the hazardous material transportation problem via lane reservation can be considered as a multi-objective problem with at least two objectives: minimizing the total transportation risk and the total traffic impact.
Zhou et al. [26] investigated a hazardous material transportation problem via lane reservation (HMTLR), which lied in how to choose lanes to be reserved in the transportation network and select the routes for each hazardous material shipment from the reserved lanes. Its objectives were to minimize the total impact due to lane reservation and minimize the total transportation risk. A multi-objective integer programming (IP) model was formulated and an ε-constraint method was employed for the proposed problem. With the ε-constraint method, the proposed problem was transformed into a series of single objective IP problems, which were solved by a commercial optimization software package CPLEX. It is well known that the performance of the ε-constraint method depends on the solution time of the transformed single objective IP problems. However, although CPLEX was able to optimally solve these problems, their consumption time was a big burden for medium and large size instances. So it is necessary to resort to other efficient algorithms for these single objective problems based on their properties, with which it may be possible to solve larger size problems within a shorter consumption time. Therefore, this paper deals with the single objective IP problem transformed from multi-objective HMTLR, and develops an efficient method based on some analytical properties for solving the problem.
Cut-and-solve method was firstly proposed by Climer and Zhang for combinatorial optimization problems and it was proved that this method was very effective for Asymmetric Traveling Salesman Problem [27] . As described in the literature, the cut-and-solve method has two favorable properties. Firstly, unlike the traditional tree searches, the cutand-solve search has a search path without branching. That means that there are no ''wrong'' subtrees in which the search may get lost. In addition, the cut-and-solve search consumes very little memory space so that its memory requirement can be neglected. Due to these properties, the cut-and-solve method has high potential for problems that are difficult to solve using depth-first or best-first search tree methods. In this paper, to reduce the computational time of the transformed single objective problems, we propose a new cut-and-solve and cutting plane combined method for the problems.
In brief, the main contributions of this paper include the following. Firstly, we develop two elaborate properties of the considered problem to cut down its solution space without loss of its optimality and thus decrease the computational time. Secondly, we propose a new cut-and-solve and cutting plane combined method for the considered problem, in which a cutting plane method is embedded in the cut-andsolve method to obtain better lower bounds and consequently accelerate the convergence of the cut-and-solve method. The performance of the proposed algorithm is verified by comparing its computational time with that of CPLEX employed in literature, using the exactly identical instances that are solved on the same computation environment. Finally, we present an effective way of ''cutting'' technique for the cut-and-solve method, according to the characteristic of the considered problem.
The remainder of this paper is organized as follows. In Section II, we describe the considered problem and formulate it. Section III proposes several properties of the considered problem. On the basis of the properties, a new efficient exact algorithm for the considered problem is presented. Our computational experience and numerical results are given in Section IV. In Section V, we conclude this work.
II. MATHEMATICAL MODEL A. PROBLEM DESCRIPTION
Let G = (V , A) denote a bi-directed hazardous material transportation network, which is constituted by numbers of nodes and arcs. V and A denote respectively the set of nodes and the set of the arcs that connect the nodes. Accordingly, arc (i, j) represents a road segment from node i to node j. W is the set of hazardous material shipments that start from origins O ⊂ V to their corresponding destinations D ⊂ V .
In the considered problem, there are two important challenges to be overcome. That is, one side is to choose lanes to be reserved in transportation network, and the other side is to select the path consisted of reserved lanes for each shipment. Both sides can guarantee that each shipment must be finished within its deadline and the transportation risk caused by all the shipments that pass the same road segment cannot exceed its threshold of the accident probability. In the transportation network, if one of the lanes on a road segment is selected as a reserved lane, the other(s) are called the general lane(s). Shipping hazardous materials through the reserved lanes can reduce the probability of accidents. Nevertheless, as mentioned above, lane reservation will probably impact the normal traffic because only special shipment can pass the reserved lanes. The aim of the considered problem is to minimize the total transportation risk and simultaneously minimize the total impact on the normal traffic.
B. ASSUMPTION, NOTATION AND FORMULATION
Before proposing an improved algorithm, we first recall the existing mathematical model proposed in [26] , shown as follows.
Assumptions are presented as follows:
1. Both the probability of a hazardous material accident happening on a road segment and the population exposure along the road segment are constant. 2. Potential hazardous material accidents independently happen. 3. There are at least two lanes on a road segment such that one lane can be reserved; otherwise, the impact on the normal traffic will be too heavy. 4. If there is one or more hazardous material shipment passing through a road segment, it is required to reserve a lane on this road segment. That is to say, hazardous material shipments pass only through reserved lanes.
Notations are used here: T ij : travel time on the reserved lane of arc (i, j) τ ij : travel time on the general lane of arc (i, j), which is more than T ij C ij : impact on the normal traffic on arc (i, j) due to lane reservation M ij : total number of lanes on arc (i, j) S w : deadline of accomplishing shipment w Q ij : threshold of the accident probability on arc (i, j) P w ij : accident probability when shipping hazardous material w on a reserved lane of arc (i, j) π w ij : accident probability when shipping hazardous material w on the general lane(s) of arc (i, j), which is more than P w ij E ij : population exposure along arc (i, j) Decision variables include:
there is a reserved lane on arc (i, j) ∈ A and shipment w passes the arc 0 otherwise
The hazardous material transportation problem via lane reservation can be formulated as the following bi-objective integer linear programming model.
As above mentioned, there are two objectives of the considered problem. One of the objectives is to minimize the total impact of all reserved lanes on the normal traffic, where C ij is defined by τ ij M ij −1 according to [22] . If the lane is not reserved,
The other objective is to minimize the total transportation risk. The risk of transporting hazardous materials on arc (i, j) can be expressed by the following equation:
where P ij refers to the hazardous material accident probability on arc (i, j) and E ij is denoted by the population exposure within the danger zone along arc (i, j) [28] .
Accordingly, the considered problem can be formulated as follows:
Constraints (3) and (4) mean that there is one and only one path starting from its origin and arriving to its destination for each hazardous material shipment, respectively. Constraint (5) ensures the flow conservation, which should be satisfied at all the nodes except for origin and destination. Constraint (6) expresses that if and only if a lane is reserved on arc (i, j), a shipment can pass through the reserved lane on arc (i, j). Constraint (7) guarantees that the total travel time of shipment w cannot exceed its pre-given deadline S w . Constraint (8) requires that the transportation risk caused by all the shipments that pass arc (i, j) cannot exceed its risk threshold for the sake of risk equity in the spatial distribution. Constraints (9) and (10) specify that 0-1 restrictions on the variables.
III. SOLUTION APPROACH A. E-CONSTRAINT METHOD FOR THE CONSIDERED PROBLEM
There are several common techniques to solve a multiobjective problem, such as the weighted sum method, the ε-constraint method and meta-heuristics [29] . In the weighted sum method, the multi-objective optimization problem can be transformed into a single objective problem by adding all the objective functions together with different weighting coefficients for each of them. This technique is quite easy to implement. But it has two significant weaknesses. First, it is difficult to determine appropriate weights of the objectives. Second, this method can only find the solutions on the convex hull of the Pareto optimal set. That is to say, it does not work for the non-convex search spaces. As for meta-heuristics, especially evolutionary algorithms, they may be able to find multiple solutions simultaneously in a single run of algorithms. However, their performance is highly dependent on an appropriate selection of initial population. Furthermore, evaluating the evolutionary algorithms fairly and reasonably is also a difficult task. In this paper, the ε-constraint method is used to solve the bi-objective problem. The ε-constraint method can alleviate the difficulties faced by the weighted sum method and Pareto-based evolutionary algorithm. With the ε-constraint method, the bi-objective IP problem P 0 can be transformed into a series of the following single objective IP problems P(ε), which has been proved to be NP-hard [26] .
and Constraints (3)-(10).
where ε is an upper limit of the value of f 2 . It is difficult to obtain an appropriate value of ε. However, its range can be obtained and described in [26] . Denote
as the range of value of f 2 . Thus, it is divided into K intervals with equal length, and ε can be obtained by the following formula:
Repeatly solve problem P(ε), with ε = ε 0 , ε 1 , . . . , ε K , and finally obtain K + 1 solutions. These solutions obtained by the ε-constraint method have been proved to be Pareto optimal [29] .
B. CUT-AND-SOLVE AND CUTTING PLANE COMBINED METHOD FOR THE SINGLE OBJECTIVE PROBLEMS TRANSFORMED FROM THE CONSIDERED PROBLEM
This section introduces the cut-and-solve and cutting plane combined method to solve the transformed single objective problems P(ε). In this method, two delicate pre-processings are developed to reduce the solution domain based on some properties of the considered problem. Then an effective way of ''cutting'' technique, which plays very important role in the convergence of the cut-and-solve method, is presented.
To obtain better lower bounds, a cutting plane method is embedded in it to tighten the problem.
1) PRE-PROCESSING
Before solving the considered problem, some properties of this problem are analyzed so as to reduce the search space. One natural way is to reduce the search space by fixing the values of some variables in advance, which may help to reduce the solution time.
In Problem P(ε), for ∀ j ∈ N , let t(o w , j) and t(j, d w ) denote the shortest travel durations from o w to j and from j to d w in an exclusively reserved path, respectively, where o w and d w are the origin node and destination node of shipment w, respectively. Note that t(o w , j) and t(j, d w ) can be obtained by Floyd's shortest path algorithm.
For ∀ w ∈ W , define set A w as follows:
We have Property 1: Property 1: In any feasible solution, shipment w will not pass through any node in A w .
Proof: Apparently, if shipment w passes through the nodes in A w , travel time deadline constraint (7) will be violated according to the definition of A w .
Similarly, let T mnw max be the maximal shortest travel duration between any two nodes m and n for shipment w in an exclusively reserved path.
For ∀ w ∈ W , define set B w as follows:
We have Property 2: Property 2: In any feasible solution, shipment w will not pass through any arc in B w .
Proof: Assume that there exists an ellipse, denoted as E(m w , n w , T mnw max ), whose foci are m w and n w and major axis is T mnw max . One node of a given arc (i, j) lies outside this ellipse, as shown in Fig. 1 .
We can derive (14) from the ellipse property: Due to the bi-directed transportation network, a shipment can pass arc (i, j) in two directions. If shipment w firstly passes through node i, then the total travel duration of shipment w is
The following inequality can be obtained from the triangle inequality property, that is,
Then we deduce (17) from (15) and (16) 
The inequalities above mean the total travel duration of shipment w would be greater than T mnw max , which implies that arc (i, j) cannot be part of the route of shipment w. In other words, if one node of arc (i, j) lies outside the ellipse, shipment w passes through the arcs in B w . Thus, we have Property 2. Proof of the case that node j is firstly passed through is the same and it is omitted here. In this paper, we set T mnw max to be double of the shortest travel duration between m w and n w according to a mass of computation.
With the pre-processings, the solution space of Problem P(ε) is reduced without loss of its optimality, because the values of some decision variables are fixed to zero and no feasible solution of P(ε) is excluded. After the pre-processings, a new tightened model P (ε) is obtained by adding (12) and (13) to P(ε). In next subsection, a cut-andsolve and cutting plane combined method for P (ε) will be presented.
2) PRINCIPLE OF THE CUT-AND-SOLVE METHOD
Climer and Zhang [27] introduced the cut-and-solve method and expounded detailly its principle. As mentioned above, the cut-and-solve method is a special tree search method without branching steps. For a minimization IP problem, each level has a sparse problem (SP) and a remaining problem (RP) in the cut-and-solve search tree. The optimal solution of SP can be gotten in a short time, as its solution space is relatively small. If an optimal solution of SP exists, its optimal value is an upper bound UB of the original IP problem. The current best upper bound UB min should be updated if UB is smaller than it. The linear relaxation problem of RP can be solved easily and provides a lower bound LB of RP. Apparently, if LB ≥ UB min , no solution in RP will be better than the solution corresponding to UB min . That is to say, the optimal solution of the original problem emerges. Otherwise, a new iteration begins, in which the current RP is divided into a new SP and RP by a constraint associated with piercing cut. Repeat the steps described above until an optimal solution of the original problem is obtained. Fig.2 illustrates the principle of the cut-and-solve method.
SP and RP are very important part of the cut-and-solve method, especially piercing cut (PC) plays a key role in the convergence of this method. For example, if SP's solution space, partitioned by piercing cut, is not small enough, it will be difficult to solve SP within a reasonable time; on the other hand, if RP's solution space is too small, there may exist no better feasible solutions, and UB min cannot be updated fast. Consequently, the size of the solution space of SP should be appropriate, and the performance of the cut-and-solve method greatly depends on the piercing cuts. In the next subsection, we develop an effective way of defining PC, SP and RP.
3) DEFINITION OF PIERCING CUT, SPARSE PROBLEM AND REMAINING PROBLEM
In the r-th iteration, RP r is divided by PC r into SP r+1 and RP r+1 . So we can firstly define piercing cuts. The technique of generating piercing cuts for P(ε) is presented as follows. In P(ε), there are some decision variables whose reduced cost values are greater than a given value alpha. Note that the reduced cost of a decision variable is defined as a lower bound on the increase of the objective value if the value of the variable is increased by one unit. And the value of reduced cost can be obtained by solving the linear relaxation problem of a considered IP. Assume that these decision variables compose a variable set. Then the piercing cut is defined as a constraint such that the sum of the decision variables in this special variable set is greater than or equal to one. Once the variable set is determined, piercing cuts can be generated.
Denote the variable set as U r (r ≥ 1). Different from Asymmetric Traveling Salesman Problem studied in Climer and Zhang's work, U r should be also appropriately defined according to the considered problem.
Note that there are two kinds of decision variables corresponding to two different levels in our problem: the lane reservation variable y ij in the strategic level and the shipment path variable x w ij in tactical level. Suppose that the path of each shipment is composed of all reserved lanes, the concepts of two decision variables imply that only the arc where there is a reserved lane can be selected for the shipment path. For example, given an arc (i, j), if y ij = 0, then x w ij absolutely equal to 0 for all shipments. Because if there is no reserved lane on arc (i, j), any shipment cannot pass through it. As implied in (6) , reserving one lane or not may result in different potential shipment paths. Therefore, y ij is considered as the more relevant variable to U r , rather than x w ij . Let Y (y ij ) denote the reduced cost value of y ij in the optimal solution of the linear relaxation problem of CP r . Then U r (r ≥ 1) is defined as follows:
where h r is a given positive number.
In this paper, we present a way of determining h r . Suppose that the expected number of variables in U r is n. We sort the reduced cost value of all the variables in U r in increasing order. The value of h r is set as the reduced cost value of the n-th variable. Then, we can obtain piercing cut PC r by U r .
Remark 1: PC r (r ≥ 1) is defined by the following formula:
Note that the solution space of CP r is separated by PC r into two subspaces, which correspond to the solution space of SP r and RP r , respectively. Therefore, SP r and RP r can be obtained by adding new constraints to CP r . The new constraints are related to PC r .
Remark 2: SP r and RP r are defined as follows:
and Constraints (3)- (13) .
and Constraints (3)-(13), (20) .
Note that when r = 1, the problem P (ε) is considered as CP 1 . Accordingly, (20) should be removed for RP 1 and SP 1 .
4) CUTTING PLANE METHOD TO TIGHTEN REMAINING PROBLEM
In the cut-and-solve method, bounding is commonly considered to be crucial for solving IP problems. One of the bounding techniques can resort to valid inequalities. In this subsection, a cutting plane method is proposed as a way of finding valid inequalities to obtain a tighter lower bound for the linear relaxation problems of remaining problem. The cutting plane method helps to accelerate the convergence of the cut-and-solve method.
In the cutting plane method, the cutting planes are iteratively generated and their corresponding constraints are added successively to the current relaxed problem until its fractional solution becomes an integer one. Valid inequalities separated by the cutting plane method can reduce the solution space. A tight lower bound of remaining problem for the considered problem can be obtained by the cutting plane method. As stated previously, in the cut-and-solve method, when the lower bound obtained from remaining problem is greater than or equal to the current best upper bound, the cutand-solve method stops and the current best upper bound is returned as the global best value of Problem P (ε). Note that the stopping criteria of the method, the tighter the lower bound is, the less iteration is required. On the other hand, a tighter lower bound can also offer some flavors for the generation of piercing cut. In a word, the convergence of the cut-and-solve method can be accelerated by the cutting plane method.
To obtain effective valid inequalities, the separation algorithm for the considered problem is proposed and presented as follows.
As we know, a knapsack constraint can be written in the following form:
where , ω i , and b are a set of items, the weight of item i, and the capacity of the knapsack, respectively. δ i is a binary variable, and if δ i = 1, item i is selected in the knapsack; otherwise, it is not. Set C ⊂ is called a cover for (23) if i∈C ω i > b. Then, the cover inequality for (23) is defined as follows:
A cover inequality is called valid if it is satisfied by the feasible solution and violated by a given fractional solution of the original problem.
To facility the description, let T ij , S w , x w ij in the considered problem correspond to ω i , b and δ i in the knapsack problem, respectively. Then, the travel time deadline constraint (7) ,
can be considered as a standard knapsack constraint form. Therefore, the cover inequality for (7) has the following form:
where A x refers to a subset of A.
Remark 3: Valid cover inequalities for (7) can be obtained by solving 0-1 knapsack problem, P kp1 , as follows:
where x w * ij is pre-given value of fractional solution. Then the cover A * x for the valid cover inequality of (25) can be defined as the set of selected items in the optimal solution of P kp1 .
Similarly, the cover inequality for risk threshold constraint, (8), has the following form:
where W x refers to a subset of W . Remark 4: Valid cover inequalities for (8) can be obtained by solving 0-1 knapsack problems, P kp2 , as follows:
subject to
Then the cover W * x for the valid cover inequality of (29) can be defined as the set of selected items in the optimal solution of P kp2 .
Problems P kp1 and P kp2 can be solved by the dynamic program, which was introduced by Kaparis and Letchford [30] . The pseudocode of the separation algorithm for finding valid cover inequalities for (7) is presented in Fig. 3. For (8) , the pseudocode is similar to that of (7) , and it is omitted here.
5) OVERALL ALGORITHM
The proposed algorithm combining the cut-and-solve method with the cutting plane method is given in Fig. 4 .
IV. COMPUTATIONAL RESULTS
In this section, the performance of the cut-and-solve and cutting plane combined method is evaluated by comparing CPLEX employed in [26] , using both an instance based on a real network topology and 60 sets of randomly generated instances. Each set includes five randomly generated instances. The proposed algorithm was implemented in C. All the computational experiments were carried out on an HP PC with an Intel Core processor 3.10-GHz and 12.00-GB RAM in Windows 10 environment.
A. GENERATION OF TEST INSTANCES
In this paper, test instances were constructed based on transportation networks. Then the parameters related to the transportation network were generated based on Dijkstra's shortest path algorithm and uniform distribution. The way of generating test instances can be completely described as follows.
Firstly, transportation network G (V , A) is generated according to the random network topology generator introduced by Waxman [31] . The nodes are randomly and uniformly generated in the plane [0, 100] × [0, 100] and the arcs are produced by the probability function that depends on the distances between the nodes. The probability function between any two nodes is defined by p (i,j) = β exp −d(i,j) αL , where d(i, j) and L are the Euclidean distance and the maximum distance between nodes i and j, respectively, and 0 < α, β ≤ 1. Consequently, OD pairs, (o w , d w ), are randomly selected from nodes.
Secondly, the parameters are set as follows. Let τ ij = d(i, j) and T ij = τ ij * U(0.5, 0.8). The deadline S w is set to be dis(o w , d w ) * U(1, d w ) is the shortest travel time from o w to d w in a reserved path [22] . Similarly, let π w ij = d(i, j) * U(8, 20) , considering the effects of the number of lanes, truck configuration, population density, and road condition on the accident probability given by Qiao, et al [32] . P w ij = π w ij * U(0.2, 0.3), whose unit is 10 −7 . Note that
ij * U(0.4, 0.6). E ij is generated by U(1, 8), whose unit is 10 6 . Lastly, M ij is generated by U(2, 5) [32] . Note that |V | and |A| is the number of nodes and arcs in network G, respectively. The average degree of network G is defined as AD = |A|/|V |, which implies the number of arcs per node, i.e., the density of the network [33] , [34] . Parameter K is set to 20 according to [26] , in order to easily compare with the computational results in [26] . This means that 21 Pareto optimal solutions can be obtained for an instance.
B. EXPERIMENTS ON TEST INSTANCES 1) EXPERIMENTS ON A REAL NETWORK TOPOLOGY
In this subsection, firstly, the problem considered in this paper will be evaluated in order to check that lane reservation can reduce the transportation risk or not.
An auxiliary problem, hazardous material transportation problem without lane reservation, is introduced. It contributes to compare the transportation risk, the impact of the reserved lane on normal traffic and the average transportation time of the considered problem with that of the auxiliary problem.
Notice that there are no reserved lanes for the auxiliary problem, its objective function is only to minimize the transportation risk. For availably formulating and solving this problem, the hazardous material accident probability and the travel time in each road segment are higher than those with lane reservation. Therefore, the risk threshold constraint and the travel time deadline constraint in the considered problem should be relaxed to ensure to obtain feasible solutions. Let R represent the ratio between the transportation risk in the considered problem in this paper and the counterpart in the problem without lane reservation, and T means the ratio between the average travel time of all the shipments in the considered problem in this paper and the counterpart in the problem without lane reservation. While the impact of the reserved lane on normal traffic can be measured by the growth rate of vehicles' travel time on the non-reserved lane, denoted as I . It can be deduced that I =
We test an instance based on a real network topology of Ravenna city, Italy, in which there are 105 nodes and 134 arcs [6] . The transportation network with the same number of nodes and arcs as those of the network of Ravenna is produced based on Waxman's network topology generator. Twelve OD pairs, indicating twelve shipments, are randomly generated. The data of the parameters, including τ ij , T ij , π w ij , P w ij , and S w , are produced by the way of generating test instances mentioned above.
The cut-and-solve and cutting plane combined method finds 21 Pareto solutions in 21.764s for the instance of Ravenna city. Lane reservation strategy can respectively reduce the transportation risk and the transportation duration by 73.8% and 12.5% for all the hazardous material shipments, at the expense of the travel time on the non-reserved lane(s) that increases by 11.9%. The conclusion is drawn from ratios R, T and I , as mentioned above.
2) EXPERIMENTS ON RANDOMLY GENERATED INSTANCES
In this subsection, the performance of the cut-and-solve and cutting plane combined method will be evaluated by some random generated instances. On account that both CPLEX and the proposed algorithm can optimally solve these instances, we just only compare their computational times by exactly identical randomly generated instances that will be solved on the same computation environment mentioned above.
The computational results on the randomly generated instances with whose average degree is four are presented in Table 1 . Each item in the computational result tables is the average value of the five instances in a set. Columns T c and T cs-cp represent the average computational time (in CPU seconds) of five instances for each set solved by CPLEX and the proposed algorithm, respectively. We can easily observe that the total computational times of the proposed algorithm slightly increase with the number of nodes and shipments. Given the number of shipments, the more the number of nodes, the more the computational time is expended. Take the computational times for sets 11-20 for an example; they moderately increase with the number of nodes. Similarly, as for instances with any given number of nodes, the more the number of shipments, the more time is expended. For example, the computational time for sets 26-30 is at least 1.647 times as much as that for sets 12-16, respectively.
Secondly, it can be also observed from Table 1 that the proposed algorithm is more efficient than CPLEX for large size instances, i.e., sets 7-35, and set 5. For example, for most instances in this table, the computational time required by the proposed algorithm is within a reasonable time. Fig. 5 gives the shapes of T c and T cs-cp for instances with 20 shipments. As illustrated in the figure, the trend of T c and T cs-cp curve is similar, while T c increases more sharply than T cs-cp with the number of nodes. For example, for set 11 with 50 nodes, T cs-cp is 89.6 percent as much as T c . However, for set 25 with 190 nodes, T cs-cp is only 24.1 percent as much as T c . Computational results on the random generated instances with different average degrees. Table 1 . Table 2 summarizes the total computational results on the random generated instances with different nodes and average degrees. As Table 2 demonstrates, the computational time for set 50 is 2.420 times more than that for set 46. The table also leads us to the conclusion that given the number of nodes and shipments, the total computational time for instances increases with the average degree of networks. It has to be noticed that the larger the size of the instances is, the rapider the increase is. For example, the computational time for set 40 whose average degree is 9 is 1.345 times as much as that of set 36 whose average degree is 5, while the computational time for set 60 whose average degree is 9 is 12.642 times more than that of set 56 whose average degree is 5. Table 2 .
FIGURE 5. Trend of T c and T cs-cp for

V. CONCLUSION
In this paper, we proposed a novel algorithm to solve the bi-objective hazardous material transportation problem based on lane reservation. The ε-constraint method was adopted to transform the bi-objective problem into a single objective one. Then we proposed a cut-and-solve and cutting plane combined method to solve the transformed single objective problem. We explored two specific properties for the considered problem to reduce its solution space, and developed a cutting plane method to tighten remaining problem, which could help to accelerate the convergence of the cut-and-solve method. Computational results showed that the proposed algorithm could solve the bi-objective hazardous material transportation problem based on lane reservation within a reasonable time and it runs faster than direct use of the software package CPLEX.
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