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Abstract—Morphogenesis is the biological process that 
governs self-organized spatial pattern formation of cells during 
the embryonic development of multi-cellular organisms. 
Inspired by this process, we have proposed a morphogenetic 
framework for pattern formation and boundary coverage in a 
distributed swarm robotic system. The framework is based only 
on local communications among robots and will set up a local 
coordinate system. This paper focuses on the theoretical and 
empirical analysis of the framework regarding two aspects, 
namely, local communication load among the robots, and 
system performance such as system convergence time and 
average travel distance of robots for several pattern formation 
tasks. Results show that the proposed framework is efficient and 
scalable for self-organizing distributed swarm robotic systems 
with reasonable local communication load among robots. 
Index Terms—self-organization, self-adaptation, swarm 
robots, morphogenesis, gene regulatory networks, pattern 
formation, and local communication 
 
I. INTRODUCTION 
warm robotics focuses on the control of large-scale 
multi-robot systems with limited communication and 
sensing capabilities. Compared to monolithic systems, swarm 
robotic systems have advantages such as robustness and 
adaptability, particularly under uncertain environments. 
Examples of applications of swarm robotic systems include 
foraging [12], box-pushing [14], aggregation and segregation 
[13], shape formation [2], cooperative mapping [22], soccer 
tournaments [21], site preparation [17], sorting [9] and 
collective construction [20]. 
Since centralized algorithms are vulnerable to system 
failures and dynamic environments, and cannot scale well to 
large systems, distributed control algorithms are more 
desirable for large-scale multi-robot systems. However, 
designing distributed and self-adaptive algorithms for swarm 
robotic systems is nontrivial. It is difficult, if not impossible, 
to predict an accurate emerging behavior from local 
interaction rules in a distributed control system [16]. 
To design a distributed multi-robot system and yet to have 
predictable global behavior, we turned our attention to 
biological systems for inspirations. Biological systems, from 
macroscopic swarm systems of social insects to microscopic 
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cellular systems, can generate robust and complex emerging 
behaviors through local interactions subject to various kinds 
of uncertainties [11]. Inspired by the morphogenesis of 
biological organisms, a morphogenetic approach using a gene 
regulatory network (GRN) is proposed in our previous work 
for complex shape formation and boundary converge based 
on local communication among robots [7]. The basic idea of 
the framework is to treat each robot as a cell, and the 
interactions among the robots are modeled through the 
reaction-diffusion mechanism analogous to cell-cell signaling 
in multi-cellular organisms. 
We have demonstrated that the proposed morphogenetic 
algorithm can deploy multiple robots to a specified shape 
uniformly only based on local information and local 
communication among robots. It is assumed that the 
description of the desired global pattern that robots will form 
is known by all the robots in advance. However, no global 
coordinate system is needed.  Other global information of the 
system, such as the total number of robots in the system, the 
absolute position of the desired pattern, and the initial 
positions of all the robots are not known by robots either.  
In this paper, we will mainly focus on the theoretical and 
empirical analysis of the GRN-based morphogenetic 
approach to multi-robot pattern formation with regard to local 
communication and formation performance analysis based on 
dynamic local coordinate systems and local neighborhood 
adaptation mechanism. We will first analyze how much local 
communication load has been added to the systems for the 
GRN-based approach without requiring a global coordinate 
system. Then a neighborhood adaptation mechanism will be 
proposed to ensure an even distribution of robots on the 
desired pattern.   
The rest of the paper is organized as follows. Section II 
describes the proposed GRN-based model for self-organized 
multi-robot pattern formation, followed by the local 
communication load analysis in Section III. Case studies on 
two performance measures of the system, including 
convergence time and average travel distance of robots, for 
complex pattern formation tasks are presented in Section IV. 
This paper concludes by Section V. 
II. GENE REGULATORY NETWORK MODEL FOR 
SELF-ORGANIZED MULTI-ROBOT PATTERN FORMATION 
A. The Basic GRN Model  
From biological point of view, GRN is a network 
consisting of the interactions among DNA (genes), mRNA, 
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morphogens, proteins and other chemicals in a cell. It plays a 
central role in understanding the organism development and 
natural evolution [1]. To understand the emergent 
morphology resulting from GRNs, many researchers in 
system biology have worked on the reconstruction of gene 
regulatory pathways through computational models. A large 
number of computational models for GRNs have been 
proposed [10, 5, 8, 15 and 19]. Among these models, ordinary 
or partial differential equations have been widely used. 
In our previous work [7], we propose a GRN model that 
contains two types of artificial morphological proteins, G and 
P, which guide the robots to move to the target shapes. In this 
GRN model, protein type G consists of two proteins, which 
correspond to the x and y positions of a robot in a 2D 
environment, respectively. If a 3D shape is to be formed, 
three proteins of type G are needed to describe the position of 
the robot.  Similarly, protein type P consists of two proteins 
for a 2D environment and three proteins for a 3D 
environment, which can be interpreted as the velocity of the 
robot. This is only a metaphor that tries to map protein 
concentrations in a cellular system to some physical 
properties in a swarm robotic system. Mathematically, as we 
will show later, the relationship between the concentration of 
protein P and the concentration of protein G in cells is more 
complex than that between position and velocity in robotic 
systems. The regulatory relationship between the artificial 
morphogen m, protein type P and protein type G is depicted in 
Fig. 1.  
m
G P
Diffusion
Fig.1. 
The structure of the proposed GRN model: m is the predefined 
maternal morphogen, G and P are two types of morphological 
proteins. 
From Fig. 1, we can see that morphogen m, which contains 
the target shape information, can regulate the production of 
both protein types P and G (indicated by the arrow). Protein 
type P can also regulate the production of protein type G in 
addition to an auto-regulation, i.e., it can influence its own 
production. Here, regulation can be either activation or 
repression. 
The dynamics of the GRN model illustrated in Fig. 1 can be 
described by the following differential equations: 
( )i i i
d a
dt
γ= − ⋅ + ⋅g grad g p                        (1) 
( ( ))i i i
d c k f b
dt
= − ⋅ + ⋅ + ⋅ip p grad g D           (2) 
where i is robot index.  Note that the system is homogeneous. 
Each robot has the same GRN dynamic model.  There are two 
protein products of type G for formatting 2D shapes 
(representing the x- and y- position, respectively), and ig is a 
vector of concentrations of protein G of robot i. Similarly, 
there are two protein products of type P, and ip is a vector of 
concentrations of protein P of robot i. The GRN model is 
similar in the case that 3D shapes are to be formed, except 
that there will be three protein products of type G and P, 
respectively. 
iD  denotes the summed protein concentration diffused 
from neighboring robots, which can be calculated by: 
1
iN j
i i
j =
= ∑D D ,                                      (3) 
where Ni denotes the number of neighbors of robot i, and 
j
iD is the protein concentration diffused from robot j to robot 
i and can be calculated by 
( )
|| ||
i jj
i
i j
−= −
g g
D
g g
                                (4) 
In real robotic systems, this protein diffusion procedure 
can be estimated by the local relative distances among the 
robots. In order for robot i and robot j to be neighbors, the 
distance between them must be smaller than the 
neighborhood size d. Here, the neighborhood size is adaptive. 
The neighborhood size d is initialized as the average of the 
robot’s bumper range and sensor range; it will be updated 
according to the neighborhood adaptation mechanism which 
will be described in Section III.B. 
In Equ. (2), ( )igrad g is the maternal morphogen gradient 
at position ig (as explained above, the concentration of 
protein type G in the cellular system represents the position of 
the robot). As depicted in Fig. 1, the concentration of both 
proteins G and P is influenced by the maternal morphogen 
gradient.  
Note that the maternal morphogen gradient, ( )igrad g , has 
slightly different impacts on the production of protein G and 
protein P. As we can see from Eqns. (1) and (2), ( )igrad g has 
a linear regulation on the concentration of protein G, while its 
influence on concentration of protein P is further regulated by 
a nonlinear sigmoid function ( )f z . The sigmoid function 
( )f z in our model is defined as: 
1( )
1
z
z
ef z
e
−
−
−= +                                      (5) 
There are five parameters in the GRN model described in 
Eqns. (1) and (2), namely, , , , ,  and a c k b γ . The following 
Theorem has been proved in our previous work [7]. 
 
Theorem: The dynamic system described by Eqns. (1) and 
(2) is globally asymptotically stable and the state vector g will 
converge to one point on the target curve c(u) under the 
condition that k a cγ⋅ ≤ ⋅ and , , , 0k c a γ > . 
 
 
 
B. Properties of the Extended GRN Model 
In the basic GRN-based algorithm for multi-robot pattern 
formation [6], it was assumed that robots know the absolute 
position of the target pattern as well as the initial position of 
themselves in a global coordinate system. In addition, if we 
want to deploy robots on the target shape evenly, each robot 
also needs to know the total number of robots in the system all 
the time.  In this paper, we released these strong assumptions 
in an extended GRN-based model, where neither the absolute 
initial position of the robots nor the target shape position in 
the global coordinate system is required, only local distance 
detection from other robots are needed. Moreover, a 
mechanism for adapting the size of the neighborhood is also 
proposed, where only local communication among the robots 
is needed.  In this way, even without knowing the total 
number of robots in the system, the robots can still 
autonomously adjust the neighborhood size to ensure an even 
coverage of the target shape. 
III. COMMUNICATION LOAD ANALYSIS 
In this extended model, the robots need to communicate 
with its neighbors to select a global reference robot and adapt 
the neighborhood size. We will analyze the system’s 
communication load in the process of constructing a local 
coordinate system and adapting neighborhood size in this 
section. 
A. Communication Load Analysis for Construction of a 
Local Coordinate System 
 First, the robots need to select a global reference robot to 
construct a local coordinate system. This selection 
mechanism consists of two main steps. First, all robots will 
compete locally, which results in a few local reference robots.  
Only those robots which have the largest number of robots in 
its neighborhood can be selected as local reference robots. 
Then, these local reference robots compete for the global 
reference through local communications.  Since it is assumed 
that all the robots are connected to their neighbors in the 
system, if local reference robots are not neighbors, they can 
always communicate with each other through local 
communication relay using other non-local-reference-robots 
between them. Since the communication load would increase 
as the number of local reference robots increases, we use the 
number of local reference robots as a metric to measure the 
communication load during the construction the local 
coordinate system. 
According to the definition of local reference robot, the 
number of local reference robots depends on the distribution 
of robots.  Before we analyze the probabilistic distribution of 
the number of local reference robots, we make the following 
assumptions. (a)There are n homogeneous robots in the 
system; (b) All the initialized robots are within a circle, and 
the radius of the circle is represented as R; (c) The 
neighborhood size of robots is determined by their sensing 
range. The robots are homogeneous so that they have the 
same sensing capability and the sensing range, which is 
denoted by r; (d) All the robots are randomly initialized, and 
they don’t know the initial positions of other robots.  
Based on these assumptions, the probabilistic distribution 
of the number of local reference robots can be estimated as 
follows: 
1)   For any robot i, it can have up to n-1 neighbors.  The 
probability to be robot i’s neighbor is: 
2 2
2 2
r rp
R R
π
π= =                                     (6) 
2) From assumption d), we can say that the probability of 
robot i having k neighbors is a binomial 
distribution ~ ( 1, )K B n p− . Therefore, the probability 
mass function of this binomial distribution for robot i can 
be defined as: 
( ) ( ) 11 1 n ki kr np K k p pk
− −−⎛ ⎞= = −⎜ ⎟⎝ ⎠                (7) 
where ( )( )
1 1 !
! 1 !
n n
k k n k
− −⎛ ⎞ =⎜ ⎟ − −⎝ ⎠
, and p is defined in Eqn. 
(6).  
3) When robot i has k neighbors, the probability that robot j 
has equal to or less than k neighbors is: 
( ) ( ) 1
1
1
1
k n lj l
r
l
n
p K k p p
k
− −
=
−⎛ ⎞≤ = −⎜ ⎟⎝ ⎠∑             (8) 
Note that robot j can have l  neighbors with 1 l k≤ ≤  
because robot j automatically has robot i as its neighbor. 
4) The probability that robot i is a local reference robot is 
equal to  the probability that all of its k neighbors have 
equal to or less than k neighbors, which is  
( ) ( )1
1
n ki j
i r r
k
p p K k p K k
−
=
⎡ ⎤= = ≤⎣ ⎦∑                   (9) 
5) According to assumption a), n robots are homogeneous, 
each robot has a probability of ip to be the local 
reference robot, so the probability that there are m local 
reference robot is: 
   ( ) ( )1m n mm i inp p pm
−⎛ ⎞= −⎜ ⎟⎝ ⎠                  (10) 
Where the expectation of the number of local reference robots 
is inp and the standard deviation is ( )1i inp p− . 
From Eqn. (10), it can be hypothesized that the final 
distribution of the local reference robots is a binomial 
distribution, which can be verified through the following 
simulations. First, we conducted 30000 experimental runs 
using 20 robots to form a unit circle, where the 
communication range of robots is setup as one-third of the 
whole area, the histogram of the number of the local reference 
robots in the experiments is shown in Fig. 2.  Then, we use the 
Monte Carlo method to draw samples from a binomial 
distribution (20,0.19)B for 30000 runs, the simulation 
results are shown in Fig. 3.     
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Fig. 2: Histogram of the number of local reference robots with a 
mean value of 3.81 and the standard deviation of 2.14. 
 
From Fig. 2 and Fig. 3, we can see that the distribution of 
the number of local reference robots in Fig. 2 is similar to the 
binomial distribution drawn from the Monte Carlo method. 
Therefore, we can tentatively conclude that the distribution of 
the number of local reference robots is a binomial distribution 
as we have predicted in Eqn. (10). The total number of local 
reference robots is 3.81 in mean with the standard deviation 
of 2.14.  In other words, the communication load is not heavy 
for this swarm robotic system.  
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Fig. 3: Histogram of the number of local reference robots drawn 
from the Monte Carlo Method. 
B. Communication Load Analysis for Neighborhood Size 
Adaptation  
 The major steps of the neighborhood size adaptation are 
listed as follows. 
1) Initialization: d_min and d_max are initialized as the 
bumper range and sensor detection range of a robot, 
respectively, and the initial neighborhood size is 
estimated by 
                              0 2
d _ min d _ maxd +=                        (11) 
2) If 0d is too small, we keep d_max the same and  update 
d_min and 0d  as follows: 
0d _ min d=                                          (12) 
0 0
1
2
d ( d d _ max)= +                             (13) 
3) If 0d  is too large, we keep $d_min$ the same and 
update $d_max$ and 0d as follows: 
0d _ max d=                                          (14) 
0 0
1
2
d ( d d _ min)= +                             (15) 
4) Repeat step (2) or (3) until the optimal neighborhood 
size is found. 
Details about how the robots know that the current 
neighborhood 0d is smaller or larger than the expected 
optimal neighborhood *d  are described in [7]. For simplicity, 
we suppose that  
0
*| d d | ε− ≤ .                                        (16) 
It means that the robots have found the optimal neighborhood 
and do not need to update 0d  anymore, where ε  is the 
threshold which makes the current neighborhood of a robot 
the expected one. 
Now we need to analyze the communication load for the 
neighborhood adaptation mechanism.  In the adaptation 
mechanism, we can see that communication among robots 
happens only when robots realize that they need to update 0d , 
therefore, we use the number of times that the robots need to 
update 0d  as the metric to measure the communication load. 
The proposed neighborhood adaptation mechanism is a 
typical search algorithm. The largest number of times needed 
to find the optimal neighborhood is: 
−
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −= ε
min_max_log2
ddn                (17) 
where [x] _ denotes the biggest integer that is smaller than x. 
The probability that robots need k ( 0 k n≤ ≤ ) times to find 
the optimal neighborhood range is: 
Case 1: If k = 0, which means that *d  is within the range 
of * *0 0[ , ]d d d d− + , so the probability is 
2
_ max _ mink
P
d d
ε= −   .                           (18) 
Case 2: If 0<k<n, every time 0d  is updated and a new 
search is started, the search space will shrink by half. Thus, 
the probability at which *d  is found this time will be twice 
that of the previous time, but this is a conditional probability 
given that  *d  has not been found in the previous (k-1) times, 
so the probability will be: 
11
0
2(1 )
_ max _ min
kk
k i
i
P P
d d
ε+−
=
⋅= − ⋅ −∑                      (19) 
Case 3: If k = n,  *d has been found, so the probability is 
 
 
 
equal to the probability at which  *d  has not been found in 
the previous n-1 times:  
1
0
1
k
k i
i
P P
−
=
= − ∑                                     (20) 
 To make it clear, we will use an example to illustrate the 
number of needed times for a swarm robotic system to 
reach *d . 
Suppose that 2d _ min = , 200d _ max = , and 0.5ε = , 
here we do not need the total number of robots,  neither do we 
need to know the target pattern. We are just focusing on how 
many iteration of updates is needed for robots to achieve the 
optimal neighborhood size *d . 30000 experimental runs have 
been conducted, where *d  is set up as a random variable with 
a uniform distribution between d _ min  and d _ max . In this 
case study, the maximum number n required for updates can 
be calculated by Equation (17) as: 
8min_max_log2 =⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −=
−ε
ddn  
Fig. 4 shows the distribution of the number of updates 
needed. From Fig. 4, we can see that after 5 or 6 times of 
adjustments of 0d , the robots would reach the expected 
optimal neighborhood size. In other words, the 
communication load for this procedure is not heavy either. 
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Fig. 4: Histogram of the number of needed number of updates to 
achieve the optimal neighborhood size. The mean value is 5.7576 
and the standard deviation is 1.3903. 
IV. EXPERIMENTAL RESULTS  
In this section, we will demonstrate the performance of the 
GRN-based model using a local coordinate system and a 
neighborhood adaptation mechanism for multi-robot pattern 
formation. Two performance measures are considered, 
namely, the average travel distance of all robots and the 
convergence time of the slowest robot. The parameters 
( a,c,k ,b,γ ) in the model are first optimized by minimizing 
those two performance measures simultaneously, which is a 
multi-objective optimization problem. To this end, NSGA-II 
[4], which is a popular evolutionary multi-objective 
algorithm, has been employed to achieve the Pareto-optimal 
solutions that trade off between the convergence time and the 
average travel distance. In this paper, we choose one 
Pareto-optimal solution that has a balanced performance on 
both metrics, whose parameters are: 52 12k .= , 77 84c .= , 
239 81b .= , 9 96a .= and 4 67.γ = . 
The simulation configurations are as follow: (1) the 
simulation is implemented through Matlab 2007b, and the 
environment is assumed to be a 30x30 square field; (2) robots 
are initialized randomly in the environment; (3) we assume 
that the agents are holonomic so that they can have any 
instant moving direction.  
A. Case Study 1: Basic Shape Formation 
In this case study, we will measure the system performance, 
i.e., the convergence time and the average travel distance of 
the robots, by deploying a number of initially randomly 
distributed robots to a circle of a radius 5, but the central point 
of the circle is unknown in advance. First, a few local 
reference robots will emerge from the robot group, then, 
through local communications, the local reference robots will 
select a global reference robot to construct the local 
coordinate system and the desired shape will be formed based 
on this local coordinate system by following the GRN-based 
dynamics defined in Eqns. (1) and (2). 
     Fig. 5 shows a set of snapshots of the procedure of 
selecting the global reference robot and the deployment of 
robots to the target circle based on the selected reference 
robot. Fig. 6 shows the neighborhood adaptation process.  In 
Fig. 6, we can see that the neighborhood (solid line) 
approaches the expected optimal neighborhood (dash solid 
line). Note that the expected optimal neighborhood can be 
calculated by dividing the perimeter of the desired curve by 
the number of robots. However, this information is unknown 
to the robots. Robots can only use the adaptation mechanism 
to adjust their neighborhood size. 
 We test the system performance for 5 robots, 10 robots, 15 
robots and 20 robots, respectively. We run the simulation 100 
times for each set of experiments, and then we calculate the 
mean and standard deviation of the convergence time and the 
average travel distance of robots, which are listed in Table I.  
From Table I, we can see that the convergence time and 
average travel distance of robots increase just slightly as the 
number of robots increases, which demonstrates that the 
proposed GRN-based algorithm with local communication is 
scalable to the number of robots. Note that the average travel 
distance of robots depends on the initial distribution 
(configuration) of the robots. If the multi-robot system is 
initialized as a cluster, a global reference robot would 
‘almost’ represent the center of the cluster. In this case, we 
can conclude that the average travel distance of robots will 
not become much larger as the number of robots increases. 
Then, we compared the system performance of this 
extended GRN-based model with local coordinate system and 
neighborhood size adaptation with that of the basic 
GRN-based model using a global coordinate system and 
some global information. In the basic GRN-based model [6], 
we designed a fixed pattern defined in a global coordinate 
 
 
 
system regardless of the robots’ initial configuration and 
assume that all robots know the location of the target pattern. 
Table II lists the results of the basic GRN-based model for a 
circle formation task.  
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Fig. 5. (a) Initial distribution of 10 robots; (b) Local reference robots 
emerge from the multi-robot system (denoted by red stars); (c) The 
global reference robot is selected through series of local 
communications (denoted by a blue square); (d)(e) the circle 
formation process; (f) The robots form a circle. 
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Fig. 6. Neighborhood adaptation process for 10 robots, where the 
circle radius is 5, d_max  is 5, d_min is 1, and ε  is 0.05.  
 
TABLE I 
SYSTEM PERFORMANCE STATISTICS FOR THE PROPOSED GRN MODEL 
 Performance 5 robots 10 robots 15 robots 20 robots 
Convergence 
time (mean) 
20.5672 21.9200 22.2800 23.4700 
Convergence 
time (std) 
1.9865 1.5328 1.9953 1.8116 
Average travel 
distance (mean) 
10.4120 10.4615 10.7141 11.0314 
Average travel 
distance (std) 
3.1934 3.4109 3.6332 3.4444 
 
TABLE II 
SYSTEM PERFORMANCE STATISTICS FOR THE GRN MODEL WITH GLOBAL 
COORDINATE SYSTEM 
Performance 5 robots 10 robots 15 robots 20 robots 
Convergence 
time (mean) 
20.0600 23.1000 24.5800 25.9800 
Convergence 
time (std) 
1.5296 1.7464 2.0210 2.3137 
Average travel 
distance (mean) 
13.9368 20.0838 20.3227 20.9574 
Average travel 
distance (std) 
3.1883 2.4941 1.8091 1.7668 
 
Comparing the results in Table II with those in Table I, we 
can see that the algorithm using a local coordinate system 
outperforms the one using a global coordinate system with 
respect to both convergence time and average travel distance.     
B. Case Study 2: Shape Transition 
In this case study, we will evaluate the performance of the 
improved GRN-based model with a local coordinate system 
when the desired target pattern changes. We have shown in 
our previous work [7] that the GRN model is capable of 
changing the formed patterns as long as the definition of 
morphogen is changed in robots’ dynamics. In this paper, we 
will focus on the analyzing the statistical results of the 
average travel distance of robots and the system convergence 
time. 
Suppose initially 20 robots have formed a circle in the 
environment, then the morphogen level is changed to let the 
robots to form a letter ‘R’. Letter ‘R’ is represented using the 
Non-Uniform Rational B-Spline (NURBS) [3][18], which is 
a mathematical model commonly used in computer graphics 
and design optimization for generating and representing 
curves and surfaces. NURBS can offer a common 
mathematical form for both analytic and free-form shapes, 
hence providing a high flexibility in designing shapes.  Fig. 7 
shows a set of snapshots of the shape transition process. Note 
that in this case study, we do not reselect a global reference 
robot to construct the local coordinate system, because a 
circle is isotropic and hence every robot can be used as the 
global reference robot. 
The simulation was run 100 times for each set of 
experiment and Table III lists the statistical results with the 
mean values and stand deviations of the system performance, 
i.e., the convergence time and the average travel distance of 
robots. 
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Fig. 7. (a) Phase one of the ‘R’ formation process, t=0; (b) Phase two 
of the ‘R’ formation process, t=3; (c) Phase three of the ‘R’ 
formation process, t=10; (d) Phase four of the ‘R’ formation process, 
t=16; (e) The robots form letter ‘R’. 
 
TABLE III 
SYSTEM PERFORMANCE METRICS OF THE GRN MODEL FOR SHAPE 
TRANSITION 
Performance 5 robots 10 robots 15 robots 20 robots 
Convergence 
time (mean) 
21.0000 24.0000 24.0000 26.0000 
Average travel 
distance (mean) 
8.5297 9.99875 10.3963 10.7909 
 
Since this case study focuses on the shape transition 
property, where the robots always start from the same initial 
distribution (previously formed shape), the standard 
deviation for performance measures is zero. Therefore, only 
the mean values of listed in Table III. From Table III, we can 
see that the average travel distance of robots and the 
convergence time do not increase much as the number of 
robots increases, which shows the scalability of the proposed 
GRN model. 
When the target shape changes, the initially converged 
system described by Eqns. (1) and (2) becomes dynamic 
again. With the internal dynamics defined in Eqns. (1) and (2), 
each robot can automatically readjust its movement behaviors 
to reach another converged state of the systems.   
C. Case Study 3: A Proof-of-Concept Robot Experiment 
To further verify the feasibility of the extended GRN-based 
model in a distributed swarm robotic system, 6 e-puck robots 
have been used to implement the proposed algorithm to form 
a circle in an indoor environment. The snapshots of this 
proof-of-concept experiment are shown in Fig. 8.  From 
Fig.8, it can be seen that the proposed extended GRN-based 
model can work efficiently with a local coordinate system and 
with neighborhood adaptation mechanism in a distributed 
manner. 
 
 
 
  
                     (a)                                                 (b) 
  
                (c)                                                 (d) 
  
                    (e)                                            (f) 
Fig. 8. Snapshots of the experiment. (a) The initial distribution, the 
center robot is selected as the reference robot and the relative 
distances of other robots can be detected by onboard sensors. (b) (c) 
(d) The pattern (a circle) formation process, after the formation, 
there is a vacant place in (d) indicating that the neighborhood is 
shorter than expected. (e) The pattern formation after neighborhood 
adjustment, this time two robots are stuck together, which means 
that the neighborhood is larger than expected. (f) The pattern 
formation after another phase of neighborhood adjustment. Robots 
are distributed uniformly on the circle. 
V. CONCLUSION AND FUTURE WORKS 
In this paper, we have studied the communication load and 
system performance of a distributed GRN-based approach to 
self-organizing multi-robot systems for formation control. 
First, we presented probabilistic analysis and empirical 
verification of the communication load of the extended 
GRN-based model for constructing a local coordinate system.  
Second, we presented the needed communication load for 
neighborhood adaptation. Third, extensive simulations have 
been conducted to examine the performances of the extended 
GRN-based model using a local coordinate system and a 
neighborhood adaptation mechanism. Compared to the basic 
GRN-based model with a global coordinate system and 
global information, the extended GRN-based model shows 
better performance.  In addition, we demonstrate that both the 
communication load and system performance (average travel 
distance and convergence time) are fairly scalable to the 
number of robots in the system. 
In the future, we will investigate robustness of the 
proposed model considering various system noises.  One of 
the major limitation of the current model is that the target 
patterns have to be predefined.  In the future, we will 
investigate a hierarchical model which can generate the target 
pattern dynamically through sensor information to adapt to 
environmental changes. 
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