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1. INTRODUCTION 
In a recent paper the authors, (Forte and Ng, 1973) gave a characterization 
of the entropies of degree/3, which are represented by the functions 
1 
Kn(pl  , P2 ,..., P~ ; fl) -- 21_B __ 1 
(n = 1, 2,..., fi @ 1), 
1) 
where (Pl , P2 ,.-., Pn) is any complete discrete probability distribution on a 
set of disjoint events (A 1 , A z ,..., An) partitioning the sure event £2. 
Aggarwal, Cesari, and Picard (1972) discovered useful applications of these 
entropies in questionnaire theory. Our characterization has been based on the 
following theorem. 
THEORE~a 1.1. Let /'~ : = {(Pl ,P~,. . . ,P~)[Pk ~> 0, h = 1, 2,..., n, 
n 
2~=lPk = 1}(n = 2, 3,...) and In : Fn --~ N be a sequence of mappings with 
the following independent properties: 
(1) no-symmetry: I s is a symmetric function of its six variables; 
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(2) expansibility: In+l(P~ , P2 .... , p~ , O) = In(p1 , p~ .... , p~) for all 
(Px,  P2 ,'.., Pn) in 1~,  n >/2;  
(3) branching: I~+1(pl , P2 , P3 .... , P~+I) - -  I~(Pl + P2 , Pz .... , P~+I) = 
A~(p~ , P2) > O for all (Pl ,P2 ,P3 ,..., P~+I) in I~n+l with p,  , P2 > O, n >~ 2; 
(4) mono-compositivity: 16(pp~, PP2, PPz, PPa, (1 -- p) q~, (1 -- p) q2) = 
tP'4,2[I4(p1, P2 , P3 , P4), I~(q~ , q~), p] for all (P l ,  P2, P3, P4) in F4 , (ql ,  q2) in 
F 2 andp in [0, 1]; 
(5) continuity of I 3 at some boundary points of I~ : for  each p ~ [0, 1], 
Is(P~ , P2 , P,) converges to 18(0 ,p, 1 - -  p) as (p~ , P2 , P3) converges to (0, p, 
1 - -p )  inFa ;  
(6) 12 is not constant. 
Then either 
I , (p~ ,P2 ..... p,~) -= - -h  ~ p,  log2p ~ + k, 
i=1 
where h > 0, k are real constants, or 
I , (p l  , P2 ..... p~) = h 21-3 -  1 pi ~ - -  1 + k pi ~, /=1 
where h, k, and 3 are real constants,/3 4: 1, h + k(21-~ -- 1) > 0. 
Note that in the formulation of the branching property (3) we suppose 
An(p1 , p~)(the information gain) to be strictly positive for positive PI and P2. 
In information theory the weaker assumption of A~(p l ,  P2) to be nonnegative 
will be a more natural hypothesis. However, in order to characterize the 
entropies of type/3, (3) in the given form was needed. Yet we will show in the 
present paper that if we replace property (3) with the weaker property 
(3*) branching: In+I(Pl , P2 , Pz .... , Pn+l) - -  I,n(pl + p~ , pa ,'", P~+~) = 
A~(Pl , P2) >~ 0 for all (Pl , P2 , P3 ,..., Pn+l) in/ 'n+l , n ~ 2, then properties 
(1), (2), (3"), (4), (5), and (6) will lead to the characterization f a class of 
entropies which is larger than that of the entropies of degree/3. In fact, we shall 
prove the following theorem. 
TrlEOREM 1.2. I f  the sequence 1~ :/ 'n -+ ~ (n ---- 2, 3,...) satisfies (1), (2), 
(3"), (4), (5), and (6), then either 
I,~(p 1 , pz ..... p, )  = - -h  ~ Pi log~pi + k, 
i=1 
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where h > 0 and k are real constants, or 
Z~(Pl , P2 ,'", P~) = h 21-B - -  1 
pi e -- 1 + k p e, 
i=1 
where h, k, and[3 are real constants, [3 ~ 1, h + (21-~ -- 1) k > 0, or 
I~(Pl ,P2 ,...,P,~) =f(1)  -- sup{f(pi)[ i = 1, 2,..., n), 
wheref  : [0, 1] --+ N satisfies 
(a) f (x )  = 0 for all x e [0,/5] for some/5 e [½, 1 [; 
(b) f is continuous on [0, 1]; 
(c) f is strictly increasing on [/5, 1]. 
The proof of this theorem will be given in Section 3, while Section 2 is 
devoted to preparing the proof through some lemmas. 
2.  PRELIMINARIES 
First of all we note that (2) and (3*) imply that 
2, (P I ,  P2) = r,~+l(p,, p2,  P3 ,..., P,+~) - -  L,(Pl  + P~, P3 ,..., P,+,)  
is independent of n. Therefore we shall denote this difference simply with 
A(Pl , P2). We define 
A: = {(x,y)! x, ye[O,  1], x +y  ~ 1}. 
LEMMA 
conditions 
properties: 
2.1. I f  the sequence of mappings I~ : / '~ --~ E (n = 2, 3,...) satisfies 
(1), (2), (3*), and (5) then the function A : A --+ ~ has the following 
(P~) A ~ O; 
(v~) ~(x,y) = ~(y, x) on A; 
(e3) A(O,y)  = O,y  ~ [o, 1]; 
(P4) A(x, y) -J- A(x + y, z) = A(y, z) + A(y  + z, x) for every 
x ,y ,  ze  [0, 1], with x + y + z <~ 1; 
(Ps) q ~ A (pq, p(1 -- q)) is continuous on [0, 1] for every p e [0, 1]; 
(P6) P --~ A(pq, p(1 -- q)) is continuous on [0, 1]for every q e [0, 1]. 
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Proof. Properties (Pa) to (P4) follows from the hypotheses (1), (2), and (3*) 
in a straightforward manner. Properties (Ps) and (P6) are easy consequences 
of Lemma 2, Lemma 3 and Lemma 5, respectively, in Forte and Ng (1973) 
and we shall not produce the details. 
LEMMA 2.2. I f  the sequence of mappingsI~ : / '~ -+ ~ (n = 2, 3,...) satisfies 
conditions (1), (2), (3"), and (4), and if for one p* ~ [0, 1] 
q -+ A(p*q, p*(1 - -  q)) ~- O, 
then 
q --~ A(pq, p(1 --  q)) = 0 
for each p ~ [0, p*]. Hence, with property (P6) in Lemma 2.1, we recognize that 
the set of numbers p in [0, 1] such that 
q ~ A(pq, p(1 --  q)) ~ 0 
is a closed interval, say [0, if]. 
Proof. Letp, q ~ [0, 1]. By means of (1), (2), (3"), and (4) we are able to 
decompose I4(pp*q, pp*(1 - -  q), p(1 - -  p*), 1 --  p) in various ways giving 
I4(pp*q, pp*(1 -- q),p(1 - -  p*), 1 --  p) 
= I2(pp*, 1 --pp*) + A(pp*q, pp*(1 -- q)) + A(p(1 - -p* ) ,  1 - -p )  (2.1) 
and at the same time 
I4(pp* q, pp*(1 - -  q), p(1 - -  p*),  1 - -  p) 
= X6(pp*q, pp*(1 - -  q),p(1 - -p* ) ,  0, 0, 1 - -p )  
= ~4.2(I3(p*, 1 --  p*, O) + A(p*q, p*(1 - -  q)), I2(0, 1), p). (2.2) 
The constancy of the right-hand side of (2.2) in q on [0, 1] implies the con- 
stancy of the right-hand side of (2.1) in q and so 
q-+ A(pp*q, pp*(1 - -  q)) ~ constant (2.3) 
for eachp a [0, 1]. Besides A(O,p) = 0, thus for everyp in [0, p*] we have 
q --,. Aip q, p(1 --  q)) ~ 0. (2.4) 
This proves Lemma 2.2. 
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LEMMA 2 .3 .  
either 
Under the hypotheses of Theorem 1.2 and if [0, t6] = {0}, then 
I~(Pl ,P2 ..... Pn) = --h ~ Pi log~pi + h, 
i=1 
where h > 0 and k are real constants, or 
I~(pl , pe .... , p~) -~ h 
21-8  - -  1 
- -  pi e -- 1 + h pi e, 
i=1 
where h, h, and [3 are real constants, [3 ~ 1, h + k(21-B --  1) > O. 
Proof. We consider the function ¢ defined by 
¢(u, p) = T4,2(u, I2(0, 1), p) - -  (1/2) I2(p, 1 -- p) 
as we did in the previous paper. From the identity 
¢[Ie(q, 1 -- q), p] ~- I3(pq, p(1 --  q), 1 - -  p) - -  (1/2) Is(p, i -- p) 
= A(pq, p(1 -- q)) + (1/2)I2(p, 1 - -p )  
and since we suppose that q-+ A(pq, p(1 --  q)) is nonconstant for every p 
in ]0, 1] we have that q-+¢[I~(q, 1 -- q),p] is nonconstant for every p in 
]0, 1]. Hence 
u --~ ~(u, p) is nonconstant on the range of I 2 (2.5) 
for every p in ]0, 1]. On the other hand as is in Forte and Ng (1973)(cf. 
Lemmas 7 and 8), we see that (2.5) together with properties (1), (2), (3"), 
(4), (5), and (6) were all we needed to prove our assertion. 
LEMMA 2.4. Under the assumptions of Theorem 1.2 let us suppose that 
1 > p > O. Then there exists a mapping f : [0, 1] -+ R representing A through 
A(x, y) = f (x  + y) -- f (x)  -- f (y )  on A. (2.6) 
Moreover the function f has the following properties: 
(a) f (x )  ~- 0 for every x c [0, p]; 
(b) f is continuous on [0, 1]; 
(c) f is nondecreasing on [0, 1]; and 
(d) f (x )  > O for every x~]p,  1]. 
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Proof. From the definition of/5 we have 
A(x, y) = 0 for all (x, y) ~ A with x + y E [0, fi]. (2.7) 
We shall prove that A is constant on each line segment 
L[a, ff, p-]: = {(x,y)  eA  Ix  + y = a, x E [O,/5],y ~ [0,/S]} 
with a ~ [0, 2/5] ;3 [0, 1]. It is sufficient o prove that A is locally constant on 
L[a, if,/5]. As A is symmetric it is enough to show that A is locally constant 
on L[a,/S, if] from the right-hand side at each point (Xo, Y0) EL[a, if,/S] other 
than the right endpoint. Since x o E [0, fi[ and Yo ~ ]0, p-I, min{fi - -  x0, Y0} is 
positive. Let e be any number with 0 ~< e ~< min{ ff -- Xo, Y0} we have 
A(xo + ~, Yo --  e) = A(x o + e, yo - e) @ A(xo , e) by (2.7) 
= A(xo, Yo) + A(¢, Y0 -- e) by (P,), (P2) (2.8) 
= A(xo ,Yo) by (2.7). 
Equation (2.8) gives the local constancy ofA onL[a, if, if] from the right. Thus 
A is constant on L[a, if, fi] and a function f l  : [0,2/5] c3 [0, 1] ~ R may be 
defined by 
A(x, y) = f l (x  + y) (2.9) 
for all (x, y) e A with x e [0,/S], y e [0,/5]. Equations (2.9) and (2.7) give 
fl(x) = 0 for all x e [0,/5], (2.10) 
which enables us to rewrite (2.9) as 
A(x, y) = f l (x  + y) - -  f l (x)  (2.11) 
for all (x, y) ~ A with x E [0,/5], y e [0, if]. We shall extend (2.11) by induction 
on n. Suppose now n >~ 1 is an integer such that there exists a mapping 
f~ : [0, (n -t- 1)p-] ~ [0, 1] ~ N such that 
~(x, y) = L (x  + y) - L(x)  (2.12) 
for all (x, y) ~ A with x ~ [0, nff] c5 [0, 1], y ~ [0, fi] and 
fn Ito,2~>ro,11 = f l .  (2.13) 
We shall prove that the induction hypotheses (2.12) and (2.13) continue for 
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n + 1. For this reason we study the function A(x,y)@f~(x)  on the line 
segment 
L[a, (n + 1) i ,  iF]: = {(x, y) E A [ x e [0, (n + 1) i ]  c~ [0, 1], y ~ [0, i]}, 
where a e [0, (n + 2)/5] c~ [0, 1]. First of all we can show that it is locally 
constant from the right at each point of L[a, (n + 1)/F, p] other than the 
right endpoint. Let (x o,yo) be such a point of L[a, (n + 1)i,/F], i.e., 
XoE[0 , (n + 1) i [~  [0, 1[ and yoe]0 ,  fi] with x o +Y0 = a. We choose 
t o ~ [0, nil], s o ~ [0, i [  such that x o = t o + s o . Let ~ be any number with 
0 ~ E ~< min{yo , /5 -  So}; we get 
T X .~(~o + ~,yo - ~) ~- f . (  o + ~) 
+ So + ~, yo - ~) + f .(to + so + ,) 
q- s o q- E, Yo --  ~) + A(to , So + ~) + f~(to) by (2.12) 
= A(t o 
= A(t o 
= ,~(So +yo ,  to) + ~(So + ~,yo - ~) +/ . ( to )  
= A (s o Jr-Yo, to) -[-fn(So -t-Yo) q-f~(to) 
A(So + Yo , to) + A(So , Yo) +fdto)  
A(so -v to , Yo) q-A(So, to) q- fn(to) 
d (Xo, Yo) + f,(xo) 
by (P4) 
by (2.12), (2.13), and 
(2.10) 
by (2.12), (2.13), and 
(2.10) 
by (P4), (P2) 
by (P2), (2.12). 
(2.14) 
Equation (2.14) gives the local constancy of/l(x, y) v-f~(x) from the right at 
each point on L[a, (n q- 1) i , i ] .  The local constancy from the left can be 
proved in a similar way. Hence A (x, y) q- f~(x) is constant on L[a, (n q- 1)/5, i ]  
and we may define a mapping f~+l : [0, (n q- 2)/5] n [0, 1] --+ ~ by 
~(*, y) = fn+d* + y) - L(x)  (2.15) 
for all (x,y) eA  with xe[0 , (n  q -1 ) i ]  c3 [0, 1], ye[0 ,  i ]. It also follows 
from (2.15) that, by comparing it to (2.12), 
fn+l  ][O,(n+l)~O,](~[0,1] = fn 
and so we can rewrite (2.15) as 
(2.16) 
A( x, Y) = fn+l (  g q- y)  - -  .fn+l(X) (2.17) 
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for all (x, y) ~ A with x e [0, (n q- 1) t5] c3 [0, 1], y E [0,/5]. Equations (2.16) 
and (2.13) also give 
f~+l [[o,2~]ntoa] = f l  (2.18) 
and induction continues. After a finite number of steps there exists a mapping 
f : [0, 1] ---> ~ such that 
A(x, y) ---- f (x  + y) - -  f (x)  (2.19) 
for all (x, y) 6 A with y ~ [0,/5] and 
f [[o,2~]n[o,1] = f l .  (2.20) 
We can give (2.t9) the symmetric form 
A(x, y) = f (x  + y) - -  f (x )  --  f (y )  
on A 1 : = {(x,  y )  E A ] x 
We define for each n = 1, 2,..., 
A~ : = {(x,y) eA  ] x 
or y e [0,/5]}. (2.21) 
or y e [0, n/5]} 
and observe that A~ is equal to A eventually. We shall prove that equation 
(2.21) is to hold on each A~, and therefore on A. The proof goes by induction 
on n. Supposo, that (2.21) now holds on A~(n >/ 1); we proceed to show its 
validity on A~+ 1 . 
In fact, let (x, y) be a point of A~+ 1 , and without loss of generality let us 
suppose that x E [0, (n -[- 1)/~]. Thus there exist s ~ [0,p-I, t ~ [0, n/5] such 
that x ~ s ~ t. Now the identity 
A(x, y) = A(s -[- t, y) + A(s, t) - -  A(s, t) 
= A(t + y, s) + A(t ,y)  - -  A(s, t) by (P4) 
= [ f ( t  +y  + s) - - f ( t  +y) - - f ( s ) ]  
+ [ f ( t  - /y )  --  f ( t )  --  f (y ) ]  
- -  [ f (s  + t) - - f ( s )  - - f ( t ) ]  (by induction hypothesis) 
= f (x  + y) - -  f (x )  - -  f (y )  
gives the validity of (2.21) on A~+ z . Thus after a finite number of steps we get 
(2.6) as desired; furthermore 
f I[o,e~]n[oa] ----- f l ,  
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and so, together with (2.10), we get (a). Property (b) follows from (Ps) in 
Lemma 2.1. In fact let x 0 E [0, 1[ be any point, and let Y0 ~ ]0,/5] be so chosen 
such that (xo, Yo) e d .  Then for every e such that 0 ~< e ~ min{1 -- Xo, Yo} 
we have by (2.6) and (a) 
and 
2(x o + ¢,yo --  ¢) =f (xo  +Yo) - - f (xo  + ~) 
~(Xo, yo) = ](*o + yo) - y(Xo), 
which yield 
f (x  o + e) - - f (xo)  = d(Xo , Yo) -- A(xo -I- e, Yo -- e). 
The right-hand side converges to 0 as e tends to 0 by (Ps), and hence the left- 
hand side converges to 0. This gives the continuity o f f  at x o from the right- 
hand side. To have the continuity o f f  from the left-hand side at each point 
x 0 e ]0, 1] we consider, for each 0 ~ E ~< min {/5, x0}, the identity 
f(Xo) -- f (x  o -- e) --= f(Xo) -- f (x  o - -  e) --  f(e) by (a) 
= A(x o -- E, e). by (2.6). 
The right-hand side converges to zero as ¢ tends to 0 by (Ps), hence the left- 
hand side converges to 0 accordingly. This proved the continuity o f f  from the 
left-hand side. In order to prove (c) we make use of (2.6) and (a) again, and 
since d(x, y) >/0 on A, we have 
A(x, y) = f (x  + y) --  f (x)  > O, 
which yields 
f (x  + y) >~ f (x)  
for each (x, y )~ A with y ~ [0, p]. Hence f is nondeereasing on [0, 1]. If 
pe[0 ,1 ]  andf (p )  =0,  thenf (x )  =0 for all x~[0,  p] and A(x,y) =0 
for all (x, y) E A with x q- y ~< p. This implies p ~ ff by our choice of iS. 
Hence i fp E ]/5, 1], thenf (p )  > 0. 
LEIvlIVIA 2.5. Let In:  N n ~ R (n = 2, 3,...) be a sequence of mappings 
satisfying (1), (2), (3*), (4), (5), and (6) and that f~ ]0, 1/2[. Let fbe  a function 
representing A as is in Lemma 2.4. Then the mapping r-+ f ( r )  q-f(1 -- r) is 
nonconstant on I f ,  1 -  ff], which corresponds to the nonconstancy of 12 on 
Eft, ~ -N .  
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Proof. The equivalence of the nonconstancy of r --~f(r) +f(1  - -  r )  and 
of I s on [/~, 1 - -  fi] is seen from the fol lowing identity 
I2(r, 1 - -  r) = f (1 )  - - f ( r )  - - f (1  - -  r)  + 12(1, 0) 
for all r ff [0, 1] which is mainly due to (2), (3*). 
Suppose to the contrary that r --+f(r) + f(1 --  r) is constant on [/~, 1 - -  ig]; 
it follows then that 12 is constant on [i~, 1 - -  i~]. F rom the identity 
I3(r p, (1 - -  r )p ,  1 - -p )  = ~Ua,z(I2(r, 1 - -  r), /~(1, 0) ,p)  
we have 
r -+Ia(rp, (1 - -  r)p, 1 -- p) constant on [fi, 1 - -  io] for eachp E [0, 1]. (2.22) 
A computat ion of I s th roughf  gives 
I3(rp, (1 - - r )p ,  1 --  p) =f(p) - - f ( rp ) - - f ( (1  - - r )p )  + I2(p, 1 --  p) 
and (2.22) now gives 
r -+f(rp)  +f( (1  - -  r)p) constant on [i~, 1 - -  1 ~] for each p e [0, 1]. (2.23) 
In  part icular we have r ---~f(r2fi) + f ( (1 - -  r)  2i~) constant on [/~, 1/2], where 
f(r2i~) = 0 by (a). Hence r ---~f((1 - -  r)  2fi) is constant on [fi, 1/2], which is 
equivalent o the constancy of f on [fi, (1 - - io )2~] .  As (1 - -  fi) 2t7 > t7, 
f ( (1 - -  l~) 2fi) = f ( f i )  = 0 is to contradict he latter part  of (c). 
Thus  r --+f(r) +f(1  - -  r)  is nonconstant on I f ,  1 - -  iO]. 
LEMMA 2.6. Under the hypotheses of Theorem 1.2 and assuming fi ~ O, 
then f ie  [I/2, 1[. 
Proof. From the property (4) we have 
I6[prql ,pr(1 --  qa), p(1 - -  r) q2, p(1 - -  r)(1 - -  q2), (1 - -  p) q3, (1 - -  p)(1 - -  qs)] 
= ~4.2[f~[rql, r ( i  - -  q~), (1 - -  r )q2 ,  (1 - -  r)(1 - -  q2)],I~(q~, 1 - -  qa),p]. (2.24) 
Besides from (3*) and Lemma 2.4 we can decompose I n successively through 
A, and with the representat ion of A through f ,  we get 
h[prq~, pr(1 --q~), p(1 - -  r)q 2 , p(1 - -  r)(1 - -  qz),(1 - -  P)q~, (1 - -  p)(1 - -  q~)] 
= f (1)  - -  f(prql) - -  f (pr ( I  -- q~)) -- f (p (1  - -  r)q2) (2.25) 
- -  f (p (1  - -  r ) (1  - -  q2) )  - -  f ( ( i  - -  p )  qa)  - -  f ( (1  - -  p ) (1  - -  q3) ) .  
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S imi lar ly  we obta in  
I4[rql, r(1 - -  ql), (1 - -  r)  q~, (1 - -  r)(1 - -  q2)] 
=f (1 )  - - f ( rqO - -  f ( r (1  - -  ql)) - - f ( (1  - -  r)q2) - - f ( (1  - - r ) (1  - -  q2)). (2.26) 
By subst i tut ing  (2.25) and (2.26) into (2.24) we obta in 
f (1 )  - -  f (p rqO -- f (p r (1  --  qO) --  f (p (1  - -  r) q2) - -  f (p (1  - -  r)(1 - -  q~)) 
- -  f ( (1  - -  p )  qa) - -  f ( (1  - -  p ) (1  - -  q3))  
= 'Pa.z[ f (1)  - -  f ( rql  ) - -  f ( r ( l  - -  ql)) 
- - f ( (1  - -  r )q2) - - f ( (1  - -  r)(1 - -  q2)), I2(qa, 1 --  q3), P]. (2.27) 
For  qa = 0 this reduces to 
f (1 )  - -  f (p rq l  ) --  f (p r (1  - -  ql)) -- f (p (1  - -  r) q2) - -  f (p (1  - -  r)(1 - -  q2)) 
= T4,2[f(1 ) --  f(rqO -- f ( r (1  - -  q0)  - -  f ( (1  - -  r) qz) 
- - f ( (1  - -  r)(1 - -  q2)), k, p] +f (1  - -p ) ,  (2.28) 
where  k =/2(0  , 1). Now we def ine h as 
h[f(rqO +f( r (1  - -  qO) +f ( (1  - -  r)q2) +f ( (1  - -  r)(1 - -  q2)),P] 
- -  T4 .2 [ f ( t  ) - - f ( rq l  ) - - f ( r (1  - -  q~)) - - f ( (1  - -  r)q~) 
- - f ( (1  - -  r)(1 - -  q2)), k, p] - -  f (1  - -  p)  +f (1 ) .  (2.29) 
Equat ion  (2.28) becomes  
f (p rqO +f (pr (1  --  qO) +f(p(1  - -  r) q2) +f (p (1  - -  r)(1 - -  q2)) 
= h[f(rq~) +f( r (1  - -  q0)  +f ( (1  - -  r) q~) +f ( (1  - -  r)(1 - -  q2)),P]-(2.30) 
For  r = 1 (2.30) reduces to 
f (Pq l )  +f(p(1  - -  ql)) ~ h[f(ql)  +f(1  - -  q~),p]. (2.31) 
Equat ion  (2.31) enables us to rewr i te  (2.30) as 
h[f(q~) +f(1  - -  qO, pr] + h[f(e2) +f(1  - -  qu),p(1 - -  r)] 
= h[h[f (q 0 +f(1  --  qO, r] + h[f(q2) +f(1  - -  q2), 1 - -  r],p] (2.32) 
for every q l ,  qz ,P ,  r E [0, 1]. Accord ing  to Lemma 2.4, p roper ty  (b), 
q--+f(q) +f(1  - -q )  maps  the interval  [0, 1] onto a closed interval  and we 
643/28/4-6 
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shall denote this interval with [tl,  t2]. From property (6) the interval is 
proper. In fact, since 
I2( q, 1 -- q) --12(1, 0) =f (1 )  , f(q) - - f (1  --  q) 
and 15 is nonconstant, he same is with q-+f(q) +f(1  --  q) on [0, 1], thus 
t 1 ~ t 2 • 
Denoting now with u: =f(q l )+f (1  - -q l )  and v: =f(q2)+f (1  --q2) 
equation (2.32) now becomes 
h[u, pr] + h[v, p(1 - -  r)] = h[h(u, r) + h(v, 1 -- r), p] (2.33) 
for every u, v in [tl,  t2] ,p, r in [0, 1]. We shall prove/S >/1/2 by contradiction. 
Hence we assume, if possible, that 0 </S  < 1/2. Observe for each p e ]if, 1] 
the mapping h(', p) is non constant and continuous on [tl,  t2]. This is due 
to the following identity from (2.31) 
h[f(q) +f(1  - -  q), p] = f (pq) +f(p(1  - -  q)) 
= --A(pq, p(1 - -  q)) +f(p) .  
The mapping q --+ A(pq, p(1 --  q)) is nonconstant on [0, 1] because p ~ ]if, 1] 
and so we conclude 
u ~ h(u, p) (2.34) 
is nonconstant and continuous on [tl,  t2] for each p e ] fi, 1]. 
In Ng (1973) the following theorem is given and we shall use it here. 
THEOREM. Let X and Y be intervals of the reals R. Suppose T : X × Y -+ N 
is continuous in each of its two variables and that ( fo, gO, ~oo) is a particular 
system of solutions of the functional equation 
f(x) + g(y) = ~(T(x, y)) (x ~ X, y e Y) (2.35) 
with nonconstant continuous fo and nonconstant 'gO. Then the general system of 
solutions (f,  g, q~) of (2.35) with continuous f is given by 
f -- ~fo + fil 
g = ag o -t-/32 (2.36) 
= ~o +/31 +/35 
with constants a, fil , and fi2 • 
DERIVATION OF A CLASS OF ENTROPIES 347 
For  arbitrari ly fixed p in [0, 1] and r in ] if, 1 - - /~[  in (2.33), we can apply 
this result for 
X:  = Y: = Its,  t2] 
f°(u):  = h(u, r) 
gO(~): = h(~, 1 - ~) 
9o: = identity function on h([tl , t2] , r) -t- h([tl , t2], 1 -- r) 
T(u, . ) :  = fO(u) + go(~) 
f (u) :  -= h(u, pr) 
g(v): -~ h(v, p(1 - -  r)) 
qo(.): = h(', p) on h([tx, t2] , r) @ h([t~, t21 , 1 - -  r). 
Because of (2.34) all postulates of the stated theorem are indeed satisfied, 
hence according to the last equation in (2.36) we have 
on h([t l ,  t2] , r) @ h([tl, t2] , 1 --  r) for some constants &(p, r), ill(P, r), 
fi2(P, r). In  other words 
h(u, p) = &(p, r)u + fi(p, r) (2.37) 
(u e h([tl,  t2], r) q- h([tl, t2], 1 - -  r), r e ]if, 1 - -  riD, 
where fi(p, r) = fl~(p, r) q- fi2(P, r). The function on the left-hand side of 
(2.37) is independent of r except its domain; it is natural to expect that 
&(p, r) and fi(p, r) are independent of r. We shall prove it as follows. 
Let  P0 ~ [0, 1] and r o ~ ] fi, 1 - -  ff[ be arbitrari ly fixed. Fol lowing the same 
procedure one can find in Forte and Ng (1973), we shall prove that 
r---> &(Po, r) and r--~'/J(Po, r) are locally constant at r 0 . Since 
(u, ~) -~ h(u, ~o) + h(~, 1 - ~o) 
is a continuous nonconstant function on the compact and connected rectangle 
It1, t2] × [t l ,  t2], the image h([tl, t2], ro )+ h([tl,  t2], 1 - - ro )  is a proper 
closed interval, say [a, b] of N. Thus  there exist points (q ,  c2) , (all, d2) ,
(e 1 , e2) of [ t l ,  t2] × [t l ,  t2] such that 
a = h(q ,  ~o) + h(c~, 1 - -  ~o) 
< h(a~,  ~o) + h(d~, 1 - -  ~o) 
< h(~,  ~o) + h(e~, 1 - -  ~o) = b. 
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Since by (2.31) and the continuity of f ,  the map r --> h(u, r) -}- h(v, 1 -- r) is 
continuous on ]/7, 1 - - i f [ ,  the set 
N(ro): = {r e]/S, 1 -- /7[:  h(q,  r) q- h(c2,1 -- r) < h(dl, ro) 
+ h(d 2, 1 -- to) < h(el, r) + h(e2,1 - -  r)} 
is then open in ]/7, 1 - -~[  and is a neighborhood of r o . For every point 
r e N(ro) the connected set h([tl, t2] , r )+  h([t 1 , t2], 1 -  r) contains both 
h(q ,  r) -t- h(c2,1 -- r) and h(el , r) + h(e2,1 -- r) and hence it contains 
the whole interval [h(Cl, r) + h(c2 ,1 -- r), h(ex , r) + h(e2 ,1 - -  r)] which 
has h(dl, ro) + h(d2,1 - -  ro) as an interior point. Thus the point 
h(dl , to) + h(d2 ,1 - -  to) 
is interior to all the sets h([t l ,  t2], r )+  h([tl, t~], 1 -  r) with r e N(ro). 
Hence by (2.37) we obtain 
a(po, r) = S(po, to) 
P(po, r) = P(po, to) 
for all r e N(ro); i.e., r--> &(Po, r), r - ->fl(Po, r) are locally constant at r o . 
Since this is true for every r o in the connected set ]/7, 1 --/7[, 
r --> &(Po, r) and r --> fl(Po, r) 
are constant on ]/S, 1 - -  p[  globally. We may now write 
a(Po): = &(Po, r) and fl(Po): = fl(Po, r) 
for every r e ]/7, 1 --/7[, and rewrite (2.37) as 
h(u, p) = ~(p) u + 3(P) (2.38) 
for all ueU{h( [ t l , t2 ] , r )+h( [ t l , t2 ]  ,1 - r ) l  re ] f i ,  l - - /7 [} ,  pe[0 ,1 ] .  
Since u -+ h(u, p) is continuous, equation (2.38) is to hold also for all u in the 
closure of (J{h([t~, t2], r) -~ h([t~, t2], I - -  r)l r ~ ]/S, 1 --/S[) which is equal 
to ~3{h([tl, tz], r) + h([tl, t~], 1 - -  r)[ r ~ [/7, 1 - -  fi]). Now 
U (h([tl, tz], r) + h([tl, t2], 1 - -  r)l r ~ [t7, 1 --/7]} 
= {f(qlr) +f( (1  - -  q~)r) q-f(qz(1 - -  r)) 
q - f ( (1  - -  q2)(1 - -  r))¢ re  [/7, 1 - - f f ] ,q l ,  q~ ~ [0, 1]}_~ {f ( r )  
q - f (1  - -  r)l re  [/7, 1 --/S]} 
DERIVATION OF A CLASS OF ENTROPIES 349 
which, by Lemma 2.5, is a nondegenerated Closed subinterval of [tl, t2] , say 
[/1, t2]. Thus we have, in particular, the validity of (2.38) for every 
U G [[1, ~2] C [/1, t2] 
and p e [0, 1]. Equations (2.33) and (2.38) lead to 
~(pr)u + 3(p~) + ~(p(1 - ~)) v + 3(p(1 - ~)) 
--~ a(p) a(r) u -I- a(p) fl(r) -p- c~(p) a(1 - -  r) v -~- a(p)/7(1 - -  r) -t-/7(P) 
for every u, v G[tt ,  t2], r, p e [0, 1]. We can equate the coefficients of u and v 
and obtain 
~(pr) = a(p)~(r)  (2.39) 
fi(pr) +/7(p(1 - -  r)) = ~(p)/7(r) + ~(p) fi(1 - -  r) -f-/7(p) 
for all p, r ~ [0, I]. The identity 
f(pq) +f(p(1  - -  q)) = h(f(q) +f(1  --  q),p) 
= ~(p)[Y(q) +f (1  - q)] +/7(p)  
for every q e [/~, 1 --/7], p e [0, 1] and the properties o f f  given in Lemma 2.4 
give 
~,/7 continuous on [0, 1] (2.40) 
1~0,~1 =/7  tE0,~l = 0. 
The solution of the functional equation (2.39) with condition (2.40) is given by 
=/7  = 0 on [0, 1]. This in turn implies 
f(Pe) +f(p(1  - q)) = o~(p)[f(q) +f(1  - q)] +/7(p)  = 0 
for every q e [ig, 1 - -  fi], p G [0, 1] and in particular f(q) +f(1  --  q) = 0 
for all q G [/~, 1 --p-], contradicting the result of Lemma 2.5. 
This proves that f ig  [1/2, 1]. Meanwhile ~ cannot be 1, otherwise I 2 is 
constant on [0, 1] and contradicts (6). 
3. PROOF OF THEOREM 1.2 
The proof of Theorem 1.2 is based on Lemma 2.2 that the set of all p in 
[0, 1] such that q -+ A(pq, p(1 - -  q)) ~ 0 is a closed interval [0, p~. According 
to Lemma 2.6 we can distinguish it into two cases. Case A: fi = 0 and case 
B: ~ie [1/2, 1[. The first case has been treated by Lemma 2.3. 
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Case B. From property (3*) and Lemma 2.4 we have 
I,~(Pl, P2 ,,.., Pn) = f(1) -- Z f(Pi), 
wheref  : [0, 1] ~ R satisfies for somefiE [1/2, 1[ 
(a) f (x)  = 0 for all x ~ [0, p-] 
(b) f continuous on [0, 1] 
(c) fnondecreasing on [0, 1] and positive on ] if, !]" 
n 
Since for each (Pl , P2 ,..., P~) ~ Fn , S~i=l Pi = 1 and 
Card {PitPi  > 1/2} ~< 1, 
we may rewrite the representation f I~ as 
I~(p~, P2 ,..., P-) ----f(1) -- sup{f(p i ) l i  -= 1, 2,..., n}. (3.1) 
Conversely it is easy to verify that any I~ so represented satisfies all the 
properties (1), (2), (3"), (5), and (6). 
We shall prove that if I~ satisfies (4) as well, thenf(x) is necessarily strictly 
increasing on [if, 1]. 
Suppose, if possible, that the nondecreasing function f is not strictly 
increasing on [if, 1]. Then there is a nondegenerated closed interval 
[a, b] _C [ff, 1] over which f is constant. 
Since Iz(pq, p(1 -- q), 1 -- p) = gta.2[I2( q, 1 - -q) , ,  12(0, 1), p] for all p, 
q ~ [0, 1], we have from (3.1) 
f(1) - - f (pq)  - - f (1  - -p)  = 7ta.2[f(1) --f(q),I2(O, 1),p] (3.2) 
for all q e [1/2, 1], p e [0, 1]. 
Since the right-hand side of (3.2) remains constant as q varies over [a, b] 
we have the constancy of q-+f (pq)  on [a, b] for each p~ [0, 1]. In  other 
words f is constant on the intervals [ap, bp] for each p ~ [0, 1]. Hence f is 
constant on ]0, b] and contradicts thatf is  zero on [0, p-] and positive on ] fi, 1]. 
Conversely, it is easy to check that if f (x) is strictly increasing on [ff, 1], 
then (3.1) satisfies also (4). 
Remark 3.1. An entropy as measure of the uncertainty is expected to be 
small when the occurrence of one of the events -/11, -/12 ,.-, A~, partitioning 
$2, is almost certain. . : 
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The  entropies {I  n : 1'~ ~ R; n = 2, 3,...) which are defined by (3.1) share 
this property. Hence this property is a consequence of (1), (2), (3"), (4), (5), 
and (6), and fi > 0 .  : 
Remark  3.2. The  entropies given in (3.1) will be normalized if and only 
i f  f (1 )  ~ 1. 
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