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Abstract—In this paper, we have studied the bit partition-
ing schemes for the multicell multiple-input and single-output
(MISO) infrastructure. Zero forcing beamforming is used to null
out the interference signals and the random vector quantization,
quantizes the channel vectors. For minimal feedback period
(MFP), the upper bound of rate loss is calculated and optimal bit
partitioning among the channels is shown. For adaptive feedback
period scheme (AFP), joint optimization schemes of feedback
period and bit partitioning are proposed. Finally, we compare the
sum rate efficiency of each scheme and conclude that minimal
feedback period outperforms other schemes.
I. INTRODUCTION
Recent works of communication system designs in chan-
nel model designing make use of adaptive routines which
determine the desired parameters in order to increase the
spectral efficiency of the model [1] [2]. The advantage of
these approaches over the static techniques is that they adjust
accordingly to the channel propagation conditions. Here we
make use of multiple antenna broadcast channels to study these
techniques. These broadcasting channels have an edge over the
single antenna channels like improved rate, increased diversity,
beamforming and interference cancelling abilities [3].
The transmitter makes use of channel state information
(CSI) to model the appropriate channel conditions. The feed-
back is given by the receiver in the form of low-rate data
uplink, which is also known as limited feedback. Thus by
making the use of the limited feedback, the transmitter updates
CSI accordingly [4].
Coordinated beamforming [5] is commonly used to allocate
suitable bits to a particular channel. There are many ways
to quantize the CSI vectors [6], however we use Random
Vector Quantization (RVQ) here [7] for a more receptive facile
analysis. This study focuses on two adaptive bit allocation
schemes:
1) Minimal Feedback Period (MFP) : Here, only bits for
each channel are optimized. The feedback is given every
time. [8]
2) Adaptive Feedback Period (AFP) : Here, bits for each
channel and feedback update period are optimized. The
feedback is given after a certain amount of time. [9]
The objective of this study is to:
• analyze and derive closed-form expression for MFP using
Gauss-Markov model.
• formulate joint optimization of parameters for AFP.
• simulate the bit allocation schemes.
Notations : M denotes the matrix and m denotes the vector.
MH stands for the hermitian transpose. E(·) stands for the
expectation operator. |m| stands for the 2-norm of a complex
vector. N (µ, σ2) denotes the Gaussian-distribution with mean
µ and variance σ2.
The paper is organized into the following sections : Section
2 gives the details of the system model. Section 3 lays down
the mathematical definitions of interference calculations with
perfect and delayed CSI. The derivation of the closed-form
expression of MFP is explicated in section 4. Section 5
demonstrates the joint optimization process of AFP. Finally
simulation results are shown in section 6.
II. SYSTEM MODEL
The simplified system model is depicted in Figure 1. Here
we model the MISO (multiple-input single-output) scenario
in a time varying channel. We assume that a base station
(BS) has M antennas and it is exclusive to a particular user
for a certain period of time. We assume that the network
consists of K cells and the base station will be interfered
by K − 1 channels. hij [n] denotes the channel vector of the
ith base station serving the user at the jth station at the nth
instant. Here, hij [n] ∈ CM , where C is a set of complex
numbers. Thus hij [n]∀ i = j is the desired channel vector
and hij [n]∀ i 6= j is the interference vector.
We denote the beamforming [10] vector of unit norm for
the station i as bi [n]. We assume that µij is the signal power
constraint for station i to user at station j.
Thus, (SINR) the signal to interference ratio [6] of the i th
user at the nth instant is given by:
SINRi [n] =
µii|hHii [n]bi [n]|2
1 +
∑K
j=1,j 6=i µij |hHij [n]bj [n]|2
(1)
The sum rate of all the users is given as:
Rs[n] =
K∑
j=1
log2(1 + SINRj [n]) (2)
We have used first order Gauss-Markov process [11] to
model the channel vectors in a time varying channel.
hij [n] = ijhij [n − 1] +
√
1− 2ijwij [n] (3)
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Fig. 1. Simplified sketch of the system model. Towers depict the base
stations in a cell and mobiles represent users’ mobile stations. Arrowed line
between the base station and user is the desired signal. The dashed lines are
interference signals and solid lines between the stations specify the channel
station information.
where wij [n] ∈ CM and N (0, 1) and ij is the correlation
coefficient between station i and station j, which is defined
by the Clarke’s [12] model:
ij = J0(2pif
ij
d t) (4)
Here, J0 is the Bessel function of zeroth-order, t is the
time-interval of a subframe and f ijd is the maximum Doppler
frequency, which is f ijd =
vijfc
c . Here vij is the relative
velocity between ith station to the jth user, fc is the carrier
frequency and c is the speed of light.
III. INTER-CELL INTERFERENCE CALCULATIONS
A. Perfect CSI Modelling
We assume that base station j has correct interference
channel state information (CSI). The norm of channel vector
can be defined as:
h¯ij [n] =
hij [n]
‖hij [n]‖ for i ∈ {1, 2, . . . ,K} ∀i 6= j (5)
We use the zero-forcing method to calculate beamforming
vector which nulls out the interference channels, which is
defined as:
H¯i [n]bi [n] = 0 for i ∈ {1, 2, . . . ,K} (6)
where H¯i [n] ∈ C(K−1)×M be representation of interference
channel i . This is given by
H¯i [n] =
[
h¯1i [n], . . . , h¯(i−1)i [n], h¯(i+1)i [n], . . . , h¯Ki [n]
]H
(7)
Thus, the nullity of the matrix H¯i [n] is M − K + 1.
For M = K, nullspace of the interference matrix will have
a unique direction. The span of the nullspace is calculated
through singular value decomposition. Let M = UΣV∗ be
the singular value decomposition of the matrix M. Let λi be
the eigenvalue in Σ and xi be the corresponding eigenvector
to λi. We know from the definition of the eigenvalues that,
Mxi = λixi. If we pick the λi ≈ 0, then the equation reduces
into Mxi ≈ 0. Thus we can say that xi is the span of the
nullspace of M. Through this method, the nullspace of the
H¯i [n] is calculated.
The resulting SINR will be:
SINRi [n] = µii|hHii [n]bi [n]|2 (8)
Thus, the resulting sum rate will be:
Rperfect[n] =
K∑
j=1
log2(1 + µii|hHii [n]bi [n]|2) (9)
B. Delayed CSI Modelling
Here we will quantize the channel vector. We will use
Random Vector Quantization (RVQ) method [7] as it is easier
to analyze the efficiency of its performance. Let hˆij be the
quantized channel vector and Bij be the number of bits
assigned to the channel.
Each channel will generate a different set of codebook [13].
Each codebook vector cij is a unit norm vector which is has
a zero mean and unit variance.
Let Cij denote the codebook matrix for a particular channel
where Cij =
[
c1ij , c
2
ij , . . . , c
2Bij
ij
]
.
Thus the quantized channel vector will be
hˆij [n] = argmaxcij |h¯Hij ckij | ∀k ∈ {1, 2, . . . , 2Bij} (10)
For the beamforming vectors it is given by:
Hˆi [n]bˆi [n] = 0 for i ∈ {1, 2, . . . ,K} (11)
where,
Hˆi [n] =
[
hˆ1i [n], . . . , hˆ(i−1)i [n], hˆ(i+1)i [n], . . . , hˆKi [n]
]H
(12)
The nullspace is calculated in a similar way as explained
before. The SINR would be:
SINRi [n] =
(
1 +
µii|hHii [n]bˆi [n]|2
1 +
∑K
j=1,j 6=i µij |hHij [n]bˆj [n]|2
)
(13)
Thus, the resulting sum rate will be:
Rdelayed[n] =
K∑
j=1
log2
(
1+
µii|hHii [n]bˆi [n]|2
1 +
∑K
j=1,j 6=i µij |hHij [n]bˆj [n]|2
)
(14)
IV. UPPER BOUND PROOF OF MINIMAL FEEDBACK
PERIOD
The expected rate loss [8] is given by:
E (∆Ri[n]) = E (Rperfect[n])− E (Rdelayed[n]) (15)
Substituting the values of achievable rate in perfect CSI
model (Equation 9) and delayed CSI model (Equation 14) for
channel i in Equation 15, we get:
(∆Ri[n]) = E log
(
1 + µii|hHii [n]bi [n]|2
)
− E log
(
1 +
µii|hHii [n]bˆi [n]|2
1 +
∑K
j=1,j 6=i µij |hHij [n]bˆj [n]|2
)
Opening up the log brackets, we get:
= E log
(
1 + µii|hHii [n]bi [n]|2
)
− E log
(
1 + µii|hHii [n]bˆi [n]|2 +
K∑
i=1,i6=j
µij |hHij [n]bˆj [n]|2
)
+ E log
(
1 +
K∑
i=1,i6=j
µij |hHij [n]bˆj [n]|2
)
Since, |hHii [n]bˆi [n]|2 ≥ 0, the upper bound of
log
(
1 + µii|hHii [n]bˆi [n]|2
)
can be written as log
(
1 +
µii|hHii [n]bˆi [n]|2
)
. This will lead to a simplified bound :
≤ E log
(
1 + µii|hHii [n]bi [n]|2
)
− E log
(
1 + µii|hHii [n]bˆi [n]|2
)
+ E log
(
1 +
K∑
i=1,i6=j
µij |hHij [n]bˆj [n]|2
)
The beamforming vectors bi [n] and bˆi [n] are unit vectors
which are isotropically distributed, and they are independent
from the channel vector hij [n]. Thus the terms E log
(
1 +
µii|hHii [n]bi [n]|2
)
and E log
(
1 + µii|hHii [n]bˆi [n]|2
)
will
cancel each other out.
E (∆Ri[n]) ≤ E log
(
1 +
K∑
i=1,i6=j
µij |hHij [n]bˆj [n]|2
)
Using Jensen’s inequality, the expectation term can be taken
up inside leading to this:
E (∆Ri[n]) ≤ log
(
1 +
K∑
i=1,i6=j
µij E
(
|hHij [n]bˆj [n]|2
))
(16)
The upper bound on E
(
|hHij [n]bˆj [n]|2
)
is given by:
E
(
|hHij [n]bˆj [n]|2
)
≤ 1− 2ij + 2ij2Bijβ
(
2Bij ,
M
M − 1
)
M
M − 1
Jindal has given a detailed proof for the above beta-
distribution based bound [6]. It is known that, β(x, y) =
Γ(x)Γ(y)
Γ(x+y) . If x  y, it can be approximated as : β(x, y) ≈
Γ(y)x−y . Thus,
E
(
|hHij [n]bˆj [n]|2
)
≤ 1− 2ij + 2ij2BijΓ
(
M
M − 1
)
2
−BijM
M−1
M
M − 1
Substituting E
(
|hHij [n]bˆj [n]|2
)
in equation 16, we get:
∆R ≈ log
(
1 +
K∑
i=1,i6=j
µij
(
1− 2ij + 2ij2Bij
Γ
(
M
M − 1
)
2
−BijM
M−1
M
M − 1
))
For M > 1, we can ignore the higher order terms of 2
−BijM
M−1
in the summation. Using the identity NΓ(N) = Γ(N+1) this
can be further approximated as
∆R ≈ log
(
1 +
( K∑
i=1,i6=j
µij(1− 2ij )
)
+ Γ
(
2M − 1
M − 1
)
M
( K∑
i=1,i6=j
µij
2
ij2
−Bij
M−1
))
The log is monotonic function and Bij are the only opti-
mization parameters, the above problem can be reduced into:
min
Bij
( K∑
i=1,i6=j
µij
2
ij2
−Bij
M−1
)
(17)
where
∑K
i=1,i6=j Bij = Bs. The total number of bits which
can be allotted between the vectors is denoted as Bs. Thus Bs
can act as an constraint on the minimization problem.
The lagrange function for the minimization of the objective
function (Equation 17) can be formed as:
f(Bij , λ) =
(
K∑
i=1,i6=j
µij
2
ij2
−Bij
M−1
)
+ λ
(
K∑
i=1,i6=j
Bij −Bs
)
(18)
Putting ∂f∂Bij = 0, we get:
λ =
µij
2
ij2
−Bij
M−1 log 2
M − 1 (19)
Taking out the Bij term from equation 19 , we get:
Bij = (M − 1) log
(
µij
2
ij log 2
(M − 1)λ
)
(20)
Putting ∂f∂λ = 0, we get:
K∑
i=1,i6=j
Bij = Bs (21)
Substituting Bij , in the equation 21, we get:
K∑
i=1,i6=j
[
(M − 1) log
(
µij
2
ij log 2
(M − 1)λ
)]
= Bs (22)
Taking out the λ term from equation 22 gives:
λ = log(2) 2
−Bs
(M−1)2
 K∏
i=1,i6=j
µij
2
ij
 1M−1 (23)
Substituting the value of λ in the equation 20 gives:
Bij = (M − 1) log
(
µij
2
ij log(2)
log(2) 2
−Bs
(M−1)2
(∏K
i=1,i6=j µij
2
ij
) 1
M−1
)
(24)
Simplifying equation 24 gives:
Bij =
Bs
M − 1 + (M − 1)
[
log
 µij2ij∏K
i=1,i6=j
(
µij2ij
) 1
M−1
]
(25)
Thus we get the optimal value of Bij in the MFP scheme
which effectively minimizes the objective function given in
the equation 17.
V. CALCULATIONS OF ADAPTIVE FEEDBACK PERIOD
The expected rate loss is defined as:
(∆Ri[n]) = E log
(
1 + µii|hHii [n]bi [n]|2
)
− E log
(
1 +
µii|hHii [n]bˆi [n]|2
1 +
∑K
j=1,j 6=i µij |hHij [n]bˆj [n]|2
)
The upper bound of the rate loss [9] is defined as :
∆Ri = log(1 + g(Bij , ωij)) (26)
where :
g(Bij , ωij) =
K∑
j=1,j 6=i
µij
{

2(ωij−1)
ij
(
M
M − 12
− ωijB
t
ij
(M−1)T − 1
)
+ 1
}
(27)
with the constraint:
K∑
j=1
j 6=i
Btij = Bs (28)
Here, ωij is the time period whenever the quantization
vector would be updated and Btij are the total bits assigned to
a particular channel.
If a time frame is a multiple of ωij , or n = kωij , then at that
nth instant we will feed back the quantized channel vector. If
n 6= kωij , the channel will use the recently quantized vector
and thus it will not form corresponding beamforming vector at
that particular instant. In other words, MFP has the ωij = 1,
but in AFP both ωij and Btij needs to be calculated. In this
section, we will show how to construct a Jacobian and Hessian
matrix which can be used by any optimization programming
library to determine these parameters.
The constrained optimization can be changed into uncon-
strained optimization by substitution. The constrained can be
altered as:
BtKj = BT −
K−1∑
j=1
j 6=i
Btij (29)
Substituting BtKj in g(Bij , ωij) we get:
g =
 K−1∑
j=1,j 6=i
µij
{

2(ωij−1)
ij
(
M
M − 12
− ωijB
t
ij
(M−1)T − 1
)
+ 1
}
+µKj
{

2(ωKj−1)
Kj
(
M
M − 12
−ωKj(BT−
∑K−1
j=1,j 6=i B
t
ij)
(M−1)T − 1
)
+ 1
}
Jacobian matrix J of the optimization function will be:
diag(J) =
[
∂g
∂ωi1
,
∂g
∂ωi2
, · · · , ∂g
∂ωiK
,
∂g
∂Bi1
, · · · , ∂g
∂Bi(K−1)
]
where,
∂g
∂ωij
= µij
[
2
2(ωij−1)
ij log(ij)
(
M
M − 12
− ωijB
t
ij
(M−1)T − 1
)
−Btij log(2) 2(ωij−1)ij
M
(M − 1)2T 2
− ωijB
t
ij
(M−1)T
]
Similarly, other entries of the Jacobian matrix can be calcu-
lated.
Hessian matrix H of the given optimization function is:
H =

∂2g
∂ω2i1
· · · ∂2g∂Bi(K−1)∂ωi1
∂2g
∂ωi1∂ωi2
· · · ∂2g∂Bi(K−1)∂ωi2
...
. . .
...
∂2g
∂ωi1∂ωiK
· · · ∂2g∂Bi(K−1)∂ωiK
∂2g
∂ωi1∂Bi1
· · · ∂2g∂Bi(K−1)∂Bi1
∂2g
∂ωi1∂Bi2
· · · ∂2g∂Bi(K−1)∂Bi2
...
. . .
...
∂2g
∂ωi1∂Bi(i−1)
· · · ∂2g
∂B2
i(K−1)

Clearly, this matrix is symmetric and has a dimensions (M +
K− 1)× (M +K− 1). The entries of the hessian matrix are:
∂2g
∂bijωij
=− log(2)M
(M − 1)3T 2×
K−1∑
l=1,l 6=i
µij
2(ωij−1)
ij 2
− ωijB
t
ij
(M−1)T
[
2(M − 1)ωijT log(ij)
− ωijBtij log (2) + (M − 1)T
]
Similarly, other entries of the hessian matrix can be calculated.
Through simulation , we found out that the Hessian ma-
trix obtained is symmetric and positive definite. Thus the
g(Bij , ωij) is convex with a unique minima.
We set the values, v12 = 9 kmph, v13 = 8 kmph, M = 3,
Ts = 5ms, T = 30. The convergence of g(Bij , ωij) is plotted
against number of iterations. We used here Newton Conjugate
Gradient method for the convex optimization. The convergence
is obtained within 10 iterations.
VI. SIMULATION RESULTS AND DISCUSSIONS
The simulation parameters are summarized in Table I.
The simulation of allocation schemes is plotted with power
constraints against mean spectral efficiency (mean sum-rate
metric). The power constraints are looped throughout in order
to plot the simulation result graph of average mean sum rate
vs power constraint of the first receiver (µ11). Here µ11 is
looped over from 10 dB to 19 dB with µ12 = µ11 − 2 and
µ13 = µ11 − 3.
TABLE I
SIMULATION PARAMETERS
Parameter Value
M 3
Ts 5 ms
T 30
v1 10 kmph
v2 9 kmph
v3 8 kmph
Bs 20 bits
µ11 10 dB to 19 dB
µ12 µ11 − 2
µ13 µ11 − 3
The simulation is repeated over 500 times and different
set of codebooks are used every 50th time. The simulation
is performed for three bit allocation strategies:
1) Adaptive Feedback Period (AFP) bit and feedback rate
allocation
2) Minimal Feedback Period (MFP) adaptive bit allocation
3) Minimal Feedback Period (MFP) equal bit allocation
The simulation of the model was done with the help of
SciPy libraries. The channel vectors were constructed using
random complex vectors, which followed a Gaussian distri-
bution of N (0, I). Similarly, the desired beamforming vectors
were formed for the channels. The number of bits required
for quantization of beamforming vectors was calculated from
equation 25 for the MFP scheme. The number of bits and
feedback period for the AFP scheme was determined through
the joint optimization of the equation 27. The SINR for the
schemes were calculated which were averaged over the entire
time period. The mean of the resulting values of the channels
was taken and plotted in the graph, where the power constraint
of the first channel was varied.
VII. CONCLUSION
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Fig. 2. Simulation results of the bit allocation schemes. Spectral efficiency
of the model is plotted against the power constraint of the channel by using
different bit allocation schemes.
This paper outlines the MFP scheme based on the bit
allocation parameter. The simulation results are plotted in the
Figure 2. Here, adaptive MFP outperforms the AFP scheme.
The performance gap is more indicative as power constraint
increases. We see that simpler MFP scheme and solution
surpasses the more complex AFP scheme, in which solutions
are obtained through numerical optimization methods.
MFP scheme could be applied with the systems similar to
the Gauss Markov fading models to allocate the bits in mobile
networking.
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