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Abstract 
The motivation for this thesis is to recreate, in the computer, the limiting shear 
stress behaviour of lubricants in order to gain insight into the molecular basis of 
the phenomenon. 
Standard techniques of non-equilibrium molecular dynamics are used to sim-
ulate the shear of simple model molecular fluids over a wide range of temperature 
and density. Careful consideration is given to the effects of the artifices of the 
simulation method on the results. 
It is established that the traction coefficient provides the link with experimen-
tal work on lubricants and that two plateaus, an upper plateau and a lower 
plateau may occur in the traction coefficient (and the shear stress). The upper 
plateau is the continuation of the low shear rate curve and the lower plateau 
is associated with the long-range positional ordering of the string phase. It is 
possible to suppress the ordering transition to the string phase by modifying 
the mechanism for removing the viscous heat. In that case the plateau in the 
shear stress is lost but the plateau in the traction coefficient remains. The vari-
ation of the traction coefficient with density and temperature is found to be in 
qualitative agreement with the experimental results for lubricants. 
The possibility that the simulation method models a microscopic shear fluc-
tuation in an equilibrium fluid is discussed. It is shown that, under appropriate 
conditions, positional ordering can persist in a model of butane after the shear 
is stopped. It is argued that shear-induced local positional ordering is a possible 
method for nucleation of crystallisation in molecular liquids and may be used as 
the basis of a computational method for studying crystallisation. 
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The operating conditions that lubricants experience in non-conforming contacts 
such as gears, rollers and traction drives are rather severe. Pressures are greater 
than 1 GPa, shear rates may exceed iO and the lubricant film may be less than 
100 nm thick. This is the elastohydro dynamic (EHD) regime of lubrication, 
which is characterised by elastic deformation of the lubricated surfaces due to the 
extreme pressure. 
There is substantial experimental evidence for a limit to the shear stress that 
lubricants can support under such conditions [1, 2, 3]. In fact, Bair and Winer [4] 
have shown that the phenomenon of limiting shear stress behaviour in lubricants 
is not restricted to the high pressures found in EHD contacts, that it can also 
occur at much lower pressures down to a few MPa. 
There are two sources of experimental data on lubricants; 
1. an operating EHD contact, as in the work of Evans and Johnson [2], where 
the traction force and the load on the contact are measured and hence the 
1 
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traction force average traction coefficient - 	load  
2. controlled laboratory conditions, as in the work of Bair and Winer [8, 3], 
where the lubricant is sheared in a pressurised cell and the shear stress is 
measured as a function of shear rate at constant pressure. In this case the 
shear stress is proportional to the traction coefficient. 
Figure 1.1 is reproduced from the work of Evans and Johnson [21 and shows 
the average traction coefficient as a function of shear rate, while figure 1.2 is 
reproduced from Bair and Winer [3] and shows the shear stress as a function of 
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Fig. 9 Isothermal traction curves showing a limiting shear 
stress r 
A: 5P4E. 	C = 0.5 mis 7 1.57 GRa. 40°C 
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3: Santocrac SO. C = I mis 	0 1.57 GRa, 40°C 
• 0.63 CPa. 60°C 
Figure 1.1. Average traction coefficent as a function of shear rate for two 
lubricants, 5P4E and Sanotrac 50, at two values of average temperature and 
pressure for each lubricant. Note the plateau at high shear rates. Measurements 
were made in an elastohydrodynam.ic contact (disk machine). Reproduced from 
Evans and Johnson [2]. 







Fig. a Flow chart for 5P4E at 5C 
Figure 1.2. Shear stress as a function of shear rate for the lubricant 5P4E at 
five pressures. Note the plateau in the shear stress at high shear rate. Measure-
ments were made in a constant pressure rheometer. Reproduced from Bair and 
Winer [:3J. 
The microscopic basis of the phenomenon is not yet understood. A possible 
clue to the underlying mechanism is provided by the recent flow visualisation 
experiments of Bair. Qureshi and Winer [101 which show the localisation of shear 
in bands inclined at an angle to the direction of flow. 
Our aim is to recreate, in the computer, the limiting shear stress behaviour 
observed in lubricants and thus gain insight into the molecular basis of the phe 
nomenon. 
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1.2 Prior Simulation Work 
We seek a plateau in the shear stress at high shear rates in computer simulations 
of molecular liquids under shear. The existence of such a plateau is clear in 
Woodcock's [4] early high shear-rate simulations of the soft-sphere fluid, and is 
shown in figure 1.3. Indeed, Heves [ii] has briefly suggested the possibility of 
a connection between the plateau observed in the simulations and the limiting 








Figure 1.3. Shear stress as a function of shear rate in simulations of the soft-
sphere fluid. Note the plateau. The circled points at very high shear rates show 
a transient shear-thickening effect. Reproduced from Woodcock [4]. 
The plateau in the shear stress observed in computer simulations of atomic 
fluids is associated with long-range positional ordering in strings parallel to 
the direction of flow, the so-called string phase discovered by Erpenbeck [5], see 
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figure 1.4. However, most EHD lubricants do not crystallise, but form amorphous 
solids [2]. Thus it would appear implausible to argue that the plateau observed 
in the simulations, which is associated with long-range ordering, and the limiting 
shear stress behaviour observed in lubricants, have a common physical origin. A 
further objection is the argument, due to Evans [12, 1 1, that the string phase, and 
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FIG. 2. Snapshot of a 500-particle hard-sphere system 
at a volume of 1.6 V0  and at a shear rate of 0.593/t. pro-
jected onto the plane normal to the flow. The circles are 
drawn at the center of each particle; the hard-sphere di-
ameter is 0. 12L_ 
Figure 1.4. The string phase. Reproduced from Erpenbeck [5]. 
Model molecular fluids have also been subjected to simulated shear but, de-
spite observation of non-linear behaviour, there had been no report of a plateau 





1.3 Other Related Work 
The experimental observation of a plateau in the shear stress as a function of 
shear rate is not limited to the work on lubricants. As evidence for the generality 
of the phenomenon we cite the experimental results of Rehage and Hoffmann 
[11] on surfactant solutions of wormlike micelles, so-called living polymers. A 
theoretical model of such solutions has been proposed by Spenley, Cates and 
McLeish [12] who attribute the plateau to a shear-banding instability in the flow. 
It is also noteworthy that there have been theoretical attempts by Kirkpatrick 
and Nieuwoudt [13, 141 and also by Lutsko and Dufty [15, 16], based on gener-
alised hydrodynamics, to relate the transition to the string phase observed in 
the simulations of atomic fluids to a hydrodynamic instability. 
1.4 Approach and Thesis Outline 
Lubricants are complex fluids and any simulation model must, by necessity, be a 
gross simplification. But how simple should we make our model? Our approach 
is to take the simplest possible model and study it over as wide a range of applied 
conditions as practicable. Thus we establish the range of qualitative features that 
the model can exhibit. 
We choose the simplest possible molecular model, a diatomic. This may 
appear to be an unwise choice as the diatomic has already been the subject of 
much study, yet the phenomenon that we seek has not been reported previously. 
However, it is our view that the previous work on molecular, as opposed to atomic, 
fluids had not probed the high shear-rates sufficiently. 
Our thesis is thus as follows: 
We begin with a brief discussion of the simulation method in chapter 2. The 
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recipe for the molecular dynamics technique is well established and widely used, 
though some aspects remain contentious and we focus our discussion on these 
aspects. 
We first show, in chapter 3, that a diatomic fluid can exhibit a plateau in 
the shear stress over a broad range of densities and then discuss the associated 
microstructure, extending published results from our preliminary study [17]. We 
find that long-range positional ordering is not necessary for the occurrence of a 
plateau in the shear stress. Computing the traction coefficient for the simulations 
as a function of shear rate, reveals a plateau before any occurrence of long-range 
positional ordering. It is the traction coefficient that provides the most direct link 
between simulation and experiment. In chapter 5 we show the same behaviour 
in a model of butane. 
We must identify the feature of the simulation method that controls the oc-
currence of long-range positional ordering and determine whether this also effects 
the occurrence of a plateau in the shear stress (more correctly the traction co-
efficient). This is the subject of chapter 4. We consider the effect of modifying 
the manner in which the shear-generated heat is removed and the effect of the 
system size and hence periodicity. We establish the importance of periodicity 
in the flow direction for the formation of the string phase. We also establish 
that the argument, due to Evans [9, 10], that the string phase is an artifact 
resulting from the assumption that the flow velocity profile is linear is unfounded. 
Moreover, we establish that a plateau in the traction coefficient still occurs when 
the ordering transition is suppressed. 
The shear rates required to reach the plateau in the model molecular fluids 
studied here are, as in the atomic case, many orders of magnitude more than can 
be achieved macroscopically. Nevertheless there has been much interest in, and 
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debate about, the atomic case. This results from the argument that, appropri-
ately scaled, the simulation method models the colloidal suspensions of spherical 
particles for which the required shear rates are readily achieved in the labora-
tory [6]. Similarly, we argue that the phenomenon is a general one allowing us 
to explore simplified models in order to understand, at least qualitatively, the 
behaviour of more complex systems. A more direct physical significance for the 
simulated shear of molecular liquids has been suggested previously [17]. The 
argument is that the simulation method models a shear fluctuation in an equi-
librium molecular liquid and that the localised positional order induced by the 
shear is a possible mechanism for homogeneous nucleation of crystallisation in 
molecular liquids. In chapter 6 we strengthen the argument by showing that it 
is possible, under appropriate conditions, for the shear-induced positional order 
to persist in a model of butane. The significance of the choice of butane lies 
in the fact that Esselink, Hilbers and van Beest [18] report progress in simula-
tion of crystallisation for a number of model alkanes, pentane through dodecane, 
although they were unable to make progress with the smaller alkane butane. 
We conclude, chapter 7, with a discussion of the relevance of our work for 
Homogeneous nucleation of crystallisation. 
Structural studies of colloids under shear. 
Limiting shear stress behaviour of lubricants. 
We also suggest follow-on simulation studies that capitalise on our efforts in each 
of these areas. 
Chapter 2 
Molecular Dynamics Method 
2.1 Introduction 
The principle of the classical molecular dynamics simulation technique is simply 
stated: 
A molecule is modelled as a collection of point masses, 'atoms', subject 
to the classical equations of motion, with forces acting among atoms both 
within and between molecules. 
The equations of motion for a system of such molecules are integrated 
numerically to simulate the temporal development of the system. 
Collective properties of the system, for example the pressure, are computed 
from the microscopic variables, the positions and velocities, and provide the 
basis of the link with experiment. 
However the practical limitations on computation, and hence system size and 
simulated time are substantial. Typically, the number of atoms is less than iO 
and the simulated time is less than 100 ps. Thus the simulation method provides 
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data over microscopic lengths and times, which normally requires extrapolation 
to macroscopic lengths and times to relate to experiment. A number of artifices 
are employed to make the simulations practicable. It is crucial to understand 
the effect of these artifices on the simulated data and on the extrapolation to 
experiment. 
Our aim in this chapter is not a comprehensive review of the molecular dy-
namics technique. A standard text, by Allen and Tildesley, already exists [19] 
and provides a general reference for this chapter. The particular parallel algo-
rithm that we use, developed by Chynoweth, Klomp, Michopoulos and Scales for 
simulating alkanes under shear, has also been described [20, 21]. We provide a 
brief review and focus on particular artifices of the simulation method with the 
aim of clarifying the debate over high shear-rate simulations. 
For a working simulation we require a molecular model, boundary conditions, 
and equations of motion. These are described in sections 2.2, 2.3 and 2.4 respec-
tively. The calculation of collective properties is discussed in section 2.6. 
2.2 Molecular Models 
As a rule by far the most time-consuming part of the computation is evaluating 
the forces, hence the model of the molecules and their interactions should be as 
simple as possible. 
The model of Chynoweth et al. [20, 21] allows for stretching of bonds, for 
bending of the angle between adjacent bonds, and for torsional motion about a 
bond. As used here, the torsional potential is that of Ryckaert and Bellemans 
[22] and the bond stretching and bond angle bending potentials are those of 
White and Bovill [23], with the equilibrium values of the bond length and the 
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angle between adjacent bonds modified to correspond to those of Ryckaert and 
Bellemans. The interactions between atoms of different molecules are modelled 
with the Lennard-Jones potential, again with the parameters used by Ryckaert 
and Bellemans. 
The two model molecules used in this study have been described in the litera-
ture. The model diatomic molecule is that described in our preliminary study [17]. 
The model butane molecule is that of Chynoweth, Kiomp and Michopoulos [24]. 
These model molecules are described in the relevant chapters. 
There is substantial computational saving to be made by choosing as short-
range a potential as possible, the fewer the interacting pairs of atoms the faster 
the computation. The physics of the liquid state is dominated by the repulsive 
core of the intermolecular potential. Indeed the string phase was first observed 
in the hard-sphere fluid [8]. We therefore perform a long-range truncation of the 
Lennard-Jones potential, expressed in its symmetric form 
f 	12 ( o, ) 6)






at the characteristic length, a, at which the potential has fallen to zero. Thus 
we need only compute the forces between pairs of atoms in different molecules 
that are within a distance a of each other. The simulated fluid is contained in 
a box of fixed volume which prevents the fluid from exploding as a result of the 
repulsive intermolecular forces. 
Molecular Dynamics Method 
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2.3 Boundary Conditions 
We now model the boundaries that contain the fluid. The practical limit on 
system size implies that a large fraction of the molecules in the fluid would be 
near a surface and therefore surface effects are significant. An artifice that elim-
inates the surfaces is the use of periodic boundary conditions, whereby the 
box containing the fluid is conceived to be surrounded in all directions by peri-
odic images of itself. Of course the elimination of surfaces has a consequence, 
the introduction of periodicity, and we have to be clear as to when this has a 
significant effect on the simulation results. As a general rule we expect that the 
imposed periodicity will not have a significant effect provided the distance over 
which molecular motions are correlated is smaller than the dimensions of the box 
containing the fluid. Otherwise we must take care to consider the effect of the 
imposed periodicity. 
Lees and Edwards [25] have described how to modify the periodic boundary 
conditions to obtain planar shearing flow without introducing surfaces to drive 
the flow. In essence, the lattice of simulation boxes is considered as a set of 
layers in relative motion with a constant velocity increment between adjacent 
layers. Now, it is conceivable that the shear flow can have the effect of increasing 
the correlation length in the direction of flow and that the imposed periodicity 
in the flow direction may become significant, particularly as the shear rate is 
increased. The question of the effect of the periodicity in the flow direction has 
received little or no attention in the literature. We shall see in chapter 4 that 
the periodicity in the flow direction is important at high shear rates in relation 
to the formation of the string phase. 
The shearing motion generated by the Lees-Edwards boundary conditions 
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heats up the fluid. With no boundaries through which to remove the viscous 
heating we must resort to some other artifice to achieve a steady state. In a 
system at equilibrium, the statistical mechanical basis of the temperature is the 
average kinetic energy of the atoms, and this we may constrain by scaling the 
velocities of the atoms. For a fluid under flow, it is only the thermal part of the 
kinetic energy that we wish to constrain. We must separate the atomic velocity, 
U, into two parts (i) the component due to the flow, u1, and (ii) the thermal 
component, v, thus: 
U = Uj+V. 
	 (2.2) 
To proceed we require the flow velocity field u1. We may choose to assume the 
form of the flow velocity field and include that assumption in the equations of 
motion. Of course this will have the effect of constraining the flow velocity field 
to the assumed form. The alternative is to estimate u1 from the atomic velocities, 
as part of the simulation, by some appropriate averaging procedure. It is simpler 
and usual practice to assume the form of the flow velocity field. For planar 
shearing flow in the z-direction with the velocity gradient in the x-direction we 
have 
u1 = 'yxk, 	 (2.3) 
where y is the shear rate, k is a unit vector in the z-direction and the flow 
velocity field is linear in x. Evans [9, 10] has suggested that it is the constraint 
that the flow velocity profile remain linear at high shear rate which causes the 
string phase. 
To summarise, there are two artifices that require careful consideration as to 
Molecular Dynamics Method 
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their effects on the simulation results. The periodicity, particularly in the direc-
tion of flow, and the means of removing the viscous heating (the 'thermostat'). 
We consider the effects of these artifices in detail in chapter 4. 
2.4 Equations of Motion 
The state of the fluid at a particular time, t, is determined by the positions and 
velocities of the constituent atoms at that time. To determine the positions and 
velocities at a later time we integrate the equations of motion numerically. Let 
r(t), u(t) and a(t) be the position, velocity and acceleration at time t. Also let 
v(t) be the thermal component of the velocity and u j(r(t)) be the flow velocity 
at the position r(t). At this stage we make no assumption about the form of u 1 
or how it is calculated. The equations of motion are 
i=u 
a - av, 	 (2.4) 
with the term av controlling the thermal component of the velocity and a chosen 
to maintain the thermal energy of the system at a constant value. 
For a sufficiently small time increment h we may approximate r(t + h) and 
u(i+h)by 
r( + h) = r(t) + [u(t) + u(t + h)]. 	 (2.5) 
and 
h 
u( + h) = u(t) + [a(t) + a( + h)J 
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—[a(t)v(t) + a(t + h)v(t + h)}. 	(2.6) 
Substituting for u(t + h) in equation 2.5 and, by necessity, taking 
a(t+h) = a(t), 
a(t + h)v(i + h) = a(t)v(t) 
in second-order terms in h we obtain 
r(t + h) = r(t) + hu(t) + -{a(t) - a(t)v(t)], 	(2.7) 
for time-stepping the position. On inserting 
v( + h) = u(t + h) - uj (r(t + h)) 	 (2.8) 
in equation 2.6, with the abbreviation 
W = u(t) + [a(t) + a(t + h)] - a(t)v(t), 	(2.9) 
we get 
w + a(t + h)uj(r(t + h)) 
u(t+h) = 
1 + c(t + h) 	
(2.10) 
for time-stepping the velocity. In order to evaluate u(t + h), we must determine 
a(i + h) from the constraint that the thermal energy of the system be constant. 
Let E be the required value of the thermal energy, rn be the atomic mass, 
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and the subscript i denote the ith atom. The constraint to be satisfied is 
E = 	m1v(t+h) 
= > 	mj[uj(t + h) - u1(r(t + h))]2 . 	 (2.11) 
From equation 2.10 we now have 
1w - u,(r(t + h))]2 
E = 	
L 1 + a(t + h) ] 	
(2.12) 
which, on rearrangement gives and explicit equation for a(t + h). The derivation 
of an explicit equation is somewhat surprising, considering that in the algorithm 
of Chynoweth et al. a fourth-order polynomial must be solved iteratively to 
determine o(t + h) [21] (similar iterative methods have also been discussed by 
MacGowan and Heyes [26]). We must understand the reason for the difference 
between the explicit equation for a(t + h) derived above and the iterative equation 
of Chynoweth et al.. 
The starting point for Chynoweth et al. [21] and MacGowan and Heyes [26] is 
the widely used, and uninformatively named, SLLOD equations of motion [27] 
for planar shearing flow. These are equations of motion for r and v rather than 
r and u and the flow velocity profile is assumed to be linear. For flow in the 
z-direction and the shear gradient in the x-direction, assuming a linear velocity 
profile with shear rate 'y,  we have 
r = v+y(r.i)k 
v = a—av—'y(v.i)k. 	 (2.13) 
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Proceeding as before, for a sufficiently small time increment h we have 
r(t + h) = r(t) + 	+ v(t + h)] + 	[[r(t) + r(t + h)] ilk, (2.14) 
and 
v(t + h) = v(t) + [a(t) + a(t + h)] 
—[a(i)v(t) + a( + h)v(t + h)j 
—
'y [[v(t) + v(t + h)] i] k. 	 (2.15) 
The final term of equation 2.14 explicitly couples the z-component of r to the 
x-component. Similarly for v in equation 2.15. Consequently it is simpler to 
work in component form. We can immediately write for the x-components of the 
position and velocity 
2 
x(t + h) = x(t) + hv(t) + h --[a(t) - a(t)v(t)], 	(2.16) 
and 
v(t) + [a(t) + a(t + h)] - a(t)v(t) 
v(t+h)= 
1 + a(t + h) 	
. 	(2.17) 
The y-components are exactly analogous, and the z-components are, from equa-
tions 2.14 and 2.15 
z(t + h) = z(i) + [v(t) + v(t + h)] + 	[x(t) + x(t + h)J, 	(2.18) 
Molecular Dynamics Method 
and 
V, (t + h) = v, (t) + [a(t) + a(t + h)} - [a(t)v(t) + a(t + h)v(t + h)] 
— [v(t) + v(t + h)J, 	 (2.19) 
which may be rearranged to give, 
v(t) +[ag (i) + a(t + h)] - a(t)v(t) + -y[v, ( t)  ± v(t ± h)J -- v(th) = 
1-4-a(t+h) 
Substituting for x(t + h) and v(t + h) in equation 2.18 and, in terms that are of 
second-order in h, taking 
a(t+h) = a(t), 
a(t+h) = 
v(t + h) = v(t) 
gives 
2 
z(t + h) = z(t) + hv(t) + h --[a(t) - a(i)v(t) - 
	
2 	 3 
+hy 	
h h 
x(t) + --yv(t) + --[a(t) - cx(t)v(t)] 
2 
= z(t) + hv(t) + h ---[a(i) - a(t)v(t)] + hyx(t) 	(2.20) 
to second-order in h. 
The final form of the equations, for propagating the system forward in time 
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is for the position 
x(t + h) = x(t) + h[v(t) + [a(t) - 
y(t + h) = y(t) + h[v(t) + [a(t) - 
z(t + h) = z(t) + h[v(t)  + [a(t) - a(i)v(t)j] + hx(t), 	(2.21) 
and for the thermal velocity 
v(t) + [a(t) -c(t)v(i)J ± a.( + h) 
v(t+h) = 
1 + a(t + h) 
v(t) + [a(t) - c(t)v(t)J + a(t + h) 
v(t+h) = 
1-fcx(t-I-h) 
(t) + [a(t) - c(t)v(t)] + a(t + h) - ![v(t) + v(t + h)] 
v(t + h) = v  
1-i-c(i--h) 
(2.22) 
We still require an equation for a(t + h) which, as previously, is derived from 
the constraint that the thermal energy is constant. Introducing 
	
h 	 h 
W I = v(t) + [a(t) - a(t)v(t)] + —a(t + h), 	(2.23) 
we have from equation 2.22, 
v(t + h) 
- W - v)  
- 1 + 	(t+ h) - [1 + c(t + h)]2' 	
(2.24) 
and, because of the quadratic term [1+a(t+h)]2 , when we proceed to determine 
an expression for a(t + h) we get a fourth-order polynomial and not the quadratic 
of equation 2.12. 
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An alternative route to the equations 2.21 and 2.22 is to substitute 
u=v+yr•ik 	 (2.25) 
in equations 2.7 and 2.6. Thus we obtain for the position 
r(t + h) = r(t) + h[v(t) + [a(t) - a(t)v(t)J] + h7r(t) ik, 	(2.26) 
in agreement with equation 2.22. Similarly, for the thermal velocity 
= W/ - 7[r(t + h) - r(t)] ik 
v(t+h) 
1 + a(t + h) 	
(2.27) 
and, not surprisingly, the x- and y-components agree with equation 2.22. However 
the z-components appear to differ. Explicitly, from equation 2.27 
v(i+h) = 
1 + a(i + h) 	
(2.28) 
which must be compared with the equation of Chynoweth et al. 
= 	-7[v(t) + v(t + h)} 
v(t+h) 
1 + a(t + h) 	
• 	 (2.29) 
The term 'y[x(t + h) - x(t)] in equation 2.28 is the change in vz due to the change 




= v (say) 
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is the average value of v in the time interval (t, I + h). Moreover, 
v(t)+v(t+h) 
2 
is an estimate of U and, therefore, 
h 	
+ v(t + h)] 
is an estimate of 
x(t + h) - x(t). 
It is now clear how the algorithm of Chynoweth et al. may be simplified, obtaining 
an explicit equation for a(t + h), and may be generalised to arbitrary form of 
the flow velocity field. The most direct route to a general algorithm in terms of 
r and v is to start from equations 2.7 and 2.10 and substitute v + uj for u. It 
is also now clear that the SLLOD equations of motion are an inconvenient and 
unnecessarily restrictive starting point. 
The improvement in method only became apparent when attempting to sim-
plify the derivation of equations 2.21 and 2.22 given in the first draft of this 
chapter. All of the simulations reported in this thesis were performed using the 
original algorithm of Chynoweth et al.. 
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2.5 Modification of the Thermostat 
To explore the effect of the thermostat mechanism for removing the viscous heat, 
we use the simple (ad hoc) device of scaling only selected subsets of the compo-
nents of the atomic velocities by the factor 
1 
1 + o(t + h) 
Any velocity component that is unscaled is also omitted from the calculation 
of the thermal energy for determining a(t + h). Despite the simplicity of this 
approach to exploring the thermostat, we shall see in chapter 4 that we gain 
valuable insight that clarifies prior work based on more sophisticated (and com-
putationally more expensive) methods. 
2.6 Calculation of Collective Properties 
Finally we need to calculate the collective properties of the fluid from the positions 
and velocities of the constituent atoms in order to make contact with experiment. 
The statistical mechanics that we require is well established [28], dating back to 
the work of Irving and Kirkwood [29]. 
We require expressions for the components of the stress tensor. Let i and j 
index the atoms in the fluid. Let m i and v 1 be the mass and the thermal velocity 
of the i th atom. Also let r 3 be the vector from the i th atom to the j th atom 
and F, be the force that the i th atom exerts on the j th atom. We have for the 
normal stress in the x—direction, P, 
PV = > rnv + 	 (2.30) 
t 	 i j>i 
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where V is the volume of the fluid. Similarly for P, and P. The shear stress is 
given by 
PV = 	 + E > 	 (2.31) 
I I j).i 
The expression for the stress tensor components consists of two parts, a kinetic 
term and a potential term. The kinetic term arises from momentum transport 
due to the thermal motion of the atoms, while the potential term accounts for 
momentum transport due to interatomic forces. As a rule, in liquids the poten-
tial term dominates. Therefore any uncertainty over the thermal component of 
the velocities is unlikely to effect the estimates of the stress tensor components 
significantly. 
Chapter 3 
Diatomic Liquid under Shear 
3.1 Introduction 
We aim to model the limiting shear stress behaviour of lubricants and therefore 
seek a plateau in the shear stress in computer simulations of liquids under shear. 
As discussed in the introductory chapter, such a plateau is clear in Woodcock's [6] 
early high shear-rate simulations of the soft-sphere fluid. However, that plateau 
is associated with dramatic long-range positional ordering, the string phase 
discovered by Erpenbeck [8]. As most elastohydrodynamic (EHD) lubricants 
form amorphous solids, it would appear implausible to argue that the plateau 
observed in simulations of atomic fluids under extreme shear, and the associated 
long range positional ordering, is a model for the limiting shear-stress behaviour of 
lubricants. It has also been argued [9, 10] that the string phase, and the associated 
plateau in the shear stress, may be an artifact of the simulation technique. We 
take up the question of artifices in chapter 4. 
Model molecular fluids have also been subjected to simulated shear and have 
displayed non-linear behaviour but prior to the present study there had been no 
24 
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report of the plateau that we seek. In this chapter we report simulation results for 
the simplest molecular fluid, a diatomic, over a wide range of applied conditions. 
There is much detail in the simulation results that is of relevance to the non-
linear behaviour of fluids under shear. However to ensure that the essence is 
not buried in the detail we restrict our discussion to that which is pertinent to 
limiting shear-stress behaviour. We show that a plateau can occur in the shear 
stress over a broad range of applied conditions (section 3.3) and that long-range 
ordering is not a necessary precondition for the plateau to occur (section 3.4). 
Moreover we show that, even when the plateau in the shear stress is associated 
with long-range ordering, there is evidence that a plateau occurs in the traction 
coefficient before the transition to the string phase (section 3.5). 
3.2 Simulation Details 
The algorithm that we use to simulate planar shearing flow is that of Chynoweth 
et al. described in chapter 2. For a given molecular model of a certain number 
density, the applied conditions are the temperature and the shear rate. The stress 
tensor is computed as part of the simulation. 
We study a homonuclear diatomic molecule consisting of two Lennard-Jones 
atoms bound together with a linear restoring force. The mass of each atom is 
12 amu and the equilibrium bond length is 0.153 nm. The Lennard-Jones param-
eters are or = 0.3923 nm and c/kB = 72 K where kB is the Boltzmann constant. 
There are 576 molecules in the simulation box and the simulated time ranges 
from 10 to 40 Ps. A time step of 2 fs is used in all simulations with the stress 
tensor computed every 100 time steps. The mean and standard deviation of each 
stress tensor component is found from 50 consecutive values, and this is taken as 
Diatomic Liquid under Shear 	 26 
an estimate of the error. Error bars are not shown on graphs when the estimated 
error is less than the symbol size. 
For a given density and temperature, simulations at all shear rates studied 
were started from the same equilibrium configuration. Thus we gain information 
on the transient response of the stress tensor to a step application of the shear. 
We shall see in chapter 4, section 4.2, that consideration of the transient response 
is of relevance to the understanding of the formation of the string phase. 
3.3 Limit to Shear Stress 
In this section we consider how the stress tensor varies with shear rate for the 
diatomic fluid over a wide range of temperature and density. This is related to 
the micro-structure of the fluid in the next section. 
We may ask whether temperature and density are of comparable importance 
for determining the behaviour of the fluid under shear. If not, we may sub-
stantially reduce the amount of computation required to determine the range of 
behaviour that the model fluid can exhibit by focusing on the dominant physical 
variable. Now, as discussed in section 2.6, there are two terms in the expression 
for computing the stress tensor, the kinetic term and the potential term. The 
kinetic term depends on the thermal velocities and hence the temperature, while 
the potential term depends on the positions and hence the density. It is the 
potential term that dominates in liquids, the more so the higher the density, and 
we therefore anticipate that the density will be the dominant parameter. 
Figures 3.1 and 3.2 show how the components of the stress tensor in the 
simulation vary with shear rate for a range of temperatures for two different 
densities (700 kg m 3 and 400 kg m 3). We see that, for the range of conditions 
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studied, changing the temperature has a quantitative effect on the stress tensor 
but no obvious qualitative effect. In contrast it is clear that changing the density 
has both quantitative and qualitative effects. 
At a density of 700 kg m 3 (figure 3.1) the most obvious feature is an abrupt 
decrease in the stress tensor components at a shear rate in the range 2 - 4 ps-i, 
dependent on temperature. For brevity we shall refer to this abrupt change as 
the transition. The stress tensor components increase with shear rate below 
the transition and are approximately constant above it. Differences among the 
normal stresses (PXX ,PYY , and P) are manifest below and above the transition 
with a qualitative change associated with the transition. Below the transition 
P and P are of comparable magnitude and P is significantly larger, whereas 
above the transition and Pyy are of comparable magnitude and P2 is sig-
nificantly smaller. The transition moves to higher shear rates with increasing 
temperature, however the qualitative behaviour of the stress tensor components 
is the same for the five temperatures shown in figure 3.1. 
At the smaller density of 400 kg m 3 the decrease in the stress tensor com-
ponents at the transition is less pronounced (figure 3.2), again the effect of 
increasing the temperature is to increase the shear rate at which the transition 
occurs. The behaviour of the normal stresses is clearly quite different (figure 3.2) 
on either side of the transition. 
Having established that changes in density do indeed have a much more pro-
nounced effect than changes in temperature, we fix the temperature and focus 
on the effect of changing density. This can be seen in figure 3.3 where the stress 
tensor as a function of shear rate is plotted for 5 densities (700, 600, 500, 400 and 
250 kg m 3). The common feature is the transition to a plateau region at high 
shear rate, the transition moving to higher shear rates as the density is reduced. 
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Figure 3.1. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a density of 700 kg m 3, for 5 temperatures: (a) 473 K (b) 423 K 
(c) 373 K (d) 323 K (e) 273 K. Error bars are not shown on any graph when the 
estimated error is less than the symbol size. 
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Figure 3.2. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3 , for 3 temperatures: (a) 473 K (b) 373 K 
(c) 273K. 
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Figure 3.3. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a temperature of 373 K, for 5 densities: (a) 700 kg m 3 (b) 
600 kg m 3 (c) 500 kg m 3 (d) 400 kg m 3 (e) 250 kg m 3. Note the change in the 
scales for the stresses from (a) to (e). 
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The decrease in the shear stress at the transition becomes less pronounced, and 
the ratio of the shear stress to the normal stresses increases, as the density is 
reduced 
To summarise, the diatomic fluid exhibits a rich behaviour in the stress ten-
sor as a function of shear rate, density and temperature. Although varying the 
temperature does have a quantitative effect, the behaviour of the diatomic fluid 
under shear is primarily determined by the density. We observe a transition to a 
plateau in the shear stress at high shear rates throughout the density range stud-
ied, with the shear rate required to reach the plateau increasing with decreasing 
density (and with increasing temperature). The transition to the plateau region 
is associated with a large and abrupt decrease in the shear stress at the high-
est density studied. As the density is reduced the decrease in the shear stress 
at the transition becomes less dramatic and at the lowest density studied is 
barely observable. In the next section we describe the microscopic structure of 
the diatomic fluid and relate it to the behaviour of the stress tensor. 
3.4 Microscopic structure 
Our aim is to establish whether long-range positional ordering is a necessary 
prerequisite for a plateau in the shear stress. Consequently simple plots of the 
positions and orientations of the molecules are sufficient for analysing the micro-
structure of the fluid in the present context. 
The positions and orientations of the molecules are shown in figure 3.4 at 
three shear rates (below the transition, just before the transition and after 
the transition) and at a temperature of 373 K for five densities. Each of the 
diatomic molecules in the fluid is represented by a line joining the centres of the 
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atoms in the molecule. The plot is perpendicular to the direction of flow with 
the velocity gradient in the horizontal direction. Flow is into the page at the left 
of each plot and out of the page at the right. The rows (a) - (e) are in order of 
decreasing density. The columns, from left to right, are for shear rates 
well below the transition (left), 
just below the transition (centre), 
above the transition (right). 
There is no evidence of the string phase in either the left or the centre column 
of figure 3.4 at any density studied. Although there is evidence of local positional 
ordering, more so at the higher densities. Now consider the right hand column, 
above the transition. At the two highest densities, (a) and (b), the string 
phase is self-evident and extends throughout the fluid. As the density is reduced 
the positional ordering becomes progressively less evident. At the density (c) the 
string phase does not extend throughout the fluid, and as the density is further 
reduced the string phase becomes less evident. At the lowest density studied, 
(e), there is local positional ordering but no evidence of the string phase. The 
reduction in the positional ordering with reducing the density correlates with the 
decrease in the shear stress at the transition becoming less pronounced as the 
density is reduced (figure 3.3). 
We conclude that the long-range positional ordering of the string phase is 
not a necessary prerequisite for the occurrence of a plateau in the shear stress. 
In the next section we consider how to relate the simulated data to experimental 
work on lubricants. 
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Figure 3.4. The positions and orientations of the diatomic molecules at 3 shear 
rates, below the transition (left), just before the transition (centre), above the 
transition (right), at a temperature of 373K, for 5 densiti es: (a) 700kgrn" 3 
(b) 600 kg m 3 (c) 500 kg rn" 3 (d) 400 kg rn" 3 (e) 250 kg rn" Each molecule is 
represented by a line joining the centres of the atoms in the molecule. The 
-: 
,SSI. 7 
molecules have been projected onto the plane normal to the direction of flow. 
The flow velocity changes in the horizontal direction, with flow into the page at 
the left of each plot and out of the page at the right. 
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3.5 Limit to Traction Coefficient 
We cannot immediately compare the simulated data of section 3.3 with exper-
iment. To make the connection with experimental work we must consider the 
shear rate dependence of the traction coefficient, T = PXZ/PXX . The reason is 
as follows. There are two sources of experimental data on lubricants; 
an operating EHD contact, as in the work of Evans and Johnson [2], where 
the traction force and the load on the contact are measured and hence the 
average traction coefficient, 
controlled laboratory conditions, as in the work of Bair and Winer [1, 4], 
where the lubricant is sheared in a pressurised cell and the shear stress is 
measured as a function of shear rate at constant pressure. In this case the 
shear stress is proportional to the traction coefficient. 
In contrast, the simulated data of section 3.3 shows the behaviour of the shear 
stress as a function of shear rate at constant density. We have seen (figure 3.3) 
that the normal stresses can vary substantially with shear rate before the tran-
sition. Consequently, for the simulated data the shear stress is not proportional 
to the traction coefficient prior to the transition and is therefore not directly 
comparable with experiment. 
Figures 3.5 and 3.6 show the shear stress and the traction coefficient, re-
spectively, as a function of shear rate for a range of temperatures at a density 
of 700 kg m 3. Figure 3.6 shows clear evidence that the traction coefficient is 
levelling off before the decrease associated with the transition and the max-
imum value of the traction coefficient is little affected by temperature. These 
conclusions are supported by figures 3.7 and 3.8 which show the shear stress and 
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the traction coefficient, respectively, as a function of shear rate for a range of 
temperatures at the lower density of 400 kg m 3 . 
Having established that temperature has little effect, we fix the temperature 
and focus on the effect of density on the traction coefficient. Figures 3.9 and 3.10 
show the shear stress and the traction coefficient, respectively, as a function of 
shear rate for a range of densities. We see that there is a limit to the traction 
coefficient even at the lowest density studied, and that the limiting value decreases 
with increasing density. Moreover, figure 3.10 suggests that there may be two 
plateaus in the traction coefficient, an upper level which is reached before the 
transition and a lower level after the transition. 
Return now to figure 3.4 in section 3.4 which illustrates the microstructure 
as a function of shear rate and density. The shear rates of the plots in the 
centre column, which show no evidence of the string phase (although there is 
evidence of local positional ordering) even at the highest density, were chosen to 
correspond to points on the upper level in the traction coefficient. We therefore 
have a candidate for modelling the limiting shear stress behaviour of lubricants 
that does not require the long-range positional ordering of the string phase at 
high density and is not preceded by a sharp drop in the shear stress. Clearly to 
proceed further we must understand the cause of the transition to the string 
phase. 
3.6 Summary 
We have established that a diatomic fluid can exhibit a plateau in the shear 
stress over a broad range of densities (density dominates over temperature in 
determining the behaviour of the stress tensor). The plateau is preceded by a 
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Figure 3.5. Shear stress for the diatomic fluid as a function of shear rate, at 
a density of 700kgm 3, for 5 temperatures: (a) 473K (b) 423K (c) 373K (d) 
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Figure 3.6. Traction Coefficient (P/P) for the diatomic fluid as a function 
of shear rate, at a density of 700 kg m 3 , for 5 temperatures: (a) 473 K (b) 423 K 
(c) 373K (d) 323K (e) 273 K. 
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Figure 3.7. Shear stress for the diatomic fluid as a function of shear rate, at a 
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Figure 3.8. Traction Coefficient (P /P) for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3 , for 3 temperatures: (a) 473 K (b) 373 K 
(c) 273 K. 
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Figure 3.9. Shear stress for the diatomic fluid as a function of shear rate, 
at a temperature of 373 K, for 5 densities: (a) 700 kg m 3 (b) 600 kg m 3 (c) 
500 kg m 3 (d) 400 kg m 3, (e) 250 kg m 3 . 
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Figure 3.10. Traction Coefficient (P 2 /P) for the diatomic fluid as a function 
of shear rate, at a temperature of 373K, for 5 densities: (a) 700 kg m 3 (b) 
600 kg m 3 (c) 500 kg m 3 (d) 400 kg m 3 (e) 250 kg m3. 
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drop in the stress tensor components and the long-range positional ordering of 
the string phase occurs most prominantly at the highest density studied. As 
the density is reduced, the drop in the stress tensor components becomes less 
pronounced and the positional ordering becomes less evident. At the lowest 
density studied there is local positional ordering but no evidence of the string 
phase. Thus the string phase is not a necessary prerequisite for a plateau in 
the shear stress. 
In order to make the connection with experimental work on lubricants we were 
led to consider the traction coefficient rather than the shear stress. As a result 
we have evidence to suggest two plateaus in the traction coefficient. A lower 
level corresponding to the plateau in the shear stress, and an upper level that 
precedes the transition. The upper level, unlike the lower level, does not require 
the long-range ordering of the string phase at high density and is, therefore, a 
candidate for modelling the limiting shear-stress behaviour of lubricants. Clearly 
we must understand the cause of the string phase in order to be able to relate 
the simulation model to the natural phenomenon. This is the subject of the next 
chapter. 
Chapter 4 
Artifices and their Effects 
4.1 Introduction 
In our discussion of the molecular dynamics method, chapter 2, we identified two 
artifices that require careful consideration as to their effect on the simulation 
results especially at high shear rates; 
MD cell periodicity, 
the removal of viscous heat (the thermostat). 
The effect of periodicity has, to our knowledge, not been considered prior to the 
present work. This is somewhat surprising as finite-size effects should be con-
sidered as a matter of course when there is long-range positional ordering. We 
shall see that large systems, 10 - 100 times the size normally used in simula-
tion studies, are required to elucidate the effect of periodicity at high shear rates 
and this may explain why the importance of periodicity for the formation of the 
string phase was not understood prior to the present work. Instead, there has 
been much debate over the method of removing the viscous heat, motivated by 
40 
Artifices and their Effects 	 41 
the assertion [9, 10] that the string phase is itself an artifact resulting from 
the constraint that the flow velocity profile is linear. The potential for under-
standing the molecular basis of the technologically important limiting shear-stress 
behaviour of lubricants is sufficient justification for giving detailed consideration 
to the possible physical significance of the simulation results. 
We begin in section 4.2, by exploring the effect of system size, and hence 
periodicity, on the formation of the string phase in the diatomic fluid of chapter 3. 
Then, in section 4.3, we consider the effect of the method of removing the viscous 
heat, for the diatomic fluid and also for an atomic fluid, using the simple device 
of constraining the thermal motion for different subsets of the atomic degrees of 
freedom. Despite the simplicity, we gain valuable insight that clarifies prior work 
based on more sophisticated techniques. 
4.2 Periodicity and the String Phase 
As discussed in chapter 3, the positional ordering associated with the plateau 
in the shear stress after the transition becomes progressively less evident as the 
density is reduced. Consequently we expect that any system size effect will be 
more readily observed at the lower densities, and begin by considering three 
system sizes at a density of 400 kg m 3 and temperature of 373 K as detailed in 
table 4.1. System (a) is that studied in chapter 3. System (b) is 10 times the 
length of (a) in the flow direction (the other dimensions are the same), while 
system (c) is half the length of (a) in both the dimensions perpendicular to the 
flow, the flow dimension is the same. It should be noted that our smallest system, 
(c), is typical of the size that is commonly used by others. 
In figure 4.1 the microstructure of systems (a) and (c) are contrasted at two 
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System No. Molecules x/a y/a z/bl 
 576 1 1 1 
 5760 1 1 10 
 144 0.5 0.5 1 
Table 4.1. System sizes studied at a density of 400 kg m 3 and temperature of 
373K. The units of length are: a = 5.56991 nm and b = 1.856635 nm 
shear rates, 6ps 1 and 8ps'. There is no obvious difference between the two 
systems at the lower shear rate. However at the higher shear rate, the string 
phase extends throughout a larger fraction of the simulation box for the smaller 
system 
Of course a simple visual impression is rather subjective, however it is suffi-
cient to show that system size perpendicular to the flow can have an effect on 
the simulation results. 
To establish whether there is an effect of system size in the flow direction 
consider systems (a) and (b) in table 4.1; system (b) is 10 times the length of 
(a) in the flow direction. The shear rate dependence of the stress tensor for both 
systems is shown figure 4.2. The most notable difference between the two is that 
the decrease in the shear stress, P, occurs at a higher shear rate in the larger 
system. The detail of the differences in the shear stress can be more clearly seen 
in figure 4.3. For the larger system, (b), the maximum value of the shear stress is 
about 0.45 GPa and the drop in the shear stress occurs for shear rate in the range 
7-8 ps-i . Whereas for system (a) the maximum is about 0.35 GPa and the drop 
occurs for shear rate in the range 6.0 - 6.5 ps-i.  Most significant is the effect 
on the traction coefficient, figure 4.4. The existence of a plateau in the traction 
coefficient before the transition is more clearly seen for the larger system. 
Having established that the size of the system can have a significant effect at 
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Figure 4.1. The positions and orientations of the diatomic molecules for two 
shear rates, at a density of 400 kg m 3 and temperature of 373 K, for two systems 
(a) and (c) (see table 4.1). Each molecule is represented by a line joining the 
centres of the atoms in the molecule. The molecules have been projected onto the 
plane normal to the direction of flow. The flow velocity changes in the horizontal 
direction, with flow into the page at the left of each plot and out of the page at 
the right. 
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Figure 4.2. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3 and temperature of 373 K, for 2 systems 
(see table 4.1). System (b) is ten times the length of (a) in the flow direction. 
Error bars are not shown on graphs when the estimated error is less than the 
symbol size. 
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Figure 4.3. Shear stress for the diatomic fluid as a function of shear rate, at 
a density of 400kgm 3 and temperature of 373 K, for 2 systems (see table 4.1). 
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Figure 4.4. Traction Coefficient (P/P) for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3 and temperature of 373 K, for 2 systems 
(see table 4.1). System (b) is ten times the length of (a) in the flow direction. 
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a density of 400 kg m 3 , we must now turn our attention to the highest density 
studied in chapter 3 (700 kg m 3). Consider the four systems detailed in table 4.2. 
System (b) is 10 times that of (a) in the flow direction, the other dimensions are 
the same. System (c) is the same length as (b) in the flow direction and half that 
of (b) in the other two dimensions, while system (d) is 5 times the length of (c) 
with the other dimension the same. 
System No. Molecules x/a I y/a 
 576 1 1 1 
 5760 1 1 10 
 1440 0.5 0.5 10 
 7200 0.5 0.5 50 
Table 4.2. System sizes studied at a density of 700 kg m 3 and temperature of 
373 K. The units of length are: a = 4.62206nm and b = 1.540685nm 
From figure 4.5 we again see that there is a system-size effect on the shear 
rate dependence of the stress tensor. The effect on the shear stress can be more 
clearly seen in figure 4.6, where there is a separation into two groups, 
the shortest system, (a), 
the rest, (b), (c), (d). 
The drop in the shear stress occurs in the shear rate range 3.5 - 3.75 ps' for 
system (a), and at a higher shear rate in the range 4.0 - 4.5 ps_i for the others. 
The traction coefficients for the four system sizes are compared in figure 4.7. 
Again the shortest system, (a), differs from the rest in the peak value of the 
traction coefficient and in the shear rate at which the decrease occurs. Note that 
the traction coefficient has clearly leveled off for systems (b) - (d) in the shear rate 
range 3.5 - 4.0ps 1 , before the sudden decrease to the plateau associated with 
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the string phase. The obvious conclusion to draw from the difference between 
system (a) and the others is that (a) is too small in the flow direction. 
Figures 4.6 and 4.7 reveal a similarity among systems (b), (c) and (d). We 
now describe the differences revealed by considering the temporal development of 
the shear stress and traction coefficient. All simulations are started from an equi-
librium configuration allowing observation of the response to a step application 
of the shear. 
First, we consider the temporal development from an equilibrium configura-
tion to the string phase, at a fixed shear rate, for each system size. The time 
dependence of the shear stress is shown in figure 4.8. There appear to be four 
distinct regions in the traces 
an initial spike in the shear stress, followed by 
an upper level, then 
a transition region to 
a lower level. 
We also find that 
the length of time on the upper level increases with increasing length in the 
flow direction, 
the time taken for the transition to complete increases with the size of the 
system perpendicular to the direction of flow. 
This picture of events is also evident in the time dependence of the traction 
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Figure 4.5. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a density of 700 kg m 3 and temperature of 373 K, for 4 system 
sizes, see table 4.2 for details. 
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Figure 4.6. Shear stress for the diatomic fluid as a function of shear rate, at a 
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Figure 4.7. Traction Coefficient (P /P) for the diatomic fluid as a function 
of shear rate, at a density of 700 kg m 3 and temperature of 373 K, for 4 system 
sizes. System (a) is the shortest in the flow direction, see table 4.2 for details. 
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Second, we consider the temporal development of the longest system for shear 
rates below and above the transition. From figures 4.10 and 4.11, which show the 
temporal development of the shear stress and the traction coefficient respectively, 
it can be seen that the higher the shear rate the less is the time on the upper 
level. 
We identify two plateaus in the traction coefficient (and the shear stress) at 
high shear rates; 
an upper level, and 
a lower level associated with the string phase. 
In the next section we consider the effect of the thermostatting mechanism on 
these plateaus. 
4.3 Removal of Viscous Heat 
Evans [30] asserts that 'There is substantial evidence to suggest that the string 
phases are an artifact caused by the use of a thermostat which assumes a linear 
velocity profile [9, 10].' A consequence is that the plateau in the shear stress 
associated with the string phase should also be an artifact. We must give 
careful consideration to this claim to establish whether the plateaus in the shear 
stress and traction coefficient do indicate a physical phenomenon. 
We now report simulations in which selected subsets of the atomic degrees 
of freedom are thermostatted, as described in section 2.5. The rationale behind 
the method is simple; if improper damping of the thermal velocities causes the 
formation of the string phase, systematically damping different subsets of the 
thermal velocities should have various effects on its formation. If the string 
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phase results from using a thermostat that constrains the velocity profile to be 
linear, we would expect the occurance of the string phase to be controlled by 
whether the atomic motion in the flow direction is thermostatted. 
The effect that modifying the thermostat has on the diatomic fluid of chapter 3 
is described in section 4.3.1. To make the connection with prior simulation work, 
we must also consider the effect on an atomic fluid, section 4.3.2. Finally, in 
section 4.3.3 we establish that the simulations described here are consistent with 
the prior work and that the string phase should be accepted as a physical 
possibility. 
4.3.1 Diatomic Fluid 
We expect any variation due to modifying the method of removing the viscous 
heat to be more readily evident at the lower densities and we therefore begin by 
considering the diatomic fluid of chapter 3 at a density of 400 kg m 3 (with the 
temperature of the thermostatted degrees of freedom at 373 K). The subsets of 
the degrees of freedom considered are listed in table 4.3. 
Subset Identifier Damped Thermal Velocity Components 
 all 
 x and y 
 x (velocity gradient direction) 
 y 
 z (flow direction) 
Table 4.3. Thermostatted subsets of atomic velocity degrees of freedom consid-
ered for the diatomic fluid. 
Flow is in the z-direction. If the z-component of the atomic motion is not 
thermostatted, the flow velocity does not enter the equations of motion (sec- 
tion 2.4) and is therefore not constrained to a linear form. The only constraint 
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that applies is that the flow velocity is consistent with the Lees-Edwards bound-
ary conditions, which fix the average value of the shear rate across the MD cell. 
If Evans is correct, the string phase and its associated plateau in the shear 
stress and traction coefficient should not occur when only the x- and y- velocity 
components (subset (a) in table 4.3) are thermostatted. 
Figure 4.12 compares the shear rate dependence of the stress tensor for the 
subsets in table 4.3. The detail of the behaviour of the shear stress is more clearly 
seen in figure 4.13. The subsets fall into two groups; 
subsets (a) - (c) which show a limit to the shear stress, P, (call it the 
bounded group), 
subsets (d) and (e) where the shear stress increases faster than linearly with 
shear rate (call it the unbounded group). 
The shear stress is bounded if the x-component of the atomic motion is ther-
mostatted. The z-component, the direction of flow, is not the important factor. 
A plateau can occur in the shear stress even when the flow velocity profile is not 
constrained to a linear form. 
Remarkably, the traction coefficient (figure 4.14) reaches a limit for both the 
bounded and unbounded groups, providing further evidence that the limit to the 
traction coefficient is a general phenomenon, and occurs even when the shear 
stress is unbounded. 
The effect on the microstructure of the fluid correlates with the effect on the 
shear stress and is illustrated in figure 4.15. The rows in the figure correspond 
to the subsets in table 4.3, with plots of the positions and orientations of the 
molecules at three shear rates for each subset. The shear rates are chosen such 
that the columns in the figure correspond to the features listed in table 4.4 of the 





0 	2 	4 	6 	8 
j 
0 








PXZ - -a--- 





0 	2 	4 	6 	8 	10 
Shear Rate I ps 1 
Figure 4.12. Normal stresses and shear stress for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3, thermostatting 5 subsets of the compo-
nents of the atomic motion, table 4.3. The temperature of each thermostatted 
component is 373 K. 
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Figure 4.13. Shear stress for the diatomic fluid as a function of shear rate, at a 
density of 400 kg m 3, thermostatting 5 subsets of the components of the atomic 
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Figure 4.14. Traction Coefficient (PIP ) for the diatomic fluid as a function 
of shear rate, at a density of 400 kg m 3, thermostatting 5 subsets of the compo-
nents of the atomic motion, table 4.3. The temperature of each thermostatted 
component is 373 K. 
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shear stress (figure 4.13) and traction coefficient (figure 4.14) when all degrees of 
freedom are thermostatted. 
Column Shear Stress Traction Coefficient 
Left before upper plateau beginning of upper plateau 
Centre near end of upper plateau end off upper plateau 
Right lower plateau 
I 	lower plateau 
Table 4.4. Features of the shear stress and traction coefficient corresponding to 
the columns in figure 4.15. 
The main points to note from figure 4.15 are; 
the unbounded group, subsets (d) and (e), show no evidence of local or 
long-range positional ordering in any column, 
the bounded group, subsets (a) - (c), show no evidence of long-range posi-
tional ordering in the left-hand column, 
the bounded group show evidence of local positional ordering in the centre 
column, with no obvious differences between the subsets. 
the bounded group show long-range positional ordering that extends through 
a significant part of the simulation box, with notable differences between 
the subsets; 
all components thermostatted, string phase in upper half of the sim-
ulation box, extensive in x. 
x- and y- components thermostatted, a band of string phase roughly 
parallel to the shear planes. 
x component thermostatted, a band in the centre of the simulation 
box with molecules localised in planes parallel to the shear planes, ie 
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narrow in x. 
We have evidence that modifying the thermostat can, indeed, suppress the 
occurrence of the string phase. However, we have seen that the factor which con-
trols the occurrence of long-range positional ordering is whether the x-component 
of the atomic motion is thermostatted. This is contrary to the claim of Evans 
and co-workers, which we discussed at the beginning of section 4.3 and will take 
up again in section 4.3.3. If these authors were correct, we would expect the 
occurrence of the string phase to be controlled by whether the z-component 
was thermostatted, which, from figure 4.15 is clearly not the case. This is not to 
say that removing the constraint that the flow velocity remain linear is without 
effect, there are clear differences between subsets in the bounded group which we 
shall return to once we have explored the effects of the thermostatting mechanism 
further. 
We now turn our attention to the highest density that was studied in chapter 3, 
700 kg m 3, and repeat the test of thermostatting selected subsets as detailed in 
table 4.3. The picture that emerges is consistent with the results at the lower 
density described above. The effect on the stress tensor is shown in figure 4.16, 
see figure 4.17 for the detail of the shear stress. Again, the thermostatted subsets 
fall into the same two groups and again thermostatting the z-component is not 
of importance. The difference from the lower density results is that for the un-
bounded group the shear stress appears to be increasing only linearly with shear 
rate over the range studied, suggesting that modification of the thermostat has 
a less disruptive effect at the higher density. 
Figure 4.18 shows the traction coefficient as a function of shear rate for each 
of the subsets. The unbounded group are both clearly levelling off at a value 
comparable with the peak values for the subsets in the bounded group. 
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Figure 4.15. The positions and orientations of the diatomic molecules for three 
shear rates, at a density of 400 kg m 3, and thermostatting 5 subsets of the atomic 
motion: (a) all (b) x and y (c) x (d) y (e) z. 
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The correlations between microstructure and the effects of the various ther-
mostats are illustrated in figure 4.19.The rows in the figure correspond to the 
subsets in table 4.3, with plots of the positions and orientations of the molecules 
at three shear rates The main features are; 
the unbounded group, subsets (d) and (e), show no evidence of local or 
long-range positional ordering, 
the bounded group show evidence of local ordering at 3ps 1 , with no obvi-
ous differences between the subsets, 
for the two highest shear rates the bounded group show positional order-
ing that extends throughout the simulation box, with notable differences 
between the subsets; 
all components thermostatted, string phase. 
x- and y- components thermostatted, string phase through most of 
the MD cell. 
x-component thermostatted, molecules confined in planes parallel to 
the shear planes. 
To summarise, the simulations described in this section show that, for the 
diatomic fluid at least, modifying the thermostat can suppress the occurrence of 
the string phase and its associated plateau. However, it is thermostatting the 
x-component not the z-component that is the controlling factor. This appears to 
contradict the findings of Evans et al. [9, 10] on atomic fluids. We must repeat 
the simulations of this section for an atomic fluid. 
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Figure 4.16. Normal stresses and shear stress for the diatomic fluid as a func-
tion of shear rate, at a density of 700 kg m 3 , thermostatting 5 subsets of the 
components of the atomic motion: (a) all (b) x and y (c) x only (d) y only (e) z 
only. The temperature of each thermostatted component is 373 K. 
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Figure 4.17. Shear stress for the diatomic fluid as a function of shear rate, at a 
density of 700 kg m 3 , thermostatting 5 subsets of the components of the atomic 
motion: (a) all (b) x and y (c) x only (d) y only (e) z only. The temperature of 
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Figure 4.18. Traction Coefficient (P 1P for the diatomic fluid as a function 
of shear rate, at a density of 700 kg m 3 , thermostatting 5 subsets of the compo-
nent of the atomic motion: (a) all (b) x and y (c) x only (d) y only (e) z only. 
The temperature of each thermostatted component is 373 K. 
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Figure 4.19. The positions and orientations of the diatomic molecules for three 
shear rates, at a density of 700 kg m 3, and thermostatting 5 subsets of the atomic 
motion: (a) all (b) x and y (c) x (d) y (e) z. 
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4.,32 Atomic Fluid 
Prior work on the effect of the thermostatting method has been on atomic flu-
ids [10, 31, 32]. We now repeat the study of the preceding section for an atomic 
fluid to ensure that rotational degrees of freedom are not of primary importance 
in determining the results for the diatomic fluid. 
The atomic model is that of the constituent atoms of the diatomic model that 
has formed the basis of our study. The atomic mass is 12 amu and the Lennard-
Jones parameters are o = 0.3923 nm and c/kB = 72 K where kB is the Boltzmann 
constant. The potential is truncated at the characteristic length, o , . 
A time step of 2 fs is used in all simulations and the stress tensor components 
are computed every 100 time steps. The mean and standard deviation of each 
stress tensor component is computed from 50 consecutive values and this is taken 
as an estimate of the error. 
The atomic fluid is at a density of 400 kg m 3, and consists of 144 atoms. The 
temperature of the thermostatted velocity degrees of freedom is 373 K and all 
subsets of these degrees of freedom are considered, table 4.5. 
Subset Identifier Damped Velocity Degrees of Freedom 
(a) all 
(b) x and y 
(c) x and z 
(d) x (velocity gradient direction) 
(e) y and z 
(f) y 
(g) z (flow direction) 
Table 4.5. Thermostatted subsets of atomic velocity degrees of freedom consid-
ered for the atomic fluid. 
Figure 4.20 compares the shear rate dependence of the stress tensor for all 
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subsets in table 4.3. The detail of the behaviour of the shear stress is more clearly 
seen in figure 4.21. The subsets may be grouped on the behaviour of the shear 
stress as follows; 
1. The bounded group, subsets (a) - (d), which show a limit to the shear stress. 
This group is subdivided into; 
subsets (a) and (b), which reach a maximum before 
subsets, (c) and (d). 
2. The unbounded group, subsets (e) - (g), where there appears to be no limit 
to the shear stress. This group is subdivided into; 
subset (f) where the shear stress increases faster than linearly with 
shear rate, and 
(e) and (g) where the shear stress is increasing linearly with shear rate. 
The shear stress is bounded if the x-component of the atomic motion is ther-
mostatted; the two subgroups are distinguished by the y-component condition. 
In the case of the unbounded group the subgroups are differentiated by the 
z-component condition with the shear stress increasing only linearly if the z-
component is thermostatted. 
The traction coefficient, figure 4.22, reaches a limit for both the bounded 
and unbounded groups, providing further evidence that the limit to the traction 
coefficient is a general phenomenon. 
Figure 4.23 illustrates the dependency of the microstructure on the ther-
mostatted subsets of the atomic motion. The rows in the figure corresponds 
to the subsets in table 4.5; with plots of the positions of the atoms at 3 shear 
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Figure 4.20. Normal stresses and shear stress for the atomic fluid as a function 
of shear rate, at a density of 400 kg m 3 , thermostatting all subsets of the compo-
nents of the atomic motion. The temperature of each thermostatted component 
is 373 K. 
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Figure 4.21. Shear stress for the atomic fluid as a function of shear rate, at a 
density of 400 kg m 3 , thermostatting all subsets of the components of the atomic 
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Figure 4.22. Traction Coefficient (P/P) for the atomic fluid as a function of 
shear rate, at a density of 400 kg m 3, thermostatting all subsets of the compo-
nents of the atomic The temperature of each thermostatted component is 373 K. 
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the unbounded group, subsets (e) - (g), show no evidence of local or long-
range positional ordering at any shear rate. 
the bounded group, subsets (a) - (d), show evidence of local positional 
ordering at the lowest shear rate, 4ps 1 . 
at shear rates of 6 and-8 ps' the bounded group show positional ordering 
that extends through a significant part of the simulation box, with notable 
differences between the subsets; 
subsets (a) and to a lesser extent (b), string phase through most of 
the simulation box. 
subsets (c) and (d), atoms tend to lie in planes parallel to the shear 
planes. 
The results of this section for the atomic fluid are consistent with those of 
diatomic fluid of the previous section and to the limited examples in the liter-
ature [10, 31, 32]. Thus the presence of rotational degrees of freedom does not 
contribute to the debate over the physical nature of the string phase. 
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Figure 4.23. Positions for the atomic fluid at a density of 400 kg m 3 , ther-
mostatting all subsets of the components of the atomic motion. The temperature 
of each thermostatted component is 373 K. 
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4.3.3 The String Phase and the Thermostat 
As we discussed in Chapter 2, the flow velocity field, u1, enters the equations of 
motion through the thermostatting term. Explicitly, in the notation of chapter 2, 
ii = a—a[u—uj], 	 (4.1) 
and we require a procedure for calculating u 1 . For planar shearing flow at low 
shear rate, the flow velocity profile is linear. If this is assumed to be the case, 
u1 may be calculated according to 
uf = 'y[r.i]k. 	 (4.2) 
Of course, as a result, the flow velocity profile is constrained to be linear. The 
alternative is to estimate the flow velocity field from the molecular velocities as 
the simulation progresses. Two basic methods have been used to estimate the 
flow velocity field: 
binning the atoms and taking the average velocity in a bin as the flow 
velocity for that bin [31, 32], 
fitting a parameterised functional form for the flow velocity field to the 
atomic velocities [10]. 
Irrespective of whether the flow velocity field is constrained or estimated, there 
is the possibility that the procedure for its calculation can have an effect on the 
dynamics through the thermostatting term in equation 4.2. 
We now consider the origin of the claim that the string phase is an artifact 
of improper thermostatting [10]. The essence of the proposed argument is the 
following, 
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One should allow for the possibility that the flow velocity profile does not 
remain linear at high shear rate. 
When the flow velocity profile is constrained to be linear, the string 
phase occurs at high shear rate. 
When the flow velocity is estimated as part of the simulation, there is no 
string phase at high shear rate. 
Therefore, the string phase is an artifact that results from the constraint 
that the flow velocity profile is linear. 
The first step of the argument is certainly an important observation. The sec-
ond step of the argument is correct, with caveats on the periodicity and density 
dependence. The remainder of the argument is open to question. 
The results of the simulations of a dense atomic fluid, reported in [10], on 
which the argument is based are summarised in table 4.6. 
Simulation Identifier UfX u1  U fz String Phase? 
 0 0 'yx Yes 
 0 0 estimated Yes 
 estimated estimated estimated Yes 
 estimated estimated estimated No 
Table 4.6. Summary of simulation results reported in [10] showing whether 
the flow velocity components, (u1, uj,, 'ufz ), were constrained or estimated 
as part of the simulation. Flow is in the z-direction and the velocity gradient is 
in the x-direction, as in the present work. All four simulations were performed 
on the same atomic model at the same state point and all velocity components 
were thermostatted. The simulations differed only in how the flow velocity was 
computed. Where estimated from the atomic velocities, the flow velocity was 
computed by a truncated Fourier series approximation. Simulations (c) and (d) 
differ only in the truncation point. 
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For the range of shear rates studied, three simulations, (a) - (c), result in 
the string phase; the fourth, (d), does not. However, the lack of a string 
phase does not mean that the behaviour of simulation (d) is uneventful; instead 
"evidence of shear thickening is observed and the pressure increases at a faster 
rate" [10]. For simulations (b) and (c) the flow velocity field was estimated from 
the atomic velocities, nevertheless a string phase resulted. Clearly, we cannot 
conclude from table 4.6 that constraining the flow velocity profile to a linear form 
is a necessary condition for the string phase to occur. 
How does simulation (d) differ from the others? Consider table 4.7 which 
shows the functional form of the flow velocities for the simulations of table 4.6. 
Simulation Identifier ufz  uj  Uf Z  String Phase? 
 0 0 Yes 
 0 0 U, (X) Yes 
 Ufx(x,y ) z) Uf y (x,y,Z) Ufz(x,y,Z) Yes 
 ufx (x,y,z) Uf y (X,y,Z) Uf z (X,y,Z) No 
Table 4.7. Functional form of the flow velocity for the simulations of table 4.7 
Simulations (c) and (d) differ only in the truncation point for the Fourier series 
approximation to the flow velocity. 
For simulation (a) the flow velocity, u1 was constrained to be linear in x and 
a string phase resulted, as is well known. Simulation (b) partially constrained 
the flow velocity; it was constrained to be zero in the x and y directions and 
a truncated Fourier series approximation to Ufz was computed assuming it to 
be a function of x only. A string phase resulted, in agreement with the work of 
Loose and Hesse [31] and Loose and Ciccotti [32] who used a different method to 
compute the flow velocity profile, binning the atoms in layers parallel to the shear 
planes. Now consider simulations (c) and (d); for both all of the components of 
the velocity field were computed by a truncated Fourier series analysis and all 
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components were allowed to vary in all directions. For (c) there is a string 
phase, whereas for (d) there is not (at least not for the range of shear rates 
studied). Consequently, it is not sufficient for the flow velocity profile to be 
fully unconstrained in order to suppress the occurrence of the string phase. 
Obviously there is a difference between simulations (c) and (d) that we have yet 
to discuss. 
The difference between simulations (c) and (d) is the length scale over which 
the flow velocity field was allowed to vary, ie. the shortest spatial wavelength 
in the Fourier series approximation to the flow velocity, the truncation point. 
The shortest spatial wavelength for (d) is half that of (c). It is noteworthy that 
further reduction in the shortest spatial wavelength below that of (d) resulted 
in "numerical instabilities" [10]. It is also noteworthy that the shortest spatial 
wavelength for simulation (b) was lower than that in (d), and yet a string phase 
resulted for simulation (b). Of course for simulation (b) u1 and uj ,, were con-
strained to be zero, only Uf z  was estimated by a Fourier series approximation. 
It is, therefore, plausible that the reduction in the shortest spatial wavelength in 
the Fourier series approximation for Uj (and/or u1) is responsible for the fact 
that no string phase was found for simulation (d). That is, the results of Evans 
et al., summarised in tables 4.6 and 4.7, are consistent with our finding (sec-
tions 4.3.1 and 4.3.2) that modifying the thermostatting mechanism for motion 
orthogonal to the direction of flow can effect whether the string phase occurs 
at high shear rate. 
Clearly, on the evidence presented, Travis, Davis and Evans [30] are unjustified 
in their claim that "There is substantial evidence to suggest that the string phases 
are an artifact caused by the use of a thermostat which assumes a linear velocity 
profile [9, 10]." Further work to understand the difference between (c) and (d) 
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would have been appropriate. 
If we are correct in asserting that the simulations of Evans et al. discussed 
in this section are consistent with our own work on the effect of the thermostat-
ting mechanism, we would expect simulation (d) to show a limit to the traction 
coefficient at high shear rate. Is there any evidence that this is the case? 
Evans et al. [10] present graphical data for the shear rate dependence of the 
viscosity and the pressure (the average of the normal stresses), as a function 
of shear rate, for simulations (a) - (d). Figures 4.24 and 4.25 are based on that 
graphical data and show the shear rate dependence of the shear stress (figure 4.24) 
and of the traction coefficient (figure 4.25). From figure 4.24 the simulations can 
be separated into two groups; 
simulations (a) - (c) which show a limit to the shear stress (bounded) and 
a string phase. 
simulation (d) for which the shear stress shows no limit (unbounded) and 
there is no evidence of the string phase, 
As we expect, there is clear evidence of a limit to the traction coefficent for all 
simulations in figure 4.25. 
We conclude that the simulation results of Evans et al. [10] are consistent with 
those of sections 4.3.1 and 4.3.2, with the caveat that further work using the 
method of [10] is required. The apparent discrepancy is due to misinterpretation 
of the data. With the apparent discrepancy resolved, we can now proceed to 
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4.4 Discussion 
To recapitulate, two plateaus can occur in the traction coefficient (and the shear 
stress) at high shear rates; 
An upper plateau which is the continuation of the low shear rate curve. 
A lower plateau which is associated with the string phase. 
Modification of the thermostatting mechanism (section 4.3) revealed that the 
positional ordering of the string phase is affected by the details of the thermostat 
and, indeed, that the occurrence of the string phase can be suppressed. By 
thermostatting different subsets of the atomic motion we found that; 
There is no string phase and no plateau in the shear stress when the 
atomic motion is not thermostatted in the x-direction, the direction of 
the velocity gradient. Nevertheless the upper plateau in the traction 
coefficent remains. 
When the atomic motion in the z-direction (the flow direction) is not ther-
mostatted, the plateaus in the shear stress (and the traction coefficient) 
remain, although the detail of the positional ordering associated with the 
lower plateau varies (see sections 4.3.1 and 4.3.2). Of particular interest is 
the observation that the positional ordering can become localised in bands 
(ordered bands) parallel to the shear planes (figure 4.15). 
We discuss the significance of the upper plateau in section 4.4.1, consider 
whether the lower plateau and the string phase should be dismissed as an 
artifact of the simulation method in section 4.4.2, and comment on the possible 
significance of the ordered bands in section 4.4.3. 
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4.4.1 The Upper Plateau 
The upper plateau is our candidate for a model of the limiting shear stress be- 
haviour of lubricants, having the following required features. The upper plateau 
is the continuation of the low shear rate curve, there is no sudden drop in 
the value of the traction coefficient before the upper plateau. 
lacks long range positional ordering. 
is insensitive to the artifices of the molecular dynamics method. 
occurs for both the atomic and diatomic fluids, throughout the broad range 
of densities and temperatures studied. 
The occurrence of the upper plateau is, in fact, not restricted to molecular 
dynamics simulations. It is also implicit in the Brownian dynamics simula-
tion results of Heyes and Mitchell [33]. For a particular atomic model, these 
authors simulated shear using both the molecular dynamics and Brownian dy-
namics methods in order to determine the effect of the dynamics on the simulation 
results. Their main finding was that, for the Brownian dynamics simulation, "sig-
nificant shear thinning does not require the formation of a string phase". This 
suggests that the shear stress may be levelling off before the onset of the string 
phase in the Brownian dynamics simulations. Heyes and Mitchell tabulate vis-
cosity and normal stresses as a function of shear rate, Figures 4.26 and 4.27 
are derived from those tabulated values and show the shear rate dependence of 
the shear stress and the traction coefficient, respectively, for both the molecular 
dynamics and Brownian dynamics simulations. The two main points to note are; 
1. There is clear evidence of an upper plateau in the Brownian dynamics 
simulations 
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2. There is no evidence of an upper plateau in the molecular dynamics 
simulations. 
The density was close to freezing and there were only 256 atoms, consequently 
the lack of evidence of an upper plateau in the MD simulations is as we would 
expect 
We defer a comparison of the simulated traction coefficient results of this 
chapter with experimental work on lubricants until chapter 7, after we have con-
sidered, in chapter 5 whether limiting shear stress behaviour occurs in a model 
molecule more complex than the atomic and diatomic systems studied thus far. 
While there is strong evidence that the upper plateau is a general phe-
nomenon of physical significance, the status of the lower plateau (and the as-
sociated string phase) remains unclear and must now be considered. 
4.4.2 The Lower Plateau and The String Phase 
It was established in section 4.3 that the occurrence of the lower plateau and the 
string phase can be suppressed by modifying the thermostatting mechanism. 
One might conclude that, although the detail of Evans' argument that the string 
phase is an artifact of the thermostat is incorrect (see section 4.3.3), the string 
phase is nevertheless an artifact of the thermostat. We are of the view that 
this would be a premature conclusion, that a more careful consideration of the 
conditions for the string phase to occur is required before consideration is given 
as to whether the phenomenon is of physical significance. 
We have established that, in addition to the effect of the thermostat, the 
periodicity of the MD cell has an effect (section 4.3.3). The principle effects of 
the thermostat and of the MD cell periodicity on the string phase are; 
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Figure 4.26. Shear stress as a function of shear rate for molecular dynamics 
(MD) and Brownian dynamics (BD) simulations, calculated from tabulated data 
in Heyes and Mitchell [33]. Variables are in reduced units. 
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Figure 4.27. Traction coefficent as a function of shear rate for molecular dynam-
ics (MD) and Brownian dynamics (BD) simulations, calculated from tabulated 
data in Heyes and Mitchell [33]. Variables are in reduced units. 
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There is no string phase when the component of the atomic motion in the 
velocity gradient direction is not thermostatted. 
For a step application of the shear to an equilibrium configuration, the 
length of time on the upper plateau, before the transition to the string 
phase, increases with increasing the length of the MD cell in the flow 
direction. 
Consequently, at the very least, it is an over-simplification to attribute the string 
phase to the thermostat. 
It is plausible that, had the effect of the MD cell periodicity been discovered 
first, the string phase could have been dismissed as an artifact of the periodicity, 
and the effect of the thermostat could have remained undiscovered. Again, it 
would be an over-simplification to attribute the string phase to the MD cell 
periodicity. 
Further work, requiring a detailed microscopic analysis, is necessary to under-
stand the mechanism by which shear can result in positional ordering and hence 
the effect of the thermostat and MD cell periodicity. For the present we note 
that phenomenon cannot simply be dismissed as artifact. Indeed, in chapter 6 
the possibility that shear-induced positional ordering provides a mechanism for 
nucleation of crystallisation in molecular liquids is considered, and thus further 
work to understand the phenomenon is justified. 
4.4.3 Ordered Bands 
We now consider the possible significance of the ordered bands of figure 4.15 
in section 4.3.1. At a shear rate of 8ps' two of the plots, (b) and (c), have an 
ordered band roughly parallel to the shear planes. 
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For both of these plots the z-component of the atomic motion, the component 
in the direction of flow, was not thermostatted. Thus for the simulations which 
show ordered bands, the flow velocity profile is not constrained to be linear 
across the MD cell. 
Let us assume that for these simulations the flow velocity profile is of a non-
linear form, consistent with the average shear rate across the MD cell imposed by 
the Lees-Edwards boundary conditions. Consequently, there must be region(s) 
where the shear rate is higher than average and region(s) where the the shear 
rate is lower than average. We would expect positional ordering to occur in the 
high shear rate region(s) but, dependent on shear rate, not necessarily in the low 
shear rate region(s). Thus there is the possibility of positional ordering in bands, 
with the ordered bands corresponding to the high shear rate regions. We may, 
therefore, interpret the ordered bands as evidence for the localisation of the 
shear in bands in the simulations. 
It was noted in Chapter 1 that Bair, Qureshi and Winer [5] found, in the 
plateau region of the shear stress, evidence of the localisation of the shear in 
bands inclined at an angle to the direction of flow. The ordered bands are, 
therefore, further evidence of the relevance of the simulations for the limiting 
shear stress behaviour of lubricants, and a further study is appropriate. 
4.5 Summary 
In this chapter, we have considered the effects of 
MD cell periodicity and 
the mechanism for removing the viscous heat (the thermostat) 
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on simulation results at high shear rate. 
When considering the effect of system size, section 4.2, we identified two 
plateaus in the traction coefficient (and the shear stress) at high shear rates; 
an upper plateau, and 
a lower plateau associated with the string phase 
with length of time on the upper plateau increasing with the length of the MD 
cell in the flow direction, and the time for the transition to complete increasing 
with increasing system size perpendicular to the direction of flow. We also found 
that the transition to the string phase was enhanced for the system shortest in 
the flow direction, in that the transition occurred at a lower shear rate than that 
of the rest of the system sizes studied. 
By thermostatting different subsets of the atomic motion we found (sec-
tions 4.3.1 and 4.3.2 that; 
There is no string phase and no plateau in the shear stress when the 
atomic motion in velocity gradient direction is not thermostatted. 
When the atomic motion in the flow direction is not thermostatted, the 
plateaus in the shear stress (and the traction coefficient) remain, although 
the detail of the positional ordering associated with the lower plateau 
varies. Of particular interest is the observation that the positional ordering 
can become localised in bands (ordered bands) parallel to the shear planes 
(figure 4.15). 
The upper plateau in the traction coeflicent is not affected by the details 
of the thermostatting mechanism. 
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Our results for the effect of the thermostat appeared to contradict the con-
clusions of Evans et al. [10, 30], and a comparison was made in section 4.3.3. 
We found that our results are, in fact, consistent with those of Evans et al. and 
that the conclusions of these authors were not justified by their data. We also 
found that plateau in the traction coefficent is implicit in the simulation results 
of Evans et al. [10]. 
The main conclusions of this chapter are; 
The upper plateau in the traction coefficent is a general phenomenon 
and is our candidate for modelling the limiting shear stress behaviour of 
lubricants. 
The significance of the lower plateau and the associated string phase 
remain to be determined, they cannot simply be dismissed as artifacts of 
the simulation method. 
In the next chapter we consider whether the upper plateau, lower plateau 
and string phase occur for a model molecule more complex than those consid-
ered thus far. 
Chapter 5 
Butane under Shear 
5.1 Introduction 
We repeat the simulated shear study of chapter 3 for a model of butane. Our 
aim is two-fold; 
to determine whether a plateau occurs in the traction coefficient for a 
more complex molecule than the diatomic studied in chapter 3 and thus 
strengthen our argument that the phenomenon is a general one. 
to establish whether long-range positional ordering can be induced by shear 
in butane and thus strengthen our argument that shear-induced positional 
ordering is a possible mechanism for homogeneous nucleation of crystalli-
sation (chapter 6). 
Consequently there is no need for an extensive, and computationally expensive, 
study as in chapter 3. It is sufficient for our present purposes simply to show 
whether the phenomena do occur. 
Butane under Shear 
Our motivation for studying butane is that Esselink, Hilbers and van Beest 
[18] report progress in simulation of crystallisation for a number of model alkanes, 
pentane through dodecane, and found that the shorter the alkane the longer the 
time required for ordering to occur. Despite very long simulation runs, they were 
unable to make progress with the smaller alkane butane. 
5.2 Simulation Details 
The model of butane that we use is that of Chynoweth, Kiomp and Michopou-
los [24]. Following Ryckaert and Bellemans [22] the butane molecule is modelled 
as a linear chain of 4 Lennard-Jones 'atoms' of equal mass, 14 amu, representing 
the CH3 and CH2 groups. The Lennard-Jones parameters are as for the diatomic 
studied in chapter 3, or = 0.3923 nm and f/kB = 72 K where kB is the Boltzmann 
constant. The bond stretching and bond angle bending potentials are those of 
White and Bovill [23]. The torsional potential is that of Ryckaert and Bellemans 
[22]. 
A time step of 2 fs is used in all simulations with the stress tensor components 
computed every 100 time steps. The mean and standard deviation of each stress 
tensor component is computed from 50 consecutive values. The standard devia-
tion so computed is taken as an estimate of the error. Error bars are not shown 
on graphs when the estimated error is less than the symbol size. 
For a given density and temperature, simulations at all shear rates studied 
are started from the same equilibrium configuration. The number of molecules 
in the MD cell is 144. 
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5.3 Limit to Traction Coefficient 
Our experience with the diatomic fluid (chapter 3) is that density is more im-
portant than temperature for determining the behaviour of the stress tensor. We 
therefore consider a single temperature, 100 K, and several densities. Figure 5.1 
shows the stress tensor as a function of shear rate for 3 densities (850, 800 and 
700 kg m 3). There is a decrease in the components of the stress tensor above 
2ps 1 for the two highest densities. The behaviour of the shear stress is more 
clearly seen in figure 5.2. In addition to the decrease in the shear stress for the 
two higher densities, we see that the shear stress appears to be leveling off at the 
lowest density. 
The shear rate dependence of the traction coefficient is shown in figure 5.3. 
There is clear evidence for a plateau in the traction coefficient even at the lowest 
density. On the upper plateau, the decrease in the traction coefficient as the 
density is increased from 800 to 850 kg m 3 is small in comparison with the corre-
sponding decrease in the traction coefficient as the density is increased from 700 
to 800 kg m 3, despite the corresponding differences in the shear stress being of 
comparable magnitude. This suggests that at high density the traction coefficient 
is essentially independent of density, and hence pressure. 
5.4 Microscopic Structure 
Our aim is to establish whether long-range positional ordering occurs in butane 
under shear. Consequently simple plots of the positions and orientations of the 
molecules are sufficient for analysing the micro-structure of the fluid. 
The positions and orientations of the molecules are shown in figure 5.4 at 
three shear rates for the three densities considered in the preceding section. Each 
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Figure 5.1. Normal stresses and shear stress for butane as a function of shear 
rate, at a temperature of 100 K, for 3 densities: (a) 850 kg m 3 (b) 800 kg m 3 (c) 
700 kg m3. 
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Figure 5.2. Shear stress for butane as a function of shear rate, at a temperature 
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Figure 5.3. Traction Coefficient (P /P) for butane as a function of shear 
rate, at a temperature of 100 K, for 3 densities: (a) 850 kg m 3 (b) 800 kg m 3 (c) 
700 kg m3. 
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Figure 5.4. The positions and orientations of the butane molecules at 3 shear 
rates, at a temperature of 100 K, for 3 densities: (a) 850 kg m 3 (b) 800 kg m 3 
(c) 700 kg m 3 . Each molecule is represented by a line joining the centres of the 
atoms at each end of the molecule. The molecules have been projected onto the 
plane normal to the direction of flow. The flow velocity changes in the horizontal 
direction, with flow into the page at the left of each plot and out of the page at 
the right. 
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butane molecule in the fluid is represented by a line joining the centres of the 
atoms at the ends of the molecule. The plot is perpendicular to the direction of 
flow (as before) with the velocity gradient in the horizontal direction. Flow is 
into the page at the left of each plot and out of the page at the right. 
The three columns of the figure, are 
before the upper plateau in the traction coefficient (left). 
on the upper plateau in the traction coefficient (centre). 
after the upper plateau in the traction coefficient (right). 
Consider the right hand column, evidently above the transition. At the two 
highest densities, (a) and (b), the string phase is clear and extends throughout 
the fluid. At the lowest density studied, (e), there is local positional ordering 
and some evidence of the string phase. For the centre column, on the up-
per plateau, there is evidence of some local positional ordering. The left hand 
column, before the upper plateau, shows no evidence of local ordering. 
5.5 Summary 
In this brief chapter we have established that the traction coefficient does indeed 
reach a plateau in a model of butane under shear. The magnitude of traction 
coefficient on the plateau decreases with increasing density, in agreement with 
the behaviour of the diatomic fluid studied in chapter 3. In addition there is 
evidence that the limiting value of the traction coefficient becomes independent of 
density at high densities. A comparison of the simulation results for the traction 
coefficient will be made with experiment on lubricants in chapter 7. 
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The string phase was also found to occur in the model of butane at high 
shear rates. In the next chapter we consider whether shear-induced positional 






The parameters for the model molecules that we have used are appropriate for 
simple molecules such as butane. The resultant shear rates required to produce 
the non-linear behaviour are orders of magnitude more than can be achieved 
macroscopically in the laboratory, as is the lower limit to the shear rates that 
are practical in the simulations. Thus it would appear that the simulations are of 
little real significance for the molecular fluids that they model. Our benefit from 
the simulations thus far rests on the argument that the phenomenon of interest 
is a general one, allowing the study of simplified models in order to understand, 
at least qualitatively, the behaviour of more complex systems. 
We now argue that the simulated shear results can, in fact, have a more direct 
physical significance for the molecular fluids that they model. The essence is to 
view the simulation not as a model of a macroscopically applied shear, but as 
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a model of a microscopic shear fluctuation in an equilibrium molecular liquid. 
We are thus led to consider that a shear fluctuation of sufficient magnitude may 
result in local positional ordering. If we are near the freezing transition and the 
positional ordering persists for sufficiently long, we have a possible mechanism 
for the homogeneous nucleation of the liquid-to-crystal phase transition [17]. 
The immediate significance of the possibility of shear-induced nucleation lies 
in the fact that, while crystallisation is readily observed in computer simulation 
of atomic systems, molecular systems have proved to be problematic. There 
have been two other recent reports of progress. Svishchev and Kusalik [34] have 
simulated the crystallisation of supercooled water to cubic ice I by the application 
of a uniform static electric field; and suggest that "the local electric fields that 
occur at the surfaces of various materials can play an important role in promoting 
the crystallisation of liquid water". Esselink, Hilbers and van Beest [18] report 
progress in simulation of crystallisation for a number of model alkanes, pentane 
through dodecane, by isobaric cooling and observed that crystallisation occurred 
more slowly the shorter the alkane. Indeed, despite very long simulation runs, up 
to 12000 ps, they were unable to make progress with the smaller alkane butane. 
In chapter 5 it was shown that shear-induced positional ordering can occur in 
a model of butane. In section 6.2 we show that under appropriate conditions the 
positional ordering can persist after the shear is removed. Then, in section 6.3, we 
estimate the magnitude of shear fluctuations that occur in fluids at equilibrium 
and describe the specific mechanism by which the fluctuations might occur. 
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6.2 Persistence of Positional Ordering 
The configuration of shear-induced positional order is necessarily not an equilib-
rium one and we must consider the relaxation to equilibrium after the shear is 
stopped. In this section we describe some simple simulations where the shear 
is stopped abruptly. Despite these rather severe conditions, we observe the per-
sistence of positional order when relaxing from configurations of shear-induced 
order. Moreover as the density is held constant, the normal stress differences 
cannot relax to zero through changes in the geometry of the system. 
We consider the butane model of chapter 5 at two densities, 800 kg m 3 and 
900 kg m 3 for each three temperatures ( 50 K, 100 K and 150 K). The number 
of molecules in the simulation box is 288 and the time step is 2 fs. 
For the simulations described in the preceding chapters, the cutoff for the 
Lennard-Jones interaction was taken at or as an expedient to reduce computation. 
In this chapter, the simulations at the higher density were performed at 2 values 
of the cutoff, (i) a which gives a purely repulsive potential, and (ii) 2.25a which 
includes the effect the attractive part of the potential. 
The relaxation of the normal stresses for the system at a density of 900 kg m 3 
is shown in figure 6.1. For the plots in the lefthand column the cutoff is a, whereas 
for the righthand column the cutoff is 2.25a. The rows from top to bottom are 
for temperatures of 50 K, 100 K and 150 K, respectively. In all cases there is a 
sharp drop in the normal stresses during the first few picoseconds after the shear 
is turned off, and after about 20 Ps there is little further change. Differences 
between the normal stresses are apparent. Increasing the cutoff has two effects, 
1. the normal stresses are reduced, as expected. 
2. there are changes in the differences between the normal stresses at the two 
Crystallisation Through Shear-Induced Nucleation 	 95 
lower temperatures of 50 K and 100 K. 
The differences between the normal stresses suggest that there is positional 
ordering, with the differences resulting from the geometry of the lattice and the 
simulation box being incommensurable. Plots of the positions and orientations of 
the butane molecules are shown in figure 6.2. The rows are for temperatures of (a) 
50 K, (b) 100 K, and (c) 150 K. Column 1 is the sheared configuration. Columns 
2 and 3 are a time at 40 Ps after the shear is stopped. The potential cutoff is at 
o for column 2 and 2.25o for column 3. Each molecule is represented by a line 
joining the centres of the methyl carbons at its ends. The plot is perpendicular 
to the flow in the sheared configuration, with the velocity gradient horizontally 
and flow into the page at the left of the sheared configuration. The persistence 
of positional order after removing the shear is clear in columns 2 and 3 of the 
figure, but some orientational order appears to have been lost. 
The orientations of the butane molecules, as represented by the axis joining 
the centres of the methyl carbons at its ends, are illustrated in figure 6.3. The 
rows and columns correspond with those in figure 6.3. We see that, in fact, the 
molecules remain strongly aligned in what was the direction of flow. 
Now consider the lower density of 800 kg m 3. The relaxation of the normal 
stresses is shown in figure 6.4 for 3 temperatures (a) 50K (b) 100K (c) 150K. 
Again there is a sharp drop during the first few picoseconds after the shear is 
turned off, and after about 20 p there is little further change. There is some evi-
dence of differences between the normal stresses at the lowest temperature (50 K), 
but not the substantial differences that were apparent at the higher density. We 
would, therefore, expect that the positional ordering is lost. 
The microstructure is illustrated in figure 6.5. Column 1 is the sheared con-
figuration and Column 2 the configuration 40 Ps after the shear is stopped. In 
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Figure 6.1. The normal stresses as function of time after shear has stopped, at 
a density of 900 kg m 3, for 3 temperatures and 2 cutoff's: (a) 50 K, and a (b) 
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Figure 6.2. The positions and orientations of the butane molecules at a density 
of 900 kg m 3. Column 1 is the sheared configuration at temperatures of (a) 50 K, 
(b) 100 K, and (c) 150 K. Columns 2 and 3 are at 40 p after stopping the shear 
with a cutoff at o and 2.25o, respectively. Each molecule is represented by a line 
joining the centres of the "atoms" at its ends. The plot is perpendicular to the 
flow in the sheared configuration, with the velocity gradient horizontally and flow 
into the page at the left of the sheared configuration. 
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Figure 6.3. The orientations of the butane molecules at a density of 900 kg m 3 . 
The rows and columns correspond with those in figure 6.2. The orientation of a 
line can be represented by a single point on the surface of a unit hemisphere. The 
plots are constructed as follows. For each line translate its centre to the origin 
of the hemisphere, then intersect it with the surface of the hemisphere to obtain 
the point representing its orientation, finally project the point onto the plane of 
the base of the hemisphere using the equal area projection. 
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contrast with the higher density, there is no evidence of the positional order re-
maining after the shear is, stopped. From figure 6.6 we see that the orientational 
order is also lost. Thus, whether the ordering persists after the shear is stopped 
depends on the density. 
6.3 Shear Fluctuations 
We have seen that it is possible to induce positional (and orientational) order in 
computer simulations by applying a shear and that under appropriate conditions 
the order can persist after the shear is removed. We now consider whether shear 
fluctuations sufficient to induce positional order may occur in an equilibrium 
fluid. 
The theoretical estimates of the magnitude of shear fluctuations described in 
this section are due to Warren and have been reported in [17]. We begin with 
a simple dimensional argument. The root-mean-square speed of molecules in a 
system at equilibrium is 
Vrms = (3kBT/m), 	 (6.1) 
where kB is the Boltzmann constant, T is temperature and in is the mass of 
a molecule. Because of the square root dependence on T and m, the value of 
Vrmg does not vary dramatically with either and is 10' ms - '. For a dense fluid 
the correlation length, ) is of the order of the inter-molecular spacing 1 nm. 
Therefore an estimate of the root-mean-square shear rate, 'Yrms,  5 
'Yrms 	Vrms/\ 	0.1ps 1 	 (6.2) 
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Figure 6.4. The normal stresses as function of time after shear has stopped, at 
a density of 800 kg m 3 , for 3 temperatures: (a) 50 K (b) 100 K (c) 150 K. 
















Figure 6.5. The positions and orientations of the butane molecules at a density 
of 800 kg m 3 . Column 1 is the sheared configuration at temperatures of (a) 50 K, 
(b) 100 K, and (c) 150 K, and column 2 is at 40 p after stopping the shear. The 
plots are constructed as in figure 6.2 
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Figure 6.6. The orientations of the butane molecules at a density of 800 kg m 3 . 
The rows and columns correspond with those in figure 6.5. The plots are con-
structed as in figure 6.3 
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Consider our sample of fluid, be it real or simulated, to consist of volume 
'elements' of dimension the correlation length. Clearly, as the estimate of 'Yrms  5 
an order of magnitude less than that required to induce positional ordering, the 
probability that a particular volume element has shear-induced order is small. For 
a macroscopic sample there are of the order of 1023  volume elements. Thus it is 
likely that there are elements where shear fluctuations have induced microscopic 
order. By the same reasoning, fluctuations sufficient to induce spatial order are 
unlikely in the size of system used in computer studies. 
Warren [17] derived equation 6.2 starting from the equations of fluctuating 
fluid dynamics, which are obtained by adding a random stress tensor to the 
Navier-Stokes (NS) equations [35]. In the process he showed that the long-time 
tail effect [36] occurs in the shear rate auto-correlation function, C.(t, t'). That 




(in'It - t 1 I) 512 , 	 (6.3)  l6p 
where p is the density and v is the kinematic viscosity. We see that at long times, 
the shear rate fluctuation decays in time slowly as 
The existence of the long-time tail in C..r  (1, t') suggests to us a specific mech-
anism for the generation of a shear fluctuation in an equilibrium fluid. The long-
time tail effect is hydrodynamic in origin resulting from the microscopic vortex 
flow that surrounds a molecule. A vortex flow has shearing motion and is cyclic. 
An example of the vortex flow surrounding a molecule (the example is in two 
dimensions) is illustrated in figure 6.7 which is reproduced from the seminal work 
of Alder and Wainwright [37]; the shearing motion and the cyclic nature of the 
flow are evident. We recall, section 4.2, the significance of periodicity of the MD 
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cell in the formation of the string phase especially the enhancing effect of a 
system that is short in the flow direction. The similarity between the vortex 
flow that underlies the long-time tail effect and the shear flow generated by the 
Lees-Edwards periodic boundary conditions is clear. We propose that the cyclic 
shearing motion of the vortex flow generated by a sufficiently fast molecule is a 
mechanism by which local positional ordering can occur in an equilibrium fluid. 
Figure 6.7. Velocity field around a central disk, because of symmetry only 
half the. plane is shown. The arrows show the magnitude and direction of the 
flow velocity. The heavy arrows are calculated from the molecular dynamics 
simulation by averaging over the particles in a sector at a particular time. The 
light arrows are comupted from a hydrodynamic model. Reproduced from Alder 
and Wainwright [7]. 
In conclusion, it is plausible that the simulated shear which has been the 
subject of the preceding chapters models shear fluctuations that occur in an 
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equilibrium fluid, and that shear-induced positional ordering is a possible mech-
anism for nucleation of the phase transition from liquid to crystal. Whether 
such a mechanism actually occurs in nature is open to question. Its immediate 
importance lies in providing a novel computational mechanism for investigating 
crystallisation in molecular systems. 
6.4 Summary 
We have proposed that the simulated shear is a model of a microscopic shear 
fluctuation in an equilibrium molecular liquid, and that local positional ordering 
induced by the shear is a possible mechanism for homogeneous nucleation of the 
liquid to crystal phase transition in molecular systems. In support of this we 
have shown that shear-induced positional ordering can persist under appropriate 
conditions. We have also considered theoretical estimates of the magnitude of 
shear fluctuations and proposed a specific mechanism by which a shear fluctuation 
may be generated in an equilibrium fluid. 
Chapter 7 
Discussion and Conclusions 
7.1 Introduction 
In this final chapter, we discuss the relevance of the work of the preceding chapters 
under three headings, 
Relevance for crystallisation. 
Relevance for colloids. 
Relevance for lubricants. 
We also suggest follow-on simulation studies that capitalise on our efforts in each 
of these areas. 
7.2 Relevance for Crystallisation 
It is some 20 years since the spontaneous homogeneous nucleation of crystalli- 
sation in molecular dynamics simulation of a supercooled atomic liquid was 
first reported [38]. Despite the ease with which atomic liquids crystallise in the 
10141 
Discussion and Conclusions 	 107 
computer, molecular liquids have proved to be problematic. Recently Esselink, 
Hilbers and van Beest [18] reported progress in simulation of crystallisation for 
a number of model alkanes, pentane through dodecane, by isobaric cooling and 
observed that ordering occurred more slowly the shorter the alkane. However, 
despite very long simulation runs, up to 12000 ps, they were unable to make 
progress with the smaller alkane butane. To our knowledge, no one has reported 
success with small, roughly spherical, molecules. 
Why the difficulty? Two obvious explanations are: 
The fluctuation required to form a nucleus is too rare to occur spontaneously 
in the size of system used in simulations. 
The simulation models lack a feature essential for the spontaneous forma-
tion of a nucleus (for example 3-body forces). 
In either case, progress can be made if we can simulate the fluctuation that 
produces a nucleus rather than waiting for it to occur spontaneously. 
The molecular dynamics simulations of supercooled water reported by Svishchev 
and Kusalik [34] are instructive; application of a sufficiently large uniform static 
electric field resulted in crystallisation to the cubic ice I phase. Constraining the 
orientations of the water molecules was sufficient to cause crystallisation (in na-
ture under normal conditions water crystallises into hexagonal ice, but this phase 
is not consistent with the constraint that the molecules align with the applied 
electric field). We can now interpret the simulations of Esselink, Hilbers and van 
Beest [18] qualitatively as follows. Long molecules tend to align, the longer the 
molecule the greater the tendency. In the light of the results of Svishchev and 
Kusalik [34] we would expect crystallisation to occur more readily the longer the 
molecule, as found by Esselink et al.. 
Discussion and Conclusions 
	
10 
The real challenge is small nearly spherical molecules that show no tendency 
to align. We therefore seek a mechanism whereby positional ordering can occur 
without orientational ordering being necessary. Shear-induced positional ordering 
(chapter 6) is such a mechanism. 
73 Relevance for Colloids 
As noted in the introductory chapter, the continuing debate over the possible 
physical significance of the string phase has centered on colloidal suspensions 
of spherical particles. Despite over a decade of experimental and computational 
effort, there appears to be little agreement between experiment and simulation, 
most notably at high shear rates [39, 40]. The discrepancy to be explained is 
that the string phase observed in the simulations at high shear rate is not found 
experimentally, except possibly close to the freezing point [41, 39]. 
Two causes for the lack of agreement have been suggested, depending on 
whether the simulation model is based on molecular dynamics or Brownian 
dynamics; 
Molecular dynamics: The string phase was first observed in molecular 
dynamics simulations of atomic fluids. Evans [9, 10] has suggested that it 
is an artifact of the thermostatting mechanism used to remove the viscous 
heat generated by the shear. 
Brownian dynamics: The string phase has subsequently been observed 
in Brownian dynamics simulations [42] based on the Langevin equation of 
motion [19] with an imposed laminar flow field. With no thermostatting 
mechanism required, the lack of agreement has been attributed to the lack 
of many-body hydrodynamic interactions in the simulation model [40]. 
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We have discussed the first case in, chapter 4, and shown that Evans' argument 
is unjustified. Indeed we found that periodicity of the MD cell is important in 
the formation of the string phase, at least for molecular dynamics simulations 
(section 4.2). Consequently, it would be premature to conclude, with Mitchell et 
al. [40], that the Brownian dynamics simulations lack essential physics. 
It is reasonable to conjecture that a study of the effect of periodicity in Brow-
nian dynamics simulations would reveal, as we found for molecular dynamics sim-
ulations, two plateaus in the shear stress at high shear rate. The upper plateau 
is a continuation of the low shear rate curve, and the the lower plateau is asso-
ciated with the long-range positional ordering of the string phase. The upper 
plateau should be compared with experiment before concluding the simulation 
model lacks essential physics. 
7.4 Relevance for Lubricants 
The motivation for this thesis was to recreate, in the computer, the experimentally 
observed limiting shear stress behaviour of lubricants. What progress have we 
made? - 
At the outset it was known that for simulated shear of atomic fluids a plateau 
occurs in the shear stress at high shear rate. However the plateau is associated 
with dramatic long-range positional order, the string phase. Moreover, although 
there had also been numerous simulation studies of molecular liquids under shear, 
there had been no report of a plateau in the shear stress for molecular fluids. 
Finally, there was debate as to whether the string phase and the associated 
plateau in the shear stress were an artifact of the simulation method. 
The main developments in our understanding are: 
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It is the traction coefficient that provides the link with experimental work 
on lubricants. 
Two plateaus may occur in the traction coefficient (and the shear stress). 
The upper plateau is the continuation of the low shear rate curve and 
the lower plateau is associated with the exaggerated positional ordering 
of the string phase. The transition to the lower branch is effected by the 
periodicity of the simulation box in the flow direction. 
It is possible to suppress the ordering transition to the string phase by 
modifying the mechanism for removing the viscous heat. In that case the 
plateau in the shear stress is lost. Nevertheless, the plateau in the traction 
coefficient remains. 
The robustness of the behaviour of the traction coefficient in the simulations is 
important. If it were otherwise, we could not argue that we were modelling the 
behaviour of lubricants in elastohydrodynamic contacts. 
The effects of temperature and density on the traction coefficient are: 
The limiting value of the traction coefficient is little effected by tempera-
ture. Density is the dominant parameter and the limiting value of traction 
coefficient decreases with increasing density. There is evidence, from the 
butane simulations of chapter 5, that at high densities the traction coeffi-
cient becomes independent of density (and hence pressure). 
The higher the temperature, the higher the shear rate at which the limit in 
the traction coefficient is reached. 
3. The higher the density, the lower the shear rate at which the limit is reached. 
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We must make a comparison with experiment. 
The experimental situation may be summarised as follows: 
At high pressure, the traction coefficient appears to be independent of pres-
sure. 
At lower pressure the limiting traction coefficient increases with decreasing 
pressure (and hence density). 
The higher the pressure (and hence density), the lower the shear rate at 
which the limit in the traction coefficient is reached. 
The simulation model clearly replicates the qualitative features of traction coef-
ficient observed in experiment. 
In the introduction it was noted that there is evidence, from the flow visu-
alisation experiments of Bair, Qureshi and Winer [5], for the localisation of the 
shear in bands inclined at an angle to the direction of flow. Is there any evidence 
for shear localisation in the simulations? 
We recall the observation of ordered bands discussed in section 4.3.1. The 
ordered bands occurred in simulations where the z-component of the atomic 
motion, the component in the direction of flow was not thermostatted, thus al-
lowing the flow velocity profile to depart from a linear form. For a nonlinear flow 
profile, we expect to see positional ordering in a high shear region but not in a low 
shear region. The ordered bands may therefore be interpreted as corresponding 
to regions of high shear and therefore as evidence for the localisation of shear in 
bands in the simulations. 
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7.5 Suggested Future Work 
In this final section we suggest future work that would capitalise on our effort in 
each of the three areas discussed in the previous sections. 
7.5.1 Simulation of Crystallisation in Molecular Systems 
The challenge is to achieve, for a liquid consisting of small roughly spherical 
molecules, a crystal structure in the computer that agrees with that which occurs 
in nature. Success will provide a method for studying in detail the homogeneous 
nucleation of crystallisation. 
In chapter 6, it was shown how simulated shear can result in positional order-
ing that persists after the shear has stopped, and a specific mechanism by which 
an appropriate shear fluctuation occurs was also proposed. The latter may also 
be used as the basis of a simulation method. 
To put the mechanism to the test we need a model molecule that has been 
well characterised and displays the crystal structures of its natural counterpart. 
The first simulation of a solid-solid phase transition [43] was the transition from 
the plastic crystalline phase (positionally ordered but orientationally disordered) 
to the fully crystalline phase (both positionally and orientationally ordered) of 
sulphur hexafluoride, SF 6 . It would be most satisfying to complete that work 
by achieving the transition from liquid to plastic crystal in SF 6 . Because of the 
symmetry of the molecule, we also expect that SF 6 would present a particularly 
difficult test case. 
If shear-induced nucleation should fail the test, with no other candidate mech- 
anisms for generating a nucleus of the crystalline phase, we are left with the 
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possibility that the simulation model lacks some feature essential to the crystalli-
sation process (but not necessary for either the simulated liquid or the simulated 
crystal). Presumably the feature should have the effect of increasing the length 
over which motions are correlated, we would expect 3-body forces to have such 
an effect. 
7.5.2 Brownian Dynamics Simulation of Colloids under 
Shear 
We have argued (section 7.3) that Mitchell, Heyes and Melrose [40] are premature 
in interpreting the apparent lack of agreement between their Brownian dynamics 
simulations and experiment at high shear rate, as due to a lack of essential physics 
in the simulation model. To settle this matter a study of the effect of MD cell 
periodicity on the results of Brownian dynamics simulations at high shear rates 
is required. 
We anticipate, based on Heyes and Mitchell [33] comparison of molecular 
dynamics and Brownian dynamics (see section 4.4.1), that the effect of periodicity 
will be more readily seen in the Brownian dynamics simulations. 
7.5.3 Limit to Traction Coefficient 
We have shown that simple molecular models exhibit a limit to the traction 
coefficient at high shear rates and have suggested that, appropriately scaled, 
they model the behaviour of lubricants. Implicit is the assumption that the 
phenomenon is a general one; in support we cite the experimental results of 
Rehage and Hoffmann [11] on surfactant solutions of wormlike micelles, so-called 
living polymers. A theoretical model of such solutions has been proposed by 
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Spenley, Cates and MacLeish [12] who attribute the plateau in the shear stress to 
a shear-banding instability in the flow. There have also been theoretical attempts 
by Kirkpatrick and Nieuwoudt [13, 14] and also by Lutsko and Dufty [15, 16], 
based on generalised hydrodynamics, to relate the ordering transition observed 
in the simulations of atomic fluids to a hydrodynamic instability. 
The generality of the phenomenon of limiting shear stress behaviour suggests 
a more extensive programme of coordinated effort that encompasses experiment, 
theory and simulation. A prerequisite, and an obvious next step, is a compre-
hensive review of what has been unrelated strands of work. Here, we restrict 
ourselves to outlining specific follow-on simulation work. 
At the outset we made the decision to study as simple a system as possible 
over as wide a range of applied conditions as computationally practicable. Our 
aim was to establish the range of features that the model can exhibit and thus 
clarify the controversy over the results of simulations at high shear rates. Having 
established the broad picture the next step is to fill in the relevant detail. 
The immediate question to be addressed is the detailed microscopic behaviour 
of the simulations in the plateau region of the traction coefficient. As discussed in 
section 7.4, there is some evidence to suggest that in the plateau region the shear 
can become localised into bands. A detailed simulation study is appropriate and 
should be based on the following: 
1. An atomic fluid is sufficient. We have established that simple molecular 
models show a plateau in the traction coefficient. We have also established 
that orientational degrees of freedom are not necessary. Use of an atomic 
model will simplify the analysis. 
2. Low (number) densities should be used. This will avoid the complication 
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of string phase formation. 
3. The simple method of chapter 4 for allowing the flow velocity profile to 
deviate from a linear form is a suitable starting point. As the method of 
removing the viscous heat is likely to remain contentious, comparison with 
more sophisticated methods of fitting non-linear flow profiles is desirable. 
Confirmation that shear localisation does indeed occur in the simulations would 
be further evidence for the generality of the phenomenon and strengthen the case 
for a wider programme of work of academic interest and industrial relevance. 
Addendum: Ordered Bands and 
Shear Localisation 
In section 4.4.3 we argued that the occurrence of ordered bands in the simu-
lations in which the flow velocity profile was not constrained to be linear, was 
consistent with localisation of the shear in bands. The possible significance of 
the ordered bands only became clear during the later stages of preparing this 
thesis and a full analysis of the phenomenon was left as a task for the future. The 
most obvious deficiency is the lack of data on the form of the velocity profile. In 
this brief addendum we present some preliminary velocity data which provides 
further evidence of shear localisation. 
The correlation between the fluid microstructure and the form of the flow 
velocity profile for diatomic fluid studied in section 4.3.1 is shown in figure 7.1. 
The plots in column 1 are for the diatomic fluid with all components of the atomic 
velocity thermostatted, whereas for column 2 only the x- and y- components are 
thermostatted. Thus for column 1 the flow velocity profile is constrained to 
a linear form whereas for column 2 the flow velocity profile may depart from 
linearity (see section 4.3.1). Row (a) shows the microstructure of the fluid. As 
previously the plots are perpendicular to the direction of flow and the flow velocity 
varies horizontally. The string phase is clear in both plots and is extensive 
116 
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in x in column 1 whereas in column 2 the string phase is localised in a band 
narrow in x. The plots in row (b) show the z-component of the 'SLLOD' velocity, 
V, =U, - yx, for each atom in the fluid as a function of position in the velocity 
gradient direction (the x-direction). For a linear velocity profile, the 'SLLOD' 
velocity is the thermal velocity, and in this case we would expect the distribution 
of v to have zero mean and be independent of x. The distribution of v in 
column 1 is, therefore, consistent with a linear velocity profile (neglecting the 
obvious variation of v with x due to the structure of the string phase). Now 
consider column 2, in this case the flow velocity profile is not linear. Indeed, three 
discontinuities are clearly seen in v and hence also in the velocity profile. The 
largest discontinuity is centred on the ordered band confirming our argument 
that the ordered band corresponds to a region of above average shear. The two 
smaller discontinuities are evidence that shear localisation can occur without the 
long-range ordering of the string phase. 
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Figure 7.1. Correlation of microstructure and flow velocity profile. See text for 
details of the plots. 
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Crystallization of molecular liquids through 
shear-induced nucleation 
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We report that a shear-induced transition to an ordered state occurs in simu-
lations of condensed molecular systems and that positional ordering can persist 
after shearing has stopped. Moreover, we calculate that shear fluctuations suffi-
cient to induce microscopic ordering can occur in equilibrium fluids. We conclude 
that microscopic ordering induced by shear fluctuations provides a mechanism 
for homogeneous nucleation of the phase transition from liquid to crystal in real 
molecular systems and may therefore he used as the basis of a computational 
technique for investigating the crystallization of molecular liquids. 
1. Introduction 
The shear-induced transition to an ordered state in dense atomic fluids, known 
as the string phase', has been widely observed in computer simulations (Erpen-
beck 1984; Woodcock 1985; Hess 1985; Heyes et al. 1985; Heyes 1986a, b). but 
its physical significance remains the subject of debate (Liem et al. 1992; Loose 
& Ciccotti 1992; Evans et al. 1992). Indeed, Woodcock (1984) has argued that 
the simulation method models more closely the colloidal suspensions of spherical 
particles than atomic liquids. This view is supported by some experimental evi-
dence for such an ordering transition in dense colloidal systems near the freezing 
point (Hoffman 1972; Wagner & Russel 1990; Laun et al. 1992). but is still open 
to question (Evans et al. 1992; Ackerson & Pusey 1988; Ackerson 1991). In con-
trast, the critical shear rate for atomic systems is many orders of magnitude more 
than can he achieved experimentally. Thus it might appear that, despite possible 
relevance to colloids, shear-induced positional order is of little real significance 
for atomic and molecular systems. 
We contend that this is not the case specifically for molecular systems. We 
show that a shear-induced ordering transition occurs in simulations of molecular 
liquids and that, under appropriate conditions, the positional ordering persists 
after the shearing is stopped. Moreover, we estimate that shear fluctuations corn-
parable in magnitude to the critical shear rate for the ordering transition occur in 
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dense molecular fluids in equilibrium. In this paper we assert that local positional 
ordering induced by shear fluctuations may provide the basis of a mechanism for 
homogeneous nucleation of the phase transition from liquid to crystal in real 
molecular systems. Until now, no simulation technique has achieved the liquid 
to crystal transition for a molecular system, though we note that crystallization 
is readily observed in computer studies of atomic systems (see Oxtoby 1992 for 
references). To our knowledge. progress on molecular systems has been restricted 
to the observation of a transition from a disordered to a liquid crystal-like state 
in simulations of model alkanes (Rigby & Roe 1988; van Beest et al. 1993). Devel-
oping a way of simulating such a molecular transition will surely lead to progress 
in the theory of freezing. The value of the proposed mechanism lies not in the 
particular details of the algorithm used for its demonstration, but in the fact that 
the phenomenon does occur in a simple model. 
2. Shear-induced ordering transition 
The parallel non-equilibrium molecular dynamics (NEID) algorithm that we 
use has been described previously by Chviioweth et al. (1991). Briefi, this algo-
rithm uses Lees—Edwards periodic boundary conditions (Lees & Edwards 1972), 
and the so-called SLLOD equations of motion (Evans & Morriss 1984) to impose 
a linear velocity gradient normal to the flow direction, thus simulating planar 
shearing flow. Viscous heat is removed using a Gaussian thermostat applied to the 
atomic motion, achieved by introducing a constraint force into the atomic equa-
tions of motion via a Lagrange multiplier in order to keep the thermal component 
of the kinetic energy explicitly constant (Macgowan & Heyes 1987). Parallelism 
is achieved through spatial decomposition on a rectangular array perpendicular 
to the direction of flow. 
Two model molecules are considered in this study, a homonuclear diatomic 
molecule and a homonuclear planar triatomic molecule. These provide the corn-
putationally least demanding model molecules with linear and planar geometry 
respectively. The model diatomic molecule consists of two Lennard Jones atoms 
hound together with a linear restoring force, while the model planar triatomic 
molecule consists of a Lennard-Jones atom at each of the vertices of an equilat-
eral triangle, with a linear restoring force acting between each pair of atoms in 
the molecule. The equilibrium distance between bonded atoms and the binding 
force constant are the same in both molecules. as are the Lennard-Jones param-
eters. The mass of each atom is 12 amu, the equilibrium bond length is 0.153 rim. 
The Lennard-Jones parameters are a = 0.4 nni and i/k 8 = 72 K. where k 8 is 
the Boltzmann constant. A cut-off distance is taken at the equilibrium distance 
for the intermolecular interaction, a, giving an intermolecular force that is purely 
repulsive. A time step of 2 fs is used, with the stress tensor components computed 
every 100 time steps. 
Shear-induced positional ordering is observed in both the diatomnic and tn-
atomic fluids. Results for the temperature and density dependence of the shear 
rate at which the positional ordering transition occurs are shown in the table. 
Simulations at several system sizes (see the table for details) reveal no significant 
system size effects. We give a brief account of the main features of the ordering 
transition. 
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Table 1. Dependence of the critical shear rate for spatial ordering ('fcr)  on density (p), temper-
ature (T), and type of molecule; the system sizes used are given, and there are no significant 
system size effects. 
molecule 	p/(kg m 3 ) T/K 	ycr/pS ' 	system sizes 
diatomic 800 373 3.25-3.5 144, 288, 576, 1152 
diatomic 800 313 2.75-3.0 1152 
diatomic 400 373 6.0-8.0 144 
triatomic 800 373 3.0-3.25 144, 539 
3 
no 	 4 	 8 
shear rate / ps 
Figure 1. Shear stress as a function of shear rate for a diatomic fluid of 1152 molecules at a 
density of 800 kg m 3 and temperature of 373 K. Errors are less than the symbol size. Once a 
steady state is reached, the mean and standard deviation of the shear stress are calulated from 50 
consecutive values computed at 0.2 ps intervals. The abrupt decrease in shear stress is associated 
with a dramatic change in the microscopic structure of the fluid, as shown in subsequent figures. 
The line drawn is a guide for the eye. 
At a density of 800 kg m 3 and temperature of 373 K the diatomic fluid exhibits 
shear thinning flow behaviour throughout the range of shear rates studied (0.05-
8.0 ps 1 ), with significant differences between the diagonal components of the 
stress tensor. The variation of shear stress with shear rate is shown in figure 1. 
The most striking feature is the abrupt decrease in the shear stress at a shear rate 
in the region of 3.25-3.5 ps 1 , after which the shear stress remains approximately 
constant. 
The abrupt change in the shear stress is associated with a dramatic change 
in the microscopic structure of the fluid. The positions and orientations of the 
molecules before and after the decrease in the shear stress are illustrated in figure 
2. Positional ordering into strings parallel to the flow can be clearly seen in figure 
2b. Molecular orientations can he seen more clearly in figure 3. Figure 3a is typical 
of shear rates in the region before the decrease in shear stress and figure 3b is 
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Figure 2. The positions and orientations of the diatomic molecules (a) before and (b) after the 
decrease in the shear stress. Each molecule is represented by a line joining the centres of the 
atoms in the molecule. The molecules have been projected onto the plane normal to the direction 
of flow. Positional ordering into strings parallel to the flow can be clearly seen in (b). The flow 
velocity changes in the horizontal direction, with flow into the page at the left of the figure and 
out of the page at the right. 
In 	 out 	in 	 out 
Figure 3. The orientations of the diatomic molecules (a) before and (b) after the decrease in 
shear stress. The orientation of a linear molecule can he represented by a single point on the 
surface of a unit hemisphere. Taking the base of the hemisphere perpendicular to the direction 
of flow, each plot is constructed as follows. For each molecule, translate its centre of mass to the 
origin of the hemisphere, then intersect its atom-atom axis with the surface of the hemisphere 
to obtain the point representing its orientation, finally project the point onto the plane of the 
base of the hemisphere using the equal area projection. The flow velocity changes as in figure 2. 
typical of shear rates in the region after the decrease. The off-centre pattern in 
figure 3a shows the tendeiicv for molecules to align at an angle to the direction 
of flow. This is a well-established phenomenon, for further discussion see Edherg 
et al. (1987). In figure 3b we see that the molecules are more strongly aligned in 
the flow direction. 
At the lower temperature of 313 K the flow behaviour of the diatomic fluid 
is similar to that described above except that the ordering transition occurs at 
a lower shear rate in the region of 2.75-3.0 ps However, at the lower density 
of 400 kg m 3 there are qualitative differences in the flow behaviour of the fluid 
compared with that at the higher density (800 kg _3). Specifically, although 
there is a positional ordering transition in the region 6.0-8.0 ps 1 , there is no clear 
evidence of orientational alignment below or above the ordering transition. This is 
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a macroscopic manifestation of weak shear thinning in the pre-transition region, 
behaviour similar to that of the atomic models cited at the outset, where the 
shear thinning is primarily associated with the ordering transition. The decrease 
in critical shear rate with increase in density is as observed in the computer 
simulations of atomic systems by Erpenbeck (1984), and as in the theoretical 
attempts to relate the ordering transition to a hydrodynamic instability most 
recently by Kirkpatrick & Nieuwoudt (1989). 
Central to our thesis is that positional ordering takes place even when orienta-
tional ordering is not in evidence, and the subsequent transition on cooling from 
a positionally ordered system to a fully crystalline state takes place with ease 
even in a computer simulation as shown by Pawley & Thomas (1982). 
Although the suggested ordering mechanism is implicitly in the high shear rate 
regime, as in the work of Evans et al. (1992), we must make a comparison with 
the magnitude of thermally induced shear fluctuations in an equilibrium fluid. 
One possible starting point is with the equations of fluctuating fluid dynamics as 
given by Landau & Lifshitz (1980). 
3. Theoretical estimates 
The equations of fluctuating fluid dynamics are obtained by adding a random 
stress tensor to the Navier-Stokes (NS) equations. For a fluid of infinite extent, the 
integration of the NS equations gives the statistics of the fluid velocity field and 
hence the magnitude of the shear fluctuations. Compressibility and the nonlinear 
term in the equations are neglected in this derivation but, as a simple dimensional 
argument (see below) reaches the same result, we contend that this should give 
a good order of magnitude estimation. 
Let the fluid velocity field he v(r, t). It has zero mean and a generalized auto-
correlation of the form 
(V" (r, t)v(r'. t')) = 
	
- r') kBT e_2It_t'[ 
(2 )i   
In this T is temperature, p is density, v is kinematic viscosity (so ii = re/p where 
ij is the dynamic viscosity), kB is the Boltzmann constant, and k is a unit vector 
in the direction of the wave-vector k. The statistics of the rate of strain tensor 
= (Ov/0r,3 + Ov,3 10r( ) may be readily obtained from those of the velocity 
field by differentiation. For our purposes it suffices to consider the correlation 
of e,,3 as a function of time at the same point in space. This is obtained by 
setting r = r' in the above after differentiation. The k-space integral may then 
he performed. If we further sum over components a, 3 we obtain 
(e13(t)e3(t')) = 3 16p 
kBT 
(irvt - t 1 )_5/2 
As t' -* t the autocorrelation function apparently diverges, but a crossover 
at microscopic times is expected. On inserting v . 2 /r, where \ and T are a 
microscopic length and time respectively, we find 
(e3(t)e(t')) 	(It 	
f) - 2 
pA5 	-F 
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At microscopic times, i.e. It - t' 	r, the power law should cross over to a more 
general scaling function, this scaling function tending to a constant value for very 
short times It —t' 	T. Thus we obtain an estimate of the mean square amplitude 
of the shear fluctuations: (C 2 3 ) 	k i3 T/pA 5 . 
Although the neglect of compressibility and the nonlinear term in the NS equa-
tions is dubious in this limit, the same estimate of the mean square amplitude of 
shear fluctuations can he obtained by several other arguments, and indeed may be 
anticipated on purely dimensional grounds, as follows. The typical mean-square 
velocity of particles is (v 2 ) kBT/ln. The correlation length. ) is of the order of 
the inter-particle spacing, giving m p.\ 3 . An estimate of the mean-square shear 
rate is therefore (v 2 )/) 2 kBT/p.\ 5 , in agreement with the result obtained above. 
Now by inserting p = 800 kg rn 3 , T = 373 K and .A = 1 nrn (a typical length) 
we get (e) 6 x 1021  S-2 . A rough estimate for the r.m.s. amplitude of the 
shear fluctuations is therefore e 3 ) 1 / 2 	0.1 ps'. Comparing this with the criti- 
cal shear rate observed in the simulations indicates that thermally induced shear 
fluctuations of sufficient magnitude to induce ordering may occur in equilibrium 
fluids. While such events may be rare individually, in a bulk sample there are a 
large number (of order 1023)  of volume 'elements' in which a fluctuation may take 
place. Thus it is highly likely that in a hulk sample there are sites where shear 
fluctuations have induced microscopic order. If the order remains when the shear 
disappears, such sites are candidates for the nucleation of crystalline growth in 
the sample. By the same reasoning, fluctuations sufficient to induce spatial order 
are unlikely in the size of system used in computer studies. 
4. Persistence of positional ordering 
The ordered configuration of shear-induced liquid is necessarily not an equi-
librium one and we must consider the relaxation to a solid state equilibrium 
configuration after the shear is stopped. We describe some simple simulations 
where the shear is stopped abruptly. Moreover as the density is held constant, 
the normal stress differences cannot relax to zero through changes in the geometry 
of the system. Despite these rather severe conditions, we observe the persistence 
of positional order when relaxing from configurations of shear-induced order. A 
most dramatic example is shown in figure 4. This illustrates the relaxation of a tn-
atomic fluid of 144 molecules at density of 800 kg m 3 and temperature of 373 K. 
Figure 4a is the triatomic fluid in the state of shear-induced order (shear rate 
of 3.5ps 1 , in left, out right). Figures 4b,c,d correspond to lOOps. 120ps, and 
200 ps after stopping the shear. There is apparent loss followed by a reappearance 
of positional order as the system relaxes to equilibrium. This is associated with 
the disappearance then reappearance of normal stress differences. We interpret 
the reappearance of normal stress differences as being due to the incompatibility 
between the geometry of the lattice and the bounding box. The obvious difference 
between figure 4a and d clearly shows that the persistence of positional order is 
not simply due to the periodic boundary conditions stabilizing the state of shear-
induced order. We note that the persistence of positional order after shearing 
is stopped has been observed in experiments on colloidal systems by Hoffman, 
(1972) and by Wagner & Russel (1990). 
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Figure 4. The positions and orientations of the triatoinic molecules (a) in a state of shear-induced 
order and at (b) 100 ps, (c) 120 ps, (d) 200 ps after shearing is stopped. Each molecule is rep-
resented by an equilateral triangle with vertices corresponding to the positions of the atoms in 
the molecule. The molecules have been projected onto the plane normal to the direction of flow 
in the sheared state. Note the apparent loss then reappearance of positional order as the system 
relaxes to equilibrium. 
5. Conclusion 
The molecular dynamics technique provides model data on the behaviour of 
molecular systems over microscopic lengths and times. Connection with experi-
ment normally requires extrapolation to macroscopic lengths and times. Liem et 
al. (1992) have criticized the relevance of high shear-rate results for atomic and 
molecular systems to macroscopic lengths and times, but our concern is directly 
with the microscopic level. Specifically, we argue that shear fluctuations sufficient 
to induce local ordering which persists may provide the natural basis for a possi-
ble transition mechanism for nucleation of the crystal phase in molecular systems. 
Whether such a mechanism actually occurs in nature is open to question. The 
immediate importance of this work lies in providing a novel computational mech-
anisni for investigating crystallization in molecular systems. In the longer term, 
success in simulation is expected to give insight into the natural process. 
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