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APPROXIMATION OF PARTIALLY SMOOTH FUNCTIONS
Abstract. In this paper we discuss approximation of partially smooth func-
tions by smooth functions. This problem arises naturally in the study of lam-
inated currents.
John Erik Fornæss∗, Yinxia Wang and Erlend Fornæss Wold
1. Introduction
In this paper we discuss approximation of partially smooth functions by smooth
functions. The motivation of this comes from the study of laminated currents [1].
For laminated sets the natural test functions are smooth along leaves and continuous
from leaf to leaf. However, for currents the test functions should be smooth in all
directions. Hence such approximation theorems are very important in the study of
laminated currents.
We study here first the case of laminations by curves in R2. To prove approxima-
tion we need an extra hypothesis which is automatically satisfied in the complex case
of this problem in C2 because we then have holomorphic motion. However, this is
not satisfied in general and in a forthcoming paper we will discuss counterexamples.
In the subsequent sections we generalize our result to R3. First we deal with the
case when we have a lamination of R3 by real surfaces and then we consider the
case when we have a lamination by curves.
We state and prove all our approximation results locally. We obtain global ap-
proximations from these by using a partition of unity. In a forthcoming paper [2]
we will discuss the case of holomorphic motion in C2 with applications to laminated
currents.
2. Approximation and smoothing on curves in R2
We assume that for every a ∈ R we have a smooth C1 graph Γa given by y =
fa(x), x ∈ R. We assume that fa(0) = a. We assume that all graphs are disjoint,
and that there is a graph through each point in R2. Moreover we assume that the
slope function F (x, y) = f ′a(x) if y = fa(x) of the graphs is a continuous function
on R2. Let π : R2 → R be defined by π(x, fa(x)) = a. Then the above hypothesis
implies that π is continuous.
In addition we make the following basic assumption:
(∗) There is a constant L such that for all a, a′ ∈ R we have that
|f ′a′(x) − f ′a(x)| ≤ L · |fa′(x) − fa(x)| log
1
|fa′(x)− fa(x)|
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for all x ∈ R.
We define a class of partially smooth functions:
A := {φ ∈ C(R2);φ|Γa ∈ C1(Γa) ∀ a,
Φ(x, y) := d/dx[φ(x, fa(x))], y = fa(x) ∈ C(R2)}.
Theorem 1. Let φ ∈ A. Let K be a compact subset of R2 and let ǫ > 0. If
(∗) is satisfied then there exists a function ψ ∈ C1(R2) such that for every point
(x, y) = (x, fa(x)) ∈ K:
|ψ(x, y)− φ(x, y)| < ǫ, |d/dx[ψ(x, fa(x))] − d/dx[φ(x, fa(x))]| < ǫ.
The theorem follows from the following special case for the function φ which
equals a on Γa. [This is the function π above.]
Proposition 1. Let g ∈ A, g(x, fa(x)) = a. Let K be a compact subset of R2 and
let ǫ > 0. If (*) is satisfied then there exists a function h ∈ C1(R2) such that for
every point (x, y) = (x, fa(x)) ∈ K:
|h(x, y)− g(x, y)| < ǫ, |d/dx[h(x, fa(x))]| < ǫ.
We first show how the Theorem follows from the proposition. We need a Lemma:
Lemma 1. Choose a, a′ ∈ R such that 0 < a′ − a < 1, and put δ = a′ − a. Then
e−L·|x| log
1
δ
≤ log 1
fa′(x)− fa(x) ≤ e
L·|x| log
1
δ
,
for all x ∈ R.
Proof. Note first that if φ ∈ C1(R) is a positive differentiable function that satisfies
|φ′(x)| ≤ Lφ(x) for all x ∈ R, then e−L|x|φ(0) ≤ φ(x) ≤ eL|x|φ(0) for all x ∈ R.
Define φ(x) := log 1fa′ (x)−fa(x) . By the basic assumption we have that
|φ′(x)| = |f
′
a′(x) − f ′a(x)|
fa′(x) − fa(x) ≤ L · log
1
fa′(x)− fa(x) = L · φ(x),
and so log 1δ · e−L|x| ≤ φ(x) ≤ log 1δ · eL|x|.

Proof. We fix a compact set K in R2. Fix a positive integer J. For each integer j
set φj(x) = φ(x, fj/J (x)). Set Λj(a) = cos
2(piJ2 (a− jJ )) if (j− 1)/J ≤ a ≤ (j+1)/J
and 0 otherwise. We let
ψ(x, y) :=
∑
j
φj(x)Λj ◦ π(x, y).
Fix a, j/J ≤ a ≤ (j + 1)/J. We have then
|ψ(x, fa(x)) − φ(x, fa(x))| ≤ |φj(x) − φ(x, fa(x))|Λj(a)
+ |φj+1(x) − φ(x, fa(x))|Λj+1(a)
≤
∣∣φ(x, fj/J (x)) − φ(x, fa(x))∣∣
+
∣∣φ(x, f(j+1)/J (x) − φ(x, fa(x))∣∣
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Using the Lemma it follows that ψ(x, fa(x)) is arbitrarily close to φ(x, fa(x)) in
sup norm.
We also need to compare C1 norms on each graph:
|d/dx(ψ(x, fa(x))) − d/dx(φ(x, fa(x)))| ≤ |d/dx(φj(x)− φ(x, fa(x)))|Λj(a)
+ |d/dx(φj+1(x)− φ(x, fa(x)))|Λj+1(a)
≤ ∣∣d/dx(φ(x, fj/J (x)) − φ(x, fa(x)))∣∣
+
∣∣d/dx(φ(x, f(j+1)/J (x)− φ(x, fa(x)))∣∣
Applying the Lemma again, it follows that ψ(x, fa(x)) and φ(x, fa(x)) are close
in C1 norm.
Hence to prove the Theorem we only need to approximate the function ψ. In
order to do this we only need to approximate the functions Λj ◦ π. However, this
is no problem because Λj is C1 and π is approximated by the function h in the
Proposition.

We proceed to prove Proposition 1. Now let b ∈ R such that a < b < a′, and
define the following function:
d(x) =
fb(x)− fa(x)
fa′(x)− fa(x) .
We have that
(∗)|d′(x)| ≤ |f
′
b(x) − f ′a(x)|
fa′(x)− fa(x) +
|f ′a′(x) − f ′a(x)|
fa′(x) − fa(x) .
Lemma 2. If |fb(x) − fa(x)| ≥ 14 |fa′(x)− fa(x)| then
|d′(x)| ≤ L log 4 + 2L log 1
δ
· eL|x|.
Proof. By (∗) and our basic assumption together with the fact that fb(x)− fa(x) <
fa′(x)− fa(x) we have that
|d′(x)| ≤ L · log 1
fb(x) − fa(x) + L · log
1
fa′(x)− fa(x) .
Since 1fb(x)−fa(x) ≤ 4 1fa′ (x)−fa(x) we have that
log
1
fb(x)− fa(x) ≤ log 4 + log
1
fa′(x) − fa(x) ,
and if we use the Lemma we get
|d′(x)| ≤ L · log 4 + 2L log 1
δ
· eL|x|.

We next prove the proposition.
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Proof. We construct smooth functions hδ such that hδ → g as δ → 0. For any δ > 0
we let aδ(j) = j · δ for j ∈ Z. Let χ : [0, 1] → R be a smooth function such that
χ(t) = 1 for 0 ≤ t ≤ 14 and χ(t) = 0 for 34 ≤ t ≤ 1. Let C be a constant such that
|χ′(t)| ≤ C for all t ∈ [0, 1].
We first define hδ on the graphs Γaδ(j) simply by hδ|Γ
aδ(j)
≡ aδ(j). Next we define
hδ between two graphs Γaδ(j) and Γaδ(j+1):
hδ(x, y) = a
δ(j) · χ
(
y − faδ(j)(x)
faδ(j+1)(x)− faδ(j)(x)
)
+ aδ(j + 1) · (1− χ)
(
y − faδ(j)(x)
faδ(j+1)(x) − faδ(j)(x)
)
.
It is clear that hδ → h in sup norm on K. We have to check that we have
convergence in C1 norm on each graph.
Fix a point (x, y) ∈ R2, let b ∈ R such that (x, y) lies on the graph Γb. We
differentiate hδ along Γb at (x, y). We have that (x, y) lies between two graphs
Γaδ(j) and Γaδ(j+1). Now
| d
dx
hδ(x, fb(x))| ≤ δ · C · | d
dx
(
fb − faδ(j)
faδ(j+1) − faδ(j)
)
(x)|.
If fb(x)− faδ(j)(x) < 14 (faδ(j+1)(x)− faδ(j)(x)), we have that h is constant near
(x, y) so that is fine. Otherwise it follows from Lemma 2 that
d
dx
hδ(x, fb(x)) ≤ δ · C · (L log 4 + 2 · L log 1
δ
· eL·|x|).
Since this estimate only depends on |x| and δ the result follows.

3. Approximation and smoothing on surfaces in R3
We assume that for every a ∈ R we have a smooth C1 surface Γa given by
z = fa(x, y), (x, y) ∈ R2. We assume that all surfaces are disjoint, and that there is
a surface through every point in R3. Let π : R3 → R be defined by π(x, y, fa(x, y)) =
a. Then the above hypotheses imply that π is continuous.
In addition we make the following basic assumption: There is a constant L such
that for all a, a′ ∈ R we have that
(1)
∣∣∣∣ ∂∂xfa′(x, y)−
∂
∂x
fa(x, y)
∣∣∣∣ ≤ L · |fa′(x, y)− fa(x, y)| log 1|fa′(x, y)− fa(x, y)|
(2)
∣∣∣∣ ∂∂yfa′(x, y)−
∂
∂y
fa(x, y)
∣∣∣∣ ≤ L · |fa′(x, y)− fa(x, y)| log 1|fa′(x, y)− fa(x, y)|
for all x, y ∈ R.
This implies in particular that F (x, y, z) := ∂∂xfa(x, y) if z = fa(x, y) is a con-
tinuous function. Similarly G(x, y, z) := ∂∂yfa(x, y) if z = fa(x, y) is a continuous
function.
We define a class of partially smooth functions:
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A := {φ ∈ C(R3);φ|Γa ∈ C1(Γa) ∀ a,
Φ(x, y, z) :=
∂
∂x
φ(x, y, fa(x, y)), z = fa(x, y) ∈ C(R3),
Ψ(x, y, z) :=
∂
∂y
φ(x, y, fa(x, y)), z = fa(x, y) ∈ C(R3)}.
Theorem 2. Let φ ∈ A. Let K be a compact subset in R3 and let ǫ > 0. If (1) and
(2) are satisfied, then there exists a function ψ ∈ C1(R3) such that for every point
(x, y, z) = (x, y, fa(x, y)) ∈ K:
|ψ(x, y, z)− φ(x, y, z)| < ǫ,
| ∂
∂x
[ψ(x, y, fa(x, y))] − ∂
∂x
[φ(x, y, fa(x, y))]| < ǫ,
| ∂
∂y
[ψ(x, y, fa(x, y))]− ∂
∂y
[φ(x, y, fa(x, y))]| < ǫ.
As in the previous section this follows from the following result:
Proposition 2. Let g ∈ A, g(x, y, fa(x, y)) = a. Let K be a compact subset in
R3 and let ǫ > 0. Suppose (1) and (2) are satisfied. Then there exists a function
h ∈ C1(R3) such that for every point (x, y, z) = (x, y, fa(x, y)) ∈ K:
|h(x, y, z)− g(x, y, z)| < ǫ,
| ∂
∂x
[h(x, y, fa(x, y))]| < ǫ,
| ∂
∂y
[h(x, y, fa(x, y))]| < ǫ.
We proceed to prove the Proposition.
Proof. The proof is the same as in the last section: For any δ > 0 we let aδ(j) = j ·δ
for j ∈ Z. Let χ : [0, 1]→ R be a smooth function such that χ(t) = 1 for 0 ≤ t ≤ 14
and χ(t) = 0 for 34 ≤ t ≤ 1. Let C be a constant such that |χ′(t)| ≤ C for all
t ∈ [0, 1].
We first define hδ on the surfaces Γaδ(j) simply by hδ|Γ
aδ(j)
≡ aδ(j). Next we
define hδ between two surfaces Γaδ(j) and Γaδ(j+1):
hδ(x, y, z) = a
δ(j) · χ
(
z − faδ(j)(x, y)
faδ(j+1)(x, y)− faδ(j)(x, y)
)
+ aδ(j + 1) · (1− χ)
(
z − faδ(j)(x, y)
faδ(j+1)(x, y)− faδ(j)(x, y)
)
.
It is clear that hδ → h in sup norm on K. We have to check that we have
convergence in C1 norm on each surface.
For each j and aδ(j) < b < aδ(j + 1) define as in the last section
d(x, y) =
fb(x, y)− faδ(j)(x, y)
faδ(j+1)(x, y)− faδ(j)(x, y)
.
Suppose that |fb(x, y) − faδ(j)(x, y)| ≥ 14 |faδ(j+1)(x, y) − faδ(j)(x, y)|. As in the
proof of Lemma 2 we get that
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∣∣∣∣ ∂∂xd(x, y)
∣∣∣∣ ≤ L log 4 + 2 · L log 1faδ(j+1)(x, y)− faδ(j)(x, y)
and the same for ∂∂yd(x, y). Using Lemma 1 along the line through (0, 0) and (x, y)
and increasing L we obtain
∣∣∣∣ ∂∂xd(x, y)
∣∣∣∣ ≤ L log 4 + 2 · L log 1δ · eL
√
x2+y2 .
This gives that
| ∂
∂x
h(x, y, fb(x, y))| ≤ δ · C ·
(
L log 4 + 2 · L · log 1
δ
· eL
√
x2+y2
)
.
The same holds for ∂∂y .

4. Approximation and smoothing on Curves in R3
We assume that we have for every a = (a1, a2) ∈ R2 a smooth C1 graph Γa,
y = (y1, y2) = fa(x), x ∈ R. We suppose that fa(0) = a. Also we assume that the
graphs are disjoint. We assume there is a graph through each point. So for every
(x, y) ∈ R3 there is a unique vector a so that y = fa(x). We set F (x, y) := dfa(x)dx
when y = fa(x).
Our basic assumption is now that :
(BA) ‖F (x, y′)− F (x, y)‖ ≤ L‖y′ − y‖ log(1/‖y′ − y‖)
for a fixed constant L and for all x, y, y′. For later use we will assume that L log 2 >
1.
Lemma 3. Let F satisfy (BA). There exist positive constants C, δ0 ∈ R such that
the following holds: For all positive δ ∈ R with 0 < δ < δ0 there is a vector valued
function Fδ(x, y) such that
(i) ‖Fδ − F‖∞ ≤ Cδ log 1δ ,
(ii) ‖JyFδ‖∞ ≤ C2 log 1δ .
Proof. We use the function Λ(t) = [cos(t)]2,−π/2 ≤ t ≤ π/2 and 0 otherwise.
Next choose a grid, ym,n = (mδ, nδ). Let Fmn(x) be a smoothing of the function
F (x, ym,n) such that |F (x, ym,n)− Fmn(x)| < δ. Next we define
Fδ(x, y) =
∑
m,n
Λ(
π(y1 −mδ)
2δ
)Λ(
π(y2 − nδ)
2δ
)Fmn(x).
Suppose that mδ ≤ y1 ≤ (m+ 1)δ, nδ ≤ y2 ≤ (n+ 1)δ. Then
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‖Fδ(x, y1, y2)− F (x, y1, y2)‖
= ‖
∑
i=m,m+1,j=n,n+1
Λ(
π(y1 − iδ)
2δ
)Λ(
π(y2 − jδ)
2δ
)Fij(x)− F (x, y1, y2)‖
= ‖
∑
i=m,m+1,j=n,n+1
Λ(
π(y1 − iδ)
2δ
)Λ(
π(y2 − jδ)
2δ
) [Fij(x)− F (x, y1, y2)] ‖
≤
∑
i=m,m+1,j=n,n+1
‖Fij(x) − F (x, y1, y2)‖
≤
∑
i=m,m+1,j=n,n+1
‖Fij(x) − F (x, iδ, jδ)‖+ ‖F (x, iδ, jδ)− F (x, y1, y2)‖
≤ 4δ + 4L(2δ) log 1
2δ
≤ Cδ log 1
δ
,
if C is chosen appropriately.
We estimate the y-derivatives of Fδ.
‖∂Fδ
∂y1
‖
= ‖∂/∂y1
∑
i=m,m+1,j=n,n+1
Λ(
π(y1 − iδ)
2δ
)Λ(
π(y2 − jδ)
2δ
)Fij(x)‖
= ‖∂/∂y1
∑
i=m,m+1,j=n,n+1
Λ(
π(y1 − iδ)
2δ
)Λ(
π(y2 − jδ)
2δ
)[Fij(x)− Fmn(x)]‖
≤ C log(1/δ),
if C is chosen appropriately. Since we can increase C if we like, the lemma is
proved. 
Let (x, y) ∈ R3. Then y = fa(x) for some a ∈ R2. We define π : R3 → R2,
π(x, y) = a if y = fa(x).
Lemma 4. The function π is continuous.
Proof. This is proved by the same method as in Lemma 1. 
We introduce again a class of partially smooth functions.
A := {φ ∈ C(R3);φ|Γa ∈ C1(Γa) ∀ a,
Φ(x, y) :=
d
dx
[φ(x, fa(x))], y = fa(x) ∈ C(R3)}.
We let DR denote the real polydisk of radius R:
DR := {(x, y) ∈ R3; |x| ≤ R, |yi| ≤ R}.
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Theorem 3. Assume (BA) is satisfied. There exists a positive R ∈ R such that for
all φ ∈ A and all ǫ > 0 there exists a C1 smooth function ψ : DR → R so that
|ψ(x, y)− φ(x, y)| < ǫ
for all (x, y) < DR. Moreover,
∣∣∣∣ ddx (ψ(x, fa(x))) −
d
dx
(φ(x, fa(x)))
∣∣∣∣ < ǫ
for all x, a with (x, fa(x)) ∈ DR.
As before this follows from the following Proposition:
Proposition 1. There exists a positive R ∈ R such that for all ǫ > 0 there exists a
C1 smooth function ψ : DR → R2 so that ‖ψ(x, y)−π(x, y)‖ < ǫ for all (x, y) ∈ DR.
Moreover,
∥∥ d
dx(ψ(x, fa(x)))
∥∥ < ǫ for all (x, a) with (x, fa(x)) ∈ DR.
Proof. For small enough δ let Fδ be the approximating function from Lemma 3.
For each a ∈ R2 let y = f δa(x) be the unique (local) solution to the differential
equation dy/dx = Fδ(x, y) with f
δ
a(0) = a. There is a positive constant µ such that
the solution exist for |x| < µ. Our first goal is to show that we have µ =∞.
We want to compare the graphs of f δa and fa, so we define a function
φδa(x) := ‖f δa(x)− fa(x)‖.
We have that
‖(f δa)′(x)− f ′a(x)‖ = ‖Fδ(x, f δa(x)) − F (x, fa(x))‖
= ‖Fδ(x, f δa(x)) − F (x, f δa (x)) + F (x, f δa(x)) − F (x, fa(x))‖
≤ ‖Fδ(x, f δa(x)) − F (x, f δa (x))‖ + ‖F (x, f δa(x)) − F (x, fa(x))‖
≤ δ + L‖f δa(x)− fa(x)‖ log
1
‖f δa(x) − fa(x)‖
Differentiating and using the Cauchy-Schwarz inequality we get that
| ∂
∂x
φδa(x)| ≤ δ + Lφδa(x) log
1
φδa(x)
.
This gives that | ∂∂x logφδa(x)| ≤ δφδa(x) +L log
1
φδa(x)
, and so f δa(x) stays bounded for
bounded x. Thus Fδ provides us with a new lamination of R
3 and our next goal
is to show that we actually approximate the lamination defined by F on compact
sets.
Lemma 5. Let φ be a C1 smooth function and suppose δ < φ(x) < 1/2 on (0, b),
φ(0) = δ and φ′ ≤ δ + Lφ log(1/φ) on (0, b). If L log 2 > 1, then φ(x) ≤ δ(e−2Lx) on
(0, b).
Proof. We have φ′ ≤ δ + Lφ log(1/φ) ≤ 2Lφ log(1/φ). Hence
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φ′
φ log(1/φ)
≤ 2L
⇒
[log(log(1/φ))]
′
=
1
log(1/φ)
−φ′
φ
≥ −2L
|[log(log(1/φ))]|x0 ≥ −2Lx, x ≥ 0
log(log(1/φ(x))) − log(log(1/δ)) ≥ −2Lx
log
[
log(1/φ(x))
log(1/δ)
]
≥ −2Lx
log(1/φ(x))
log(1/δ)
≥ e−2Lx
log(1/φ(x)) ≥ log(1/δ)e−2Lx
logφ(x) ≤ (log δ)e−2Lx
= log(δ(e
−2Lx))
φ(x) ≤ δ(e−2Lx)

Corollary 1. Let 0 < τ < 1. Then if |x| ≤ (log(1/τ))/(2L) and if δ is small
enough such that δτ < 12 , we have that
φδa(x) ≤ δτ .
Proof. If φδa(x) ≤ δ, we are done. On an interval where φδa(x) > δ we use the above
lemma to show that φδa(x) ≤ δτ as long as e−2L|x| ≥ τ, i.e. −2L|x| ≥ log τ so
|x| ≤ (log(1/τ))/(2L). 
This Corollary says that integral curves of F and F δ starting at the same point
when x = 0 remain close.
Let Γδ denote the set
Γδ = {(x, f δa(x)); |x| ≤ 1, ‖a‖ < 1},
and choose an (initial) R such that DR ⊂ Γδ as long as δ is small enough. Define a
projection πδ : DR → R2 by πδ(x, f δa(x)) = a. Corollary 1 above shows that πδ → π
as δ → 0. We will define ψ = πδ for a small enough δ. Let (x0, y0) = (x0, fa(x0)) ∈
DR. It remains to prove that we have∥∥∥∥ ddx [πδ(x, fa(x))]
∥∥∥∥ < ǫ
at (x0, y0) if δ is small enough.
By the chain rule, if we write πδ = (π
1
δ , π
2
δ ),
d
dx
(πiδ(x0, fa(x0)) =
∂πiδ
∂x
(x0, fa(x0)) +∇yπiδ(x0, fa(x0)) · f ′a(x0).
We write this for short as
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d
dx
(πδ(x0, fa(x0)) =
∂πδ
∂x
(x0, fa(x0)) +∇yπδ(x0, fa(x0)) · f ′a(x0).
Since πδ is constant on the graphs y = f
δ
a′(x) we also have πδ(x, f
δ
a′(x)) ≡ a′ so
0 =
∂πδ
∂x
(x, f δa′(x)) +∇yπδ(x, f δa′(x)) · (f δa′)′(x).
Let a′ be so that y0 = f δa′(x0) = fa(x0).
Subtracting we have
d
dx
(πδ(x, fa(x)))(x0) = ∇yπδ(x0, y0) ·
[
f ′a(x0)− (f δa′)′(x0)
]
= ∇yπδ(x0, y0) · [F (x0, y0)− Fδ(x0, y0)]
Hence
∥∥∥∥ ddx (πδ(x, fa(x)))(x0)
∥∥∥∥ ≤ Cδ log 1δ ‖∇yπδ(x0, y0)‖ .
We proceed to prove that if |x| < 12C then ‖∇yπδ(x0, y0)‖ < 2√δ .
To this end we consider the nearby graphs y = f δa′(x) and y = f
δ
a′+∆a(x). Define
(∆f δ)(x) := f δa′+∆a(x)− f δa′(x). Then
d
dx
((∆f δ)(x)) = (f δa′+∆a)
′(x)− (f δa′)′(x)
= Fδ(x, f
δ
a′+∆a(x)) − Fδ(x, f δa′(x))
By Lemma 3 we get
∥∥∥∥ ddx ((∆f δ)(x))
∥∥∥∥ = ∥∥Fδ(x, f δa′+∆a(x)) − Fδ(x, f δa′(x))∥∥
≤ C log(1/δ)‖f δa′+∆a(x) − f δa′(x)‖
= C log(1/δ)‖(∆f δ)(x)‖
Since | ddx‖(∆f δ)(x)‖| ≤ ‖ ddx(∆f δ)(x)‖ we get as in the proof of Lemma 1 in Section
1 that
e−C log
1
δ
|x|‖(∆f δ)(0)‖ ≤ ‖(∆f δ)(x)‖ ≤ eC log 1δ |x|‖(∆f δ)(0)‖.
But ∆f δ(0) = f δa′+∆a(0)− f δa′(0) = (a′ +∆a)− a′ = ∆a, and so we get
δC|x|‖∆a‖ ≤ ‖(∆f δ)(x)‖ ≤ δ−C|x|‖∆a‖.
Hence
‖∆a‖
‖∆f δ(x)‖ ≤ δ
−C|x|,
and so
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∥∥∥∥∥
∂πjδ
∂yi
∥∥∥∥∥ ≤
1
δC|x|
,
for j, i = 1, 2. If we choose |x| so small that
C|x| ≤ 1/2
then
‖∇yπδ‖ ≤ 2√
δ
.
But then
∥∥∥∥ ddx (πδ(x, fa(x)))
∥∥∥∥ ≤ (Cδ log 1δ ) ·
2√
δ
= 2C
√
δ log
1
δ
.
After decreasing, R, this completes the proof since
√
δ log 1δ → 0 as δ → 0.

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