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Abstract
Disordered materials are ubiquitous in nature and engineering. The physical
properties of such random heterogeneous materials are strongly coupled with
the strength and spatial distribution of the disorder. Disorder leads to fluc-
tuations in material properties which become relevant for mesoscales below
the representative volume element (RVE) size. The overarching theme of this
dissertation is modeling apparent properties of disordered systems on sub-
RVE lengthscales using numerical techniques that are based on an explicit
representation of the material microstructure.
The classical picture of elastic-plastic transition as a smooth process is chal-
lenged by the compression experiments on micro/nano pillars where plastic
strain was observed to accumulate intermittently. Using a discrete spring
lattice modeling approach, the intermittent plastic strain avalanche behav-
ior is well captured such that the event sizes follow a power-law distribu-
tion with an exponent that is in agreement with experiments, theory, and
other models. Then using finite-size scaling analysis, the elastic-plastic tran-
sition is shown to belong to the long-range correlated percolation class, a
second-order phase transition. Interestingly, this behavior is in contrast to
the elastic-brittle transition in disordered media which is abrupt, akin to a
first-order phase transition.
The elastic-brittle transition in disordered media is characterized by fore-
shadowing of the final macroscopic failure by accumulation of significant
amount of distributed damage which results in precursory events observed
as avalanches in experiments and simulations. We use a jump Markov pro-
cess to model the stochastic evolution of damage. The Markov process is
informed by the avalanche size distribution for a given quasibrittle material.
The fiber bundle model (FBM) is used as an example to test the viability of
the proposed approach. The stochasticity and size-dependence of the damage
evolution process are inherently captured through the inputs provided for the
ii
jump Markov process. The avalanche and failure strength distributions are
used to describe the effect of microscopic information present in the form of
the disorder on the macroscopic damage evolution behavior.
We also investigated the effective thermal conductivity of spatially corre-
lated two-phase microstructures. The presence of such spatial correlations is
observed in interpenetrating phase composites (IPCs) where either phase is
interconnected throughout the microstructure. A Gaussian correlation func-
tion based method is employed to generate numerical microstructures that
are statistically similar to the experimentally captured micrographs. Scale-
dependent bounds on the effective thermal conductivity are then obtained
using the Hill-Mandel macrohomogeneity condition. A scaling function is
formulated to describe the transition from statistical volume element (SVE)
to representative volume element (RVE), as a function of the mesoscale, the
spatial correlation length of the microstructure, the volume fraction, and the
contrast between the phases. A material scaling diagram is also constructed
which allows estimation of the RVE size, to within a chosen accuracy, of a
given microstructure with short-range spatial correlations.
Conductive polymer nanocomposites have emerged as an important class
of (disordered) materials with a wide range of conductive, semiconductive,
and static dissipative applications. Dramatic improvement in the electrical
conductivity can be obtained by adding marginal amounts of nanofillers such
as carbon nanotubes (CNTs), graphene nanoplatelets (GNPs), and carbon
black (CB). This phenomenon is induced by the formation of a percolating
network of nanofillers interconnected electrically by the quantum tunneling
effect. A continuum percolation model along with the critical path approx-
imation is used to investigate the effect of various filler attributes such as
filler size polydispersity and alignment on the effective electrical behavior of
the nanocomposite. The model proves to be an effective tool to understand
the limitations of theoretical models and analyze experimental data to ex-
tract key parameters which would improve the predictive capability of this
approach.
iii
To my grandmother, for her love and support
iv
Acknowledgments
First and foremost, I would like to thank my adviser Prof. Martin Ostoja-
Starzewski for his guidance and support which has made this dissertation take
shape. He has well prepared me to be an independent researcher by always
providing the freedom to explore and thereby nurturing the confidence within
me to investigate interesting research questions. Whenever I came across a
research hurdle, he would always help me out with his extensive knowledge,
expertise, and command over and beyond continuum thermomechanics. I
consider myself fortunate to have worked with Prof. Ostoja-Starzewski and
thank him for introducing me to some fascinating topics in the mechanics of
random media. I would also like to thank Prof. Iwona Jasiuk for providing me
the opportunity to work collaboratively on polymer nanocomposites project.
She always provided interesting research suggestions and facilitated fruitful
collaborations that have resulted in an interesting research investigation. Her
guidance and valuable advise on developing an academic career would be
extremely beneficial in future.
I would like to thank my dissertation committee members (Prof. Huseyin
Sehitoglu, Prof. Ahmed Elbanna, and Prof. Kyle Smith) and Prof. Karin
Dahmen for their feedback and interest in my research work. Some of the
large-scale numerical simulations would not have been possible without the
help and support of Prof. Seid Koric. I would like to thank him for his quick
replies, readiness to help and discuss various convergence and scaling issues
associated with the spring-lattice simulations.
I would like to acknowledge the use of computing resources on Taub cluster
provided by the college of engineering at University of Illinois. I would also
like to thank the Private Sector Program and the Blue Waters sustained-
petascale computing project at the National Center for Supercomputing Ap-
plications (NCSA). Blue Waters is supported by the National Science Foun-
dation (award number OCI 07-25070) and the state of Illinois. I would also
v
like to acknowledge the financial support for this work provided by NSF
grant IIP-1238331, grant CMMI-1030940, and NSF center for high voltage
and temperature materials and structures [NSF I/UCRC (IIP-1362146)].
I would like to thank all members of our research group who have played
an vital role in making graduate school a delightful experience. I would
like to acknowledge Jun Li, Hady, and Ankit for helping me make a smooth
transition in to this research group. Interactions, technical and non-technical
discussion with Vinesh, Jun Zhang, Dansong, Bharath, and Amit were always
helpful and insightful. I would like to thank Fereshteh for her efforts and
critical inputs on the nanocomposites modeling project. I would also like
to thank Pouyan for taking the initiative to collaborate on modeling AC
conductivity of nanocomposites. I am grateful to Mete and Prof. Hussainova
for providing their experimental results for analysis and comparison with
models.
For the past six years, Chambana felt like home thanks to a sizable set of
remarkable people I feel fortunate to have as friends. A special mention goes
to the meticulous experimentalist Gokul for having witnessed most of this
work being done, for a number of interesting and stimulating discussions,
and for sharing the enthusiasm for the game of physical Chess called Squash.
Sailing through the inevitable rough patches of graduate school would not
have been as easy without the emotional support of my lovely fiance´e Rashmi.
I would like to thank her for being so wonderfully supportive, her patience
especially over the last few years, her understanding and love.
Above all, I am indebted towards the love, motivation, and support by my
grandmother, parents, brother, and all members of Kale, Joshi, and Ban-
dishte families.
vi
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Chapter 1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Separation of scales . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Dissertation overview . . . . . . . . . . . . . . . . . . . . . . . 3
Chapter 2 Elastic-plastic-brittle transition and avalanches in dis-
ordered media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Effective stress-strain response . . . . . . . . . . . . . . 12
2.3.2 Damage distribution . . . . . . . . . . . . . . . . . . . 13
2.3.3 Plastic strain avalanche characteristics . . . . . . . . . 17
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Chapter 3 Morphological Study of Elastic-Plastic-Brittle Transi-
tions in Disordered Media . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Elastic-plastic transition . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 Order parameters . . . . . . . . . . . . . . . . . . . . . 24
3.3.2 Effect of plastic hardening ratio . . . . . . . . . . . . . 25
3.3.3 Comparison with the random percolation problem . . 28
3.3.4 Hardening ratio ET/E > 1 . . . . . . . . . . . . . . . . 33
3.3.5 Perfectly plastic transition as a percolation process . . 36
3.3.6 Plastic strain accumulation . . . . . . . . . . . . . . . 46
3.4 Elastic-plastic-brittle transition . . . . . . . . . . . . . . . . . 52
3.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
vii
Chapter 4 Modeling stochastic damage evolution as a Markov pro-
cess . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Fiber bundle model . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Damage evolution in FBM as a Markov process . . . . . . . . 69
4.3.1 Displacement-controlled conditions . . . . . . . . . . . 69
4.3.2 Force-controlled conditions . . . . . . . . . . . . . . . . 71
4.3.3 Monte Carlo simulation of jump Markov process . . . . 76
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Chapter 5 Homogenization of spatially correlated microstructures . . 79
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Gaussian correlated microstructure . . . . . . . . . . . . . . . 80
5.3 Generating Gaussian correlated microstructures . . . . . . . . 84
5.4 Problem definition . . . . . . . . . . . . . . . . . . . . . . . . 86
5.5 Numerical model . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.6.1 Comparison with experiments . . . . . . . . . . . . . . 90
5.6.2 Effect of correlation length . . . . . . . . . . . . . . . . 95
5.6.3 Effect of volume fraction . . . . . . . . . . . . . . . . . 101
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Chapter 6 Modeling electrical behavior of polymer nanocompos-
ites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Literature overview . . . . . . . . . . . . . . . . . . . . . . . 106
6.3 Tunneling-percolation model . . . . . . . . . . . . . . . . . . 109
6.4 Effect of polydispersity . . . . . . . . . . . . . . . . . . . . . . 111
6.4.1 Polydisperse prolate ellipsoids . . . . . . . . . . . . . . 113
6.4.2 Polydisperse oblate ellipsoids . . . . . . . . . . . . . . 116
6.4.3 Comparison with experiments . . . . . . . . . . . . . . 125
6.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 132
6.5 Effect of filler alignment . . . . . . . . . . . . . . . . . . . . . 133
6.5.1 Model setup . . . . . . . . . . . . . . . . . . . . . . . . 136
6.5.2 Excluded volume based predictions . . . . . . . . . . . 138
6.5.3 Effect of 〈S〉 . . . . . . . . . . . . . . . . . . . . . . . 143
6.5.4 Effect of m . . . . . . . . . . . . . . . . . . . . . . . . 144
6.5.5 Anisotropy in percolation threshold . . . . . . . . . . 152
6.5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 155
Chapter 7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.1 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.1.1 Stochastic damage evolution in disordered media . . . 159
7.1.2 Scaling to RVE in correlated microstructures . . . . . . 160
viii
7.1.3 Electrical behavior of polymer nanocomposites . . . . . 161
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
ix
List of Tables
6.1 Estimation of the tunneling-induced lengthscale λ for cases
A-E of different MWCNTs as presented in Castillo et al.
[91]. The diameter D and percolation threshold φc are
taken as reported in Ref. [91], while L50, 〈L〉 and Lw are
obtained using the MWCNT length distribution provided
therein. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2 Estimated tunneling lengthscale ξ using Eq. (6.10) for cases
A-E of different MWCNTs studied in Castillo et al. [91]. . . . 129
6.3 Estimated of ξ/L using Eq. (6.11) for four types GNP dis-
persions as presented in Tkalya et al. [115]. The sample
names are adopted from their article. . . . . . . . . . . . . . . 132
x
List of Figures
1.1 An illustration of different lengthscales present in a par-
ticulate composite material. The microscale d is identified
as the characteristic particle size, the macroscale Lmacro is
the lengthscale associated with component size, and the
mesoscale L is represented as an intermediate lengthscale
between d and Lmacro. . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 (a) The bilinear constitutive force-displacement behavior of
an individual spring element showing elastic-plastic tran-
sition at δy, elastic unloading at δu and failure at δf . k
and kT denote spring stiffness before and after yielding,
respectively. (b) The 8-spring lattice model with filled cir-
cles showing the nodes and lines representing the connect-
ing springs. Every node is connected to its 8 surrounding
neighbors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Normalized stress-strain curves for (a) Dy = 0.5 and Df =
{0.01, 0.2, 0.5, 1} along with the elastic-plastic transition
curve; and (b) Df = 0.5 and Dy = {0.01, 0.2, 0.5, 1} for
L=128 obtained with EPBM at N = 5 and ET/E = 0.1. . . . 12
2.3 (a) Averaged damage profile p(x) for L = 128, ET/E = 0
and Dy = Df = 1 at increasing values of N over 400 re-
alizations. Damage localization is apparent through de-
creasing width of damage with increasing N . (b) Over-
lap of macroscopic fracture surfaces with brittle fracture
surface (B) and perfectly-plastic yield surface (PP ) for
L = {32, 64, 256} averaged over Nr = {1000, 500, 400} real-
izations. Overlap with B decreases while overlap with PP
increases with increasing N . (c) Fracture surfaces obtained
for a particular realization for different N at L = 128 along
with PP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Strain avalanche size distribution for avalanches collected
up to a fraction of the flow stress σmax for L = 128. (inset)
Data collapse after rescaling s → s(1 − σ/σmax)1/θ with
θ = 0.4± 0.05 . . . . . . . . . . . . . . . . . . . . . . . . . . 15
xi
2.5 Strain avalanche size distribution for avalanches collected
up to the flow stress for L = 128 at different hardening
ratios ET/E = {0, 0.001, 0.005, 0.01, 0.05, 0.1}. (inset)
Data collapse after rescaling s→ s(ET/E)λ with λ = 0.9±
0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 (a) The bilinear constitutive force-displacement (F − δ)
law implemented at the spring level showing the elastic-
plastic transition at δy, elastic unloading at δu, and failure
at δf . δ is the absolute change in length of the spring.
The elastic spring stiffness is denoted by k, while the post-
yielding spring stiffness is kT . (b) The diamond spring
lattice of size L = 8 (solid lines) along with the square grid
(dotted lines) that is used to generate a pixelated image by
assigning a pixel to each spring. The boundary conditions
used are such that the bottom edge nodes are fixed and the
upper edge nodes are displaced in small increments in the
out of plane direction, while periodic boundary conditions
are used on the side edges. . . . . . . . . . . . . . . . . . . . . 22
3.2 (a)-(d) Set of yielded springs (black pixels) evolving with
the increasing external load applied with the correspond-
ing normalized average strain value ε (See Fig. 3.3 for the
corresponding stress and vy values). White pixels represent
the grains in an elastic state. The simulation is performed
with ET/E = 0.2 on lattice size L = 256. . . . . . . . . . . . . 26
3.3 (a) The normalized average stress-strain curve and (b) vol-
ume fractions vy and v
all
y for ET/E = 0.2 on lattice size
L = 256 shown in Fig. 3.2. Since the elastic unloading
activity is negligible in this case, both curves cannot be
differentiated. The elastic-plastic transition in terms of
the order parameters eT , v and v
all
y (Eq. 3.1) is given in (c). . . 27
3.4 Effect of hardening on the elastic-plastic transition in v−eT
space for ET/E = {0, 0.05, 0.2, 0.5} on L = 256 is shown
in (a)-(d), respectively. The solid lines are for v, while the
dotted lines represent vall. The dash-dot lines represent
vrp curves obtained using random bond percolation on the
same spring lattice. The difference between vall and v is
the measure of the amount of unloading activity which is
significant only for the perfectly plastic case. . . . . . . . . . 29
xii
3.5 (a)-(f) Evolving set of plastic grains for perfectly plas-
tic case (ET/E = 0) with increasing loading. Black pix-
els represent springs that are currently in plastic state,
while white pixels represent elastic or elastically unload-
ing springs. As eT → 0, the elastic unloading is observed
in some specific zones due to formation of shear bands
throughout the domain. At eT = 0 the yield line formed is
pointed out with an arrow in (f). . . . . . . . . . . . . . . . . 30
3.6 (a)-(e) Number of springs yielded along a given y-ordinate
p(y) plotted against y for ET/E = {0, 0.05, 0.2, 0.4, 0.8}
for a single realization. p(y) is obtained by dividing the
loading into 6 stages. . . . . . . . . . . . . . . . . . . . . . . 31
3.7 (a)-(d) Evolving set of plastic grains for ET/E = 100 with
increasing loading. Black pixels represent springs that are
currently in plastic state, while white pixels represent elas-
tic springs. (a) shows that even with sufficient plastic vol-
ume fraction the lattice exhibits insignificant change in eT
from 1. When observed closely, vertical streaks of increas-
ing strength can be spotted in (b)-(d). . . . . . . . . . . . . . 34
3.8 Effect of hardening on the elastic-plastic transition in v−eT
space for ET/E = {2, 4, 10, 100} on L = 256, shown with
solid lines in (a)-(d), respectively. The v−eT curves for the
random bond percolation simulations at the same ET/E
values are shown with the dash-dot lines. As ET/E → 1
the v − eT curves approach the line with unit slope (v = eT ). 35
3.9 The crossing probability R(L, p) with systems of increas-
ing sizes for the elastic-perfectly plastic transition problem
obtained using Eq. 3.2. The elastic-perfectly plastic tran-
sition can be observed to behave similarly to a percolation
problem where limL→∞R(L, p) is a step function at the
critical threshold pc. . . . . . . . . . . . . . . . . . . . . . . . 37
3.10 Convergence of the estimator pavg(L) to pc according to
Eq. 3.8 with pc = 0.2844. The fit is obtained by excluding
the three leftmost points corresponding to L = 8, 16 and
24 that show deviation from the straight line due to higher
order corrections. . . . . . . . . . . . . . . . . . . . . . . . . 41
3.11 Convergence of the standard deviation ∆(L) according to
Eq. 3.9. The fit is obtained by excluding the three leftmost
points corresponding to L = 8, 16 and 24 that show devia-
tion from the straight line due to higher order corrections.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
xiii
3.12 Convergence of R′(L, pc) according to Eq. 3.10. The fit
is obtained by excluding the three leftmost points corre-
sponding to L = 8, 16 and 24 that show deviation from the
straight line due to higher order corrections. . . . . . . . . . . 43
3.13 The least-square fit obtained forR(L, pc) according to Eq. 3.11.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.14 The collapsed cumulative yield probability distributionR(L, p)
for different L plotted against the reduced variable (pavg(L)−
p)/∆(L). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.15 Normal distribution fits of R(L, p) with black dotted line of
slope 1 for comparison. Here, Φ(.) is the standard normal
distribution and (pavg(L)−p)/∆(L) is the standard normal
variable. The collapse of data for different L indicates that
the normal distribution adequately describes R(L, p). . . . . . 47
3.16 (a) - (d) Distribution of the accumulated plastic strain
γs after the completion of the elastic-plastic transition for
ET/E = {0, 0.05, 0.2, 0.5}. The γs values are normalized
with the maximum γmaxs to visualize the distribution from
0 (white) to 1 (black). The plastic strain distribution can
be observed to be more homogenized (reducing anisotropy)
as ET/E increases. . . . . . . . . . . . . . . . . . . . . . . . . 49
3.17 (a)-(d) The power spectra of the plastic strain maps at
L = 256 and ET/E = {0, 0.05, 0.2, 0.5} averaged over
64, 10, 10 and 10 realizations, respectively. The strength
of the dipolar symmetry diminishes with increasing ET/E
implying uniform plastic strain accumulation. . . . . . . . . . 50
3.18 The power spectral density S(kx, ky) (averaged over 64
realizations each) of the plastic strain maps along kx =
0 (red triangles) and ky = 0 (blue circles) for ET/E =
{0, 0.05, 0.2, 0.5} are shown in (a)-(d), respectively. For
ET/E = 0, the power spectra follows a power-law scaling
S(k) ∼ kα with exponents α = −1.48±0.02 for kx = 0 and
α = −0.43±0.03 for ky = 0. For ET/E > 0 we can observe
that α ≈ 0 and the anisotropy diminishes with increasing
ET/E as the two curves get closer. . . . . . . . . . . . . . . . 53
3.19 Angular dependence of the scaling coefficient α(θ) of the
averaged power spectral density S(k) (∼ kα(θ)) of the plas-
tic strain maps for ET/E = 0. . . . . . . . . . . . . . . . . . . 54
3.20 Normalized average stress-strain plots are shown forET/E =
{0, 0.2, 0.5, 0.8} in (a)-(d), respectively, at N = {2, 5, 10}.
The lines with increasing N can be identified as we move
from left to right along the arrow shown. The limiting fail-
ure stress can be observed to increase with increasing N as
well as ET/E. . . . . . . . . . . . . . . . . . . . . . . . . . . 55
xiv
3.21 The volume fraction of the yielded springs vy (dotted line)
and failed springs vf (solid line) are shown for ET/E =
{0, 0.2, 0.5, 0.8} in (a)-(d), respectively, at N = {2, 5, 10}.
The vy and vf lines for increasing N can be identified as
one moves from left to right along the arrow. . . . . . . . . . 57
3.22 (a) The volume fraction of the yielded springs vy (dotted
line) and failed springs vf (solid line) are shown for ET/E =
0 at N = 100. (b) The yielded springs (black pixels) and
failed springs (red (gray) pixels) for ET/E = 0 at N = 100
at increasing load steps. Localization of damage at the
yield surface can be observed from (iv)-(vi). . . . . . . . . . . 58
3.23 Damage evolution images for ET/E = {0, 0.8} at N =
{2, 5, 10} with black pixels for yielded springs and red (gray)
pixels for failed springs on L = 256. For each {ET/E,N},
four images characterizing the transition are shown. The
final fracture surface formed is shown in (iv) for each case. . . 59
4.1 Force-displacement responses of the fiber bundle model of
sizeN=1000 obtained under displacement-controlled (solid)
and force-controlled (dotted) conditions [Eq. (4.2)]. The
failure thresholds of the fibers are assigned according to
a uniform distribution between [0, 1]. (Inset) A zoomed
version of the same curve near the peak load value. Un-
der force-controlled conditions, the failure of a single fiber
can trigger an avalanche of multiple fiber failures until the
force carrying capacity of the bundle recovers to the ap-
plied force value. At the critical loading point, the applied
force F c is such that all the remaining fibers fail in a single
avalanche. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 Evolution of damageD = n/N in a displacement-controlled
FBM of size N = 100 and failure thresholds assigned ac-
cording to uniform distribution between [0, 1]. A smaller
system size is chosen so as to clearly observe the step-like
evolution of damage. . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Evolution of damage D = n/N in a force-controlled FBM
of sizeN = 100 and failure thresholds assigned according to
uniform distribution between [0, 1]. Unlike displacement-
controlled FBM, a large avalanche causes the bundle to
suddently fail at the critical load value F c. . . . . . . . . . . 67
xv
4.4 The average number of avalanches of size ∆ normalized
with size N , D(∆)/N for force-controlled FBM of size
N = 10000 and using 5000 realizations. The failure thresh-
olds follow a uniform distribution between [0, 1] plotted on
a double-log scale. All avalanches except the final catas-
trophic one closely follow a size distribution of the form
D(∆)/N ∼ ∆−5/2, which is shown as a dotted black line.
The final avalanches appear to cluster in the bottom left
of the main figure, away from the power-law scaling. (In-
set) Normalized size distribution D(∆)/N of only the final
avalanche of the same data. This figure clearly shows that
final avalanche event is charateristically different from the
smaller avalanches following a power-law scaling. Linear
scale is used for this plot to emphasize the Gaussian-like
distribution of the final avalanches. . . . . . . . . . . . . . . . 74
4.5 Cumulative failure strength distribution P (F c/N) for force-
controlled FBM with N = {10, 100, 1000, 10000}. The
failure thresholds of the fibers in each case are chosen ac-
cording to an uniform distribution between [0, 1]. A large
number of realizations (∼5000) are used for each N to ob-
tain the distribution functions. The black dotted vertical
line shows the limiting vale of the critical load F c/N = 0.25
for N →∞. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.6 Number of avalanches of size ∆ per fiber for force-controlled
FBM of sizes N = {10, 100, 1000, 10000} using {50000,
50000, 5000, 5000} realizations, respectively, excluding the
final failure event. Due to the finite sizes of the models, an
upper exponential cutoff is observed to the power-law scal-
ing D(∆)/N ∼ ∆−ξ expected for N →∞, where ξ = 5/2.
(Inset) The curves for different N can be collpased together
after rescaling ∆→ ∆N−θ where θ ≈ 0.65 is estimated as
a fitting parameter. The collapse of the data is useful as
a single curve can be used to describe the avalanche size
distribution for any size N . . . . . . . . . . . . . . . . . . . . 77
5.1 V (v), from Eq. (5.6), is plotted as a function of v obtained
using ls values calculated by averaging over 5000 realiza-
tions at L = 256 for λ = 4. The fit is obtained using
Eq. (5.7). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
xvi
5.2 (a)Al2O3/Ni micrograph from [77] at v = 0.5 and ls of
which is calculated to be 2.92. (b) A numerically gener-
ated micrograph with λ = 4.56 that is calculated so as to
have the same ls and v as the experimentally observed mi-
crograph in (a). The microstructural features are observed
to be well captured in the numerically generated micrograph. . 84
5.3 The Gaussian correlated random numbers generated by the
FFT based method described in Section 5.3 for (a) λ = 1,
(b) λ = 4, and (c) λ = 16 on a mesoscale size of δ = 256.
The two-phase microstructure is extracted by imposing a
threshold between -0.5 and 0.5 such that the ηi values above
the threshold belong to the white phase and the remaining
to the black phase. The value of the threshold is chosen so
as to get the desired volume fractions of the phases. . . . . . . 85
5.4 (a) Micrograph of mullite/Mo at v = 0.6 from [78]. (b) The
binary form of the micrograph in (a). (c) The numerically
generated microstructure with λ = 5.39 and v = 0.6 that
effectively captures the features of the micrograph in (a). . . . 91
5.5 The experimental data for the thermal conductivity of mul-
lite/Mo material [78] at increasing volume fraction v of Mo
in steps of 0.1 compared with the numerically obtained
bounds using Hill-Mandel condition using δ=128. The
Hashin-Shtrikman bounds are also shown for comparison [84]. 91
5.6 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=2 for λ = {1, 2, 4} plotted against δ. The
horizontal black dashed line represents the geometric mean
effective conductivity value of
√
2. . . . . . . . . . . . . . . . . 92
5.7 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=4 for λ = {1, 2, 4} plotted against δ. The
horizontal black dashed line represents the geometric mean
effective conductivity value of
√
4. . . . . . . . . . . . . . . . . 93
5.8 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=8 for λ = {1, 2, 4} plotted against δ. The
horizontal black dashed line represents the geometric mean
effective conductivity value of
√
8. . . . . . . . . . . . . . . . . 94
5.9 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=2 for λ = {1, 2, 4} are shown to collapse
together by plotting against δ/λ. . . . . . . . . . . . . . . . . 95
5.10 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=4 for λ = {1, 2, 4} are shown to collapse
together by plotting against δ/λ. . . . . . . . . . . . . . . . . 96
5.11 Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=8 for λ = {1, 2, 4} are shown to collapse
together by plotting against δ/λ. . . . . . . . . . . . . . . . . 96
xvii
5.12 The scaling function g(δ/λ, k) [Eq.( 5.23)] as a function of
δ/λ on a double log scale for λ=1, v = 0.5, and k = {2, 4, 8}. . 97
5.13 The normalized scaling function h(δ/λ) [Eq.( 5.26)] as a
function of δ/λ on a double log scale for λ=1, v = 0.5, and
k = {2, 4, 8} showing a good collapse. The solid black line
shows the fit obtained according to Eq. (5.27). . . . . . . . . . 98
5.14 The normalized scaling function h(δ/λ) [Eq.( 5.26)] as a
function of δ on a double log scale for λ=0 i.e. uncorre-
lated or random checkerboard, v = 0.5, and k = {2, 4, 8}
showing a good collapse. The solid black line shows the fit
obtained according to Eq. (5.27). . . . . . . . . . . . . . . . . 99
5.15 The normalized scaling function h(δ/λ) [Eq.( 5.29)] as a
function of δ/λ on a double log scale for λ=1, k = 2, and v
from 0.2 to 0.8 showing a good collapse after normalization.
The solid black line shows the fit obtained according to
Eq. (5.27) with fitting constants the same as for the fit
shown in Fig. (5.13). . . . . . . . . . . . . . . . . . . . . . . . 100
5.16 The material scaling diagram for thermal conductivity where
the contours of g(δ/λ, k, v = 0.5) at 0.001, 0.01, 0.1, and
1 are shown. Using this diagram one can determine the
RVE size for a given Gaussian correlated microstructure.
For example, if we determine the scaling function cutoff for
the RVE size to be 0.1, then following the 0.1 contour in
the figure we can determine the δ/λ value for a chosen k
at which the RVE cutoff value is reached. . . . . . . . . . . . 102
6.1 Polydisperse prolate ellipsoids following a bimodal distri-
bution with α1 = 10, α2 = 20, and p = 0.5 at φ = 0.025.
The fillers shown in green belong to the percolating cluster. . 114
6.2 Polydisperse oblate ellipsoids following a bimodal distribu-
tion with α1 = 1/10, α2 = 1/20, and p = 0.5 at φ = 0.025.
The fillers shown in green belong to the percolating cluster. . 115
6.3 ρδ3c as a function of
√〈L2〉/δc for monodisperse and poly-
disperse prolate ellipsoids. The data having the same 〈L2〉/D
can be observed to collpase well. The theoretical predic-
tion for the slender-rod limiting case Eq. (6.5) is shown as
a dottted line for comparison. . . . . . . . . . . . . . . . . . . 117
6.4 ρδ3c as a function of
√
A/δc for monodisperse oblate ellip-
soids with aspect ratios α = {1/2, 1/10, 1/20, 1/40, 1/100}.
For the monodisperse case,
√
A =
√
(10pi + 12)D. The an-
alytical expression for the thin hard discs, Eq. (6.7) is also
shown as a dashed line for comparison. . . . . . . . . . . . . . 119
xviii
6.5 The reduction factor R plotted as a function of the num-
ber fraction p of larger oblate ellipsoids from a bimodal
distribution with D2/L = 5 and D1/D2 = 4 for increas-
ing φc. The theoretically predicted reduction fraction R0
according to Eq. (6.8) is shown as a solid line. . . . . . . . . 121
6.6 The reduction factor R plotted as a function of the num-
ber fraction p of larger oblate ellipsoids from a bimodal
distribution with D2/L = 5 and D1/D2 = 2 for increas-
ing φc. The theoretically predicted reduction fraction R0
according to Eq. (6.8) is shown as a solid line. . . . . . . . . 122
6.7 The reduction factor R plotted as a function of the num-
ber fraction p of larger oblate ellipsoids from a bimodal
distribution with D1/D2 = 2 at φc = 0.025 and D2/L =
{2, 4, 10, 20}. The theoretically predicted reduction frac-
tion R0 according to Eq. (6.8) is shown as a solid line. . . . . 123
6.8 ρδ3c as a function of
√
A/δc for oblate ellipsoids following
a bimodal distribution with α1 = L/D1 = 1/10, α2 =
L/D2 = 1/2, and p = {0, 0.5, 1}. The data for p = 0.5
collapses well with the data for a monodisperse case having
the same
√
A/L value. . . . . . . . . . . . . . . . . . . . . . . 124
6.9 ρδ3c as a function of
√
A/δc for monodisperse and bidisperse
oblate ellipsoids. The theoretical prediction according to
Eq. (6.7) is shown as a dotted line for comparison. . . . . . . 125
6.10 Comparison of the experimental φc with that of the theo-
retical predictions based on median L50 as φc = D/2L50,
mean 〈L〉 as φc = D/2〈L〉, and weighted mean Lw as
φc = D
2/2λLw with λ=9.5 nm. The unit slope line is pro-
vided to understand how well the predictions match with
experimental data. . . . . . . . . . . . . . . . . . . . . . . . . 128
6.11 Estimation of tunneling lengthscale ξ through fitting using
Eq. (6.10) for cases A-E of different MWCNTs studied in
Castillo et al. [91]. . . . . . . . . . . . . . . . . . . . . . . . . 129
6.12 Estimation of ξ/L through fitting using Eq. (6.11) for four
types GNP dispersions as presented in Tkalya et al. [115].
The sample names are adopted from their article. . . . . . . . 130
6.13 Realizations of prolate ellipsoids with α = 10 (∼ 2500
fillers) for increasing alignment (a) 〈S〉 = 0, (b) 〈S〉 = 0.25,
(c) 〈S〉 = 0.5, and (d) 〈S〉 = 0.9. In all figures, the fillers
shown in green belong to the percolating cluster, while the
fillers in red belong to other isolated clusters. The m value
for all cases is equal to mmin as given in Eq. (6.17). . . . . . . 139
xix
6.14 Realizations of oblate ellipsoids with α = 0.1 (∼ 2500
fillers) for increasing alignment (a) 〈S〉 = 0, (b) 〈S〉 = 0.25,
(c) 〈S〉 = 0.5, and (d) 〈S〉 = 0.9. In all figures, the fillers
shown in green belong to the percolating cluster, while the
fillers in red belong to other isolated clusters. The m value
for all cases is equal to mmin as given in Eq. (6.17). . . . . . . 140
6.15 (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for prolate ellipsoids with α = 10 at in-
creasing φ. The simulation results are compared with the
analytical predictions using excluded volume fraction ap-
proach [Eq. (6.25)] and Bethe lattice mapping approach
[Eq. (6.31)]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.16 (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for prolate ellipsoids with α = 50 at in-
creasing φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.17 The critical soft-shell thickness δc/D plotted as a function
of 〈S〉 for prolate ellipsoids with α = 100 at φ = 0.005. . . . . 147
6.18 (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.1 at in-
creasing φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.19 (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.02 at φ =
0.005, 0.025, and 0.05. . . . . . . . . . . . . . . . . . . . . . . 149
6.20 (a)-(b) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.01 at φ =
0.005 and 0.025. . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.21 The critical soft-shell thickness δc/D plotted as a function
of 〈S〉 for (a) α = 50 at φ = 0.01 and (b) α = 1/50 at φ =
0.025, each atm = mmin andm = 10
4mmin. The simulation
results are compared with predictions from Bethe lattice
mapping approach. . . . . . . . . . . . . . . . . . . . . . . . . 151
6.22 (δc/D)z/(δc/D)x plotted as a function of 〈S〉 for system of
prolate ellipsoids with α = 10 at volume fraction φ = 0.025
with increasing number of fillers N = {600, 5000, 20000}.
The alignment of the fillers is in reference to the z-axis. . . . 153
6.23 (δc/D)z/(δc/D)x plotted as a function of 〈S〉 for system of
oblate ellipsoids with α = 1/50 at volume fraction φ = 0.05
with increasing number of fillers N = {600, 5000, 20000}.
The alignment of the fillers is in reference to the z-axis. . . . 154
xx
7.1 Realization of a multicomponent system with prolate and
oblate ellipsoids with aspect ratios α1 = 50 and α2 = 1/50,
respectively. The number fraction n = 0.5, the total vol-
ume fraction is φ = 0.03, and it contains ∼ 1100 total
number of fillers. . . . . . . . . . . . . . . . . . . . . . . . . . 161
xxi
Chapter 1
Background
The research topics investigated in this dissertation fall under the broad area
of modeling transport and breakdown properties of disordered media. Disor-
dered materials i.e. heterogeneous materials with sptially varying material
properties are ubiquitous in engineering, nature, and biology. Understanding
transport and breakdown behavior of disordered materials has been a topic of
intense interdisciplinary research [1–5]. Some examples of such heterogeneous
materials include particulate composites, interpenetrating phase composites,
foams, porous media, concrete, colloids, gels, polycrystals, granular media,
wood, bone, ice sheets, etc. The morphological features of such materials are
best characterized statistically and therefore are often classified as ’random
heterogeneous media’ [5] or just ’random media’ [4].
1.1 Separation of scales
From an engineering perspective, it is necessary to understand and predict
the effective properties of heterogeneous materials at various lengthscales as
per the intended application. Some of the properties of interest are thermal
conductivity, electrical conductivity, elastic moduli, dielectric constant, and
mechanical failure strength. Three lengthscales can typically be identified for
heterogeneous materials (Fig. 1.1): the microscale d, the mesoscale L, and
the macroscale Lmacro. The separation of these scales i.e. d  L  Lmacro
needs to be satisfied in order to postulate a representative volume element
(RVE). When separation of scales holds in this sense, effective properties of
heterogeneous materials can be defined based on the RVE. However, when
d < L Lmacro, the properties are expected to show spatial fluctuations and
mesoscale size-dependence. Such scale-dependence is particularly important
when dealing with micro/nano scale MEMS and NEMS devices or when
1
L
macro
L
d
Figure 1.1: An illustration of different lengthscales present in a particulate
composite material. The microscale d is identified as the characteristic
particle size, the macroscale Lmacro is the lengthscale associated with
component size, and the mesoscale L is represented as an intermediate
lengthscale between d and Lmacro.
the strength of disorder is very strong. In both scenarios, the fluctuations
in the properties of random materials are bound to play a crucial role in
the engineering design process. Therefore, in addition to the knowledge of
effective properties on the RVE-scale, it has become necessary to quantify
the statistical nature of apparent properties on the sub-RVE mesoscales.
The modeling approaches to obtain effective properties of random me-
dia can be roughly classified into continuum based theoretical methods and
explicit numerical models. The theoretical models based on some form of
homogenization theories [5] are usually accurate only in the weak constrast
limit and for dilute volume fraction of the secondary phase. Moreover, most
continuum based approaches cannot explicitly account for spatial microstruc-
tural features. However, for some special cases, analytical solutions can be
obtained [6] which have proven to be valuable for verifying and benchmarking
numerical implementations.
When the contrast between phases is very strong or when the spatial fea-
tures such as clustering or long-range correlations are important, explicit
numerical modeling of the microstructure can provide accurate predictions
of the effective properties. Such methods have been extensively used over
the past four decades as advances in material characterization and imaging
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techniques have enabled wealth of detailed information on microstructure
features of various heterogeneous materials. The microstructure is explic-
itly represented in such numerical methods either using finite element like
methods, discrete spring lattice, or particle based methods. The choice of
specific approach depends on various factors such as the physical property
of interest, lengthscale of the problem, and available computing resources
[1, 2]. In this dissertation, we have used a version of each of the methods
mentioned above depending on the nature of the problem. In Chapters 2,
3, and 4 a discrete spring lattice method is used to understand plasticity
and damage accumulation in disordered media. A finite element based ap-
proach is used in Chapter 5 to examine the effective thermal conductivity of
interpenetrating phase composites. Whereas in Chapter 6, a particle based
continuum percolation approach is used to model electrical behavior of poly-
mer nanocomposites.
1.2 Dissertation overview
The specific topics discussed in this dissertation are: (1) elastic-plastic-brittle
transitions in disordered media (Chapters 2 and 3), (2) stochastic damage
evolution in disordered media (Chapter 4), (3) effective thermal conductivity
of spatially correlated microstructures (Chapter 5), and (4) electrical con-
ductivity of polymer nanocomposites (Chapter 6). The focus is mostly on
numerical modeling to investigate effective behavior of different disordered
systems described above. However, whenever applicable, the numerical pre-
dictions are compared with theoretical models or experimental data available
in the literature. Each topic is provided with a dedicated introduction sec-
tion where motivation behind the study is also elucidated. This section gives
a brief overview of each chapter and outlines the organization of dissertation.
Chapter 2 deals with damage accumulation and plastic strain avalanches
during elastic-plastic-brittle transitions in disordered media. A spring lattice
model with the ability to simulate elastic-plastic-brittle transitions in disor-
dered medium is presented. The model is based on bilinear constitutive law
defined at the spring level and power-law type disorder introduced in the
yield and failure limits of the springs. The key parameters of the proposed
model effectively control the disorder distribution, significantly affecting the
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stress-strain response, the damage accumulation process and the fracture
surfaces. The model demonstrates a plastic strain avalanche behavior for
perfectly-plastic as well as hardening materials with a power-law distribu-
tion, in agreement with the experiments and related models. The strength
of the model is in its generality and ability to interpolate between elastic-
plastic hardening and elastic-brittle transitions. The model is not built for
any specific material, but rather a class of materials that have showns similar
collective behavior resulting from presence of disorder and long-range elastic
interactions.
Chapter 3 focuses more on the morphological features of plasticity and
damage accumulation during elastic-plastic-brittle transition in disordered
media using the spring lattice model developed in Chapter 2. The elastic-
perfectly plastic transition is observed to follow percolation scaling with the
correlation length critical exponent ν ≈ 1.59, implying the universality class
corresponding to the long-range correlated percolation. A quantitative anal-
ysis of the plastic strain accumulation reveals a dipolar anisotropy (for an-
tiplane loading) which vanishes with increasing hardening modulus. A para-
metric study with hardening modulus and ductility controlled through the
spring level constitutive response demonstrates a wide spectrum of behaviors
with varying degree of coupling between plasticity and damage evolution.
Chapter 4 is about damage evolution in elastic-brittle disordred media
capturing the failure process in quasibrittle materials. The damage evolu-
tion in quasi-brittle materials is inherently stochastic due to the presence
of strong disorder in the form of heterogeneities, voids, and microcracks.
The final macroscopic failure is foreshadowed by accumulation of significant
amount of distributed damage which results in precursory events observed
as avalanches in experiments and simulations. Simulations on spring lattice
models of disordered media have been widely used to understand the col-
lective nature of quasi-brittle material failure process. In this study, we use
the jump Markov process to model stochastic damage evolution, which is
informed by the avalanche size distributions for a given material. The jump
Markov process is defined based on the probability distributions of the jump
sizes, the wait-time between consecutive jumps, and the failure strength.
The fiber bundle model (FBM) is used as an example to obtain the required
inputs and test the viability of the proposed approach. The stochasticity
and size-dependence of the damage evolution process is inherently captured
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through the inputs provided for the jump Markov process. The avalanche
and strength distributions are used to describe the effect of microscopic infor-
mation present in the form of disorder, on the macroscopic damage evolution
behavior.
Chapter 5 examines the effective thermal conductivity of spatially corre-
alted two phase microstructures. In this study 2d two phase microstructures
closely resembling the experimentally captured micrographs of the interpene-
trating phase composites are generated using a Gaussian correlation function
based method. The scale dependent bounds on the effective thermal conduc-
tivity of such microstructures are then studied using Hill-Mandel boundary
conditions. A scaling function is formulated to describe the transition from
statistical volume element (SVE) to representative volume element (RVE),
as a function of the mesoscale δ, the correlation length of the Gaussian cor-
relation function λ, the volume fraction v, and the contrast k between the
phases. The scaling function is determined through fitting the data from ex-
tensive simulations conducted over the parameter space. The scaling function
shows that SVE approaches RVE as (δ/λ)−1.16. A material scaling diagram
allows estimation of the RVE size, to within a chosen accuracy, of a given
microstructure characterized by the correlation length of the Gaussian cor-
relation function, contrast, and volume fraction of the phases.
Chapter 6 presents the tunneling-percolation model for electrical con-
ductivity of polymer nanocomposites. Electrical conductivity of polymers
can be dramatically improved by adding realtively smaller volume fractions
of nanofillers such as carbon nanotubes (CNTs), graphene nanoplatelets
(GNPs), and carbon black (CB). The sudden rise in the electrical conductiv-
ity is a result of formation of a sample spanning cluster of nanofillers intercon-
nected electrically by quantum tunneling effect. The tunneling-percolation
model based on the critical path approximation is decribed in this chapter.
The effect of filler size polydispersity (Section 6.4) and filler alignment (6.5)
on the electrical behavior of nanocomposites is examined using using Monte
Carlo simulations of monodisperse prolate and oblate hard-core soft-shell
ellipsoids representing CNTs and GNPs, respectively.
For polydisperse prolate ellipsoids, the critical percolation volume fraction
φc is shown to have a quasi-universal dependence on weight-averaged aspect
ratio. For polydisperse oblate ellipsoids, φc is shown to have a quasi-universal
dependence on the apparent aspect ratio, which is a function of up to fourth
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moment of the size distribution, as given by the generalized connectedness
percolation theory. The functions are observed to approach the theoreti-
cal predictions for higher volume fractions and higher aspect ratios. The
model predictions are compared with experimental data available on polydis-
perse multi-walled nanotubes (prolate ellipsoids) and graphene nanoplatelets
(oblate ellipsoids) to estimate the tunneling lengthscale which is found to be
well within the expected range.
The percolation threshold is observed to increase with increasing extent
of alignment as expected. For a highly aligned system of rod-like fillers, the
simulation results are shown to be in good agreement with the second virial
approximation based predictions. However, for a highly aligned system of
disk-like fillers, the second virial approximation based results are observed
to significantly deviate from the simulations, even for higher aspect ratios.
The effect of filler alignment on anisotropy in percolation behavior is also
studied by predicting the percolation threshold along different directions.
The anisotropy in percolation threshold is found to vanish even for highly
aligned systems of fillers with increasing system size.
The key results are summarised and concluding remarks are discussed
along with future work directions in Chapter 7.
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Chapter 2
Elastic-plastic-brittle transition and avalanches
in disordered media
2.1 Introduction1
Understanding failure of materials is an important problem in engineering as
well as science and has received considerable attention in the past century.
The pioneering work of Griffith [7] in the 1920s established the critical link
between defects and size-effect observed in brittle materials. Later, Weibull
[8] explained the size-effect and sample-to-sample strength variation based
purely on statistical arguments. Now, it is well established that the origin
of the statistical effects in fracture is the disorder present in materials in the
form of defects, voids, microcracks etc. Apart from size-effect, the interplay
of disorder and long-range elastic interactions also leads to other statistical
effects such as crack surface roughness, avalanches, and damage localization
[9]. Over the past three decades, the statistical physics community have used
statistical mechanics tools to explain such effects as a phase transition and
critical phenomena [3, 9–11]. This statistical physics approach to fracture is
focused on mesoscales that are much below the representative volume element
(RVE) size where disorder dominates the material behavior. The RVE or
macroscale behavior is obtained as a limiting case of the mesoscale behavior.
The statistical approach to fracture is often based on simple spring lattice
models of fractures that capture two key ingredients, (1) long-range elastic
interactions and (2) disorder. The network of spring establish elastic interac-
tion in the model, while disorder is introduced through random distribution
of failure thresholds of the springs. The accumulation of damage captured in
such models reflects the microscopic activities such as nucleation, interaction,
and coalescence of microcracks. The statistical models of fracture are rele-
1Adapted with permission from: S. Kale, and M. Ostoja-Starzewski (2014). Elastic-
plastic-brittle transitions and avalanches in disordered media. Physical Review Letters,
112(4), 045503. Copyright (2014) by the American Physical Society.
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vant to a wide class of quasi-brittle materials such as rock, paper, concrete,
composites, foams, random cellular materials etc. These models incorporate
the underlying physics to understand the precursors and indicators of the
final failure event.
The fiber bundle model (FBM) [12] is the simplest of the all lattice model
where two rigid plates connected by a bundle of fibers having the same stiff-
ness but different failure thresholds are pulled apart. This model is exten-
sively studied as it can be solved analytically and shows critical behavior
under force-controlled conditions. The random fuse model (RFM) [13] is a
2D extension of FBM where spring lattice is used to represent an anti-plane
elastic medium with springs having random failure thresholds. The random
spring model (RSM) [14] which represents an in-plane elastic medium, ran-
dom beam model (RBM) [15] which represents a micropolar medium, and
their 3D extensions have also been studied. With increasing complexity of
the model, simulations would closely resemble the experimental observations.
However, the collective behavior of the system and essential features of the
progressive damage process are well captured by simpler models as well.
The springs or beams in the RFM-like models described above usually
follow an elastic-brittle constitutive response i.e. sudden failure once the
failure threshold is reached. Modification of the spring constitutive behavior
to elastic-perfectly plastic have also been studied to understand localization
of plastic strain into shear bands [16–19]. Another version of RFM, where
the springs are allowed to heal several times before complete failure was used
to model failure of metallic glasses [20]. In this work, we are interested in
elastic-plastic-brittle and elastic-softening damage constitutive behaviors in
disordered media, which were not studied in this context before.
Unlike brittle materials, ductile materials can undergo significant plastic
deformation prior to complete failure. While the brittle fracture in disordered
materials has extensively been researched over the past few decades using the
random fuse model (RFM) in 2d as well as 3d with spring/beam elements [9,
13–15, 21], fracture in disordered elastic-hardening plastic solids has not been
studied. However, a modification of the constitutive equation of the fuse in
RFM can also simulate a perfectly-plastic material [18, 19]. To account for
the plastic deformation before failure in ductile materials, the ductile RFM
(DRFM) [20] based on the scalar tectonic models [16, 22] has recently been
introduced; it allows each fuse to heal several times before its irreversible
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failure. The DRFM can interpolate between the perfectly-plastic and brittle
material behaviors by adjusting the number of healing cycles parameter, and
successfully demonstrates damage localization and strain avalanches follow-
ing a power-law distribution.
In this chapter we develop a generalized spring lattice-based, elastic-plastic-
brittle model (EPBM) that can simulate a range of different responses in dis-
ordered materials, including the interplay of elastic-plastic and elastic-brittle
transitions controlled by the distribution of yield and failure thresholds. The
EPBM is similar to the study conducted in the realm of fiber bundle model
(FBM), based on bilinear response implemented at the fiber level and char-
acterized by the independent distributions of yield and failure strengths of
fibers [23]. This extended FBM broadened the scope of the brittle FBM to
ductile as well as nonlinear elastic materials. Similar advantages are expected
by generalizing RFM to EPBM.
Plastic hardening and elastic unloading is explicitly modeled in EPBM
which is not considered in DRFM-like models characterized by the reinforce-
ment of the weak regions in the lattice [17, 20, 24]. In DRFM, plasticity
is artificially incorporated by allowing a lattice element to undergo a fixed
number of healing cycles before the final failure. While in EPBM, plasticity
is explicitly modeled by modifying the spring stiffness and springs may natu-
rally undergo loading-unloading cycles due to local stress redistribution. The
major strength of the model is in its ability to produce a wide spectrum of
material responses by interpolating between the two limiting cases of elastic-
plastic hardening and elastic brittle responses, controlled just by the yield
and failure strength distributions of individual elements.
Such models account for the elastic interactions through the spring net-
work, while the material disorder in the form of voids, microcracks, defects,
grain boundaries, etc. is explicitly accounted through the yield and failure
threshold distributions. The mesoscale of the spring elements is strategically
chosen such that any spatial correlations in the disorder distribution can be
neglected.
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2.2 Model
The EPBM is a discrete spring lattice representation of materials in an-
tiplane loading (only the out-of-plane displacement component, uz(x, y) dif-
ferent from 0 ) and is analogous to the RFM. Each spring follows a bilinear
constitutive response eventually leading to failure as shown in Fig. 2.1(a).
The yield strain limit (εy) and failure strain limit (εf ) are specified for each
spring based on independent rescaled power-law distributions of the form
P (t) = ((1 +D)/2)−1/Dt1/D, t ∈ [0, (1 +D)/2]. The rescaling is performed so
that the mean is unchanged for different values of D. Choosing a power-law
distribution enables control over the strength of the quenched disorder using
the exponents Dy for yield limit and Df for failure limit. The power-law dis-
tribution also ensures that the effect of very weak bonds is taken into account
through the tail of the probability distribution towards zero [25, 26]. Other
parameters involved in the model definition are: elastic modulus (E), plastic
tangent modulus (ET ), ratio of mean failure and mean yield strain limits
(N = εmeanf /ε
mean
y ) and Poisson’s ratio (ν). As the distributions of failure
and yield strains are assumed to be independent, some springs may occasion-
ally have yield strain to be greater than the failure strain. In this case, the
spring would just follow the elastic-brittle response without yielding.
It can also be assumed instead that the failure threshold εf of each spring
is just a factor of N times greater than εy, which would imply that failure
process is strongly correlated with yielding. It would just mean that failure
is even more likely in already yielded springs. However, in this study, we are
more interested in the case where εy and εf follow independent distributions.
The 8-spring model (Fig. 2.1(b)) is set up to model the discretized an-
tiplane elastic media allowing up to second nearest neighbor interactions.
The elastic spring stiffness (k) and plastic spring stiffness (kT ) values are es-
timated using the energy equivalence principle [4] and for isotropic antiplane
elastic medium the one-to-one relation with the material constants (E,ET , ν)
is given as k = 2E
3(1+ν)
and kT =
2ET
3(1+ν)
, respectively.
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Figure 2.1: (a) The bilinear constitutive force-displacement behavior of an
individual spring element showing elastic-plastic transition at δy, elastic
unloading at δu and failure at δf . k and kT denote spring stiffness before
and after yielding, respectively. (b) The 8-spring lattice model with filled
circles showing the nodes and lines representing the connecting springs.
Every node is connected to its 8 surrounding neighbors.
The bilinear response is summarized by
Elastic: F = kδ, δ < δy, (2.1a)
Plastic: F = kT δ + (k − kT )δy, δy ≤ δ < δf , (2.1b)
Unloading:
F = kδ − (k − kT )(δu − δy), δy ≤ δ < δu, (2.1c)
Brittle: F = 0, δ ≥ δf , (2.1d)
where δy, δf , and δu represent the absolute change in length of a given spring
when the yield, failure and unloading criteria are satisfied, respectively. δ
represents the absolute change in spring length at the given loading step. At
each loading step, the spring stiffness of the spring reaching the yield strain
limit is changed from k to kT and correction forces are applied at both nodes
of the yielded spring given as the second term in Eq. (2.1b). If the spring
reaches the failure strain limit, it is simply removed from the lattice and
any correction forces acting at the nodes of the failed spring are removed.
Local stress redistribution may result in unloading of a yielded spring which
is modeled by changing the spring stiffness back to k and applying the cor-
rection forces given by the second term in Eq. (2.1c). The correction forces
11
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Figure 2.2: Normalized stress-strain curves for (a) Dy = 0.5 and
Df = {0.01, 0.2, 0.5, 1} along with the elastic-plastic transition curve; and
(b) Df = 0.5 and Dy = {0.01, 0.2, 0.5, 1} for L=128 obtained with EPBM at
N = 5 and ET/E = 0.1.
ensure that each spring follows the desired bilinear response.
The simulation is performed under the quasi-static assumption, similar to
RFM, on a square lattice (L×L) with displacement boundary conditions such
that the left edge is fixed and the right edge is displaced by a fixed amount
monotonically at each loading step. Periodic boundary conditions are imple-
mented at the top and bottom edges of the lattice. The stress redistribution
is assumed to be much faster than the load incrementing rate. Thus, after
any spring yields or fails, the system of linear equations is solved again to
account for local stress redistribution. The loading process is continued until
the lattice breaks with development of a macroscopic crack.
2.3 Results
2.3.1 Effective stress-strain response
The effect of {Dy, Df , N} controlling the disorder and ET/E controlling the
post-yield strength of the springs, on the effective behavior of the lattice
is explored with a simple parametric study. First, the average stress-strain
curves for fixed Dy = 0.5 and Df = {0.001, 0.2, 0.5, 1} at N = 5 and ET/E =
0.1 are shown in Fig. 2.2(a). The elastic-plastic transition curve with Dy =
0.5 and ET/E = 0.1 is also included for comparison. With increasing Df the
lattice exhibits decreasing ductility by approaching elastic-brittle response.
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Next, the average stress-strain curves for fixed Df = 0.5 and Dy = {0.001,
0.2 ,0.5 ,1} at N = 5 and ET/E = 0.1 in Fig. 2.2(b) clearly show increase in
the failure stress of the lattice with decreasing Dy.
It should be noted that the effect of Dy or Df on the stress-strain curve is
only due to the change in strength of disorder, as distributions with different
exponents have the same mean value due to the rescaling enforced.
The effect of parameter N is analogous to the effect of number of healing
cycles (NHC) in DRFM [20]. Large values of N allow large plastic strains to
accumulate before the macroscopic failure of the lattice, enhancing the over-
all ductility. In the limit N → ∞ the model reduces to just elastic-plastic
transition at a given ET/E value. The ET/E parameter allows modeling of
plastic hardening materials with the limiting case of perfectly-plastic defor-
mation obtained for ET/E → 0. The elastic-plastic transition is investigated
in depth in Chapter 3.
2.3.2 Damage distribution
Apart from material stress-strain responses, the disorder significantly affects
the damage accumulation mechanism of the lattice. In elastic-brittle tran-
sition, stronger disorder (i.e. larger Df ) results in a spatially uncorrelated
diffusive damage before the macroscopic failure at the peak load, due to
formation of a self-affine crack spanning the lattice, as a result of damage
localization [9]. However, the elastic-perfectly-plastic transition is character-
ized by the absence of localization with random percolation like plasticity
accumulation up to the peak load [19].
Using DRFM [20] a smooth transition from diffusive (NHC → 1) to local-
ized damage (NHC →∞) is obtained by varying the number of healing cycles
parameter (NHC). A similar quantitative study on the damage distribution
is performed using the parameter N .
Fig. 2.3(a) shows the effect of N on the average damage profile p(x) cal-
culated using the number of failed springs nf (x) along the x-ordinate for
L = 128 for the perfectly-plastic case at Dy = Df = 1. The damage profile is
obtained by ensemble averaging the center of mass adjusted damage profiles
over multiple realizations, p(x) = 〈nf (x)〉 /Ly [14]. The damage width can be
observed to reduce with increasing N , as for large N the damage is restricted
13
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Figure 2.3: (a) Averaged damage profile p(x) for L = 128, ET/E = 0 and
Dy = Df = 1 at increasing values of N over 400 realizations. Damage
localization is apparent through decreasing width of damage with
increasing N . (b) Overlap of macroscopic fracture surfaces with brittle
fracture surface (B) and perfectly-plastic yield surface (PP ) for
L = {32, 64, 256} averaged over Nr = {1000, 500, 400} realizations. Overlap
with B decreases while overlap with PP increases with increasing N . (c)
Fracture surfaces obtained for a particular realization for different N at
L = 128 along with PP .
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Figure 2.4: Strain avalanche size distribution for avalanches collected up to
a fraction of the flow stress σmax for L = 128. (inset) Data collapse after
rescaling s→ s(1− σ/σmax)1/θ with θ = 0.4± 0.05
to the localized shear bands.
Clearly, as hardening is introduced (ET/E > 0) the damage localization
effect is bound to mitigate, as the tendency to form localized shear bands
decrease with increasing ET/E. Thus, it is understood that the damage
width at a given N should increase with ET/E.
The effect of N on the 1d fracture surface is captured quantitatively by
evaluating the overlap fraction with brittle fracture surface (N → 1) and
perfectly-plastic fracture surface (N → ∞). The overlap is calculated for
L = {32, 64, 128} by averaging over Nr = {1000, 500, 400} realizations for a
range of N values as shown in Fig. 2.3(b). As N increases, the overlap with
the brittle fracture surface gradually decreases and, for large N , the fracture
surface asymptotically approaches the perfectly-plastic yield surface. The
damage distribution and fracture surface overlap results are in qualitative
agreement with DRFM [20].
We study the effect of N for the case of strong disorder only, as for weak
disorder the damage behavior is trivial i.e. the weakest spring governs the
damage mechanism and formation of fracture surface [9].
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2.3.3 Plastic strain avalanche characteristics
The elastic-plastic transition is shown to be intermittent at mesoscale with
scale-free power-law distribution of strain bursts independent of material
parameters or loading conditions [27–31]. The avalanche statistics can also be
obtained from EPBM by focusing on the plastic strain accumulation process.
The loading increments are kept small enough to obtain consistent avalanche
distributions [29]. The avalanche size s is quantified as the total plastic strain
increment accumulated between two consecutive loading steps and defined as
s =
∑
i ∆ε
(i)
p , where i runs over all the yielded springs and ∆ε
(i)
p is the plastic
strain increment of the ith spring. The strain avalanches are normalized by
the external strain increment imposed on the system. The definition of s is
analogous to that of [20] where the sum of voltage sources added in a given
loading step is considered or to [32] where avalanche size is characterized by
integral of the slip distance over failure area.
First, the case of perfectly-plastic material is considered. The avalanches
are collected up to a fraction (σ/σmax) of the critical macroscopic flow stress.
The size distribution of such avalanches up to certain stress levels are shown
in Fig. 2.4 for L = 128. As σ/σmax → 1 the distribution closely follows
P (s) ∝ s−τ with τ = 1.5 ± 0.1. The decreasing upper cutoff on the power-
law scaling with decreasing σ/σmax implies that larger avalanches occur only
near the critical stress. The curves for different σ/σmax can be collapsed by
rescaling according to P (s) ∝ s−τg(s(1 − σ/σmax)1/θ) as shown in Fig. 2.4
(inset) with θ = 0.4 ± 0.05. A similar universal cutoff scaling function is
reported in [32] and [29] with θ = 0.5.
The scaling exponent τ is in good agreement with the experimental ob-
servations [27, 28, 30, 31], numerical models [20, 32] and theoretical findings
[29].
As EPBM allows a hardening slope, the effect of hardening on the avalanche
behavior can be studied. The strain avalanche distribution for hardening ma-
terials with ET/E = {0, 0.001, 0.005, 0.01, 0.05, 0.1} is shown in Fig. 2.5. As
ET/E → 0 the distribution follows P (s) ∝ s−τ with τ = 1.5± 0.1. But, with
increasing ET/E the upper cutoff on the power law distribution decreases as
larger avalanche events are absent due to greater load carrying capacity of
the material. The curves can be collapsed as shown in Fig. 2.5 (inset) as-
suming a functional form P (s) ∝ s−τh(s(ET/E)λ) with λ = 0.9± 0.1 which
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is in agreement with [29].
2.4 Conclusion
To sum up, a generalized lattice model is shown to simulate a broad range
of disordered material responses ranging from elastic-hardening plastic to
elastic-brittle, controlled by the yield and failure limit distributions. The
effect of Df , Dy and N on ductility before failure, failure strength, damage
distribution and fracture surfaces is demonstrated. The significant aspects
of plastic strain avalanches in perfectly-plastic as well as hardening plastic
materials following a power-law distribution with cutoff are well captured by
the model.
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Chapter 3
Morphological Study of Elastic-Plastic-Brittle
Transitions in Disordered Media
3.1 Introduction 1
Spatial disorder and elastic interactions give rise to a number of interesting
statistical effects like crack surface roughness [9], intermittent acoustic emis-
sion [27, 28], damage localization, strength-size scaling [33] and power-law
distribution of plastic slip events [30, 31] in a number of different materials.
The universal effects observed are linked to a few basic properties of the sys-
tem like the dimensionality, nature of interactions, symmetries and disorder
[3]. The microscopic details of the system are observed to be irrelevant when
studying such behaviors.
The spring lattice models very well capture the essence of such effects
through explicit representation of disorder and microcracks, along with long-
range elastic interactions. The random fuse model (RFM) [13] and its ex-
tensions in 2D and 3D using springs or beams have been successfully used
to study crack surface roughness, avalanches, strength-size scaling and dam-
age localization [9, 14, 15]. A modification of the spring based constitutive
law has also allowed the study of elastic-perfectly plastic transition using the
spring lattice models [18, 19]. Using a ductile version of the RFM (DRFM)
[20], where finite ductility is imparted by allowing the springs to heal several
times before failure, the intermittent response of metallic glasses can also be
studied.
Recently, the authors introduced a generalized version of the RFM by in-
troducing a hardening slope and ductility in [34] to model the elastic-plastic-
brittle transitions in disordered media. That study - combining the plastic-
ity and brittleness effects in disordered systems - was focused on the brittle
1Adapted with permission from: S. Kale, and M. Ostoja-Starzewski (2014). Morpho-
logical study of elastic-plastic-brittle transitions in disordered media. Physical Review E,
90(4), 042405. Copyright (2014) by the American Physical Society.
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damage distribution and power-law statistics of the plastic strain avalanche
events. In this chapter, the focus is moved on to a morphological study of
the evolution of plastic and brittle damage. The model correctly accounts
for elastic unloading (ignored in the spring lattice based elastic-plastic tran-
sition studies in the past [19]), which is found to play a crucial role in the
interaction of damage with plasticity.
The primary goal of this study is to understand the effect, on the macro-
scopic level, of the parameters controlling the constitutive behavior of the
springs, on the microstructural level, such as plastic tangent stiffness and
ductility through a parametric study covering a wide range of material be-
haviors using the generalized RFM. The elastic-plastic-brittle model also
allows us to study the spatial distribution of yielded springs (along with the
associated plastic strain) and damaged springs over the parameter space.
Such analysis of plasticity and damage patterns is of crucial importance in
developing methods for accurate assessment of the damage state of a given
load-bearing material by visual inspection [35–37].
The RFM has been extensively used in the past few decades to study the
effect disorder on the failure properties of the macroscopic domain. The na-
ture of failure is governed by the weakest element in case of weak disorder,
however when strong disorder is present the final failure is foreshadowed by
a large amount of damage accumulation. In the infinite disorder limit, the
strength of disorder renders the crack tip stress concentrations ineffective
and the damage accumulation process can be exactly modeled as a random
percolation process. But for the more interesting case of finite (but strong)
disorder, it was shown in [38] that the RFM does not belong to the same uni-
versality class as that of random percolation and is analogous to a first-order
transition due to the abrupt localization of damage at the peak load. One
can also investigate the nature of transition for the perfectly plastic version
of the RFM, which is achieved by allowing the failed springs to carry a con-
stant force instead of sudden loss of load carrying capacity. As a result of this
change, abrupt localization is absent in perfectly plastic RFM [19] and the
plasticity accumulation process resembles percolation. Hence, we can map
the elastic-perfectly plastic transition exactly as a percolation process in the
infinite disorder limit. But, if the disorder is finite, the elastic interaction of
the springs might be relevant enough for the plasticity accumulation process
not to be perfectly random. However, whether such spatial correlations are
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relevant enough to affect the critical behavior needs an in depth finite-size
scaling analysis of the transition. Hence, the next question we want to tackle
is, if we can describe the elastic-plastic transition as a percolation process
and if yes, does it fall into the same universality class as that of the random
percolation?
The chapter is organized as follows. After introducing the model, the effect
of various model parameters on the elastic-plastic transition is studied. We
then compare the elastic-plastic transition with the random bond percola-
tion process and perform a finite-size scaling analysis of the perfectly plastic
transition. Next, the anisotropy in plastic strain accumulation and the ef-
fect of hardening ratio on it is quantitatively analyzed. Finally, we examine
the elastic-plastic-brittle transition in the parameter space and point out the
markedly different trends in damage accumulation and localization.
3.2 Model
The elastic-plastic-brittle spring lattice model used in the study [34] is a
discrete representation of a material under antiplane loading (only out-of-
plane displacement, uz(x, y) is different than 0). The model is analogous
to the random fuse model (RFM) that is widely used to study statistical
effects of disorder on fracture [13]. Each spring in the spring lattice follows
a bilinear response as shown in Fig. 3.1(a) based on the yield strain limit
(εy) and failure strain limit (εf ). The strain in the spring ε is the same as
the change in length of the spring δ as we assign unit length to the springs.
The disorder in the system is introduced by allowing εy and εf to follow a
desired probability distribution. In this study εy follows a uniform probability
distribution with εy ∈ [0, 1] representing a strong but finite disorder. If the
yield and failure threshold distributions are made independent, some springs
may occasionally have lower failure threshold than the yield threshold. To
simplify the model, the failure thresholds εf of the springs are assumed to be
just proportional to the yield thresholds εy by the ductility parameter N i.e.
εf = Nεy. Physically, N controls the amount of plastic strain accumulation
allowed before failure. Thus, for N → 1 the material response is perfectly
brittle while for N → ∞ the material exhibits the elastic-plastic response
[20].
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Figure 3.1: (a) The bilinear constitutive force-displacement (F − δ) law
implemented at the spring level showing the elastic-plastic transition at δy,
elastic unloading at δu, and failure at δf . δ is the absolute change in length
of the spring. The elastic spring stiffness is denoted by k, while the
post-yielding spring stiffness is kT . (b) The diamond spring lattice of size
L = 8 (solid lines) along with the square grid (dotted lines) that is used to
generate a pixelated image by assigning a pixel to each spring. The
boundary conditions used are such that the bottom edge nodes are fixed
and the upper edge nodes are displaced in small increments in the out of
plane direction, while periodic boundary conditions are used on the side
edges.
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The pre-yielding and post-yielding stiffness values (k and kT , respectively)
of the springs can be related to the material constants E (elastic modulus),
ET (elastoplastic tangent modulus) and ϑ (Poisson’s ratio) for an isotropic
elastic-plastic material with linear hardening using the energy equivalence
principle [4]. For the anti-planar case the relation is given as k = 2E/3(1+ϑ)
and kT = 2ET/3(1 + ϑ). The bilinear force-displacement response of the
springs is summarized in Eq. 2.1.
Each node in the domain has only one degree of freedom uz (out of plane
displacement). The displacement boundary conditions are imposed, as shown
in Fig. 3.1(b), such that the nodes on the bottom edge are fixed (uz = 0)
and the nodes on the top edge are displaced in small increments of loading.
While the periodic boundary conditions are imposed on the side edges (i.e.
uz of the node on right edge is always equal to its corresponding node on
the left edge) to avoid introducing any edge effects. The simulations are
performed under the quasi-static assumption i.e. the loading rate is much
slower than the rate of stress redistribution due to local yielding, failure or
unloading event.
At each load step the stiffness of the springs reaching the yield threshold is
changed from k to kT and correction forces are applied at the yielded spring
nodes given by the second term in Eq. (2.1b). If any yielded spring is un-
loading, its stiffness is changed from kT to k and correction forces are applied
as given in Eq. (2.1c). The correction forces ensure that the spring follows
the desired bilinear response. The equations for the elastoplastic behavior
are analogous to the return mapping algorithm for rate-independent linear
isotropic hardening plasticity [39]. If any spring crosses the failure threshold,
it is removed from the lattice along with any correction forces acting at its
nodes. The stress redistribution after the yield, unloading or failure event is
accounted for by solving the system of equations again after implementing
the event specific modifications as described above. The simulation is com-
plete once the lattice breaks apart with formation of a macroscopic crack
for a finite N . When N →∞, the simulation stops when the elastic-plastic
transition process is complete. In short, the simulation procedure is exactly
the same as a RFM simulation, the only difference is that the springs are
forced to follow the elastic-plastic-brittle constitutive behavior shown in Fig.
3.1(a) instead of the simple elastic-brittle behavior used in RFM.
The simulations presented here are performed on a diamond spring lattice
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with L = 256 (Fig. 3.1(b) shows a diamond lattice with L = 8) with uniform
disorder in the yield limit (sy = 1), unless specified. The diamond lattice
is chosen so that a pixelated image of the yielded springs can be generated
directly from the lattice without any ambiguities. Fig. 3.1(b) shows how
the image (square grid of the dotted lines) is extracted from the lattice by
assigning a pixel to an individual spring in the lattice. The value of the
pixel is determined by the mechanical state (elastic/plastic/failed) of the
spring or value of any other evolving variable associated with the spring such
as plastic strain. For other type of lattice arrangements like 8-springs or
triangular, converting the yielded or failed springs spatial information into
an simple pixelated image proves not to be a straightforward procedure.
3.3 Elastic-plastic transition
In this section, only the elastic-plastic transition (N → ∞) is considered
i.e. springs do not undergo failure after yielding. The key factor governing
the elastic-plastic behavior is the post-yield load carrying capacity of the
material determined by the hardening ratio ET/E. For ET/E → 0, the
material follows the perfectly plastic response, while ET/E → 1 corresponds
to the linear elastic behavior.
3.3.1 Order parameters
Due to the presence of spatial disorder, the elastic-plastic transition is a grad-
ual process unlike a disorder-free material, where the entire domain would
yield after the common yield threshold is reached. The average stress-strain
response for ET/E = 0.2 is shown in Fig. 3.3(a) on spring lattice of size
L = 256 where a gradual transformation to the fully plastic state (i.e. all
springs have yielded in this case) is observed. The average strain and average
stress are normalized using mean values of the yield threshold distribution.
With increasing applied load, plastic grains start to appear at locations where
the yield criterion is satisfied. The sets of plastic springs at increasing load
steps are shown in Fig. 3.2 with black pixels representing yielded springs.
The volume fraction of the yielded springs goes from 0 to 1 as shown in
Fig. 3.3(b). The volume fraction of the yielded springs (vy) is evaluated based
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on the springs that are currently in the plastic state, the springs that were
once yielded but are unloading elastically are not used in the vy calculation.
To account for the elastically unloading springs vally is used which represents
the volume fraction of springs that have yielded at least once in the loading
history. Then, the difference between vally and vy is the measure of the elastic
unloading activity at a given loading stage. The vally and vy lines in Fig. 3.3(b)
cannot be differentiated which indicates very negligible unloading activity for
ET/E = 0.2.
The elastic-plastic transition can be represented in the order parameters’
space (v and eT ) as
v = 1− vy, (3.1a)
eT =
E∗ − ET
E − ET , (3.1b)
where, v is the reduced volume fraction and eT is the reduced tangent stiff-
ness. E∗ is the tangent modulus (tangent to the stress-strain curve) at a
given load step. Analogous to v, we can define vall = (1 − vally ) which is the
reduced volume fraction of the yielded spring including the ones that are
elastically unloading. The order parameters are defined such that they have
the value 1 for the fully elastic state and 0 for the fully plastic state to pro-
vide an estimate of the plastic state. The order parameters v, vall and eT are
calculated using Eq. (3.1) and the elastic-plastic transition [Fig. 3.3(a)-(c)] is
presented in terms of the order parameters in Fig. 3.3(d). The elastic-plastic
transition begins with v = vall = eT = 1 and is complete when eT = 0 for
any given ET/E value.
3.3.2 Effect of plastic hardening ratio
To study the effect of ET/E on the macroscopic elastic-plastic response of the
material, we conduct simulations on L = 256 with ET/E = {0, 0.05, 0.2, 0.5}
and, as stated before, the yield thresholds follow a uniform distribution. A
detailed finite-size scaling analysis using results at different L is given in
section 3.3.5, for now we will focus on the effect of ET/E using the largest
lattice size that we simulated. For each ET/E value there are three curves
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Figure 3.2: (a)-(d) Set of yielded springs (black pixels) evolving with the
increasing external load applied with the corresponding normalized average
strain value ε (See Fig. 3.3 for the corresponding stress and vy values).
White pixels represent the grains in an elastic state. The simulation is
performed with ET/E = 0.2 on lattice size L = 256.
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Figure 3.3: (a) The normalized average stress-strain curve and (b) volume
fractions vy and v
all
y for ET/E = 0.2 on lattice size L = 256 shown in
Fig. 3.2. Since the elastic unloading activity is negligible in this case, both
curves cannot be differentiated. The elastic-plastic transition in terms of
the order parameters eT , v and v
all
y (Eq. 3.1) is given in (c).
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plotted in the order parameter space in Fig. 3.4: v−eT curve with a solid line,
vall− eT curve with a dotted line and a dash-dot line obtained using random
percolation simulation. The random percolation lines will be discussed in the
next subsection and can be neglected for now.
When ET/E > 0, the transition starts with v = v
all
y = eT = 1 (fully
elastic) and ends with vally = v = eT = 0 (fully plastic). However, for the
perfectly plastic case, v, vally > 0 when the fully plastic state (i.e. eT = 0) is
reached. The reason being that the yield line formation causes the lattice to
flow much before all the springs have yielded.
The difference between vall and v gives the volume fraction of elastically
unloaded springs. Comparing the vall (dashed line) and v (solid line) curves
in Fig. 3.4 shows that there is a significant increase in the elastic unloading
activity as ET/E → 0 and eT → 0. The elastic unloading of the plasticized
springs was ignored by assuming an irreversible transition to plastic state
in the previous RFM based studies on elastic-perfectly plastic transition in
disordered media [18, 19]. But, the observations made here clearly show that
elastic unloading is significant and should be accounted for in the study of
such systems.
Images of the evolving set of plastic grains with increasing external load for
the perfectly plastic case are shown in Fig. 3.5. It is observed that initially
(up to eT ≈ 0.5 [Fig. 3.5(a)]) the distribution of plastic grains is spatially
uncorrelated. But, as eT → 0, the evolution of horizontal shear bands and
elastic unloading in the regions above and below it can be clearly seen. A
shear band spanning horizontally across the lattice is eventually formed caus-
ing the lattice to flow i.e. eT = 0 [Fig. 3.5(h)]. On the contrary, as ET/E
increases, the spatial distribution of plastic grains is more or less uniform
throughout the transition, with minimal elastic unloading activity, and any
prominent shear bands are absent (see Fig. 3.2 for ET/E = 0.2). With
increasing ET/E the v − eT curve gets closer to the unit slope line v = eT .
3.3.3 Comparison with the random percolation problem
The spatial distribution of the yielding events can be studied using the plastic
damage profiles obtained from the number of springs yielded along a given
y-ordinate p(y) at different stages of the loading process. Fig. 3.6 shows p(y)
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Figure 3.4: Effect of hardening on the elastic-plastic transition in v − eT
space for ET/E = {0, 0.05, 0.2, 0.5} on L = 256 is shown in (a)-(d),
respectively. The solid lines are for v, while the dotted lines represent vall.
The dash-dot lines represent vrp curves obtained using random bond
percolation on the same spring lattice. The difference between vall and v is
the measure of the amount of unloading activity which is significant only
for the perfectly plastic case.
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Figure 3.5: (a)-(f) Evolving set of plastic grains for perfectly plastic case
(ET/E = 0) with increasing loading. Black pixels represent springs that are
currently in plastic state, while white pixels represent elastic or elastically
unloading springs. As eT → 0, the elastic unloading is observed in some
specific zones due to formation of shear bands throughout the domain. At
eT = 0 the yield line formed is pointed out with an arrow in (f).
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Figure 3.6: (a)-(e) Number of springs yielded along a given y-ordinate p(y)
plotted against y for ET/E = {0, 0.05, 0.2, 0.4, 0.8} for a single realization.
p(y) is obtained by dividing the loading into 6 stages.
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for ET/E = {0, 0.05, 0.2, 0.4, 0.8} for L = 256 on a single realization obtained
by dividing the loading process into six equal stages up to the critical load.
For all the cases, the plastic damage profiles show no signs of any signifi-
cant macroscopic localization even as the critical plastic state is approached.
From Fig. 3.6 it appears that plastic damage accumulation is qualitatively
similar regardless of ET/E. Conversely, for an elastic-brittle transition the
localization of damage near the peak load is clearly observed in the damage
profile similar to the one shown here [9]. In a previous study on perfectly
plastic transition [19] it was suggested (based on a similar observation of
flat p(y) profiles) that the perfectly plastic transition in the infinite disorder
limit is akin to random percolation due to absence of a clear localization.
However, for the more practical case of a finite width disorder (uniform dis-
order in this study), the comparison between the elastic-plastic transition
and random percolation is discussed here qualitatively followed by a detailed
finite-size scaling analysis of the perfectly plastic case in section 3.3.5.
For ET/E → 1 (i.e. negligible plasticity) the yielded springs can be ex-
pected to be selected similarly to a random bond percolation, as the yield-
ing event has minimal effect on its neighborhood and the strain distribu-
tion is nearly uniform within the domain throughout the transition. But as
ET/E → 0, the yielding events start affecting their neighborhood through
stress redistribution as evident from the elastically unloading regions sur-
rounding the shear bands observed in Fig. 3.5 close to the critical load for
the perfectly plastic case. This influence is not captured well by the damage
profiles p(y) as the shear bands are spread over the entire domain. However,
we can easily compare the plasticity accumulation process with the random
bond percolation in v − eT space as explained below.
To compare the random bond percolation with plasticity accumulation
process, we need to perform a percolation study on the same lattice network
with the same boundary conditions as in Fig. 3.1(b). The random bond
percolation on a diamond grid is carried out by randomly selecting a spring
from the lattice network and changing its stiffness from k to kT . If kT = 0
(equivalent to removal of a bond), it is just the random bond percolation
problem with the critical percolation threshold pc = 1/2 [40], for a diamond
network and correlation length exponent νrp = 4/3.
For the volume fraction 1− vrp (vrp is the order parameter for the random
percolation case) of the springs removed in a random order, the reduced
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tangent stiffness (eT ) of the network of size L is evaluated using the same
boundary conditions as specified for the spring lattice simulations before.
Thus, for a given ET/E (same as kT/k) a vrp−eT curve can be obtained using
the random bond percolation model as well. In v−eT space the random bond
percolation would also start with vrp = eT = 1 and the percolation process is
complete when eT = 0. The vrp−eT curves obtained using L = 256 diamond
grid averaged over 64 realizations, each at ET/E = {0, 0.05, 0.2, 0.5}, are
shown in Fig. 3.4(a)-(d), respectively, as dash-dot (— ·) lines.
It is observed that the difference between the random bond percolation
v−eT line and the corresponding dashed line (vall) obtained from the elastic-
plastic transition becomes significant as ET/E → 0 (Fig. 3.4). For ET/E = 0,
the spring lattice yields at v ∼ 0.7 (a much accurate estimate will be given
based on finite-size scaling analysis of the elastic-perfectly plastic transition
in section 3.3.5), much above the random percolation threshold of 0.5 for the
diamond lattice. Thus, although we can be sure that random percolation
process can very well describe the elastic-plastic transition when ET/E → 1,
the perfectly-plastic case needs further attention.
We also observe that although the plasticity accumulation process is not
localized in a macroscopic sense (like crack formation at the peak load in
elastic-brittle transition), it is localized at the persistent shear bands which
are spread across the domain leading to deviations from the random per-
colation v − eT curves as ET/E → 0 (Fig. 3.5). The question whether the
spatial correlations established by the shear bands are strong enough (for
the perfectly plastic case) to alter the critical exponents of the percolation
transition will be addressed shortly.
3.3.4 Hardening ratio ET/E > 1
By allowing the post-yielding tangent modulus to be greater than the elas-
tic modulus, i.e. ET/E > 1, a system with a rubber-like macroscopic re-
sponse can be obtained. To study this behavior, simulations with ET/E =
{2, 4, 10, 100} are conducted with lattice size L = 256.
Due to the high post-yield stiffness of the springs, stress concentration
is expected in the regions above and below of the yielded spring (in the
direction of loading). As a result, vertical streaks of yielded grains (black
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Figure 3.7: (a)-(d) Evolving set of plastic grains for ET/E = 100 with
increasing loading. Black pixels represent springs that are currently in
plastic state, while white pixels represent elastic springs. (a) shows that
even with sufficient plastic volume fraction the lattice exhibits insignificant
change in eT from 1. When observed closely, vertical streaks of increasing
strength can be spotted in (b)-(d).
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Figure 3.8: Effect of hardening on the elastic-plastic transition in v − eT
space for ET/E = {2, 4, 10, 100} on L = 256, shown with solid lines in
(a)-(d), respectively. The v − eT curves for the random bond percolation
simulations at the same ET/E values are shown with the dash-dot lines. As
ET/E → 1 the v − eT curves approach the line with unit slope (v = eT ).
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pixels) can be observed in the plastic grain evolution shown for ET/E = 100
(Fig. 3.7). Although weak, the vertical patterns can be perceived on a closer
observation that can be contrasted with the horizontal shear bands observed
for the perfectly plastic case (Fig. 3.5). In the infinite disorder limit and
ET → ∞ the problem can be mapped exactly onto a rigidity percolation
problem [2].
The transition in the v − eT space is shown in Fig. 3.8 with solid lines.
With increasing ET/E the v − eT curve is driven away from the v = eT
line, but in an opposite sense as compared with ET/E < 1 cases shown in
Fig. 3.4. Comparison with the random bond percolation process (dash-dot
(— ·) lines) for the corresponding ET/E (Fig. 3.8) highlights the difference
between the two, indicating again that the plasticity accumulation resem-
bles random bond percolation only as ET/E → 1, while the limiting cases
ET/E = 0 and ET →∞ need further investigation.
3.3.5 Perfectly plastic transition as a percolation process
In section 3.3.3, the elastic-plastic transition is observed (qualitatively) to
compare with the random bond percolation only as ET/E → 1. Hence, a
detailed quantitative analysis of the perfectly plastic process (ET/E = 0) is
performed here to better understand the nature of this transition and extract
the critical exponents. Percolation is to be understood here as the point when
the system reaches its maximum load carrying capacity i.e. the yield limit or
in other words when eT = 0. Because of the elastic unloading capability of
the springs, point of geometrical percolation may not necessarily be the same
as the point of mechanical percolation we are interested in. For an elastic-
brittle system though, the points of mechanical and geometrical percolation
are the same.
When a system of size L reaches the yield limit, we obtain the number
of bonds n = N vall that have yielded at least once in the loading history
from each simulation, where N = L × L is the total number of springs in
the lattice. Using multiple realizations, we can find the crossing probability
R(L, n) which is the probability that the lattice of size L will yield when ex-
actly n springs out of N have yielded. We can obtain the crossing probability
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Figure 3.9: The crossing probability R(L, p) with systems of increasing
sizes for the elastic-perfectly plastic transition problem obtained using
Eq. 3.2. The elastic-perfectly plastic transition can be observed to behave
similarly to a percolation problem where limL→∞R(L, p) is a step function
at the critical threshold pc.
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R(L, p) by convolving R(L, n) with a binomial distribution as [41]
R(L, p) =
N∑
n=0
CNn p
n(1− p)N−nR(L, n), (3.2)
where p is the occupation probability of bond (or site) in a typical percolation
problem. The convolution is performed using the efficient method provided
in [42]. Using R(L, p) we can analyze the elastic-perfectly plastic transition
as a percolation problem. The use of binomial distribution is a reasonable
approximation based on the observation made in Fig. 3.6 that the yielding
events are not strongly localized in a macroscopic sense. The advantage is
that we can now study R(L, p) for any given value of p. In Fig. 3.9 we
show the R(L, p) obtained for L = {8, 16, 32, 64, 128, 256} for the perfectly
plastic case to understand the nature of the transition and the effect of L
on the same. With increasing size L we see that R(L, p) approaches a step
function shape at the critical threshold pc just like a percolation problem.
From R(L, p) we can study the convergence of various estimates of pc (critical
threshold) and extract the critical exponents.
Hovi and Aharony [43] propose, using a renormalization-group study of
percolation, that R(L, p) = F (xˆ, {yˆi}), with xˆ = A(p − pc)L1/ν and yˆi =
BiωiL
−νi , where ν is the correlation length exponent, νi are the irrelevant
scaling exponents corresponding to the irrelevant variables ωi, A and Bi are
the non-universal metric factors, and F is the universal scaling function of
the given percolation process. The form of R(L, p) is determined by the di-
mensionality, spanning rule and boundary conditions of the system. General
form of the R(L, p) near the critical point is given as [43],
R(L, p) = f0 + f1(xˆ) +
∑
i
L−νiBiωif2i(xˆ)
+
∑
i,j
L−νi−νj(Biωi)(Bjωj)f3ij(xˆ) + · · · ,
(3.3)
where
f0 = F (xˆ = 0, {yˆi = 0}) = lim
L→∞
R(L, pc), (3.4)
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f1(xˆ) = F (xˆ, {yˆi = 0})− F (xˆ = 0, {yˆi = 0}), (3.5)
and
fAjkl···(xˆ) =
1
(A− 1)!
∂A−1F
∂yˆj∂yˆk∂yˆl · · ·(xˆ, {yˆi = 0}),
for A > 1.
(3.6)
Using the sum rule of the three spanning rules and duality arguments the
expansion of R(L, p) can be further simplified. For square free boundary
conditions, it turns out that f1 and f3ij are odd functions and f2i are even
functions [43]. For partially periodic boundary conditions we cannot a priori
predict the even or odd nature of these functions as the dual symmetry
arguments do not hold for such systems. As we have used partially periodic
boundary conditions in our study, we need to use estimates for which the rate
of convergence is independent of the even or odd symmetries of the functions.
We will first discuss the expected convergence rates of various estimates for
our system and then present the data used to estimate the correlation length
critical exponent ν.
Regardless of the odd or even symmetries of the functions f1, f2i and f3ij,
the second moment is always expected to scale as L−1/ν (Eq. (40) of [43]).
However, the first moment scales as L−1/ν−ν1 (faster) when f1 is odd, while
as L−1/ν when f1 is not odd. We expect that limL→∞R′(L, pc)−1 → 0 as
limL→∞R(L, p) is a step function at pc for a percolating system. The first
derivative of R(L, p) is given as
∂R(L, p)
∂p
∼ L1/ν
(
∂f1(xˆ)
∂xˆ
+
∑
i
L−νiBiωi
∂f2i(xˆ)
∂xˆ
+ · · ·
)
. (3.7)
When p = pc i.e. xˆ = 0, R
′(L, pc) scales as L1/ν as long as f1 is not even.
We would expect faster convergence if f1 were an even function. We will use
these observations to evaluate the critical exponents.
In [41] many other estimates based on R(L, p) are used to accurately evalu-
ate the percolation threshold and the associated critical exponents on square
lattice with open boundary conditions. It should be noted however that the
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random percolation simulations performed in [41] are computationally far less
expensive than the elastic-plastic transition simulations we have performed.
Therefore, the number of realizations that we have used had to be several
orders of magnitudes lower compared with the random percolation studies.
The small number of realizations introduces large errors in evaluating some
of the sensitive estimates like renormalization-group estimate pRG, cell-to-cell
estimate pc−c, pmax (obtained from R′′(L, p) = 0) etc. used by [41] which are
not used in this study.
For the finite-size scaling analysis we have used systems of sizes L = {8, 16,
24, 32, 52, 64, 90, 128, 180} averaged, respectively, over Nr = {5000, 5000,
5000, 5000, 5000, 5000, 1000, 1000, 500} realizations to first get R(L, n)
by binning and then R(L, p) using Eq. (3.2). All other estimates are then
obtained using R(L, p) [41]. We have not included L = 256 in the finite-size
scaling analysis as the number of realizations was not sufficient enough for
the required accuracy.
First, we need to find pc. We can calculate pavg(L) = 〈p〉 = 1−
∫ 1
0
R(L, p)dp
(Eq. (29) of [41]) and obtain an estimate of pc by fitting the data to
|pavg(L)− pc| ∼ L−a, (3.8)
and get pc = 0.2844±0.003. In Fig. 3.10 we plot |pavg(L)−pc| as a function of
L on a double log scale to obtain a = 1.56±0.03. First two points (L = 8, 16
and 24) are omitted from the fit which can be observed to deviated from
the fitted line due higher order corrections. Next, the standard deviation
∆(L) =
√〈p2〉 − 〈p〉2 is observed to follow
∆(L) ∼ L−b, (3.9)
with b = 0.62± 0.02 as shown in Fig. 3.11. The standard deviation scales as
L−1/ν (regardless of the odd or even symmetries of the functions in R(L, p)
expansion in Eq. 3.3) from which we can estimate ν for the elastic-perfectly
plastic transition.
Differentiating Eq. (3.2) with p we can calculate R′(L, pc) using the R(L, n)
data and observe the finite-size scaling of the form
R′(L, pc)−1 ∼ L−c, (3.10)
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Figure 3.10: Convergence of the estimator pavg(L) to pc according to
Eq. 3.8 with pc = 0.2844. The fit is obtained by excluding the three
leftmost points corresponding to L = 8, 16 and 24 that show deviation from
the straight line due to higher order corrections.
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Figure 3.11: Convergence of the standard deviation ∆(L) according to
Eq. 3.9. The fit is obtained by excluding the three leftmost points
corresponding to L = 8, 16 and 24 that show deviation from the straight
line due to higher order corrections.
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Figure 3.12: Convergence of R′(L, pc) according to Eq. 3.10. The fit is
obtained by excluding the three leftmost points corresponding to L = 8, 16
and 24 that show deviation from the straight line due to higher order
corrections.
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where c = 0.65± 0.04 as shown in Fig. 3.12. Since b and c are in agreement
within the error bars, we can say that even R′(L, pc) scales as L1/ν which
rules out the possibility of f1 being an even function of xˆ according to Eq.
(3.7). Using b and c, we get ν = 1.59 ± 0.05. Now, from Eq. (3.8) we see
that a is much larger than 1/ν which implies pavg must be converging to pc
as L−1/ν−ν1 with ν1 = a − 1/ν = 0.93 ± 0.05. The estimated ν1 value is
close within the error bars to a much accurate estimate of ∼ 0.9 obtained in
[41]. It should be noted that the value of a estimated from Eq. 3.8 is very
sensitive to the estimate of critical threshold pc, but the limited number of
realizations makes accurate estimate of pc difficult to obtain. Therefore, we
have obtained ν using convergence properties of ∆ which do not depend an
pc and then confirmed this value using R
′(L, pc)−1 which is found to be not
very sensitive to pc.
The estimated value of ν1 can now be used to verify the behavior of
R(L, pc). From Eq. (3.3) we can represent R(L, pc) with the leading or-
der terms as [43]
R(L, pc) ∼ f0 +B1ω1L−ν1 + f311(0)(B1ω1)2L−2ν1 . (3.11)
With ν1 = 0.93 in the equation above we obtain a good fit as shown in
Fig. 3.13 where R(L, pc) is plotted as a function of L
−ν1 . Using least-square
fitting we obtain f0 = 0.47±0.01, B1ω1 = −2.6±0.4 and f311(0) = 1.2±0.1.
Although the ν1 value is found to be close to the random percolation one,
the B1ω1 and f311(0) values obtained for the elastic-plastic transition case
are a lot different than the estimated values for random percolation in [43].
It is now clear that pavg indeed converges to pc as L
−1/ν−ν1 . Therefore, the
finite-size scaling analysis shows that the elastic-perfectly plastic transition
can be described as a percolation process with ν = 1.59±0.05 and ν1 = 0.93±
0.05. Clearly, ν obtained is larger than the random percolation problem in 2D
for which νrp = 4/3 [40]. The reason for a different ν can be assigned to the
presence of long-range correlations which are known to affect the correlation
length critical exponent [44]. Specifically, for long-range correlated spatial
domain with Hurst exponent H we have νH = −1/H valid for −1/νrp < H <
0 [45]. Thus, the larger ν value can be attributed to the presence of long-
range correlations embedded in the physics of the elastic-perfectly plastic
transition process.
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Figure 3.13: The least-square fit obtained for R(L, pc) according to
Eq. 3.11.
Of course, in the infinite disorder limit, random percolation process with
the critical correlation length exponent νrp = 4/3 should be recovered as per-
turbations in the strain distribution introduced by the yield events become
irrelevant [19, 38]. Recently, a renormalization group-based unified theory
was proposed for elastic-brittle transition explaining the nucleation (weak
disorder and large length scales), diffuse damage with avalanches and per-
colation behavior (strong disorder) as finite-size effects (summarized into an
interesting phase diagram) [46]. A detailed analysis of the elastic-perfectly
plastic transition will be performed along similar lines in future to understand
the nature of this transition as a function of the disorder strength.
The crossing probability functions R(L, p) can be collapsed by plotting
them as a function of the standard normal variable of the form (pavg(L) −
p)/∆(L) as shown in Fig. 3.14. R(L, p) can also be identified as the cumu-
lative yield probability distribution as the percolation implies macroscopic
yielding in this case. Thus, R(L, p) is analogous to the cumulative failure
probability distribution in case of elastic-brittle transition. For elastic-brittle
transitions studied using RFM [14], the Gaussian distribution was found to
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Figure 3.14: The collapsed cumulative yield probability distribution
R(L, p) for different L plotted against the reduced variable
(pavg(L)− p)/∆(L).
adequately explain the failure probability distribution (up to the peak load).
Up to the peak load, elastic-brittle transition is dominated by disorder over
the microcrack stress concentrations and the failure events are more or less
uncorrelated. As the elastic-perfectly plastic transition is also dominated
by disorder for the most parts, we attempt to check the Gaussian nature of
R(L, p) in Fig. 3.15 by plotting Φ−1[R(L, p)] as a function of the standard
normal variable (pavg(L) − p)/∆(L), where Φ denotes the standard normal
probability distribution function. The collapse of the data along the unit
slope line shows that the normal distribution adequately describes R(L, p).
3.3.6 Plastic strain accumulation
So far we have focused on the distribution of yielded springs and analyzed the
elastic-plastic transition as a percolation process. Each yielded spring was
identified with a black pixel to differentiate from the elastic spring. However,
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Figure 3.15: Normal distribution fits of R(L, p) with black dotted line of
slope 1 for comparison. Here, Φ(.) is the standard normal distribution and
(pavg(L)− p)/∆(L) is the standard normal variable. The collapse of data
for different L indicates that the normal distribution adequately describes
R(L, p).
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each yielded spring also carries a plastic strain
γs =
∑
i
(∆εp)i (3.12)
where (∆εp)i is the accumulated plastic strains at each load step i; and
(∆εp)i = ∆εi − ∆σi/E, where ∆εi is the strain increment and ∆σi is the
stress increment for a given spring at the ith load step. In this section we
study the spatial distribution of γs and the effect of ET/E on the same.
The plastic strain maps are generated as a pixelated image where the
gray scale value at each pixel corresponds to the γs accumulated during
the entire transition at the corresponding spring. The γs values in the
plastic strain maps are normalized with the maximum to be able to com-
pare the different cases easily. Fig. 3.16 shows the plastic strain maps for
ET/E = {0, 0.05, 0.2, 0.5} with L = 256 for a single realization. Fig. 3.16(a)
for ET/E = 0 shows strongly localized plastic strain accumulation linked
with the yield line formation which can be clearly seen. The image appears
mostly white as the plastic strain accumulated at the yield line is much higher
than the rest of the domain. However, with increasing ET/E the localization
and the anisotropy associated with it are mitigated. It should be noted that
in the initial stages of loading the plastic strain distribution is more or less
uniform for all ET/E and the strong localization is observed only close to
the critical load value.
The localization of plastic strain into shear bands can be conveniently an-
alyzed in the wave number space using a power spectrum of the plastic strain
maps shown in Fig. 3.17. The power spectral density S(kx, ky) is obtained
using the square of the absolute value of the FFT (Fast Fourier Transform)
of the plastic strain map shown in Fig. 3.16 and then averaging over multiple
realizations. kx and ky are the wave numbers along x and y directions, respec-
tively. A dipolar anisotropy in the plastic strain distribution of increasing
strength can be observed in Fig. 3.17 as ET/E → 0. Such anisotropy stems
from the dipolar nature of elastic kernel (of the form cos 2θ/r2) associated
with a plastic event in the anti-plane loading. However, as ET/E increases,
the dipolar anisotropy is weakened and the plastic strain distribution tends
to be uniform throughout the plastic transition process. The power spec-
tral density S(kx, ky) along kx = 0 and ky = 0 from Fig. 3.17 are shown in
Fig. 3.18. For ET/E = 0 [Fig. 3.18(a)] we observed a power-law scaling of the
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Figure 3.16: (a) - (d) Distribution of the accumulated plastic strain γs
after the completion of the elastic-plastic transition for
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γmaxs to visualize the distribution from 0 (white) to 1 (black). The plastic
strain distribution can be observed to be more homogenized (reducing
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Figure 3.17: (a)-(d) The power spectra of the plastic strain maps at
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form S(k) ∝ kα with αpi/2 = −1.48± 0.02 for kx = 0 and α0 = −0.43± 0.03
for ky = 0. But, as ET/E increases beyond zero, the scaling vanishes and
more or less flat S(kx, ky) profiles (i.e. α → 0) are obtained as shown in
Fig. 3.18(b). Also, with increasing ET/E the distance between S(kx, ky) pro-
files along kx = 0 and ky = 0 decreases which is indicative of the diminishing
anisotropy in the plastic strain distribution. The perfectly plastic case is
analyzed further by checking the the angular dependence of α as shown in
Fig. 3.19. The α(θ) values are obtained by fitting the S(k) values along the
given angle θ to S(k) ∝ kα(θ) on a log-log scale.
We can compare the plastic strain maps obtained by our model with the
ones obtained in [47] (large scale simulation results in [48]) using a 2D
mesoscale model used to describe yielding of amorphous materials. The
mesoscopic model works by explicitly using the elastic kernel associated with
a plastic event in 2D of the form cos(4θ)/r2 and introducing disorder in the
yield thresholds of the sites in the domain. Note that in 2D we expect to get
plastic strain localization (shear bands) in ±pi/4 directions, whereas in anti-
plane loading, horizontal shear bands are expected as elastic kernel will be of
the form cos(2θ)/r2. Hence, we can compare the α values obtained using our
model in the range [0, pi/2] with the α values obtained in the range [0, pi/4] in
[47] using the mesoscopic model. The αpi/2 ≈ −1.48 and α0 ≈ −0.43 values
obtained in Fig. 3.18(a) compare well with αpi/4 ≈ −1.67 and α0 ≈ −0.33 ob-
tained in [47]. However, the dependence on θ does not follow similar trends
as in [47] as the spring lattice geometry plays a role in the spring lattice
simulations. For example, in the diamond lattice that we have used here, the
stress redistribution following a plastic event is not exactly of the cos(2θ)/r2
form, but it will have some distortions (bias in ±pi/4 directions) due to the
spring lattice arrangement. Whereas, in the mesoscale models such as [47],
the stress redistribution kernel is explicitly implemented.
The mesoscopic model [47] and the spring lattice model presented here
share the two basic governing principles: (i) long-range elastic interactions
and (ii) disorder in the yield limit. However, the difference between the two
stems from the way in which the plastic strain is accumulated. In the EPBM,
plastic strain accumulation is based on the bilinear elastoplastic behavior
(akin to dislocation based plasticity in crystalline materials), whereas in the
mesoscopic model the plastic strain is accumulated using a random variable
(based on the shear transformation zone (STZ) description of amorphous
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plasticity) that is physically linked to the intrinsic local disorder present in
the amorphous materials. By treating the magnitude of the plastic event as
a random variable, non-persistent shear bands were observed in [47], while
persistent shear bands are obtained using EPBM in this study, where plastic
strain accumulation at the yielded spring is deterministic for a given realiza-
tion (governed by the boundary conditions).
The size distribution of the intermittent plastic events was shown in [34]
to be of the form P (s) ∝ l−τh[s(ET/E)λ], where s is the plastic event
(avalanche) size. The exponents τ and λ were found to match with the
mean-field values of 1.5 and 1 [32]. The decreasing upper cutoff in the size
distribution P (s) due to absence of bigger avalanches observed in [34] can be
linked with the absence of plastic strain localization at the shear bands as
ET/E increases (Fig. 3.16).
3.4 Elastic-plastic-brittle transition
After yielding, any given material will undergo failure after exhausting the
amount of permitted ductility. To understand the effect of parameters N
(controlling permitted ductility) and ET/E on the material response, a para-
metric study is conducted with N = {2, 5, 10} and ET/E = {0, 0.2, 0.5, 0.8}.
The disorder in the yield limit follows a uniform distribution as before. The
case of weak disorder is not of much interest as it results in a trivial failure
governed by the weakest bond in the lattice [9]. The range of ET/E consid-
ered covers materials from a perfectly plastic to strong hardening type, and
the range of N considered represents materials with increasing ductility. The
material responses obtained here represent markedly different behaviors in
the given parameter space, as explained next.
3.4.1 Results
Stress-strain response
The stress-strain plots for ET/E = {0, 0.2, 0.5, 0.8} at N = {2, 5, 10} are
shown in Fig. 3.20. The observed trends can be intuitively understood based
on the post-yield load carrying capacity controlled by ET/E, and ductility
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Figure 3.18: The power spectral density S(kx, ky) (averaged over 64
realizations each) of the plastic strain maps along kx = 0 (red triangles) and
ky = 0 (blue circles) for ET/E = {0, 0.05, 0.2, 0.5} are shown in (a)-(d),
respectively. For ET/E = 0, the power spectra follows a power-law scaling
S(k) ∼ kα with exponents α = −1.48± 0.02 for kx = 0 and
α = −0.43± 0.03 for ky = 0. For ET/E > 0 we can observe that α ≈ 0 and
the anisotropy diminishes with increasing ET/E as the two curves get
closer.
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Figure 3.20: Normalized average stress-strain plots are shown for
ET/E = {0, 0.2, 0.5, 0.8} in (a)-(d), respectively, at N = {2, 5, 10}. The
lines with increasing N can be identified as we move from left to right along
the arrow shown. The limiting failure stress can be observed to increase
with increasing N as well as ET/E.
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controlled by N . For a given ET/E, the failure stress increases with increas-
ing N . Similarly, for a given N , the failure stress increases with increasing
ET/E.
Morphology of the yielded and failed springs
Previous studies [20, 34] have shown that, as N (ductility) increases, the
brittle damage is localized at the perfectly plastic yield line for perfectly
plastic-brittle type transition. Here, we study the complex interaction of
plastic and brittle transitions using the plasticity and damage accumulation
patterns.
Failure events (i.e. brittle transition) representing formation of micro
cracks lead to stress relaxation in the loading direction, and to stress con-
centrations in the transverse direction at the crack tips. The elastic-brittle
transition (N = 1) comprises of the competition between crack tip stress
concentrations (localizing force) and the disorder (delocalizing force). In
the elastic-plastic-brittle transition, the plasticity interferes with the damage
accumulation process through the parameters ET/E and N . For N → 1
or ET/E → 1, clearly, the damage accumulation process resembles to the
elastic-brittle transition as negligible plasticity is permitted. Whereas, for
large N or ET/E → 0 plastic strain localization in the shear bands leads to
localized damage.
The volume fractions of yielded springs (vy) and failed springs (vf ) are
shown in Fig. 3.21 for ET/E = {0, 0.2, 0.5, 0.8} at N = {2, 5, 10}. vy steadily
increases with the applied strain followed by a peak value after which it
either drops suddenly [Fig. 3.21(a)] or steadily decreases with fluctuations
[Fig. 3.21(b)-(d)]. Repeated elastic unloading of the plasticized zones due
to stress relaxation near the micro-cracks is responsible for the decease and
fluctuations in vy.
The sudden jump in the vf value observed near the end of transition for all
the cases is attributed to the formation of a macroscopic crack near the peak
load by localization of the damage (similar to post-peak damage localization
in elastic-brittle transition). The jump can be observed to vanish when very
high ductility is imparted for ET/E → 0, as shown in Fig. 3.22(a) for the case
of ET/E = 0, N = 100. The response resembles the elastic-perfectly plastic
transition till the yield surface is formed followed by the failure restricted to
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Figure 3.21: The volume fraction of the yielded springs vy (dotted line)
and failed springs vf (solid line) are shown for ET/E = {0, 0.2, 0.5, 0.8} in
(a)-(d), respectively, at N = {2, 5, 10}. The vy and vf lines for increasing N
can be identified as one moves from left to right along the arrow.
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ET/E = 0 at N = 100 at increasing load steps. Localization of damage at
the yield surface can be observed from (iv)-(vi).
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Figure 3.23: Damage evolution images for ET/E = {0, 0.8} at
N = {2, 5, 10} with black pixels for yielded springs and red (gray) pixels for
failed springs on L = 256. For each {ET/E,N}, four images characterizing
the transition are shown. The final fracture surface formed is shown in (iv)
for each case.
the yield line due to high strain concentrations therein [Fig. 3.22(b)].
It is observed in Fig. 3.21(a) that, as N increases, the final vf (i.e. fraction
of total failed springs) drops. However, such a trend can be seen to be absent
in Fig. 3.21(b)-(d): the formation of strain localized shear bands for ET/E =
0 (Fig. 3.5) allows damage to localize and lead to formation of macroscopic
crack even at low vf as N increases. Whereas for ET/E = {0.2, 0.5, 0.8}
cases, absence of shear bands does not allow the damage to localize for lower
vf even at higher N .
The accumulated damage at different loading stages is shown in Fig. 3.23
for ET/E = {0, 0.8} at N = {2, 5, 10}. Only two extreme ET/E values
are included to highlight the trends. The yielded springs at the current
applied load are shown with black pixels, while the failed springs are shown
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by red (gray) pixels. For each case, four representative images of the damage
accumulation process are given. The image (i) is selected from the initial
stages of the loading with very small vy and vf . The image (ii) is selected
when the vy is near the peak value. The image (iii) captures the events that
have led to formation of the final failure surface. The final image (iv) in each
sequence shows the final macroscopic crack formed along with other failed
springs but no yielded springs (black pixels) are seen due to the post-failure
unloading of the entire domain.
Some salient features of the transition process can be observed in Fig. 3.23.
At the initial stages of loading, the yielded and failed springs are more or
less uniformly spread across the domain and the proportion of vy and vf is
determined by N . As the applied load increases, coalescence of some of the
micro-cracks leads to the elastic unloading across the cracks, while yielded
zones are concentrated around the crack tips. With further increase in the
applied load, damage localizes leading to the macroscopic crack formation.
As N increases, an increase in vy can be clearly seen for both ET/E = 0
and 0.8 from the first two images. Due to the higher ductility permitted,
more springs are plasticized (i.e. higher vy) before the elastic unloading due
to micro-cracks formation is significant enough to cause decrease in the vy.
For ET/E = 0, the failure is localized at the shear bands, especially for
high N (see ET/E = 0 at N = 10 case in Fig. 3.23). Due to the higher post-
yielding load carrying capacity, strong shear bands are absent in ET/E = 0.8
case. Thus, the accumulation process of the failed springs (red (gray) pixels)
is not significantly affected by N for higher ET/E.
3.5 Conclusion
We have used an extended version of the RFM that has capability to model
elastic-plastic-brittle behavior to study geometrical properties of the evolving
sets of the plasticized and failed springs. First, we focused only on the elastic-
plastic transition in disordered systems and performed a parametric study
to understand the effect of hardening modulus ET/E on the transition and
compare the results with random bond percolation problem. We observed
that, as ET/E → 1, the transition closely follows the random percolation
description while the perfectly plastic case showed the maximum deviation
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from the random percolation behavior due to a high level of unloading ac-
tivity. The plastic strain accumulation is initially uniform throughout the
domain for any given ET/E, but for ET/E → 0 it eventually localizes into
persistent shear bands resulting in the dipolar anisotropy of the plastic strain
distribution. Moreover, the intensity of the anisotropy diminishes with in-
creasing ET/E due to the higher post-yielding load carrying capacity of the
material.
The finite-size scaling analysis of the elastic-perfectly plastic transition re-
sulted in an estimated correlation length exponent ν ≈ 1.59, larger that the
correlation length exponent of random percolation problem νrp = 4/3. The
Larger value is concluded to be the result of the presence of long-range corre-
lations in the elastic-perfectly plastic transition, that are known to increase
the value of correlation length critical exponent. It should be noted that the
analysis presented here is for uniform disorder (finite). In the infinite disorder
limit the long-range correlations are ineffective in comparison with the wide
scale of the disorder present. Therefore, in the infinite disorder limit, the
elastic-perfectly plastic transition is similar to a random percolation process.
The study suggests that the elastic-perfectly plastic transition is a long-range
correlated percolation process and the value of ν depends on the strength of
disorder present, approaching the value 4/3 in the infinite disorder limit.
Next, we discussed the effect of ET/E and N on the complete elastic-
plastic-brittle response. The brittle part in the constitutive behavior is in-
troduced with some ductility (controlled through parameter N) resulting in
a competition of the localizing force (plastic shear bands and crack tip stress
concentrations) and the delocalizing force (disorder). The transition is char-
acterized by initial increase in the plastic volume fraction (vy) followed by
intermittent decrease in vy (for ET/E > 0) due to elastic unloading caused by
stress relaxation in the transverse directions of the nucleating microcracks.
As N increases and ET/E → 0, the damage is localized at the dominant
shear band (yield surface for perfectly plastic response).
In-plane and three-dimensional generalizations of the presented work will
be carried out in future to check whether the trends observed in the anti-plane
regime carry over to higher dimensions.
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Chapter 4
Modeling stochastic damage evolution as a
Markov process
4.1 Introduction 1
The statistical models of fracture have been extensively used in the past
to link the disorder in material properties with the evolution of damage in
disordered media [2, 9, 11, 49, 50]. In the presence of strong disorder, the
final failure is foreshadowed by accumulation of large amount of distributed
damage. This damage accumulation process results in precursory events
observed during failure of disordered materials. The primary objective of
studying such models is not to provide accurate quantitative predictions,
but to understand the trends and scaling behavior in breakdown properties
of disordered media. In such models, the elastic interactions within the
medium are accounted by network of springs (or beams) while the disorder
in the material is modeled through random failure thresholds of the springs.
The lattice models have also been used to establish a link between exper-
iments and microstructure of heterogeneous materials. The ability of lattice
models to explicitly represent the microstructure and microcracks is found
to be particularly suitable to simulate disordered media. van Mier et al. [51–
54] studied fracture in concrete using beam lattice model to complement the
experimental investigations. Frantziskonis et al.[55] investigated mechanical
properties of fiber-matrix interfaces by simulating the experiments using a
spring lattice model. The lattice models were also found to be useful in un-
derstanding the fractal nature of fracture surfaces reported in experiments
for various disordered materials [9].
The precursors of failure that are commonly analyzed in the statistical
models of fracture are avalanche-size (∆) and elastic energy released (E)
1Adapted from: S. Kale, and M. Ostoja-Starzewski (2016). Representing stochastic
damage evolution in disordered media as a jump Markov process using the fiber bundle
model. International Journal of Damage Mechanics, 1056789516650249.
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from breaking of bonds or fibers. The distribution of these precursors has
been extensively studied through experiments and simulations, and a power-
law scaling with exponential cutoff of the form p(∆) ∼ ∆−ξ exp (−∆/∆c)
[9, 11, 49] is observed, where p(∆) is the avalanche-size probability density
function, ξ is the power-law scaling exponent, and ∆c is the cutoff maximum
avalanche size that diverges as the peak load is observed. The power-law
scaling is an outcome of the interplay of two important factors, disorder
strength and long-range elastic interactions.
The presence of intermittent precursory events before the final failure can
also be understood as a stochastic evolution of the macroscopic damage vari-
able (D) [4, 56, 57]. The precursory events correspond to nucleation, growth,
and coalescence of microcracks within the disordered material. These events
also result in macroscopic loss of stiffness and they are captured effectively
in D. In this study, our goal is to use the large amount of damage evolution
data provided by statistical models of fracture and capture the major trends
in a relatively simple stochastic process. The stochastic process should not
only capture the randomness in damage evolution, but also account for the
size-effect originating from the disorder present in materials. By size-effect,
the dependence of nominal strength on the sample size is implied.
The numerical studies based on spring lattice models have provided the
necessary understanding of the damage process useful for continuum damage
modeling [58]. A correlation length can be obtained from distance between
two consecutive failures in a lattice model. This correlation length is irrele-
vant in the initial loading stages as the damage events are spatially uncor-
related and the damage accumulation is dominated by disorder. However,
as the peak load is approached, the correlation length is shown to diverge,
eventually leading to the final failure [9, 58]. The study of ensemble averaged
damage profile obtained from lattice models also provide an insight on the
different stages and scale-dependence of damage evolution in disordered ma-
terials [9, 57]. However, the mean damage evolution profiles provide only a
part of the whole picture, as damage evolution is inherently stochastic due to
the presence of microstructural disorder. Therefore, in this study, we propose
to use jump Markov process to capture the stochasticity of damage evolution
in disordered media.
The motivation behind using the avalanche size distribution data is that
it effectively captures collective behavior of the system and also accounts
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for the size-effect. Also, the details of these distributions correspond to the
microscopic variables of the system, while the general scaling is expected to
be universal in nature [9]. The research question that we are addressing is:
can we use the avalanche size distribution data for a given material to extract
the damage evolution behavior? Also, what kind of stochastic process can
closely model the damage evolution typically observed in disordered media?
The stochastic process should be inspired from the nature of damage evolu-
tion generally observed in such models. In this study we focus on the simplest
statistical model of fracture i.e. the fiber bundle model (FBM) [49, 59]. Al-
though simple, FBM captures most of the essential features of the failure
process in disordered media. Moreover, FBM is analytically solvable (under
the mean-field approximation) which is often important to get useful insights
into the problem. In this study, we focus on formulating the approach with
the aid of a simple but representative statistical model of fracture i.e. FBM.
Understanding and coupling material behavior at various lengthscales (from
atomic to continuum) is the goal of multiscale modeling of materials. Apart
from direct computational approach, wavelet-based analysis has also been
used to investigate multiscale phenomena [60–62]. In statistical models of
fracture like FBM, two key lengthscales are invovled. First is the microscale
δ, which is represented by the size of individual elements (fibers in case
of FBM). The strength of disorder in the failure threshold distribution is
inversely proportional to δ. The second lengthscale is the system size or
mesoscale d, which for FBM corresponds to the number of fibers. The
mesoscale represents the material behavior of a material point when per-
forming analysis on the macroscale L. It should be noted that the choice of
strength of disorder determines the microstructural lengthscale δ captured
by the model. The choice of system size is the mesoscale d on which the
material response is to be understood and used for macroscale analysis. The
input in this approach is the microstructural information on constitutive be-
havior and disorder. Therefore, a direct link between the microstructure and
mesoscale behavior can be established through a coupling between δ and d
[53, 54].
The chapter is organized as follows. First, the FBM is introduced and
the nature of damage evolution under two types of boundary conditions,
displacement-controlled and force-controlled, is analyzed. Based on the na-
ture of damage accumulation in FBM, a jump Markov process is proposed
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to model the stochastic damage evolution. Then, Markov process models for
displacement-controlled and force-controlled FBM are presented. A Monte
Carlo approach to simulate the Markov process is then presented, followed by
conclusions. The approach presented in this study for FBM can be directly
extended to higher dimensional models (RFM and RSM) under uniaxial load-
ing conditions with scalar damage variable. However, formulating a general
stochastic framework for general loading conditions with damage treated as
a second or fourth rank tensor is still a challenging task. The final section on
future work gives an overview of challenges involved in formulation of such
a framework.
4.2 Fiber bundle model
We choose to work with FBM (also called a “parallel bundle model”) consist-
ing of N parallel fibers of equal length connected between two rigid plates.
The democratic (or the mean-field) version of the model was introduced by
Peirce [63] in 1926, and later formalized by Daniels [12] in 1945. A compre-
hensive review of different types of FBMs and their characteristic responses
is provided by Pradhan et al.[49].
In FBM, each fiber is a simple linear spring with stiffness k. The fibers
are assumed to follow an elastic-brittle response characterized by the failure
displacement threshold uf for each spring. The disorder in the system is
introduced through uf as a random variable chosen from a probability dis-
tribution pf (uf ) for all springs. Generally, a uniform or Weibull probability
distribution is chosen to represent strong disorder [49]. In this study, we
use a uniform distribution for simplicity, but the results can be obtained for
any given failure threshold distribution. The bottom rigid plate is fixed and
two types of boundary conditions can be imposed on the top rigid plate, (1)
displacement-controlled and (2) force-controlled.
In the displacement-controlled approach, the displacement u is applied
on the top plate under quasi-static loading conditions. Due to the imposed
displacements on the rigid plates, there is no interaction or load redistribution
among the fibers and the model can be analytically solved.
The effective response of the system can be expressed through the following
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Figure 4.1: Force-displacement responses of the fiber bundle model of size
N=1000 obtained under displacement-controlled (solid) and
force-controlled (dotted) conditions [Eq. (4.2)]. The failure thresholds of
the fibers are assigned according to a uniform distribution between [0, 1].
(Inset) A zoomed version of the same curve near the peak load value.
Under force-controlled conditions, the failure of a single fiber can trigger an
avalanche of multiple fiber failures until the force carrying capacity of the
bundle recovers to the applied force value. At the critical loading point, the
applied force F c is such that all the remaining fibers fail in a single
avalanche.
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Figure 4.2: Evolution of damage D = n/N in a displacement-controlled
FBM of size N = 100 and failure thresholds assigned according to uniform
distribution between [0, 1]. A smaller system size is chosen so as to clearly
observe the step-like evolution of damage.
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Figure 4.3: Evolution of damage D = n/N in a force-controlled FBM of size
N = 100 and failure thresholds assigned according to uniform distribution
between [0, 1]. Unlike displacement-controlled FBM, a large avalanche
causes the bundle to suddently fail at the critical load value F c.
force-displacement (F − u) relationship,
F dc = Ku = K0u(1− n
N
), (4.1)
where n is the number of broken fibers at the imposed displacement u, K0 is
the stiffness of the undamaged system, and K is the stiffness of the damaged
system with n broken fibers. The macroscopic damage parameter can be
written simply as D = n/N . As there is no stress redistribution following a
fiber failure for the displacement-controlled case, n can be obtained from the
number of fibers for which uf ≤ u. An example of displacement controlled
FBM of size N = 1000 is shown in Fig. 4.1.
Under force-controlled conditions, there is a possibility of avalanche of
fiber failures following a failure event as the external load is fixed at a value
that cannot be sustained by the fibers failing in an avalanche. During an
avalanche the external load F remains constant until the system can sustain
a higher load value. The avalanche size is understood as the number of fibers
failed following a failure event at a constant force value. As shown in Fig. 4.1,
the force-controlled FBM response can be obtained as the least monotonic
67
function (LMF) of the displacement-controlled FBM response i.e.,
F = LMF{F dc}. (4.2)
At the peak load, the bundle transitions into an unstable state where all the
surviving fibers fail in a single catastrophic event. No further load increment
is possible beyond this point. In this way, the essential features of the failure
process in disordered media are captured by the simple mean-field FBM.
Due to the simple structure of the FBM, we can study n and obtain the
macroscopic damage variable D as n/N . Observing D as a function of u and
F for displacement-controlled and force-controlled conditions Figs. 4.2 and
4.3, respectively, we can identify the following characteristic features of the
damage accumulation process.
1. The macroscopic damage evolves in discrete steps and the discreteness
is a direct outcome of the microcracking events (i.e. fiber failures) on
the microscopic scales.
2. The damage increment size dD a random variable and is also a function
of the loading conditions.
3. The displacement (or force) value separating two consecutive damage
increments is a random variable and is also a function of the loading
conditions.
4. The increments dD are always positive due to absence of any healing
mechanisms.
5. The damage is bounded between 0 and 1, D ∈ [0, 1].
In view of the observations made above, we propose to use a jump Markov
process [64] to describe stochastic evolution of damage in disordered media.
The jump Markov process can conveniently account for the discrete nature
of damage evolution observed. The underlying assumption for using Markov
description for damage evolution is that the future damage state depends only
on the current state of damage and is independent of the past damage states.
In other words, the effect of damage evolution history is fully accounted
by the current state of damage. This reasonable assumption significantly
simplifies the analytical treatment of damage as a stochastic process and
serves as a good starting point.
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4.3 Damage evolution in FBM as a Markov process
As mentioned before, since D = n/N for FBM, we can deal with n as a
jump Markov process with discrete states and then obtain D. First we will
consider displacement-controlled conditions to obtain D(u) = n(u)/N and
then force-controlled conditions to obtain D(F ) = n(F )/N .
4.3.1 Displacement-controlled conditions
The number of broken bonds can be treated as a stochastic process n(u)
with integer-valued states and u acting as a time-like parameter. Then, the
stochastic process n(u) can be identified as a jump Markov process with
discrete states for the given FBM problem. Two probability functions are
required to define the discrete state jump Markov process n(u), q(n, u; τ) and
w(υ|n, u) [64]. Here, q(n, u; τ) is the probability that the process at n(u) = n
would jump away from n somewhere between u and u + τ ; and w(υ|n, u) is
the probability that the process n(u), upon jumping away from the state n
at u, will land in state n+ υ.
The Markovian nature of the process n(u) demands that q(n, u; du) =
a(n, u)du, where a(n, u)du is the probability, given n(u) = n, that the process
will jump out from the state at n within the infinitesimal interval (u, u+du].
The next-jump probability density function of the process is given as,
p(τ, υ|n, u) =
a(n, u+ τ) exp
− τ∫
0
a(n, u+ τ ′)dτ ′
w(υ|n, u+ τ). (4.3)
Then, p(τ, υ|n, u)dτ is the probability that for the process to be in the state
n at u, its next jump will occur between u+ τ and u+ τ + dτ , and will carry
the process to n+ υ.
For displacement-controlled FBM, the functions a(n, u) and w(υ|n, u) can
be analytically defined. Due to the absence of any stress redistribution, and
therefore of avalanches, only a single fiber fails at a time when its failure
threshold is reached. Therefore, after each jump from n(u), n increases only
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by 1 which implies,
w(υ|n, u) =
1, if v = 10, otherwise. (4.4)
On the other hand, a(n, u)du is the conditional probability given n(u) = n
that n(u+ du) = n+ 1 i.e.,
a(n, u) = p[n(u+ du) = n+ 1|n(u) = n]
=
p[n(u+ du) = n+ 1, n(u) = n]
p[n(u) = n]
=
N !
n!(N − n− 1)!Pf (u)
n[1− Pf (u)]N−n−1pf (u)
N !
n!(N − n)!Pf (u)
n[1− Pf (u)]N−n
=
(N − n)pf (u)
[1− Pf (u)] .
(4.5)
Using a(n, u) and w(υ|n, u) ≡ w(υ), we can predict the mean behavior
〈n(u)〉 and the variance of the evolution process var{n(u)} using the moment
evolution equations of a jump Markov process with discrete states. For 〈n(u)〉
we have, [64]
d
du
〈n(u)〉 = 〈W1(n, u)〉, (4.6)
where Wk(n, u) =
∞∑
υ=−∞
υkW (υ|n, u) and W (υ|n, u) = a(n, u)w(υ|n, u) is the
consolidated characterizing function of the jump Markov process n(u). For
displacement-controlled FBM, 〈W1(n, u)〉 = 〈a(n, u)〉 and
d
du
〈n(u)〉 = [N − 〈n(u)〉]pf (u)
[1− Pf (u)] . (4.7)
Solving the ODE above with the condition that n(u = 0) = 0 and assuming
that Pf (u = 0) = 0 we get
〈n(u)〉 = NPf (u). (4.8)
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For var{n(u)} we have, [64]
d
du
var{n(u)} =
2 [〈n(u)W1(n, u)〉 − 〈n(u)〉〈W1(n, u)〉] + 〈W2(n, u)〉,
(4.9)
which, after using the consolidated characterizing function given above, be-
comes
d
du
var{n(u)} = Npf (u)− 2var{n(u)} pf (u)
[1− Pf (u)] . (4.10)
Solving this ODE with var{n(u = 0)} = 0 gives,
var{n(u)} = NPf (u)[1− Pf (u)]. (4.11)
The mean and variance obtained above turn out to be the same as obtained
using binomial distribution of n fibers from N with the failure probability of
Pf (u) [50]. Accordingly, the probability of finding n failed fibers for applied
displacement u is given as,
p(n;u) =
(
N
n
)
Pf (u)
n[1− Pf (u)]N−n, (4.12)
and then 〈n(u)〉 and var{n(u)} for this distribution are given by Eqs. (4.8)
and (4.11), respectively. Therefore, for the displacement-controlled case, the
jump Markov description of the damage evolution turns out to be analogous
to the simple binomial distribution description of the system.
4.3.2 Force-controlled conditions
Under force-controlled boundary conditions the behavior of the system is
significantly different as a failure event is followed by stress redistribution
among the surviving fibers which may cause further failures at the same ap-
plied force value. In the democratic or mean-field version of the model the
stress is equally redistributed among the surviving fibers due to the rigid
plates at the ends. Therefore, relative positions of the fibers are rendered
irrelevant and the analytical treatment of the problem is considerably sim-
plified by focusing just on the number of surviving fibers. However, FBM
with different types of local load-sharing rules have also been extensively
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studied in the literature to represent more realistic scenarios [49].
The Markov process representation of the force-controlled FBM n(F ),
where F acts as a time-like parameter, would require two functions a(n, F )
and w(υ|n, F ). Here, a(n, F ) is defined such that a(n, F )dF is the probabil-
ity of the process to jump away from its current state at n(F ) = n in the
interval [F , F + dF ); and w(υ|n, F ) is the probability that the process n(F ),
upon jumping away from the state n at F , will land in state n+ υ.
The possibility of avalanche implies that w(υ|n, F ) would be a function of
the current loading state with non-zero probability of having υ > 1, unlike the
displacement-controlled case (Eq. 4.4). The avalanche or burst probability
distribution can be analytically obtained [49]. The displacement u at the
current equilibrated state can be found using Eq. (4.1) as a function of F
and n(F ).
For the force-controlled case, it would be convenient to work with the
next-jump density function p which is defined such that p(τ, υ|n, F )dτ is the
probability that, given the process in state n(F ) = n its next jump would
occur between F + τ and F + τ + dτ and it would take the process to state
n + υ. We can express p(τ, υ|n, F ) in terms of the transition (conditional
probability) functions as,
p(τ, υ|n, F )
= a(n, F + τ) exp
− τ∫
0
a(n, F + τ ′)dτ ′
w(υ|n, F + τ). (4.13)
The joint density function can be conditioned according to
p(τ, υ|n, F ) = p1(τ |n, F )p2(υ|τ ;n, F ), (4.14)
such that,
p1(τ |n, F ) = a(n, F + τ) exp
− τ∫
0
a(n, F + τ ′)dτ ′
 , (4.15)
p2(υ|τ ;n, F ) = w(υ|n, F + τ). (4.16)
Here p1(τ |n, F ) is the density function of τ independent of the jump value
υ, while p2(υ|τ ;n, F ) is the conditional probability density function of υ.
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We can identify p1(τ |n, F ) as the probability distribution function of the
wait times (τ) between two subsequent failure events and p2(υ|τ ;n, F ) is
the avalanche size distribution. The knowledge of these two functions would
provide the complete Markov description of the failure process.
For a force-controlled FBM in an equilibrated state at F and n(F ) = n,
a(n, F ) can be obtained using Eq. (4.5) with u = F/[K0(1−n/N)]. It should
be noted that the analysis performed to arrive at Eq. (4.5) remains valid for
the probability of failure a(n, F )dF as well. Furthermore, p1(τ |n, F ) can also
be analytically calculated using a(n, F ) in Eq. (4.15).
The function w(υ|n, F ) can be determined using the avalanche probability
distribution function which can be analytically obtained based on combina-
torial arguments [49, 65, 66] or using random walk mapping of the force-
controlled FBM [67]. The probability of having an avalanche of size ∆ at
extension u is given as [49]
φ(∆, u) =
∆∆−1
∆!
m(u)
1−m(u){[1−m(u)] e
m(u)−1}∆, (4.17)
for u less that the fiber extension at the critical load value, where m(u) =
1 − upf (u)/ [1− Pf (u)]. Using Eq. (4.17), the avalanche size distribution
function D(∆, u)/N can be calculated which gives the expected number of
avalanches of size ∆ per fiber for extension between 0 and u. Scaling of
the form D(∆, u)/N ∼ ∆−5/2 is obtained with an upper cutoff size that
diverges as the critical failure load is approached. It should be noted that
the analytical expression Eq. (4.17) is obtained for the limiting case N →∞
and therefore, the explicit dependence on n is removed by assuming that
n = NPf (u) in the derivation process [66]. For N → ∞, w(υ|n, F ) is the
same as φ(υ, u), where u is obtained by solving u[1− Pf (u)] = F/K0.
The moment evolution equations for the force-controlled case turn out to be
too complicated to solve analytically due to n appearing through the failure
probability distribution in a(n, F ) and w(υ|n, F ), unlike in the displacement-
controlled case. However, with the knowledge of a(n, F ) or p1(τ |n, F ) and
w(υ|n, F ) one can generate multiple realizations of the damage evolution
Markov process through a simple Monte Carlo simulation approach [64].
However, the Markov process described so far for the force-controlled case
fails to account for the final catastrophic failure event which can be clearly
observed as the last jump before reaching fully damaged state in Fig. 4.3 and
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Figure 4.4: The average number of avalanches of size ∆ normalized with
size N , D(∆)/N for force-controlled FBM of size N = 10000 and using
5000 realizations. The failure thresholds follow a uniform distribution
between [0, 1] plotted on a double-log scale. All avalanches except the final
catastrophic one closely follow a size distribution of the form
D(∆)/N ∼ ∆−5/2, which is shown as a dotted black line. The final
avalanches appear to cluster in the bottom left of the main figure, away
from the power-law scaling. (Inset) Normalized size distribution D(∆)/N of
only the final avalanche of the same data. This figure clearly shows that
final avalanche event is charateristically different from the smaller
avalanches following a power-law scaling. Linear scale is used for this plot
to emphasize the Gaussian-like distribution of the final avalanches.
at the right spectrum of the avalanche size distribution in Fig. 4.4. Inclusion
of the final avalanche in the Markov process model needs some additional
considerations as discussed below.
The analytically obtained avalanche size distribution of the formD(∆)/N ∼
∆−5/2 for force-controlled FBM is applicable only for the events before the
final collapse. The final avalanche, corresponding to the critical load value
per fiber F c/N , is characteristically different compared to the earlier events
as shown for N = 10000 in Fig. 4.4. Size distribution of the final event does
not follow the power-law trend like the precursory events. However, it is
important to correctly capture this event in the Markov model of damage
evolution as the final avalanche signifies complete loss of stiffness or fully
damaged state of the system. Therefore, the strength of the FBM F c/N
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Figure 4.5: Cumulative failure strength distribution P (F c/N) for
force-controlled FBM with N = {10, 100, 1000, 10000}. The failure
thresholds of the fibers in each case are chosen according to an uniform
distribution between [0, 1]. A large number of realizations (∼5000) are used
for each N to obtain the distribution functions. The black dotted vertical
line shows the limiting vale of the critical load F c/N = 0.25 for N →∞.
acts as a trigger point at which the system reaches a fully damaged state i.e.
D = 1.
The final macroscopic (or sample spanning) event can be captured through
the cumulative probability distribution of failure strength P (F c/N) of the
given FBM. Clearly, P (F c/N) depends on the microscopic details of the sys-
tem, which for FBM is the strength of disorder controlled through pf (uf ).
Therefore, the strength distribution P (F c/N) acts as a trigger function for
the final failure event. The value of P (F c/N) is close to zero for F  F c,
but rises to 1 near F c depending on the disorder strength and the model
size N . The P (F c/N) obtained for FBM systems of different sizes N and
uniform failure threshold distribution is shown in Fig. 4.5. It shows some
characteristic features of the failure strength distribution in disordered me-
dia: (1) the mean strength value shows size-dependence i.e. decreases with
increasing N , (2) the variance in strength distribution also decreases with in-
creasing N , and (3) for N →∞, the failure strength distribution approaches
a step-function like shape i.e. strength of the model is deterministic. For
the global load sharing FBM considered in this study, size-dependence of
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the bundle strength F c/N is rather weak. However, when the global load
sharing assumption in FBM is revised to a more realistic local load sharing
assumption, strong size-dependence in the bundle strength is observed [68].
4.3.3 Monte Carlo simulation of jump Markov process
The damage evolution in force-controlled FBM can be simulated with Monte
Carlo simulation of the Markov process using a(n, F ) or p1(τ |n, F ), w(υ|n, F ),
and P (F c/N). The steps involved are as follows [64]:
1. Initialize: n = 0 and F = 0.
2. Initialize: Choose failure strength F c according to P (F c/N).
3. Choose τ according to p1(τ |n, F ).
4. Choose υ according to w(υ|n, F ).
5. Update: F ← F + τ and n← n+ υ.
6. Failure check: If F ≥ F c, n← N and F ← F c; else repeat from step 3.
This approach is applicable to any disordered system for which a(n, F ) or
p1(τ |n, F ), w(υ|n, F ), and P (F c/N) are known. These functions can be
extracted either analytically if the system is solvable like FBM, or numerically
through extensive simulations. For steps 3 and 4, either inversion method or
acceptance-rejection method can be used to generate the random variables
from a desired probability distribution function [4, 64].
The analytical forms of a(n, F ) and w(υ|n, F ) obtained for force-controlled
FBM are applicable only in the limiting case N → ∞. However, for a
finite-sized systems, the finite-size effect is observed in the form of an upper
exponential cutoff to the power-law distribution expected for an infinitely
large system. Moreover, the exact analytical forms of the avalanche size and
wait-time distribution functions are difficult to derive when system size is
finite. It is preferable to obtain the avalanche distribution functions from
extensive simulations of large number of realizations of finite-sized systems.
The avalanche size distributions D(∆)/N for different finite-sized systems is
shown in Fig. 4.6. These distribution functions are used as inputs to simulate
the jump Markov process. Following the Monte Carlo steps mentioned above
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Figure 4.6: Number of avalanches of size ∆ per fiber for force-controlled
FBM of sizes N = {10, 100, 1000, 10000} using {50000, 50000, 5000, 5000}
realizations, respectively, excluding the final failure event. Due to the finite
sizes of the models, an upper exponential cutoff is observed to the
power-law scaling D(∆)/N ∼ ∆−ξ expected for N →∞, where ξ = 5/2.
(Inset) The curves for different N can be collpased together after rescaling
∆→ ∆N−θ where θ ≈ 0.65 is estimated as a fitting parameter. The
collapse of the data is useful as a single curve can be used to describe the
avalanche size distribution for any size N .
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we are able to generate damage evolution profiles D(u) and D(F ) similar to
the ones shown in Figs. 4.2 and 4.3, respectively, for FBM with N fibers.
This approach is particularly suitable to extract damage evolution behavior
from numerically obtained avalanche distribution data for higher dimensional
statistical models of fracture and experimentally obtained avalanche distri-
bution data.
Therefore, stochastic description of damage evolution is provided as a
Markov process which can be used as an input for multiscale analysis. This
approach naturally captures the stochastic nature of the damage evolution
and size-dependence of damage evolution is also inherently captured.
4.4 Conclusion
In summary, a jump Markov process is proposed to model the stochastic
damage evolution in disordered media based on observed damage evolution
profiles in discrete spring lattice models. The jump Markov process requires
three inputs for a given system: (1) the wait-time (τ) probability distribu-
tion function, (2) the jump-size (υ) probability distribution function, and (3)
the failure strength probability distribution function. The fist two functions
completely define the next-jump probability density function required to de-
scribe a jump Markov process. However, it was observed that the final failure
event does not follow the jump-size distribution, and is characteristically dif-
ferent than the smaller sized events. The failure strength distribution was
then introduced to act as a trigger to indicate the departure to a fully dam-
aged state through a single large avalanche. The damage evolution curves
thus obtained inherently have the size-dependence entering through the three
governing functions. The jump Markov model provides a simple way to in-
tuitively incorporate stochasticity and size-dependence in the damage evolu-
tion behavior, which originates from relevant microscopic information such
as strength of disorder.
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Chapter 5
Homogenization of spatially correlated
microstructures
5.1 Introduction 1
Interpenetrating phase composites (IPCs) are multiphase composites where
either phase is interconnected throughout the microstructure [69]. Such ma-
terials can be specifically designed for multifunctional applications where
each phase contributes a specific desirable property to the composite on the
macroscopic scale. For example, in metal-ceramic IPCs the high toughness
and thermal conductivity of the metals is combined with high wear resistance
and stiffness of ceramics to utilize the unique advantages of both phases in
the macroscopic response of the IPC.
Three length scales can be identified for any given microstructure, the
microscale d, the mesoscale L and the macroscale Lmacro (Fig. 1.1). For
IPCs, d is a length scale at which the individual homogeneous phases can
be identified, Lmacro can be identified as the length scale of the engineering
application and L is the intermediate length scale of observation somewhere
between d and L. It is convenient to use a non-dimensional mesoscale pa-
rameter denoted by δ = L/d, where δ → 1 implies individual phases while
the representative volume element (RVE) response (i.e. effective response)
is approached as δ → ∞. In general, for a microstructure with some spa-
tial randomness, statistical scatter exists in the mesoscale (i.e. apparent as
opposed to effective) properties of the mesodomain δ which is called the sta-
tistical volume element (SVE). The determination of RVE size in the sense
of Hill [70] allows one to study the transition from SVE to RVE with in-
creasing δ. Such scale dependent homogenization technique has been used
for thermal conductivity [71, 72], (non)linear (thermo)elasticity [4, 73] and
1Adapted from: S. Kale, A. Saharan, S. Koric, and M. Ostoja-Starzewski (2015).
Scaling and bounds in thermal conductivity of planar Gaussian correlated microstructures.
Journal of Applied Physics, 117(10), 104301, with the permission of AIP Publishing.
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permeability problems. While the technique is applicable to media with spa-
tially homogeneous and ergodic statistics [4, 74], hardly any problems with
spatially correlated structures have so far been studied.
The distribution of individual phases in IPCs can be effectively captured by
a spatial correlation function. The microstructural features of IPCs were gen-
erated numerically using random morphology description functions (RMDFs)
in [75]. We have found that IPC like microstructures can be generated nu-
merically by using an isotropic Gaussian correlation function characterized
by the correlation length λ (see Section 5.2). The procedure is analogous to
RMDFs as both involve thresholding a set of correlated random numbers to
get the binary microstructure. But, the method proposed here can be eas-
ily generalized to any other spatial correlation function (power law, Cauchy,
Dagnum, etc. [76]). The numerically generated microstructures compare rea-
sonably well with the micrographs from experiments [77, 78]. In this study
we are focusing on the mesoscale and effective planar thermal conductivi-
ties of a Gaussian correlated two-phase microstructure and the effect of λ
on the scaling function, introduced for polycrystals in [79, 80], to describe
the mesoscale dependence of the mesoscale properties as a function of the δ,
volume fraction v, and contrast k between thermal conductivities of the two
phases. The question that we are addressing is: at what rate is the RVE
response achieved, for a microstructure with given λ, v and k, as a function
of δ?
The chapter is organized as follows. The method used for generation of
the Gaussian correlated microstructures is explained in Section 5.2. Then the
setup of the problem using the Hill-Mandel condition along with formulation
of the scaling function and the numerical procedure is given in sections 5.4
and 5.5, respectively. Next, the results for a wide range of parameters and a
functional form for the scaling function based on data fitting is presented in
Section 5.6, followed by a discussion and conclusions.
5.2 Gaussian correlated microstructure
The crucial step in computational analysis of random heterogeneous materi-
als is the numerical generation of the microstructure which closely resembles
the actual micrographs and captures the key features of the microstructure.
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To generate an IPC like microstructure, random morphology descriptor func-
tions (RMDFs) using two-dimensional Gaussian functions is proposed in [75]
which is shown to capture the characteristic features of various IPCs. The
morphology of the microstructure is controlled by the total number N of
Gaussian functions used in the RMDF where the width of each Gaussian is
inversely proportional to
√
N . Although the RMDF method generates mi-
crostructures that are visibly similar to the micrographs obtained from the
actual samples, the same can be achieved by directly controlling the spatial
correlation function which is more convenient and intuitive, as shown next,
than using N as a control parameter.
The phases in the two-phase microstructures studied here are obtained
using a Gaussian correlation function given as
ρ(x, y) = e−γ1x2 − γ2y2 (5.1)
where γ1 and γ2 are related to the integral length scale or simply the corre-
lation length (λ) for the isotropic case where γ1 = γ2 = γ by
γ =
1
2l2
=
pi
4λ2
, (5.2)
where
λ =
∫ ∞
0
ρ(r) dr. (5.3)
where r =
√
x2 + y2. As the correlation function considered in this study is
isotropic λ is constant.
The two-phase microstructure is then generated from the correlation func-
tion given by Eq. (5.1) using a Fourier filtering method based algorithm
[81]. The steps involved in generating the microstructures are explained in
Appendix 5.3. The method involves generating a continuous Gaussian corre-
lated random field and then obtaining the two phases by using an appropriate
threshold to get the desired volume fraction v.
The characteristic size ls of the phases in a microstructure is determined
by two factors, λ and v. It is important to establish a relationship between
λ, v and ls in order to generate microstructures that resemble the actual
micrographs.
For a given λ, different v are obtained by adjusting the threshold value.
We can represent the discrete spatial distribution of the phases by a function
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g(x) which either has a value 1 for the white phase or 0 for the black phase.
Then the correlation function of the microstructure can be obtained using
ρm(r) =
〈g(x)g(x′)〉 − 〈g(x)〉〈g(x′)〉
σ(x)σ(x′)
(5.4)
where r = |x− x′| and σ(x) is the standard deviation. The dependence
of the correlation function only on distance r is a result of stationary and
isotropic properties of the underlying isotropic Gaussian correlation function.
To characterize the microstructure quantitatively we can use the character-
istic length scale ls defined as
ls =
√∫ ∞
0
rρm(r)dr, (5.5)
also used in [75] and originally proposed by Prager [82]. For λ = {2, 4, 8}
and v = 0.5 at Li = 256, where Li is the image size used, we obtained
ls = {1.28, 2.61, 5.17}, respectively, using Eq. (5.5) each averaged over 5000
realizations which confirms that ls is directly proportional to λ, as expected.
Therefore, ls as a function of λ and v can be approximately given as [75]
ls = V (v)λ, (5.6)
where V (v) is a function of the volume fraction v, to be determined by data
fitting. We obtain ls values on Li = 256 at λ = 4 for a wide range of v values
between 0 and 1, each averaged over 5000 realizations, to get the following
fit for V (v) as shown in Fig. 5.1,
V (v) =
cva(1− v)a
B(a, a)
, (5.7)
where a = 0.131±0.002 and c = 11.6±0.1 are the estimated fitting constants
and B(a, a) is the beta function.
Therefore, using Eqs. (5.6) and (5.7) we can determine the λ value to be
used to numerically generate the microstructure realizations that have the
same ls and v as the experimentally observed micrographs. For example, ls
for the Al2O3/Ni micrograph at v = 0.5 shown in Fig. 5.2(a) is calculated
to be 2.92 and, using these ls and v values, λ is calculated to be 4.56 (us-
ing Eq. 5.6) to generate the microstructure numerically. The numerically
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Figure 5.1: V (v), from Eq. (5.6), is plotted as a function of v obtained
using ls values calculated by averaging over 5000 realizations at L = 256 for
λ = 4. The fit is obtained using Eq. (5.7).
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(a) (b)
Figure 5.2: (a)Al2O3/Ni micrograph from [77] at v = 0.5 and ls of which is
calculated to be 2.92. (b) A numerically generated micrograph with
λ = 4.56 that is calculated so as to have the same ls and v as the
experimentally observed micrograph in (a). The microstructural features
are observed to be well captured in the numerically generated micrograph.
generated microstructure on Li = 256 with λ = 4.56 and v = 0.5 shown in
Fig. 5.2(b) well captures the features of the micrographs shown in Fig. 5.2(a).
5.3 Generating Gaussian correlated microstructures
This section outlines the steps involved in generating the Gaussian correlated
microstructures used in this study. They are generated by thresholding the
random numbers having the desired spatial correlations over a 2d domain
of size δ. The correlated random numbers are generated using the Fourier
Filtering Method (FFM) as follows,
1. Random numbers ηr ∈ [0, 1] are generated on a grid of size δ × δ.
2. The spectral density S(qx, qy) of the Gaussian correlation function ρ(x, y)
given in Eq. (5.1) is calculated analytically as
S(qx, qy) =
exp
[
−1
4
(
q2x
γ1
+
q2y
γ2
)]
√
4γ1γ2
(5.8)
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Figure 5.3: The Gaussian correlated random numbers generated by the
FFT based method described in Section 5.3 for (a) λ = 1, (b) λ = 4, and
(c) λ = 16 on a mesoscale size of δ = 256. The two-phase microstructure is
extracted by imposing a threshold between -0.5 and 0.5 such that the ηi
values above the threshold belong to the white phase and the remaining to
the black phase. The value of the threshold is chosen so as to get the
desired volume fractions of the phases.
where, qx and qy are the wave numbers along x and y, respectively. For
the isotropic case considered in this study, the coefficients γ1 = γ2 = γ
are related to λ as given in Eq. 5.2.
3. The Fourier transform coefficients si are obtained using
si = sr
√
S(qx, qy) (5.9)
where sr are the Fourier transform coefficients of ηr. si are the Fourier
transform coefficients of the desired set of Gaussian correlated random
numbers ηi.
4. Take the inverse Fourier transform of si to obtain ηi on a δ × δ grid.
The Gaussian correlated random numbers ηi ∈ [−0.5, 0.5] generated using
these steps for λ = 1, 4 and 16 on a mesodomain of size δ = 256 are shown
in Fig. 5.3(a)-5.3(c), respectively.
To generate a two-phase microstructure from the correlated random num-
bers, we need to specify a threshold ηth such that all the points in the domain
with ηi > ηth belong to the white phase and the rest to the black phase. The
value of ηth is chosen such that the actual volume fraction of phases is closest
to the desired volume fraction.
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5.4 Problem definition
The two-phase microstructure is assumed to be made of perfectly bonded
isotropic white (w) and black (b) phases with the contrast in their thermal
conductivities given as
k = cb/cw, (5.10)
where cb and cw are the thermal conductivity values of the black and white
phases, respectively.
To find the effective heat conductivity, a 2d steady-state heat conduction
problem without any heat sources is formulated on a random material B =
{B(ω);ω ∈ Ω}, where B(ω) is one realization. The Hill-Mandel condition to
determine the mesoscale conductivity at a given mesoscale is given as,
∇T.q = ∇T .q, (5.11)
where ∇T is the gradient of temperature field, q is the heat flux and the
overbar represents volume averaged quantities. The Hill-Mandel condition is
known to be satisfied for three types of boundary conditions:
1. Uniform Dirichlet
T = ∇T 0.x, ∀x ∈ ∂B, (5.12)
where ∂B is the boundary of the domain B, x is the position vector
and ∇T 0 is the constant temperature gradient applied.
2. Uniform Neumann
q.n = q0.n, (5.13)
where n is the outward surface normal to ∂B and q0 is the constant
heat flux applied on ∂B.
3. Uniform mixed-orthogonal
(T −∇T 0.x)(q.n− q0.n) = 0, ∀x ∈ ∂B. (5.14)
A domain of mesoscale size δ is denoted as Bδ(ω). The boundary condi-
tions from Eqs. 5.12 and 5.13 when applied on Bδ(ω) result in the mesoscale
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conductivity tensors Cdδ (ω) and C
n
δ (ω) = (S
n
δ (ω))
−1, respectively, as follows:
q = Cdδ (ω).∇T 0, (5.15)
∇T = Snδ (ω).q0. (5.16)
In Eq. (5.16) Snδ (ω) is the mesoscale resistivity tensor.
As the correlation function governing the phase distributions is isotropic,
we expect to see isotropic mesoscale conductivity tensors, after ensemble av-
eraging over sufficient number of realizations, for a given domain Bδ described
using the scalar values cdδ and c
n
δ such that
Cdδ (ω) = c
d
δ (ω)I and C
n
δ (ω) = c
n
δ (ω)I, (5.17)
where I is an identity tensor.
For the isotropic case, the hierarchy of mesoscale bounds on thermal con-
ductivity is
〈sn1〉−1 ≤ · · · ≤ 〈snδ′〉−1 ≤ 〈snδ 〉−1 ≤ · · · ≤ ceff∞
≤ · · · ≤ 〈cdδ 〉 ≤ 〈cdδ′〉 ≤ · · · ≤ 〈cd1〉 ∀δ ≥ δ′ ≥ 1,
(5.18)
where 〈snδ 〉 is the ensemble averaged scalar value of the thermal resistivity
obtained using (11). The mesoscale δ = 1 essentially represents a mesoscale
so small that the entire domain is of either one of the two phases. Therefore,
〈cd1〉 and 〈cn1〉 = 〈sn1〉−1 represent the arithmetic and harmonic means of the
two conductivity values i.e.
〈cd1〉 = vcw + (1− v)cb, (5.19)
and
〈cn1〉 = 〈sn1〉−1 =
(
v
cw
+
1− v
cb
)−1
, (5.20)
where v is the volume fraction of the white phase. According to Eq. (5.18),
the mesoscale properties of the microstructure depend on: the type of bound-
ary conditions, δ, as well as λ and k that characterize the microstructure.
A scaling function was proposed in [72] to describe the transition from
SVE to RVE using two-phase randomly distributed microstructures for in
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plane conductivity problem. The formulation of the scaling function is based
on the observation that in the limit δ →∞, the effective conductivity value
is approached and the response is independent of the boundary conditions
applied on the domain i.e.,
lim
δ→∞
〈Cdδ 〉 : 〈Snδ 〉 = 2. (5.21)
The presence of a scaling function g(δ, λ, cw, cb, v) is then postulated such
that,
〈Cdδ 〉 : 〈Snδ 〉 = lim
δ→∞
〈Cdδ 〉 : 〈Snδ 〉+ g(δ, λ, cw, cb, v). (5.22)
Then using Eq. (5.17) for isotropic distribution of the phases the scaling
function can be given as,
g(δ, λ, cw, cb, v) = 2
(〈cdδ 〉
〈cnδ 〉
− 1
)
. (5.23)
Now, observe the following limiting cases
lim
δ→∞
g(δ, λ, cw, cb, v) = 0 (5.24)
and
limδ→1 g(δ, λ, cw, cb, v) = 2
(〈cd1〉
〈cn1〉
− 1
)
= 2v(1− v)
(√
k − 1√
k
)2
.
(5.25)
In [72], the scaling function of the form above was obtained at v = 0.5 for
spatially uncorrelated microstructure (i.e. λ = 0) and it was found that the
scaling function depends only on δ and k. Furthermore, a normalized scaling
function defined as
h(δ, λ = 0, v = 0.5) =
2g(δ, k, λ = 0, v = 0.5)(√
k − 1√
k
)2 , (5.26)
was found to adequately collapse the scaling functions for a wide range of k
values at v = 0.5. In this study, we are adding the parameters λ and v to
the problem and the goal is to understand their effect on the scaling function
g(δ, k, λ, v).
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5.5 Numerical model
The steady-state heat transfer boundary value problems are solved using the
finite element method (FEM) in Abaqus [83], a commercial FEM solver. The
diffusive heat transfer elements of type DC2D8 [83] (i.e. 8-node biquadratic)
are used. For a given realization B(ω) with correlation length λ and contrast
k we find the mesoscale conductivity Cdδ [Eq. (5.15)] and mesoscale resistivity
Snδ [Eq. (5.16)] by applying boundary conditions given in Eqs. (5.12) and
(5.13), respectively. For the mesoscale conductivity problem, a constant
temperature gradient ∇T 0 in x-direction is applied on the boundary of the
domain and the volume averaged flux q is calculated from the nodal solution
obtained. Then using Eq. (5.15), the mesoscale conductivity in x-direction
cdδ is evaluated. To get the mesoscale resistivity, a constant heat flux q
0 is
applied on the boundary in x-direction and the volume averaged temperature
gradient ∇T is obtained using the nodal values of temperature from the
solution. Then, using Eq. 5.16, the mesoscale conductivity in x-direction snδ
is evaluated.
It should be noted that for any given realization at a finite mesoscale δ
the mesoscale conductivity tensor need not be isotropic i.e. the conductivity
values in x and y directions can be different. However, as the microstruc-
ture is statistically isotropic, the ensemble averaged conductivity tensor ap-
proaches isotropy. Therefore, we show here the properties of a realization
only in x-direction followed by extensive ensemble averaging to determine
the mesoscale properties.
The mesh density is important in determining the accuracy of the solution
obtained using FEM, especially for higher values of k when strong gradients
are present. The interface between two phases has a jump in the heat flux
value, the magnitude of which increases with the contrast. The situation
is further complicated when corners are formed due to the idealized (pixe-
lated) representation of the microstructure. Therefore, much finer meshes
are required as k is increased to capture the strong gradients and to obtain
results with acceptable accuracy. As the number of interfaces between the
two phases increases with increasing δ, the errors at higher δ are higher for
the same k.
A comprehensive mesh sensitivity analysis using a random chessboard re-
alization at v = 0.5 is performed to determine the mesh density to be used
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for a given k. The mesoscale δ = 64 is chosen in order to capture the pres-
ence of a large number of interfaces which significantly affects the mesoscale
properties. We compare the mesoscale properties calculated at an increasing
mesh density for a given k to quantify the mesh sensitivity. We find that,
for k = {2, 4, 8}, the mesh densities of 4, 8 and 16 elements per pixel length,
respectively, provide sufficient accuracy.
5.6 Results
5.6.1 Comparison with experiments
First, the experimental results on thermal conductivity of mullite/Mo com-
posite [78] obtained at various volume fractions are compared with the nu-
merical model described above. As we are comparing only with effective
properties reported in the experiments, large values of δ within the available
computational resources are used, and these allow finding tight upper and
lower bounds. The micrograph provided in [78] at v=0.6 of Mo are shown in
Fig. (5.4)a. The λ value to be used to numerically generate the micrographs
is determined by using Eq. (5.6) with ls and v values obtained from the
thresholded binary micrograph [Fig. (5.4)b] to be 3.48 and 0.6, respectively.
The numerically generated microstructure using v=0.6 and λ =5.39 is shown
in Fig. (5.4)c. The numerically generated microstructure effectively captures
the microstructural features of the actual micrograph.
The thermal conductivities of mullite and Mo are 5.2 and 139 Wm−1K−1
[78], respectively, implying k = 26.73. The upper and lower bounds obtained
at increasing v values in steps of 0.1 using δ = 128 are shown in Fig. 5.5.
This mesoscale is found to be large enough as the upper and lower bounds
are sufficiently close and agree with the experimental data, thus validating
the model.
Next, the FEM model is used to study the effect of λ and v on convergence
of the scale dependent bounds.
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(a) (b) (c)
Figure 5.4: (a) Micrograph of mullite/Mo at v = 0.6 from [78]. (b) The
binary form of the micrograph in (a). (c) The numerically generated
microstructure with λ = 5.39 and v = 0.6 that effectively captures the
features of the micrograph in (a).
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Figure 5.5: The experimental data for the thermal conductivity of
mullite/Mo material [78] at increasing volume fraction v of Mo in steps of
0.1 compared with the numerically obtained bounds using Hill-Mandel
condition using δ=128. The Hashin-Shtrikman bounds are also shown for
comparison [84].
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Figure 5.6: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=2 for λ = {1, 2, 4} plotted against δ. The horizontal black
dashed line represents the geometric mean effective conductivity value of√
2.
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Figure 5.7: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=4 for λ = {1, 2, 4} plotted against δ. The horizontal black
dashed line represents the geometric mean effective conductivity value of√
4.
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Figure 5.8: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=8 for λ = {1, 2, 4} plotted against δ. The horizontal black
dashed line represents the geometric mean effective conductivity value of√
8.
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Figure 5.9: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=2 for λ = {1, 2, 4} are shown to collapse together by
plotting against δ/λ.
5.6.2 Effect of correlation length
To understand the effect of λ on the scaling function, we set the volume frac-
tion v=0.5, λ = {1, 2, 4}, and k = {2, 4, 8}. The largest value of the contrast
for this study was chosen based on the maximum system size with the desired
mesh resolution that the available computational resources would solve com-
fortably within reasonable time. As the total number of possible realizations
at a given occupation probability is extremely large, we employ Monte Carlo
sampling of the random medium: for δ = {4, 8, 16, 32, 64, 128, 256} the cor-
responding numbers of realizations are N = {150, 150, 150, 150, 100, 50, 25}.
Also, for a given λ the smallest δ used is 4λ so as to effectively capture the
characteristic features of the microstructure. For k = {2, 4, 8} the maximum
δ considered is 256, 128, and 64, respectively, this number being determined
based on the mesh density used for a given k and the largest finite element
problem size that we fix at 1024×1024 elements.
The apparent thermal conductivities obtained for k = {2, 4, 8} are shown
in Figs. (5.6)-(5.8), respectively, each for λ = {1, 2, 4}. As expected, with
increasing λ, a slower convergence of the mesosocale bounds is observed. It
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Figure 5.10: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=4 for λ = {1, 2, 4} are shown to collapse together by
plotting against δ/λ.
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Figure 5.11: Apparent conductivities 〈cdδ 〉 (solid red lines) and 〈cnδ 〉 (dashed
blue lines) at k=8 for λ = {1, 2, 4} are shown to collapse together by
plotting against δ/λ.
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Figure 5.12: The scaling function g(δ/λ, k) [Eq.( 5.23)] as a function of δ/λ
on a double log scale for λ=1, v = 0.5, and k = {2, 4, 8}.
should be noted, however, that the bounds at different λ values tend to the
same effective value, which is a function of v and k only. Interestingly, the
curves for different λ at a given k can be collapsed by simply normalizing δ as
δ/λ as shown in Figs. (5.9)-(5.10). Thus, we can use the apparent properties
at λ = 1, for a given k and v, to study the nature of the scaling function and
generalize the results for any λ. The advantage of using λ = 1 is that we
can get the desired results by using smaller δ as the bounds converge much
faster.
It can be also observed from Figs. (5.9)-(5.10) that the bounds converge
to the dotted horizontal line representing the geometric mean of the phase
contrasts i.e.
√
k which is the theoretical effective thermal conductivity of
composites with v=0.5. This provides another validation of the numerical
model.
The scaling function obtained for k = {2, 4, 8} at λ = 1 using Eq. (5.23) is
shown in Fig. 5.12 on a log-log scale. The scaling function is normalized using
Eq. (5.26) as shown in Fig. 5.13. After normalizing, all the scaling function
curves for different k values collapse on a single curve. It is observed that the
functional form, reminiscent of the Bazant size effect equation for quasibrittle
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Figure 5.13: The normalized scaling function h(δ/λ) [Eq.( 5.26)] as a
function of δ/λ on a double log scale for λ=1, v = 0.5, and k = {2, 4, 8}
showing a good collapse. The solid black line shows the fit obtained
according to Eq. (5.27).
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Figure 5.14: The normalized scaling function h(δ/λ) [Eq.( 5.26)] as a
function of δ on a double log scale for λ=0 i.e. uncorrelated or random
checkerboard, v = 0.5, and k = {2, 4, 8} showing a good collapse. The solid
black line shows the fit obtained according to Eq. (5.27).
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Figure 5.15: The normalized scaling function h(δ/λ) [Eq.( 5.29)] as a
function of δ/λ on a double log scale for λ=1, k = 2, and v from 0.2 to 0.8
showing a good collapse after normalization. The solid black line shows the
fit obtained according to Eq. (5.27) with fitting constants the same as for
the fit shown in Fig. (5.13).
materials [85]
h(δ/λ) =
c
(b+ δ/λ)n
, (5.27)
fits the data well as shown in Fig. (5.13), where c = 4.4± 0.8, b = 2.5± 0.6
and n = 1.16± 0.07 are the estimated fitting constants.
The random checkerboard distribution, studied in [72] at v = 0.5, is a
special case of the Gaussian distribution when λ = 0. The results for λ = 0
at v = 0.5 are shown in Fig. 5.14. We obtained a fit using a similar functional
form as in Eq. (5.27), but with the fitting constants c = 2.00 ± 0.07, b =
0.84± 0.06 and n = 1.13± 0.05. It is interesting to note that the exponent n
is roughly the same for the random checkerboard and the Gaussian correlated
case.
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5.6.3 Effect of volume fraction
The scaling function obtained above is for the specific case of v = 0.5. The
next goal is to obtain the mesoscale properties at other v values and, us-
ing a similar analysis as above, to incorporate the effect of v in the scaling
function. Basically, at volume fractions other than 0.5, we would expect the
scaling function g(δ/λ, k, v) to converge faster to the RVE than the v = 0.5
case. Before presenting the scaling function obtained using the apparent
properties calculated from the simulations, it would be interesting to con-
sider the limiting cases, in terms of v, of the scaling function g(δ/λ, k, v). In
the limiting cases of v we approach the homogeneous individual phases for
which the apparent properties are independent of the boundary conditions,
i.e. 〈cdδ 〉 = 〈cnδ 〉. Therefore,
lim
v→0
g(δ/λ, k, v) = lim
v→1
g(δ/λ, k, v) = 0. (5.28)
The scaling functions g(δ/λ, k, v) obtained for k = 2 at λ = 1 for v =
{0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8} can be collapsed together as shown in Fig. (5.15)
with this normalization
h(δ/λ) =
g(δ/λ, k, v)
2v(1− v)
(√
k − 1√
k
)2 , (5.29)
where the denominator is the scaling function evaluated for δ/λ = 1 using
Voigt and Reuss bounds as mentioned in Eq. (5.26). The fit shown is the
same as that in Fig. (5.13). It is interesting to see that the v and k depen-
dence of the scaling function can be removed just by normalizing with the
simple denominator term based on Voigt and Ruess bounds. Effectively, the
δ dependence of a Gaussian correlated microstructure for any combination
of k, v and λ can be explained by a single curve h(δ/λ).
5.7 Discussion
Using the fit obtained for h(δ/λ) in Eq. (5.27) we can generate the material
scaling diagram [73], as shown in Fig. 5.16 for v=0.5, in which the contours
of g(δ/λ, k, v) are plotted for a given v as a function of δ/λ and k using
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Figure 5.16: The material scaling diagram for thermal conductivity where
the contours of g(δ/λ, k, v = 0.5) at 0.001, 0.01, 0.1, and 1 are shown.
Using this diagram one can determine the RVE size for a given Gaussian
correlated microstructure. For example, if we determine the scaling
function cutoff for the RVE size to be 0.1, then following the 0.1 contour in
the figure we can determine the δ/λ value for a chosen k at which the RVE
cutoff value is reached.
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Eq. (5.29). Such a diagram will be helpful in determining δ required for
a microstructure characterized by the parameters {k, v, λ} to attain the re-
quired value of the scaling function. As the scaling function is zero only in
the limit δ/λ → ∞, we need to specify an acceptable tolerance value g0 for
g(δ/λ, k, v) such that the RVE size can be decided based on the condition
that g(δ/λ, k, v) ≤ g0. For example, choosing g0 = 0.1 for v = 0.5 we obtain
a curve in the δ/λ and k space which determines the RVE size for a given k
as shown in Fig. (5.16). Note that, with increasing contrast, the RVE size
grows as a power-law.
It should be noted that λ, with which δ is normalized, is the correlation
length of the underlying correlation function that is used to generate the mi-
crostructure with required volume fraction by applying appropriate threshold
as explained in Section 5.3. Therefore, λ should not be confused with the cor-
relation length of one of the phases present, which generally is different from
λ. The characteristic size of spatial distribution of the phases is determined
by v and λ as explained in Section 5.2.
The scale dependence of the apparent thermal conductivity using the scal-
ing function only describes the rate of convergence to RVE of a given mi-
crostructure; it has nothing to do with the effective thermal conductivity per
se. However, the method used provides bounds which for sufficiently large
δ are tight enough for a practical estimation of the effective property. It is
observed that the effective thermal conductivity value, to which the bounds
eventually converge as δ →∞, does not depend on λ. The effective thermal
conductivity is determined only by k and v of the microstructure. This is
expected as effective properties are obtained as δ → ∞ wherein the finite
correlation length λ is irrelevant.
5.8 Conclusion
A method to generate Gaussian correlated microstructures is developed and
shown to well capture the microstructural features of the IPCs. A systematic
way to numerically generate the microstructures using the experimentally ob-
tained micrographs of the two-phase composites is given. The characteristic
particle size ls and v can be obtained from the micrograph and then the
λ of the Gaussian correlation function to be used can be calculated from
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Eq. (5.5). The Hill-Mandel boundary conditions are used to obtain the ap-
parent thermal conductivities at a given δ to study the SVE-RVE transition.
The experimentally obtained thermal conductivities for mullite/Mo material
[78] on a range of volume fractions are found to compared well with the
Hill-Mandel condition based numerical results.
The SVE-RVE transition as a function of δ is studied in the parameter
space of λ, v and k. The SVE-RVE transition is represented using a scaling
function which after normalization is obtained as a function of δ/λ. The
scaling function approaches zero indicating the RVE response as δ/λ → ∞
following a power law. A material scaling diagram is constructed using the
functional form of the scaling function, determined by data fitting, using
which the RVE size for a given microstructure characterized by λ, k, and
v can be determined. As a continuation of this work the scale dependence
in planar and 3d Gaussian correlated microstructures of elastic materials is
currently under investigation.
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Chapter 6
Modeling electrical behavior of polymer
nanocomposites
6.1 Introduction
Polymer nanocomposites have emerged as an important class of materials
over the past few decades. The objective behind engineering such materials is
to take advantage of the superior thermal, mechanical, and electrical proper-
ties of nanofillers such as carbon nanotubes (CNTs), graphene nanoplatelets
(GNPs), carbon black (CB), carbon fibers (CF), etc. The effective trans-
port properties of nanocomposites are positively influenced with addition
of nanofillers. However, there is a subtle difference between how electrical
conductivity of polymer nanocomposites increases compared to how ther-
mal conductivity or elastic modulus increases with increasing volume frac-
tion of nanofillers. Experimental evidence on electrical behavior of polymer
nanocomposites show that the DC electrical conductivity σ increases by 8-
12 orders of magnitude for relatively small amount (< 5% by volume) of
nanofillers added. Whereas, for the same amount of nanofillers added, im-
provement stiffness and thermal conductivity by a factor of ∼ 2 − 3 can
be typically observed [86–88]. Apart from transport properties, addition of
nanofiller reinforcements also improves strength and fracture toughness of
polymers.
The reason behind such a stark difference between behavior of electri-
cal and other transport properties is that the effective thermal (or elastic)
response of the nanocomposite is governed by heat balance (or force bal-
ance) differential equations and standard homogenization techniques [4] can
provide reasonable estimates of effective properties. Whereas, the electrical
behavior of nanocomposites is governed primarily by a network or cluster
of nanofillers that are interconnected by quantum tunneling [89–91]. The
sudden rise in electrical conductivity at the critical volume fraction φc of
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nanofillers is attributed to formation of a percolating cluster spanning across
the sample. Therefore, percolation theory and tunneling effect plays a cru-
cial role in governing the electrical behavior of polymer nanocomposites.
It should be noted that without the tunneling mechanism made possible
by nanometer sized fillers, the effective electrical behavior is governed by
Maxwell’s equations and would not show such a dramatic increase in σ.
The increased electrical conductivity of polymer nanocomposites is desired
for several conductive, semi-conductive, and static dissipative applications.
Polymer composites are heavily used in the outer aircraft structures to re-
duce the aircraft weight. However, if the polymer composite has low elec-
trical conductivity, there is a possibility of lightning induced damage to the
aircraft structure and is a potential safety issue [92]. Conductive polymer
nanocomposites are therefore particularly suited for this application. Poly-
mer nanocomposites are also used for electromagnetic (EM) shielding as a
cost-effective alternative [88, 93], antistatic coatings, and printable electron-
ics [94]. Moreover, the electrical conductivity of polymer nanocomposites
is highly sensitive to the inter-filler separation. Strain sensors and damage
sensors for structural health monitoring [95–101] have been devised based on
this characteristic behavior of polymer nanocomposites. For a material with
such important technological applications, it is necessary to develop predic-
tive tools that could help in designing polymer nanocomposites for optimized
performance.
This chapter is organized as follows: An overview of experimental and
modeling studies on nanocomposites is given in Section 6.2. The tunneling-
percolation model that is used in this study is described in Section 6.3. The
effect of polydispersity in filler sizes is discussed in Section 6.4. The effect
of filler alignment on electrical behavior is addressed in Section 6.5. The
chapter is concluded along with a brief summary of the key results in Section
6.5.6.
6.2 Literature overview
In this section, a brief review of the literature on numerical modeling and
theoretical work on electrically conductive polymer nanocomposites is pro-
vided. The focus is on nanocomposites based mostly on single walled or
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multiwalled CNTs, GNPs, and CB.
Extensive reviews of experimental work on electrically conductive poly-
mer nanocomposites can be found in Refs. [87, 102–105] for CNTs and in
Refs. [106–108] for GNPs. Experimental evidence suggests that the percola-
tion threshold φc is in general very sensitive to size-distribution and spatial
dispersion of fillers. Different fabrication conditions, dispersion methods,
polymer-filler combinations, functionalization of nanofillers, etc. have re-
sulted in a wide scatter of φc values reported in literature. However, it
is well established that φc is inversely proportional to the aspect ratio for
CNTs (rod-like fillers) [87]. For GNPs (disk-like fillers), using higher aspect
ratios is found to be beneficial as well, but the lowest reported φc values are
not as low as that of φc for CNT based nanocomposites [108]. It is difficult
to uncouple different factors that affect the electrical behavior of nanocom-
posites in experimental settings. To this end, various modeling approaches
have been used to shed some light on the effect of various filler attributes on
the electrical conductivity of nanocomposites.
The sudden rise in σ beyond the critical loading φc of fillers is generally
understood in terms of the classical percolation theory where the probability
of formation of a sample-spanning (infinite) cluster jumps to 1 beyond a
critical occupation threshold φc. According to percolation theory [40], power-
law dependence for σ of the form
σ ∝ (φ− φc)t, (6.1)
is expected where t is the critical exponent. It is expected that t = 2 in 3D
and is universal, dependent only on macroscopic properties of system such
as dimensionality and long-range correlations [40]. However, experiments on
nanocomposites have reported t values ranging from 2 to 10 [87].
Such a non-universal scaling behavior is explained based on the reasoning
that the nanofillers are not in physical contact with each other, but are
interconnected through quantum tunneling effect [89, 90, 109, 110]. In the
classical percolation description, two conductive fillers are either connected
through a physical contact or are disconnected. This gives rise to presence
of a percolation threshold φc and σ dependence according to Eq. 6.1. The
connectedness criteria between two fillers has a sharp cutoff (i.e. a step
function). However, tunneling probability between fillers varies continuously
107
and drops off exponentially with separation between fillers. A sharp classical
percolation threshold is not expected in this description. An alternative to
classical percolation theory in Eq. 6.1 was proposed by Ambrosetti et al. [90]
based on tunneling-percolation model of nanocomposites. We have adopted
this model in this study.
The tunneling conductance between two nanoparticles can be expressed as
[90],
gij = g0 exp
(
−2δij
ξ
)
, (6.2)
where δij is the shortest distance between two particles i and j, ξ is the tun-
neling lengthscale, and g0 is a constant proportional to the contact resistance.
Given the extreme contrast between the electric conductivity of the fillers
and the polymer matrix, the effective electric conductivity of the nanocom-
posite can be modeled as a tunneling-percolation problem with conductive
fillers distributed in a continuous non-conductive matrix. Modeling this be-
havior is a challenging task given the large number of variables (i.e. ‘all
thinkable parameters’ as concluded by Otten and van der Schoot[111]) that
play a key role in determining the percolation behavior of the system.
It was shown in Ref. [90] that effective electrical conductivity of nanocom-
posites can be obtained from the global tunneling network (GTN) of the in-
terparticle tunneling conductors as defined in Eq. (6.2). Furthermore, as the
tunneling conductance varies exponentially with the interparticle distance,
the effective conductivity of the GTN can also be obtained using the critical
path approximation [112]. The major advantage of the critical path method
is that the complexity of the problem of finding the effective conductivity of
the network is significantly reduced. Instead of finding the effective conduc-
tivity by numerically decimating the GTN, one can estimate the conductivity
geometrically using
σ ' σ0 exp
(
−2δc
ξ
)
, (6.3)
where δ/2 is thickness of the soft penetrable shell surrounding the hard par-
ticles and δc is the smallest δ for which the fillers at a given volume fraction
form a percolating network. This model based on the critical path method
[90], as explained in detail in Section 6.3, is used in this study.
Another approach to predict φc is based on modeling the nanocomposite
using hard-core filler particles with a soft-core tunneling shell. The hard-
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core fillers are interconnected when their soft-shells overlap. The fillers can
also be modeled as fully penetrable by ignoring the hard-core interactions.
However, such an approximation is accurate only for very high aspect ratios
and low volume fraction of the fillers. In the hard-core soft-shell models, the
thickness of the soft-shell (δ/2) is representative of the strength of tunneling
interactions between fillers. The problem statement for this approach is then
to find φc for a given δ, which is a classical continuum percolation prob-
lem for partially penetrable fillers. A generalized connectedness percolation
theory based formulation has been employed to predict φc for rod-like [113,
114], disk-like [111, 115], and multicompoenent filler nanocomposites [116].
Chatterjee [117–125] proposed mapping the continuum percolation problem
on to a maodified Bethe lattice to obtain φc. Both approaches are based
on excluded volume between different filler shapes and give similar predic-
tions. For rod-like fillers, the excluded volume based predictions are expected
to be accurate for higher aspect ratios. However, for spherical or disk-like
fillers, the excluded volume based predictions are not expected to be valid
due to dominant higher order terms that are neglected in these second-virial
approximation based formulations.
6.3 Tunneling-percolation model
The fillers are modeled as impenetrable spheroids with aspect ratio α that
best captures the morphology of the filler. α is defined as the ratio of polar
to equitorial semi-axes of the spheroid. For CNTs, the cylinder-like shape is
obtained using α 1, while for GNPs the plate-like shape is obtained with
α 1. The random distribution of fillers is generated using the random se-
quential addition (RSA) method [126]. In this method, the desired fillers are
added one by one such that the recently added particle does not collide with
the previously added ones. The test of collision between two ellipsoids is im-
plemented using a procedure proposed by Perram and Wertheim [127]. The
process is continued until the desired volume fraction is reached. Although
simple, RSA suffers from a major drawback that for a given α there is a
theoretical limit on the maximum volume fraction that can be attained by fi-
nite random trials [126]. However, the maximum attainable volume fractions
by RSA were found to be sufficient for the current study. It is also worth
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noting that this technique generates configurations that are not equilibrated,
which can be problematic for configurations with high density of fillers. Nev-
ertheless the discrepancy is not significant at small volume fractions [128]
that are considered in the present work. Nevertheless, the RSA generated
configurations are equilibrated using a MC relaxation procedure [5].
The MC relaxation is performed by displacing each filler by a random
magnitude chosen from a uniform distribution between [−∆,∆] along x, y,
and z directions. The orientations of the fillers are perturbed by small angles
as well. The new perturbed position of the filler is accepted if it does not
collide with any other existing fillers, otherwise the move is rejected and the
original position of the filler is recovered. One MC relaxation step constitutes
of trial moves for all fillers within the box. After each MC step, ∆ is adjusted
such that about 50% of the trial moves are rejected [5].
The position of the filler is chosen within a cube using three random num-
bers between 0 and l, where l is the edge length of the cube. Periodic bound-
ary conditions are enforced along all directions. The random orientation of
the polar axis of spheroids is generated with a uniformly distributed random
variable on a unit sphere surface using θ = 2pim and φ = arccos (2n− 1),
where m and n are random numbers in [0, 1], while θ and φ are the spher-
ical co-ordinates giving the polar and azimuthal angles of a point on the
unit-sphere surface, respectively.
In the simulations performed, the box size l is chosen such that it is at
least 5 times the largest filler dimension and that the total number of fillers
is at least 25,000. In this way, it is ensured that the finite-size effects does not
significantly affect the percolation based results. The box is further divided
into cubical sub-blocks of the size of the largest filler dimension. Such a
subdivision narrows down the collision check only to the surrounding sub-
blocks. The expensive ellipsoid collision check is bypassed if the distance
between the centers of the two fillers is larger than the sum of their largest
semi-axes, thus further improving the speed and efficiency of the collision
check operation.
After generating the RSA configuration of fillers with a desired volume
fraction φ, all fillers are coated with a soft penetrable shell of uniform thick-
ness δ/2. The objective is to find δc which is the minimum δ for which a
percolating cluster of the interconnected fillers spanning the entire domain is
formed. Here, for simplicity, the underlying assumption is that the tunneling
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mechanism is isotropic i.e. has no directional dependence.
The percolation check is performed using the tree-based union/find algo-
rithm with path compression proposed by Newmann and Ziff [129]. In this
method, the hard core fillers with a penetrable shell of thickness δ/2 are
added one by one to the box. After adding each filler, the cluster infor-
mation, stored using a tree datastructure, is updated based on the contacts
established with the neighboring fillers through the penetrable soft shell. The
objective is to check if for a given φc and δ, a percolating cluster spanning
the cube in a given direction is formed. The details of the percolation check
algorithm and its implementation can be found in Ref. [129].
Starting with an initial guess for δ, for a RSA generated filler configura-
tion at a desired volume fraction φ, the percolation check is performed as
described above. If the system is found to percolate, then δ is decreased, and
if percolation is not achieved, then δ is increased. Therefore, δc is obtained
to within a desired accuracy using a bounded root finding methods such as
the bisection method.
6.4 Effect of polydispersity 1
Aspect ratio of nanofillers is identified as the primary factor that has a signif-
icant impact on the electrical conductivity of conductive polymer nanocom-
posites [105]. The effect of aspect ratio on the conductivity has been ex-
tensively studied through experiments [87], modeling [90], and theoretical
investigations [113, 130]. However, in these studies, it is often assumed that
all the fillers are identical in size and shape to simplify the analysis.
Comparison of the simulations or theoretical predictions of the idealized
models with experimental data is not straightforward. Many other factors
such as the size distribution of fillers, changes in shape, size, and aspect ra-
tio due to breaking of fillers during processing, and agglomeration of fillers
lead to a system that differs significantly from the idealized model [90] with
uniformly dispersed identical spheroidal fillers [105]. As a result, the ideal-
ized model may fail to represent the actual composite and deviation from
1Adapted from: S. Kale, F. Sabet, I. Jasiuk, and M. Ostoja-Starzewski (2015).
Tunneling-percolation behavior of polydisperse prolate and oblate ellipsoids. Journal of
Applied Physics, 118(15), 154306, with the permission of AIP Publishing.
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experimental data can be observed. Therefore, understanding the effect of
such parameters is highly important when comparing the results of the model
with experiments, and more so, when using the model as a predictive tool.
Analytical studies on polydisperse rods, based on the mean-field assump-
tion [111, 113, 114, 117], have shown that the percolation threshold φc is
extremely sensitive to polydispersity. It was found that φc is inversely pro-
portional to the weight average of the length distribution Lw = 〈L2〉/〈L〉,
for penetrable and impenetrable systems of rods. Therefore, with increas-
ing polydispersity the φc decreases even if the mean length 〈L〉 is fixed. The
longer rods contribute strongly in establishing the percolating network, espe-
cially when the length difference between longer and shorter rods increases.
The analytical models, although valid strictly in the mean-field sense and
in the slender-rod limit (high aspect ratios), provide a powerful way to in-
terpret the experimental and simulation results in a polydispersed system of
elongated fillers like CNTs.
The effect of length polydispersity on a system of spherocylinders with
a fixed diameter D is studied in Ref. [131] using Monte Carlo simulations.
Spherocylinders are cylinders with diameter D, length L, and hemispheri-
cal caps of diameter D at the ends. For a polydispersed system of pene-
trable (soft-core) spherocylinders, φc is shown to be inversely proportional
to Lw, as predicted theoretically in the slender-rod limit [111, 113, 114,
117]. For a sufficiently large
√〈L2〉/D, a universal dependence of the form
ρδ3c = F (
√〈L2〉/δc) has been observed, where ρ is the number density.
Mutiso et al. [132] have used a generalized form of the excluded volume model
and percolation simulations of soft-core polydispersed cylinders to model the
effect of finite L/D and size polydispersity on φc. Their model is not limited
by the slender-rod limit [114] and works for finite, but penetrable, rods as
well. While, Chen et al. [133] have presented a generalization of the excluded
volume model [130] that can predict the percolation threshold for penetrable
polydisperse spherocylinders. Recently, Meyer et al. [134] studied the effect
of polydispersity on percolation behavior of rod-like inclusions using theo-
retical and Monte Carlo simulation approaches. They modeled Inclusions
as spherocylinders with a hard core and a penetrable shell and accounted
for polydispersity in shell thickness of the fillers as well as length and di-
ameter. Such analytical and simulation based studies have greatly enhanced
our understanding of percolation behavior of penetrable and impenetrable
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polydisperse rodlike fillers.
Based on a generalized connectedness percolation theory, Otten and van
der Shoot [111] have theoretically predicted the percolation threshold for hard
polydisperse platelike objects with soft penetrable shells. For monodisperse
hard discs, φc is shown to be independent of the aspect ratio. However, their
model predicts that φc of polydisperse hard discs depends on up to fourth
moment of the size distribution, and so a strong influence of the diameter
polydispersity is expected. However, the theoretical prediction is only valid
in the limiting case of thin discs.
In this study, we analyze the effect of size polydispersity on percolation of
randomly oriented prolate (Fig. 6.1) and oblate ellipsoids (Fig. 6.2) for a wide
range of aspect ratios using Monte Carlo (MC) simulations and compare our
results with the theoretical predictions. The results for polydisperse prolate
ellipsoids are shown to be in agreement with the theoretical predictions [111]
and polydisperse spherocylinders simulations [131]. We show that the results
for monodisperse and polydisperse oblate ellipsoids can be collapsed on a
universal functional form when the aspect ratio is sufficiently large, but still
much smaller than the thin plate limit. Therefore, the theoretical predictions
based on connectedness percolation [111] can be confidently used in practice
where the aspect ratios of the fillers used is sufficiently large.
6.4.1 Polydisperse prolate ellipsoids
The nanofiller mixing processes such as sonication and shear mixing, which
improve the filler dispersion, lead to significant changes in the size distri-
bution of the CNTs Refs. [91, 135]. Experimental studies that have ana-
lyzed CNT size distribution have shown that Weibull distribution effectively
captures the polydispersity [136, 137]. Such distributions with significantly
higher moments have a notable effect on the percolation behavior, and hence
the effective conductivity of the composite.
As mentioned before, the effect of polydispersity on rodlike fillers has been
investigated using analytical methods [111] and MC simulations [105, 131,
132]. In this section, the results for polydisperse prolate ellipsoids are com-
pared with the theoretical predictions in the slender-rod limit. The analy-
sis is along the same lines as that of MC simulations of spherocylinders in
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Figure 6.1: Polydisperse prolate ellipsoids following a bimodal distribution
with α1 = 10, α2 = 20, and p = 0.5 at φ = 0.025. The fillers shown in green
belong to the percolating cluster.
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Figure 6.2: Polydisperse oblate ellipsoids following a bimodal distribution
with α1 = 1/10, α2 = 1/20, and p = 0.5 at φ = 0.025. The fillers shown in
green belong to the percolating cluster.
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Ref. [131], and we expect to see similar trends for prolate ellipsoids, especially
at higher aspect ratios.
Using the liquid-state integral equation theory, the critical percolation vol-
ume fraction φc for polydisperse impenetrable rods with diameter D and
length L is given as [111],
φc ' pi
4
ρD2〈L〉 = D
2〈L〉
2δc〈L2〉 , (6.4)
Then,
ρδ3c =
2δ2c
pi〈L2〉 . (6.5)
The theoretical prediction, applicable in the slender-rod limit i.e. L/D  1,
was used in Ref. [131] to analyze the percolation behavior of impenetrable
spherocylinders. It was shown, that for different polydisperse systems with
the same
√〈L2〉/D, the ρδ3 values are essentially independent of the ac-
tual size distribution. Moreover, with increasing
√〈L2〉/D, the simulation
data tends to converge towards a common functional form which approaches
Eq. (6.5) for
√〈L2〉/δc  1.
Similar arguments can be extended for monodisperse and polydisperse sys-
tems of prolate fillers studied here. The semi-axes of the prolate ellipsoids are
given as {L/2, D/2, D/2}. Prolate ellipsoids following a bimodal distribution
f(L) = pδ(L−L1) + (1− p)δ(L−L2) are used to account for length polydis-
persity, where p is the number fraction. All prolate ellipsoids are assumed to
have the same D, and all lengths are normalized with D. The aspect ratio
α is given as L/D. Similar to spherocylinders [131], different size distribu-
tions with the same
√〈L2〉/D collapse on a single curve as shown in Fig. 6.3.
Moreover, for larger
√〈L2〉/D, the collapse of data suggests a common func-
tional form that is independent of
√〈L2〉/D. Therefore, as expected, the
quasi-universal behavior for a given
√〈L2〉/D that was reported for sphe-
rocylinders [131], is observed for polydisperse prolate ellipsoids as well. A
similar analysis on polydisperse oblate ellipsoids is presented next.
6.4.2 Polydisperse oblate ellipsoids
The inverse proportionality between φc and aspect ratio that is observed for
prolate ellipsoids is absent in the case of oblate ellipsoids [111, 138, 139].
116
100 101 102
10−4
10−3
10−2
10−1
100
√
〈L2〉/δc
ρ
δ
3 c
L/D = 10
L/D = 20
L/D = 40
L1/D = 20, L2/D = 5, p = 0.8, 〈L
2〉/D = 10
L1/D = 30, L2/D = 10, p = 0.625, 〈L
2〉/D = 20
L1/D = 50, L2/D = 20, p = 0.4286, 〈L
2〉/D = 40
ρδ3c = 2δ
2
c/pi〈L
2〉
Figure 6.3: ρδ3c as a function of
√〈L2〉/δc for monodisperse and
polydisperse prolate ellipsoids. The data having the same 〈L2〉/D can be
observed to collpase well. The theoretical prediction for the slender-rod
limiting case Eq. (6.5) is shown as a dottted line for comparison.
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After an initial drop in φc with increasing aspect ratio, φc saturates to a
limiting value independent of the aspect ratios. This behavior of a system of
disc-like fillers is suggested to be the outcome of interference of the percola-
tion transition with the isotropic-nematic phase transition [139]. However, φc
is shown to be significantly altered in the presence of diameter and thickness
polydispersity [111].
The analytical expression for φc for polydisperse hard discs based on con-
nectedness percolation theory and second-virial approximation to the pair
connectedness function was derived in Ref. [111] as,
φc =
4L〈D2〉
δc
×[
1
(5pi + 6)〈D2〉+√16pi(pi + 6)〈D〉〈D3〉+ (pi + 6)2〈D4〉+ 8pi(pi − 6)〈D2〉2
]
=
4L〈D2〉
δcA
, (6.6)
where L is the disc thickness and D is the disc diameter. Higher moments of
the size-distribution appear in the expression, unlike in the slender-rod case,
where only the first and second moments appear. Equation 6.6 is applicable
when δc  D and when L and δc are of the same order of magnitude. Unlike
for rodlike particles, the second-virial approximation is supposed to break
down for platelike and spherical particles as the contribution of the higher
order terms cannot be neglected [111]. However, for δ  D, it turns out to
be a reasonable approximation for spheres, and hence is presumed to be ap-
plicable to platelike particles as well when deriving Eq. (6.6) [111]. Therefore,
Eq. (6.6) is expected to work at least qualitatively within the second-virial
approximation. Moreover, φc predicted using Eq. (6.6) was shown to match
well with experimental data [115] where the GNP size polydispersity infor-
mation was obtained using dynamic light scattering.
For a polydisperse distribution of hard discs, φc = ρpi〈D2〉L/4. Then,
using Eq. (6.6),
ρδ3c =
16
pi
δ2c
A
, (6.7)
where 1/A represents the expression in the square brackets of Eq. (6.6).
Therefore, in the thin disk limit, scaling of the form Eq. (6.7) is expected.
Using the percolation-tunneling model of ellipsoidal fillers, we have sim-
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Figure 6.4: ρδ3c as a function of
√
A/δc for monodisperse oblate ellipsoids
with aspect ratios α = {1/2, 1/10, 1/20, 1/40, 1/100}. For the monodisperse
case,
√
A =
√
(10pi + 12)D. The analytical expression for the thin hard
discs, Eq. (6.7) is also shown as a dashed line for comparison.
ulated monodispersed and polydispersed configurations of oblate ellipsoids.
The semi-axes of oblate ellipsoids are represented as {D/2, D/2, L/2}, and
the aspect ratio is given as α = L/D. The results are presented by plotting
ρδ3c as a function of
√
A/δc. The plots for monodisperse cases with different
aspect ratios are shown in Fig. 6.4. With increasing aspect ratio, the curves
are observed to converge on to a universal functional form ρδ3c = F (
√
A/δc).
Equation (6.7) for the limiting case of thin hard discs is also presented for
comparison. The simulated oblate ellipsoids approach the thin disc behavior
when α is very small and δc/D  1.
A bidisperse system of oblate ellipsoids described by a bimodal distribution
f(D) = pδ(D − D1) + (1 − p)δ(D − D2) is simulated, where D1 > D2 and
p ∈ [0, 1] is the number fraction of the larger ellipsoids. To simplify the
analysis and to focus on polydispersity in the larger dimension, all oblate
ellipsoids in the simulations have the same L i.e. all GNPs are assumed to
have the same thickness. Also, all dimensions are normalized with L.
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The effect of polydispersity on the critical distance δc can be examined
by using the reduction factor R, which is the ratio of δc to δc0, where
δc0 is the critical distance for the monodisperse system of ellipsoidal fillers
with semi-axes equal to the mean semi-axes of the polydisperse case i.e.
{〈D〉/2, 〈D〉/2, L/2}. For the bimodal distribution, 〈D〉 = pD1 + (1− p)D2.
An analytical expression for the reduction factor R0 is obtained using
Eq. (6.6) as,
R0 =
δc
δc0
=
2(5pi + 6)〈D2〉
A
, (6.8)
where
δc0 =
2L
φc(5pi + 6)
(6.9)
is the critical distance for monodisperse hard discs at a volume fraction φc.
Both δc and δc0 are for the same volume fraction φc.
The reduction factors R obtained from simulating oblate ellipsoids follow-
ing the bimodal distribution for D2/L = 5 and D1/D2 = 4 are plotted in
Fig. 6.5 as a function of p. The plots are generated for different total volume
fraction φc of the fillers. The maximum φc used is limited by the RSA pro-
cedure used to generate the realizations. It can be observed that R obtained
from the simulations becomes qualitatively similar to R0 as φc increases.
While for small φc, the condition necessary for the theoretical prediction R0
to hold i.e. δc  D is not satisfied, and hence there is a large difference
between R and R0. With increasing φc, δc/D decreases and the theoretical
result is approached by the simulated data. Apart from φc, the aspect ratio
D2/L is also expected to affect R. The effect of D2/L on R is shown in
Fig. 6.7, where R is plotted as a function of p for φc = 0.025, D1/D2 = 2,
and D2/L = {2, 4, 10, 20}. It is again observed that with increasing D2/L,
R approaches the analytical prediction R0.
The data for oblate ellipsoids following a bimodal distribution with α1 =
L/D1 = 1/10, α2 = L/D2 = 1/2, and p = {0, 0.5, 1} obtained for a range of
φc is shown in Fig. 6.8, where ρδ
3
c is plotted as a function of
√
A/δc. The data
for monodisperse oblate ellipsoids with D/L =
√
A/(10pi + 12)/L, where A
is calculated for the bimodal distribution given above at p=0.5 is also shown.
For α1 = L/D1 = 1/10, α2 = L/D2 = 1/2, and p = 0.5, D/L = 7.435. For a
given
√
A/L, the ρδ3c against
√
A/δc curves collapse well and can be concluded
to be independent of the specific size-distribution. The data for a wide range
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Figure 6.5: The reduction factor R plotted as a function of the number
fraction p of larger oblate ellipsoids from a bimodal distribution with
D2/L = 5 and D1/D2 = 4 for increasing φc. The theoretically predicted
reduction fraction R0 according to Eq. (6.8) is shown as a solid line.
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Figure 6.6: The reduction factor R plotted as a function of the number
fraction p of larger oblate ellipsoids from a bimodal distribution with
D2/L = 5 and D1/D2 = 2 for increasing φc. The theoretically predicted
reduction fraction R0 according to Eq. (6.8) is shown as a solid line.
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Figure 6.7: The reduction factor R plotted as a function of the number
fraction p of larger oblate ellipsoids from a bimodal distribution with
D1/D2 = 2 at φc = 0.025 and D2/L = {2, 4, 10, 20}. The theoretically
predicted reduction fraction R0 according to Eq. (6.8) is shown as a solid
line.
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Figure 6.8: ρδ3c as a function of
√
A/δc for oblate ellipsoids following a
bimodal distribution with α1 = L/D1 = 1/10, α2 = L/D2 = 1/2, and
p = {0, 0.5, 1}. The data for p = 0.5 collapses well with the data for a
monodisperse case having the same
√
A/L value.
124
100 101 102
10−4
10−3
10−2
10−1
100
√
A/δc
ρ
δ
3 c α = 1/10
α = 1/20
α = 1/100
α1 = 1/40,α2 = 1/20, p = 0.5
α1 = 1/20,α2 = 1/10, p = 0.5
α1 = 1/20,α2 = 1/5, p = 0.5
α1 = 1/40,α2 = 1/10, p = 0.5
ρδ3c =
16δ2c
piA
Figure 6.9: ρδ3c as a function of
√
A/δc for monodisperse and bidisperse
oblate ellipsoids. The theoretical prediction according to Eq. (6.7) is shown
as a dotted line for comparison.
of monodisperse and bidisperse oblate ellipsoids simulated in this study are
collectively shown in Fig. 6.9. For oblate ellipsoids with sufficiently large√
A/L the curves can be observed to collapse well, suggesting a universal
functional form ρδ3c = F (
√
A/δc). Also as
√
A δc and for a system of hard
discs, the scaling function approaches Eq. (6.7).
6.4.3 Comparison with experiments
Based on the observations above, we have analyzed some experimental data
available in literature for CNT and GNP nanocomposites. As we are inter-
ested in the effect of polydispersity, we have chosen the experimental data
from sources that have reported the actual size distribution of the nanofillers.
We have used the data from Castillo et al. [91] for MWCNTs and from Tkalya
et al. [115] for GNPs.
The experimental data can be compared with the tunneling-percolation
based theories in the following two ways:
125
1. using Eqs. (6.4) and (6.6) for polydisperse CNTs and GNPs, respec-
tively; and
2. using Eq. (6.3) based on the critical path assumption [90].
The first approach is based on continuum percolation of soft-shell hard-core
fillers (or cherry-pit model), where the soft shell thickness corresponds to a
tunneling-induced lengthscale λ. The second approach uses the exponential
dependence of tunneling conductance (Eq. [6.2]) on the filler separation, but
does not impart a sharp percolation cutoff and involves the tunneling length-
scale ξ, which is expected to be proportional but not necessarily equal to the
lengthscale λ of the first approach.
It is clear from Figs. 6.3 and 6.9 that predictions based on the percolation
connectedness theory are accurate for higher aspect ratios that are generally
used in experiments. Therefore, Eqs. (6.4) and (6.6) are used to compare the
model predictions with experimental data in the following. The objective is
to estimate λ and ξ using the size polydispersity information along with the
σ − φc data from the experiments. Consistent estimations of λ and ξ within
the expected range [90] would indicate the importance of the polydispersity
based formulation.
Polydisperse Multi-Walled CNTs (MWCNTs)
Following the first approach, φc is obtained from Eq. (6.4) as φc = D
2/2λLw,
where λ/2 = δc/2 is tunneling soft-shell thickness. Here, Lw can be calcu-
lated from the MWCNT length distributions obtained experimentally. The
polydispersity and conductivity data provided for MWCNTs from five dif-
ferent suppliers presented in Ref. [91] is used. We assume that all MWCNTs
have the same D that is provided by the manufacturers [91]. Therefore,
the only unknown, λ, can be estimated using the experimentally obtained
φc. The length distributions for the five cases are extracted from Fig. 1 of
Ref. [91] and are named as A-E following the same order therein. The λ val-
ues estimated using the experimentally obtained φc and Lw are summarized
in Table. 6.1. Interestingly, for all cases, the estimated λ falls within 7− 11
nm and is comparable to the MWCNT diameter D.
The effect of polydispersity is apparent when we observe the large differ-
ence between 〈L〉 and Lw for each case. In their study, Castillo et al. [91] used
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Table 6.1: Estimation of the tunneling-induced lengthscale λ for cases A-E
of different MWCNTs as presented in Castillo et al. [91]. The diameter D
and percolation threshold φc are taken as reported in Ref. [91], while L50,
〈L〉 and Lw are obtained using the MWCNT length distribution provided
therein.
.
Sample D[nm] L50[nm] 〈L〉[nm] Lw[nm] φc[vol.%] λ[nm]
A 7.8 735 974 1523 0.23 8.82
B 10.5 770 1104 1905 0.42 6.91
C 10 1341 1604 2393 0.19 10.87
D 10.5 727 1027 1772 0.34 9.25
E 6 332 382 484 0.34 10.82
the continuum percolation based formula φc = D/2L50 for theoretical esti-
mation of φc, where L50 is the median of the MWCNT length distribution.
However, such a form clearly over-predicts φc because the simple formula
accounts neither for tunneling nor polydispersity (Fig. 6.10). A somewhat
better match is obtained if 〈L〉 is used instead of L50 i.e. φc = D/2〈L〉 which
can be obtained as a special case of Eq. (6.4) for a monodisperse CNT dis-
tribution with lengths 〈L〉, diameter D, and δc = λ = D. However, using
Eq. (6.4) with Lw and the λ ≈ 9.5 nm (obtained from the average of λ for
all cases in Table 6.1) provides excellent comparison with the experimental
data as shown in Fig. 6.10.
Next, the second approach based on Eq. 6.3 is used to compare the model
results with experimental data. For this purpose, we need conductivity σ
as a function of φc which is provided in Fig. 2 of Ref. [91] for cases A-
E. Using φc values, the corresponding δc is obtained using Eq. (6.4) i.e.
δc = D
2/2φcLw.Then, using
lnσ = −2
ξ
δc + lnσ0. (6.10)
ξ can be estimated from the slope of the line fitted to points plotted on a
lnσ−δc scale. The line is fitted only through the points above the percolation
threshold where the critical path assumption is valid due to minimal effect of
finite matrix conductivity [90]. The points corresponding to volume fractions
below the percolation threshold were observed to deviate significantly from
the predicted behavior. The estimated ξ values for cases A-E (Fig. 6.11),
summarized in Table 6.2, are found to fall within 1.5-4 nm which is in agree-
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Figure 6.10: Comparison of the experimental φc with that of the theoretical
predictions based on median L50 as φc = D/2L50, mean 〈L〉 as
φc = D/2〈L〉, and weighted mean Lw as φc = D2/2λLw with λ=9.5 nm.
The unit slope line is provided to understand how well the predictions
match with experimental data.
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Figure 6.11: Estimation of tunneling lengthscale ξ through fitting using
Eq. (6.10) for cases A-E of different MWCNTs studied in Castillo et al.
[91].
Table 6.2: Estimated tunneling lengthscale ξ using Eq. (6.10) for cases A-E
of different MWCNTs studied in Castillo et al. [91].
Case A B C D E
ξ [nm] 3.2±0.6 1.78±0.8 3.9±0.9 1.54±0.9 4±2
ment with the expected ξ [90]. Using the polydispersity information along
with Eq. 6.4 have sufficiently narrowed down the range for ξ. The estimated
ξ can be used as an input to predict σ of MWCNT nanocomposite for a given
φc.
Polydisperse GNPs
Tkalya et al. [115] used dynamic light scattering technique to obtain diam-
eter distribution of GNPs and have shown that theoretical predictions using
Eq. (6.6) are in qualitative agreement with experimentally obtained φc for
polydisperse GNPs. The theoretical prediction is obtained by ignoring the
thickness polydispersity and focusing only on the diameter polydispersity
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Figure 6.12: Estimation of ξ/L through fitting using Eq. (6.11) for four
types GNP dispersions as presented in Tkalya et al. [115]. The sample
names are adopted from their article.
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of the GNPs. Graphene sheet thickness L and tunneling-induced soft-shell
thickness λ/2 remain as fitting parameters because both are not known a
priori. However, by fitting they have found λ/L ≈ 4.5 which correctly cap-
tures the trends and qualitatively agrees with the experimental data. This is
the first method of comparison as described above. Their results show that
size polydispersity plays an important role in determining the percolation
threshold.
Following the second method of comparison, Eq. (6.10) is used along with
Eq. 6.6, which relates δc with φc for polydisperse discs, gives,
lnσ = −8L〈D
2〉
ξφcA
+ lnσ0. (6.11)
Therefore, plotting lnσ as a function of 8〈D2〉/φcA, we can estimate ξ/L
from the slope of the line fitted to the experimental data (Fig. 6.12) for dif-
ferent samples from Ref. [115]. Similar to the MWCNTs case above, only
points above the percolation threshold are considered to obtain the fits [90].
Points below the percolation threshold can be observed to deviate from the
fitted line in Fig. (6.12) for some cases. The diameter distributions reported
therein are used to calculate A and 〈D2〉. The estimated ξ/L are summa-
rized in Table 6.3. The GNP sheet thickness L depends on the degree of
exfoliation among other factors and although not exactly known, is expected
to be between 0.3-2 nm [115]. For the first three cases ξ/L ∼ 1 which results
in an admissible estimate of ξ within 1 - 2 nm. For the last case, however,
ξ/L = 0.6 which results in a considerably smaller estimate of ξ. A similar
issue with case D is reported in Ref. [115] where the experimentally obtained
φc is much higher than the theoretical prediction from Eq. (6.6). For all other
cases, the theoretical predictions are in excellent quantitative agreement with
the experiments. Thus, by correctly accounting for the size polydispersity,
accurate estimates of ξ confined to a narrower range are obtained. Using
ξ values estimated above, Eq. (6.11) can be used to obtain conductivity of
GNP nanocomposite at a given φc.
Both approaches used herein provide reasonable estimates of λ and ξ within
the expected range. However, the tunneling lenghtscale ξ in the second ap-
proach is precisely defined through Eq. (6.2) compared to λ in the first ap-
proach which is somewhat vague. Another estimate of λ can be obtained
from the crossover point between tunneling dominated and matrix domi-
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Table 6.3: Estimated of ξ/L using Eq. (6.11) for four types GNP
dispersions as presented in Tkalya et al. [115]. The sample names are
adopted from their article.
Sample A A-LC A-HC B
ξ/L 0.8±0.2 0.8±0.4 1.1±0.1 0.6±0.2
nated regimes using fits obtained using Eq. (6.10). Using this apparent per-
colation threshold would result in lower λ values [90]. However, fits based on
Eq. (6.10) in Figs. 6.11 and 6.12 are observed to consistently over predict the
effective conductivity near and below the percolation threshold. Therefore,
although this apparent percolation threshold based on Eq. (6.10) would give
lower values of λ, it may not be accurate as Eq. (6.10) does not seem to
perform well near the percolation transition region.
It should also be noted that although polydispersity is accounted for in
our model, we have neglected the effect of particle agglomerations and seg-
regation in this study. Incorporating such effects in the model would involve
quantifying the effect of anisotropic spatial distribution of fillers on the δc−φc
relations. This would help in further refining the estimates of λ and ξ, and
improve predictability of the models.
Theory, simulations, and experiments have all confirmed that the per-
colation threshold is very sensitive to the degree of polydispersity. There-
fore, along with conductivity measurements a detailed characterization of
nanofiller size distribution and spatial distribution should be reported in ex-
perimental studies on conductive polymer nanocomposites [91, 105, 115].
6.4.4 Conclusion
In summary, we have performed MC simulations of polydisperse prolate and
oblate ellipsoids using the critical path based tunneling-percolation model.
For polydisperse prolate ellipsoids, provided a sufficiently large 〈L2/D〉, the
quasi-universal behavior is obtained, as shown for polydisperse spherocylin-
ders in Ref. [131]. For polydisperse oblate ellipsoids, the data is observed
to follow a quasi-universal functional form for a sufficiently large
√
A/L.
Moreover, the quasi-universal functions approach the second-virial approxi-
mation based theoretical predictions [111] for rodlike and platelike fillers as
the volume fraction increases.
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As the conectedness percolation theory [111] is in good agreement with MC
results at higher aspect ratios, experimental data on polydisperse MWCNTs
[91] and GNPs [115] is analyzed using theoretical predictions. The tunneling
lengthscale ξ predicted using Eq. (6.3) along with the polydispersity and
conductivity data from experiments is found to be well within the expected
range. The estimated ξ can be used as an input to predict σ of MWCNT or
GNP nanocomposites for a given φc.
Apart from polydispersity, other factors such as clustering of nanofillers,
curling of CNTs, crumpling of GNPs, etc. are also expected to affect the per-
colation behavior [113]. The analytical models have provided some important
insights regarding the impact of such properties on percolation threshold, but
are applicable, in general, for the limiting cases. Further work through mod-
eling is in progress to understand the effect of such factors on the percolation
threshold and the effective electrical conductivity of nanocomposites.
6.5 Effect of filler alignment 2
In most of the percolation based studies of polymer nanocomposites, an
isotropic distribution of filler orientations is assumed i.e. fillers have no pref-
erential orientation [90, 140, 141] and the effect of primary filler attributes
such as aspect ratio on the percolation threshold is studied. However, some
investigations have addressed the effect of other filler characteristics such as
filler alignment [], filler size polydispersity [] and spatial clustering of fillers [].
In this study, we focus on the influence of filler alignment on the percolation
behavior using a tunneling-percolation model proposed in Ref. [90].
The effects of various filler attributes on the percolation behavior have also
been explored using a model based on mapping of the continuum percolation
on to a percolation problem on a Bethe lattice [117–125]. The predictions of
this model are in semi-quantitative agreement with that of integral equation
based generalized connectedness percolation theory [111, 113, 114, 116, 142]
and Monte Carlo (MC) simulations [105, 132, 143, 144]. Studies on systems
of aligned rod-like fillers using the Bethe lattice based model correctly predict
2Adapted from: S. Kale, F. Sabet, I. Jasiuk, and M. Ostoja-Starzewski (2016). Effect
of filler alignment on percolation in polymer nanocomposites using tunneling-percolation
model. Journal of Applied Physics, 120(4), 045105, with the permission of AIP Publishing.
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that the percolation threshold increases with increasing filler alignment [122,
145, 146]. A strong dependence on the variance of the nematic order pa-
rameter 〈S〉 (a measure of filler alignment) is also expected for rod-like fillers
[146]. Apart from filler alignment, the lattice-based model has also been used
to understand the effects of filler aspect ratio, filler size polydispersity [117,
122, 123], mixture of fillers [124], and clustering [118, 119].
In tunneling-percolation based simulation and analytical studies, the tun-
neling interaction between the fillers is generally assumed to be isotropic i.e.
the tunneling conductance is a function of only the distance between the
fillers and not of the relative orientation. The effect of anisotropy in tun-
neling conductance (accounting for the relative orientation of fillers) on the
effective electrical conductivity was investigated using an effective medium
approximation in a system of nanorods by Nigro and Grimaldi [142]. It was
found that the tunneling anisotropy significantly affects the electrical conduc-
tivity for a system of aligned fillers at volume fractions above the percolation
threshold. However, the percolation threshold itself was observed not to
be a strong function of the tunneling anisotropy. Therefore, neglecting the
tunneling anisotropy in modeling can be justified when one is concerned pri-
marily with the percolation threshold and not the electrical conductivity in
the post-percolation regime.
The effect of filler alignment has been investigated in several MC simulation
studies. In 2D, rod-like CNTs are modeled using percolation of sticks in a
square domain [147–149]. The angular distribution of the sticks is modified
from the uniform distribution between [0, pi] for isotropic case to reflect the
filler alignment. In 3D, the filler alignment is controlled by changing the
distribution of the angle θ between the filler axis and a specified direction
[143, 144]. Given the axial symmetry of the filler used, only one angle is
sufficient to describe the alignment. If the alignment is measured along z-
axis, then θ is the polar angle made by the filler axis. The alignment is
quantified using the nematic order parameter,
〈S〉 = 1
2
〈3 cos θ2 − 1〉, (6.12)
where the angular brackets represent ensemble averaging over all fillers in the
domain. Then, for isotropic angular orientations 〈S〉 = 0 and for fully aligned
fillers 〈S〉 = 1. Simulations and experiments have shown that as the filler
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alignment increases, i.e. 〈S〉 increases from 0 to 1, the percolation threshold
in the direction of filler alignment also increases. This behavior is attributed
to the diminishing connectivity of the fillers with increasing alignment.
Silva et al. [150] used a tunneling-percolation model [90] with impenetra-
ble cylinders to represent CNTs. Their MC simulations indicate a monotonic
decrease in the electrical conductivity with increasing axial alignment. A sim-
ilar conclusion was reported by Rahatekar et al. [144] but with a different
approach to model the nanofiber composite with orientational order. White
et al. [143] used penetrable rod-shaped fillers to study the effect of fiber orien-
tation on electrical conductivity. Their results show that for a given volume
fraction and aspect ratio of the fillers, there exists a critical orientation Sc
above which the electrical conductivity significantly decreases.
In some MC simulation based studies on the effect of filler alignment [143,
150], the orientation distribution function (ODF) is chosen to be a Gaussian
distribution in cos θ, where θ is the polar angle of the filler axis. Also, only the
effect of mean nematic order parameter 〈S〉 is analyzed. The effect of second
moment 〈S2〉 for a fixed 〈S〉 which is also expected to affect the electrical
behavior of nanocomposites [146], is not explored in these MC simulation
based studies.
Compared to the simulation studies focusing on alignment of rod-like
fillers, little attention has been given to studying the effect of filler align-
ment for disk-like fillers through simulations. However, analytical models
can provide estimates of the effect of filler alignment which become accurate
in the limit of large aspect ratios. The Bethe lattice-based model of contin-
uum percolation [117, 145] was used to study the effect of filler alignment on
the percolation threshold of disk-like fillers [123]. Other analytical models
such as the excluded volume approach [130] and generalized connected perco-
lation theory [111, 113, 114, 116] can also account for the effect of alignment
by incorporating anisotropic ODFs instead of an isotropic one. In this study,
our objective is to compare the MC simulations with the second virial ap-
proximation [111] based analytical models mentioned above for rod-like and
disk-like fillers with varying extent of alignment.
The effect of 〈S〉 and m is studied first, followed by a discussion on
anisotropy in percolation threshold. The numerical results are compared
with the analytical predictions obtained using the excluded volume fraction
theory and Bethe lattice mapping of the continuum percolation problem.
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The analytical results for cylindrical fillers are used to simplify the treat-
ment. Although the MC simulations are performed on ellipsoids, we expect
to see a good comparison with analytical results on cylinders especially at
higher aspect ratios and volume fractions.
6.5.1 Model setup
The approach followed in this sections is slightly different than the one de-
scribed in Section 6.3 to introduce orientational anisotropy. The fillers are
modeled as spheroids with aspect ratio α defined as the ratio of the polar and
equatorial semiaxes. The fillers have axial symmetry along the polar axis.
The ODF proposed by Chatterjee [122], to explore percolation in polydis-
perse aligned rods, of the form
p(θ) = a+ b| cos(θ)|m, (6.13)
is used in this study, where θ is the polar angle in terms of the spheri-
cal co-ordinates of the axis of symmetry of the filler. The advantage of
this functional form is that 〈S〉 and 〈S2〉 can be independently altered in a
straightforward manner. Due to the symmetry of the fillers, distribution of
the azimuthal angle β is not relevant for the alignment study and is chosen
from a uniform distribution between [0, 2pi] in the simulations. The distribu-
tions of θ and β are assumed to be independent. The normalization condition
for p(θ) requires that
2pi∫
0
pi∫
0
p(θ) sin θdθdβ = 1, (6.14)
which for p(θ) in Eq. (6.13) gives the condition that a + b/(m + 1) = 1/4pi.
The first and second moments of the order parameter S can be obtained as
[122, 146],
〈S〉 = 4pibm
(m+ 1)(m+ 3)
(6.15)
and
〈S2〉 = 1
5
[
1 +
2(2m+ 1)〈S〉
(m+ 5)
]
, (6.16)
respectively. Due to the imposed normalization condition, only two free pa-
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rameters are available to control the distribution: 〈S〉 and m. The minimum
value of m such that the ODF is positive is obtained as,
m ≥ mmin = 3〈S〉
1− 〈S〉 . (6.17)
In the simulations, the orientation of the fillers is determined by choosing
θ according to a distribution obtained for given 〈S〉 and m. In spherical
coordinates the probability density function (pdf) of θ is p(θ) sin θ i.e. the
probability of finding θ in the interval (θ, θ + dθ) is given by p(θ) sin θdθ.
We use random sequential addition (RSA) [126] method to generate the
realizations of fillers followed by MC relaxation step [5] to obtain equilibrated
configurations. The position of each filler is chosen randomly within a cube of
size l using three random numbers between [0, l], β is chosen from a uniform
distribution between [0, 2pi], while θ is chosen from p(θ) sin θ for the given
〈S〉 and m. The desired volume fraction of fillers is achieved by adding
fillers one by one to the box, ensuring that the filler being added does not
collide with any of the existing fillers [127]. Periodic boundary conditions
are implemented in all three directions.
The MC relaxation is performed by displacing each filler by a random
magnitude chosen from a uniform distribution between [−∆,∆] along x,
y, and z directions. The orientations of the fillers are not perturbed. By
freezing the orientations, we can obtain filler distribution with the desired
〈S〉. If random rotations are added along with the random displacements
in the relaxation procedure, the system would eventually attain an isotropic
distribution i.e. 〈S〉 = 0 after a sufficient number of steps for low volume
fraction of fillers. However, in general, isotropic-nematic transition can be
encountered at higher volume fractions especially for platelike fillers [139].
The new perturbed position of the filler is accepted if it does not collide with
any other existing fillers, otherwise the move is rejected and the original
position of the filler is recovered. One MC relaxation step constitutes of trial
moves for all fillers within the box. After each MC step, ∆ is adjusted such
that about 50% of the trial moves are rejected [5]. The relaxation procedure
is continued until the rejection ratio of the trial moves stabilizes, which, in
general, requires about 200−500 relaxation steps.
For an equilibrated system of fillers obtained as described above (see
Figs. 6.13 and 6.14), the electrical conductivity is determined using the crit-
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ical path approximation [90, 112]. According to this approach, finding the
effective electrical conductivity comes down to finding the smallest critical
thickness δc/2 of the uniform soft shell surrounding the hard fillers for which
a percolating cluster is formed in x, y, or z direction. The electrical conduc-
tivity can be estimated from δc using Eq. (6.3).
For a given filler configuration with volume fraction φ and soft shell thick-
ness δ/2 a percolation check is performed using the tree datastructure based
union/find algorithm with path compression [129]. The fillers are modeled
with a hard core and are considered to be connected when their soft shells
overlap. Using a bisection method, the minimum value of δc/2 is determined
within a desired accuracy, for which the given system of fillers percolates.
Unless specified, the box size for the simulations in this section is chosen
such that at least 15,000 fillers are included within the box.
6.5.2 Excluded volume based predictions
The excluded volume of two identical cylinders of length L and radius R with
angle γ between their axes of symmetry is given as[151]
Vex(L,R) = 4
(
piR3| sin γ|+RL2| sin γ|+ 2R2LA
)
, (6.18)
where
A =
pi
4
+
pi
4
| cos γ|+ E(sin γ). (6.19)
and E(sin γ) stands for the complete elliptical integral of the second kind i.e.
E(sin γ) =
pi/2∫
0
√(
1− sin2 γ sin2 x)dx. (6.20)
We consider a system of partially penetrable cylinders with uniform thickness
of the soft-shell δ/2. The objective is to find the minimum value of δ for
which the given system of cylinders at volume fraction φ percolates. The
minimum value of δ thus found is the critical distance δc as discussed in the
previous section. Within the second virial approximation [90, 111], φ and δc
are related as
φ ' V
∆Vex
, (6.21)
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Figure 6.13: Realizations of prolate ellipsoids with α = 10 (∼ 2500 fillers)
for increasing alignment (a) 〈S〉 = 0, (b) 〈S〉 = 0.25, (c) 〈S〉 = 0.5, and (d)
〈S〉 = 0.9. In all figures, the fillers shown in green belong to the percolating
cluster, while the fillers in red belong to other isolated clusters. The m
value for all cases is equal to mmin as given in Eq. (6.17).
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Figure 6.14: Realizations of oblate ellipsoids with α = 0.1 (∼ 2500 fillers)
for increasing alignment (a) 〈S〉 = 0, (b) 〈S〉 = 0.25, (c) 〈S〉 = 0.5, and (d)
〈S〉 = 0.9. In all figures, the fillers shown in green belong to the percolating
cluster, while the fillers in red belong to other isolated clusters. The m
value for all cases is equal to mmin as given in Eq. (6.17).
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where V = piR2L is the volume of the hard-core of a single cylinder,
∆Vex = 〈Vex(R + δc/2, L+ δc)〉 − 〈Vex(R,L)〉, (6.22)
and 〈.〉 represents average taken over orientation distribution functions of the
two cylinders (labeled i and j) i.e.
〈x〉 =
2pi∫
0
2pi∫
0
pi∫
0
pi∫
0
xp (θi) p (θj) sin θi sin θjdθidθjdβidβj. (6.23)
The results are obtained in terms of δc/D where D = max(L, 2R) and aspect
ratio α = L/2R. For rod-like fillers i.e. α > 1,
1
φ
' ∆Vex
V
= (δc/D)
(
8〈A〉
pi
+ 6〈| sin(γ)|〉
)
+
α2
[
(δc/D)
3 (8〈A〉+ 2(4 + pi)〈| sin(γ)|〉)
pi
+
8 (δc/D)
2 (〈A〉+ 2〈| sin(γ)|〉)
pi
+
8 (δc/D) 〈| sin(γ)|〉
pi
]
+
α
[
(δc/D)
2 (16〈A〉+ (8 + 6pi)〈| sin(γ)|〉)
pi
+
16 (δc/D) (〈A〉+ 〈| sin(γ)|〉)
pi
]
, (6.24)
and for disk-like fillers i.e. α < 1,
1
φ
' ∆Vex
V
= (δc/D)
16(〈A〉+ 〈| sin(γ)|〉)
pi
+
8α (δc/D) 〈| sin(γ)|〉
pi
+
8 (δc/D)
2 (〈A〉+ 2〈| sin(γ)|〉)
pi
+
1
α
[
(δc/D)
3 (8〈A〉+ 2(4 + pi)〈| sin(γ)|〉)
pi
+
(δc/D)
2 (16〈A〉+ (8 + 6pi)〈| sin(γ)|〉)
pi
+
(δc/D)
(
8〈A〉
pi
+ 6〈| sin(γ)|〉
)]
. (6.25)
The results for the thin rod limiting case (α 1, δc/D  1) and the
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thin disk limiting case (α 1, δc/D  1) are obtained using appropriate
limit conditions and eliminating higher order terms. For the thin rod limit,
Eq. (6.24) gives
δc
D
' pi
8φα2〈| sin γ|〉 , (6.26)
whereas for the thin disk limit, Eq. (6.25) gives,
(3pi〈| sin γ|〉+ 4〈A〉) δc
D
+ 8α (〈| sin γ|〉+ 〈A〉) δc
D
+ [(3pi + 4) 〈| sin γ|〉+ 8〈A〉]
(
δc
D
)2
' pi
2
α
φ
. (6.27)
The Bethe lattice mapping method for continuum percolation problems
proposed by Chatterjee [117] can also be used to study the percolation be-
havior of hard-core soft-shell rods and disks. For a system of monodisperse
cylinders, the average number of contacts established is given by (following
Refs. [123, 125]),
nc = ρgCS(φ)∆Vex, (6.28)
where ρ is the number density of the particles and gCS = (1− φ/2)/(1− φ)3
represents the contact value of the radial distribution function by Carnahan-
Starling approximation [] for a system of hard spheres occupying the same
volume fraction as the given system of monodisperse cylindrical fillers. Next,
the mapping is achieved by equating nc to the average number of occupied
neighbors on a Bethe lattice given by zξ, where z is the co-ordination number
of the lattice and ξ is the site occupation probability. For the system of
cylinders under consideration, ξ is the volume fraction of cylinders with soft
shells i.e.
ξ = 2pi(R + δc/2)
2(L+ δc) = φ
(
1 +
δc
L
)(
1 +
δc
2R
)2
. (6.29)
The percolation threshold in terms of the critical site occupation proba-
bility ξc for a Bethe lattice with coordination number z is given as
ξc = 1/(z − 1). (6.30)
Using Eqs. (6.28), (6.29), and (6.30), the relation between φ and δc is obtained
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as,
1
φ
= gCS(φ)
∆Vex
V
−
(
1 +
δc
L
)(
1 +
δc
2R
)2
. (6.31)
The non-linear equation is numerically solved to obtain δc/D for a given sys-
tem of cylinders with specified α, φ, and the orientation distribution function
p(γ) using 〈S〉 and m. The Bethe lattice mapping in Eq. (6.31) is expected
to approach the excluded volume fraction formulation in Eq. (6.21) when
φ 1, δc/R 1, and δc/L 1.
The tunneling-percolation model based MC simulation results for prolate
and oblate ellipsoids are compared with Eqs. (6.24) and (6.25), respectively,
for excluded volume based predictions. Whereas, Eq. (6.31) along with
Eqs. (6.24) and (6.25) are used for comparison with lattice mapping based
predictions. Eqs. (6.26) and (6.27) obtained as the thin rods and thin disks
limiting cases, respectively, are not used for comparison as the aspect ratios
and volume fractions considered in the simulations are moderate.
6.5.3 Effect of 〈S〉
First, the results for prolate and oblate ellipsoids showing increasing align-
ment from the simulations are compared with the analytical predictions. For
each case, three aspect ratios are considered. The highest aspect ratio that
could be simulated is constrained by the available resources and time. The
objective is to compare simulations and analytical results at representative
higher and lower aspect ratios. For all simulations in this subsection, m
is fixed at mmin as given by Eq. 6.17. The effect of m on the percolation
behavior is studied in the following subsection.
The analytical results within second virial approximation obtained above
are for monodisperse cylinders. Although they are not expected to match
exactly with that of simulated ellipsoids, the relative increase in δc/D with
〈S〉 is expected to show similar trends especially for higher aspect ratios.
The results for α = 10 at φ = {0.05, 0.1, 0.15} are shown in Fig. (6.15)
along with the analytical results according to Eqs. (6.24) and (6.31). Simi-
larly, the results for α = 50 and α = 100 are shown in Figs. (6.16) and (6.17),
respectively. The results for oblate ellipsoids for α = {0.1, 0.02, 0.01} are
shown in Figs. (6.18), (6.19) and (6.20), respectively. The analytical results
for comparison are obtained using Eqs. (6.25) and (6.31). A general trend of
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increasing δc/D with increasing 〈S〉 is observed for all cases as expected.
The second virial approximation is shown to be accurate for rod-like par-
ticles by Otten and van der Schoot [111]. But, for spheres and disk-like par-
ticles the second virial approximation is expected to breakdown. However,
comparison of MC simulations have revealed that the second virial approxi-
mation works for α 1 and δc/D  1, possibly due to mutual cancellation
of the higher order terms. [90]
From Figs. (6.15), (6.16), and (6.17) it is observed that for prolate ellipsoids
the analytical predictions are accurate for the entire range of 〈S〉 especially at
higher aspect ratios and volume fractions. For oblate ellipsoids, the analytical
predictions are observed to be in good agreement with the simulations for
higher aspect ratios and higher volume fractions but only near 〈S〉 = 0. As
〈S〉 increases, the analytical predictions tend to underpredict the increase in
δc/D compared to the MC simulations. Therefore, for oblate ellipsoids, the
second virial approximation seems to be inaccurate as the filler alignment
increases.
6.5.4 Effect of m
As shown before in Eq. (6.16), for a given 〈S〉, m controls the second moment
such that 〈S2〉 increases with increasing m. The effect of m is shown in
Fig. 6.21 for prolate (α = 50) and oblate (α = 1/50) systems. The δc/D −
〈S〉 curves are obtained for m = mmin [Eq. (6.17)] and m = 104mmin for
each case and are compared with the predictions from Bethe lattice mapping
approach. For a given 〈S〉, δc/D increases with increasingm [123]. Also, δc/D
(percolation threshold) is more sensitive to m for highly aligned systems than
isotropically oriented systems.
The second virial approximation based results are in better agreement with
the simulation data for prolate ellipsoids as compared to oblate ellipsoids. As
noted in the previous section, for highly aligned system of oblate ellipsoids,
the analytical predictions deviate from the simulation data.
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Figure 6.15: (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for prolate ellipsoids with α = 10 at increasing φ. The
simulation results are compared with the analytical predictions using
excluded volume fraction approach [Eq. (6.25)] and Bethe lattice mapping
approach [Eq. (6.31)].
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Figure 6.16: (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for prolate ellipsoids with α = 50 at increasing φ.
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Figure 6.17: The critical soft-shell thickness δc/D plotted as a function of
〈S〉 for prolate ellipsoids with α = 100 at φ = 0.005.
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Figure 6.18: (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.1 at increasing φ.
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Figure 6.19: (a)-(c) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.02 at φ = 0.005, 0.025, and
0.05.
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Figure 6.20: (a)-(b) The critical soft-shell thickness δc/D plotted as a
function of 〈S〉 for oblate ellipsoids with α = 0.01 at φ = 0.005 and 0.025.
150
0 0.2 0.4 0.6 0.8 1
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
〈S〉
δ
c/
D
Simulation data, m = mmin
Bethe lattice mapping, , m =mmin
Simulation data, m = 104mmin
Bethe lattice mapping, , m = 104mmin
(a) α = 50, φ = 0.01
0 0.2 0.4 0.6 0.8 1
0.1
0.15
0.2
0.25
〈S〉
δ
c/
D
Simulation data, m = mmin
Bethe lattice mapping, m =mmin
Simulation data, m = 104mmin
Bethe lattice mapping, m = 104mmin
(b) α = 0.02, φ = 0.025
Figure 6.21: The critical soft-shell thickness δc/D plotted as a function of
〈S〉 for (a) α = 50 at φ = 0.01 and (b) α = 1/50 at φ = 0.025, each at
m = mmin and m = 10
4mmin. The simulation results are compared with
predictions from Bethe lattice mapping approach.
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6.5.5 Anisotropy in percolation threshold
Balberg et al. [152, 153] have shown using stick percolation models in 2D
and 3D that isotropic percolation threshold is to be expected for an infinitely
large system with macroscopic anisotropy due to preferential alignment. This
argument is based on the fact that a macroscopically anisotropic system can
be mapped on to an isotropic system by stretching or contracting the spatial
coordinates. Such a transformation results in increased percolation threshold
for the macroscopically anisotropic case. However, the interconnectedness of
the fillers is unaffected by such a transformation. Therefore, isotropy of
the percolation threshold observed for the isotropic case is retained for the
macroscopically anisotropic case as well. The simulation data from aligned
sticks percolation model [152, 153] was shown to support this conclusion.
Moreover, the observation is general in nature and can be extended to other
continuum percolation problems as well.
The effect of 〈S〉 (macroscopic anisotropy) on anisotropy in δc is studied
here using the tunneling-percolation model. For a given volume fraction
of fillers, the critical length δc is estimated for percolation in x, y, and z
directions. The alignment of the fillers is measured along z direction. Also,
due to the axial symmetry of the ellipsoidal fillers, δc along x and y directions
are equivalent. Therefore, δc values along z and x directions are compared.
The effect of 〈S〉 on the critical thickness δc/D for α = 10 at φ = 0.025 is
shown in Fig. 6.22 for increasing system size. For given system size with num-
ber of fillers N , the ratio of δc/D values along z direction (alignment direc-
tion) i.e. (δc/D)z, with δc/D values obtained along x-direction i.e. (δc/D)x
is plotted as a function of 〈S〉. The ratio (δc/D)z/(δc/D)x decreases from 1
(isotropic) with increasing 〈S〉 for a given N . However, with increasing N ,
(δc/D)z/(δc/D)x approaches 1 and in the limit of infinitely sized system we
expect that the anisotropy in percolation threshold completely vanishes i.e.
(δc/D)z ≈ (δc/D)x.
Similar trends can be observed for a system of oblate ellipsoids as shown
in Fig. 6.23 for α = 1/50 at φ = 0.05. The only difference being that
for a finite size system with N oblate ellipsoids and for a given value of
〈S〉, (δc/D)z/(δc/D)x ≥ 1, while for prolate ellipsoids it is observed that
(δc/D)z/(δc/D)x ≤ 1 (Fig. 6.22).
It should be noted that the tunneling interactions are assumed to be inde-
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Figure 6.22: (δc/D)z/(δc/D)x plotted as a function of 〈S〉 for system of
prolate ellipsoids with α = 10 at volume fraction φ = 0.025 with increasing
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Figure 6.23: (δc/D)z/(δc/D)x plotted as a function of 〈S〉 for system of
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pendent of the relative filler orientations in the current model. The tunneling
conductance between two fillers given in Eq. (6.3) is a function only of the
shortest distance separating them, which is accurate only for the case of
spherical fillers. For isotropically distributed fillers, the effect of anisotropic
tunneling on the percolation behavior is shown to be minimal [142]. How-
ever, for strongly aligned systems of rods, anisotropic tunneling results in
a much higher conductivity values compared to isotropic tunneling predic-
tions, especially at higher volume fractions [142]. Therefore, although δc/D
is expected to be isotropic for a large domain, the conductivity would still
be anisotropic because of the anisotropic tunneling interactions of the fillers.
The tunneling conductance between two parallel rods is expected to be
greater than the tunneling conductance between two rods with their axes
perpendicular to each other. A similar trend can be expected for tunneling
conductance between two disks. The tunneling probability is proportional
to the extent of overlap between the fillers for given relative orientations.
Therefore, parallel rods and parallel disks result in higher tunneling conduc-
tance. To correctly account for tunneling anisotropy, Eq. (6.3) needs to be
modified to include the effect of relative orientation of the fillers to calculate
the tunneling conductance between any two fillers. For the case of rods, it
was shown that only the proportionality constant σ0 (in Eq. (6.3)) is affected
by the tunneling anisotropy, but the exponential decay with shortest distance
between the fillers remains unaffected [142].
6.5.6 Conclusion
In summary, we have investigated the effect of filler alignment on the percola-
tion behavior in prolate and oblate ellipsoids using the tunneling-percolation
model. The MC simulation results are compared with analytical predic-
tions based on excluded volume fraction and Bethe lattice mapping approach.
With increasing alignment, the critical soft-shell thickness δc/D, and there-
fore the percolation threshold, is observed to increase for all cases. For pro-
late ellipsoids, the simulation results are in good quantitative agreement with
the analytical results especially at higher aspect ratios and volume fractions.
Therefore, for rod-like fillers, the second virial approximation is confirmed to
be accurate even in the presence of alignment for α 1.
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For oblate ellipsoids, the second virial approximation based results are
observed to underpredict the increase in δc/D with increasing alignment, even
for α 1 and higher φ. It is interesting to note that the analytical results are
in good agreement with simulation data when fillers are isotropically oriented
i.e. 〈S〉 → 0. Therefore, for disk-like fillers, the second virial approximation
is not accurate for highly aligned fillers.
We have also checked if the alignment induced anisotropy leads to anisotropy
in the percolation behavior i.e. δc/D. With increasing system size, the
anisotropy in δc/D is observed to diminish. Therefore, for large enough
system size (large number of fillers), the percolation threshold in different
directions is expected to be the same even for highly aligned system of fillers.
However, the electrical conductivity would certainly be affected by filler align-
ment due to anisotropic tunneling interactions of the fillers [142]. The present
model assumes isotropic tunneling interactions (uniform soft-shell thickness)
and to accurately predict the electrical conductivity beyond the percolation
threshold, the global tunneling network with anisotropic tunneling interac-
tions needs to be solved.
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Chapter 7
Conclusion
Concluding remarks on the topics presented in the dissertation are provided
in this chapter, followed by a discussion on some ongoing work and future
research directions.
A generalization of the classical random fuse model using elastic-plastic-
brittle constitutive behavior is presented in Chapter 2. The disorder is in-
troduced through the yield and failure threshold distributions of the springs.
Threshold driven nonlinearities in the macroscopic yielding and failure re-
sponses of the spring lattice are observed. The model successfully captures
the essential features of the intermittent plastic strain accumulation and
damage localization. The size-distribution of plastic strain avalanches is ob-
served to follow a power-law with exponent that is in agreement with theory,
experiments, and other models. The power-law distribution is also shown
to have an upper exponential cutoff which is controlled by the system size,
stress levels, and hardening modulus of the material.
In Chapter 3, the elastic-plastic-brittle spring lattice model is used to
closely examine the morphological features of plasticity and damage accu-
mulation in disordered media. A systematic study on the effect of hardening
modulus ET/E on the elastic-plastic transition revealed that this transition
deviates from random percolation process as ET/E → 0 i.e. as perfectly-
plastic response is approached. We further investigated elastic-perfectly plas-
tic transition (due to its unique ability to form a yield surface) and discovered
that it belongs to the long-range correlated percolation class.
We proposed to represent stochastic damage evolution in disordered media
as a jump Markov process in Chapter 4. The basic approach is described with
the help of fiber bundle model (FBM) which captures the main features of
failure in quasibrittle materials. It is pointed out that the final macroscopic
failure event is characteristically different than the pre-peak-load distributed
damage accumulation process. The jump Markov process description re-
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quires three inputs, (1) the wait-time probability distribution function, (2)
the jump-size probability distribution function, and (3) the failure strength
probability distribution function, which acts as a trigger to indicate the fi-
nal macroscopic failure event. This study offers a way to utilize the damage
evolution data from statistical models of fracture into a stochastic damage
evolution constitutive model.
A systematic way to generate numerical micrographs that are statistically
equivalent to the experimental micrographs of interpenetrating phase com-
posites is presented in Chapter 5 using Gaussian correlation functions. The
effect of correlation length on the scaling to RVE-size is investigated using
Hill-Mandel boundary conditions. The SVE-RVE transition is characterized
by a normalized scaling function that is valid for microstructures with differ-
ent phase contrasts, volume fractions, and spatial correlation lengths.
Chapter 6 deals with modeling electrical conductivity of polymer nanocom-
posites. We performed Monte Carlo (MC) simulations using a tunneling-
percolation model along with the critical path approximation to model the
electrical behavior of nanocomposites. The morphology of CNTs and GNPs
is captured using prolate and oblate ellipsoids, respectively. We first ana-
lyzed the effect of polydispersity in filler size on the percolation behavior of
prolate and oblate ellipsoids (Section 6.4). For both cases, we have shown
that the percolation behavior of a wide range of polydisperse systems can
be collapsed on to quasi-universal functional forms, which are in agreement
with excluded volume based theories especially at higher aspect ratios and
volume fractions. Analysis of experimental data based on theoretical models
is shown to give reasonable and consistent estimates of the tunneling length-
scale ξ, which can be used as an input in predictive modeling of electrically
conductive nanocomposites.
We also investigated the effect of filler alignment on the percolation be-
havior of nanocomposites in the same chapter (Section 6.5). In general, the
percolation threshold was observed to increase with increasing alignment.
The MC simulations results were shown to be in good agreement with the
excluded volume based predictions for prolate ellipsoids at higher aspect ra-
tios for isotropic and highly aligned systems as well. However, for oblate
ellipsoids, the excluded volume based theories are found to underpredict the
percolation threshold for highly aligned systems. We have shown that for
highly aligned disk-like fillers, the second-virial approximation is not accu-
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rate. Moreover, the anisotropy in percolation behavior is shown to diminish
with increasing system size even for highly aligned configurations.
7.1 Future directions
This dissertation have answered several research questions as summarized
above. Next, some possible avenues of future research based on this work
are discussed. Our on-going work on these topics is also included in the
discussion.
7.1.1 Stochastic damage evolution in disordered media
The random fuse model (RFM) [9, 13], the random spring model (RSM)
[154], and their generalizations [14] can be identified as the hierarchical par-
ents of the fiber bundle model (FBM) in terms of complexity. In RFM, an
antiplane elastic disordered media is modeled using a discrete spring net-
work. The microcrack formation is modeled through breaking of springs.
The competition between disorder strength and stress concentrations at the
microcrack tips governs the macroscopic response of the disordered media.
Unlike FBM, stress redistribution and avalanches are expected to occur un-
der displacement-controlled conditions as well. Derivation of the analytical
forms of the characteristic functions of the jump Markov process for RFM is
a significantly difficult task. Instead, it would be feasible to estimate these
functions using the damage evolution data obtained directly from numerical
simulations of the RFM [9]. Furthermore, for FBM, we have a direct re-
lationship between the macroscopic damage variable D and the number of
failed fibers n i.e. D = n/N , which led us to represent n as a jump Markov
process with discrete states. However, for RFM like models, establishing
such a direct relationship between the damage variable D and n (number of
failed fuses/springs) is not a straightforward task. Therefore, one option is
to directly obtain wait-time and jump distributions of D measured in the
simulations and express D as a jump Markov process with continuous states.
The other option is to express the number of failed springs n as a discrete
state jump Markov process, as done in Chapter 4 for FBM, and then ob-
tain macroscopic damage D as a function of n using lattice specific rational
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models of damage evolution [155–157].
While our ongoing work focuses on obtaining a jump Markov description of
damage evolution using spring lattice models in 2D and 3D, there are many
challenges involved in generalizing this work to higher dimensions. The dam-
age variable is described as a scalar in Chapter 4. However, damage in higher
dimensions is a tensor. The complete description would require stochastic
framework with damage as a tensor. Moreover, it should be noted that be-
low the representative volume element (RVE) size the damage variable also
shows scale-dependence [4] which should be accounted in such models. Dam-
age induced anisotropy due to damage localization should also be reflected
in an accurate material model.
7.1.2 Scaling to RVE in correlated microstructures
The scaling function obtained in Chapter 5 described the SVE-RVE transi-
tion for thermal conductivity in Gaussian correlated microstrucutres. The
proposed functional form resulted in an excellent collapse for different phase
contrasts and volume fractions. It is not known a priori if a similar scaling
behavior is to be expected for effective elastic properties of Gaussian cor-
related microstructures. A systematic study following the same structure
as that of Ref. [158] using Hill-Mandel macrohomogeneity condition [4, 159]
needs to be conducted for the elastic response. Then, a scaling diagram
similar to Fig. 5.16 can be constructed for elastic properties of Gaussian
correlated microstructures.
The Gaussian spatial correlations introduced in the model are short-ranged
in nature. Therefore, we could obtain good collapse of data by normalizing
the mesoscale size by correlation length of the microstructure. However, if
the spatial correlations are long-ranged (i.e. have a fractal character) with
diverging correlation length, the scaling to RVE is expected to be character-
istically different (slower convergence) than what we observed in this study,
especially at higher phase contrasts.
The scaling to RVE for viscoelastic composites in the presence of spatial
correlations can also be investigated, building on the previous work on scaling
in random viscoelastic composites [160, 161].
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Figure 7.1: Realization of a multicomponent system with prolate and oblate
ellipsoids with aspect ratios α1 = 50 and α2 = 1/50, respectively. The
number fraction n = 0.5, the total volume fraction is φ = 0.03, and it
contains ∼ 1100 total number of fillers.
7.1.3 Electrical behavior of polymer nanocomposites
A large number of experimental studies have been performed on polymer
nanocomposites over the past few decades [87]. Most of the experimental
results have been analyzed based on the classical percolation scaling of elec-
trical conductivity. However, as shown by Ambrosetti et al. [90], the classical
percolation description is inaccurate as the electrical behavior is governed by
tunneling electron transport between the fillers. The critical path approxima-
tion (CPA) based theory [90] provided the necessary framework to reanalyze
the experimental data and encouraging results were reported. The key pa-
rameter controlling the effective electrical conductivity can be identified as
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the tunneling lengthscale ξ from Eq. (6.2). This lengthscale ξ depends on
how the specific combination of filler and polymer type, but is generally not
known a priori. An accurate prediction of ξ would dramatically improve the
predictive ability of the models. To this end, first-principle based studies
can be performed to estimate ξ for a given combination of polymer material
and nanofiller. Another approach to improve the prediction of ξ is to extract
filler dispersion and size-distribution information through novel imaging tech-
niques like quantitative electron tomography [162, 163] which can be used as
inputs in the models.
The results presented in Chapter 6 were for single-component nanocom-
posites. Experimental evidence suggests that higher electrical conductivity
can be obtained in some multicomponent nanocomposites due to synergistic
interaction between different types of fillers [164]. For a fixed volume frac-
tion of fillers, replacing a small volume fraction of GNPs with CNTs have
shown significant decrease in the percolation threshold. As a part of our
on-going work, we have modified the tunneling-percolation model for multi-
component system that can account for conductive or insulating interactions
between different types of fillers (Fig. 7.1). Using this model we can investi-
gate the tunneling-percolation behavior of nanocomposites using mixture of
fillers such as CNTs with GNPs and nanocomposite foams. The synergistic
behavior reported in the experiments is often linked with better dispersion
of mixture of fillers [164]. The results of this modeling study would allow
analysis of experimental data to correctly interpret the reasons behind the
observed synergy.
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