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The viscous contact waves for one-dimensional compressible
Navier–Stokes equations has recently been shown to be asymptot-
ically stable. The stability results are called local stability or global
stability depending on whether the norms of initial perturbations
are small or not. Up to now, local stability results toward viscous
contact waves of compressible Navier–Stokes equations have been
well established (see Huang et al., 2006, 2008, 2009 [9,10,7]), but
there are few results for the global stability in the case of Cauchy
problem which is the purpose of this paper. The proof is based on
an elementary energy method using an inequality concerning the
heat kernel (see Lemma 1 of Huang et al., 2010 [7]).
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1. Introduction
Consider the one-dimensional compressible Navier–Stokes equations in Lagrangian coordinates:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vt − ux = 0,
ut + px = μ
(
ux
v
)
x
,(
e + u
2
2
)
t
+ (pu)x =
(
κ
θx
v
+ μuux
v
)
x
,
(1.1)
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H. Hong / J. Differential Equations 252 (2012) 3482–3505 3483where x ∈ R1 = (−∞,∞), t > 0, v(x, t) > 0, u(x, t), e(x, t) > 0, θ(x, t) > 0 and p(x, t) are the speciﬁc
volume, the velocity, the internal energy, the temperature and the pressure of the gas respectively,
while μ > 0 and κ > 0 denote the viscosity and the heat conductivity respectively. Here we study the
ideal polytropic gas so that the pressure p, the internal energy e and the entropy s are given by
p = Rθ
v
, e = R
γ − 1θ, s =
R
γ − 1 ln θ + R ln v,
where R > 0 is the gas constant and γ > 1 is the adiabatic exponent. We are concerned with the
Cauchy problem to the system (1.1) supplemented with the following initial data and far ﬁeld condi-
tions: {
(v,u, θ)(x,0) = (v0,u0, θ0)(x),
(v,u, θ)(±∞, t) = (v±,u±, θ±), (1.2)
where v± > 0, u± and θ± > 0 are given constants, and we impose (v0,u0, θ0)(±∞) = (v±,u±, θ±) as
compatibility condition.
In this paper, we are interested in the large-time behavior of solutions to the Cauchy problem
(1.1), (1.2) for one-dimensional compressible Navier–Stokes equations. It is known that the asymp-
totic behavior is well characterized by the solutions to the corresponding Riemann problem for the
hyperbolic part of (1.1) (that is, Euler system):⎧⎪⎪⎨
⎪⎪⎩
vt − ux = 0,
ut + px = 0,(
e + u
2
2
)
t
+ (pu)x = 0,
(1.3)
which is one of the most important examples for systems of hyperbolic conservation laws of the form
Zt + f (Z)x = 0, Z = (z1, . . . , zn) ∈ Rn. (1.4)
It is well known that (see [26]) the system (1.4) has three basic wave patterns: two nonlinear waves
(shock and rarefaction wave) and a linearly degenerate wave (contact discontinuity). These dilation
invariant solutions and their superpositions in the increasing order of characteristic speed which are
called Riemann solutions, govern both the local and large time asymptotic behavior of general solu-
tions to the system of hyperbolic conservation laws (1.4) (see [16]). Since the inviscid system (1.4) is
an idealization when the dissipative effects are neglected, thus it is of great importance to study the
large time asymptotic behavior of solutions to the corresponding viscous systems in the form of
Zt + f (Z)x =
(
B(Z)Zx
)
x, Z = (z1, . . . , zn) ∈ Rn, (1.5)
toward the viscous versions of these basic waves. In particular, such an asymptotic behavior will be
important for the compressible Navier–Stokes system (1.1) which is basically the system governing
viscous ﬂuid ﬂows when the effects of both viscosity and heat conductivity are taken into account.
Indeed, there have been intensive studies for the stability toward basic wave patterns of the system
(1.5) of viscous conservation laws which is started with studies on the stability of nonlinear waves to
the Cauchy problems for scalar conservation laws by Il’in and Oleinik [12] in 1960s.
In the case where the Riemann solution of the system (1.4) consists of only shock waves, the vis-
cous versions of shock waves corresponding to the system (1.5) are the so-called viscous shock waves
satisfying a system of ordinary differential equations with two given end-states. In different settings,
the local stability of viscous shock waves has been established. We refer to [22,18,14,8] for the com-
pressible Navier–Stokes equations (1.1) and in [17,5,27,19] for the system of viscous conservation laws
with artiﬁcial viscosity, respectively.
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rarefaction waves, the local and global stability results of rarefaction waves were obtained in [23,15,
20,24,28,25,3] for different settings. Moreover, Nishihara, Yang and Zhao [25] and Duan, Liu and Zhao
[3] showed the H1-global stability results in the case of general gases and also L∞-global stability
was established for the perfect ﬂuids provided that the adiabatic exponent γ is close to 1 or for the
isentropic perfect ﬂuids. Here, the H1- (or L∞-) global stability means that H1- (or L∞-) norms of
initial perturbations are large. Since it does not require the strength of the rarefaction waves to be
small, these results show the nonlinear stability of strong rarefaction waves for the one-dimensional
compressible Navier–Stokes equations. For the local stability toward rarefaction waves of the system
of viscous conservation laws, we refer to [29,28,2].
However, compared to the works on the stability of nonlinear waves (shock and rarefaction waves),
the stability of contact discontinuities is more subtle and began to be studied since the middle of
1990s. The local stability of a weak contact discontinuity for the compressible Euler equations with
uniform viscosity was ﬁrst studied by Xin [30]. This was later generalized by Liu and Xin [21] to
show the local stability of the contact discontinuities for the system (1.5) of viscous conservation laws
with artiﬁcial viscosity. Recently, the local stability of the superposition of contact discontinuities and
shock waves for the system (1.5) of viscous conservation laws with artiﬁcial viscosity was proved by
Zeng [31]. But these methods do not apply to the compressible Navier–Stokes system because the
viscosity matrix in (1.1) is only semi-positive deﬁnite. The more satisfactory answers were obtained
in [9,10,7]. It is shown by Huang, Matsumura and Xin [9] that a smooth viscous contact wave for
the compressible Navier–Stokes system which approximates the given contact discontinuity for the
compressible Euler equations on any ﬁnite time interval is locally stable provided that the integral
of initial perturbations is zero. Here, the stability is in sup-norm and a convergence rate is also ob-
tained. Later, this result was improved by Huang, Xin and Yang [10] in which the assumption that the
integral of initial perturbation is zero is removed. The elementary energy method different from the
anti-derivative method in [9,10] was recently proposed by Huang, Li and Matsumura [7]. In [7], the
local stability of the superposition of contact discontinuity and rarefaction waves was proved without
introducing the anti-derivative variables by a new estimates on the heat kernel.
Although considerable progress has been obtained for the stability of viscous contact waves, how-
ever most of these results are obtained for the case where the initial perturbations are small. Thus,
a natural question arises: can we show similar stability of viscous contact wave for large initial per-
turbation? In this paper, based on the new estimates on the heat kernel in [7], we give some positive
answers to this question for the Cauchy problem (1.1) and (1.2), see Theorems 2.1 and 2.2 below for
details.
The rest of the paper will be arranged as follows. In the next section, we state two main results
in this paper. In Section 3, we proved the ﬁrst main theorem (Theorem 2.1) and the last section is
devoted to prove the second main result (Theorem 2.2).
Notation. Throughout the rest of this paper, O (1), c or C will be used to denote a generic positive
constant independent of t and x and ci(·,·) or Ci(·,·) (i ∈ Z+) stands for some generic constants
depending only on the quantities listed in the parentheses. As long as no confusion arises, denote the
usual Sobolev space with norm ‖ · ‖Hk by Hk := Hk(R1) and ‖ · ‖H0 = ‖ · ‖ will be used to denote the
usual L2-norm. Finally, ‖ · ‖Lp and
∫ ·dx are used to denote ‖ · ‖Lp(R1) and ∫R1 ·dx, respectively.
2. Main results
We ﬁrst recall the viscous contact wave of the system (1.1). The Riemann problem of system (1.3)
with initial data
(v,u, θ)(x,0) = (v±,u±, θ±), ±x > 0
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(V ,U ,Θ)(x, t) =
{
(v−,u−, θ−), x < 0, t > 0,
(v+,u+, θ+), x > 0, t > 0,
(2.1)
provided that
v− = v+, u− = u+, p− = Rθ−
v−
= p+ = Rθ+
v+
. (2.2)
Without loss of generality, we can assume that u− = u+ = 0 from now on. In the setting of com-
pressible Navier–Stokes system (1.1), the wave (V ,U ,Θ) corresponding to the contact discontinuity
(V ,U ,Θ) becomes smooth and behaves as a diffusion wave due to the dissipation effect. We call
this wave a “viscous contact wave”. The viscous contact wave (V ,U ,Θ) is constructed as follows.
Motivated by (2.2), we expect
RΘ
V
≈ p+, |U |2  1. (2.3)
Then the leading order of energy equation (1.1)3 is
R
γ − 1θt + p+ux = κ
(
θx
v
)
x
. (2.4)
Using (2.4) and the mass equation (1.1)1, we get a nonlinear diffusion equation
Θt = a
(
Θx
Θ
)
x
, Θ(±∞, t) = θ±, a = κ p+(γ − 1)
γ R2
> 0, (2.5)
which has a unique self-similarity solution Θ(x, t) = Θ(ξ), ξ = x√
1+t due to [1,4]. Furthermore, on
one hand, Θ(ξ) is a monotone function, increasing if θ+ > θ− and decreasing if θ− > θ+; on the other
hand, Θ satisﬁes⎧⎪⎨
⎪⎩
c1|θ+ − θ−| (γ − 1) 12
∣∣Θξ(0)∣∣ c2|θ+ − θ−|,
(γ − 1) k−12 ∣∣∂kξΘ∣∣ c3∣∣Θξ(0)∣∣exp
(
− c4ξ
2
γ − 1
)
, as |ξ | → ∞, k 1,
(2.6)
where ci , i = 1, . . . ,4, are positive constants depending only on θ± . Once Θ is determined, we deﬁne
V and U by
V = R
p+
Θ, U = κ(γ − 1)
γ R
Θx
Θ
. (2.7)
We are now in a position to state our ﬁrst main results. Let
(φ,ψ, ζ ) = (v − V ,u − U , θ − Θ)
and for interval I ⊂ [0,∞), we deﬁne a function space X(I) as
X(I) = {(φ,ψ, ζ ) ∈ C(I; H1) ∣∣ φx ∈ L2(I; L2), (ψx, ζx) ∈ L2(I; H1)}.
Then we have:
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in (2.7). Then, for any M0 > 0, there exist positive constants δ0 and ε0 such that for any δ = |θ+ − θ−| δ0 , if
{
(φ,ψ, ζ )(·,0) ∈ H1,∥∥(φ,ψ, ζ )(·,0)∥∥ ε0, ∥∥(φx,ψx, ζx)(·,0)∥∥ M0, (2.8)
then the Cauchy problem (1.1), (1.2) has a unique global solution (v,u, θ)(x, t) satisfying (φ,ϕ, ζ ) ∈
X([0,∞)) and
lim
t→∞ supx∈R1
∣∣(v − V ,u − U , θ − Θ)(x, t)∣∣= 0. (2.9)
Remark 2.1. In Theorem 1 of [7], the authors assume that the H1-norm of initial perturbations is
small, but we require only that the L2-norm of initial perturbations is small. Therefore, Theorem 2.1
is a generalization of Theorem 1 of [7]. Also, we proved in [6] the stability of viscous contact wave
for Cauchy problem (1.1), (1.2) in the case where L2-norm of initial perturbations is small and that of
their derivative and integral can be large. Notice that in this paper, we remove the condition on the
integral of initial perturbations. It is essentially based on the elementary inequality concerning the
heat kernel (see Proposition 3.1).
In Theorem 2.1, even though the H1-norm of the initial perturbation can be large, one can conclude
by employing Sobolev’s inequality that the L∞-norm of the initial perturbation is small. This implies
that the nonlinear stability result obtained in Theorem 2.1 is essentially a local stability one. Thus a
natural question is how to get the global stability for large perturbations in both the H1-norm and the
L∞-norm. The second theorem shows that such a stability result holds in the case when the adiabatic
exponent γ is close to 1.
Theorem2.2. Let |θ+−θ−|m0(γ −1) for some constantm0 , (V ,U ,Θ) be the viscous contact wave deﬁned
in (2.7) and assume that there exist positive constants mv , mθ satisfying
⎧⎪⎨
⎪⎩
(φ,ψ, ζ )(·,0) ∈ H1,
0 <m−1v  v0(x), V (x, t)mv ,
0 <m−1θ  θ0(x), Θ(x, t)mθ
(2.10)
for all (t, x) ∈ [0,∞) × (−∞,∞). Then, there exists a positive constant δ0 such that if γ − 1 < δ0, then the
Cauchy problem (1.1), (1.2) has a unique global solution (v,u, θ)(x, t) satisfying (φ,ϕ, ζ ) ∈ X([0,∞)) and
lim
t→∞ supx∈(−∞,∞)
∣∣(v − V ,u − U , θ − Θ)(x, t)∣∣= 0. (2.11)
Remark 2.2. The difference |θ+ − θ−| is naturally bounded by γ − 1 multiplying some constant m0
from the physical point of view.
Remark 2.3. The same result as one in Theorem 2.2 was obtained by Huang and Zhao [11] for the
initial–boundary value problem of the compressible Navier–Stokes system with a free boundary con-
dition (see Theorem 1.2 of [11]). However, the approach cannot be applied here since the analysis
in [11] depends crucially on the availability of a Poincaré-type inequality, which cannot be true for
Cauchy problems.
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We ﬁrst state an elementary inequality derived in Lemma 1 of Huang, Li and Matsumura [7] which
will play an essential role later. Here, we state Lemma 1 of [7] by choosing special coeﬃcient depend-
ing on γ − 1 which is important in our analysis.
Proposition 3.1. For 0 < T +∞, suppose that h(x, t) satisﬁes
h ∈ L∞(0, T ; L2), hx ∈ L2(0, T ; L2), ht ∈ L2
(
0, T ; H−1).
Then
T∫
0
∫
h2ω2 dxdt  4π
∥∥h(0)∥∥2 + 4π γ − 1
α
T∫
0
∥∥hx(t)∥∥2 dt + 8 α
γ − 1
T∫
0
〈
ht(t),hg
2(t)
〉
dt,
(3.1)
where for α > 0
ω(x, t) = (1+ t)− 12 exp
{
− αx
2
(γ − 1)(1+ t)
}
, g(x, t) =
x∫
−∞
ω(y, t)dy, (3.2)
and 〈·,·〉 denotes the dual product between H−1 and H1 .
It is easy to check that
4αgt = (γ − 1)ωx,
∥∥g(·, t)∥∥L∞ = √π(γ − 1) 12 α− 12 . (3.3)
Next, we state the local existence of the solution to the Cauchy problem (1.1), (1.2) (see Lemma 3.1
in [3]).
Proposition 3.2. Assume that the initial data (v0,u0, θ0) satisfy
2m v0(x), θ0(x)
1
2
m, (φ,ψ, ζ )(x,0) ∈ H1(R1). (3.4)
Then, the Cauchy problem (1.1), (1.2) admits a unique solution (φ,ψ, ζ ) ∈ X([0, t1]) for some suﬃciently
small t1 > 0 and (φ,ψ, ζ )(x, t) satisﬁes
⎧⎪⎨
⎪⎩
m v(x, t), θ(x, t)m,∥∥(φ,ψ,ϕ)(t)∥∥2  2∥∥(φ,ψ,ϕ)(0)∥∥2,∥∥(φx,ψx,ϕx)(t)∥∥2  2∥∥(φx,ψx,ϕx)(0)∥∥2,
(3.5)
for all 0  t  t1 , where ϕ = s(v, θ) − s(V ,Θ) and m, m are positive constants independent of x. Here t1
depends only on ‖(φ,ψ, ζ )(0)‖H1 .
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⎪⎪⎪⎪⎪⎩
Vt − Ux = 0,
Ut +
(
RΘ
V
)
x
= μ
(
Ux
V
)
x
+ R1,
R
γ − 1Θt + p(V ,Θ)Ux =
(
κ
Θx
V
)
x
+ μU
2
x
V
+ R2,
(3.6)
where
R1 = Ut − μ
(
Ux
V
)
x
, R2 = −μU
2
x
V
. (3.7)
Let us consider two lemmas for the properties of the viscous contact wave (V ,U ,Θ) which will
be used in Sections 4 and 5, respectively.
Lemma 3.1. Assume that δ = |θ+ − θ−| δ0 for a small positive constant δ0 . Then the viscous contact wave
(V ,U ,Θ) has the following properties:
|V − v±| + |Θ − θ±| O (1)δe− cx
2
1+t ,∣∣∂kx V ∣∣+ ∣∣∂k−1x U ∣∣+ ∣∣∂kxΘ∣∣ O (1)δ(1+ t)− k2 e− cx21+t , k 1. (3.8)
Therefore, we have
R1 = O (1)δ(1+ t)− 32 e− cx
2
1+t , R2 = O (1)δ(1+ t)−2e− cx
2
1+t . (3.9)
Lemma 3.2. Let |θ+ − θ−|m0(γ − 1) for a ﬁxed positive constant m0 and assume that γ − 1 is small. Then
the viscous contact wave (V ,U ,Θ) has the following properties:
|V − v±| + |Θ − θ±| O (1)(γ − 1)e−
cx2
(γ−1)(1+t) ,∣∣∂kx V ∣∣+ ∣∣∂kxΘ∣∣ O (1)(γ − 1) 2−k2 (1+ t)− k2 e− cx2(γ−1)(1+t) , k 1,∣∣∂k−1x U ∣∣ O (1)(γ − 1)∣∣∂kxΘ∣∣ O (1)(γ − 1) 4−k2 (1+ t)− k2 e− cx2(γ−1)(1+t) , k 1. (3.10)
Therefore, we have
R1 = O (1)(γ − 1) 12 (1+ t)− 32 e−
cx2
(γ−1)(1+t) , R2 = O (1)(γ − 1)2(1+ t)−2e−
cx2
(γ−1)(1+t) . (3.11)
4. Proof of Theorem 2.1
Due to (3.6), we can rewrite the Cauchy problem (1.1), (1.2) as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
φt − ψx = 0,
ψt + (p − p+)x = μ
(
ux
v
− Ux
V
)
x
− R1,
R
γ − 1ζt + pux − p+Ux = κ
(
θx
v
− Θx
V
)
x
+ μ
(
u2x
v
− U
2
x
V
)
− R2,
(φ,ψ, ζ )(x,0) = (φ ,ψ , ζ )(x), x ∈ (−∞,∞).
(4.1)0 0 0
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with the local existence of the solution in Proposition 3.2.
Proposition 4.1 (A priori estimate). For 0 < T < ∞, let (φ,ψ, ζ ) ∈ X([0, T ]) be the solution to the Cauchy
problem (1.1), (1.2) and assume that
∥∥(φ,ψ, ζ )(·, t)∥∥ ε0, ∥∥(φx,ψx, ζx)(·, t)∥∥ M0,
m v(x, t), θ(x, t)m
(
x ∈ R1, t ∈ [0, T ]),
sup
0tT
∥∥(φ,ψ, ζ )(·, t)∥∥ M1, (4.2)
for some positive constants ε0( 1), M0 , m, m and M1 . Then there exist positive constants δ0 , ε1 and
c depending on m, m and M1 but independent of T , ε0 and M0 such that if δ = |θ+ − θ−|  δ0 and
sup0tT ‖(φ,ψ, ζ )(·, t)‖L∞  ε1 , the following estimates hold
∥∥(φ,ψ, ζ )(·, t)∥∥2 +
t∫
0
∥∥(ψx, ζx)(·, s)∥∥2 ds c(δ 12 + ε20),
∥∥(φx,ψx, ζx)(·, t)∥∥2 +
t∫
0
∥∥(φx,ψxx, ζxx)(·, s)∥∥2 ds c(1+ M20), (4.3)
for all t ∈ [0, T ].
Proposition 4.1 is an easy consequence of Lemmas 4.1–4.4 below.
Using the local existence (see Proposition 3.2) and the above a priori estimate (see Proposition 4.1),
one can prove Theorem 2.1 by the continuum process. Note that the local existence in Proposition 3.2
holds for arbitrarily H1 initial perturbation provided the initial volume and temperature functions are
lower and upper bounded. While in a priori estimate in Proposition 4.1, the L2-norm of the initial per-
turbation is suﬃciently small. Thus we can prove Theorem 2.1 by the combination of Propositions 3.2
and 4.1. We omit the details for brevity.
We ﬁrst estimate the L2-norm of the perturbation (φ,ψ, ζ ).
Lemma 4.1. Under the assumptions of Proposition 4.1, the following estimate holds
∥∥(φ,ψ, ζ )(t)∥∥2 +
t∫
0
∥∥(ψx, ζx)(s)∥∥2 ds c(δ + ∥∥(φ,ψ, ζ )(0)∥∥2)+ cδ
t∫
0
∥∥φx(s)∥∥2 ds,
for all 0 t  T , where c = c(m,m,M1) > 0.
Proof. Similar to [11], multiplying (4.1)1 by −RΘ(v−1 − V−1), (4.1)2 by ψ and (4.1)3 by ζθ−1, then
adding the resulting equations together, we have
(
1
2
ψ2 + RΘΦ
(
v
V
)
+ R
δ
ΘΦ
(
θ
Θ
))
+ μΘ
vθ
ψ2x +
κΘ
vθ2
ζ 2x + Hx + Q = −R1ψ − R2
ζ
θ
, (4.4)t
3490 H. Hong / J. Differential Equations 252 (2012) 3482–3505where Φ(σ ) = σ − 1− lnσ , σ > 0 and
H = (p − p+)ψ − μ
(
ux
v
− Ux
V
)
ψ − ζ
θ
(
θx
v
− Θx
V
)
,
Q = p+Φ
(
V
v
)
Ux + p+
γ − 1Φ
(
Θ
θ
)
Ux + μψxUx
(
1
v
− 1
V
)
− ζ
θ
(p − p+)Ux − κΘx
vθ2
ζ ζx − κΘΘx
vV θ2
φζx
+ κΘ
2
x
vV θ2
φζ − μζU
2
x
θ
(
1
v
− 1
V
)
− 2μζ
vθ
ψxUx. (4.5)
It is easy to check that Φ(1) = Φ ′(1) = 0,Φ ′′(s) = s−2 > 0. This yields that
c1φ
2 Φ
(
v
V
)
+
(
V
v
)
 c2φ2, c1ζ 2 Φ
(
θ
Θ
)
+ Φ
(
Θ
θ
)
 c2ζ 2, (4.6)
for some positive constants ci = ci(m,m), i = 1,2. Using Lemma 3.1, (4.3) and (4.6), we get from (4.5)
|Q | μΘ
4vθ
ψ2x +
κΘ
4vθ2
ζ 2x + c(m,m)
(
φ2 + ζ 2)(|Ux| + Θ2x ), (4.7)
∫ (
|R1ψ | +
∣∣∣∣ R2ζθ
∣∣∣∣
)
dx c(m,m)
(‖R1‖L1 + ‖R2‖L1)(‖ψ‖ 12 ‖ψx‖ 12 + ‖ζ‖ 12 ‖ζx‖ 12 )
 c(m,m,M1)δ
(∥∥(ψx, ζx)∥∥2 + (1+ t)− 43 ). (4.8)
Integrating (4.4) with respect to x, t and using (4.7), (4.8) and (3.8), we have
∥∥(φ,ψ, ζ )(t)∥∥2 +
t∫
0
∥∥(ψx, ζx)(s)∥∥2 ds
 c
(
δ + ∥∥(φ,ψ, ζ )(0)∥∥2)+ cδ
t∫
0
∫
(1+ s)−1(φ2 + ζ 2)e− cˆx21+s dxds, (4.9)
where c = c(m,m,M1) > 0 and cˆ is the positive constant in Lemma 3.1.
Lemma 4.1 follows directly from (4.9) and the following Lemma 4.2. 
Lemma 4.2. Under the assumptions of Proposition 4.1, the following estimate holds
t∫
0
∫ ∣∣(φ,ψ, ζ )∣∣2ω2 dxds c + c
t∫
0
∥∥(φx,ψx, ζx)∥∥2 ds, (4.10)
where ω is the function in (3.2) by choosing α = cˆ2(γ−1) and c = c(m,m,M1) > 0.
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t∫
0
∫ (
Rζ + (γ − 1)p+φ
)2
ω2 dxds c
(
1+ η−1)
t∫
0
∥∥(φx,ψx, ζx)∥∥2 ds + c
+ c(δ + η)
t∫
0
∫ (
φ2 + ζ 2)ω2 dxds, for any η > 0, (4.11)
t∫
0
∫ (
(Rζ − p+φ)2 + ψ2
)
ω2 dxds
 c + c
t∫
0
∥∥(φx,ψx, ζx)∥∥2 ds + cδ
t∫
0
∫ (
φ2 + ζ 2)ω2 dxds, (4.12)
adding (4.11) and (4.12) yields (4.10).
We ﬁrst prove (4.11). From (4.1)3 and (4.1)1, we get
(
R
γ − 1ζ + p+φ
)
t
= − Rζ − p+φ
v
(ψx + Ux) + κ
(
V ζx − φΘx
vV
)
x
+ G, (4.13)
where G = μv−1(Ux + ψx)2. Taking h = Rζ + (γ − 1)p+φ, we have from (4.13)
1
γ − 1
〈
ht,hg
2〉= −∫ Rζ − p+φ
v
hψxg
2 dx−
∫
Rζ − p+φ
v
hUxg
2 dx
−
∫
V ζx − φΘx
vV
(
hg2
)
x dx+
∫
Ghg2 dx =
4∑
i=1
J i, (4.14)
where g is the function deﬁned in (3.2).
Now we estimate J i (i = 1, . . . ,4) term by term. Noticing that |Ux|  cδω2 and using (3.3) and
Lemma 3.1, we obtain
| J2| cδ
∫ (
φ2 + ζ 2)ω2 dx,
| J3| c
∫ (|ζxhx| + |φΘxhx| + |ζxh|ω + |φΘxh|ω)dx
 c(δ + η)
∫ (
φ2 + ζ 2)ω2 dx+ c(1+ η−1)∥∥(φx, ζx)∥∥2, for any η > 0,
| J4| c
∫ (|φ| + |ζ |)(|ψx|2 + |Ux|2)dx cε1‖ψx‖2 + cδ(1+ t)− 32 ,
where c = c(m,m) > 0.
The estimate of J1 is more subtle. Noticing that Rζ − p+φ = h − γ p+φ and φt = ψx , we compute
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∫
v−1
(
h2 − γ p+hφ
)
φt g
2 dx =
∫ (
2v−1h2g2φt − γ p+v−1g2
(
φ2
)
t
)
dx
=
( ∫
v−1hg2φ(2h − γ p+φ)dx
)
t
− 2
∫
v−1hgφ(2h − γ p+φ)gt dx
+
∫
v−2vt g2hφ(2h − γ p+φ)dx−
∫
v−1g2φ(4h − γ p+φ)ht dx,
and
−2 J1 =
( ∫
v−1hg2φ(2h − γ p+φ)dx
)
t
− 2α−1(γ − 1)
∫
v−1hgφ(2h − γ p+φ)ωx dx
+
∫
v−2uxg2φ
[
h(2h − γ p+φ) + (γ − 1)(4h − γ p+φ)(Rζ − p+φ)
]
dx
+ κ(γ − 1)
∫
V ζx − φΘx
V v
[
v−1g2φ(4h − γ p+φ)
]
x dx
− (γ − 1)
∫
v−1g2φ(4h − γ p+φ)G dx
=
( ∫
v−1hg2φ(2h − γ p+φ)dx
)
t
+
4∑
i=1
J i1. (4.15)
By using (4.13) and (3.3), we estimate J i1 (i = 1, . . . ,4) term by term:
∣∣ J11∣∣ c
∫
|h||φ|(|h| + |φ|)|ωx|dx c(1+ t)−1
∫ (|φ|3 + |ζ |3)dx
 c(1+ t)−1(‖φ‖ 52 ‖φx‖ 12 + ‖ζ‖ 52 ‖ζx‖ 12 ) c(1+ t)− 43 + c∥∥(φx, ζx)∥∥2,
∣∣ J21∣∣ c
∫ (|Ux| + |φx|)(|φ|3 + |ζ |3)dx
 c
(‖φ‖2‖φx‖ + ‖ζ‖2‖ζx‖)(‖Ux‖ + ‖ψx‖) c(1+ t)− 32 + c∥∥(φx,ψx, ζx)∥∥2,
∣∣ J31∣∣ c
∫ (|ζx| + |φΘx|)(|ω|(|φ|2 + |ζ |2)+ (|φ| + |ζ |)(|φx| + |ζx|))dx
 c
∫ (|ζx| + |φ|(1+ t)− 12 )((1+ t)− 12 (|φ|2 + |ζ |2)+ (|φ| + |ζ |)(|φx| + |ζx|))dx
 c(1+ t)− 43 + c∥∥(φx, ζx)∥∥2,
∣∣ J41∣∣ c
∫
|φ|(|φ| + |ζ |)(|Ux|2 + |ψx|2)dx c(1+ t)− 32 + c‖ψx‖2,
where c = c(m,m,M1) > 0,∣∣∣∣
∫
v−1hg2φ(2h − γ p+φ)dx
∣∣∣∣ c(m,m,M1). (4.16)
Using estimates J i (i = 1, . . . ,4) and (4.16), we obtain from (4.14)
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t∫
0
〈
ht,hg
2〉ds
∣∣∣∣∣ c(δ + η)
t∫
0
∫ (
φ2 + ζ 2)ω2 dxds
+ c + c(1+ η−1)
t∫
0
∥∥(φx,ψx, ζx)∥∥2 ds, for any η > 0. (4.17)
Applying Proposition 3.1 with (4.17), we obtain (4.11).
Next, we prove (4.12). Denoting by f (x, t) = ∫ x−∞ ω2(y, t)dy, we have
∥∥ f (·, t)∥∥L∞  c(1+ t)− 12 , ∥∥ ft(·, t)∥∥L∞  c(1+ t)− 32 . (4.18)
Rewriting (4.4)2 as
ψt +
(
Rζ − p+φ
v
)
x
= μ
(
φx
v
)
x
+ F , F = −Ut + μ
(
v−1Ux
)
x,
and multiplying it by (Rζ − p+φ)v f , we have
1
2
∫
(Rζ − p+φ)2ω2 dx
=
∫
ψt(Rζ − p+φ)v f dx−
∫
v−1(Rζ − p+φ)2vx f dx
+ μ
∫
v−1ψx
(
(Rζ − p+φ)v f
)
x dx−
∫
F (Rζ − p+φ)2v f dx
=
( ∫
ψ(Rζ − p+φ)v f dx
)
t
−
∫
ψ(Rζ − p+φ)t v f dx−
∫
ψ(Rζ − p+φ)vt f dx
−
∫
ψ(Rζ − p+φ)v ft dx−
∫
v−1(Rζ − p+φ)2vx f dx
+ μ
∫
v−1ψx
(
(Rζ − p+φ)v f
)
x dx−
∫
F (Rζ − p+φ)2v f dx
=
( ∫
ψ(Rζ − p+φ)v f dx
)
t
+
10∑
i=5
J i . (4.19)
We estimate J i , i = 5, . . . ,10, as follows: Using (4.13) and φt = ψx , we have
J5 = −(γ − 1)
∫
ψ v f
(
R
γ − 1 ζ + p+φ
)
t
dx+ γ p+
∫
ψ v f dx
= (γ − 1)
∫
ψ f (Rζ − p+φ)(Ux + ψx)dx+ κ(γ − 1)
∫
V ζx − φΘx
V (V + φ) (ψ v f )x dx
− (γ − 1)
∫
ψ v f G dx+ γ p+
2
∫
v f
(
ψ2
)
x =
4∑
i=1
J i5. (4.20)
It is easy to show that
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 c
(
(1+ t)− 54 ‖ψx‖ 12 + (1+ t)− 12 ‖ψx‖ 32
)
 c‖ψx‖2 + c(1+ t)− 53 ,
∣∣ J25∣∣ c
∫ (|ζx| + |φ|(1+ t)− 12 )|ψxv f + ψ vx f + ψ v fx|dx
 c
(‖ζx‖ + (1+ t)− 12 ‖φ‖)((‖φx‖ + ‖ζx‖)(1+ t)− 12 + ‖ψ‖(1+ t)−1)
 c
∥∥(φx,ψx, ζx)∥∥2 + c(1+ t)− 32 ,
∣∣ J35∣∣ c(1+ t)− 12 ‖ψ‖L∞(‖ψx‖2 + (1+ t)− 32 ) c‖ψx‖2 + cε0(1+ t)−2,∣∣ J45∣∣= −γ p+2
∫
vω2ψ2 dx− γ R
2
∫
fψ2Θx dx− γ p+
2
∫
fψ2φx dx
−γ p+
2
∫
vω2ψ2 dx+ cδ
∫
vω2ψ2 dx+ c(1+ t)− 12 ‖ψ‖ 32 ‖ψx‖ 12 ‖φx‖
−γ p+
4
∫
vω2ψ2 dx+ c∥∥(φx,ψx)∥∥2 + c(1+ t)−2,
where c = c(m,m,M1) > 0. On the other hand, we get
| J7| c(1+ t)− 32
∫
|ψ |(|φ| + |ζ |)dx c(1+ t)− 32 ,
| J8| =
∣∣∣∣
∫
v−1(Rζ − p+φ)2Θx f dx+
∫
v−1(Rζ − p+φ)2φx f dx
∣∣∣∣
 cδ
∫ (
φ2 + ζ 2)ω2 dx+ c∥∥(φx, ζx)∥∥2 + c(1+ t)−2,
| J9| c
∥∥(φx,ψx, ζx)∥∥2 + c(1+ t)− 32 ,
| J10| c‖F‖L1(1+ t)−
1
2
(‖φx‖L∞ + ‖ζx‖L∞) cδ(1+ t)− 32 + cδ∥∥(φx, ζx)∥∥2
and ∣∣∣∣
∫
ψ(Rζ − p+φ)v f dx
∣∣∣∣ c(m,m,M1). (4.21)
Integrating (4.19) over (0, t), together with all the estimates of J i , i = 5, . . . ,10, and (4.21),
yields (4.12).
The proof of Lemma 4.2 is completed. 
Next, we estimate the L2-norm of the perturbation (φx,ψx, ζx).
Lemma 4.3. Suppose (φ,ψ, ζ ) ∈ X([0, T ]) satisﬁes (4.2). Then it holds for t ∈ [0, T ],
∥∥φx(t)∥∥2 +
t∫
0
∥∥φx(s)∥∥2 ds c(δ + ∥∥(ψ0, ζ0)∥∥2 + ‖φ0‖21),
where c = c(m,m,M1) > 0.
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μ
(
φx
v
)
t
+ pφx
v
= ψt + Rζx
v
− Rζ − p+φ
v2
Vx − μ
(
Vx
v
)
t
+ Ut, (4.22)
where we used ( uxv )x = ( φxv )t + ( Vxv )t due to vt = ux .
Multiplying (4.19) by φx/v and using(
φx
v
)
t
= ψxx
v
− φxψx + φxUx
v2
,
we have
(
μ
2
φ2x
v2
− ψ φx
v
)
t
+ pφ
2
x
v2
= −
(
ψψx
v
)
x
+
(
ψ2x
v
+ Rζxφx
v2
)
−
(
ψψxVx
v2
+ Rζ − p+φ
v3
Vxφx
)
+
(
ψφxUx
v2
− μ
(
Vx
v
)
t
− Ut
)
φx
v
= −
(
ψψx
v
)
x
+
3∑
i=1
Ii . (4.23)
We estimate Ii , i = 1, . . . ,3, as follows:∫
|I1|dx η‖φx‖2 + c
(
1+ η−1)∥∥(ψx, ζx)∥∥2, for any η > 0,
∫
|I2|dx c
∫ (|ψψxVx| + (|φ| + |ζ |)|Vxφx|)dx
 cδ
∥∥(φx,ψx)∥∥2 + cδ
∫ (
φ2 + ψ2 + ζ 2)ω2 dx,
∫
|I3|dx c
∫ (
|ψφxUx| +
∣∣∣∣
(
Vx
v
)
t
− Ut
∣∣∣∣|φx|
)
dx
 cδ
∫ (
(1+ t)− 12 ω + |ψx|
)|φx|dx cδ∥∥(φx,ψx)∥∥2 + cδ(1+ t)− 32 .
Using estimates Ii , i = 1, . . . ,3, we obtain from (4.23)
∥∥φx(t)∥∥2 +
t∫
0
∥∥φx(s)∥∥2 ds
 c
∥∥(ψ0, φ0x)∥∥2 + cδ + c
(∥∥ψ(t)∥∥2 +
t∫
0
∥∥(ψx, ζx)(s)∥∥2 ds
)
+ cδ
t∫
0
∫ ∣∣(φ,ψ, ζ )∣∣2ω2 dxds.
(4.24)
Lemma 4.3 follows directly from (4.24), Lemmas 4.1 and 4.2. 
Remark 4.1. From Lemmas 4.1–4.3 and (2.8), we obtain (4.3)1.
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∥∥(ψx, ζx)(t)∥∥2 +
t∫
0
∥∥(ψxx, ζxx)(s)∥∥2 ds c(1+ ∥∥(φ0,ψ0, ζ0)∥∥21).
Proof. Rewrite (4.4)2 as
ψt − μψxx
v
= −
(
Rζ − p+φ
v
)
x
− μψxvx
v2
+ F . (4.25)
Multiplying (4.23) by −φxx and integrating the resulting system with respect to x, we have
1
2
d
dt
∥∥ψx(t)∥∥2 + μ
∫
ψ2xx
v
dx
=
∫ (
Rζ − p+φ
v
)
x
ψxx dx+ μ
∫
ψxvx
v2
ψxx dx−
∫
Fψxx dx ≡
6∑
i=4
∫
Ii dx; (4.26)
∫
|I4|dx μ
6
∫
ψ2xx
v
dx+ c∥∥(φx, ζx)∥∥2 + cδ
∫ (
φ2 + ζ 2)ω2 dx,
∫
|I5|dx c
∫
|ψx|
(|φx| + |Ux|)|ψxx|dx
 c‖φx‖‖ψx‖ 12 ‖ψxx‖ 32 + cδ‖ψxx‖2 + cδ(1+ t)−1‖ψx‖2
 μ
6
∫
ψ2xx
v
dx+ cδ(1+ t)−1‖ψx‖2 + c‖φx‖4‖ψx‖2,
∫
|I6|dx μ
6
∫
ψ2xx
v
dx+ cδ∥∥(φx, ζx)∥∥2 + cδ(1+ t)− 54 .
Due to the estimates Ii (i = 4, . . . ,6), we have from (4.26)
1
2
d
dt
∥∥ψx(t)∥∥2 + μ
2
∫
ψ2xx
v
dx
 c
∥∥(φx,ψx, ζx)(t)∥∥2 + cδ
∫ (
φ2 + ζ 2)ω2 dx+ cδ(1+ t)− 54 + c∥∥φx(t)∥∥4∥∥ψx(t)∥∥2,
and integrating it with respect to t yields
∥∥ψx(t)∥∥2 +
t∫
0
∥∥ψxx(τ )∥∥2 dτ  c∥∥ψx(0)∥∥2 + c
t∫
0
∥∥(φx,ψx, ζx)(τ )∥∥2 dτ + cδ
+ cδ
t∫
0
∫ (
φ2 + ζ 2)ω2 dxdτ + c max
0tT
∥∥φx(t)∥∥4
t∫
0
∥∥ψx(τ )∥∥2 dτ .
(4.27)
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R
γ − 1ζt − κ
ζxx
v
= −(pux − PUx) − κ ζxvx
v2
− κ
(
φΘx
vV
)
x
+ G
and multiplying it by −ζxx , we have
R
2(γ − 1)
d
dt
∥∥ζx(t)∥∥2 + κ
∫
ζ 2xx
v
dx =
∫ [
Rθ
v
ψx + RUx
(
θ
v
− Θ
V
)]
ζxx dx+ κ
∫
ζxvx
v2
ζxx dx
+ κ
∫ (
φΘx
vV
)
x
ζxx dx−
∫
Gζxx dx ≡
10∑
i=7
∫
Ii dx; (4.28)
∫
|I7|dx κ
8
∫
ζ 2xx
v
dx+ c‖ψx‖2 + cδ
∫ (
φ2 + ζ 2)ω2 dx,
∫
|I8|dx c‖φx‖‖ζx‖ 12 ‖ζxx‖ 32 + cδ‖ζxx‖2 + cδ(1+ t)−1‖ζx‖2
 κ
8
∫
ζ 2xx
v
dx+ cδ(1+ t)−1‖ζx‖2 + c‖φx‖4‖ζx‖2,
∫
|I9|dx κ
8
∫
ζ 2xx
v
dx+ c[‖Θxx‖2 + ‖Θx‖2L∞‖φx‖2 + ‖Θx‖2L∞(‖φx‖2 + ‖Vx‖2)]
 κ
8
∫
ψ2xx
v
dx+ cδ(1+ t)−1‖φx‖2 + cδ(1+ t)− 32 ,
∫
|I10|dx κ
8
∫
ζ 2xx
v
dx+ cδ(1+ t)−1‖φx‖2 + cδ(1+ t)− 54 .
Due to the estimates Ii (i = 7, . . . ,10), we have from (4.28)
∥∥ζx(t)∥∥2 +
t∫
0
∥∥ζxx(τ )∥∥2 dτ
 c
∥∥ψx(0)∥∥2 + c
t∫
0
∥∥(φx,ψx, ζx)(τ )∥∥2 dτ + cδ
+ cδ
t∫
0
∫ (
φ2 + ζ 2)ω2 dxdτ + c max
0tT
∥∥φx(t)∥∥4
t∫
0
∥∥(ψx, ζx)(τ )∥∥2 dτ . (4.29)
Lemma 4.4 follows from (4.27), (4.29), (4.3)1 and Lemmas 4.1–4.3. 
Remark 4.2. From Lemmas 4.1–4.4 and (2.8), we obtain (4.3)2 which will close the proof of Proposi-
tion 4.1 together with (4.3)1.
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Since we want to get L∞-global stability result, the techniques in Section 4 do not apply any
longer. To overcome this diﬃculty, we introduce function Xmˆ,M(t1, t2;mθ ) by
Xmˆ,M(t1, t2;mθ ) =
{
(φ,ψ, ζ ) ∈ X([t1, t2]) ∣∣∣ 0 < 1
4
m−1θ  θ(x, t) 4mθ ,
0<
1
2
mˆ−1  v(x, t) 2mˆ, sup
[t1,t2]
∥∥(φ,ψ,ϕ)(t)∥∥1  M
}
(5.1)
for t1, t2 (0 t1 < t2 < ∞) and mˆ, M (0 < mˆ−1 < mˆ < ∞, 0< M < ∞), where
ϕ = s(v, θ) − s(V ,Θ).
By Proposition 3.2 and the assumptions listed in Theorem 2.2, we know that the Cauchy problem (1.1),
(1.2) admits a unique solution (φ,ψ, ζ )(t, x) ∈ Xmv ,M(0, t0;mθ ) for some suﬃciently small positive
constant t0 > 0 only depending on ‖(φ,ψ, ζ )(0)‖21 with M = 2‖(φ,ψ,ϕ)(0)‖1.
To prove Theorem 2.2, we need the following a priori estimate:
Proposition 5.1 (A priori estimate). Assume that the conditions of Theorem 2.2 hold. Then there exists a pos-
itive constant δ0 such that if γ < 1 + δ0 and (φ,ψ, ζ ) ∈ Xmˆ,M(0, t0;mθ ) is the solution of (3.2) for some
positive T > 0, then there exist positive constants c3(mv ,mθ ) and c4(mv ,mθ ) such that the following hold
⎧⎨
⎩
0< c3(mv ,mθ )
−1  v(t, x) c3(mv ,mθ ),
0<
1
2
m−1θ  θ(t, x) 2mθ
(5.2)
and
∥∥(φ,ϕ, ζ )(t)∥∥21 +
t∫
0
{∥∥(φx,ϕx)∥∥2 + ‖ζx‖21}dτ  c4(mv ,mθ )(1+ ∥∥(φ0,ψ0,ϕ0)∥∥21). (5.3)
Proposition 1 is proved by a series of lemmas. First, we have
Lemma 5.1. It follows that
∥∥∥∥
(√
Φ
(
v
V
)
,ψ,
ζ√
δ
)
(t)
∥∥∥∥
2
+
t∫
0
∥∥∥∥
(
ψx√
v
,
ζx√
v
)
(τ )
∥∥∥∥
2
dτ
 c(mv ,mθ )
{∥∥(φ0,ψ0,√δϕ0)∥∥2 + δ 12 c(mˆ,M)
(
1+
t∫
0
∥∥φx(τ )∥∥2 dτ
)}
, (5.4)
where δ = γ − 1.
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c1(mv)c1(mˆ)φ
2 Φ
(
v
V
)
+ Φ
(
V
v
)
 c2(mv)c2(mˆ)φ2,
c1(mθ )ζ
2 Φ
(
θ
Θ
)
+ Φ
(
Θ
θ
)
 c1(mθ )ζ 2,
we get from (4.5)
|Q | μΘ
4vθ
ψ2x +
κΘ
4vθ2
ζ 2x + c(mˆ,mv ,mθ )
[
|Ux|
(
φ2 + ζ
2
δ
)
+ Θ2x
(
φ2 + ζ 2)]. (5.5)
From (3.11), we have
∫ (
|R1ψ | +
∣∣∣∣ R2ζθ
∣∣∣∣
)
dx c(mθ )
(‖R1‖L1 + ‖R2‖L1)(‖ψ‖ 12 ‖ψx‖ 12 + ‖ζ‖ 12 ‖ζx‖ 12 )
 μΘ
4vθ
ψ2x +
κΘ
4vθ2
ζ 2x + c(mˆ,mθ ,M)δ(1+ t)−
4
3 . (5.6)
Using Lemma 3.2, (5.5) and (5.6), we get from (4.5)
∥∥∥∥
(√
Φ
(
v
V
)
,ψ,
ζ√
δ
)
(t)
∥∥∥∥
2
+
t∫
0
∥∥∥∥
(
ψx√
v
,
ζx√
v
)
(τ )
∥∥∥∥
2
dτ
 c(mv ,mθ )
∥∥(φ0,ψ0,√δϕ0)∥∥2 + c(mˆ,mθ ,M)δ
+ c(mˆ,mv ,mθ )δ
t∫
0
∫
(1+ τ )−1
(
φ2 + ζ
2
δ
)
exp
(
− cˆx
2
2δ(1+ τ )
)
dxdτ , (5.7)
where cˆ is the positive constant in Lemma 3.2. Notice that in (5.7), we used the fact that
‖ζ0‖k  c(mv ,mθ )(γ − 1)
∥∥(φ0,ϕ0)∥∥k, k = 0,1.
Lemma 5.1 follows directly from (5.7) and the following Lemma 5.2. 
Lemma 5.2. The following estimate holds
t∫
0
∫ (
φ2 + ψ2 + ζ
2
δ
)
ω2 dxdτ  cδ− 12
(
1+
t∫
0
∥∥(φx,ψx, ζx)∥∥2 dτ
)
, (5.8)
where ω is the function in (2.3) by choosing α = cˆ/2 and c = c(mˆ,mv ,mθ ,M).
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t∫
0
∫ (
Rζ + (γ − 1)p+φ
)2
ω2 dxdτ
 cδ 32
t∫
0
∫ (
φ2 + ζ
2
δ
)
ω2 dxds + cδ 12
(
1+
t∫
0
∥∥(φx,ψx, ζx)∥∥2 dτ
)
, (5.9)
t∫
0
∫ (
(Rζ − p+φ)2 + ψ2
)
ω2 dxdτ
 cδ 32
t∫
0
∫ (
φ2 + ζ
2
δ
)
ω2 dxds + cδ 12
(
1+
t∫
0
∥∥(φx,ψx, ζx)∥∥2 dτ
)
, (5.10)
adding two estimates and using
(
Rζ + (γ − 1)p+φ
)2 + (Rζ − p+φ)2  δ
(
(Rζ )2
δ
+ 2(p+φ)2
)
yields (5.8), where c = c(mˆ,mv ,mθ ,M).
We ﬁrst prove (5.9). Noticing that
|Ux| cδω2, h = Rζ + (γ − 1)p+φ = O (1)δ 12
(
φ + ζ√
δ
)
, (5.11)
we estimate the right terms J i (i = 1, . . . ,4) of (4.14). Using Lemma 3.2, (3.3) and (5.11), we obtain
| J2| c(mˆ)δ2
∫ (
φ2 + ζ
2
δ
)
ω2 dx,
| J3| c(mˆ,mv)
∫ (
δ
(|ζxhx| + |φΘxhx|)+ δ 12 ω(|ζxh| + |φΘxh|))dx
 c(mˆ,mv)δ
3
2
∫ (
φ2 + ζ
2
δ
)
ω2 dx+ c(mˆ,mv)δ 12
∥∥(φx, ζx)∥∥2,
| J4| c(mˆ,M)δ
∫ (|φ| + |ζ |)(|ψx|2 + |Ux|2)dx c(mˆ,M)δ‖ψx‖2 + c(mˆ,M)δ(1+ t)− 32 .
To estimate J1, we use (4.15). Noticing that (3.3), (5.11) and |ωx| c(1+ t)−1δ− 12 , we have
∣∣ J11∣∣ c(mˆ)δ(1+ t)−1
∫
|h||φ|(|φ| + |h|)dx c(mˆ)δ(1+ t)−1 ∫ (|φ|3 + |ζ |3)dx
 c(mˆ,M)δ(1+ t)− 43 + c(mˆ,M)δ∥∥(φx, ζx)∥∥2,
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∫ (|Ux| + |ψx|)(|φ|3 + |ζ |3)dx
 c(mˆ)δ
(‖φ‖2‖φx‖ + ‖ζ‖2‖ζx‖)(‖Ux‖ + ‖ψx‖)
 c(mˆ,M)δ(1+ t)− 32 + c(mˆ,M)δ∥∥(φx,ψx, ζx)∥∥2,
∣∣ J31∣∣ c(mˆ,mv)δ
∫ (|ζx| + |φ||Θx|)∣∣(v−1g2)x∣∣(|φ|2 + |ζ |2)dx
+ c(mˆ,mv)δ
∫ (|ζx| + |φ||Θx|)∣∣g2∣∣∣∣(φ(2h − γ p+φ))x∣∣dx
 c(mˆ,mv)δ
3
2
∫ (|ζx| + |φ|(1+ t)− 12 )(|φx| + (1+ t)− 12 )(|φ|2 + |ζ |2)dx
+ c(mˆ,mv)δ 32
∫ (|ζx| + |φ|(1+ t)− 12 )(|φ| + |ζ |)(|φx| + |ζx|)dx
 c(mˆ,mv ,M)δ
3
2
{‖ζx‖(‖φx‖ + ‖ζx‖ + (1+ t)−1)+ (1+ t)−1(‖φx‖ 12 + ‖ζx‖ 12 )}
+ c(mˆ,mv ,M)δ 32 (1+ t)− 12
(‖φx‖ 32 + ‖ζx‖ 32 )
 c(mˆ,mv ,M)δ
3
2
(∥∥(φx, ζx)∥∥2 + (1+ t)− 43 ),
∣∣ J41∣∣ c(mˆ)δ2
∫
|φ|(|φ| + |ζ |)(|Ux|2 + |ψx|2)dx c(mˆ,M)δ2(1+ t)− 32 + c(mˆ)δ2‖ψx‖2.
On the other hand, we have
∣∣∣∣
∫
v−1hg2φ(2h − γ p+φ)dx
∣∣∣∣ c(mˆ)δ
∫
|h||φ|(|h| + |φ|)dx c(mˆ,M)δ. (5.12)
Using estimates J i (i = 1, . . . ,4) and (5.12), we obtain from (4.14)
1
γ − 1
t∫
0
〈
ht,hg
2〉dτ  cδ 32
t∫
0
∫ (
φ2 + ζ
2
δ
)
ω2 dxds + cδ 12
t∫
0
∥∥(φx,ψx, ζx)∥∥2 ds + cδ, (5.13)
where c = c(mˆ,mv ,M). Applying Proposition 3.1 to (5.13), we obtain (5.9).
Next, we prove (5.10). Denoting by f (x, t) = ∫ x−∞ ω2(y, t)dy, we have
∥∥ f (·, t)∥∥L∞  cδ 12 (1+ t)− 12 , ∥∥ ft(·, t)∥∥L∞  cδ 12 (1+ t)− 32 . (5.14)
We estimate the right terms J i , i = 5, . . . ,10, of (4.19) as follows: Using Lemma 3.2 and (5.14), we
have from (4.20)
∣∣ J15∣∣+ | J6| δ 12 (1+ t)− 12 ‖ψ‖ 12 ‖ψx‖ 12 (‖ψ‖ + ‖ζ‖)(‖Ux‖ + ‖ψx‖)
 cδ 12
(‖ψx‖2 + (1+ t)− 53 ),
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∫ (|ζx| + |φ|(1+ t)− 12 )|ψxv f + ψ vx f + ψ v fx|dx
 cδ
(∥∥(φx,ψx, ζx)∥∥2 + (1+ t)− 32 ),
∣∣ J35∣∣ cδ 32 (1+ t)− 12 ‖ψ‖L∞(‖ψx‖2 + (1+ t)− 32 ) cδ 32 ‖ψx‖2 + cδ 32 (1+ t)−2,
J35 = −
γ p+
2
∫
vω2ψ2 dx− γ p+
2
∫
fψ2 v¯x dx− γ p+
2
∫
fψ2φx dx
−γ p+
4
∫
vω2ψ2 dx+ C(mˆ,M)δ 12 (∥∥(φx,ψx)∥∥2 + (1+ t)−2),
where c = c(mˆ,mv ,M) > 0. On the other hand, we get
| J7| cδ 12 (1+ t)− 32
∫
|ψ |(|φ| + |ζ |)dx cδ 12 (1+ t)− 32 ,
| J8| =
∣∣∣∣
∫
v−1(Rζ − p+φ)2Θx f dx+
∫
v−1(Rζ − p+φ)2φx f dx
∣∣∣∣
 cδ 32
∫ (
φ2 + ζ
2
δ
)
ω2 dx+ cδ 12 ∥∥(φx, ζx)∥∥2 + cδ 12 (1+ t)−2,
| J9| cδ 12
∥∥(φx,ψx, ζx)∥∥2 + cδ 12 (1+ t)− 32 ,
| J10| cδ 12 ‖F‖L1(1+ t)−
1
2
(‖φx‖L∞ + ‖ζx‖L∞) cδ 12 (1+ t)− 32 + cδ 12 ∥∥(φx, ζx)∥∥2
and
∣∣∣∣
∫
ψ(Rζ − p+φ)v f dx
∣∣∣∣ cδ 12 , (5.15)
where c = c(mˆ,mv ,M) > 0.
Integrating (4.19) over (0, t), together with all the estimates of J i , i = 5, . . . ,10, and (5.15)
yields (5.10). The proof of Lemma 5.2 is completed. 
Lemma 5.3. There exists a small positive constant δ0 such that if δ = γ − 1 δ0, then it follows that
0< c3(mv ,mθ )
−1  v(t, x) c3(mv ,mθ ) (5.16)
and
∥∥∥∥
(
φ,ψ,
ζ√
δ
)
(t)
∥∥∥∥
2
+ ∥∥φx(t)∥∥2 +
t∫
0
∥∥(φx,ψx, ζx)(τ )∥∥2 dτ
 c4(mv ,mθ )
(
1+ ∥∥(φ0,ψ0,√δϕ0)∥∥21). (5.17)
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∥∥∥∥φxv (t)
∥∥∥∥
2
+
t∫
0
∥∥∥∥ φx
v
3
2
(s)
∥∥∥∥
2
ds c(mv ,mθ )
(
1+ ∥∥(φ0,ψ0,√δϕ0)∥∥21). (5.18)
Estimate the right terms Ii , i = 1, . . . ,3, of (4.23) as follows:
∫
|I1|dx η
∥∥∥∥ φx
v
3
2
∥∥∥∥
2
+ c(mv ,mθ )
(
1+ η−1)∥∥∥∥
(
ψx√
v
,
ζx√
v
)∥∥∥∥
2
, for any η > 0,
∫
|I2|dx c(mv ,mθ )δ 12
∥∥∥∥
(
φx
v
3
2
,
ψx√
v
)∥∥∥∥
2
+ c(mˆ,mv ,mθ )δ 12
∫ ∣∣∣∣
(
φ,ψ,
ζ√
δ
)∣∣∣∣
2
ω2 dx,
∫
|I3|dx c(mv ,mθ ,M)δ 12
∥∥∥∥
(
φx
v
3
2
,
ψx√
v
)∥∥∥∥
2
+ c(mv ,mθ )δ 12 (1+ t)− 32 .
Using estimates Ii , i = 1, . . . ,3, we obtain from (4.23)
∥∥∥∥φxv (t)
∥∥∥∥
2
+
t∫
0
∥∥∥∥ φx
v
3
2
(s)
∥∥∥∥
2
ds
 c(mv ,mθ )
(
δ
1
2 + ∥∥(ψ0, φ0x)∥∥2)+ c(mv ,mθ )
(∥∥ψ(t)∥∥2 +
t∫
0
∥∥∥∥
(
ψx√
v
,
ζx√
v
)
(s)
∥∥∥∥
2
ds
)
+ c(mˆ,mv ,mθ ,M)δ 12
t∫
0
∫ ∣∣∣∣
(
φ,ψ,
ζ√
δ
)∣∣∣∣
2
ω2 dxds. (5.19)
From (5.19) and Lemmas 5.1–5.2, we get (5.18).
To use Y. Kanel’s method (cf. [13]) to the proof of (5.16), we need to estimate ‖ v˜xv˜ (t)‖2 where
v˜ = v/V . In fact since
v˜x
v˜
= φx
v
−
(
Vx
v
− Vx
V
)
,
we have
∥∥∥∥ v˜xv˜ (t)
∥∥∥∥
2
 2
∥∥∥∥φxv (t)
∥∥∥∥
2
+ c(mˆ)c(mv)‖Vx‖2  2
∥∥∥∥φxv (t)
∥∥∥∥
2
+ c(mˆ)c(mv)δ 12 . (5.20)
Therefore, by using (5.4), (5.18) and (5.20), we get
∥∥∥∥
(√
Φ
(
v
V
)
,ψ,
ζ√
δ
,
φx
v
,
v˜x
v˜
)
(t)
∥∥∥∥
2
+
t∫
0
∥∥∥∥
(
φx
v
3
2
,
ψx√
v
,
ζx√
v
)
(τ )
∥∥∥∥
2
dτ
 c(mv ,mθ )
(
1+ ∥∥(φ0,ψ0,√δϕ0)∥∥2). (5.21)1
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Ψ (v˜) =
v˜∫
1
√
Φ(η)
η
dη, Φ(η) = η − lnη − 1. (5.22)
Since
Ψ (v˜) →
{−∞ as v˜ → 0+,
+∞ as v˜ → +∞, (5.23)
and
∣∣Ψ (v˜(x, t))∣∣=
∣∣∣∣∣
x∫
−∞
∂
∂ y
Ψ
(
v˜(y, t)
)
dy
∣∣∣∣∣ 12
∥∥∥∥
(√
Φ
(
v
V
)
,
v˜x
v˜
)
(t)
∥∥∥∥
2
, (5.24)
(5.16) follows from (5.21)–(5.24). From (5.16) and (5.21), it is easy to get (5.17).
The proof of Lemma 5.3 is completed. 
Lemma 5.4. It follows that
∥∥(ψx, ζx)(t)∥∥2 +
t∫
0
∥∥(ψxx, ζxx)(τ )∥∥2 dτ  c5(mv ,mθ )(1+ ∥∥(φ0,ψ0,√δϕ0)∥∥21) (5.25)
and
0<
1
2
m−1θ  θ(t, x) 2mθ . (5.26)
Proof. The estimate (5.25) is given in the same way as Lemma 4.4 using Lemma 3.2 instead of
Lemma 3.1. So, we will omit. From (5.17) and (5.25), we have
∣∣ζ(x, t)∣∣√2∥∥ζ(t)∥∥ 12 ∥∥ζx(t)∥∥ 12  δ 14 c(mv ,mθ )(1+ ∥∥(φ0,ψ0,√δϕ0)∥∥21). (5.27)
Since
0<m−1θ Θ(t, x)mθ (5.28)
and δ is small, we get (5.26) from (5.27) and (5.28). 
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