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to-meaning. The object space, N, that each agent talks about is represented by
a simple coordinate system and a subset of these coordinates is drawn from the
object space according to a uniform probability distribution. Each object in turn
is mapped directly to the appropriate meaning node in the agent’s meaning space.
The signals, li, are generated by mapping from this meaning space to the signal
space, and are represented as characters from an alphabet, Σ as:
li = {(s1,s2,...,si,...,sl) : si ∈ Σ, 1 ≤ l ≤ lmax} (1)
from which it is clear that we need a sufﬁcient number of signal nodes to express
any of the nodes in the meaning space.
Formally, the object space is:
N = {x1,x2,...,xk,...,xN}
with xk = {(f1,f2,...,fi,...,fF) : 1 ≤ fi ≤ V }
When requiredto producean utterance, an agent will select an object xk, and each
node in the meaning space mj competes to have the shortest euclidean distance
from this point. Formally, if we deﬁne the closest node as m(xk) then:
m(xk) = argmin
j
 x − mj , j = 1,2,    ,l (2)
The winning node is then moved closer to the selected point, better deﬁning the
object space as a whole. In addition, neighbouring nodes are moved somewhat
closer to the object, allowing the network as a whole to represent the experienced
object space. The extent to which these nodes move is determined by a gaussian
function, hj,k, centred around the selected object (Haykin, 1999, p.449):
hj,k = exp
 
−
d2
j,k
2σ2
 
with σ ≡ γ (3)
where dj,k is the distance between the winning neuronj and the excited neuronk.
To form a compositional signal, we build valid decomposition sets from the
meaning space, governed by the generalisation parameter, γ. We can then deﬁne
a set, Kk, containing all of those meaning nodes which fall inside the radius
around xk. Formally:
Kk = {mj :  xk − mj  ≤ γ} (4)
Consideringall possible decompositionsin turn, the agent will pick the signal,
with the highest combination of correspondingweight values according to:
g( li ) =
|S|  
i=1
|Kk|  
j=1
ω(K(x)j)   WK(x)jNSi (5)to Smith et al.’s (2003) previous implementation. Therefore, the requirements for
a tight bottleneck and a structured meaning space remain in this implementation.
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Figure 2. Stability of the resulting languages, calculated according to equation 7, when each agent is
exposed to some percentage of the object space (Smith et al.’s “bottleneck” parameter).
Next, we considered the effect of varying the generalisation parameter, γ, as
shown in Figure 3. The higher the generalisation, the greater the stability, S,
of the compositional language and, conversely, the lower the generalisation, the
lower the stability. This highlights the importance of the previously implicit
generalisation parameter on the ﬁnal stability of the compositional language.
Accordingly, a reasonable level of generalisation is required to enable cultural
emergence.
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Figure 3. Stability of the resulting languages when each agent is exposed to 10% of the object space,
with different degrees of generalisation: (a) γ = 2, (b) γ = 0.5. Here γ has been reformulated as a
gaussian width, as shown in equations 3 and 4
Figure 4 shows how structuring the object space allows each meaning node
to generalise over a greater number of objects, increasing the stability S. As we
can see, the potential generalisation of each meaning node is not as effective as
fewer objects are located in each generalisation area, the compositional meaning
node can only generalise across two objects in the unstructured object space of