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Electric vehicles (EVs) are an important pillar for the transition towards a cleaner and more 
sustainable future as renewable energy can penetrate into the transportation section and act as 
energy storage to cope with the intermittent supply of such energy sources. EVs have recently 
been significantly developed in terms of both performance and drive range. Various models are 
already commercially available, and the number of EVs on roads increases rapidly. Rather than 
being limited by physical cable connections, the wireless (inductive) link creates the opportunity 
of dynamic charging – charging while driving. Once realised, EVs will no longer be limited by 
their achievable range and the requirement for battery capacity will be greatly reduced. However, 
wireless charging systems are limited in their transfer distance and power density. Such drawbacks 
can be alleviated through high-temperature superconductors (HTS) and their increased current 
carrying capacity, which can substitute conventionally used copper coils in the charging pads. 
This thesis investigates the effectiveness of wireless power transfer (WPT) systems as a whole 
and when HTS coils are used as well as HTS performance at operating frequencies commonly 
used in WPT-systems. Initially, the fundamentals of superconductivity are outlined to give some 
background on how such conductors can help tackle problems occurring in WPT-systems and how 
their behaviour can be simulated. Subsequently, key technical components of wireless charging 
are summarised and compared, such as compensation topologies, coil design and communication. 
In addition, health and safety concerns regarding wireless charging are addressed, as well as their 
relevant standards. Economically, the costs of a wide range of wireless charging systems has also 
been summarised and compared. 
To explore the benefits of WPT-system for EVs, a force-based vehicle model is coupled with an 
extended battery model to simulate the impact of wireless charging on the state of charge of the 
accumulator sub-system. In total, three different scenarios, i.e. urban, highway and combined 
driving are presented. The trade-off between having a standalone charging option versus combined 
dynamic (or on-road charging) and quasi-dynamic (stationary charging in a dynamic environment) 
wireless charging is outlined and minimum system requirements, such as charging power levels 
and road coverage, for unlimited range are established. Furthermore, the effects of external factors 
such as ambient temperature, battery age and wireless transfer efficiency are investigated. It is 
shown that employing combined charging at medium power levels is sufficient to achieve 
unlimited range compared to high power requirements for standalone charging. 
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HTS coils show great potential to enhance the WPT-system performance with high current-
carrying capability and extremely low losses under certain conditions. However, HTS coils exhibit 
highly nonlinear loss characteristics, especially at high frequencies (above 1 kHz), which 
negatively influence the overall system performance. To investigate the improvements, copper, 
HTS and hybrid wireless charging systems in the frequency range of 11-85 kHz are experimentally 
tested. Results are compared with finite element analysis (FEA) simulations, which have been 
combined with electrical circuit models for performance analysis. The measurements and 
modelling results show good agreement for the WPT-system and HTS charging systems have a 
much higher transfer efficiency than copper at frequencies below 50 kHz. As the operating 
frequency increases towards 100 kHz, the performance of HTS systems deteriorates and becomes 
comparable to copper systems. Similar results are obtained from hybrid systems with a mixture of 
HTS and copper coils, either as transmitting or receiving coils. Nevertheless, it has been 
demonstrated that HTS significantly improves the transfer efficiency of wireless charging within 
a certain range of frequencies.  
The AC losses occurring in HTS coils, particularly transport current loss, magnetisation loss and 
combined loss, at high frequencies are studied further. A multilayer 2D axisymmetric coil model 
based on H-formulation is proposed and validated by experimental results as the HTS film layer 
is inapplicable at such frequencies. Three of the most commonly employed coil configurations, 
namely: double pancake, solenoid and circular spiral are examined. While spiral coils experience 
the highest transport current loss, solenoid coils are subject to the highest magnetisation loss due 
to the overall distribution of the turns. Furthermore, a transition frequency is defined for each coil 
when losses in the copper layer exceed the HTS losses. It is much lower for coils due to the 
interactions between the different turns compared to single HTS tapes. At higher frequencies, the 
range of magnetic field densities, causing a shift where the highest losses occur, decreases until 
losses in the copper stabilisers always dominate. In addition, case studies investigating the 
suitability of HTS-WPT are proposed. 
Lastly, methods to reduce AC losses of HTS coils are investigated with particular focus on flux 
diverters, which have been used for low frequency superconducting applications but their 
effectiveness at high frequencies is unexplored. Therefore, the impact of flux diverters on HTS 
double pancake coils operating at high frequencies up to 85 kHz is researched. Various geometric 
characteristics of the flux diverter are investigated such as air gap between diverter and coil, width 
and thickness. An FEA-model was used to examine the coil and diverter losses at such frequencies 
v 
and different load factors between 0.1 and 0.8. It is demonstrated that flux diverters are a viable 
option to reduce the coil losses even at high frequencies and the width of the coil has the biggest 
impact on the loss reduction. In general, flux diverters are more suitable for applications using 
high load factors. Lastly, the impact of the diverter in terms of magnetic field distribution above 









 “[…] we think that when we suffer a defeat that all is ended. […] that the light had left […] 
forever. Not true. It is only a beginning, always. The young must know it; the old must know it. It 
must always sustain us, because the greatness comes not when things go always good for you, but 
the greatness comes and you are really tested, when you take some knocks, some disappointments, 
when sadness comes, because only if you have been in the deepest valley can you ever know how 
magnificent it is to be on the highest mountain.” – Richard Nixon 
vii 
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The transportation sector is one of the main contributors towards global climate change and CO2 
emissions [11]. With about 60% of the global oil consumption in transportation in 2017, the need 
for a clean alternative is urgent [12]. Electric vehicles (EVs) are a vital technology to achieve the 
transition towards a clean energy society. Yet with a share of only 0.5% in global light duty 
vehicles and 2 million newly sold EVs in 2018, the widespread deployment on a global scale is 
still hampered [13] [14]. EVs have recently been significantly improved in terms of both 
performance and drive range. On the current vehicle market, various models are commercially 
available. Along with the increasing number of EVs on road, how to charge them effectively and 
efficiently is still challenging, which has a significant impact on power networks [15], [16]. 
Electric cables charge almost all existing EVs. No matter if at home or on a highway, cables need 
to be physically connected to the EVs for charging. A more flexible and convenient charging 
method attracted broad attention, which is wireless charging. Several companies, such as Tesla, 
BMW and Nissan, have already started to develop wirelessly charged EVs that do not require a 
physical connection of the two charging sub-systems. Rather than physical cable connections, the 
wireless (inductive) link enables dynamic charging – charging while driving. Therefore, it tackles 
one of the weaknesses of current EV technology, the battery system by reducing the required 
battery capacity by up to 20% [17]. Hence, lowering the initial investment into new EVs but also 
improving the carbon footprint of such vehicles as fewer resources are required. WPT is therefore 
highly compelling for EVs and can help increasing the EV uptake. 
The idea of wireless power transfer (WPT) can be traced back to the late 19th century, when Nicola 
Tesla designed the first wireless device, a wireless lightning bulb [18]. Tesla powered the bulb 
through high-frequency AC potentials between two closely located, but separated, metal plates. 
This application initiated new opportunities in wireless charging. However, unsolved technical 
challenges, such as very limited power density and low transfer efficiencies as the distances 
increase, made this WPT technology develop very slowly. After two centuries, recent advances in 
WPT technology enable wireless charging over distances longer than two meters by using 
‘strongly coupled’ coils [19]. There are two major WPT technologies, inductive power transfer 
(IPT) and capacitive power transfer (CPT). In the strongly coupled regime, magnetic resonance 
couples transmitting and receiving coils and realises IPT, while CPT is realised through electric 
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field interaction between coupled capacitors [20]. The coupling capacitance of such capacitors is 
determined by the available area of the devices [21]. CPT is limited to short air gaps by the low 
capacitive current resulting in low power output [22]. On the contrary, IPT can be used for large 
air gaps around several metres, and its output power is much higher than CPT. 
WPT, including both CPT and IPT enable power transfer without solid connections. This 
advantage ensures inherent safety and convenience due to a clear separation between the 
subsystems, especially for daily applications such as TVs [23], phone chargers [24], and induction 
heating [25], [26] [27]. Also in medicine, WPT is used to charge active implantable medical 
devices (AIMD) [28], [29] i.e. pacemakers [30] [31] and other medical equipment [32]. Additional 
applications include radio-frequency identification (RFID) [33], [34], Sensors [35], [36], and 
robotics [37] [38]. 
WPT–systems for EV are categorized into stationary (SWPT), semi/quasi-dynamic (QDWPT), or 
dynamic charging systems (DWPT). SWPT systems are similar to current plug-in chargers but 
provide the advantages of WPT systems. An on-board receiving pad and an external charging pad 
in the pavement substitute the conductive charging system. QDWPT systems can be installed at 
bus and taxi stops, as well as traffic lights to provide short term charging while accelerating and 
decelerating in a dynamic environment. DWPT systems work while vehicles are on the move, 
hence providing energy to the battery, increasing the driving range and overcoming ‘range 
anxiety’ depending on the transmission power level [39].  
With the work conducted by Sedwick in 2010 [40], new coil materials such as high temperature 
superconductors (HTS) were introduced to further improve the performance of wireless charging 
systems. Superconductors are popular due to their unique properties of virtually zero resistance 
under certain conditions as well as their very high current density, which allows for high power 
density systems. These characteristics make HTS an interesting material for WPT systems which 
require low losses and high power densities. However, since then, HTS charging systems kept 
being a niche field. 
1.2 Research objectives and contributions 
This thesis aims at investigating the impact of wireless charging on the electric vehicle, more 
specifically the battery system. Furthermore, the impact of using high temperature 
superconductors and their performance at frequencies relevant to wireless charging of electric 
vehicles has been researched. 
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Each chapter of this thesis represents one step towards understanding the impact of 
superconductors and their applicability for wireless charging systems. To understand the charging 
system and its components a thorough literature review is conducted. Based on this, a force-based 
model of an EV is coupled with a battery model to quantify the impact of stationary and on-road 
wireless charging on the battery. For the first time, a direct practical comparison between copper. 
HTS and hybrid systems was conducted in the frequency range relevant to wireless charging of 
EVs. Experiments were combined with finite element analysis (FEA) models to propose a way of 
simulating HTS WPT-system performance. The most commonly used coil configurations for 
wireless charging were further investigated in terms of high frequency HTS AC losses using a 
novel multilayer model. Furthermore, loss mechanisms and distributions amongst the different 
coil turns and tape layers were explored. Finally, a commonly used method to reduce AC losses, 
namely flux diverters, was investigated at this frequency range. Results of the different stages of 
this research project are published in several high-impact scientific journal articles as well as 
presented at international conferences. A list of relevant publications of this project can be found 
below and an extended list is available in the ‘Publications’ sections. 
1. A critical review on wireless charging for electric vehicles [1] 
2. Driving Range of Electric Vehicles Charged by Wireless Power Transfer [3] 
3. Loss characteristics of superconducting pancake, solenoid and spiral coils for wireless 
power transfer [2], [4] 
4. Analysis of AC Loss Reduction through Flux Diverters for Superconducting Coils at high 
frequency [5] 
1.3 Thesis outline 
Chapter 2 presents the fundamentals of superconductivity and its underlying principles as well as 
mechanisms that lead to the phenomena of superconductivity. Different classifications of 
superconductors are introduced with their corresponding year of discovery. In addition, existing 
modelling techniques such as the critical state model (CSM) and the H-formulation are outlined 
followed by analytical solutions for certain geometries. The chapter concludes with the AC loss 
mechanisms present in superconductors. 
Chapter 3 introduces key components of wireless power transfer systems, particularly used for 
charging electric vehicles. These include the power supply, compensation topologies and coil 
designs that use copper as well as superconductors. Furthermore, system functions such as control 
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strategies, foreign object detection and communications between the different sub-systems are 
described. The impact of wireless charging stations on the electricity grid is illustrated. Finally, 
costs, health & safety and related standards are evaluated. 
Chapter 4 investigates the effectiveness of wireless charging under different external and internal 
conditions for a variety of scenarios, including quasi-stationary charging, dynamic charging and 
combined charging. External and internal factors comprise ambient temperature, charging 
efficiency, time spent on the charging pad, battery life and regenerative braking. Standardised 
driving cycles, a force-based vehicle model and an electrical battery model are implemented in 
MATLAB and the impact on the battery state of charge (SoC) is exposed. Minimum charging 
requirements and system specifications are outlined to achieve unlimited range with a vehicle. 
Chapter 5 describes the copper and HTS wireless power transfer experiments. It includes the 
experimental setup, transfer efficiency results obtained for four different operating frequencies, 
namely, 11 kHz, 25 kHz, 55 kHz and 85 kHz. In addition, a large number of different combinations 
with respect to coil arrangements are presented. Firstly, copper and HTS coil systems are 
investigated and secondly hybrid systems that employ both, copper and HTS coils in one system. 
The experimental measurements are compared to a combination of circuit simulations and FEA 
models. 
In chapter 6, the AC loss modelling of superconducting coils, namely, double pancake, spiral and 
solenoid coils is presented. A 2D axisymmetric multilayer model comprising all layers of an HTS 
tape such as, copper stabilisers, silver overlayer, substrate and superconducting layer is introduced. 
It relies on the H-formulation, which is implemented in COMSOL and it is validated with 
experimental data. The multilayer FEA model is compared with the commonly used HTS film 
approximation and its suitability is investigated. Furthermore, the simplification of the magnetic 
field dependency of the critical current density is explored. Results obtained explore the transport 
current loss, magnetisation loss and a combined loss at high frequencies up to 85 kHz, which is 
commonly used in wireless charging systems for electric vehicles. In addition, the angular 
dependency of the magnetisation loss and combined loss has been shown. Finally, a transition 
frequency is introduced defining the operating frequency at which the losses in the copper 
stabilisers is equal to the HTS losses. 
Chapter 7 summarises methods commonly used to reduce AC losses occurring in HTS coils. These 
methods comprise of substituting the YBCO superconductor for MgB2, which is widely used due 
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to its beneficial AC loss characteristic, using stabiliser-free superconducting tapes and 
implementing flux diverters. An in-depth analysis of the geometric features of flux diverters and 
their impact on the AC losses of the HTS coil is presented. 
Chapter 8 presents HTS-WPT cases studies for different load factors, ranging from low to high 
power scenarios and frequencies between 1 kHz – 85 kHz. The overall system efficiency is 
evaluated, which includes the widely neglected impact on the cooling system. Furthermore, this 
chapter concludes and summarises the research conducted in this project and outlines future areas 
that should be explored. 
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2 Fundamentals of Superconductors 
2.1 Introduction 
Superconductivity was first discovered by H. Kamerlingh Onnes in 1911 and coined 
‘supraconductivity’ [41] [42]. It manifests itself with a sudden decrease in resistance as the 
temperature is reduced below a critical point as shown in Figure 2-1. This critical temperature is 
specific to the material and marks the transition to a ‘new state’, called superconducting or critical 
state. Such a transition was first observed in mercury and later in tin and lead at temperatures of 
4.2K, 3.8K and 6K, respectively. To achieve such low temperatures sophisticated cooling 
techniques were employed to liquify helium. 
 
Figure 2-1 Resistance vs temperature for Mercury [41] 
The discovery of the perfect conductivity of superconductors raised questions regarding the 
magnetic field inside the conductor. Meissner and Ochsenfeld, solved the mystery, with the 
discovery of the second characteristic of superconductors, the so-called Meissner effect in 1933 
[43]. It describes the perfect diamagnetism of superconductors, meaning that magnetic fields are 
expelled from the interior of the conductor when it is cooled below the critical temperature. This 
phenomenon is theoretically explained by the London equations and it is based on the 
minimisation of the free energy of the superconducting current [44]. To maintain the 
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superconducting state, a current flows within a small portion of the outer shell of the conductor, 
called penetration depth λ.  
If the superconducting current exceeds a certain threshold Ic (or current density Jc), it can no longer 
be contained within the penetration depth and therefore the conductor loses its superconductivity. 
Similarly, if the external magnetic field exceeds an upper limit Hc, it will penetrate farther into the 
conductor and the Meissner effect cannot be maintained. Therefore, additionally to the critical 
temperature Tc, a superconductor is characterised by its critical current density Jc, and a critical 
magnetic field Hc. All three form the superconducting or critical state in which the material 
exhibits the previous two properties as shown in Figure 2-2. Outside of those parameters the 
superconductor converts back into a normal conductor. 
 
Figure 2-2 Critical parameters of superconductivity 
A first mathematical approach towards modelling superconductivity was made by Landau and 
Ginzburg and was based on the underlying thermodynamic mechanisms without describing the 
underlying microscopic processes [45]. It was later used to classify different types of 
superconductors (see chapter 2.2). The gap of a microscopic mechanisms was later filled through 
the research conducted by John Bardeen, Leon Cooper and John Schrieffer in 1957 [46], [47]. The 
BCS theory describes superconductivity through the formation of Cooper pairs between electrons. 
The newly formed pairs move through the material and behave like a boson. Multiple pairs can 
overlap and ultimately form a Bose-Einstein condensate, which results in an increased minimum 
energy to excite the system. Due to the higher minimum energy, electrons flow in pairs without 
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experiencing any resistance when moving through the lattice of a material. The presented theories 
form the basis of the classic understanding of superconductivity. 
2.2 Type-I and Type-II superconductors 
Over the years, many occasions of anomalous magnetic behaviour in superconductors were 
reported and attributed to impurities within the superconductor. However, in 1957, Alexei 
Abrikosov proposed that this behaviour was an inherent characteristic of a new type of 
superconductor. This type of superconductor was classified as Type II- superconductor [48]. 
As described above, the Meissner effect is an important characteristic of superconductors, 
particularly Type-I. Below the critical magnetic field Hc, the material becomes superconducting 
and the magnetic field is expelled from the material due to screening currents, whereas above Hc 
it transitions back into a normal conductor and the external field fully penetrates as shown on the 
left-hand side in Figure 2-3. Furthermore, according to Ampere’s law, the current within a 
superconductor causes a self-induced magnetic field. This means that even in the absence of an 
external magnetic field, the current carrying capacity of a superconductor is limited by the self-
generated magnetic field. If the self-field exceeds Hc, the superconductor will also convert back 
into a normal conductor. This behaviour is known as the Silsbee effect and is characteristic for 
Type-I superconductors [49]. 
On the contrary, a Type-II superconductor does not revert into a normal conductor once the 
magnetic field exceeds Hc but rather transitions into a mixed state as depicted on the right-hand 
side in Figure 2-3. Additionally, Hc and Hc1/2 depend on the temperature. The transition into a 
mixed state is more favourable based on the surface energy in Type-II superconductors. This 
surface energy, as derived in the Ginzburg-Landau theory [45], is also a criterion to classify 
superconductors. Type-I superconductors have a positive surface energy whereas Type-II 
superconductors have a negative surface energy 
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Figure 2-3 Critical magnetic field vs temperature of a Type-I (shown on left hand side) and Type-II (right hand side) 
superconductor 
Within the mixed state, the external magnetic field partially penetrates the superconductor and 
forms ‘normal’ regions that are no longer superconducting. The normal regions are of cylindrical 
nature with a radius of approximately ξ (coherence length) and are called vortices. Each of the 
vortices is accompanied by a persistent current circulating around the normal region and in 
constant interaction with surrounding vortices. The interaction results in a repulsion force locking 
the vortices into an Abrokosov-lattice. As the external magnetic field is further increased, more 




Figure 2-4 Discovery of superconducting compounds and corresponding critical temperature [50]. BCS 
superconductors (green circles), cuprates (blue diamonds) and iron-based superconductors (yellow squares) 
Another classification among Type-II superconductors is high temperature superconductors 
(HTS). HTS were first discovered in 1986 with the ceramic material La2-xBaxCuO4 and are 
classified by a critical temperature of 30K and above [51] [52]. Since then, as outlined in Figure 
2-4, many newly discovered materials and compounds have been found to be superconducting. 
One of the most commonly used HTS is YBa2Cu3O7 with a critical temperature of 93K [53]. Its 
critical temperature is high enough to use liquid nitrogen as coolant. In addition, MgB2 was 
discovered in 2001, which has the highest critical temperature of non-copper oxide 
superconductors with 39K [54]. 
2.3 Modelling of HTS 
2.3.1 Critical state model 
The possibility to model the behaviour of HTS relies on either microscopic or macroscopic 
features. Microscopic models, such as the London equations, BCS and Ginzburg-Landau theory 
describe the processes within a superconductor. On the other hand, macroscopic models rely on 
simplifications of internal processes, however, are powerful tools to predict and design 
superconducting devices and machines. Here, macroscopic models such as Bean model, Kim’s 
model and E-J power law are introduced. Most macroscopic models are based on the critical state 
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model (CSM) and are derived from experiments. In a CSM, it is assumed that the outer shell of 
the superconductor fully enters the critical state when subject to low transport current and/or 
external magnetic field, while the interior is in a normal state [55]. 
2.3.1.1 Bean model 
As initially stated, the Bean model is a CSM and introduces two assumptions [56] [57]: 
1) the resistance of the material is zero for current densities below the critical current 
density Jc and finite for current densities of Jc 
2) Jc is independent of the magnetic field strength 
A commonly used example is an infinitely long slab of superconducting material with a thickness 
of 2a in x-direction within an external magnetic field as depicted in Figure 2-5. Its aspect ratio is 
very large, hence only the magnetic field Bz in z-direction needs to be considered. In general, two 
distinct regions can be distinguished, a current carrying and a current free region. A shielding 
current Jy is induced in y-direction by the external magnetic field.  
 
Figure 2-5 Superconducting slab of thickness 2a placed within an external magnetic field Bapp along the z-axis 
inducing the shielding current density Jy [58] 
Due to the resistance, a current boundary is created and the local current densities can only be ±Jc 
or zero. The current density and magnetic field profiles are shown in Figure 2-6. 
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Figure 2-6 Relationship between shielding current density Jy and externally applied magnetic field Bapp over a cycle 
according to Bean’s model [58] 
The boundary will shift farther inside the material as the local current density cannot rise above Jc 
and current flows into adjacent layers (depicted in Figure 2-6 (a) and (b)). As soon as the current 
penetrates the centre of the superconductor, the penetration field B* is reached and the 
superconductor fully conducts either Jc or - Jc. Further increasing the magnetic field to 2B* causes 
the internal field to reach the penetration field B* in the centre of the conductor (Figure 2-6 (c)). 
Similarly to increasing the external magnetic field, a reduction is propagated from the outer layers 
inwards as illustrate in Figure 2-6 (e)-(g).  
The assumption that Jc is independent of the magnetic field is inaccurate for real scenarios. 
Therefore, an extension to the Bean model was introduced that links the magnetic field with the 
critical current density and is outlined in the following chapter. 
2.3.1.2 Kim model 
Another commonly used CSM incorporates the temperature and magnetic field dependency of the 
critical current density and was postulated by Kim [59], [60] and Anderson [61] in 1962 and is 









        (2.1) 
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Where the critical current density 𝐽c0 =
𝛼(𝑇)
𝐵0
, B0 is a material constant and α is a temperature 





(𝑎 − 𝑏𝑇) ; with 
𝑎
𝑏
≤ 𝑇𝑐      (2.2) 
Furthermore, for HTS tapes, it was shown that the main contributor to AC losses is the 
perpendicular field Bperp (to the wide tape surface) and the parallel component can generally be 






        (2.3) 
It is assumed that the generated losses, and therefore heat, is removed instantaneously by the 
cryocoolers and therefore, Jc0 is constant for the chosen operating temperature. Eq. 2.3 can be 
extended further with material constants k and β obtained from experiments [63]. The fully 
extended field dependency of the critical current is shown in Eq. 2.4, which will also be used 









𝛽       (2.4) 
2.3.2 E-J power law 
With the introduction of Bean’s model, superconductors, particularly low temperature 
superconductors (LTS) can be adequately described based on the assumption that there is a well-
defined critical current density. However, such a condition is generally not applicable for HTS, as 
the critical current density is an ill-defined quantity [64]. With the aid of experiments, an E-J 
power law was introduced by Rhyner in 1993 to describe the highly non-linear relationship 
between the electric field and the current density [64].  





         (2.5) 
Where, E0 is the characteristic electric field with a magnitude of 10-4 V/m, Jc is the critical current 
density and n is the material dependent power factor. Two limiting cases exist where n=1 
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resembles Ohm’s law and n=∞ corresponds to Bean’s CSM. Typical power factor values for the 
YBCO tapes used in this dissertation are approximately between 20-26 [65]. 
2.3.3 H-formulation 
There are multiple tools, models and so called ‘formulations’ to calculate the electromagnetic 
properties of superconductors. In the centre of those formulations are Maxwell’s equations to 
relate currents, electric fields and magnetic field variables. To accommodate the use for 
superconductors, additional material equations need to be included. The most commonly used 
models include H-formulation [66] [67] [68] [69], T-Ω [70] [71] [72] [73] formulation and A-φ 
formulation [74] [75] [76]. 
Here, the H-formulation was used which combines the following equations: Ampere’s law Eq. 
2.6, Faraday’s law combined with constitutive law Eq. 2.7, E-J power law Eq. 2.8 and Ohm’s law 
Eq. 2.9. 
∇ × 𝐇 = 𝐉         (2.6) 
∇ × 𝐄 = −𝜇0𝜇r
𝜕𝐇
𝜕𝑡
        (2.7) 





         (2.8) 
𝐄 = 𝜌𝐉          (2.9) 
Where H is the magnetic field intensity, J is the current density, E is the electric field, 𝜇0 is the 
permeability of free space, 𝜇r is the relative permeability. 
To apply the H-formulation to a 2D geometry, the following simplifications need to be adopted. 
Initially, the geometry is limited to the xy-plane, reducing the H vector to H=[Hx,Hy]. Applying 







         (2.10) 
As the current density is reduced to its z-component, the electric field only occurs in z too, 
according to Eq. 2.11. 
𝐸z = 𝜌𝐽z         (2.11) 










































}      (2.12) 
Eq. 2.12 can be put into FEA software such as COMSOL and be solved for a 2D geometry. In 
addition to Eq. 2.12 which applies to superconducting domains, Ohm’s law can be applied to other 
conductive and non-conductive regions.  
2.4 AC losses in superconductors 
Superconductors are characterised by having virtually no DC resistance and in most cases have 
very low DC losses. However, when carrying a DC current while located within a time-varying 
external magnetic field, so called dynamic losses can occur, which are significantly higher than 
DC losses [7], [9], [77]. Additionally to losses that have a DC component, superconductors also 
exhibit AC losses caused by time-varying currents and/or magnetic fields. Such losses will cause 
thermal hotspots through Joule heating which can not only negatively affect the performance of 
the HTS coated conductor (CC), through quenching, but also lower the overall system efficiency 
as they increase the burden on the cooling system. The Carnot cycle dictates the theoretical 




        (2.13) 
Where Tc represents the cold temperature and TH the hot temperature. In order to achieve 
superconductivity, the conductor must be operated at a temperature (Tc) below the critical 
temperature, which is far below the ambient temperature (TH). In addition, depending on the size 
of the cryostat used in the HTS application, its efficiency is only a fraction of the Carnot efficiency 
between 10-30%, with smaller cryostats achieving a lower efficiency than larger ones [78]. A 
specific power kc is introduced to quantify the impact of the losses on the cooling system. It is the 
reciprocal of the combined Carnot and cryostat efficiency. Figure 2-7 shows kc for different 
operating temperatures below 130K, a reference temperature of 300K and a variety of cryostat 
efficiencies. As shown, the operating temperature is crucial, which is one of the advantages of 
HTS over LTS. 
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Figure 2-7 Specific power required to remove 1 W of heating at different operating temperatures for various cryostat 
efficiencies 
In order to be viable for power applications, the losses in superconductors must be low enough to 
justify additional costs for the conductor itself (180-500 $/kAm in 2014 [79]) as well as the 
required cooling system. Furthermore, the benefit of a higher power density should not be 
compromised by extra components. Generally, with proper design, superconductors are already 
used in DC and low frequency applications such as wind turbines [80], [81], [82], fault current 
limiters [83], [84], [85] and power cables [86], [87],but also in applications with higher operating 
frequencies such as aircraft propulsion motors [88], [9], [89]. However, as the frequency increases 
losses scale too and the use of superconductors must be reconsidered.  
Furthermore, superconducting tapes and wires are multilayer systems comprised of several 
different materials and layers. A conventional YBCO tape consists of many metallic layers such 
as silver and copper stabilisers, magnetic or non-magnetic substrates and buffer layers. Each layer 
affects the losses in other layers as magnetic and electric fields are shifted between layers through 
different loss mechanisms. Such mechanisms can be categorised into the following types and will 
be discussed in the subsequent chapters [55]: 
 




















 Cryo efficiency 10%  Cryo efficiency 30%
 Cryo efficiency 50%  Cryo efficiency 80%
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1. Hysteresis loss 
2. Coupling loss 
3. Eddy current loss 
4. Ferromagnetic loss 
2.4.1 Hysteresis loss 
Hysteresis losses are based on the changes in either a time-varying external magnetic field or 
transport current [90]. An external magnetic field larger than Hc1, can partly penetrate the outer 
layers of the Type-II superconductors as vortices. Those vortices are pinned into place by a pinning 
force. However, motion is induced by the Lorentz force. The interplay between Lorentz force and 
pinning force causes irreversible losses within the superconductor. In addition, as the external field 
cycles through, some vortices remain and cause losses. A similar mechanism causes losses when 
there is only an AC transport current. The external magnetic field is replaced by a so-called self-
field, which is generated by the time varying transport current according to Ampere’s law 
(Eq. 2.6). Analytical equations for the hysteresis loss in superconductors are available and the 
most well-known are the Norris equation and Brandt equation introduced in chapter 2.4.4. 
2.4.2 Eddy current and coupling loss 
In general, eddy current losses can occur in all power applications that operate under AC 
conditions. Eddy currents are induced through time-varying magnetic fields in normal conductors 
and cause power dissipation. At low frequencies such as 50/60 Hz, eddy current losses are 
negligible [91]. However, as the frequency increases higher losses in the normal conducting 
material are generated [8]. 
Coupling losses are a special type of eddy current loss that occur in multifilamentary 
superconductors such as BSCCO and MgB2, more specifically in the normal conducting matrix 
which embeds the superconducting filaments. As an external magnetic field traverses the tape, 
eddy currents are induced in the normal conducting matrix, linking superconducting filaments. 
Coupled filaments behave as one superconducting system and share currents. Eddy currents flow 
within the normal conducting matrix and within the superconducting filaments. Around this loop, 
the superconducting sections conduct the current without any resistance. The lack of resistance 
along parts of the current loop, causes a much higher magnitude of the eddy current than they 
would achieve within a normal conductor. 
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The eddy-current and therefore the coupling losses increase with frequency according to Faraday’s 
law and the length of the superconducting filaments, as the enclosed area increases. However, 
there are also ways to reduce such losses. One commonly employed option is to introduce a twist 
to the filaments [92]. 
2.4.3 Ferromagnetic loss 
The final loss mechanism originates in magnetic materials used in HTS CCs. Such materials are 
commonly used as mechanical stabilisers and can include Ni and W alloys. Ferromagnetic losses 
are based on hysteresis within those alloys. In addition to being origin of hysteretic losses, 
ferromagnetic materials also alter the magnetic field distribution, which can negatively affect AC 
losses in other layers [93], [94]. 
2.4.4 Analytical approach for AC loss in superconductors 
There are a multitude of analytical solutions to estimate AC losses in different superconductors of 
various shapes. The most well-known approaches are the Norris equations [95] and Brandt 
equation [96]. Norris equation focusses on the self-field loss or transport current loss. It assumes 
that there is no external magnetic field other than the self-field generated by the transport current 
flowing through the superconductor. This self-field penetrates the superconductor and causes 
hysteretic losses. Depending on the geometry of the superconductor, either with elliptic cross-
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Where Ia is the applied current and Ic is the critical current. The ratio of both can be substituted for 
the more commonly used load factor i=Ia/Ic. According to [97], [98] the measured transport current 
loss for Bi-2223 tapes is between the calculated loss using both Eq. 2.14 and Eq. 2.15. The Norris 
equation is based on the CSM and therefore assumes a discontinuous current profile and does not 
consider the magnetic field dependency of the critical current. 
Brandt’s equation (Eq.2.16) is used to calculate the hysteresis loss in [W/m] of a thin 










) − tanh (
𝐻0
𝐻𝑐
)]    (2.16) 
Where a is half the strip width and it is assumed that the thickness of the tape d is much smaller 
than the tape width 2a. Furthermore, Ha is the external magnetic field and Hc is the critical field. 
2.5 Conclusion 
As shown superconductivity was discovered recently and has since come a long way. Multiple 
theories and models have been established to describe the phenomenon on both micro- and 
macroscopic level. Superconductors are characterised by three parameters, namely temperature, 
magnetic field and current density, and are categorised into multiple types with different 
behaviours. Depending on the structure of the superconductor, various loss mechanisms must be 
considered. For some special cases, analytical equations can be used to quantify losses present in 
superconductors. However, these are limited to DC conditions or very low operating frequencies 
of hundreds of Hz. Other applications of superconductors require FEA-modelling to correctly 
evaluate losses and properly design necessary cooling systems. These models can be based on a 
wide range of formulations such as T-formulation, H-formulation or other variations. 
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3 Fundamentals of wireless power transfer for EV charging 
3.1 Introduction 
The methodology to review wireless charging for EVs is three-fold: technology, health and safety, 
and economic impact. All of these aspects will be covered and discussed in this chapter in great 
detail. Specifically, the status of main areas of a wireless charging system for EVs and aspects of 
implementing this technology into our daily life’s are reviewed. This chapter presents recent 
technical progress in many key areas of WPT, introduces important research centres, evaluates 
risks associate with WPT and standards put into place, and explores grid impact and cost 
competitiveness of dynamic wireless charging. The remainder of the chapter is structured as 
follows: Chapter 3.2 reviews key components of a WPT-system such as power converter, 
compensation topology and coils as well as important auxiliary features like foreign object 
detection and communication. In addition, high temperature superconductors (HTS), as emerging 
coil material, and changes to the system to accommodate HTS are presented. Chapter 3.3 presents 
control strategies followed by the communication in WPT-systems in chapter 3.4 and foreign 
object detection, which is discussed in chapter 3.5. Chapter 3.6 addresses arising concerns 
regarding safe operation and the impact on the health of operators and bystanders. Evolving 
standards for WPT-systems are summarised in chapter 3.7. Chapter 3.8 investigates the impact of 
shifting from oil consumption in transportation to electric vehicles and operating wireless charging 
systems on the distribution network. Finally, chapter 3.9 reviews preliminary cost analysis, to 
show the cost incurred by introducing WPT-systems to various stretches of road as well as the 
potential savings due to battery size reduction. This chapter has been published in [1]. 
3.2 Current technology of WPT 
By adopting a stationary wireless charging system, the recharging process can be simplified and 
becomes safer. In addition, dynamic charging systems create the unique opportunity to overcome 
‘range anxiety’ while decreasing the upfront costs of an EV. The main components of a WPT-
system for EV charging are depicted in Figure 3-1. It consists of two main sub-systems, one is 
located underneath the road surface (ground assembly, GA) and one is built into the vehicle 
underbody (vehicle assembly, VA) [99]. The GA comprises of the grid connection, rectifier and 
high frequency inverter, primary compensation network and the primary/ transmitter coil (Tx). In 
the VA, the secondary/ receiving coil (Rx) and secondary compensation network are forming the 
resonance circuit and feed into a high frequency rectifier, a filter network and the battery system. 
21 
Both sub-systems are separated by an air gap. The distance between the two systems depends on 
the type of vehicle and its ground clearance as well as road conditions such as pavement thickness. 
Conventionally the air gap is smaller than 0.4 m. Additionally, both sub-systems share information 
via a communication link. A more in-depth discussion of key features of the components is 
presented below. 
 
Figure 3-1 Main components of WPT-systems for EVs 
3.2.1 Power source and converter 
On the transmitting side, the GA is connected to the distribution network of the electricity grid 
and is fed by low-frequency AC power. The supply frequency is too low to produce a high-
frequency magnetic field that links both coils and transfers power. Therefore, the power is 
converted in either a single step or a two-step process. Even though a direct conversion from low-
frequency AC grid power to a high-frequency input into the primary coil is possible, most charging 
systems employ a two-stage AC/DC/AC conversion [100]. In the first stage, a rectifier converts 
the AC power to DC, followed by a power factor correction stage (PFC) to ensure a high-power 
factor and low harmonic content. It is also possible to use a BUCK converter after the PFC stage 
to modify the DC voltage and ensure ‘soft’ starting and stopping of the charger [101], [102]. The 
high-frequency inverter converts the DC power to high frequency AC and powers the primary 
pad. On the secondary side, the high-frequency output of the receiving pad is rectified to DC power 
and filtered to produce a ripple free current, which can charge the on-board battery. A diode-bridge 
rectifier is commonly used [17]. To maximise the power transfer, the load impedance must be 
matched to the source impedance. The resonance frequency of the compensation topologies and 
coils determines the required switching frequency of the inverters. Commonly used resonance 
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frequencies for WPT EV-chargers are in the range of 20 kHz to 100 kHz [103]. At higher 
frequencies, effects like increased electromagnetic radiation and higher resistances due to skin and 
proximity effect are present. Converter losses scale with increasing switching frequency [104]. 
This is particularly true for switching losses. Zero-voltage/zero-current switching (ZVS/ZCS) 
reduces switching losses. Therefore, the switching between on and off states should occur at either 
zero voltage or zero current. An additional benefit is the reduced voltage stress in the components. 
As shown, high-frequency power converters are essential for WPT charging systems and can be 
categorised into single [105], [106] and three-phase topologies [107]. Power converters commonly 
comprise multiple devices, such as metal-oxide-semiconductor field effect transistors (MOSFETs) 
or insulated gate bipolar transistors (IGBTs) connected in parallel to form full or half-bridge 
configurations. A lot of research is going into high-frequency converters and key features of a 
suitable power converter include circuit simplicity, and uncomplicated control strategies, high 
efficiency at high switching frequencies and high-power levels, as well as robustness against high 
voltage and current stress [108]. For unidirectional power transfer from grid to vehicle (G2V) H-
bridge converters are commonly used [109]. In [110], a high-power DC/AC converter is proposed 
in a 22 kW wireless charging system for EVs. The converter comprises four switches each with 
an IGBT and SiC-MOSFET in parallel, known as hybrid switch [111]. The system can use soft 
and hard switching modes and achieves 98% efficiency at 5 kW. Experimental results in a DWPT-
system with loss analysis are not available. Other converter layouts include multi-level converter 
[112], [113], [114], cascaded multi-level converter [115] [116], [117], and matrix converter [118], 
[119]. Multi-level converters are particularly interesting for medium to high voltage applications 
and reduce the required voltage rating and component stress of single switches by using a modular 
approach, increasing its scalability [112]. However, such architectures require complex control 
schemes and deal with high circulating currents between capacitors. The complexity reduces if the 
circulating currents are minimised [120]. A cascaded multilevel converter uses multiple, in series 
connected, converters (modules) to increase the power capacity. Therefore, it provides a high 
degree of scalability and a simpler control scheme [117]. One drawback of such a system is the 
need of multiple power sources and therefore higher system costs, as each converter requires its 
own power supply. Furthermore, depending on the number of modules, the conduction loss can 
be larger than that of a conventional H-bridge converter if the same number of switching devices 
is used [116]. Matrix converter might be employed to reduce the total number of conversion stages, 
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as it is possible to convert the AC grid supply directly into high-frequency AC power, but the 
power capacity is limited and soft switching is difficult to achieve [121]. 
A unique approach of DWPT for EV is to use a super-capacitor in tandem with the secondary 
power rectifier, to enable power transfer and energy storage in a single device [122]. Super-
capacitors can provide an additional energy buffer before the on-board battery pack in a 
conventional EV due to their high-power density [123]. Nevertheless, using this topology 
increases the current stress in the secondary converter and introduces harmonics into the voltage 
waveform. To allow bidirectional power transfer, G2V and vehicle to grid (V2G), bidirectional 
converters on transmitting and receiving side are required [124]. With the aid of bidirectional 
power transfer EVs can act as energy storage for times with high renewable energy penetration. 
While renewable energy sources feed into the grid, the energy can be used to charge EV batteries, 
which reduces the load on the grid [125]. In addition, to prevent intermittency issues within the 
grid network, EV batteries are discharged to balance the demand [126]. 
3.2.2 Compensation topologies 
Magnetically coupled coils act like a transformer, but with higher leakage inductance due to a 
larger air gap between the coils. Hence, the fraction of magnetic coupling linking both coils is 
much smaller compared to traditional transformers, making them loosely coupled. To be able to 
transfer sufficient power over long distances, the system operates at resonance frequency with 
zero phase angle between input current and voltage. In order to achieve a resonant circuit, multiple 
reactive elements, like inductors and capacitors are linked together in series and/or parallel. As 
shown in Figure 3-1, these compensation networks are located between the high-frequency 
inverter and the primary coil, in the GA and between the secondary coil and the rectifier in the 
VA. Capacitors resonate with the transmitting and receiving coils to supply reactive power [127]. 
The main purpose of the primary compensation network is to reduce the reactive power rating 
(VAr) of the power supply by cancelling out the reactive component of the primary coil [128]. In 
addition, the compensation network helps to achieve soft switching in the primary power 
converter. Compensation networks are also used on the secondary side to improve the power 
transfer capability of the system by nullifying the receiver inductance [129]. Figure 3-2 depicts 
the most basic compensation topologies currently used in WPT-systems, each consisting of a 
single capacitor in either series (S) or parallel (P) to the coil inductance i.e. SS stands for a series 
capacitor on the primary side and a series capacitor on the secondary side. 
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Figure 3-2 Basic compensation topologies for primary and secondary resonant circuits a) SS b) SP c) PS d) PP 
The primary I1 and load current IL, as well as power transfer efficiency η are derived for an SS-
compensation topology. Using Kirchhoff’s Law, by defining the loop-currents for the circuit 
















]  (3.1) 
Equivalent total impedance Ztot of the circuit with SS-compensation is the sum of primary circuit 
impedance Z1 and secondary reflected impedance Zr shown in Eq. 3.2. The secondary reflected 
impedance is the ratio of reflected voltage and primary current. 
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.    (3.4) 
Input power Pin, output power Pout and efficiency η of the power transfer are calculated using Eq. 
3.5-Eq. 3.7. It is assumed that the power is supplied with unity power factor into the primary 
compensation network. 













   (3.5) 
𝑃out = 𝑅L ∗ |𝐼L|































At zero-phase-angle frequency, the reactive power flow is zero. To form a resonance circuit with 
maximum power transfer capability, this frequency must be equal to the resonance frequency ω0, 
where the reactive parts in Eq. 3.5-Eq. 3.7 cancel out. Assuming identical coils in the primary and 










       (3.8) 
The efficiency at resonance frequency is expressed by Eq. 3.9 with the quality factors Q for each 























         (3.10) 
The same approach can be used for SP, PS, and PP-compensation networks. Table A-1 in the 
appendix summarises the total impedance, power transfer efficiency under resonance and the 
primary capacitance of the basic compensation topologies. 
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Figure 3-3 shows the power transfer efficiency and output power characteristics under varying 
mutual inductance for all four compensation topologies. Under perfectly aligned conditions, the 
mutual inductance is high and depends on the length of the air gap. Mutual inductance reduces 
with increasing air gap length and misalignment. The SS-compensated system reaches a high and 
stable transfer efficiency at low mutual inductances. Furthermore, it transmits the highest output 
power for a fixed input power. A PS-compensated system has the same power transfer efficiency 
as the SS-compensated system, however, transfers less power to the load. While the SP-topology 
transfers slightly less power to the load, the input power required is much higher, resulting in an 
overall lower efficiency. The lowest power is transferred by a PP-compensated system. 
Using an SS-compensation network is beneficial for application with variable load conditions i.e. 
DWPT charging, as the primary compensation capacitance C1 is independent of the load. The 
opposite is true for the remaining topologies, where C1 changes with varying load and coupling, 
potentially compromising the resonance frequency and transfer efficiency [130]. As shown in 
Eq. 3.2, the total impedance of the SS-compensated system drops with decreasing mutual 
inductance. This leads to an increase in primary current and therefore to a higher secondary current 
that supplies the load [131]. While using an EV, it is not always guaranteed to be in perfect 
alignment with the primary pad or track particularly during DWPT, which causes a reduction in 
mutual coupling. If the misalignment is too pronounced, the switching components experience 
high current peaks and can be damaged. Using a parallel primary can prevent this behaviour, as 
the primary current reduces under misalignment. 
 
Figure 3-3 Power transfer efficiency and output power vs varying mutual inductance M for the basic compensation 
topologies SS, SP, PS, and PP 
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An optimal selection process of the compensation topology based on the economics of the system 
is suggested in [132]. It concludes that SS and SP-compensation networks are the most suitable 
topologies for high-power WPT-systems. Additionally, SS-compensation requires less copper 
than the other basic compensation networks. However, this study does not consider soft switching 
or bifurcation. Bifurcation or frequency splitting results in multiple frequencies in which a zero-
phase angle is possible. It can be avoided by adopting the criteria given in [128]. A specific design 
guideline for SS-compensated systems is presented in [133].  
Each of the basic compensation topologies has disadvantages. Therefore, it is required to 
investigate other arrangements that alleviate these problems. Proposed extensions to the 
conventional SS-compensation are the so-called S/SP and SP/S topologies. Systems with S/SP-
topology use an additional parallel capacitance on the secondary side compared to the SS-network 
[134]. It provides a higher tolerance to varying air gap lengths. Using an SP-compensation on the 
primary side instead and an S-network on the secondary side improves the misalignment tolerance 
of the system, as the additional parallel capacitor allows for a transition between maximum power 
and maximum allowable misalignment [131]. However, there is a trade-off between power source 
rating and achievable misalignment tolerance. To increase the tolerance from 40% to 75%, the 
power source has to supply five times the rated output. Furthermore, load fluctuations caused by 
a varying state of charge (SoC) of the battery load have an impact on the resonant state of the 
system due to the parallel capacitor. This results in non-zero phase angle operation when the load 
changes [135].  
Samanta & Rathore proposed a WPT-system with a CCL-compensated transmitter side and an 
LC-compensated receiver side [136]. The design uses an additional capacitor connected in series 
to the conventional parallel-compensated primary and a series compensated secondary side. By 
using an additional series capacitor, the voltage stress on the inverter switches is reduced, which 
was a major drawback of conventional current-fed systems. One issue with this topology is the 
reduced efficiency in comparison to other compensation networks. 
An LCL-compensated receiving coil was developed in [137] and [138]. It uses a parallel capacitor 
and an additional inductor in series to the receiving coil. By adopting this compensation, the 
switching loss of the rectifier is reduced. One advantage of LCL-compensated coils is that it 
produces a constant current output, which is required for supplying multiple receiving coils. If 
LCL-compensation is used on both sides of the WPT-system, it enables bidirectional power 
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transfer [139]. However, it requires a complex control scheme with an external coil for 
synchronous switching [140]. 
One of the most investigated compensation topologies in more recent years is the LCC-
compensation shown in Figure 3-4 [135], [141], [142]. It combines a conventional series-parallel 
compensation on one side with a series inductor. This additional inductor can be integrated with 
the receiving or transmitting coil, hence no additional space is required [143], [144]. By using a 
bipolar compensation coil, the coupling between main coil and series inductor can be minimised 
[145], [146]. The resonance frequency is independent of load and coupling conditions, while the 
current through the primary coil and the output current are constant [147]. Generally, the power 
transfer efficiency is lower as more components are connected, but the stress on the capacitors and 
coils is lower [148]. Zhu et al. compared the LCC-compensation with a conventional SS-topology 
[149]. A critical load resistance RL,crit is determined to compare the transfer efficiency – mutual 




         (3.11) 
Secondary compensation inductor and secondary parallel compensation capacitor are denoted Lsc 
and Csc,2 respectively. If RL,crit is bigger than √
𝐿sc
𝐶sc,2
 then the efficiency of the LCC-compensation 
is more robust to variations in mutual inductance, but has a lower efficiency under perfect 
alignment. The opposite is true when RL,crit is smaller. Under these conditions, the SS-
compensation is less susceptible to changes in mutual inductance but offers lower efficiency under 
no misalignment. SS and LCC-compensation offer the same performance for the condition shown 
in Eq. 3.11. Due to the parallel capacitance, the total impedance of the LCC-system increases 
similarly to the parallel primary compensation. Thus, it guarantees safe operation under high 
misalignment. Furthermore, LCC-compensation offers lower magnetic field radiation [141]. LCL 
and LCC topologies can also be combined, where LCL is used on the primary side and LCC on 
the secondary [150]. 
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Figure 3-4 LCC-compensation network on primary and secondary side of a WPT-system, not showing primary side 
inverter and secondary side rectifier and filter 
3.2.3 Coil designs 
The main component of the WPT-system is the pair of coupled coils that allows power transfer 
via a magnetic field. A current flows through the primary coil and generates a time-varying 
magnetic field around it. In the vicinity of the primary coil, the secondary coil intercepts the 
magnetic field, which induces a voltage. The amount of induced voltage depends on the air gap 
length between the coils, the number of turns and the rate of change of the magnetic field. Due to 
this voltage, a current is flowing in the secondary coil that can supply a load. The set of coils forms 
a loosely coupled transformer linked by the main flux path and produces a leakage field that does 
not contribute towards the power transfer. By connecting each coil to the compensation network, 
the current flowing in the coils is maximised due to resonance. Main parameters that should be 
maximised during the design process of the primary and secondary pads are coil quality factor Q 
and the coupling coefficient k with a high tolerance for increasing air gap lengths and 
lateral/longitudinal displacements. 
In order to increase the coupling between the coils, ferromagnetic materials, so called cores, can 
be used to guide the magnetic flux. Prevalent losses within the coil-system arise from the core 
losses of the ferrite material and ohmic losses of the coils, including proximity and skin effect 
losses. Skin effect losses are reduced by using Litz wire, whereas core losses depend on the core 
material. To reduce core losses, the flux density should be below the saturation flux density of the 
material. However, the available design choices are limited by power and space requirements. 
After reducing potential losses, the efficiency of the power transfer can be improved by three 
design parameters, which ultimately affect the product kQ [151], [152]. As shown in Eq. 3.9, these 
parameters include the mutual inductance M or coupling coefficient k, the self-inductance of the 
coils L and the frequency ω. An increase in frequency increases the induced voltage in the 
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secondary coil, but at the same time increases frequency dependent losses like switching losses in 
the inverter, resistances in the coil, and core losses. Additionally, high frequency inverters are 
more expensive than ‘slower’ power electronics [151]. It is therefore important to choose the 
design frequency carefully. The self-inductance of coils increases with increasing coil dimensions 
or number of turns. In practice, the maximum size of the coil is limited by the size of the underbody 
of the vehicle. Increasing the number of turns is possible but constrained by the available volume. 
In addition, the area enclosed by the windings is important, as it affects the coupling coefficient. 
A larger area enclosed by the winding results in higher coupling [153]. Another way to increase 
the coupling is to decrease the air gap length or increase the coil dimension. Again, the air gap 
length is pre-determined by the application i.e. EV-charging and the size of the coils is limited. 
The coupling can be maximised by using equally sized coils as shown in Figure 3-5. Having 
equally sized coils also reduces eddy currents induced in the vehicle chassis and leakage magnetic 
field surrounding the coils [152]. Reducing the size of the receiving coil is convenient, as it would 
be easier to incorporate in the vehicle. However, the receiving coil will intercept less magnetic 
flux, lowering the magnetic coupling and efficiency. 
 
Figure 3-5 Mutual inductance vs ratio of receiving Rx and transmitting Tx coil radius at an air gap length of 0.1 m 
Keeping these dependencies in mind, the coils can be designed. In the beginning, circular coil 
designs were common due to their simplicity. This design originated from pot cores, where the 
magnetic field is guided within a small volume as the core material encloses the coil [154], [155], 
[156]. As the secondary circuit must be installed on the underbody of the vehicle, a reduction in 
size and weight is advantageous. In addition, using less ferrite reduces the price of each pad. 
Therefore, pot structures were converted to plates, disks or rods that are evenly spaced out above 
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the coil [157]. A pad structure designed by Budhia et al., shown in Figure 3-6, minimizes the 
amount of ferrite used, while maintaining a critical coupling between primary and secondary 
circuit [158]. 
 
Figure 3-6 Circular primary/secondary pad design using minimal amount of ferrite to achieve critical coupling [158] 
The magnetic field produced by circular coils has its maximum in the centre of the coil. It drops 
off significantly with any offset, resulting in a low non-directional misalignment tolerance. At a 
lateral offset of circa 40% of the diameter, circular pads have a null in their power distribution, as 
equal amounts of magnetic flux enter the coil from either side. Consequently, this makes a circular 
coil unsuitable for DWPT. Another disadvantage of circular coils is the achievable flux height. 
The coupling height depends on the diameter of the coil and is with one quarter of the diameter 
limited. Nevertheless, circular coils exhibit the highest magnetic coupling amongst similar sized 
coil geometries like square and rectangular designs [153]. Therefore, circular coils are still popular 
for stationary WPT-systems where the coil performance is maximised using multi-objective 
optimisation algorithms. These algorithms range from parametric sweeps [159] to genetic [160] 
and evolutionary algorithms [161]. In contrast, rectangular pads are the most common design for 
DWPT due to their high tolerance against longitudinal misalignment and efficient use of space on 
the vehicle [162], [163]. According to [164], rectangular pads are the most cost-effective option 
in comparison to circular and hexagonal design. Rectangular pads transfer the highest power over 
a specific area with a given material use. 
To increase the flux path height and misalignment tolerance of the transmitting pad, a new design 
approach was chosen as shown in Figure 3-7. By winding the coil around a ferrite bar, a so-called 
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flux pipe, flat solenoid or H-core pad is created [165], [166], [167]. Due to the increased flux path 
height, the coupling between transmitter and receiver side is higher. In comparison to the circular 
design, the flux pipe has a better lateral misalignment tolerance. The windings must be carefully 
designed, to reduce the overall amount of material used. Budhia et al. split the windings and used 
two separate coils connected in series per pad [165]. Whereas [166], used split cores to reduce the 
weight and cost of the pads. One major problem of these designs is the double-sided nature of the 
magnetic flux. Because the windings are on both sides, a leakage flux is produced on the backside 
of the pad, which lowers the coupling and reduces the transfer efficiency. It is possible to use an 
aluminium shield on the backside to reduce interactions between flux and surroundings. However, 
there will be losses associated with the eddy currents produced in the shield and the interactions 
between the shield and coil. 
 
Figure 3-7 Flux pipe/ flat solenoid coil configuration a) flux pipe by [165] b) flat solenoid by [166] 
As shown, the tolerance against lateral misalignment is a key factor in designing the coil structures 
in WPT-systems. Commonly, there is a null in the power distribution as the lateral offset increases 
regardless of the coil design. Elliott et al. designed a multiphase pickup coil (quadrature coil) that 
uses two windings, combining a horizontal winding and a vertical winding, wound on top of each 
other around a ferrite E-core [168], [169]. Using two windings, one is compensating the power 
null of the other and vice versa, alleviating the problem, while achieving similar power levels as 
conventional coil structures. However, it uses twice the amount of copper wire. 
The feature of producing a single sided flux sparked new research on advanced coil structures. 
Popular examples are the DD and DDQ pads [170], [171], the bipolar pad [172], [173], tripolar 
pad [174], [175], and a novel design called ZigZag [176]. A DD-pad uses a similar approach as 
the flux pipe design, but instead of winding the coil around the core material, it is wound like a 
circular spiral coil on top of the core material. It channels the magnetic flux and re-directs it to the 
front. Therefore, this design does not produce flux on the backside of the coil. As shown in Figure 
3-8a) the flux that links the pads, is the flux produced by the coupling between both coils in one 
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pad. In order to maximise the coupling, the ‘flux pipe’ length has to be maximised. One drawback 
of the DD design is it only couples the horizontal flux. By adding the quadrature coil designed in 
[168], the vertical components can be utilised and a DDQ structure is created as shown in Figure 
3-8b). The DDQ pad uses more wire as it combines two windings but creates twice the flux height 
of a circular coil. Bosshard et al. compared the performance of rectangular and DD charging 
systems with each other [177]. A rectangular WPT-system has a marginally higher mass and 
surface area related power density, but the DD pads create a lower magnetic leakage field. 
Recently, new adaptations of the DD pads have emerged, including an overlapped DD array [178] 
and a crossed DD coil [179]. The crossed DD coil setup uses two rectangular coils next to each 
other similar to the conventional DD coil. In contrast, one coil is shifted by half a coil length in 
longitudinal direction. The system improves misalignment tolerance if multiple coils are placed 
next to each other. To guarantee minimal changes in mutual inductance, two coil pairs have to be 
excited at the same time. As multiple coils are energised, the magnetic field of the uncovered coils 
needs to be shielded. An overlapped DD array uses multiple stacks of DD coils on top of each 
other with an offset between the different layers [178]. It optimises the transfer efficiency and 
aims at very low-speed dynamic power transfer.  
 
Figure 3-8 Single-sided flux coil designs a) DD- and b) DDQ-pad [171] 
The bipolar pad design is similar to the DD pad, but the individual coils overlap. It has similar 
power transfer capabilities but uses approximately 25% less wire material [173]. Furthermore, 
both coils require an independent converter, which are synchronised [180].  
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Figure 3-9 Three-coil design pads a) circular-shaped tripolar pad [175] b) ZigZag pad [176] 
In contrast to the two coils used in a DD-pad, the tripolar design uses three coils similar to the 
DDQ pad [174]. The three oval-shaped coils are decoupled from each other and overlap at the 
centre of the coil as shown in Figure 3-9a). Decoupling is achieved by adjusting the overlapping 
area to minimise the induced field in the adjacent coil [181]. By adopting multiple coils, the pad 
provides a high non-directional misalignment tolerance and therefore a larger effective area to 
transfer rated power [182]. In addition, the leakage field is significantly reduced in comparison to 
a circular pad. One disadvantage is the complex control scheme required. Furthermore, each coil 
is driven independently by an individual inverter, leading to increased costs. Figure 3-9b) shows 
another design that uses three coils per pad, one large coil wound as a rectangle containing two 
smaller rectangular coils in the area enclosed [176]. It has a uniform magnetic flux distribution in 
the smaller coils. The output power provided to the load changes only slightly over a wide range 
of misalignments. Again, a large amount of wire material is used. Furthermore, a hexagonal coil 
is introduced in [183]. While the performance of the proposed coil geometry is similar to that of a 
circular spiral coil (about 1-1.6% higher misalignment tolerance), its main improvement is the 
reduction in weight by about 26%. It is also possible to use intermediate coils between the main 
transmitting and receiving coils to further increase the transmission distance [184]. However, 
intermediate coils are not addressed in this review. Finally, a bifilar Archimedean coil is proposed 
in [185]. The coil comprises two spiral arms which are oriented 180° relative to each other. The 
stray capacitance between the two arms is used to form a series resonance circuit. Table 3-1 
summarises the differences in achievable misalignment tolerance and if the design is subject to a 
null in the power distribution, as well as flux path height for various coil designs. As shown in the 
review, the aim of future coil designs is the increase in misalignment tolerance as well as transfer 
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distance while maintaining a high transfer efficiency. Both factors are important with respect to 
the feasibility of such systems and their flexibility and usability in a real-world scenario. The short 
comings of earlier designs are alleviated through careful routing of the copper wire or even through 
the introduction of additional (smaller) coils within the main coil area. Nevertheless, space 
requirements must be kept in mind as vehicles themselves are being optimised to reduce free space 
within the chassis and overall weight. 
Table 3-1 Comparison of different coil design approaches 
Coil design Misalignment tolerance Flux path height Reference 
Circular Null at 40% of diameter ¼ of coil diameter [158] 
Flux pipe/ flat 
solenoid 




Null at 34% of length of pad (in x-
direction) 
½ of coil length [171] 
DDQ 
Null at ca. 95% of length (in x-
direction) 




Null at ca. 95% of length (in x-
direction) 
Twice of circular [173] 
Tripolar Non-symmetric tolerance N/A [182] 
Hexagonal Similar to circular N/A [183] 
Zigzag No null 1/(2.5) of coil length [176] 
 
3.2.3.1 High temperature superconductors (HTS) as coil material 
So far, coils are conventionally made of copper wire due to its high conductivity, while still being 
cheap and easy to manufacture. To reduce the impact of proximity and skin effects at higher 
frequencies, copper in form of Litz wire is used. While copper has a good balance between 
performance and cost/availability, new materials emerge to improve the performance of WPT-
systems. One of these new materials are high temperature superconductors (HTS) [40]. Even 
though HTS are more expensive than copper, they are already used as coil material in other 
systems e.g. power generators for wind turbines [186], [187] or fault current limiters [188], [84], 
but are not as prevalent in WPT. In addition, HTS-capacitors for WPT are proposed but are not 
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part of this review [189]. HTS provide virtually no resistance and high current densities, when 
operated in critical state. Incorporating HTS in a WPT-system can increase transfer efficiency due 
to the smaller resistance and therefore higher quality factor Q. Furthermore, higher current 
densities lead to smaller dimensions of the system, while maintaining high power levels. Another 
positive effect is the increase in possible transmission distance as the magnetic field density is 
higher. The critical state is dictated by the temperature, current density and magnetic field. Each 
of these critical values depends on the type of HTS used. Outside of this critical state, the 
superconductor ‘quenches’ and converts back to a normal conductor. Additionally, HTS lose their 
superconductivity if bent too far [190], [191].  
One requirement for the use of HTS material is an additional cooling system that cools the coils 
below critical temperature. The coolant required depends on the critical temperature of the HTS. 
Conventionally, rare-earth barium copper oxide (REBCO) superconductors are used, which are 
cooled with liquid nitrogen to 77K. The additional need for cooling leads to further space demand 
and increased cost which ultimately can offset benefits obtained from using HTS material. 
Furthermore, handling cryogenic material raises safety concerns which need to be addressed. This 
is particularly true for HTS in receiving coils mounted underneath a vehicle. If HTS are used in 
transmitting coils, specially trained personnel are required for the installation of the transmitting 
pads/ rails, while space concerns are not a key driver.  
Compared to regular copper, HTS material has interesting AC loss characteristics [192], [193], 
[194]. Operating at higher frequencies causes increased AC losses in HTS, which has direct 
influence on the power transfer efficiency. AC losses in HTS contain transport losses, hysteresis 
losses, and eddy-current losses [195]. It is important to quantify and minimise these losses, as heat 
is dissipated proportionally to the losses, which puts an additional burden onto the cooling system. 
Because of the lower resistance, HTS coils have a higher Q-value compared to conventional 
copper coils and therefore support a higher transfer efficiency. Like a typical coil system, HTS-
WPT systems require resonance to achieve maximum power transfer efficiency. Therefore, 
bifurcation can occur as well and must be considered by the controller [195].  
In general, using HTS as coil material on both sides can increase the power transfer capabilities 
as shown in Figure 3-10a). The transfer efficiency for conventional copper systems increases when 
the coils are cooled, as the resistance decreases [196]. HTS-coils on both sides require cooling 
systems in both pads as well, which might not be possible due to space constraints and cost. Chung 
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et al. and Kim et al. stated that a receiver coil with high Q-value and low impedance is 
advantageous over a transmitting coil with high Q-value [196], [197]. Conversely, as shown in 
Figure 3-10b), the impact of using HTS in the transmitting coil is greater than for HTS in the 
receiving coil. 
 
Figure 3-10 Power transfer efficiency for different coil materials at a resonance frequency of 3 kHz a) same material is 
used for receiving and transmitting coil b) different materials for receiving and transmitting coil [195] 
Traditional WPT-charging systems use single coil sub-systems. Some DWPT-systems, 
particularly chargers using power supply rails, can supply multiple receiving coils with a single 
transmitting coil. Multi-coil systems are investigated, where one copper coil is substituted with an 
HTS-coil [198]. Kim et al. proposed a system with four coils, two made from HTS [199]. It has a 
power coil connected to the power supply and a transmitting coil coupled to the power coil, on the 
transmitting side. Both made of copper wire and operated at room temperature. The receiving 
system contains an HTS receiving coil and an HTS load coil that is connected to the load. Power 
and load coil have one turn and an air gap length of 3 cm to the transmitting and receiving coil, 
respectively. At an air gap length of 0.3 m a current transfer efficiency of 50% was achieved. A 
key aspect of the experiments was the impedance matching between the load and the transmitting 
coil pair. The experiments conducted in this study used a resonance frequency of 13.56 MHz, 
which is not viable for charging EVs. However, it shows the general principle of using multiple 
HTS and copper coils within one system 
Chung et al. suggested using a resonator coil between transmitting and receiving coil [200]. Three 
different arrangements were tested and are shown in Figure 3-11. At a frequency of 370 kHz the 
system, using two HTS-coils in the transmitting sub-system had the highest transfer efficiency 
with 79% compared to 67% achieved by the three-coil system with cooled coils. A total of 4 litres 
38 
of liquid nitrogen per hour of testing was consumed by the cooled copper coil system whereas 
approximately 2 litres were consumed by the HTS system while supplying 400 W to the 
transmitting coil. This consumption can be reduced by adopting and optimising different cooling 
systems, instead of using a batch approach without covering the cooling vessel. One issue of using 
an additional resonator coil is the varying air gap length between resonator and receiving coil. As 
the gap length varies, the resonance coupling between the coils changes, which introduces reactive 
power losses and therefore thermal losses that need to be compensated by the cooling system. An 
improved transfer efficiency, when using HTS resonator coils compared to copper coils was 
reported in [201]. 
 
Figure 3-11 Different coil arrangements for a three coil WPT-systems incorporating HTS a) conventional system with 
copper coils at room temperature, b) copper coil resonator in conventional system, c) three-coil system with cooled 
transmitting and resonator coil (77K), d) HTS-three-coil system with HTS transmitting and resonator coil cooled to 77K 
[200] 
A study conducted by Inoue et al. investigated the impact of low-frequency operation on the power 
transfer efficiency [202]. It has been shown that at low resonance frequencies, the HTS-system 
has a much higher transfer efficiency due to the higher quality factor of HTS-coils compared to 
traditional copper-systems. Furthermore, the HTS-system presents a higher robustness against 
frequency variation compared to copper-systems. This allows more leeway in the frequency 
control. A summary of experiments conducted with HTS-systems is presented in Table 3-2. 
While losses occurring in the pavement material are negligible [203], the material of the cooling 
vessel has great impact on the coil-to-coil efficiency. Jeong et al. compared multiple vessel 
materials under varying air gap lengths [204]. The system comprised source and load coils made 
from copper and two YBCO-coils (Yttrium barium copper oxide) in the transmitting sub-system. 
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Amongst the tested vessel materials were fibre reinforced plastics (FRP), Bakelite, polystyrene, 
aluminium, and iron. While FRP, Bakelite and other plastics have high wave penetration 
characteristics, aluminium and iron have high electrical conductivity and are used as shielding and 
core materials. While increasing the air gap length, the reflection parameter was measured and 
compared. The plastic materials have only minor impact on the power transfer, with FRP 
achieving the highest unaffected transmission distance with 2 m. Hence, FRP is the most 
favourable cooling vessel material amongst the tested ones. Instead of absorbing or reflecting 
incident magnetic waves, it does not affect them. In addition, its durability is very high, and it has 
a very low thermal conductivity with 0.5 W/(m*°C) [205]. On the other hand, iron and aluminium 
are the least favourable materials as they absorb magnetic flux and cause losses. Other investigated 
plastics had good properties regarding power transfer efficiency, but low durability and therefore 
are not suitable for WPT-systems. Kang et al. investigated the effect of steel and Styrofoam 
material as cooling vessel material for the HTS-receiving coil [206]. Styrofoam has a similar 
magnetic permeability to air and liquid nitrogen, and therefore does not affect the magnetic field. 
Whereas steel channels the magnetic field inside the cooling vessel and lowers the incident 
magnetic field on the HTS-coil. Hence, metallic materials should not be used as cooling vessel 
materials for WPT-systems, as they severely affect the magnetic field and cause losses. While 
experiments investigate the effect of vessel materials on the power transfer, they do not outline 
practical solutions for real world systems and do not consider safety regulations. The effect of rain 
or water between the charging pads was investigated in [207]. Different containers, surrounding 
the coils, were filled with fresh water or salt water with a salinity of 3.4%. The results show that 
fresh water reduces the transmission efficiency by up to 5%, even when only one coil is 
surrounded. If salt water is used, the efficiency decreases significantly with a maximum efficiency 
decrease of 30% when both containers are filled. This is due to the shielding effect of the salt 



















500 0.3 370 
HTS Tx: 0.3m 
Copper Rx: 0.3m 
[196] 
200 0.5-1.5 13560 
Copper Tx: 0.28m 
HTS Rx: 0.28m 
[197] 
11 0.05-0.22 3 
HTS Tx: 0.29m 
Copper Rx 0.29m 
[195] 
N/A 0.03-0.18 63.1 
HTS Tx: 0.3m 
Copper Rx: 0.2-0.3m 
[190] 




N/A 0.3 370 
Copper Tx: 0.3m 
HTS Rx: 0.3m 
[206] 
60 0.4 370 
HTS Tx: 0.3m 
Copper Rx: 0.3m 
[208] 
 
3.2.3.2 Track layout 
Not only has the geometry of the charging pads an impact on the system performance but also the 
system layout, particularly on the primary side. While the layout for stationary system is straight 
forward, there are different options available for DWPT mostly related to the dynamic nature of 
the charging process. Main challenge associated with DWPT is the short time period in which the 
transmitting and receiving pad can interact with each other and transfer power. As the vehicle is 
approaching the transmitting pad from one side and moves across it, the magnetic flux intercepted 
by the receiving coil and therefore the magnetic coupling changes. This causes power and transfer 
efficiency fluctuation and increased stress on the power electronics. To reduce the impact on the 
charging system and grid connection, charging pads must have a high degree of misalignment 
41 
tolerance. Depending on the layout of the transmitting coil and power supply, two designs can be 
distinguished and are shown in Figure 3-12. 
 
Figure 3-12 Different track layout options for DWPT 
While in stationary charging a single power supply can power one or multiple separate 
transmitting pads, another option is considered for DWPT charging. Instead of using multiple 
segmented transmitting pads for DWPT, a long transmitter rail is widely used [209], [210]. Both 
designs have advantages over the other approach, but also their own disadvantages. Using a long 
transmitter track minimises the amount of system components and reduces control complexity, as 
it produces a constant power output and current once the receiving pad is located above the track. 
However, it increases the ratings of each component if supplied by a single power source and if a 
fault occurs, the whole system must be switched off, decreasing the system reliability. In addition, 
the efficiency is low during part load operation as the whole track always needs to be energised  
and the coupling is lower, as the receiving coil is much smaller. The electromagnetic field 
produced by the parts that are not in use must be supressed to reduce harmful radiation. 
Furthermore, the consumption of coolant is higher if HTS-coils are used [211]. On the other hand, 
if the transmitting sub-systems contains multiple segmented pads [212], [213], it requires a 
multitude of components like power sources and high-frequency inverters, as every pad has to be 
connected separately. By using multiple inverter-pad sub-systems, the reliability of the system 
increases through redundancy, as the charging system is still functional, when faults occur within 
one segment. It is also possible to connect multiple pads together and instead of using several 
42 
inverters, one high power inverter is connected via switches to the transmitter pads [214]. Each of 
the pads switches off as soon as the vehicle passes over it, reducing the electromagnetic field 
radiation and alleviating the reduced coupling. In addition, each transmitter pad has a compact low 
weight structure, which simplifies deployment. Disadvantages of this layout are the increased cost 
and control complexity to increase efficiency and lower the grid impact due to power fluctuations. 
The inter-pad spacing needs to be optimised as it affects the system performance [215], [216]. If 
the pads are too close together, coupling between the transmitting pads can occur, which produces 
negative current stress and it would increase the number of pads per given length. The coupling 
between the transmitting coils can be reduced by placing them farther apart, but this will 
eventually result in discontinuous power transfer and has negative effects on the grid network.  
3.3 Control Methods 
For controlling the power throughput and output of the system, multiple control methods can be 
used. The most fundamental methods are primary side control [217], [218], secondary side 
control [219], [220], [221] or both combined [17], [222], [223]. A primary control method cannot 
be used for power supply tracks with multiple pickup coils. It is necessary that one supply is 
connected to only one receiver [224]. The primary current and the frequency are controlled to 
regulate the power output on the secondary side. Using this strategy provides higher efficiencies 
at lower loads compared to secondary control [225]. One requirement for primary control 
strategies is a communication link between transmitting and receiving pad. The battery 
management system (BMS) is transmitting information about the battery e.g. SoC etc. to the 
primary pad. By controlling the transmitting pad, the secondary electronics can be simplified, thus 
reducing complexity and cost. 
Two important strategies are considered for inverter control, namely phase shift control and 
frequency control. When phase shift control is used, the phase difference at constant switching 
frequency between inverter legs is varied [226]. While varying the phase shift, the pulse width of 
the voltage output signal changes. This causes the amplitude of the voltage fundamental to change 
accordingly and controls the power output. However, it compromises soft switching as bifurcation 
during operation close to resonance can occur, which can lead to non-inductive conditions and 
high switching and conduction losses. Phase shift control does not require a communication link 
between transmitting and receiving pad, but it is only usable for full-bridge inverters [227]. During 
frequency control, the phase shift between inverter legs is constant and the switching frequency is 
varied [228]. This affects the DC output voltage feeding into the battery on the receiver side. The 
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controller constantly monitors the switching conditions and updates the inverter frequency and 
switching signals. A range of possible switching conditions needs to be pre-defined so that the 
controller can limit the frequency to achieve ZVS. To reduce losses, the WPT-system has to 
operate under inductive conditions and the actual resonance frequency must be measured in real 
time. 
Secondary side controllers keep the supply current and the frequency constant and each receiving 
system adjusts the power it draws according to their load [229]. If multiple receiving pads are 
connected to the primary, an active rectifier in each secondary system is required. The power 
drawn by the secondary system can be controlled by varying the Q-value. As the whole supply 
rail must be powered, efficiency under part load is low. A combination of control methods on both 
sides can vary the current and the power demand according to the load on the secondary side. 
Hence, it requires the same power electronics as primary and secondary control. Highest efficiency 
is achieved by controlling current and Q-values, to match primary and secondary side losses [230]. 
Advantages of primary and secondary side control can be combined. Diekhans & De Doncker 
proposed a dual-side controlled WPT-system with a full-bridge inverter on the primary side and 
an active rectifier on the secondary side [231]. The lower half of the rectifier consisted of switches 
instead of diodes. By varying the pulse width of the secondary voltage, the fundamental output 
voltage to the battery can be adjusted. At the same time, the inverter is phase shift controlled. The 
primary current is controlled by the secondary rectifier pulse width, while the primary inverter 
pulse width affects the secondary current. A control strategy is developed that uses this additional 
degree of freedom to maximise the overall efficiency by adjusting the point of operation. While 
the frequency is limited to 35 kHz it is not clear to what extend the system behaviour changes 
when a higher switching frequency of 85 kHz is used. A bidirectional frequency control is 
proposed in [222]. It uses the system frequency to control the supplied power. A new controller is 
demonstrated in [232], which uses active and reactive power, measured at the resonant circuit of 
the secondary side, to regulate the bi-directional power flow. The new controller does not require 
a dedicated communication link between primary and secondary side. However, the system has 
reduced efficiency in the part load regime. 
3.4 Communication in WPT-systems 
Equally important to the power transfer system is the communication link between GA and VA. 
This also includes the communication to the grid connection of the GA to manage the demand 
based on the grid status. Communication between the sub-systems is required throughout the 
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charging process in a stationary environment as well as under dynamic charging conditions. The 
VA needs to detect and request charging from the GA. At the same time, the GA must approve or 
deny the request. In addition, the GA must detect any foreign objects on the road, which might 
affect the charging process. Once the charging request has been approved, the VA transmits its 
charging requirements. These include SoC, power level, misalignment and ground clearance. To 
ensure optimal charging conditions the VA has an alignment assistance to maximise transfer 
efficiency. During the charging process, SoC and position of the vehicle are monitored [233]. 
After the charging process, the method of payment must be communicated between the parties. 
Wireless communication for stationary charging systems is possible, particularly for smart 
charging purposes [234], [235]. Key technologies for communication systems under review for 
stationary WPT include Zigbee, Wi-Fi, Bluetooth and cellular [236]. However, conventional off-
the-shelf communication systems i.e. Wi-Fi or Bluetooth are not well suited for wireless 
communication in WPT-systems, as one of the key requirements is a two-way link with 
simultaneous data transfer (duplex) [237]. 
For DWPT there are additional requirements that are caused by the speed of the vehicle and the 
potential to charge multiple vehicles at the same time. Problems like priority charging and 
queuing, as well as the potential of speed limitations on the stretch of road arise. Therefore, 
commonly used technologies in stationary wireless charging cannot be used for DWPT systems. 
Special requirements for the dynamic system include low latency to ensure stable real-time 
communication at higher velocities, an increased communication range to reduce roaming 
between charging zones and the potential to support multiple vehicles [238]. Furthermore, a high 
bandwidth and reliability are required to safely incorporate real-time control mechanisms and 
transfer of information [239]. The SAE J2954 guideline outlines Wi-Fi, Dedicated Short Range 
Communication (DSRC) or RFID as potential communication technology for WPT-systems. 
RFID communication is suitable for stationary charging, but not usable under dynamic conditions 
due to latency issues. Furthermore, the signal strength after propagating through concrete to reach 
the transmitting coil might not be sufficient enough [240]. A study conducted by Gil, et al. 
compared DSRC, radio communication, cellular communication, satellite communication and 
WiMAX [238]. It concluded that DSRC and cellular communication are the most favourable 
options. DSRC has a very low latency while maintaining a reasonable high data rate. However, 
the effective maximum coverage is limited to around 300 m, which might not be enough 
depending on the length of the charging lane. Cellular communication has a very high coverage 
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area in which it can transfer with high data rates but with higher latency than DSRC. An additional 
benefit of DSRC is its current utilisation in safety applications, hence providing a secure 
communication link [241]. 
Echols et al. proposed a hybrid communication system based on wireless and wired 
communication [242]. The infrastructure uses a wireless communication link (cellular and DSRC) 
between VA and GA to process the detection of the approaching vehicle, and the charging request. 
After the charging request has been approved the information are transmitted to a roadside unit 
(RSU) and the vehicle is tracked via GPS. The communication between RSU and GA is realised 
via optical cables to provide low latency, real-time exchange of information. So far, the 
communication with a single EV has been tested but the impact of multiple vehicles charging at 
the same time has not been investigated. Another hybrid system based on two different wireless 
communication links is suggested in [243]. It uses DSRC for the communication between VA and 
GA, providing a low latency and low jitter link. A Fog management system manages and 
supervises the DSRC-system. Information gathered during the VA-GA communication are stored 
in a cloud network and can be accessed by users without disturbing time-sensitive communication. 
Hybrid systems provide a valuable alternative to single technology communication. However, 
increased complexity of the communication link could raise additional problems like user 
accessibility. Another technology that might be viable for future wireless communication in 
DWPT is 5G, as it provides fast data transfer between multiple parties with low latency [244], 
[245]. Currently, 5G technology is still in the early stage of deployment [246]. 
3.5 Foreign object detection and EV detection 
Foreign object detection (FOD) is a key auxiliary system required to enable widespread 
application of wireless charging. It covers the detection of living objects (LOD) and non-living 
objects e.g. conductive objects and approaching EVs. If the system detects objects between the 
charging pads it immediately shuts down and prevents any power transfer. By doing so, it prevents 
heating of conductive objects, which can cause safety hazards. Furthermore, it prevents that living 
matter e.g. people or animals are subject to magnetic and electric fields. On the technical side, it 
also prevents system losses and switches off the power transfer when the receiving coil is not near 
the transmitting pad. 
Multiple methods are known to date and mostly rely on sensors i.e. inductive or capacitive, optical, 
and mechanical [247]. A simple and cheap way is the comparison of power losses in the system 
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with and without the presence of a conductive object between the pads [248]. Unfortunately, as 
WPT-systems transfer high powers, the losses generated are small and difficult to detect [247]. 
Another approach uses the quality factor Q of the secondary pad [249]. This method is viable for 
stationary systems that include an alignment mechanism. If the pads are misaligned the quality 
factor of the receiving system changes, disguising the change due to an object. The same is true 
for DWPT-systems as the receiving coil is constantly moving, causing a changing quality factor. 
Jang et al. proposed an FOD-system based on the change of the magnetic field [250]. It uses 
multiple non-overlapping coils in the transmitting pad, to detect an object and the voltage 
difference in the sensing coils across the pad area. The detection of living objects uses similar 
technologies. By using the capacitive coupling between the transmitting pad and the ground, an 
approaching living object e.g. animals or humans can be detected [251]. The presence of the living 
object alters the coupling, but changes are minimal and require careful tuning of the sensor. 
Vehicle detection is a special form of metal object detection and is mainly used for switching the 
transmitting pad on and off depending on the presence of the receiving pad. It is possible to 
incorporate the vehicle detection into the FOD-system [252]. Figure 3-13 shows the detection coils 
for a combined system for stationary charging. It comprises two sets of coils, one for lateral 
direction and one for longitudinal direction. The system uses the difference in induced voltage in 
each of the detection coils to locate the object, while the impact on the power loss characteristic 
is widely minimised. Due to the additional coils, the material usage of the system is high. 
 
Figure 3-13 Detection coils for a) longitudinal direction b) lateral direction and c) combined [252] 
Vehicle detection for DWPT-systems is a main research area within wireless charging systems. A 
wide range of detection systems exists. Multi-coil systems are commonly proposed e.g. [253] and 
[240]. In [240], the transmitting pad includes two coils with an offset in the direction of travel and 
a single detection coil is incorporated in the receiving pad. The detection coil in the receiving pad 
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is energised, which induces a voltage in the detection coil in the transmitting pad as the EV 
approaches the charger. Due to the longitudinal offset of the coils, the voltage profile is different, 
and the phase difference can be used to detect the vehicle. One drawback of this method is that 
only vehicles approaching along the direction of travel are detected. In general, neighbouring 
transmitting pads should be decoupled to reduce the negative impact on the transfer efficiency. 
However, there is a small, often negligible coupling between the pads depending on the pad 
spacing. Here, this coupling is used to detect the approaching vehicle [254]. As the EV approaches 
the transmitting pads, the ferrite in the receiving coil affects the coupling and allows a voltage to 
be induced in the latter transmitting coil. If the primary pad resonates with its tuning capacitor, a 
current flows and is measured and utilised to detect the vehicle. While the current sensor is already 
part of the transmitting pad, the system is only applicable to segmented DWPT-systems that uses 
closely spaced transmitters. Other approaches include phase differences between voltage and 
current in the transmitting pad [255] or RFID [256]. These systems are limited to a single vehicle 
per pad and limit the vehicle speed. A new type of detection system uses ferrite position 
identification (FPID), which locates the vehicles position based on the detection of specifically 
arranged ferrite cores [257]. An extension to this system employs a ferrite core counter and a FPID 
messaging unit, that can actively correct errors and does not need information from the source coil 
or the inverter [258]. For stationary charging systems in particular, position correction is viable 
option to maximise the transferred power. In [259], the transmitting coil position is adjusted based 
on the magnetic coupling between Tx and Rx. 
3.6 Health & Safety of WPT-systems 
The use of time-varying currents and voltages, particularly at higher power levels, brings certain 
risks and concerns for health and safety (H&S) with it. However, these risks are well known due 
to usage in other fields and can therefore be addressed. They include electromagnetic field 
exposure, electrical shock, and fire hazards [260]. Hence, the bigger challenge with H&S in WPT 
is the public perception of the safe employment rather than an actual challenge for the system 
[261]. The high-frequency currents in the system produce varying magnetic and electric fields. 
Due to the low coupling between the coils, the share of leakage fields is high. It causes unwanted 
electromagnetic interference and field exposure, which not only lowers the system efficiency, but 
also leads to safety risks. To limit the impact of magnetic and electric fields on employees and for 
the public in general, the International Commission on Non-Ionizing Radiation Protection 
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(ICNIRP) proposed a guideline for field limitations [262], [263]. The reference levels for electric 
and magnetic fields for public and occupational exposure are shown in Figure 3-14. 
 
Figure 3-14 ICNIRP reference levels on magnetic and electric fields for occupational and public exposure [262] 
In the late 2000s, the World Health Organization (WHO) presented a report that stated, that there 
is a lack of scientific evidence for health risks caused by fields with a frequency below 100 kHz 
[264]. Since then, the amount of research on low-frequency magnetic and electric fields has 
increased but it is difficult to study the long-term effects of magnetic radiation. Short-term effects 
and biological response can be studied by using experiments on mice and other animals [265]. A 
study conducted by Nishimura, et al. could not observe any changes in reproductive organs of rats 
during and after magnetic field exposure with frequencies of 20 kHz and 60 kHz [266]. The 
investigated magnetic fields had a higher field intensity but a lower frequency than currently 
present in WPT. It is therefore difficult to gauge possible impacts on the human body. 
With the aid of anatomical models of humans, it is possible to assess the impact of external 
magnetic field exposure on humans [267], [268], [269]. These models are based on MRI-scanned 
human bodies and include properties of multiple different tissues, organs, and body fluids [270]. 
By coupling the anatomical model and the magnetic field generated by the WPT-system, a tool is 
obtained to investigate the impact of magnetic field exposure. A person can interact with the 
wireless charging system and its most delicate areas in multiple ways. Due to the proximity to the 
transmitting coil, the area underneath the vehicle has the highest magnetic field strengths and is 
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most likely to exceed the reference levels of the guidelines [271]. Other areas that need further 
investigation include the area surrounding the vehicle and the inside of the vehicle. The inside is 
particularly important for future DWPT-systems. 
A study conducted by Shimamoto, et al. investigated the effect of a 7 kW WPT-system operating 
at 85 kHz on a human body [272]. The magnetic field distribution around the vehicle, generated 
by a two-coil system under misalignment (0.2 m later and 0.1 m front-to-back) is modelled using 
ANSYS HFSS. To mimic the field incident to the human MRI-model, the results are extracted and 
the magnetic vector potential that would yield the same magnetic field is calculated. This is done 
to ensure that the resolution of the incident field distribution is equal to the MRI-model. After that, 
four cases are investigated. A kneeling person touching the vehicle chassis, a person lying next to 
the vehicle with his right arm stretched towards the coils, a person standing on the transmitting 
coil (neglecting receiving coil) and a person sitting on the driver’s seat were simulated. The 
induced electric field distribution for the person sitting on the driver’s seat is shown in Figure 
3-15.  
 
Figure 3-15 Induced electric field distribution of the human model sitting on driver's seat [272] 
The maximum induced electric fields for all scenarios are shown in Table 3-3. The highest values 
are obtained when the person is lying on the ground, next to the vehicle where the magnetic field 
is the greatest. ICNIRP limits the maximum internal electric field in the frequency range of 3 kHz-
10 MHz to 1.35*f*10-4, which limits the electric field to 11.39 V/m at 85 kHz [262]. All the 
investigated scenarios are within the guideline. It has been shown that the system complies with 
current guidelines even under misaligned conditions. However, only a single pair of primary and 
receiving pad is investigated, neglecting the effect of supply rails and the increased magnetic field 
due to lower coupling and greater area coverage. In addition, the power during the absence of the 
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receiving pad was reduced to 5 W, ignoring the case when rated power is transferred during open 
circuit operation.  
Table 3-3 Maximum induced electric fields for each scenario after [272] 




Site of maximum 
E-Field 
Tissue types of the 
highest E-field 
Stand next to the vehicle 0.4 Ankle 
Fat (71%), bone (26%), 
other (3%) 
Crouch toward the 
vehicle 
0.92 Thigh 
Fat (78%), bone (21%), 
other (1%) 
Lie on the ground 2.3 Chest 
Fat (67%), bone (26%), 
muscle (7%) 
Lie on the ground (arm 
stretched) 
5.95 Hand/forearm 
Fat (41%), bone (21%), 
muscle (38%) 
Sit on driver’s seat 0.024 Buttocks 
Fat (90%), bone (8%), 
other (2%) 
Stand on transmitting 
coil 
0.55 Foot Fat (76%), bone (12%), 
muscle (12%) 
Park used a 3.3 kW WPT-system that operates at 85 kHz, to evaluate the electromagnetic 
exposure [273]. A two-stage process to solve the bio-electromagnetic problem in the human model 
proposed in [274] was used. The equivalent currents radiated by the WPT-system are resolved 
using the equivalence principle. With the known incident fields, the internal electric fields in the 
human body are calculated by using the quasi-static finite-difference time-domain method. Three 
different positions of the human model relative to the WPT-system were considered. A person 
standing next to the WPT-system (case 3 foot), one lying in front of it with the head pointing 
towards the system (case 3 head), and the WPT-system is positioned at half the height of the 
human model (case 3). In addition, the system is covered with a 1.5 m x 1.5 m x 1 mm metal plate 
to mimic the vehicle floor panel, while a person is standing next to it (case 3 metal). The lateral 
distance between the system and the human was always 0.1 m. As the magnetic field changes with 
the relative position of the coils to each other, the perfectly aligned case as well as the misaligned 
case were investigated. Figure 3-16 shows the normalised results for the misaligned case, which 
is the worst-case scenario. By simulating the vehicle chassis, the induced field is much smaller 
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than in the other case. The induced current in the head is the largest, as the conductivity of the 
tissue was the largest. Nonetheless, all results were below the ICNIRP guidelines. The case of 
operating at rated output during absence of the receiving coil, as well as a receiving pad supplied 
by a power rail were not investigated. Similar models were built with human models of children 
and the induced electric field was smaller, due to the smaller cross-sectional area of the body 
[270].  
 
Figure 3-16 Internal electric field normalised to basic restrictions from ICNIRP guidelines of 1998 (J) and 2010 (E99) 
for the cases where the WPT-system is placed in the middle of the human model (case 3), next to the feet (case 3 foot), 
next to the head (case 3 head) and covered by metal plate (case 3 metal) [273] 
Campi et al. investigated the magnetic field produced by a 22 kW WPT-system operating at 
85 kHz [275]. 3D FEA-modelling was used to calculate the magnetic flux inside a vehicle and its 
surroundings. The WPT-system was compliant with ICNIRP reference levels for the fully aligned 
case. However, under large misalignments small areas around the vehicle were reported in which 
the magnetic field exceeded the limits. Passengers located within the vehicle were not subject to 
increased magnetic fields. The highlighted areas around the vehicle were investigated further in 
[276], with the potential coupling between a pacemaker and the charging system of an EV. As 
demonstrated, the induced voltage in the pacemaker lead drastically exceeds the limits when 
outside of the EV and underneath the chassis. While there are protective measures in place to 
prevent foreign/living objects between the charging pads while the EV is actively charged, 
bystanders next to the vehicle are at risk as there is no such measure. On the other hand, passengers 
inside the vehicle are safe as they are shielded by the chassis. However, the materials used in the 
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chassis are an important factor. Metallic materials such as aluminium and iron have better 
shielding properties than carbon fiber reinforced plastic (CFPR) [277]. 
These studies were conducted for light-duty EV and their power requirements. In contrast to the 
research conducted for light-duty vehicles, the early adopters for WPT also include electric busses 
for public or freight transport [278]. This is particularly true for DWPT [279]. Research on high 
power systems for charging busses is limited. Tell et al. measured the magnetic and electric field 
emitted by a WPT-system designed for charging buses with 60 kW at 20 kHz [280]. With a 
maximum magnetic field of 7.98 µT and maximum electric field of 1.17 V/m inside the bus, when 
the coils are perfectly aligned, the exposure levels were similar to the magnetic field generated by 
a video display terminal. Again, the ICNIRP guidelines were not exceeded. 
In general, the use of pacemakers and other AIMDs is not considered in these studies. The leakage 
field can interfere with the medical equipment of the operator or people nearby and negatively 
affect its operation. In addition, implants can contain metallic parts and wires, which are affected 
by induced currents and can form local temperature ‘hot spots’ [281], [282]. To make WPT-
systems accessible to everybody, including people using AIMDs, the system must be in 
accordance with the ISO 14117:2012 standard that limits fields even further [283]. These limits 
are used in the standards regarding WPT for vehicle charging purposes to limit the fields inside 
the vehicle and above the ground clearance. 
In recent research, only stationary charging was investigated. Due to the constant change in 
coupling and the higher power levels of DWPT-systems, the magnetic leakage field can be 
significantly higher. The influence of the dynamic behaviour needs to be investigated to allow safe 
operation of such systems. Nevertheless, it has been shown, that there is no immediate threat to 
the health of the person operating or using a WPT-system based on the electromagnetic emission. 
However, conducting objects e.g. cans, between the coils can be a safety concern due to the 
increase in temperature caused by eddy currents [284]. Consequently, such charging systems 
require foreign object detection as presented in chapter 3.5 to interrupt power transfer immediately 
in the event of a foreign object between the charging pads. 
To reduce the radiated fields and losses, shielding and magnetic field cancellation methods can be 
employed [285], [286]. Such shielding systems can be categorised as passive or active methods 
[287]. In passive shielding, ferromagnetic materials are used to guide the magnetic flux. By 
redirecting the magnetic flux, the system performance can be improved while the leakage field is 
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limited. However, there are limits depending on the material used, as hysteresis losses occur with 
increasing frequency. Ferrites with high permeability should be employed to reduce the negative 
impact on the system performance. Passive shielding is an effective way to reduce the leakage 
field [288], [289]. Passive cancellation methods use conducting materials like aluminium sheets 
to establish a magnetic field that opposes the original field. The incident magnetic field induces 
eddy currents within the material, which produce magnetic fields with opposite direction. These 
fields cancel incoming fields and reduce the net magnetic field. Furthermore, active methods for 
field cancellation have been introduced in the past. These rely on the same principles as passive 
methods as they create a magnetic field with opposite direction but provide a more effective way 
to reduce the leakage field. At higher power levels, an additional power source for the cancellation 
coil is required, which increases the weight, size, and overall complexity of the sub-system [290]. 
Kim et al. and Moon et al. designed a reactive resonant current loop that generates an opposing 
magnetic field from the original magnetic field [291], [292]. The resonant circuit consists of a 
capacitor in series with a shield coil. By adjusting the capacitor, the coil current can be tuned to 
generate a magnetic field that is equal in magnitude but opposite in direction to the incident field. 
Hence, reducing the overall leakage field [293]. The impact of the cancellation coil on the transfer 
efficiency depends on the coupling between the shielding coil and the receiving coil. With 
increasing coupling, the transfer efficiency decreases, so the shielding coil has to be decoupled 
from the transfer system. Zhu et al. proposed a similar shielding mechanism relying on the null in 
the mutual inductance profile of two coupled coils [294]. By shifting the shielding coil in the 
transmitting pad to the null position of the receiving coil, it is uncoupled from the receiving coil. 
Therefore, it can shield the transmitting pad’s leakage field. One advantage is the applicability of 
this approach as it can be used in both pads. The adverse effect on the transfer efficiency is 
reduced, compared to that of an aluminium shield. 
A different approach is used in [295], where a handheld stationary charging system is proposed. 
It utilises the same approach as plug-in chargers, but it uses two separated sub-systems. The 
transmitting coil is inserted into the receiving coil. Therefore, it supports a safe way of operation 
in any weather conditions and lower magnetic field exposure. However, this approach is only 
applicable to stationary charging. 
3.7 Standards for WPT systems 
Since the first appearance of WPT for charging purposes, there was the need for standardization. 
Low-power appliances like mobile phones, toothbrushes and laptops were at the forefront of the 
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adoption of WPT and standardization for these power ranges emerged first. Currently there is a 
multitude of standards for these applications, mainly formed through consortia between industrial 
partners. The QI standard was defined by the Wireless Power Consortium (WPC) for applications 
in the power range of 5-15 W [296]. It limits the maximum air gap length for power delivery to 
4 cm and its operating frequency range to 87-205 kHz. Another standard is the Rezence standard 
designed by the Alliance 4 Wireless Power Transfer (A4WP) [297]. It is designed for power 
delivery of up to 50 W at a frequency of 6.78 MHz. 
As the power transfer levels required for vehicular applications are much higher than for small 
scale applications these standards cannot be used. However, consumer and manufacturer require 
standards for a commercialisation and rapid market uptake. Up to 2016, there was no standard for 
wireless charging of EVs. This hindered large-scale deployment of WPT technology within the 
automobile industry, as vehicle manufacturer see it as risk to invest into not market-ready 
technologies. Standards ensure a minimum quality of the charging system, safe operational 
conditions and allow comparison between multiple systems from different manufacturers. With 
the introduction of the SAE J2954-2016, ‘Wireless Power Transfer for Light-Duty Plug-In/ 
Electric Vehicles and Alignment Methodology’ guideline in May 2016, updated in 2019 [298], a 
first attempt was made towards standardisation of WPT for EVs [99]. The usage of this guideline 
is not mandatory but provides a thorough overview of possible targets. Criteria mentioned in the 
guideline include interoperability, electromagnetic compatibility, minimum requirements on 
performance and safety, communication, as well as testing of charging systems for light-duty EV.  
Currently the guideline is limited to stationary charging systems within the three power levels 
of 3.3 kVA, 7.7 kVA, and 11.1 kVA. DWPT and stationary WPT with higher power levels for 
heavy-duty vehicles and buses will be part of future guidelines. It classifies multiple ground 
clearances between 100 mm and 250 mm as well as maximum misalignment tolerances a proposed 
system should comply with. The maximum lateral offset a system can transfer rated power at is 
±100 mm, whereas the allowable longitudinal offset is ±75 mm. Additional performance 
parameters are shown in Table 3-4. Electromagnetic compatibility and EMI levels are defined as 
in the ICNIRP guideline presented in chapter 3.6. Furthermore, it outlines interoperability between 
different modules. The efficient coupling between any type of transmitting and receiving system, 
regardless of manufacturer and home/office applications, within a certain power class and ground 
clearance must be guaranteed. In addition, systems must be able to charge various battery systems 
for a wide range of EVs. On one hand, private systems i.e. home chargers or garage chargers can 
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be surface mounted. On the other hand, publicly available systems and DWPT systems should be 
embedded in the road surface to allow safe operation and protect the system from mechanical 
impacts. A feature that is not covered by the guideline is the bi-directional power transfer between 
EV and grid. 
















WPT2 7.7 >85 >80 
WPT3 11.1 >85 >80 
WPT4 22 TBA TBA 
 
At the beginning of 2017, the International Organization for Standardization (ISO) has published 
a Publicly Available Specification (PAS) in response to the increasing interest in WPT for EVs. 
ISO/PAS 19363:2017 ‘Electrically propelled road vehicles – Magnetic field wireless power 
transfer – Safety and interoperability requirements’ defines criteria for safety requirements and 
initial classification of charging systems for light-duty vehicles and passenger vehicles [299]. It is 
structured similar to the SAE guideline, but due to the nature of the PAS, it is less detailed. Once 
technical experience with WPT for EVs is acquired, the PAS will be converted into a fully 
operational and binding ISO standard. A list of key standards applicable for WPT-systems for EV 








Table 3-5 Important standards for WPT-systems 
Standard Description Ref. 
SAE J2954 
Wireless Power Transfer for Light-Duty Plug-In/ Electric Vehicles 
and Alignment Methodology 
[99] 
SAE J2894/1 Power Quality Requirements for Plug-In Electric Vehicle Chargers [300] 
SAE J2847/6 








ICNIRP Guidelines for limiting exposure to time-varying electric 
and magnetic fields (1 Hz-100 kHz) 
[262] 
ISO 14117:2012 
Active implantable medical devices – Electromagnetic 
compatibility – EMC test protocols for implantable cardiac 





Electrically propelled road vehicles – Magnetic field wireless 
power transfer – Safety and interoperability requirements 
[299] 
ISO 15118 Road vehicles – Vehicle to grid communication interface [303] 
IEC 61980-1 




3.8 Grid impact 
With the potential large-scale deployment of EVs, a new way to introduce renewable energy 
sources into our daily lives is possible. However, the change from conventional ICE that rely on 
fossil fuels, to EVs that use electricity as ‘fuel’ puts an additional burden on the electricity network. 
Due to the increased number of EVs and the current lack of public charging infrastructure, most 
EV-user will charge their vehicle at home. EVs are active loads that, once connected to the grid, 
increase the demand on the line. An increase in demand load influences the line voltage, network 
frequency, harmonic content, and losses of the distribution grid. By increasing the demand on a 
particular line, the network approaches its maximum load capability, which causes voltage drops 
57 
and can ultimately lead to failures within the network. The same is true for the frequency and its 
effect on the network. Network operators coordinate the power distribution from large power 
stations towards the consumer and try to mitigate negative impacts on the network. Even though, 
the additional load due to EV charging is somewhat deterministic, it is difficult to predict as the 
decision to charge an EV is based on the driving pattern of the user, initial charge of the vehicle, 
and potential short-term charging. The mode of charging has an additional impact on the grid. 
Slow charging processes have a small impact on the grid as a small current is used to charge the 
vehicle. On the other hand, fast chargers use high currents, and have a bigger impact on the 
grid [305]. Conventionally, home systems use plug-in chargers, but stationary WPT-system are 
commercially available. Stationary WPT-systems provide safer charging but have the same grid 
impact compared to conventional plug-in chargers if they use the same charging power level. Most 
EV-users charge their vehicle at home, usually after work. This increases the already high demand 
during the evening peak. Current distribution networks are not capable of allowing large numbers 
of EV-chargers to draw power at the same time, especially not during peak hours of the day [306]. 
Smart charging methods can reduce or prevent such impacts [307]. Shifting the charging process 
from the evening to the night can help reducing the impact by a significant margin, as the base 
demand during night-hours is very low, compared to peak hours. Therefore, the load on the grid 
network still follows the conventional two-peak curve, but the trough in the early morning hours 
is increased and the loading on each line is kept below maximum loading [308]. Zhang et al. used 
the IEEE radial distribution network with 13 nodes and investigated the impact of shifting the 
charging process to the night-hours [309]. At 30% EV penetration, the grid losses were reduced 
from 3.7% to 3.1%. Additionally, EVs provide frequency control and help regulating the network 
frequency [310]. The impact analysis shows positive results for a small network but relies on the 
installation of smart meters and the possibility to control the EVs directly. While smart meters 
gain popularity, a widespread deployment is yet to be achieved. 
In comparison to conventional stationary (wireless) charging, DWPT-systems introduce highly 
variable load profiles. Due to the nature of the charging process and depending on the vehicle 
speed, the charging process consists of a series of very short (in the range of few to several 
milliseconds), high power charging pulses. This characteristic directly transfers to the electricity 
network and can cause voltage and frequency fluctuations if no intermediate power storage is used. 
As shown in [311] and [312], the change in power drawn from the network can change drastically 
in short timescales e.g. several MWs in tenths of seconds. Additionally, non-continuous charging 
58 
pads cause higher fluctuations as continuous charging tracks. There is a high demand for 
information on the grid impact of these systems, driving research in recent years [313], [314] but 
it is limited to medium and long-term effects in the range of hours and longer on the network. The 
impact of DWPT and fast stationary chargers on the distribution network in a Greek city has been 
investigated in [315]. Two approaches for stationary charging were used. The conventional home 
charging at power levels of 3.6 kW or 11 kW and a fast-inductive charger with a power level of 
30 kW. Using real data from implemented fast chargers, the probability distribution of a charging 
event occurring within a one-hour period and its charging time was calculated. DWPT-systems 
were used for emergency charging during the day and the possibility of a charging event occurring 
on a DWPT-system depends on the amount of EVs on the street and the probability of a charging 
event. A total of four scenarios were investigated and are outlined in Table 3-6.  
Table 3-6 Scenarios for grid network impact analysis in [315] 
Scenario 
# of vehicles charging 
at home 
EVs using fast 
chargers 
DWPT 
A 0 0 No 
B 1000 0 No 
C-I 1000 100 No 
C-II 1000 300 No 
D-I 1000 100 Yes 
D-II 1000 300 Yes 
In scenario C-I, 6 additional fast chargers are required, whereas in C-II 19 are used. The same 
number of stationary chargers is required for D-I and D-II, with an additional 68 and 61 dynamic 
chargers. The maximum number of operating chargers is determined based on the likelihood of a 
charging event and the number of vehicles currently on the roads. Figure 3-17a) shows the power 
demand profiles of the different scenarios. An increase of approximately 28% in evening peak 
demand is caused by the home charging of 1000 EVs. This additional demand is present in the 
rest of the scenarios. Using fast chargers increases the demand in the morning and mid-day hours, 
causing an increase of 10% when 300 vehicles use the chargers. However, the impact of fast 
chargers on the evening peak is minor compared to the increase of the morning peak demand. 
Figure 3-17b) depicts the demand increase due to DWPT-systems. DWPT introduces high 
demands over the course of the day and creates an additional peak before the evening peak in 
scenario B, as these systems get used more frequently during the evening rush hour. This rush 
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hour peak coincides with the beginning of home charging and both combined cause an increase of 
44% in a very short period of time between 18:45 and 19:00. While investigating the additional 
demand, the authors do not consider the impact of the EV usage on the network frequency and 
voltage. 
 
Figure 3-17 Demand power curves for different cases of EV penetration a) scenarios C-I and C-II, b) D-I and D-II [315] 
Garcia-Vazquez et al. examined the effect of DWPT-systems in Spain. Real traffic data from an 
11.3 km long stretch along a highway with a speed limit of 100 km/h, a 75.3 km long motorway 
with a speed limit of 120 km/h and an urban road with a length of 2.4 km and a speed limit of 
50 km/h were used [316]. The DWPT-system comprised multiple transmitter pads of 8 m length 
and 5 m inter-pad spacing. Three transmitter pads are connected to one power source and form 
one segment of the DWPT-system. Each segment can transfer up to 40 kW to a single EV. As EV, 
a Nissan Leaf is used with a 24 kWh Li-Ion battery. The vehicle uses regenerative braking and 
uses air conditioning (AC) for 94% of the time it is driving. It is assumed that 25% of the vehicles 
driving on these roads are EVs. While driving with 100 km/h on the highway the SoC of the battery 
increases by 1%. Whereas the SoC would decrease by up to 10% without DWPT charging. The 
load profile shows morning and evening peaks depending on the direction the vehicles are 
travelling as illustrated in Figure 3-18a). On the motorway, the DWPT-system cannot increase the 
SoC of the battery, but still has a positive effect on the maximum driving distance. The annual 
average power drawn from the grid is shown in Figure 3-18b). While driving in the urban area the 
highest increase in SoC is realised with up to 12.7%, this is due to the reduced speed of the vehicle 
and the longer charging times per pad. Without the DWPT-system, the SoC would decrease by 
approximately 2%. As shown in the previous study and Figure 3-18c) the power demand profile 
within a city follows the daily demand curve. 
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Figure 3-18 Annual average load profiles on DWPT-system during weekdays/ weekends for a) highways: right: from 
Cadiz, left: from San Fernando b) motorways: right: from Las Cabezas de San Juan, left: from Jerez and c) urban road 
[316] 
It has been shown that any form of WPT-system puts an additional burden onto the electricity 
network. While stationary charging can be controlled in such a manner that there is no increase in 
peak demand, DWPT-system will most likely follow the daily demand curve. 
3.9 Costs of wireless charging systems 
Commercial solutions are available for stationary WPT-systems. Stationary wireless chargers are 
more expensive than conventional conductive chargers, as they include the cost of charging pads 
and inverters to produce the high-frequency coupling between transmitting and receiving coils. 
However, due to the novelty of dynamic wireless charging technology, the economic feasibility 
has not been fully investigated and literature is scarce. Available literature and costs analysis 
mainly focus on research projects. Currently EVs are more expensive than conventional ICE-
vehicles due to the large on-board battery pack. While using stationary wireless charging, the 
conventional plug-in charging system is substituted with a charging pad installed in the ground. 
Compared to a conventional charging system, this means that the vehicle battery pack must have 
the same size and capacity. One advantage of DWPT is that the vehicle can be charged while it is 
driving. Hence, the change in SoC of the battery pack while driving is reduced, and the total on-
board battery capacity can be reduced [317], [318]. This leads to a significant reduction in initial 
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cost of the EV [319], [320]. On the other hand, to support the reduced storage capacity DWPT-
systems need to be deployed at a large scale. However, construction and maintenance of the 
transmitter structure result in high capital costs. Recent global trends show that a large portion of 
driven mileage is located on a small number of roads i.e. highways and motorways. For example, 
between 2016 and 2017, 65% (212 billion miles) of the driven miles in the UK were located on 
13% (~32,000 miles) of the road length [321]. This means that much of the daily driven mileage 
can be covered by installing DWPT on these key roads. In general, the economic feasibility of a 
DWPT-system depends on the road coverage, the power level of the system, and the EV 
penetration rate and battery size [322].  
From the few DWPT systems built and tested so far, the costs of some components of the system 
can be estimated. The third generation OLEV used a W-type transmitter rail to transmit 100 kW 
and the system cost were 1.069 M$/km [323]. In the following fourth generation (I-type rail) the 
total costs were reduced by about 21% to 0.85 M$/km. Shin et al. estimated the cost of the power 
supply system to be 0.235 M$/km [324]. Based on these costs, multiple case studies have 
investigated the economic feasibility of DWPT. Shekhar et al. used a set of linear equations to 
estimate the SoC of an on-board battery pack depending on the mass, frontal area, auxiliary power 
demand of a vehicle and road coverage as well as charging power level of a DWPT-system [325]. 
With the aid of this model, a case study based on a bus service in North Holland was investigated. 
The bus service included 25 buses, five of which were kept as redundancy. Each bus was equipped 
with a 500 kWh battery pack and was expected to drive 400 km/day, split into ten 40 km long 
services with six minute breaks between the journeys. Along the service, there were 24 stops of 
20 s each. The Urban Dynamometer Driving Schedule (UDDS) standard driving cycle was utilised 
and a climate model predicted the auxiliary power consumption of each bus to be 25 kW. Under 
these conditions, the SoC dropped to 68.66% after the first 40 km. The required SoC of the on-
board battery to achieve a total of 400 km was calculated to be 87%. A combination of stationary 
charging and dynamic charging was used to remove the discrepancy between actual and required 
SoC. Figure 3-19 depicts the variation in the final SoC and achievable driving range of the bus 
depending on the stationary charging power on each stop. The SoC can be increased to 77.7% 
when a 200 kW stationary system is used. As this is still below the required SoC, an additional 
DWPT system must be deployed. 
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Figure 3-19 a) SoC and b) achievable driving range variation depending on stationary wireless charging power [325] 
The required length of transmitter coils and therefore the cost of the DWPT-system depend on the 
charging power level of the system. As shown in Figure 3-20, the required road coverage decreases 
with increasing power level. This is because a higher amount of power can be transferred in a 
shorter period of time, which therefore means that less road needs to be covered with the charging 
system. On one hand, the system cost of the charger increases with increasing power level. On the 
other hand, as the construction and infrastructure cost are very high, a reduction in road coverage 
can lower the total cost. An urban environment with low vehicle speeds and frequent stops was 
assumed for this study. The effect of other driving cycles e.g. Highway Fuel Economy Test 
(HWFET) or hybrid cycles with higher speeds intermitted by stops was not investigated. 
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Figure 3-20 Cost estimates and road coverage for various DWPT power levels [325] 
Currently there are two OLEV-buses in use within the public transport system of Gumi City. The 
buses are powered via DWPT and travel about 34.5 km per service. To date, the buses use a 
100 kWh battery pack and the authors in [326] have investigated the economic impact of DWPT 
compared to stationary charging and by how much the battery capacity can be reduced, when 
DWPT is used. An economic model is built, based on the SoC of the battery pack and the real 
driving cycle of the buses. The model evaluates the cost of the charging system when 18 buses 
with 50 kWh battery packs are operating on the route. It would require seven charging pads with 
a maximum length of 372 m and a charging power level of 80 kW to always achieve a SoC above 
50%. Figure 3-21 shows the total cost of the DWPT-system over a ten-year period. The total cost 
of the DWPT system is approximately 20% lower than the system cost of a stationary charging 
system. Due to the lack of charging possibilities for the stationary charging system a higher on-
board battery capacity is required. In this case study, the battery capacity is assumed to 
be 100 kWh. After the battery has reached the end of its life, it must be replaced. By employing 
DWPT and reducing the battery capacity, the life of the battery can be extended as the depth of 
discharge is limited and shallow charge-discharge cycles are used [327]. In future research, the 
authors will focus on including a stochastic approach to the driving cycle including traffic and 
driving uncertainties. Bi et al. conducted a life cycle cost assessment between ICE-, plug-in, 
hybrid, and wirelessly charged busses [328]. The wireless system has the lowest cumulative cost 
over its lifetime, confirming previous findings. Key uncertainties influencing the total cost of 
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wireless charging are the battery price, price of electricity and the installation cost of the charging 
pads.  
 
Figure 3-21 Total cost comparison over 10 years between stationary and dynamic charging systems [326] 
Battery swapping and DWPT target a similar market i.e. electric taxi [329]. Chen et al. conducted 
a cost-competitiveness analysis of dynamic charging lanes, charging stations and battery swapping 
stations [330]. An empirical analysis using real world data from a bus rapid transit corridor in Los 
Angeles, USA was used to evaluate the total cost of each infrastructure. The transit corridor is 
35.2 miles long, with a service frequency of 16 busses per hour and an average vehicle speed of 
19.9 mph. Battery swapping stations are the most cost competitive, followed by the dynamic 
charging lane. DWPT has the highest infrastructure cost but the lowest fleet cost. As there is no 
recharging delay for DWPT, busses do not experience any downtime and less busses are required. 
In comparison, battery swapping has more balanced costs. While additional batteries are required, 
the infrastructure cost is lower due to smaller construction space. Furthermore, swapping batteries 
only introduces little downtime to the service. The same design model is used for a large number 
of transit corridors from all over the world and the majority of the proposed infrastructures are 
DWPT-systems. Driving distance, vehicle speed and service frequency are the key factors 
determining the cost competitiveness. High service frequency and low vehicle speeds favour 
DWPT due to reduced specific infrastructure cost. While high vehicle speeds, medium driving 
distance, and service frequency aid battery swapping stations. 
Another important factor that affects the feasibility of DWPT systems is the EV fleet penetration. 
Limb et al. and Quinn et al. investigated the societal payback time for two different DWPT 
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systems and their large-scale deployment on primary and secondary roads in the USA [331], [332], 
[333]. Societal payback time is the time required for savings associated with WPT-EV usage to 
break even with the initial deployment cost of the charging infrastructure. Vehicles drive 
according to the Highway Fuel Economy Test (HWFET) when they use motorways and according 
to UDDS for urban roadways. As a large portion of total mileage is being driven on a fraction of 
the roads, a total of 83.5% of the motorways and 2.6% of the urban roadways need to be covered 
with 25 kW charging pads to maintain the SoC. Figure 3-22 depicts the societal payback time for 
a deployment cost of 2.4 M$/(mile*lane) and an electricity price of 0.127 $/kWh. Battery 
replacement cost is not considered, and the maintenance cost of DWPT-system is assumed to be 
similar to conventional road maintenance cost. 
 
Figure 3-22 Societal payback time for different fleet penetrations [332] 
Fuller et al. estimated the cost for installing 626 miles of roadways in California with 40 kW 
DWPT-system to be $2.5 billion [334]. This would be sufficient to allow a 200-mile EV to reach 
destinations within California on a single battery charge. Aiming at a payback time of 20 years, 
with a total number of EVs of 300,000, the costs per vehicle and year would be $512. An increase 
to 1 million EVs would further reduce the costs to $168 a year per vehicle. Moreover, DWPT 
would still be more cost effective for extending driving range than increasing the battery capacity 
even at very competitive battery prices of $100 per kWh. It has been demonstrated that WPT and 
particularly DWPT-system require a large upfront investment due to high construction and 
instalment costs. However, the costs across the society are comparably small and can be further 
reduced by a higher adoption of EVs. The cost-effectiveness of DWPT depends greatly on multiple 
factors and therefore has significant uncertainties associated with it. However, the fast 
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development and recent improvements can drastically reduce these. Furthermore, conductive 
chargers have been in mass production for an extended period, whereas WPT is at the beginning 
of its market readiness. Mass production will positively affect the cost of WPT-technology.  
3.10 Conclusion 
This chapter presents an in-depth review of the key topics related to WPT-systems for EV 
charging. It gives an overview of the components used in a WPT-system and major research 
interests and findings within each component. The coil structure and compensation topology are 
the most studied parts within a wireless charging system and research focusses on increasing 
transfer efficiency, misalignment tolerance, and reduced component stress. While copper is 
conventionally used as coil material, new materials such as HTS with advantageous properties are 
proposed. However, HTS-coils introduce additional design criteria with their need to be cooled 
below a critical temperature. Auxiliary topics such as communication and foreign object detection 
are reviewed. While stationary charging can draw on communication technologies from 
conventional plug-in chargers, DWPT-systems cannot employ these technologies. DSRC 
communication is a viable way of allowing wireless communication between GA and VA in a 
dynamic environment. As EVs are a key pillar of the transition towards a clean and low-carbon 
society, it is necessary to present that WPT-charging has no negative impact on its users and 
surroundings. It has been shown that all currently used WPT-systems have electromagnetic 
emissions below the limits determined by ICNIRP. Tougher limits have been introduced for 
vehicular applications to protect AIMD-user. Since 2016, a voluntary guideline for design and 
testing of EV WPT-chargers is in circulation and a PAC forms the beginning of a binding standard 
for stationary chargers. Further standards covering dynamic wireless charging will be added. 
While shifting towards electricity ‘fuelled’ vehicles brings the advantage of reducing the CO2 
emissions at the application, its effect on the distribution network needs to be addressed. Stationary 
wireless chargers have a similar impact on the network as conventional conductive chargers, with 
demand peaks in the evening. They also provide the option to shift demand to later hours of the 
day and night. On the other hand, the demand of dynamic chargers follows the conventional daily 
load profile. Wireless charging requires substantial upfront investment into the infrastructure. 
However, due to the novelty of the technology, the economic feasibility of such a system is 
difficult to evaluate. Research on WPT for EVs is becoming increasingly popular, resulting in a 
rapidly growing community of academia and industry. To achieve market readiness several 
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challenges, have to be overcome, while exploring potential prospects. Table 3-7 summarises 
challenges and opportunities of WPT-charging for EVs discussed in this chapter. 
Table 3-7 Summary of challenges and opportunities of WPT-technology for EV charging 
Challenges Opportunities 
Misalignment tolerance of the charger Application for HTS and other new materials 
Timing of power transfer at high speed 
Range and battery life extension of current 
EVs 
Charging multiple vehicles per transmitter Driverless vehicles 
Lifespan of charger, durability under real 
conditions 
Energy storage for renewable energy sources 
Grid impact Frequency control at grid connection 
Expensive infrastructure & large-scale 
deployment 
Cost reduction of EVs 
Interoperability between multiple 
manufacturers 
Environmental benefits if electricity is 
renewable 






4 Range modelling for EV 
4.1 Introduction 
Main reasons for the lacking widespread adoption of EVs result from the battery technology and 
charging infrastructure used, causing higher investments, longer charging times, and lower driving 
capacity often named ‘range anxiety’, with respect to conventional ICE-vehicles. To overcome 
these drawbacks, more charging stations and faster charging cycles are required. Conventionally, 
EVs use conductive charging stations to recharge. However, due to the small number of dedicated 
charging stations for EVs and the long waiting times it is difficult to fully exploit the potential of 
EV integration. In addition, handling high power cables, particularly in adverse weather 
conditions, can be dangerous.  
This chapter aims at investigating the effect of quasi-dynamic, dynamic wireless charging as well 
as combined charging on the battery SoC of an electric vehicle. Accurate and easy to implement 
vehicle and battery models are used to emulate main vehicle components and battery 
characteristics. Well known driving cycles for urban, highways, and combined driving are used to 
simulate the driving behaviour. Several scenarios and sensibility analyses are used to demonstrate 
the change in SoC and minimum requirements for unlimited range are derived to aid policy 
making. Section 4.2 presents the charging pad structures of a wireless charging system that can be 
used in stationary and dynamic environments. The vehicle model is introduced in section 4.3, 
while section 4.4 proposes an extended battery model to simulate the SoC of the on-board 
accumulator sub-system. Different scenarios for an electric vehicle are shown in section 4.5. A 
sensitivity analysis in chapter 4.6 investigates the impact of ambient temperature, charging 
efficiency, and life-cycle on the state of charge profile. Finally, a discussion on human safety 
concerns is provided in chapter 4.7. This section has been published in [3]. 
4.2 Charging pad structure 
In SWPT systems, a single power supply can power one or multiple separate transmitting pads. A 
similar approach is used in QDWPT systems. Conventional charging pad structures incorporate 
circular, rectangular, and double-D coils [162]. Most coils are made from copper but new materials 
such as HTS are investigated due to favourable characteristics [40] [335]. A single vehicle uses 
one transmitting pad. 
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On the contrary, in DWPT systems multiple options are considered. Similar to the approach used 
in SWPT systems, multiple separate transmitting pads are used to charge a driving vehicle. On the 
other hand, a long transmitter rail can be used too [210]. Both designs come with advantages over 
the other approach, but also with their own disadvantages. Using a long transmitter rail minimizes 
the number of system components in use and therefore reduces control complexity. It produces a 
constant power output and current once the receiving pad is in the vicinity of the rail. One 
disadvantage is its need for higher component ratings if the rail is supplied by a single power 
source, which increases costs. If a fault occurs, the entire system must be shut down, decreasing 
the system reliability. Furthermore, the efficiency of the system is low during part load operation 
as the entire track is always energized and the coupling between rail and VA is low due to the size 
difference. While the ratio of coil size and air gap length influences the coupling between the 
submodules, the mutual inductance also depends on the coil size ratio. The bigger the difference 
in coil size is, the lower the coupling between the coils in a WPT system. The coupling, which is 
influenced by coil size and air gap, also depends on the size difference between coils. The coupling 
between the coils in a WPT system may vary when the size difference of coils changes. This is 
because the change of magnetic flux linkage caused by the size difference [336] [337] [338]. The 
electromagnetic field produced by the parts not in use must be suppressed or shielded to prevent 
contact with living matter and limit human exposure [263] [339].  
On the other hand, using multiple transmitting pads increases the number of required components, 
such as power sources and connections, as well as high-frequency inverters [213]. However, the 
large number of components increases the system reliability through redundancy, as the system is 
still functional, even if a fault occurs in one of the segments. The number of components can also 
be reduced if multiple transmitting pads are connected to one high power inverter via switches 
[214]. Having multiple segments creates an additional degree of freedom, as single pads can be 
switched off as soon as the vehicle passes over it, reducing the electromagnetic radiation and 
boosting the coupling. Furthermore, each GA is compact, simplifying deployment. Disadvantages 
of having multiple segments are increased cost and control complexity to increase transfer 
efficiency and reduce power fluctuations. One key parameter for system performance is the inter-
pad spacing, which needs to be optimized [216]. Coupling between transmitting pads can occur if 
spacing is too small, producing negative current stress and increasing number of pads required for 
a given length. This coupling can be reduced by increasing the spacing between pads, however 
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this can result in a discontinuous power transfer profile, which has negative impacts on the grid 
network. 
4.3 Vehicle model 
The achievable range of an EV depends on a multitude of internal and external factors. Internal 
factors include the capacity of the on-board battery system, driving style and the usage of auxiliary 
components, while external conditions are temperature, terrain and weather. A well-established 
force-based vehicle model is used to determine the power supplied to and drawn from the battery 
[340]. Using such a model allows for easy and accurate prediction of system behaviour based on 
the overall external forces acting on the vehicle, either as resistance against the movement of the 
vehicle, e.g. drag, or as force produced by the electric motor to propel it. Applied forces are 
resolved in 2D and are assumed to be constant over the width of the vehicle. The forces acting on 
a vehicle are shown in Figure 4-1 and include the following: 
• Rolling resistance of tires Pr, owing to interaction between tires and road surface, is calculated 
using Eq. 4.1. The type of tires used on the vehicle affects the load due to rolling resistance. 
• Aerodynamic drag Pd, due to interaction between the air volume and the vehicle chassis. It 
depends on the geometry and frontal area of the vehicle. The load can be calculated using Eq. 
4.2. 
• Weight load of the vehicle Ph, caused by the weight of the vehicle and affected by the gradient 
of the road. The weight load is determined by Eq. 4.3. 
• Linear acceleration Pla, is affected by the acceleration of the vehicle and computed using Eq. 
4.4. 
• Auxiliary power demand Paux, due to on-board electronics and HVAC (heating, ventilation, 
and air cooling). 
Forces are multiplied by the vehicle’s velocity (v) to calculate the power load related to the force. 
Thus, the resultant power demand Pt required to propel the vehicle is determined by Eq. 4.5. In 
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3       (4.2) 
𝑃ℎ = 𝐹ℎ ∗ |𝑣| = 𝑚𝑔 sin𝜃 ∗ |𝑣|       (4.3) 
𝑃𝑙𝑎 = 𝐹𝑙𝑎 ∗ |𝑣| = 𝑚𝑎 ∗ |𝑣|       (4.4) 
𝑃𝑡 = 𝐹𝑡 ∗ 𝑣 = (𝐹𝑟 + 𝐹𝑑 + 𝐹ℎ + 𝐹𝑙𝑎) ∗ |𝑣| + 𝑃𝑎𝑢𝑥    (4.5) 
To reduce the complexity of the model while still ensuring real world applicability, some 
assumptions were made including: 
• Temperature is set to 20°C as baseline and is constant over one cycle. A wide range of possible 
temperatures will be investigated in chapter 4.6.3. 
• Auxiliary power demand depends on the ambient temperature and the driving style. The power 
demand is extracted from experimental data of 7375 trips of a Nissan leaf at various 
temperatures [341]. At 20°C, the auxiliary power consumption is 924 W.  
• Air density is 1.23 kg/m³ and constant, neglecting elevation and temperature effects. 
• Standard driving cycles, used by car manufacturers, use flat terrain to evaluate vehicle 
performance and emissions. Therefore, flat terrain i.e. no gradient (θ=0) is assumed. 
• Conventional regenerative braking is used throughout the journey. The maximum practical 
efficiency of 40% is chosen [342]. The effect of regenerative braking will be examined in 
chapter 4.6.2. 
• Total efficiency of the electric drive train, including motor, controller, converter etc. is 80%. 
• The mass shown in Table 4-1 is the total weight of the vehicle with driver, passenger, and 
receiving pad [162]. 
• According to SAE J2954 the WPT-efficiency for power levels up to 11 kW is at least 85% 
without any displacement and 80% with lateral misalignment [99]. Therefore, assuming no 
misalignment between transmitting and receiving pad, the efficiency is set to 85%. 
Furthermore, maximum power is transferred as soon as the WPT-pads overlap. Misalignment 
effects and reduced transmission efficiency are studied in chapter 4.6.1. 
• A wide range of wireless charging powers is possible. However, for light duty vehicles, 
designs of up to 50 kW are investigated [162].  
72 
• During stops, the total time is spent on the charging pad. Reduced idle times are considered in 
chapter 4.6.2. 
 
Figure 4-1 Forces acting on a vehicle 
Table 4-1 Electrical vehicle parameters [343] 
Parameter Nissan Leaf 
Mass m [kg] 1700 
Frontal Area A [m2] 2.7 
Coeff of rolling µrr  0.1 
Coeff. of drag Cd  0.28 
Air density ρ [kg/m3] 1.23 
Rated battery capacity C [kWh] 40 
Advantages of using this model is the easy implementation into Matlab as well as its modularity 
in terms of adding more detailed features such as battery models and correction functions. 
Furthermore, this model can be applied to different vehicle types such as lorries and electric 
scooters and as shown to a multitude of driving cycles. However, the model is limited by the data 
acquisition and readily available data for such vehicle types. Particularly, auxiliary power and 
battery performance data of electric vehicles are scarce. In addition, the electric drive train is 
modelled as black box with an overall efficiency rather than each component separately to reduce 
complexity. 
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4.4 Battery model 
With the aid of the vehicle model, it is possible to quantify the loads on the vehicle and 
subsequently on the drivetrain. The battery is connected to the drivetrain and supplies the electrical 
power used to propel the vehicle. It is therefore necessary to illustrate the electrical characteristics 
of the battery. A wide range of parameters can affect the performance of a battery, e.g. capacity, 
SoC, temperature, state of health, and age. Consequently, a variety of models exists, with varying 
degrees of complexity and each targets a specific purpose. Those models include, but are not 
limited to, electrochemical models, electrical models, and mathematical models [344] [345] [346] 
[347] [348] [349] [350] [351].  
Electrochemical models [344] [345] [346], are used to couple the fundamental mechanisms of 
porous electrodes and concentrated solutions with the electrical behaviour of the battery [347]. 
Due to the nature of this correlation, electrochemical models are very complex and 
computationally expensive. 
Mathematical models [348] [349], demonstrate system behaviour, but are not practical. Instead, 
electrical models [350] [351], use equivalent electrical circuits, based on resistors and capacitors, 
to model batteries in conjunction with other systems. A key advantage of electrical models is their 
reasonably low complexity and easiness of implementation in circuit simulators. They are 
commonly used in SoC estimation.  
As the SoC is used to evaluate the effectiveness of the WPT system, an electrical model is 
implemented. Furthermore, extensions for input parameters can be implemented easily. An 
important feature of the battery model is the dependency of the open circuit voltage and internal 
resistance on the SoC of the battery. Figure 4-2 depicts the electric equivalent battery model used. 
It is a combination of a Thevenin-based model and a runtime-based model. In comparison to the 
simplest equivalent battery model comprising of a single resistor and capacitor, the model employs 
two resistor-capacitor pairs increasing its accuracy while maintaining a reasonable complexity 
[350]. In this way, it is also possible to study the transient response. The I-V-characteristics, such 
as open circuit voltage and resistances, are extracted from experimental data of multiple Li-ion 
batteries. For an in-depth overview of the model, the reader is referred to [350]. Open circuit 
voltage and resistance of the battery are calculated for each time step using the battery model. The 
battery power is determined by the power required to propel the vehicle as shown in Eq. 4.5 and 
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the power obtained from the charging pad. Terminal voltage and resistance of the battery pack are 
paired with the battery power, to calculate the current drawn from or supplied by the battery. 
 
Figure 4-2 Electrical battery model [350] 
To increase the versatility of the model, it is expanded to account for temperature and cycle life 
effects on the capacity via correction functions. Currently there is no data, addressing these 
characteristics of the actual on-board battery of the Nissan leaf, available. Therefore, experimental 
data from other Li-ion batteries with a similar chemistry is used to determine the correction 
functions. For the effect of the cycle life, the available battery capacity after N charging cycles is 
used. One cycle is defined as an initial discharging of the battery from 100% to 0%, followed by 
a charging phase back to 100%. In order to increase battery life, car manufacturers limit the 
available range of batteries and use 20% safety margins on either end of the discharge-charge 
cycle. The battery is therefore cycled between 80% and 20%. Overall, the available capacity 
decreases linearly with number of cycles [352]. 
The available battery capacity is also affected by the temperature. At low temperatures, e.g. -20°C 
the available capacity is limited to a fraction of the rated capacity, whereas at higher temperatures, 
i.e. 20-40°C, the available capacity is close to rated capacity [353]. The discharge rate (C-rate) 
also affects the delivered capacity. However, the previous on-board battery design of earlier 
Nissan Leaf models only showed minor variation with increasing C-rate. In addition, temperature 
affects batteries differently depending on their cycle number but due to simplicity, this inter-
dependency was not investigated [354] [355]. 
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After applying the correction functions, the final SoC was derived with the aid of Coulomb 
counting (Ampere-Hour counting) by using Eq. 4.6 where Cn is the total capacity, affected by 
temperature and number of cycles and I is the battery current: 
 
𝑆𝑜𝐶 = 𝑆𝑜𝐶(0) − 1/𝐶𝑛 ∫ 𝐼
𝑡
𝑡0
𝑑𝑡    (4.6) 
 
 
Figure 4-3 Model flowchart 
4.5 Scenarios for EV light duty vehicle 
The aim of the presented scenarios is to investigate the effect of wireless charging on the state of 
charge of a light-duty electric vehicle and therefore on the achievable driving range. Furthermore, 
conclusions regarding the achievement of unlimited range are derived. On-road wireless charging 
can be applied in two different environments. In the first scenario, only quasi-dynamic charging 
is applied at traffic lights. Quasi-dynamic charging is referred to by the subscript SWPT. Secondly, 
only dynamic wireless charging is used to transfer power to the on-board battery system. The final 
scenario combines both, quasi-dynamic and dynamic charging.  
Different standardized driving cycles simulate journeys in different environments most suitable 
for wireless charging. Car manufacturers commonly use such cycles to demonstrate compliance 
with emission regulations and to indicate vehicle performance. Each driving cycle, i.e. Urban 
Dynamometer Driving Schedule (UDDS), HighWay Fuel Economy Test (HWFET) and 
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Worldwide harmonized Light vehicles Test Cycles (WLTC), is presented in their respective 
scenario and key information are listed in Table 4-2. 
The velocity and acceleration profiles are processed and fed into the vehicle model. Depending on 
the ambient temperature, the auxiliary power consumption is determined and combined with the 
power drawn from the battery. Both outputs are fed into the battery model, which computes the 
battery current profile, the charge removed and the SoC of the battery. The overall layout of the 
model is illustrated in Figure 4-3. 
Table 4-2 Drive cycle characteristics 
Parameter UDDS HWFET WLTC 
Total time [s] 1369 765 1800 
Total distance [m] 11997 16503 23266 
Average speed [km/h] 31.6 77.7 46.5 
Maximum driving speed [km/h] 91.2 96.3 131.3 
Standing time [s] 189 0 235 
Number of stops  14 0 7 
Average stop time [s] 13.5 0 33.6 
 
4.5.1 Quasi-dynamic WPT 
In the first scenario, the EV utilizes quasi-dynamic wireless charging. SWPT charging is most 
effective in urban areas, due to number of stops and lower average and maximum velocities. The 
UDDS, depicted in Figure 4-4, simulates urban driving. It contains 14 stops in total and has an 
average velocity of 31.6 km/h. A velocity of 0 km/h indicates the stops. The SoC profile over one 
UDDS cycle with different power levels of SWPT is shown in Figure 4-5. Without SWPT, denoted 
by 0 kW, the SoC decreases by 5.2%-points. This drop can be alleviated by incorporating SWPT 
at various power levels during each stop, installed at traffic lights to enable charging while waiting. 
As mentioned in chapter 4.3, the total time idle is used to charge the battery system. Deployed 
pads are identical and applied power levels range from 0 kW to 50 kW. Assuming a WPT 
efficiency of 85% and a power level of 10 kW, the SoC decreases by 2.84%-points, which is 
equivalent to a range increase of 83%. At a charging power level of 20 kW, the loss in SoC is only 
0.27%-points, achieving nearly unlimited driving range under given conditions. Higher power 
levels will not only compensate for the consumption during the cycle but will also charge the 
battery. The highest power level investigated, 50 kW charges the battery to about 88%, increasing 
its SoC by 8%-points. 
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In reality, the change in SoC might be lower as it is likely that the charging pads are misaligned, 
and the vehicle will not spend 100% of the waiting time on the charging pad. However, according 
to SAE J2954, the minimum efficiency, even under maximum misalignment must not be below 
80%. The effect of different transfer efficiencies and duration spent charging is investigated in 
chapter 4.6.1. 
 
Figure 4-4 Velocity profile of the UDDS driving cycle 
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Figure 4-5 SoC profile over one UDDS cycle at stationary power levels between 0 kW and 50 kW 
4.5.2 Dynamic WPT 
During a conventional highway journey, the EV is never idle. Hence, stationary or quasi-dynamic 
charging cannot be applied. Therefore, the second scenario deals with dynamic charging or on-
road charging at velocities above 0 km/h. Highways comprise a high margin of total driving 
mileage. In 2017, 66% (215 billion miles) of the total mileage driven in the UK were located on 
13% (~32,000 miles) of the road length [356]. This means that the majority of the daily driven 
mileage can be covered by installing DWPT on these key roads. The HWFET, shown in Figure 
4-6, emulates a journey on a highway. It is characterized by a high average and maximum velocity 
without any stops, shown in Table 4-2. To apply DWPT on highways, a considerable share of road 
must be covered by the transmitting pad or rail. The ratio of total pad length to road length is called 
coverage and it is a key parameter that affects the effectiveness and cost of the DWPT system. 
The distance travelled during one cycle is split into ten equally sized segments, in which the 
charging pads are located in the centre. The coverage determines the length of each pad as shown 
in Figure 4-7. In the DWPT scenario presented, coverages up to 50% and power levels up to 50 kW 
are considered. Other assumptions can be found in chapter 4.3. 
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Figure 4-6 Velocity profile of the HWFET driving cycle 
 
Figure 4-7 Dynamic charging pad allocation 
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Figure 4-8 SoC profile over one HWFET cycle at dynamic power levels between 0 kW and 50 kW at 10% road 
coverage 
Table 4-3 Minimum dynamic charging power level required for unlimited range in HWFET cycle 













Figure 4-9 SoC profile over one HWFET cycle at dynamic power levels between 0 kW and 50 kW at 30% road coverage 
Figure 4-8 illustrates the SoC profile over one HWFET cycle for different charging power levels 
at 10% coverage. Without on route charging, the battery loses 6.7%-points. Overall, the gain in 
SoC is small and in contrast to SWPT, a net positive change in SoC, i.e. unlimited range, cannot 
be achieved with 10% coverage (1.65 km), and power levels up to 50 kW. However, the effect of 
the charging pads and their location can clearly be seen. The moment the EV is traversing a 
charging pad is characterised by an increase in SoC, with larger increases at higher charging power 
levels. At 10 kW the achievable range is extended by 8.2% and at 20 kW by circa 20%. Highest 
increase in range with 125% is realized at 50 kW. 
To increase the effectiveness of DWPT, the coverage is tripled to 30% (4.95 km) and the SoC 
profile is depicted in Figure 4-9. With 30% coverage the gain in SoC is higher than with 10% as 
the time spent on the charging pad and therefore to transfer energy is increased drastically. A net 
positive change in SoC can be achieved, meaning that the EV can be charged to a higher SoC at 
the end of the cycle than the SoC it started with. Power levels above 30 kW increase the range 
indefinitely. Lower power levels i.e. 10 kW extend the range by 29% and 20 kW by 96%. 
Increasing the coverage even further to 50% allows EVs unlimited range at power levels of 24 kW.  
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Table 4-3 shows the minimum power levels required for various road coverages to achieve 
unlimited range. The required charging power level decreases rapidly with increasing road 
coverage but slows down with coverages above 30%. 
Figure 4-10 shows the effect of increasing the power level and coverage. As shown before, 
extending the range is possible by either increasing the charging pads length or by increasing the 
power level. For example, 30 kW at 10% coverage achieves similar results as 10 kW at 30% 
coverage. However, increasing the charging power level for a given coverage has a greater impact 
on SoC than increasing the coverage. In Figure 4-10, the increase in range for 50 kW at 10% 
coverage is greater than for 10 kW and 50% coverage. This is also advantageous as increasing the 
coverage involves a large amount of construction works and cost. Furthermore, the effect of 
coverage increases at higher charging power levels. This is due to the stacking of additional energy 
transferred per charging pad. 
 
Figure 4-10 SoC profile over one HWFET cycle with dynamic charging at different power levels and various 
coverages 
4.5.3 Combined SWPT and DWPT 
The final case study combines both SWPT and DWPT charging in a single cycle. It uses the WLTC 
to simulate urban driving followed by a highway section as indicated in Figure 4-11. The WLTC 
cycle is characterized by a high maximum and average velocity but it also includes stops, 
particularly in the first section. Key characteristics are shown in Table 4-2. 
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Figure 4-11 Velocity profile of the WLTC driving cycle 
Initially, SWPT and DWPT are investigated separately for the WLTC cycle. Figure 4-12 shows 
the impact of SWPT on the SoC profile. Without any on-road charging the SoC decreases to 
approximately 68%. The change in SoC decreases with increasing charging power level e.g. at 
10 kW the range extends by 23.7% and for 20 kW by approximately 67%. It is possible to achieve 
unlimited range with solely SWPT charging, however, very high power levels of 50 kW or greater 
are required.  
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Figure 4-12 SoC profile over one WLTC cycle at stationary power levels between 0 kW and 50 kW 
Dynamic wireless charging only at different coverages is investigated in Figure 4-13 and 4-15. At 
a coverage of 10%, dynamic charging extends the range by up to approximately 170% at 50 kW. 
It is not possible to realize unlimited range with a coverage of 10% as the energy transferred in 
the short periods of time is not sufficient to offset the power consumption of the vehicle. By 
increasing the lengths of the on-road charging pads, the net time spent on the pads and therefore 
charging time is drastically increased. This leads to a substantial increase in energy transferred, 
even at lower power levels. In addition, it reduces the burden on the electricity network as short-
term pulses are extended. 
At a road coverage of 30%, power levels of 30 kW and higher can achieve unlimited range under 
given circumstances. Power levels of 10 kW and 20 kW can increase the range by circa 38% and 
155% respectively. For coverages of 50%, the charging power level threshold for unlimited range 
is further reduced to 20 kW. In addition, high power levels at coverages of 50% have the potential 
to overcharge the battery. This means an appropriate control mechanism is required to switch off 
the charging system once the battery is fully charged to avoid damage to the accumulator system. 
Similarly, to dynamic charging during the HWFET cycle, an increase in charging power level is 
more beneficial than an increase in charging pad length. 
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Figure 4-13 SoC profile over one WLTC cycle at dynamic power levels between 0 kW and 50 kW and 30% coverage 
 
Figure 4-14 SoC profile over one WLTC cycle with dynamic charging at different power levels and various coverages 
A combination of both, stationary and dynamic charging, can help reducing the high requirements 
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for both systems to achieve unlimited range independently. Figure 4-15 to 4-18 show the change 
in SoC over one WLTC cycle for a wide range of SWPT and DWPT combinations. The graphs 
also include the cases of using SWPT charging and DWPT charging as standalone options for 
comparison. SWPT charging combined with 10 kW of DWPT charging can achieve a net positive 
change in SoC. In comparison to stationary charging as standalone option, the power requirement 
for unlimited range can be reduced significantly from 50 kW to 30 kW. As shown in Figure 4-11, 
the majority of stops is located in the first section of the cycle, limiting the use of stationary 
charging. However, Figure 4-12 indicates that two-thirds of the energy consumption occurs in the 
second section i.e. on the highway. It is therefore possible to reduce the power level of stationary 
charging pads if used in conjunction with dynamic charging. Nevertheless, high coverages or high 
stationary charging power levels are required to offset the energy consumption during the cycle. 
 
Figure 4-15 Change in SoC over one WLTC cycle with combined stationary and dynamic charging at different stationary 
power levels and coverages of 10 kW dynamic charging 
With an increase in dynamic charging power level to 20 kW, the required combination to achieve 
unlimited range shifts towards medium stationary charging power levels and medium road 
coverages. Figure 4-16 shows that there is a trade-off between stationary power level and DWPT 
coverage. The required coverage for DWPT charging at 20 kW can be reduced by 10%-points if 
the stationary power level is increased by 10 kW. 
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The impact of increasing the dynamic charging level to 50 kW is shown in Figure 4-17. Nearly all 
combinations result in unlimited range. Furthermore, many combinations, particularly with high 
coverages, overcharge the battery and require switch off mechanisms. The trade-off between 
stationary charging level and coverage has increased and a reduction of 10%-points in coverage 
is achieved by increasing the stationary power level by 20 kW until SWPT charging alone can 
realize unlimited range. 
 
Figure 4-16 Change in SoC over one WLTC cycle with combined stationary and dynamic charging at different stationary 
power levels and coverages of 20 kW dynamic charging 
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Figure 4-17 Change in SoC over one WLTC cycle with combined stationary and dynamic charging at different stationary 
power levels and coverages of 50 kW dynamic charging 
4.6 Sensitivity analysis 
The effectiveness of wireless charging depends on a wide variety of internal and external factors. 
This chapter examines the impact of the wireless transfer efficiency and the time spent idle on the 
charging pad, the temperature and age of the battery. In addition, the effect of regenerative braking 
is shown. All three scenarios are investigated. 
4.6.1 WPT-efficiency and time spent idle 
Before 2016, there was no standard or guideline specifying key system parameters for WPT for 
EV charging. With the introduction of SAE J2954 [99] and the sub-sequent ISO/PAS 19363 [299], 
the first step towards a regulated utilization of this technology was made. SAE J2954 introduces 
85% as a minimum transfer efficiency for perfectly aligned charging pads. Furthermore, under the 
maximum misalignment, the minimum efficiency achieved by the system must be 80% [99]. 
Although this guideline is for stationary charging at power levels up to 11 kW, it is currently the 
only official guideline for wireless charging of EVs. 
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Hence, it is used here to define the lower limit of the wireless charging system efficiency. The 
upper limit is taken from experimental work on WPT for charging purposes [17] [357]. However, 
under practical conditions this limit is difficult to achieve. 
The WPT efficiency considered does not specify whether the charging pads are misaligned or a 
WPT system with lower achievable maximum efficiency is used. It corresponds to an overall loss 
in efficiency, potentially attributed to lateral misalignment, longitudinal misalignment as the EVs 
traverses the charging pad or sub-optimal operation. 
The effect of different charging efficiencies for SWPT charging is depicted in Figure 4-18. There 
is a linear correlation between the change in SoC and the WPT efficiency. At higher charging 
power levels, the influence of the charging efficiency is greater as more energy is transferred at 
each charging pad. 
 
Figure 4-18 Effect of varying charging efficiencies on change in SoC over one UDDS cycle with stationary charging at 










HWFET (DWPT at 30% 
coverage) 
WLTC 
(combined charging at 
30% coverage) 
80 66.4 26.6 76.3 
85 273.0 28.7 86.2 
90 2083.7 31.0 97.3 
95 92.2 33.6 109.7 
 
Figure 4-19 Effect of varying charging efficiencies on change in SoC over one HWFET cycle with dynamic charging 
at different power levels and coverages 
Similar results are obtained for dynamic charging for the HWFET cycle. One factor that reinforces 
the benefits of higher charging efficiency is the road coverage as shown in Figure 4-19. At higher 
coverages, the effect of increased charging efficiency is more pronounced as energy is transferred 
for a longer periods per charging pad. On the other hand, for a coverage of 10% and low charging 
power levels, the effect is almost negligible. Only at higher power levels, a higher efficiency is 
beneficial. 
Due to the large number of combinations for the WLTC cycle and combined charging, the case of 
20 kW SWPT and 20 kW at 30% coverage of DWPT was chosen in the following sensitivity 
analysis. As previously shown, this case achieves no change (±0%) in SoC over one cycle, 
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meaning the charging system transfers as much energy as the EV uses. It is therefore a good 
scenario to investigate the impact of mentioned factors. 
Figure 4-20 shows the impact of different charging efficiencies on the SoC over one WLTC cycle. 
An increase in charging efficiency from 80% to 85% results in unlimited range of the EV. 
Nevertheless, an efficiency of 80% is still sufficient to increase the available range drastically. 
Higher efficiencies can reduce the power level or coverage required to achieve unlimited range as 
energy is transferred more effectively. Table 4-4 summarizes the gain in achievable range for 
different driving cycles using 10 kW of stationary and/or dynamic wireless charging. The highest 
impact is in the WLTC scenario as 10kW of stationary and 10kW of dynamic charging is used. 
Contrary, dynamic charging used in the HWFET scenarios has the least effect on the achievable 
range. 
 
Figure 4-20 Effect of varying charging efficiencies on SoC profile over one WLTC cycle for combined charging at 20 
kW stationary and 20 kW at 30% coverage dynamic charging 
Particularly for stationary and quasi-dynamic charging, the time spent idle on the charging pad 
influences the potential of the charging system. It represents the availability of the charging pad 
on e.g. a traffic light and the duration waiting for the light to switch. It is therefore, considered for 
the UDDS and WLTC cycles. The time spent idle linearly affects the SoC during the UDDS cycle 
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(Figure 4-21). At higher power levels, more energy is transferred per second spent on the charging 
pad, resulting in a greater change in SoC. Therefore, it is crucial to maximize usage of high power 
WPT charging pads in a quasi-dynamic fashion, as the feasibility is strongly influenced by the 
utilization. 
In Figure 4-22, the black line shows the SoC profile for DWPT (20 kW and 30% coverage) 
charging only. Using SWPT, the final SoC approaches the initial SoC, representing unlimited 
range. The change in SoC is linearly dependent on the time spent idle on the charging pad, similar 
to the UDDS case. However, for this special case the achievable range exponentially approaches 
infinite for increasing shares of time spent idle.  
 




Figure 4-22 Effect of varying shares of time spent idle on SoC profile over one WLTC cycle for combined charging at 
20 kW stationary and 20 kW at 30% coverage dynamic charging 
4.6.2 Regenerative braking 
One additional advantage of EVs is the re-utilization of energy conventionally wasted in ICE-
vehicles, by implementing regenerative braking. In this chapter, the effect of regenerative braking 
on the achievable range is explored. During regenerative braking, the kinetic energy of the vehicle 
slowing down is converted to electrical energy that charges the on-board battery. Using the given 
vehicle and an assumed drive train efficiency of 80%, the theoretical maximum of the regenerative 
braking efficiency is 64%. 
Regenerative braking is independent of the charging technology used. Therefore, the suitability 
for each driving cycle is shown in Figure 4-23. It extends the achievable range even at low 
efficiencies. The range increases linearly for a HWFET cycle. For UDDS and WLTC, the range 
increases in a non-linear manner. The improvement in range is highly dependent on the driving 
style and the route driven. Amongst the chosen scenarios, it is most effective for the WLTC cycle, 
due to the high deceleration rates and large number of stops. On the other hand, the impact for the 
HWFET cycle is only minor due to the high average velocity and low deceleration rates. 




Figure 4-23 Effect of regenerative braking on achievable range at different driving cycles 
4.6.3 Temperature 
Battery performance and auxiliary power usage are highly dependent on the ambient temperature. 
At high temperatures, air conditioning and ventilation are used in vehicles to cool the cabin 
temperature to a pleasant level. While heating is used at low ambient temperatures. In both cases, 
the battery must supply power for auxiliary systems. Furthermore, conventional battery systems 
are designed to operate at temperatures between -10°C to 45°C [358]. At lower temperatures, the 
internal resistance increases while the available capacity decreases. Increasing the temperature 
reduces the internal resistance, however, the capacity is limited to rated capacity. Contrary to the 
capacity, the possible power output increases with temperature due to increased reactivity on the 
battery nodes. Both cases significantly reduce the battery life. In the presented scenarios, the 
temperature is varied between -20°C and 40°C to account for a wide range of common ambient 
temperatures. 
Figure 4-24 shows the effect of temperature on the change in SoC over one UDDS cycle for 
different SWPT charging power levels. The effect of lower temperatures on the change in SoC is 
greater than at higher temperatures. Low temperatures e.g. - 20°C increase the change in SoC as 
the available capacity is reduced while a higher amount of energy is drawn from the battery due 
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to heating. The auxiliary power demand is up to three times higher than at 20°C. This behaviour 
is shown in a more pronounced negative change in SoC compared to the positive change at higher 
power levels. To achieve ±0% after one cycle, the required SWPT power level at low temperatures 
is with 30 kW higher than 20 kW at 20°C. 
 
Figure 4-24 Effect of varying ambient temperatures on change in SoC over one UDDS cycle with stationary charging 
at different power levels 
In contrast, at higher temperatures above 20°C, the increase in auxiliary power demand due to 
cooling and ventilation is only minor. Additionally, the available capacity is not negatively 
affected by the temperature and the rated capacity is fully available. At 20°C, the change in SoC 
has a maximum as the auxiliary power demand is at its lowest. However, at a charging power level 
of 50 kW, the maximum is located at lower temperatures as more energy is transferred to the 
battery then removed, overcoming the effect of the maximum in auxiliary power demand. 
Furthermore, the share of energy added is higher as the available capacity at lower temperatures 
is reduced. 
Figure 4-25 illustrates the change in minimum charging power level to achieve unlimited range 
through stationary charging over one UDDS cycle with respect to transfer efficiency and 
temperature. In general, the minimum power level decreases linearly with increasing transfer 
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efficiency. The required charging power can be reduced by approximately 1 kW for every 4%-
points increase in transfer efficiency, independently of ambient temperature. At higher 
efficiencies, the energy is transferred more effectively resulting in a lower minimum charging 
power. As the temperature decreases, the auxiliary power consumption increases and therefore a 
higher charging power level is required to negate the additional demand. Similar observations can 
be made at higher temperatures. However, the energy demand increases more rapidly at lower 
temperatures. 
 
Figure 4-25 Minimum stationary charging power level required for unlimited range at different temperatures and transfer 
efficiencies in UDDS cycle 
The effect of temperature for DWPT charging is presented in Figure 4-26. Overall, the change in 
SoC for DWPT shows similar trends as in SWPT charging. The change is more pronounced at 
lower temperatures than at higher temperatures, with a shallow maximum at 20°C because of 
reduced available capacity and higher auxiliary power consumption. For a road coverage of 10%, 
the change in SoC increases with rising temperatures independently from charging power level. A 
combination of medium charging power levels and road coverages of 30% or 50% cause widely 
constant changes in SoC. Higher power levels paired with 50% coverage result in decreasing 
change in SoC with rising temperature. This is due to a combination of low available battery 
capacity and high auxiliary power consumption at low temperatures. High power levels and 
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coverages result in the transmission of larger quantities of energy over one cycle, which create 
bigger changes in SoC. As the temperature increases, the available capacity increases and the 
auxiliary power decreases causing a relative decrease in change of SoC. 
A change in SoC of ±0% can either be achieved by a higher power level or by increasing the road 
coverage. The ability of coverage to offset the change in SoC increases at higher power levels, 
however, the effect of power level is larger for smaller coverages e.g. 10% of 50 kW achieves 
better results than 10 kW at 50% and 20 kW at 30%. 
 
Figure 4-26 Effect of varying ambient temperatures on change in SoC over one HWFET cycle with dynamic charging 
at different power levels and coverages 
98 
 
Figure 4-27 Minimum dynamic charging power level at 30% and 50% coverage for unlimited range at different 
temperatures and transfer efficiencies in HWFET cycle 
The minimum charging power level to achieve unlimited range within the HWFET cycle 
depending on the transfer efficiency and temperature is depicted in Figure 4-27. As previously 
shown, it is not possible to realize unlimited range with 10% road coverage. However, it is 
achievable at higher road coverage e.g. 30% and 50%. The impact of a higher transfer efficiency 
is more pronounced at 30% coverage. On average, the charging level can be reduced by 1 kW for 
every 2.5%-points increase in transmission efficiency. At 50% coverage, the trade-off is slightly 
higher with 1 kW every 3-4%-points. 
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Figure 4-28 Effect of varying ambient temperatures on SoC profile over one WLTC cycle for combined charging at 20 
kW stationary and 20 kW at 30% coverage dynamic charging 
Figure 4-28 displays the SoC profile for the combined charging scenario of 20 kW stationary and 
20 kW at 30% coverage dynamic charging at the WLTC cycle. The change in SoC reaches its 
maximum at 20°C and achieves unlimited range. At temperatures above 20°C, the SoC profile 
shows only minor differences to the maximum. This is attributable to the slight increase in 
additional HVAC power consumption. Temperatures below 0°C seriously affect battery 
performance while increasing the auxiliary power consumption. Consequently, the SoC at the end 
of the cycle is much lower than at higher temperatures. This results in a shorter achievable range. 
The range is extended in comparison to no charging at lower temperatures. 
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Figure 4-29 Minimum road coverages for various stationary and dynamic charging power levels (0-50 kW) illustrated 
as blocks and columns respectively at temperatures of -20°C, 0°C and 20°C in WLTC cycle 
Figure 4-29 portrays the minimum road coverage required to achieve unlimited range within the 
WLTC cycle for a wide range of stationary and dynamic power levels depending on the 
temperature. Dynamic power levels of 0-50 kW are illustrated by columns from left to right. As 
indicated with the black leftmost bars of each column, it is not possible to achieve unlimited range 
with stationary charging alone (implied by a road coverage of 100%), except at 20°C and a power 
level of 50 kW. At other temperatures, the auxiliary power demand as well as the change in 
available capacity cannot be offset by lower charging power levels.  
On the contrary, it is possible to achieve unlimited range with DWPT alone at very high coverages 
or medium coverages and power levels. The required coverage is also the lowest at 20°C, followed 
by 0°C, and the highest at -20°C. This is due to the additional energy consumption of the HVAC 
system, which can lead to negating the positive effect of higher charging power levels. In general, 
with increasing dynamic power level, the required road coverage decreases. An initial increase of 
dynamic charging power from 10 kW to 20 kW has the greatest influence on the coverage required 
and additional power level increases have diminishing returns as the coverage approaches a 
minimum. Similarly, coverage required reduces with increasing stationary power levels in a linear 
manner. However, due to the limited number of stops, the effect of dynamic charging power level 
on the required road coverage is bigger than that of the stationary charging power. In addition, the 
main energy consumption occurs in the second half of the cycle i.e. the highway part. As shown, 
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the ambient temperature has a direct impact on the system performance as it affects the available 
battery capacity but also increases additional power consumption due to HVAC operation. 
4.6.4 Cycle life 
The final parameter considered is the age or cycle life of the battery system. Over time the 
reactivity of the solutions used in batteries as well as the anode and cathode materials degrade. In 
addition, the amount of charging and discharging cycles influences the available capacity. 
Conventionally, a battery has reached its end of life when the available capacity reaches 80% of 
the initial rated capacity. Taking two journeys a day, simulated by the driving cycles without 
recharging until the SoC reaches 20%, the battery system goes through one cycle every five days 
for UDDS, every three days for HWFET, and every two days for WLTC, respectively. Assuming 
that the battery can cycle through 1000 discharging-charging cycles before reaching its end of life, 
the expected lifetime would be 13.7 years for UDDS, 8.2 years for HWFET and 5.5 years for 
WLTC, respectively. 
The effect of the cycle life for SWPT charging for one UDDS cycle is shown in Figure 4-30. Up 
to 200 cycles, the change in SoC stays constant, independently of the charging power level. The 
change in SoC increases with increasing age of the battery as the available capacity decreases, 
amplifying the ratio of added and removed charge. Charging power levels below 20 kW are not 
enough to compensate for the reduction in available capacity, while power levels above 20 kW 
can lead to higher added charge. 
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Figure 4-30 Effect of varying cycle numbers on change in SoC over one UDDS cycle with stationary charging at 
different power levels 
 
Figure 4-31 Effect of varying cycle numbers on change in SoC over one HWFET cycle with dynamic charging at 
different power levels and coverages 
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For DWPT charging during a HWFET cycle, depicted in Figure 4-31, a similar trend is shown. 
The benefit of WPT, especially DWPT is even greater for aged batteries as the available capacity 
is further reduced by the cycle life. There are combinations of charging power level and coverage 
that are sufficient to offset the negative effects of aging batteries. 
The initially used combination of 20 kW SWPT combined with 20 kW at 30% coverage DWPT 
charging shows no change in SoC profile over the investigated selection of cycle numbers. 
Therefore, Figure 4-32 illustrates the SoC profile for 50 kW SWPT in tandem with 20 kW at 30% 
coverage DWPT charging. The change in SoC increases with increasing age of the battery system. 
In summary, wireless charging cannot only increase battery life, as it reduces the number of deep 
discharge cycles but also help assuaging the negative effects of aging batteries. 
 
Figure 4-32 Effect of varying cycle numbers on SoC profile over one WLTC cycle for combined charging at 50 kW 
stationary and 20 kW at 30% coverage dynamic charging 
4.7 Human exposure 
One of the main concerns about WPT technology applied to recharge EVs is due to the 
electromagnetic field (EMF) emission in the environment. This emitted field must be compliant 
with EMF safety standards regarding the human exposure [263] [339]. While the SWPT has been 
largely investigated [359] [360] fewer studies are available for the DWPT systems. The SAE 
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J2954 provides specifications for power levels up to 11 kW even though today’s EV power 
transfer systems can reach up to 50 kW. This is a quite high power level considering the 85 kHz 
standardized frequency and therefore the magnetic field cannot be neglected around the vehicle. 
Checking the compliance with guidelines, recommendations or legislation, will become 
mandatory. Thus, in order to avoid any compliance issues and minimize the exposure to humans 
a good trade-off between charging efficiency and EMF safety concerns should be found. The 
proposed medium power (20-30 kW) SWPT combined with an intermediate power (20-30 kW) 
DWPT system is found to be the best solution also on this aspect. 
4.8 Conclusions 
In this chapter, the driving range of electric vehicles charged by static, quasi-dynamic, dynamic 
or combined WPT systems has been investigated. To this aim, an easy to implement extended 
battery model was coupled with a force-based vehicle model to study the impact of WPT charging 
on the onboard battery system of an EV. Three different driving cycles, i.e. urban (UDDS), 
highway (HWFET) and combined (WLTC), were used to simulate wireless charging in different 
environments. Moreover, a multitude of external and internal factors, such as the ambient 
temperature and the age of the battery system were for the first time taken into account to evaluate 
the impact of WPT technology on the battery SoC. 
The analysis of the obtained results has shown that a deviation from the rated temperature of the 
battery system has a high impact on the change in SoC due to the reduction in available capacity 
and change in auxiliary power demand. It has been observed that lower temperatures have a 
stronger impact compared to higher temperatures. With regards to the second aspect, it has been 
outlined as the WPT effectiveness increases with the battery age due to the limited driving range 
and amplified ratio of added and removed charge.  
When combining the above-mentioned battery parameters together with the several driving cycles 
the following conclusions can be drawn. WPT technology will definitely alleviate the range 
anxiety issue by extending the achievable range significantly or even achieving unlimited range. 
While SWPT is best employed on busy roads, DWPT should be used on highways. However, 
when combining both systems, the size and power level can be reduced significantly. This benefits 
the overall system as a higher power level requires a careful design to limit the EMF emission and 
reduce its impact on passengers and bystanders. By reducing the SWPT power to a medium level 
(20-30 kW) in combination with DWPT we can achieve unlimited range and alleviate health and 
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safety concerns regarding EMF emissions. This result is of outmost importance for policy makers 
since the deployment of WPT systems are still under investigations. It is also worth mentioning 
that the results hereto shown are specific to the considered scenarios. However, the proposed 




5 WPT experiments with HTS coils 
5.1 Introduction 
The first standard addressing WPT for EVs, SAE J2954 was published in 2016 and outlined the 
operating frequency of wireless charging systems to be between 81.39 and 90 kHz with a nominal 
operating frequency of 85 kHz [302]. Recent literature on superconducting wireless power transfer 
systems focusses on low input power and operating frequencies in the range of several kHz to tens 
of kHz [195], [198], [361], [190], 370 kHz [206], [208], [335] or 13.56 MHz [197], [362]. Many 
of the above-mentioned studies rely on analytical equations for HTS tapes to estimate the AC loss 
of HTS coils and miss the opportunity to combine AC loss modelling for HTS coils with 
experimental measurements. Furthermore, the applied equations are not applicable in the high 
frequency regime, up to 85 kHz, used in WPT [4], [8], which leads to incomplete comparisons. 
Therefore, this chapter combines finite element analysis (FEA) simulations with a circuit model 
to simulate the system performance of (HTS) WPT-systems. Obtained results are compared with 
experimental results. Conventionally used copper coils are compared with HTS coils as well as 
hybrid systems, using HTS and copper coils within the same transfer system are researched. 
Additionally, the performance of cooled copper coils at 77K is shown. A frequency range of 11-
85 kHz, commonly used for wireless charging, was chosen for the comparison.  
Section 5.2 presents the 2D axisymmetric multilayer model used to investigate the AC losses and 
equivalent resistance of HTS coils for WPT. The experimental set up is introduced in section 5.3 
and results are discussed in chapter 5.4. 
5.2 Simulations 
In the following chapter a combination of FEA-simulations and a circuit model in Simulink is 
used to evaluate the performance of HTS coils in a WPT-system following the process outlined in 
Figure 5-1. The input currents of the experiments are used as input for the FEA simulations. In the 
first step, the magnetic fields produced by the coils, carrying their respective current, is modelled. 
Together with the currents obtained from the experiments, the magnetic fields are used as input 
parameters for the AC loss model to obtain the equivalent resistance of the HTS coils. 
Subsequently, the system efficiency is calculated using a circuit model. The FEA-model used here 
is introduced in-depth in chapter 6. 
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Figure 5-1 Simulation flowchart 
5.2.1 H-formulation 
To evaluate the AC losses and the equivalent resistance of the HTS coils, when carrying an AC 
current while located within a varying external magnetic field, the 2D axisymmetric multilayer 
model presented in chapter 6.2 has been used. Furthermore, the tape parameters outlined in Table 
6-1 are used. Each layer of the HTS tape is modelled as an individual domain. After calculating 
the total AC loss, the equivalent resistance can be obtained from Eq. 5.1 with the magnitude of the 




         (5.1) 
5.2.2 Circuit analysis 
The results obtained from the FEA model are used as inputs for the circuit model laid out in Figure 
5-2. It shows a circuit diagram of an SS compensation which is used in the experiments. L1 and L2 
are the primary and secondary coils, R1 and R2 are the coil resistances, while C1 and C2 are the 
primary and secondary compensation capacitors, respectively. RL is the load resistance. Using 
Kirchhoff’s Law, the loop-currents i.e. the primary and load current, I1 and IL, for the circuit can 
be resolved using Eq. 3.1. 
The equivalent total impedance of the circuit, Ztot, within an SS-compensated circuit is the sum of 
primary circuit impedance Z1 and secondary reflected impedance Zr derived in Eq. 3.2. The 
secondary reflected impedance is the ratio of reflected voltage and primary current. The current 
that supplies the load is shown in Eq. 3.4. Input power and output power are calculated using Eq. 
3.5-3.6. It is assumed that power is supplied with unity power factor into the primary compensation 
network. At zero-phase-angle frequency, the reactive power flow is zero. To form a resonance 
circuit with maximum power transfer capability, this frequency must be equal to the resonance 
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frequency ω0, where the reactive parts in Eq. 3.1-3.7 cancel out. With the aid of the input and 
output power, the efficiency at resonance frequency can be expressed by Eq. 3.9 with the quality 
factors Q for each coil in Eq. 3.10. It can be seen that a high quality factor is advantageous for 
system efficiency. Assuming identical coils in the primary and secondary circuit, the resonance 
frequency can be calculated using Eq. 3.8. For the simulation it was assumed that the parasitic 
resistances of wires, connectors and capacitors are negligible. However, it should be noted that for 
future research these resistances should be considered as the equivalent resistance of the HTS coils 
is very small and therefore such parasitic resistances must be considered to improve applicability 
and accuracy of the models. 
 
Figure 5-2 SS compensation topology for primary and secondary resonance circuit. 
Table 5-1 Coil parameters 
Parameter HTS coils Copper coils 
Tape width [mm]/ Litz wire 4 0.1x200 
Turn number 8 8 
Inductance [µH] 18.5 15.6 
Winding type Double pancake Solenoid 
Coil diameter [m] 0.125 0.125 
Inductance [µH] 18.5 15.6 
Load [Ω] 0.4 0.4 
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5.3 Experimental set-up 
The system outlined in Figure 5-2 comprises two coils made from either copper Litz wire 
(0.1×200) or HTS tape. Litz wire is conventionally used in WPT systems due to their reduced AC 
loss characteristics at elevated frequencies. Both types of coils are depicted in Figure 5-3 and key 
parameters are summarised in Table 5-1. While the copper coils are wound as an eight-turn 
solenoid, the HTS coils are wound as double pancake coils with two layers of four turns each, 
totalling eight turns. Therefore, both systems use the same turn numbers and system components 
All coils are wound on glass-fibre reinforced plastic (GRP) formers and have a diameter of 




Figure 5-3 Copper Litz wire solenoid (left) and HTS tape double pancake coil (right) 
The self-inductance L1/2 and mutual inductance M between the primary and secondary coil was 
measured using the Impedance/Gain-Phase Analyser ZGA5905. Both, open secondary inductance 
Lo and short secondary inductance Ls were measured and the coupling coefficient k was calculated 
by the analyser as Eq. 5.2 and converted to the mutual inductance in Eq. 5.3. 
𝑘 = √1 −
𝐿s
𝐿o
         (5.2) 
𝑀 = 𝑘√𝐿1𝐿2         (5.3) 
In addition, the mutual inductance was calculated using the FEA model and it is rapidly decreasing 
with increasing air gap length and the trend is illustrated in Figure 5-4. It largely depends on the 
air gap between the coils and the results for double pancake and solenoid are similar. In the FEA 
model, the individual coil turns where approximated by a lumped coil cross-section.  
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Figure 5-4 Mutual inductance between primary and secondary coil vs air gap length 
Furthermore, resistance R and quality factor Q of the copper coils were measured using the 
Impedance Analyser and the FEA model was used to calculate the equivalent resistance Req and 
the quality factor Q of the HTS coils. The copper coils were not only measured at a room 
temperature of 300K but also at the boiling point of liquid nitrogen (LN2) at 77K, the same 
operating temperature of the HTS coils. All results are displayed in Figure 5-5 and Figure 5-6. 
As shown, the HTS coils have the lowest resistance and therefore highest quality factor. 
Particularly, at the lowest frequency investigated of 11 kHz. In comparison to the copper coils 
measured at room temperature, which exhibit the highest resistance, the cooled copper coils have 
a much lower resistance as the temperature-dependent resistivity is decreased. Nevertheless, not 
as low as the HTS coils. All coils experience increased resistances as the frequency increases due 
to the skin effect. The effect of frequency is the greatest for the HTS coils, which is approaching 
the copper coils rapidly. 
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Figure 5-5 Resistance and equivalent resistance of copper coils at room temperature, copper coils at 77K and HTS coils 

















 HTS [77K]  Cu [300K]  Cu [77K]
 
Figure 5-6 Quality factor of copper coils at room temperature, copper coils at 77K and HTS coils 
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Figure 5-7 shows the experimental setup used to measure the transfer efficiency of the WPT-
system. A high-frequency power supply controlled via a PC supplied the system with a square 
voltage waveform. The capacitor banks were connected in series with the Tx and Rx coils and 
comprised several high-frequency, high-voltage capacitors with capacitances between 0.01 µF to 
2 µF (±5%), joint by copper plates. Depending on the coils and the frequency investigated, 
different arrangements of capacitors were made to achieve the desired resonance frequency 
according to Eq. 3.8. The phase angle of the resonance circuit was measured before the 
experiments to ensure resonance, as depicted in Figure 5-8 a resonance frequency of 85 kHz was 
achieved. Two light bulbs, each with a resistance of 0.2 Ω, were used as load. All measurements 
regarding voltages, current and powers were conducted using the YOKOGAWA PX8000 Power 
Analyser. Experiments were conducted on a small scale WPT system and the input power was 
approximately 10 W.  
 
 
Figure 5-7 Experimental setup with a power supply, resonance capacitors, copper and HTS coils, resistive load and a 
power analyser. Setup for copper coils at room temperature at the top and cooled copper and HTS coils at the bottom 
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Figure 5-8 Phase angle of the copper resonance circuit at a resonance frequency of 85 kHz 
Figure 5-9 illustrates the different combinations of coils that were measured. In total five different 
cases were investigated, including a) Cu-Cu coils at room temperature, b) Cu-Cu in LN2, c) HTS-
HTS, d) HTS-Cu in LN2 and e) Cu-HTS in LN2. Measurements that included the use of LN2 were 
conducted in a Styrofoam cooling vessel. Additional copper plates were used to achieve solder-
free connections between the HTS coils and other circuit components.  
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Figure 5-9 Coil arrangements for different cases investigated including case a) Cu-Cu coils at room temperature, b) Cu-
Cu in LN2, c) HTS-HTS, d) Cu-HTS in LN2 and e) HTS-Cu in LN2 
5.4 Results and discussion 
The transfer efficiencies for the different cases for frequencies of 11 kHz, 25 kHz, 55 kHz and 
85 kHz are shown in Figure 5-10. It can be clearly seen that the transfer efficiency increases 
drastically with operating frequency as a higher voltage is induced in the receiving coil. An 
increase from 11 kHz to 25 kHz shows the highest increase in efficiency and a change from 55 kHz 
to 85 kHz the lowest. In addition, the transfer efficiency decreases rapidly and linearly 
(frequencies above 11 kHz) with air gap length e.g. from 97% at 1 cm to approximately 30% at 
12.5 cm for 85 kHz in the HTS-HTS system. Particularly for 11 kHz and 25 kHz, the effect of the 
distance is more pronounced than for higher frequencies. Furthermore, at large air gaps of 7.5cm 
and larger, the Cu-Cu system exhibits an efficiency close to 0%. 
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Furthermore, Figure 5-10 shows a comparison of the different cases at the four frequencies 
investigated. Firstly, the transfer efficiency for the different cases increases with frequency. In 
addition, the shape becomes extremely linear as the frequency increases. At the lowest frequency 
of 11 kHz, the efficiency initially decreases linearly to about 7.5 cm, an equivalent of 60% of the 
coil diameter, before remaining generally constant with increasing air gap length. It can also be 
clearly seen that the Cu-Cu has the lowest efficiency at 11 kHz and 25 kHz due to the lower 
resistance and therefore higher quality factor of the HTS coils as well as the reduced resistivity of 
the Cu coils when submerged in LN2. However, as the frequency increases, the difference between 
the achieved efficiencies becomes smaller and at a frequency of 55 kHz, copper coils achieve a 
similar efficiency as the HTS coils. Similar results were obtained for a frequency of 63 kHz [363]. 
This is caused by the rapidly increasing AC loss and therefore equivalent resistance of the HTS 
coils, which approaches the resistance of the copper coils. Furthermore, a comparison between 
single HTS coil systems, namely Cu-HTS and HTS-Cu was made. Given the experimental results, 
none of the two systems has a better transfer efficiency, which is in line with conflicting findings 
of other research [195], [196], [197]. Nevertheless, when comparing other advantages, the HTS-
Cu system is favourable due to tighter space limitations on the VA compared to the GA. This is 
in line with literature as advantages of either system are discussed controversially [364], [365], 
[366]. However, as discussed earlier, the absence of an impedance matching system influences 
results obtained as primary and secondary systems become mismatched and there is a phase shift 
between waveforms, negatively affecting the results. It is necessary to underline, that even though 
HTS systems achieve similar transfer efficiencies as copper systems, the transferred power can be 
much higher, which is required for applications such as fast charging.
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Figure 5-11 Current and voltage waveforms of Tx and Rx coils for HTS-HTS a)-c) and Cu-Cu d)-f) at 85 kHz and different air gap lengths of 0.01 m (left), 0.05 m (centre) 
and 0.125 cm (right) 
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Figure 5-12 Current and voltage waveforms of Tx and Rx coils for HTS-Cu a)-c) and Cu-HTS d)-f) at 85 kHz and different air gap lengths of 0.01 m (left), 0.05 m (centre) 
and 0.125 m (right) 
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The current and voltage waveforms of transmitting and receiving coils for cases a) HTS-HTS and 
cases c) Cu-Cu at air gap lengths of 1 cm, 5 cm and 12.5 cm are depicted in Figure 5-11. In 
addition, the waveforms for case d) Cu-HTS and case e) HTS-Cu are shown in Figure 5-12. As 
the air gap length increases, the voltage and current amplitudes of the Tx coil increase too. This is 
due to the increase in reflected impedance. On the contrary, the current and voltage on the receiver 
side decrease with increasing distance, indicating a reduction in overall power transfer, as the 
magnetic field linking both coils becomes weaker. Furthermore, a phase shift can be seen 
particularly at large air gap lengths. An impedance matching circuit is commonly used to match 
input and output impedance and maximise power transfer. However, it was not used in the 
experiments conducted here. Furthermore, as the air gap increases the waveforms become 
increasingly distorted and move away from being a voltage square waveform as the resonance 
circuit loses resonance and the reactive part of the impedance is not fully cancelled. 

















 Experiment d=0.01m  Simulation d=0.01m  Ideal d=0.01m
 Experiment d=0.05m  Simulation d=0.05m  Ideal d=0.05m
 Experiment d=0.125m  Simulation d=0.125m  Ideal d=0.125m
 
Figure 5-13 Cu-Cu in LN2 efficiency measurement vs simulation and ideal case for air gap lengths of 0.01 m, 0.05 m 
and 0.125 m 
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 Experiment d=0.125m  Simulation d=0.125m  Ideal d=0.125m
 
Figure 5-14 HTS-HTS efficiency measurement vs simulation and ideal case for air gap lengths of 0.01 m and 0.05 m 
and 0.125 m 
The obtained experimental results for Cu-Cu in LN2 and for HTS-HTS were compared with the 
simulations according to Figure 5-1 and results are illustrated in Figure 5-13 and Figure 5-14. 
Furthermore, an ideal case is included using Eq. 3.9. Experimental results for 1 cm, 5 cm and 
12.5 cm are highlighted in blue, while the corresponding modelling results are depicted in red and 
the ideal efficiency in green. It should be noted that the cooling system was not considered for the 
efficiency calculation. In general, the simulations are in good agreement with the experimental 
results but tend to overestimate the achievable efficiency. Moreover, as the frequency increases, 
the difference between simulations and experiments decreases. This is especially true for the HTS-
HTS system. As the frequency decreases, the losses in the HTS coils become very small, resulting 
in a very low equivalent resistance, which is used as input for the circuit model. The overall system 
efficiency declines with frequency as the induced voltage decreases rapidly. 
In general, losses in the copper leads used to connect the HTS coils as well as the connecting wires 
and the capacitors banks and their copper plates were not considered. While the circuit model 
accounts for small mismatches in resonance and unity power factor, such general system losses 
are not accounted for in the circuit model. Nevertheless, the proposed model reasonably emulates 
the system performance. As seen from the comparison with the ideal case, the systems operate not 
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under ideal conditions, particularly at large air gaps, highlighting that higher efficiencies can be 
achieved with proper impedance matching. While for the Cu-Cu system the efficiency increases 
with frequency, the opposite is true for the HTS-HTS system as the AC losses decrease 
significantly with frequency.  
5.5 Conclusions 
In this chapter, the transfer efficiency of multiple WPT systems using copper coils, HTS coils and 
copper coils submerged in LN2 was investigated. The systems operated in a frequency range 
relevant for EV wireless charging from 11 kHz up to 85 kHz. The measurements showed that 
HTS-HTS systems have superior transfer efficiency over Cu-Cu systems at frequencies below 50 
kHz. As the frequency increases, the difference between the HTS and copper systems becomes 
negligible. In addition, hybrid systems such as HTS-Cu and Cu-HTS show a similar performance 
to HTS-HTS systems. However, no clear advantage in terms of efficiency of one hybrid system 
over the other crystallised. Given the low power input and the very small equivalent resistance of 
the HTS coils, the parasitic resistances of connectors etc must be considered. Furthermore, the 
resonance condition must be observed carefully to avoid distortion in the waveforms and a reduced 
performance of the system. 
The measured efficiency was, for the first time, compared with simulation results obtained from a 
combination of FEA modelling and circuit modelling. A 2D axisymmetric numerical multilayer 
FEA model was used to simulate AC losses of the investigated HTS coils, as conventional HTS 
film models and analytical equations for HTS tapes are not suitable for high frequency applications 
using HTS coils. Subsequently, the losses were converted to an equivalent resistance. The 
simulation results are in good agreement with the experiments. Parasitic losses in coil connectors, 
connecting wires and capacitor banks have not been included causing the difference between 
simulation and measurements. Furthermore, the cooling system when operating at 77K was not 
considered. When comparing achieved results to ideal conditions, higher systems efficiency can 
be expected. This chapter provides a comparison of power transfer efficiencies of copper, HTS 
and hybrid WPT-systems. Additionally, a practical numerical method to estimate the power 
transfer performance of the wireless charging systems is proposed. On one hand, it should be noted 
that, if the cooling system losses are included, the overall efficiency of the HTS system could 
possible decrease largely and become unfeasible. On the other hand, although at higher frequency 
bands the HTS based WPT-systems do not have a distinct advantage over copper systems, in 
122 
regards to efficiency, the transferred power of HTS systems is much higher than of copper systems, 
which is extremely important in some specific power-demand cases, such as fast charging. 
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6 AC loss modelling of superconducting coils  
6.1 Introduction 
Current systems use copper as coil materials, as it provides high conductivity and high availability 
at low cost. However, new materials emerge such as HTS. Sedwick conducted initial tests with 
HTS coils in 2010 and demonstrated improved system efficiency [367]. This is mainly due to the 
higher quality factor Q, compared to copper coils. HTS coils provide virtually zero DC resistance, 
while also being able to carry large amounts of current resulting in a higher power density 
compared to copper coils, allowing for a higher magnetic flux density. When subjected to a time 
varying current or magnetic field, HTS coils still experience AC losses [55]. 
With the introduction of the first standard addressing WPT for EVs, SAE J2954-2016, the 
operating frequency of such charging systems is set to be between 81.39 and 90 kHz with a 
nominal operating frequency of 85 kHz [99]. Therefore, ‘high frequency’ refers to the above-
mentioned range. AC losses in HTS tapes and coils have been investigated extensively, however, 
limited only to low frequencies up to several kHz [368], [369], [370], [371], [372]. One important 
aspect for the use of HTS coils in WPT systems is the loss characteristic at high frequencies. For 
low frequencies, the main loss component is the hysteresis loss within the HTS layer. However, 
at higher frequencies, eddy current losses, particularly in the copper layers and ferromagnetic 
losses in the substrate become more pronounced and cannot be neglected. 
In this chapter, a 2D axisymmetric multilayer model for the most commonly used coil 
configurations in WPT i.e. double pancake, circular spiral and solenoid coils is derived using H-
formulation in COMSOL. Initially, the model is outlined where different approaches to the field-
dependency of the critical current density and geometry approximations are compared. The most 
suitable option is then chosen and validated with experimental data. Lastly, different scenarios for 
the losses are presented including transport current loss, magnetisation loss and combined losses. 
Parts of this chapter have been published in [2] and [4]. 
6.2 AC loss model 
6.2.1 Model outline 
To evaluate the losses occurring in the HTS coil when supplied by an AC current or located within 
a varying external magnetic field, a 2D axisymmetric model has been constructed. A 2D 
axisymmetric model was chosen as it provides a reasonable approximation for rotationally 
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symmetric coil configurations such as investigated here, while minimising the computational time 
required for solving a 3D model. In addition, the aspect ratio of the investigated multilayer model 
is very large, particularly for full scale systems, which makes it difficult to simulate. Furthermore, 
the applied external magnetic field is centrosymmetric, thus does not have one fixed direction.  
The model uses the commonly applied H-formulation and comprises the equations presented in 
chapter 2.3.3, namely Ampere’s law Eq. 2.6, Faraday’s law combined with constitutive law Eq. 
2.7, E-J power law Eq. 2.8 and Ohm’s law Eq. 2.9. The simulation was performed in COMSOL 
and Eq. 2.6-2.9 can be rewritten as general form in Eq. 6.1. 
𝜕(𝜇0𝜇r𝐇)
𝜕𝑡
+ ∇ × (𝜌∇ × 𝐇) = 0       (6.1) 
The general model layout can be found in Figure 6-1. Three different coil structures are 
investigated. A solenoid configuration, i.e. stacking turns along the z-direction, a spiral coil, i.e. 
stacking turns in r-direction, and finally, a double pancake configuration, commonly used in WPT 
systems. To apply a time-varying external magnetic field, Dirichlet boundary conditions have been 
used. 
 
Figure 6-1. 2D axisymmetric model layout 
To incorporate the magnetic field dependency on the critical current density Jc(B), an anisotropic 
Kim-like model shown in Eq. 2.3-2.4 was adopted. Eq. 2.3 uses only the perpendicular magnetic 
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field component while Eq. 2.4 uses both, the perpendicular and the parallel component of the 
magnetic field to adjust the critical current density. Commonly Eq. 2.3 is used for tapes as the 
effect of the perpendicular magnetic field component onto the critical current density is greater 
than that of the parallel field [373]. However, for coils, particularly those used in WPT systems, 
displacement between the coils frequently occurs as EVs traverse over the transmitting pad. 
Furthermore, so far only multilayer coils are used for WPT systems, causing additional parallel 
cross-turn effects. Therefore, it suggests that the influence of the parallel field cannot be neglected 
and should be included. Both models are compared in the next section. As shown in Figure 6-2 
and Figure 6-3, the difference between full field dependency and using only the perpendicular 
field component is small. Nevertheless, both field components are considered in the following. 
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Figure 6-2 Comparison of transport current loss of eight-
turn double pancake coil model using full and 
perpendicular field components 
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Figure 6-3 Comparison of magnetisation loss of eight-
turn double pancake coil model using full and 
perpendicular field components 
The model uses real geometric data from Fujikura FYSC SCH04 outlined in Table 6-1. A cross-
sectional view of the HTS-CC is depicted in Figure 6-4. The GdBCO superconducting layer 
thickness is 2 µm, copper stabiliser thickness is 20 µm (located on top and bottom of the tape), 
silver layer thickness is 2 µm and the non-magnetic substrate (Hastelloy®) thickness is 75 µm. 
Each coil investigated has an inner radius of 0.0625 m and is comprised of 8 turns with an intra-
turn spacing of 200 µm due to the Kapton tape insulation. A common technique to increase 
computational speed is to approximate the HTS coil turns through homogenisation as presented in 
[374]. The critical current of the multilayer turn is adjusted by the volume fraction of the 
superconducting layer fHTS according to 𝐽c,Eq(𝐁) = 𝐽c(𝐁)𝑓HTS. However, this approach is only 
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viable for low operating frequencies as other layers such as the copper stabilisers will significantly 
contribute to the losses [8]. Therefore, separate HTS coil turns are approximated by a multilayer 
structure including copper stabilisers, silver overlayer, HTS layer and substrate. The multilayer 
structure allows for considering different loss mechanisms in the layers. Transport current and 
magnetisation loss in coils at various transport current load factors (LF), external magnetic fields 
(Bext) and frequencies are calculated. The LFs are defined as the ratio of transport current It to self-
field critical current Ic0 of the tape used.  
 
Figure 6-4. Cross-section of HTS coated conductor 
Table 6-1 HTS tape parameters [375], [376] 
Parameter Value 
YBCO tape width  4 mm 
YBCO film thickness 2 mm 
Copper thickness 20 mm 
Silver thickness 2 mm 
Substrate thickness 75 mm 
Copper resistivity at 77K 1.97  10-9 Ω/m 
Silver resistivity at 77K 2.7  10-9 Ω /m 
Substrate resistivity at 77K 1.25  10-6 Ω /m 
Free space permeability 4  10−7 H/m  
Power-law exponent  25 
k 0.67 
α 0.6 
Critical current in self field 245 A 
Characteristic E-field  10−4 V/m 
Magnetic field constant  0.2 T 
Coil radius 0.0625 m 
Turn number 8 
Winding width [mm] 1.076 
Operating temperature [K] 77 
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Each layer of the HTS tape is included in the model and treated as an individual domain. The 
different layers are connected in parallel and carry the transport current It with the peak current IP, 
see Eq. 6.2. For a sinusoidal input signal, the AC loss Qn within each layer can be calculated by 
integrating the power density of the layer over the domain Ω and the second half of the steady 
state period T as described by Eq. 6.3 [377]. Finally, the total AC loss Qtotal of the HTS coil can be 
calculated from Eq. 6.4. All parameters used for the coil simulation are summarised in Table 6-1. 




 ∫ ∫ 𝑬 ∙ 𝑱𝑑Ω𝑑𝑡Ω
𝑇
0.5𝑇
       (6.3) 
𝑄total = ∑ 𝑄n
5
𝑛=1         (6.4) 
6.2.2 Model validation 
In this section, simulation results are compared with experimental measurements [368] and other 
reference models [378] obtained from literature for single HTS tapes and multilayer coils. The 2D 
multilayer tape model [8] was extended to include geometrical features of a coil in an 
axisymmetric environment. Initially, transport current loss results for a HTS tape and a double 
pancake coil using the homogenisation approach are shown in Figure 6-5 and Figure 6-6. The 
obtained results agree with measured results, however, there is some difference. As the 
conductivity of the superconducting layer is much larger than for the other layers, most of the 
losses will be generated here. However, as the frequency increases and the losses shift towards 
other layers, the homogenisation approach loses its applicability. In case of an HTS coated 
conductor with magnetic substrate such as used in [368], the homogenisation model must be 
adapted to accommodate the substrate and its 𝜇r. Other layers can still be modelled using the 
homogenisation approach. 
Transport current losses and magnetisation losses for the multilayer model are depicted in Figure 
6-7 to Figure 6-9. As displayed, the simulated results are in very good agreement in the case of 
single tapes at higher frequencies as well as for coils, subject to AC transport current and time 
varying external magnetic field. Furthermore, the losses in each of the layers of the HTS tape are 
shown. As the frequency increases, the losses in the copper layers cannot be ignored. Hence, the 
multilayer approach will be used in the proceeding chapters to minimise errors and to investigate 
the impact of the copper layer further. 
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Figure 6-5. Comparison of AC transport current loss 
simulation (homogenisation) and experimental data 
[368] for an HTS tape at frequencies up to 15 kHz and a 
transport current of I0= 45A. 
 
Figure 6-6. Comparison of AC transport current loss 
simulation (homogenisation) and experimental data 
[378] for a 36-turn double pancake coil at 200 Hz and 
different transport currents I0. 
 
Figure 6-7. Comparison of AC transport current losses simulation and experimental data [368] for a single HTS tape at 
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Figure 6-8. AC transport current loss measurements 
[378] and simulations for a 36-turn double pancake coil 
at 200 Hz 
 
Figure 6-9. Comparison of AC magnetisation loss of the 
proposed model and [378] for a 36-turn double pancake 
coil at 200 Hz 
6.3 Transport current loss 
Initially, the transport current loss for the three coil configurations is investigated. Key loss 
characteristics involve the hysteresis loss in the HTS layer, which is the main loss mechanism at 
lower frequencies, coupling and eddy current losses. The tape under investigation uses Hastelloy®, 
a non-magnetic substrate and there are no superconducting filaments involved. Hence, 
ferromagnetic losses and coupling losses are neglected. To evaluate the transport loss, a sinusoidal 
AC current with different frequencies, between 50 Hz and 85 kHz, is applied to the coil and there 
is no external magnetic field. The transport current is quantified by LF and ranges from 0.1 to 0.8, 
equivalent to up to 80% of the critical current of the coil. 
Figure 6-10 shows the total transport current loss of eight-turn coils wound as double pancake, 
spiral and solenoid, respectively. In general, the loss increases with rising frequency and higher 
LF. The impact of LF increases with frequency, as more current is pushed into a smaller current 
carrying area, confined by the skin effect [8]. This effect can clearly be seen in Figure 6-11, which 
shows the magnetic field distribution in the HTS tape as well as the current density in the HTS 
layer of a double pancake coil at the negative peak of the sinusoidal transport current. 
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Figure 6-10. Total transport current loss of eight-turn coils (double pancake: full line, spiral: dashed line, solenoid: 
dotted line) at different LF and frequencies up to 85 kHz  
Comparing the different loss characteristics of the presented coil configurations, it is evident that 
the spiral coil experiences the highest total transport current loss, closely followed by the double 
pancake configuration. Resulting from the multilayer nature within the double pancake coil, each 
tape only faces high magnetic fields on the outer edges of the turn, this is paired with a similar 
occurrence of high current densities, leading to high transport current losses as shown in Figure 
6-11 for the case of a LF of 0.5. However, the current penetrates deeper into the tape with 
increasing load factor offsetting the benefits of the multilayer structure. On the other hand, within 
the solenoid structure, magnetic field hotspots are localised in the gaps between each turn and on 
the outer edges of the first and last turn. Here, the highest magnetic fields occur at the top and 
bottom of the coil and decreases towards the gaps in the centre of the coil until the fields cancel 
each other in the centre of the winding (along z-direction). Furthermore, only one side of the turn 
experiences a high magnetic field, while the magnetic field on the other side gets cancelled by the 
previous turn. In the spiral configuration, there is no field cancellation, resulting in high magnetic 
fields on each side of the tape. Nevertheless, there is a slight shielding effect, limiting the magnetic 
and electric fields in tapes in the middle of the winding. 
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b) 50 Hz 
 
c) 10 kHz 
 
d) 10 kHz 
 
e) 85 kHz 
 
f) 85 kHz 
 
Figure 6-11 Current density distribution J/Jc a),c),e) in the HTS layer and magnetic field distribution b),d),f) at 3π/2 for 
a double pancake coil subject to a LF=0.5 at 50 Hz, 10 kHz and 85 kHz, respectively. To improve visualisation the HTS 
layer thickness has been increased. 
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To achieve the required overall system efficiency of 85% for WPT-systems [99], the losses in the 
coils must be reduced. The losses generated by the HTS coils are extremely high for LF and 
frequencies targeted by such systems, particularly taking into account that the operating 
temperature is 77K. Viable option for loss reduction will be explored in chapter 7. 
Each HTS tape comprises several different layers and Figure 6-12 shows the contribution of each 
of the layers on the total loss with changes in frequency for a LF of 0.5. As shown, the HTS layer 
itself has the highest contribution towards the losses of the HTS tape, followed by the copper. 
Losses within the silver and the substrate layer are several magnitudes smaller than other losses. 
The substrate considered here is non-magnetic and even though it has the highest volume fraction, 
its limited electric conductivity results in the lowest loss contribution. With increasing frequency, 
the contribution of the HTS layer decreases and the share of the copper layer increases. This is 
due to the skin effect pushing the current into the outer layers of the tape i.e. the copper layers [8]. 
An additional factor that influence the losses is the critical current of the coil. When transitioning 
from single tapes towards stacks and coils, the interaction between individual turns and tapes 
cannot be neglected as the self-field lowers the critical current compared to single tapes. A self-
consistent model was used to determine the influence of subsequent turns onto the critical current 
of each individual turn [379]. It uses the voltage drop per unit length as criterion in each tape to 
determine the new critical current of the coil. Results obtained are displayed in Figure 6-13. As 
shown, the configuration has great influence on the critical current of a coil. The two extremes 
considered are the solenoid and spiral configuration. In a solenoid configuration, the critical 
current is widely stable and only reduces by a small fraction compared to an individual tape. 
However, in a spiral coil, the effect of subsequent turns is much higher, resulting in a much lower 
critical current. Additionally, the double pancake configuration, ranks between the two previous 
structures as it combines features of spiral and solenoid configuration. 
To take into account the different critical currents of the coils, the applied transport current, 
resulting from LF of the HTS tape, was adjusted to fit the actual LF of the coil. Figure 6-14 shows 
the adjusted total transport current of the three coil layouts. The overall losses are for double 
pancake and spiral coils smaller as the applied current is lower. In addition, the gap between the 
solenoid structure and the remaining layouts has shrunken.  
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Figure 6-12. Total transport current loss contribution of pancake (black), spiral (red), solenoid (blue) at LF=0.5 and 
frequencies up to 85 kHz 
 
Figure 6-13. Critical current for different coil configurations and turn numbers. 
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Figure 6-14. Total transport current loss contribution of pancake (black), spiral (red), solenoid (blue) at adjusted LF of 
0.5 and frequencies up to 85 kHz 
As verified, the main driver for transport current losses at higher frequencies is the skin effect [8]. 
This phenomenon occurs in all three coil configurations. Therefore, a transition frequency is 
defined where QHTS=QCu. It changes depending on the configuration and applied transport current 
as illustrated in Figure 6-15. For a single HTS coated conductor, the losses in the HTS are 
prevalent up to 100 kHz [8]. Generally, due to the interaction between the different windings 
within a coil, the transition frequency for coils is much lower and therefore limits the use of HTS 
film models for HTS coils operating at higher frequencies. When comparing the different 
transition frequencies, it is noteworthy that for LF below 0.3 the difference in coil configurations 
is small. At high LF, the transition frequency for double pancake and spiral coils are similar, while 
it is much higher for the solenoid coil. A higher transition frequency represents a later shift from 
the HTS layer towards the copper stabilisers as main contributor of the transport current losses. 
The interaction between the loss shares of the HTS and copper layers for the double pancake coil 
and the solenoid coil are shown in Figure 6-16 and Figure 6-17, respectively. The loss distributions 
are similar for lower frequencies and LF. However, as the LF increases the shift is delayed for the 
solenoid configuration, which can be explained by the field cancellation, reducing the impact of 
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the magnetic field on Jc of the HTS layer and the reduced local current density in the conducting 
area.  
 
Figure 6-15. Transition frequency for different coil configurations over a range of load factors 
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Figure 6-16 HTS/ Cu share of the transport current loss of an eight-turn double pancake coil at different frequencies 
and LF 
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Figure 6-17 HTS/ Cu share of the transport current loss of an eight-turn solenoid coil at different frequencies and LF 
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When designing the cooling system used for HTS coils, it is of interest where local temperature 
hot spots occur. Therefore, Figure 6-18 to Figure 6-20 depict the share of each turn on the total 
transport loss for a LF of 0.5 and frequencies between 50 Hz and 85 kHz. L1-L8 denote the turn 
from left to right or top to bottom for the spiral and solenoid configuration, respectively. While 
T1-T4 are the top turns and B1-B4 are the bottom turns from left to right in the double pancake 
coil. As one can see, the double pancake and spiral coils have comparable distributions, while the 
solenoid coil has vastly different characteristics. At low frequencies e.g. 50 Hz and 1 kHz, the loss 
distribution amongst the turns is mostly even for pancake and spiral coils. As the frequency 
increases to 10 kHz and later 85 kHz, innermost turns are subject to the highest losses. This is due 
to the increased magnetic field in the centre of the coil. The increase is compensated by a reduction 
in the share of the outer turns, while the second last turn for the pancake and the second and third 
last turns of the spiral coils experience the lowest loss. Subsequent coil turns are shielded from the 
magnetic field and the transport current penetration depth is lower, resulting in an overall decrease 
of the combined electric and magnetic field and therefore loss.  
 





























































Figure 6-19. Turn loss contribution in an eight-turn spiral coil for different frequencies at a load factor of 0.5 
 




























































































































The loss distribution within the solenoid coil is vastly different to the previous two configurations. 
All turns are subject to the same local magnetic field, while each turn contributes to the field 
cancellation between the turns. The outermost turns do not experience this cancellation and 
therefore experience the highest loss. With increasing frequency, this trend weakens, and the loss 
contribution of the innermost turns increases. As the frequency increases the losses in the copper 
layer increase and dominate at frequencies above the transition frequency. The solenoid layout is 
clearly advantageous when considering transport current loss characteristics for WPT systems. 
Particularly, when considering the magnetic field distribution above the centre of the coil as shown 
in Figure 6-21, which is an important parameter for a WPT-system and its performance. 
 
Figure 6-21. Magnetic field distribution above the centre of the coil at adjusted LF=0.5 
6.4 Magnetisation loss 
6.4.1 Magnetisation loss at different external magnetic fields 
In this chapter the magnetisation loss is investigated. All external fields are alternating at 
frequencies up to 85 kHz and perpendicular to the wide tape surface, demonstrating the worst case 
for a WPT-system. Applied AC magnetic field densities range from 10 mT to 200 mT and there 
is no additional current applied to the coils.  
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Figure 6-22 illustrates the magnetisation loss for the previously introduced coil configurations. In 
general, the magnetisation loss per unit length increases with stronger external magnetic fields. 
Lower external magnetic fields are not strong enough to penetrate the HTS layer due to the 
shielding current produced, repelling the external field. The effect of the magnetic field increases 
rapidly with frequency. The magnetic field distribution of the double pancake coil and the current 
density in the HTS layer at the negative peak of the sinusoidal external magnetic field (at 3π/2) 
are depicted in Figure 6-23. Similarly, to the transport loss scenario, the magnetic field and current 
density forms local ‘hotspots’ characterised by very large peaks. The area of such hotspots 
decreases with frequency while the magnitude of the local magnetic field and current density 
increases. The middle windings i.e. turn pairs two and three show a more drastic shift from the 
hotspots towards the centre of the tape, whereas the innermost and outermost windings experience 
a more gradual transition. This is due to the higher magnetic field generated within the centre of 
the coil and the shielding of the middle windings through the outermost turns. 
 
Figure 6-22. Total magnetisation loss of eight-turn coils (double pancake: full line, spiral: dashed line, solenoid: dotted 
line) at different magnetic field densities and frequencies up to 85 kHz 
Contrary to the results obtained for the transport current loss, the solenoid configuration 
experiences the highest loss, while the spiral coil has the lowest losses. This is due to the shielding 
effect. In a spiral coil, the outermost turns shield subsequent turns, resulting in higher than per-
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turn-average losses for the first and last turn, while other turns experience lower than average 
losses. A similar mechanism causes reduced loss in the double pancake coil. However, in a less 
pronounced fashion. In contrast, all turns in a solenoid layout are subject to the same field, without 
any shielding. It is therefore possible to use the shielding effect and change the layout of the 
windings to shield as many turns as possible, hence reducing the overall influence of external 
magnetic fields. Nevertheless, one still has to account for the critical current in the outermost turns 
which will experience a proportionally higher magnetic field. Additionally, stabiliser-free tapes 
can be used to eliminate one of the loss sources. 
a) 50 Hz
 
b) 50 Hz 
 
c) 10 kHz 
 
d) 10 kHz 
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e) 85 kHz 
 
f) 85 kHz 
 
Figure 6-23 Current density distribution J/Jc a),c),e) in the HTS layer and magnetic field distribution b),d),f) at 3π/2 for 
a double pancake coil subject to an external magnetic field Bext=100 mT at 50 Hz, 10 kHz and 85 kHz, respectively. To 
improve visualisation the HTS layer thickness has been increased. 
When looking at the contribution of the different layers depicted in Figure 6-24, a similar tendency 
as for the transport loss is shown. HTS and copper layers largely dominate the magnetisation losses 
in the HTS coil, while silver and substrate layer have only minor contribution.  
 
Figure 6-24. Total magnetisation loss contribution of pancake (black), spiral (red), solenoid (blue) at Bext =100 mT and 
frequencies up to 85 kHz 
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The loss in the HTS layer increases with frequency up to 50 kHz and stagnates at higher 
frequencies. On the other hand, the losses in the copper layers rapidly increase. This is a direct 
result of the skin effect, causing the current to be pushed into the copper layers as well as to the 
outer edges of the HTS tape. Similarly, the magnetic field is greatly increased at the outer edges 
of the tape. Figure 6-25 to Figure 6-27 show the interaction between the HTS layer and the copper 
stabilisers of the different coils. The overall trend is similar for all three coils, but the curves are 
shifted towards higher Bext when comparing solenoid, double pancake and spiral. The shift is 
caused by the shielding effect in the spiral and double pancake coil whereas it is absent in the 
solenoid coil. There exists a maximum and minimum for the loss share in the HTS layer and the 
copper stabilisers, respectively. At a frequency of 50 Hz, almost all losses occur in the HTS layer 
for double pancake and solenoid coils, independently of the external magnetic flux density. 
However, as the frequency increases, the penetration depth of the magnetic field decreases and the 
magnetic field becomes weaker the farther it penetrates into the HTS tape according to the Beer-
Lambert Law. Yet, the magnetic field penetrates the copper layer, generating the majority of the 
losses. As soon as a stronger magnetic field penetrates the HTS layer, most of the losses will occur 
there, until the skin effect pushes the magnetic field and current into the copper layer and the outer 
edges of the turn. Before reaching the maximum/minimum, frequency and Bext have the same 
relationship and higher frequencies result in higher external magnetic fields to transition from 
higher copper to HTS losses. After the maximum is reached there is an inverse relationship 
between frequency and Bext dictating the transition from HTS layer losses towards copper layer 
losses. Higher frequencies push the cross over point towards lower magnetic field densities. At a 
frequency of 85 kHz, neither spiral nor solenoid configuration, go through the described trend as 
the copper losses are always higher than the losses in the HTS layer. 
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Figure 6-25. HTS (solid line) and copper (dashed line) layer loss contribution of an eight-turn double pancake coil for 
different frequencies and external magnetic field up to 200 mT 
 
Figure 6-26. HTS (solid line) and copper (dashed line) layer loss contribution of an eight-turn spiral coil for different 
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Figure 6-27. HTS (solid line) and copper (dashed line) layer loss contribution of an eight-turn solenoid coil for different 
frequencies and external magnetic field up to 200 mT 
The cross over point i.e. transition frequency when QCu=QHTS is depicted in Figure 6-28. As shown, 
all three coil configurations exhibit similar trends in their transition frequency. It is characterised 
by a sharp parabolic trend, however, the maximum is shifted depending on the coil structure. The 
solenoid coil reaches its maximum transition frequency of circa 83 kHz at a magnetic field of 
approximately 7.5 mT, just shortly after reaching the threshold field. As each turn is subjected to 
the same external magnetic field, the solenoid configuration is extremely prone to magnetic fields 
above its threshold field, which affects the critical current density and has great impact on the loss 
distributions. Similarly, to the maximum transition frequency of the solenoid coil, the spiral coil 
reaches its peak at a magnetic field of 45 mT. Its transition frequency is attained at greater external 
fields, as inner turns are shielded. The double pancake coil has the highest transition frequency 
with almost 90 kHz, which it reaches at a magnetic field of 20 mT. It achieves the highest transition 
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Figure 6-28. Transition frequency for different coil configurations over a range of external magnetic field densities 
When looking at the magnetisation loss contribution of each turn for an external magnetic field of 
100 mT, as shown in Figure 6-29 to Figure 6-31, the results are generally not skewed towards the 
innermost turns of the coil. While the turns in the middle of the coils are still shielded in the case 
of spiral and double pancake coil, the difference between inner and outermost turns is smaller. 
Nevertheless, the difference still increases with frequency providing further evidence of the skin 
effect. The opposite is true for the solenoid structure. While at frequencies below 10 kHz, the loss 
contribution amongst the different turns is stable, the discrepancy between the innermost and 
outermost turns increases with frequency and the outermost turns contribute less to the total loss 
than the innermost turns. This is due to a channelling effect enhancing the external magnetic field 
in the gaps between turns and the local magnetic field in the turns themselves. While the innermost 
turns are subject to this effect on either side, the outermost turns only face it on one side, reducing 
the overall loss in the turn compared to the other turns. The spiral layout is favourable when 
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Figure 6-29. Turn loss contribution in an eight-turn double pancake coil for different frequencies with an external 
magnetic field of 100 mT 
 
Figure 6-30. Turn loss contribution in an eight-turn spiral coil for different frequencies with an external magnetic field 







































































































































Figure 6-31. Turn loss contribution in an eight-turn solenoid coil for different frequencies with an external magnetic 
field of 100 mT 
6.4.2 Magnetisation loss at different angles 
WPT-systems operate at the highest capacity when the two charging pads are perfectly aligned. 
However, this is not always the case and particularly for DWPT-systems, the charging pads must 
link when the vehicle is not fully aligned with the charging pad. Operating under these conditions 
changes the angle of the external magnetic field onto the wide side of the tape. Hence, in this 
chapter the angular dependency of the magnetisation loss is investigated. 
Figure 6-32 shows the angular dependency of the magnetisation loss for different coil layouts at 
50 Hz and 85 kHz subject to an external magnetic field of 100 mT. As outlined in the previous 
chapter, the solenoid configuration experiences the highest loss, while the spiral coil has the lowest 
losses. All three different coil geometries exhibit the same trend for a frequency of 50 Hz. As the 
angle increases towards 60°, the magnetisation loss changes only marginally. At higher angles, 
the loss drops significantly until it reaches a minimum when the magnetic field is parallel to the 
wide surface of the tape. The losses drop significantly as the perpendicular field component is the 
main driver for the critical current density and therefore losses in the HTS layer. Hence all losses 
occur in the copper layer as shown in Figure 6-33 to Figure 6-35. When comparing the share of 




































































0° and trails off with increasing angle. However, this is not the case for a solenoid coil as seen in 
Figure 6-34. As the angle increases, the total loss decreases too. But the copper losses decrease 
more rapidly until the external magnetic field is parallel to the tape, where the losses in the HTS 
layer become negligible. As the frequency increases, more losses occur in the copper layer. This 
phenomenon is independent of the angle. For a frequency of 85 kHz the different coil geometries 
have increased losses but vastly different loss characteristics. In the case of the solenoid, the 
overall trend does not change. However, the initial range of small changes is less pronounced and 
losses stay mostly constant up to an angle of approximately 30°.  
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Figure 6-32. Angular dependency of magnetisation loss for different eight-turn coil configurations at 50 Hz and 85kHz 
at 100 mT. 
On the contrary, the loss of the spiral coil slightly increases with angle. The increase in loss is due 
to the fact that the copper layer is responsible for the main share of the losses at 85 kHz and as the 
angle increases the shielding of the turns in the middle is lost, subjecting all copper layers to a 
high external magnetic field. Furthermore, eddy currents have a greater area to loop around. While 
the losses with Bext=100 mT in the HTS layer reduce by two orders of magnitude, the losses in the 
copper layer quadruple as the orientation of the external magnetic field changes. For the double 
pancake configuration, the magnetisation loss is roughly independent of the angle, while there is 
a slight maximum when the external magnetic field is perpendicular to the wide tape surface. The 
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double pancake coil combines characteristics of the spiral and solenoid coil, which partly cancel 
out. The overall trends shown in Figure 6-32 also apply to other magnetic field densities. 
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Figure 6-33 HTS and copper share vs angle of external magnetic field for an eight-turn double pancake coil at different 
frequencies at Bext= 100mT 
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Figure 6-34 HTS and copper share vs angle of external magnetic field for an eight-turn solenoid coil at different 
frequencies at Bext=100 mT 
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Figure 6-35 HTS and copper share vs angle of external magnetic field for an eight-turn spiral coil at different frequencies 
at Bext=100 mT 
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Figure 6-36 to Figure 6-38 show the evolution of the layer contributions for different external 
magnetic field densities at frequencies of 50 Hz, 10 kHz and 85 kHz for a double pancake coil. As 
seen, at 50 Hz the majority of the losses are generated in the HTS layer for a wide range of angles. 
As stated earlier, there is a sharp transition between the copper and the HTS layer shares. However, 
as the external magnetic field becomes stronger, the maximum angle before the transition from 
HTS to copper layer increases e.g. from just over 40° for 7.5 mT to approximately 75° at 200 mT. 
With increasing frequency e.g. 10 kHz, the transition loses its sharpness and losses are not 
primarily generated in one of the two layers but rather both contribute a large portion of the losses. 
For small angles, most losses occur in the HTS layer, while large angles lead to a higher 
contribution of the copper layer. If the frequency is even higher e.g. 85 kHz, the majority of the 
losses will be generated in the copper layer due to the skin effect. Furthermore, as the magnetic 
field density increases beyond 45 mT, the losses in the copper layer increase more rapidly than in 
the HTS layer, this results in the relative decrease in the magnitude of the HTS share with magnetic 
field density and the flattening of the peak. 
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Figure 6-36 HTS and Cu share vs angle of external magnetic field for an eight-turn double pancake coil at different 
Bext at 50 Hz 
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Figure 6-37 HTS and Cu share vs angle of external magnetic field for an eight-turn double pancake coil at different 
Bext at 10 kHz 
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Figure 6-38 HTS and Cu share vs angle of external magnetic field for an eight-turn double pancake coil at different 
Bext at 85 kHz 
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6.5 Combined losses 
6.5.1 Transport current and magnetisation loss 
This chapter discusses the effect of applying a time varying transport current while also being 
subject to an external AC magnetic field, posing as real scenarios encountered by HTS WPT-
systems. Transport current and external magnetic field have the same frequency and there is no 
phase shift (Ps) between the two. In general, there will be a 90° phase shift between the external 
magnetic field linking both coils and the induced current in the receiving coil. Figure 6-39 shows 
the difference between in-phase AC transport current and external magnetic field and 90° out of 
phase current and magnetic field. The losses generated by the HTS coils are slightly reduced when 
a 90° phase shift is introduced as the peak of the transport current does not coincide with the peak 
of the external magnetic field anymore. As there is only a minor difference the phase shift will be 
neglected in this chapter, but it should be included for a proper system design. 
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Figure 6-39 Comparison of combined losses for an eight-turn double pancake coil with and without phase shift (Ps) for 
50 Hz and 85 kHz and LF of 0.1 and 0.8 with Bext=100 mT 
The total loss for the simultaneous application of AC transport current and AC external magnetic 
field for a double pancake coil, spiral and solenoid coil is depicted in Figure 6-40 to Figure 6-42. 
Two load factors, namely 0.1 and 0.8 are considered and the effect of the external magnetic field 
density is investigated. As shown in Figure 6-43 and Figure 6-44 for a double pancake coil, the 
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impact of the magnetic field changes depending on the load factor and frequency. The magnetic 
field distribution and current density distribution shrinks with frequency and is confined to a 
smaller area. Compared with Figure 6-23, a low LF, such as 0.1, shows only a minor impact on 
the distribution as it is dictated by an external magnetic field. However, as the LF increases, the 
distribution shows the strong interaction between the self-field due to the transport current and the 
external magnetic field. In addition to the interactions, each coil configuration reacts differently. 
The losses of the double pancake coil operating at LF=0.1 increase slowly with magnetic field 
density up to circa 15 mT. Afterwards, the losses increase linearly. Here the transition point is 
independent of the frequency. If the load factor is increased to 0.8, the losses are approximately 
constant up to a magnetic field density of 50 mT and then increase linearly as well. At higher 
magnetic field densities e.g. 200 mT the losses generated for the two load factors are approaching 
each other and the difference decreases with frequency. It can be concluded that the loss due to 
the transport current dominates at lower magnetic field densities, whereas the loss becomes 
increasingly independent of the load factor at higher field densities and frequencies. Lower 
magnetic field densities have only a minor effect on the overall self-field along the HTS turns. 
However, as the external field becomes stronger, the self-field along the windings of the coil 
increases and causes higher losses. One should also note that, the magnetic field in general is 
enhanced on one side of the windings, while it is reduced on the other side according to the right-
hand rule (see Figure 6-43). The spiral and solenoid coils exhibit a similar behaviour, however, 
the transition between a minor increase in losses due to the magnetic field and linear increase is at 
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a) 50 Hz LF=0.1 
 
b) 50 Hz LF=0.8 
 
c) 10kHz LF=0.1 
 
d) 10kHz LF=0.8 
 
e) 85kHz LF=0.1 
 
f) 85kHz LF=0.8 
 
Figure 6-43 Magnetic field distribution in the HTS tapes of a double pancake coil at 3π/2 subject to an external magnetic 
field Bext=100 mT and a LF=0.1 a),c),e) and LF=0.8 b),d),f) at 50 Hz, 10 kHz and 85 kHz, respectively 
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a) 50 Hz LF=0.1 
 
b) 50 Hz LF=0.8 
 
c) 10kHz LF=0.1 
 
d) 10kHz LF=0.8 
 
e) 85kHz LF=0.1 
 
f) 85kHz LF=0.8 
 
Figure 6-44 Current density distribution J/Jc in the HTS layer of a double pancake coil at 3π/2 subject to an external 
magnetic field. Bext=100 mT and a LF=0.1 a), c), e) and LF=0.8 b), d), f) at 50 Hz, 10 kHz and 85 kHz, respectively. 
The thickness of the HTS layer has been scaled to improve visibility. 
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The transition frequencies for different load factors between LF=0.1-0.8 of the coil geometries 
investigated are displayed in Figure 6-45 to Figure 6-47. As shown, the initial parabolic trend is 
flattened with increasing load factor irrespective of the coil structure. For smaller external fields, 
the transport current loss in the HTS layer dominates the transition frequency. This results in an 
increase in transition frequency for low external magnetic field densities. For load factors smaller 
than LF=0.4, an overall peak in transition frequency exists, similar to the LF=0 case. However, 
the transition frequency is much lower. As the load factor increases to ultimately LF=0.8, the 
transition frequencies widely remain constant, particularly for external fields up to circa 50mT, as 
the loss share for the HTS and copper layers stay constant. The transport current dictates the 
transition frequencies for small and medium external magnetic field densities. While at large 
external fields, the transition frequency is reduced further due to the skin effect and the increased 
magnetic flux that penetrates the HTS layer and therefore lowering the critical current density.  
 
Figure 6-45. Transition frequency for eight-turn double pancake coil over a range of external magnetic field densities 
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 LF=0.4  LF=0.6  LF=0.8
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Figure 6-46. Transition frequency for eight-turn spiral coil over a range of external magnetic field densities and various 
load factors 
 
Figure 6-47. Transition frequency for eight-turn solenoid coil over a range of external magnetic field densities and 
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For small load factors e.g. 0.1, the loss distribution is very similar to the distributions of the 
magnetisation loss (Figure 6-29 to Figure 6-31). Some turns have a higher share than for the case 
of no transport current, which is mainly based on the interaction between the transport current and 
the external magnetic field. As the load factor increases, the top layer of turns in the double 
pancake coil have a ten times higher contribution than the bottom layer (Figure 6-48). Independent 
of the frequency, both layers of the double pancake coil behave similarly and the only distinction 
is the magnetic field enhancement in the top layer and the partly cancelled field in the bottom 
layer, which leads to a higher loss and lower loss, respectively. On the contrary, the spiral coil was 
previously characterised by a symmetric loss distribution, where the outermost turns have the 
highest losses and the turns in the middle have the lowest. As the load factor increases to 0.8 
(Figure 6-49), this symmetry is lost and all turns generate approximately the same loss for 
frequencies below 10 kHz. The magnetic field above the spiral coil is enhanced, while the field at 
the bottom is widely reduced to about half the magnitude of the topside. At 50 Hz the magnetic 
field is evenly distributed at the top, yet as the frequency increases, the skin effect sets in and 
current as well as the magnetic field gets pushed towards the edges of the tape reinforcing the 
interaction between external and self-field and above 10 kHz the original symmetry is re-
established and the outermost turns contribute the highest loss. The loss distribution for the 
solenoid coils is depicted in Figure 6-50 and had a symmetric distribution, similar to the spiral 
coil, but more pronounced. Conversely, the solenoid coil is very susceptible to the external 
magnetic field and with the introduction of it, the loss distribution shifts dramatically to the side 
of the winding where the external magnetic field enhances the self-field generated by the transport 
current. This shift increases with frequency up to 85 kHz, but at 85 kHz, the highest loss is not in 
the outermost turn but rather in the second turn. As the frequency increases, the transport current 
is pushed towards the outer edges of the turns through the skin effect. This leads to an increase of 
the local magnetic field in the inter-turn spacing, which coincides with the local maximum of the 
current density. However, the outermost turn is only partly affected by this local magnetic field in 
the gap, whereas the second turn is subject to such maxima on either side. Even though one of the 











































































































































































Figure 6-50 Turn loss contribution in an eight-turn solenoid coil for different frequencies at a LF=0.8 and Bext=100 mT 
6.5.2 Transport current and magnetisation loss under angular external field 
In this chapter the angular dependence of the combined losses is investigated. An AC transport 
current is applied to the different coil geometries while they are being subjected to an AC external 
magnetic field with several angles between perpendicular and parallel to the wide surface of the 
tape. The angular dependence is depicted for a frequency of 50 Hz in Figure 6-51 and for 85 kHz 
in Figure 6-52. The investigated load factors are 0.1, 0.4 and 0.8. Similar to the angular dependence 
of the magnetisation loss, the introduction of an additional transport current does not alter the 
characteristics. At 50 Hz, the losses drop sharply with increasing angle. The sharp decrease is 
partly offset by the increasing load factor and the peak is less pronounced for LF=0.4 and 0.8. As 
the load factor increases more current is within the HTS layer and therefore, the effect of the 
external magnetic field and the shift towards a minimum in the perpendicular field component is 
offset. This is also the case for higher frequencies such as 85 kHz. However, the impact is different 
for the separate geometries, with a very small change with higher load factors for the solenoid coil 
and a large change in the spiral coil. 
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 Pancake LF0.1  Solenoid LF0.1  Spiral LF0.1
 Pancake LF0.4  Solenoid LF0.4  Spiral LF0.4
 Pancake LF0.8  Solenoid LF0.8  Spiral LF0.8
 
Figure 6-51 Angular dependency of the combined losses of different coils subject to an external magnetic field Bext=100 
mT at 50 Hz and various LF 















 Pancake LF0.1  Solenoid LF0.1  Spiral LF0.1
 Pancake LF0.4  Solenoid LF0.4  Spiral LF0.4
 Pancake LF0.8  Solenoid LF0.8  Spiral LF0.8
 
Figure 6-52 Angular dependency of the combined losses of different coils subject to an external magnetic field Bext=100 
mT at 85 kHz and various LF 
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6.6 Conclusion 
For the first time, an investigation of the transport current loss, magnetisation loss, combined loss 
and their angular dependence of HTS coils in the frequency relevant to WPT (up to 85 kHz) for 
EVs has been carried out. The study used a 2D axisymmetric multilayer coil model, resolving the 
overall loss distribution in the turns and showed that, the loss in the copper layer surpasses the loss 
generated by the HTS layer at higher frequencies. Three different coil configurations were used, 
including spiral, solenoid and double pancake. In addition, a comparison between the full 
anisotropic dependency of the critical current and only considering perpendicular field 
components for HTS WPT coils was conducted. Results show that the effect of the parallel field 
is only minor even in (multilayer) HTS coils. Hence, can be neglected for coils.  
Key findings include: 
1) Investigation of transport current losses in various HTS coil structures in the frequency range 
from 50 Hz to 85 kHz with the aid of a multilayer model taking skin effect into account. In general, 
the frequency has a great impact on the transport current loss and its effect increases at higher load 
factors. Solenoid coils have the lowest transport current loss, while spiral coils have the highest. 
2) The magnetisation loss increases with increasing magnetic field densities and frequency. 
Contrary to the results obtained from the transport current loss calculations, the spiral 
configuration has the lowest magnetisation loss, while the solenoid layout has the highest. 
Depending on the frequency, the main contributor towards the magnetisation loss shifts between 
the copper and the HTS layer. At higher frequencies, the penetration depth of the external magnetic 
field changes and the field cannot penetrate the HTS layer, subjecting the copper stabilisers to 
high losses. For medium external magnetic fields, the HTS layer generates the main share of losses 
before it shifts back into the copper stabilisers depending on a high enough magnetic field. The 
range of magnetic field densities, causing the highest loss to occur in the HTS layer, decreases 
with increasing frequency until the losses in the copper stabilisers are always higher than the HTS 
layer losses.  
3) The angular dependence of the magnetisation and the combined losses are investigated. At low 
frequencies such as 50 Hz all three geometries exhibit similar trends. However, as the frequency 
increases, up to 85 kHz, their respective characteristics differ drastically. While the solenoid 
behaves the same, the losses in the spiral coil increase with angle due to the loss of shielding of 
the turns in the middle of the winding and the greater area of the eddy current. As the double 
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pancake coil combines the characteristics of the other two geometries, its losses have a more subtle 
trend compared with the solenoid configuration. 
4) The impact of the magnetic field on the combined total loss changes depending on the load 
factor, frequency and winding layout. Initially, the losses increase slowly with magnetic field 
density up to a specific field density, dependent on the coil configuration. Afterwards, the losses 
increase linearly. For low magnetic field densities, the load factor dictates the losses and for high 
field densities the losses generated become independent of the load factor as the frequency 
increases. Compared to the double pancake layout, the spiral transitions at higher field densities 
between a minor increase in losses due to the magnetic field and linear increase is at a higher field 
density and the solenoid at a lower field density. 
5) A transition frequency was introduced, at which copper losses are equal to the losses in the HTS 
layer. Due to the interaction between the different turns, the transition frequency for coils is much 
smaller than for single tapes. Below a LF of 0.3 there was no significant difference between the 
coil structures. At higher LF, the solenoid coil had a much higher transition frequency. 
The transition frequency for the magnetisation loss is vastly different than in the case of transport 
current loss. It is characterised by a sharp maximum, which is shifted depending on the coil 
arrangement. The spiral coil reaches its transition frequency at the highest external field densities, 
while the double pancake coil has the marginally highest frequency. 
When combining transport current and external magnetic field, the transition frequency is mainly 
influenced by the transport current and its associated loss. For low external fields, the transition 
frequency increases when compared with cases where only the external field is applied. On the 
contrary, at high external fields, the transition frequency is reduced further due to skin effect and 
the reduced critical current density. 
6) Examination of loss contribution of individual turns within the coil. The transport current loss 
contribution of single turns within the coils showed that losses are heavily generated in the 
innermost turns. While the trend increases with frequency for the spiral and double pancake 
configuration, it decreases for the solenoid coil. The magnetisation loss contribution of individual 
turns was not skewed towards the innermost turns, particularly for the solenoid structure. Within 
the solenoid coil, the outermost turns have the lowest contribution as the magnetic field is 
enhanced in the gaps between subsequent turns.  
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7 AC loss reduction measures 
7.1 Introduction 
The losses generated by the HTS coils are extremely high for LF and frequencies targeted by 
wireless charging systems, particularly taking into account that the operating temperature is 77K. 
Therefore, the reduction of the AC losses of HTS coils is a key research topic to increase viability 
of such coils in high frequency applications up to 85 kHz. To reduce the overall losses of the 
system two main methods can be utilised. On one hand, another tape or superconductor can be 
used such as MgB2 or stabiliser-free tape. On the other hand, additional components such as flux 
diverters can be implemented to reduce the magnetic field and therefore losses. Both approaches 
will be discussed in this chapter and a more in-depth analysis of flux diverters and their viability 
at high frequencies will be given. The work on flux diverters has been submitted for publication 
as [5]. 
Furthermore, improvements to the manufacturing process can be made to enhance flux pinning 
and other intrinsic properties. However, such techniques can be used in the future and not with 
currently available HTS tapes. Therefore, while being a powerful tool and research will progress 
in these areas, they are not discussed here. 
7.2 Different tapes and materials 
Other superconductors such as MgB2 can be used to reduce the overall AC loss of the coil. It is 
widely used in superconducting applications for its lower AC losses due to its multifilamentary 
structure as depicted in Figure 7-1 [380], [381], [382], [383].  
 
Figure 7-1 Cross-sections of typical rectangular MgB2 wires [384] 
MgB2 wires comprise of several different materials and therefore all loss mechanisms introduced 
in chapter 2.4 must be accounted for when analysis and calculating AC losses. Analytical 
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equations to estimate such losses exists and are listed below and are applicable for a cylindrical 
conductor. The average hysteresis loss Ph can be calculated using either Eq. 7.1 or 7.2 depending 
on the relationship between the penetration field Hp and the external magnetic field H0 [385]. 
Where, jc is the critical current density, λ is the superconductor fill factor, f is the frequency, V is 













  for 𝐻0 ≪ 𝐻𝑝     (7.2) 
The average eddy current loss Pe can be obtained using Eq. 7.3, where σm is the conductivity of 
the metallic matrix [386]. However, eddy current loss is only significant at high magnetic field 







        (7.3) 
To be able to calculate the coupling losses, a new conductivity σperp of the matrix must be obtained 
[385]. Afterwards, the average coupling loss Pc can be found with Eq. 7.4, where ω is the angular 
















]      (7.4) 
Finally, the ferromagnetic loss Pf can be calculated using the Steinmetz equation [388] (Eq. 7.5) 
with the material specific constants kh, n and the specific fill factor λfe of the metal and the 




𝑛         (7.5) 
The above listed equations are only applicable to slowly changing magnetic fields transverse to 
the length of the superconducting wire as they are based on full flux penetration. Even though the 
losses are widely researched, there is no literature on the use of MgB2 in the frequency range used 
in WPT, which makes it difficult to gauge feasibility. FEA simulations, such as [389], are therefore 
required to estimate the losses of multifilamentary superconducting wires correctly and accurately 
at high frequencies. In addition, MgB2 has a lower critical temperature and therefore higher cooling 
penalty, which can be disadvantageous when compared with YBCO tapes. 
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Another approach to reduce AC losses can be the use of stabiliser-free tapes. As shown in chapter 
6, the copper stabilisers can have the highest contribution to the overall losses, particularly at high 
frequencies. It is therefore possible to assume that removing the copper stabilisers, can reduce the 
losses. Stabiliser-free tapes are commercially available but literature on their use is limited [390]. 
A comparison between the transport current loss and magnetisation loss of stabiliser-free HTS 
tapes and conventional HTS tapes is shown in Figure 7-2 and Figure 7-3. It is assumed that the 
stabiliser-free tapes have similar characteristics and parameters than the conventional tapes. This 
might not be true for real cases, however it allows for a general comparison of the best case 
scenario. The performance of stabiliser-free tapes changes with load factor and frequency. For low 
frequencies up to 1 kHz there is no difference between the two types of tape as the majority of the 
losses will be generated in the HTS layer. However, as the frequency increases, the stabiliser-free 
tapes have lower losses for load factors below 0.5. The copper layer interacts with the self-field 
of the HTS coil, partially shields the HTS layer and is subject to eddy currents. Therefore, the loss 
of the HTS layer is slightly reduced. However, the eddy current losses in the copper layer are of 
comparable magnitude. On the other hand, if the load factor is above 0.5, the conventional tapes 
generate fewer losses. Similarly, the copper losses increase with load factor, but the additional 
losses are offset by the relative decrease in losses in the HTS layer. 
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No Cu  LF=0.1  LF=0.5  LF=0.8
Cu stab  LF=0.1  LF=0.5  LF=0.8
 
Figure 7-2 Comparison of the transport current loss of an eight-turn double pancake coil using stabiliser-free (No Cu) 
and conventional HTS tape (Cu stab) 
In the case of magnetisation loss, the lack of the copper stabilisers only has a small effect on the 
loss characteristic. The interaction between the copper and the HTS layer is offset by the increased 
penetration depth of the current in the HTS layer of the stabiliser-free tape and therefore increased 
losses in the HTS layer itself compared to the shared losses in the conventional tape. Therefore, 
from a loss reduction standpoint, it is not viable to use stabiliser-free tapes over conventional tapes 
that incorporate copper stabilisers as the loss characteristic is only slightly better in some case. 
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No Cu  Bext=20mT  Bext=75mT  Bext=200mT
Cu stab  Bext=20mT  Bext=75mT  Bext=200mT
 
Figure 7-3 Comparison of the magnetisation loss of an eight-turn double pancake coil using stabiliser-free (No Cu) and 
conventional HTS tape (Cu stab) 
7.3 Flux diverters 
Finally, the impact of flux diverter on the loss properties of HTS coil is examined. Flux diverters 
have gained increased attention in recent years [391], [392], [393], [394], [395]. However, their 
viability for high frequency application has not yet been explored. To evaluate the AC losses of 
the HTS coil and the flux diverter, when carrying an alternating sinusoidal current, the 2D 
axisymmetric multilayer model introduced in chapter 6.2 is modified and shown in Figure 7-4. 
Flux diverters are conventionally used to reduce the overall losses in the HTS coils as the flux is 
guided away from the HTS layer/tape and therefore the critical current is preserved. To be able to 
divert the flux properly, the diverter should have a high magnetic saturation field. As soon as the 
material is saturated, the magnetic flux within the material caps out and 𝜇r decreases. Here a strong 
magnetic Ni-alloy with a saturation field of 1.66 T was used [94]. The diverter is characterised by 
its thickness hd, its width hb (hb is half the width difference between diverter and coil) and the air 
gap g between the diverter and the coil. The relative permeability can be modelled using Eq. 7.6, 
which was generated from experimental results [94]. While for a weakly magnetic substrate the 
relative permeability is temperature dependent, a strongly magnetic substrate, like the one used 
here, only experiences a small different between room temperature and 77 K [396]. Nevertheless, 
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the experimental results used to generate Eq. 7.6 were taken at 77 K. With the aid of the relative 
permeability the losses within the flux diverter can be calculated. Generally, two loss mechanisms 
can be distinguished, namely, eddy current loss and ferromagnetic loss. Both can be accounted for 
by the power density as shown in Eq. 6.3. Therefore, Eq. 6.3 includes all losses generated by the 
different components. 





)] ∗ 𝐻−0.99    (7.6) 
 
Figure 7-4 2D axisymmetric model layout with flux diverter characterised by the thickness hd, width hb and air gap g 
between coil and diverter 
7.3.1 Air gap 
Initially, the effect of the air gap between the flux diverter and the coil will be examined. In the 
cases shown below, the air gap g is varied between 0.5 mm to 2 mm, while the width of the flux 
diverter and its thickness is kept constant at the length of the winding and 1 mm, respectively. 
Three different load factors (LF) are investigated, namely LF=0.1, 0.5 and 0.8. The total coil loss, 
diverter loss and the ratio of total loss Qtot_div and total loss without diverter Qtot for LF=0.1 are 
shown in Figure 7-5 and Figure 7-6. As shown, the overall coil loss increases with frequency due 
to the skin effect. This is unchanged for coils using flux diverters, however, through the flux 
diverter the perpendicular magnetic field component, which is a key factor for the losses generated 
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by HTS coils, is reduced, resulting in lower overall coil losses. The magnetic field distribution is 
investigated in more detail in chapter 7.3.4. On the other hand, an additional source of losses is 
introduced with the magnetic materials used as diverter. Similarly, to the coil losses, the diverter 
losses increase with frequency too. It is therefore important to consider all losses to evaluate the 
effectiveness of the diverter. As the g decreases, the coil losses decrease. However, the diverter 
losses increase with smaller air gaps as more magnetic flux is traversed by the diverter. When 
looking at the ratio of losses with and without a flux diverter it is obvious that the overall losses 
of the system are reduced e.g. at an air gap of 0.5 mm, the system only has about 60 % of the initial 
losses at 50 Hz.  



















Total coil loss  No diverter  0.5mm  1mm  2mm
Diverter loss  0.5mm  1mm  2mm
 
Figure 7-5 Comparison of coil and diverter losses for a double 
pancake coil with a 1 mm wide flux diverter at LF=0.1 and 
different gaps 




















 0.5mm  1mm  2mm
 
Figure 7-6 Ratio of total losses of a double pancake coil with 
flux diverter over total coil losses without flux diverter at 
LF=0.1 and different gaps 
If the air gap is increased to 2 mm, the loss reduction vanishes completely and the flux diverter 
has almost no effect on the system losses as the diverter losses offset the reduction in coil losses. 
As the frequency increases, the loss reduction decreases. There exists a maximum in loss ratio 
around 1 kHz as the diverter losses increase faster than the coil losses. Furthermore, at this 
frequency both loss components have approximately the same magnitude. It is a direct result of 
the skin effect in the HTS coil, which pushes the current towards the outer edges of the tape. 
Therefore, the magnetic field in the gap increases. At about 1 kHz, the magnetic field strength 
reaches a value that results in the maximum 𝜇r and fully saturates the Ni-alloy. Afterwards the 
coil losses increase more rapidly with frequency, which reduces the loss ratio to about 1.05 at 
85 kHz independent of air gap as the coil losses at different g approach each other and drastically 
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outweigh the diverter losses. Therefore, the flux diverter has an adverse effect on the system 
performance at elevated frequencies and low LF. It should be noted that this set of results was 
obtained at a very low load factor, while the loss reduction effect becomes much more substantial 
towards high load factors as discussed below. 



















Total coil loss  No diverter  0.5mm  1mm  2mm
Diverter loss  0.5mm  1mm  2mm
 
Figure 7-7 Comparison of coil and diverter losses for a double 
pancake coil with a 1 mm wide flux diverter at LF=0.8 and 
different gaps 

















LF=0.5  0.5mm  1mm  2mm
LF=0.8  0.5mm  1mm  2mm
 
Figure 7-8 Ratio of total losses of a double pancake coil with 
flux diverter over total coil losses without flux diverter at 
LF=0.5 and LF=0.8 and different gaps 
If the superconducting coil is carrying a larger transport current such as LFs of 0.5 and 0.8, the 
trend becomes more stable as shown in Figure 7-7 and Figure 7-8. Both loss components increase 
linearly with frequency up to 10 kHz for LF=0.5 and 1 kHz at LF=0.8. At this frequency, the flux 
diverter approaches saturation as the magnetic field inside the diverter peaks at approximately 
1.6 T. After the diverter saturates the losses increase more rapidly, which negatively affects the 
loss ratio. For both LFs the loss ratio stays nearly constant up to a frequency of 10 kHz or even 
decreases in the case of LF=0.8 and g=0.5 mm. At higher frequencies it rises rapidly due to 
saturation of the flux diverter. However, it remains at around 0.9 for g=0.5 mm and rises above 1 
for g=2 mm. On the contrary to LF=0.1, there is a clear distinction between the loss ratios for 
different air gap lengths. To maximise the loss reduction at low frequencies, the diverter should 
be as close as possible to the coil. However, the saturation should always be considered. On the 
other hand, the operating conditions such as the LF must be considered as it has a great impact on 
whether the flux diverter reduces or increases the overall coil losses. 
A comparison for the loss ratios versus load factor is illustrated in Figure 7-9. The loss ratio 
becomes strongly dependent on LF for a frequency of 50 Hz as the g decreases. But at 85 kHz it 
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stays approximately constant for LFs of 0.5 and above. One exception is the case of an air gap of 
2 mm where the effect of the diverter on the coil losses is very small, while also having a very 
small loss associated with the diverter. 
















50 Hz  0.5mm  1mm  2mm
85 kHz  0.5mm  1mm  2mm
 
Figure 7-9 Loss ratio for different air gaps g versus load factor for 50 Hz and 85 kHz 
7.3.2 Thickness 
Another parameter determining the effectiveness of the flux diverter is its thickness hd. In this 
chapter, hd varies from 0.5 mm to 5 mm while diverter width and g are set to be equal to the width 
of the winding and 1 mm, respectively. 
Total coil losses and diverter losses for a load factor of 0.1 are illustrated in Figure 7-10. As hd 
increases, the losses of the coil decrease. In addition, as the frequency increases the coil losses 
increase too. Similarly, to the different air gap lengths, the coil losses approach each other at 
frequencies above 10 kHz. However, the losses in the diverter increase with its thickness and 
frequency. For a thickness of 2 mm, the loss is about one third of the coil losses at 50 Hz. Losses 
quickly rise with frequency and are larger at 1 kHz. But at higher frequencies the losses in the 
HTS coil increase more rapidly. If the diverter thickness is increased to 5 mm, the losses are always 
higher than the coil losses. This is reflected in the loss ratio depicted in Figure 7-11, as a width of 
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5 mm approximately doubles to quadruples the system losses compared to an HTS coil without a 
flux diverter. In general, while at low frequencies the overall system losses are reduced by almost 
50%, as the frequencies increase wider flux diverters are not viable for a LF=0.1 due to the 
ferromagnetic losses associated with them. 



















Total coil loss  No diverter  0.5mm  1mm  1.5mm  2mm  5mm
Diverter loss  0.5mm  1mm  1.5mm  2mm  5mm
 
Figure 7-10 Comparison of coil and diverter losses for a 
double pancake coil with a flux diverter of different 
thicknesses at LF=0.1 and a 1mm gap 




















 0.5mm  1mm  1.5mm  2mm  5mm
 
Figure 7-11 Ratio of total losses of a double pancake coil with 
flux diverter over total coil losses without flux diverter at 
LF=0.1 for different diverter thicknesses 
However, as the load factor is increased to 0.8 (Figure 7-12), the losses in the HTS coil drastically 
increase, while the diverter losses increase at a lower rate. Therefore, the negative effects are 
offset. The diverter losses at hd= 2 mm and less are always below the coil losses, while they 
approach each other at a frequency of 85 kHz. In the case of hd= 5 mm, the diverter losses are two 
orders of magnitude below the coil losses at 50 Hz but exceed them at frequencies above 50 kHz. 
The thickness of the flux diver has a negligible effect on the AC losses of the HTS coil. At low 
frequencies this slight improvement outweighs the additional diverter losses.  
However, as the frequency increases the losses in the diverter offset the reduced coil losses. When 
looking at the loss ratio for higher load factors, as seen in Figure 7-13, narrower diverters are 
advantageous even at more elevated frequencies of 85 kHz with a loss reduction of approximately 
7-8%. A 5 mm wide flux diverter can initially reduce the losses by circa 15-20% for high LFs and 
50 Hz, however, losses are almost quadrupled for the same LFs and 85 kHz. Figure 7-14 illustrates 
the effect of different LFs on the loss ratio for frequencies of 50 Hz and 85 kHz. At 50 Hz, systems 
with 5 mm wide flux diverters have the highest loss ratio for LFs below 0.5 as it is dominated by 
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the diverter losses. However, as LFs increase above 0.5, narrower diverters have a higher loss ratio 
as the coil losses decrease more with increasing diverter thickness. This trend does not exist for a 
frequency of 85 kHz, where the loss ratio is largely unaffected by the LF for hd up to 2 mm. 
Nevertheless, thicker diverters have a higher loss ratio compared to narrow diverters. 



















50 Hz  0.5mm  1mm  1.5mm  2mm  5mm
85 kHz  0.5mm  1mm  1.5mm  2mm  5mm
 
Figure 7-14 Loss ratio for different thicknesses hd versus load factor for 50 Hz and 85 kHz 





















Total coil loss  No diverter  0.5mm  1mm  1.5mm  2mm  5mm
Diverter loss  0.5mm  1mm  1.5mm  2mm  5mm
 
Figure 7-12 Comparison of coil and diverter losses for a double 
pancake coil with a flux diverter of different thicknesses at 
LF=0.8 and a 1 mm gap 



















LF=0.5  0.5mm  1mm  1.5mm  2mm  5mm
LF=0.8  0.5mm  1mm  1.5mm  2mm  5mm
 
Figure 7-13 Ratio of total losses of a double pancake coil with 
flux diverter over total coil losses without flux diverter at 
LF=0.5 and LF=0.8 for different diverter thicknesses 
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7.3.3 Width 
The last parameter investigated is the width hb of the flux diverter over the coil. So far, all flux 
diverters examined had a width equal to the thickness of the coil windings. In this chapter hb is 
varied between 0.25 mm and 2 mm above the coil thickness. Similarly to previous cases, the gap 
between the flux diverter and the coil is 1 mm and the thickness of the diverter is set to 1 mm.  
The diverter losses for low LFs dominate the overall system losses, especially at low frequencies 
as shown in Figure 7-15. Wider diverters generate higher losses due to their larger volume and the 
interaction between the stronger magnetic field in the centre of the coil. As the frequency 
increases, the coil losses surpass the diverter losses. For LF= 0.1, almost no combination of 
diverter and coil can reduce the overall system loss as shown through the loss ratio in Figure 7-16. 
On the contrary, the system loss can be up to quadrupled due to the large diverter losses for 
frequencies below 10 kHz. Furthermore, at frequencies above 50 kHz, the loss ratio is nearly 
constant and independent of the diverter width due to the marginal decrease in coil losses. 



















Total coil loss  No diverter  0.25mm  0.5mm  1mm  1.5mm  2mm
Diverter loss  0.25mm  0.5mm  1mm  1.5mm  2mm
 
Figure 7-15 Comparison of coil and diverter losses for a double 
pancake coil with a flux diverter of different widths at LF=0.1 and 
a 1 mm gap 



















 0.25mm  0.5mm  1mm  1.5mm  2mm
 
Figure 7-16 Ratio of total losses of a double pancake coil with 
flux diverter over total coil losses without flux diverter at 
LF=0.1 for different diverter widths 
A higher LF will lead to more losses generated by the HTS coil. Figure 7-17 illustrates that the 
relative increase of the HTS coil loss is much higher than that of the diverter losses, which 
increases the effectiveness of the diverter. There exists a crossover point, where the highest losses 
are generated in the shortest flux diverter at frequencies above 10 kHz. As the frequency increases, 
the current in the HTS coils is pushed outwards to the edges of the tape, which increases the 
magnetic field in the surrounding area of the coil. A shorter diverter is subjected to this amplified 
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magnetic field over its entire width whereas wider diverter can distribute the internal magnetic 
field more evenly, reducing the chance of magnetic hotspots. In addition, the reduction in coil 
losses is given even for higher frequencies unlike the case of LF= 0.1. Therefore, the loss reduction 
is higher for high LFs as depicted in Figure 7-18. The shortest flux diverter has the smallest loss 
reduction due to the reduction in the perpendicular field component. However, if the width is 
increased, a higher portion of the surrounding magnetic field can be reduced. With a width of 
0.5 mm a reduction between 10-25% for LF= 0.5 can be achieved. Whereas a diverter with a width 
of 2 mm can reduce the losses by 40-60%. The effect of the diverter is more pronounced for lower 
frequencies with a sharp decrease in loss reduction for frequencies between 10 and 85 kHz.  



















Total coil loss  No diverter  0.25mm  0.5mm  1mm  1.5mm  2mm
Diverter loss  0.25mm  0.5mm  1mm  1.5mm  2mm
 
Figure 7-17 Comparison of coil and diverter losses for a double 
pancake coil with a flux diverter of different widths at LF=0.8 and 
a 1 mm gap 


















LF=0.5  0.25mm  0.5mm  1mm  1.5mm  2mm
LF=0.8  0.25mm  0.5mm  1mm  1.5mm  2mm
 
Figure 7-18 Ratio of total losses of a double pancake coil 
with flux diverter over total coil losses without flux diverter 
at LF=0.8 for different diverter widths 
A comparison of the loss ratio for different load factors operating at 50 Hz and 85 kHz is given in 
Figure 7-19. Similar to the trend observed for the thickness of the diverter, wider diverters increase 
losses of the coil-diverter system for low LFs as the diverter losses are higher than the coil losses 
for 50 Hz. This trend reverses and wider diverters are favourable for a frequency of 85 kHz due to 
the higher coil losses at this operating frequency. As LF increases and most of the losses shift 
towards the HTS coil, a flux diverter becomes more important to reduce the perpendicular 
component of the magnetic field. While the performance of the diverter at 50 Hz is strongly 
dependent on the LF, the loss ratio is widely unaffected by it. Therefore, it is crucial to design the 
flux diverter based on the transport current of the application, particularly for low frequencies, 
while higher operating frequencies allow for more flexibility.  
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50 Hz  0.25mm  0.5mm  1mm  1.5mm  2mm
85 kHz  0.25mm  0.5mm  1mm  1.5mm  2mm
 
Figure 7-19 Loss ratio for different widths hb versus load factor for 50 Hz and 85 kHz 
7.3.4 Effect of the flux diverter on the coil 
Finally, the effect of the flux diverter on key system characteristics of a wireless power transfer 
system is investigated. An important quantity of such a system is the magnetic field density above 
the coil that links both charging pads and ultimately is responsible for the power transfer. Figure 
7-20 depicts the magnetic field 3 cm above the coil. This is equivalent to approximately 50% of 
the coil radius. The magnetic field above a coil without flux diverter is compared to a flux diverter 
with 2 mm width, one with a thickness of 0.5 mm and lastly a diverter located 0.5 mm above the 
coil. As shown, the magnetic field is not affected by the flux diverters, yet the system losses can 
be reduced substantially. 
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Distance from centre [m]
 No diverter  2mm width
 0.5mm thickness  0.5mm gap
 
Figure 7-20 Magnetic field density 3 cm above double pancake coil with flux diverters of different sizes: a) 2 mm width, 
1 mm thickness at 1 mm gap, b) 1 mm width, 0.5 mm thickness at 1 mm gap, c) 1 mm width, 1 mm thickness at 0.5 mm 
gap 
Furthermore, Figure 7-21 to Figure 7-23 are compared with Figure 6-18 to show the different loss 
distributions amongst the individual turns of the coil without a flux diverter and with the 
previously described diverters operating at a load factor of 0.5. Normally, the losses are evenly 
distributed for a frequency of 50 Hz amongst the turns and as the frequency increases the innermost 
turns generate the highest losses due to the higher magnetic field in the centre of the coil. In 
addition, the turns in the middle of the coil are somewhat shielded by the outermost turns. With 
the introduction of a flux diverter there is no significant change to the loss distribution of the 
different turns, therefore no change to the cooling system is required to remove the heat generated 
at different locations and local hotspots can be avoided, while lowering the overall burden on the 





























































Figure 7-21 Turn loss contribution of an eight-turn double pancake coil at LF=0.5 with a flux diverter at an air gap 



























































Figure 7-22 Turn loss contribution of an eight-turn double pancake coil at LF=0.5 with a flux diverter (hd=0.5 mm, 




























































Figure 7-23 Turn loss contribution of an eight-turn double pancake coil at LF=0.5 with a flux diverter (hd=1 mm, 
g=1 mm and hb=2 mm) 
In addition, Figure 7-24 depicts the magnetic field distribution of the HTS coil turns in the absence 
of a flux diverter at 50 Hz (a) and 85 kHz (b) and compares it with the magnetic field distribution 
when a flux diverter is used with different geometrical features (c)-(h). In all cases the applied LF 
is 0.5. The magnetic field has the biggest influence on the losses within the HTS coil. As shown, 
the innermost turns i.e. leftmost turns in the figure experience the highest magnetic field due to 
the field build-up in the centre of the coil. This is true irrespective of the operating frequency. 
Additionally, the skin effect at higher frequencies can clearly be seen. The magnetic field density 
in the HTS turns decreases when a flux diverter is used as indicated by the change in colour 
distribution and the maximum values for the magnetic field density. This reduction occurs for both 
frequencies and is the cause for the reduction in AC losses in the HTS coil. Furthermore, as 
discussed in the previous section, the width of the flux diverter has the highest impact on the 




















Figure 7-24 Magnetic field distribution of an eight-turn double pancake coil at LF= 0.5 for different cases: a) 50 Hz no 
flux diverter, b) 85 kHz no flux diverter, c) 50 Hz with a flux diverter (g=0.5 mm, hd=1 mm and hb=0 mm), d) 85 kHz 
with a flux diverter (g=0.5 mm, hd=1 mm and hb=0 mm), e) 50 Hz with a flux diverter (g=1 mm, hd=0.5 mm and 
hb=0 mm), f) 85 kHz with a flux diverter (g=1 mm, hd=0.5 mm and hb=0 mm), g) 50 Hz with a flux diverter (g=1 mm, 
hd=1 mm and hb=2 mm) and h) 85 kHz with a flux diverter (g=1 mm, hd=1 mm and hb=2 mm) 
7.4 Conclusion 
Here, the possibility of using other materials and tape structures was evaluated. MgB2 is a strong 
contender to reduce the AC losses of superconducting systems, however, there is no literature or 
reliable analytical solution for the AC loss characteristics available, which makes it difficult to 
gauge its effectiveness and applicability for high frequency applications. In addition, stabiliser-
free tapes have been investigated, but they are not a reliable method of reducing the losses. 
Furthermore, the impact of flux diverters on high frequency HTS applications, particularly 
wireless power transfer was investigated. Flux diverters have been used to reduce losses via 
lowering the applied magnetic field at the conductors. However, their applicability has only been 
demonstrated at low operating frequencies. Therefore, a wide frequency range was covered 
between conventionally used 50 Hz up to 85 kHz. Furthermore, three different LFs were included 
in the investigation, namely 0.1, 0.5 and 0.8. With the aid of a 2D axisymmetric numerical 
multilayer FEA model, the high frequency AC losses occurring in a DP coil were investigated. In 
addition, the total losses of the Ni-alloy flux diverter were explored at such frequencies. Key 
geometric features of the flux diverters such as width, thickness and the air gap between diverter 
and HTS coil were studied.  
It was shown that a small air gap between the flux diverter and the HTS coil is favourable as it has 
the biggest effect on the perpendicular magnetic field component responsible for HTS losses. 
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However, it is important to note that the LF has a major impact on the effectiveness of the diverter 
as it shifts the majority of the losses in the diverter at low load factors to the AC loss in the HTS 
coil at higher LFs. The loss ratio for different air gaps at LFs above 0.5 is mainly constant with 
frequency up to 10 kHz. If the frequency is increased further, the loss ratio increases rapidly, 
lowering the effectiveness of the flux diverter. 
Similarly, to the air gap, thinner flux diverters have a higher impact on the coil losses and reduce 
the overall losses of the diverter-coil system. Flux diverters are more advantageous for lower 
frequencies, but thinner diverters can still achieve a loss reduction of approximately 7-8% at 
85 kHz. 
The width of the flux diverter has the biggest impact on the losses of the HTS coil and the overall 
losses can be reduced by up to 60% with a width of 2 mm at LF= 0.5. Additionally, the impact of 
the flux diverter on the WPT system was demonstrated. As shown, the diverter does not affect the 
magnetic field above the coil which is responsible for linking both charging pads and its effect on 
the loss distribution of the coil is small. Therefore, existing cooling system are not required to be 
modified if a flux diverter is employed to reduce the coil losses. 
To summarise, at low LFs and high frequencies, the effect of flux diverters is negligible or has 
adverse effects on the system performance. On the other hand, even though flux diverters can be 
applied to reduce the overall losses of the HTS coils at high LFs, the reduction is not sufficient to 
enable the use of such coils in WPT systems. Therefore, other techniques must be employed in 
conjunction with diverters to effectively enable high frequency superconducting WPT. 
Nevertheless, this research can be used as base for future research into flux diverter design for 




8.1 WPT case studies 
To conclude this research some case studies for HTS WPT-systems are presented, which were 
partly published in [4]. Current literature generally uses inapplicable equations to assess losses of 
HTS coils and neglects the impact of the cooling system on the HTS WPT-system. To estimate 
the impact of the AC losses and cooling power requirements of HTS WPT systems, three case 
studies have been investigated. Namely, a low-power scenario with a LF of 0.1, a medium-power 
case operating at a LF of 0.4 and a high-power case with a LF of 0.8. The WPT systems use the 
double pancake coil introduced in chapter 5 and the FEA model introduced in chapter 6.2, with 
the same dimensions and operating frequencies between 1 kHz and 85 kHz. All scenarios look at 
three different transmission distances i.e. 0.01 m, 0.05 m and 0.125 m, which are equivalent to an 
air gap to coil diameter ratio of 8%, 40% and 100%. The LF in the transmitting coil (Tx) 
determines the primary current Ip which is used as input of the FEA model to calculate the 
magnetic field present at the Tx, while the induced current Is in the receiving coil (Rx) is calculated 
and used as a base for the magnetic field in the Rx. With the aid of the current in the respective 
coils and their magnetic field, the AC losses are calculated and converted into an equivalent 
resistance ReqTx/Rx. Parasitic resistances, e.g. from capacitor banks and connectors, are not included 
in the calculation. Input power Pin and output power Pout are calculated using Eq. 8.1 and Eq. 8.2 
and the cooling power required for each coil is calculated using Eq. 8.3 where kc is the specific 
power introduced in chapter 2.4, which is approximately 9.65 for an operating temperature of 77K, 
ω is the angular frequency, M is the mutual inductance between Tx and Rx and RL is the optimal 
load resistance. RL can be obtained from 𝜕𝜂/𝜕𝑅𝐿 where η is the transfer efficiency at resonance 












2)       (8.2) 
𝑃cool Tx/Rx = 𝑘c|𝐼p/s|
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       (8.4) 
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LF0.1+20mT  85kHz  50kHz  10kHz  1kHz
LF0.4+75mT  85kHz  50kHz  10kHz  1kHz
LF0.8+150mT  85kHz  50kHz  10kHz  1kHz
 
Figure 8-1 Maximum transfer efficiency for a HTS WPT-system with load factors of 0.1, 0.4 and 0.8 at different 
operating frequencies 
As demonstrated in Figure 8-1, the achievable transfer efficiency decreases with increasing air 
gap lengths as the intercepted magnetic flux, linking transmitting and receiving coil, weakens. 
Additionally, higher operating frequencies result in higher achievable efficiencies as a higher 
voltage is induced while also the quality factor 𝑄𝑥 =
𝜔0∗𝐿𝑥
𝑅𝑥
 of the resonating coils increases, which 
are key factors for high efficiency systems. This trend is clearly visible for the medium and high-
power cases. However, for low load factors such as 0.1, the trend reverses and the transfer 
efficiency increases, while the operating frequency decreases. This reversal is explained by the 
quality factor shown in Figure 8-2. For a load factor of 0.1, the quality factor is inversely 
proportional to the frequency as the numerator 𝜔0 ∗ 𝐿𝑥 is approximately constant for each 
operating frequency, while the denominator 𝑅𝑥 decreases rapidly with frequency for the low-
power case. Furthermore, the achievable efficiency is the highest for the low-power case as the 
equivalent resistance of the coils increases rapidly with load factor and external magnetic field 




















 LF0.1+20mT  LF0.4+75mT  LF0.8+150mT
 
Figure 8-2 Quality factor of HTS coils at different load factors and frequencies for an air gap length of 0.01 m 
Table 8-1 summarises the system performance parameters for the different case studies 
investigated at an operating frequency of 85 kHz. As shown, the transfer efficiency is high for the 
low power scenario due to the low air gap length, but also due to the low equivalent resistance of 
the HTS coils used. On the contrary, for the high-power scenario, the transmission efficiency 
decreases rapidly with distance as the equivalent resistance of the HTS coils has a great impact. 
Naturally, the transfer efficiency decreases with increasing air gap length. However, if the cooling 
power is taken into account and an overall system efficiency is derived, the performance of the 
HTS system is greatly affected. A comparison between the different operating frequencies and the 
respective system efficiency is illustrated in Figure 8-3. As indicated through the different trend 
of the quality factor, the system efficiency also increases with decreasing frequency for a load 
factor of 0.1. This trend is also unaffected by the air gap length. For the medium and high-power 
cases, the overall tendency of the HTS system is similar to a copper system, where the efficiency 
increases with frequency. In general, the system efficiency decreases rapidly due to the low 
operating temperature and the cooling penalty, defined by kc. Furthermore, the cooling 
requirement is the highest for high load factors and it decreases with frequency. However, as the 
frequency decreases, the overall amount of power that can be transferred decreases as well. 
Therefore, the effectiveness of the WPT system is greatly limited and the maximum achievable 
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efficiency for an air gap of 0.01 m is approximately 67%. According to SAE J2954 [99], the WPT-
efficiency should be at least 85%, which is difficult to achieve as demonstrated, particularly for 
high-power, high frequency applications such as EV charging. Nevertheless, some advantages of 
HTS-WPT can be used for low-power applications, which require high efficiencies. 
Table 8-1 HTS-WPT case studies at 85 kHz using double pancake coils 
Cases d=0.01 m d=0.05 m d=0.125 m 
 Input power [W] 
LF 0.1 with Bext=20 mT 2,259 718 174 
LF 0.4 with Bext=75 mT 







 Output power [W] 
LF 0.1 with Bext=20 mT 2,137 602 81.67 
LF 0.4 with Bext=75 mT 







 Transfer efficiency [%] 
LF 0.1 with Bext=20 mT 94.60 83.92 46.97 
LF 0.4 with Bext=75 mT 







 Cooling power Tx [W] 
LF 0.1 with Bext=20 mT 605.54 605.54 605.54 
LF 0.4 with Bext=75 mT 







 Cooling power Rx [W] 
LF 0.1 with Bext=20 mT 572.82 508.19 357.71 
LF 0.4 with Bext=75 mT 







 System efficiency [%] 
LF 0.1 with Bext=20 mT 62.17 32.89 7.68 
LF 0.4 with Bext=75 mT 































LF0.1+20mT  d=0.01m  d=0.05m  d=0.125m
LF0.4+75mT  d=0.01m  d=0.05m  d=0.125m
LF0.8+150mT  d=0.01m  d=0.05m  d=0.125m
 
Figure 8-3 Comparison of the system efficiency for different load factors and operating frequencies 
HTS WPT-system performance was demonstrated from the perspective of HTS coated conductor 
properties. Previous research has outlined HTS-WPT for EVs as a promising technology, however, 
the skin effect at high frequencies and the associated cooling requirements have widely been 
neglected. Therefore, such conclusions do not show the full picture. For the first time, the AC 
losses of an HTS WPT-system are quantified based on the multilayer structure of HTS CCs. 
Results show that the application of HTS CCs in high power WPT is not practical, because the 
cooling power required is too large, compromising the overall WPT-system efficiency.  
8.2 Thesis summary 
This thesis presents an innovative investigation of wireless power transfer systems for EVs and 
the use of HTS coils in these systems. EVs are a key technology to allow renewable energies to 
penetrate into the transportation sector and substitute fossil fuels on a large scale to enable the 
transition towards a more sustainable energy system. Currently, large scale deployment of EVs is 
lacking due to concerns regarding the charging infrastructure and the achievable range compared 
to conventional internal combustion engine vehicles. Wireless charging is a more flexible and 
convenient charging method which has attracted broad attention. It uses an inductive link between 
the charging pad installed in the road pavement and the vehicle pad on the underbody of the EV. 
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An in-depth review of the key components and respective research as well as topics related to 
WPT-systems for EV charging was presented.  
Initially, the achievable driving range of electric vehicles charged by static, quasi-dynamic, 
dynamic or combined WPT systems was investigated. To this aim, an extended battery model was 
coupled with a force-based vehicle model in Matlab to study the impact of wireless charging on 
the battery system of an EV. Based on different driving cycles, multiple environments were 
modelled. For the first time, external and internal factors, such as the ambient temperature and the 
age of the battery system were considered. As shown, a deviation from the rated temperature of 
the battery has a high impact on the change in SoC due to the reduction in available capacity and 
change in auxiliary power demand. Lower temperatures have a stronger impact compared to 
higher temperatures. The viability of wireless charging increases with the age of the battery due 
to the limited driving range and amplified ratio of added and removed charge. Therefore, WPT 
technology will alleviate the issue of range anxiety by extending the achievable range 
significantly. While SWPT is best employed on busy roads, DWPT should be used on highways. 
However, when combining both systems, the size and power level can be reduced significantly, 
which lowers EMF emissions. On one hand, the proposed model can be extended and applied to 
any given routes and driving cycles. On the other hand, it is difficult to get such information from 
real routes. 
After demonstrating the viability of wireless charging, system and performance changes due to 
the implementation of HTS coils are investigated. HTS can improve transfer performance through 
higher quality factors Q, compared to copper coils. Through experimental work the efficiency of 
multiple WPT systems using copper coils, HTS coils and copper coils submerged in LN2 was 
investigated. A practical numerical method to estimate the power transfer performance of the 
wireless charging systems is proposed. Different frequencies relevant for EV wireless charging 
from 11 kHz up to 85 kHz were used. The measurements show that HTS-HTS systems have 
superior transfer efficiency over Cu-Cu systems below 50 kHz. As the frequency increases, the 
difference between the systems becomes negligible. Additionally, hybrid systems which use HTS 
and copper coils as either transmitting or receiving coils show a similar performance to HTS-HTS 
systems. However, no clear advantage in terms of efficiency of one hybrid system over the other 
emerged. The measured efficiency was compared with simulation results obtained from a 
combination of FEA modelling and circuit modelling.  
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For the first time, a comprehensive investigation of the transport current loss, magnetisation loss, 
combined loss and their angular dependence of HTS coils in the frequency relevant to WPT (up 
to 85 kHz) for EVs has been carried out. Therefore, a 2D axisymmetric multilayer coil model was 
set up in COMSOL. It was shown that the loss in the copper layer surpasses the loss generated by 
the HTS layer at higher frequencies. The most common coil configurations were examined, 
including spiral, solenoid and double pancake. For transport current losses, the skin effect must be 
considered. In general, the frequency has a great impact on the transport current loss and its effect 
increases at higher load factors. Solenoid coils have the lowest transport current loss, while spiral 
coils have the highest. Contrary to the results obtained from the transport current loss calculations, 
the spiral configuration has the lowest magnetisation loss, while the solenoid layout has the 
highest. Depending on the frequency, the main contributor towards the magnetisation loss shifts 
between the copper and the HTS layer. Furthermore, the angular dependency of the coil 
configurations drastically changes with frequency. When subjecting HTS coils to both transport 
current and external magnetic field, the impact of the magnetic field changes depending on the 
load factor, frequency and winding layout. A transition frequency was introduced for the different 
loss mechanisms, at which copper losses are equal to the losses in the HTS layer. This frequency 
is strongly affected by the load factor, external magnetic field density and coil structure. The 
different loss contributions of individual turns within the coil were examined too.  
As the losses generated are too high to reliably and feasibly use HTS coils in wireless charging 
systems, the possibility of reducing them was evaluated. MgB2 is a strong contender to reduce the 
AC losses of superconducting systems, however, the lack of suitable literature for high frequency 
applications i.e. tens of kHz, makes it difficult to gauge its effectiveness and applicability. In 
addition, stabiliser-free tapes have been investigated, but they are not a reliable method of reducing 
the losses. Flux diverters seem to be the best option to reduce the AC losses of HTS coils. With 
the aid of a 2D axisymmetric numerical multilayer FEA model, a broad analysis of different 
geometric parameters of the flux diverter and related impacts was conducted. With the aid of a 2D 
axisymmetric numerical multilayer FEA model, the AC losses occurring of in a double pancake 
coil operated at a wide range of frequencies was investigated. The width of the diverter has the 
biggest impact on the losses of the HTS coil and the overall losses can be reduced by up to 60% 
with a width of 2 mm at a load factor of 0.5. In general, flux diverters are more suitable for 
applications that use high load factors and therefore are not dominated by the ferromagnetic losses 
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in the flux diverter. In addition, other techniques to reduce the losses within the HTS coils must 
be combined with flux diverters to enable high frequency superconducting WPT. 
8.3 Future research 
The research presented in this thesis demonstrates the advantages and disadvantages of the use of 
HTS in wireless charging systems for EVs. Future research should be conducted to alleviate 
shortcomings of the results and further improve achieved outcomes in the following areas: 
The influence of the magnetic field is only partially covered by the FEA model used in this project 
due to its axisymmetric nature. A 3D multilayer model would show the true impact of the magnetic 
field on the losses and would allow for a true representation of the magnetic field between 
misaligned coils. Furthermore, with a 3D model, different coil geometries, that are not 
axisymmetric can be achieved, which would lead to improved coil designs to maximise WPT 
performance. In addition, the FEA simulations can be directly coupled with circuit models to allow 
for circuit optimisation. However, using such a 3D model is challenging and has a very high 
computational demand due to the large aspect ratios of the individual layers within the HTS CC 
and the overall size of the HTS coil. 
As shown, AC losses are an important factor for the HTS WPT-system as they directly impact the 
cooling system. The design of the cooling system was not part of the research conducted here but 
should not be neglected in future work. The existing model can be combined with a thermal and/or 
mechanical module to simultaneously solve for local hotspots or mechanical stresses. 
An impedance matching circuit should be added to the experimental set-up used in chapter 5 to 
improve the resonance link between transmitting and receiving side for large air gaps. Ideally such 
experiments should have the same scale as their copper coil counterpart. Additionally, high 
frequency AC loss measurements of HTS coils should be conducted. As shown the coil geometry 
is an important factor for AC losses. Therefore, different layouts should be investigated and 
experimentally validated. Finally, the proposed flux diverters should be validated for high 
frequencies and the overall design optimisation is an important area that needs further work. 
Furthermore, more research into AC loss reduction techniques must be conducted as flux diverters 
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