A transform that enables generator-matrix-based Reed-Solomon (RS) coded data to be recovered under interpolation-based list decoding is presented. The transform matrix needs to be computed only once and the transformation of an element from the output list to the desired RS coded data block incurs k 2 field multiplications, given a code of dimension k.
I. INTRODUCTION
Since their inception in 1958, Reed-Solomon (RS) codes have found widespread use, e.g., in compact discs (CDs), digital video broadcasting and high definition TV. Let Φ be a cyclic subgroup of GF(q)\{0} of order n and α its generator. Then, following its original definition, {(c 0 , c 1 , . . . , c n−1 ) ∈ GF(q)
n :
is an (n, k) RS code over GF(q) with zeros α, α 2 , . . . , α n−k . In practice however, data is typically not encoded via the evaluation map 
implied by this definition. On the other hand, the interpolation-based RS list decoders of [1] , [2] which allow far more errors to be corrected than previously thought possible, operate on the assumption that messages are encoded via an evaluation map. Incorporating such a decoder within an existing system employing RS codes is clearly desirable. For instance, it will allow a system to operate at a significantly lower signal-to-noise ratio while maintaining the same error performance. Nevertheless, incorporating such a decoder into an existing system requires the ability to recover the original RS coded data from the output list of this decoder. For the CD player for example, this would mean that we will not have to replace all our existing CDs. A method for recovering generator-matrix-based RS coded data under interpolation-based list decoding is therefore desirable as well.
Such a method has implicitly been introduced in the proof of [3, Lemma 4] . The main idea there is as follows. Let v 0 , v 1 , . . . , v n−1 be nonzero elements of GF(q). Then the codeword (c 0 , c 1 , . . . , c n−1 ) of an (n, k) generalized RS code defined by a basis of codewords given by the rows of the matrix
and the codeword (c 0 /v 0 , c 1 /v 1 , . . . , c n−1 /v n−1 ) of an (n, k) RS code defined by a different basis of codewords given by the rows of the matrix This correspondence presents a more general solution to the aforementioned problem in that our technique remains applicable given any generator matrix G a for an RS code. Since below. However, before we can prove this theorem, we need a few lemmas. For the remainder of this correspondence, take the evaluation map to mean that specified by (1) . Further, take an interpolation-based list decoder to mean an instance of the decoders of [1] , [2] .
II. LEMMAS LEADING TO THE KEY RESULT
Without loss of generality, let q be a fixed power of 2. Suppose C is an (n, k) RS code over GF(q) with generator polynomial g(x) =
. We do not assume that b = 1 so that C is not necessarily a narrow-sense RS code.
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Proof: Let the code polynomial for c andc be written as c(
. . , α n−k−1+b ,c(y) clearly has zeros α, α 2 , . . . , α n−k and the lemma follows.
Sinceḡ(y) may not be monic, it is a code polynomial, but not necessarily, the generator polynomial ofC. The following matrix is neverthelessḠ 
is a generator matrix for the code C. Let F and F −1 denote the n-point GFFT and inverse GFFT matrices over GF(q), ie.
Lemma 3 gives a decomposition of [Ḡ] in terms of F and F −1 . 
Consequently, the inverse GFFT of the rows of [Ḡ] in matrix form may be expressed as
The lemma is now immediate.
Sinceḡ(x) has zeros α, α 2 , . . . , α n−k , it follows from property 2 of [4, Theorem 8-13] that the last n−k elements of G (1) 
III. THE KEY RESULT
In this section, we present a method for retrieving from the output list of an interpolation based list decoder, messages encoded as codewords of the RS code C via a generator matrix G a given by G a = A × G for some k × k basis transformation matrix A. We assume that the decoder operates on the premise that messages are encoded as codewords ofC via the evaluation map. LetÃ = ( A 0 ) be a k × n matrix where 0 is a k × (n − k) all-zero matrix. In addition, let U i×j denote the i × j upper-left submatrix of U. Further, since the evaluation map may be interpreted as the n-point GFFT over GF(q), the relation between a codewordc ofC and its preimage (f 0 , f 1 , . . . , f k−1 ) ∈ GF (q) k under this map may be expressed asc = f × F where f = (f 0 , f 1 , . . . , f k−1 , 0, . . . , 0). We can now prove our main result, ie., Theorem 1.
Theorem 1. Let m ∈ GF(q) k be encoded as c ∈ C via the generator matrix G a . Then
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Proof: By Lemmas 1 to 3,
Since the last n − k elements in the main diagonal of D as well as in the column vector
T are all zero, the last n−k constraints in (10) vanish and so (10) may be reduced to
Interpreting f 1×k and m in Theorem 1 as an element of the output list and the desired data block, respectively, leads to Algorithm 2 below which summarizes the key steps involved to recover any generator-matrix-based RS coded data from the output list of an interpolationbased list decoder.
Algorithm 2.
Input: The zeros (α b , α b+1 , . . . , α n−k−1+b ) of C and its generator matrix G a .
Output: The desired messages corresponding to the elements of the output list.
Precomputation (to be performed only once): A few remarks are in order. First, since the average list size is typically very close to unity 
