Laplace transformations and spectral theory of two-dimensional
  semi-discrete and discrete hyperbolic Schroedinger operators by Oblomkov, Alexei A. & Penskoi, Alexei V.
ar
X
iv
:m
at
h-
ph
/0
31
10
36
v3
  2
2 
M
ar
 2
00
4
LAPLACE TRANSFORMATIONS AND SPECTRAL
THEORY OF TWO-DIMENSIONAL SEMI-DISCRETE
AND DISCRETE HYPERBOLIC SCHRO¨DINGER
OPERATORS
ALEXEI A. OBLOMKOV AND ALEXEI V. PENSKOI
Abstract. We introduce Laplace transformations of 2D semi-
discrete hyperbolic Schro¨dinger operators and show their re-
lation to a semi-discrete 2D Toda lattice. We develop the
algebro-geometric spectral theory of 2D semi-discrete hyperbolic
Schro¨dinger operators and solve the direct spectral problem for
2D discrete ones (the inverse problem for discrete operators was
already solved by Krichever). Using the spectral theory we inves-
tigate spectral properties of the Laplace transformations of these
operators. This makes it possible to find solutions of the semi-
discrete and discrete 2D Toda lattices in terms of theta-functions.
1. Introduction
The interest in the transformations
L =
1
2
(∂x + A)(∂y +B) +W 7→ L˜ = 1
2
W (∂y +B)W
−1(∂x + A) +W,
L =
1
2
(∂y +B)(∂x + A) + V 7→ Lˆ = 1
2
V (∂x + A)V
−1(∂y +B) + V
of the two-dimensional hyperbolic Schro¨dinger operator L = 1
2
∂x∂y +
F∂x + G∂y +H goes back to Laplace. These transformations act also
on the solutions of the equation Lψ = 0 :
L 7→ L˜, ψ 7→ ψ˜ = (∂y +B)ψ,
L 7→ Lˆ, ψ 7→ ψˆ = (∂x + A)ψ.
The Laplace transformations are useful in the theory of congruences
of surfaces in R3 and they were studied by Darboux, Tzitze´ica and
others (references and a more extended exposition can be found in the
paper [1]). It was remarked already then that the chain of Laplace
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transformations . . . , L−1, L0, L1, . . . , where Li+1 = L˜i, is equivalent to
the non-linear equation
(1)
1
2
∂x∂ygn = e
gn+1−gn − egn−gn−1
now called the 2D Toda lattice. Its integrability from different points
of view was discovered by Mikhailov [2], Fordy and Gibbons [3], Leznov
and Savel’ev [4], Bulgadaev [5].
Various generalizations of the Laplace transformations were also
studied (a review can be found in the paper [1]), among them the
Laplace transformations of two-dimensional elliptic Schro¨dinger oper-
ators
L =
1
2
(∂¯ +B)(∂ + A) + V, ∂ = ∂x − i∂y,
and the Laplace transformations of discrete hyperbolic Schro¨dinger op-
erators
(2) (Lψ)n,m = an,mψn,m + bn,mψn+1,m + cn,mψn,m+1 + dn,mψn+1,m+1.
In both cases chains of Laplace transformations are related to the cor-
responding versions of the 2D Toda lattice. In the case of elliptic
Schro¨dinger operators one of the principal results concerns the descrip-
tion of cyclic chains of Laplace transformations (such that LN = L0
for some N). It was proven by Novikov and Veselov [6, 7] that if we
consider cyclic chains of Laplace transformations of periodic elliptic
Schro¨dinger operators then the operators in such chains are topologi-
cally trivial algebro-geometric operators.
These results were the motivation for this paper. Our goal is to study
Laplace transformations of two-dimensional semi-discrete
(3) (Lψ)n = an(y)ψn(y) + bn(y)ψ
′
n(y) + cn(y)ψn+1(y) + dn(y)ψ
′
n+1(y)
and discrete (2) hyperbolic Schro¨dinger operators. To the best of the
authors’ knowledge, the Laplace transformations of semi-discrete op-
erators were not yet studied. We start by introducing Laplace trans-
formations of semi-discrete Schro¨dinger operators and showing their
relation to a semi-discrete 2D Toda lattice. Then we study spectral
properties of the Laplace transformation of periodic operators.
Let us recall that the algebro-geometric spectral theory of 2D
Schro¨dinger operators was introduced in 1976 by Dubrovin, Krichever
and Novikov [8]. In this theory periodic 2D Schro¨dinger operators
are considered. It turns out that the Floquet solution of the equation
Lψ = 0 is a Baker-Akhiezer function on a spectral curve in the space of
Floquet multipliers, and one can reconstruct the operator starting from
its geometric spectral data including the spectral curve, the divisor of
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poles of ψ etc. Later Novikov and Veselov studied the case of potential
operators [9].
The inverse spectral problem for the discrete operator (2) was stud-
ied by Krichever [10]. As for the direct spectral problem for the oper-
ator (2), it was in fact implicitly studied by one of the authors in the
paper [11]. Indeed, the direct spectral problem for 2D discrete elliptic
operators with zero potential was in fact solved in [11] by reducing to
the direct spectral problem for hyperbolic operators (2). We will show
how to solve the direct spectral problem for operators (2) in this paper
explicitly.
As far as we know, the algebro-geometric spectral theory of semi-
discrete operators (3) was never studied. We develop the algebro-
geometric spectral theory of 2D semi-discrete Schro¨dinger operators.
The direct spectral problem is studied using Floquet theory of periodic
first order linear ODEs, and this seems to be new. Despite the fact
that an arbitrary periodic first order linear ODE cannot be solved ex-
plicitly, it turns out that using Floquet theory for linear ODEs we can
obtain enough spectral information to understand the structure of the
spectral data.
Using these algebro-geometric spectral theories we investigate the
spectral properties of the Laplace transformations of semi-discrete (3)
and discrete (2) operators. In both cases the Laplace transformations
are described as shifts on the Jacobians of the spectral curves. This
makes it possible to find solutions of the semi-discrete and discrete
2D Toda lattices in terms of theta-functions. We recall that solutions
of the hyperbolic 2D Toda lattice (1) in term of theta-functions were
found by Krichever [12].
It turns out that in the discrete case we can give a description of a
cyclic chain of Laplace transformations in terms of the spectral data
and, consequently, in terms of the linearizability of the dynamics.
2. Laplace transformations and 2D Toda lattices
In this section we start by introducing the Laplace transformations
of semi-discrete operators (3). We show their relation to a semi-discrete
2D Toda lattice. Then we recall briefly known results on the Laplace
transformations of discrete operators (2).
2.1. Laplace transformations of two-dimensional semi-discrete
hyperbolic Schro¨dinger operators. Let us consider an operator of
the form (3) defined on the space of (in general complex-valued) func-
tions ψn(y) = ψ(n, y) defined on Z×R. The coefficients an(y), . . . , dn(y)
of the operator are also (in general complex-valued) functions on Z×R.
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Let us define a shift operator Tψn(y) = ψn+1(y).
Lemma 1. The operator (3) such that bn(y) 6= 0 and dn(y) 6= 0 can be
uniquely presented in the form
L = fn(y)((∂y + An(y))(1 + vn(y)T ) + wn(y)).
or in the form
L = fˆn(y)((1 + vˆn(y)T )(∂y + Aˆn(y)) + wˆn(y)),
Proof. Let us write for simplicity ∂ instead of ∂y, an instead of an(y)
etc. We will use ′ as the derivation with respect to y. We can obtain
by direct calculation that
an = fnAn + fnwn, bn = fn, cn = fnv
′
n + fnAnvn, dn = fnvn.
These equations can be easily solved if bn 6= 0, dn 6= 0 :
fn = bn, vn =
dn
bn
, An =
cn
dn
−
(
log
dn
bn
)′
, wn =
an
bn
− cn
dn
+
(
log
dn
bn
)′
.
In the same way we can see that if bn 6= 0, dn 6= 0 then
fˆn = bn, vˆn =
dn
bn
, Aˆn =
cn−1
dn−1
, wˆn =
an
bn
− cn−1
dn−1
.
This completes the proof. 
In the following we will consider only operators satisfying the condi-
tions bn 6= 0 and dn 6= 0.
Let us consider the equation Lψ = 0. Using Lemma 1 we can define
the Laplace transformations.
Definition 1. Let us define a Laplace transformation of the first type
as the transformation
L 7→ L˜ = f˜n(wn(1 + vnT ) 1
wn
(∂ + An) + wn), ψ 7→ ψ˜ = (1 + vnT )ψ,
and a Laplace transformation of the second type as the transformation
L 7→ Lˆ = fˆn(wˆn(∂ + Aˆn) 1
wˆn
(1 + vˆnT ) + wˆn), ψ 7→ ψˆ = (∂ + Aˆn)ψ.
Here f˜n(y) and fˆn(y) are arbitrary functions.
Since f˜n and fˆn are arbitrary functions, these transformations define
L˜ and Lˆ up to a transformation L 7→ hnL. But the Laplace transfor-
mations are well-defined transformations of the equation Lψ = 0.
There are gauge transformations L 7→ L¯, ψ 7→ ψ¯ giving equivalent
equations, they are defined by the formulas
ψ¯ = g−1n ψ, a¯n = hnangn + hnbng
′
n, b¯n = hnbngn,
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c¯n = hncngn+1 + hndng
′
n+1, d¯n = hndngn+1,
where hn(y) 6= 0 and gn(y) 6= 0 are arbitrary functions.
Let us remark that a gauge transformation (L, ψ) 7→ (L′, ψ′) such
that L = L′ is just a multiplication of ψ by a constant. For this reason
we usually impose the normalization condition ψ0(0) = 1.
As we will see in the next section, for a given periodic operator its
normalized ψ-function with prescribed Floquet multipliers is unique.
Hence a pair (L, ψ) is uniquely defined by L in this case, and this case
is the most interesting for us.
For this reason we will view both Laplace transformations and gauge
transformations as transformations of operators L rather than transfor-
mations of pairs (L, ψ) consisting of an operator L and its ψ-function.
Lemma 2. Laplace transformations of gauge equivalent operators are
gauge equivalent.
Lemma 3. For each operator there exists a unique gauge equivalent
operator such that
(4) bn(y) ≡ 1, dn(y) ≡ 1.
Proofs of both Lemmas can be obtained by a direct calculation. 
Lemma 4. The Laplace transformations of the first and the second
type are inverse to each other (as transformations of gauge equivalence
classes).
Proof. Let us take a gauge equivalence class and take the unique
operator satisfying the condition (4) in this class as its representative.
For this operator fn = vn = 1, An = cn and wn = an − cn. Let us
now find its Laplace transformation of the first type. If we take f˜n = 1
then we obtain an operator with a˜n = an, b˜n = 1, c˜n = cn+1
an−cn
an+1−cn+1
and d˜n =
an−cn
an+1−cn+1
. For this operator fˆn = 1, vˆn =
an−cn
an+1−cn+1
, Aˆn =
cn and wˆn = an − cn. Let us now find its Laplace transformation of
the second type. If we take f˜n = 1 then we obtain an operator with
aˇn = an − (log(an − cn))′, bˇn = 1, cˇn =
(
an−cn
an+1−cn+1
)′
+ cn+1
an−cn
an+1−cn+1
−
an−cn
an+1−cn+1
(log(an− cn))′, and dˇn = an−cnan+1−cn+1 . The gauge transformation
with gn = cn − an and hn = 1cn−an transforms this operator into the
initial one. 
It follows from Lemma 4 that we can restrict ourselves to the Laplace
transformations of the first type. Given a gauge equivalence class, let
us choose An and wn of the unique operator in this class satisfying
the condition (4) as gauge invariants. They give a complete set of
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invariants, since if the operator satisfies the condition (4) then fn = 1
and vn = 1.
Lemma 5. In terms of the gauge invariants the Laplace transformation
of the first type acts in the following way:
A˜n(y) = An+1(y) +
w′n+1(y)
wn+1(y)
,
w˜n(y) = wn(y) + An(y) +
w′n(y)
wn(y)
− An+1(y)− w
′
n+1(y)
wn+1(y)
.
Proof can be obtained by direct calculation. 
Let us now consider a chain . . . , L−1, L0, L1, . . . of Laplace transfor-
mations of the first type, Lk+1 = L˜k.We obtain the system of equations
Ak+1n = A
k
n+1 + (logw
k
n+1)
′,
wk+1n = w
k
n + A
k
n + (logw
k
n)
′ − Akn+1 − (logwkn+1)′,
where Akn and w
k
n are the gauge invariants of Lk. This system is equiv-
alent to the system
(logwkn+1(y))
′ = Ak+1n (y)− Akn+1(y),(5)
wk+1n (y)− wkn(y) = Ak+1n−1(y)− Ak+1n (y).(6)
This system includes only differences of Akn, hence we should also fix
some Ak0n0 in order to find all A
k
n from equations (5), (6). Let us now
eliminate Akn. Let us remark that given A
k+1
n−1, we can find A
k
n+1 in two
different ways: 1) Find Ak+1n using (6), then find A
k
n+1 using (5), or 2)
Find Akn using (5), then find A
k
n+1 using (6). Since the result should be
the same, this gives us the compatibility condition
(7) wk+1n − wkn − (wkn+1 − wk−1n+1) = (logwkn)′ − (logwkn+1)′.
Given a solution of the equation (7) and some fixed Ak0n0 , we can find
all the Akn using (5), (6). In this way solving our equations (5), (6)
reduces to solving the equation (7).
Theorem 1. 1) Given a solution of the following semi-discrete 2D
Toda lattice
(8) (gkn − gkn+1)′ = eg
k+1
n −g
k
n+1 − egkn−gk−1n+1
we can obtain a family of chains of Laplace transformations of the first
type parameterized by one arbitrary function A00(y).
2) Given a chain of Laplace transformations of the first type we can
obtain a family of solutions of the equation (8) parameterized by an
arbitrary function g00(y) and a set of arbitrary constants r
k, k ∈ Z.
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Proof. If we take the equation (8), subtract the same equation but
with the shift k 7→ k− 1, n 7→ n+1, and make the change of variables
wkn = e
gkn−g
k−1
n+1, then we obtain the equation (7). As we explained
before, given a solution of the equation (7) and an arbitrary function
A00(y), we can construct a solution of the equations (5), (6) describing
a chain of Laplace transformations. This proves the first statement of
the theorem.
Given a solution wkn(y) of the equation (7), we can construct g
k
n
starting from g00(y) using the equations
(9) gkn(y)− gk−1n+1(y) = logwkn(y),
(10) gkn(y)− gkn+1(y) =
∫ y
0
(wk+1n (y
′)− wkn(y′)) dy′ + ckn,
where ckn are constants. The solutions g
k
n of the equations (9,10) are
clearly solutions of the equation (8). However, there is a compatibility
condition
ck−1n+1 = c
k
n+
∫ y
0
(wk+1n (y
′)−wkn+1(y′)−wkn(y′)+wk−1n+1(y′)) dy′+log
wkn+1(y)
wkn(y)
for the equations (9,10). This means that we can take arbitrary con-
stants ck0 = r
k, other constants ckn are defined by this compatibility
condition. This proves the second statement of the Theorem. 
Let us now describe possible modifications in the periodic case. Let
us consider a periodic operator with some periods N and T, i.e. such
that an+N(y) = an(y), an(y + T ) = an(y), . . .
As was proven in Lemma 3, any operator is gauge equivalent to an
operator satisfying the conditions (4). It turns out that this operator
is, in general, non-periodic.
We could consider periodic gauge transformations, i.e. such that
hn+N(y) = hn(y), hn(y + T ) = hn(y), gn+N(y) = gn(y), gn(y + T ) =
gn(y), in order to preserve the periodicity of operators by gauge trans-
formations. Let us now consider only periodic gauge transformations.
Lemma 3 does not hold in this case, it is replaced by the following
Lemma.
Lemma 6. The function I(y) = b1(y)...bN (y)
d1(y)...dN (y)
is a gauge invariant. Let
Z(y) be a function such that ZN (y) = I(y). We can transform a peri-
odic operator by a periodic gauge transformation into a unique periodic
operator such that for any i
(11) bi(y) = Z(y), di(n) = 1.
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Proof can be obtained by direct calculation. 
For an operator satisfying the conditions (11) we have fn = Z, vn =
1
Z
. We take An and wn (as before) and I as gauge invariants. The
choice of Z(y) is not unique, but An and wn do not depend on this
choice.
We can write now how the Laplace transformation acts in terms of
An, wn and Z. We consider only the Laplace transformation of the first
type.
Lemma 7. The function I is preserved by the Laplace transformation.
Proof can be obtained by direct calculation. 
Lemma 2 holds in the periodic case. Hence we can always replace
an operator by a gauge equivalent one.
Let us take a periodic operator. Let us choose Z such that ZN = I
and transform our operator to the operator satisfying the condi-
tions (11). Let us apply to this operator the Laplace transformation.
The invariant I is preserved. We transform the resulting operator by a
gauge transformation into the operator satisfying (11) with the same Z.
This gives us a transformation of An and wn. We obtain the following
Lemma
Lemma 8. The Laplace transformation acts in the following way:
A˜n(y) = An+1(y) +
w′n+1(y)
wn+1(y)
+ (logZ(y))′,
w˜n(y) = wn(y) + An(y) +
w′n(y)
wn(y)
−An+1(y)− w
′
n+1(y)
wn+1(y)
− (logZ(y))′.
The compatibility condition for these equations is given by the equa-
tion (7).
Proof can be obtained by a direct calculation. 
This means that in the periodic case we obtain the same equation (7)
describing the compatibility condition, as in the general case. The only
difference is that wkn(y) should be periodic in n and y.
2.2. Laplace transformations of two-dimensional discrete hy-
perbolic Schro¨dinger operators. We recall here briefly some al-
ready known results following the paper [1], where one can find proofs
and a more extended exposition. Let us consider the shift operators
T1ψ(n,m) = ψ(n + 1, m), T2ψ(n,m) = ψ(n,m+ 1)
acting on functions defined on Z2. We can rewrite the operator (2) as
(12) Lψ = (an,m + bn,mT1 + cn,mT2 + dn,mT1T2)ψ.
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We are interested in the equation
(13) Lψ = (an,m + bn,mT1 + cn,mT2 + dn,mT1T2)ψ = 0.
There are gauge transformations
(14) L 7→ fn,mLgn,m, ψn,m = g−1n,mψn,m
giving equivalent equations.
The operator (12) can be presented uniquely in the form
(15) L = fn,m((1 + un,mT1)(1 + vn,mT2) + wn,m).
The operator (12) can also be presented uniquely in the form
(16) L = f ′n,m((1 + v
′
n,mT2)(1 + u
′
n,mT1) + w
′
n,m).
We can define a Laplace transformation of the first type
L 7→ L˜ = f˜n,m(wn,m(1 + vn,mT2)w−1n,m(1 + un,mT1) + wn,m),
ψ 7→ ψ˜ = (1 + vn,mT2)ψ
and we can define a Laplace transformation of the second type
L 7→ L′ = f ′n,m(w′n,m(1 + u′n,mT1)(w′n,m)−1(1 + v′n,mT2) + w′n,m),
ψ 7→ ψ′ = (1 + u′n,mT1)ψ.
These transformations transform gauge equivalent operators into gauge
equivalent operators, i.e. they act on gauge equivalence classes. The
transformations of the first and the second type are inverse to each
other (as transformations of gauge equivalence classes). It follows that
we can restrict ourselves to the Laplace transformations of the first
type.
Let us introduce gauge invariants in the following manner. We can
transform an operator by a gauge transformation to an operator such
that fn,m = 1. Then we can take wn,m and Hn,m =
vn,mun,m+1
un,mvn+1,m
of this
operator as gauge invariants.
In terms of the gauge invariants the Laplace transformation of the
first type has the form
(17) 1 + w˜n+1,m = (1 + wn,m+1)
wn,mwn+1,m+1
wn+1,mwn,m+1
H−1n,m,
(18) H˜n,m =
1 + wn,m+1
1 + w˜n,m+1
.
Let us now consider a chain of Laplace transformations of the first type;
we obtain H
(k+1)
n,m = H˜
(k)
n,m, w
(k+1)
n,m = w˜
(k)
n,m. After excluding H
(k)
n,m from
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equations (17), (18) we obtain the so-called completely discretized 2D
Toda lattice
(19)
1 + w
(k+2)
n+1,m
1 + w
(k+1)
n+1,m
1 + w
(k+1)
n,m+1
1 + w
(k)
n,m+1
=
w
(k)
n+1,mw
(k)
n,m+1
w
(k)
n,mw
(k)
n+1,m+1
.
We defined the Laplace transformation of the first type using the
representation (15) where we used the shift T1 and then the shift T2.
Let us denote this transformation by Λ++12 . The Laplace transformation
of the second type was defined using the representation (16) where we
used the shift T2 and then the shift T1. Let us denote this transfor-
mation by Λ++21 . We can however take any pair of orthogonal shifts
T±i , T
±
j , i 6= j. Hence we can introduce in an analogous way Laplace
transformations corresponding to any pair of orthogonal shifts
(T1, T2), (T2, T1)→ Λ++12 ,Λ++21 ; (T−11 , T2), (T2, T−11 )→ Λ−+12 ,Λ+−21 ;
(T1, T
−1
2 ), (T
−1
2 , T1)→ Λ+−12 ,Λ−+21 ; (T−11 , T−12 ), (T−12 , T−11 )→ Λ−−12 ,Λ−−21 .
It is easy to see that Λst12Λ
ts
21 = 1 for s, t = ±.
Let us also introduce a transformation S1:
L 7→ L˜ = f˜n,m(an−1,m + bn−1,mT1 + cn−1,mT2 + dn−1,mT1T2),
ψn,m 7→ ψ˜n,m = ψn−1,m
and a transformation S2:
L 7→ L˜ = f˜n,m(an,m−1 + bn,m−1T1 + cn,m−1T2 + dn,m−1T1T2),
ψn,m 7→ ψ˜n,m = ψn,m−1.
It is clear that Sk commutes with Λ
st
ij . As usual, we consider all
transformations as transformations of gauge equivalence classes. A
direct calculation leads us to the following Lemma.
Lemma 9. The following identities hold:
Λ++12 = S1Λ
−+
12 Λ
++
12 = S2Λ
+−
12 Λ
++
12 = S2S1Λ
−−
12
This means that the group of transformations generated by Λstij has
three generators.
3. Algebro-geometric spectral theory of
two-dimensional semi-discrete and discrete hyperbolic
Schro¨dinger operators
In this section we start by an investigation of the algebro-geometric
spectral theory of semi-discrete operators (3). Then we consider an
algebro-geometric theory of discrete operators (2). We recall known
results on the inverse spectral problem for discrete operators (2) due to
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Krichever [10]. We investigate the direct spectral problem for discrete
operators. This was already done implicitly by one of the authors in
the paper [11].
3.1. Algebro-geometric spectral theory of two-dimensional
semi-discrete hyperbolic Schro¨dinger operators. Let us consider
operators L of the form (3) and the corresponding equations Lψ = 0.
3.1.1. Direct spectral problem. Let us consider a periodic operator L,
i.e. such that the functions an(y), . . . , dn(y) satisfy the conditions
an+N(y) = an(y), an(y + T ) = an(y), . . . . We will also consider only
periodic gauge transformations.
We will consider only periodic operators such that the gauge invari-
ant I(y) is a constant. As any operator is gauge equivalent to the
operator satisfying the conditions (11), we will consider only the op-
erators satisfying these conditions. Operators with different I are not
equivalent, but their spectral theory is the same. We will consider for
simplicity the case of Z = −1, i.e. we consider periodic operators of
the form
(20) (Lψ)n = an(y)ψn(y)− ψ′n(y) + cn(y)ψn+1(y) + ψ′n+1(y)
and the corresponding equations Lψ = 0.
Definition 2. Let ρ and µ be two complex numbers. A solution ψn(y)
of the equation Lψ = 0 is said to be a Floquet solution with Floquet
multipliers ρ with respect to n and µ with respect to y, if for any n and
y we have
(21) ψn+N(y) = ρψn(y), ψn(y + T ) = µψn(y).
Since ψn(y) is defined up to multiplication by a constant, we will
impose the normalization condition ψ0(0) = 1.
Our first goal is to describe possible pairs (ρ, µ) of Floquet multi-
pliers. Let us fix some Floquet multiplier ρ. It follows from (21) that
any ψn(y) can be expressed using ρ and ψ0(y), . . . , ψN−1(y). Thus the
equation Lψ = 0 is equivalent to a finite number of linear ODEs on
ψ0(y), . . . , ψN−1(y). It is easy to see that Lψ = 0 is equivalent to the
equation BΨ′(y) + C(y, ρ)Ψ(y) = 0, where
Ψ(y) =

 ψ0(y). . .
ψN−1(y)

 , B =


−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . −1 1
ρ 0 0 . . . 0 −1

 ,
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C(y, ρ) =


a0 c0 0 . . . 0 0
0 a1 c1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . aN−2 cN−2
ρcN−1 0 0 . . . 0 aN−1

 .
It follows that the equation Lψ = 0, where ψ has a Floquet multiplier
ρ, is equivalent to the linear ODE
(22) Ψ′(y) = A(y, ρ)Ψ(y),
where A(y, ρ) = −B−1(ρ)C(y). The Floquet multiplier ρ enters in this
linear ODE as a parameter. It is easy to check that
B−1 =
1
ρ− 1


1 1 . . . 1 1
ρ 1 . . . 1 1
. . . . . . . . . . . . . . .
ρ ρ . . . ρ 1

 .
Thus for ρ 6= 1 the function A(y, ρ) is holomorphic with respect to ρ.
Let us remark that A(y, ρ) is periodic: A(y + T, ρ) = A(y, ρ). We will
occasionally omit y to shorten the notation.
Definition 3. Let µ be a complex number. A solution Ψ(y) of the equa-
tion Ψ′ = AΨ is said to be a Floquet solution with Floquet multiplier µ
if for any y we have
(23) Ψ(y + T ) = µΨ(y).
We see that the question of describing possible Floquet multipliers
ρ 6= 1, µ for the equation Lψ = 0 can be restated in the following
way: given ρ 6= 1, for which µ does there exist a Floquet solution of
the periodic equation Ψ′ = A(ρ)Ψ? This permits us to use the Floquet
theory of periodic linear differential equations.
Let us recall some standard facts from this theory, see e.g. [13]. Let
us consider a homogeneous linear ODE
(24)
dx(t)
dt
= A(t)x(t),
where x ∈ Rn and A(t) is an n × n-matrix. An n × n-matrix Φ(t, s)
is called a resolvent of A(t) if φ(t) = Φ(t, t0)x0 is the solution of (24)
satisfying the initial condition φ(t0) = x0. The resolvent exists and is
uniquely determined by the following properties:
∀t Φ(t, t) = I, ∀s, t, u Φ(t, s) = Φ(t, u)Φ(u, s),
(25)
∂
∂t
Φ(t, s) = A(t)Φ(t, s),
∂
∂s
Φ(t, s) = −Φ(t, s)A(s).
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If Φˆ(t) is a fundamental matrix of the equation (24) (i.e. a matrix such
that its columns form a basis in the space of solutions of this equation)
then
(26) Φ(t, s) = Φˆ(t)Φˆ−1(s).
Let us now consider an inhomogeneous linear ODE
(27)
dx(t)
dt
= A(t)x(t) + b(t).
The solution φ(t) of this equation satisfying the initial condition φ(t0) =
x0, can be found with the help of the resolvent of A(t) :
(28) φ(t) = Φ(t, t0)x0 +
∫ t
t0
Φ(t, s)b(s) ds.
Let the matrix A(t) be periodic: A(t+T ) = A(t). It follows that for
any n ∈ N, t we have Φ(t + nT, 0) = Φ(t, 0)Φ(nT, 0). This implies the
following Lemma.
Lemma 10. [13] A solution g(t) of the periodic equation (24) is a
Floquet solution with a Floquet multiplier µ
∀t g(t+ T ) = µg(t)
if and only if the initial condition g0 = g(0) is an eigenvector of the
matrix Φ(T, 0) with the eigenvalue µ :
Φ(T, 0)g0 = µg0.
Let L be a generic operator. Consider the equation (22). It fol-
lows from Lemma 10 that given ρ 6= 1, we have N Floquet multipliers
µ1, . . . , µN (possibly coinciding) corresponding to independent Floquet
solutions. Let us now recall that for ρ 6= 1 the matrix A(y, ρ) is holo-
morphic with respect to ρ. It follows that solutions of the equation (22)
are also holomorphic functions of ρ. The formula (26) expressing Φ(t, s)
in terms of a fundamental matrix implies that the resolvent Φ(t, s, ρ)
of A(y, ρ) is also a holomorphic function of ρ. We obtain the following
Lemma.
Lemma 11. Let L be a generic periodic operator. The possible pairs
(ρ, µ) of Floquet multipliers of the equation Lψ = 0, such that ρ 6= 1,
form an analytic curve Γ˜, called a spectral curve. This curve is given
by the equation det(Φ(T, 0, ρ) − µI) = 0. The natural projection π :
(ρ, µ) 7→ ρ gives us an N-fold covering π : Γ˜ −→ C \ {1}.
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Let us now consider the eigenvectors Ψ(0) of the matrix Φ(T, 0, ρ).
Since the matrix Φ(T, 0, ρ) is holomorphic with respect to ρ, its eigen-
vectors Ψ(0) (let us recall that we imposed the condition (Ψ(0))0 =
ψ0(0) = 1) are meromorphic functions on the spectral curve Γ˜.
Lemma 12. The solution ψn(y) of the equation Lψ = 0 is a mero-
morphic function on the spectral curve Γ˜. Its poles does not depend on
y.
Proof follows from the fact that Ψ(y) = Φ(y, 0, ρ)Ψ(0) and Φ(y, 0, ρ)
is a holomorphic function in ρ. 
We will consider ψn(y) as a function defined on the spectral curve
and depending on the parameters n and y. Sometimes we will write
explicitly ψn(y, P ), where P is a point on the spectral curve.
Let us consider the simplest case when the coefficients an(y), cn(y)
of the operator (22) do not depend on y. In this case the matrix
A(y, ρ) does not depend on y and we can easily solve the equation (22):
Ψ(y) = eA(ρ)TΨ(0). It follows that the equation of the spectral curve Γ˜
is det(eA(ρ)T −µI) = 0. In this case it is better to use other coordinates,
one can consider a curve det(A(ρ)− zI) = 0 and consider µ = ezT as a
function on this curve.
In the general case we cannot solve the equation (22) and find the
spectral curve explicitly. However, we can obtain enough information
about the spectral curve and the solution ψn(y) in order to understand
what kind of spectral data we should consider in the inverse spectral
problem.
For negative n we define a pole of order n as a zero of order −n and
a zero of order n as a pole of order −n.
Let us make the following observation: if ρ = 0 then the matrix
A(y, ρ) is an upper-triangular matrix. This permits us to prove the
following Lemma
Lemma 13. The fiber π−1(0) of the projection π : Γ˜ −→ C \ {1}.
consists of points P+i = (0, e
∫ T
0 ai−1(ξ) dξ), i = 1, . . . , N. For a generic
operator L the function ψn(y) has a zero of order
[
n−i
N
]
+1 at the point
P+i .
If there are coinciding points P+i we should treat these points with
multiplicities, i.e. we should add the corresponding orders of zero.
Proof. We will consider for simplicity the case N = 2. The proof is
analogous for N > 2.
We have
A(y, 0) =
(
a0(y) a1(y) + c0(y)
0 a1(y)
)
.
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Let us put α = a0, β = a1 + c0, γ = a1 in order to shorten the
notation. Then our equation (22) for ρ = 0 becomes the equation
(29)
(
ψ0
ψ1
)′
=
(
α β
0 γ
)(
ψ0
ψ1
)
,
The second equation ψ′1(y) = γ(y)ψ1(y) is easy to solve: ψ1(y) =
e
∫ y
y0
γ(ξ) dξ
ψ1(y0). This means that Φ˜(t, s) = e
∫ t
s
γ(ξ) dξ is a resolvent of
γ(y). Let us now consider the first equation in (29):
(30) ψ′0(y) = α(y)ψ0(y) + β(y)ψ1(y).
The resolvent of α(y) is Φˆ(t, s) = e
∫ t
s
α(ξ) dξ. Using Φˆ(t, s) and the for-
mula (28) we can solve the equation (30):
ψ0(y) = e
∫ y
y0
α(ξ) dξ
ψ0(y0) +
∫ y
y0
e
∫ y
η
α(ξ) dξβ(η)ψ1(η) dη =
= e
∫ y
y0
α(ξ) dξ
ψ0(y0) +
∫ y
y0
e
∫ y
η
α(ξ) dξ+
∫ η
y0
γ(ξ) dξ
β(η) dη ψ1(y0).
These explicit formulas for ψi(y) at ρ = 0 give immediately an ex-
plicit formula for Φ(T, 0, 0) :
(31) Φ(T, 0, 0) =
(
e
∫ T
0
α(ξ) dξ
∫ T
0
e
∫ T
η
α(ξ) dξ+
∫ η
0 γ(ξ) dξβ(η) dη
0 e
∫ T
0
γ(ξ) dξ
)
.
This formula gives us explicitly that the fiber π−1(0) of the projection
π : Γ˜ 7→ C \ {1} consists of points P+1 = (0, e
∫ T
0 a0(ξ) dξ), and P+2 =
(0, e
∫ T
0 a1(ξ) dξ).
To shorten the notation, let us denote the matrix elements of
Φ(T, 0, 0) by µ1, µ2 and δ, i.e.
Φ(T, 0, 0) =
(
µ1 δ
0 µ2
)
.
Let us consider the generic case where µ1 6= µ2 and δ 6= 0. The matrix
Φ(T, 0, 0) has two eigenvectors (normalized as usual by the condition
ψ0(0) = 1) (
1
0
)
and
(
1
µ2−µ1
δ
)
with the eigenvalues µ1 and µ2 respectively.
Let us now consider a neighborhood of ρ = 0. Since Φ(T, 0, ρ) is
holomorphic and hence can be expanded in a power series in ρ, the
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normalized eigenvectors can also be expanded in a series in powers of
ρ : (
1
C1ρ+ . . .
)
and
(
1
µ2−µ1
δ
+ C2ρ+ . . .
)
,
where C1 and C2 are constants.
In the generic case µ1 6= µ2, i.e. ρ = 0 is not a branching point. It
follows that ρ is a local parameter in a neighborhood of P+1 = (0, µ1)
and P+2 = (0, µ2).
We obtain that in a neighborhood of P+1
ψ0(0) = 1, ψ1(0) = C1ρ+ . . . ,
ψ2(0) = ρΨ0(0) = ρ, ψ3(0) = ρψ1(0) = C1ρ
2 + . . . , . . .
i.e. ψ0(0) has a zero of order 0 in P
+
1 , ψ1(0) has a zero of order 1 in
P+1 , ψ2(0) has a zero of order 1 in P
+
1 , ψ3(0) has a zero of order 2 in
P+1 , . . .
Let us now recall that Φ(y, 0, 0) is an upper-triangular matrix. It
follows that
Φ(y, 0, ρ) =
(
C1 + . . . C2 + . . .
ρC3 + . . . C4 + . . . ,
)
,
where C1, . . . , C4 do not depend on ρ. Then the function ψ0(y) =
C1ψ0(0) + C2ψ1(0) = C1 + . . . has a zero of the same order in P
+
1 ,
as the function ψ0(0). The same argument works for any ψi(y). We
see that the orders of zeroes of ψi(y) in P
+
1 are as described in the
statement of this Lemma. The proof for P+2 is analogous. 
In general the number of branching points of the covering π : Γ˜ −→
C \ {1} is infinite. We will say that an operator is algebro-geometric
if this covering has only a finite number of branching points. Let us
now consider only this case. We will show that in this case we can
compactify Γ˜ and obtain a compact Riemann surface Γ and a covering
π : Γ −→ CP 1.
Lemma 14. Let L be a generic algebro-geometric operator. Then we
can add to Γ˜ points P−i = (∞, e−
∫ T
0 cN−i(ξ) dξ), i = 1, . . . , N, in such
a way that we obtain an analytic curve Γˆ with a projection π : Γˆ −→
CP 1\{1}. The function ψn(y) can be continued to all of Γˆ. The function
ψn(y) has a pole of order
[
n−i
N
]
+ 1 at the point P−i .
Proof. Let us compactify the ρ-plane C by adding the point ∞ at
infinity with local parameter t = 1
ρ
. It is easy to check that the ma-
trix A(y, ρ) has a limit when ρ tends to infinity. We can analytically
continue A(y, ρ) to a holomorphic function on CP 1 \ {1}. Moreover,
the matrix A(y,∞) is a lower-triangular matrix. We can prove in
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the same way as in Lemma 13 that the Floquet multipliers at ∞ are
e−
∫ T
0 cN−i(ξ) dξ, i = 1, . . . , N. Since our operator is algebro-geometric,
there is a neighborhood of ∞ without branching points. Using this
fact we can add points P−i in order to obtain an analytic curve Γˆ.
If all Floquet multipliers are different, we add these points with the
local parameter t. If there are coinciding P−i , we add them with the
local parameter equal to the root of t of degree corresponding to the
multiplicity of these Floquet multipliers. The calculation of the order
of poles of ψn(y) in these points can be done in the same way as in
Lemma 13. 
Lemma 15. Let L be a generic algebro-geometric operator. Then
we can add the point (1, 1) and a point Q to Γˆ in such a way that
we obtain an analytic compact Riemann surface Γ with a projection
π : Γ −→ CP 1. The function ψn(y) can be continued to all of Γ. The
function ψn(y) is a Baker-Akhiezer function on Γ, i.e. it is meromor-
phic on Γ \ Q and has an exponential singularity at the point Q. The
function ψn(y) can be presented in a neighborhood of Q as e
Ky
t hn(y, t),
where K is a constant, t is a local parameter at Q and hn(y, t) is a
function holomorphic with respect to t, such that h(y, 0) 6= 0. The Flo-
quet multiplier µ in a neighborhood of Q can be presented as e
M
t g(t),
where M is a constant and g(t) is a holomorphic function, such that
g(0) 6= 0.
Proof. We will consider for simplicity the case N = 3. The proof is
analogous for N 6= 3.
The matrix A(y, ρ) has a pole at ρ = 1. Let t = ρ− 1, then
A(y, t) =
1
t
A−1(y) + A0(y),
where
A−1(y) = −

 a0(y) + c2(y) a1(y) + c0(y) a2(y) + c1(y)a0(y) + c2(y) a1(y) + c0(y) a2(y) + c1(y)
a0(y) + c2(y) a1(y) + c0(y) a2(y) + c1(y)

 .
The matrix A(y, t) tends to 1
t
A−1(y) as t tends to zero, thus the solution
of the equation (22) tends to the solution of the equation
(32) Ψ′(y) =
1
t
A−1(y)Ψ.
The key observation is that the matrix A−1(y) has the same rows. It
follows that ψ′0(y) − ψ′1(y) = 0, ψ′0(y) − ψ′2(y) = 0. This implies that
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ψ′0(y) − ψ′1(y) and ψ′0(y) − ψ′2(y) are constants that can be expressed
in terms of the initial conditions. It follows that
ψ1(y) = ψ0(y)− ψ0(0) + ψ1(0), ψ2(y) = ψ0(y)− ψ0(0) + ψ2(0).
We substitute these formulas in the equation for ψ′0(y). Let us put
E(y) = −a0(y)−c2(y), F (y) = −a1(y)−c0(y), G(y) = −a2(y)−c1(y)
in order to shorten the notation. We obtain the equation
ψ′0(y) =
E(y)+F (y)+G(y)
t
ψ0(y)− F (y)+G(y)t ψ0(0) + F (y)t ψ1(0) + G(y)t ψ2(0).
This is a first-order linear ODE which can be explicitly solved. Using
its solution we can find ψi(y) and find explicitly the resolvent Φ(y, 0).
Let us introduce the notation
P (y) = e
∫ y
0
E(ξ)+F (ξ)+G(ξ)
t
dξ +
∫ y
0
e
∫ y
η
E(ξ)+F (ξ)+G(ξ)
t
dξ−F (η)−G(η)
t
dη,
Q(y) =
∫ y
0
e
∫ y
η
E(ξ)+F (ξ)+G(ξ)
t
dξF (η)
t
dη,
R(y) =
∫ y
0
e
∫ y
η
E(ξ)+F (ξ)+G(ξ)
t
dξG(η)
t
dη.
We obtain
Φ(T, 0) =

 P (T ) Q(T ) R(T )P (T )− 1 Q(T ) + 1 R(T )
P (T )− 1 Q(T ) R(T ) + 1

 .
This matrix has eigenvalues µ1 = 1, µ2 = 1 and µ3 = P (T ) + Q(T ) +
R(T ).We see that µ3 tends to the infinity as t tends to zero. We can add
to the curve Γˆ the point (1, 1) with a local parameter
√
t on the branches
where µ tends to 1 and a point Q with a local parameter t on the branch
where µ tends to the infinity. We obtain an analytic compact Riemann
surface Γ and a holomorphic projection π : Γ −→ CP 1. One can easily
verify that ψn(y) can be continued as a meromorphic function to the
point (1, 1).
Let us now consider the point Q. The eigenvector corresponding to
µ3 is
(
1 1 1
)T
. Using formulas for P, Q and R we see that for the
solution of the equation (32) we have the formula
 ψ0(y)ψ1(y)
ψ2(y)

 =

 P (y) Q(y) R(y)P (y) + 1 Q(y) + 1 R(y)
P (y)− 1 Q(y) R(y) + 1



 11
1

 =
= e
∫ y
0
E(ξ)+F (ξ)+G(ξ)
t
dξ

 11
1

 .
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We see that the solution ψn(y) of the equation (22) in a neighborhood
of Q has the same behavior as e
∫ y
0
E(ξ)+F (ξ)+G(ξ)
t
dξ as t tends to zero.
It is easy to see that E + F + G = −(c0 + c1 + c2 − a0 + a1 + a2).
Let K = −(c0(0) + c1(0) + c2(0)− a0(0) + a1(0) + a2(0)). We see that
the solution ψn(y) of the equation Lψ = 0 has the same behavior as
e
Ky
t h(y, t), where h is a holomorphic with respect to t function such
that h(y, 0) 6= 0 for the generic operator L. It is easy to see that the
Floquet multiplier µ in a neighborhood of Q has the same behavior as
µ3 = e
∫ T
0
E(ξ)+F (ξ)+G(ξ)
t
dξ. This implies that µ can be presented as e
M
t g(t),
where M is a constant and g(t) is a holomorphic function such that
g(t) 6= 0. 
Further we will consider only generic algebro-geometric operators.
Let us now study the divisor D(n, y) of the poles of ψn(y) on
Γ \ {Q,P±i }. As it was proven in Lemma 12, D(n, y) does not depend
on y, thus we will write D(n).
We need to consider the formal adjoint operator L+ of L. It is easy
to see that
(L+ψ+)n = anψ
+
n + (ψ
+
n )
′ + cn−1ψ
+
n−1 − (ψ+n−1)′.
Let us also consider the adjoint equation L+ψ+ = 0. We can as before
consider Floquet solutions of this equation normalized by the condition
ψ+0 (0) = 1 and see that ψ
+
n (y) is a Baker-Akhiezer function on the
corresponding spectral curve.
Lemma 16. The spectral curves of the equations Lψ = 0 and L+ψ+ =
0 are isomorphic. We can identify them and consider ψ+ as a function
on Γ, in the sense that a point P = (ρ, µ) corresponds to ψ with Floquet
multipliers ρ and µ, and to ψ+ with Floquet multipliers 1
ρ
and 1
µ
. In a
neighborhood of the point Q the function ψ+n (y) can be presented as
e
−Ky
t h+(y, t), where K is the same constant and t is the same local
parameter at Q as in Lemma 15, and h+(y, t) is a holomorphic with
respect to t function such that h+(y, 0) 6= 0.
Proof. As was explained above, if ψ is a Floquet solution then
the equations Lψ = 0 can be rewritten as Ψ′(y) = A(y, ρ)Ψ(y),
where A(y, ρ) = −B−1(ρ)C(y, ρ). In the same way if ψ+ is a Flo-
quet solution with the Floquet multiplier 1
ρ
then the adjoint equa-
tion L+ψ+ = 0 can be written as (Ψ+(y))′ = A+(y, ρ)Ψ+(y), where
A+(y, ρ) = (B−1(ρ))T (C(y, ρ))T .
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Let Φ(y, 0) and Φ+(y, 0) be the resolvents of A and A+. We know
that
(33)
d
dy
Φ(y, 0) = A(y)Φ(y, 0),
d
dy
Φ+(y, 0) = A+(y)Φ+(y, 0).
Let Q(y) = B−1(Φ+(y, 0))TBΦ(y, 0). It is easy to see that Q(0) = I. It
follows from (33) that
d
dy
Q(y) = B−1(Φ+(y, 0))TCB−1BΦ(y, 0)−
−B−1(Φ+(y, 0))TBB−1CΦ(y, 0) = 0.
This implies that Q(y) ≡ I. Hence B−1(Φ+(y, 0))TB is the inverse
of Φ(T, 0). This means that the eigenvalues of Φ+(T, 0) and Φ(T, 0)
are inverse to each other. This implies that the spectral curves of the
equations Lψ = 0 and L+ψ+ = 0 are isomorphic. We can think that ψ+
is a function on Γ in the sense that a point P = (ρ, µ) corresponds to ψ
with Floquet multipliers ρ and µ, and to ψ+ with Floquet multipliers
1
ρ
and 1
µ
.
The statement about the behavior of ψ+ in a neighborhood of Q can
be proven in the same way as in Lemma 15. 
Lemma 17. For any k and y the following identity holds
dρ
ρ
∑k+N
n=k+1(ψn(y)ψ
+
n (y)− ψn(y)ψ+n−1(y))
=
=
dµ
µ
∫ y+T
y
[ck(y′)ψk+1(y′)ψ
+
k (y
′) + ψ′k+1(y
′)ψ+k (y
′)] dy′
.
It is easy to see that this differential does not depend on y since on
the right hand side we integrate an expression periodic in y′. For an
analogous reason this differential does not depend on k.We will denote
this differential by Ω. Let us define
Rρ =
k+N∑
n=k+1
(ψn(y)ψ
+
n (y)− ψn(y)ψ+n−1(y)),
and
Rµ =
∫ y+T
y
[ck(y
′)ψk+1(y
′)ψ+k (y
′) + ψ′k+1(y
′)ψ+k (y
′)] dy′.
Thus Ω = dρ
ρRρ
= dµ
µRµ
.
Proof of the Lemma. Let us multiply our equation
anψn(y, P )− ψ′n(y, P ) + cnψn+1(y, P ) + ψ′n+1(y, P ) = 0,
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by ψ+n (y, P˜ ), and subtract the adjoint equation
anψ
+
n (y, P˜ ) + (ψ
+
n (y, P˜ ))
′ + cn−1ψ
+
n−1(y, P˜ )− (ψ+n−1(y, P˜ ))′ = 0,
multiplied by ψn(y, P ). In the following formulas we will presume that
ψn is taken at the point P, and ψ
+
n is taken at the point P˜ .
Let us sum the resulting formula
−(ψnψ+n )′ + cnψn+1ψ+n − cn−1ψnψ+n−1 + ψ′n+1ψ+n + ψn(ψ+n−1)′ = 0
from k + 1 to k + N. We can rewrite the resulting formula using the
fact that ψ and ψ+ are Floquet solutions. We obtain
−
k+N∑
n=k+1
(ψnψ
+
n )
′ +
(
ρ(P )
ρ(P˜ )
− 1
)
ckψk+1ψ
+
k +
+
k+N∑
n=k+1
(ψnψ
+
n−1)
′ +
(
ρ(P )
ρ(P˜ )
− 1
)
ψ′k+1ψ
+
k = 0.
We integrate this formula and use again the fact that ψ and ψ+ are
Floquet solutions. We obtain
−
(
µ(P )
µ(P˜ )
− 1
) k+N∑
n=k+1
ψnψ
+
n +
(
ρ(P )
ρ(P˜ )
− 1
)∫ y+T
y
ckψk+1ψ
+
k dy
′+
+
(
µ(P )
µ(P˜ )
− 1
) k+N∑
n=k+1
ψnψ
+
n−1 +
(
ρ(P )
ρ(P˜ )
− 1
)∫ y+T
y
ψ′k+1ψ
+
k dy
′ = 0.
Taking a limit when P˜ tends to P we obtain the formula in the state-
ment. 
Lemma 18. The functions Rρ and Rµ have no common zeroes in
Γ \ {Q,P±i }.
Proof is similar to the proof of the previous Lemma. Let us consider
the curves an(y, t), cn(y, t), ρ(t), µ(t), ψn(y, t) such that ψn(y, t) is a
solution of the equation L(t)ψ = 0 with Floquet multipliers ρ(t) and
µ(t) and an(y, 0) = an(y) etc.
Let us multiply
an(y, t)ψn(y, t)− ψ′n(y, t) + cn(y, t)ψn+1(y, t) + ψ′n+1(y, t) = 0,
by ψ+n (y), and subtract the adjoint equation
an(y)ψ
+
n (y) + (ψ
+
n (y))
′ + cn−1(y)ψ
+
n−1(y)− (ψ+n−1(y))′ = 0,
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multiplied by ψn(y, t). Let us sum and integrate as before. Taking the
derivative with respect to t at t = 0 we obtain
k+N∑
n=k+1
∫ y+T
y
[
∂an
∂t
(y′, 0)ψn(y
′)ψ+n (y
′) +
∂cn
∂t
(y′, 0)ψn+1(y
′)ψ+n (y
′)
]
dy′−
−
∂µ
∂t
(0)
µ
k+N∑
n=k+1
(ψn(y)ψ
+
n (y)− ψn(y)ψ+n−1(y))+
+
∂ρ
∂t
(0)
ρ
∫ y+T
y
[ck(y
′)ψk+1(y
′)ψ+k (y
′) + ψ′k+1(y
′)ψ+k (y
′)] dy′ = 0.
If Rρ and Rµ have a common zero then in this point
k+N∑
n=k+1
∫ y+T
y
[
∂an
∂t
(y′, 0)ψn(y
′) +
∂cn
∂t
(y′, 0)ψn+1(y
′)
]
ψ+n (y
′) dy′ = 0
for any ∂an
∂t
(y, 0) ∂cn
∂t
(y, 0). It follows that for any n and y we have
ψ+n (y) = 0, but this contradicts the normalization condition ψ
+
0 (0) = 1.

It follows from Lemma 15 that dµ
µ
has a pole of order 2 at Q. Let
us consider Ω = dµ
µRµ
, where Rµ is written for example for k = 0 and
y = 0 :
Rµ =
∫ T
0
[c0(y
′)ψ1(y
′) + ψ′1(y
′)]ψ+0 (y
′) dy′.
It follows from the behavior of ψ and ψ+ at the point Q described in
Lemmas 15 and 16 that Ω has a pole of first order at Q.
From Lemmas 13 and 14 we know the structure of poles and zeroes
of ψn at the points P
±
i . We can prove in the same way that ψ
+
0 (y) has
no zeroes or poles at P±i . It follows that in these points Ω has only a
first order pole at P+1 .
It is easy to see that dρ
ρ
and dµ
µ
have no poles in Γ \ {Q,P±i }. It
follows from Lemma 18 that Ω is holomorphic in Γ \ {Q,P±i }.
For a generic operator the functions anψn − ψ′n and cn−1ψn + ψ′n
have in Γ \ {Q,P±i } the same poles as ψn. It follows from the equation
Lψ = 0 that D(n) does not depend on n and we will write D. We
can give the same argument with the divisor D+ corresponding to ψ+.
Since for a generic operator dρ and dµ have no common zeroes, we
obtain the following Lemma.
Lemma 19. (Ω) = −Q− P+1 +D +D+.
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Let g be the genus of Γ. Since the canonical class has degree 2g − 2,
we see that D is an effective divisor of degree g.
We can now summarize the results of this Section in the following
Theorem.
Theorem 2. Let L be a generic algebro-geometric operator. Then its
spectral curve Γ is a compact Riemann surface. Let g be the genus
of Γ. The Floquet solution ψn(y) is a Baker-Akhiezer function on Γ.
There are points P±i , i = 1, . . . , N, such that ψn(y) has a zero of order[
n−i
N
]
+1 at P+i and a pole of the same order at P
−
i . There is a point Q
such that the function ψn(y) is meromorphic in Γ \ {Q}. The function
ψn(y) can be presented in a neighborhood of Q as e
Ky
t hn(y, t), where K
is a constant, t is a local parameter at Q and hn(y, t) is a function that
is holomorphic with respect to t, such that h(y, 0) 6= 0. The divisor D
of poles of ψn(y) in Γ \ {Q,P±i } is an effective divisor of degree g and
does not depend on n or y.
3.1.2. Inverse spectral problem. Let us consider a non-singular curve Γ
of genus g, labelled points P±i , i = 1, . . . , N, and Q on the curve Γ, and
also a divisor D = R1 + · · ·+ Rg. Let us also fix a 1-jet [λ]1 of a local
parameter at the point Q, i.e. a local parameter at the point Q up to a
transformation λ˜ = λ+O(λ2). The set (Γ, P±i , Q, [λ]1,D = R1+· · ·+Rg)
is called the spectral data.
As we have seen in Theorem 2, we can build spectral data starting
from a generic periodic algebro-geometric operator L (we should take
λ = t
K
). Our goal is to prove the inverse theorem.
Theorem 3. Let (Γ, P±i , Q, [λ]1,D = R1 + · · · + Rg) be spectral data
with a generic D. There exists a Baker-Akhiezer function ψn(y) defined
on Γ and depending on two parameters n ∈ N and y ∈ R such that
(1) ψ0(0) = 1.
(2) The function ψn(y) has a zero of order
[
n−i
N
]
+ 1 at P+i and a
pole of the same order at P−i .
(3) The function ψn(y) is meromorphic in Γ \ {Q}.
(4) The poles of the function ψn(y) in Γ\{P±i , Q} can be only first-
order poles at points Ri.
(5) The product ψn(y)e
−
y
λ is a holomorphic function in a neighbor-
hood of Q and it is not equal to zero at Q.
(6) There exists an operator L of the form (3) such that Lψ = 0.
(7) The function ψn(y) and L are defined by spectral data uniquely
up to a gauge transformation.
Proof. We will use the same notation and conventions as in the pa-
per [14]. Let us choose a basis in cycles. Let ΩP+i P
−
i
be the Abelian
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differential of the third kind with poles at points P+i and P
−
i and
residues +1 and −1 respectively. Let Ω be the Abelian differential of
the second kind with a pole of second order at Q and the Laurent se-
ries expansion Ω = (− 1
λ2
+ . . . ) dλ. We recall that a-periods of Ω and
ΩP+i P
−
i
are equal to zero. It is easy to see that Ω depends only on the
1-jet [λ]1. Let U and UP+i P
−
i
denote the vectors of b-periods of Ω and
ΩP+P− respectively.
Let us define P±i for all i by periodicity: P
±
i+N = P
±
i . Let us introduce
the sign
∑
′ in the following way:
n∑′
i=1
ai =


n∑
i=1
ai if n > 1,
0 if n = 0,
−
−1∑
i=n
ai if n < 0.
It is easy to check that the function
(34)
exp(
∫ P
P0
yΩ+
n∑′
i=1
ΩP+i P
−
i
)
Θ(A(P ) + yU +
n∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(P )− A(D)−K) ,
depending on two parameters n and y, satisfies the conditions (1)–(5)
from the statement of this theorem. Hence the existence of ψn(y) with
properties (1)–(5) is proven.
Let us now prove that any function ψn(y) satisfying the conditions
(1)–(5) has the form
(35) ψn(y, P ) = rn(y) exp(
∫ P
P0
yΩ+
n∑′
i=1
ΩP+i P
−
i
)×
×
Θ(A(P ) + yU +
n∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(P )− A(D)−K) ,
where rn(y) are constants (i.e. do not depend on a point on Γ) such
that r0(0) = 1.
Indeed, the ratio of a function ψn(y) and the function (34) is a mero-
morphic function on Γ with a pole divisor D− yU − nUP+P−, which is
generic. It follows that the space of such meromorphic functions has
dimension 1, i.e. this ratio is a constant function on Γ, depending on
the parameters n and y. Let us denote this constant as rn(y). It follows
from the condition (1) that r0(0) = 1.
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Let us now construct the operator L. We already have the function
ψn(y) given by the formula (35). Let us consider the equation Lψ = 0
as an equation for unknown an(y), . . . , dn(y) :
(36) an(y)ψn + bn(y)ψ
′
n + cn(y)ψn+1 + dn(y)ψ
′
n+1 = 0.
Let us take the Laurent series expansion of (36) at the point P−n+1. The
first term of this expansion gives us the identity
cn(y)rn+1(y) exp
∫ P−n+1
P0
yΩ
Θ(A(P−n+1) + yU +
n+1∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(P−n+1)− A(D)−K)
+
+dn(y)
[
r′n+1(y) exp
∫ P−n+1
P0
yΩ
Θ(A(P−n+1) + yU +
n+1∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(P−n+1)− A(D)−K)
+
+rn+1(y)
∫ P−n+1
P0
Ωexp
∫ P−n+1
P0
yΩ
Θ(A(P−n+1) + yU +
n+1∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(P−n+1)− A(D)−K)
+
+rn+1(y) exp
∫ P−n+1
P0
yΩ
∂
∂y
Θ(A(P−n+1) + yU +
n+1∑
′
i=1
UP+i P
−
i
−A(D)−K)
Θ(A(P−n+1)−A(D)−K)
]
= 0.
This implies that
(37)
cn(y)
dn(y)
= −r
′
n+1(y)
rn+1(y)
−
∫ P−n+1
P0
Ω−
− ∂
∂y
lnΘ(A(P−n+1) + yU +
n+1∑′
i=1
UP+i P
−
i
− A(D)−K).
In the same way the term of order λ−1 in the Laurent series expansion
of the equation (Lψ)ne
−
y
λ = 0 at Q gives us the formula
(38)
dn(y)
bn(y)
= − rn(y)
rn+1(y)
exp(−
∫ Q
P0
ΩP+n+1P
−
n+1
)×
×
Θ(A(Q) + yU +
n∑
′
i=1
UP+i P
−
i
− A(D)−K)
Θ(A(Q) + yU +
n+1∑
′
i=1
UP+i P
−
i
−A(D)−K)
.
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Considering the Laurent series expansion of (36) at the point P+n+1 we
obtain the formula
(39)
an(y)
bn(y)
= −r
′
n(y)
rn(y)
−
∫ P+n+1
P0
Ω−
− ∂
∂y
Θ(A(P+n+1) + yU +
n∑′
i=1
UP+i P
−
i
− A(D)−K).
If an(y), . . . , dn(y) satisfy identities (37), (38) and (39) then the equa-
tion (36) holds at any point on Γ. To prove this, let us consider the
function
ϕn(y) = − bn(y)
an(y)
ψ′n(y)−
cn(y)
an(y)
ψn+1(y)− dn(y)
an(y)
ψ′n+1(y).
It follows from the formulas (37) and (38) that ϕn(y) satisfies the same
conditions (1)–(5) as ψn(y). As explained before, it follows that these
two functions are proportional. The formula (39) means that the coef-
ficient of proportionality is equal to 1, i.e. ϕn(y) ≡ ψn(y). This implies
that the equation (36) holds at any point on Γ.
The identities (37), (38) and (39) determine an(y), . . . , dn(y) up to a
multiplication by a constant depending on n and y. It is easy to check
that this fact together with the fact that ψn(y) are determined up to
constants rn(y) means exactly that L and ψ are defined up to a gauge
transformation. 
We should remark that operators obtained by this Theorem from
spectral data are not necessarily gauge equivalent to periodic ones.
3.2. Algebro-geometric spectral theory of two-dimensional dis-
crete hyperbolic Schro¨dinger operators. Let us consider a dis-
crete operator L of the form (2) and the corresponding equation
Lψ = 0 (13) with the following matrix of periods
(40) T =
(
P R
S T
)
,
i.e.
an+P,m+R = an+S,m+T = an,m, bn+P,m+R = bn+S,m+T = bn,m,
cn+P,m+R = cn+S,m+T = cn,m, dn+P,m+R = dn+S,m+T = dn,m,
Let ∆ = det(T) > 0. The matrix T defines a sub-lattice of Z × Z.
We call it a period sub-lattice. Let us fix two specific choices of basis
of the period sub-lattice.
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Lemma 20. For the period sub-lattice given by the matrix T there
exists a unique basis such that the corresponding matrix
T1 =
(
δ˜ 0
−ζ δ
)
satisfies conditions δ = (R, T ), δ˜ = ∆/δ, 0 6 ζ < δ˜.
There also exists a unique basis such that the corresponding matrix
T2 =
(
ε −ξ
0 ε˜
)
satisfies the conditions ε = (P, S), ε˜ = ∆/ε, ∆ = det(T), 0 6 ξ < ε˜.
Proof is a direct calculation. 
We consider only the case when δ < ∆, ε < ∆. It is a reasonable
assumption. Indeed, if, for example, δ = ∆ then δ˜ = 1. It means that
one of the periods is equal to 1. This degenerate case is of little interest.
The main object of our interest is the Floquet solution ψ of the
equation Lψ = 0. Since we have two choices of basis of the period sub-
lattice, we can define two pairs of corresponding Floquet multipliers of
the function ψn,m:
ψn+δ˜,m = ν1ψn,m, ψn−ζ,m+δ = µ1ψn,m,(41)
ψn,m+ε˜ = µ2ψn,m, ψn+ε,m−ξ = ν2ψn,m.(42)
Since T1T
−1
2 ∈ SL2(Z), it follows that 1 − ξ˜ζ˜ = κ∆˜, where ξ = ξ˜ε,
ζ = ζ˜δ, ∆ = ∆˜εδ, κ ∈ Z+. Thus we can express ν1, µ1 in terms of
ν2, µ2 and vice versa by the formulas
ν1 = ν
δ˜
2µ
ζ˜
2, µ1 = ν
−ζ˜
2 µ
κ
2 ,(43)
ν2 = ν
κ
1 µ
−ζ˜
1 , µ2 = ν
ξ˜
1µ
δ˜
1.(44)
3.2.1. The inverse spectral problem. The inverse spectral problem for
the discrete operators was solved by Krichever [10]. Let us recall (in
our notation) the main theorem of the paper [10]
Theorem 4. Let the matrix T (40) define a period sub-lattice (and
hence T1, T2). Let C be a curve of genus g = ∆−δ− ǫ+1 and P±n , Q±n
be points on C such that
(45) P±n = P
±
n′ , Q
±
k = Q
±
k′ for n−n′ = 0 mod δ, k−k′ = 0 mod ε.
Let D be a generic effective divisor of degree g.
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Let one of the following equivalent conditions be satisfied
δ˜∑
i=1
(Q+i −Q−i ) ∼ (ν1),
δ∑
j=1
(P+i − P−i )−
ζ∑
i=1
(Q+i −Q−i ) ∼ (µ1),(46)
ǫ˜∑
i=1
(P+i − P−i ) ∼ (µ2),
ǫ∑
j=1
(Q+i −Q−i )−
ξ∑
i=1
(P+i − P−i ) ∼ (ν2),(47)
where νi, µi are meromorphic functions on the curve.
Then the following statements hold.
(1) The space
Lm,n(D) = L(
m∑′
i=1
(Q−i −Q+i ) +
n∑′
i=1
(P−i − P+i ) +D).
is one-dimensional.
(2) For any choice of nonzero functions ψm,n ∈ Lm,n(D) satisfying
the Floquet conditions (41), (42) there exists an operator L with
period matrix T such that Lψn,m = 0. The operator L and the
function ψn,m are unique up to a gauge transformation (14).
The explicit formulas for L and ψn,m in terms of theta-functions can
be found in [10].
This means that given the spectral data (Γ, P±n , Q
±
n ,D) satisfying the
conditions (45), (46) and (47), one can reconstruct L and ψnm uniquely
up to a gauge transformation in terms of theta-functions.
Counting of parameters performed in the paper [10] shows that vary-
ing the curve C and the divisor D we can get a dense subset of the set of
periodic discrete operators. In this paper this fact is proved effectively
by solving direct spectral problem.
3.2.2. The direct spectral problem. For discrete operators the direct
spectral problem can be solved explicitly. Let us consider a generic dis-
crete operator L with a period matrix T (40) and the equation Lψ = 0.
As in the semi-discrete case, we consider the Floquet solution.
Theorem 5. [10, 11] The possible pairs of Floquet multipliers form a
curve which can be compactified. The compactified curve Γ (called a
spectral curve) has genus g = ∆ − δ − ε + 1. There exist an effective
divisor D of degree g and points P±k , Q±l satisfying the conditions (45),
(46) and (47), such that the function ψn,m normalized by the condition
ψ0,0 = 1 is meromorphic function belonging to the space Ln,m(D).
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Proof. Let us introduce some notations:
A.,j =
δ˜∏
i=1
ai,j B.,j =
δ˜∏
i=1
bi,j C.,j =
δ˜∏
i=1
ci,j D.,j =
δ˜∏
i=1
di,j
Ai,. =
ε˜∏
j=1
ai,j Bi,. =
ε˜∏
j=1
bi,j Ci,. =
ε˜∏
j=1
ci,j Di,. =
ε˜∏
j=1
di,j.
Let the matrixM be the matrix of the linear system Lψ = 0 written
in some basis. In more details, let us put the coefficients of the equation
(Lψ)i,j = 0 in the i+ jδ˜+1-th row (0 6 i < δ˜, 0 6 j < δ) of M, where
ψk,l are written in the form ψk,l = ν
α
1 µ
β
1ψk′,l′, 0 6 k
′ < δ˜, 0 6 l′ < δ.
The 1 + i+ jδ˜-th column (0 6 i < δ˜, 0 6 j < δ) of M corresponds to
ψi,j. The constructed matrix M has a block triangular structure and
the equation R(µ1, ν1) := detM = 0 is the equation of an affine part
of the spectral curve.
We also need a matrix Mˆ constructed in an analogous way. Let us
put the coefficients of the equation (Lψ)i,j = 0 in the iε˜+ j+1-th row
(0 6 i < ε, 0 6 j < ε˜) of the matrix Mˆ, where ψk,l are presented in the
form ψk,l = ν
α
2 µ
β
2ψk′,l′, 0 6 k
′ < ε, 0 6 l′ < ε˜. The 1+ iε˜+ j-th column
(0 6 i < ε, 0 6 j < ε˜) corresponds to ψi,j. Let Rˆ(ν2, µ2) = det Mˆ .
Reformulating Lemma 1 from the paper [11] we get the following
Lemma.
Lemma 21. For any operator L the following identities hold.
R(µ1, ν1) = Rˆ(µ2, ν2),
R(ν1, µ1) =
∑
06i∆˜−ζ˜j6ε˜
06ξ˜i+κj6ε+ξ
06i6δ+ζ
06j6δ˜
ri,jν
i
1µ
j
1, Rˆ(ν2, µ2) =
∑
06iκ+ζ˜j6δ+ε
06−ξ˜i+δ˜j6δ˜+ξ
06i6ε˜
06j6ε+ζ
rˆi,jν
i
2µ
j
2,
δ+ζ∑
i=0
ri,0ν
i
1 =
δ−1∏
j=0
(
B.,jν1 − (−1)δ˜ A.,j
)
,
δ+ζ∑
i=0
ri,δ˜ν
i
1 = ν
ζ
1
δ−1∏
j=0
(
D.,jν1 − (−1)δ˜ C.,j
)
,
ǫ+ξ∑
j=0
rˆ0,jµ
j
2 =
ǫ−1∏
i=0
(
Ci,.µ2 − (−1)ǫ˜Ai,.
)
,
ǫ+ξ∑
j=0
rˆǫ˜,jµ
j
2 = µ
ξ
2
ǫ−1∏
i=0
(
Di,.µ2 − (−1)ǫ˜Bi,.
)
.
30 ALEXEI A. OBLOMKOV AND ALEXEI V. PENSKOI
Proof is by a direct calculation. 
From this Lemma we see that for a generic operator L the
natural compactification of the affine part of the spectral curve
{(ν1, µ1)|R(ν1, µ1) = 0, ν1µ1 6= 0} is a curve of genus ∆ − δ − ǫ + 1.
Compactifying this curve we add four groups of points P±i , Q
±
i . In the
coordinates ν1, µ1 we have
P+i = ((−1)δ˜
A.,j
B.,j
, 0), P−i = ((−1)δ˜
C.,j
D.,j
,∞);
and in the coordinates ν2, µ2 we have
Q+i = (0, (−1)ǫ˜
Ai,.
Ci,.
), Q−i = (∞, (−1)ǫ˜
Bi,.
Di,.
).
It is easy to see that
ψn+1,m
ψn,m
=
∂R
∂bn,m
∂R
∂an,m
,
ψn,m+1
ψn,m
=
∂R
∂cn,m
∂R
∂an,m
.
Using this formula together with Lemma 21 we can prove that there
exists an effective divisor D of degree g such that ψ ∈ Ln,m(D). For
the proof see Lemma 2 of the paper [11].
To get more information about the divisor D we need the formal
adjoint operator
(L+ψ+)n,m = an,mψ
+
n,m+bn−1,mψ
+
n,m+cn,m−1ψ
+
n,m−1+dn−1,m−1ψ
+
n−1,m−1.
We are interested in a Floquet solution of the equation L+ψ+ = 0 such
that
ψ+
n+δ˜,m
= (ν1)
−1ψ+n,m ψ
+
n−ζ,m+δ = (µ1)
−1ψ+n,m(48)
ψ+n,m+ε˜ = (µ2)
−1ψ+n,m ψ
+
n+ε,m−ξ = (ν2)
−1ψ+n,m(49)
It is easy to see that the 1 + i+ jδ˜-th row of the matrix MT corre-
sponds to the equation (L+ψ+)i,j = 0 (0 6 i < δ˜, 0 6 j < δ), where ψ
+
is written in the form ψ+m,n = ν
α
1 µ
β
2ψ
+
n′,m′ , with 0 6 n
′ < δ˜, 0 6 m′ < δ.
The 1 + i+ jδ˜-th column of MT corresponds to ψ+i,j. The operator L
+
is of a form similar to the form of L. Moreover, the spectral curves of
these operators are isomorphic. The function ψ+ belong to the space
Ln,m(D+) for some effective divisor D+. Using this observation we get
(see Lemma 5 of the paper [11]) the following
Lemma 22. Let L be a generic operator. Then the differential
Ω =
∆˜dν1
µ1ν1Rµ1
,
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where ∆˜ is the determinant of the algebraic complement of the element
M11 of the matrix M , satisfies the identity
(Ω) = −P+0 −Q+0 +D +D+.
It follows that |D| = |D+| = ∆− δ − ǫ+ 1 = g.
This lemma completes the proof of the Theorem. 
4. Spectral properties of the Laplace transformations
4.1. Spectral properties of the Laplace transformations of
algebro-geometric two-dimensional semi-discrete hyperbolic
Schro¨dinger operators. Since the Laplace transformations act on
gauge equivalence classes of operators, and operators can be obtained
from spectral data, we can ask how to describe the Laplace trans-
formations in terms of spectral data. It turns out that the Laplace
transformations are shifts on the Jacobian of a spectral curve.
Theorem 6. The Laplace transformations act on spectral data in the
following way: Γ, P+i , Q, and [λ]1 are not changing. The points P
−
i
and the divisor D are changing according to the rule
D˜ = D + P−1 −Q, P˜−i = P−i+1
for the Laplace transformation of the first type and according to the
rule
D˜ = D − P−N +Q, P˜−i = P−i−1
for the Laplace transformation of the second type.
When we write a formula like D˜ = D + P−1 − Q we mean that D˜ is
an effective divisor equivalent to D + P−1 −Q.
Proof. Let us recall that after the Laplace transformation of the first
type the new ψ-function is
ψ˜n = (1 + vnT )ψn = ψn + vnψn+1.
But ψ˜ does not satisfy the normalization condition ψ0(0) = 1. Dividing
by ψ˜0(0) we obtain
ψˆn(y) =
ψn(y) + vn(y)ψn+1(y)
1 + v0(0)ψ1(0)
.
All terms in this formula can be expressed in terms of theta-functions
since vn =
dn
bn
. It follows from the consideration of poles and zeroes that
up to multiplication by a constant 1 + v0(0)ψ1(0) is equal to
exp(
∫ P
P0
ΩQP−1 )
Θ(A(P ) + A(Q)− A(P−1 )− A(D)−K)
Θ(A(P )− A(D)−K) .
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In the same way up to multiplication by a constant ψn(y)+vn(y)ψn+1(y)
is equal to
exp(
∫ P
P0
yΩ+
n∑′
i=1
ΩP+i P
−
i
+ ΩQP−n+1)×
×
Θ(A(P ) + yU +
n∑
′
i=1
UP+i P
−
i
+ A(Q)−A(P−n+1)−A(D)−K)
Θ(A(P )− A(D)−K) .
We obtain that
ψˆn(y) = rˆn(y) exp(
∫ P
P0
yΩ+
n∑′
i=1
ΩP+i P
−
i
+ ΩQP−n+1 − ΩQP−1 )×
×
Θ(A(P )+yU+
n∑
′
i=1
U
P
+
i
P
−
i
+A(Q)−A(P−n+1)−A(Q)+A(P
−
1 )−A(D)−K)
Θ(A(P )+A(Q)−A(P−1 )−A(D)−K)
,
where rˆn(y) are constants.
Since
n∑
′
i=1
ΩP+i P
−
i
+ ΩQP−n+1 − ΩQP−1 =
n∑
′
i=1
ΩP+i P
−
i+1
, we obtain
ψˆn(y) = rˆn(y) exp(
∫ P
P0
yΩ+
n∑′
i=1
ΩP+i P
−
i+1
)×
×
Θ(A(P ) + yU +
n∑
′
i=1
UP+i P
−
i+1
−A(D˜)−K)
Θ(A(P )− A(D˜)−K) ,
where D˜ = D + P−1 − Q. This implies the statement of this Theorem
for the Laplace transformation of the first type.
The formula for the Laplace transformations of the second type can
be easily obtained from the formula for the Laplace transformation of
the first type since they are inverse to each other. 
This Theorem makes it possible to easily construct chains of Laplace
transformations and, therefore, solutions of the equations (7) and (8)
in terms of theta-functions.
4.2. Spectral properties of the Laplace transformations
of algebro-geometric two-dimensional discrete hyperbolic
Schro¨dinger operators. As was already explained in Section 2.2,
the group generated by the Laplace transformations has three gener-
ators. Let us now describe how these generators act on the spectral
data.
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Theorem 7. The following identities hold:
Λ++12 (P
−
i ) =P
−
i+1, Λ
++
12 (P
+
i ) =P
+
i , Λ
++
12 (Q
−
i ) =P
−
i−1, Λ
++
12 (P
+
i ) =P
+
i ,
S1(Q
−
i ) =Q
−
i−1, S1(Q
+
i ) =Q
+
i−1, S1(P
−
i ) =P
−
i , S1(P
−
i ) =P
+
i ,
S2(Q
−
i ) =Q
−
i , S2(Q
+
i ) =Q
+
i , S2(P
−
i ) =P
−
i−1, S1(P
−
i ) =P
+
i−1,
Λ++12 (D) = D + P−0 −Q−−1, S1(D) = D +Q+−1 −Q−−1,
S2(D) = D + P+−1 − P−−1.
Proof is analogous to the Proof of Theorem 6. 
As it was mentioned in the Introduction, cyclic chains of Laplace
transformations were studied in the paper [7] (we should also mention
the paper [15] where cyclic chains of Darboux transformations were
studied).
In our case we define a cyclic chain of Laplace transformations as a
chain such that (Λ++12 )
α(L) = Sβ1S
γ
2 (L).
Let us say that an operator L is an integrable operator if P±i = P
±,
Q±i = Q
±. This condition means that the dynamics of the iterated
Laplace transformation is linearizable on the Jacobian of the spectral
curve. Indeed, it follows from the Theorem 7 that in this case the
points P±, Q± are invariant and the divisor D is shifted by a fixed
vector P− −Q−.
The condition of integrability is absolutely explicit in terms of the
coefficients of a periodic operator L. Indeed, it follows from the explicit
formulas for the points P±n and Q
±
n that an operator L is integrable if
and only if
A.,j
B.,j
,
C.,j
D.,j
,
Ai,.
Ci,.
and
Bi,.
Di,.
are constants.
We have the following Theorem similar to the one from [7].
Theorem 8. If (Λ++12 )
α(L) = Sβ1S
γ
2 (L) and (β, δ) = 1, (γ, ǫ) = 1,
(α+γ, ǫ) = 1, (α−β, δ) = 1, then operator L is an integrable operator.
Proof can be done by direct calculation. 
As in the semi-discrete case, we can construct solutions of the com-
pletely discretized 2D Toda lattice (19). In this case we can do it for
arbitrary generic periodic initial data since any periodic operator is
algebro-geometric. This gives us the following Lemma.
Lemma 23. The family of solutions of the completely discretized 2D
Toda lattice (19) with a generic T-periodic initial data w
(0)
n,m can be
written explicitly in terms of θ-functions of the corresponding spectral
curve. This family is parameterized by a set of arbitrary T-periodic
constants H
(0)
n,m.
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