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Errata
Page 118, the last sentence in the first paragraph should read:
"To this end, during the solution of the stiffness equations, for 
all iterations after the first, any component of displacement which 
has a prescribed incremental value is assumed to have a prescribed 
value of zero."
Page 126, the last sentence of the penultimate paragraph should read:
"If the value of p is greater than one, the hypothetical-elastic 
generalised stress in the element does not exceed the yield value at 
the end of the increment by more than 20%."
SYNOPSIS
A knowledge of the flow occuring in metal-forming processes is of 
great industrial importance, and the finite-element technique is the 
only form of deformation analysis which can predict the flow of the 
material.
The examination of forging operations requires a full elastic- 
plastic treatment to be used. This thesis is concerned with an 
elastic-plastic, finite-element program which has been developed to 
investigate three-dimensional examples of this process.
The fundamental theory of the finite-element method is first 
introduced, and then the finite-element program is described in 
detail.
The deformation, and distributions of hardness and die-interface 
pressure, predicted by this technique for the unlubricated upsetting 
of a rectangular block are compared with experimental results, and 
found to be in broad agreement, the differences being attributed to 
the incorrect imposition of very high friction by the friction-layer 
technique used in the analysis.
With a corrected form of the friction technique, the finite- 
element program predicts results for the axisymmetric friction-ring 
test and a new three-dimensional friction test which are in good 
agreement with experimental findings up to deformations of 
approximately 30%; the friction-layer technique used successfully in 
previous axisymmetric treatments appears to be unsuitable for three- 
dimensional formulations when large deformations are considered.
The finite-element program developed here is shown to be capable 
of modelling an example of a more complicated three-dimensional 
forging, that of an automobile connnecting rod. The experimental 
measurements of cteformation and hardness for an aluminium con rod 
forged using graphite lubrication are found to be in good agreement 
with the finite-element predictions obtained assuming sticking- 
friction conditions but not with the results of a zero-friction 
idealisation.
Finally, suggestions are made for the future development of this 
technique.
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TABLE OF NQNENCLATURE
For convenience, the symbols used in this thesis are listed together 
here in alphabetical order. (The numbers in parentheses refer to the 
section in which the symbol is first introduced or defined.)
a substitution for g(A§ J ') 2 (3.2.4.2.1), angle of rotation 
during combined extension and rotation of a body 
(Appendix A).
[B ],[Bq],[B ],[B^] matrices relating nodal displacement to strain, 
n n n n
displacement gradient, bulk strain and element dilatation
respectively (2.1.2). 
[B ] matrix relating nodal displacement to strain assuming zero
rotation of material (3.2.3.1). 
b substitution for 3cF' [M] Ao;J ' (3.2.3.3), estimated angle of
rotation during combined extension and rotation of a body
(Appendix B).
c substitution for g(a') 2 (3.2.4.2.1). 
CONF convergence factor for iterative procedure (3.2.3.1.2). 
[D] elastic, incremental stress-strain matrix (3.2.3).
[D ] increnental stress-strain matrix for element n (2.1.1.4).
n
[Dp ] elastic-plastic, incremental stress-strain matrix (3.2.3). 
d distance from primary (ly) to secondary (2y) specified
boundary surface (3.2.1.2.1), number of degrees of freedom
per node (Appendix C).
d global vector of nodal displacement (2.1.2). 
d vector of displacement at node I (3.2.1.1.2).
Ad vector increment of global displacement for ith iteration 
(3.2.3.1).
Ad vector increment of nodal displacement for slcm-Mf a, during
ith iteration (3.2.3.1).
dn vector of displacement at nodes of element n (2.1.1.1). 
E Young's modulus (3.2.3). 
e empirically-determined lower limit of proportionality in
strain-hardening function (3.2.4.2.1), extension (or
shortening) of unit cube during combined extension and
rotation (Appendix B) . 
£ vector of linearised co-rotational (LCR) engineering strain
T
at a point = (e^ , e^ , ^z , e^ , 6yZ , e^) in Cartesian frame
(2.1.1.4).
[e ] tensor of linearised co-rotational (LCR) strain (2.1.1.3.2). 
e accumulated, generalised strain at centre id of an element at
the beginning of a deformation step (3.2.6.1). 
_| bulk-strain vector (2.1.1.5).
Ae, , Ae. 1 increments in bulk and deviatoric strain (2.1.1.5). 
A_ec vector increment of strain modified for constant-dilatation
technique (2.1.1.5). 
[ A ecr ] tensor of incremental co-rotational strain (2.1.1.3.1).
vector of incremental strain during plastic part of 
deformation step (3.2.4.2.2).
Aj: ^ ,A£ ' vectors of elastic and plastic components of deviatoric 
strain during plastic part of deformation step (3.2.4.2.2.1).
_4?
e accumulated, generalised strain at centroid of an element at
the end of a deformation step (3.2.6.1). 
[AeL ] tensor of incremental Lagrangian (right Cauchy-Green) strain
('3.2.4.1). 
Aep , efp incremental plastic-strain vector, accumulated generalised
plastic strain (3.2.3).
accumulated, generalised plastic strain at the end of a
deformation step (3.2.4.3).
[Ae°°] tensor of infinitesimal increment of strain (Appendix B). 
f force acting on rotated body (Appendix A). 
f(Am) final yield stress expressed as a function of plastic-
proportionality factor (3.2.4.2.2.1). 
f. global vector of nodal force (2.1.2). 
fj vector of force at node I (3.2.1.1.2). 
Af^ x vector increment of global force for ith iteration (3.2.3.1).
f vector of force at nodes of element n (2.1.1.1).
—n
Af x /Af*1'svector increments of equilibrating nodal force for nth
element and whole mesh, respectively (3.2.3). 
f component of force in x direction acting on rotated body
X
(Appendix A).
G rigidity modulus (3.2.4.2.1).
3 T h g(o_') generalised-stress function = ( ya' [M]£') (3.2.3).
V_ gradient-operator vector (2.1.1.1).
H 1 slope of curve of Y against plastic strain (3.2.3).
h(er ) strain-hardening function (3.2.4.2.2.1).
h0 ... h5 empirically-determined constants of strain-hardening function
	(3.2.4.2.1).
I local or global node number (2.1.2).
[I] 3x3 unit matrix (2.1.1.3).
: operation of inner tensor product (2.1.1.1).
J local or global node number (2.1.2).
[J ] Jacobian matrix for element n (2.1.2). 
n
[K] global stiffness matrix (2.1.2).
[K ] stiffness matrix for element n (2.1.2).
n
k shear-yield stress (3.2.1.2.2.1). 
K- bulk modulus (2.1.1.5).
k entry in rcw i, column j of [K] (2.2).
[kjj] 3x3 subrratrix of [K], relating force at node I to
displacement at node J (3.2.1.1.2). 
I£R abbreviation for linearised co-rotational (incremental
strain) (2.1.1.3.2).
[L^],[Lq],[L^],[L^] operator matrices (2.1.1.6). 
AX plastic-proportionality factor in Prandtl-Reuss equations
(3.2.3). 
l.,m.,n. direction cosines of rotated ith axis with respect to the
unrotated x, y and z axes respectively (2.1.1.3.1). 
1 ,m ,n direction cosines of local X axis with respect to global x, y
XXX
and z axes. Similarly for local Y and Z axes (3.2.1.1.2). 
[M] 'engineering' matrix (3.2.3). 
m friction factor (3.2.1.2.2.1). 
Am plastic-proportionality factor in nean-normal itethod
(3.2.4.2.2.1). 
N shape function of local coordinates for node I (2.1.2).
[N ] = (Ni [I] N 2 [I] ... N 8 [I]) interpolating matrix for
n
displacement (2.1.2).
n element number (2.1.1.1).
v,Ve,Vp Poisson's ratio; values used in [Dn ] matrices for elastic and 
plastic elements respectively (2.1.1.6, 3.2.5).
p proportion of increment necessary to cause the hypothetical- 
elastic generalised stress in a given element to exceed the 
yield stress by 20%; the minimum value thereof for all 
elements (3.2.3.3).
<f> dilatation (volume strain) of element n (2.1.1.5).Yn
[Q] incremental-displacement gradient tensor = 6Au./6x. (2.1.1.1) 
q vector of incremental-displacement gradient (2.1.1.4).
[R] rotational transformation matrix of direction cosines;
rotation of material (2.1.1.3.1), rotation of boundary
conditions (3.2.1.1.2). 
REF reference value of modulus of incremental displacement arrays
during iterative procedure (3.2.3.1.2). 
r proportion of deformation step before yield occurs at a given
point (3.2.4.2). 
SMM stiffness-matrix multiplier used to modify the stiffness
matrices of friction-layer elements (3.2.1.2.2.2). 
Sx ,Sy,Sz gradients of hydrostatic stress in x, y and z directions,
respectively (3.2.4.4.1).
A A A
Sx ,Sy ,Sz values of S functions at point A. Similarly B (3.2.4.4.2).
s substitution for jcF2 (l+ |u+v)H'/E) (3.2.3).
[s] nominal (Piola-Kirchhoff I) stress tensor (2.1.1.1).
a value of normal component of stress in the x 1 direction
during combined extension and rotation (Appendix A). 
£ vector of Cauchy stress at a point,
= (axx' ayy' azz' axy' ayz' azx)Tin Cartesian frarre (2.1.1.5). 
[a ] Cauchy-stress tensor (2.1.1.2). 
cj generalised stress = g(a') (3.2.3).
r\j
a 1 vector of deviatoric stress half-way through plastic part of
a deformation step (3.2.4.2.2.1). 
5' vector of hypothetical-elastic deviatoric stress half-way
through plastic part of a deformation step (3.2.4.2.2.1). 
Aa 1 change in deviatoric Cauchy stress during a deformation step
(3.2.4.3).
a 1 ,a, deviatoric-stress vector, hydrostatic stress (3.2.3). 
a. value of hydrostatic stress at point A, similarly at point B
(3.2.4.4.1).
a ' deviatoric stress vector at node I (3.2.4.4.2). 
-I
A a 1 change in Cauchy stress during the ith iteration (3.2.3.1). 
a ' vector of deviatoric stress (in current frame) at end of
elastic part of the deformation step (3.2.4.2.1). 
ACT vector of Jaumann increment of Cauchy stress (2.1.1.4). 
[Aa ] tensor of Jaumann increment of Cauchy stress (2.1.1.2).
Q T
Aa ' hypothetical-elastic Jaumann increment of dsviatoric stress
(3.2.3.3). 
Aa ' vector of Jaumann increment of stress during elastic part of
a deformation step (3.2.4.2.1). 
Aa ' vector of Jaumann increment of stress during plastic part of
a deformation step (3.2.4.2.2.1). 
a vector of deviatoric Cauchy stress (i.e. in reference frame)
at end of a deformation step (3.2.4.3).
—f
a generalised stress at centroid of an element at the end of a
deformation step (3.2.6.1). 
OR| vector of deviatoric stress (in current frame) at the end of
a deformation step (3.2.4.3). 
[Tn ] Jaurrann-correction matrix (2.1.1.4). 
u vector of displacement at a point (2.1.2). 
[Un ] Jaumann-correction matrix (2.1.1.4). 
u ,u ,u components of displacement in x, y and z directions
respectively (2.1.1.4). 
[V] deformation tensor (2.1.1.3.1).
V volume of element n (2.1.1.5). 
n
v relative interfacial velocity (3.2.1.2.2.1).
[W] matrix transforming the stress vector to give the components
in a rotated axis system (3.2.4.3). 
w.^ Gaussian vreighting factor for ith sample point (2.1.2).
x position vector of a point in reference coordinates 
(2.1.1.3.1).
x ± global axis, i=l,3 (3.2.4.4.2).
xn vector of global coordinates of nodes of element n (2.1.2).
X,Y,Z coordinates of a point in local axis system (2.1.2).
x,y,z coordinates of a point in Cartesian global or reference frame
(2.1.1.1). 
x^y'yZ 1 coordinates of a point in current reference frame
(Appendix A).
A A A
x tY fZ global coordinates of point A. Similarly B (3.2.4.4.1). 
Y axial yield stress in simple tension (3.2.3). 
Y , i initial and final values of yield stress during deformation 
step (3.2.3.3, 3.2.4.2.2.1).
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INTRODUCTION
The operations which nay be applied to metal work-pieces in order to 
change their shape are conveniently divided into those which add 
material, such as welding, those which remove material, such as the 
various forms of machining and those which cause the work-piece to 
deform by the application of force. The advantage of the last type of 
process is that not only can economies be effected in the amount of 
material of the original work-piece, as compared to a metal -removal 
process, but when performed in the cold state, the variation of 
material properties with the extent of flow can be harnessed to give 
superior distributions of characteristics, such as hardness, 
throughout the finished article.
Forging is the name given to a particular set of mstal- 
deformation processes in which the work-piece is deformed by pressing 
or hammering it between plane or shaped dies. Forging operations range 
from upsetting (carried out between plane dies) and cogging (upsetting 
of part of the billet at a time), to closed- and open-die processes 
(where the dies contain impressions of the desired shape of the 
article), and variations such as backward extrusion (indentation or 
cup forming).
Forging is often carried out in several stages. In order to 
determine the number, type and extent of deformation of these stages, 
it is desirable to know:
a) the working load,
b) the pattern of flow,
c) the resulting material properties,
for any operation which could form part of the forging sequence.
Experience in forging can often supply an answer to the design 
problem, but not necessarily the best one. Experience may be of no
help when confronted with a totally unfamiliar type of forging or an 
exotic material.
The required information can be obtained experimentally, but it 
is time-consuming and costly, perhaps prohibitively so, to investigate 
even a few of the possible variations in forging conditions for each 
stage.
For these reasons, analytical techniques are of great value for 
examining forging operations.
An estimate of the forging load can be obtained by quite simple
QS
means, such^an upper-bound analysis, but the only analytical method 
which provides information about the flow of the material and the 
resulting properties, without making prior assumptions about the 
deformation pattern, is the finite-element technique.
As will be described later, the finite-element method has been 
successfully used to investigate forging processes which can be 
simulated by a two-dimensional model, either plane strain or 
axisymmetric. This thesis considers the application of the method to 
those examples of forging operations which cannot be thus simplified 
and have to be treated in a fully three-dimensional way.
Chapter One is a brief survey of soire of the literature relating 
to metal-forming. The following chapter presents, in general terms, 
the finite-element theory relevant to the present work, while Chapter 
Three describes in detail the finite-element program which has been 
developed to examine examples of three-dimensional, plastic 
deformation.
Chapter Four considers briefly a previous application of the
t
program to the radial expansion of thick tubes under internal pressure 
and then compares, with the results of experiment, the finite-element 
predictions for the deformation and distributions of hardness in 
simply-upset rectangular blocks.
- 10 -
The modification made to the method of modelling friction is 
described in Chapter Five and finite-element results are obtained for 
the axisymmetric ring test. A new experimental test is proposed which 
is sensitive to the level of friction on surfaces where material is 
flowing in more than one direction. Finite-element analyses of this 
deformation are performed with different values of the friction 
factor.
In Chapter Six, the finite-element program is shown to be capable 
of performing the analysis of a more complicated example of a three- 
dimensional deformation, namely the forging of a connecting rod.
Finally, the work considered in the thesis is summarised and 
suggestions are given for future research.
- 11 -
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1.1 NETAL-PORMING RESEARCH
Metal-deformation processes, of which forging is an example, are of 
great industrial importance and have been studied by numerous workers 
using experimental or analytical techniques.
1.1.1 Experimental Efethods
It is not intended to present a comprehensive survey of all the 
experimental work which has been carried out in metal forming, since 
this topic is dealt with elsewhere (for example, reference 1). 
Instead, the following is a brief introduction to some of the 
techniques which can be used to study forming operations.
Perhaps the most obvious piece of information to obtain for a 
forging process is the variation of the deforming load with the 
extent of the deformation (reduction in height, punch stroke etc.), 
since this will determine the size of plant required to perform the 
operation. Measurement of the punch force presents no difficulty, 
although the work-piece may have to be scaled down or modelled in a 
material with low yield stress in order to reduce the maximum load to 
within the limits of laboratory equipment.
In addition to the total punch force, it is important to know the 
variation of pressure across the interface between the die and the 
work-piece because the dies must be capable of withstanding any 
large, localised stresses. Several techniques are available to measure
die pressure, none of which is easy to perform.
The most common method uses pin load-cells. These measure
- 13 -
pressure (strictly force acting on a snail but finite area) by 
detecting the axial strain in small pins which fit snugly into 
recesses in the die with their ends flush with the die surface (fig. 
1.1).
Nagamatsu, Murota and Jimma (2,3) and Nagamatsu and Takuita (4) 
have used this technique to measure the distribution of pressure, 
during upsetting, across the die-contact surfaces of axisymmetric, 
plane-strain and rectangular billets, respectively (figs. 1.2,1.3)
The use of pin load-cells is generally restricted to deformations 
in which the pressure is relatively low since, otherwise, the material 
of the billet tends to be extruded between the pin and the wall of the 
recess. To overcome this difficulty, Daneshi and Hawkyard (5) 
sandwiched a series of strain gauges between the two halves of a 
split platen, near to the surface in contact with the work-piece, and 
arranged so that they measured strain in the axial direction (fig. 
1.4). The gauges were calibrated in terms of pressure on the surface 
and extrusion of the work-piece into the gap was prevented by placing 
a spring-steel shim between die and billet. This arrangement could be 
used at much higher pressures than pin load-cells, but the results 
were subject to considerable scatter (fig. 1.5).
An experimental procedure devised by Brouha et al (6) enabled the 
velocity of the material across the die interface and the pressure to 
be measured at the same time. Small pieces of ruby were embedded in 
the top of a cylindrical billet and viewed, during simple upsetting, 
through a transparent diamond or sapphire top platen, using a nercury- 
discharge light (fig. 1.6). The rubies fluoresced in this light and
/
could easily be tracked throughout the deformation. The interfacial 
pressure was obtained by measuring the shifts in a characteristic re- 
emission frequency of the previously-calibrated rubies (fig. 1.7).
- 14 -
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FIG. 1.6
DIE-SET WITH TRANSPARENT PLATENS
(REF. 6 )
Fig. 7. Measured hydrostatic (trees distribution Tor
D/h-6 at various deformations. Fig. 7a shows the 
measured stresses versus the radii of the ruby 
positions near to the x-axis and fit- 76 those near 
the y-axis frost Fig. 6.
The inset of Fig. 7a is a plot of the deformation 
versus total load.
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FIG. 1.7
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(REF. 6 )
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The pattern of metal flow occurring during a deformation process 
will obviously determine the shape of the forged article, but it will 
also influence the properties of the work-piece. For example, when 
forging is carried out below the re-crystallisation temperature (7) of 
the material, the hardness at any given point will depend upon the 
extent of localised plastic-straining. Similarly, the susceptibility 
to fracture and corrosion will depend on how the material deformed 
(8).
Various methods have been developed to investigate the flow of 
material during a deformation. The simplest requires the deformed 
billet to be sectioned and the exposed surfaces etched (9). This can 
clearly indicate areas of low and high deformation (fig. 1.8), 
including lines of flow, but the information is of a qualitative 
nature - actual values of material parameters, such as plastic strain, 
cannot be calculated.
These quantities can be measured if the billet is sectioned 
before it is deformed and a grid is marked on one of the mating 
surfaces (fig. 1.9). The grid may be photo-etched, printed or 
engraved, and in the last case the incisions may be filled with some 
material of a contrasting colour. (As an alternative to sectioning, 
the billet may be drilled and have fine wires inserted through the 
holes, or may be itself composed of blocks of different colour (10).)
The coordinates of points of the grid can then be compared at 
stages throughout the deformation in order to calculate incremental 
components of displacement, and hence strain, in the plane under
consideration. Summation of these increments gives total strain while
* ,. 
deviatoric stress may be calculated using the Levy-Mises flow rule
(7). This technique, part experimental and part numerical, is known as 
visioplasticity.
- 18 -
Fig. 11. Etched specimen showing grain structure and approximate limits of regions with 
little deformation.
FIG. 1.8
BACKWARD-EXTRUSION SPECIMEN AFTER 
SECTIONING AND ETCHING (REF. 9 )
Fie. 101.—Flow shown by distortion of co-ordinate net pattern. Direct 
extrusion of tin at 100° C., using lubrication.
RG. 1.9
FORWARD-EXTRUSION SPECIMEN SHOWING 
DEFORMED GRID (REF. 10 )
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Savings in the cost of tooling and of press equipment can be made 
if the visioplasticity tests are conducted using material with a low 
yield stress. Various materials such as paraffin wax, plastics or the 
softer netals like lead or tin have been used but the most successful 
substitute is Plasticine. This modelling material has similar stress- 
strain characteristics to hot mild-steel or cold, pure aluminium 
(11). It has been widely used to examine processes such as extrusion 
(1), rolling (12, fig. 1.10) and upsetting (13, fig. 1.11)
The sectioning method, however, is not universally applicable 
since the section must be one which remains plane throughout the 
deformation, e.g. a plane of symmetry. Also, the two halves of the 
billet must not separate during the process, so that only highly 
constrained deformations can be studied e.g. plane-strain operations 
or forging of a billet in a container.
The technique which uses wire inserts does not suffer frcm these 
restrictions, but the production of such specimens is very difficult.
Visioplasticity, if carried out incrementally, can give values of 
the deviatoric components of stress. The generalised or equivalent 
stress can also be found directly at any position in the billet by 
sectioning the deformed work-piece and performing hardness tests on 
the exposed surfaces (14). The distributions of hardness values are 
often compared with analytically predicted results (fig. 1.12).
- 20 -
Rolled Plasticine bars.
FIG. 1.10
EXAMPLES OF USE OF PLASTICINE — 
EXTRUSION AND BALL ROLLING (REF. 12)
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1.1.2 Numerical Msthods
These include upper-bound, slab and weighted-residual nethods as well 
as slip-line-field techniques and treatments using piecewise inter- 
polation functions.
An upper-bound solution is obtained by choosing a flow-velocity 
field, in two or three dimensions (15), for the deforming body which 
satisfies both the boundary conditions and the requirement of material 
incompressibility, and calculating the power dissipated through the 
rate of work of deformation in domains of the body, and through the 
rate of shearing work done between the domains, using their relative 
velocities and a constant value of shear yield stress. This power 
represents an upper bound to the power dissipated in the actual work- 
piece, and the velocity field which leads to the smallest value of 
power is the closest to the true solution (fig. 1.13). The 
minimisation can be carried out automatically using a linear- 
programming method if the power is expressed as a linear function of 
velocity components (16). Conputer packages are available (17).
This is a valuable method for rapid assessment of working loads 
and can be perfomed incrementally, but it requires some prior 
assumption about the deformation pattern. It can predict neither the 
details of the distribution of flow nor any elastic deformation.
The method of slab (or stress) analysis is particularly suited to 
highly constrained processes, such as closed-die forging, where the 
geometry of the work-piece is largely pre-determined. As in the upper- 
bound technique, the body is divided into domains (or 'unit zones') 
but these are chosen not only to minimise power but also to be aligned 
with a principal stress direction, and are assumed to deform
homogeneously (fig. 1.14). The equations of equilibrium in these 
regions then allow stress in the work-piece and the total deforming
- 24 -
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load to be evaluated from the condition of zero stress normal to a 
free surface. When the deformation pattern depends on the position of 
a flow divide, this can be determined by requiring that the stress at 
this divide is the same whichever free surface is used to start the 
calculation. A fuller description of the method is given by Altan 
(18).
The method of weighted residuals is also related to that of upper 
bounds. In the former treatment, however, the velocity is approximated 
by a linear combination of functions chosen so that the velocity 
satisfies the boundary conditions but not necessarily the differential 
equations of the system. A residual function is obtained by 
substituting the approximate velocities into the differential 
equations. The aim is to choose the coefficients of the linear 
combination in order to minimise the residual in some prescribed 
manner.
The minimisation can be carried out in a number of ways, for 
example by requiring the approximation to satisfy the differential 
equations at a finite number of points of the region, or to satisfy 
these equations, on average, over a finite number of sub-domains, or 
to lead to a least-square error over the whole region. The 
coefficients are generally evaluated as the unknowns of a set of 
simultaneous equations and the approximation is improved by including 
more terms in the linear combination. The method is reviewed by 
Finlayson and Scriven (19).
Slip-line-field analysis is essentially a graphical method of 
determining material flow (fig. 1.15), although it can be computerised 
(1). It requires even more care in its use than does the upper4x>und 
method, since a kinematically-admissible velocity field must be found 
which also satisfies the conditions of stress equilibrium. It is 
severely restricted by the assumptions of plane-strain deformation and
- 27 -
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of a non-hardening material although attempts have been made to 
overcome both of these deficiencies. Details of this method nay be 
found in the literature (20,21,7).
All the numerical methods considered so far have serious 
disadvantages since they generally neglect elastic deformation, 
require previous knowledge of the flow pattern and may be restricted 
to idealised types of deformation. These disadvantages are not shared 
by the last class of numerical techniques discussed here in which the 
velocity in the functional for power is approximated by a continuous, 
piecewise linear function of the velocity at a finite number of points 
of the body. In particular:
a) the result can be made, in principle, to approximate the 'true 1 
solution as closely as one pleases,
b) the methods are not restricted to any particular geometry - two- 
and three-dimensional solutions are equally feasible,
c) it is possible to incorporate into the formulation any desired 
elastic or plastic properties and the variation of these 
properties with temperature, strain or strain rate,
d) the techniques are fully-predictive in finding displacement or 
velocity fields which are compatible with the boundary conditions 
while satisfying equilibrium and minimising potential energy. 
Piecewise interpolation techniques can adopt either finite-element or 
finite-difference approaches. These two methods are broadly similar, 
and indeed Kunar and Minowa (22) have shown that they give identical 
results for certain discretisations of the body, and only differ in 
the way the solution is performed. In a finite-element analysis, the 
integration of infinitesimal power is implicit in the formulation and 
a stiffness relationship between the displacement (or velocity) and 
the force at points of the body is obtained which is solved by matrix 
methods. In the finite-difference approach, no stiffness relationship
- 29 -
is obtained and the integration is carried out explicitly as the 
solution proceeds.
Finite-difference nethods have been used a great deal to examine 
geomechanical problems (23), where their ability to model dynamic 
effects, by considering mass to be concentrated at nodes, is 
important. They can analyse deformations involving large displacement 
(24), and have recently been applied to itetal forming (25). Some 
examples are given in fig. 1.16.
Although there is little to choose between the finite-element and 
the finite-difference techniques in terms of computational effort and 
accuracy of solution, the author considers the stiffness formulation 
of the finite-element approach to be more convenient and this method 
has been selected for the work considered in this thesis.
Finite-element research is reviewed in the remaining sections of 
this chapter.
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1.2 FINITE-ELENENT ANALYSES
In a finite-element analysis, material displacement is assumed to be a 
continuous function defined over a finite number of discrete regions 
or elements of the body. Interpolating procedures enable this quantity 
to be expressed in terms of its values at certain points, or nodes, 
usually on the boundaries between elements. By neans of the familiar 
geometric relationship between strain increment and displacement, and 
a constitutive relationship between stress and strain increments, a 
virtual-work formulation can be constructed for the whole body which 
in turn determines the stiffness matrix relating nodal displacement to 
nodal force. For elastic deformations, the stiffness matrix is linear, 
but this is not generally the case for plastic flow. A fuller 
description of the method will be given in the next chapter.
Even simple finite-element treatments require the solution of 
matrix equations with a large number of degrees of freedom, and the 
use of an electronic computer is essential. Normally, a large main- 
frame or mini-computer would be used for non-linear problems, although 
advances have been made in adapting bulk-deformation finite-element 
programs to micro-computers (26).
The development of finite-element analysis and its applications 
to fields as diverse as civil engineering, quantum mechanics and pure 
mathematics are reviewed extensively elsewhere (27-29), so only a 
selection of the literature specifically concerned with its use in 
plasticity problems and metal-forming research will be mentioned here.
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1.3 FINITE-ELENENT METHODS IN PLASTICITY
A oonparative study of different nethods of finite-element analysis of 
plastic deformation has been conducted by Kudo and Matsubara (30), who 
collated solutions, for the upsetting of a cylindrical billet, from 
research groups all over the world (fig. 1.17). There was considerable 
variation in the predicted profiles and working loads of the deformed 
billets, which was attributed to differences in the type of element, 
their configuration in the iresh and the size of increment. A detailed 
comparison of individual techniques was prevented by a lack of precise 
computational information, but the study was of great interest in 
showing the range of different approaches to the problem.
Currently, finite-element treatments of netal-forming processes 
can be divided according to their basic assumptions about the 
behaviour of the material, namely the visco-plastic, the rigid-plastic 
and the elastic-plastic methods. There are marked similarities between 
the first two, since both neglect any elastic behaviour of the work- 
piece, and both enforce volume constancy by means of a penalty- 
function or similar technique. In the rigid-plastic msthod, sometimes 
called the matrix method (31), nodal displacements or velocities are 
the unknown quantities, and regions in which the strain is low are 
assumed to be rigid and are ignored. In a visco-plastic analysis, the 
yielded material is assumed to behave like a non-Newtonian fluid, so 
this method is particularly suitable for steady-state processes.
Visco-plastic analyses involve a non-linear relationship of 
stress to strain-rate and are usually iterative; the stress and 
strain-rate distributions at the end of a step being used to 
calculate the stiffness matrix for the next iteration. Typical
applications are those by Zienkiewicz and Gcdbole (32) for steady- 
state forward extrusion, Price and Alexander (33) for die-less drawing
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and Zienkiewicz, Jain and Onate (34) for rolling (fig. 1.18). An 
incremental form was used by Oh, Rebelo and Kobayashi (35) to examine 
the upsetting of billets with properties dependent upon strain-rate.
The rigid-plastic approach also involves non-linearity. It has 
been used to analyse non-steady-state, forging-type operations, for 
example, Lee and Kobayashi (31) examined the expansion and contraction 
of a hole in a circular plate, Chen and Kobayashi (36) looked at the 
upsetting of a ring while Price and Alexander (37) and Dung, Klie and 
Mahrenholtz (38) considered the upsetting of a solid cylinder and 
backward extrusion. The method has also been applied to steady-state 
processes, such as wire drawing by Klie, Lung and IVkhrenholtz (39, 
fig. 1.19) and hot rolling by Sharman (40,41) and Cornfield and 
Johnson (42).
Although efficient for steady-state processes, the rigid-plastic 
and visco-plastic techniques are unable to model the elastic recovery 
resulting from the removal of the deforming load, and so cannot 
predict distributions of residual stress. Since the residual stresses 
in a work-piece are important in determining its behaviour during use 
or subsequent manufacturing operations, this is a serious disadvantage 
of the rigid-plastic and visco-plastic approaches. In addition, since 
no elastic regions can be present, small-strain deformation, in which 
parts of the body nay be unyielded, cannot be adequately modelled, 
although for a process such as heading (43) where the persistent 
elastic region is accompanied by extensive plastic deformation 
elsewhere, the approximation may not be so bad. For these reasons, an 
elastic-plastic approach is necessary for a full analysis of forging 
operations, and it is this technique which will be considered in 
detail in this thesis.
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1.4 ELASTIC-PLASTIC ANALYSES
These methods are based on the Prandtl-Reuss incremental stress-strain 
relationships, and so are performed in small steps. In their simplest 
form, called the tangent-modulus method, the stiffness of the body is 
calculated at the beginning of each increment, using the state of 
stress and plastic strain at the end of the previous step. 
Satisfactory results have been obtained by this method for such 
examples as tensile specimens, by Marcal and King (44) and Yamada, 
Yoshimura and Sakurai (45); for axisymmetric and plane-strain 
upsetting by Nagamatsu et al (46-48); for side pressing by Lee and 
Kobayashi (49, fig. 1.20); for ball indentation by Lee, Masaki and 
Kobayashi (50); for extrusion by Iwata, Osakado and Fujino (51) and 
Lee, Mallett and JfcMeeking (52, fig. 1.21); for plane-strain drawing 
by Gordon and Weinstein (53); and for backward extrusion by Hartley, 
Sturgess and Rowe (9). There is soite evidence that computational time 
can be decreased, without loss of accuracy, by increasing the 
increment size and performing iterations within each increment, 
providing the inverted form of the stiffness matrix is stored from the 
first iteration and re-used (modified Newton-Raphson method). This is 
the basis of the initial-stress technique used by Zienkiewicz, 
Valliappan and King (54) to analyse the tension of perforated plates 
and notched beams, and by Barnard and Sharman (55) to examine the 
yielding of edge-supported plates by perpendicular loads
However, when the deformation involves large strain, it is not 
always possible to obtain convergence using the modified Newton- 
Raphson technique (56); the un-modified Newton-Raphson itethod usually 
leads to convergent solutions but takes longer to perform since the 
stiffness matrix must be inverted during each iteration.
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1.4.1 Large-Strain Elastic-Plastic Formulations
The Prandtl-Reuss equations are, strictly, only defined for 
infinitesimal increments of deformation. When finite steps are used, 
the underlying assumption, that the strain increment may be decomposed 
into elastic and plastic parts, may no longer be valid (57-59), and 
any stress-strain relationship for finite increments should take into 
account the effect of the deforming continuum.
The latter problem has been investigated by Thomas (60-62), 
Prager (63), and more recently by Rice (64) and Lee (65). Various 
finite-element solutions based on large-strain formulations have been 
proposed, notably by Hibbitt, Marcal and Rice (66), Osias and Swedlow 
(67), Yamada, Wifi and Hirakawa (68), Mallett (69) and Nagtegaal and 
de Jong (70).
Although a finite-deformation technique is more complex than one 
using an infinitesimal definition of strain, Rice (64) has shown that 
use of the latter can lead to serious error during plastic 
deformations if the slope of the stress-strain curve is of the same 
order of magnitude as the current stress - a condition which is 
frequently met in forming operations. Consequently, a finite- 
deformation formulation is used in the program described in this 
thesis.
Lee and MsMeeking (57) concluded that, although the decomposition 
of strain into elastic and plastic components is only an approximation 
for finite increments, the approximation is quite a good one providing 
the incremental strain is small. Since only small increments will be 
considered in the processes to be examined here, the formulation used 
in the present finite-element analysis does split strain into elastic 
and plastic parts.
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1.5 THREE-PINENSIONAL TREATEENTS
All the investigations mentioned so far have been of two-dimensional 
deformations, either plane-strain or axisymmetric. There have been few 
reports of three-dimensional finite-element analyses of large-scale 
deformation.
Webster (71) and Baynham (72) used a rigid-plastic and visco- 
plastic technique, respectively, to examine the forward extrusion of 
round stock through a square die. Sebastian, Rodriguez and Sanchez 
(73) also employed a visco-plastic treatment for the analysis of the 
extrusion of round bar through a tapered circular die. In all three 
cases the finite-element meshes were very coarse (fig. 1.22) and only 
the steady-state solutions were obtained.
A rigid-plastic analysis was also used by Mori and Osakada (74) 
to study three-dimensional rolling. This was not, strictly, a full 
three-dimensional approach since they used a modified eight-noded 
brick element, with fewer degrees of freedom, obtained by assuming 
that the axial velocity of the material was independent of position 
across the roll gap. A similar type of element was used by Sun, Li and 
Kobayashi (75) to examine the forging of a rectangular bar by flat, 
narrow dies which overlap the work-piece in the transverse direction.
Although the two last-mentioned analyses were able to predict the 
spread of the material during the deformation, the assumptions 
underlying the use of these simplified three-dimensional elements 
impose severe restrictions on the application of this technique.
Nagamatsu (76) obtained results for the simple upsetting of cubes 
using an elastic-plastic treatment, but only up to very small total 
strains.
Desai and Phan (56) developed a general three-dimensional finite- 
element procedure for the analysis of stress during
FI
G.
 
1.
22
TH
RE
E-
DI
ME
NS
IO
NA
L 
ID
EA
LIS
AT
IO
N 
OF
 
EX
TR
US
IO
N 
OF
 
RO
UN
D 
BI
LL
ET
 
TH
RO
UG
H 
A
SQ
UA
RE
 
D
IE
-
BO
UN
DA
RY
CO
ND
IT
IO
NS
(RE
F. 
72
)
x2
67
5
In
le
t
u2
22
15
(x
22
+
x
32
) 
=
 
(0
.5
) 
u 
no
rm
al
 
=
 
0
0-
07
15
0-
15
Me
sh
 s
ym
me
tr
ic
 a
bo
ut
 l
in
e 
x2
 =
 
x3
ul
, 
u2
, 
an
d 
u3
 =
 
ve
lo
ci
ti
es
 i
n 
xl
, 
x2
, 
an
d 
x3
 d
ir
ec
ti
on
s.
- 43 -
deformations involving large strain. Although primarily intended to 
study foundations and their interaction with soils, the authors state 
that the formulation can adopt an elastic-plastic approach for metal 
forming analyses.
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2.0 INTRODUCTION
This chapter introduces the concepts and theory which form the basis 
of the finite-element formulation, developed here for the analysis of 
three-dimensional forging operations, and described in detail in the 
next chapter. It is not meant to be a comprehensive guide to the 
finite-element method or to its computer implementation, for which 
several texts are available. These cover the subject of both finite- 
element analysis in general (28,77,78) and its application to 
plasticity (79).
The fundamental matrix equations of finite-element analysis are 
derived in the following section, and their solution examined in 
section 2.2. The application of the method to plasticity is discussed 
in section 2.3, and, finally, consideration is given to the 
implications of a three-dimensional treatment.
2.1 INCREMENTAL STIFFNESS RELATIONSHIP
As its name implies, the finite-element analysis of deformation 
commences by dividing up the body into a finite number of discrete 
elements. The unknown displacements are approximated over each of 
these by continuous functions, interpolating between the actual values 
or gradients at certain points or nodes of the element. The number of 
nodes serves to determine the order of the interpolating function.
t
Elements may be of various types, such as triangles or 
quadrilaterals for two-dimensional analysis, tetrahedra or 'bricks' 
for three-dimensional treatments. The present analysis uses the three- 
dimensional, eight-node, linear-isoparametric element. The term
- 46 -
1 linear-isoparametric 1 refers to the fact that the sane, linear, order 
of interpolation is used both for displacements and for positional 
coordinates.
2.1.1 Governing Equations
2.1.1.1 Expression for Virtual Work
For the nth element of the body, the principle of virtual work (80) 
states that:
Ad*Tf = / [Q*]:[s]dvol (2.1)
—n —n
for integration over the volume of the element, where Ad and f_ are 
the incremental displacement and the force vectors at the nodes of the 
element, [s] is the stress tensor at a point within the element and 
[Q] is the incremental-displacement gradient tensor defined by:
[Q] = V(Au) T (2.2)
in which V is the gradient-operator vector:
V = <S * * ) T (2.3)
— Ox Oy oz
and u is the vector of displacement of a point of the element with
- 47 -
coordinates (x,y,z) in the initial, reference state. Both displacement 
and coordinates are measured in the Cartesian reference frame. The 
operation : in eqn. 2.1 denotes the inner tensor-product (81) defined 
by:
[a]:[b] = a.-.-b.... (2.4)
with the usual tensor summation convention. The asterisks in eqn. 2.1 
indicate that the expression must be true for any small, arbitrary 
nodal displacement and corresponding point displacement.
In addition to the Cartesian reference axes, another set of axes 
may be defined which deform with the material in the sense that a 
given point of the body will have the same coordinates with respect to 
these axes at all stages of the deformation. These axes, which in 
general will be curvilinear, will be referred to as the current frame.
Since the analysis is carried out incrementally, the initial, 
reference state is the state at the start of the increment. Assume 
that at this stage the distribution of stress in element n and the 
forces acting on its nodes satisfy eqn. 2.1. Suppose an infinitesimal
increment of deformation causes a change in nodal force of Af and a
—n
change in the distribution of stress of [As], then since the values of 
nodal force and point stress must also satisfy eqn. 2.1 at the end of 
the deformation step, taking the difference between the two 
expressions gives:
= f [Q*l:[As]dvol (2.5)
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2.1.1.2 Use of Co-rotational Increment of Stress
In deriving eqn. 2.5, the integration in eqn. 2.1 is carried out, both 
for the beginning and for the end of the increment, over the geometry 
of the element at the start of the increment. Hence the stress [s] is 
defined by supposing that the forces which are actually applied to an 
infinitesimal element of the deformed body act on this element in its 
undeformed or reference state, [s] is therefore the nominal, Lagrange 
or Piola-Kirchhoff I stress, and is in general not symmetric (82).
In order to obtain a relationship between increments of nodal 
force and increments of nodal displacement, [As] must be expressed in 
terms of strain increment by means of the elastic-plastic constitutive 
equations. However, the appropriate stress to use in these 
constitutive equations is the Piola-Kirchhoff II stress (65) which is 
calculated by considering that the components, in the reference frame, 
of the force applied to an element of the body in its undeformed 
geometry are the same as the components, with respect to the current 
axes, of the force acting on the deformed element. Since the stress- 
strain relations are independent of rigid-body rotation, they must be 
expressed in terms of a co-rotational increment of this stress.
Finite-element analyses which use increments of nominal stress in 
the constitutive relations cannot accurately model the behaviour of 
stressed bodies during deformations in which the displacements of the 
material points are finite. This is demonstrated in appendix A where 
the changes in applied force calculated for the combined rotation and 
extension of a single element by two finite-element programs, one 
using the increment of nominal stress in the constitutive equations 
and the other using the co-rotational increment of Piola-Kirchhoff II 
stress, are compared with the actual changes in the components of 
force acting on the element.
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The expressions relating increments of nominal stress and 
increments of Piola-Kirchhoff II stress at a point involve derivatives 
of the displacement at that point with respect to its current 
coordinates. In the following theory, the current state is chosen to 
be the reference state (updated Lagrangian technique) so that the 
derivatives of displacement in these expressions are with respect to 
the reference coordinates of the point.
In reference 65 it is shown that:
[As] = [Aa] - [Q] T [a] (2.6)
where [ a] is the true- or Cauchy-stress tensor with respect to the 
reference Cartesian axes and is defined in terms of the forces acting 
on an infinitesimal element of the body in its deformed state and the 
deformed geometry of that element.
Providing the reference and current axes are chosen to coincide 
at the start of the increment, the co-rotational increment of Piola- 
Kirchhoff II stress is the same as the Jaumann increment of Cauchy 
stress [Aa ]. This is defined (83) by:
[AaJ ] = [Aa] + J2 ([Q]-[Q] T )[a] + *[a]< [Q]T-[Q]) (2.7)
Substituting for [Aa] from eqn. 2.7 into eqn. 2.6 gives:
[As]' = [AaJ ] - >2([Q]-[Q] T )[a] - h(o]( [Q] T-[Q]) - [Q] T [a]
= [AaJ ] - *UQ] + [Q] T )[o] - ^[a]([Q]-»-[Q] T ) + [a][Q] (2.8)
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The finite-element formulation which expresses strain increment in 
terms of the Jaumann increment of Cauchy stress by rreans of the 
constitutive equations and which uses equation 2.8 to incorporate this 
stress into the virtual-work relationship, will be referred to 
throughout this thesis as using the Jaumann correction, to distinguish 
it from simple finite-element treatments which use [As] directly in 
the stress-strain equations.
Taking the inner tensor-product of both sides of eqn. 2.8 with 
[Q*] and using the symmetry of the Cauchy stress tensors leads to:
[Q*l:[As] = [Q*]:[AaJ ] - ^[Q*]: ([Q]+[Q]T ) [a] -
+ [Q*]:[a][Q]
= J2 ([Q*]+[Q*]T ):[AaJ ] -
-J5[Q*]:[a]([Q]+[Q]T ) + [Q*]:[a][Q]
Js([Q*]+[Q*]T ):([AaJ ] -
+ [Q*]:[a][Ql (2.9)
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2.1.1.3 Finite-Strain Formulation
2.1.1.3.1 Co-rotational Increment of Strain
The theory presented so far has assumed that both the arbitrary 
change in the virtual displacement and the applied increment of the 
displacement are infinitesimally small. Under these circumstances, the 
expression for incremental strain (for this type of analysis the 
Lagrangian (83) or right Cauchy-Green (84) measure, defined by 
([Q]+[Q] T+[Q][Q] T)/2)may be simplified by omitting the second-order 
term [Q][Q] T/2 to give the infinitesimal-strain increment ([Q]+[Q] T)/2 
found in eqn 2.9.
In finite-element analyses of natal-forming problems, the 
material displacements, though small, are necessarily finite in 
magnitude. When this is the case, the infinitesimal expression is not 
an accurate measure of strain, particularly when the material is 
rotating. For example, infinitesimal strain is not zero for rigid-body 
rotation in which, by definition, no strain should occur. This is 
discussed further in appendix B.
If the finite-element formulation is to be used to examine finite 
increments of deformation, the terms representing infinitesimal-strain 
increment in eqn. 2.9 should, strictly, be replaced by the expressions 
for incremental Lagrangian strain. Unfortunately, it is not 
practicable to do this because Lagrangian strain is not a linear 
function of incremental-displacement gradients, and the resulting 
relationship between displacements and force would be very difficult
to solve.
The method developed for the finite-element formulation described
here effects a compromise solution to this problem by adopting a, "'"^ 
linear incremental-strain measure :^in eqn. 2.9 which, though not
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precisely the sane as the Lagrangian-strain increment, is a very good 
approximation to it for small, but finite, increments of deformation.
Providing the incremental strains are small, (of the order of a 
few percent), the error incurred in using infinitesimal strain 
generally derives not so much from the finite size of the strain 
increment itself (which causes an error of the order of the strain 
squared) but mostly from the presence of superimposed rotation, which 
may be large compared with the strain, and which introduces an 
erroneous volums component of strain. This is particularly significant 
when the deformation is plastic, since the change in the elastic 
hydrostatic stress calculated as a result may be orders of magnitude 
greater than the true, plastic increment of stress. In addition, when 
volune constancy is enforced, the tendency for rotation to be 
incorrectly interpreted as a volume change may lead to over-stiffness 
of the response to rotation.
The linear incremental strain irentioned above is therefore 
derived from a new incremental measure of strain which is independent 
of any superimposed rotation. This is called the co-rotational 
increment of strain.
By the definition of [Q] given earlier, the vector increment dx 
of reference-frane coordinates, representing an infinitesimal line 
segment, is transformed during an increment by:
dx + ([Q]T+[I])dx (2.10)
where [I] is the 3x3 identity matrix.
This transformation, which is clearly real, is also non-singular 
since we can define the inverse transformation. It may therefore be 
uniquely expressed as a product of a pure rotation [R] and a symmetric 
deformation [V] (85). [R] is shown in fig. 2.1, in which l.,m. ,n. are
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the direction cosines of the rotated ith axis with respect to the 
initial, unrotated x, y and z axes.
Generally the product of rotation and deformation may be taken in 
either order, (leading to different values of [V]), but for a 
Lagrangian treatment, the deformation should be applied first because 
then the strain increment is calculated with respect to the reference 
frame. Therefore:
[R][V] = [Q] T + [I] (2.11)
or
[V] = [R] T ([Q] T+ [I]) (2.12)
since the inverse of a rotational matrix is its transpose.
The co-rotational increment of strain [Aecr ] is then defined to
be:
= [V] - [I] (2.13)
[Aecr ] is clearly symmetric, and this strain measure reduces to the 
infinitesimal definition when there is no rotation (i.e. when [R] = 
[I] ). It is also readily seen from eqns. 2.12 and 2.13 that when the 
deformation is a pure rotation, (i.e. when [Q]T = [R]), the new strain 
increment is zero. By comparing eqn. 2.13 with the definition of 
incremental-Lagrangian strain given above, it can be seen that the co- 
rotational increment of strain differs from the Lagrangian measure by 
the term ([V]-[I]) 2 /2 which, as mentioned previously, is of the order 
of the strain squared.
m, m2
n 2 n3
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2.1.1.3.2 Linearised Co-rotational Strain
Since the rotational matrix [R] is a function of [Q], the co- 
rotational increment of strain defined by eqns. 2.12 and 2.13 is a 
non-linear function of incremental-displacement gradients and so 
cannot be used directly in the expression for virtual-work.
However, a linearised form of this strain can be easily derived 
providing the incremental rotation of the material is of the order of 
ten degrees or less and the incremental strain is of the order of one 
or two percent. Since the finite-element analyses are carried out in 
small steps, these are reasonable assumptions to make. Note, these 
assumptions do not make the use of co-rotational strain unnecessary 
since the rotational component of the deformation may still be an 
order of magnitude larger than the strain.
Since the co-rotational increment of strain is symmetric, no loss 
of generality is involved in taking, for convenience, the symmetric 
part of eqn. 2.13 as the starting point for the process of 
linearisation.
Substituting eqn. 2.12 into this expression and multiplying out 
leads to:
T T T
[Ae ] = 0.5([R] [Q] + [Q][R] + [R] + [R] - 2[I])
= 0.5([R]T [Q]T + [Q][R] - UR]-[I])([R]T -[I]) (2.14)
For the limit of the incremental angles of rotation stated above, 
[R]-[I] is approximately skew- symmetric to within a few percent and 
nay be replaced in eqn. 2.14 by 0.5([R]-[R]T ) . Hence:
[Aecr ] - 0.5([R]T [Q]T + [Q][R] - 0. 25( [R]-[R]T ) <[R]T -[R]) (2.15)
- 56 -
TFor incremental strains of the order of 0.01 or less [R]-[R]
[Q] T-[Q], so:
TT[Ael = 0.5([R][Q]
- 0.125(([R]-[R] T)([Q]-[Q] T ) + ([Q] T-[Q])([R] T-[R]))) (2.16)
In which the last product term of eqn. 2.15 has been averaged with its 
transpose to preserve the symmetry of the expression after this last 
substitution.
The quantity [Ae ] defined by eqn. 2.16 is called the linearised 
co-rotational (ICR) increment of strain because, once the coefficients 
of [R] have been evaluated, it is a linear function of the 
incremental-displacement gradients. It can therefore be used to 
replace the expressions for infinitesimal increment of strain in eqn. 
2.9.
The matrix [R] is a function of position but for the present 
analysis it is assumed that an average rotational matrix can be 
applied to all points of a given element.
2.1.1.3.3 Estimation of Rotational Values
Before eqn. 2.16 can be used in the virtual-work expression, the 
coefficients of the matrix [R] must be evaluated. The correct values 
for a given increment are not known until that increment is actually 
performed and the nodal displacements calculated. However, it is 
possible to estimate the rotational coefficients if it is assumed that 
the matrix [R] for a given element does not change greatly from one
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increment to the next. The rotational coefficients may then be 
calculated from the incremental-displacement gradients for the 
previous increment (section 3.2.4.1). For the first increment of the 
deformation, [R] is assumsd to be equal to the identity matrix. When 
the secant-modulus technique is used (see section 3.2.3.2), then 
during the second or corrector part of the solution, [R] is evaluated 
from the incremental-displacement gradients for the first or predictor 
part.
Although this rrethod will not in general predict the exact 
rotational component of the current deformation, it is shown in 
appendix B that even so, the use of the ICR incremental strain treasure 
with estimated rotational coefficients leads to better results than if 
the rotation is ignored altogether.
- 58 - 
2.1.1.4 Vector Expression
Replacing the expression for infinitesimal increrrent of strain in eqn. 
2.9 by the linearised co-rotational increment of strain gives:
[Q*]:[As] = [Ae*]:([AaJ ]-2[a][Ae]) + [Q*]:[aHQ] (2.17)
It is convenient to express the right-hand side of eqn. 2.17 in its 
vector form, in which the symmetric tensors of incremental strain and 
stress are replaced by six-dimensional column vectors and the 
incremental-displacement gradient tensors are replaced by nine- 
dimensional vectors. Eqn. 2.17 then becomes:
[Q*]:tAs] = Ae*T (AaJ-[Tn ]Ae) + AS*T [Un ]A3 (2.18)
where A£ is the vector of the I£R increment of strain, Aa is the
corresponding Cartesian vector of the Jaumann increment of Cauchy 
stress and A<J is the vector gradient of incremental displacement. A<3 
and the matrices [Tn l and [Un ] are shown in fig. 2.1. As before, the 
asterisks in eqn. 2.18 refer to corresponding, small, arbitrary 
increments of displacement or strain. The expression for Ae.r derived 
from eqn. 2.16, is given in fig. 2.2.
If [Dn ] is the appropriate incremental 6x6 stress-strain matrix 
for this element then eqn. 2.15 may be written as:
[Q*]:[As] = A£*T([Dn]-[Tn])Ae + Ag*T [Un l^[ (2.19)
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2.1.1.5 Constant-Dilatation Technique
As mentioned later in section 3.2.5, the volume of the yielded finite- 
element mesh must be explicitly constrained to be approximately 
constant. A convenient way of doing this is to increase the 
contribution of the bulk-strain changes of yielded elements to the 
virtual-work expression (34), the effect of which is to tend to 
enforce incompressibility at every point of the body. Nagtegaal, Parks 
and Rice (86) demonstrate that, for most types of element, this 
results in far too many constraints being applied to the nodal 
displacements, leading to excessive predicted loads and general over- 
stiffness of behaviour (70).
For example, for the eight-node brick element used here, the 
requirement that the bulk strain is zero throughout an element means 
that the nodal displacements associated with that element have to 
satisfy seven constraining equations. In the limit, as discretisation 
is refined, the number of nodes in the mssh equals the number of 
elements. Since there are three degrees of freedom per node this gives 
a ratio of no. of degrees of freedom/no, of constraints equal to 3/7. 
However, for a continuum, there are three degrees of freedom and one 
incompressibility constraint at every point of the material, so with a 
large number of elements, the finite-element model is clearly over- 
constrained. (This is not the case with a small number of elements; a 
single element has 24 degrees of freedom and only 7 incompressibility 
constraints.)
The solution to this problem proposed by Nagtegaal et al for the 
eight-node brick element, and the one adopted here, is to relax the 
requirement that the bulk strain is zero at every point of an element 
and only require that the total volume of an element is 
(approximately) constant. The seven incompressiblity constraints per
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element are then replaced by just one, and the ratio of no. of degrees 
of freedom/no, of constraints for progressively refined meshes tends 
to the continuum value of three.
This technique is referred to as the constant-dilatation method 
since the dilatation (or average value of bulk strain for an element) 
is the same for all points of an element.
Consider the contribution of deformation of the material to the 
virtual-work expression and split this into deviatoric and bulk parts:
Ae*T [Dn]Ae = Ae'*T [Dn]Ae' +
(2.20)
where: A£* = Afi. ~ ^i (2.21A)
Af. = (Aeb Aeb A^ 0 0 0) T (2.21B)
Aeb = Aexx + Ae + Aezz < 2 - 21C)
The elastic-plastic stress-strain matrix [Dn ] will be defined later, 
but it is sufficient here to note the following properties of this 
matrix:
(1) it is symmetric (because the material is assumed to be 
isotropic),
(2) the sum of the first three entries in any of rows 1 to 3 is 
constant and equal to 3K, where K, the bulk modulus = E/3(l-2v) 
for Young's modulus E and Poisson's ratio v (because any bulk- 
strain change causes the same purely elastic response in all 
three normal components of stress),
(3) the sum of the first three entries in any of rows 4 to 6 is zero
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(because bulk strain cannot influence shear components of
stress ) .
Thus the second and third terms on the right-hand side of eqn. 2.20 
disappear leaving:
Ae*T[Dn ]Ae = Ae'^tDjAe 1 + KAe£Aeb (2.22)
in which the work contribution is separated into purely deviatoric and 
purely bulk parts. If the second of these is expressed in terms of the 
average bulk-strain increment for element n, the dilatation incre- 
ment A<J>nwhere:
= * Aeb dvo1 (2.23) 
vn
and Vn is the volurte of element n, then the contribution of 
deformation to the work expression in terms of the modified strain 
increment A£cdis:
Aecd*T [D ]Ae = Ae'*T [D ]Ae' + KA<J>*A<J>n — — n — T n T n
= Ae*T [Dn ]Ae + K( A<f>*A<j>n - AegAeb > (2.24)
Using this modified contribution in eqn. 2.16 then gives:
[Q*]:tAs] = Ae*T ([Dn ]-[Tn ])Ae^
K( A(f)*A4)n - Ae*Aeb ) (2.25)
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2.1.1.6 Virtual Work in Terms of Generalised Displacement
The expression in eqn. 2.25 represents the infinitesimal contribution 
to virtual work from an arbitrary point of element n. In order to use 
the interpolation functions for the element, this must be re-written 
in terms of the generalised displacement of a point &u.
From the expression for A£. given in fig. 2.2, we may write:
Ae = [Le ]Au (2.26)
where the operator matrix [L ] is illustrated in fig. 2.3. This 
operator is a function of the previously determined values of 1., m. 
and n. which will be different for each element - hence the subscript 
n. Similarly, the expression for AC[ in fig. 2.1 gives:
A3 = [L^lAu (2.27)
where the operator matrix [Lq] is shown in fig. 2.3.
Combination of eqn. 2.21C and the definition of [L^] leads to:
Aeb = [l]Au (2.28)
b The operator matrix [Ln ] for element n is also illustrated in fig,
2.3. Finally, eqns. 2.23 and 2.28 give:
A<J> n = [IlAH (2.29)
where the operator matrix [1$ ] is defined to be
[l£l = rr/ tlfldvol (2.30)
n
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2.1.2 Finite-Element Interpolation
Let a local axis system, X, Y and Z be defined for each element so 
that the local coordinates of the nodes of the element are 
(+!,+!,+!). A typical element is shown in fig. 2.4 with its 
associated local axes and the local coordinates of the nodes.
Consider the nth element in the assembly or nesh. Let xn be 
the vector of global coordinates at all the nodes of the element and 
let x be the coordinate vector of a point within the element with 
respect to the Cartesian axes.
Define for each node I of the element, an interpolating or shape 
function of local coordinates:
Nj = %ijk(X+i)(Y+j)(Z+k), I = 4+2i+j+(k+l)/2 (2.31)
for i,j,k = +1.
This has the property of attaining the value one at node I, zero at 
all the other nodes, and varying linearly (with respect to local 
coordinates) between any two adjacent nodes.
Therefore, the assumed function for displacement takes the form:
u = [Nld (2.32)—• XI
where [Nj = (Nt [I] N2 [I] ... N8 [I]). Substituting from eqn. 2.32 
into eqns. 2.26 to 2.29 gives:
(2.33)
= [fig] d^ (2.34)
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Aeb = (2.35)
A<J>n L ~h j Hmn (2.36)
where:
J^] = [IftHNn ] is the strain-nodal displacement matrix
q ] = [Lq ][Nn ] is the displacement gradient-nodal displacement matrix
[B ] = [I^][Nn ] is the balk strain-nodal displacement matrix and
[B*] = [Ln][Nn ] is the dilatation-nodal displacement matrix.
All four of these matrices depend on the geometry of element n; 
all except [Bg ] also depend on the current value of [R] for this 
element and all except [B^ ] are functions of position within the
element.
r«b-In order to evaluate anc^ tne
with respect to the global coordinates must be expressed in terms of 
derivatives in the local axis system by ireans of the inverse of the 
Jacobian transformation matrix [Jn ] , where:
6
6x
6
6Y
6
6z
m m
.XT and
6
6x
6
<5y
6
6z
= [Jn ] 1
6
6x
6
6Y
6
6z
(2.37)
Using the shape functions, once again, to determine the global
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coordinates of a point as a function of the local coordinates of that 
point, and the known, global coordinates of the nodes:
[Jn ] =
6X
T 
-n
6Z
(2.38)
The local derivatives of the shape functions may be obtained easily 
from eqn. 2.31.
Substituting from eqns. 2.33 to 2.36 into eqn. 2.25:
[Q*]:[As] =
(2.39)
Inserting this into eqn. 2.5, removing the nodal displacement 
vectors outside the volume integral and cancelling M* produces:
'[Un HB?l
(2.40)
This integral does not, in general, permit an analytical solution. 
Multiplying the integrand of the above by the determinant of the 
Jacobian matrix means the integration is carried out over the volume 
of the element in the local axis system. This allows Gaussian 
quadrature (108) to be used to evaluate this integral. Since [B*] is 
independent of position, it may be taken outside the integral and also 
evaluated by means of Gaussian quadrature and eqn. 2.30. Hence:
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where:
+ £ZWi([l£m.l} Zw,{[l£]Jj} (2.42) 
n
in which the expressions inside the braces are evaluated for the local 
coordinates of sample point i, and w^ is the corresponding Gaussian 
weighting factor.
Since the integrands of [K^ ] are generally rational functions, 
the numerical integration can never be exact, but will approach the 
true value as the number of sample points is increased. This is at the 
expense of increased computational tine, and in practice only a small 
number of sample points are required to obtain sufficient accuracy.
Bqns. 2.41 and 2.42 are valid for an isolated element. To find 
the stiffness matrix relating the nodal displacement increments to the 
nodal force increments for a collection of elements, the individual 
element matrices are simply superposed or assembled. By this rrethod, a 
coefficient in the final matrix relating displacement component j to 
force component i, is the sum of all such coefficients in the 
constituent element matrices.
The assembled stiffness relationship takes the form:
Af = [K]Ad (2.43)
where A_f and Ad are the vectors of nodal increments in force and 
displacement, [K] is the (global) stiffness matrix.
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2.2 SOLUTION OF INCREJVENTAL STIFFNESS EQUATIONS
The type of finite-element analysis presented here is known as the 
displacement formulation because, for the most part, the increments in 
displacement are the unknown quantities in the problem. (The values of 
nodal displacement may of course be specified for certain boundaries.)
Therefore, eqn. 2.43 must be solved in order to determine Ad for 
an increment of deformation. Before considering the method adopted for 
this purpose, certain properties of the matrix [K] should be 
mentioned.
Firstly, [K] is symmetric. This is a consequence of the symmetry 
of the D, T and U matrices used in the formulation. As a result, and 
if care is taken in its manipulation, only the half of the matrix 
above (or below) the leading diagonal need be computed or stored.
The second property, which leads to even greater economies of 
storage, is that providing the nodes of the mesh are ordered in a 
particular way in the displacement and force vectors, then the 
coefficients of the stiffness matrix are zero everywhere except within 
a band lying about the leading diagonal. These zero values need not be 
stored. The number of coefficients lying within this band, for any 
given row, is known as the bandwidth of the matrix.
The property of bandedness derives from the fact that the force 
at a given node depends upon the displacements at another node only if 
these two nodes belong to the same element. The optimum ordering of 
nodes therefore minimises the separation, in the ordering sequence, of 
any two nodes which affect each other in this way.
The solution of eqn. 2.43 is obtained by a modification of the 
method of Gaussian elimination and back-substitution. Firstly, 
consider the Gaussian method in its usual form.
During the elimination stage, the matrix is converted into upper-
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triangular form (zeros everywhere below the leading diagonal) in a way 
which preserves the relationships expressed by the original equations. 
The transformed or reduced set of equations can be solved quite simply 
during the back-substitution phase by considering each equation in 
turn, from the bottom of the matrix up, substituting in all the 
displacement increments calculated so far, and hence evaluating the 
displacement component on the diagonal from the remaining load term on 
the right-hand side of the equation.
Fig. 2.5 is a diagrammatic representation of the elimination 
process, when only the upper band of the matrix is stored (shaded 
portion). Fig. 2.5a shows the stiffness equations at a stage in the 
elimination when all the columns in the lower triangle up to but not 
including column i have been made zero. By symmetry, the coefficient k 
in row i of the matrix indicates that there is the same coefficient in 
column i of row j. This is eliminated by subtracting from the whole of 
the equation of row j (coefficients and load term) kijAii times the 
equation of row i. Coefficients of row j lying below the diagonal need 
not be dealt with explicitly since their symmetric counterparts are 
automatically adjusted by the same amount when the elimination is 
carried out on the rows higher up.
Fig. 2.5b shows the stiffness equations after this manipulation 
has been carried out. The process is repeated for all the other rows 
containing a coefficient in column i. The elimination is complete when 
all the columns have been dealt with in this manner.
The nethod actually adopted is a modification of the above, 
called the frontal solution (78), in which only a part of the upper
i
band and the corresponding load terms are stored in the main computer 
memory at any one time. During the frontal solution, the assembly of 
the stiffness matrix from the element contributions and the eliminat- 
ion of coefficients in the lower triangle are performed concurrently.
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Fig. 2.6 represents the stiffness equations, with the hatching 
indicating the part stored at a given moment. This time the nodes are 
considered in the order in which they last appear in the elements, 
when these are examined in numerical order.
As the element stiffness matrices are assembled, in order of
element number, into the stored portion of the global matrix,
a 
eventujlly an element will be considered which will be the last one to
contain the node associated with row i of the matrix. This row will 
not be altered by any subsequent assembly and is called fully- 
assembled. As a result, the coefficients in this row can be used, in 
the manner described above, to eliminate all coefficients below the 
diagonal in column i. Once this is accomplished, this row has no 
further effect upon the matrix, and so may be removed, along with its 
load term, to disc storage. (In practice, the three equations 
corresponding to the force at a given node are dealt with and 
transferred together.)
When the transfer is complete, the storage used by these rows is 
freed for use by other parts of the band, i.e. the frontal area has 
moved as shown by the dashed lines in fig. 2.6b.
When the assembly and elimination are finished, the back- 
substitution can be performed, as before, by recalling the equations, 
in reverse order, from disc storage.
It is clear from the above that the bandwidth, and the size of 
the frontal area in store, are not affected at all by the numbering of 
the nodes, but only by the order of assembly of the elements, i.e. 
element numbering, and care must be taken to ensure that the elements 
are numbered most efficiently (see appendix C).
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2.3 APPLICATIONS TO PLASTICITY - NON-LINEARITY
Eqn. 2.43 is quite generally applicable to a range of different types 
of deformation, providing the appropriate constitutive, incremental 
stress-strain relationships are used in the evaluation of the element 
stiffness matrices.
When applied to problems in plasticity, there is a choice of 
constitutive relationship, dependent upon the assumptions made about 
the nature of the plastic flow.
The yield criterion of Von Mises (section 3.2.3) is generally 
agreed to be the most satisfactory means of assessing whether the 
strain at a point is completely elastic (i.e. recoverable) or contains 
a plastic (permanently strained) component (20). Drucker (88) has 
shown that an increment of plastic strain, when represented as a 
vector in stress/strain space, is normal to the surface representing 
the yield condition in that space. This behaviour is referred to as 
associated flow. The plastic flow associated with Von Mises 1 criterion 
can be shown to be such that the components of the incremental, 
plastic, strain tensor are proportional to the corresponding 
components of the deviatoric-stress tensor.
Where the constitutive relations, which are used in the finite- 
element analysis of plastic deformation, differ, is in their 
assumptions about the elastic component of the strain occurring after 
yield. The rigid-plastic, finite-element analysis assumes that no 
straining occurs in the material before yield and that there is no 
elastic component to the strain occurring afterwards. The rigid- 
plastic treatment is therefore based upon the Levy-Mi ses flow 
eolations. The visco-plastic approach is similar, but is concerned 
with strain rates rather than strain increments.
Since the increment in the component of elastic strain after
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jzfield, is usually much smaller than the plastic part, (typically by an
order of .001), this assumption is valid for fully-plastic 
deformations. But just after yield, the total strain in a body is 
dominated by the elastic strain which occurred before yield, and the 
rigid-plastic assumption is no longer justified.
In addition, the rigid-plastic approach can give no information 
about the deformation occurring before yield, or of the effects of 
removing from the body the forces causing the plastic deformation, 
(elastic unloading).
The elastic-plastic method, used in the program developed here, 
does not suffer from these disadvantages because it takes into account 
elastic strain both before and after yield. The corresponding 
constitutive relationship is derived from the Prandtl-Reuss, 
incremental stress-strain equations described in a later section.
Whichever relationship is used, the matrix [K] will depend, in 
general, upon the current state of deformation. Thus eqn. 2.43 is non- 
linear and cannot be solved directly for M. However, an estimate 
of M, which is close to the correct value, may be obtained if the 
increment Af is chosen to be small, and the matrix [K] assumed to be 
constant over the increment. [K] may either be evaluated at the start 
of the increment (tangent-modulus or Euler method), or half-way 
through (mid-increment, secant-modulus or second order Runge-Kutta 
method). The second approach is more accurate, but requires two 
solutions - predictor and corrector - per increment. The finite- 
element program developed here is designed so that either of these 
solution techniques may be used.
/
Another way of tackling the problem of non-linearity, and one 
which is a further option offered by the program, is to calculate &3 
from Af as in the Euler method, and then to estimate the true value 
of force increment causing the increment in displacement. The
- 77 -
difference between this 'true 1 force increment and the applied one may 
then be inserted into eqn. 2.43 to calculate a correction 
displacement, and the process repeated. This iterative procedure is of 
the initial stress type, because the corrections are made to 
displacements, the stress increment being unchanged.
The matrix [K] for each step of the iteration can either be 
calculated from the most up-to-date information about the state of 
deformation (Newton-Raphson method), or be the same one which was used 
for the first solution of the increment (modified Newton-Raphson 
approach).
The second of these alternatives, which is the one adopted for 
the present finite-element program, offers the greatest saving in 
computational time, since the lengthy inversion of the [K] matrix need 
only be done once for each increment. As a result, and despite the 
fact that more iterations may be required in the modified than the 
unmodified Newton-Raphson solution, the former method is usually 
quicker.
In theory, the advantage of the iterative method over the 
tangent-modulus approach is again one of reduction in the tine of 
computation, since the former analysis can use fewer, larger 
increments of deformation to give the sane or better degree of 
accuracy of solution. However, for certain types of deformation, the 
initial-stress method of iteration may converge only very slowly to a 
solution. In these cases the tangent- or secant-modulus approaches 
give reasonable results providing the increments of deformation are 
not too large.
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2.4 APPLICATIONS TO THREE-DIMENSIONAL ANALYSIS
The formulation of a finite-element analysis for three-dimensional 
deformations presents no theoretical difficulties. However, from a 
practical point of view, three-dimensional analyses pose special 
computational problems due to the large number of variables in the 
calculation.
Compared with two-dimensional finite-element solutions, for 
example, three-dimensional applications require many more nodes and 
elements in the nesh used to model the deforming body, in order to 
produce the sane fineness of discretisation, because the mesh extends 
in a third direction. Also, the number of degrees of freedom possessed 
by each node is increased from two to three, thus more than doubling, 
for each node, the number of coefficients in the stiffness matrix 
(square of number of degrees of f reedon).
It is apparent that the computer storage requirements of three- 
dimensional analyses are considerable. Compared to two-dimensional 
treatments, the finest mesh which the present program can accommodate 
is very coarse, and yet even this requires the use of out-of-core 
storage, at the expense of greatly increased time of computation.
It should be noted though, that this is a problem relating to the 
current state of computer technology. As faster machines, with larger 
main memories, corns onto the market, it will largely disappear.
Since a large part of the computational time is devoted to large- 
scale matrix manipulations, three-dimensional finite-element programs 
are ideally suited to the next generation of vector-processing 
computers.
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3.0 INTRODUCTION
The finite-element program, which has been developed to predict 
material flow and properties in three-dimensional forgings, is 
considered in detail in this chapter. The next section gives a brief 
outline of the method of analysis, the important aspects of which are 
discussed more fully in section 3.2. The structure of the program is 
described, with the aid of flow charts, in section 3.3.
DESCRIPTION OF PROGRAM
Type of Analysis:
The program uses an elastic-plastic formulation based on Von 
Mises 1 criterion of plastic yield and the Prandtl-Reuss equations of 
plastic flow. The treatment can optionally use the Jaumann correction 
to stress increments (section 2.1.1.2) and co-rotational increments of 
strain (section 2.1.1.3) for accurate analysis of deformation in which 
the steps involve finite strain or finite rotation. Strain-hardening 
materials can be modelled by supplying the appropriate constants to a 
combined logarithmic and exponential strain-hardening function. The 
incompressibility of yielded regions can be enforced by specifying a 
value close to 0.5 for Poisson's ratio used in the formulation for 
fully-yielded elements; the constant-dilatation technique (section 
2.1.1.5) can be used to prevent the nodal displacements being over-
t
constrained.
Type of Element, Size of Mesh:
Three-dimensional, eight-node, linear-isoparamstric elements are
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used, the stiffness matrices of which are evaluated by a Gaussian 
numerical-integration schems of variable order. The mash nay contain 
up to 1000 elements and 1331 nodes, providing the nodal semi-bandwidth 
does not exceed 92. The definition of bandwidth for the frontal- 
solution procedure and the rrethod of calculating its value are 
discussed in appendix C.
Specification of Deformation:
Any combination of incremental components of nodal force, nodal 
constraining conditions and boundary surfaces may be specified. A 
constraining condition is a set of prescribed values for the incre- 
mental components of displacement and may be applied to more than one 
node. These components of displacement may be referred to any ortho- 
gonal axis system and any of the components may be left unspecified in 
order to constrain nodes within straight lines or planes.
A boundary surface may consist of any one of five simple 
geometric shapes. Nodes are prevented from passing through these 
surfaces throughout the deformation and nodes making contact with a 
surface may either be fixed in position on the surface or constrained 
to move tangentially to it. In the latter case, the movement can be 
subject to the frictional restraint applying to that surface.
Type of Solution:
A mixed incremental/iterative approach is used, the iteration 
being a modified-Newton-Raphson, initial-stress procedure. The 
solution of the stiffness equations is by a frontal technique. The 
residual forces in the iteration may be derived, for fully-yielded 
elenents, either from the deviatoric or from the total changes in 
stress throughout the element. By altering the criterion for 
convergence, the solution can be performed without iteration as a
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tangent-modulus or secant-modulus technique.
Output:
The program prints the values of the coordinates of the displaced 
nodes, the average components of element stress (for which the 
hydrostatic components may be calculated either directly from bulk- 
strain changes or indirectly from deviatoric stress), and the forces 
on external faces of the mesh at the end of the analysis or at any 
specified interval during the calculation. The volume of the mesh and 
the average work of deformation are printed for each increment. Both 
projected and sectional views of the deformed mesh may be drawn at the 
end of the analysis and during the calculation. Hidden lines are 
removed in the projected views by means of an algorithm developed for 
the current work. Generalised stress, generalised plastic strain and 
incremental displacement vectors can be shown on any of the sectional 
views.
Continuation Facility:
Lengthy analyses may be spread over several runs of the program 
by the use of the automatic dunp-and-retrieval facility.
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3.2 DETAILS OF ANALYSIS
3.2.1 Boundary Conditions
Eqn. 2.43 represents a set of n simultaneous equations in n unknowns - 
the three components of displacement increment at every node of the 
finite-element rresh. Each equation gives a component of the force 
increment at a node. The physical basis of the stiffness matrix [K] 
ensures that it is non-singular, so if the incremental components of 
force are given at each node, eqn. 2.43 may be inverted to give the 
corresponding incremental components of displacement.
In metal-forming problems though, the increments of force are not 
generally known at every node of the mesh. Certainly, for those nodes 
lying inside the body or on a free surface, the principle of equil- 
ibrium requires that the net force is zero, but the distribution of 
force on a constrained surface, e.g. a surface in contact with a 
platen or a container wall or a surface of symmetry, is not known 
before the analysis is performed, unless it is measured 
exper imen tal ly.
However, the incremental displacement of points on constrained 
surfaces is determined, to some extent, by the geometry of the forming 
process. Thus the solution of eqn. 2.43 must be carried out subject 
to specified boundary conditions whereby certain incremental nodal 
displacements have prescribed values.
Section 3.2.1.1 describes how prescribed values of displacement
/
are incorporated into the solution of the stiffness equations in the 
present finite-element program.
Although the displacement of nodes on constrained surfaces 
depends on the geometry of Llie process, it may not always be possible
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to predict the actual values of the conponents of the displacement for 
any given increment before the start of the calculation. For these 
cases, geometric boundary surfaces may be defined which limit the 
deformation of the finite-element mash and from which the program can 
determine the prescribed displacement of nodes, where appropriate, at 
each increment. This procedure is discussed in detail in section 
3.2.1.2.
3.2.1.1 Prescribed Displacements
3.2.1.1.1 Prescribed Displacements in Coordinate Axes
The components of incremental displacement, measured in the coordinate 
axis system, may be specified at any of the nodes in order to define 
the deformation. These prescribed values may be zero, as for the out- 
of-plane displacement of nodes on a plane of symmetry, or finite, as 
for the nodes on a surface in contact with a moving die.
There are several ways in which prescribed values of displacement 
may be incorporated into the solution of the stiffness equations. For 
example, Cheung and Yeo (78) describe methods which modify the 
stiffness matrix before the solution begins, so that the prescribed 
values are automatically taken into account by the usual Gaussian 
elimination and back-substitution.
The approach adopted here, which may be termed direct insertion, 
is essentially the same as that presented by Irons and Ahmai (89). It 
is simpler in concept than those methods which modify the stiffness
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matrix, though it does require the use of a slightly different method 
of elimination and back-substitution for the components of 
displacement change which have prescribed values. In practice, this is 
not a great disadvantage since it is arranged that the elimination 
process for prescribed components of displacement change simply omits 
certain stages of the usual procedure.
As mentioned in the previous chapter, the solution of the 
stiffness equations by the Gaussian method, whether or not this is 
implemented as a frontal technique, consists of transforming the 
augmented matrix of coefficients and load terms into upper-triangular 
form which then permits successive evaluation of the unknowns in terms 
of those already determined. The upper-triangular matrix is formed by 
considering each equation in turn (in the frontal solution, the 
sequence being determined by the order in which nodes become fully- 
assembled), and eliminating all the coefficients below, and in the 
same column as, the current diagonal coefficient.
This is usually accomplished by subtracting appropriate multiples 
of the equation under consideration from all the others which have a 
coefficient in this column. If, however, the value of the change in 
the corresponding component of displacement is known, the elimination 
can be carried cut by subtracting, from both sides of these equations, 
the value of the displacement change times the relevant coefficient.
This process is illustrated, for a frontal solution, in fig. 3.1, 
which uses the sane diagrammatic conventions as figs. 2.5 and 2.6. The 
first diagram shows the situation when the equation for the ith 
component of force is fully-assembled. This equation has a coefficient 
in column j and so, by symmetry, the fully-assembled equation for the 
jth component of force will have the sartB coefficient in column i. The 
second diagram shows the stiffness equations after the elimination of 
this coefficient from its equation.
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When the process has been repeated for all the other non-zero 
coefficients in the ith equation, the fully-assembled equation may be 
transferred to disc storage as before (along with the other equations 
relating to the sane node), and the front moved, as indicated by the 
dashed lines.
Back-substitution is unchanged except that when an equation is 
encountered which corresponds to a node with a prescribed displacement 
change, all the incremental displacements in the reduced equation are 
known, and can all be substituted into it. Subtraction of the load 
term from the resulting value on the left-hand side, gives the 
component of reaction of the external system to the mesh, at the node 
in question.
3.2.1.1.2 Prescribed Displacements in Rotated Axes
It is convenient to be able to specify the incremental displacement of 
a node relative to axes which are rotated with respect to the 
coordinate system. For example, the effect of a stationary and 
frictionless die surface is simulated in the finite-element model by 
prescribing zero displacement, to nodes imagined to be in contact with 
the die, in a direction perpendicular to this surface, the 
displacement in other directions being unspecified. This, therefore, 
requires that, for each of these nodes, one of the axes of the system 
in which the displacement is prescribed be perpendicular to the die 
surface. It may be necessary to use a die surface which is not normal 
to any of the coordinate axes.
The program developed here follows the technique suggested by
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Cheung and Yeo (78) and allows any of the prescribed displacement 
conditions to be referred to a local set of Cartesian axes, by 
specifying the direction ratios of the local axes with respect to the 
coordinate system. (At most, the direction ratios of just two of these 
axes need be given . )
Suppose such a condition applies to node I. If 1, m and n refer 
to direction cosines with respect to coordinate axes x, y and z 
respectively, and a subscript refers to one of the rotated axes X, Y 
or Z for node I, then the rotational transformation matrix [R] may be 
defined according to fig. 3.2a. (Note that the matrix [R] is used in a 
different context to that in section 2.1.1.3.) The vectors for change 
in displacement and force in the two systems are then related by:
Adj. = [R]Acy and Afj = [R]A£J (3.1)
where a prime indicates a vector in the local axis system.
Fig. 3.2b is the usual diagrammatic representation of the 
stiffness relationships at a stage when the three equations for the 
force at node I are fully- assembled, except that the three components 
at a node are grouped together, and that the terms in the brackets 
refer to 3x3 sub-matrices of the stiffness matrix.
Substituting for the incremental displacement vector from eqn. 
3.1, results in the situation shown in fig. 3.2c. By the usual matrix 
property, [R] may be removed from the displacement change array and, 
instead, used to post-multiply all the stiffness sub-matrices 
corresponding to the change in displacement at node I, (i.e column I). 
The force at node I may be expressed in the same rotated axes as the 
displacement by pre -multiply ing all the sub-matrices, and the load 
vector, of the equations for this node by the inverse of [R]. This 
inverse can be shown to be equal to the transpose of [R].
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Fig. 3.2d shews the transformed stiffness equations, in which it is to 
be noted that:
<[kj:i ][R]) T = [Rl^kjj] (3.2)
so that symmetry has been preserved, and the operations need only be 
carried out on row I in the frontal area. The components of Adj./ 
including any prescribed ones may now be eliminated in the usual way.
During the back-substitution, the vectors of the increments in 
displacement and force for node I are pre-multiplied by [R] to give 
the corresponding vectors in the coordinate frame.
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3.2.1.2 Prescribed Boundary Surfaces
Section 3.2.1.1 describes how the solution procedure can be modified 
to take into account pre-determined values of displacement increment 
at certain boundary nodes. By this rteans, a node can be assigned a 
constant displacement vector for each increment, or it can be 
constrained to move in a straight line throughout the deformation 
without requiring it to be at any particular position on that line, or 
it can be constrained to move in a plane, again its actual position in 
that plane being unspecified.
However, this procedure requires that the constraint applied to a 
node is the same for each increment and is known beforehand. Thus it 
cannot mcdel boundaries which are not planes, since the constraint 
needed for nodes on non-planar boundaries changes at each increment, 
and it cannot deal with nodes which come into contact with a die 
during the course of a deformation, e.g. when a surface rolls onto the 
platen in simple upsetting with high interfacial friction.
Consequently, a second method of specifying boundary conditions, 
by neans of prescribed boundary surfaces, has been developed for the 
present finite-element program. This method allows the solid surfaces 
(die, container etc.) with which the work-piece interacts during a 
forging operation to be modelled as part of the finite-element 
analysis.
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3.2.1.2.1 Boundary Surfaces with Zero or Sticking Friction
A prescribed boundary surface may be, at present, any one of five 
types of finite geometric surface, i.e. a portion of a plane 
(rectangle or annulus), a portion of the curved surface of a cylinder, 
the surface of a sphere or the surface of a torus. These sirrple shapes 
have proved to be sufficient for the present work, but the 
iirplementation of the boundary-surf ace procedures has been carried out 
so that additional primitive surfaces, such as the curved surface of a 
cone or the surface of an ellipsoid, nay be included easily in the 
finite-element program.
Up to 98 distinct boundary surfaces may be specified. They are 
defined by a code number determining the type of surface (cylinder, 
disc etc.) and the coordinates of two or three points, related to the 
surface in a natural way (fig. 3.3). For example, a rectangular region 
of a plane is defined by two points which lie at the ends of one of 
its four sides and a third point which lies anywhere on the opposite 
side (produced if required). The cylindrical and toroidal surfaces 
need an auxiliary parameter, the angle subtended by the required part 
of the curved surface for the former, and the radius of the curved 
surface for the latter.
Associated with each defined surface (primary surface) is a 
secondary surface which is parallel to it and lies a small distance d 
away from it. The value of d can be different for different surfaces 
and may be positive or negative, depending upon which side of the 
primary surface the secondary surface is rreant to be. The sign
t
conventions are shown in fig. 3.3.
At the beginning of each increment of deformation, the current 
positions of the nodes are determined relative to each of the boundary 
surfaces. If a node is found to have passed through a boundary
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surface, so that it lies on the same side as the associated secondary 
surface, then the node is moved by the shortest path back to the 
primary surface. In practice, it is more convenient to re-position a 
node if it approaches within a distance of dAO of a boundary surface 
(fig. 3.4).
Once a node has been moved onto a boundary surface, it may be 
either fixed in position for the rest of the deformation, if the 
surface has been designated as a sticking-friction boundary, or 
constrained to move tangentially to it if zero friction has been 
specified for the surface.
In the latter case, the actual constraint applied to a node takes 
into account any incremental displacement which was originally 
specified for that node. For example, in fig. 3.5, the marked node, 
which in the first diagram lies on the free surface of a cylindrical 
billet (one quarter of the billet modelled here), also lies on a plane 
of symmetry of the billet (hatched in diagram). Thus originally it 
would have been constrained to move only within that plane. If, after 
upsetting, the node has rolled onto a prescribed boundary plane 
(second diagram), then the node must be constrained to move within 
that plane whilst still remaining on the plane of symmetry. The 
boundary surface procedures in the program would therefore constrain 
the node to move in the dashed line of intersection of these two 
planes, as shown in the diagram.
If movement within the plane which is a tangent to the boundary 
surface is not consistent with the originally specified displacement, 
then the latter constraint is ignored.
When there are folds or indentations in the surface of the 
deformed body, it is quite likely that certain nodes appear to pass 
through boundary surfaces with which they actually have no contact. 
For example, in the simple situation illustrated in fig. 3.6, any node
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in contact with boundary surface a, is also on the 'wrong' side of 
surface c, and would normally be transferred onto the latter surface 
during the check for violation of boundary surfaces.
To prevent this sort of thing happening, a node which appears to 
have passed through a boundary surface (i.e. so that it is on the same 
side as the secondary surface), is only re-positioned if it lies 
between the primary and the secondary surfaces. Thus in fig. 3.6, the 
nodes on surface a are well beyond the secondary surface for boundary 
c and are not re-positioned.
3.2.1.2.2 Boundary Surfaces with Intermediate Friction
The conditions of sticking and zero friction assumad in the previous 
section are very convenient to implement in finite-element programs. 
Unfortunately, both these conditions are idealisations and any finite- 
element analysis which attempts to model actual forming processes must 
be capable of incorporating intermediate conditions of friction on the 
boundary surfaces.
Since the aim of the present work is to develop a fully- 
predictive analytical technique, the information required to specify 
the frictional constraint should, if possible, be independent of 
billet geometry and forming process and depend only on the nature of 
the work-piece, die and any lubricant associated with each surface of 
contact.
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3.2.1.2.2.1 Friction in Finite-Element Analyses - Previous Work
Nagamatsu et al (46-48,76) specified the tangential displacement of 
the material in contact with the die during simple upsetting. The 
distribution of this displacement was obtained experimentally and 
approximated by a linear function of position in the finite-element 
program. Mare recently, Brouha et al (6) used a similar technique but 
were able to specify the tangential displacement more accurately. 
Although this approach is useful for checking finite-element results, 
an experiment must be performed for every process, geometry and 
frictional condition investigated analytically and it is not, 
therefore, a predictive technique.
As an alternative to specifying the tangential displacement on 
the frictional boundary, the frictional force can be specified. The 
force may be proportional to the pressure acting on the boundary 
(Coulomb friction) as in the analyses by Iwata et al (51), Gordon and 
Weinstein (53), Klie et al (39) and Mori et al (90), or may be 
obtained from a value of shear stress which is assumed to be 
proportional to the actual shear yield stress. The latter approach, 
usually called the shear-stress method, has been adopted by, among 
others, Kobayashi and his co-workers (31,91,43) and Dung et al (38).
In either case, The values of the forces applied to the boundary 
nodes do not have to be specified beforehand since they may be 
calculated from information supplied by the computer program, such as 
normal stress at the boundary or current yield stress. Unfortunately, 
the direction of application of the forces must be known in advance. 
This presents no problems for simple deformations such as upsetting, 
but the direction may not be obvious in more complicated examples 
where there is a flow divide, such as the ring test. The technique 
therefore requires some assumption to be made about the flow and is
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not fully predictive.
Lee, Mallet and McMeeking (52) avoided this problem by including 
friction in the virtual-work formulation. However, this leads to an 
unsynmetric stiffness matrix and doubles the computer storage 
requirements.
Another approach was proposed by Chen and Kcbayashi (36) and 
later generalised to arbitrarily-shaped boundary surfaces by Oh (92). 
In this technique, the relationship between frictional force f and 
relative interfacial velocity v:
f = -rrkv/|v| (3.3)
(i.e. frictional force always has magnitude equal to the friction 
factor m times the shear yield stress k, but acts in the opposite 
direction to the relative interfacial velocity) which is not 
continuous at v = 0, is replaced by the continuous approximation:
f = -2mk{tarT l(v/u)}/TT (3.4)
where u is small compared with the usual values of v. The frictional 
force can then be introduced into the variational principle as a 
function of nodal velocity.
This method is fully predictive, but the results do not compare 
well with experimental data for the upsetting of a ring with low 
friction (36).
Various attempts have been made to model the frictional boundary 
constraint by an extra layer of finite elements. Zienkiewicz et al 
(34) and Sharman (41) used layers in which the yield stress was 
reduced by multiplying it by the friction factor. In the latter 
reference, the layer of elements physically represented the layer of
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glass used as a lubricant in hot extrusion.
Webster (93) introduced a plate-type friction element into his 
three-dimensional rigid-plastic analysis. The shear stresses acting on 
these friction elements were calculated from the strain-rate 
components and the technique required an initial, zero-friction, 
iteration to estimate these before the frictional boundary restraint 
could be applied. The velocity field calculated without friction was 
not always consistent with the velocity field to be expected when the 
frictional forces acted, and the process sometimes failed to converge.
The friction layer used by Hartley, Sturgess and Rowe (14) did 
not physically represent any layer of lubricant, but instead was a 
mechanism to model the effects of such a layer. In this technique, the 
stiffnesses of the elements in the friction layer were multiplied by 
the factor m/L-rn^ where m is the friction factor of the surface. The 
finite-element results obtained using this friction technique were in 
good agreement with experimental findings for the upsetting of solid 
cylinders (14) and rings (1).
The last method mentioned above would appear to be the most 
promising technique for the present analysis because it is fully 
predictive, it has proved to work well in axi-symmetric treatments and 
may be incorporated into finite-element programs with little 
difficulty. This technique has been modified for use in the current 
three-dimensional analysis as described in the next section.
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3.2.1.2.2.2 'Beta-Stiffness' Friction MBchanism
When there is relative movement between a work-piece and the die 
surface during a forging operation, a frictional force is developed 
which tends to oppose the relative motion. Friction-layer techniques 
model this behaviour by means of an extra layer of finite elements 
placed on surfaces of the nesh on which friction is rreant to act.
The general principle is illustrated in fig. 3.7a (a two- 
dimensional mesh is shown for clarity), in which the friction layer is 
drawn with dashed lines. The friction-layer nodes (i.e. those which 
only belong to the additional, friction layer of elements) are 
constrained so that they may only move perpendicularly to the 
interface between the die and the billet. The nodes of the billet 
which are meant to be in contact with the die are constrained to move 
tangentially to it.
Thus any movement of the surface nodes of the billet will 
introduce shear strain into the friction-layer elements which will 
generate opposing, stiffness forces. By adjusting the stiffness of the 
friction layer, these forces can be made to simulate the required 
frictional restraint.
In order to preserve the integrity of the friction layer, and to 
avoid excessively deformed friction-layer elements, the friction layer 
should be re-formed at the start of each increrent.
Hartley (1) demonstrated that, for axisymmetric analyses, the 
adjustment could be carried out by multiplying the whole stiffness 
matrix of any friction-layer element by what he called the beta factor 
= m/(l-m), where m is the friction factor of the billet-die surface 
defined by eqn. 3.3. As m approaches one, this factor tends to 
infinity, the friction layer becomes very stiff and prevents the 
surface billet nodes from moving (sticking-friction condition).
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When m is small, the beta factor is approximately equal to m, and as m 
tends to zero so does the stiffness of the friction layer (zero- 
friction condition).
In Hartley's work, the stiffness matrices of the friction-layer 
elements were based upon the current state of strain and stress in 
those elements. The frictional restraint generated by this mechanism 
therefore depended upon the strain history of the friction layer. 
Since this technique is not meant to model any physical interface 
layer, there is little justification for including this dependence.
Thus for the present work, the friction-layer elements are 
assumed to be stress- and strain-free at the start of each increment. 
As a consequence, these elements always deform elastically, with a 
stiffness which is much larger than that of the plastically-deforming 
billet, and it is necessary to use a modified multiplier for the 
stiffness matrices of the friction-layer elements. For a given element 
this is the product of the beta factor and the ratio H'/E, where E is 
Young's modulus and H' is the slope of the generalised stress vs 
plastic strain curve of the material for the value of plastic strain 
in the billet element adjoining the friction-layer element under 
consideration. This product is called the stiffness-matrix nultiplier 
(SMVI).
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3.2.1.2.2.3 Implementation of Friction Mechanism
Friction is incorporated into the current finite-element analysis as a 
natural extension of the method used to model zero- and sticking- 
friction surfaces (section 3.2.1.2.1).
When the finite-element mesh is defined, an additional layer of 
elements is modelled on every surface of the billet which can come 
into contact with a die surface during the deformation. The extra 
nodes thus introduced are called friction-layer nodes. Friction-layer 
nodes and elements are recognised by the finite-element program and 
are treated differently to billet nodes and elements. For example, 
change of stress is not calculated for friction-layer elements.
The only additional information which has to be supplied is a 
friction factor for each boundary surface, from which the program 
determines whether the surface has a zero-, a sticking- or an 
intermediate-friction restraint, and in the last case calculates the 
SMM, as above.
Any billet node passing through, or close to, an intermediate- 
friction boundary surface is re-positioned and constrained as for a 
zero-friction surface. When a friction-layer element has four of its 
billet nodes in contact with the same frictional-boundary surface, any 
friction-layer node belonging to the element is re-positioned so that 
it lies on the corresponding secondary surface, directly opposite the 
billet node which is adjacent to it (i.e. shares an edge of the 
element with it), and is constrained so that it may only move normally 
to the boundary surface during the following increment of deformation. 
Also, the stiffness matrix of such an element is multiplied by the 
appropriate SMM for that element and boundary surface before assembly 
into the global matrix for this step.
If a friction-layer element does not have four of its billet
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nodes in contact with the same boundary surface, its stiffness matrix 
is multiplied by a very small number, effectively de-coupling the 
relevant friction-layer nodes from the rest of the mesh. Thus the 
friction-layer elements have no effect upon the deformation of the 
mesh until they are completely in contact with a frictional-boundary 
surface, whereupon they exert the required frictional restraint (fig. 
3.7b).
If at any stage a friction-layer node does not belong to a 
friction-layer element which has four of its billet nodes in contact 
with a boundary surface, it is not re-positioned and is subject to any 
originally-prescribed displacenent during the following increment.
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3.2.2 Frontal Technique
The frontal technique reduces the computer core storage required to 
solve banded simultaneous equations at the cost of greater 
computational complexity and effort, and increased solution time. The 
latter is mainly due to the dependence upon slow, disc transfers to 
bring the reduced equations in and out of core.
The reductions in main-memory storage are considerable. For 
example, the finite-element program described here can cope with 
meshes containing up to 1331 nodes, each with three degrees of 
freedom, and a maximum, nodal semi-bandwidth of 92. It requires about 
64K words of the core to be devoted to storing the frontal area and 
other arrays used in the solution. This compares with a core space of 
just over 1.1M words to store the entire upper band of the stiffness 
matrix, or almost 16M words for the whole matrix.
The CDC 7600 used for the finite-element analysis has, 
technically, an available core of about 180K words. In practice, this 
figure is much less because of system overheads. In any case, there 
would not be enough room to store the whole, upper band of the 
stiffness matrix, for the size of mesh it is necessary to consider in 
three-dimensional problems.
3.2.2.1 Implementation
i
The area of core used to store the frontal part of the stiffness 
matrix, called the processing area, is divided up into blocks of nine 
consecutive words, each of which can contain a 3x3 submatrix. 
Associated with each block is an entry in an indexing array,
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indicating by a simple 0-1 switch whether that block is currently 
occupied. To reduce search times, the index is itself divided into 
sections, each of which corresponds to an entry of a sub-index. These 
entries are switched to show a vacancy if and only if at least one of 
the entries of the associated section of the indexing array indicates 
a vacant block.
A destination array shows which block of the processing area is 
used to store a given sub-matrix. The destination array is divided 
into sections, one for each of the 92 equations which can be 
accommodated, in upper-triangular form, in the processing area at any 
one time. Each section consists of an entry for each of the nodal 
displacements which can occur in the associated equation, in the order 
of elimination of these nodes from the processing area.
A separate array lists all the node numbers in the mesh in this 
same order, and another gives the order of elimination of each node. A 
directory array, with one entry for each node in the mesh, gives the 
section of the destination array referring to the equations at that 
node, when they are in the processing area.
3.2.2.1.1 Assembly
Each element is considered in turn, in numerical order, and its 
element stiffness matrix formed by numerical integration over the 
specified number of sample points, according to equation 2.42. Each of 
its sub-matrices are then considered, and the orders of elimination of 
the two nodes, with which it is associated, are compared to see 
whether this sub-matrix occurs in the upper triangle of the global
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matrix. If this is so, the section of the destination array, referring 
to the equations of which this sub-matrix forms a part, is found from 
the directory array, and the appropriate entry of the destination 
array examined.
If this is non-zero, the number refers to a block of the 
processing area, and so the sub-matrix can be added to the current 
occupant of the block. If it is zero, the sub-index and index are 
searched to find the first vacant block of the processing area. The 
sub-matrix is then entered into this block, and the corresponding 
entries of the index, and if necessary, the sub-index, re-set. The 
number of the block replaces the zero entry just found in the 
destination array.
3.2.2.1.2 Elimination
After each element has been assembled into the processing area, any 
node which occurs in none of the subsequent elements is identified, 
(this information is encoded into the element definition array). The 
three equations for the force at such a node are therefore fully- 
assembled, and may be transferred to disc storage, after they have 
been used to eliminate the displacement at their node from the other 
equations in the processing area.
Each set of three fully-assembled and reduced equations is 
transferred to a holding array from the various blocks of the 
processing area. The latter can then be cleared, and the appropriate 
entries in the index and the destination arrays re-set, after the 
production of a list of the node numbers associated with the
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displacements of the three reduced equations. These numbers help to 
identify the equations affected by the elimination, and are also used 
later during the back-substitution.
The elimination of the displacement from the other equations is 
carried out in the usual way, with the appropriate section and entry 
of the destination array again being used to find the blocks 
containing the sub-matrices to be modified. As before, a vacant block 
is used if the sub-matrix has not yet been inserted into the 
processing area.
The three fully-assembled equations, along with the list of 
associated nodes and the modified load terms can then be transferred 
to disc storage.
3.2.2.2 Disadvantages
The main problem with the frontal technique, apart from the initial 
complexity of the computer coding, is that, compared with a direct 
elimination method, it is very slow. This is largely because of the 
disc transfers. Currently, a transfer is carried out for every node, 
as its equations become fully-assembled. The situation could be 
improved by buffering, and this should be considered for the next 
stage of development of the program.
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3.2.3 Efethods of Non-Linear Analysis
In the previous chapter, the relationship between increments of nodal 
displacement and force was expressed in terms of the global stiffness 
matrix [K] , this being the superposition of the element stiffness 
matrices [Kn ] where:
[Kn ] =
(3.5)j. 11 • Hi j. 11 • Hi -'n
The numerical integration is carried out over the volume of the nth 
element, and all the matrices have been defined earlier.
The nature of the matrix [Dn ] depends upon the assumptions made 
about the elastic and plastic behaviour of the material. In the 
elastic-plastic analysis considered here, [Dn ] is based upon Von 
Mises 1 yield criterion and the Prandtl-Reuss equations of flow.
The latter express increments of strain in terms of their elastic 
and plastic parts (20). In vector form, the equations may be written
as:
Ae = [D] * Ao*7 + [M]a'AA (3.6)
where Ae_ and AaJ are the increments in the linearised co-rotational 
strain and Jaumann stress vectors. [D] is the elastic stress-strain 
matrix derived from Hooke's law (94) and defined in fig. 3.8, in which 
E is Young's modulus and v is Poisson's ratio, and [M], which is also 
defined in fig. 3.8, is used to simplify the vector expression. Its 
form results from the fact that the shear components of A£ are twice 
the values of the corresponding shear components in the incremental- 
strain tensor.
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The deviatoric stress, a 1 in eqn. 3.6, is defined by:
a'= a - (11100 0)Ta (3.7) 
— — h
where a = (axx + a + azz ) (3.8)
The quantity AX, in eqn. 3.6, is a proportionality factor dependent 
upon the state of deformation and the size of the increment. It may be 
taken to be zero if Von Mises's yield criterion is not satisfied, 
i.e.:
AX =0 if a < Y (3.9)
where a is the generalised stress, a function g of a 1 such that:
a = g(g_') = ( a'Mla 1 ) (3.10)
and Y is the axial yield stress in a tensile test. In general, Y is a 
function of the accumulated, generalised, plastic strain "? where:
= / d? (3.11) 
and
Ae* = ( AetM] Ae15 )* (3.12)
The vector Aef is the increment in plastic strain and the integration 
above is performed over the strain path.
AX may be expressesd in terms of H ' , the slope of the curve of Y 
against P, generalised stress and vector increment of stress, 
allowing eqn. 3.6 to be inverted to give (95):
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AaJ = [Dp ]Ae (3.13)
for ci = Y, where:
[Dp] = [D] - [E/(l+v)s] a'. a' T (3.14) 
and s = 2o2 [l + 2(l+v)H'/3E]/3 (3.15)
Thus, in eqn. 3.5, [Dn ] = [DP ] if a = Y, and [Dn l = [D] if a < Y.
In general, the stiffness relationship involves both material and 
geometric non-linearity since [K] is a function both of the current 
state of strain and stress in the body (via [Dn ], [Tn ] and [U ]) and 
of the current coordinates of the nodes (via the B matrices). Only 
when the whole mesh is elastic will the stiffness relationship be 
linear since in this case, [Dn ] is put equal to the constant matrix 
[D] in all elements, in comparison with which, [Tn ] and [Un ] may be 
neglected, and the nodal displacements are small enough for the B 
matrices to be taken as constant throughout the deformation.
In all other cases, if [K] is calculated at the start of an 
increment, (tangent-modulus approach) the displacement change obtained 
by solving the stiffness equations will not be correct.
Iteration provides one means of improving the accuracy of the 
increments in displacement. The iterative technique which may be used 
in the program is called, variously, modified-Newton-Raphson (28), or 
initial-stif f ness (77). This procedure is described in section 
3.2.3.1.
>
Another method which the current finite-element program can adopt 
in order to correct for non-linearity is the secant (predictor- 
corrector) technique. This is considered in section 3.2.3.2.
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3.2.3.1 Method of Iteration
Suppose the applied nodal force array for a certain increment is Af , 
then by the inverse of eqn. 2.43, the resulting change in displacement 
is given by:
= [Kr1 Af (1) (3.16)
The corresponding change in the co-rotational strain vector and the 
Cauchy stress vector Aa (1) may be calculated as explained in section 
3.2.4. The change in nodal force Af^Hrtiich is in equilibrium with the 
stress change calculated for element n may then be found from eqn. 2.5 
to be:
Af(D== /[B FAa^dvol (3.17) —n n —
where the integration is carried out over the volurre of the nth 
element by Gaussian quadrature, as for the element stiffness matrices, 
and [Bfl] is obtained from [B^] by putting [R] = [I], Cauchy stress is
used in this expression in preference to the nominal stress used in 
eqn. 2.5 because the former is symmetric and may be represented by a 
six-dimensional vector. The error thus introduced into the 
equilibrating force will be small providing the increments of 
deformation are not too large.
Suranation of the equilibrating force changes for all the 
elements, allows the formation of a global array Af?^~, which is in 
equilibrium with the calculated change in stress throughout the mash.
In general, because of the non-linearity of the stiffness 
relationships, this force vector will not be the same as the applied 
force Af^ . A correction to the displacement may be evaluated using
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the sane incremental stiffness matrix, but with the residual force:
A f(2) = A f(l) _ A f(l>= (3.18)
Hence: Ad'2* = [KF^f^ (3.19)
This iterative process may be repeated. Generally, for the ith 
iteration:
Ad(i) = EK]~ l Af(i) (3.20)
where: Af(i) = Af(i~1) - Af (i"1)= for
= applied nodal force, for i=l (3.21)
and Af ^ "^is the change in nodal force in equilibrium with the 
distribution of incremental stress calculated from Ad^^.This process 
is illustrated for a single-variable problem in fig. 3.9.
The nodal displacement for an increment is, finally, the sum of 
the displacement changes calculated for all the iterations within that 
increment .
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3.2.3.1.1 Prescribed Displacement Changes During Iteration
The previous section described the method of iterating the incremental 
solution when the deformation step was defined by an applied nodal 
force increment. The description is equally valid if certain 
components of the nodal displacement also have prescribed, incremental 
values, except that, at the end of the first iteration, Ad^'con tains 
the correct values of the specified components of displacement, and 
the changes brought about by subsequent iterations must not alter 
these quantities. To this end, during the solution of the stiffness 
equations, for all iterations after the first, any component of 
displacement which nasal value is assumed to 
have a prescribed value of zero.
3.2.3.1.2 Convergence Criterion
The iteration of the incremental solution may be terminated when 
either Adf1) or Af.^ becomes sufficiently small. In the treatment 
described here, the former array is used because nodal displacement 
values are required as output to the program. This is in contrast to 
the values of nodal force, which are only used internally.
It is convenient to work with a scalar measure of the 
displacement array, and the modulus (or vector norm) operator is 
suitable for this purpose.
A convergence factor OONF is specified for each analysis, and a 
reference value, REF, calculated from the displacement change for the 
first iteration of each increment as:
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REF = CONF|Ad (1) | (3.22)
The iteration of the solution for that increment is then continued 
until iteration i, such that:
(3.23)
If this condition is not satisfied by the tine i=20, the process is 
stopped, and a warning printed.
The best value of OONF for a given situation can only be found by 
experience, bearing in mind the trade-off between accuracy of solution 
and speed of computation. A value of 0.001 has been used successfully 
in many analyses, with 0.01 being used when the rate of convergence 
was slow.
Since, in the current version of the finite-element program, the 
test for convergence is carried out for the first iteration as well as 
the rest, a value of OONF greater than or equal to one will cause 
precisely one iteration to be performed for each increment, giving a 
tangent- or secant-modulus analysis.
3.2.3.1.3 Re-Solution of Stiffness Equations
A large part of the computing time spent upon a finite-element 
analysis is devoted to assembling and solving the stiffness equations. 
The advantage of the modified, as opposed to the unmodified, Newton- 
Raphson method of iteration, is that with the former, the same 
stiffness matrix is used throughout an increment, so much of the
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cortputaticn involved in producing a solution need be done only for the 
first iteration. Subsequent iterations can perform a re-solution, 
using different load arrays, in a much shorter time. The unmodified 
method requires that a different stiffness matrix be assembled and 
solved for each iteration, so that although the number of iterations 
may be smaller, the overall time of computation is usually much 
longer, compared with the modified approach.
Examination of the technique of Gaussian elimination, both in its 
usual form, as described in section 2.2, or adapted for prescribed 
displacements, as in section 3.2.1.1, shows that:
a) any modification made to the coefficients of the stiffness matrix 
is independent of the loading array, or the value of any 
prescribed displacement,
b) any modification made to the load terms depends only upon other 
load terms, values of prescribed displacements, and the values of 
coefficients in a row of the stiffness matrix, when that row is 
about to be transferred to disc storage.
These facts mean that the re-solution of the stiffness equations with 
different load arrays, (and different values of prescribed 
displacement), can use the reduced coefficients of the stiffness 
matrix stored on disc, without modification, to duplicate the effect 
of the elimination procedure upon the new load array.
The process of back-substitution is the sane for a re-solution as 
for the first solution, except for the values used for the prescribed 
components of displacements.
The saving in computational time resulting from the above 
procedure varies widely with the number of elements in the mesh. For 
very small numbers of elements, the reduction in time of solution is 
not great, while the second or subsequent iteration of the incremental 
solution, for a mesh with the maximum number of elements allowed by
- 121 -
the program, can be acconplished in about 4% of the time for a first 
iteration.
3.2.3.1.4 Use of Deviatoric Stress Changes in Iteration
The option is provided in the finite-element program of calculating 
the residual force at the start of each iteration from the change in 
nodal force which is in equilibrium with the change in the deviatoric 
components of stress, for fully-plastic elements; total components of 
stress being used for all other elements. The provision of this 
alternative method of iterating was a response to convergence problems 
experienced during the development of the program.
These problems appeared to stem from excessive volume changes 
calculated for yielded elements. Although these volune strains were 
small compared with the plastic strain occurring, they gave rise to 
significant changes in hydrostatic stress. On iteration, the resulting 
residual forces seemed to over-compensate for the initial volune 
change, leading, eventually, to an oscillating, divergent solution.
It was hoped to avoid this behaviour by ignoring the hydrostatic 
stress, for the purpose of equilibrating the nodal forces, and 
enforcing volune constancy in yielded elements. The justification for 
using this technique is that:
a) the iteration should produce a solution in which the 
displacements are compatible with the deviatoric stresses,
b) this solution differs from the correct one by an amount of bulk
strain which is small compared with the rest of the strain. 
If the alternative method of evaluating residual forces is adopted,
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the changes in cteviatoric stress are only used to find the 
equilibrating nodal forces for elements which were already yielded at 
the start of the increment of deformation. For other elements, the 
change in total stress is used instead because:
a) bulk strain is not small compared with the total strain for 
elastic deformations,
b) erroneous values of the change in hydrostatic stress are only 
calculated for plastic deformations - both the deviatoric and the 
hydrostatic components of stress may be calculated accurately 
before yield.
3.2.3.2 Secant-Modulus Msthod
This method is an example of a predictor-cor rector solution of the 
difference equations relating force and displacement. In particular, 
it is based on the second-order Runge-Kutta or modi f ied-Euler 
technique (96). The latter corrects for non-linearity by calculating 
the slope of a function, not at the start of a given interval, but 
halfway through (i.e. as a secant to the curve). Since the gradient 
will generally depend upon the value of the function as well as the 
independent variable, the evaluation of the slope at the mid-point of 
the interval requires that a trial value of the function is first 
estimated or predicted there by using the gradient at the start. The 
mid-point slope can then be used to correct the estimated change in 
the value of the function.
In the finite-element program developed here, the secant-modulus
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method is implemented by first performing a tangent-modulus solution 
of the stiffness equations (i.e. with [K] evaluated at the start of 
the increment) and obtaining the change in stress, as described in 
section 3.2.4, which corresponds to an application of half of the 
calculated strain increment. The stiffness matrix is then re- 
calculated using the resulting mid-increment stress (and the [R] 
matrices evaluated for the whole of the tangent-modulus step) and the 
stiffness equations re-solved with the same boundary conditions as 
before, to obtain the corrected, incremental-displacement array. This 
procedure is illustrated for a one-variable problem in fig. 3.10.
Although the secant-modulus method requires two solutions of the 
stiffness equations for each increment, it is generally more efficient 
than the tangent-modulus approach since the size of the increment can 
usually be made at least twice as big without decreasing the accuracy 
of the solution.
3.2.3.3 Elastic-Plastic Transition
One aspect of the non-linearity of the stiffness relationship which 
has not yet been mentioned is that concerned with the discontinuity in 
the slope of the stress-strain curve at the yield point. The problems 
in this case are more severe than those associated with the variation 
of [D ] with strain and stress after yield, since the slope of the 
stress-strain relationship can change by several orders of magnitude 
between the elastic and the plastic regions.
Consider an element which reaches the plastic-yield point during 
some increment. In order to calculate the correct displacement field
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for this elerrent, the incremental deformation ought to be divided into 
elastic and plastic stages, and the stiffness matrix re-calculated for 
the latter using the elastic-plastic stress-strain matrix. In 
practice, it is not feasible to split up the increments so that the 
deformation in each element is correctly dealt with in this way, and 
the deformation is calculated assuming that the element behaves 
elastically throughout a transition increment. Iteration is of little 
help in correcting the inaccurate displacements which result, and 
though the secant method may predict that the element has yielded 
during the first half of the increment, the corrector solution would 
then be based on the assumption that the whole increment is plastic.
However, it is possible to minimise the error caused by elastic- 
plastic transition by reducing the size of the increments while the 
mesh is still partially plastic. In the present finite-element program 
this procedure is carried out automatically using a technique first 
suggested by Yamada, Yoshimura and Sakurai (45).
Firstly, define the hypothetical-elastic increment of stress to 
be the change in stress calculated by assuming that the deformation is 
completely elastic, irrespective of whether the generalised stress 
exceeds the yield value. During each increment, for as long as the 
rresh contains unyielded elements, the calculated increment of global 
displacement is scaled by a factor p so that, for the reduced step, 
the initially-elastic element with the largest value of generalised 
stress has a hypothetical-elastic increment of stress which would make 
its final generalised stress 20% larger than the current value of 
yield stress.
/
The value of 20% is chosen as a compromise, i.e. so that only a 
small amount of plastic deformation occurs in an element during its 
transition increment, but also so that a significant number of 
elements yield during the sane increment, to avoid excessively
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lengthening the conputation.
The factor p is calculated as follows. After the determination of 
the change in displacement for an increment, each unyi elded element is 
considered in turn and its initial deviatoric stress, £' and
f*i
hypothetical-elastic, Jaumann increment of deviatoric stress A^1 ' 
found. If Y° is the current value of yield stress for that element, a 
value of p is obtained for that element such that:
g(a'+pAaJl ) = 1.2*° (3.24)
Using the definition of g given in eqn. 3.10, eqn. 3.24 may be 
expanded to give a quadratic equation in p which can be solved to 
produce:
p = ((b2 - 4g(AaJl ) 2 (g(a') 2 - 1.44Y02 ))12 - b)/2g(AsJl ) 2 (3.25) 
where: b = 3a lT [M]AaJl and /\£J| = 2G[MPA£* (3.26)
in which A£.' is the dsviatoric-strain increment defined by eqns. 2.21 
and G is the rigidity modulus.
The positive square root is taken in this case because pX). If 
the value of p is greater than one, the element does not yield during 
the increment.
The required value of p for the scaling procedure is then the 
minimum value of p obtained by this means for all elements which were 
elastic at the start of the increment.
- 127 - 
3.2.4 Calculation Of Stress
After each evaluation of the incremental nodal-displacement array, the 
corresponding change in strain and stress is found at each Gaussian 
sample point of each element (eight sample points per element). The 
only exception to this is that no stress change is calculated for a 
friction-layer element until all four of its billet nodes are in 
contact with the sane frictional-boundary surface.
The changes in generalised plastic strain and components of 
stress at the sample points are then used to update the current values 
of these quantities. At the end of each increment, the values of 
strain and stress at the eight sample points of each element are 
averaged to give the corresponding element values. Only these element 
values are printed; the sample-point values are stored for use in the 
calculation of hydrostatic stress by the indirect method, while the 
changes in the sample-point stresses are used in the calculation of 
residual force.
3.2.4.1 Calculation of Lagrangian Strain at Sample Points
At each sample point, The incremental-displacement gradient tensor [Q] 
is evaluated from the incremental displacement of the nodes of the 
element using eqns. 2.2 and 2.32, i.e.:
[Q] = Vc£[Nn ]T (3.27)
As mentioned in section 2.1.1.3.1, the correct strain to use for the
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present analysis is the Lagrangian measure. Although this is non- 
linear and cannot be incorporated into the stiffness formulation, once 
the incremental-displacements have been calculated according to eqn. 
3.27, the increment of Lagrangian strain [AeL ] may be easily evaluated 
using the relationship:
[AeL ] = 0.5([Q] + [Q]T + [Q][Q]T ) (3.28)
quoted earlier.
The rotational matrix [R], required to calculate the stiffness 
matrix for the next increment (section 2.1.1.3.3), is found from eqn. 
2.11:
[R] = ([Q]T + [imvr1 (3.29)
where the symmetric deformation matrix [V] is evaluated according to:
[V] 2 = 2[AeL ] + [I] (3.30)
which is derived by comparing eqns. 2.12 and 3.28.
The square root of the right-hand side of eqn. 3.30 is obtained 
by Newton's method, starting with an initial guess for [V] of [AeL ] + 
[I]. Since the components of [AeL ] generally have a magnitude much 
less than one, this procedure is rapidly convergent, typically to 
within 0.0001% after four or five iterations.
The existence of an inverse of [V], and hence of each of the 
sequence of approximations to [V] , is guaranteed by the physical non- 
singularity of the transformation [Q]T + [I].
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3.2.4.2 Calculation of Jaumann Increment of Deviatoric Stress
Suppose that at the start of the increment, the stress vector at the 
sample point is «g and the accumulated plastic strain is eP (defined by 
eqns. 3.11 and 3.12). The initial deviatoric-stress vector, from eqns. 
3.7 and 3.8, is therefore a 1 . Suppose the co-rotational change in 
strain, in vector form, calculated for this increment from eqn. 3.28 
is Ae_. Let Ae/ and Aeb be the corresponding deviatoric and bulk 
components of this strain, as described by eqns. 2.21.
In general, let a fraction r of the increment of deformation 
occur while the material is still elastic at the sample point, and 
fraction 1-r occur after the yield point has been reached, where 
0<r<l. The situations where the whole increment occurs elastically or 
plastically are special cases of the above, obtained by putting r=l or 
r=0 respectively.
3.2.4.2.1 Calculation of r and Elastic Increment of Stress
Consider the situation at a stage during the increment when proportion 
r of the change in strain has been applied. By definition of r, and 
according to Von Mises 1 criterion mentioned in section 3.2.3, the 
generalised stress at this moment equals the yield stress Y at the 
start of the increment. For real materials, yield is a function h of 
plastic strain. In the finite-element program developed here the
/
following function is used:
ho + hilndia+eha) + haexpCh,, (e-hs) ) for
h(e) + h'teHe-e) for ~e?> e ( 3. 31)
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where ho...hs, e are empirically-determined constants.
Since the material at the sample point has deformed elastically 
so far during this increment, the current Jaumann change in deviatoric 
stress, Atf1 ' is given by Hooke's law:
A&1 ' = 2G[M]- 1rAe 1
(3.32)
where Ac^ 1 is the hypothetical-elastic Jaumann increment of devia- 
toric stress introduced in section 3.2.3.3, defined to be the change
in stress which would result if the whole of the incremental
r deformation occurjed elastically. G is the rigidity modulus for the
material, = E/2(l+v). For yield:
= Y° (3.33)
where the generalised-stress function g has been defined previously. 
Squaring and expanding the left-hand side of eqn. 3.33 gives a 
quadratic equation in r:
3a' T [M]AaJ| r + g(a') 2 = Y° 2
or: ar2 + br + c = Y02 (3.34)
Since a>0 and c<Y (i.e. initial generalised stress cannot exceed 
initial yield stress) it follows that b 2 - 4a(c-Y°2 ) > 0 and eqn. 3.34
i
has at least one real root. Moreover, it can be seen from fig. 3.11 
that eqn. 3. 34 always has precisely one root greater than or equal to 
zero, this value being obtained by taking the positive square root in 
the solution for the quadratic equation.
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POSSIBLE INTERPRETATIONS OF EQN. 3.34 
AND CORRESPONDING STRESS VECTORS IN 
THE OCTAHEDRAL-STRESS PLANE
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Thus:
r = ((b2 -4a(c-Y02 )) 15 - b)/2a (3.35)
a, b and c are readily calculated from the initial deviatoric stress
vector and the hypothetical-elastic increment of stress.
P 
If r equals zero, the whole increment is elastic. If r is greater
than or equal to one, it is elastic. In the latter case, r is put 
equal to one. In all situations, the Jaumann increment of stress 
occurring during the unyielded part of the increment is given by eqn.
3.32. The deviatoric stress at the end of the elastic part of the
I T increment, a is:
aJl = a 1 + AaJl (3.36)
3.2.4.2.2 Calculation of Plastic Increment of Stress
The strain applied during the part of the increment after yield has 
occurred is Ae = (1-r) Ae. The corresponding Jaumann increment of 
stress could be calculated from eqn. 3.13, but this relationship is 
not linear since [Dn] depends on the current stress and strain, which 
vary throughout the increment. Thus, if this matrix is calculated at 
the start of the plastic part of the increment, the resulting change 
in stress will be incorrect. Although an adjustment can be made to
/
give the correct yield stress at the end of the increment (97), this 
does not fully correct the error in the direction of the stress- 
increment vector.
A more serious problem associated with this nethod of calculating
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stress is that of instability. If, in the Prandtl-Reuss equations, the 
plastic conponent of the incremental-strain vector is assumed to be 
proportional to the deviatoric stress at the start of the increment, 
then any small error in the calculated increment of strain, such as 
may be caused by numerical round-off in a computer, will tend to 
induce increasingly larger errors in subsequent increments. There is 
usually a stability limit - a value of incremental strain below which 
the errors do not grow uncontrollably - but this limit is of the order 
of the yield strain. It is generally impractical to perform analyses 
of large-deformation processes with such small increments.
This problem has been studied analytically by Nagtegaal and de 
Jong (70), who demonstrated the instability for the special case of a 
non-hardening, proportionally-loaded deformation. In this situation, 
the error not only grows, but also changes in sign between increments. 
An example of instability in a finite-element treatment is also given 
in appendix D.
Nagtegaal and de Jong showed that the instability could be 
avoided if the plastic incremental-strain vector is taken to be 
proportional to the deviatoric stress at the middle of the increment, 
the so-called mean-normal method, which was first suggested by Rice 
and Tracey (98). The technique has the additional advantage that the 
stress state predicted at the end of an increment automatically 
satisfies the yield criterion (99). In contrast with the usual 
(tangent) estimation of the increment of stress, which is essentially 
an Euler solution of the stress-strain difference equations, the nean- 
normal method corresponds to the more accurate modified-Euler or 
second-order Runge-Kutta technique.
The previous applications of the msan-normal method have been for 
non-hardening finite-element treatments. For the present work, the 
technique has been generalised to include strain hardening.
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3.2.4.2.2.1 tean-Normal Method
By the Prandtl-Reuss flow rule, the deviatoric increment of strain 
occurring after yield may be divided into elastic and plastic parts:
Ae 1 = (l-r)Ae' = A 6 ' + A Pl (3.37)
or: Ae 1 = [M]AaJ ' /2G + AXtM]a' (3.38)
where Aa ' is the deviatoric stress change for the plastic part of 
the increment and G is the rigidity modulus defined in section 
3.2.4.2.1. For strictly infinitesimal increments, a 1 would be the 
deviatoric stress at the start of the plastic stage of the 
deformation (= a '). However, when increments are finite, this is no 
longer the case and, as mentioned before, it is more appropriate to 
use the state of deviatoric stress halfway through the plastic part of 
the interval, i.e.:
S 1 = aj| + 0.5AaJl (3.39) 
Now eqn. 3.38 may be arranged to give:
AaJ| = 2G[M]-1A^f - 2GAAa'
- 2GAXa' (3.40)
where AcP ' is the hypothetical -elastic Jaumann increment of devia- 
toric stress defined earlier. The relationship described by eqn. 3.40 
is represented in fig. 3.12 which depicts these vectors in the 
octahedral-stress plane.
Point A on the initial -yield locus (solid curve), represents the
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FIG. 3.12
CALCULATION OF STRESS INCREMENT BY 
MEAN-NORMAL METHOD
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state at the start of the plastic part of the increment, while point B 
represents the final state, for which the yield stress is Y . C is the 
mid-point of AB so that by eqn. 3.39, PC represents the vector a 1 .
AX in eqn. 3.40 is simply a scalar which must be evaluated in 
terms of strain increment and strain-hardening parameters. Thus a 1 in 
this equation may be replaced by any parallel vector, for example that 
represented by OP, providing the appropriate scalar multiplier is 
chosen.
But by the geometry of the triangle ABE, D is also the midpoint 
of AE, so that OP represents the vector 5' where:
- + 0.5(l-r)AaJl (3.41)
Hence, from eqn. 3.40:
AaJ| = U-r)AaJ| - Amj 1 (3.42)
where Am is some scalar multiplier.
Applying Von Mises 1 yield criterion to the initial and final 
states of stress produces:
(3 - 43)
which may be expanded, using the definition of g in eqn. 3.10 to give:
= Yf2 - Y° 2 (3.44)
This may be expressed in terms of a 1 and &m using eqns. 3.41 and 3.42
' -0.5Ait£') = Yf2 - Y02 (3.45)
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Substituting from eqn. 3.42 again gives:
1.5(2-Am)((l-r)A&Jl - Amj'^tMia 1 = / 2 - Y02 (3.46)
which on multiplying out leaves:
g(a') 2Am2 - Sa^tMKa'+Ac^'JAm + Sd-Da^MAa1 ' + Y° 2= Y* 2 (3.47)
All the coefficients on the right-hand side of this quadratic equation 
in Ain can be calculated immediately from the previously evaluated Ae 1 .
i will, in general, be some function h of the accumulated plastic 
strain, the increment A?* of which may be easily found by comparing 
eqns. 3.37 and 3.42:
2GAep ' = Am[M]e* (3.48)
and from eqns. 3.10 and 3.12:
3GAe? = Airg(a') (3.49)
so that:
Yf = h(F + AeP) = f(Am) (3.50)
where the functional relationship f is obtained by substituting eqn. 
3.49 into the hardening function h.
/
Eqns. 3.47 and 3.50 are solved alternately, starting with some 
convenient guess for TT (e.g. Y°), always taking the smaller value for 
Am when solving eqn. 3.47.
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This procedure is illustrated in fig. 3.13. By substituting Am = 0 
into eqn. 3.47, it can readily be proved that the corresponding value 
of Y 2 is greater than or equal to Y°2 , thus determining point A on 
the parabolic curve in the figure. (This is another way of saying that 
the hypothetical-elastic stress-increment vector extends outside the 
initial yield locus.)
Examination of the coefficients of eqn. 3.47 shows that the slope 
of the parabola is negative at point A, that this curve has a local 
minimum, and that it cuts the horizontal line Yf 2 = Y°2 at least 
once. (The value of Am for this root, or the larger value when there 
are two roots, is always 2. This can be proved quite easily by 
substitution into eqn. 3.47 or by a geometric argument based on fig. 
3.12.)
The hardening function represented by eqn. 3.50 is, in general, 
monotonically increasing for quasi-static, isothermal cold-forging 
operations. When Am = 0, i.e. plastic increment of strain is zero, the 
yield stress equals the initial value Y°.
Thus the curves defined by eqns. 3.47 and 3.50 will always have 
the general forms shown in fig. 3.13. The relationship between the two 
curves ensures that the iterative solution for their point of 
intersection B is rapidly convergent. For example, the correct value 
of Yf is usually obtained to within 0.1% after three or four steps. 
The procedure is particularly efficient since the coefficients of eqn. 
3.47 need only be computed once for each set of iterations. A typical 
solution route is shown in fig. 3.13. An example of the improvement of 
the finite-element solution obtained by using the msan-normal nethod 
is given in appendix D.
When the correct value of Am has been obtained, A£ J ' nay be 
calculated from eqn. 3.42 and the increment of generalised plastic 
strain AE? calculated from eqn. 3.49.
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3.2.4.3 Final Values of Strain and Deviatoric Stress
The accumulated generalised plastic strain at the end of the increment 
is given by:
(3.51)
since the increment of plastic strain is generally small.
The Jaumann increment of Cauchy stress occurring during this 
stage of the deformation is the sum of the changes obtained for the 
parts of the increment before and after yield, i.e.:
= Ac 71 + A 1 (3.52)
This equation gives the change in stress measured in the current frame 
of reference. Thus the final deviatoric stress in this frane is given 
by:
CTR| = a 1 + Aa*1 ' (3.53)
Since the transformation between the reference and the current states 
is determined by the rotational matrix [R] obtained from eqn. 3.29, 
the usual axis transformation expressions give that the final 
deviatoric stress in the reference frame, a • and the change in 
deviatoric Cauchy stress are:
afl = [Wlo* 1 and Aa 1 = af ' - a 1 (3.54)
where the matrix [W] is defined in fig. 3.14 in terms of the 
coefficients of [R].
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Since the change in the hydrostatic component of stress depends 
only upon the change in the purely-elastic bulk strain, the increment 
in hydrostatic stress nay be written as:
Aah = KAeb (3.56)
where K has been defined in section 2.1.1.6.
However, as explained in section 3.2.4.4, in the fully-plastic 
range, snail errors in the bulk strain can lead to large errors in 
hydrostatic stress. To remedy this situation, the total hydrostatic 
stress may be calculated throughout the body, when required, by the 
indirect method. This technique is described next.
3.2.4.4 Indirect Calculation of Hydrostatic Stress 
3.2.4.4.1 Theory
The indirect calculation of hydrostatic stress is based on a method 
suggested by Alexander and Price (95).
The condition for equilibrium of stress at a point is expressed 
by the three equations (21):
Y = o (3.57A) 
fix fiy fiz
fia + 6a + fia =0 (3 57R)xy * _ yy _yz — VJ.J/DJ
fix fiy 6z
(3 - 57C) 
6x 6y
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where body forces are assumed to be zero for the quasi-static 
processes under consideration.
The derivatives of the three normal components of stress can be 
divided into deviatoric and hydrostatic terms to give:
Sx = i = -(cM + c^y + 6ozx ) (3.58A)
6y 6z
<3.58B)
6y fix 6y <Sz
) (3.580 
6z fix 6y fiz
Hence the difference in hydrostatic stress between two points
. A A A. , _. B B B. . . ,- ,y ,z ) and B(x ,y ,z ) is given by:
B B BR & x y za i? - <*£ = /Sdx + /Svdy + /S^dz (3.59)n n x jf **
A A Ax y z
Since S , S and S depend only upon spatial derivatives of 
deviatoric stress, if the distribution of the latter is known 
throughout the body, and the value of hydrostatic stress is known at 
one point, then eqn. 3.59 provides a neans of evaluating the 
hydrostatic stress at any other point in the body.
3.2.4.4.2 Implementation
As explained earlier, the components of deviatoric stress are 
calculated at the sample points of each element, at the end of each
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increment of deformation, and averaged to give the components of 
deviatoric stress at the centroid of the element. Since only the 
latter values of stress are printed, it is only necessary to 
calculate, by the indirect method, the components of hydrostatic 
stress at the element centroids. Friction-layer elements are ignored 
completely during the indirect calculation of hydrostatic stress.
The process is started by calculating the hydrostatic stress at 
the mid-point of a specified element face, chosen to remain on the 
free surface of the billet throughout the deformation. Since the 
component of total stress perpendicular to a free surface is, by 
definition, zero, the hydrostatic stress at this mid-point equals the 
negative of the component of deviatoric stress normal to the specified 
face at this point. The latter can easily be found by extrapolating 
from the sample-point values of stress, with the appropriate rotation 
of axes.
The hydrostatic stress at the centroid of any billet element may 
then be found from eqn. 3.59 by choosing the integration path to be a 
set of straight-line segments, each of which passes between the 
centroid of an element and the mid-point of one of its faces. 
Therefore, eqn. 3.59 need only be defined for the situation where A 
and B are the end-points of one such line segment.
Care has to be taken in the evaluation of the functions defined 
by eqns. 3.58, because these involve spatial derivatives of stress, 
and small errors in stress can lead to large errors in the gradients.
Firstly, the average values of the components of deviatoric 
stress at each billet node of the mash are calculated by extrapolation 
from the values at the sample points of all the elements to which the 
node belongs.
The deviatoric stress, a 1 , at any point within an element can be 
expressed in terms of the deviatoric stress at the nodes of the
- 145 -
eleirent, a' I = 1,8 by:
8
a 1 = Z NTa' (3.60) 
1=1
where Nj is the shape function for node I defined in the previous 
chapter. Thus, for this element:
8
60.' = 2 6NT al for i=l,3 (3.61)
-1
where xi , i=l,3 are the global coordinate axes. The Cartesian 
derivatives of shape functions in eqn. 3.61 can be expressed in terms 
of local, element coordinates by means of the Jacobian matrix. This 
allows the required spatial derivatives of deviatoric stress to be 
evaluated at the nodes of each element. Since, in general, a node may 
belong to more than one element, several estimates of these spatial 
derivatives may be obtained for each node, and the weighted averages 
of the derivatives are calculated.
The weighting factor, for an element contribution to the average 
value of the nodal derivative of stress is the inverse of the volume 
of the element. This particular weighting factor is used because it 
degenerates, in the case where a local and global axis are parallel, 
to the familiar three-point (quadratic) approximation to the 
derivative of a single variable function. Also, intuitively, the 
estimates of the derivatives of stress obtained from a large element 
ought to be less significant than those calculated for an element 
which has its centroid closer to the node under consideration.
The average, nodal derivatives of deviatoric stress are then used 
to calculate nodal values of the three functions Sx , Sy and Sz 
according to eqns. 3.58. These functions are assumed to vary linearly 
over each element of the nesh.
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For any integration path between an element centroid and the mid­ 
point of the element face, eqn. 3.59 may be evaluated as follows.
Without loss of generality, assums A is the element centroid and B is
A A A A the mid-point of the fa^e. The coordinates (x ,y ,z ) and the values
A A A
of the S functions (Sx ,Sy,Sz ) are evaluated at point A by averaging
B H B B B Bthe values at the eight nodes. Similarly, (x ,y ,z ) and (Sx ,Sy,Sz ) 
are found at B by averaging the values at the four nodes of the face 
containing this point.
By definition, the straight line AB joining the element centroid 
to the mid-point of a face, is one of the local, coordinate axes. 
Thus, by the assunption of linearity made earlier, at a point on this 
line with global coordinates (x,y,z):
= ((xB-x)S + (x-xA)SB)/(xB-xA ) (3.62A)
sy = ((y-y>S- + (y-yA>sB)/(yB-yA ) (3.62B)
Sz = ((zB-z)s£ -I- (z-zA )SB )/(zB-zA ) (3.620
Substituting into eqn. 3.59, and integrating:
h - °h = J2[(xB-^)(SA+^)+(yB-yA)(S+^)+(z-z)(S+S)] (3.63)
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3.2.5 Enforcement of Volume Constancy
Plastic flow is, for practical purposes, volume constant (32), and any 
change in volurre occurring in a yielded element is elastically 
recoverable. It follows that any level of hydrostatic stress could be 
superimposed upon a plastically deformed body, and a corresponding 
change in volums brought about, without altering the initial plastic 
state. It is for this reason that an elastic-plastic, finite-element 
formulation produces displacement fields which lead to, essentially, 
the correct plastic flow, but which may or may not correspond to 
correct values of infinitesimal volume change. The distribution of 
bulk strain is certainly not arbitrary - the bulk components occur 
explicitly in the Prandtl-Reuss equations used to derive [Dn ] - but it 
does seem to depend, in sorre complicated way, upon the accompanying 
plastic deformation.
For instance, preliminary investigations, during the development 
of the finite-element program described here, have shown that for a 
finite-element analysis of the homogeneous upsetting of a billet, 
(zero interfacial friction), the volume loss is very small, and 
predictable, for this simple mode of deformation, by alternative 
elastic-plastic theory. However, much larger volums losses occur 
during inhomogeneous upsetting (sticking interfacial friction).
Although, in general, the correct elastic-plastic volume change 
cannot be predicted, it is known that, for fully-yielded bodies, all 
elastic strain is much smaller than the plastic strain. It seems 
reasonable, therefore, to artificially constrain the deformation so 
that volume change in yielded elements is very small.
This can be brought about by increasing the contribution of the 
bulk strain, in plastic elements, to the finite-element work 
formulation, the basis of the penalty-function technique often used in
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rig id-plastic and visco-plastic analyses (37,72). A simple way bo 
introduce the modification into elastic-plastic formulations, is by 
specifying a value, close to 0.5, for Poisson's ratio in the [Dn ] 
matrices used in the stiffness relationship for yielded elements.
Throughout the remainder of this thesis, ve will refer to the 
usual, elastic value of Poisson's ratio, and vp will denote the value 
used for yielded elements.
It should be noted that even when the volume constancy of yielded 
elements is enforced, the present finite-element technique is still 
elastic-plastic, as opposed to rigid- or visco-plastic, because:
a) only the elastic bulk strain is forced to be negligibly small - 
elastic deformation strain can still occur,
b) the enforcement is only applied to yielded elements - the mesh 
may still contain elastic regions which deform according to the 
usual elasticity theory.
3.2.6 Calculation of Deforming Load
To provide a comparison, the program allows the deforming load to be 
calculated by two different methods,
a) from the incremental work of deformation,
b) from the current values of force applied to the the external 
faces.
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3.2.6.1 Work of Deformation
For zero or sticking friction conditions, no work can be done against 
surface traction forces and so the energy supplied by the applied 
deforming force must equal the total work of def or nation throughout 
the body. Since the incremental displacement of the applied force is 
generally known, this force can be easily calculated once the 
total work of deformation is known. The latter quantity is evaluated 
by the program as follows.
If, during an increment, the accumulated generalised strain at 
the centroid of an element changes from ~E to e , and the 
generalised stress at this point changes from ~a to a , then the 
increment of work done in deforming that element plastically is 
approximately:
0.5(a +a )(e - "e ) x element volune (3.63)
and summation over all the elements gives the required value.
The calculation is performed at the end of each increment; the 
value of work referring to the increment just completed and a being 
the current value of generalised stress for the element. "a , "e and 
~£ are stored on disc and the first two updated with the current 
values after the calculation is complete. The element volune is 
calculated by integrating the Jacobian matrix for the element.
When frictional restraints are present, part of the energy 
supplied to the body is dissipated through the frictional mechanism 
and the deforming load calculated by this method will underestimate 
the true load.
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3.2.6.2 Forces on External Faces
The forces acting upon the faces of the external billet elements at 
any stage of the deformation can be calculated from equilibrium 
principles using the current state of stress in the body. For 
simplicity, the stress in a given element is assumed to be constant 
throughout its volume and equal to the centroid value.
Accurate estimation of the deforming load by this method requires 
that the calculated distribution of total stress is an accurate 
measure of the true state of stress in the body. For this reason, the 
hydrostatic component of stress should be calculated by the indirect 
method.
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3.3 STRUCTURE OF PROGRAM
The functional structure of the finite-element program is illustrated 
in flow charts PC 1 - 13; PC 1 shows the overall structure, while the 
remaining flow charts depict the functioning of particular aspects of 
the program in greater detail. The program can be considered to be 
divided into three major stages, 1) preparation, 2) incremental 
solution and 3) output.
3.3.1 Preparation
If a new analysis is to be started, the data must be read in. This is 
extensively checked for consistency and contravention of the limits on 
the size of the problem. If errors are discovered, diagnostic massages 
are printed; the type of error determining whether the analysis 
continues. Many categories of information may be omitted if default 
values are required, thus simplifying data preparation.
After the input of the data, certain arrays are formed, 
expressing topological properties of the mesh and the order in which 
the nodes are to be eliminated from the frontal area of the solution, 
and frequently used elastic and other constants determined. It is at 
this stage that the matrices defining any rotated axes of prescribed 
displacement are formed.
If the analysis is a continuation from a previous program run, 
then the dumped information is retrieved from the magnetic tape used 
for storage and placed in the correct locations. Sufficient data is 
included so that the analysis can continue where it left off.
READ, CHECK & ECHO 
NEW INPUT DATA
DETERMINE FREQUENTLY
USED QUANTITIES;
CHECK STORAGE LIMITS
& PRINT BANDWIDTH
- 152 -
RETRIEVE INFORMATION 
FROM MAG. TAPE
_L
PRINT INC. NO., EXTENT OF 
DEFORMATION & YIELD STATE OF ELEMENTS
INDIRECT
HYDROSTATIC \ y 
STRESS & JAUMANN 
CORRECTION
CALCULATE ELEMENT 
HYDROSTATIC STRESS 
INDIRECTLY (PC 12)
[RE-SET APPLIED, INCREMENTAL NODAL FORCES |
{CHECK FOR VIOLATION OF BOUNDARY SURFACES (PC9)
I
[INITIALISE DISPLACEMENT CHANGES FOR THIS STEP
SOLVE STIFFNESS EQUATIONS USING APPLIED OR 
RESIDUAL FORCE & PRESCRIBED DISPLACEMENT (PC 2)
1
PRINT CURRENT BILLET VOLUME AND VOLUME CHANGE |
MESH
'ARTIALL 
PLASTI
CALCULATE TRANSITION 
SCALING FACTOR p (PC 11]
LOOP OVER 
ANALYSES
UNDER 
CONSIDERATION
n' SI 
MODULUS
SCALE DISPLACEMENT CHANGE BY p | 
I
CALCULATE MID-INCREMENT STRESS,
STRAIN & INCREMENTAL 
ROTATIONAL VALUES AT ELEMENT 
CENTROIDS (PREDICTOR) (FC 6)
CALCULATE ELEMENT 
HYDROSTATIC STRESS 
INDIRECTLY (PC 12)
INDIRECT 
HYDROSTATIC 
STRESS & JA 
CORRECTION
INITIALISE DISPLACEMENT CHANGES FOR THIS STEP
SOLVE STIFFNESS EQUATIONS USING APPLIED 
FORCE AND PRESCRIBED DISPLACEMENT (FC 2)
SCALE DISPLACEMENT AND FORCE CHANGES BY p]
FORCE &
DISPLACEMENT?——• 
PRINT-OUT
PRINT FORCE & 
DISPLACEMENT FOR 
SPECIFIED ELEMENT
CALCULATE INCREMENTAL LAGRANGIAN STRAIN, STRESS & 
ROTATIONAL VALUES AT SAMPLE POINTS; UPDATE CURRENT 
VALUES & FIND AVERAGES FOR ELEMENT CENTROIDS. CALC. 
RESIDUAL NODAL FORCES AND ELEMENT VOLUMES (FC 6)
1
[UPDATE NODAL COORDINATES
I
| PRINT MOD (= MODULUS OF DISP. CHANGE FOR THIS STEP) \
FC 1 - FINITE-ELEMENT PROGRAM (OVERVIEW)
n /20TH
•"-CITERATI •p
CALCULATE (PRINT INCREMENTAL 
WORK OF DEJgRMATION(EQN. 3.64)
NDIRECT 
HYDROSTATIC 
STRESS
CALCULATE ELEMENT 
HYDROSTATIC STRESS 
INDIRECTLY (FC 12)
PRINT CURRENT NODAL COORDS & CENTROIDAL 
COORDS, STRESS, STRAIN & SWI; ALSO FORCE 
ON EXTERNAL FACES IF REQUESTED
DRAW, WHERE REQUESTED, PROJECTED VIEW 
OF MESH AND SECTIONS SHOWING ELEMENT 
NOS., GENERALISED STRESS & STRAIN, & 
INCREMENTAL DISPLACEMENT VECTORS
APHICS 
THIS INC
n /LAST INC.N. OF CURRENT} JOB y
CALCULATE ELEMENT 
HYDROSTATIC STRESS 
INDIRECTLY (PC 12)
PRINT CURRENT NODAL 
COORDS & CENTROIDAL
COORDS, STRESS, 
STRAIN & SMM; ALSO
FORCE ON EXTERNAL
FACES IF
INDIRECT xn 
HYDROSTATIC 
STRESS
RINT-OU^x n 
FOR LAST 
INC.
DRAW, WHERE REQUESTED, PROJECTED VIEWl-»\l-j IMJ^VUd A tJU , 1TCVJU Cl^iCJU JLCi
AND SECTIONS SHOWING ELEMENTOF
NOS., GENERALISED STRESS & STRAIN, & 
INCREMENTAL DISPLACEMENT VECTORS
GRAPHIC 
POR LAS 
INC.
PRINT MESSAGE "ANALYSIS FINISHED" 
IN OUTPUT STREAM AND DAYFILE
YSIS xn 
TO BE CONT- 
INUED
TRANSFER INFORMATION IN
CORE & ON DISC TO FILE
FOR STORAGE ON MAG. TAPE
PRINT MESSAGE 
"ANALYSIS CONTINUED" 
IN OUTPui STREAM & DAYFILE
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1ST X n 
[TERATION
OBTAIN ELEMENT SM4|
ASSEMBLE ELEMENT-STIFFNESS MATRIX 
(EQN. 2.42) x SMH INTO PROCESSING AREA
LOOP 
OVER ELE­ 
MENTS
LOOP 
OVER
OF 
MENT
ELIMINATE DISPLACEMENT AT THIS NODE
FROM ALL EQUATIONS CURRENTLY IN 
PROCESSINS AREA. TRANSFER EQUATIONS 
FOR THIS NODE TO DISC STORAGE (PC 3)
n
LOOP OVER NODES 
IN REVERSE ORDER 
TO THAT OF 
ELIMINATION
NODE OF 
ELEMENT
RETRIEVE REDUCED EQUATIONS 
FOR N3DE FROM DISC STORAGE, 
SUBSTITUTE DISPLACEMENT
CHANGES KNOWN SO FAR, 
CALCULATE CHANGE IN DISP. 
OR REACTION (PC 5)
nyLAST
FC 2 - SOLUTION OF STIFFNESS EQUATIONS
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[1ST ITERATION— — —, OTHERS
RETRIEVE PREVIOUSLY REDUCED EQNS. 
FOR NODE FRCM DISC STORAGE
DETERMINE CONSTRAINING 
CONDITION FOR 
NODE (FC 4)
PRE­ 
SCRIBED 
DISPLACEMENT 
N ROTATED
PRE­ 
SCRIBED 
'COMPONENT OF 
DISPLACEMENT 
CHANGE
1SDDE
V/UUNSTRAI 
ON FRICTIONAL 
BOUNDARY 
SURFACE
9
n
APPLY ROTATIONAL TRANSFORMATION 
TO COEFF. OF 3 EQNS. FOR NODE
I
APPLY ROTATIONAL TRANSFORMATION 
TO NODAL LOADS
NORMALISE OOEFF. OF EQN. 
BY DIAGONAL TERM
1
ELIMINATE THIS COMPONENT 
OF DISPLACEMENT FRCM EQNS. 
IN PROCESSING AREA BY SUB­ 
TRACTING APPROPRIATE 
MULTIPLES OF CURRENT EQN.
LOOP 
CVER COMP­ 
ONENTS 
OF DIS­ 
PLACE­ 
MENT
OF 
NODE
ELIMINATE THIS COMPONENT 
OF DISPLACEMENT FROM EQNS. 
IN PROCESSING AREA BY SUB­ 
TRACTING APPROPRIATE 
MULTIPLES OF PRESCRIBED 
VALUES FROM THE REACTIONS
1
CALC. NORMALISED LOAD OF 
CURRENT EQN. FROM REACTION 
AND APPLIED FORCE
n XLAST 
(POMPOb
t
ADJUST REACTION OF EQNS. 
WHICH CONTAINED THIS COMP, 
OF DISPLACEMENT BY SUB­ 
TRACTING MULTIPLES OF 
CURRENT LOAD
TRANSFER 3 REDUCED EQNS. FOR 
NODE TO DISC STORAGE
FC 3 - ELIMINATION OF DISPLACEMENT FROM STIFFNESS EQUATIONS
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DETERMINE TYPE OF BOUNDARY SURFACE; CALC. DIRECTION COSINES NORMAL 
TO TANGENT PLANE OF BOUNDARY SURFACE AT NODE UNDER OONSIDERATION
DETERMINE 
ORIGINALLY
DISPLACEMENTS
CON­ 
STRAINING 
CONDITION ORIGI- 
LY SPECIFIED, ' 
FOR NODE
n CONSTRAIN NDDE
IN 
TANGENT PLANE
CONSTRAIN NODE
ON LINE OF 
INTERSECTION 
OF PLANE OF
CONST. & 
TANGENT PLANE
PLANE
F CONST.
PARALLEL TO
TANGENT
PLANE
9
NON­ 
ZERO PD 
NORMAL TO 
PLANE OF
CONST
CON­ 
STRAINED 
ON
ZERO PD 
NORMAL TO 
PLANE OF 
CONST
APPLY SAME 
PD NORMAL 
TO LINE OF INTER­ 
SECTION
CON­ 
NED
ON STRAIGHT 
LINE
9
LINE 
F CONST. 
PARALLEL 
TANGENT
NON­ 
ZERO PD 
NORMAL TO 
LINE OF
CONST
NON­ 
ZERO PD 
NORMAL TO 
LINE OF
CONST
NODE FULLY 
CONSTRAINED
TOR OF 
PD
IN TANGENT 
PLANE
APPLY SAME 
PD NORMAL 
TO TANGENT 
PLANE
FIX 
NODE
APPLY PD TO 
MOVE NODE TO PT 
OF INTERSECTION
OF LINE & 
TANGENT PLANE
APPLY ORIGINAL 
CONSTRAINING 
CONDITION 
TO NODE
FC 4 - DETERMINATION OF CONSTRAINT FOR NODE ON BOUNDARY SURFACE
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RETRIEVE 3 REDUCED BQNS. 
FOR NODE FROM DISC STORAGE
PRE­ 
SCRIBED 
COMPONENT 
F DISPLAC 
CHANGE
1ST 
TERATIO
| ASSIGN VALUE OF ZERO |
LOOP 
OVER COMP­ 
ONENTS 
OF DIS­ 
PLACE­ 
MENT 
IN RE­ 
VERSE 
ORDER
SUBSTITUTE INTO CURRENT EQUATION ALL VALUES OF CHANGE 
OF DISPLACEMENT OBTAINED SO FAR & SUBTRACT FROM LOAD
LOAD DIVIDED BY 
DIAGONAL GOEFF. IS 
CHANGE IN COMPONENT 
OF DISPLACEMENT
PRE­ 
SCRIBED 
COMPONENT 
DISPLAC 
CHANGE
LOAD IS COMPONENT 
OF REACTION AT NODE
PRE­ 
SCRIBED 
; DISPLACEMENT 
JN ROTATED
APPLY INVERSE ROTATIONAL TRANSFORMATION 
TO COMPONENTS OF DISPLACEMENT AND REACTION
FC 5 - BACK-SUBSTITUTION INTO STIFFNESS EQUATIONS
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| 1ST ITERATION——-, OTHERS
I
RETRIEVE CURRENT SAMPLE-POINT STRESS, PLASTIC STRAIN & 
CENTROID GENERALISED STRAIN FROM DISC STORAGE
OBTAIN NDDAL COORDS & DISPLACEMENT CHANGES FOR ELEMENT
1
LOOP
OVER
SAMPLE
PTS OF
MENT
CALCULATE CHANGE IN DEVIATORIC & BULK STRAIN AT SAMPLE
POINT & ROTATIONAL MATRIX. OBTAIN MATRIX [W] FOR AXIS
TRANSFORMATION IF JAUMANN CORRECTION USED (FC 7)
1
CALCULATE FINAL, TOTAL STRESS AT SAMPLE POINT & INC. OF 
REQUIRED FOR CALC. OF RESIDUAL FORCE (FC 8)
CALCULATE AVERAGE, ELEMENT (CENTROID) VALUES OF STRESS,
PLASTIC STRAIN & GENERALISED STRAIN AT END OF STEP;
ALSO CENTROID ROTATIONAL VALUES
LOOP OVER 
BILLET
& FRICTION- 
LAYER ELE­ 
MENTS IN
CONTACT WITH 
BOUNDARY 
SURFACES
ADJUST CENTROID STRESS
TO GIVE CORRECT
GENERALISED VALUE FOR
CENTROID PLASTIC STRAIN
SET ELEMENT
TO 'UNYIELDED 1
SET ELEMENT STATES 
TO 'YIELDED 1
ISAVE CENTROID ROTATIONAL VALUES!
CALC. ELEMENT VCLUME & NODAL FORCES IN EQUILIBRIUM WITH STRESS 
INC. AT SAMPLE PTS USIN3 EQN. 3.17; SUBTRACT FROM GLOBAL, NDDAL 
REACTION ARRAY TO OBTAIN RESIDUAL FORCE ARRAY FOR NEXT ITERATION
UPDATE INCREMENTAL NODAL DISPLACEMENT
ARRAY WITH CHANGE OBTAINED FOR THIS
ITERATION; SAVE SAMPLE-POINT VALUES
OF TOTAL STRESS & PLASTIC STRAIN.
INCREMENTAL NODAL DISPLACEMENTS &
ACCUMULATED GENERALISED STRAIN AT
ELEMENT CENTROIDS ON DISC
n svRE- 
DICTOR 
STEP
FC 6 - CALCULATION OF STRESS
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I CALCULATE [Q] AT SAMPLE POINT USIN3 EQN. 3.27|
t
[CALCULATE LAGRAN3IAN INCREMENT OF STRAIN [C3 USING EQN. 3.28 |
IRF = ||2[c]+[ij|; [v] = [c] + [i] I
|[A] = (2[C]+[I])/[V]; NOR = |[A]-[Vl| ; [V] = ([A]+[V])/2
10TH 
APPOXI 
VTION
7
PRINT ERROR 
MESSAGE
STORE OFF-DIAGONAL TERMS
OF [R] TOR USE IN 
CALC. OF ELEMENT AVERAGE
00-
y / ROTAT­ 
IONAL STR­ 
AIN
STRAIN INCREMENT 
= [C]
CALC. DEVIATORIC 
& BULK COMPONENTS
OF STRAIN INC.
FROM EQN. 2.21
STORE ZERO VALUES OF
ROTATION FOR USE IN
CALC. OF ELEMENT AVERAGE
JAU-
M^NN
CORRECTION
CALC.OOEFFS. OF MATRIX
[W] FRCM [R] 
ACCORDING TO FIG. 3.14
y / LA- xn
GRANGIAN 
STRAIN
STRAIN INCREMENT 
IS SYMMETRIC 
PART OF [Q]
n / PRE­ 
DICTOR 
STEP
STRAIN INCREMENT 
HALVED
FC 7 - CALCULATION OF INCREMENT OF STRAIN AT SAMPLE POINT
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CALC. HYPOTHETICAL-ELASTIC INCREMENT OF DEVIATORIC STRESS (EQN. 3.26) & 
CORRESPONDING DEVIATORIC AND GENERALISED STRESS AT THE END OF THE STEP
I
I CALCULATE YIELD STRESS FRCM CURRENT PLASTIC STRAIN & EQN. 3.31 |
CALCULATE ELASTIC PROPORTION 
OF STEP, r, USING EQN. 3.34 & 
ELASTIC INCREMENTT OF DEVIA- 
TORIC STRESS USING EQN. 3.32
I
CALC. COEFFS. OF EQN. 3.47 & LET FINAL 
YIELD STRESS = YIELD STRESS AT START
CALC. APPROXIMATION TO PROPORTIONALITY FACTOR Am USING EQN. 
3.47 & CURRENT APPROXIMATION OF FINAL YIELD STRESS. CALC. 
INC. OF PLASTIC STRAIN FRCM EQN. 3.49 AND HENCE CURRENT 
PLASTIC STRAIN. CALC. APPROXIMATION OF FINAL YIELD 
FRCM EQN. 3.31 USING CURRENT PLASTIC STRAIN, 
a = REL. CHANGE IN APPROXIMATE VALUE OF YIELD
10TH 
APPROXI 
TION
PRINT WARNING
CHANGE IN ELASTIC 
PART OF STEP IS HYPO­ 
THETICAL-ELASTIC INC. 
STRESS CHANGE IN PLASTIC 
PART OF STEP IS ZERO
CALCULATE CHANGE IN DEVIATORIC STRESS FOR PLASTIC PART OF STEP 
USING EQN. 3.42 AND FINAL VALUE OF
CALCULATE FINAL DEVIATORIC STRESS FROM INITIAL VALUE AND CHANGES 
DURING ELASTIC AND PLASTIC PARTS OF STEP (EQN. 3.53)
AU— 
MANN 
CORRECT 
ION
CALCULATE FINAL DEVIATORIC STRESS 
& DEVIATORIC STRESS INCREMENT 
USING MATRIX [W] AND EQN. 3.54
CALCULATE TOTAL COMPONENTS OF STRESS FROM DEVIATORIC VALUES, HYDRO­ 
STATIC STRESS AT THE START OF THE STEP & THE INCREMENT OF HYDROSTATIC 
STRESS OBTAINED FROM THE BULK-STRAIN INCREMENT USING EQN. 3.56
IDUALS 
FRCM DEV- IATOR- 
ICS
n
CALCULATE TOTAL INCREMENT OF
STRESS FOR EVALUATION OF 
RESIDUAL FORCE FROM DEVIATORIC
INCREMENT OF STRESS 
& HYDROSTATIC COMPONENT
FC 8 - CALCULATION OF STRESS AT SAMPLE POINT
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LOOP 
CWER
TESTS 
ON
BOUND­ 
ARY SUR-
OBTAIN PARAMETERS FOR BOUNDARY SURFACE 
d = DISTANCE FROM ly TO 2y SURFACE
LOOP 
OVER BOUND­ 
ARY SUR-
I[OBTAIN OOORDS OF NODE & DETAILS OF ANY CONSTRAINT j
LOOP OVEREXT­ 
ERNAL 
BILLET
E
ALREADY 
CONSTRAINED 
ON ANOTHER 
BOUNDARY 
SURFACE
9
NODE 
ALREADY 
CONSTRAINED 
THIS BOUND­ 
ARY SUR­ 
FACE
9
sncK-
N3 FRICTION
SURFACE 
9
NODE 
ALREADY
CONSTRAINED xn 
ON THIS BOUND­ 
ARY SUR­ 
FACE
9
NODE
WITHIN 
-d/10 & d OF ly SUR­ 
FACE 9
REDEFINE COORDS OF NODE 
TO LIE ON ly SURFACE. 
SET BOUNDARY-SURFACE
CONSTRAINT NO. OF
NODE TO NO. OF CURRENT
BOUNDARY SURFACE
RE-SET BOUNDARY-SURFACE 
CONSTRAINT NOS. OF NODE
AND ANY ADJACENT 
FRICTION-LAYER
LAST 
BOUNDARY 
FAC
9
LAST
NAL 
BILLET 
NODE
9
CHECK FRICTION-LAYER ELEMENTS FOR 
CONTACT WITH BOUNDARY SURFACE (FC 10)
9 - CHECK FOR VIOLATION OF BOUNDARY SURFACES
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RE-SET BOUNDARY-SURFACE CONSTRAINT 
NDS. OF ALL FRICTION LAYER
4
BILLET 
NODES OF 
ELEMENT CON­ 
NED ON SAME 
BOUNDARY 
SURFACE
LOOP OVER 
FRICTION-LAYER
ASSIGN VERY SMALL 
SMM TO ELEMENT
ASSIGN SMM OF BOUNDARY 
SURFACE TO ELEMENT
I
REDEFINE COORDINATES OF ALL FRICTION-LAYER 
NODES BELONGING TO THIS ELEMENT TO LIE ON 
THE SECONDARY SURFACE, DIRECTLY OPPOSITE 
THEIR ADJACENT BILLET NODES. CONSTRAIN 
THESE FRICTION-LAYER NODES TO MOVE 
NORMALLY TO THE BOUNDARY SURFACE
n
PC 10 - CHECK FOR CONTACT OF FRICTION-LAYER WITH BOUNDARY SURFACES
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LOOP 
O/ER
MENTS
BILLET xn 
ELEMENT
ALREADY 
YIELD-
OBTAIN STRESS & PLASTIC STRAIN AT 
ELEMENT CENTROID AT START OF INCREMENT
1
[CALCULATE YIELD STRESS AT CENTROID FRCM EQN. 3.31 |
CALC. STRAIN INCREMENT AT CENTROID OF ELEMENT AS SYMMETRIC PART 
OF [Q] USING THE INCREMENTAL NODAL DISPLACEMENTS AND EQN. 3.27
1
CALCULATE THE HYPOTHETICAL-ELASTIC INCREMENT OF 
DEVIATORIC STRESS AT CENTROID USING EQN. 3.26
1
CALCULATE FACTOR p OF INCREMENT NECESSARY TO
INCREASE GENERALISED STRESS AT CENTROID TO VALUE
20% GREATER THAN THE YIELD STRESS, USING EQN. 3.25
n
PC 11 - CALCULATION OF TRANSITION SCALING FACTOR p
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I RETRIEVE SAMPLE-POINT STRESS FROM DISC STORAGET|
CALCULATE AVERAGE COMPONENTS OF DEVIATORIC STRESS
AT EACH NODE BY EXTRAPOLATION FROM THE SAMPLE-POINT
VALUES FOR EACH ELEMENT TO WHICH NODE BELONGS
1
CALCULATE GRADIENTS OF HYDROSTATIC STRESS (HS) IN X, Y & Z DIRECT­ 
IONS AT EACH NODE FRCM DEVIATORIC STRESS & EQNS. 3.58 (PC 13)
1
CALCULATE DEVIATORIC STRESS COMPONENTS AT MID-POINT 
OF SPECIFIED FREE SURFACE FRCM AVERAGE NODAL VALUES
I
STARTING HS = -COMPONENT OF DEVIATORIC NORMAL TO FREE SURFACE |
I
CALCULATE HS AT CENTROID OF STARTING ELEMENT, ASSUMING A 
LINEAR VARIATION OF THE GRADIENTS OF HS, FROM NDDAL VALUES 
OF GRADIENT & HS AT MID-POINT OF FREE SURFACE OF THIS ELEMENT
REPEATED 
LOOPS 
OVER
HS
KNOWN FOR 
ELEMENT
HS KNOWN
ADJACENT 
ELEMENT
CALCULATE HS AT CENTROID OF ELEMENT, ASSUMING A LIN­ 
EAR VARIATION OF GRADIENT OF HS, FROM NODAL VALUES 
OF GRADIENT & HS AT CENTROID OF ADJACENT ELEMENT
n HS KNOWN 
ALL ELE­ 
MENTS
FC 12 - INDIRECT CALCULATION OF HYDROSTATIC STRESS
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CALC. SPATIAL DERIVATIVES OF DEVTATORIC STRESS AT SAMPLE 
POINTS OF ELEMENT USING THE GLOBAL DERIVATIVES OF THE 
ELEMENT SHAPE FUNCTIONS, EVALUATED AT THESE POINTS, &
THE PREVIOUSLY-AVERAGED NODAL VALUES OF DEVIATORIC STRESS
LOOP 
OVER
MENTS
i
CALC. GRADIENTS, IN THE X, Y & Z DIRECTIONS, 
OF HS AT THE SAMPLE POINTS USING EQN. 3.58
i
EXTRAPOLATE SAMPLE-POINT VALUES OF 
HS GRADIENTS TO NODES OF ELEMENT
i
I WEIGHTING FACTOR = I/ELEMENT VOLUME
I
ADD WEIGHTED CONTRIBUT.IONS, FROM THIS ELEMENT, 
TO GLOBAL ARRAY OF NODAL VALUES OF HS GRADIENT
LOOP 
CVER 
NODES
DIVIDE ACCUMULATED CONTRIBUTIONS TO VALUES OF HS GRADIENTS
AT NODE BY SUM OF ALL THE WEIGHTING FACTORS CONTRIBUTING
TO THESE VALUES, TO GIVE THE AVERAGE, NODAL GRADIENTS
FC 13 - CALCULATION OF GRADIENTS OF HYDROSTATIC STRESS AT
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3.3.2 Incremental Solution
The deformation is applied in the specified number of increments, and 
iteration performed until the convergence criterion is satisfied to 
the required degree of accuracy. If this does not occur within 20 
iterations, a warning is printed and the solution proceeds to the next 
increment.
During each iteration, a check is first performed to ensure that 
the nodes of the mssh have not passed through any specified boundary 
surfaces (PC 9 & 10), and then a displacement change array and a 
corresponding applied/residual force or reaction array are evaluated 
by solving the stiffness equations, as shown in the flow charts PC 2, 
3, 4 and 5.
During the first iteration of each increment, this process can be 
repeated after having estimated the state of strain and stress in the 
elements halfway through the increment of deformation. Also, the 
displacement and force changes calculated for the first iteration may 
be scaled, when necessary, to facilitate the transition of elements 
from the unyielded to the yielded states (PC 11).
If the options of using the Jaumann correction and the indirect 
method of calculating hydrostatic stress have been selected, then the 
hydrostatic components of the stress at the centroids of the elements 
must be evaluated indirectly (PC 12 & 13) before the stress-dependent 
element-stiffness matrices can be calculated.
The nodal coordinates are then updated, and the corresponding 
changes in nodal strain and deviatoric or total stress found
*
throughout the mesh. The nodal forces equilibrating the change in 
stress are evaluated, and subtracted from the previous applied or
residual force array to give the residual force array for the next 
iteration. The new nodal and element-centroid values of stress
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components, generalised stress and accumulated, plastic, generalised 
strain are also calculated. This is shown in flow charts PC 6, 7 and 
8.
The current volume of the mesh, and the average, incremental work 
of deformation is found during each increment.
3.3.3 Output
The information produced during this stage of the program nay be in 
numerical form, (nodal coordinates, element values of stress 
components, generalised stress and plastic strain and forces on the 
external faces of the mesh) or in the form of drawings, (projection of 
deformed mesh, or sections through the mash showing generalised stress 
or plastic strain at the centroid positions or incremental- 
displacement vectors). The numerical or pictorial output may also be 
generated at specified intervals during the course of the calculation. 
If the analysis is to be continued by another program, the 
information stored in core, or on backing disc, is transferred to a 
file for subsequent storage on magnetic tape.
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4.0 INTRODUCTION
As part of the development of the finite-element program described in 
the previous chapters, numerous computer analyses were performed, in 
order to check aspects of the finite-element formulation and its 
implementation, using meshes with very few elements and modelling 
simple deformations such as compression, tension and shear.
The first full-scale analysis which was undertaken was an 
examination of the radial expansion of a thick tube under internal 
pressure, the results of which were compared with those of an 
established theoretical treatment. Excellent agreement was obtained 
providing certain precautions were taken. Full details may be found in 
reference 100, while a briefer account is given in appendix E of this 
thesis.
Since the radial expansion of a tube is an axisymmetric 
deformation, it was necessary to demonstrate the use of the program in 
examining a strictly three-dimensional forming operation. The process 
chosen was the simple upsetting of cubes of commercially-pure 
aluminium, and the deformations predicted by the finite-element 
program were compared with the results of an experiment in which the 
billets were compressed without lubrication (100). Agreement in this 
case was not close, chiefly because at that time the finite-element 
program did not include a method of modelling interfacial friction and 
the finite-element analysis had bo be performed assuming sticking- 
friction conditions.
Another problem was that the aluminium cubes behaved aniso- 
tropically, possibly because of insufficient annealing of the material 
and the choice of billet shape; with a cube, slight variations of 
material properties with direction can cause changes in the geometry 
of the work-piece which tend to increase the anisotropic effects.
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Therefore it was suggested that, for the next stage of the 
research, a method of modelling surface friction should be 
incorporated into the finite-element program, and the finite-element 
and experimental results for a forging operation which is not 
susceptible to slight material anisotropy should be compared.
This comparison is the subject of the present chapter. The 
process under consideration is the simple upsetting of rectangular 
20x20x40mm blocks of commercially-pure aluminium in which one pair of 
the 20x40mm faces of each block is in unlubricated contact with the 
platens. The only previous three-dimensional finite-element analysis 
of this type of deformation appears to have been performed by 
Nagamatsu (76), who examined the upsetting of cubes, although results 
were only obtained for very small deformations with the cubes 
remaining partially elastic.
It is worth noting at this point that the results described in 
reference 100 were obtained using an earlier and simpler version of 
the finite-element program which lacked several of the features 
described in the previous chapters. So sore of the conclusions and 
recommendations contained in this reference are subject to review, 
particularly the insistence upon using an iterative analysis. 
Subsequent work has shown that initial-stress iteration can lead to 
serious convergence problems with certain deformations. It was found, 
by contrast, that the secant-modulus technique described in section 
3.2.3.2 gave reasonable results without these problems of convergence, 
and this approach has been used in all the analyses to be considered 
in this thesis.
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4.1 EXPERIMENTAL PROCEDURE
4.1.1 Preparation of Blocks
Four rectangular blocks of nominal dimensions 20x20x40mm, were 
machined from 32mm diameter ECl aluminium bar, and annealed at 410 C 
for one hour, before being allowed to cool in air. All the faces were 
polished, finishing with 1200 grit paper.
The four faces of each block which were not to be in contact with 
the platens were then photoetched with a grid pattern to aid 
interpretation of the photographs of the deformed shapes. The 
photoetching was carried out as follows.
The specimens were first degreased by application, in turn, of 5% 
sodium hydroxide solution and 35% nitric acid, then well washed in 
water and dried in warm air. The top and bottom surfaces of each block 
were masked with tape and, under darkroom conditions, with a yellow 
safety-light, the blocks were spun on a turntable and sprayed with a 
thin coating of KMER photo-resist medium, diluted 2.75:1 with its
being £d
thinner. After I allow/ to dry naturally, and still under yellow 
safety-light, the coated blocks were baked at 120°C for ten minutes. 
Masking tape was again used on each block to expose, in turn, one face 
out of the four to be etched which was illuminated with ultra-violet 
light through a grid transparency for about nine minutes, ensuring 
that there was no air-gap between the emulsion side of the 
transparency and the face of the block being exposed.
The specimens were immersed in KMER developer for two minutes and 
then washed in water, after which they were removed from the darkroom 
and baked at 120°C for a further ten minutes.
When cool, the blocks were swabbed with 10% sodium hydroxide to
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etch the lines before being given a final wash in water
4.1.2 Conpression
4.1.2.1 Testing Machine
The blocks were compressed using an Avery-Denison 600 kN hydraulic 
press operating under constant fluid flow with dual input/output 
valves, which permitted precise control of the itDvement of the lower 
press platen. The upper platen was stationary during the tests, but 
could be set at any height by means of a hydraulically worked screw- 
mechanism. The applied load could be read to 0.5 kN.
4.1.2.2 Die-Set
It was important that the platens between which the blocks were 
compressed were always exactly parallel, of uniform surface finish and 
hard enough to resist damage. For these reasons, the upsetting was 
performed using the die-set shown, in use, in fig. 4.1 between the ram 
and top platen of the press.
The die-set consisted of a mild-steel outer barrel into the 
bottom of which was recessed and pegged (pegs not shown), and 
optionally bolted, a circular, hardened-steel platen. A similar platen 
was recessed in, and scewed to, the under-side of a partially-hollow, 
mild-steel plunger, which fitted closely inside the casing. Relative
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rotational movement of these two components was prevented by a 
vertical key, bolted to the inside of the barrel, which engaged with a 
slot, milled into the plunger.
The surfaces of the platens, which were to make contact with the 
blocks, were finely ground and made parallel to within about 25 ym 
across a diameter. Both of the die-platens were then heat-treated to a 
Rockwell C hardness of 60, which was sufficient to prevent their 
plastic deformation under the conditions of the experiment, but not 
high enough to risk cracking the centrally unsupported upper-die.
The test-blocks could be inserted in between the two platens 
through rectangular windows cut into the outer container wall, the 
spring lifting the plunger clear of the lower die when not actually 
being compressed by the testing machine. This spring was not stiff 
enough to affect the load registered by the press.
An approximate indication of the extent of the deformation could 
be obtained while the compression was under way, by means of a dial- 
gauge acting on the pointer attached to the plunger cap. The body of 
the gauge would normally be held in a free-standing clamp, resting on 
the lower ram of the press.
4.1.2.3 Efethod
The initial dimensions of the blocks were measured with a micrometer. 
They were then, in turn, degreased with acetone and placed between the 
similarly-degreased upper and lower platens of the die-set, which was 
in position on the lower ram of the press. The press was activated to 
bring the upper die-set platen into contact with the test-block, the 
dial-gauge was re-set to zero and positioned in contact with the
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pointer, and then the test-block was slowly compressed to its final 
state, (typically taking about a minute), as indicated, approximately, 
by the dial-gauge.
The applied load was read from the hydraulic press, and after 
withdrawal of the lower ram, the height of the block was again 
measured with the micrometer. The four blocks were compressed, 
nominally, to 10, 20, 30 and 40% respectively.
4.1.3 Measurements
4.1.3.1 Deformed Shape of the Billets
The deformation of the free surfaces of the blocks was investigated by 
a combination of two techniques. The first treasured the overall, 
deformed dimensions, and the second measured the shape of each of 
those faces relative to the reference points derived from the first.
4.1.3.1.1 Shadow Profile
The mid-height profiles of the blocks were examined using a Zeiss 
MP320 projector equipped with digital read-out. This was operated in 
the shadow-node, and the mid-height profile was selected by focussing 
the microscope onto slip-gauges which had been previously placed at 
the correct height. The dimensions of the blocks in this plane were 
measured in two perpendicular directions across opposite faces.
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4.1.3.1.2 Surface Profile
The shape of each of the free surfaces of the deformed blocks was 
measured using a modified Heidenhain XY table, shown diagrammatically 
in fig. 4.2.
The block being measured was attached to a small, lockable 
turntable (not shown) with double-sided tape. The turntable was then 
placed on the moveable part of the XY table, and rotated until the 
required face was parallel with the direction of travel of the table, 
(direction X in fig. 4.2). The Millitron probe was clamped, as shown, 
to a horizontal arm, which could be raised vertically, (direction Y). 
The Millitron transducer responded to movement of the tip, which was 
in contact with the surface of the block, (direction Z).
Thus the three-dimensional coordinates of any point on the 
deformed surface could be obtained; the X and Z values as a digital 
read-out, the Y coordinate from a dial-gauge acting upon the 
horizontal arm.
In practice, the Z values were sampled at the points of 
intersection of an imaginary 2nm grid lying in the XY plane. Firstly, 
the probe was positioned at the intersection of the diagonals of the 
face, and the reading zeroed. The probe was then moved horizontally 
across the block, at different heights, with the X and Z readings 
being recorded at the required intervals in X.
The probe had a modified tip, improvised from a ball-point pen 
nib. This gave a tip radius of about O.Snm, which was small enough to 
avoid errors in measurement due to the curvature of the free surface, 
but large enough to eliminate spurious readings from surface 
irregularities.
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4.1.3.2 Hardness Tests
The billet which had been deformed to a nominal strain of 40% was 
sectioned along its three planes of symmetry and the exposed surfaces 
polished. Hardness tests were then carried out on one quadrant of each 
of the cut surfaces using a Vickers pyramid indenter. The indentations 
were performed with a 5kg weight at the intersections of a 1.4mm grid.
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4.2 FINITE-ELEMENT ANALYSIS
4.2.1 A Note on the Friction Technique
Since the analysis presented in this chapter was the first attempt to 
implement a friction technique in the program, the actual method used 
differed slightly from that which was eventually adopted (see section 
3.2.1.2.2.2). For the present analysis, the changes in stress and 
plastic strain were calculated in friction-layer elements, which were 
therefore able to yield and deform plastically, the stiffness-matrix 
multiplier (SMM) applied to these elements was simply Hartley's beta 
factor m/L-m) where m is the friction factor of the interface, and the 
friction-layer elements were included in the procedure for evaluating 
the hydrostatic stress by the indirect method. (By contrast, in the 
final version of the program, the friction-layer elements always 
deformed elastically, the SMM was equal to the beta factor multiplied 
by the ratio H'/E, and friction-layer elements were ignored during the 
indirect calculation of hydrostatic stress.)
4.2.2 Finite-Element Model
The finite-element analysis was performed using a nesh of 432 elements 
in a rectangular 6x6x12 array modelling one eighth of a 20x20x40nm 
block (fig. 4.3). A frictional-boundary plane was defined to be in 
contact with the top of this mesh; an additional layer of friction 
elements (not shown in fig. 4.3) was specified at this surface.
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FIG. 4.3
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The friction factor m for this interface was 0.7, which previous work 
by Hartley et al (101) indicated was appropriate for simulating 
unlubricated contact.
The frictional-boundary plane had, necessarily, to be stationary, 
so the deformation was defined by specifying an incremental, upward 
displacement to the nodes on the bottom of the rtesh, i.e. in the 
process modelled, the top platen was fixed and the lower platen moved 
upwards towards it. Since the bottom of the mesh represented a 
horizontal plane of symmetry of the billet, these nodes were free to 
move horizontally. The nodes on the two vertical planes of symmetry 
were similarly unconstrained within those planes but were prevented 
from moving perpendicularly to them.
During each increment, the lower surface of the nesh moved 
upwards by 0.2nm, giving a nominal engineering-strain increment of 2% 
at the start of the deformation.
4.2.3 Material Properties
The material properties of commercially-pure (BCD aluminium were 
assumed for this analysis. Young's modulus was equal to 70GN/m2 , 
Poisson's ratio (for the calculation of displacements in unyielded 
elements and the stress in all elements) was 0.34, while the material 
yielded initially at a generalised stress of SOMSI/m2 . The strain- 
hardening behaviour was modelled by the function:
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Y = 50 + 21[In(ep+.00465/.00465)] + 9e4 * 5(e^"- 69O9)iMN/m2 !?<.
Y = 164.8 -I- 72(1?-.7) W/m2 ep>.7 (4.1)
the coefficients of which were chosen to fit the experimental data for 
commercially-pure aluminium obtained by Hartley (1) from compression 
tests using a Cook and Larke technique (102). Fig. 4.4 shows that the 
function fits the experimental points very well. Since the latter were 
only obtained up to a plastic strain of about 70%, the function 
assumad linear strain hardening after this point, which is indicated 
by the trend of the experimental results.
4.2.4 Efethod of Solution
As remarked earlier, the analysis was performed using the secant- 
modulus method of solving the non-linear stiffness relationships. The 
stiffnesses were calculated on the basis of the techniques described 
in Chapter Three, and included the Jaumann correction, LCR strain and 
constant dilatation modifications. To enforce volume constancy of the 
plastic region, a value of Poisson's ratio equal to 0.4999 was used in 
the evaluation of the stiffness matrices of yielded elements. The 
hydrostatic stress was calculated by the indirect method.
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4.3 RESULTS
4.3.1 Deformation
The four experimental blocks were deformed to 10.1, 19.9, 29.8 and 
40.3% reductions in height. A photograph of the most highly-deformed 
block is shown in fig. 4.5. Similar views of the finite-element nesh 
at stages throughout the deformation are presented in fig. 4.6, which 
also includes drawings of two sections of the nesh at the same 
intervals of the deformation. Note, due to the automatic scaling of 
pictures carried out in the program, these sections are not to exactly 
the same scale. Fig. 4.7 compares the finite-element predicted 
profiles of three sections through the billet at 40.9% deformation 
with the experimental results for 40.3% deformation (one quadrant only 
shown in each case).
The three experimental sections were the planes of syrrmetry of 
the billet; since the finite-element sections had to pass through the 
centroids of the elements, these sections lie approximately half an 
element (about Inm) away from their respective planes of symmetry.
4.3.2 Hardness
The values of generalised stress (i.e. the current yield stress) were
t
obtained at points of the finite-element sections of fig. 4.7 and 
converted to Vickers pyramid hardness numbers (VPN) according to the 
equation (103):
FIG. 4.5
RECTANGULAR (20x20x40nm) BLOCK OF OOMMERCIALLY-HJRE ALUMINIUM 
UPSET TO 40.3% REDUCTION IN HEIGHT WITHOUT LUBRICATION
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QJ
FIG. 4.7
COMPARISON OF F.E PREDICTED DEFORMATION (40.9%)
WITH EXPERIMENTAL RESULTS (40.3%); GENERAL VIEW 
& SECTIONS CLOSE TO THREE PLANES OF SYMMETRY OF 
BLOCK
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F.E
EXPTL
FIG, 4.8
COMPARISON OF F.E. PREDICTED WITH EXPERIMENTALLY 
MEASURED VICKERS PYRAMID HARDNESS DISTRIBUTIONS 
(kg f/mm2 ) ACROSS ONE QUADRANT OF SECTION CLOSE 
TO HORIZONTAL PLANE OF SYMMETRY OF BLOCK
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EXPTL.
FIG. 4.9
COMPARISON OF F.E. PREDICTED WITH EXPERIMENTALLY 
MEASURED VICKERS PYRAMID HARDNESS DISTRIBUTIONS 
(kg f/mm2 ) ACROSS ONE QUADRANT OF SECTION CLOSE 
TO VERTICAL PLANE OF SYMMETRY OF BLOCK 
(LONGER DIMENSION)
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FE.
EXPTL.
FIG, 4.10
COMPARISON OF FE. PREDICTED WITH EXPERIMENTALLY 
MEASURED VICKERS PYRAMID HARDNESS DISTRIBUTIONS 
(kg f/mm2 ) ACROSS ONE QUADRANT OF SECTION CLOSE 
TO VERTICAL PLANE OF SYMMETRY OF BLOCK 
(SHORTER DIMENSION)
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VPN - 0.302Y (4.2)
f\ _
where VPN is measured in kg f/mm and Y is measured in Mfl/m . 
The variations of these hardness values across these sections are 
shown as parametric surfaces in figs. 4.8-4.10. Also shown are the 
variations of the experimentally-determined Vickers hardness numbers. 
In each case, the domain over which the hardness is shown varying is a 
rectangle approximating one quadrant of the section under 
consideration; the computer package, used to draw the parametric 
surfaces, maps these rectangles onto squares.
4.3.3 Die-Interface Pressure
As mentioned previously, for this analysis the friction-layer elements 
were included in the procedure for calculating the hydrostatic stress 
indirectly. Since the stresses in friction-layer elements tend not to 
be typical of the rest of the billet, and because these values were 
used in the evaluation of the spatial gradients of stress in the top 
layer of billet elements, it was found that the components of stress 
calculated in these latter elements were completely unrealistic. Thus 
it was impossible to calculate the pressure across the die-interface 
directly from the values of stress in the top layer of billet- 
elements. Instead, this pressure was estimated by extrapolating values 
of stress from the two layers of elements just below the top one. The 
variation of the estimated pressure across the die interface is shown 
in fig. 4.11.
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FIG. 4.11
FINITE-ELEMENT PREDICTION OF DISTRIBUTION OF 
PRESSURE (MN/m 2 ) ACROSS ONE QUADRANT OF THE 
INTERFACE BETWEEN THE DIE AND THE BLOCK
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As before, the domain depicted in this figure represents a 
rectangular region approximating one quadrant of the die-inter face, 
and this has been mapped onto a square.
Integrating the pressure distribution over the area of the 
interface gives the value of the deformation load, predicted by the 
finite-element program for 40.9% reduction in height, to be 120kN; the 
load recorded experimentally for 40.3% deformation was 220kN.
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4.4 DISCUSSION
4.4.1 General
It was noted earlier that, as a computational convenience, the finite- 
element and experimental sections were separated by a small distance, 
of the order of 1mm. Examination of the projected view of the finite- 
element mesh in fig. 4.7 shows that the finite-element profiles at the 
positions of the planes of symmetry differ negligibly from those a 
half-element away (certainly to within the accuracy of the drawings 
of these sections). In the same way, it can be seen from the 
distributions of hardness given in figs. 4.8-4.10 that, on all three 
sections, the gradients of this quantity are small near the centre 
lines of the billet so the distributions of finite-element hardness 
plotted in these figures differ very little from the distributions to 
be found on the corresponding planes of symmetry.
Thus for the purposes of this chapter, it may be assumed that the 
sections through the finite-element mesh coincide with those actually 
made through the deformed experimental block.
It should also be noted that little error is introduced by 
comparing the finite-element results for 40.9% deformation with those 
for the experimental reduction in height of 40.3%.
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4.4.2 Conparison of Deformation
Fig. 4.7 shows that the deformed shape of the finite-element mesh is 
not in good agreement with the experimentally-observed shape of the 
compressed block. In general, the faces of the finite-element mash 
have spread too little while the corner has moved outwards too much.
This behaviour nay be explained by comparing the horizontal 
displacement of the top surfaces of the experimental block and the 
finite-element mssh. The photograph of the former (fig. 4.5) shows 
that, in addition to the vertical faces of the billet folding onto the 
die, the increase in size of the top face of the experimental 
workpiece is also due to spread of the surface which was originally in 
contact with the die. The final position of the original edge of the 
billet is indicated by the arrow (a) on the section through the 
shorter vertical plane of symmetry in fig. 4.7. The top surface of the 
block has spread, across the shorter dimension, by some 15%. On the 
other hand, the top of the finite-element mssh has hardly spread at 
all in either direction, the edges moving outwards by only a fraction 
of a percent.
It appears, therefore, that despite using a friction factor of 
0.7, the finite-element program, in the present analysis, imposed 
almost sticking-friction conditions: the friction technique adopted in 
this instance clearly did not work correctly, and required
modification.
ou
In spite of this, the general appearance of the deforned finite- 
element mesh indicates that the program obtained essentially the 
correct mode of flow. For instance, the overall shape predicted by the 
finite-element analysis is roughly similar to that observed 
experimentally, and in particular, the program predicted the formation 
of an 'ear' at the corner of the deformed billet which is
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characteristic of the upsetting of prismatic blocks (13).
Also, unlike the previous analysis described in reference 100, 
the finite-element nesh correctly exhibited a tendency for the sides 
to fold onto the die interface; that this process was not quite 
complete at a deformation of about 40% is due solely to the coarseness 
of the discretisation, i.e. if the elements used were half the size, 
this fold-round would have occurred before this stage, as observed 
experimentally.
4.4.3 Comparison of Hardness Distributions
It can be seen from figs. 4.8-4.10 that the experimental hardness 
values are subject to considerable scatter, particularly those on the 
horizontal section. (Indeed, much of the scatter has been smoothed by 
the numerical techniques used to obtain the parametric surfaces.) In 
spite of this localised variation, the general shape of the 
experimental and finite-element distributions of hardness are in 
fairly good agreement. On the whole, the finite-element values are 
slightly higher than the experimental ones whereas the variations of 
the former are smaller, but except for sane major discrepency near the 
edges of the sections, e.g towards the outer edge of the die interface 
in fig. 4.9, the finite-element program has predicted the correct type 
of distribution.
At first sight, this might seem surprising considering the poor 
correlation between the predicted and actual deformed shapes, but in 
fact it is in accordance with the conclusions made in the previous 
section, namely that the general shape is correct , but that there is
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too little interfacial slip in the finite-element model. Thus, for the
bulk of the material, the finite-element prediction of hardness is
cu 
quite good, with the maximum discrepancy occurring in areas, such as
near the die interface and the free surface, where the failure of the 
friction technique would be most apparent.
4.4.4 Die-Interface Pressure
Experimental measurement of the variation of the pressure across a die 
during a forging operation is extremely difficult to perform, 
particularly as the extent of deformation, and hence the pressure, is 
increased. It was felt that such measurement was outside the scope of 
the present programme of research, so the finite-element predictions 
of pressure will be discussed in the context of previous experimental 
results.
Nagamatsu and Takuma (4) measured the distribution of die 
pressure during the upset forging of rectangular aluminium-alloy 
blocks. They used a variety of billet geometries and found that when 
the height to width ratio of the specimens was small (less than about 
0.5) the pressure exhibited a friction-hill distribution analagous to 
that predicted theoretically for plane-strain and axisymmetric 
upsetting (7), but that when the specimens were taller, this variation 
was reversed and the minimum pressure occurred at the centre of the
>
interface. The pressure distribution obtained for the geometry under 
consideration here (20x20x40mn) is shown in fig. 4.12.
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Fig. 9 Pressure distribution on interface. Rec­ 
tangular section (20 mm x 40 mm), h0=l, No 
lubricant, L = 12ton.
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b)
Fig. 11 Pressure distribution on interface along 
central lines x and y (Effect of load L). 
Rectangular section (20 mm x 40 mm), /i 0 = l. 
No lubricant.
FIG. 4,12
EXPERIMENTALLY MEASURED DISTRIBUTION OF PRESSURE 
ACROSS THE TOP OF A 20x20x40mm ALUMINIUM-ALLOY 
BILLET DURING SIMPLE UPSETTING WITHOUT 
LUBRICATION (REF. 4 )
a) Distribution for Load of 12 tons
b) Variation along Centre Lines for Different Loads
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Direct comparison between these results and fig. 4.11 is 
difficult because, judging by the loads quoted, Nagamatsu and Takuma's 
results would all seem to apply to smaller reductions in height than 
that corresponding to the finite-element distribution, and it has been 
observed that the shape of the pressure distribution changes as the 
deformation is increased during upset forging (14). However, some 
general remarks may be made.
The pressure distribution predicted by the finite-element program 
does show a friction depression of the sort observed experimentally, 
and the variation is of the right order (pressure is just greater than 
the average value at the outside and just over half this at the 
centre). The shape of the finite-element depression though does not 
agree with that obtained experimentally. For instance, except for the 
smaller loads, the experimentally-msasured pressure increases 
monotonically from the centre of the interface to the middle of its 
longer edge, while the pressure predicted by the finite-element 
program attains a minimum in the middle of this line. It should be 
emphasised that the finite-element and experimental results refer to 
different stages in the deformation, so this is not conclusive 
evidence that the shape of the finite-element distribution is wrong.
However, the predicted values of pressure certainly appear to be 
too low, since they lead to a value of the deformation load which is 
much smaller than that measured as part of the present work.
cv
Much of the discrepancy between the finite-element predicted and 
experimentally-measured distributions of pressure can probably be 
attributed to the fact that the former were calculated by a process of 
extrapolation from values inside the mesh. As mentioned earlier, this 
extrapolation was only necessary because the friction-layer elements 
were included in the indirect calculation of hydrostatic stress and 
resulted in the calculation of incorrect values in the adjacent layer
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of billet elements. The final version of the program, used in the 
analyses considered in the rest of this thesis, does not include the 
friction-layer elements in the indirect calculation of hydrostatic 
stress, so that pressure may be calculated directly from the values of 
stress in the top layer of billet elements.
4.5 CONCLUSIONS
The general shape of the deformed billet predicted by the finite- 
element program is similar to that of the experimental block; the flow 
modes would therefore appear to be broadly the same. As a result, the 
finite-element program obtained values of material hardness which vary 
in a similar way to the experimentally ireasured values across the 
three planes of symmetry of the billet, although the finite-element 
hardnesses are in general slightly too high.
The profiles of the deformed finite-element mesh are not exactly 
the same as those observed experimentally - this appears to be the 
result of the particular form of the friction technique used for this 
analysis imposing too high a frictional restraint. Therefore, an 
attempt must be made to improve the method of modelling interfacial 
friction.
The distribution of die-interface pressure calculated by the 
finite-element program exhibits a friction depression. This agrees 
with the experimental results published previously (4). The actual 
shape though is not similar to the experimental results, and the 
values of pressure are too low. This was due to the process of 
extrapolation which was necessary for the evaluation of the pressure
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in this analysis; future analyses will calculate the pressure without 
extrapolation and should give better estimates of the deforming load.
In general, the results examined in this chapter indicate that 
the finite-element program developed here can predict the behaviour of 
the work-piece during a fully three-dimensional forming process, 
providing the correct frictional restraint can be applied to the 
boundary surfaces. The development of the friction technique is the 
subject of the next chapter.
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5.0 INTRODUCTION
It was shown in the previous chapter that the friction technique which 
was first used in the finite-element program imposed too high a 
restraint on the boundaries of the work-piece. It was clear that 
further work was necessary to examine and improve this technique. The 
development of the method of modelling interfacial friction in the 
finite-element program will be considered in this chapter.
In the analysis mentioned above, interfacial friction was 
modelled by defining an extra layer of elements (the friction layer) 
on the required surfaces. The outer layer of nodes thus introduced 
were prevented from moving, and the stiffness matrices of the 
friction-layer elements multiplied by the quantity mXl-m) (m is the 
interface-friction factor). By altering the value of m, the restraint 
offered to the tangential movement of the surface nodes of the nesh 
due to the shearing of the friction layer may be varied. This 
procedure has proved to work very well in an axisymmetric finite- 
element treatment (106), and, moreover, the required values of m 
agreed with those suggested by simple friction theory, in which the
¥friction factor is usually assumed to I the ratio of the yield stresses
a
of the lubricant layer (when present) and the billet material.
However, it was recognised that because of the fundamental 
differences between tovo- and three-dimensional formulations, this 
technique might not be suitable, without some modification, for a 
three-dimensional program. The results presented in the previous 
chapter prove this to be the case.
The most obvious way to modify the restraint imposed by the 
friction layer is by altering the multiplier of the stiffness matrices 
of the friction-layer elements. Various more complicated functions of 
m were tried, and some involving other variables such as plastic
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strain. None proved to be completely satisfactory, and it became 
apparent that there was a basic problem with this friction technique, 
which was the dependence of the restraint on the strain history of the 
friction layer.
It is a fundamental precept of the friction-layer technique that 
this layer does not physically represent the lubricant film or any 
part of the billet; it is simply a mechanism for applying tangential 
force to a surface. As a result, the deformation occurring in this 
layer is completely fictitious - the more so since it is reformed at 
the start of each increment. It did not, therefore, seem reasonable to 
allow this deformation to affect the surface restraint through the
influence of the stress and strain dependent [D ], [T ] and [U ]
c n n n
matrices in the stiffness formulation of the friction layer.
So it was decided to eliminate the strain-hi story dependence of 
the friction layer by setting the strain and stress in these elements 
to zero at the start of each increment. As a consequence, the 
stiffness matrices of the friction-layer elements will always be based 
upon the elastic [Dn ] matrix, and will therefore tend to be much 
stiffer than the billet elements with which they are in contact. To 
counteract this, the stiffness matrix of each friction-layer element 
needs to be multiplied by the ratio H'/E, where E is Young's modulus 
and H 1 is the slope of the yield stress vs plastic strain curve of the 
material for the current plastic strain in the adjacent billet 
element. The stiffness of the friction layer may then be modified, as 
before, by multiplying each element-stiffness matrix by the quantity 
m/L-m). The product of H'/E and m/(l-ni) which is used to modify the
t
stiffness of a given friction-layer element is called the stiffness- 
matrix multiplier (SMV1) of the element.
This modified friction technique, which is the one described in 
section 3.2.1.2.2.2, was found to model friction better than any other
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method tried, on the basis of results of ring tests. These tests will 
be considered next.
5.1 DEMONSTRATION OF M3DIFIED FRICTION TECHNIQUE - I. THE RING TEST 
5.2.1 The Basis of the Ring Test
It has long been known that when a disc with a central, circular hole 
is compressed between parallel platens, the mode of deformation is 
very sensitive to the level of friction of the interfaces between the 
platens and the work-piece. Basically, if friction is high, the hole 
closes, whereas if friction is low the hole opens up. When the 
conditions are somewhere between the extremes of sticking and zero 
friction, the behaviour is slightly more complicated: for instance the 
hole may start by increasing in size, but then begin to contract as 
the deformation proceeds. The percentage change in the diameter of the 
hole may be plotted against the reduction in height of the ring, for 
different conditions of friction, to give calibration curves. 
Generally, the shape and disposition of these curves depend on the 
initial geometry of the billet and (to a certain extent) the stress- 
strain characteristics of the material. Investigations show that for 
any given calibration curve, the actual value of the friction factor m 
may vary throughout the deformation, and indeed, from place to place 
on the interface (104), but usually it is assumed to be constant for 
each such curve.
By standardising upon one particular ring geometry, and ignoring 
the dependence upon material properties, ring-test calibration curves
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allow the friction factor for any given combination of surfaces and 
lubricants to be rteasured experimentally with relatively little effort 
(105). More recently, it has been recognised that these calibration 
curves offer a convenient and sensitive way of testing the friction 
models used in finite-element programs (36,37,101), and such curves 
have also been obtained using the present finite-element program as 
described below.
5.1.2 Finite-Element Analyses
Several finite-element analyses were conducted, modelling the simple 
upsetting of circular rings between parallel platens, and using the 
modified friction technique with the value of the friction factor m 
lying between 0.000001 and 0.7. The mesh, which contained 80 elements, 
represented the upper half of a five degree segment of a ring with 
outer diameter equal to 60mm, inner diameter equal to 30mn and with a 
height of 20mm (6:3:2 geometry). The finite-element mesh is shown in 
fig. 5.1. The properties of commercially-pure aluminium were assumed 
for the analyses (see section 4.2.3, fig. 4.4), the height of the nesh 
being reduced by 2% of its original value during each step of the 
calculation. As in the analysis examined in Chapter Four, a stationary 
boundary plane was defined to coincide with the top of the mesh, and 
the bottom of the nesh was moved upwards towards it. A layer of 
friction elements, having the'same height as the rest of the elements, 
were specified on the top of the mssh. These friction-layer elements 
are not shown in fig. 5.1.
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The finite-element solutions were obtained using a secant-nrxiulus 
technique with Jaunenn correction, constant dilatation and the ICR 
strain definition. Volune constancy was enforced by specifying the 
value of Poisson's ratio in the plastic region to be 0.4999 for the 
evaluation of element stiffnesses.
5.1.3 Results
Seme of the deformed finite-element meshes, obtained using various 
values of m, are shown in fig. 5.2. For each value of m, the length of 
the internal diameter of the mesh, averaged over the bore surface, was 
calculated at intervals throughout the deformation. The percentage 
changes in these diameters are plotted in fig. 5.3 as functions of the 
percentage reduction in height of the mesh. Also shown in this figure 
are the experimental results published by Hartley et al (106) for 
rings of commercially-pure aluminium with the geometry specified above 
and using a variety of lubricants. The ring-test calibration curve for 
graphite lubrication was obtained as part of the present work. The 
lubricant, DA3 580 suspension of graphite in alcohol, was allowed to 
dry on the billets before the compression tests were performed.
The continuous thick line in fig. 5.3 represents the calibration 
curve to be expected if a ring could be compressed with no friction at 
all. Equilibrium considerations show that such a billet must deform 
homogeneously, and the volume of the hole must remain constant 
throughout (apart from small elastic changes). Thus the change in the 
internal diameter in such a case may easily be calculated as a 
function of the reduction in height.
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5.1.4 Discussion of Ring-Test Results
It can be seen from fig. 5.3 that, using the modified friction 
technique, the finite-element program can model, in the ring test, the 
full range of frictional conditions which would be mat in forming 
operations - at least when the deformation is not large. (The cross­ 
over in the experimental curves for graphite and lead lubrication is 
probably due to the fact that the former lubricant was only applied at 
the start of the deformation whereas the lead foil was replaced at 
intervals in the work carried out for reference 106.)
Thus, the finite-element analysis with m equal to 0.02 gave 
broadly similar results to those observed experimentally when using 
lanolin as a lubricant, up to about 30% deformation; a value of m 
between 0.1 and 0.15 leads to a similar surface restraint to that 
provided by lead foil, but this time only up to a deformation of about 
15%.
However, if the deformation is to proceed to a higher value, it 
is not possible to choose a suitable value of m to simulate an 
intermediate frictional condition. It would appear that the restraint 
imposed by the friction layer becomes progressively too large as the 
deformation continues. For instance, when a value m equal to 0.02 is 
used in the finite-element analysis of the ring test, the results 
agree initially with those obtained using lanolin lubrication, but 
when the deformation has reached about 60 or 70% reduction in height, 
the results are closer to those from the experimental test which used 
no lubricant.
As mentioned in the introduction to this chapter, many variations 
on the basic friction technique were tried, but none produced any 
better correlation between the finite-element and the experimental 
ring-test calibration curves than the method considered here. It is
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apparent that the friction-layer technique which worked well in two- 
dimensional finite-element treatments is not so successful in a three- 
dimensional formulation at higher deformations and can only correctly 
model the required frictional restraint if the deformation is below 20 
or 30%.
%
The reasons for the different effects of the friction technique 
in the two types of formulation are not immediately clear, although 
this behaviour is probably a result of the differences in the kind of 
flow existing in the two cases. Thus, in axisymmetric and plane-strain 
treatments, the friction layer need only restrain the surface of the 
mesh fron moving in a straight line; in a three-dimensional 
formulation, the layer is influencing movement of the surface nodes 
within a plane. Certainly work is needed to examine this problem and 
to develop the technique in order to produce satisfactory results at 
higher deformations.
Providing the deformation is of a moderate size though, the ring- 
test results show that a range of frictional conditions can be 
modelled in the finite-element analysis, at least when considering 
axisymmetric material flow. It is necessary to show that a range of 
frictional conditions can also be applied in analyses of fully three- 
dimensional operations. This will be considered next.
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5.2 DEM3NSTRATION OF M3DIFIED FRICTION TECHNIQUE -II. THREE- 
DIMENSIONAL FRICTION TEST
5.2.1 Choice of Configuration
In order to show that the friction technique is applicable to 
processes where flow is occurring in three dimensions, it is necessary 
to devise a three-dimensional friction test for which finite-element 
and experimental results may be compared.
The axisymmetric ring test has the advantage of being both a 
sensitive indicator of frictional conditions and relatively easy to 
perform, since the billet geometry and the deforming process are both 
quite simple. Since these characteristics would also be desirable in 
any three-dimensional friction test, it was natural to consider a 
strictly three-dimensional analogue of the simple upsetting of 
circular rings.
The proposed test involves the compression, between parallel 
platens, of a rectangular block containing a circular hole. The 
external dimensions of the block are 40x25x12.Sum, and the hole, which 
is 12.5mm in diameter, lies in the centres of the two 40x25mm faces. 
These faces are in contact with the platens during the upsetting, 
(fig. 5.4).
These billets can easily be machined to an acceptable tolerance, 
so the proposed test is readily reproducible, and preliminary 
compression tests showed that the size and shape of the hole in the 
deformed billet were sensitive to the conditions of interfacial 
friction.
Since the deformed hole generally assumes an oval shape, there 
are several parameters of the hole which could be measured. Changes in 
the lengths of the major and minor axes and the projected area of the
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hole were examined. The variation in the length of the major axis was 
chosen as the ordinate of the calibration curves since this 
measurement displayed the greatest distinction between the 
experimental conditions of high and low friction.
5.2.2 Experimental Procedure
Blocks of commercially-pure aluminium were machined from round bar to 
the dimensions stated in the previous section. The central holes were 
then drilled and the blocks annealed at 410° C for an hour before 
being allowed to cool in the air. The faces of the blocks were then 
polished using 1200 grit paper, and the specimens thoroughly degreased 
with acetone.
The compression tests were carried out using the die-set 
described in section 4.1.2.2 (illustrated in fig. 4.1), and a 600kN 
Avery-Denison hydraulic press.
Two frictional conditions were used in the experimental tests, 
one produced by placing lead foil between the blocks and the platens 
of the die-set, and the other resulting from dry contact of these 
surfaces. The platens of the die-set were cleaned with acetone between 
each upsetting test; when the specimens were lubricated by lead, the 
foil was replaced at intervals during the deformation to prevent the 
extrusion of the lubricant.
The blocks were compressed to various reductions in height up to 
a maximum of 50%. After upsetting, the blocks were examined using a 
Zeiss NP320 projection microscope, operating in shadow mode. The 
longer dimensions of the holes were measured in the horizontal planes 
of symmetry of the blocks.
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5.2.3 Finite-Element Analyses
The finite-element mesh contained 360 elements, and modelled one 
eighth of the proposed friction-test block as shown in fig. 5.4. The 
analyses used the material properties of commercially-pure aluminium 
as described in section 4.2.3 (fig. 4.4). A frictional-boundary plane 
was defined to be in contact with top surface of the mesh; additional 
friction elements were included on this surface (these elements are 
not shown in fig. 5.4). The nodes representing points on the two 
vertical planes of symmetry of the work-piece were constrained to 
remain in those planes throughout the deformation; the bottom layer of 
nodes was moved upwards towards the top surface, giving an initial 
reduction in height of 2% per increment.
The analyses were performed with a secant-modulus solution, using
n 
the Jauman/ correction, constant dilatation and I£R strain. The volume
*~v
of the plastic region was constrained to be approximately constant by 
specifying the value of Poisson's ratio used in the evaluation of 
displacements in yielded elements to be 0.4999.
Two levels of friction were modelled. The previous axisymmetric 
work (106) indicated that the conditions of unlubricated and lead- 
lubricated interfaces could be modelled with the friction-layer 
technique by using values of m equal to 0.7 and 0.1 respectively. 
Since there is some theoretical justification for these values, they 
are the ones used in the present finite-element analyses of the 
three-dimensional friction tests.
FIG
. 
5.
4
TH
RE
E-
DI
ME
NS
IO
NA
L 
FR
IC
TI
ON
 T
ES
T:
 
GE
OM
ET
RY
 O
F 
EX
PE
RI
ME
NT
AL
 
SP
EC
IM
EN
S 
AN
D 
FI
NI
TE
-E
LE
ME
NT
 
ID
EA
LIS
AT
IO
N
12
-5m
m
i to
- 217 -
FIG. 5.5
CDMMERCIALLY-HJRE ALUMINIUM BLOCKS (INITIAL DIMENSIONS 40x25x12.5nm 
WITH CENTRAL HOLE 12.5nm DIAMETER) UPSET WITHDUT LUBRICATION 
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5.2.4 Results
A photograph of the experimental specimens, upset by various amounts 
under the two conditions of friction, is shown in fig. 5.5
As a comparison, fig. 5.6 shows the finite-element meshes and 
horizontal sections through the top layer of elements, at stages 
throughout the deformation, for the two values of friction factor used 
in the analyses. Due to a computer-system fault, the sequences of jobs 
performing the analyses were halted after completing about 40% 
reduction in height and could not be re-started. There was no time to 
begin the whole analyses again, and fortunately the finite-element 
results obtained before the system failure are sufficient for the 
purposes of this chapter.
The changes in the lengths of the major axes of the holes in the 
experimental blocks and the finite-element meshes (measured in the 
horizontal plane of symmetry) are plotted in fig. 5.7 as functions of 
reduction in height of the specimens.
The variations, throughout the deformation, of the deforming load 
predicted by the two finite-element analyses (calculated by summation 
of the vertical forces acting on the top faces of the mesh, according 
to section 3.2.6.2) are compared with the loads measured 
experimentally in fig. 5.8.
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5.1.5 Discussion of Three-Dimensional Friction-Test Results
It can be seen from fig. 5.5 that the modes of deformation of the 
experimental billets upset without lubrication are quite different to 
those of the billets for which lead was used as lubricant. For 
example, although the hole deforms into an oval shape under both 
frictional conditions (the longer axis of the the deformed hole lying 
at right angles to the longer axis of the whole billet), the size of 
the hole, for a given reduction in height, is not the same in the two 
cases. Thus the hole in the unlubricated billet has completely closed 
by 50% reduction in height whereas the hole in the specimen lubricated 
with the lead foil is still open at this stage. Also, there is a more 
pronounced bulge in the longer faces of the billets in the latter 
instance than in the former.
Thus the proposed three-dimensional friction test does 
distinguish satisfactorily between these two levels of friction. This 
distinction is quantified in fig. 5.7. It can be seen from this graph 
that the length of the major axis of the hole in an unlubricated 
billet decreases throughout the deformation, while the corresponding 
length in a lead-lubricated specimen increases. (The experimental 
result for the unlubricated specimen at around 30% deformation clearly 
does not agree with the other results for this condition of friction. 
This is most probably due to insufficient degreasing of the surfaces 
of the specimen or the platens, a suppositon which is made more likely 
by the fact that this compression test was carried out some time after 
the others, when the experimental procedure ma^y not have been as 
thorough. Although normally it would be inadvisable to ignore an 
experimental observation when the total number made is so small, in 
this instance other considerations suggest that the experimental 
result for the unlubricated specimen at 30% deformation may be
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neglected as part of the present comparison.)
The finite-element results plotted in fig. 5.7 indicate that, by 
the use of suitable values of the friction factor, the friction 
technique can model high and low levels of friction, even when the 
material is flowing in a strictly three-dimensional way, at least for 
deformations up to about 20 or 30%. The finite-element analysis using 
m equal to 0.7 correctly predicts the variation in the length of the 
major axis of the hole in the unlubricated billets up to this stage. 
After this point, the finite-element treatment underestimates the rate 
of closure of the hole, but this may be a result of the coarseness of 
the discretisation and the inability of the mesh to assume the very 
complicated geometry of the central portion of the billet as the hole 
begins to close up.
Similarly, using a value of friction factor equal to 0.1 in the 
finite-element analysis results in a deformed mesh in which the major 
axis of the hole increases, once again up to around 30%. However, it 
can be seen that this represents a somewhat lower level of friction 
than that produced by lead lubrication.
Fig. 5.8 shows that the two finite-element analyses correctly 
predicted the deforming load in this process, once again up to around 
30% deformation, to within the accuracy of the experimental results. 
Both the finite-element and the experimental results show that there 
is very little difference in the loads necessary to upset the 
specimens for quite a wide variation in the level of interfacial 
friction. It is only after about 30% reduction in height that the 
friction, in this simple forming process, becomes important in 
determining the required load.
This small variation of the deforming load with level of 
friction, for moderate deformations, is the cause of the anomaly 
observed in the finite-element predicted forces where, for part of the
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deformation, the analysis with the higher friction factor appeared to 
predict a smaller load than that obtained using the lower value of m. 
Since the load in this instance is calculated to be in equilibrium 
with the stresses in the top layer of billet elements, and these 
stresses are dependent upon the indirectly-calculated values of 
hydrostatic stress, the load is very sensitive to small errors in the 
gradients of stress in the rresh. The apparent difference between the 
values of the load for the two values of m, up to 30% deformation, is 
veil within the sort of error to be expected from this source. Notice 
that when the difference between the experimentally-measured loads for 
high and low levels of friction becomes appreciable, after 30% 
deformation, the finite-element analyses correctly predict higher 
loads when using m = 0.7 than when using m = 0.1.
5.3 CONCLUSIONS
The friction technique proposed by Hartley et al (106) used in a 
slightly modified form in the present finite-element treatment, is 
able to impose the full range of frictional conditions, from 
frictionless to sticking, in analyses of fully three-dimensional 
forming processes. Good correlation with experiment ally-rreasured 
geometry and deforming load has been obtained up to deformations of 
about 20 or 30%. For higher deformations, the friction technique 
imposes too high a restraint in three-dimensional formulations; work 
is necessary to develop the friction technique in order to improve the
finite-element predictions for higher deformations.
A three-dimensional friction test has been proposed to supplement
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the observations carried out using the usual friction-ring test. The 
tests are easily performed and provide a sensitive indication of the 
level of friction in cases where the flow of the material at a die 
interface is in more than one direction.
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6.0 INTRODUCTION
In the previous chapters, the finite-element program which was 
developed as part of the present work has been used to examine various 
fairly simple three-dimensional forming processes and has been shown 
to give results which agree well with experimental observations. It is 
necessary, to conclude this work, to demonstrate that the program is 
capable of analysing more complicated and realistic three-dimensional 
deformations.
The forming process to be considered in this chapter is the 
forging of a stylised version of a connecting rod from an internal- 
combustion engine; the finite-element predictions for this process 
will be compared with the results of experiment. As far as the author 
is aware, no finite-element analyses of three-dimensional plastic 
deformations of comparable complexity have been attempted before.
Typically, con rods are forged, in pairs, in several stages. One 
such sequence of forgings, for an automobile con rod, is shown, from 
left to right, in fig. 6.1. The initial stock is square steel bar, and 
the first three stages convert this into a preform in which most of 
the material is concentrated in the part of the forging which will 
eventually form the big end of the con rod. The fourth stage deforms 
this to give a billet which has the basic outline of the con rod, and 
this is forged into the required shape in the fifth operation. This is 
followed by a coining operation, during which the dimensions of the 
work-piece change very little. All these operations are carried out in 
the hot state.
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FIG. 6.1
SEQUENCE OF FORCINGS OF AUTOMDBILE CONNECTING ROD 
(FORCINGS COURTESY OF AUSTIN-ROVER CARS)
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For the purposes of this demonstration, it is only necessary to 
examine one stage of the typical forging sequence. The particular 
stage chosen is that between forgings four and five in the above 
sequence, since this step exhibits the most interesting features of 
the deformation.
Several simplifications were made for the comparison, which in no 
way invalidated the demonstration presented here. Firstly, the 
geometries of the connecting rod at stage five, and the preform at 
stage four were stylised. This was a matter of convenience only; in 
principle it would be possible to model the given operation exactly 
(to within the limits of finite-element discretisation), but at the 
expense of large computer-storage requirements and computer running 
tine. Another important consideration was that the preform, which 
would have to be machined for the experimental tests, should not have 
too complicated a shape. The chosen geometries of the connecting rod 
and the preform are shown in fig. 6.2. It can be seen that the 
stylised form retains the essential features of the original such as 
the heavily indented big end and the cross section of the stem.
As mentioned above, the specimens in fig. 6.1 were forged from 
hot steel. Since it would be difficult to forge steel in the hot state 
under laboratory conditions, it was decided to conduct the 
experimental tests on commercially-pure aluminium con rods, deformed 
at room temperature.
Finite-element analyses of such a complicated process necessarily 
take a long tine to complete, since the computer-installation limits 
mean that these analyses have to be conducted in a sequence of
t
separate jobs, spread out over a period of weeks. As a result, the 
computer solutions considered in this chapter had to be started before 
the modifications to the friction technique described in Chapter Four 
could be implemented. Since, at the time, it was not possible to model
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inter facial friction successfully, it was necessary to perform two 
analyses, one with zero-friction interfacial conditions, the other 
with sticking friction. Although these are obviously idealisations, it 
will be seen that a useful comparison can still be made between the 
results obtained and the experimental observations.
6.1 EXPERIMENTAL PROCEDURE
6.1.1 Manufacture of Dies and Preforms
The upper and lower dies used to forge the aluminium con-rod were made 
from Impax, a proprietory tool steel. Since the con rods were to be 
produced from relatively soft commercially-pure aluminium, it was 
possible to use this steel in its as-supplied state (with a Rockwell C 
hardness of about 30) without any subsequent hardening treatment.
The die cavities were spark eroded, the graphite electrodes being 
cut on a numerically-controlled milling machine from a tape prepared 
with the Madcon computer package developed at the University of 
Birmingham. The shape of the die cavities conformed to the impressions 
of the con-rod geometry given in fig. 6.2 except that a small draft 
was included on all the vertical surfaces to facilitate removal of the 
forgings from the dies, and the dies were designed to have a flash- 
gutter thickness of 1.5mm when fully closed.
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a)
FIG. 6.3
b)
a) DIE-SET FOR FORGING OF CON ROD (THE SPRINGS WERE LATER 
REM3VED AND WERE NOT USED DURIN3 THE TESTS)
b) GENERAL VIEW OF DIE-SET IN
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The dies were drilled, and bolted to the inner faces of a tvo- 
pillar die-set as shown in fig. 6.3a. Care was taken to position the 
centres of the die cavities at the centres of the faces of the die-set 
to minimise the sideways thrust on ths pillars during the forging 
stroke. The bolt holes were slightly over-size, allowing one of the 
dies to be moved slightly to obtain alignment with the other, prior to 
the final tightening of the bolts.
The preform billets were made from 32mm round commercially-pure 
aluminium bar. Sections of this were sawn off, and the billets dumped 
slightly to increase the width of the available material, before being 
annealed. The outline of the preform shape shown in fig. 6.2 was then 
cut out of each billet using the numerically-controlled miller, the 
control tape once again being prepared by the Modcon program. Finally, 
the specimens were milled to reduce their thickness to the specified 
value.
6.1.2 Forging of Specimens
The forging of the connecting-rod specimens was carried out using a 
3000kN Denison hydraulic press. Fig. 6.3b shows the die-set in 
position in this press and the dial gauge which was used to measure 
the reduction in height of the specimens.
All the preform specimens and the die cavities were thoroughly 
degreased with acetone before being coated with DAG 580 graphite 
lubricant. This lubricant, in the form of a suspension of graphite in 
alcohol, was painted on with a brush and allowed to dry before the 
compression tests were made. After each forging operation, any bare
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regions of the die cavity were re-coated with the lubricant.
The specimens were placed in turn in the lower die cavity, a 
small piece of Plasticine being used to retain them in the correct 
position, and the top of the die-set was lowered into position. The 
die-set was then compressed with the hydraulic ram to the required 
amount, as indicated by the dial gauge, the final load being recorded. 
In all cases, the strain rate was very low, the forging process 
typically taking about a minute. The specimens were deformed to 
various amounts up to the limit determined by die closure. After 
forging, the graphite remaining on the specimens was cleaned off with 
acetone.
6.1.3 Measurement of Deformed Specimens
The deformed con-rod specimens were sawn longtitudinally, to one side 
of the vertical plane of symmetry, and the larger portion machined 
back to the centre line. An extra specimen was obtained at 64% 
deformation, and this was milled to expose the horizontal plane of 
symmetry of the work-piece. The profile of this specimen and the 
profile of the longtitudinal section at the same deformation were 
measured using a Zeiss NP320 projection microscope operating in 
reflected node. After polishing the surfaces, micro-hardness 
distributions were obtained using a Vickers pyramid indenter and a 
load of 10Og.
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6.2 FINITE-ELEMENT ANALYSES
The finite-element mesh used to model the preform billet contained 600 
elements and represented one quarter of the con rod, as shown in fig. 
6.4. The material properties of commercially-pure aluminium were used 
in the analyses (section 4.2.3, fig. 4.4) which was performed in steps 
of 0.5% reduction in height per increment.
Sixteen boundary surfaces were defined to model the shape of the 
experimental die cavity, and the finite-element nesh was deformed by 
moving the bottom layer of nodes upwards towards them. The nodes 
representing points on the vertical plane of symmetry of the con rod 
were constrained to remain within that plane. Nodes of the mesh coming 
into contact with any of the defined boundary surfaces were either 
fixed in position for the rest of the deformation (sticking-friction 
condition) or constrained to nove tangentially to the contacted 
surface (zero-friction condition).
The analyses were performed using a secant-modulus technique, 
with Jaumann correction, constant dilatation, and LCR strain, and the 
hydrostatic stress was calculated indirectly. The volume of the 
plastic region was forced to be approximately constant by using a 
value of Poisson's ratio equal to 0.4999 for the evaluation of the 
stiffness matrices of yielded elements.
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FIG. 6.4
FORGING OF CON ROD: FINITE-ELEMENT 
IDEALISATION OF PREFORM
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6.3 RESULTS
The experimental specimens were forged to various extents up to a 
deformation of about 73% (for the rest of this chapter, any reference 
to percentage deformation means the percentage change in the thickness 
of the central portion of the big end). By this stage, the dies had 
almost closed and the flow was confined to the formation of the flash. 
The deformed aluminium con rods are shown in fig. 6.5, and the 
longtitudinal sections in fig. 6.6.
The two finite-element analyses were performed up to a 
deformation of about 64%. Projected views of the meshes obtained at 
various stages throughout the analysis, for the two boundary 
conditions are given in fig. 6.7. A more detailed comparison of the 
deformations predicted by the two finite-element analyses at about 64% 
deformation is presented in figs. 6.8 and 6.9, which show various 
sections through the deformed meshes.
The values of generalised stress at the centroids of elements 
lying on the vertical and horizontal planes of symmetry of the mesh 
were obtained and converted to Vickers pyramid hardness values 
according to eqn. 4.2. The distributions of hardness across the two 
planes of symmetry predicted by the zero- and sticking-friction 
finite-element analyses, at about 64% deformation, are compared with 
the experimentally-measured values in figs. 6.10 and 6.11. Note, a 
lack of experimental hardness measurements towards the small end of 
the longtitudinal section prevented contours being drawn in this 
region.
Fig. 6.12 shows values of pressure predicted by the two finite- 
element analyses across the portion of the die which was in contact
with the meshes at 64% deformation. These pressures are taken from the
C 
values of normal vetical stress in the top layers of billet elements.
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21%
735%
FIG. 6.5
FORGED CDMMGRCIALLY-IURE ALUMINIUM CONNECTING RODS AT 
VARIOUS DEFORMATIONS
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RG. 6.6
FORGING OF CON ROD: LONGTITUDINAL SECTIONS 
THROUGH EXPERIMENTAL SPECIMENS AT 
VARIOUS DEFORMATIONS (ACTUAL SIZE)
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zero 
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31%
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50%
RG. 6.7
FORGING OF CON ROD: FINITE-ELEMENT MESHES 
FOR TWO CONDITIONS OF FRICTION AT 
VARIOUS DEFORMATIONS
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For the reasons given later, reliable estimates of the total 
deforming load in the finite-element analyses could not be obtained 
from the values of force acting on the external faces of the meshes. 
Examination of the incremental work of deformation shows that at about 
64% deformation, the finite-element program predicted a deforming load 
of 825kN with sticking friction and 227kN with zero friction. The load 
measured experimentally at this deformation was about 300kN.
6.4 DISCUSSION
6.4.1 Deformation
It can be seen from figs. 6.10 and 6.11 that the deformed profile 
predicted by the finite-element program at 64% for sticking-friction 
conditions is in quite good agreement with the experimentally-observed 
shape of the specimen. In particular, the sections through the 
horizontal plane of symmetry shown in fig. 6.11 indicate that the 
sticking-friction conputer analysis correctly predicted a decrease in 
the width of the incipient flash at the neck of the small end, and the 
thickness of the rim of the big end predicted by this finite-element 
analysis is about the same as that measured experimentally (fig. 
6.10). Much of the difference between the experimental and the 
sticking-friction finite-element profiles can be seen to be due to the 
coarseness of the mesh which had to be used for the conputer analyses. 
This is apparent in the central portion of the big end in fig. 6.10, 
where the indented surface has tended to pull a considerable area of 
the surrounding mesh along with it. The relatively large size of the
- 247 -
elements used also explains why parts of the finite-element mesh 
appear to penetrate the die surfaces - in the program it is the nodes 
which are in contact with the surfaces, and if these are widely 
separated, the line joining them may appear to cross a convex surface. 
With a much finer mesh, the finite-element predicted profile would 
undoubtedly have conformed more closely to the surfaces of the die and 
produced better predictions of the shapes of the profiles.
At 64% deformation, the finite-element analysis with sticking 
friction predicted the existence of an appreciable flash round the 
horizontal profile. This is not evident in the aluminium specimen at 
this deformation, in which the flash had only just begun to form. This 
is almost certainly due to the differing conditions of friction in the 
two cases, since in a forging of this type, the extent of the flash is 
very sensitive to the level of friction in the die cavity and the 
flash gutter. In the lubricated experimental forging, flow can still 
take place within the die cavity at 64% deformation (i.e. before the 
dies are fully closed) whereas this flow is inhibited when the 
sticking-friction simplification is used, so that the material will 
tend to be extruded, to a greater extent, out of the die cavity.
Apart from this, the deformation predicted by the finite-element 
analysis with sticking friction agrees fairly well with that obtained 
experimentally using graphite lubrication. However, the finite-element 
deformation predicted assuming zero friction differs considerably from 
the experimental observations. The computer predictions for zero 
friction show much less flow of the material into the rim cavity of 
the big end, and less flow towards the die opening along the axis of 
the mash. It can be seen from fig. 6.8 that the zero-friction finite- 
element mesh has remained remarkably homogeneous even at this advanced 
stage of the deformation. The different modes of flow produced by the 
two conditions of friction are clearly illustrated by the drawings of
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the incremental-displacement vectors acting in the horizontal plane of 
symmetry (fig. 6.9). Whereas the material in the sticking-friction 
example is flowing almost radially outwards from the centre of the big 
end into the flash, the zero-friction flow is in a circumferential 
direction along much of the perimeter of the big end, and there is 
obviously little tendency for the flash to form.
These results indicate that although, as shown in the ring-test 
calibration curves in fig. 5.3, graphite is a moderately good 
lubricant, the deformation obtained experimentally was closer to the
Siwpli^iCnfricw
sticking-friction |idegri: than it was to the zero-friction case. It 
would seem then that for most levels of friction, the pattern of 
deformation is broadly similar, differing only in degree with 
different values of friction; the pattern obtained when friction is 
removed altogether is totally different.
6.4.2 Hardness Values
Figs. 6.10 and 6.11 show that the distribution of hardness values 
predicted by the finite-element analysis with sticking friction is in 
general agreement with the experimentally-neasured values. In 
particular, the finite-element program correctly predicts larger than 
average values of hardness under the two indentation zones (the big 
end and the stem) and also at the sides of the indented big-end 
region. Some of the detail picked out by the finite-element hardness 
maps (such as the two areas of increased hardness at the perimeter of
tiie horizontal section of the big end) may be lost on the experimental 
sections due to an insufficient number of data points. In general, the
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finite-element values are slightly too high, particularly at the 
centre of the big end, but this is probably a result of the more 
severe deformation produced with the sticking-friction condition and 
the coarseness of the finite-element nesh.
The hardnesses predicted by the finite-element analysis with zero 
friction are not in good agreement with the experimental results, 
indicating once again that the zero-friction idealisation is not a 
good approximation to actual interfacial conditions, even when the 
level of friction is quite low.
6.4.3 Die-Interface Pressure
The values of pressure shown in fig. 6.12 indicate the sort of 
information which can usefully be obtained from the finite-element 
analysis. Unfortunately, in this instance the values produced are of 
doubtful validity since some regions of the die appear to be subject 
to negative pressure. This is a result of the failure to calculate the 
hydrostatic component of stress correctly in certain parts of the 
finite-element mesh. In the analyses considered here, the hydrostatic 
stress change between adjacent elements was evaluated indirectly from 
the gradients of deviatoric stress, starting from the known value of 
hydrostatic stress at a free surface. The free surface used in these 
analyses was situated on the longtitudinal axis of the nesh at the 
left-hand end in fig. 6.12. Thus, calculating the hydrostatic stress 
in the region of the big end presented no problem. However, obtaining 
the value in elements towards the right-hand end of the mesh involved 
the calculation of the hydrostatic stress in the many elements lying
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between the starting point and the element in question. Accumulation 
of error is quite likely under these circumstances, but in this 
particular deformation, the error was much greater because some of the 
intervening elements lay in regions of severe deformation (for 
example, at the centre of the big end) where the elements were grossly 
distorted. The effect of the accumulation of error is shown in the 
sticking-friction part of fig. 6.12 where the die pressure becomes 
progressively more negative in moving towards the small end of the 
nesh. (A similar trend is not shown in the zero-friction example 
because the deformation in the stem part of the mesh is not very 
severe.)
Two possible solutions to this problem present themselves. 
Firstly, the indirect calculation of hydrostatic stress could use more 
than one starting point, perhaps by evaluating the hydrostatic stress 
at the centroids of all elements with a free surface before the rest 
of the calculation is performed. This would generally avoid having the 
value of hydrostatic stress in any given element dependent upon the 
values in more than a few other elements, but would not solve the 
problems associated with the severe deformation of the mesh. A remedy 
for this would be to re-nesh the work-piece at intervals throughout 
the deformation, so that severely distorted elements are never formed. 
Such a re-meshing would not be easy to perform, automatically, in the 
three-dimensional processes examined by this program, but would, if 
accomplished, be generally beneficial. For instance, the ability of 
the mesh to flow round the corners of a die would be improved. A 
general re-neshing scheme should certainly be considered for the
i
program in the long term. Once the problem with the calculation of 
hydrostatic stress is overcome, there should be no problem predicting 
the correct distribution of pressure across the die surface during the 
forging operation.
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Because of the unreliability of the values of the total 
components of stress in this instance, it was not possible to 
calculate the deforming load in these finite-element analyses from the 
predicted values of force acting on the external faces of the nesh. 
However, the estimates of the load obtained from the incremental work 
of deformation appear to be of the right order, the value calculated 
for sticking friction being much larger than the value measured 
experimentally for the graphite lubricant, while the zero-friction 
prediction was slightly smaller.
6.5 CONCLUSIONS
The finite-element program developed here has been shown to be capable 
of examining an example of a complicated three-dimensional forging. 
The solution obtained assuming sticking-friction between the dies and 
the work-piece was in good agreement with the results of an 
experimental investigation in which graphite was used as a lubricant, 
the finite-element program predicting essentially the correct 
deformation pattern and distribution of hardness values. The finite- 
element analysis performed assuming zero-friction conditions was not 
in very good agreement with the experimental findings even though the 
level of friction produced by the graphite lubricant was quite small. 
It would seem, in general, that the deformation obtained by assuming 
precisely zero interfacial friction is quite different to that 
obtained when friction is present, whatever this friction might be.
Because of the severe deformation occurring in parts of the 
finite-element mesh in the process considered here, the method of
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calculating hydrostatic stress indirectly from the equilibrium 
distributions of deviator ic-stress gradient appeared to produce 
incorrect values. This situation could be improved by increasing the 
number of points on the free surfaces from which the calculation is 
started and by re-forming the finite-element mesh at intervals during 
the deformation.
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SUMMARY
A three-dimensional elastic-plastic finite-element program has been 
developed which incorporates a new measure of strain for deformations 
involving large rotation and a new strain-hardening improvement of the 
mean-normal (98) method of calculating increments of stress. This has 
been used to examine the unlubricated, simple upsetting of a 
rectangular block of commercially-pure aluminium. Good agreement was 
obtained between the finite-element predictions of deformation and 
hardness and experimental findings. The predicted shape of the 
distribution of pressure across the surface of the die also agreed 
with previous experimental results (4). However, the beta-stiff ness 
technique (1) which was used in this analysis was found to impose too 
high a frictional restraint, and certain modifications had to be made.
The finite-element program with the modified friction technique 
was used to perform analyses of the axisymmetric friction-ring test 
and the results compared with experiment (106). The program was able 
to model the full range of interfacial conditions from zero to 
sticking friction, although good correlation with the experimental 
findings was only obtained for deformations up to about 30%.
A new friction test was proposed to demonstrate that the program 
could also model friction in situations where the flow is fully three- 
dimensional, within the above limit of deformation. This test, which 
consisted of the upsetting of a rectangular block containing a 
central, circular hole, was found to be a sensitive indicator of the 
level of interfacial friction. The finite-element predictions for this 
test, obtained using a friction factor equal to 0.7, were in good 
agreement with the results of the experimental tests performed without 
lubrication, up to about 30%, while the finite-element analysis which 
used a friction factor of 0.1 was found to give a somewhat smaller
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fractional restraint than that obtained with lead 
lubrication.
Finally, finite-element analyses were obtained for the forging of 
aluminium con rods. In the absence, at that time, of a suitable 
friction technique, the finite-element analyses assumed the idealised 
boundary conditions of zero and sticking friction. The deformation and 
hardness predicted by the latter treatment agreed with the 
experimental observations of this complex three-dimensional forging, 
while it appeared that the node of flow resulting from the zero- 
friction simplification differed substantially fron that obtained 
experimentally, even though the experimental forgings were carried out 
using graphite lubrication.
Because of the gross distortion of the mesh in this analysis, the 
method of calculating hydrostatic stress, using the equilibrium 
distributions of deviatoric-stress gradient, produced incorrect 
results. Methods of overcoming this problem have been suggested.
The finite-element program developed here has been shown to be 
able to predict correctly the material flow and stresses in a variety 
of three-dimensional forgings and should prove to be a valuable 
analytical tool in the field of forging design.
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SUGGESTIONS FOR FURTHER WORK
Several areas that require further investigation have become evident 
during the course of this work. Perhaps the most immediately important 
was mentioned in Chapter Five, namely the need to develop the existing 
friction technique in order to model correctly the boundary conditions 
in forging processes at deformations greater than 30% or so. This 
problem should receive urgent attention.
The failure of the present method of calculating hydrostatic 
stress indirectly, when gross deformation is taking place, became 
obvious when the program was used to examine the forging of the con 
rod in Chapter Six. The basic technique in this case is sound, and it 
should not be difficult to improve the calculation procedure to 
overcome this limitation.
In this context, it was suggested that a re-meshing technique 
would be useful, and sorre such modification will be necessary if the 
program is to be capable of modelling deformations where the geometry 
of the work-piece changes considerably during the process. (An example 
of this would be the formation of the flash in the con-rod forgings 
examined in Chapter Six, although in the analyses considered there, 
the solution was stopped before this became a problem.)
During these analyses it also became obvious that the solution 
would benefit from using a finer discretisation. This is largely a 
matter of computer-storage facilities, although increasing the number 
of elements also increases the the computational time, so work could 
usefully be devoted to improving the efficiency of the program in 
general, and of the matrix-solution technique in particular, perhaps 
with a view to using a computer with vector-processing capabilities.
Finally, little mention has been made in this work of the 
effects, on the flow and properties of the forging, of varying the
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strain rate of the process, and the current program has no way of 
calculating , or allowing for, changes in temperature (spatial or 
temporal). In the context of this thesis, this has not been a problem 
since all the experimental comparisons have been carried out slowly, 
thus eliminating strain-rate effects and generating negligible change 
in the temperature. However, if the finite-element program is to be 
applied in general to practical forming problems, the ability to model 
strain-rate and temperature effects will become very important, and 
this should receive further consideration.
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APPENDIX A
OF JAUMVNN CORRECTION
In order to demonstrate the necessity of including the Jaumann 
correction into the finite-element formulation, two finite-element 
analyses of an idealised deformation were performed, one using the 
Jaumann increment of Cauchy stress in the constitutive stress-strain 
relations, (i.e. with Jaumann correction), and the other using the 
increment of nominal stress in these relations (i.e. without Jaumann 
correction).
In both analyses, a single-element cube, length of edge 1 cm, 
which was initially aligned with the xyz axes, was rotated about the 
z axis by one degree per increment, the axis system (x 1 , y 1 , z 1 ) 
rotating with the element. At the same tine, the element was extended 
by 0.000158844mm per increment, in the current x 1 direction. The other 
two dimensions of the element were reduced in accordance with a value 
of Poisson's ratio equal to 0.34. The element, which started the 
deformation with a tensile stress of 100 MN/m2 acting in the x 
direction, was assumed, for simplicity, to remain elastic throughout
A
with Young's modulus equal to 70 GN/m . The stress acting at any stage
t
of the deformation could therefore be calculated by classical 
elasticity theory.
At any instant, the total value of the tensile strain in the x' 
direction is ln(l+0.0000158844a) where a is the current angle of
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rotation, in degrees. Thus by Hooke's law, the normal stress in this 
direction, a, is given by:
a = 100 + 70000 ln(l+0.0000158844a) IVN/m2 (A.1)
which includes the initial value of tensile stress in the body.
Using IVbhr's circle, the normal stress in the x direction is 
found to be:
= acos 2a (A. 2)
while the shear stress in the xy plane is:
= asina.cosa (A. 3)
The force f which must be acting in the x 1 direction to cause this 
state of stress is obtained from eqn. A.1 by multiplying the normal 
stress by the current area of the face which is perpendicular to this 
stress. Since the dimensional changes of the element are very small, 
this area can be taken to be equal to the original area of one face of 
the cube. Thus:
f = O.OOOla (A. 4) 
and the component of force in the x direction is:
f = f.cosa (A.5)
X
The change in the x component of force during an increment, Afx is the 
difference between fv evaluated for angles a and a-1.
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FIG. A.I
EFFECT OF JAUMANN CORRECTION ON COMBINED 
EXTENSION AND ROTATION OF PRE-STRESSED BODY
- 268 -
Fig. A.1 shows the variation of Afx , axx and a with angle of 
rotation a as predicted by the above analysis, by the finite-element 
treatment without the Jaumann correction and by the finite-element 
treatment with the Jaumann correction.
The three graphs clearly illustrate that when the nominal stress 
is used in the the constitutive equations, (no Jaumann correction), 
the predicted values of incremental force and total stress are greatly 
in error; the finite-element treatment with the Jaumann correction 
gives components of incremental force and total stress which are in 
excellent agreement with the true values.
The size of the elastic extension in this example was chosen so 
that it gave a final tensile stress of the same order as the stresses 
obtained in the elastic-plastic forming processes examined by the 
finite-element program. The angular increment of one degree was also 
the order of rotation to be expected in these processes. Thus the 
above results show that the use of the Jaumann increment of Cauchy 
stress in the stress-strain relationships is essential if flow and 
stress are to be accurately predicted in netal-forming processes.
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APPENDIX B
STRAIN DURING FINITE INCREMENTS OF DEFORmTION
B.I Introduct ion
In section 2.1.1.3 it was stated that the infinitesimal strain tensor
T([Q]+[Q] )/2 which appears in the virtual work relationship is not an 
accurate representation of incremental strain when the material is 
rotating, even if the deformation is quite small. It was explained 
that the correct type of strain to use for the present formulation is 
the Lagrangian measure, but that this could not easily be incorporated 
into the governing equations because it is a quadratic function of 
incremental-displacement gradients. A new type of incremental strain 
was therefore defined, called linearised co-rotational (I£R), which, 
as its name implies, is a linear function of these quantities and is 
approximately independent of any material rotation. It was stated that 
providing the strain increment is small, LCR incremental strain is a 
good approximation to the Lagrangian value, even when the angular 
velocity of the material is an order of magnitude larger than the 
strain rate. Incorporation of I£R strain into the virtual-work
/
expressions requires that the incremental angles of rotation be 
estimated using the values obtained from the previous step of the 
calculation, and it was further stated that even though the correct 
angles will not, in general, be predicted, I£R strain with such
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estimated rotations is far nore accurate than infinitesimal strain 
providing the estimates are of the right sort of order.
It is the purpose of this appendix to demonstrate the inadequacy 
of the infinitesimal definition of strain for metal-forming analysis, 
to illustrate the close agreement between the I£R and Lagrangian 
definitions of strain increment when this strain increment is small 
and to justify the use of the 1£R expression with estimated rotational 
coefficients in the present treatment.
B.2 Requirements and Assumptions
The equations describing the behaviour of a plastically-deforming body 
are non-linear, not only because the geometry of this body changes 
with the extent of deformation, but also because the material 
properties are functions of strain and stress. Thus the analysis of a 
process where extensive yielding takes place has to be carried out 
incrementally, whatever strain measure is used.
However, the metal-forming operations to be examined by the 
present program may involve plastic strains of the order of one or 
more, and it is important, in order to make best use of the computer 
resources, that the analysis is performed in as few increments as 
possible and use of strain increments of about one or two percent is a 
reasonable compromise under these circumstances. Thus the first 
requirement is that the definition of strain used in the program must 
give acceptably-accurate values for increments of deformation of this
sort of size.
Metal-forming operations may involve gross deformation of the
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work-piece and considerable rotation of the material. But, bearing in 
mind the size of the increments to be used in the present analyses, 
the angular increments of rotation would not be expected to exceed 
about ten degrees. Thus the second requirement is that the strain 
definition used is acceptably accurate even when material rotations of 
this order are occurring.
As a corollary, it may be assumed for the purposes of the present 
work that the incremental strains and rotations do not exceed, to any 
large extent, those values specified above.
B.3 Example Deformation
The following simple deformation will be considered in order to 
illustrate the different definitions of incremental strain mentioned 
in section B.I.
The unit cube in fig. B.I is initially aligned with the xyz axes. 
It is first deformed by simple tension, being extended in the x 
direction by a small amount e (for simplicity, the material is assumed 
to be incompressible, so that the strains in the y and z directions 
are e/2), and then rotated by a small angle a about the z axis in an 
anti-clockwise direction. The edges of the deformed body are now 
aligned with the x'y'z 1 axes.
The x, y and z components of incremental displacement of a 
point of the undeformed body with coordinates (x, y, z) are:
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FIG. B.I
COMBINED EXTENSION AND ROTATION 
OF CUBIC ELEMENT
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((l+e)cosa - l)x - (l-e/2)sina.y (B.lA)
Ail = (1+e)sina.x + ((l-e/2)cosa - l)y (B.lB)
Auz = -(e/2)z (B.1C)
Taking the partial derivatives of eqns. B.I and substituting into 
eqn. 2.2 gives that the incremental-displacement gradient tensor for 
this deformation is:
[Q]
(1+e)cosa-1 (1+e)sina 0
-(l-e/2)sina (l-e/2)cosa-1 0
0 0 -e/2
(B.2)
Using the definition given in section 2.1.1.3.1, the Lagrangian 
increment of strain is therefore given by:
[AeL ]
e + e2 /2 0 0
0 -e/2 + e 2/8 0
0 0 -e/2 + e 2/8
(B.3)
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B.4 Infinitesimal Definition
Substituting eqn. B.2 into the expression given in section B.I, the 
increment of strain for this deformation according to the 
infinitesimal definition is:
(1+e) cpsa-1 (3e.sina)/4 
(3e.sina)/4 (l-e/2)cosa-l
0 0
0
0
-e/2
(B.4)
comparing eqns. B.3 and B.4, and expanding the trigonometric 
quantities, the absolute errors in the normal x and y components of 
the infinitesimal increment of strain are, to a first approximation, 
both equal to -a2 /2, while the absolute error in the xy shear 
component is approximately 0.75e.a (with a measured in radians).
Thus, for example, if e is 0.01 (i.e. the tensile strain 
increment is 1%) and the angular increment a is five degrees, the 
relative error in the normal component of incremental strain in the x 
direction, using the infinitesimal definition, is about -38%; if the 
value of a is ten degrees, the error rises to about -150%.
Clearly, the infinitesimal strain is grossly inaccurate when the 
material is rotating, even when the rotations are fairly small.
B.5 Linearised Co-rotational (I£R) Strain
Let the estimated value of the angular increment for this deformation 
be b. The rotational matrix [R] is then:
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[R] =
cosb
sinb
0
-sinb
cosb
0
0
0
1
(B.5)
Using the definition given in eqn. 2.16, the LCR increment of strain 
for this deformation may be expressed as:
CAel
((l-fe)cosa-Dcosb (3e. sin (a-b) )/4 
+(1/2 + 7e/8)sina.sinb
(3e.sin(a-b)) /4 ((l-e/2)cosa-1)cosb
+(1/2 - 5e/8)sina.sinb
0 0
0
0
-e/2
(B.6)
In order to demonstrate that LCR strain is a good approximation to 
Lagrangian strain, assume that the angular increment has been 
correctly estimated, i.e. b=a, then:
[Ae]
((1+e)cosa-1)cosa 
+(1/2 + 7e/8)sin a
0
0 0
((l-e/2) cosa-1)cosa 0 
+(1/2 - 5e/8)sin a
0 -e/2
(B.7)
Comparison of eqns. B.7 and B.3 shows that the LCR definition of 
incremental strain gives the correct, zero value of the xy shear 
component, irrespective of the values of e and a. The normal x and y 
components though include errors which are functons of these two 
quantities.
Fig. B.2 depicts the variation, with respect to a and e, of the 
absolute error in the normal component of LCR incremental strain in
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FIG. B.2
VARIATION OF THE ABSOLUTE ERROR IN THE 
x COMPONENT OF LINEARISED CO-ROTATIONAL 
STRAIN WITH ANGULAR INCREMENT a AND 
EXTENSION e FOR THE COMBINED TENSION/ 
COMPRESSION AND ROTATION OF A BODY
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the x direction, over the domain of normal strain and angular 
increment of interest in the present case. It can be seen that 
providing the magnitude of the strain is less than two or three 
percent, the absolute error in this component of LCR strain is very 
small, and that this is true even for values of a up to about ten 
degrees. The relative error in the x component of incremental strain 
in this region is of the order of one percent or less, which is 
certainly an acceptable order of accuracy. (Strictly, the relative 
error will tend to infinity as e tends to zero, for all a not equal to 
zero, and the above error bound only applies when the magnitude of the 
strain increment is greater than a fraction of a percent. However, 
since it is the absolute error in the strain which is important if the 
true value of the strain is zero, and the absolute error in the 
present case is very small, being approximately proportional to the 
fourth power of a when e is zero, this behaviour may be safely 
ignored.)
Thus for this simple deformation, the I£R increment of strain is 
a very good approximation to the Lagrangian measure for the required 
range of strain and angular increment.
B.6 LCR Strain with Estimated Rotational Coefficients
In order to incorporate I£R strain into the finite-element 
formulation, the coefficients of the matrix [R] are estimated to be 
equal to those calculated for the previous increment or step of the 
analysis. Thus in general, in the present simple example, b is not 
exactly equal to a.
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However, it is reasonable to assume that the estimate of b does
not differ too greatly from a, so that a-b, a and b, are all fairly
small. In this case, eqn. B.6 may be rewritten to give, approximately:
[Ae]
-(a.sin(a-b))/2 
+e.cos(a-b)
(3e.sin(a-b))/4
0
(3e.sin(a-b))/4 0
-(a.sin(a-b))/2 0
•(e.cos(a-b))/2
0 -e/2
(B.8)
providing b is not very close to a (in which case the error analysis 
set out in section B.5 would apply). Comparing eqn. B.8 with eqn. B.3 
gives the following relative errors, after neglecting higher-order 
terms:
err(Aevv ) = a(b-a)/2e - e/2 (B.9A)
= a(b-a)/e - e/4 (B.9B)
and the absolute error:
abs.err(AeXy) = 3e(a-b)/4 (B.9C)
Thus, for this simple deformation, all three errors are linear 
functions of the error in the estimated angle of rotation b-a.
The infinitesimal increment of strain may be considered «to be the 
same as the I£R definition but with the angular increment estimated to 
be zero i.e. with 100% error in the estimated angle. Thus providing, 
as is most likely, the finite-element program gives a better estimate
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of the angular increments than this, the strain increments calculated 
from the LCR definition will be more accurate than those obtained from 
the infinitesimal expression. In many situations the rate of rotation 
of the material changes little from one increment to the next, and in 
these cases I£R strain with estimated rotational coefficients will 
agree very well with the Lagrangian measure.
This is illustrated in fig. B.3. This compares the results of two 
finite-element analyses of the combined rotation and elastic extension 
of the single element described in appendix A with the analytical 
results presented there. This tine, the two finite-element treatments 
were identical except that one used the infinitesimal strain increment 
definition in the formulation, and the other used the LCR definition 
with estimated rotational values. The values of incremental force in 
the x direction and normal stress in the x direction are in excellent 
agreement with the theoretical results; the infinitesimal definition 
of strain leads to gross errors in these quantities.
B.7 A Note on the Chosen Example
For simplicity of calculation, this appendix has examined a 
deformation in which there is only one axis of rotation. Under these 
circumstances the off-diagonal terms of the matrix [R] are exactly 
equal and opposite in sign to the terms in the corresponding transpose 
positions, (eqn. B.5), which in general is only approximately true, 
and then only for small angles of rotation. Thus the chosen example is 
in this respect a special case. However, numerical examination of 
other examples of deformation with strictly triaxial rotation leads to
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similar conclusions concerning the relative merits of infinitesimal 
and i£R strain and the errors involved in their use, although, for the 
sake of conciseness, these results will not be presented here.
B.8 Conclus ions
1. The infinitesimal strain tensor is not an accurate representation 
of incremental strain when the deformation involves rotation, 
even small values.
2. The expression for the linearised co-rotational increment of 
strain given in eqn. 2.16 predicts values which are very close 
to the true values of incremental strain providing the rotational 
matrix [R] is evaluated correctly.
3. When [R] is not known exactly, the I£R definition of strain gives 
values which are much closer to the true values of incremental 
strain than those obtained from the infinitesimal expression, 
providing [R] is estimated to be of the correct order of 
magnitude. Therefore, the technique developed for this program, 
in which the co-rotational strain increment is incorporated into 
the stiffness formulation using the rotational matrices 
calculated for the previous increment, is justified.
- 282 -
APPENDIX C
BANDWIDTH
In section 2.2 it is stated that the stiffness matrix [K] is symmetric 
(assuming the vectors of incremental displacement and force refer to 
nodes in the same order) and banded, i.e. all the non-zero terms lie 
within a band about the leading diagonal, and that only the 
coefficients in the upper (or lower) band need be stored.
The maximum number of coefficients in a row of the band is called 
the bandwidth; the maximum number in a row of the stored upper band is 
the semi-bandwidth (strictly (bandwidth+d)/2, where d is the number of 
degrees of freedom per node - three in the present analysis). The 
nodal bandwidth and the nodal semi-bandwidth are obtained from these 
quantities by dividing by d.
The value of the bandwidth depends upon the order in which the 
nodes are considered in the force and displacement vectors. It is 
important to minimise the bandwidth so that the storage requirements 
of the computer are as small as possible for a given total number of 
degrees of freedom. The strategy adopted when setting up the finite- 
element mesh under these conditions is to number the nodes so that the
/
maximum difference between the numbering, of any pair of nodes which 
belong to the same element, is minimised. In practice this may be a 
complicated procedure, but the principle is straightforward.
However, when a frontal solution is adopted, the above approach
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is no longer valid since the ordering of nodes in the rows and columns 
of the stiffness matrix is no longer the same as the node numbering 
but instead depends upon the numbering of the elements and the order 
in which nodes are specified in defining the vertices of elements.
As a general rule, the elements should be numbered and defined so 
that the maximum difference in the numbering of any pair of elements 
with a common node is minimised. However, this does not guarantee that 
the nodal semi-bandwidth is within the limits, stated in section 3.1, 
of the current finite-element program.
Algebraic expressions can be obtained for nodal semi-bandwidth 
when the mesh consists of a rectangular array of elements numbered in 
a regular fashion. In other situations it must be calculated from 
first principles.
The following equivalent definitions may be helpful.
Firstly it should be noted that the stiffness matrices of elements are 
assembled into the global stiffness matrix (or that part of it 
currently forming the front) in order of increasing element number.
Secondly, a node is said to be introduced when the stiffness 
matrix of the first element to contain that node is assembled.
Thirdly, a node is said to be eliminated after the stiffness 
matrix of the last element to contain that node is assembled.
Definition 1; the semi-bandwidth is the maximum number of equations 
of the stiffness matrix which need to be stored in the computer main 
memory at any one time.
This is not a very useful criterion, but it is the one used by the 
finite-element program.
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Definition 2: define the span of a node n to be the total number of 
nodes which, at the time node n is eliminated, have been introduced 
but not yet eliminated. The nodal semi-bandwidth is the maximum span 
of any node.
This is still slightly impractical as definition, but it leads 
naturally to the third definition, which is actually an algorithm for 
the calculation of nodal semi-bandwidth.
Definition 3; construct a running total as follows.
1. Running total is zero to start with.
2. Consider elements in numerical order. For each element increase 
running total by one for every node which has not been 
encountered in any element so far, then decrease it by one for 
every node which will not be encountered in any subsequent 
element.
3. Nodal semi-bandwidth is the maximum value attained by the running 
total during the above process.
For large meshes, the calculation of nodal semi-bandwidth by hand is 
lengthy. The finite-element program developed here automatically 
prints the value of this quantity (even when it exceeds the program 
limit) and so can be used to check whether a given mesh is suitable 
for analysis.
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APPENDIX D
DEMONSTRATION OF MEAN-NORMAL TECHNIQUE
Fig. D.I shows deformed meshes predicted by two finite-element 
analyses of the simple upsetting of a cube of commercially-pure 
aluminium with zero friction at the interface between the die and the 
billet. For the purposes of this demonstration, the two finite-element 
meshes contained 27 elements and each modelled one eighth of their 
respective billets. In both cases, the pictures show the results 
after 50.075% reduction in height, the tangent-modulus solutions being 
undertaken with 1% reduction in height per increment.
The first picture illustrates the deformed mesh obtained by a 
technique in which the increment of stress at sample points was 
calculated using the elastic-plastic stress-strain matrix (evaluated 
at the start of the increment) followed by a correction to the yield 
surface (tangent-O-matrix method); the second picture results from an 
analysis which used the rtean-normal nethod of calculating the 
increment of stress described in section 3.2.4.2.2. The two analyses 
were otherwise similar.
With zero interfacial friction, the cube should deform 
homogeneously with strain and stress constant throughout the body. In 
the axis system shown, the three shear components of stress should be 
zero and the x and y normal components of stress should be equal. It 
is easily established that with a 50% reduction in height, the 
accumulated generalised strain should be everywhere equal to 0.69.
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FIG. D.I
FINITE-ELEMENT PREDICTIONS OF SIMPLE 
UPSETTING OF A CUBE OF ECI AL WITH ZERO
INTERFACIAL FRICTION.
(1/8 CUBE MODELLED; 50.075% DEFORMATION)
a) STRESS FROM TANGENT D-MATRIX & CORRECTION
b) STRESS FROM MEAN-NORMAL METHOD
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It can be seen from fig. D.la that the tangent-D-matrix method 
of calculating stress leads to a highly inhomogeneous, deformed iresh. 
The stress and strain in this case vary considerably throughout the 
body, and large values of shear stress were predicted. In addition, 
the calculated generalised strain is generally too low, varying from 
0.46 to 0.61.
The deformed mash predicted by the analysis which used the nean- 
normal technique is homogeneous to within the number of figures of the 
printed values of nodal coordinates (i.e. to within 0.01%). The stress 
and strain calculated in this case are similarly constant throughout 
the body, all shear stresses are zero and the x and y components of 
stress are equal. The predicted value of generalised strain of 0.71 is 
very close to the theoretical value.
These results show that the tangent-D-matrix method of 
calculating stress leads to incorrect deformation patterns even when 
the stress is corrected to the yield value, while the mean-normal 
method results in correct displacements and very good values of stress 
and strain.
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ABSTRACT
A three-dimensional elastic-plastic finite-element form­ 
ulation has been developed and checked by comparing the stress 
distributions predicted for the partially plastic radial 
expansion of a tube with those of a conventional analytical 
solution. Finite-element analyses were carried out to 
investigate the effects of Ci) relaxing the incompressibility 
conditions of yielded elements, Cii) the method of calculating 
hydrostatic stress and Ciii) the use of a new method of 
obtaining convergence by calculating residual forces from 
deviatoric stress increments.
Excellent agreement was obtained with the results of the 
theoretical analysis, providing plastic volume constancy was 
strictly enforced and hydrostatic stress was calculated from 
the deviatoric stress distributions after iteration was com­ 
plete. Solutions failed to converge when plastic incompressi­ 
bility was not enforced. Accurate determination of hydro­ 
static stress directly from the bulk strain was possible only 
if plastic volume change was optimised. The new iteration 
method was found to give results which were as accurate as 
those of the previous method, for this deformation.
The incorporation of work hardening into the finite-ele­ 
ment analysis led to stress distributions which were appreci­ 
ably different to those predicted by the non-workhardening 
analytical solution.
1. INTRODUCTION
Finite-element formulations are often tested by comparing 
the results with experiment [1-4], but no check can then be 
made of the stress components in the body of the material. 
The validation described here is for the finite-element
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analysis of one of the few examples of plastic deformation 
which allow analytical determination of stress component distri­ 
butions, namely that of the radial expansion of a tube by 
internal pressure.
The comparisons between the finite-element and the 
theoretical results for this process also made possible an 
investigation into the effects, on the finite-element solutions, 
of relaxing the assumed incompressibility of yielded elements, 
of the methods of obtaining convergence and of the methods of 
calculating-the hydrostatic stress.
Various authors have proposed solutions for the stress 
distributions in partially plastic, radially expanded non- 
workhardening tubes, using different yield criteria, plastic 
flow rules and end conditions. The radial and tangential 
stress components can be calculated explicitly as functions 
of position and extent of deformation if the Tresca criterion 
is used [5-1O], while a closed form expression for the axial 
stress in the plastic region can only be obtained by assuming 
either complete incorapressibility of the yielded portion [11] , 
or the disappearance of the plastic axial strain [12] . In 
other cases, a numerical technique must be adopted [13]. 
Solutions have been extended to cover workhardening materials 
[14], and also to deal with the fully plastic range Til,157. 
A more complete survey of the theoretical treatments of this 
problem is given in [16].
2. FINITE-ELEMENT FORMULATION
Finite-element theory is well documented, both in 
general terms [11,18] , and as applied to plasticity [11,2O], 
and the following are only brief notes on those aspects 
relevant to the technique under discussion.
2.1 Solution technique
A mixed incremental/iterative analysis is used. For the 
jth iteration of the ith increment [21],
A6} = {K 1 }- 1^1 (1)
—J —3
where A6_= is the increment in the nodal displacement; (K } 
is the global stiffness matrix, based on stress-strain 
relationships derived from the Prandtl-Reuss flow rule [ 2O ] 
and Von Mises' yield criterion, at the start of the incre­ 
ment; AF| is the applied nodal force vector for the increment
and AFi j>l, is the residual force vector defined by, —j
AF 1 = AF1 - AF 1 *, (2)-3 -3-1 -3-1
i* 
where AF_._ is the nodal force vector which is in equilibrium
with the ^ 'calculated stress increment distribution at the
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end of the j-1 1^ iteration.
Equation (1) is solved using a frontal technique /18/. 
Iteration is repeated until A6* decreases to a specified 
level. 3
2.2 Enforcement of incompressibility
The amount of elastic bulk strain of yielded elements 
can be controlled by varying the value of Poisson's ratio, v , 
used in the stress-strain relationships applying to those p 
elements. Values close to 0.5 are required to enforce 
incompressibility.
2.3 Methods of calculating residual forces
I) AFjIicalculated to be in equilibrium with the total 
stress increments at the end of each iteration, ii) a new 
method in which, for yielded elements, the residual forces 
are calculated to be in equilibrium with the deviatoric 
components of these stresses.
2.4 Calculation of stress
(a) Deviatoric components; The strain.increments are 
obtained as displacement gradients from A6^. The increments 
in deviatoric stress for each iteration ar3 calculated from 
the deviatoric strain increments using the current stress- 
strain relationships.
(b) Hydrostatic components; The increments in hydro­ 
static stress are calculated either from bulk strain incre­ 
ments at each iteration (direct method), or, for yielded 
elements, from the deviatoric stress values after the iteration 
is complete by means of the stress equilibrium equations [22], 
(indirect method).
3. THEORETICAL ANALYSIS USED FOR VALIDATION
The stress components predicted by the finite-element 
technique were compared with an analytical treatment using 
Prandtl-Reuss and Tresca equations, based on that of Hill, 
Lee and Tupper for plane strain [11] . It was modified to 
use values of Poissonte ratio in the elastic (v) and plastic (v ) 
regions, corresponding to the values of Poisson's ratio used 
in the finite element analysis. For this deformation, the 
Tresca criterion approximates that of Von Mises to within 3% 
/"167.
4. FINITE ELEMENT ANALYSIS
The finite-element mesh consisted of 21O 8-node isopara- 
metric brick elements (fig.l). The plane-strain expansion of 
the tube was simulated by prescribing a total displacement of 
O.O4mm to the bore surface, divided into 16 increments. 
Material properties of annealed EC1 aluminium were assumed /217,
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hardening material differ from the non-workhardening analyti­ 
cal values, particularly the tangential component.
5.3 Computational time
One increment of a convergent, iterative solution (cases 
4-9) took 17 seconds of processor time on a CDC 76OO, compared 
to 14 seconds for a non-iterative solution (case 3).
6. DISCUSSION
6.1 Finite-element validation
The results from cases 5,6 and 8 show that, with the 
appropriate amount of plastic incompressibility, the finite- 
element treatment can give values of total stress components 
which are in excellent agreement with the previous analytical 
solution due to Hill et al. The finite-element formulation 
is therefore validated for this deformation and may be 
extended to configurations for which no analytical solution 
exists.
6.2 Calculation of hydrostatic stress
Cases 7 and 8 gave the same deviatoric stress distribu­ 
tions, and so the inaccurate total stresses obtained by the 
former analysis were due to calculating the hydrostatic 
components of stress directly from the bulk strain increment, 
the maximum error in this component being 17O% at the bore at 
full yield. Thus when values of Vp which are very close to 
O.5 are used, it is necessary to calculate the hydrostatic 
stresses by the indirect method after iteration is complete.
Cases 5, 6 and 7 indicate that accurate hydrostatic 
stress values can only be obtained directly from the bulk 
strain increments if a value of Vp is used in the finite- 
element analysis which is less than O.495, for this configura­ 
tion. This limiting value may vary according to the type of 
deformation and would not, in general, be known. The 
calculation of hydrostatic stress indirectly is not subject 
to a limiting value of vp and therefore may be used as part 
of a predictive technique in analysing geometries for which 
no previous solutions are available.
6.3 Methods of iteration
Iterative finite-element solutions failed to converge 
when elastic values of vp were used for yielded elements, 
whether the residual forces were calculated from deviatoric 
(new method) or from total stress increments (previous method), 
while both methods predicted correct deviatoric stress when 
volume constancy was strictly enforced (cases 7 and 8).
Thus, for this small-strain deformation, the two methods 
of iteration produce similar results, although the new method 
has an advantage when used with the indirect technique for 
calculating hydrostatic stress, in that the increments of
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,6.3
MESH
12.5mm 12.5mm
Fig.l. TUBE AND FINITE-ELEMENT MESH
'O.Smm
RADIUS
Fig.2. TOTAL STRESS DISTRIBUTIONS (0 tangential,
Z axial, R radial) for case 3 from analysis 
(——) , finite-element (V yielded, A unyielded)
- 294 -
128
RADIUS mm 
Fig 3 TOTAL STRESS DISTRIBUTIONS FOR CASE 5
RAD I U S mm
Fig.4. TOTAL STRESS DISTRIBUTIONS FOR CASE 7
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Fig.5. TOTAL STRESS DISTRIBUTIONS FOR CASE
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e
1/1 
i/i
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cc>— 
(/I
yjt-
RADIUS mm
Fig.6. TOTAL STRESS DISTRIBUTIONS FOR CASE 9
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2
with E = 7O.8 GN/ra , v = 0.34, initial yield stress = 5O MN/m2 
and work hardening obeying the relationship,
Y = 50 21.2 ln( E? °'QQ465 (10)
O.OO465
The examples considered are described in table 1.
r • •• • • • • ——————————————————————————————————————————————— 
|Case Residual Forces Calculation of v Work
1 from Hydrostatic Stress Hardening
1.
2.
3 (a)
4.
5 _
6.
7.
8.
9 <b)
total stress
dev . stress
total stress
total stress
total stress
direct
indirect
direct
direct
direct
direct
total stress direct
dev. stress indirect
dev. stress i indirect
0.34
0.34
0.34
0.475
0.485
0.495
0.4999
0.4999
O.4999
No
No
No
No
No
No
No
No
Yes
Table 1. 
Specification of Finite-Element Analyses
Notes:
(a) No iteration carried out
(b) Finite-element analysis compared with non-workhardening 
theoretical results.
5. RESULTS
5.1 Convergence
The iterative solutions failed to converge in cases 1 and 
2 immediately after initial yield, and in case 4 just before 
the mesh became fully plastic.
5.2 Comparison of stresses
Figs. 2-6 show the comparisons between the finite-element 
and analytical solutions when the radius of the elastic/ 
plastic interface, c , was approximately 2Omm.
(a) Case 3 (fig.2). With no iteration correlation was 
poor except in the elastic region and near the inner surface.
(b) Cases 4, 5 (fig. 3) and 6. show that the results were in 
good agreement throughout the tube wall.
(c) Case 7 (fig.4) . The finite-element distributions of 
stress differed from the analytical values.
(d) Case 8 (fig.5). Comparison between the finite-element and 
the analytical total stress distributions was very good.
(e) Case 9 (fig.6) . The finite-element stresses for the work-
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hydrostatic stress do not have to be evaluated for each iter­ 
ation. However, current research /167 shows that for large - 
strain deformations, convergence is only possible is the new 
method of iteration is adopted.
6.4 Effect of incorporating work hardening
Even though only small plastic strains were considered in 
the present analysis (< O.3%), the stress distributions 
resulting from the finite-element treatment using the work- 
hardening characteristics of EC1 aluminium differed from those 
predicted by the non-workhardening theoretical solution, the 
discrepancy in the tangential stress reaching 35% at the bore 
at full yield (case 9). When applied to the autofrettage of 
a tube, the non-hardening theoretical treatment would under­ 
estimate the bore pressure required to produce a given posit­ 
ion of the elastic/plastic interface, and so err on the side 
of safety. If accurate values of stress components are 
required, the strain hardening of the material should be taken 
into account.
7. CONCLUSIONS
(1) Convergence is not obtained for the finite-element 
solutions if a value of Poisson's ratio less than O.475 is 
used for yielded elements.
(2) Providing a convergent solution is obtained, the finite- 
element deviatoric stresses agree with analytical predictions 
for this deformation, whether iteration is carried out by 
evaluating residual forces from the total or from the 
deviatoric stress increments.
(3) Accurate calculation of hydrostatic stress values directly 
from bulk strain increments requires that Poisson's ratio in 
yielded elements is less than a limiting value which, for this 
deformation, lies in the range O.495-O.4999.
(4) Hydrostatic stresses may be calculated accurately from 
the distributions of deviatoric stress for values of Poisson's 
ratio in yielded elements up to O.4999 and this method appears 
to be more suitable for application to other types of 
deformation.
(5) A non-workhardening analytical treatment does not accur­ 
ately calculate the stress distributions in a tube of work- 
hardening material, even for the small strains of this 
deformation.
(6) The three-dimensional elastic-plastic finite-element 
formulation incorporating the Prandtl-Reuss flow rule, deve­ 
loped here, has been validated for the partially plastic, 
radial expansion of a tube under plane-strain end conditions 
and appears to be suitable for application to other types of
- 298 -
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deformation.
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