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Abstract
We introduce a new class of implicit two-derivative Runge–Kutta collocation methods designed for the numerical solution of
systems of equations and show how they have been implemented in an efficient parallel computing environment. We also discuss the
difficulty associated with large systems and how, in this case, one must take advantage of the second derivative terms in the methods.
We consider two modified versions of the methods which are suitable for solving stable systems. The first modification involves the
introduction of collocation at the two end points of the integration interval in addition to the Gaussian interior collocation points
and the second involves the introduction of a different class of basic second derivative methods. With these modifications, fewer
function evaluations per step are achieved, resulting into methods that are cheap and easy to implement. The stability properties
of these methods are investigated and numerical results are given for each of the modified version to illustrate the computational
efficiency of the modified methods.
c⃝ 2015 The Authors. Production and Hosting by Elsevier B.V. on behalf of Nigerian Mathematical Society. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
The primary aim of this paper is to introduce a new class of implicit two-derivative Runge–Kutta (TDRK) colloca-
tion methods for the numerical solution of initial value problems for systems of ordinary differential equations (ODEs),
y′(x) = f (x, y(x)), x ∈ [x0, T ],
y(0) = y(x0). (1)
Here y : [x0, T ] −→ Rd and f : [x0, T ] ×Rd −→ Rd is assumed to be sufficiently smooth and y0 ∈ Rd is the given
initial value. Let h > 0 be a constant stepsize and define the grid by xn = x0 + nh, n = 0, 1, 2, . . . , N where Nh =
T − x0 and a set of equally spaced points on the integration interval is defined by x0 < x1 < x2 < · · · < xn+1 = T .
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The main reason for considering the second derivative terms is to derive a set of methods which are highly stable
and suitable for the numerical integration of differential systems. However, for some important classes of problems it
is necessary, for the sake of efficiency, to allow a second-derivative of integration methods to be used because most
of the existing numerical methods for large systems tend to be much less satisfactory. Further, we examine in detail
the problem of implementing the implicit two-derivative Runge–Kutta integration methods with fixed time steps. We
show that, even though enormous gains in efficiency can be made if the methods are implemented in an appropriate
way, there are still some important practical problems to be overcome, for example the calculation of the second
derivative terms in the methods which costs slightly higher than the first derivatives. Several authors have studied such
methods which include second and even higher derivative terms, for example, Urabe [1], Enright [2], Shintani [3,4],
Gupta [5], Mitsui [6,7], Tsai et al. [8], Ehigie et al. [9], to mention a few.
The motivation for studying the implicit two-derivative Runge–Kutta collocation methods, particularly, the
Gauss–Runge–Kutta collocation family, is that, collocation at the Gauss points leads to Runge–Kutta methods which
are symmetric and algebraically stable (see for example Hairer and Wanner [10] and Burrage and Butcher [11]). It was
also shown in Ascher and Bader [12] that the only symmetric algebraically stable collocation methods are those based
on Gauss points. The inclusion of the two end points of the integration interval as collocation points in addition to the
Gaussian interior collocation points makes them more advantageous, because this minimizes the number of internal
function evaluations necessary to achieve a given order of accuracy. Second, a substantial increase in efficiency may
be achieved by the numerical integration methods which utilize the second-derivative terms. Third, the relatively
good stability properties enjoyed by these methods make them more efficient for the numerical integration of systems
having Jacobians with eigenvalues lying close to the imaginary axis (see Cash [13]).
In this paper, we follow the approach of Mitsui and Yakubu [14] to derive a class of efficient implicit two-derivative
Runge–Kutta collocation methods of high order accuracy, which converge rapidly to the required solutions. We hope
that our more specialized study can stimulate further interest which will lead to a thorough investigation of the new
class of methods.
Assumption 1.1. In the ODEs (1), the function f belongs to C1-class and therefore satisfies the Lipschitz condition
with the constant L . That is, if the estimation
∥ f (x, y)− f (x,y) ∥≤ L ∥ y −y ∥
holds, L is called Lipschitz constant.
Theorem 1.1. If f satisfies Lipschitz condition with constant L then the initial value problem
y′(x) = f (y(x)), y(x0) = y0,
possesses a unique solution on the interval [x0, T ] (see Butcher [15]).
2. A general approach to the derivation of the TDRK collocation methods
In this section we describe the general derivation of the special class of implicit two-derivative Runge–Kutta collo-
cation methods for direct integration of initial value problems of the form (1). We consider the multistep collocation
approach of Onumanyi et al. [16] which was a generalization of Lie and Nørsett [17] and now extend to second
derivative of the form,
y(x) =
r−1
j=0
α j (x)yn+ j + h
s−1
j=0
β j (x) fn+ j + h2
t−1
j=0
γ j (x)gn+ j . (2)
We set the sum p = r + s + t , where r denotes the number of interpolation points used and s > 0, t > 0 are distinct
collocation points. Here α j (x), β j (x) and γ j (x) are parameters of the method which are to be determined. They are
assumed polynomials of the form
α j (x) =
p−1
i=0
α j,i+1x i , hβ j (x) =
p−1
i=0
hβ j,i+1x i , h2γ j (x) =
p−1
i=0
h2γ j,i+1x i . (3)
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Substituting (3) into (2) we have
y(x) =
r−1
j=0
p−1
i=0
α j,i+1x i yn+ j + h
s−1
j=0
p−1
i=0
β j,i+1x i fn+ j + h2
t−1
j=0
p−1
i=0
γ j,i+1x i gn+ j
=
p−1
i=0

r−1
j=0
α j,i+1 yn+ j + h
s−1
j=0
β j,i+1 fn+ j + h2
t−1
j=0
γ j,i+1gn+ j

x i . (4)
Writing
φi =

r−1
j=0
α j,i+1 yn+ j + h
s−1
j=0
β j,i+1 fn+ j + h2
t−1
j=0
γ j,i+1gn+ j

,
Eq. (4) reduces to
y(x) =
p−1
i=0
φi x
i . (5)
Interpolating y(x) at the point xn+ j and collocating y′(x) and y′′(x) at the point {cn+ j } we have the following equa-
tions:
y(xn+ j ) = yn+ j , ( j = 0, 1, 2, . . . , r − 1), (6)
y′(cn+ j ) = fn+ j , ( j = 0, 1, 2, . . . , s − 1), (7)
y′′(cn+ j ) = gn+ j , ( j = 0, 1, 2, . . . , t − 1). (8)
Eqs. (6)–(8) can now be expressed in the matrix–vector form as
V a = y, (9)
where the p-square matrix V, the p-vectors α and y are defined as follows:
V =

1 xn x2n x
3
n x
4
n · · · x p−1n
1 xn+1 x2n+1 x3n+1 x
4
n+1 · · · x p−1n+1
...
...
...
...
...
. . .
...
1 xn+r−1 x2n+r−1 x3n+r−1 x
4
n+r−1 · · · x p−1n+r−1
0 1 2cn 3c2n 4c
3
n · · · D′cp−2n
...
...
...
...
...
. . .
...
0 1 2cn+s−1 3c2n+s−1 4c3n+s−1 · · · D′cp−2n+s−1
0 0 2 6cn 12c2n · · · D′′cp−3n
...
...
...
...
...
. . .
...
0 0 2 6cn+t−1 12c2n+t−1 · · · D′′cp−3n+t−1

, (10)
a = (a0, a1, a2, . . . , ap−1)T , y = (yn, . . . , yn+r−1, fn, . . . , fn+s−1, gn, . . . , gn+t−1)T ,
where D′ = (p − 1) and D′′ = (p − 1)(p − 2) represent first and second derivatives respectively. Similar to the
Vandermonde matrix, V in (9) is non-singular. A closed form of the solution for the system in (9) is presented which
has been obtained by considering the inverse of the Vandermonde matrix, that is,
α = U y where U = V−1. (11)
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The interpolation polynomial y(x) in (5) can now be expressed explicitly as follows:
y(x) =

r−1
j=0
α j,p−1 yn+ j + h
s−1
j=0
β j,p−1 fn+ j + h2
t−1
j=0
γ j,p−1gn+ j

1, x, x2, . . . , x p−1
T
. (12)
Recall that p = r + s + t , such that Eq. (12) becomes
y(x) =

r−1
j=0
α j,r+s+t−1 yn+ j + h
s−1
j=0
β j,r+s+t−1 fn+ j + h2
t−1
j=0
γ j,r+s+t−1gn+ j

×

1, x, x2, . . . , xr+s+t−1
T
. (13)
Expanding (13) fully, we have the propose continuous scheme as follows:
y(x) = (yn, . . . , yn+r−1, fn, . . . , fn+s−1, gn, . . . , gn+t−1)U T

1, x, x2, . . . , xr+s+t−1
T
, (14)
where T denotes transpose of the matrix U in (11) and the vector

1, x, x2, . . . , xr+s+t−1

.
In the two-derivative methods, we see that, in addition to the computation of the f -values at the internal stages in the
standard Runge–Kutta methods [18], the modified methods involve computing g-values, where g is defined by [19] as
y′′(x) = g(y(x)),
and the component number i of g(y(x)) can be written as,
gi (y(x)) =
m
j=1
∂ fi (y(x))
∂y j
f j (y(x)), i = 1, 2, . . . ,m.
According to Chan and Tsai [20] these methods can be practical if the costs of evaluating g are comparable to those
of evaluating f and can even be more efficient than the standard Runge–Kutta methods if the number of function
evaluations is fewer. It is convenient to rewrite the coefficients of the defining method (2) evaluated at some points in
the block matrix form as,
Y = e

yn + h(A

IN )F(Y )+ h2( Aˆ

IN )G(Y ), (15)
yn+1 = yn + h(bT

IN )F(Y )+ h2(bˆT

IN )G(Y ),
where the matrices A = [ai j ]s×s , Aˆ = [aˆi j ]s×s indicate the dependence of the stages on the derivatives found at the
other stages and b = [bi ]s×1, bˆ = [bˆi ]s×1 are vectors of quadrature weights showing how the final result depends on
the derivatives computed at the various stages, I is the identity matrix of size equal to the differential equation system
to be solved and N is the dimension of the system. Also

is the Kronecker product of two matrices and e is the s×1
vector of units. For simplicity, we rewrite the method in (15) as follows:
Y = yn + h AF(Y )+ h2 AˆG(Y ), (16)
yn+1 = yn + hbT F(Y )+ h2bˆT G(Y ).
The coefficients of the Implicit Two-Derivative Runge–Kutta collocation methods can be conveniently represented
more compactly in an extended partitioned Butcher Tableau, of the form
c A Aˆ
bT bˆT
(17)
where c = [1]s×1 is the abscissae vectors which indicates the position within the step of the stage values.
3. An eighth order implicit two-derivative Runge–Kutta collocation method
For the first implicit two-derivative Runge–Kutta collocation method we define ξ = (x − xn) and consider the
zeros of Legendre polynomial of degree 2 in the symmetric interval [−1, 1], which were transformed into the standard
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interval [xn, xn+1]. The proposed continuous scheme in (14) can now be written as,
y(x) = α0(x)yn + h[β0(x) fn + β1(x) fn+u + β2(x) fn+v + β3(x) fn+1]
+ h2[γ0(x)gn + γ1(x)gn+u + γ2(x)gn+v + γ3(x)gn+1] (18)
where
α0(x) = 1,
β0(x) =


2817990− 1627290√3

ξ8 −

12652200− 7306200√3

hξ7
+

22722840− 13121640√3

h2ξ6 −

20504232− 11840472√3

h3ξ5
+

9415665− 5437215√3

h4ξ4 −

1833930− 1059030√3

h5ξ3
+

44730− 25830√3

h6ξ2
44730− 25830√3

h7

,
β1(x) =

−

4949910− 2857680√3

ξ8 +

16533720− 9545040√3

hξ7
−

20468700− 1186280√3

h2ξ6 +

11539584− 6661116√3

h3ξ5
−

2976750− 1718010√3

h4ξ4 +

294840− 170100√3

h5ξ3
−

105840− 61110√3

h7

,
β2(x) =


161595− 93555√3

ξ8 −

753300− 435780√3

hξ7
+

1415610− 818370√3

h2ξ6 −

1348326− 779058√3

h3ξ5
+

657720− 379890√3

h4ξ4 −

134190− 77490√3

h5ξ3
−

3465− 1995√3

h7

,
β3(x) =

−

2817990− 1627290√3

ξ8 +

9891720− 5712120√3

hξ7
−

13061160− 7542360√3

h2ξ6 +

7944048− 4587408√3

h3ξ5
−

2169405− 1252755√3

h4ξ4 +

223650− 129150√3

h5ξ3
44730− 25830√3

h7

,
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γ0(x) =


80514− 46494√3

ξ8 −

368064− 212544√3

hξ7
+

679896− 392616√3

h2ξ6 −

644112− 371952√3

h3ξ5
+

326529− 188559√3

h4ξ4 −

83496− 48216√3

h5ξ3
+

8946− 5166√3

h6ξ2
17892− 10332√3

h6

,
γ1(x) =

−

127575− 73710√3

ξ8 +

468180− 270540√3

hξ7
−

646380− 373590√3

h2ξ6 +

408618− 236250√3

h3ξ5
−

114345− 66150√3

h4ξ4 +

11970− 6930√3

h5ξ3
−

9450− 5460√3

h6

,
γ2(x) =

−

2835− 1890√3

ξ8 +

12420− 8100√3

hξ7
−

21420− 13650√3

h2ξ6 +

18018− 11214√3

h3ξ5
−

7245− 4410√3

h4ξ4 +

1050− 630√3

h5ξ3
−

210− 140√3

h6

,
γ3(x) =

378ξ8 − 1296hξ7 + 1680h2ξ6 − 1008h3ξ5 + 273h4ξ4 − 28h5ξ3
84h6

.
Evaluating the continuous scheme y(x) in (18) at the points x = xn+1, xn+u and xn+v (where u and v are the zeros of
Legendre polynomial of degree 2) we obtain the following block hybrid discrete scheme:
yn+1 = yn + h5880 [1428 fn + 1512 fn+u + 1512 fn+v + 1428 fn+1]
+ h
2
5880

70gn + 168
√
3gn+u − 168
√
3gn+v − 70gn+1

yn+u = yn + h151200

25010− 6480√3

fn +

19440− 870√3

fn+u +

19440− 11370√3

fn+v
+

11710− 6480√3

fn+1

+ h
2
151200

1075− 400√3

gn −

4665− 2160√3

gn+u
+

3615− 2160√3

gn+v −

725− 400√3

gn+1

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yn+v = yn + h151200

25010+ 6480√3

fn +

19440+ 11370√3

fn+u +

19440+ 870√3

fn+v
+

11710+ 6480√3

fn+1

+ h
2
151200

1075+ 400√3

gn +

3615+ 2160√3

gn+u
−

4665+ 2160√3

gn+v −

725+ 400√3

gn+1

.
Converting the block hybrid discrete scheme to implicit two-derivative Runge–Kutta collocation method and using
(16) we write the method as,
yn = yn−1 + h

17
70

F1 + h

9
35

F2 + h

9
35

F3 + h

17
70

F4
+ h2

1
84

G1 + h2
√
3
35

G2 − h2
√
3
35

G3 − h2

1
84

G4, (19)
where the internal stage values at the nth step are calculated as,
Y1 = yn−1,
Y2 = yn−1 + h

2501
15120
− 3
√
3
70

F1 + h

9
70
− 29
√
3
5040

F2 + h

9
70
− 379
√
3
5040

F3
+ h

1171
15120
− 3
√
3
70

F4 + h2

43
6048
−
√
3
378

G1 − h2

311
10080
−
√
3
70

G2
+ h2

241
10080
−
√
3
70

G3 − h2

29
6048
−
√
3
378

G4,
Y3 = yn−1 + h

2501
15120
+ 3
√
3
70

F1 + h

9
70
+ 379
√
3
5040

F2 + h

9
70
+ 29
√
3
5040

F3
+ h

1171
15120
+ 3
√
3
70

F4 + h2

43
6048
+
√
3
378

G1 + h2

241
10080
+
√
3
70

G2
− h2

311
10080
+
√
3
70

G3 − h2

29
6048
+
√
3
378

G4,
Y4 = yn−1 + h

17
70

F1 + h

9
35

F2 + h

9
35

F3 + h

17
70

F4
+ h2

1
84

G1 + h2
√
3
35

G2 − h2
√
3
35

G3 − h2

1
84

G4,
with the stage derivatives as follows:
F1 = f (xn−1 + h(0), Y1),
F2 = f

xn−1 + h

1
2
−
√
3
6

, Y2

,
F3 = f

xn−1 + h

1
2
+
√
3
6

, Y3

,
F4 = f (xn−1 + h(1), Y4).
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The implicit two-derivative Runge–Kutta collocation method has order p = 8. Writing the method in an extended
Butcher Tableau (17), we have
0 0 0 0 0 0 0 0 0
3−√3
6
2501−648√3
15120
648−29√3
5040
648−379√3
5040
1171−648√3
15120
43−16√3
6048
−311+144√3
10080
241−144√3
10080
−29+16√3
6048
3+√3
6
2501+648√3
15120
648+379√3
5040
648+29√3
5040
1171+648√3
15120
43+16√3
6048
241+144√3
10080
−311−144√3
10080
−29−16√3
6048
1 1770
9
35
9
35
17
70
1
84
√
3
35
−√3
35
−1
84
17
70
9
35
9
35
17
70
1
84
√
3
35
−√3
35
−1
84
4. A tenth order implicit two-derivative Runge–Kutta collocation method
Next, as the order of the method being sought for increases, the algebraic conditions on the coefficients of the
method become increasingly complicated. However, we consider again the two end points of the integration interval
as collocation points in addition to the Gaussian interior collocation points, obtained in the same manner as in method
(19) but from p3(x) = 0 Legendre polynomial of degree 3. Thus, the proposed continuous scheme in (14) takes the
following form:
y(x) = α0(x)yn + h[β0(x) fn + β1(x) fn+u + β2(x) fn+w + β3(x) fn+v + β4(x) fn+1]
+ h2[γ0(x)gn + γ1(x)gn+u + γ2(x)gn+w + γ3(x)gn+v + γ4(x)gn+1]. (20)
Evaluating the proposed continuous scheme y(x) in (20) at the points x = xn+1, xn+u, xn+w and xn+v (where u, w
and v are the zeros of Legendre polynomial of degree 3) we obtain the block hybrid discrete scheme as follows:
yn+1 = yn + h283500 [79650 fn + 12500 fn+u + 99200 fn+w + 12500 fn+v + 79650 fn+1]
+ h
2
283500

2475gn + 2500
√
15gn+u − 2500
√
15gn+v − 2475gn+1

yn+u = yn + h45360000

7465176− 1353024√15

fn +

1000000+ 481800√15

fn+u
+

7936000− 2045952√15

fn+w +

1000000− 265800√15

fn+v
+

5278824− 1353024√15

fn+1

+ h
2
45360000

213876− 46656√15

gn
−

849900− 200000√15

gn+u − 5376gn+w +

770100− 200000√15

gn+v
−

182124− 46656√15

gn+1

yn+w = yn + h39504568320

8481430940 fn +

870912000+ 714420000√15

fn+u + 6911557630 fn+w
+

870912000− 714420000√15

fn+v + 2617471584 fn+1

+ h
2
39504568320
[249597936gn
+

357210000+ 174182400√15

gn+u − 731566080gn+w
+

357210000− 174182400√15

gn+v − 95283216gn+1

yn+v = yn + h45360000

7465176+ 1353024√15

fn +

1000000+ 265800√15

fn+u
+

7936000+ 2045952√15

fn+w
+

1000000− 481800√15

fn+v +

5278824+ 1353024√15

fn+1

+ h
2
45360000

213876+ 46656√15

gn
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+

770100+ 200000√15

gn+u − 5376gn+w −

849900+ 200000√15

gn+v
−

182124+ 46656√15

gn+1

.
Solving the block hybrid discrete scheme simultaneously, we obtain the higher order implicit two-derivative Runge–
Kutta collocation method written in the formalism of (16) as follows:
yn = yn−1 + h

59
210

F1 + h

25
567

F2 + h

992
2835

F3 + h

25
567

F4 + h

59
210

F5
+ h2

11
1260

G1 + h2

5
√
15
567

G2 − h2

5
√
15
567

G4 − h2

11
1260

G5 (21)
where the internal stage values at the nth step are calculated as,
Y1 = yn−1,
Y2 = yn−1 + h

34561
210000
− 261
√
15
8750

F1 + h

25
1134
− 803
√
15
75600

F2 + h

496
2835
− 592
√
15
13125

F3
+ h

25
1134
− 443
√
15
75600

F4 + h

24439
210000
− 261
√
15
8750

F5 + h2

5941
1260000
− 9
√
15
8750

G1
− h2

2833
151200
− 5
√
15
1134

G2 − h2

2
16875

G3 + h2

2567
151200
− 5
√
15
1134

G4
− h2

5059
1260000
− 9
√
15
8750

G5,
Y3 = yn−1 + h

424071547
1975228416

F1 + h

25
1134
+ 125
√
15
6912

F2 + h

691155763
3950456832

F3
+ h

25
1134
− 125
√
15
6912

F4 + h

1781
26880

F5 + h2

1019
161280

G1 + h2

125
1384
+ 5
√
15
1134

G2
− h2

1
54

G3 + h2

125
1384
+ 5
√
15
1134

G4 − h2

389
161280

G5,
Y4 = yn−1 + h

34561
210000
+ 261
√
15
8750

F1 + h

25
1134
+ 443
√
15
75600

F2 + h

496
2835
+ 592
√
15
13125

F3
+ h

25
1134
− 803
√
15
75600

F4 + h

24439
210000
+ 261
√
15
8750

F5 + h2

5059
1260000
+ 9
√
15
8750

G1
+ h2

2567
151200
+ 5
√
15
1134

G2 − h2

2
16875

G3 − h2

2833
151200
+ 5
√
15
1134

G4
− h2

5059
1260000
+ 9
√
15
8750

G5,
Y5 = yn−1 + h

59
210

F1 + h

25
567

F2 + h

992
2835

F3 + h

25
567

F4 + h

59
210

F5
+ h2

11
1260

G1 + h2

5
√
15
567

G2 − h2

5
√
15
567

G4 − h2

11
1260

G5,
and the stage derivatives as follows:
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F1 = f (xn−1 + h(0), Y1),
F2 = f

xn−1 + h

1
2
−
√
15
10

, Y2

,
F3 = f

xn−1 + h

1
2

, Y3

,
F4 = f

xn−1 + h

1
2
+
√
15
10

, Y4

,
F5 = f (xn−1 + h(1), Y5).
The implicit two-derivative Runge–Kutta collocation method has order p = 10. The extended Butcher Tableau that
defines the method as in (17) takes the form,
c A
bT
=
0 0 0 0 0 0
5−√15
10
34561−6264√15
210000
5000+2409√15
226800
62000−15984√15
354375
5000−1329√15
226800
24439−6264√15
210000
1
2
424071547
1975228416
3200+2625√15
145152
691155763
3950456832
3200−2625√15
145152
1781
26880
5+√15
10
34561+6264√15
210000
5000+1329√15
226800
62000+15984√15
354375
5000−2409√15
226800
24439+6264√15
210000
1 59210
25
567
992
2835
25
567
59
210
59
210
25
567
992
2835
25
567
59
210
Aˆ
bˆT
=
0 0 0 0 0
5941−1296√15
1260000
−8499+2000√15
453600
−2
16875
7701−2000√15
453600
−5059+1296√15
1260000
1019
161280
2625+1280√15
290304
−1
54
2625−1280√15
290304
−389
161280
5941+1296√15
1260000
7701+2000√15
453600
−2
16875
−8499−2000√15
453600
−5059−1296√15
1260000
11
1260
5
√
15
567 0
−5√15
567
−11
1260
11
1260
5
√
15
567 0
−5√15
567
−11
1260
5. Stability regions of the TDRK collocation methods
Generally, in designing a numerical method for solving ordinary differential equations, stability consideration is
very important. Therefore, in this paper stability properties of the methods are discussed by reformulating the block
hybrid discrete schemes as general linear methods [11,18]. Hence, we use the notations introduced by Butcher [18]
p. 374, where a general linear method is represented by a partitioned (s+r)×(s+r)matrix (containing A, U , B and V ),
Y [n]
y[n−1]

=

A U
B V
 
h f (Y [n])
y[n]

, n = 1, 2, . . . , N , (22)
where
Y [n] =

Y [n]1
Y [n]2
...
Y [n]s
 , y[n−1] =

y[n−1]1
y[n−1]2
...
y[n−1]r
 , f (Y [n]) =

f (Y [n]1 )
f (Y [n]2 )
...
f (Y [n]s )
 , y[n] =

y[n]1
y[n]2
...
y[n]r
 ,
A =

0 0
A B

, U =

1 0 0
0 µ c − µ

, B =
 A B0 0
vT ωT
 and V =
I µ c − µ0 0 I
0 0 I − θ
 .
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Hence (22) takes the form
Y [n]1
Y [n]2
...
Y [n]s
y[n]1
...
y[n]r

=

A U
B V


h f (Y [n]1 )
h f (Y [n]2 )
...
h f (Y [n]s )
y[n−1]1
...
y[n−1]r

(23)
where r denotes quantities as output from each step and input to the next step and s denotes stage values used in the
computation of the step y1, y2, . . . , ys . The coefficients of these matrices A,U, B and V indicate the relationship be-
tween the various numerical quantities that arise in the computation of stability regions. The elements of the matrices
A,U, B and V are substituted into the stability matrix. Applying (23) to the test equation y′ = λ2 y, x ≥ 0 and λ ∈ C
leads to the recurrent equation
y[n−1] = M(z)y[n], n = 1, 2, 3, . . . ,N− 1, Z = λh,
where the stability matrix
M(z) = V + zB(I − z A)−1U
and the stability polynomial of the method can easily be obtained as follows:
ρ(η, z) = det(ηI − M(z)).
The absolute stability region of the method is defined as
ℜ = x ∈ C : ρ(η, z) = 1 ⇒ |η| ≤ 1.
Computing the stability functions gives the stability polynomials of the methods, which are plotted to produce the
required graphs of the absolute stability regions of the methods as displayed in Fig. 1.
6. Numerical results
Preliminary numerical experiments have been carried out using a constant step size implementation in Matlab. The
test examples are some systems of ordinary differential equations written as first order initial value problems. We
solved these systems and compared the obtained results side by side in Tables.
Example 1. The first test problem is a highly stiff systems (see Butcher and Hojjati [19]),
y′1(x)
y′2(x)

=
−107 0.075
7500 −0.075
 
y1(x)
y2(x)

,

y1(0)
y2(0)

=

1
−1

.
The coefficient matrix of this problem has two eigenvalues which are approximately λ1 = −1.000000000562500×
106 and λ2 = −0.07443749995813. We solved the problem in the range [0, 10] using constant step size h = 0.1 and
the computed results are shown in Table 1.
Example 2. Chemistry Problem by Robertson [21]. This classical problem that models the kinetics of a chemical
reaction consists of a system of three equations given by
y′1 = −0.04y1 + 104 y2 y3, y1(0) = 1,
y′2 = 0.04y1 − 104 y2 y3 − 3× 107 y22 , y2(0) = 0,
y′3 = 3× 107 y22 , y3(0) = 0.
This problem is believed by many authors to be a highly stiff problem [22,10,23]. We solved this problem using the
two methods and the results obtained are shown in Table 2. For comparison of the computed results see p. 426 of [19].
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Fig. 1. Stability regions of the implicit two-derivative Runge–Kutta collocation methods.
Table 1
Absolute errors of numerical solutions of Example 1.
x yi Method (19) Method (21)
y1 2.06753611492518× 10−1 3.91543615742551× 10−1
5 y2 9.98137888852808× 10−1 9.98868186465844× 10−1
y1 1.14931249022369× 10−8 1.02771114875558× 10−5
50 y2 9.83837339611539× 10−1 9.91006859871680× 10−1
y1 6.92516388241104× 10−9 7.18545521037540× 10−9
250 y2 9.23355177401503× 10−1 9.58060687536654× 10−1
y1 6.39715560312217× 10−9 6.88810456680438× 10−9
500 y2 8.52954074023932× 10−1 9.18413935357645× 10−1
Table 2
Absolute errors of numerical solutions of Example 2.
x yi Method (19) Method (21)
y1 9.87874207717041× 10−1 9.89897074704412× 10−1
5 y2 2.10296917658488× 10−5 3.98070779070831× 10−5
y3 1.21047625910523× 10−2 1.00631182176163× 10−2
y1 8.44572202346274× 10−1 8.87867305051019× 10−1
50 y2 1.64892151217532× 10−5 2.04667161938457× 10−5
y3 1.55411308438463× 10−1 1.12112228232723× 10−1
y1 6.90812660560625× 10−1 7.52298649964444× 10−1
250 y2 8.27324675353989× 10−6 1.07495074292676× 10−5
y3 3.09179066192481× 10−1 2.47690600528062× 10−1
y1 6.14136336573164× 10−1 6.81795777620889× 10−1
500 y2 6.07913344182835× 10−6 7.97164417206381× 10−6
y3 3.85857584293252× 10−1 3.18196250734874× 10−1
Example 3. Problem of the inverse-square law attraction in two-dimensions (Kepler problem, see p. 57 of
Butcher [18]).
Y ′′(x) = − Y (x)∥Y (x)∥3 ,
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Table 3
Absolute errors of numerical solutions of Example 3.
x yi Method (19) Method (21)
y1 1.11022302462516× 10−16 1.11022302462516× 10−16
5 y2 2.94983086351550× 10−14 5.28616321722464× 10−16
y3 4.29002265569384× 10−14 1.71535691467078× 10−14
y4 1.11022302462516× 10−16 1.11022302462516× 10−16
y1 2.22044604925031× 10−16 2.22044604925031× 10−16
50 y2 3.61353958908128× 10−13 6.47550589538692× 10−15
y3 5.25527754993704× 10−13 2.10131391453761× 10−13
y4 2.22044604925031× 10−16 2.22044604925031× 10−16
y1 1.88737914186277× 10−15 3.10862446895044× 10−15
250 y2 1.83626638200485× 10−12 3.29111737862320× 10−14
y3 2.67057209679678× 10−12 1.06782117870186× 10−12
y4 1.88737914186277× 10−15 2.99760216648792× 10−15
y1 8.88178419700125× 10−15 1.11022302462516× 10−14
500 y2 3.67988278737741× 10−12 6.59888810261577× 10−14
y3 5.35211631957910× 10−12 2.13996702302932× 10−12
y4 8.88178419700125× 10−15 1.09912079437891× 10−14
where
∥Y∥ =

Y 21 + Y 22 .
Writing the problem as a system of first order equations, we have
y′1 = y3, y1(0) = 1,
y′2 = y4, y2(0) = 0,
y′3 = −
y1
(y21 + y22)3
, y3(0) = 0,
y′4 = −
y2
(y21 + y22)3
, y3(0) = 1.
The exact solution is
[y1(x) = cos(x), y2(x) = sin(x), y3(x) = − sin(x), y4(x) = cos(x)]T .
We solved this problem using the value of h = π6400 and the results obtained are shown in Table 3.
Example 4. We consider a linear problem which is particularly referred to by Fatunla [24] as a troublesome problem.
This is because some of the eigenvalues lying close to the imaginary axis, a case where some stiff integrators are
known to be inefficient, for example Gear [25]. We present the computed results in Table 4, though only the first three
components of the computed results are shown.

y′1(x)
y′2(x)
y′3(x)
y′4(x)
y′5(x)
y′6(x)

=

−10 100 0 0 0 0
−100 −10 0 0 0 0
0 0 −4 0 0 0
0 0 0 −1 0 0
0 0 0 0 −0.5 0
0 0 0 0 0 −0.1


y1(x)
y2(x)
y3(x)
y4(x)
y5(x)
y6(x)
 ,

y1(0)
y2(0)
y3(0)
y4(0)
y5(0)
y6(0)
 =

1
1
1
1
1
1
 .
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Table 4
Absolute errors of numerical solutions of Example 4.
x yi Method (19) Method (21)
y1 1.96547823340236× 10−1 4.28760462058166× 10−2
5 y2 1.05042424916795× 10−1 9.47993644886225× 10−2
y3 9.13907328561769× 10−1 8.93843521823535× 10−2
y1 3.55586136876343× 10−4 9.55787382204476× 10−5
50 y2 2.87145049333298× 10−4 3.15166090896491× 10−5
y3 3.31933785640373× 10−2 2.52902625089344× 10−3
y1 2.84397732470874× 10−8 6.38813189721871× 10−9
250 y2 2.47130303987166× 10−8 3.15861747772448× 10−9
y3 3.68264160182376× 10−3 9.2475818366249× 10−4
y1 9.30953576656616× 10−16 2.81384953603785× 10−17
500 y2 9.58473313339527× 10−17 1.77292411785934× 10−17
y3 1.32600282677754× 10−5 8.31518164531436× 10−7
7. Concluding remarks
The purpose of the present paper has been to introduce a special class of two-derivative Runge–Kutta collocation
methods suitable for the approximate numerical integration of systems, particularly stiff systems of ordinary differ-
ential equations. The derived methods provide an efficient way to find numerical solutions to systems of initial value
problems when the second derivative terms are cheap to evaluate. We present two new methods of orders eight and ten
that are intended for accurate integrations of systems of equations. We also present a summary of numerical compar-
isons between the new methods on a set of four systems of initial value problems which includes the realistic models
of the classical problem that models the kinetics of a chemical reaction (Robertson problem [21]) of stiff system. The
numerical comparisons as well as establishing the efficiency of the new methods show that the order eight method is
vying over accuracy with the order ten method on all the problems considered in the paper.
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