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We explore the possibility of predicting the properties of quantum evolutions via matrix factoriza-
tion algorithm, a particular type of the recommender system (RS). A system undergoing a quantum
evolution can be characterized in several ways. Here we choose (i) quantum correlations charac-
terized by measures such as entropy, negativity, or discord, and (ii) state-fidelity. Using quantum
registers with up to 10 qubits, we demonstrate that an RS can efficiently characterize both unitary
and nonunitary evolutions. After carrying out a detailed performance-analysis of the RS in two-
qubits, we show that it can be used to distinguish a clean database of quantum correlations from a
noisy one. Moreover, we find that the RS may bring about a significant computational advantage
for estimating the quantum discord of a general quantum state, for which no simple closed-form
expression exists. Finally, we show that the RS can efficiently characterize systems undergoing
nonunitary evolutions in terms of both reduced quantum correlations and state-fidelity.
Keywords: Machine learning, recommender system, matrix factorization algorithm, artificial intelligence,
nonclassical correlations
I. INTRODUCTION
Machine learning is increasingly featuring in almost ev-
ery aspect of our understanding of the world. A popular
class of machine learning, namely Recommender system
(RS), is often used to orient consumers towards certain
products according to individual preferences [1–3]. There
are many approaches to build an RS, such as the content
based system, where recommendations are based on users
past experience [4, 5], knowledge based system, where
one uses the knowledge of users and items to render the
recommendations [6], and the widely used collaborative
filtering, which exploits the user-item correlation, i.e.,
the interconnection between an user’s preferences among
products with the recommendations provided by other
users [7, 8].
Collaborative filtering is further classified as neighbor-
hood methods and latent-factor modeling. Matrix factor-
ization algorithm (MFA) is a popular tool for an RS via
latent-factor modeling. It can predict rating of a specific
item by particular user based on the self-rating of other
items as well as others’ ratings of various items. [9].
Recently there has been a substantial progress in us-
ing machine learning for quantum information problems.
Examples include applications in quantum tomography
[10, 11], quantum error correction [12], quantum control
[13], understanding quantum phase transitions [14, 15],
and studying quantum-many-body problems [16, 17]. It
has been shown recently that machine learning tech-
niques can work as state classifiers too. Sirui Lu and
co-workers have showed the separability criteria of en-
tangled state using convex hull approximation and su-
pervised learning [18]. Y. C. Ma and M. H. Yung showed
∗ priya.batra@students.iiserpune.ac.in
† anukritisingh@ieee.org
‡ mahesh.ts@iiserpune.ac.in
that it is possible to classify the separable and entangled
states using artificial neural networks [19]. The work has
been further extended to experimental data [20] and later
has been applied to simultaneous learning of multiple
nonclassical correlations as well [21]. Valeria Cimini and
co-workers proposed an artificial neural network to cal-
culate the negativity of Wigner function for multi-mode
quantum states [22]. There has also been a recent work
to find the connection of geometric and entropy discord
using machine learning [23].
In this work, we first carry out a detailed performance
study of an RS on a two-qubit system. By studying the
dependence of prediction efficiency on systematically in-
troduced noise in the input database, we find that an
RS can identify a noisy database or distinguish a fake
database from a genuine one. We then compare the
computational efficiency of the RS prediction of discord
in two and three-qubit systems with the conventional
method involving subtraction of the maximum possible
classical correlation from the total correlation. We find
that, within certain tolerance limits, an RS can be signif-
icantly faster. We also demonstrate the feasibility of the
RS application in larger systems, by predicting changes
in entropy, changes in discord, and fidelity of quantum
states in registers with up to 10 qubits. Finally, we
demonstrate the RS ratings of nonunitary evolutions by
successfully predicting discord changes and fidelity values
of a two-qubit system subjected to independent single-
qubit decoherence channels.
The paper is organized as follows. We briefly intro-
duce the RS via MFA in Sec. II and then in Sec. III
we describe adapting it to characterize unitary quantum
evolutions in terms of changes in quantum-correlation.
In Sec. IV, we describe using an RS to characterize uni-
tary evolutions in terms of state-fidelity. Finally, after
describing the RS characterization of nonunitary evolu-
tions in Sec. V, we conclude in Sec. VI.
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2II. RECOMMENDER SYSTEM VIA MATRIX
FACTORIZATION ALGORITHM
MFA represents the user-item interaction in a lower
dimensional latent space [24]. User-item interaction ma-
trix can be decomposed in two lower dimension matrices
with a latent-factor dimensionality f . Consider a set of
m users and a set of n items. Each user i is represented
using a parameter vector Θ(i) ∈ Rf and each item j is
represented using a feature vector X(j) ∈ Rf (see Fig.
1(a)). Here Rf is the coordinate space of dimension f
over real numbers. The interaction between a user i and
an item j is modeled by the scalar product
ri,j = Θ
(i) ·X(j) =
f∑
l=1
Θ
(i)
l X
(j)
l (1)
and can be conceived as the predicted rating. Thus the
task reduces to finding, for all users and all items, the
vectors Θ and X, which are consistent with known rat-
ings and thereby make the best predictions about the
unknown elements.
Initially one starts with random parameter as well as
feature vectors and evaluate rating elements ri,j . Let κ =
{(i, j)} be the set of user-item pairs for which the ratings
Ri,j are known. The mismatch between the actual and
evaluated ratings is given by
J0 =
∑
(i,j)∈κ
(ri,j −Ri,j)2. (2)
The next step is to optimize Θ and X vectors by mini-
mizing J0. To avoid over-fitting, two regularization terms
are added, such that the objective function is of the form
J =
J0
2
+
λ
2
m∑
i=1
‖Θ(i)‖+ λ
2
n∑
j=1
‖X(j)‖, (3)
where λ is the regularization parameter and ‖ · ‖ denotes
the norm of the vector. Here we use first order gradient
descent algorithm for the minimization task. The gradi-
ents in the kth iteration can be casted as
GΘ(i,k) =
∂J (k)
∂Θ(i,k)
=
∑
j∈κ(i,.)
(r
(k)
i,j −Ri,j)X(j,k) + λΘ(i,k),
GX(j,k) =
∂J (k)
∂X(j,k)
=
∑
i∈κ(.,j)
(r
(k)
i,j −Ri,j)Θ(i,k) + λX(j,k),(4)
where κ(i,.), κ(.,j) ⊂ κ with the respective indeces being
fixed. Once the gradients are calculated, the parameter
and feature vectors for (k + 1)th iteration are updated
according to
Θ(i,k+1) := Θ(i,k) − αGΘ(i,k)
X(j,k+1) := X(j,k) − αGX(j,k) , (5)
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FIG. 1. (a) Movie database based on viewers’ rating. The
RS assigns an f -dimensional parameter vector Θ(i) for each
viewer i and a f -dimensional feature vector X(j) for each
movie j as illustrated. (b) An analogous database of change
∆Ci,j of quantum correlations in states ρi introduced by
quantum evolutions Uj .
where α is the suitable step size. After reaching a desired
number K of iterations, or desired value of the objective
function, one can calculate the final rating r
(K)
i,j = Θ
(i,K) ·
X(j,K) for all unknown elements (i, j) /∈ κ [24, 25].
III. CHARACTERIZING UNITARY
EVOLUTIONS VIA CORRELATION CHANGES
A. Adopting MFA recommender system:
Here the RS is based on an input database containing
user recommendations of various items. It is insightful
to consider the example of machine recommendations de-
pending on viewers’ ratings of movies (Fig. 1a). Every
viewer rates a few of the movies, which also leaves an
imprint of the viewer’s tastes or preferences. Also con-
sidering the recommendations provided by other view-
ers, the RS then predicts ratings of a particular viewer
for movies not yet seen/rated by the viewer. In our RS,
quantum states are viewers and quantum evolutions are
movies (Fig. 1b). Quantum evolutions transform the
states and thereby possibly change their internal quan-
tum correlations. After undergoing a quantum evolution,
a state can rate the evolution according to the change in
its quantum correlation. The task now is to predict the
unknown ratings in the database (Fig. 1b).
In our analysis, we first setup a rating database R
with a set {U1, U2, · · · , Unu} of nu randomly generated
unitary operators and a set {ρ1, ρ2, · · · , ρns} of randomly
generated ns quantum states. A random unitary oper-
ator is generated by matrix exponentiation of a random
anti-Hermitian generator. Random pure states are gener-
ated simply by normalizing a random vector of complex
elements. We use Bures method [26, 27] to generate a
3random mixed state
ρ = AUA
†
U/Tr[RR
†] with R = (1+ U)A.
Here 1 is the identity matrix, U is a random unitary
operator and A is a random complex matrix.
An element of the database matrix R, corresponding
to ith state and jth unitary operator is the change in a
measure C of quantum correlation,
Ri,j = ∆Ci,j = C(UjρiU†j )− C(ρi). (6)
We consider the following three measures of quantum
correlation:
(i) Entropy (S): The Von Neumann entropy
S(ρAi ) = −Tr[ρAi log ρAi ] = −Tr[ρBi log ρBi ] = S(ρBi ) (7)
is considered as the entropy of entanglement for a pure
state ρABi = |ψABi 〉〈ψABi | [28]. Here ρAi = TrB [ρABi ] and
ρBi = TrA[ρ
AB
i ] are the reduced density operators ob-
tained after tracing out qubit B or qubit A respectively.
The entropy change ∆Si,j = S(Ujρ
A
i U
†
j )−S(ρAi ) is listed
in the database as entropy rating.
(ii) Negativity (N): For a general quantum state ρABi ,
pure or mixed, negativity is a convex entanglement mono-
tone that is defined as [28]
N(ρABi ) =
‖RA‖ − 1
2
, (8)
where RA is the partial transpose of ρ
AB with respect to
the subsystem A, and ‖RA‖ = Tr
√
R†ARA is the trace
norm of RA. The change in negativity brought about by
a unitary operator Uj is ∆Ni,j = N(Ujρ
AB
i U
†
j )−N(ρABi ).
Since the two-qubit negativity is bounded between 0 and
1/2, it is convenient to compare twice of negativity with
other measures.
(iii) Quantum discord (D): It is based on the notion
that if one subtracts maximum possible classical correla-
tion from the total correlation, the residue must be from
quantum correlation. Discord is defined in terms of dif-
ference between two different ways of estimating mutual
information [29, 30]: I(ρABi ) = S(ρ
A
i ) +S(ρ
B
i )−S(ρABi ),
J(ρABi ) = S(ρ
B
i )− S(ρBi |ρAi ), and
D(ρABi ) = I(ρ
AB
i )−max{ΠA}J(ρABi ), (9)
wherein the maximization is carried out over all possible
measurement bases {ΠA} in subsystem A.
Unlike negativity, discord may be nonzero even for cer-
tain separable states, which therefore qualify to be la-
beled as quantum correlated. Although this fact sup-
ports discord as a stronger measure of quantum corre-
lation, unlike entropy and negativity, there is no simple
analytical expression for estimating discord. Moreover,
the maximization of mutual information over all possible
measurement bases becomes prohibitively expensive for
larger system sizes. In this regard, it will be interesting to
see how machine learning works for predicting the change
in quantum discord ∆Di,j = D(Ujρ
AB
i U
†
j )−D(ρABi ). If
an input state is initially uncorrelated or of zero discord,
then the RS is essentially estimating the discord content
in the transformed state itself.
B. Characterizing two-qubit unitaries
We first consider a million-element rating database
with nu = 1, 000 randomly generated two-qubit uni-
taries and ns = 1, 000 randomly generated two-qubit
quantum states, and setup the rating matrix R with
ns × nu elements. As described before, ∆S ratings are
for a database with random pure states, while ∆N and
∆D values are both for a common database with random
pure/mixed states. From the complete database, we ran-
domly remove a set κ¯ = {(i, j)} of nr elements, which
are to be predicted by the RS. The prediction error is
measured by the root-mean-square (RMS) deviation
δC =
 ∑
(i,j)∈κ¯
(∆C0i,j −∆Ci,j)2
1/2 , (10)
between the actual correlation changes {∆C0i,j} and
their predicted values {∆Ci,j}.
Results of the RS predictions for a two-qubit register
are displayed in Fig. 2. Here, the predicted values ∆C
are plotted versus the actual values ∆C0 for various num-
bers nr of unknown ratings. Entropy ratings (Fig. 2(a))
are for pure states, while the negativity and discord rat-
ings (Fig. 2(b)) are for mixed states. It is clear that the
RS is quite successful in predicting the changes in all the
correlation measures. The RMS deviations remained less
than 0.05, except for nr = 9× 105 which corresponds to
90% the million-element database being unknown. The
systematic dependence of RMS deviations on nr is ex-
pected, since as the database becomes more and more
sparse, the minimum in the latent parameter space gets
shallower, and harder it gets to predict the ratings.
C. Dependence on the dimensions of database
We now fix the number of unknown ratings nr = 100,
and vary the dimension of the database. We constructed
a set of databases with number of states ns varying from
10 to 10,000, and the number of unitaries nu varying
from 10 to 1000. Fig. 3(a-c) display the RMS deviations
between the predicted and actual values of entropy, neg-
ativity, and discord values respectively. As expected, for
a fixed number nr of unknown ratings, the RS efficiency
in terms of RMS deviations between the actual and pre-
dicted correlations improves as the size of the database
grows. We observe an interesting diagonal symmetry
indicating better efficiency with roughly equal number
4FIG. 2. Red dots represent the RS predictions of changes
in two-qubit correlations: entropy change ∆S (a), negativity
change 2∆N (b), and discord change ∆D (c), plotted against
the actual values (∆S0, 2∆N0, ∆D0) and the number nr of
unknown elements in a database of 1000 states and 1000 uni-
tary operators. Blue lines represent the ideal case ∆C0 = ∆C.
RMS deviations δC between predicted and actual ratings are
also indicated.
of states and evolutions. It is also interesting to note
that while the entropy rating is the most sensitive to the
database size, the discord rating is least sensitive.
D. Rating the Werner state
To observe the RS in action with a concrete example,
we replace one of the random evolutions with the two-
qubit controlled-NOT operation
UCNOT = |0〉〈0| ⊗ 12 + |1〉〈1| ⊗ σx, (11)
(a) S
10 10 2 10 3
n
u
10
10 2
10 3
10 4
n
s
(b) 2N
10 10 2 10 3
n
u
10
10 2
10 3
10 4
n
s
(c) D
10 10 2 10 3
n
u
10
10 2
10 3
10 4
n
s
0
0.1
0.2
FIG. 3. RMS deviations between the predicted and actual
changes of entropy (a), negativity (b), and discord (c), for
various sizes of the database, but with fixed number nr = 100
of unknown ratings.
where 12 is the 2 × 2 identity operation and σx is the
NOT gate, i.e., the Pauli x-operator. Further we choose
one of the input states to be the separable state,
ρ− = (1− )14/4 + |−〉〈−| ⊗ |1〉〈1|, (12)
where |−〉 = (|0〉 − |1〉)/√2 is the single-qubit superposi-
tion state and the scalar quantity  is the purity of state.
While the state ρ− is a pure state for  = 1 and becomes
completely mixed for  = 0, it is separable for all values
of , and hence has zero negativity and discord. Upon
acted by the CNOT operation, ρ− transforms into the
Werner state
ρW = (1− )14/4 + |S0〉〈S0|, (13)
which is the convex sum of the maximally mixed state
and the singlet state S0 = (|01〉 − |10〉)/
√
2. It is known
that Werner state is quantum correlated and thus has
nonvanishing discord for all values  > 0 [30]. However,
it is entangled and hence has nonzero negativity only for
 > 1/3. Since the initial state ρ− is quantum uncor-
related, the change in negativity or negativity of upon
transforming into ρW by the CNOT operation correspond
to the amount of discord or negativity in ρW itself. Thus
it is interesting to see the RS prediction of negativity
and discord in this particular case. Fig. 4 plotting the
predicted values ∆N and ∆D versus the purity factor
 shows an excellent agreement between actual and pre-
dicted values. RMS deviations also remained less than
0.05 indicating the high quality of predictions.
E. Identifying noisy database
Since the RS takes an input database, it is interesting
to ask the following questions. What would be the de-
pendence of rating efficiency, if the input database itself
is noisy, unreliable, or even fake? Can we use this depen-
dency for asserting if a database, with or without a large
number of unknown elements, is clean or not? In order
to answer these questions, we choose discord rating in a
two-qubit register. We first construct a 1000×1000 noise-
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FIG. 4. Symbols indicate the predicted values of ∆N and ∆D
values for the quantum uncorrelated input state ρ− trans-
formed into the Werner state ρW by the CNOT operation.
Solid lines represent actual values and symbols represent pre-
dicted values as indicated by the legend box. The RMS devi-
ations are δ2N = 0.026 and δD = 0.038.
free discord database R(0), from which we setup a set of
databases R(η), with varying noise parameter 0 < η < 1.
The noisy entries are of the form
R(η)i,j = ηsij + (1− η)R(0)i,j , (14)
where sij is a random number such that −1 < sij < 1.
Thus, as η discretely varies from 0 to 1, the correspond-
ing database goes from a clean discord database to one
with completely random entries. In each database, cor-
responding to a fixed value of η, we randomly remove
500,000 entries, which constitutes 50% unknown ele-
ments. We now attempt to complete the ratings of the
unknown elements starting from each of these databases.
The results shown in Fig. 5 indicates that for small noise
parameter η ≤ 0.01, there is no significant effect on the
RMS error. However, as the noise builds up, the RS finds
it increasingly difficult to rate the entries, and the RMS
error increases by about five times for 10% noise. Finally,
as expected, the RS completely fails for the completely
random database corresponding to η = 1. Thus, if a ref-
erence database is provided, the RS can help identity if
a given database is noisy or fake.
F. Computational Time
Since a simple analytical expression for calculating
quantum discord does not exist, it is interesting to com-
pare the computational time τRS for the RS prediction
of quantum discord with the calculation time τcal by
the standard approach that involves subtracting maxi-
mum possible classical correlation from total correlation
[29, 30]. As described earlier, the maximization is car-
ried out over all possible measurement bases. Although
there exists, for a two-qubit system, an optimal set of
measurements that substantially reduces computational
time [31], no such shortcuts are known for larger systems.
FIG. 5. Rating two-qubit quantum discord based on a noise-
free database (a) or noisy databases (b-d) with noise param-
eter η as shown in each case. In subplot (e), the RMS error
δD is plotted versus the noise parameter η. In all the cases,
the number of unknown elements nr = 500, 000, which corre-
sponds to 50% of the 1000×1000 database.
FIG. 6. Rating quantum discord for two- (a,b) and three-
qubit (c,d) systems, with 50% (a,c) and 75% (b,d) of unknown
elements. The RMS error and ratio τcal/τMR of computational
time for standard calculation to that of the RS are shown in
each case.
In the case of three-qubit system ABC, we measured
qubit A along 40 projectors uniformly distributed over
the single-qubit Bloch sphere, and evaluated D(ρρA|BC ).
Fig. 6 displays the discord ratings of two- and three-qubit
systems. In the case of two-qubits, the ratio τcal/τRS was
6 and 10 respectively for 50% as well as 75% unknown
elements. Similarly, in the case of three-qubits, the ratio
τcal/τRS was 83 and 123 again for 50% as well as 75%
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FIG. 7. Predicted changes in quantum correlations (vertical axes) versus actual values (horizontal axes). The columns cor-
respond to various sizes of registers as indicated by the number nq of qubits. Top and bottom rows correspond to change in
entropy ∆S and change in discord ∆D respectively. The scaled RMS deviation δ′ between the predicted and actual ratings is
shown in each case.
unknown elements respectively. The RMS error is also
displayed in each case. Thus, depending the desired tol-
erance levels, one can choose to adopt an RS for faster
evaluation of the discord database starting from a sparse
database. The speedups are up to one and two orders of
magnitude in two- and three-qubit systems respectively.
G. Discord rating of multi-qubit unitaries
We now study the efficiency of predicting the corre-
lation changes in larger quantum registers, with sizes
up to 10 qubits. For each register, we constructed a
database with 100 random unitary operators and 100
random quantum states. The number of unknown rat-
ings was fixed at nr = 100. In larger qubit systems,
there are multiple ways of partitioning the system for
estimating quantum correlations. For the sake of numer-
ical simplicity, we first partition the whole system of nq
qubits into two parts: a two-qubit part P and nq − 2
qubit part Q. After calculating the reduced density op-
erator ρP = TrQ[ρ
PQ], we estimated the quantum corre-
lation in the two-qubit part P as described in the previ-
ous section. In Fig. 7, the predicted values of changes
in quantum correlations ∆S (top row) or ∆D (bottom
row) are plotted versus actual values ∆S0 (top row) or
∆D0 (bottom row) for various sizes of quantum registers
with upto 10 qubits. As expected, the absolute range
of correlation changes decreased steadily with the num-
ber of qubits. This effect was more severe in the case of
negativity, which mostly vanished in registers with more
than three qubits, and hence we now omit it from the dis-
cussions. Furthermore, to compare the RMS errors with
respective ranges, we rescale it as δ′C = δC/
√
m, where
m = max{∆C0i,j ,∆Ci,j} where maximum is taken over
all the nr rated elements. Despite the smaller size of
database, the predictions were largely in agreement with
the actual values, and the scaled RMS errors mostly re-
mained below 0.3, thus confirming the feasibility of the
RS predictions for various system sizes.
IV. CHARACTERIZING UNITARY
EVOLUTIONS VIA STATE-FIDELITY
Instead of rating quantum correlations, one can also
rate the state-fidelity. For a set of pure input states
{|ψi〉} and unitaries {Ui}, the database elements
Ri,j = Fi,j(ψi, Uj) = |〈ψi|Uj |ψi〉|2 (15)
describe the fidelity of output state Uj |ψi〉 with the input
state |ψi〉. Similarly, for a set of mixed input states {ρi}
we may use the Uhlmann trace distance
Ri,j = Fi,j(ρi, Uj) =
∣∣∣∣Tr√ρ1/2i UjρiU†j ρ1/2i ∣∣∣∣2 . (16)
Of course, instead of the state-fidelity w.r.t. the input
state, one could have also chosen any other target state.
Again using a database of 1000 random states and 1000
unitaries, we can rate the fidelities of nr elements out of
a total of million elements. The results are shown in Fig.
8. Interestingly, the rating is extremely successful for
pure states (Fig. 8(a)), for which up to 50% of unknown
elements can be predicted with a low RMS error of δF ≤
0.003 (nr = 5 × 105). For mixed states the RMS errors
are relatively higher, but still δF ≤ 0.02 for predicting
up to 50% of unknown elements. However, in both cases,
the rating fails for 90% of unknown elements.
7FIG. 8. Predicted fidelity F versus actual fidelity F0 and the
number nr of unknown elements for pure (a) and mixed (b)
states. Blue lines represent the ideal case F = F0. RMS
errors δF are show in each case.
We have also studied the fidelity rating in multi-qubit
registers. Fig. 9 displays the results of the fidelity rating
in registers with up to 10 qubits. In each case, we used a
database of 100 states and 100 unitaries, while the num-
ber of unknown entries was fixed to 100. It is clear that
the fidelity rating is largely successful in all these cases.
V. RATING NONUNITARY EVOLUTIONS
In order to study rating of nonunitary evolutions we
chose independent single-qubit decoherence channels act-
ing on a two-qubit system [32]. Each channel has an
operator-sum representation in terms of Kraus operators
{Mk}, which preserve the trace of the density operator
by obeying
∑
kM
†
kMk = 1. A two-qubit input state ρ
AB
i
is transformed according to
Ej(ρABi ) =
1
2
∑
k
(M jAk ⊗ 1)ρABi (M
j†A
k ⊗ 1)
+
1
2
∑
l
(1⊗M jBl )ρABi (1⊗M
j†B
l ), (17)
wherein channels jA and jB have acted on qubits A andB
respectively. We consider the scenario wherein jA, jB ∈
{X,Y,Z,D,A}, i.e., the two qubits undergo a random
combinations of the following single-qubit channels:
(i) Bit-flip: MX1 =
√
x 1, MX2 =
√
1− x σx,
FIG. 9. Predicted fidelity F versus actual fidelity F0 for pure
(top row) and mixed states (bottom row) of nq-qubit registers
as indicated. In each case, the size of the database is 100×100
and the number nr of unknown elements is fixed to 100.
(ii) Phase-flip: MZ1 =
√
z 1, MZ2 =
√
1− z σz,
(iii) Bit & phase-flip: MY1 =
√
y 1, MY2 =
√
1− y σy,
(iv) Depolarization: MD1 =
√
1− 3d4 1, MD2 =
√
d
2 σx,
MD3 =
√
d
2 σy, M
D
4 =
√
d
2 σz, and
(v) Amplitude damping:
MA1 =
[
1 0
0
√
1− a
]
,MA2 =
[
0
√
a
0 0
]
.
Here x, y, z, a, d are randomly chosen channel probabili-
ties and σx, σy, and σz are Pauli operators.
Again we form a database of 1000 mixed two-qubit
states and 1000 random nonunitary evolutions, each of
which corresponds to a pair of channels from the above,
with a particular pair of channel probabilities, acting in-
dependently on the individual qubits. Fig. 10 displays
the predicted values of change in discord
∆Di,j = D(Ej(ρi))−D(ρi) (18)
(Fig. 10(a)) and of Fidelity
Fi,j(ρi, Ej) =
∣∣∣∣√√ρiEj(ρi)√ρi∣∣∣∣2 (19)
8FIG. 10. The RS predictions of nonunitary evolutions. Pre-
dicted values (red points) for changes in discord (a) and fi-
delity (b) versus actual values and the number nr of unknown
elements. In each case, the size of the database is 1000×1000.
Blue lines represent the ideal curves. RMS deviations between
the predicted and actual values are shown in each case.
(Fig. 10(b)), plotted versus the actual values for various
numbers nr of unknown elements. Since the decoher-
ence channels only reduce quantum correlations, ∆D is
essentially negative. It is evident that the prediction is
highly successful, with the RMS deviation from the ac-
tual values being 0.01 or lesser even at 90% of unknown
elements. Thus, in summary, we find that an RS can ef-
ficiently characterize both unitary and nonunitary quan-
tum evolutions in terms of either correlation changes or
state-fidelity.
VI. CONCLUSIONS
We have adopted a class of recommender systems,
called the matrix factorization algorithm, to characterize
quantum evolutions in terms of quantum correlations as
well as state-fidelity. First, using two-qubit databases, we
have carried out a detailed analysis of the recommender
system predicting three types of correlations, namely en-
tropy, negativity, and discord. We found that the recom-
mender system was able to efficiently predict well over
50% of unknown elements in the database. By systemat-
ically varying the database sizes and keeping the number
of unknown ratings fixed, we confirm that the prediction
efficiency improves with the size of the database. As a
particular example, we show that predictions of negativ-
ity and discord of Werner state prepared with different
purities match very well with the expected trend that en-
tanglement exists only for purity above 1/3 and discord
at all purity > 0.
By introducing noise into the database in a systematic
way, we observed the prediction efficiency deteriorating
with noise. We proposed that this fact, along with a
reference database, could be used to distinguish a genuine
or clean database form a noisy or a fake database.
Predicting quantum discord of a general state, for
which a closed-form expression is not known, is most in-
teresting. The analysis of computational time hints that
the machine prediction, within a fixed tolerance limit,
can be far more efficient. In million-element databases of
two- and three-qubit registers, we observed a speedup of
one and two orders of magnitude respectively, with less
than 0.1 root-mean-square deviations.
We have also demonstrated the capability of the recom-
mender system in characterizing nonunitary evolutions
by subjecting it to predict correlation and fidelity ratings
of states undergoing certain decoherence channels. The
feasibility of using the recommender system in larger sys-
tems is demonstrated by successfully characterizing both
unitary and nonunitary evolutions in registers with up to
ten qubits.
Although here we only discussed databases of random
states and random evolutions, it is straightforward to
adapt it to other interesting scenarios such as in predict-
ing quantum correlations in a time-evolving many-body
system initialized with various possible states. It would
also be interesting to predict the behavior of quantum
systems under evolutions dictated by more sophisticated
master equations. Further improvisations in the preci-
sion and speed of machine predictions will go a long way
as well. We anticipate that such machine learning tech-
niques not only pave the way for realizing quantum tech-
nologies but also are helpful to gain deeper insights into
the quantum theory itself.
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APPENDIX
Identifying local and nonlocal operators: Suppose
the objective is not to obtain quantitative values for the
changes in quantum correlations introduced by unitary
operators, but rather to identify local and nonlocal uni-
tary operators. For this purpose, we generate a database
with 1000 randomly generated unitaries, 500 of which are
by construction local operators of the form UA×UB that
do not change quantum correlations. The remaining 4×4
dimensional random unitaries UAB are mostly nonlocal
and introduce changes in quantum correlations. Fig. 11
shows the three-dimensional simultaneous plots of pre-
dicted entropy, negativity, and discord values for various
numbers nr of unknown ratings. It is clear that most of
the points fall into one of the two bins - negligible correla-
tion changes resulting from local unitaries, or significant
correlation changes brought about by nonlocal unitaries.
FIG. 11. Binning unitaries into local or nonlocal by predicting
the changes in quantum correlations. Subplots correspond to
different numbers nr of predicted ratings as indicated in each
case.
