I. INTRODUCTION
T HE FINITE field contains elements. Each element in is represented in binary digits. In practice, the Reed-Solomon (RS) code makes considerable use of computations in . Let the error locator polynomial of degree over be defined by (1) where the coefficients for . Then, finding the roots of such a polynomial can involve an extensive computation in an RS decoder. It is well known that the Chien-search method [1] - [3] can be used to find the roots of an error locator polynomial of degree in , where is the maximum number of errors in the RS code that are to be corrected. However, the Chien-search method requires the multiplication of each coefficient in (1) by the powers of , where is the root of a primitive irreducible polynomial of degree over . The authors in [1] and [4] suggested a fast algorithm to find the roots of a polynomial up to degree 5. In their algorithm, the polynomial defined in (1) is transformed into an affine polynomial over . Then the roots of (1) are found from simultaneous linear equations with unknowns over . As a consequence, for small values of , the advantage of the above algorithm over the Chien-search method is that the multiplications of the coefficients of (1) by powers of needed in the standard Chien-search method is completely avoided. Zinoviev [5] provided another way to use the affine polynomials to search the roots of polynomials by finding the affine multiples. This method is also simpler than the Chien procedure for some values of of small degrees.
In this paper, the Berlekamp-Rumsey-Solomon (BRS) algorithm [1] , [4] , [6] , together with the Chien-search method, is developed in order to find the roots of the error locator polynomial up to degree for RS decoders. This new fast algorithm makes the root-finding problem quite practical and efficient for RS decoders. A computer simulation shows that this new fast algorithm is quicker than that of the Chien-search method.
II. BRS ALGORITHM
Berlekamp et al. [1] , [4] proposed a novel algorithm for finding the roots of a special class of polynomials, called the -polynomial, [7] , [8] . Before developing the algorithm, first consider two definitions and a theorem that are needed to develop this algorithm.
Definition 1: The polynomial over is called a -polynomial for iff (4) where are restricted to and the exponents are restricted to be the powers of two.
Definition 2: A polynomial over is called an affine polynomial iff (5) where is a -polynomial as defined in (4) and . (6) where is a root of the primitive irreducible polynomial . Note that the left-hand side of (6), , is a -polynomial over and (6) can be expressed as
If , then, in accordance with Theorem 1, (7) becomes (8) where . In (8) , the values of the field elements and can be calculated as (9) A substitution of (9) into (8) Observe that the roots of (6) can by found by solving the three simultaneous equations given in (11) with three unknowns and . Evidently solutions of (10) are and , which are two roots of (6) . From this example, one observes that one needs only to compute the three values and instead of all of the values needed in the Chien-search method.
III. FAST ALGORITHM FOR FINDING ROOTS OF A POLYNOMIAL OVER
The problem of finding roots of polynomials up to degree 5 is widely known (see [1, Ch. 11] . In this section, it is shown in this paper that the algorithm described in Section III together with the Chien-search method can be used to quite easily find all of the roots of the polynomial up to degree 11. To illustrate this fast algorithm, next consider examples for . Example 2: In this example, solve the polynomial of degree 6, namely (12) or (13) where and . In (13) since is an affine polynomial over , then the values of can be obtained by the use of the algorithm illustrated in Example 1. On the other hand, the values of can be obtained by the use of the Chien-search method. If for , then is a solution of (13). Therefore, by exhaustively searching all nonzero field elements in for the roots of (13), there exists a set of field elements such that they satisfy (13). These solutions are the roots of (12).
Example 3: Solve the polynomial of degree 7, namely
From [1] and [9] , a substitution of into (14) yields (15) If one eliminates the sixth term of (15) (17), there exists a set of field elements that satisfy (17). These elements are the solution of (17). Since the solutions of (17) are known, the roots of (14) are therefore found by the use of the transformation . Before finding the roots of polynomial of degree , the following important lemma is needed. Using a procedure similar to that used to find the roots of (17) in Example 2, one finds the roots of (23).
Example 5: Solve the polynomial of degree 9, namely
A rearrangement of the terms of (26) yields (27) or (28) where , , and . Since and in (28) are two affine polynomials, the values of and for can be computed by the BRS algorithm given in Section III. Also an application of the Chien-search method yields the values of for . Again, by exhaustively searching all nonzero field elements of for the roots of (28), a set of field elements can be found such that they satisfy (28). These solutions are the roots of (26).
Example 6: Solve the polynomial of degree 10, namely
where for . Thus, (29) can be rewritten as (30) or where , , and . Again, by a procedure similar to that used to find the roots of (28) in Example 5, one can find the roots of (29).
Example 7: Solve the polynomial of degree 11, namely
Since the degree of (31) Using a procedure similar to that used to find the solutions of (28) in Example 5, one finds the solutions of (34).
IV. PROGRAM IMPLEMENTATION AND SIMULATION RESULTS
To demonstrate the efficiency of the new fast method for solving the error locator polynomials, a software simulation is performed using C++ and run on a Pentium 550 Windows 98 PC. The field elements in are implemented using unsigned char data type in the C++ program. For , the addition operation is implemented directly by the C++ XOR operator. The multiplication is implemented using Horner's rule. In the polynomial format, this polynomial product operation is given by The operation, "
," is performed in each, " ," operation given above.
The simulation is done for polynomials of degrees 6-11 based on Examples 2-7. As in Example 7,  , if , go to step 2, otherwise stop.
For the fast method proposed in this paper, let the polynomial in (31) be transformed into and decomposed as given in (34) into where , , and . The polynomials and are implemented using BRS method as described in Example 1 and the polynomial is implemented using the direct method described above.
The computation times required to evaluate the polynomials at the field elements are recorded and shown in Table I . Each entry is the time in milliseconds averaged over 100 000 computations. The header column is the time used for the transformation from to . It is shown that the speed of the fast algorithm is about 1.5 times faster than the direct method. It follows from (22) that the second term in (21) does not exist any sixth term in . But, from Example 2, the sixth term of the first term in (21) can be eliminated by the choice . In other words, one can eliminate the sixth term of (21) by the choice . Thus, the proof is complete.
