Abstract-Image tracking provides crucial insight for the image motion, which generates essential information for incremental structure-from-motion reconstruction and camera pose estimation. Typical usages, such as 3D reconstruction and visual odometry, all rely on robust and accurate local feature tracking through consecutive images. Current algorithms realize feature tracking through matching features extracted from discriminant textures in the images, for which distinctive image content is required to obtain accurate feature matching. For images with few textures, usually, an insufficient number of features are extracted to perform reliable tracking in a series of sequential images. We propose a method that makes use of a limited number of discriminate features to explore other features without strong discriminant power. We develop a feature integrating surrounding salient points distribution knowledge, raw pixel value, and coordinate information to discover a significant amount of features in weakly textured areas in an image. We also incorporate epipolar geometry in the feature correspondence calculation by taking the distance from the matching candidate to its corresponding point's epipolar line into account. To reduce the number of unreliable features, we project the estimated 3D points back to the images. The reprojection error is standardized according to the 3D point's depth, which reduces the bias introduced by the object distance to the camera. We conduct experiments on a large dataset of Arctic sea ice images, mainly composed by planes of ices and sea water. The experimental results demonstrate that our method can perform fast and accurate tracking in weakly textured images.
I. INTRODUCTION
F EATURE tracking generates correspondences across sequential images, which provides the local pixel coordinate displacement in consecutive frames. Based on 2D pixels motion, the camera pose and 3D point position can be estimated. Through surveillance networks or mounting cameras on vehicles, large amounts of images are available to analyze the environment. A typical application is structure-from-motion (SfM) reconstruction, which builds 3D models of the world through analyzing the relative position of corresponding pixels in the images. With more matching points, the 3D reconstruction model can be more complete and denser and at the same time, the camera motion can be estimated more accurately. This can benefit the 3D reconstruction for scenes without many textures, such as plain walls and table surfaces. Tracking the scene images with sufficient correspondences can also help estimate the camera pose accurately. Visual odometry and vision-based SLAM all rely on accurate feature tracking to realize the camera pose estimation. Emerging applications such as autonomous driving and augmented reality also require fast and accurate feature tracking to obtain the vehicle egomotion and face pose in real time. Visual odometry on automatic vehicles or robotics requires sufficient tracking points to estimate the vehicle motion, especially in the rural environment where there are not many distinguished buildings around. Existing datasets, such as KITTI [1] , mainly focus on the environment in the city area. The research conducted on those datasets also has an unintentional assumption that the scenes contain enough textures to extract features and match, which is not always the case. Most tracking algorithms are realized through matching discriminate features extracted from strong textures which contain frequent gradient changes. For the areas with few textures, usually, a limited number of features are extracted, which brings difficulties to find sufficient correspondences for pose estimation and dense 3D reconstruction.
In this paper, we develop a method which realizes dense tracking for images with limited textures. In these images, corner detectors can detect distinctive features which are easy to track, nonetheless, not many of these features are detected. Based on these easily tracked features, we can explore features that are difficult to extract gradient information. We apply KLT tracker to identify the easy and fast tracking features. To make the KLT tracker more accurate, we utilize sum of squared distance (SSD) to warp the images, which roughly aligns the images. In developing new non-corner features, we utilize the raw pixel's RGB value, coordinates, angle and distance to the already tracked features. We also modify the feature matching distance by multiplying it with the distance between the feature and its corresponding point's eipolar line, which embeds the information of fundamental matrix, camera origins, and the epipoles. Feature matching is usually an exhaustive process. The initial image motion estimation and exploration of other features based on a small number of easy tracking features can largely simplify the correspondence search procedure.
To guarantee the extracted features equally distributed in the images, we divide the images into multiple grids and extract the most dominant feature in each grid, followed by matching features in the corresponding and surrounding grids in the adjacent frame. This process can avoid extensive wrong correspondences and accelerate the matching step. At the same time, with a substantial number of non-corner features, we prune the features Fig. 1 . Our image tracking pipeline. SSD is applied to warp the images which can facilitate the accurate KLT tracking. Based on the features tracked by KLT, we extract the geometry feature, together with the raw pixel's RGB value and its coordinate, as the feature for the detected feature point of each grid. The feature matching distance is refined by the distance from the matching candidate to its potential corresponding feature's epipolar line, which provides a higher feature matching accuracy. The correspondences are verified by their 3D points' re-projection error to the 2D images. The re-projection error is standardized by their feature depth in order to treat the features scattered in the images equally. After rejecting the outliers, the remaining correspondences are used for further camera pose estimation and 3D point cloud reconstruction.
not fitting the estimated motion model, which is performed by calculating the re-projection error of the reconstructed 3D points onto the images. If the re-projection error is larger than the mean re-projection error of all the points, we disregard those points. As the features are in different depths, the distant features usually contain smaller motion in the image space compared with features close to the camera. As a result, the features far away most likely contain small re-projection errors even if the correspondences do not satisfy the motion quite well. To overcome this issue, we take the feature depth into consideration for feature outlier exclusion. This can facilitate us to treat the features in different depths across the image equally and explore inlier features more precisely. The re-projection error-based outlier exclusion method can also avoid the large number of RANSAC iterations in rejecting outliers. The overall pipeline is shown in Fig. 1 .
As Arctic sea ice images contain few textures and are difficult to extract features, our tracking method on these images is also applicable on other weakly textured scenes. On the application of Arctic sea ice images, tracking on these images can help estimate the cruise motion. With sufficient tracking points on the images, we can also build dense 3D point cloud for the ice floes, which can help to monitor the size and shape of sea ice cover, analyze ice thickness, as well as identify and quantify the critical marine mammal habitat within the Arctic ice pack. Sea ice, as a common scene in Arctic, is the essential way to understand the living environment and climate changes. Previously, little research from multimedia perspectives has been conducted on Arctic scenes, which is mainly due to the difficulty to obtain the images in Arctic. With more explorations of Arctic, sea ice image processing and analysis will bring more attention to this particular scene understanding scenario from the multimedia community.
To sum up, the contributions of our paper are: 1) we develop a feature tracking scheme to track the motion of a consecutive frames; 2) we make use of a small number of easy tracking features to explore more features in weakly textured images; 3) we design a feature incorporating the raw pixel's RGB value, feature coordinate and the surrounding salient features' positions for planar areas of images with few textures; 4) we refine the feature matching distance by incorporating the distance between the matching candidate to its potential corresponding feature's epipolar line to obtain more accurate matching; 5) we extract features distributed in the entire image and exclude outliers based on the re-projection error with the feature depth into consideration.
II. RELATED WORK
Feature tracking and camera pose estimation have been extensively explored in computer vision, robotics and augmented reality. In this section, we discuss the related work from the perspectives of features used in tracking and camera pose estimation from the tracking result. From the feature aspect, we provide the previous research outcomes about the feature detection, description, and matching, as well as the application in image retrieval and tracking. We also present the background knowledge of camera pose estimation and 3D reconstruction based on image tracking.
A. Image Tracking and Retrieval Based on Feature Matching
There are multiple kinds of features to describe image characteristics. Edge features detect the edges exhibited in an image, such as Canny [2] and Sobel [3] edge detection, which can be used to retrieve images [4] . Blob features, such as MSER [5] and PCBR [6] detect a region with constant properties that differ from surrounding regions. Corner detectors are also mainly based on image gradient changes, for example FAST detector [7] and Harris detector [8] . To describe the salient points in a more discriminant way, high dimensional features such as SIFT [9] and SURF [10] , are created, which are invariant to transformation, rotation, and scale changes. These features are mainly applicable for the images with rich textures. Binary features [11] are also learned to realize the fast feature matching through Hamming distance [12] , [13] . Typical binary features include BRIEF [14] , BRISK [15] , and ORB [16] . On the use of convolutional neural networks (CNN), Dosovitskiy et al. [17] randomly pick the image patches from an unlabeled image dataset, which are served as the surrogate labels. Each extracted patch is randomly transformed to create learning samples, which are used to train a convolutional neural network. The learned CNN is applied to build local feature correspondences between images.
In contrast to the unsupervised learning method [17] , Altwaijry et al. [18] extract SIFT features from images and conduct SfM reconstruction based on the matched features. From the SIFT features corresponding to the 3D point cloud, patches are extracted from the original images to train a fully convolutional recursive neural network. This is based on the idea of matching patches extracted from SIFT keypoints should be closer in distance than non-matching patches.
Feature tracking is crucial for many applications, for example, computer vision, image processing, robotics, and augmented reality. Similar to Harris corner, Shi-Tomasi corner [19] is also applied to quickly track the images. Lucas-Kanade tracker (KLT) [20] also tracks a small number of distinctive features. Optical flow [21] realizes dense pixel tracking with small movement. Interactive closest point (ICP) algorithm [22] performs tracking based on the feature points' coordinate position, mainly applied in 3D point clouds. Duchenne et al. [23] develop a tensor node descriptor to realize the graph matching. Cheng et al. [24] verify the feature matching through symmetric geometric constraints. Similar work is conducted through adaptive geometric templates [25] . For images with limited textures, it is difficult to extract features that can accurately describe interest points. For images mainly composed of planar areas with few textures, we target our feature to search for the correspondences.
Similar to feature tracking, content-based image retrieval is also based on image matching. However, image matching for the tracking purpose is mainly on the usage of local features. Image retrieval, in the contrast, can be based on both local features matching and global features matching. Sang et al. [26] crop the region-of-interest in the images and retrieve the best matching image based on cropped regions. Yang et al. [27] retrieve images based on different multimedia modalities' information, which is also realized on mobile phones [28] . Gao et al. [29] retrieve 3D objects through interactively selecting the query view for object matching. Local features (e.g., SIFT [30] and SURF [31] ) are also widely applied in image retrieval tasks. To accelerate the feature matching process, binary features are also applied in the image retrieval tasks [32] - [34] . In the local feature approaches, the number of matching features passing a pre-defined threshold is an indicator of the image matching effect. As an image contains hundreds to thousands of local features, the time cost of matching all these features is usually high to retrieve the best matching image from a large image database. Global image features, e.g., bag-of-visual-words (BOW) [35] , [36] and local binary pattern [37] , can compact the image as a single point in a multi-dimensional feature space, which significantly accelerates the matching efficiency. The metric of the best matching sample determination for global features is mainly based on the feature distance instead of number of matching feature for local features. Vocabulary trees are also usually applied to improve the image retrieval performance for both local features [38] and global features [39] . To make use of the benefits of both global features and local features, Li et al. [40] cluster scene images based on global features and retrieve the image cluster based on GPS information. The location is refined through local features. Deep neural networks, such as convolutional neural network [41] , is also applied to retrieve images [42] . Though the representation efficiency for global features is increased, the matching accuracy is usually lower than local features. It depends on the image retrieval tasks whether to apply global features, local features or the combination of both kinds of features. As image sequence tracking tasks require to build point-to-point correspondences, we apply local features to match images.
Meanwhile, image tracking only needs to match the most adjacent image, the burden for feature matching is not that significant compared with image retrieval problems, which typically needs to retrieve an image from a database containing tens of thousands images.
B. Camera Pose Estimation Through Tracking
One of the essential applications for image tracking is to obtain the camera pose and reconstruct the 3D model for the image sequence. Simultaneously, the accurate camera pose estimation can improve tracking performance. Different from stereo reconstruction [43] which requires camera calibration [44] , structure-from-motion reconstruction (SfM) [45] , [46] analyzes the matching feature position and estimates the 3D points and camera pose for each image without calibrating cameras. For unsorted images, feature correspondences are established by image pairs, which builds large-scale models on distributed systems [47] . For a sorted image sequence, a factorization [48] , [49] of matching features is usually built to estimate the 3D shapes and camera poses. When a reconstructed 3D point cloud is existing, incremental SfM [50] , [51] adds new 3D points and camera poses and, simultaneously, optimize existing camera poses and the 3D points. Parallel Tracking and Mapping [52] makes use of two threads to conduct image tracking and map building at the same time, where FAST features in a pyramid are used to track keyframes and the map is optimized in local bundle adjustment [53] in windowed frames. In this procedure, the entire map is re-projected to the keyframes to optimize the 3D map, which is only suitable for very small scenes. Lim et al. [54] realize the tracking through matching the frames captured by a drone to an offline built 3D map to obtain the camera pose. Depth information with RGB pixels is also applied for dense 3D tracking without feature extraction [55] . Nevertheless, it largely relies on GPU computing to be able to run in real-time.
On the application of micro-aerial vehicles, Wendel et al. [56] track video frames through a monocular camera in virtual 3D space. Simultaneous Localization and Mapping (SLAM) algorithms [57] , [58] build 3D models online and localize the objects at the same time through image tracking. SLAM aims at the global map optimization, which stores keyframes in the memory and searches for loop closure detection, mainly serving for the accurate map generation. Middelberg et al. [59] track the frames through BRISK features to build a local map and at the same time optimize the global map remotely through SIFT features. This system maintains a small portion of the scene model in the memory of an iPad and registers the keyframe to the global map to provide the global location information, which is conducted on the server side. The mobile device is responsible for providing the real-time performance through keyframe-based SLAM and the computation on the server is used to solve the scalability issue existed in the monocular SLAM approaches. Lu et al. [60] match the query 3D points to the 3D model built offline through a multi-task learning framework and estimate the camera pose based on the 3D-to-3D correspondences. Mur-Artal et al. [61] propose to use ORB features to match the frames and track a local map through a co-visibility graph. If the angle between the map and the frame is larger than 60 degrees, the map will not be projected to the frame.
In many applications, map generation is not the target for tracking and the same place is not visited for multiple times, so that loop closure detection is not necessary and suited in these cases. Instead, visual odometry [62] , [63] attempts to track the images and optimize the camera pose locally. Badino et al. [64] integrate propagated feature measurement and the feature position prediction as a feature point and compare it with the tracked features to check the probability of the correct tracking. RANSAC is usually applied in visual odometry in order to exclude outliers [65] , which usually requires a large number of loops to find the desired transformation matrix. In order to reduce the RANSAC iteration number, Nister et al. [66] propose to obtain a preemptive score for each motion hypothesis and fix the iteration number. Reducing the necessary points in RANSAC is also applied to reduce the RANSAC loops [67] . Nonetheless, when features consist of a relatively large number of noisy points, applying a small number of RANSAC loops results in the inaccuracy of the motion estimation. To remove the largest number of outliers in a short time, we utilize the re-projection error of the corresponding 3D points to the 2D images and reject the features with large re-projection errors. In this process, we put the feature depth into deliberation in order to remove the influence of feature distance in the evaluation of transformation matrix. The re-projection error is standardized to effectively remove the outliers in different depths.
Different from previous works that mainly focus on tracking images with extensive textures, our work targets at tracking images with few textures. In dealing with previous methods that cannot extract sufficient features on weakly textured images, we rely on the limited number of discriminant features to extract much more features and incorporate epipolar geometry to enhance the effectiveness of feature matching distance, which is described in Section III. To eliminate the matching outliers, we exclude the feature matches based on reconstructed 3D points re-projection error, which we standardize the error according to the 3D points' depth, described in Section IV.
III. FEATURE TRACKING IN WEAKLY TEXTURED IMAGES
In order to obtain sufficient tracking correspondences in weakly textured images, we first apply KLT to track discriminative corner features on warped images. Based on these tracked features, we explore more features on monochrome regions, composed of raw pixel values, pixel coordinate and the relative position to the adjacent KLT tracked points. Through the KLT tracker, we can obtain the fundamental matrix between the matching images. Using the fundamental matrix, we can refine the feature matching distance by incorporating the epipolar geometry.
A. KLT Tracking Based on Warped Images
To track large amounts of images, our expectation is that the feature detection, extraction, and matching are all fast and accurate. From this perspective, we select FAST detector to detect the interest points. Features from Accelerated Segment Test (FAST) can quickly detect corner points with high entropy. KanadeLucas-Tomasi tracker (KLT) searches a small region based on spatial intensity to quickly track the pixels. KLT tracker assumes the image motion is small and the displacement between two images is slight. In our image dataset, the movement between two images is about 1/3 of the image size (Fig. 2) , which is too large for KLT to realize the accurate tracking.
In dealing with the relatively large motion, we apply SSD over the images to find the approximate transformation of the images. SSD can quickly estimate the rough transformation of the images through searching the least sum of squared difference. However, as the motion estimation through SSD is linear, it is difficult to estimate the complex motion. To more accurately analyze the image movement, we divide the images into 4 * 2 grids. For each grid, we separately calculate the rough motion. We extract the center point coordinate from each grid and the corresponding point from the next frame estimated by SSD as a correspondence, as shown in Fig. 3 . Thus, we have 8 correspondences to compute the homology matrix between the two images and warp the original image towards the target one.
After warping the images based on SSD, we apply KLT tracker to track the points detected by FAST, as shown in Fig. 4 . We can see that KLT tracker on the warped images can track the features much more accurately. KLT tracking on images without warping contains many false positive correspondences. After warping the images, however, most correspondences through KLT tracker are accurate.
B. Feature Extraction for Weakly Textured Region
Though KLT can track some discriminate features, the total tracked features are still sparse. In order to create a dense tracking, we need to explore much more features. As most existing feature descriptors are based on high gradient information, it is hard to extract these corner features in our images which contain a large portion of purely white or blue planar surfaces. In order to extract features from those weakly textured areas, we design our feature embedded with the geometry information of already tracked KLT points. We connect the raw pixel value, pixel coordinate and the relative position to the already tracked features by KLT as our feature.
Once we have obtained the accurate KLT tracking points, we can make use of these points to facilitate the tracking of difficult feature points. In order to dispersedly obtain the correspondences, we force the features to be extracted in every region of the image by dividing the image into 50 * 50 grids, as shown in Fig. 5(a) . We apply Harris detector in each grid to obtain the points with the highest detection scores, where we extract our features. The feature is combined with the information from 3 different aspects: the raw pixel value representing the color information; the pixel coordinate (u, v); the angle and the distance to the already tracked features. The RGB and uv information are straightforward. The geometry component of our designed feature is illustrated by Fig. 6 . The blue triangles are the KLT tracked points, closest to the interest point to extract geometry feature among all the KLT points. We connect the interest point to the KLT points, with the closest distance as d 1 and the second nearest neighbor distance as d 2 . We calculate the angle between these two edges as α, shown in (1).
are separately the position coordinates of the two KLT tracked nearest neighbors. The angle feature α is invariant to rotation, translation and scaling. We also take the distance d 1 and d 2 to the KLT tracker pixels as the feature. However, the absolute distance is not invariant to scaling, as different image size may result in different distances. In order to make the distance feature invariant, we measure the ratio between the distances (d 1 /d 2 ) as the feature ratio dis , which provides more invariance power. The feature we design is in the form of [r, g, b, u, v, α, ratio dis ]. As shown in Fig. 5(b) , KLT tracked features (red dots) are mainly scattered in the grids with edges. For the region of white ice planes (bottom left grids), few corner features are extracted. With the use of corner features distributed in the upper and right grids, we extract our designed features. When searching the correspondences, we only examine the corresponding and neighboring grids, as our images have already roughly aligned. Searching through the corresponding grids can accelerate the search process and improve the accuracy simultaneously by avoiding searching extensive features with less true positive correspondence probability. 
C. Distance Embedded With Epipolar Geometry
From the tracked features, we utilize the eight-point algorithm to estimate the fundamental matrix [68] . Based on the singular value decomposition (SVD) of the tracked features' trajectory, we can obtain the camera pose and the 3D points. From epipolar geometry, once we obtain the fundamental matrix and the camera pose, the epipoles for the left and right image are also available where all the epipolar lines intersect at. From Fig. 7 , the constraint is as follows:
where P is the reconstructed 3D point. F represents the fundamental matrix, estimated by the KLT tracked features. X L and X R are separately the corresponding pixels of P projected on the image plane, which are the intersections of the image plane and the line connecting the 3D point in the real world and the camera origins (O L for the left camera origin and O R for the right camera origin). Connecting the left and right camera origins O L and O R , the line intersects with the left and right image planes, generating the epipoles E L for the left image and E R for the right image. Based on epipolar geometry, the left correspondence pixel X L corresponds to the epipolar line connecting right corresponding pixel X R and right image epipolar point E R , represented by F X R . The same for the left epipolar line connecting X L and E L , represented by F T X L . Ideally, the correspondence pixels should be exactly on the epipolar lines. However, due to the noise and errors existed in feature detection, feature matching and fundamental matrix estimation, corresponding features frequently do not accurately lie on epipolar lines. The smaller distance between the correspondence candidate and the epipolar line, the higher probability the correct correspondence. In Fig. 7 , D Le is the distance of the left corresponding feature candidate X L to the epipolar line of X R . The same for D Re . Assuming the fundamental matrix is represented as the following form: 
D Le and D Re can be calculated as
D Le = |X LC F X R | (a 1 u R + a 2 v R + a 3 ) 2 + (a 4 u R + a 5 v R + a 6 ) 2(4)D Re = X RC F T X L (a 1 u L + a 4 v L + a 7 ) 2 + (a 2 u L + a 5 v L + a 8 ) 2(5)
IV. OUTLIER EXCLUSION
As we generate a significant amount of correspondences in weakly textured areas, it is necessary to exclude the outliers and estimate the camera motion based on the inliers. General methods to exclude the outliers are based on RANSAC [69] , which needs a large number of iterations to select the best transformation model. An insufficient number of RANSAC loops may result in the inaccuracy of transformation estimation as the random selection of inlier candidates may not be ideal to represent the majority of correspondences, which is especially critical in noisy images. In order to accelerate the outlier rejection process, we re-project the 3D points to the 2D images and determine the probability of correct matches through the re-projection error. The re-projection error is represented in (6) .
ε is the error that we want to minimize. X is the 2D pixel coordinate and P is the estimated 3D point corresponding to X. R and T are the rotation and translation matrices projecting the 3D point to the 2D image. Based on the error, we decide whether to keep the correspondence. However, as shown in Fig. 8 , the features are captured from different depths. Because the camera field of view appears to be a cone shape, features close to the camera usually have larger transformation than the features far away. The motion for different portions of the image can be seen in Fig. 11(a) , from which we can observe that the grids close to the camera (bottom grids) maintain a much larger transformation in the image space, compared with the grids in a larger distance (top grids).
As distant features undergo much smaller transformations, the re-projection error can also be much smaller than features close to the camera. This adds the bias to the features with various depths, as even if the distant feature correspondences are wrong matches, their re-projection errors are also tiny. This could add substantial false positive correspondences. Similarly, the re-projection error of features close to the camera is amplified.
The influence of 3D point depth to the re-projection error can also be understood from the structure-from-motion reconstruction perspective. In the SfM reconstruction process, all the matching features from different frames compose a trajectory matrix as (7) .
U and V are composed by u f p and the v f p , which are the matching features' coordinates of the p'th point on the f 'th frame after mean subtraction. The matching feature trajectory matrix is decomposed through SVD to generate the camera pose and 3D points, as the following equation:
M is the camera motion and S is the 3D points. represents the singular value diagonal matrix. U and V are separately the left and right singular vector matrices. In the SVD process, the dominant singular values and singular vectors represent the major distribution of the data points, which means features distributed widely across frames can be represented more accurately. Thus, the feature close to the camera can play a more essential role in pose estimation and 3D reconstruction. The camera pose estimation and 3D reconstruction for distant points can be less accurate, but still considered as the precise estimation from the SfM reconstruction perspective. Similar to the 3D domain, the 2D image transformation matrix is also calculated by SVD decomposition of the corresponding pixels in two frames. Thus, the estimated transformation matrix in a larger extent describes the feature transformation with a larger motion. In our case, for the feature correspondences far from the camera with a smaller motion in the image pixel level, the transformation error is more likely to be ignored even if the motion matrix is not accurate for those correspondences. Inspired by [70] , we propose to standardize the re-projection error based on the 3D point depth value. While [70] only considers the high-speed translation error, we consider both translation and rotation in high and low-speed scenarios. To overcome the issue of neglecting the influence of depth, we multiply the depth value with the re-projection error, as ε * D. If this new re-projection error is larger than a threshold, we mark this correspondence as the outlier. Otherwise, this correspondence is accepted as inliers. The threshold is determined by the mean re-projection error of all the correspondences. In this case, all features distributed in the scene with different depths are handled equally. The re-projection error standardization method is effective for both translation and rotation, though the translation motion may bring stronger bias in the re-projection error calculation. From Fig. 9 , we can see that for both translation and rotation motions, the landmark far away from the camera (landmark 2) is kept visible with the camera motion (position 1 and position 2). However, the landmark close to the camera (landmark 1) is only visible before the camera motion (position 1). Fig. 9 demonstrates that for the same physical camera motion, the landmarks far from the camera have smaller displacements on the images, compared with scenes close to the camera.
V. EXPERIMENT RESULTS

A. Dataset
We test our method in a large dataset captured in Arctic with the length over 2500 kilometers along with the ARK-27/3 cruise. The single image size is about 5 mega-pixels. The entire dataset contains 1,223,355 images. Each continuous section has more than 50,000 images. The camera is mounted on the deck of the cruise. The images mainly contain white ice and sea water. Image samples are presented in Fig. 10 , which contain different coverage between ice and sea water. We test the image tracking performance from 10 different sections and 3000 sequential images from each section. The average performance of these 10 sections is reported in our experiments.
B. Experiments on Tracking
The first step for image tracking is image alignment through SSD. The SSD value based on image motion for each grid horizontally and vertically is shown in Fig. 11. From Fig. 11 , Fig. 11 . Motion analysis through SSD from horizontal and vertical directions. Images translate much larger in the horizontal direction than the vertical direction. As shown in Fig. 3(a) , grids 1 to 4 lie on the left side and grids 5 to 8 are on the right side. Horizontally, the top two grids, 1 and 5, achieve the minimum SSD value with much smaller motion than the bottom two grids, 4 and 8. the SSD value achieves the minimum with much smaller motion in the vertical direction than the horizontal direction. For the horizontal movement, the upper regions of the image have smaller motion, which indicates the areas with larger depth move less than the close regions in image space. Based on SSD, we align the images with the motion reaching the minimum SSD value for each grid. The alignment effect is shown in Fig. 12 . We can see that after alignment, the ice floe basically lies in the same position of the images with slight shape change. As for the KLT tracking performance before and after warping, the average total feature tracking number and true positive feature tracking number are shown in Table I .
From Table I , we can see that after warping, both the feature tracking number and the correct matching rate are improved, which is because the image is already roughly aligned by SSD, so that the KLT tracker can easier find the correct correspondences with slight motion. The true positive feature tracking number is identified by RANSAC.
We also compare our feature with other features, as shown in Table II . As our data contains limited textures, it is difficult to detect equally distributed corner features based on the gradient information. Our feature is extracted in each grid, so we have a constant feature detection number, thus much more features can be detected. From the correct matching feature number, we can see that for weakly textured images, our feature can obtain extensive correspondences fitting RANSAC, indicating a large number of correct correspondences. As for storage, our feature just consumes 7 bytes per descriptor to keep the features in memory, much smaller than other descriptors. This is also because the already detected features facilitate detection, saving extensive efforts to find and keep the information. As our feature is simple to compute, feature detection and extraction time are also smaller than other features. As the images are roughly aligned after image warping, we only need to search the feature correspondences in the neighboring grids, for which the matching time performance test is based on the linear search of correspondences in the neighboring grids. From the experiments, we can see that our feature still achieves the highest matching speed due to the simplicity of the features. Incorporating the distance of the matching candidate to the epipolar line into the feature matching distance measurement, we can verify the reliability of correspondences as correct matches more accurately, which improves the number of positive matching features. The feature matching effect is shown in Fig. 13 . While comparing with directly applying corner detectors and descriptors across the entire image, our feature matching method contains extensive matches distributed in each region of the image. Directly detecting corner features on the image usually results in the consequence that most features are detected and matched in a small portion of the image, leading to the small region 3D reconstruction. And the camera pose estimated by features from a small portion of the image is usually not as accurate as the estimation based on features from the entire image.
C. Analysis on Re-projection Error With Depth Standardization
Our purpose is to quickly reject the outliers based on the reprojection error. In order to deal with the affect of depth, we standardize the re-projection error by multiplying it with depth. In Fig. 14 , we provide the analysis for 20 features sampled from different depths to have an insight regarding the depth influence.
From Fig. 14, the features with smaller depth values tend to maintain a larger re-projection error from 3D models. Without depth into consideration, features from a larger distance are more likely to be kept as inliers even if they have a larger re-projection error among the features in the similar distance. Features close to cameras are easier to be excluded from inlier list. With the depth value for standardization, all the features with different depths are equally treated, for which outliers are easily identified without bias from the depth perspective. 
D. Comparison With State-of-the-Art Methods
We also compare our method with the state-of-the-art approaches, which are PTAM [52] , Ex-CNN [17] , Scalable 6-DoF [59] , SfM-CNN [18] , and ORB-SLAM [61] . These methods utilize different features for fast tracking (PTAM using FAST, Ex-CNN using CNN patches from unsupervised learning, Scalable 6-DoF using BRISK, SfM-CNN using CNN patches from supervised learning, ORB-SLAM using ORB), which can represent major tracking schemes based on local descriptors. Feature tracking for pose estimation is mainly for geometric property calculation while deep learning is mainly for classification, detection, and recognition problems. A limited number of [52] , Ex-CNN [17] , Scalable 6-DoF [59] , SfM-CNN [18] , and ORB-SLAM [61] ). The testing image number is 3000.
deep neural network frameworks attempt to build point-to-point correspondences. Among these deep learning frameworks of matching local features, we compare our method with two representative methods, a supervised learning CNN approach [18] , denoted as SfM-CNN, and an unsupervised learning CNN scheme [17] , denoted as Ex-CNN. Except for SfM-CNN and Ex-CNN, other methods apply hand-crafted features to tracking images without the requirement of training. For SfM-CNN, we train the network based on the SfM reconstruction model of a 3000 image sequence. For Ex-CNN, we follow the same setting as the paper, which we randomly picked 8000 patches from the 3000 images. Each patch generates 150 training samples through random transformation. We count the image tracking number that can at least generate 100 reconstructed points, as shown in Fig. 15 . The tracking number is shown in Fig. 16 . From Fig. 16 , our method is able to achieve much more images successfully tracked, compared with other methods, which demonstrates that our methods can track features in weakly textured areas effectively. The refined distance computation method and the re-projection error calculation approach improve the chance to obtain the robust matching across frames. From experiments, neither supervised nor unsupervised deep neural network frameworks achieves the best tracking performance. The random selection of patches from the unsupervised CNN learning method may generate a significant amount of patches without informative textures. For the supervised learning method, the dependence of SIFT features in SfM may limit the ability to explore sufficient discriminant features for our weakly textured images. The time performance is shown in Fig. 17 .
As can be seen that our method is able to achieve higher tracking speed per image. This is because that our feature extraction [52] , Ex-CNN [17] , Scalable 6-DoF [59] , SfM-CNN [18] , and ORB-SLAM [61] ). The unit of measurement is ms per image. does not require sophisticated computation process and the feature matching distance measurement also involves less calculation than other methods. Making use of the already tracked features, we can largely save the efforts to extract and match features. At the same time, the use of re-projection error with depth standardization facilitates to avoid a large number of RANSAC iterations to exclude outliers. The sophisticated feature extraction process and high feature dimensionality for CNN results in the expensive computation time cost. We have analyzed the time cost for each component of the pipeline to analyze the time performance of our method, shown in Fig. 18 .
Though there are multiple components in the entire tracking pipeline, multiple processes are conducted in parallel, such as "feature detection in each grid" and "KLT tracking", as well as "epipolar line distance calculation" and "feature matching". This accelerates the entire tracking performance. The most expensive part of our framework is outlier exclusion, which is due to the initial 3D points reconstruction and camera pose estimation involved.
E. Discussion
The entire method is also applicable to rich textured images. As the images with rich textures usually contain sufficient features, exploring more features plays a less significant role in building correspondences and estimating the object motion. Nonetheless, the outlier exclusion method is applicable for all the images in scene tracking tasks, which removes the influence of scene distance in the re-projection error measurement. Our feature extraction method is especially effective on weakly textured images and the usage of epipolar geometry enhances the constraints of distance computation, which facilitates to build more reliable correspondences by overcoming the issue of weak gradient information embedded in the descriptors.
VI. CONCLUSION
We develop a method that can quickly and accurately track the images with few textures. We first align the images by SSD on 8 grids, which can reduce the distance between the images. Then KLT tracker matches the patches detected by the FAST feature with a higher accuracy than the images without warping. Through these easy and accurate KLT tracking points, we can further explore other features for dense tracking. To extract features equally distributed across the image, we divide the image into 50 * 50 grids. In each grid, we detect the interest point through Harris corner. Only the pixel achieving the highest score in each grid can be used to extract the features for dense matching. For those detected points, we search the nearest two KLT tracked points and calculate the angle and distance to these KLT points. The angle and the ratio of the two edges are applied as two components of our designed feature, which is translation, rotation and scaling invariant. The other components of the feature are coming from the raw pixel RGB values and the pixel position coordinates. Based on these criteria, we can extract features even in weakly textured regions. In calculating the corresponding feature distance, we apply epipolar geometry to incorporate the distance between feature matching candidate and its corresponding feature's epipolar line as part of the feature matching distance, which can significantly reduce the false positive matches. To exclude the outliers, instead of performing large number iterations of RANSAC, we apply re-projection error method to identify the wrong correspondences. Considering the influence of feature depth to the re-projection error, we multiply the re-projection error with the depth value to decrease the close features' re-projection errors and increase the error values of features far away from the camera, which can standardize the reprojection error for features in different depths. The experiments on a challenging Arctic ice image dataset demonstrate that our method is fast and robust to track images with limited textures.
