Uncertain optimal control Switched system Equation of optimality Bang-bang control Modified golden section method a b s t r a c t Based on the concept of uncertain process, an uncertain optimal control model is established for switched systems. A two-stage algorithm is introduced to handle such model. In the first stage, the minimum value of the cost function and the bang-bang control are obtained under fixed switching instants, and in the second stage, the modified golden section method is used to solve an optimization problem. An example is shown to validate the method.
Introduction
A switched system is a particular kind of hybrid system that consists of a number of subsystems and a switching law indicating the active systems. Examples of switched systems can be found in many real world applications. For example, the temperature control system of industry [1] and chemical process [2] can be classified as switched systems. Robot controller [3] , mesh moving transmission system [4] and air traffic control [5] can also be modeled as such systems. For switched systems, the aim of optimal control is to seek both the optimal switching law and the optimal continuous input to optimize a certain performance criterion. Such problems have attracted the attentions of much literature such as [6] [7] [8] [9] [10] [11] because of their practical significance and theoretical challenge. To a class of optimal switched impulsive control problems involving nonlinear switched systems subject to constraints on the state and control, reference [6] presentes a numerical method based on the neighboring extremal technique. A local feedback optimal control is obtained by this method. By taking the feeding of glycerol as a continuous-time process, reference [8] introduces a controlled nonlinear multistage dynamical system to describe the microbial fed-batch culture. Subjected to this system, the objective is to maximize the concentration of 1, 3-PD at the terminal time. So the practical problem is converted to an optimal control model. Applying the extended control parametrization method, the optimal control problem is viewed as a nonlinear programming problem which is solved by PSO algorithm. Reference [9] discusses a class of switched system optimal control problems with state jumps which may occur when switching is excessive. A more tractable equivalent optimal control problem is derived and an approximate solution for this optimal control problem can be computed by solving some optimization problems. An optimal control problem of switched systems with time delay is dealt with in [10] . In [10] , the switching sequence is preassigned. Its objective is to find the switching vector. In order to get the gradient formula of the cost function with respect to the switching vector, the http://dx.doi.org/10.1016/j.apm.2014.10.042 0307-904X/Ó 2014 Elsevier Inc. All rights reserved.
authors parameterized the switching instants and solve some delay differential equations forward in time. Then the optimal switching times can be obtained by gradient-type optimization algorithms.
In [11] , dynamic programming approach is used to deal with the optimal control of switched systems. A novel timescaling transformation for switched system optimal control problems is discussed in [7] . The approach is to parameterize the switching instants as a new parameter vector to be optimized. This transformation converts the original problem into a new optimal control problem that is easier to solve. The approach proposed in [12] is in a divide-and-conquer manner. Stage (a) is a conventional optimal control problem under a given switching law and stage (b) is a constrained nonlinear optimization problem that finds the optimal switching instants. By parameterizing the switching instants [12] , the optimal switching times there can be obtained optimally by gradient-type of algorithms. Also, some intelligent algorithms [13] such as PSO and GA were employed to solve optimization problems of stage (b).
In practice, the systems may be disturbed by some information. That is to say, the switched systems for which we consider an optimal control model may be uncertain ones. Usually, some information and knowledge are represented by human language like ''about 100 km'', ''roughly 60 kg'', ''lowspeed'', ''middle age'', and ''small size''. A lot of surveys show that these imprecise quantities behave neither like randomness nor like fuzziness. This fact provides a motivation to invent a mathematical tool to model these imprecise quantities. Hence, based on normality, duality, countable subadditivity axioms, and product measure axioms, an uncertain measure was introduced by Liu [14] in 2007 and refined in 2010 [15] . Based on the concepts of uncertain variable, uncertain process and canonical process, Liu [16] presented uncertain differential equation. Nowadays uncertainty theory has been a branch of mathematics and is used to solve many practical problems such as facility location problems [17] , project scheduling problems [18] , portfolio selection problems [19] . Based on the uncertainty theory, Zhu [19] presented the equation of optimality for an uncertain expected value optimal control model. The equation provided a necessary condition for an uncertain optimal control. With the equation of optimality, an uncertain bang-bang optimal control problem for a continuous time model was introduced by Xu and Zhu [20] .
In practical systems, there are many uncertain factors which may affect the running of systems and even cause systems being inactive. So to study optimal control model of uncertain switched systems is necessary. Now we will introduce such model. For solving the model, we decompose it into two stages. The first stage is to seek the minimum value of the cost function under fixed switching instants and in the second stage the modified golden section method is used to solve optimization problems. We focus on the problems where the order of the sequence of the active subsystems is known and the subsystems are linear.
The rest of the paper is organized as follows. In Section 2, some basic concepts are reviewed. In Section 3, an optimal control model of uncertain switched systems is proposed and the corresponding equation of optimality is given. In Section 4, with prespecified order of the sequence of subsystems, a two-stage algorithm is introduced to handle linear subsystems problems. In Section 5, an example is given to validate the effectiveness of the method.
Preliminary
For convenience, in this section, we review some concepts such as uncertainty measure, uncertain variable, expected value of uncertain variable, uncertain process, canonical process, uncertain differential equation and it's a-path.
Definition 1 (Liu [14] ). Let C be a nonempty set, and L a r-algebra over C. Each element A 2 L is called an event. A set function M defined on the r-algebra L is called an uncertain measure if it satisfies (i)
MðA i Þ for every countable sequence of events A i . The triplet ðC; L; MÞ is called an uncertainty space. Let ðC k ; L k ; M k Þ be uncertainty spaces for k ¼ 1; 2; . . .. Then the product uncertainty measure M is an uncertain measure on the r-algebra
An uncertain variable is a measurable function from an uncertainty space ðC; L; MÞ to the set R of real numbers, and an uncertain vector is a measurable function from an uncertainty space to R n . The uncertainty distribution U : R ! ½0; 1 of an uncertain variable n is defined by UðxÞ ¼ Mfn 6 xg for any real number x.
Definition 2 (Liu [14] ). The expected value of an uncertain variable n is defined by
provided that at least one of the two integrals is finite. The variance of n is V½n ¼ E½ðn À E½nÞ 2 .
The uncertain variables n 1 ; n 2 ; . . . ; n m are said to be independent if Mf T m i¼1 fn 2 B i gg ¼ min 16i6m Mfn 2 B i g for any Borel sets B 1 ; B 2 ; . . . ; B m of real numbers. For numbers a and b; E½an þ bg ¼ aE½n þ bE½g if n and g are independent uncertain vari-
ables. An uncertain variable n is said to be normal if it has a normal uncertainty distribution
denoted by Nðe; rÞ where e and r are real numbers with r > 0. The expected value of a normal uncertain variable n is E½n ¼ e and variance is V½n ¼ r
Based on the uncertain space, Liu [16] introduced the concepts of uncertain process, canonical process, uncertain differential equation, etc.
Definition 3 (Liu [16] ). Let H be an index set and let ðC; L; MÞ be an uncertainty space. An uncertain process is a measurable function from H Â ðC; L; MÞ to the set of real numbers, i.e., for each t 2 H and any Borel set B of real numbers, the set fX t 2 Bg ¼ fc 2 CjX t ðcÞ 2 Bg; is an event.
That is, an uncertain process X t ðcÞ is a function of two variables t and c such that the function X t Ã ðcÞ is an uncertain variable for each time t Ã .
Definition 4 (Liu [16] ). An uncertain process C t is said to be a canonical process if (i) C 0 ¼ 0 and almost all sample paths are Lipschitz continuous, (ii) C t has stationary and independent increments, (iii) Every increment C sþt À C s is a normal uncertain variable with expected value 0 and variance t 2 , denoted by C sþt À C s $ N ð0; tÞ, whose distribution is
; x 2 R:
Uncertain differential equation was proposed by Liu [16] in 2008 as a type of differential equation driven by canonical process.
Definition 5. Suppose C t is a canonical process, f and g are some given functions. Then
is called an uncertain differential equation. A solution is an uncertain process X t that satisfies (1) identically in t. If X t is an uncertain vector, f is a vector-value function, g is a matrix-value function, and C t is a multi-dimensional uncertain canonical process, then (1) is a system of uncertain differential equations.
Definition 6 (Yao and Chen [21] ). Let a be a number with 0 < a < 1. An uncertain differential equation processes.
An optimal control problem of such a system involves finding an optimal control uðsÞ and an optimal switching law such that a given cost function is minimized. A switching law in ½0; T for system (2) is defined as
where t k ðk ¼ 0; 1; . . . ; KÞ satisfying 0 ¼ t 0 6 t 1 6 Á Á Á 6 t K 6 t Kþ1 ¼ T are the switching instants and i k 2 I for k ¼ 0; 1; . . . ; K. Here ðt k ; i k Þ indicates that at instants t k , the system switches from subsystem i k to i kþ1 . During the time interval ½t k ; t kþ1 Þ (½t K ; T if k ¼ K), subsystem i kþ1 is active. Since many practical problems only involve optimizations in which a prespecified order of active subsystems is given, for convenience, we assume subsystem i is active in ½t iÀ1 ; t i Þ. Then the following uncertain expected value optimal control model of an uncertain switched system is considered.
In the above model, f is the objective function of dimension n; S T 2 R n , and f ðsÞ s and S s T are the transpose vectors of the vectors f ðsÞ and S T , respectively. Use Jðt; xÞ to denote the optimal value obtained in ½t; T with the condition that at time t we are in state X t ¼ x. That is Jðt; xÞ ¼ min
An uncertain optimal control model for one-dimension case was proposed and the equation of optimality for solving the model was presented by Zhu [19] in 2010. Xu and Zhu [20] considered the model for multi-dimension case and also gave the equation of optimality. By the equation of optimality to deal with the model (3), the following conclusion can be obtained. 
where J t ðt; xÞ is the partial derivatives of the function Jðt; xÞ in t, and r x Jðt; xÞ is the gradient of Jðt; xÞ in x.
The equation of optimality (5) gives a necessary condition for an extremum. If the equation has solutions, then the optimal decision and optimal value of objective function are determined.
An optimal control problem of uncertain switched systems given by (3) is to choose the best switching instants and the optimal inputs such that an expected value is optimized subject to an uncertain switched system.
Two-stage algorithm
In order to solve problem (3), we decompose it into two stages. Stage (a) is an uncertain optimal control problem which seeks the optimal value under a given switching sequence. Stage (b) is an optimization problem in switching instants.
Stage (a)
In this stage, we need to solve the following model and find the optimal value.
Jð0; x 0 ; t 1 ; . . . ; t K Þ ¼ min
where t 1 ; t 2 ; . . . ; t K are fixed and t 0 ¼ 0; t Kþ1 ¼ T. 
. . . ; r, where p i ðtÞ 2 R n ; t 2 ½t iÀ1 ; t i Þ, satisfies dp i ðtÞ dt ¼ Àf ðtÞ À A i ðtÞ s p i ðtÞ;
The optimal value of model (6) 
On the right side of (10) 
. . . ; r, which is a bang-bang control. The functions g ðiÞ j ðt; xÞ are called switching functions. If at least one switching function equal to zero in some interval, we call it singular control. But here we only consider switching functions equal to zero at most in some discrete points. According to (10) 
Step 2: If jb k À a k j < e, end. The optimal solution t 1 2 ½a k ;
Step 3: LetJ ¼ minfJða k Þ;Jðb k Þ,Jðk k Þ;Jðl k Þg. IfJ ¼Jða k Þ orJ ¼Jðk k Þ, go to step 4; otherwise, go to step 5.
Step 4: Let
CalculateJðk kþ1 Þ. Turn to step 6.
Step 5: Let
CalculateJðl kþ1 Þ.
Step 6: Let k :¼ k þ 1. Turn to step 2.
From Algorithm 1, we can see after nth iteration that the length of the interval is ð0:618Þ n T. Therefore the convergence rate of this method is linear.
An example
Consider the following example of optimal control model for uncertain switched systems 
It follows from (8) that dp 2 ðtÞ dt ¼ À 0 0 2 0 p 2 ðtÞ; p 2 ð1Þ ¼ 
Conclusions
In this paper, a bang-bang control problem for uncertain switched systems is presented. We provided a two-stage algorithm to solve the problem where the order of the sequence of the active subsystems is known and the subsystems are linear. In stage (a), we find the minimum value of the cost function and the bang-bang control under fixed switching instants. In stage (b), the modified golden section method is used to solve one dimension optimization problems. The example validates the method well. But this method can only deal with problems of two subsystems. If the number of subsystems is more than two, we may consider other methods such as intelligent algorithms to solve stage (b) which is our following work. 
