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ON SCHATTEN-VON NEUMANN CLASS PROPERTIES OF
PSEUDO-DIFFERENTIAL OPERATORS. CORDES’ LEMMA.
GRUIA ARSU
Abstract. We prove an extended version of Cordes’ lemma concerning trace-
class properties of some special pseudo-differential operators. This version of
Cordes’ lemma is used to improve the results in [1] concerning the Schatten-
class properties of pseudo-differential operators in the (X, τ)-quantization.
Here X is an n dimensional vector space and τ is an endomorphism of X.
1. Introduction
In [1], we extend a method due to H.O. Cordes and T. Kato to deal with Schatten-
class properties of pseudo-differential operators. Let (X, |·|X) be an n dimensional
euclidean space and (X∗, |·|X∗) its dual. We prove, among others, that if a symbol
a (x, ξ) defined on X ×X∗ has Lp derivatives DαxD
β
ξ a for |α| , |β| ≤ [n/2] + 1 and
1 ≤ p < ∞, then the associated pseudo-differential operator a (x,D) belongs to
Bp
(
L2 (X)
)
(the Schatten ideal of compact operators whose singular values lie in
lp). The result is actually finer, the conditions being imposed on the derivatives
corresponding to an orthogonal decomposition of X .
The extension of Cordes-Kato method can be used to obtain similar results for
any other quantization aτ , where τ is an endomorphism of the vector space X , if
an appropriate τ -version of Cordes’ lemma can be proved.
The purpose of the present paper is to prove an extension of the τ -version of
Cordes’ lemma to more general class of symbols and to more general parameter
τ . For example, τ will belong to an open neighborhood U of R · 1X in the space
of endomorphisms of X , while the class of symbols, which contains the special
symbols used in the original Cordes’ lemma, will be defined in the next section.
The open neighborhood U of R · 1X in EndR (X), the space of endomorphisms of
X , is defined by U = U0 ∪U1, where U0 is the set of all invetible endomorphisms of
X and U1 = 1X + U0.
Let us note that the proof in [11] of this lemma was done only in a particular case.
The reason for doing this was to avoid considerable difficulties of technical nature,
due to the complicate structure of the singular convolution operator (1−△)
t
, t > 0.
It is of some interest to give a new proof, which is applicable to the general case.
The techniques we use are similar to those used in the appendix of [1].
Finally, this τ -version of Cordes’ lemma allow us to improve the results in [1] con-
cerning the Schatten-class properties of pseudo-differential operators in the (X, τ)-
quantization. Here X is an n dimensional vector space and τ is an endomorphism
of X .
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2. Cordes’ lemma
Let (X, |·|) be an euclidean space of dimension n and (X∗, |·|X∗) its dual. If
x ∈ X , we set 〈x〉 =
(
1 + |x|2
)1/2
. Sometimes, in order to avoid confusions, we
shall add a subscript specifying the space, e.g. (·, ·)X , |·|X or 〈·〉X .
To state and prove Cordes’ lemma we shall work with a very restricted class of
symbols. We shall say that a : X → C is a symbol of degreem (m any real number)
if a ∈ C∞ (X) and for any k ∈ N, there is Ck > 0 such that∥∥∥a(k) (x)∥∥∥ ≤ Ck 〈x〉m−k , x ∈ X.
If an orthonormal basis is given in X , this is equivalent with the requirement that
|∂αa (x)| ≤ Cα 〈x〉
m−|α|
,
for all α ∈ Nn and all x ∈ X . We denote by Sm (X) the vector space of all symbols
of degree m and observe that
m1 ≤ m2 ⇒ S
m1 (X) ⊂ Sm2 (X) , Sm1 (X) · Sm2 (X) ⊂ Sm1+m2 (X) .
Observe also that a ∈ Sm (X)⇒ ∂αa ∈ Sm−|α| (X) for each α ∈ Nn. The function
〈x〉
m
clearly belongs to Sm (X) for any m ∈ R. We denote by S∞ (X) the union
of all the spaces Sm (X) and we note that S (X) =
⋂
m∈R S
m (X) the space of
tempered test functions. It is clear that Sm (X) is a Fre´chet space with the seni-
norms given by
|a|m,α = sup
x∈X
〈x〉
−m+|α|
|∂αa (x)| , a ∈ Sm (X) .
Lemma 2.1. Let a ∈ S0 (X) and set aε (x) = a (εx). Then {aε}0≤ε≤1 is bounded
in S0 (X) and for every m > 0, aε → a0 in S
m (X) when ε→ 0.
Proof. The statement follows if we show that for 0 < m ≤ 1
〈x〉−m+|α| |∂α (aε (x) − a (0))| ≤ Cαε
m, x ∈ X, 0 ≤ ε ≤ 1.
When α = 0 this follows by Taylor’s formula. We have
|a (x) − a (0)| =
∣∣∣∣
〈
x,
∫ 1
0
a′ (λx) dλ
〉∣∣∣∣ ≤ C0
∫ |x|
0
〈λ〉
−1
dλ
≤ 21/2C0 ln (1 + |x|) ≤ Cm |x|
m
, x ∈ X,
which implies
|aε (x)− a (0)| = |a (εx) − a (0)| ≤ Cmε
m 〈x〉
m
, x ∈ X.
When α 6= 0 we just have to use that
〈x〉
−m+|α|
〈εx〉
−|α|
ε−m+|α| ≤
((
1 + |x|
2
)
/
(
ε−2 + |x|
2
))(−m+|α|)/2
≤ 1.
Corollary 2.2. Let r ∈ R. Then
⋃
ρ<r S
ρ (X) ⊂ S (X)
Sr(X)
, where S (X)
Sr(X)
is
the closure of S (X) in Sr (X).
Proof. Let ρ < r and b ∈ Sρ (X). Choose χ ∈ C∞0 (X), χ (0) = 1. Then {χε}0<ε≤1
is bounded in S0 (X) and χε → χ0 ≡ 1 in S
r−ρ (X) when ε → 0. It follows that
bε = χεb ∈ C
∞
0 (X) and b
ε − b = (χε − χ0) b→ 0 in S
r (X) when ε→ 0.
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Let ϕ ∈ C∞0 (X
∗) such that 0 ≤ ϕ ≤ 1, ϕ (p) = 1 for |p| ≤ 1, ϕ (p) = 0 for |p| ≥ 2.
Then we have
dϕ (p/t) / d t = ψ (p/t) /t, ψ (p) = −〈∇ϕ (p) , p〉 = −
n∑
j=1
pj∂jϕ (p) , p ∈ X
∗,
which yields a continuous partition of unity
1 = ϕ (p) +
∫ ∞
1
ψ
(p
t
)
d t
t
, p ∈ X∗.
Note that t ≤ |p| ≤ 2t in the support of ψ (p/t) (suppψ ⊂ {p ∈ X∗ : 1 ≤ |p| ≤ 2}).
We shal make use of the following simple but important remark. If a ∈ Sm (X∗),
then the family {ψat}1≤t<∞ is bounded in S (X
∗), where for t > 0
at (p) = t
−ma (tp) , p ∈ X∗, 1 ≤ t <∞.
Let a0 = ϕa ∈ C
∞
0 (X
∗). Since
a (p) = tmat (p/t) , p ∈ X
∗, 1 ≤ t <∞,
we can write
a (p) = a0 (p) +
∫ ∞
1
tm (ψat)
(p
t
)
d t
t
, p ∈ X∗,
with the integral also weakly absolutely convergent in S∗ (X∗). In fact, since t ≤ |p|
in the support of ψ (p/t) it follows that∣∣∣tm (ψat)(p
t
)∣∣∣ ≤ (sup |ψat|) tm−2N |p|2N , p ∈ X∗, 1 ≤ t <∞,
for any N ∈ N. If we choose N ∈ N such that m < 2N , then we obtain the weakly
absolutely convergence in S∗ (X∗). Hence
a = a0 +
∫ ∞
1
(ψat)t−1
d t
t
in S∗ (X∗) .
If we apply the inverse Fourier transformation, F−1 = F−1X , to this formula, then
we get
F−1a = F−1a0 +
∫ ∞
1
F−1 (ψat)t−1
d t
t
with the integral weakly absolutely convergent in S∗ (X).
We have ψat ∈ S (X
∗) and
F−1 ((ψat)t−1) (x) = t
m+nF−1 (ψat) (tx) , x ∈ X.
Since the family
{
F−1 (ψat)
}
1≤t<∞
is also bounded in S (X), it follows that for
any N ∈ N, there is CN > 0 such that if x ∈ X , then∣∣F−1 (ψat) (x)∣∣ ≤ CN 〈x〉−N−M , x ∈ X, 1 ≤ t <∞,
where M ∈ N, M ≥ 1 + max {0,m+ n} is fixed.
It follows that
(2.1)
∣∣F−1 ((ψat)t−1) (x)∣∣ ≤ CN tm+n 〈x〉−N 〈tx〉−M , x ∈ X, 1 ≤ t <∞.
We need the following easy consequence of Fubini theorem.
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Lemma 2.3. Let (T, µ) be a measure space, Ω ⊂ Rn an open set and f : Ω×T → C
a measurable function.
(a) If for any ϕ ∈ C∞0 (Ω) the function Ω×T ∋ (x, t)→ ϕ (x) f (x, t) ∈ C belongs
to L1 (Ω× T ), then the mapping
C∞0 (Ω) ∋ ϕ→
∫∫
ϕ (x) f (x, t) dxdµ (t) ∈ C
define a distribution, the function Ω ∋ x →
∫
f (x, t) dµ (t) ∈ C, defined a.e.,
belongs to L1loc (Ω) and we have〈
ϕ,
∫
f (·, t) dµ (t)
〉
=
∫∫
ϕ (x) f (x, t) dxdµ (t)
=
∫ (∫
ϕ (x) f (x, t) dx
)
dµ (t) , ϕ ∈ C
∞
0 (Ω) .
(b) Assume that Ω = Rn. If there is τ ∈ R such that the function Rn × T ∋
(x, t)→ 〈x〉
−τ
f (x, t) ∈ C belongs to L1 (Rn × T ), then the mapping
S (Rn) ∋ ϕ→
∫∫
ϕ (x) f (x, t) dxdµ (t) ∈ C
define a temperate distribution, the function Rn ∋ x→
∫
f (x, t) dµ (t) ∈ C, defined
a.e., belongs to L1loc (R
n), 〈·〉
−τ ∫
f (·, t) dµ (t) ∈ L1 (Rn) and we have〈
ϕ,
∫
f (·, t) dµ (t)
〉
=
∫∫
ϕ (x) f (x, t) dxdµ (t)
=
∫ (∫
ϕ (x) f (x, t) dx
)
dµ (t) , ϕ ∈ S (R
n) .
Let us say that a distribution on X is of class S outside zero if it is a C∞ function
on X\{0} and decays at infinity, together with all its derivatives, more rapidly than
any power of 〈x〉
−1
. Then from the representation formula of F−1a, the estimate
(2.1) and part (a) of the previous lemma we conclude that F−1a is of class S outside
zero and we have
F−1a (x) = F−1a0 (x) +
∫ ∞
1
F−1 ((ψat)t−1) (x)
d t
t
, x ∈ X\{0}.
It follows that∣∣F−1a (x)∣∣ ≤ ∣∣F−1a0 (x)∣∣+ CN 〈x〉−N
∫ ∞
1
tm+n 〈tx〉
−M d t
t
, x ∈ X\{0},
or equivalently
〈x〉N
∣∣F−1a (x)∣∣ ≤ 〈x〉N ∣∣F−1a0 (x)∣∣+CN |x|−m−n
∫ ∞
|x|
tm+n 〈t〉−M
d t
t
, x ∈ X\{0}.
If m+ n > 0, then C =
∫∞
0 t
m+n 〈t〉
−M d t
t <∞ and
〈x〉
N ∣∣F−1a (x)∣∣ ≤ 〈x〉N ∣∣F−1a0 (x)∣∣+ CNC |x|−m−n , x ∈ X\{0}.
Assume now that −n < m < 0 and N ≥ n + 1. Then using the estimate
(2.1) and part (b) of the previous lemma we conclude that F−1a ∈ L1 (X). Since
m1 ≤ m2 ⇒ S
m1 (X∗) ⊂ Sm2 (X∗), it follows that F−1a belongs to L1 (X) for any
a ∈
⋃
m<0 S
m (X∗). Thus we have proved the following
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Proposition 2.4. Let a ∈ Sm (X∗). Then:
(i) F−1a is of class S outside zero.
(ii) If m+ n > 0, then for any N ∈ N, there is CN > 0 such that∣∣F−1a (x)∣∣ ≤ CN 〈x〉−N (1 + |x|−m−n) , x ∈ X\{0}.
(iii) If m < 0, then F−1a ∈ L1 (X).
Corollary 2.5. Let m < −n/2. If a ∈ Sm (X∗) and b ∈ S∞ (X), then bF−1a ∈
L2 (X).
Proof. Since m1 ≤ m2 ⇒ S
m1 (X∗) ⊂ Sm2 (X∗), we may suppose that −n < m <
−n/2. Then F−1a is of class S outside zero and for any N ∈ N, there is CN > 0
such that ∣∣F−1a (x)∣∣ ≤ CN 〈x〉−N (1 + |x|−m−n) , x ∈ X\{0}.
Since −m − n > −n/2 and N can be chosen arbitrarily large, it follows that
bF−1a ∈ L2 (X).
Corollary 2.6. Let t > n and m ∈ (n/2, t/2). If a ∈ S−t (X∗) and b ∈ S∞ (X),
then bF−1a ∈ Hm (X).
Proof. Clearly, for any ε > 0 there is M ∈ N such that 〈·〉−2M b ∈ S−ε (X). It fol-
lows that the multiplication operator by the function by the function 〈·〉
−2M
b = ϕ
define a bounded operator Mϕ : H
r (X) → Hr (X) for all real r. So, it suffices to
show that 〈·〉
2M
F−1a ∈ Hm (X) for anyM ∈ N. Since (1−△)
m/2
[
〈·〉
2M
F−1a
]
=
F−1c with c = 〈·〉
m
(1−△X∗)
M
a ∈ Sm−t (X∗) and m − t < −t/2 < −n/2,
the previous corollary implies that (1−△)m/2
[
〈·〉2M F−1a
]
∈ L2 (X). Hence
〈·〉
2M
F−1a ∈ Hm (X).
Remark 2.7. Let V be an euclidean space, A ∈ EndR (V ) and χ ∈ S (V ).
(i) If A is invvertible, then 〈v〉 ≤ max
{
1,
∥∥A−1∥∥} 〈Av〉, v ∈ V.
(ii) If h ∈ R is such that |h| ‖A‖ ≤ 1/2, then 〈v〉 ≤ 2 〈v + λhAv〉, v ∈ V ,
0 ≤ λ ≤ 1 and by Taylor’s formula
〈v〉
k
|χ (v + hAv)− χ (v)| ≤ 2k+1 ‖A‖ |h|
∫ 1
0
〈v + λhAv〉
k+1
‖χ′ (v + λhAv)‖ dλ,
for v ∈ V .
Let τ ∈ EndR (X). We consider Cτ ∈ EndR (X ×X) defined by Cτ (x, y) =
((1− τ )x+ τy, x− y), (x, y) ∈ X ×X with the inverse C−1τ given by C
−1
τ (v, u) =
(v + τu, v − (1− τ)u), (u, v) ∈ X × X . If τ , τ0 ∈ EndR (X), then Cτ ◦ C
−1
τ0 =
1X×X + (τ0 − τ )A, where A (v, u) = (u, 0) satisfies ‖A‖ = 1.
Let ϕ ∈ S (X ×X). Then by the above remark it follows that for any k ∈ N
there is Cϕ,k > 0 such that
〈(x, y)〉
k
|(ϕ ◦ Cτ − ϕ ◦ Cτ0) (x, y)| ≤ Cϕ,k |τ − τ0|
if |τ − τ0| ≤ 1/2.
Using this estimate we obtain a simple but useful lemma.
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Lemma 2.8. Let a ∈ S (X∗), b ∈ S (X) and c ∈ S∞ (X ×X). For τ ∈ EndR (X)
we define K (·, ·; τ ) = c ·
[(
F−1a⊗ b
)
◦ Cτ
]
i.e.
K (x, y; τ) = c (x, y) b (x− y)F−1a ((1− τ )x+ τy) , (x, y) ∈ X ×X.
Then K (·, ·; τ) ∈ L2 (X ×X) and the mapping
EndR (X) ∋ τ → K (·, ·; τ ) ∈ L
2 (X ×X)
is continuous.
Let U0 be the set of all invetible endomorphisms of X , U1 = 1X + U0 and
U = U0 ∪ U1. It is clear that all these sets are open in EndR (X) and R · 1X ⊂ U .
We shall extend the results in [1] from the case when τ is a real number to the case
when τ belongs to the open subset U ⊂ EndR (X).
It is useful to estimate the norm of of an element f ∈ Hm (X) without referring
to the Fourier transform of f . If m = [m] + µ and r > 0, then
‖f‖2Hm(X) ≈
∑
|α|≤[m]
‖∂αf‖2L2(X) +
∑
|α|=[m]
∫∫
|z|≤r
|∂αf (x+ z)− ∂αf (x)|2
|z|n+2µ
dxd z
≡ ‖f‖
2
m,r .
Lemma 2.9. Let s, t > n and m ∈ (n/2, t/2). Let a ∈ S−t (X∗), b ∈ S−s (X) and
c ∈ Ss/2 (X). For τ ∈ EndR (X) we put Ka,b (·, ·; τ) =
(
F−1a⊗ b
)
◦ Cτ i.e.
Ka,b (x, y; τ) = b (x− y)F
−1a ((1− τ )x+ τy) , (x, y) ∈ X ×X.
(i) If τ ∈ U1, then the function
X ×X ∋ (x, y)→ (1−△)
m/2
(c (·)Ka,b (·, y; τ)) (x) ≡ K
1
a,b,c (x, y; τ) ∈ C
is in L2 (X ×X) and the mapping
U1 ∋ τ → K
1
a,b,c (·, ·; τ) ∈ L
2 (X ×X)
is continuous.
(ii) If τ ∈ U0, then the function
X ×X ∋ (x, y)→ (1−△)m/2 (c (·)Ka,b (x, ·; τ )) (y) ≡ K
0
a,b,c (x, y; τ) ∈ C
is in L2 (X ×X) and the mapping
U0 ∋ τ → K
0
a,b,c (·, ·; τ) ∈ L (X ×X)
is continuous.
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Proof. Let ψ = F−1a ∈ Hm (X) ∩ L1 (X). We observe that
∥∥K1a,b,c (·, ·; τ )∥∥2L2
=
∫∫ ∣∣∣(1−△)m/2 (c (·) b (· − y)ψ ((1− τ ) ·+τy)) (x)∣∣∣2 dxd y
=
∫
‖c (·) b (· − y)ψ ((1− τ ) ·+τy)‖
2
Hm(X) d y
≤ C
∑
|α|≤[m]
∫
‖fα (·, y)‖
2
L2(X) d y
+ C
∑
|α|=[m]
∫∫∫
|z|≤1
|fα (x+ z, y)− fα (x, y)|
2
|z|
n+2µ dxd y d z,
where we set fα (x, y) = ∂
α (c (·) b (· − y)ψ ((1− τ ) ·+τy)) (x). When m ∈ N then
the sum
∑
|α|=[m]
∫∫∫
|z|≤1
... don’t appear in the above estimate.
For 1 ≤ |α| ≤ [m], Leibniz’ formula implies the equality
fα (x, y) =
∑
β+γ+δ=α
α!
β!γ!δ!
Pδ (τ ) ∂
βc (x) ∂γb (x− y) ∂δψ ((1− τ )x+ τy)
where Pδ (τ) is a polynomial of degree |δ| in τ ij .
Let K be a compact subset of U1. We have to estimate several types of terms.
We begin with the simplest type. For τ ∈ K we have
∫∫ ∣∣∂βc (x) ∂γb (x− y) ∂δψ ((1− τ) x+ τy)∣∣2 dxd y
=
∫∫ ∣∣∂βc (v + τu)∂γb (u) ∂δψ (v)∣∣2 du d v
≤ C (β, γ, δ)
∫∫
〈v + τu〉s 〈u〉−2s
∣∣∂δψ (v)∣∣2 du d v
≤ C (K,β, γ, δ, s)
∫∫
〈u〉
−s
〈v〉
s ∣∣∂δψ (v)∣∣2 du d v
= C (K,β, γ, δ, s)
(∫
〈u〉−s du
)(∫
〈v〉s
∣∣∂δψ (v)∣∣2 d v
)
<∞.
Here we used the change of variable
{
u = x− y
v = (1− τ )x+ τy
, Peetre’s inequality
〈x+ y〉
s
≤ 2|s|/2 〈x〉
|s|
〈y〉
s
and Corollary 2.5. ∂δψ = i|δ|F−1
(
pδa
)
and pδa ∈
S|δ|−t (X∗) with |δ| − t ≤ m− t < −n/2.
For |α| = [m] and α = β + γ + δ we set
f (x, y) = fβ,γ,δ (x, y) = ∂
βc (x) ∂γb (x− y) ∂δψ ((1− τ) x+ τy)
= h (x− y, (1− τ )x+ τy) ∂δψ ((1− τ )x+ τy) ,
where h (u, v) = ∂βc (v + τu) ∂γb (u).
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The second type of terms is given by the integral
I =
∫∫
X×X
∫
|z|≤1
|f (x+ z, y)− f (x, y)|2
|z|n+2µ
dxd y d z
=
∫
|z|≤1
∫∫
X×X
|f (v + τu+ z, v − (1− τ )u)− f (v + τu, v − (1− τ )u)|
2
|z|
n+2µ du d v d z
=
∫
|z|≤1
∫∫
X×X
∣∣h (u+ z, v + (1− τ) z) ∂δψ (v + (1− τ ) z)− h (u, v) ∂δψ (v)∣∣2
|z|
n+2µ du d v d z.
Here we used again the change of variable
{
u = x− y
v = (1− τ)x+ τy
. We have
∫
|z|≤1
∫∫
X×X
∣∣h (u+ z, v + (1− τ) z)∂δψ (v + (1− τ ) z)− h (u, v) ∂δψ (v)∣∣2
|z|n+2µ
du d v d z
≤ I1 + I2,
where
I1 =
∫
|z|≤1
∫∫
X×X
|h (u+ z, v + (1− τ ) z)− h (u, v)|
2 ∣∣∂δψ (v)∣∣2
|z|
n+2µ du d v d z,
and
I2 =
∫
|z|≤1
∫∫
X×X
|h (u+ z, v + (1− τ ) z)|
2 ∣∣∂δψ (v + (1− τ ) z)− ∂δψ (v)∣∣2
|z|
n+2µ du d v d z.
The estimate of I1 is easier. First we observe that
h (u+ z, v + (1− τ ) z) = ∂βc (v + (1− τ ) z + τu+ τz)∂γb (u+ z)
= ∂βc (v + τu+ z) ∂γb (u+ z) .
Then we use the mean value theorem and Peetre’s inequality to estimate the dif-
ference. For τ ∈ K we have
|h (u+ z, v + (1− τ ) z)− h (u, v)|2 ≤ C |z|2 sup
0≤λ≤1
〈v + τu+ λz〉s 〈u+ λz〉−2s
≤ C (K, s) |z|
2
〈v〉
s
〈u〉
−s
.
Hence
I1 ≤ C (K, s)
(∫
X
〈u〉
−s
du
)(∫
X
〈v〉
s ∣∣∂δψ (v)∣∣2 d v
)(∫
|z|≤1
d z
|z|
n+2µ−2
)
<∞
since Corollary 2.5 is applicable. F
(
∂δψ
)
= i|δ|pδa and pδa ∈ S|δ|−t (X∗) with
|δ| − t ≤ m− t < −n/2.
Let now estimate I2. By using again Peetre’s inequality, the fact that τ belongs
to K, a compact subset of U1, and the fact that |z| ≤ 1, it follows that
|h (u+ z, v + (1− τ) z)|
2
=
∣∣∂βc (v + τu+ z)∂γb (u+ z)∣∣2
≤ C 〈v + τu+ z〉
s
〈u+ z〉
−2s
≤ C (K, s) 〈v〉
s
〈u〉
−s
.
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Hence
I2 =
∫
|z|≤1
∫∫
X×X
|h (u+ z, v + (1− τ) z)|
2 ∣∣∂δψ (v + (1− τ ) z)− ∂δψ (v)∣∣2
|z|
n+2µ du d v d z
≤ C (K, s)
(∫
X
〈u〉−s du
)(∫
X
∫
|z|≤1
〈v〉
s ∣∣∂δψ (v + (1− τ ) z)− ∂δψ (v)∣∣2
|z|
n+2µ d v d z
)
so it remains to evaluate the integral
J =
∫
X
∫
|z|≤1
〈v〉
s ∣∣∂δψ (v + (1− τ ) z)− ∂δψ (v)∣∣2
|z|n+2µ
d v d z.
Now we shall use the fact that 1− τ is invertible if τ ∈ U1. We have
J ≤ ‖1− τ‖n+2µ
∫
X
∫
|z|≤1
〈v〉
s ∣∣∂δψ (v + (1− τ ) z)− ∂δψ (v)∣∣2
|(1− τ ) z|
n+2µ d v d z
≤
‖1− τ‖n+2µ
|det (1− τ )|
∫
X
∫
|ζ|≤‖1−τ‖
〈v〉
s ∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ
Next we shall splitX in two regionsX = {v : |v| ≥ 2 ‖1− τ‖}∪{v : |v| ≤ 2 ‖1− τ‖}.
Then ∫
X
∫
|ζ|≤‖1−τ‖
〈v〉
s ∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ = J1 + J2
where
J1 =
∫
|v|≥2‖1−τ‖
∫
|ζ|≤‖1−τ‖
〈v〉s
∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ,
J2 =
∫
|v|≤2‖1−τ‖
∫
|ζ|≤‖1−τ‖
〈v〉s
∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ.
The estimate of J1. If |v| ≥ 2 ‖1− τ‖, |ζ| ≤ ‖1− τ‖ and 0 ≤ λ ≤ 1, then
|v + λζ| ≥ |v| − |λζ| ≥ ‖1− τ‖. In view of Proposition 2.4 (i), it follows that for
any N ∈ N there is CN > 0 such that
∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2 = ∣∣∣∣
〈
ζ,
∫ 1
0
(
∂δψ
)′
(v + λζ) dλ
〉∣∣∣∣
2
≤ CN |ζ|
2
sup
0≤λ≤1
〈v + λζ〉
−N
≤ CN (K) |ζ|
2
〈v〉
−N
.
If we take N = [s] + 1 + n+ 1 we obtain that
J1 ≤ CN (K) ‖1− τ‖
2(1−µ)
(∫
X
〈v〉
−n−1
d v
)(∫
|ζ|≤1
d ζ
|ζ|
n+2µ−2
)
≤ C (K, s)
(∫
X
〈v〉
−n−1
d v
)(∫
|ζ|≤1
d ζ
|ζ|
n+2µ−2
)
<∞.
10 GRUIA ARSU
The estimate of J2. In order to estimate J2 we shall use the fact that ψ =
F−1a ∈ Hm (X). For τ ∈ K we have
J2 =
∫
|v|≤2‖1−τ‖
∫
|ζ|≤‖1−τ‖
〈v〉
s ∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ
≤
(
1 + 4 ‖1− τ‖
2
)s/2 ∫
X
∫
|ζ|≤‖1−τ‖
∣∣∂δψ (v + ζ)− ∂δψ (v)∣∣2
|ζ|
n+2µ d v d ζ
≤ C (K) ‖ψ‖2H|δ|+µ(X) ≤ C (K) ‖ψ‖
2
Hm(X) <∞.
Now pass to the proof of the continuity of the mapping
U1 ∋ τ → K
1
a,b,c (·, ·; τ ) ∈ L
2 (X ×X) .
Let K be a compact subset of U1. We have shown that the restriction of the
above mapping to K is in L∞
(
K;L2 (X ×X)
)
.
Now we observe that the bilinear mapping
S−t (X∗)× S−s (X) ∋ (a, b)→ K1a,b,c ∈ L
∞
(
K;L2 (X ×X)
)
is separately continuous. We shall prove only the continuity in the first variable
since the continuity in the second variable can be done in the same manner. To
show that the bilinear mapping (a, b) → K1a,b,c is continuous in the first variable,
we shall use the closed graph theorem. If an → a in S
−t (X∗) and K1an,b,c → K in
L∞
(
K;L2 (X ×X)
)
, then K1an,b,c (τ) → K
1
a,b,c (τ) in S
∗ (X ×X) for every τ ∈ K
and K1an,b,c (τ ) → K (τ ) in L
2 (X ×X) a.e. τ ∈ K. It follows that K1a,b,c = K in
L∞
(
K;L2 (X ×X)
)
.
But a bilinear mapping in the product of a Fre´chet space and a metrizable space is
continuous if it is separately continuous. Hence the bilinear mapping (a, b)→ K1a,b,c
is continuous.
Let t′ ∈ (2m, t) and s′ ∈ (n, s). Then there are two sequences {an} ⊂ S (X
∗)
and {bn} ⊂ S (X) such that an → a in S
−t′ (X∗) and bn → b in S
−s′ (X) in virtue
of Corollary 2.2. Since the mapping
S−t
′
(X∗)× S−s
′
(X) ∋ (a, b)→ K1a,b,c ∈ L
∞
(
K;L2 (X ×X)
)
is continuous, lim
∥∥∥K1an,bn,c −K1a,b,c
∥∥∥
L∞
= 0. Hence we have to prove the continuity
only when a ∈ S (X∗) and b ∈ S (X).
If m ≤M , M ∈ N, then by Leibniz’ rule we obtain
∥∥K1a,b,c (·, ·; τ )−K1a,b,c (·, ·; τ0)∥∥2L2(X×X)
=
∫ ∥∥c (·) b (· − y) (F−1a ((1− τ ) ·+τy)−F−1a ((1− τ0) ·+τ0y))∥∥2Hm(X) d y
≤
∫ ∥∥c (·) b (· − y) (F−1a ((1− τ) ·+τy)−F−1a ((1− τ0) ·+τ0y))∥∥2HM (X) d y
≤ C (K,M)
∑
|α|+|β|+|γ|≤M
Iαβγ (τ, τ0)
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where
Iαβγ (τ, τ0)
=
∫ ∥∥cγ (·) bβ (· − y) (F−1aα ((1− τ) ·+τy)−F−1aα ((1− τ0) ·+τ0y))∥∥2L2(X) d y
with aα ∈ S (X
∗) , bβ ∈ S (X) and cγ ∈ S
∞ (X). Next we apply Lemma 2.8 to
obtain
lim
τ→τ0
Iαβγ (τ, τ0) = 0.
The proof of (ii) is similar to the proof of (i).
For τ ∈ U we consider the operator Ka,b (τ ) : S (X)→ S
∗ (X) associated to the
kernel Ka,b (·, ·; τ). Also, for j = 0, 1 and τ ∈ Uj we consider the Hilbert-Schmidt
operator Kja,b,c (τ) ∈ B2
(
L2 (X)
)
associated to the kernel Kja,b,c (·, ·; τ ). Then
K0a,b,c (τ ) = Ka,b (τ) c (Q) (1−△)
m/2
, τ ∈ U0,
K1a,b,c (τ ) = (1−△)
m/2 c (Q)Ka,b (τ) , τ ∈ U1.
Let us show the first equality. For f, g ∈ S (X) and τ ∈ U0 we have〈
g,Ka,b (τ ) c (Q) (1−△)
m/2 f
〉
=
〈
g ⊗ c (Q) (1−△)m/2 f,Ka,b (·, ·; τ )
〉
=
〈
g ⊗ c (Q) (1−△)
m/2
f,Ka,b (·, ·; τ )
〉
=
〈
g ⊗ f, (1−△)
m/2
(c (·)Ka,b (x, ·; τ )) (y)
〉
=
〈
g,K0a,b,c (τ) f
〉
.
The second equality can be done in the same manner. For f, g ∈ S (X) and τ ∈ U1
we have〈
g, (1−△)
m/2
c (Q)Ka,b (τ ) f
〉
=
〈
c (Q) (1−△)
m/2
g,Ka,b (τ ) f
〉
=
〈(
c (Q) (1−△)
m/2
g
)
⊗ f,Ka,b (·, ·; τ )
〉
=
〈
g ⊗ f, (1−△)
m/2
(c (·)Ka,b (·, y; τ)) (x)
〉
=
〈
g,K1a,b,c (τ) f
〉
.
We recall that ψr is the unique solution within S
∗(X) for
(1−△X)
r
2 ψr = δ,
where r ∈ R and δ is the delta function. Then F (ψr) ∈ S
−r (X∗).
Next we choose c = 〈·〉s/2 so that
Ka,b (τ) = K
0
a,b,c (τ ) (1−△)
−m/2
〈Q〉
−s/2
, τ ∈ U0,
Ka,b (τ) = 〈Q〉
−s/2
(1−△)
−m/2
K1a,b,c (τ ) , τ ∈ U1.
We notice that
(
(1−△)
−m/2
〈Q〉
−s/2
)∗
= 〈Q〉
−s/2
(1−△)
−m/2
and the ker-
nel Ks,m of the operator 〈Q〉
−s/2
(1−△)
−m/2
is Ks,m (x, y) = 〈x〉
−s/2
ψm (x− y).
Since s > n, m > n/2 and F (ψm) ∈ S
−m (X∗) it follows feom Corollary 2.5
that Ks,m ∈ L
2 (X ×X) so that 〈Q〉
−s/2
(1−△)
−m/2
and (1−△)
−m/2
〈Q〉
−s/2
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are Hilbert-Schmidt operators. From this we get the following extension of Cordes’
lemma as a corollary.
Corollary 2.10 (Cordes). Let s, t > n, a ∈ S−t (X∗), b ∈ S−s (X) and
g : X ×X∗ → C, g (x, p) =
(
F−1a
)
(x) (Fb) (p) , (x, p) ∈ X ×X∗,
i.e. g = F−1a ⊗ Fb. If τ ∈ U , then gτX (Q,P ) has an extension in B1 (H (X))
denoted also by gτX (Q,P ). The mapping
U ∋ τ → gτX (Q,P ) ∈ B1 (H (X))
is continuous.
Proof. It suffices to note that
KgτX (Q,P ) =
((
id⊗F−1
)
g
)
◦ Cτ =
(
F−1a⊗ b
)
◦ Cτ = Ka,b (·, ·; τ ) .
3. Schatten-class properties of pseudo-differential operators
We are now able to consider L2-boundedness and Schatten-class properties of
certain pseudo-differential operators. In the notation of [1], S will be T ∗ (X) with
the standard symplectic structure and (X, |·|X) an euclidean space, (H (X) ,W)
will be the Schro¨dinger representation associated to the symplectic space S. Let
X = X1⊕ ...⊕Xk be an orthogonal decomposition and X
∗ = X∗1 ⊕ ...⊕X
∗
k be the
dual orthogonal decomposition. Let U0 be the set of all invetible endomorphisms
of X , U1 = 1X + U0 and U = U0 ∪ U1.
Theorem 3.1. Let a ∈ S∗(S) and 1 ≤ p < ∞. Assume that there are t =
(t1, ..., tk), s = (s1, ..., sk) such that t1, s1 >
dimX1
4 , ..., tk, sk >
dimXk
4 and
c = (1−△X1)
2t1⊗...⊗(1−△Xk)
2tk⊗
(
1−△X∗
1
)2s1
⊗...⊗
(
1−△X∗
k
)2sk a ∈ Lp (S) .
If τ ∈ U , then aτX (Q,P ) has an extension in Bp (H (X)) denoted also by a
τ
X (Q,P ).
The mapping
U ∋ τ → aτX (Q,P ) ∈ Bp (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖p ≤ CK ‖c‖Lp(S) ,
for any τ ∈ K.
Proof. If we use Corollary 2.10 insted of Corollary 5.3 in [1], the proof of this
theorem is essentially the same as the proof of Theorem 6.1 in [1].
If we replace the Lp-conditions by L∞-conditions, then we obtain the theorem
on L2-boundedness of Cordes’ type.
Theorem 3.2. Let a ∈ S∗(S). Assume that there are t = (t1, ..., tk), s =
(s1, ..., sk) such that t1, s1 >
dimX1
4 , ..., tk, sk >
dimXk
4 and
c = (1−△X1)
2t1⊗...⊗(1−△Xk)
2tk⊗
(
1−△X∗
1
)2s1
⊗...⊗
(
1−△X∗
k
)2sk a ∈ L∞ (S) .
If τ ∈ U , then aτX (Q,P ) has an extension in B (H (X)) denoted also by a
τ
X (Q,P ).
The mapping
R ∋ τ → aτX (Q,P ) ∈ B (H (X))
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is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖B(H(X)) ≤ CK ‖c‖L∞(S) ,
for any τ ∈ K.
The proof of this theorem is essentially the same, the only difference being the
reference to the new τ -version of Cordes’ lemma insted of the original one.
We recall some notations from [1]. We consider the symplectic spaceS = T ∗ (X).
An orthogonal decomposition of X , X = X1⊕ ...⊕Xk, gives an orthogonal decom-
position of S, S = X1⊕ ...⊕Xk ⊕X
∗
1 ⊕ ...⊕X
∗
k , if on S we consider the euclidean
norm ‖(x, p)‖
2
S
= ‖x‖
2
X + ‖p‖
2
X∗ . We shall choose an orthonormal basis in each
space Xj , j = 1, ..., k, while in X
∗
j , j = 1, ..., k we shall consider the dual bases.
Then ∂X =
(
∂X1 , ..., ∂Xk
)
, ∂X
∗
=
(
∂X
∗
1 , ..., ∂X
∗
k
)
.
For 1 ≤ p ≤ ∞ and t = (t1, ..., tk) ∈ N
k we setMp
t
=Mpt1,...,tk for the space of all
distributions a ∈ S∗(S) whose derivatives
(
∂X1
)α1
...
(
∂Xk
)αk (∂X∗1 )β1 ... (∂X∗k )βk a
belong to Lp (S) when αj , βj ∈ N
dimXj , |αj | ,
∣∣βj∣∣ ≤ tj , j = 1, ..., k. On this space
we shall consider the natural norm |·|p,t = |·|p,t1,...,tk defined by
|a|p,t = max
|α1|,|β1|≤t1,...,|αk|,|βk|≤tk
∥∥∥∥(∂X1)α1 ... (∂Xk)αk (∂X∗1 )β1 ...(∂X∗k)βk a
∥∥∥∥
Lp
.
Let m1 =
[
dimX1
2
]
+ 1, ...,mk =
[
dimXk
2
]
+ 1 and m =(m1, ...,mk).
A consequence of Theorem 3.1 and of Lemma 6.3 in [1] is the following
Theorem 3.3. Assume that 1 ≤ p < ∞ and let a ∈ S∗(S). If a ∈ Mp2m1,...,2mk,
then for any τ ∈ U , aτX (Q,P ) has an extension in Bp (H (X)) denoted also by
aτX (Q,P ). The mapping
U ∋ τ → aτX (Q,P ) ∈ Bp (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖p ≤ CK |a|p,2m1,...,2mk ,
for any τ ∈ K.
Similarly, for p = ∞, a consequence of Theorem 3.2 and of Lemma 6.3 in [1] is
the celebrated Calderon-Vaillancourt Theorem.
Theorem 3.4 (Calderon, Vaillancourt). If a ∈ M∞2m1,...,2mk, then a
τ
X (Q,P ) is
L2-bounded for any τ ∈ U . The mapping
U ∋ τ → aτX (Q,P ) ∈ B (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖B(H(X)) ≤ CK |a|∞,2m1,...,2mk ,
for any τ ∈ K.
The next two theorems are consequences of Lemma 6.6 in [1], Theorem 3.1
and Theorem 3.2. Recall that the Sobolev space Hsp (S), s ∈ R, 1 ≤ p ≤ ∞,
consists of all a ∈ S∗(S) such that (1−△S)
s/2
a ∈ Lp (S), and we set ‖a‖Hsp(S) ≡∥∥∥(1−△S)s/2 a∥∥∥
Lp(S)
.
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Theorem 3.5. Assume that 1 ≤ p <∞. If s > 2 dimX and a ∈ Hsp (S), then for
any τ ∈ U , aτX (Q,P ) has an extension in Bp (H (X)) denoted also by a
τ
X (Q,P ).
The mapping
U ∋ τ → aτX (Q,P ) ∈ Bp (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖p ≤ CK ‖a‖Hsp(S) ,
for any τ ∈ K.
Theorem 3.6. If s > 2 dimX and a ∈ Hs∞ (S), then a
τ
X (Q,P ) is L
2-bounded for
any τ ∈ U . The mapping
U ∋ τ → aτX (Q,P ) ∈ B (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖B(H(X)) ≤ CK ‖a‖Hs∞(S)
,
for any τ ∈ K.
If we note that aτX (Q,P ) ∈ B2 (H (X)) whenever a ∈ L
2 (S) = H02 (S), then
the last two theorems and standard interpolation results in Sobolev spaces (see [3,
Theorem 6.4.5]) give us the following
Theorem 3.7. Let µ > 1, 1 ≤ p < ∞ and n = dimX . If a ∈ H
2µn|1−2/p|
p (S),
then for any τ ∈ U , aτX (Q,P ) has an extension in Bp (H (X)) denoted also by
aτX (Q,P ). The mapping
U ∋ τ → aτX (Q,P ) ∈ Bp (H (X))
is continuous and for any K a compact subset of U , there is CK > 0 such that
‖aτX (Q,P )‖p ≤ CK ‖a‖H2µn|1−2/p|p (S)
,
for any τ ∈ K.
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