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Abstract Standard Gaussian Process (GP) regression, a powerful machine
learning tool, is computationally expensive when it is applied to large datasets,
and potentially inaccurate when data points are sparsely distributed in a high-
dimensional feature space. To address these challenges, a new multiscale, spar-
sified GP algorithm is formulated, with the goal of application to large scientific
computing datasets. In this approach, the data is partitioned into clusters and
the cluster centers are used to define a reduced training set, resulting in an
improvement over standard GPs in terms of training and evaluation costs. Fur-
ther, a hierarchical technique is used to adaptively map the local covariance
representation to the underlying sparsity of the feature space, leading to im-
proved prediction accuracy when the data distribution is highly non-uniform.
A theoretical investigation of the computational complexity of the algorithm
is presented. The efficacy of this method is then demonstrated on smooth
and discontinuous analytical functions and on data from a direct numerical
simulation of turbulent combustion.
Keywords Gaussian Processes, Sparse regression, Clustering.
1 Introduction
The rapid growth in computing power has resulted in the generation of massive
amounts of highly-resolved datasets in many fields of science and engineering.
Against this backdrop, machine learning (ML) is becoming a widely-used tool
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2 Z. Zhang, K. Duraisamy, N. Gumerov
in the identification of patterns and functional relationships that has resulted
in improved understanding of underlying physical phenomena [1], characteri-
zation and improvement of models [2,3,4], control of complex systems [5], etc.
In this work, we are interested in further developing Gaussian Process (GP)
regression, which is a popular supervised learning technique. While GPs have
been demonstrated to provide accurate predictions of the mean and variance
of functional outputs, application to large-scale datasets in high-dimensional
feature spaces remains a hurdle. This is because of the high computational
costs and memory requirements during the training stage and the expense of
computing the mean and variance during the prediction stage. To accurately
represent high-dimensional function spaces, a large number of training data
points must be used. In this work, an extension to GP regression is devel-
oped with the specific goal of applicability in noisy and large-scale scientific
computing datasets.
The computational complexity of GPs at the training stage is related to the
kernel inversion and the computation of the log-marginal likelihood. For ex-
ample, an algorithm based on the Cholesky decomposition is one well-known
approach [6]. The computational complexity of Cholesky decomposition for
a problem with N training points is O
(
N3
)
. For high-dimensional problems
with large N , this can be prohibitive. Even if this cost can be reduced using,
for instance, iterative methods [7], the computation of the predictive mean
and variance at M test points will be O (NM), and O
(
N2M
)
, respectively.
The evaluation (or testing) time could be of great significance if GP evalua-
tions are made frequently during a computational process. Such a situation
can occur in a scientific computing setting [8,4] where GP evaluations may
be performed every time-step or iteration of the solver. Reducing both the
training and evaluation costs while preserving the prediction accuracy is the
goal of the current work.
Much effort has been devoted to the construction of algorithms of reduced
complexity. Among these is the family of methods of sparse Gaussian process
regression. These methods seek to strategically reduce the size of the training
set or find appropriate sparse representations of the correlation matrix through
the use of induced variables. The covariance matrix, Φ ∈ RN×N , contains the
pairwise covariances between the N training points. Descriptions for several
methods of this family are provided by Quin˜onero-Candela et al. [9], who define
induced variables U ∈ Rd×P , V ∈ RP such that the prediction of a function
f(q) is given by
p(f |U) ∼ N (φT
u
Φ−1u V, 1 + σ
2 − φT
u
Φ−1u φu), (1)
where φ
u
∈ RP is a vector whose elements are φ(ui,q), and Φu(m,n) =
φ(um,un). P is the number of induced variables used in this representation,
and d is the dimensionality of the inputs; i.e. u, q ∈ Rd. q is a single test
input vector, and um is the m’th column of U. φ is the covariance function.
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From this, it is evident that if P < N , the matrix inversion will be less costly
to perform.
The process of determining the induced variables that can optimally represent
the training set can introduce additional computational costs. The most basic
method is to randomly select a fraction of data points and define them as
the new training set, i.e. choosing (U,V) from (Q,y), where Q ∈ Rd×N and
y ∈ RN are the original training inputs and outputs. Seeger et al. [10], Smola
et al. [11], and others have developed selection methods that provide better
test results compared to random selection. In particular, Walder et al. [12] have
extended the concept to include the ability to vary φ such that its hyperparam-
eters are unique to each u, i.e. φ = φi(ui,q). These methods often depend on
optimizing modified likelihoods based on (U,V), or on approximating the true
log marginal likelihood [13]. Methods that introduce new induced variables in-
stead of using a subset of the training points can involve solving optimization
problems, again requiring the user to consider the additional computational
burden.
In addition to choosing the inducing variables, one may also change the form
of the covariance function from φ to φ′, where
φ′(qm,qn) = φ(qm,U)Φ−1u φ(qn,U)
T . (2)
In contrast to the case where only a subset of the training data is used, all
training points are considered in this approach and the matrices are only
of rank P . There are many variations on this type of manipulation of the
covariance. Alternatively, one can approximate Φ directly by obtaining random
samples of the kernel, as is described by Rahimi et al. [14]. However, altering
the covariance matrix can cause undesirable behaviors when computing the
test variance, since some matrices no longer mathematically correspond to a
Gaussian process. The work of Ambikasaran et al. [15] improves the speed of
GP regression through the hierarchical factorization of the dense covariance
matrix into block matrices, resulting in a less costly inversion process.
Other methods of accelerating GP regression focus on dividing the training
set into smaller sets of more manageable size. Snelson and Ghahramani [16]
employ a local GP consisting of points in the neighborhood of the test point
in addition to a simplified global estimate to improve test results. In a similar
fashion, the work of Park and Choi [17] also takes this hierarchical approach,
with the global-level GP informing the mean of the local GP. Urtasun and
Darrell [18] use the local GP directly, without the induced variables. However,
this requires the test points to be either assigned to a pre-computed neighbor-
hood of training points [16], or to be determined on-line [18]. Both of these
approaches to defining the neighbourhood can be quite expensive depending
on training set size, though massive parallelization may mitigate the cost in
some aspects [19] [20].
4 Z. Zhang, K. Duraisamy, N. Gumerov
In this work, the data is partitioned into clusters based on modified k-center
algorithms and the cluster centers are used to define a reduced training set.
This leads to an improvement over standard GPs in terms of training and
testing costs. This technique also adapts the covariance function to the spar-
sity of a given neighborhood of training points. The new technique will be
referred to as Multiscale GP and abbreviated as MGP. Similar to the work
of Snelson and Ghahramani [16], this flexibility may allow MGP to produce
more accurate outputs by means of a more informed perspective on the in-
put space. The sparse GP technique of Walder et al. [12] can been seen as a
very general interpretation of our approach, though a key difference is that
the points within the reduced training set originate entirely from the original
training set, whereas [12] computes new induced variables. Further, in our
work, hyperparameters are restricted by the explicit choice and hierarchy of
scales in order to streamline the process of their optimization. The work of
Zhou et al. [21] also employs multiple scales of covariance functions, but it
does not take into account the neighbourhoods of training points, and neither
does it seek to reduce the size of the training set.
The next section of this paper recapitulates the main aspects of standard GP
regression. Section 3 introduces the philosophy behind the proposed approach
and presents the algorithm. Section 4 analyses the complexity of the MGP
algorithm for both testing and training. In section 5, quantitative demonstra-
tions are presented on a simple analytical problems as well as on data derived
from numerical simulations of turbulent combustion. Following this, key con-
tributions are summarized.
2 Preliminaries of GP regression
In this section, a brief review of standard GP regression is presented. While
a detailed review can be found in the excellent book by Rasmussen [22], the
description and notations below provide the necessary context for the devel-
opment of the multiscale algorithm proposed in this paper.
We consider the finite dimensional weight-space view and the infinite dimen-
sional function-space view as in Rasmussen [22]. Given a training set D of N
observations, D = {(qn, yn) | n = 1, ..., N}, where qn ∈ Rd is an input vector
and y is a scalar output, the goal is to obtain the predictive mean, m∗, and
variance, v∗, at an arbitrary test point q∗ ∈ Rd. Training inputs are collected
in the design matrix Q ∈ Rd×N , and the outputs form the vector y ∈ RN .
Furthermore, it is assumed that
y = f (q) + ,  ∼ N (0, σ2), (3)
where  is Gaussian noise with zero mean and variance σ2.
For low dimensionality d of the inputs, linear regression cannot satisfy a variety
of dependencies encountered in practice. Therefore, the input is mapped into
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a high-dimensional feature space RD, D > d, and the linear regression model
is applied in this space. To avoid any confusion with the original feature space
Rd, this space will be referred to as the “extended feature space” and its
dimensionality can be referred to as the “size” of the system. Denoting the
mapping function φ (q), φ : Rd → RD we have
f (q) = φ (q)
T
w =
D∑
j=1
wjφj (q) , w = (w1, ..., wD) ∈ RD. (4)
The predictive mean and the covariance matrix can then be computed as
w =
1
σ2
ΣΦy, Σ−1 =
1
σ2
ΦΦT +Σ−1p . (5)
The Bayesian formalism provides Gaussian distributions for the training out-
puts and for the predictive mean m∗ and variance v∗.
y ∼ N (0, Σl), y∗ ∼ N (m∗, v∗), (6)
Σ−1l =
1
σ2
(
I − 1
σ2
ΦTΣΦ
)
,
m∗ = φ (q∗)
T
w, v∗ = φ (q∗)
T
Σφ (q∗) + σ2, (7)
where I is the identity matrix. These expressions allow for the computation of
the log-marginal likelihood (LML),
log p (y|Q) = −1
2
yTΣ−1l y −
1
2
log |Σl| − N
2
log (2pi) . (8)
Maximization of this function leads to optimal values of hyper-parameters such
as σ2 and other variables that define φ (q).
3 Multiscale sparse GP regression
As stated earlier, the goal of the proposed GP-based regression process is to
decrease the complexity of both training and testing and to make the pre-
diction more robust for datasets that have a highly irregular distribution of
features.
We consider Gaussian basis functions,
φj (q) = g
(
q,q′j , hj
)
= exp
(
−
∥∥q− q′j∥∥2
h2j
)
, j = 1, ..., D, φ = (φ1, ..., φD)
T
,
(9)
where each function is characterized not only by its center qj , but now also by
a scale hj . The need for multiple scales may arise from the underlying physics
(e.g. particle density estimation) or from the substantial non-uniformity of the
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input data distribution, which could, for instance, demand smaller scales in
denser regions. Note that the matrix ΦΦT in Eq. (5) is given by
(
ΦΦT
)
ij
=
N∑
n=1
φi (qn)φj (qn) (10)
=
N∑
n=1
exp
(
−‖qn − q
′
i‖2
h2i
−
∥∥qn − q′j∥∥2
h2j
)
, i, j = 1, ..., D,
3.1 Sparse representations
While N training points may be available and maximum information can be
obtained when the size of the extended feature space D = N , we will search
for subsets of these points leading to a lower size D < N . The size of the ex-
tended feature space is related to the accuracy of the low-rank approximation
of matrix Φ built on the entire training set (i.e. for the case D = N).
Assume for a moment that we have a single scale, h1 = ... = hN = h. If h is
chosen to be smaller than the minimum distance between the training points,
the matrix Φ will have a low condition number and a low marginal likelihood.
On the other end, if h is substantially larger than the maximum distance
between the training points the problem will be ill-posed and the marginal
likelihood will be also low. The optima should lie between these extremes. If
the solution is not sensitive to the removal of a few training points, a good
low-rank approximation can be sought.
The fact that the N ×N matrix Φ can be well-approximated with a matrix of
rank r < N means that N−r rows or columns of this matrix can be expressed
as a linear combination of the other rows or columns with relatively small
error ′. Assuming that r locations (or centers) of the radial basis functions
(or Gaussians) are given and denoting such centers by q′j , j = 1, ..., r, we have
φn (q) = g (q,qn, hn) =
r∑
j=1
ηnjφj (q) + 
′
n, q
/
j ∈ Q′⊂ Q, n = 1, ..., N,
(11)
where ηnj are coefficients to be determined. Hence, output (Eqn. 3), where f
is expanded as Eqn. 4 with D = N , can be written as
y (q) =
N∑
n=1
wnφn (q) +  =
r∑
j=1
w′jφj (q) + + 
′, (12)
w′j =
N∑
n=1
wnηnj , 
′ =
N∑
n=1
wn
′
n.
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This shows that if ′ is lower or comparable with noise , then a reduced basis
can be used and one can simply set the size of the extended feature space to
be the rank of the low-rank approximation, D = r, and coefficients w′j can be
determined by solving a D ×D system instead of an N ×N system.
3.2 Representative training subsets
Let us consider now the problem of determination of the centers of the basis
functions and scales hj . If each data-point is assigned a different scale, then
the optimization problem will become unwieldy, as D hyperparameters will
have to be determined. Some compromises are made, and we instead use a set
of scales h1, ..., hS . In the limit of S = 1, we have a single scale model, while
at S = D we prescribe a scale to each training point. To reduce the number
of scales while providing a broad spectrum of scales, we propose the use of
hierarchical scales, e.g. hs = h1β
s−1, s = 1, ..., S, where h1 is of the order
of the size of the computational domain and β < 1 is some dimensionless
parameter controlling the scale reduction.
While there exist several randomization-based strategies to obtain a low-rank
representation by choosing D representative input points [9], we propose a
more regular, structured approach. For a given scale h, we can specify some
distance a = γh, where γ < 1 is chosen such that
– The distance from any input point to a basis point is less than a. Such
a construction provides an approximately uniform coverage of the entire
training set with d-dimensional balls of radius a.
– The number of such balls is - in some sense - optimal. Note that smaller
γ results in smaller errors ′n and 
′ and larger r in Eqs. (11) and (12). If
γ < h/amin, where amin is the minimal distance between the points in the
training set, then ′ = 0 and r = D = N , which corresponds to a full rank
representation.
The problem of constructing an optimal set as described above is compu-
tationally NP-hard. However, approximate solutions can be obtained with a
modification of the well-known k-means algorithm [23]. In computational ge-
ometry problems, the k-means algorithm partitions a domain in d-dimensional
space into a prescribed number, k, of clusters. In the present problem, the num-
ber of clusters is unknown, but the distance parameter a is prescribed. Thus,
the number of centers depends on the input point distribution and can be
determined after the algorithm is executed. Since only the cluster centers are
required for the present problem, the following algorithm is used:
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Algorithm #1: Determination of cluster centers and k
Input: set of training points Q = {q1, ...,qN}, max cluster radius a.
1. Define R0 = Q and set k = 0;
2. Do steps 3 to 6 while Rk 6= ∅;
3. k = k + 1;
4. Assign q′k = qj ∈ Rk−1 (where qj is a random point from set Rk−1)
5. Find all points qki ∈ Rk−1, such that |qki − q′k| 6 a.
6. Define Qk = {qki} and Rk = Rk−1\Qk.
Output: set of cluster centers Q′= {q′1, ...,q′k}, number of clusters k.
The construction of training subsets in the case of multiple scales requires
further modification of the algorithm. Starting with the coarsest scale h1, k1
centers can be determined using Algorithm 1 with distance parameter a1 =
γh1. In our approach, we select the bases such that each input point can serve
as a center of only one basis function; therefore, the k1 cluster centers of scale
h1 should be removed from the initial training set to proceed further. Next,
we partition the remaining set using Algorithm 1 with distance parameter
a2 = γh2 and determine k2 cluster centers. After removal of these points we
repeat the process until scale hS is reached at which we determine kS cluster
centers and stop the process. This algorithm is described below.
Algorithm #2: Determination of cluster centers in multiple
scales
Input: Set of training points Q = {q1, ...,qN}, set of scales
H = {h1, ..., hS}, parameter γ.
1. Define R = Q;
2. Do steps 3 to 4 for s = 1, ..., S;
3. Execute Algorithm #1 with input R and max cluster radius a = γhs
and get cluster centers Q′s and number of clusters ks;
4. Set R = R\Q′s.
Output: set of cluster centers Q′ = ∪Q′s, Q′s =
{
q
(s)′
1 , ...,q
(s)′
ks
}
, number
of clusters for each scale ks, s = 1, ..., S.
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Fig. 1 The separation of 500 random points distributed inside a unit square into clusters.
The cluster centers are shown in yellow; points belonging to different clusters are in different
shades of gray. Left: small hn. Right: large hn.
Figure 1 illustrates the clustering of a 2-dimensional dataset. In principle, one
can use the process even further until all the points in the training set become
the cluster centers at some scale (i.e. D = N). However, as mentioned above,
the reduction of the basis, D < N , is important to reduce the computational
complexity of the overall problem.
4 Complexity
The asymptotic complexity of algorithm #1 is O (Nk) and that of algorithm
#2 is O (ND). While fast neighbor search methods [24] can accelerate these
algorithms, the overall computational cost of the regression is still expected
to be dominated by the training and evaluation costs. It is thus instructive
to discuss the complexities of different algorithms available for training and
testing, especially when D  N .
4.1 Training
The goal of the training stage is to determine quantities necessary for compu-
tations in the testing stage. At this point, two types of computations should
be recognized: i) pre-computations, when the set of hyperparameters is given,
and ii) the optimization problem to determine the hyperparameters.
To accomplish the first task, we use the following steps:
– The initial step is to form the matrix Φ, and then the D×D matrix Σ−1 in
Eq. (5). According to Eq. (10), the cost of this step is O
(
ND2
)
. Note that
this cost is much larger than the O (ND) required to determine the basis
function centers using the k-means type algorithm described in Section 3.2.
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– The next step involves the determination of the weights w from Eq. (5)
This requires solving a D × D. If solutions are obtained through direct
methods, the cost is O
(
D3 +ND
)
.
– Following this, the inverse Σ should be determined1. The Cholesky decom-
position is typically used in this situation [22];
Σ−1 = LDLTD, (13)
where LD is the lower triangular matrices. The decompositions can be
performed with cost O
(
D3
)
, respectively. Note that the Cholesky decom-
positions can also be used to solve the systems for w, in which case the
complexity of solution becomes O
(
D2 +ND
)
.
The second task requires the computation of the log marginal likelihood. If
one uses Eq. (8) directly then the task becomes computationally very expen-
sive (complexity O
(
N3
)
). The complexity can be reduced with the aid of the
following lemma.
Lemma 1 Determinants of matrices Σ and Σl, defined by Eqs. (5) and (6),
are related as
1
σ2N
|Σ|
|Σp| =
1
|Σl| . (14)
Proof According to the definition of Σl (6), we have in the right hand side of
Eq. (14)
1
|Σl| =
∣∣Σ−1l ∣∣ = 1σ2N
∣∣∣∣I − 1σ2ΦTΣΦ
∣∣∣∣ . (15)
Note now the Sylvester determinant theorem, which states that
|IN +AB| = |ID +BA| , (16)
where A is an N ×D matrix and B is D×N , while IN and ID are the N ×N
and D ×D identity matrices. Thus, we have in our case∣∣∣∣I − 1σ2ΦTΣΦ
∣∣∣∣ = ∣∣∣∣IN − 1σ2ΦT (ΣΦ)
∣∣∣∣ = ∣∣∣∣ID − 1σ2 (ΣΦ)ΦT
∣∣∣∣ = ∣∣∣∣I − 1σ2ΣΦΦT
∣∣∣∣ .
(17)
From Eq. (5) we have
I = ΣΣ−1 = Σ
(
1
σ2
ΦΦT +Σ−1p
)
, (18)∣∣∣∣I − 1σ2ΣΦΦT
∣∣∣∣ = ∣∣ΣΣ−1p ∣∣ = |Σ||Σp| .
Combining results (15), (17), and (18), one can see that Eq. (14) holds.
1 Alternatively, efficient decompositions enabling solutions with multiple right hand sides
can be used.
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Now, replacing Σ−1l y in the first term in the right-hand side of Eq. (8) with
expressions for Σ−1l and w from Eqs. (5) and (6) and using Eq. (14) in the
second term, we obtain
log p (y|X) = − 1
2σ2
(
y − ΦTw)T y− 1
2
log
∣∣Σ−1∣∣− 1
2
log |Σp|− N
2
log
(
2piσ2
)
.
(19)
In the case of Σp = σ
2
pI and using the Cholesky decomposition of Σ
−1, we
obtain
log p (y|X) = − 1
2σ2
(
y − ΦTw)T y − D∑
j=1
logLD,jj − N
2
log
(
2piσ2pσ
2
)
. (20)
Here, the cost of computing the first term on the right hand side is O (ND),
and the cost of the second term is O (D).
Multi-dimensional optimization is usually an iterative process. Assuming that
the number of iterations is Niter, we can write the costs of the training steps
marked by the respective superscripts as follows
Ctrain = O
(
NiterD
(
N +D2
))
. (21)
4.2 Testing
The cost of testing can be estimated from Eq. (6) as the cost of computing the
predictive mean and variance. Taking into account the Cholesky decomposition
(13), these costs can be written as
Cmean = O (MD) , Cvar = O
(
MD2
)
. (22)
where M is the number of test points. The cost for computing the variance is
much higher than the cost for computing the mean, because it is determined
by the cost of solving triangular systems of size D ×D per evaluation point.
5 Numerical Results
In this section, a set of simple analytical examples are first formulated to
critically evaluate the accuracy and effectiveness of MGP and to contrast its
performance with conventional GP regression. Following this, data from a
turbulent combustion simulation is used to assess the viability of the approach
in scientific computing problems.
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Fig. 2 Comparison of the output of the standard kernel GP using a Gaussian kernel (left)
and MGP with S = 1 (right) for a step function. The crosses are training points (N = 128),
while the continuous lines and shaded areas show the predictive mean and the variance.
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Fig. 3 Comparison of the performance of the standard GP and MGP for the step function
in Figure 2. The plot on the left shows the size of the extended feature space for different
input noise σ. The wall clock time is obtained using MATLAB on a typical desktop PC.
5.1 Analytical examples
The first numerical example we present is a 1-D step function (d = 1). We
compare the standard kernel GP with a Gaussian kernel and the present MGP
algorithm restricted to a single scale (S = 1). The training set of size N was
randomly selected from 10000 points distributed in a uniform grid. Points not
used for training were used as test points. The initial data was generated by
adding normally distributed noise with standard deviation σ to the step func-
tion. Optimal hyperparameters were found using the Lagarias algorithm for
the Nelder-Mead method (as implemented by MATLAB’s fminsearch func-
tion) [25]. For the standard GP, σ and h were optimized, while for the MGP
algorithm, the optimal γ was determined in addition to σ and h. In both cases,
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Fig. 4 Comparison of the standard GP (left) and MGP (right) for a step function. In
contrast to Figure 2, the training point distribution is non-uniform with an exponential
density increase near the jump. The number of training points N = 101. Gaussian noise
with σ = 0.03 was added. The crosses represent training points, while the continuous lines
and shaded areas show the predictive mean and the variance. The dots on the continuous
line have abscissas of the training points.
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Fig. 5 Comparison of performance of the standard GP (left) and MGP with S = 1 (right)
for a sine function, y = sin(2piq(4q + 1)1.5) with Gaussian noise of standard deviation
σ = 0.01. Crosses represent training points (N = 128); continuous lines and shaded regions
show the predictive mean and the variance.
the optimal σ was close to the actual σ used for data generation. The ratio be-
tween the optimal h for the kernel and the finite-dimensional (“weight-space”)
approaches was found to be approximately 1.4, which is consistent with the
difference of
√
2 predicted by the theory (the distinction between the weight
space and function space approaches is provided in Ref. [22]).
The plots in Figure 2 show that there is no substantial difference in the mean
and the variance computed using both methods, while the sparse algorithm
required only D = 38 functions compared to the N = 128 required for the stan-
dard method. Figure 3 shows the relationship between the extended feature
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Fig. 6 Comparison of the performance of the standard GP and MGP for the sine function
in Figure 5. The wall-clock time is obtained using MATLAB on a typical desktop PC.
space (D) with respect to the size of the training set (N). Ideally, this should
be a linear dependence, since the step function is scale-independent. Due to
random noise and the possibility that the optimization may converge to local
minima of the objective function, however, the relationship is not exactly lin-
ear. Since D is nevertheless several times smaller than N , the wall-clock time
for the present algorithm is shorter than that for the standard GP in both
testing and training, per optimizer iteration. The total training time for the
present algorithm can be larger than that of the standard algorithm due to
the overhead associated with the larger number of hyperparameters and the
resultant increase in the number of optimization iterations required. However,
we observed this only for relatively small values of N . For larger N , such as
N = 4096, the present algorithm was approximately 5, 10, and 20 times faster
than the standard algorithm for σ = 0.1, 0.01, and 0.001, respectively.
Figure 4 illustrates a case where the training points are distributed non-
uniformly. Such situations frequently appear in practical problems, where re-
gions of high functional gradients are sampled with higher density to provide a
good representation of the function. For example, adaptive meshes to capture
phenomena such as shockwaves and boundary layers in fluid flow fall in this
category. In the case illustrated here, the training points were distributed with
exponential density near the jump (q = 0.5 ± ht ln z, exp (−0.5/ht) 6 z 6 1,
where z are distributed uniformly at the nodes of a regular grid. ht = 0.1 was
used). For MGP, the number of scales was S = 6 and the other hyperparame-
ters were optimized using the same routine as before. Due to multiple extrema
in the objective function, it is rather difficult to optimize the number of scales,
S. In practice, one should start from several initial guesses or fix some parame-
ters such as S. We used several values of S and observed almost no differences
for 5 ≤ S ≤ 10, while results for S = 1 and S = 2 were substantially different
from the cases where S > 2.
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It is seen that the MGP provides a much better fit of the step function in
this case than the standard method. This is achieved due to its broad spec-
trum of scales. In the present example, we obtained the following optimal
parameters for scales distributed as a geometric progression, hs = h1β
s−1:
hmax = h1 = 0.1233, hmin = h6 = 0.0032, and β = 0.4806. Other optimal
parameters were γ = 0.258 and σ = 0.127. For the standard GP, the optimal
scale was h = 0.0333. Figure 4 shows that with only a single intermediate
scale, it is impossible to approximate the function between training points
with a large spacing, whereas MGP provides a much better approximation.
Moreover, since hmin < h, we also have a better approximation of the jump,
i.e. of small-scale behavior. This is clearly visible in the figure; the jump for
the standard GP is stretched over about 10 intervals between sampling points,
while the jump for MGP only extends over 3 intervals. Note that in the present
example, we obtained D = N = 101, so the wall-clock time for testing is not
faster than the standard GP. However, this case illustrates that multiple scales
can provide good results for substantially non-uniform distributions where one
scale description is not sufficient.
As final analytical example, we explore a sine wave with varying frequency,
depicted in Figure 5. As before, N training points are randomly chosen from
a uniform distribution, and M = 10000 − N test points are used. For MGP,
S = 1 was used. Compared to the previous examples, this is an intermediate
case in terms of scale dependence. One noteworthy result from this dataset is
that D is almost constant with respect to N , as seen in Figure 6. This shows
that when the function is relatively smooth, the optimization process is not
limited to producing a linear relationship between D and N . Another result
is that the output variance of the multiscale method is visibly higher than
that of the standard method. For the previous cases, the variances have been
either been close to equal, or the standard method would produce the higher
variance. This could be due to the fact that h and D are inherently related
for the current method, whereas h is unrestricted for the standard GP. Since
D < N , the multiscale h for S = 1 is typically greater than the standard
method’s h. According to Eq. (7), this would result in greater variance.
5.2 Data from Turbulent Combustion
Combustion in the presence of turbulent flow involves an enormous disparity
in time and length scales, meaning that direct numerical simulations (DNS)
are not possible in practical problems. Large eddy simulations (LES), in which
the effect of scales smaller than the mesh resolution (i.e. subgrid scales) are
modeled, is often a pragmatic choice. A key difficulty in LES of combustion is
the modeling of the subgrid scale fluxes in the species transport equations [26,
27]. These terms arise as a result of the low-pass filtering - represented by the
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operator (¯·) - of the governing equations, and are of the form
fk = ρukC − ρukρC
ρ¯
(23)
where ρ, u, C represent density, velocity and species mass fraction, respectively.
Subgrid-scale closures based on concepts from non-reacting flows, such as the
equation below,2
fk = −
ρC2s∆
2
√
2S˜ijS˜ij
Sc
∂c˜
∂xk
(24)
are found to be inadequate for turbulent combustion. Modeling of the scalar
fluxes thus continues to be an active area of research, and many analytical
models are being evaluated by the community. Reference [28] provides a con-
cise summary of such developments in the area of premixed turbulent flames.
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Fig. 7 Contours of F1 on the test x−y plane. Left: DNS values (exact). Center: GP output.
Right: MGP output.
2 Cs, Sc are typically constants, and Sij =
1
2
[
∂ui
∂xj
+
∂uj
∂xi
]
is the strain-rate tensor. The
superscript (˜.) denotes Favre-filtering and is defined by q˜ = ρq
q¯
. ∆ is the filter size.
Efficient Multiscale Gaussian Process Regression using Hierarchical Clustering 17
original ×10 7
0 1 2 3 4
×10 7
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
GP
original ×10 7
0 1 2 3 4
×10 7
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
MGP
Fig. 8 Original test output versus learned result for F1. Red regions are ±σ from the
diagonal, i.e. the optimized estimate of the input noise.
In this work, we intend to apply GP and MGP to identify the model relation-
ships from data. The simulation data is obtained from Ref. [29], in which DNS
of a propagating turbulent flame is performed. The configuration involves a
premixed hydrogen-air flame propagating in the x-direction. The flame forms
a thin front between the burnt and unburnt gases. Specifically, we attempt to
learn the normalized flux in the x-direction, F1, as a function of seven variables:
F1 =
f1
ρ∆2
= f(∇u˜,∇c˜, S˜) (25)
A total of 3 million training points were generated from the dataset by per-
forming low-pass filtering. Some care was taken in choosing training points.
Since the flame is thin relative to the size of the domain, the majority of the
data points were found to lie outside the region where F1 is nonzero. To miti-
gate this disadvantageous distribution, 80 percent of the training points were
randomly chosen from the data with f1 > 0.05, and 20 percent were chosen
from data with f1 ≤ 0.05, i.e. outside the flame. 45000 training points were
used in total. For testing, a single x − y plane of around 6500 points was set
aside.
The predictive results on this plane are shown in Table 1, and Figure 8 shows
the ML output versus the true DNS values. From these plots, it is seen that
MGP has achieved a fifty-fold increase in evaluation speed for a corresponding
two percent increase in error. In the scatter plot, MGP appears to perform
better than GP for low values of F1 and worse for high values, but the overall
difference is small. Figure 7 is a side-by-side comparison of contours of F1
from DNS and from GP and MGP. It is especially evident in the contour plot
that GP and MGP are both able to capture features of the flame, whereas
analytical models described in Ref. [28] were not as accurate3. Figure 9 plots
3 These results are not shown
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Table 1 Numerical results for learning F1 in the flame. Error is defined as ||y−f(Q∗)||/||y||,
where y is a vector of the exact outputs F1, and f(Q∗) is a vector of the GP or MGP outputs
at the test points Q∗. Time is test time in seconds, obtained in MATLAB. MGP utilized 3
scales.
GP MGP
Error Time Error Time
F1 0.1087 4.2× 101 0.1105 8.0× 10−1
F1 along several locations perpendicular (x) and parallel (y) to the flame in
the test plane.
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Fig. 9 F1 as a function of x for four different constant values of y on the test x− y plane.
Dashed black lines are from DNS. GP results on the left, MGP results on the right. Red
regions are one standard deviation for the output.
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6 Conclusion
In this paper, a new Gaussian process (GP) regression technique was pre-
sented. The method, referred to as MGP, introduces multiple scales among
the Gaussian basis functions and employs hierarchical clustering to select cen-
ters for these sparse basis functions. These modifications reduce the compu-
tational complexity of GP regression and also achieve better accuracy than
standard GP regression when training points are non-uniformly distributed in
the d-dimensional feature space. We illustrated these improvements through
analytical examples and in a turbulent combustion datasets.
In analytical examples with smooth functions, the MGP was shown to be at
least an order of magnitude faster than the standard GP for a similar level
of accuracy. In problems with discontinuities, the MGP is shown to provide a
much better fit. In the turbulent combustion example in 7 dimensions, the
MGP was shown to achieve a fifty-fold increase in evaluation speed for a
corresponding two percent increase in error over the GP method. Overall,
MGP is well-suited for regression problems where the inputs are unevenly
distributed or where training and testing speeds are critical.
Based on the results presented in this work, MGP offers promise as a poten-
tially attractive method for use in many scientific computing applications in
which datasets may be large, and sparsely distributed in a high-dimensional
feature space. The MGP can be especially useful when predictive evaluations
are performed frequently. However, further developments and more detailed
application studies are warranted. It was observed that the optimization pro-
cess is more likely to terminate at local minima compared to conventional
GPs. An immediate area of investigation could explore more efficient and ro-
bust techniques for optimization of the hyperparameters. Since an appealing
feature of MGP is the reduced complexity when working with large datasets,
efficient parallelization strategies should be explored.
The software and all the examples in this paper are openly available at http:
//umich.edu/~caslab/#software.
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