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We have computed point sets with maximal absolute value of the Vandermonde
determinant (Fekete points) orminimal Lebesgue constant (Lebesgue points) on three basic
bidimensional compact sets: the simplex, the square, and the disk. Using routines of the
Matlab Optimization Toolbox, we have obtained some of the best bivariate interpolation
sets known so far.
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1. Introduction
An important and challenging topic of approximation theory is to provide, for a fixed degree n, good point sets ξ for
polynomial interpolation over multivariate compact domains K ⊂ Rd. Given a basis {φj} of the finite dimensional vector
space Pdn of d-variate polynomials of degree not greater than n, a first issue consists in finding ξ = {ξ1, . . . , ξN} that are
unisolvent, i.e., the cardinality N of ξ is equal to the dimension of Pdn and det(Vn(ξ)) ≠ 0, where
Vn(ξ) = [vij] = [φj(ξi)], 1 ≤ i, j ≤ N = dim(Pdn) (1)
is the Vandermondematrix. It is well-known that if K is a bounded interval [a, b], then any set ofN = n+1 distinct points of
K is unisolvent, but the problem is much more difficult for multivariate settings (cf., e.g., [1]). Moreover, as it has been clear
since the discovery of the Runge phenomenon, unisolvence does not ensure that the set has good interpolation properties.
From this point of view, one searches for unisolvent sets ξ = {ξi}with low Lebesgue constant
Λn(ξ) = max
x∈K
N
i=1
|ℓi(x)| (2)
where
ℓi(x) = Vn(ξ1, . . . , ξi−1, x, ξi+1, . . . , ξN)Vn(ξ1, . . . , ξN) (3)
is the i-th Lagrange polynomial w.r.t. the points ξ . It is not difficult to see that for any continuous function f in the compact
domain K
∥f − Inf ∥∞ ≤ (1+Λn(ξ))∥f − f ∗n ∥∞ (4)
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where Inf is the polynomial that interpolates f in ξ and f ∗n ∈ Pn is the polynomial of best approximation to f in the∞-norm.
The sets ξ with minimalΛn(ξ) are known as Lebesgue points. From (4), it stems that low Lebesgue constantsΛn(ξ) provide
sets whose interpolation error ∥f − Inf ∥∞ is expected to be as close as possible to that of the best interpolant ∥f − f ∗n ∥∞.
In general, it is not easy to find these sets theoretically (Lebesgue points are not known even for the interval [2]). On the
other hand, the so called Fekete points, i.e., those sets ξ maximizing the absolute value of the Vandermonde determinant
(w.r.t. any polynomial basis), possess Lebesgue constants growing at most as the dimension N of the polynomial space
Pn since ∥ℓi∥∞ = 1 by construction (but in practice can perform much better). They are analytically known only in few
cases: the interval (Legendre–Gauss–Lobatto points) where Λn = O(log n), the complex circle (equispaced points) where
again Λn = O(log n), and the cube (tensor-product of Legendre–Gauss–Lobatto points) for tensorial interpolation where
Λn = O(logd n); cf. [3,4].
Notice that, whereas the existence of Fekete points for a given compact set K is trivial, since det(Vn(ξ)) is a polynomial in
ξ ∈ KN , the problem is more subtle concerning Lebesgue points. Indeed, the Lebesgue constantΛn(ξ) is not continuous on
the whole KN , since the denominator of the Lagrange polynomials vanishes on a subset of KN which is an algebraic variety.
Nevertheless, ifK is polynomial determining, that is polynomials vanishing there vanish everywhere (this is true for example
whenever K has internal points), such is KN and thus there are points in KN where det(Vn(ξ)) does not vanish. The Lebesgue
constant is then positive, goes to infinity at the variety, and is continuous in the rest of KN . By a suitable redefinition on the
variety, the Lebesgue constant becomes lower-semicontinuous and thus has a global minimum on the compact KN , that is
taken at Lebesgue points (which, as Fekete points, are not unique, in general).
Computing Fekete and Lebesgue points requires solving a large-scale nonlinear optimization problem. Indeed, the
number of variables (that are the coordinates of the optimal points) is 2N , with N = dim(Pdn). In dimension d = 2, for
example,wedealwith 2×66 = 122 variables already at degreen = 10. In order to provide a cheapnumerical approximation
of Fekete points, recently Approximate Fekete Points and Discrete Leja Points have been introduced, cf. [5–7]. Though they are
not optimal, the absolute values of their Vandermonde determinants are significantly high and the computation requires
only basic linear algebra routines (QR and LU factorizations of Vandermonde matrices). Furthermore, they provide good
interpolation sets on rather general compact domains, and can be used, as is done in the present work, as starting guess for
more sophisticated optimization procedures.
The main purpose of this paper is to provide Fekete and Lebesgue points on three basic bidimensional compact sets, the
simplex, the square, and the disk, by solving numerically the corresponding large-scale nonlinear optimization problems up
to degreen = 18. Once suchpoints have been computed in one reference set, they can beused on any triangle, parallelogram,
and ellipse, by affine mapping. The results of our computational work reach and often improve those previously known. The
interpolation sets and theMatlab codes are available at the webpage [8]. The codes can be easily extended to other domains,
for instance simple polygons. In the case of the simplex, due to their relevance in developing spectral andhigh-ordermethods
for PDEswe have also computed interpolation sets that have an assigned distribution on the sides (Legendre–Gauss–Lobatto
side nodes), which appear to be better than those provided in [9,10]. Concerning the square, besides Fekete and Lebesgue
points, we have computed some new sets that generalize the Padua points [11] and improve their already good quality. Very
little seems to be known about Fekete and Lebesgue points for the disk (cf., e.g., [12]), and we hope that our computational
results could put some insight into this topic.
2. Computational aspects
For computing almost optimal points, the Matlab Optimization Toolbox (cf. [13]) is particularly appealing since we can
determine the desired point sets by methods that are considered state of the art. This numerical environment provides
three built-in routines,fmincon for constrainedminimization andfminsearch,fminunc for unconstrained optimization.
Their usage is straightforward, one has only to provide the target function F to minimize, and a good starting guess. Each
of these routines computes (approximately) the minimum of F . The optimization algorithms have default options to free
the user from the burden of deciding some specific parameters as the size of the derivatives, the number of iterations, . . . .
However, we experienced that these settings were not fully tailored to our purposes. For this reason, beyond MaxIter
and MatFunEvals that determine the maximum number of iterations and of function evaluations, after several trials and
numerical experiments, it has been important to put RelLineSrchBnd and DiffMaxChange equal to 10−3. With such
modifications, the methods that were erratic or too static achieved a better numerical behavior.
In the present context, for a given set of points ξ ⊂ K , we will consider as target functions the numerically evaluated
Lebesgue constant and the absolute value of the determinant of Vn(ξ), where the latter is the Vandermonde matrix of
degree n w.r.t. a certain polynomial basis. We point out that the sets that we obtain are not the true Fekete or Lebesgue
points, but that they share with them low Lebesgue constants and high (relative to the given polynomial basis) absolute
values of det(Vn(ξ)).
In order to compute the Lebesgue constant Λn(ξ) of a particular point set ξ = {ξi}, usually one fixes a fine reference
mesh X ⊂ K and evaluates the Lebesgue function
λn(x; ξ) =
N
i=1
|ℓi(x)|, x ∈ X . (5)
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If we define as target function
F1(ξ) = max
x∈X
λn(x; ξ) (6)
and make the assumption that
Λn(ξ) = max
x∈K
λn(x; ξ) ≈ max
x∈X
λn(x; ξ) = F1(ξ) (7)
the minimizers will compute sets with particularly low Lebesgue constant. In all our examples, we have chosen as
reference discretization X an admissible mesh of K with approximately 2502 = 62 500 points. Admissible meshes are
good discretizations of a compact set, in the sense that they determine the∞-norm of polynomials up to a constant, i.e.,
∥p∥K ≤ C∥p∥X for all polynomials of a certain degree. They have been introduced recently by Calvi and Levenberg in [14],
as a relevant tool for multivariate polynomial approximation. Admissible meshes for quadrangles, triangles and disks have
been studied in [15], where it has been shown that there exists Chebyshev-like tensorial meshes for these compacts with
approximately (µν)2 points, such that the inequality above is satisfied by all polynomials of degree not greater than ν
with C = 1/(cos 2µ)2. For µν = 250, we get for example that the discrepancy between the maximum absolute value
of a polynomial of degree ν = 50 on the mesh and that on the whole compact is about 10%. Estimation of continuous
functions that are not polynomials via admissible meshes, is more delicate and essentially related to the accuracy of their
best polynomial approximation. In practice, however, we have found that admissible meshes with a large number of points
provide very good estimates of the norms of projection operators on low degree polynomial subspaces, cf., e.g., [16]. Indeed,
by these meshes we have recovered up to the second significant figure the Lebesgue constants of all the best interpolation
sets known in the literature for the simplex and the square (see Section 3).
Concerning the computation of Fekete points, first of all we have to choose carefully awell-conditioned polynomial basis.
One of the obvious reasons for such a decision is that if at degree n the Vandermonde determinant is approximated as Inf
by the code, no more Fekete sets approximations can be computed. In the case of Fekete points, it is natural to consider as
target function
F2(ξ) = −| det(Vn(ξ))| (8)
(here the—sign depends from the fact that theMatlab optimization routines compute theminimum of a function). However,
it has been important to scale this value to avoid possible overflows, i.e., if the initial set of points ξ (0) is unisolvent, i.e.,
| det Vn(ξ (0))| > 0, we took as target function
F2(ξ) = −
 det(Vn(ξ))det(Vn(ξ (0)))
 . (9)
We observe that in most of the previous papers about this subject, the authors have defined tailored algorithms, usually
of unconstrained type. Since the domains K are bounded, it is not clear what to do when some points are not in K . In
our numerical experiments, we used both, constrained and unconstrained methods. If at the k-th iteration the minimizer
computed a set ξ (k) with some points not in K , we set the target function value equal to 1030 for the Lebesgue constant
case and to realmin for the absolute value of Vandermonde determinant, so that the minimizer changes suitably to other
directions. Observe also that, even though one can prove that there exists at least a point set with minimal Lebesgue
constant, the function that associates to a point set its Lebesgue constant has singularities, hence derivative-free methods
are preferable.
In the three domains that we have studied, we started from already good sets of points, in terms of Lebesgue constants
or absolute value of Vandermonde determinants. Then we applied some post-processing routine to get even better results.
Since the approximation of these initial sets varies from domain to domain, we describe separately the details of these
strategies for the simplex, the square, and the disk. All the experiments were made using Matlab 7.6 on a 2.13 GHz Intel
Core 2 Duo, with the release 4.0 of the Matlab Optimization Toolbox.
3. Application to some bivariate domains
3.1. Simplex
In the case of the simplex, several good point sets are already known. We mention among the recent ones, without any
sake of completeness, [10,17–20]. For a good description of what is available on the simplex, with a glimpse on spectral
element approximation, consider also [21,22], and references therein. Notice that in all those papers the reference triangle
may vary, but since there is an affine transformation between any two triangles, the points can be mapped preserving the
quality of the sets. We will work on the unit simplex, i.e., the triangle with vertices (0, 0), (1, 0) and (0, 1).
To our knowledge, the points with highest absolute value of the Vandermonde determinant were given in [10], while
those with the best Lebesgue constants were obtained in [9]. In both the papers, the authors describe some unconstrained
methods for computing the point sets, but the actual codes are not available to the users. Furthermore, the point sets are
mentioned only for certain degrees. One of our main concern is to provide sets for all the degrees up to 18 as well as the
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relative Matlab codes so that the reader can adapt these routines to more general domains or check how we obtained our
results. The codes and the sets ξ are available as Matlab files at [8].
At first,wehave tested all the ξ , noticing their goodbehavior for lowdegrees. The acronyms correspond to: [10] (TWV), [9]
(HEI—unsymmetric and HEI2—symmetric), [20] (WAR), [17] (BP), [18] (CB), [19] (HES), [5,6] (AFP and DLP). However, with
the exception of TWV, HEI and CB, their performance seems sooner or later to deteriorate when n is increased. We cannot
say much about what happens at higher degrees for CB, since the authors have determined point sets only up to n = 13.
Our intention was to compute new point sets trying to reach at least the results of TWV and HEI. These tests have been
made evaluating the Lebesgue constant, that is maximizing the Lebesgue function, on a reference mesh consisting of more
than 60000 points, and computing the Vandermonde matrix w.r.t. the orthonormal Dubiner basis [23,24]. Denoting by
Cm+1 = {zm+1j = cos((j− 1)π/m), j = 1, . . . ,m+ 1} (10)
the set of them+ 1 Chebyshev–Gauss–Lobatto points in [−1, 1], our reference mesh is a Chebyshev-like grid
X = σ (C250 × C250) (11)
σ being the (bilinear) Duffy transform from [−1, 1] × [−1, 1] to the simplex. This is an admissible mesh, as shown in [15]
(see the discussion in the previous section after formula (7)).
As is well-known in this context (cf., e.g., [9,10]), a good choice of the starting guess is crucial for the effectiveness of
the optimization process. We considered as initial set ξ (0) the Approximate Fekete Points of the simplex [5], since they are
easily at hand for any degree and possess already good Lebesgue constants and rather high absolute values of Vandermonde
determinants.
Since the evaluation of the target function F1(ξ) in (7) by the reference mesh (11) is still very costly, for the (quasi)-
Lebesgue points we have found useful the following approach. We fix a sequence of positive integers m0 < m1 < · · · <
mk = 250, and start the minimization process by evaluating the Lebesgue constant on a coarse mesh, namely Xm0 =
σ

Cm0 × Cm0

, with a fixed number of iterations, say 50.When the approximate solution is at hand, in amultigrid fashion,we
restart the process evaluating the Lebesgue constant on a finermesh, in our case Xmj withmj > mj−1, j = 0, . . . , k. After this
first stage, we restart the algorithm from the initialm0 and the point set, say ξ (1), just obtained, computing more stages. We
repeat the process until there is no reasonable reduction between two subsequent stages ξ (s), ξ (s+1). Concerning theMatlab
routines, we noticed the good performance of the active-set algorithm, that is called by fmincon when the preference
‘Algorithm’ is put as ‘active-set’ in the optimizer variable option. As for the post-processing, some improvements
have been obtained performing additional stageswith theMatlab built-in functionfminsearch. A less sophisticated restart
approach has been used also for computing the (quasi-)Fekete points by minimizing the target function F2(ξ) in (9). In both
cases, as one can expect, depending from the degree n the cputime ranges from some minutes to several hours.
We also observe that in the literature, e.g., in spectral element approximation (cf., e.g., [22]), it is often required that the
interpolation set has a fixed distribution on each side of the simplex (typically n + 1 Legendre–Gauss–Lobatto points, in
view of a conjecture of Bos concerning Fekete points [25]). Hence we have also optimized the target function only on the
(n− 1) (n− 2) variables corresponding to the (x, y) coordinates of the internal points, forcing the Legendre–Gauss–Lobatto
distribution on each side (see Fig. 1).
In Table 1 we compare the Lebesgue constants of all the best point sets known in the literature, with the new points we
have computed. We have termed FEK our (quasi)-Fekete points, LEB our (quasi)-Lebesgue points, and LEBGL (Lebesgue
Gauss–Lobatto) the (quasi)-Lebesgue points obtained forcing the Legendre–Gauss–Lobatto distribution along the sides.
Observe that LEB and LEBGL give the smallest Lebesgue constants, improving the best results known in the literature. We
think that the point set that we have computed for n = 15 could not be the actual minimum, though our methods are not
able to get better results. In Table 2 we compare the absolute values of the corresponding Vandermonde determinants and
in Table 3 the conditioning of the Vandermondematrix (in the orthonormal Dubiner basis). Concerning the points computed
in [9], only the unsymmetric HEI points are available, for n = 6, 9, 12. Finally, in Table 4 we display the Lebesgue constants
of our (quasi)-Lebesgue and (quasi)-Fekete points for the whole range of degrees n = 1, . . . , 18. Though full symmetry
is not imposed to the points (except for the sides), we guess that LEBGL points, which are available at [8] for all degrees
up to n = 18, could become useful in the framework of bidimensional spectral and high-order element methods for PDEs
discretized over triangulations.
3.2. Square
On the square [−1, 1]×[−1, 1], recently it has been discovered a family of interpolation sets that possess almost optimal
properties, the so called Padua points [11,26–28]. Denoting by Cn+1 the set of the n + 1 Chebyshev–Gauss–Lobatto points,
cf. (10), and defining
CEn+1 = {zn+1j ∈ Cn+1, j− 1 even}
COn+1 = {zn+1j ∈ Cn+1, j− 1 odd} (12)
then
Padn = (CEn+1 × COn+2) ∪ (COn+1 × CEn+2) ⊂ Cn+1 × Cn+2. (13)
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Fig. 1. Top: N = 66 (quasi-)Lebesgue points (◦) and (quasi-)Fekete points (+) for n = 10. Bottom: forcing the Legendre–Gauss–Lobatto distribution on
the sides.
Table 1
Lebesgue constants of interpolation sets in the simplex.
Deg 3 6 9 12 15 18
LEB 1.97 3.39 5.28 6.90 9.07 9.88
LEBGL 2.11 3.59 5.51 7.13 9.07 9.88
FEK 2.11 4.17 6.97 8.57 11.42 14.43
TWV 2.11 4.17 6.80 9.68 10.01 14.73
HEI – 3.67 5.58 7.12 8.41 10.08
HEI2 – 3.87 5.59 7.51 9.25 11.86
WAR 2.11 3.70 5.73 9.36 17.64 36.76
BP 2.11 3.87 7.39 17.78 49.59 156.16
CB 2.11 3.79 5.91 10.08 – –
HES 2.11 4.07 6.94 12.39 29.68 –
AFP 2.26 5.35 11.33 14.81 29.52 36.34
DLP 3.88 14.68 17.79 31.37 33.07 83.18
A first improvement is possible byusing the Jacobi–Gauss–Lobatto points (cf. [29]), andminimizing the Lebesgue constant
as a function of the parameters (α, β). Denoting the set of the n+1 Jacobi–Gauss–Lobatto points in [−1, 1]with parameters
(α, β) by
Jα,βn+1 = {zn+1,α,βj , j = 1, . . . , n+ 1} (14)
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Table 2
Absolute values of Vandermonde determinants of interpolation sets in the simplex (w.r.t. the orthonormal Dubiner basis).
Deg 3 6 9 12 15 18
LEB 2.00e08 3.73e28 2.76e62 3.42e111 1.88e182 1.44e268
LEBGL 3.45e08 1.87e29 2.23e64 1.69e115 1.89e182 1.44e268
FEK 3.45e08 2.29e29 3.79e64 7.22e115 9.66e183 4.10e269
TWV 3.44e08 2.29e29 2.40e64 6.15e115 4.60e183 1.04e269
HEI – 1.84e29 1.43e64 2.59e115 – –
WAR 3.44e08 2.14e29 1.84e64 2.28e114 1.54e180 3.30e262
BP 3.45e08 2.00e29 8.72e63 1.27e113 1.23e177 9.76e255
CB 3.45e08 2.21e29 1.93e64 1.84e114 – –
HES 3.27e08 1.72e29 9.73e63 6.70e113 2.08e179 –
AFP 3.01e08 1.00e29 5.17e63 1.91e114 1.72e181 1.18e265
DLP 1.04e08 1.39e28 8.29e61 9.77e110 6.16e176 6.16e259
Table 3
Conditioning of the Vandermonde matrices of interpolation sets in the simplex (w.r.t. the orthonormal Dubiner basis).
Deg 3 6 9 12 15 18
LEB 1.95e01 6.10e01 1.39e02 1.73e02 3.73e02 5.05e02
LEBGL 2.04e01 6.80e01 1.36e02 2.44e02 3.63e02 4.90e02
FEK 2.04e01 7.00e01 1.55e02 2.40e02 3.52e02 4.65e02
TWV 1.44e01 7.01e01 1.41e02 2.35e02 3.28e02 4.24e02
HEI – 7.40e01 1.45e02 2.46e02 – –
WAR 2.04e01 5.92e01 1.38e02 1.97e02 3.92e02 1.15e03
BP 2.04e01 7.10e01 1.46e02 2.24e02 6.35e02 1.85e03
CB 2.03e01 6.93e01 1.43e02 2.32e02 – –
HES 2.08e01 7.01e01 1.45e02 3.63e02 1.38e03 –
AFP 2.17e01 7.23e01 1.48e02 2.77e02 4.71e02 7.40e02
DLP 2.66e01 8.47e01 1.68e02 4.50e02 6.07e02 7.86e02
Table 4
Lebesgue constants of (quasi)-Lebesgue in the simplex.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
LEB 1.00 1.49 1.97 2.42 2.90 3.39 3.94 4.55 5.28 5.63 6.45 6.90 7.59 8.31 9.07 8.58 9.12 9.88
LEBGL 1.00 1.67 2.11 2.59 3.08 3.59 4.14 5.21 5.51 5.93 6.56 7.13 7.74 8.31 9.07 8.58 9.12 9.88
and defining
Jα,β,En+1 = {zn+1,α,βj , j− 1 even}
Jα,β,On+1 = {zn+1,α,βj , j− 1 odd} (15)
then we can define the ‘‘Padua–Jacobi points’’
Pad(α,β)n = (Jα,β,En+1 × Jα,β,On+2 ) ∪ (Jα,β,En+1 × Jα,β,On+2 ) ⊂ Jα,βn+1 × Jα,βn+2 (16)
(clearly Padn = Pad(−1/2,−1/2)n ), and compute the parameters which minimize the Lebesgue constant, with the constraint
α, β > −1, by the Matlab routine fmincon. Such optimal parameters, which turn out to be negative, are reported in
Table 5 (rounded to three significant figures). Notice that for n = 1, 3 and for all even n ≥ 6 they seem to correspond
to Gegenbauer-Gauss–Lobatto points (α = β). The results for the corresponding interpolation sets are reported as PdJ in
Tables 6 and 7.
Moreover, using the Padua points as starting guess and following the same procedure used for the unit simplex, we have
obtained (quasi)-Fekete points FEK and (quasi)-Lebesgue points LEB (for the Vandermonde matrices we used the product
Chebyshev polynomial basis [24]), up to degree n = 20 (see Fig. 2); codes and point sets are available at [8]. The reference
mesh to evaluate the Lebesgue constant is the product Chebyshev–Lobatto grid X = C250×C250, which is an admissiblemesh
for the square (cf. [15]). From the Tables one immediately notices that for n ≥ 11 the (quasi-)optimal results so obtained
are almost indistinguishable from those of PdJ, confirming the very good quality of these Padua-type sets. The numerical
results suggest to deepen the theoretical study of the Padua–Jacobi interpolation sets.
3.3. Disk
The last domain we consider is the unit disk K with center in the origin and radius equal to 1. We started the numerical
optimization process from the Approximate Fekete points of the disk (cf. [5]) and then we applied the process previously
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Fig. 2. N = 66 (quasi-)Lebesgue points (◦), (quasi)-Fekete points (+), and (near-)optimal Padua–Jacobi points (×), for n = 10.
Table 5
Values of the parameters that minimize the Lebesgue constant of the Padua–Jacobi points (16), rounded to three significant figures.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
−α 0.359 · 10−3 0.352 0.614 0.868 0.999 0.956 0.966 0.977 0.958 0.907 0.872 0.855 0.832 0.806 0.775 0.770 0.766 0.741 0.707 0.732
−β 0.359 · 10−3 0.999 0.614 0.999 0.982 0.956 0.999 0.977 0.940 0.907 0.883 0.855 0.821 0.806 0.779 0.770 0.761 0.741 0.712 0.732
Table 6
Lebesgue constants of some interpolation sets in the square.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
FEK 2.00 2.93 3.72 4.00 4.73 6.07 5.48 5.96 6.21 6.65 6.88 7.37 7.55 7.95 8.05 8.33 8.43 8.68 8.84 8.99
LEB 2.00 2.39 2.73 3.24 3.59 4.00 4.34 4.90 5.18 5.32 6.18 6.44 6.70 6.91 7.11 7.35 7.58 7.76 7.89 8.14
PdJ 2.00 2.65 3.71 3.74 4.14 4.58 4.94 5.30 5.60 5.92 6.19 6.45 6.70 6.93 7.16 7.36 7.58 7.76 7.99 8.14
Pd 2.00 3.00 3.78 4.41 4.95 5.42 5.84 6.21 6.66 6.88 7.17 7.45 7.71 7.95 8.19 8.41 8.62 8.82 9.01 9.20
Table 7
Absolute values of Vandermonde determinants of some interpolation sets in the square (w.r.t. the product Chebyshev basis).
Deg 3 6 9 12 15 18
FEK 6.27e03 9.23e14 2.38e35 9.46e66 2.95e110 5.92e166
PdJ 3.83e03 2.52e14 7.94e34 3.33e66 1.33e110 5.84e166
Pd 3.89e03 3.96e14 1.69e35 6.67e66 2.39e110 4.78e166
discussed to obtain (quasi)-Fekete and (quasi)-Lebesgue points. The Vandermondematrices correspond to the Koornwinder
type II polynomial basis [30]. To evaluate the Lebesgue constant we adopted the symmetric Chebyshev polar grid X =
{(ρh cos θk, ρh sin θk)}, where {ρh} = C250 (cf. (10)), and {θk} are 250 equally spaced angles in [0, π], which is an admissible
mesh for the disk, as it has been shown in [15]. We have been able to obtain reasonable results only up to degree n = 16,
beyond the point sets deteriorate showing too large Lebesgue constants. The numerical results are shown in Table 8.
Very little seems to be known in the literature about Fekete and Lebesgue points of the disk (cf., e.g., [12]), even though
some symmetry is expected due to the complete symmetry of the domain. In our computational results, some patterns
seem to arise, at least in the considered degree range. The points appear to lie approximately on concentric circles (with
radii distributed approximately as positive Legendre–Gauss–Lobatto points, see Fig. 3), and to be equispaced there in the
angles, forming (suitably rotated) regular polygons. Moreover, there are 2n+ 1 points on (or very close to) the boundary of
the disk, for n even the center is an interpolation point and 5 points lie on the most internal circle, whereas for n odd the
center is not an interpolation point and 3 points lie on themost internal circle. The cardinality distribution on the concentric
circles for n even follows initially the progression 1, 5, 9, 13, . . . , i.e., 4k+1, k = 0, . . . , n/2, but this breaks down at degree
n = 10 for the (quasi)-Fekete points and n = 12 for the (quasi)-Lebesgue points. The situation is even more complicated
with odd degrees. Such distributions up to degree n = 13 are listed in Tables 9 and 10 (beyond degree 13 it becomes hard
to approximately locate on circles the points near the boundary). Much further computational and theoretical study will be
needed to understand the actual distribution of the circles radii, of the number of points on the circles, and of the rotations
of the regular polygons. As with the other domains, the Matlab codes and the point sets are available at [8].
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Fig. 3. N = 66 (quasi-)Lebesgue points (◦) and (quasi-)Fekete points (+) forn = 10; the radii of the circles correspond to positive Legendre–Gauss–Lobatto
points.
Table 8
Lebesgue constants of (quasi)-Fekete and (quasi)-Lebesgue points in the unit disk.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
FEK 1.67 1.99 2.63 3.19 3.95 4.38 5.58 6.45 7.02 7.84 8.92 14.85 17.02 18.51 21.44 28.91
LEB 1.67 1.99 2.47 2.97 3.50 4.30 5.08 5.43 6.73 7.62 8.48 9.65 11.98 12.39 14.13 17.44
Table 9
Cardinality distribution (number of vertices of the regular polygons) on concentric circles of (quasi-)Fekete
points in the unit disk.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13
3 1 3 1 3 1 3 1 3 1 3 1 3
5 7 5 7 5 7 5 7 5 7 5 7
9 11 9 11 9 13 9 11 11 13
13 15 13 13 15 17 12 15
17 19 15 17 18 19
21 23 19 21
25 27
N 3 6 10 15 21 28 36 45 55 66 78 91 105
Table 10
Cardinality distribution (number of vertices of the regular polygons) on concentric circles of (quasi-)Lebesgue
points in the unit disk.
Deg 1 2 3 4 5 6 7 8 9 10 11 12 13
3 1 3 1 3 1 3 1 3 1 3 1 3
5 7 5 7 5 8 5 8 5 7 5 7
9 11 9 10 9 12 9 11 9 15
13 15 13 13 13 17 13 17
17 19 17 17 19 18
21 23 19 18
25 27
N 3 6 10 15 21 28 36 45 55 66 78 91 105
4. Conclusions
We have computed, by the Matlab Optimization Toolbox, Fekete and Lebesgue points for polynomial interpolation
on three basic bidimensional compacts: the simplex, the square, and the disk. These point sets can be affinely mapped
on any triangle, parallelogram, and ellipse, respectively, and give for almost all degrees the best results known so
far in terms of Lebesgue constant. For the simplex we have also computed constrained Lebesgue points, forcing the
Legendre–Gauss–Lobatto distribution on the sides, in view of applications to spectral and high-order methods. Such
constrained Lebesgue points show a near-optimal behavior. Moreover, for the square we have also experimented a new
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Fig. 4. Lebesgue constants of (quasi)-Lebesgue points of the simplex (△), square () and disk (◦).
family of points, the ‘‘Padua–Jacobi’’ points, constructed as the Padua points [26], but on Jacobi–Gauss–Lobatto grids,
minimizing the Lebesgue constant w.r.t. the parameters (α, β). The resulting Padua–Jacobi point sets turn out to be
near-optimal and deserve further study.
In Fig. 4 we have plotted the Lebesgue constants of our (quasi)-Fekete points for the degree ranges available. It turns
out that the Lebesgue constant is substantially linear for the simplex (as already observed in all previous computational
studies), whereas it is sublinear for the square: indeed, it is smaller than the Lebesgue constant of the Padua points, that is
theoretically known to be O(log2 n), cf. [26]. On the other hand, the growth appears superlinear for the disk, whereas there
is a lower bound of order
√
n, cf. [31]. Though the results for the disk seem still to be far from optimality, especially at the
highest degrees, some geometric patterns arise that deserve further consideration.
All the numerical codes and the point sets are available at the web site [8].
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