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DEFORMATIONS OF UNITARY HOWE DUAL PAIRS
DAN CIUBOTARU, HENDRIK DE BIE, MARCELO DE MARTINO, AND ROY OSTE
Abstract. We study the deformation of the Howe dual pairs (U(n), u(1, 1))
and (U(n), u(2|1)) to the context of a rational Cherednik algebra H1,c(G,E)
associated with a real reflection group G acting on a real vector space E of
even dimension. For the case where E is two-dimensional and G is a dihedral
group, we provide complete descriptions for the deformed pair and the relevant
joint-decomposition of the standard module or its tensor product with a spinor
space.
1. Introduction
The topic of Howe dual pairs has been a very fruitful area of research with origin
in invariant theory [17] and that has found several applications to automorphic
forms [14, 18] and the representation theories of real, complex and p-adic reductive
groups [18, 19, 22, 25, 28]. In particular, it has been an important tool in the study
of unitary representations of reductive groups in such pairs [1, 24]. In broad terms,
Howe duality relates the representations of a pair (G,G′) of mutually centralising
subgroups of a symplectic group. For the purpose of the present work, consider the
case of a classical complex Lie group G and let g′ = Lie(G′) be the subalgebra of the
Weyl algebra that generates the algebra of G-invariants. The Weyl algebra acts on
the space of polynomial functions on a complex vector space given as a finite direct
sum of copies of the fundamental representation of G or its dual (or more generally,
the appropriate Weyl-Clifford algebra and the space of polynomial-spinors). The
relationship between the representation theory of each member of the pair (G, g′) is
manifest in terms of the multiplicity-free joint-decomposition of the relevant space
of polynomials (or polynomial-spinors).
In the present paper, we are interested in studying the deformations of Howe dual
pairs by replacing the relevant Weyl algebra W and its action on the polynomial
module via partial differential operators by the action via Dunkl operators inside
a rational Cherednik algebra (in the t = 1 case) Hc(G,E). The latter algebra
is associated with the pair (G,E), where G is a real reflection group acting on
the Euclidean space E, and to c, a G-conjugation invariant parameter on the set of
reflections of G. Through its action on E, the group G can be identified with a finite
subgroup of a classical Lie group G. The algebras Hc(G,E) arise as deformations
of the smash-product algebra W ⋊ C[G], in the sense that when c = 0 we obtain
H0(G,E) =W ⋊C[G].
In general, among the challenges faced when considering a Howe dual pair (G, g′)
in the rational Cherednik context is the fact that the space of Dunkl-operators is not
invariant under the action of the classical group G, but rather it is invariant under
the finite subgroup G of G that is part of the data defining Hc(G,E). The natural
replacement for the dual partner G in this context is the algebra that centralizes
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the Cherednik version of the algebra g′. Given a classical dual pair (G, g′), let A
denote the algebra obtained by replacing the relevant Weyl algebraW by a rational
Cherednik algebra Hc(G,E), i.e., A = Hc(G,E) or A = Hc(G,E) ⊗ C where C is
the Clifford algebra defined by EC and an appropriate bilinear form. The main
steps to be considered in the rational Cherednik context are:
(1) Find a family {g′c} of realisations of the algebra g
′ as subalgebras ofA = Ac,
varying with the parameter c.
(2) Determine the subalgebra CentA(g
′
c) of A that centralizes g
′
c.
(3) Describe the joint-decomposition (CentA(g
′
c), g
′
c) of the relevant space of
polynomials or polynomial-spinors, for suitable choices of the parameter c.
A satisfactory answer to (1) is not possible for any given Howe dual pair (G, g′),
but examples of favorable situations were considered before in [2, 6, 7, 8, 26]. The
present work is concerned with more examples of such dual pairs. Specifically,
from the general scheme for Howe dual pairs over the complex numbers, introduced
and described in [17], one knows the existence of the pairs (GL(n,C), gl(2,C)) and
(GL(n,C), gl(2|1,C)) inside the algebras sp(4n,C) and spo(4n|2n,C), respectively.
We refer also to [5, Section 5.2] for a more explicit account on the second pair in the
context of Lie superalgebras. Versions for the theory of dual pairs inside the sym-
plectic algebra for general local fields (outside characteristic 2) other than the com-
plex numbers were explored in [18, 19] and we find the real-form (U(n), u(1, 1)) of
the pair (GL(n,C), gl(2,C)) in the family of dual pairs listed in [19, (5.2)(iii)]. The
real form (U(n), u(2|1)) of the dual pair (GL(n,C), gl(2|1,C)) inside the symplectic-
orthogonal algebra was described in detail in [3], together with the decomposition
of the space of polynomial-spinors for the joint action of this pair. For real forms
of Lie superalgebras we refer to [20, Section 5.3], and [27].
Here, we study the deformations of the pairs (U(n), u(1, 1)) and (U(n), u(2|1))
to a rational Cherednik context. More specifically, for these pairs, we show in
Theorems 3.2 and 5.3, below, that (1) is fulfilled. We give partial answers to the
desiderata (2) and (3) for general reflection groups G in Sections 3 and 5. One of
the main obstacles in finding the concrete centralizers and decompositions in (2)
and (3) is the explicit calculation of the eigenvalues of the central element of u(1, 1);
this turns out to be a difficult problem in general. In the case when G is a dihedral
group acting on a two-dimensional Euclidean space, we give complete answers in
Sections 4 and 6.
Another way to view the pair (U(n), u(1, 1)) is as part of a seesaw dual reductive
pair [23] with a real form of the pair (O(2n,C), sl(2,C)). In the differential operator
realisation, when acting on the space of polynomials, the lowest weight vectors for
the sl(2)-action are the (spherical) harmonics. For a fixed homogeneous degree, the
harmonics form an irreducible representation for the orthogonal group. In the non-
deformed case, the pair (U(n), u(1, 1)) gives a finer decomposition of the harmonics
into degrees homogeneous both for a set of complex variables and for the set of
complex conjugate variables. This refinement was used in one of Koornwinder’s
proofs for the addition formula for Jacobi polynomials [21]. In the deformed setting,
we show that the refinement still holds, but the interpretation in terms of degrees
for complex variables and their conjugates is lost. The deformed harmonics for
the dihedral case are described in Theorem 4.3, and in Remark 4.4 we discuss the
relation with the harmonics determined by Dunkl [9] for the standard polynomial
case.
2. Preliminaries
Throughout, the standard notations [·, ·] for commutator, and {·, ·} for anti-
commutator will be used. Consider a real Euclidean vector space E ∼= RN with a
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positive definite symmetric bilinear form B. Denote the natural pairing between E
and its dual space E∗ by 〈·, ·〉 : E∗×E → R. The C-bilinear extension E∗
C
×EC → C
will also be denoted by 〈·, ·〉.
For G a finite reflection group acting on E, we denote by S the set of reflections
of G. The action of G on E is naturally extended to E∗ as the contragradient
action and in turn also to EC and E
∗
C
, and to the tensor algebra T (EC ⊕ E∗C). We
denote by g ·X the action of g ∈ G on X ∈ T (EC⊕E∗C). In the semidirect product
T (EC ⊕ E∗C)⋊C[G] with respect to this action, we then have gX = (g ·X)g.
Given s ∈ S, fix αs (resp. as) to be a −1 eigenvector for s acting on E (resp. E∗).
Let c be a map from S to a family of variables indexed by the orbits S/G under
the action of G via conjugation, such that the elements of an orbit are mapped to
the same variable.
The rational Cherednik algebra Hc(G,E) is the quotient of T (EC ⊕ E∗C)⋊C[G]
by the relations
(1) [ξ, η] = 0 for ξ, η ∈ E, [x, y] = 0 for x, y ∈ E∗;
(2) [ξ, x] = 〈x, ξ〉 − 2
∑
s∈S
〈x, αs〉〈as, ξ〉
〈as, αs〉
c(s)s.
As a vector space, this algebra satisfies the PBW property and its triangular de-
composition leads to the notion of category O. We refer the reader to [15] for the
details on this theory.
2.1. Complexification and involutions. The Euclidean structure B on E gives
rise to two non-degenerate pairings on EC, a bilinear and a Hermitian one. We
denote by BC : EC × EC → C the bilinear extension of B and by (·, ·) the Her-
mitian one (which we agree to be linear on the first variable). We thus get two
identifications ⊤, ∗ : EC → E∗C defined via
〈ξ∗, η〉 = (η, ξ), 〈ξ⊤, η〉 = BC(η, ξ),
for all ξ, η ∈ EC. Note that ⊤ is a linear isomorphism while ∗ is conjugate-linear.
We let also θ : EC → EC be the complex-conjugation automorphism that maps
ξ ⊗ λ ∈ EC = E ⊗R C to θ(ξ ⊗ λ) = ξ ⊗ λ. We naturally extend ⊤, ∗ and θ to
involutions on EC ⊕ E
∗
C
, from which we get ∗ = θ ◦ ⊤ = ⊤ ◦ θ. Note also that we
have
(ξ, η) = BC(ξ, θ(η)),
for all ξ, η ∈ EC. We may extend these involutions to involutions or anti-involutions
on any associative algebra generated by EC.
2.2. Standard modules and unitarity. For an irreducible C[G]-module τ with
space V (τ), we denote by Mc(τ) = Hc(G,E) ⊗G⋉C[E] V (τ) = C[E] ⊗ V (τ) the
standard module of Hc(G,E) where E acts by zero on V (τ). When τ is the triv-
ial module, Mc(τ) corresponds to the space of polynomials C[E] = C[x1, . . . , xN ]
(where x1, . . . , xN is a basis of E
∗). In this case, an explicit (faithful [11]) realisa-
tion of Hc(G,E) is given by means of Dunkl operators [9] (for the elements of E)
and coordinate variables (for E∗).
Define Ck to be the space of complex-valued polynomials that are homogeneous
of degree k and put Mc(τ)k = Ck ⊗ V (τ). We shall refer to the subspace Mc(τ)k
as the degree-k part of Mc(τ).
Recall that the involution ∗ of EC ⊕ E∗C described in the previous section yields
natural isomorphisms between the polynomial modules C[E] =Mc(triv) and C[E
∗]
and, moreover, it is easy to show that, for all reflections s of G, we have ∗−1◦s◦∗ = s
inside End(Mc(triv)). We thus extend the involution ∗ of EC ⊕E∗C to a conjugate-
linear anti-involution on Hc(G,E), by letting s
∗ = s. Note that if {ξ1, . . . , ξN} ⊂ E
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and {x1, . . . , xN} ⊂ E∗ are orthonormal bases that are in duality, we have ξ∗j = xj
and x∗j = ξj , for all 1 ≤ j ≤ N . Similarly, we extend θ to a conjugate-linear
involution of Hc(G,E) by letting θ(s) = s.
Consider also the contravariant Hermitian structure βc,τ (·, ·) on Mc(τ) that re-
stricts to a G-invariant inner product on Mc(τ)0 = V (τ) (see [10, Section 2.4]).
This form satisfies the contravariance property βc,τ (h(p), q) = βc,τ (p, h
∗(q)), for
all h ∈ Hc(G,E) and p, q ∈ Mc(τ). For real-valued parameters c sufficiently close
to c = 0 (see [6, Lemma 2.2] and the references therein), the Hermitian structure
βc,τ (·, ·) is in fact positive-definite and Mc(τ) is a ∗-unitarisable Hc(G,E)-module.
2.3. A realisation of su(1, 1). For completeness, we first state the following prop-
erties.
Lemma 2.1. Let ξ1, . . . , ξN be an orthonormal basis for E and x1, . . . , xN a dual
basis of E∗ such that 〈xj , ξk〉 = δjk. In Hc(G,E), the following relations hold
(3)
[
1
2
N∑
k=1
ξ2k, xj
]
= ξj ,
[
1
2
N∑
k=1
x2k, ξj
]
= −xj .
As a consequence of the preceding relations and the commutativity (1), we also have
(4) [ξj , xk] = [ξk, xj ] ,
and for all ξ ∈ E∗ and x ∈ E:
(5)
[
1
2
N∑
k=1
{ξk, xk}, ξ
]
= −ξ ,
[
1
2
N∑
k=1
{ξk, xk}, x
]
= x .
Proof. For relations (3) see for instance [16, 12, 15]. Using (3) and (1), we find
[ξk, xj ] =
[[
1
2
N∑
l=1
ξ2l , xk
]
, xj
]
=
[[
1
2
N∑
l=1
ξ2l , xj
]
, xk
]
= [ξj , xk] ,
and
2ξj =
N∑
k=1
[
ξ2k, xj
]
=
N∑
k=1
{ξk, [ξk, xj ]} =
N∑
k=1
{ξk, [ξj , xk]} =
N∑
k=1
[ξj , {ξk, xk}] ,
−2xj =
N∑
i=1
[
x2k, ξj
]
=
N∑
k=1
{xk, [xk, ξj ]} =
N∑
k=1
{xk, [xj , ξk]} =
N∑
k=1
[xj , {xk, ξk}] . 
Proposition 2.2. In Hc(G,E) we have a realisation of the real form su(1, 1) of
the Lie algebra sl(2,C), generated by
E+ =
1
2
N∑
j=1
x2j , E− = −
1
2
N∑
j=1
ξ2j , H =
N∑
j=1
xjξj +
N
2
−
∑
s∈S
c(s)s,
with the following commutation relations
[H,E±] = ±2E±, [E+, E−] = H.
In terms of the ∗-operation of Section 2.2, we have E∗± = −E∓ and H
∗ = H.
Proof. The realisation of su(1, 1) ∼= sl(2,R) is well-known (see [16]) and follows
from Lemma 2.1, since by means of (2), we obtain the expression for H as follows
(6)
1
2
N∑
j=1
{ξj, xj} =
1
2
N∑
j=1
(2xjξj + [ξj , xj ]) =
N∑
j=1
xjξj +
N
2
−
∑
s∈S
c(s)s.
The identities E∗± = −E∓ and H
∗ = H are straight-forward, using ξ∗j = xj , x
∗
j =
ξj , for all 1 ≤ j ≤ N and s∗ = s for all reflections of G. 
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Whenever the parameter c is real-valued and close enough to c = 0 (as recalled in
Section 2.2), the standard module Mc(τ) decomposes as a direct sum of irreducible
representations of su(1, 1). LetNc(τ) denote the scalar by which the central element
(7) σ =
∑
s
c(s)s
of C[G] acts on V (τ). Note that H acts on the degree-k part Mc(τ)k by the scalar
(k+ N2 −Nc(τ)) times the identity. We let Hc(τ)k ⊆Mc(τ)k be the intersection of
Mc(τ)k with the kernel of E−. Let U ⊂ Hc(G,E) denote the centralizer algebra of
the su(1, 1)-subalgebra introduced above. It is known (see [6]) that this algebra is
the associative subalgebra of Hc(G,E), generated by G and the elements
(8) Xxξ = xξ − (xξ)
∗,
with x ∈ E∗, ξ ∈ E. A precise description of the relations of this non-homogeneous
quadratic algebra was obtained in [13], and in [7] for a more general framework.
For real-valued parameters c as above, it is known that we have a (U , su(1, 1))-
decomposition (see [6] and also [2]) of the standard module
(9) Mc(τ) =
⊕
k∈Z≥0
Hc(τ)k ⊗ Lsu(1,1)(k +
N
2 −Nc(τ)),
where L
su(1,1)(µ) denotes the infinite-dimensional irreducible unitary lowest-weight
module for su(1, 1) with lowest weight µ ∈ R.
2.4. Complex structure. We will give a brief overview of the concept of a complex
structure and the notations used in this paper. For a more detailed exposition of this
complex structure in the non-deformed setting, see for instance [3] and references
therein.
Let E be even-dimensional, with dimR(E) = 2n. A complex structure compat-
ible with the Euclidean structure on E is an element J ∈ SO(E,R) ∼= SO(2n,R)
satisfying JT = −J , hence J2 = −1E . For a given J , we can choose a basis for E
orthonormal with respect to (·, ·), such that the action of J on E is given by
J =
(
0n In
−In 0n
)
.
We denote this basis by {ξj}
2n
j=1, and moreover let ηj := ξn+j for j ∈ {1, . . . , n}. A
dual basis of coordinate functions will be denoted by {xj}2nj=1, with yj := xn+j for
j ∈ {1, . . . , n}. We have
J · ξj = −ηj , J · ηj = ξj , J · xj = −yj , J · yj = xj .
Remark 2.3. The complex structure J does not in general form an automorphism
of the rational Cherednik algebra Hc(G,E), compatible with the commutation re-
lations (2). This is only the case when, on the one hand, the group G, viewed,
through its action on E, as a subgroup of the orthogonal group O(E,R) associated
with (·, ·) on E, is preserved under conjugation with J . (Alternatively, this is the
case when J preserves the root system associated with G.) On the other hand, for
the parameter map c, the variables indexed by the orbits S/G have to be equal when
two orbits are related via conjugation with J .
For the results in the current paper, compatibility of J and Hc(G,E) is in fact not
required. When doing explicit computations, as in Sections 4 and 6, it is convenient
to choose J and the action of G on E such that their interaction is somewhat nice.
Via the complex structure J , we will make two identifications of E ∼= R2n with Cn
by using the first n coordinates of E as real parts and the last n as imaginary parts.
Let i denote the imaginary unit. For j = 1, . . . , n, we define zj := xj+i yj and z¯j :=
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xj− i yj. Similarly, define ζj :=
1
2 (ξj− i ηj) and ζ¯j :=
1
2 (ξj+ i ηj). Classically, when
all cs = 0, ζj and ζ¯j correspond to the Wirtinger derivatives ∂zj = (∂xj − i∂yj)/2
and ∂z¯j = (∂xj + i∂yj)/2. The complex variables are eigenvectors for the action of
the complexification JC of J :
JC(ζj) = −i ζj, JC(ζ¯j) = i ζ¯j , JC(zj) = i zj, JC(z¯j) = −i z¯j .
Note that the complex-conjugation involution θ of E∗
C
⊕EC (see 2.1) satisfies θ(zj) =
z¯j , θ(ζj) = ζ¯j , for all 1 ≤ j ≤ n.
In terms of J , by means of the projection operators π± = (1 ± iJC)/2, we have
W± = π±(EC), which gives a direct sum decomposition of the complexified space
EC = W
+⊕W−. We note that W± ⊂ EC is the (∓i)-eigenspace of JC. Each of the
subspaces W± is isomorphic to E and to Cn, and they are mapped to each other
by complex conjugation. There are two Hermitian metrics h± on E given by
h±(·, ·) =
1
2
B(·, ·) ±
i
2
B(J ·, ·).
They are such that the identifications of E with W± via π± are isometric in the
sense that (π±(ξ), π±(η)) = BC(π
±(ξ), π∓(η)) = h±(ξ, η), for all ξ, η ∈ E.
Every complex valued polynomial in the variables x1, . . . , xn, y1, . . . , yn may also
be written as a polynomial in the variables z1, . . . , zn, z¯1, . . . , z¯n. On the space
of polynomials C[E] there is an action of the unitary group U(n) that leaves the
Hermitian metrics (·, ·) invariant.
The unitary group U(n) is realised inside O(2n,R) by matrices of the form
A =
(
B −C
C B
)
with BTB + CTC = In and B
TC − CTB = 0n
where B,C are real n × n matrices. These are precisely the orthogonal matrices
that commute with the complex structure J . There are two isomorphisms with
U(n) as n× n matrix group, given by
A =
(
B −C
C B
)
↔ B + iC ∈ U(n), and A =
(
B −C
C B
)
↔ B − iC ∈ U(n),
corresponding to the actions of A on the coordinates z1, . . . , zn and z¯1, . . . , z¯n re-
spectively. Hence, if A ∈ U(n) acts on (z1, . . . , zn)T through matrix multiplication,
its action on (z¯1, . . . , z¯n)
T is given through multiplication by the conjugate trans-
pose or Hermitian conjugate A∗.
3. Scalar unitary duality
3.1. A realisation of u(1, 1). Recall that E is assumed to be even-dimensional,
with dimR(E) = 2n. We first consider the following lemma on the adjoint action
of su(1, 1), generated by H and E±, on Hc(G,E).
Lemma 3.1. For j ∈ {1, . . . , n}, we have
(10)
[E+, 2ζj] = −z¯j, [E−, zj ] = −2ζ¯j, [H, zj ] = zj , [H, ζj ] = −ζj ,
[E+, 2ζ¯j] = −zj, [E−, z¯j ] = −2ζj, [H, z¯j ] = z¯j , [H, ζ¯j ] = −ζ¯j .
Proof. These follow immediately from relations (3) and (5). 
Theorem 3.2. In Hc(G,E) we have a realisation of the real form u(1, 1) of the
Lie algebra gl(2,C), generated by
E+ =
1
2
n∑
j=1
zj z¯j =
1
2
n∑
j=1
(x2j + y
2
j ),
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E− = −2
n∑
j=1
ζj ζ¯j = −
1
2
n∑
j=1
(ξ2j + η
2
j ),
H =
n∑
j=1
(zjζj + z¯j ζ¯j) + n−
∑
s∈S
c(s)s =
n∑
j=1
(xjξj + yjηj) + n−
∑
s∈S
c(s)s
Z0 =
n∑
j=1
(z¯j ζ¯j − zjζj) = i
n∑
j=1
(xjηj − yjξj),
where Z0 is central, and we have the following commutation relations
[H,E±] = ±2E±, [E+, E−] = H.
The su(1, 1) subalgebra is generated by H,E+, E−. In terms of the ∗-operation of
Section 2.2, we have E∗± = −E∓, H
∗ = H and Z∗0 = Z0.
Proof. See Proposition 2.2 and the definitions in the previous section. The fact
that Z0 is central follows by means of Lemma 3.1. 
Remark 3.3. One can easily show that the su(1, 1) algebra generated by H,E± is
independent of the choice of orthonormal basis made. On the other hand, the central
element Z0 is only invariant under basis transformation by elements of U(n), as
described in Section 2.4.
Classically, when c = 0, the linear combinations
Hz = (H − Z0)/2, and Hz¯ = (H + Z0)/2
measure, respectively, the holomorphic and anti-holomorphic degree of a mono-
mial, so that Z0 induces an operator on the polynomial module that measures the
difference between the holomorphic and antiholomorphic degrees.
Remark 3.4. There is some freedom involved in the definition of the central el-
ement of u(1, 1) as for every ǫ ∈ R, the linear combination Z˜0 = Z0 + ǫσ (with
σ as in (7)) also commutes with the triple {H,E+, E−}, satisfies Z˜∗0 = Z˜0, and,
when c = 0, also restricts to the operator that measures the difference between
holomorphic and antiholomorphic degrees.
We conclude this section with some properties we will use later on.
Lemma 3.5. In Hc(G,E) , for j, k ∈ {1, . . . , n},
[ζ¯j , zk] = [ζ¯k, zj], [ζj , z¯k] = [ζk, z¯j ], [ζj , zk] = [ζ¯k, z¯j ].
Proof. As a consequence of relation (4) of Lemma 2.1, we have for j, k ∈ {1, . . . , n}:
(11) [ξj , xk] = [ξk, xj ], [ξj , yk] = [ηk, xj ], [ηj , yk] = [ηk, yj ].
The stated results follow after applying these relations (11) to
[2ζ¯j , zk] = [ξj + i ηj, xk + i yk] = [ξj , xk]− [ηj , yk] + i([ξj , yk] + [ξk, yj]),
[2ζj , z¯k] = [ξj − i ηj, xk − i yk] = [ξj , xk]− [ηj , yk]− i([ξj , yk] + [ξk, yj]),
[2ζj , zk] = [ξj − i ηj, xk + i yk] = [ξj , xk] + [ηj , yk] + i([ξj , yk]− [ξk, yj]),
[2ζ¯j , z¯k] = [ξj + i ηj, xk − i yk] = [ξj , xk] + [ηj , yk]− i([ξj , yk]− [ξk, yj]).
Note that for j = k, the imaginary part of [ζj , zj ] = [ζ¯j , z¯j] vanishes. 
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3.2. Scalar decomposition. For the su(1, 1) algebra of Proposition 2.2, there is
a natural invariance with respect to the finite reflection group G. For the u(1, 1)
algebra of Proposition 3.2, the invariance in question would be under a finite sub-
group of the unitary group: GJ := G ∩ U(n), the subgroup of G consisting of all
elements w ∈ G that commute with the complex structure J in End(E).
Proposition 3.6. The elements E+, E−, H are invariant under the action of the
group G. The element Z0 is invariant under G
J .
Proof. We use the following notations. Consider the n× 1 column matrices
(12) z =


z1
...
zn

 , z¯ =


z¯1
...
z¯n

 , ζ =


ζ1
...
ζn

 , x =


x1
...
xn

 , ξ =


ξ
...
ξn

 , etc.
We have
E+ =
1
2
z¯T z =
1
2
(
x
y
)T (
x
y
)
.
For g ∈ G, through its matrix representation [g] w.r.t. our chosen bases of E and
E∗ we find
g ·E+ =
1
2
(
[g]
(
x
y
))T
[g]
(
x
y
)
=
1
2
(
x
y
)T
[g]T [g]
(
x
y
)
= E+.
In the same way we find that E− and H are G-invariant. However, as
Z0 = z¯
T ζ¯ − zT ζ = i
(
x
y
)T
J
(
ξ
η
)
,
this is invariant under the action of g ∈ G if and only if g commutes with the
complex structure J , i.e., if g corresponds to an element of U(n). 
Remark 3.7. It is natural to ask what is the structure of the finite group GJ . The
case for G a dihedral group, that is, when n = 1, will be treated in the next section.
When the complex structure J preserves the root system R = R(G) of G, it turns
out that GJ has the structure of a complex reflection group of rank n. For n > 1
and R irreducible, this statement is a special case of [4, Theorem 3.2]. We list them
here for convenience:
G = G(B2n), n > 1, G
J = G(4, 1, n),
G = G(D2n), n > 1, G
J = G(4, 2, n),
G = G(E8), G
J = G31,
G = G(F4), G
J = G8 or G12,
G = G(H4), G
J = G22.
Note that for F4, there are two conjugacy classes of automorphisms of R(F4) with
characteristic polynomial (x2 + 1)2, so there are two inequivalent choices of J pre-
serving that root system.
For n > 1 and R reducible, since J is an automorphism of R, it induces a per-
mutation on the set of connected components of the Dynkin diagram of R. Since
moreover J2 = −1, this induced permutation is of order 2. Hence, J either preserves
a connected component of the graph, or it switches two connected components, forc-
ing them to be isomorphic. From this, it follows that GJ = G1 × · · · ×Gp in which
Gj is a complex reflection group described from the above results on irreducible root
systems, if J preserves a component, and it is the diagonal copy of a real reflection
subgroup in case J switches two connected components of the graph.
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We now refine the su(1, 1) decomposition (9). Since Z0 preserves each Mc(τ)k
and commutes with the triple {H,E+, E−}, each of the spaces Hc(τ)k is Z0-
invariant. Furthermore, for each k ≥ 0, let Σc(τ)k denote the set of eigenvalues of
Z0 on Hc(τ)k. We have the following:
Proposition 3.8. Assume the parameter c is real and sufficiently close to c = 0
so that Mc(τ) is irreducible and unitarisable. We have:
(1) The operator Z0 restricted to Hc(τ)k is diagonalisable for all k ≥ 0 and
Σc(τ)k ⊆ R.
(2) If λ ∈ Σc(τ)k then −λ is also in Σc(τ)k.
Proof. Item (1) follows from the fact that Z0 acts as a Hermitian operator on
Hc(τ)k, with respect to the unitary structure on Mc(τ) described in Section 2.2.
Recall that the assumption on c guarantees that the natural Hermitian pairing on
Mc(τ) is in fact positive-definite. For item (2), we denote also by θ ∈ EndR(Mc(τ))
the complex conjugation involution described in Section 2.1, which fixes all xj⊗v ∈
Mc(τ)1, for v ∈ V (τ), and satisfies θ(zj ⊗ vk) = zj ⊗ vk. One readily checks that
θ◦Z0 ◦θ = −Z0. Thus, if p ∈ Hc(τ)k is an eigenvector with eigenvalue λ, we obtain
that
Z0(θ(p)) = θ(θ ◦ Z0 ◦ θ(p)) = −λθ(p).
Claim (2) now follows from item (1). 
Because of Proposition 3.8(2), we can write Σc(τ)k = Σ
+
c (τ)k ∪Σ
−
c (τ)k ∪Σ
0
c(τ)k
where Σ±c (τ)k denotes the set of positive (respectively, negative) eigenvalues in
Σc(τ)k and Σ
0
c(τ)k = {0} or ∅ depending if the eigenvalue zero is present or not.
For λ ∈ Σc(τ)k, let Hc(τ)k,λ denote the λ-eigenspace of the operator Z0 inside
Hc(τ)k. We can thus decompose the space of harmonics as
Hc(τ)k = Hc(τ)k,0 ⊕
⊕
λ∈Σ+c (τ)k
(Hc(τ)k,λ ⊕Hc(τ)k,−λ).
Furthermore, if V denotes the centralizer algebra of u(1, 1) inside Hc(G,E), then
V is the subalgebra of U = CentHc(G,E)(su(1, 1)) that commutes with the central
element of u(1, 1) and we have GJ ⊂ V . This brings us to the following refinement
of the decomposition (9).
Corollary 3.9. For real-valued parameters c so that Mc(τ) is irreducible and uni-
tarisable, we have the following joint (V , u(1, 1))-decomposition of the standard mod-
ule
Mc(τ) =
⊕
k∈Z≥0
⊕
λ∈Σc(τ)k
Hc(τ)k,λ ⊗ Lu(1,1)(k + n−Nc(τ), λ),
where L
u(1,1)(µ, ν) denotes the irreducible lowest weight u(1, 1)-representation of
(H,Z0)-lowest weight (µ, ν).
We note that finding explicit formulas for the eigenvalues of Z0, or for the gen-
erators of the centralizer algebra V , are non-trivial problems for general reflection
group G and dimension n. From computations, it is observed that when using a
slightly different central element for u(1, 1), as noted in Remark 3.4, the expressions
for its eigenvalues are sometimes simpler. The properties of Proposition 3.8 remain
valid for a central element of the form Z˜0 = Z0 + ǫσ, though the involution linking
the eigenvectors corresponding to two eigenvalues with opposite sign will be more
involved than just complex conjugation. Central elements of this form will prove to
be useful in Section 6. Next, we consider an example where it is feasible to compute
the eigenvalues and centraliser explicitly.
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4. Example: dihedral groups
4.1. Preliminaries. We consider in particular the case n = 1, which remains fixed
for this section. Within this section, we will use the letter n as an index or variable
without connection to the dimension of E or the number of complex variables. In
this case, the group GJ has a simple description.
Proposition 4.1. If G = I2(m) is a dihedral group acting on E = R
2 and J ∈
O(E) is a complex structure, then GJ = Cm, the cyclic group of order m.
Proof. It is a general fact that if g ∈ O(E) commutes with a compatible complex
structure J ∈ O(E), then it must be that det(g) = 1. So, in general, we have
GJ ⊂ G ∩ SO(E). Since in the present case SO(E) is abelian and J ∈ SO(E), it
follows that GJ = G ∩ SO(E). This finishes the proof. 
We shall determine the scalar decomposition of the modulesMc(τ) when E = R
2
and G = I2(m) is a dihedral group and compute explicitly the eigenvalues of the
central element of u(1, 1) on the space of harmonics, Hc(τ). The harmonics of the
polynomial module (when τ = triv) were studied by Dunkl in [9, Section 3]. As E
is only two-dimensional, we omit the subscripts and use the notation {ξ, η} ⊂ E
for an orthonormal basis and {x, y} ⊂ E∗ for its dual basis. The action of G on
E is chosen such that, in terms of the orthonormal basis, the root system of G is
R(m) = {α1, . . . , α2m} ⊆ E, where for each 1 ≤ j ≤ 2m we have
(13) αj := sin(πj/m)ξ − cos(πj/m)η.
The positive roots are the αj for 1 ≤ j ≤ m. Let also aj = sin(πj/m)x −
cos(πj/m)y, from which 〈aj , αj〉 = 1. Label the reflections as s1, s2, . . . , sm with
sj = sαj . We note that sm is the reflection that fixes the x-axis when acting on E
∗.
When m is even there are two conjugacy classes of reflections corresponding to sj
for j even or odd and when m is odd there is only one conjugacy class. The param-
eter function will be denoted cj = c(sj). For a fixed m, define ω := exp(2πi/m) a
primitive m-th root of 1 and, for each n ∈ Z, define the elements
σ(n) :=
m∑
j=1
cjω
jnsj ∈ Hc(G,E),
and let σn =
∑m
j=1 cjω
jn denote the scalar by which the element σ(n) acts on
trivial representation of G. Note that σ(n) = σ(q) if n ≡ q modulo m and that we
can write σn = σn,0¯ + σn,1¯ ∈ C where u¯ is the residue modulo 2 of u ∈ Z with
(14) σn,u¯ :=
∑
j¯=u¯
cjω
jn
and the index j runs from 1 to m.
Proposition 4.2. If m is odd, we have σn = 0 except if n ≡ 0 mod m, in which
case σ0 = mc. If m = 2q is even, we have σn = 0 except if n ≡ 0 or n ≡ q mod m,
where we have σ0 = q(c0¯ + c1¯) and σq = q(c0¯ − c1¯).
Proof. When m is odd we have ck = c for all k. In this case, the claim follows from
the elementary polynomial factorization (Xm)n− 1 = (Xn− 1)(
∑m
k=1X
nk). When
m = 2q is even, we have
σn =
q∑
j=1
(c0¯(ω
n)2j + c1¯(ω
n)2j−1),
so the claim follows from (Xm)n − 1 = (X2n)q − 1 = (X2n − 1)(
∑q
k=1X
2nk) and
ω−q = −1. 
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4.2. Representations. We now describe the decomposition of Mc(τ) for the sim-
ple modules of C[G]. Recall that such a τ is obtained from a one- or two-dimensional
representation of G. When m is even, there are four one-dimensional representa-
tions of G, the trivial, the sign and two other which we shall denote by χ0¯, χ1¯ and
are characterized by χu¯(sk) = −1 if u¯ = k¯ and is 1 otherwise. Using the notation
in (14), it follows that
triv(σ(n)) = σn,0¯ + σn,1¯ = σn
χ0¯(σ(n)) = −σn,0¯ + σn,1¯
χ1¯(σ(n)) = σn,0¯ − σn,1¯
sign(σ(n)) = −σn,0¯ − σn,1¯ = −σn.
When m is odd, there are only two one-dimensional representations, the trivial
and the sign. If χ denotes a one-dimensional representation of G, when n = 0, we
denote χ(σ(0)) = Nc(χ). From Propostion 4.2, we have χ(σ(n)) ∈ R, for all n, so
that χ(σ(n)) = χ(σ(−n)).
If we write m = 2q when m is even and m = 2q − 1 when it is odd, there
are, in both cases, (q − 1) two-dimensional representations labelled by ρ(u), with
u = 1, . . . , q − 1 and which can be realized in EC via the formulas
ρ(u)(sj)(z) = ω
juz¯, ρ(u)(sj)(z¯) = ω
−juz.
Of course, ρ(1) is just the reflection representation.
For τ an irreducible representation of G and k ∈ Z, denote σ(τ)k the set with,
depending on τ , the following elements (using the notation (14))
τ σ(τ)k
triv {σk,0¯ + σk,1¯} = {σk}
χ0¯ {−σk,0¯ + σk,1¯}
χ1¯ {σk,0¯ − σk,1¯}
sign {−σk,0¯ − σk,1¯} = {−σk}
ρ(u) {σk+u, σk−u}
Moreover, in V (τ), the representation space of τ , for στ,k ∈ σ(τ)k , the notations
z(στ,k) and z¯(στ,k) will both refer to the single basis vector of V (τ) when τ is one-
dimensional. For two-dimensional τ = ρ(u), with {z, z¯} as basis for V (τ), we set
z(σk+u) := z and z¯(σk+u) := z¯, while z(σk−u) := z¯ and z¯(σk−u) := z.
Theorem 4.3. Let τ be an irreducible representation of G and c be a real parameter
close enough to c = 0 so that π : Hc(G,E) → End(Mc(τ)) is irreducible and
unitarisable. For k > 0, the eigenvalues of Z0 + ǫσ on the space of polynomials of
homogeneous degree k are
(15) λ(στ,k)
± = ±
√
(k −Nc(τ))2 − (1− ǫ2)σ2τ,k , στ,k ∈ σ(τ)k .
The corresponding eigenvectors inside the space of harmonics Hc(τ), and hence a
basis for Hc(τ)k, are
h(ǫ, στ,k)
+ := Projk
[
(k −Nc(τ) + λ(στ,k)
+)z¯k ⊗ z¯(στ,k)− στ,k(1− ǫ)z
k ⊗ z(στ,k)
]
h(ǫ, στ,k)
− := Projk
[
(k −Nc(τ) − λ(στ,k)
−)zk ⊗ z(στ,k)− στ,k(1 + ǫ)z¯
k ⊗ z¯(στ,k)
]
(16)
where the projection onto kerE− is given by
(17) Projk : p 7→
⌊k/2⌋∑
j=0
(−1)j
j!(Nc(τ) − k + 1)j
Ej+E
j
−p
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with Pochhammer symbol notation (a)j = a(a + 1) · · · (a + j − 1) for j ∈ Z>0 and
(a)0 = 1.
When the polynomial degree is 0, for τ one-dimensional, we have ǫ times the
element of the singleton σ(τ)0 as eigenvalue for Z0+ǫσ. For τ = ρ
(u), the eigenvalue
is 0. In both cases, the eigenvectors are given by the representation space 1⊗V (τ).
All other eigenvectors of Z0 + ǫσ are generated through action of E+.
Proof. The proof of Theorem 4.3 is the subject of Section 4.3. We will first discuss
some remarks and consequences. 
Remark 4.4. An interesting property of the eigenvectors (16) is that for ǫ = −1,
the eigenvector h(−, στ,k)+ is in the kernel of ζ, while for ǫ = 1, the eigenvector
h(+, στ,k)
− is in the kernel of ζ¯ (this is a consequence of the results in Section 6).
For τ = triv, these are precisely the harmonic polynomials determined by Dunkl
in [9, Section 3]. There it was noted that these kernels need not be orthogonal,
which is observable immediately from the formulas here, orthogonality of the kernels
holding only when σ acts by 0.
In the classical non-deformed case, with the fullGL(2)-action on the Weyl algebra
associated with E = R2, the centraliser of the Lie subalgebra u(1, 1) of U(1)-
invariants (basically the one from Proposition 3.2 with c = 0) is generated by Z0,
which forms a realisation of the Lie algebra u(1). In this low-dimensional case, the
structure of the centraliser is preserved under the deformation.
Proposition 4.5. For u(1, 1) with central element Z˜0 = Z0 + ǫσ, the centraliser
CentHc(G,E)(u(1, 1)) is generated by the central element of u(1, 1) and C[G
J ].
Proof. It was obtained in [6], that U ⊂ Hc(G,E), the centralizer algebra of the
su(1, 1)-subalgebra of Hc(G,E), is generated by G and the elements of the form (8).
For E = R2, with basis {ξ, η} ⊂ E and dual basis {x, y} ⊂ E∗, there is only a
single non-zero element of this form, namely xη − yξ = −iZ0. A general element
of U is hence a polynomial in Z˜0 = Z0 + ǫσ with coefficients in C[G]. In light of
Proposition 3.6, and noting that σ is G-invariant, the desired result follows. 
Using the previous result, we have the following explicit decomposition formulas,
where the Lie algebra u(1, 1) has Z0 + ǫσ as central element for ǫ ∈ R. Let V =
CentHc(G,E)(u(1, 1)).
Corollary 4.6. Let χ be a one-dimensional irreducible representation of G. For
k ∈ Z>0, denote by στ,k the sole element of the set σ(τ)k , and let λ0 := ǫστ,0 while
for k ∈ Z6=0, λk := λ(στ,|k|)
sign(k) as defined in (15). Let Hc(χ)λ0 = Cχ be the
representation space of χ and Hc(χ)λ denote the λ-eigenspace of Z0+ ǫσ in kerE−.
For c as in Theorem 4.3, the joint (V , u(1, 1))-decomposition of Mc(χ) is
Mc(χ) =
⊕
k∈Z
Hc(χ)λk ⊗ Lu(1,1)(|k|+ 1−Nc(χ), λk).
Each of the spaces Hc(χ)λk is a one-dimensional irreducible module for V.
For the following corollary, note that when τ is a two-dimensional irreducible
representation of G, the scalar Nc(τ) = 0.
Corollary 4.7. Let τ = ρ(u) be a two-dimensional irreducible representation of G,
and denote by Λk = {λ(στ,k)± | στ,k ∈ σ(τ)k} the set of eigenvalues of Z0 + ǫσ
as defined in (15), by V (τ) the representation space of τ , and by Hc(τ)λ the λ-
eigenspace of Z0 + ǫσ in kerE−.
For c as in Theorem 4.3, the joint (V , u(1, 1))-decomposition of Mc(τ) is
Mc(τ) = V (τ) ⊗ Lu(1,1)(1, 0)⊕
⊕
k∈Z>0
⊕
λk∈Λk
Hc(τ)λk ⊗ Lu(1,1)(k + 1, λk)
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The space Hc(χ)λk is a one-dimensional irreducible module for V if the set Λk has
four distinct eigenvalues. If Λk contains only two distinct eigenvalues, Hc(χ)λk is
two-dimensional and hence consists of two irreducible modules for V.
The remainder of this section will be devoted to proving Theorem 4.3.
4.3. Proof of Theorem 4.3. We recall that z = x + iy, ζ = 12 (ξ − iη) and that
z¯, ζ¯ are defined by the usual complex-conjugation.
Lemma 4.8. The following equations hold on Hc(G,E):
(a) skzsk = sk(z) = ω
kz¯ and sz z¯sk = sk(z¯) = ω
−kz.
(b) σ(n)z = z¯σ(n+ 1) and σ(n)z¯ = zσ(n− 1), for all n ∈ Z.
(c) [ζ, z] = 1− σ(0).
(d) [ζ¯, z] = σ(1).
(e) [Hz, z] = z −
1
2 (zσ(0) + z¯σ(1)).
(f) [Hz¯, z] =
1
2 (zσ(0) + z¯σ(1)).
Proof. For item (a), let θj = πj/m. It is straightforward to compute
2iaj = −e
−iθj(z − e2iθj z¯),
from which
sj(z) = z − 2〈αj , z〉aj = z + 2iaj(cos(θj) + i sin(θj))
= e2iθj z¯.
The computation for sj(z¯) is similar. Item (b) is immediate from item (a). For (c),
[ζ, z] = 12 ([ξ, x] + [η, y]) = 1−
m∑
j=1
cj(sin
2 θj + cos
2 θj)sj ,
while for (d) we have
[ζ¯ , z] = 12 ([ξ, x] − [η, y]) + i[ξ, y]
= −
m∑
j=1
cj(sin
2 θj − cos
2 θj − 2i sin θj cos θj)sj
=
m∑
j=1
cje
i2θjsj .
For (e), using (b) and (c) we compute
[Hz, z] =
1
2 [{z, ζ}, z] =
1
2{z, [ζ, z]}
= 12 (z(1− σ(0)) + (1− σ(0))z)
= z − 12 (zσ(0) + z¯σ(1)).
Item (f) is similar, using (b) and (d). 
Remark 4.9. The formulas for [Hz¯, z¯] and [Hz, z¯] are obtained from items (e)
and (f) of the previous proposition using the involution θ (complex conjugation) of
Hc(G,E).
Proposition 4.10. For all n ∈ Z, we have the following commutation relations in
Hc(G,E):
[Z0, z
n] = zn(−n+ σ(0)) + z¯nσ(n) + 2
n−1∑
j=1
z¯jzn−jσ(j)
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[Z0, z¯
n] = z¯n(n− σ(0))− znσ(−n)− 2
n−1∑
j=1
zj z¯n−jσ(−j).
Proof. The result will be proven by induction. For n = 1, we use Lemma 4.8(b),
(e) and (f) to get [Z0, z] = z(−1 + σ(0)) + z¯σ(1). Assuming for n, we compute
[Z0, z
n]z = −nzn+1 + znz¯σ(1) + 2

n−1∑
j=1
z¯j+1zn−jσ(j + 1)

+ z¯n+1σ(n+ 1).
Thus, using [Z0, z
n+1] = [Z0, z
n]z + zn[Z0, z], we get
[Z0, z
n+1] = zn+1(−n− 1 + σ(0)) + 2

 n∑
j=1
z¯jzn−j+1σ(j)

 + z¯n+1σ(n+ 1).
The other formula is obtained similarly by using the complex conjugated versions
of Lemma 4.8(e) and (f). 
Remark 4.11. Note that when c = 0, we have σ(n) = 0, for all n ∈ Z and we
obtain the classical relations [Z0, z
n] = −nzn and [Z0, z¯n] = nz¯n.
Proposition 4.12. Let χ be a one-dimensional representation of G and c be a real
parameter close enough to c = 0 so that π : Hc(G,E)→ End(Mc(χ)) is irreducible
and unitarisable. For each n ≥ 0, the eigenvalues of Z0 on the space of Dunkl-
harmonics of homogeneous degree n are
λ±n = ±
√
(n−Nc(χ)− χ(σ(n)))(n −Nc(χ) + χ(σ(n))).
Proof. Let Cχ be the representation space of the character χ. Since Mc(χ) =
C[E]⊗ Cχ ∼= C[E], a general element in the degree-n part Mc(χ)n is realized by a
polynomial ϕ in C[E] = C[z, z¯] homogeneous of degree n that can be written as
(18) ϕ = azn + bz¯n + zz¯ϕ+
with a, b ∈ C and ϕ+ of homogeneous degree n − 2. We note that zz¯ϕ+ is in the
image of the operator E+. Since there is a unitary decomposition of the space
Cn, of homogeneous polynomials of (total) degree n, Cn = Hc(χ)n ⊕ E+(Cn−2),
a polynomial ϕ as in (18) can only be harmonic if the coefficients a, b are not
simultaneously zero. From Proposition 4.10, we have
π(Z0)(z
n) = zn(−n+Nc(χ)) + z¯
nχ(σ(n)) + φ+
π(Z0)(z¯
n) = −znχ(σ(−n)) + z¯n(n−Nc(χ)) + φ+,
where, in each formula, φ+ denotes an element in the image of E+. Thus, the
equation π(Z0)(ϕ) = λϕ implies that λ must be an eigenvalue of the matrix(
−n+Nc(χ) −χ(σ(n))
χ(σ(n)) n−Nc(χ)
)
.
Since the spectrum of this diagonalisable matrix is λ±n , we are done. 
Remark 4.13. If, instead of Z0 we considered an operator Z˜0 = Z0 + ǫσ, the
eigenvalues of Z˜0 on Hc(χ)n would be the spectrum of the matrix(
−n+Nc(χ) −χ(σ(n))(1 − ǫ)
χ(σ(n))(1 + ǫ) n−Nc(χ)
)
,
in which case we would have
λ˜±n = ±
√
(n−Nc(χ))2 − χ(σ(n))2(1− ǫ2)).
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Proposition 4.14. Let τ = ρ(u) be a two-dimensional representation of G and c
be a real parameter close enough to c = 0 so that π : Hc(G,E) → End(Mc(τ)) is
irreducible and unitarisable. For each n ≥ 0, the eigenvalues of Z0 on the space of
Dunkl-harmonics of homogeneous degree n are
λ±n = ±
√
(n− σn+u)(n+ σn+u)
µ±n = ±
√
(n− σn−u)(n+ σn−u).
Proof. We have τ = ρ(u), with 1 ≤ u ≤ q−1. The method is the same as Proposition
4.12. We take {z, z¯} also as basis for V (τ). Note that ρ(u)(σ(n))(z) = σn+uz¯ and
ρ(u)(σ(n))(z¯) = σn−uz. Using Proposition 4.10, we compute
π(Z0)(z
n ⊗ z) = −n(zn ⊗ z) + σn+u(z¯
n ⊗ z¯) + σu(z
n ⊗ z¯) + φ+,
π(Z0)(z¯
n ⊗ z¯) = n(z¯n ⊗ z¯)− σ−n−u(z
n ⊗ z)− σ−u(z¯
n ⊗ z) + φ+,
π(Z0)(z
n ⊗ z¯) = −n(zn ⊗ z¯) + σn−u(z¯
n ⊗ z) + σ−u(z
n ⊗ z) + φ+,
π(Z0)(z¯
n ⊗ z) = n(z¯n ⊗ z)− σ−n+u(z
n ⊗ z¯)− σu(z¯
n ⊗ z¯) + φ+,
where, in each formula, φ+ denotes an element in the image of E+. It follows that
the spectrum of Z0 on Hc(ρ(u))n is the spectrum of the matrix

−n −σn+u σu 0
σn+u n 0 −σu
σu 0 −n −σn−u
0 −σu σn−u n

 .
Since from Proposition 4.2, we have σu = 0 for 1 ≤ u ≤ q− 1, we conclude that the
eigenvalues are the two pairs indicated in the statement. 
Remark 4.15. Again, if instead of Z0 we considered the more general operator
Z˜0 = Z0 + ǫσ(0), the eigenvalues of Z˜0 on Hc(ρ
(u))n would be the spectrum of the
matrix 

−n −(1− ǫ)σn+u 0 0
(1 + ǫ)σn+u n 0 0
0 0 −n −(1− ǫ)σn−u
0 0 (1 + ǫ)σn−u n

 ,
in which case we would have the pairs of eigenvalues
λ˜±n = ±
√
n2 + (ǫ2 − 1)σ2n+u
µ˜±n = ±
√
n2 + (ǫ2 − 1)σ2n−u.
The eigenvectors of the matrices appearing in the preceding proofs give the
coefficients of the polynomials used inside the projection operator in (16). Using
the commutation relations from Proposition 3.2, it is straightforward to check that
when (17) acts on a polynomial homogeneous of degree k, the image is in kerE−.
The final result now follows because Z0 + ǫσ commutes with E+, E−.
5. Spinor unitary duality
5.1. Clifford algebra. We consider the complex Clifford algebra (C, BC) associ-
ated with the space EC and the symmetric bilinear form BC. We denote the 2n
generators corresponding to the chosen orthonormal basis of E by e1, . . . , e2n. They
satisfy the anti-commutation relations {ej, ek} = 2δjk = 2BC(ej , ek). Through the
identification of ⊤ : EC → E∗C, we let e1, . . . , e2n correspond also to the orthonormal
basis of E∗.
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For j = 1, . . . , n, the linear combinations
(19) fj =
1
2
(ej − i en+j), f
†
j =
1
2
(ej + i en+j),
then correspond to ζj and ζ¯j , and, up to a factor 2, also to the complex variables
zj and z¯j. Note that with respect to the projections π
± : EC → W±, we have
f †j = π
−(ej) and fj = π
+(ej). They satisfy the Grassmann relations
(20) {f †j , fk} = δjk {fj, fk} = 0 = {f
†
j , f
†
k},
in correspondence with 2BC(π
+(ej), π
−(ek)) = δjk and BC(π
±(ej), π
±(ek)) = 0.
The inverse relations are given by
ej =
{
fj + f
†
j if 1 ≤ j ≤ n,
i(fj−n − f
†
j−n) if n+ 1 ≤ j ≤ 2n.
The group actions on E are naturally extended also to the Clifford algebra C
through the correspondence between bases. By means of the action of J on C, we
have
J(ej) = −en+j, J(en+j) = ej , J(fj) = −i fj, J(f
†
j ) = i f
†
j .
If A ∈ U(n) acts on (z1, . . . , zn)T through matrix multiplication, its action on
(f1, . . . , fn)
T is given through multiplication by A∗ and on (f †1 , . . . , f
†
n)
T through
multiplication by A.
An irreducible spin module or spinor space S is given by the Grassmann algebra∧
W− generated by {f †j }
n
j=1. It can be realised explicitly inside the Clifford algebra
as the product
(21)
(∧
f †
)
I with I = (f1f
†
1 )(f2f
†
2 ) · · · (fnf
†
n).
The action follows by Clifford algebra multiplication, using fjI = 0 for j = 1 . . . , n.
We will denote Sl for the “degree” l subspace of S, that is, the l-th exterior power
of {f †j }
n
j=1. The element
∑
j f
†
j fj acts as multiplication by l on S
l and it induces a
Z-grading structure on the Clifford algebra because of the following simple result.
Proposition 5.1. Denote β =
∑
j f
†
j fj. For all 1 ≤ k ≤ n, we have
[β, f †k ] = f
†
k , [β, fk] = −fk.
In particular, the Clifford algebra C is a Z-graded algebra.
Proof. The equations in the statement follow from a straightforward computation
using the Grassmann relations (20). From this, we get C = ⊕k∈ZCk, in which Ck
is the k-eigenspace of ad(β) acting on C. More specifically, Ck consists of all linear
combination of monomials f †j1 · · · f
†
jp
fj1 · · · fjq in C with p−q = k. Note that Ck = 0
if k < −n or k > n. 
The Hermitian structure (·, ·) on W− naturally yields a Hermitian structure
(·, ·)S on the spinors which on decomposable vectors of degree p satisfies
(u†1 ∧ · · · ∧ u
†
pI, w
†
1 ∧ · · · ∧ w
†
pI)S = det((w
†
k, u
†
j))
p
j,k=1,
where u†1, . . . , w
†
p are elements inW
−. It is straightforward to check that the Clifford
action satisfies the property
(f †j · u
†, w†)S = (u
†, fj · w
†)S,
for all 1 ≤ j ≤ n and all u†, w† ∈ S.
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5.2. Tensor product and reflection group. We consider the tensor product
Hc(G,E)⊗C. To lighten the notation, we shall sometimes omit the tensor product
symbols for elements of Hc(G,E) ⊗ C when it is clear in which part each factor
resides. We naturally extend the involution ∗ on EC ⊕E
∗
C
to an anti-involution on
Hc(G,E)⊗ C.
The group actions on E are naturally extended also to C through the correspon-
dence between bases. For s ∈ S, the root αs ∈ E is embedded in C as
αs =
n∑
j=1
(〈xj , αs〉ej + 〈yj , αs〉en+j) .
The elements {±αs/|αs| | s ∈ S } generate a double cover of G as a subgroup of
the Clifford algebra Pin group. We denote ρ : C[G] → Hc(G,E) ⊗ C the diagonal
map whose action on a reflection s ∈ S ⊂ G is: ρ(s) = 1|αs| s ⊗ αs. The elements
{±ρ(s) | s ∈ S } also generate a double cover of G, now inside Hc(G,E)⊗ C, with
ρ(s)X = (−1)|ρ(s)||X|(s ·X)ρ(s), for X ∈ Hc(G,E)⊗ C a homogeneous element for
the natural Z2-grading that Hc(G,E)⊗C inherits from the Clifford algebra C, and
where | · | denotes the Z2-grading.
Using EC = W
+ ⊕W− ⊂ C, by means of the projection operators π± = (1 ±
iJC)/2, we have for any reflection s ∈ S
π−(αs) =
∑
j
〈z¯j , αs〉f
†
j , π
+(αs) =
∑
j
〈zj , αs〉fj.
The roots of G in the Clifford algebra can be written as αs = π
+(αs) + π
−(αs), or
more explicitly
(22) αs =
∑
j
2BC(αs, fj)f
†
j + 2BC(αs, f
†
j )fj .
Similar considerations hold for the coroots as ∈ E∗ viewed in E by means of the
identification ⊤ : E∗
C
→ EC. Since W− = π−(EC) is spanned by {f
†
1 , . . . , f
†
n}, we
shall denote the projections of the roots onto W− by
α†s = π
−(αs).
Note that since B(αs, αs)a
⊤
s = 〈as, αs〉αs, we have that the roots α
†
s and a
†
s =
π−(a⊤s ) are proportional in W
−.
With the action on the spinor space in mind, for each s ∈ S, consider the element
(23) τs = 1−
2α†s
〈as, αs〉
π+(a⊤s ).
Proposition 5.2. The elements τs act by the reflection with respect to the element
α†s ∈W
− on S ∼=
∧
W−.
Proof. From the realisation of S in (21), we compute the action on a basis element
of S1
τs(f
†
j I) = f
†
j I −
4BC(f
†
j , π
+(a⊤s ))
〈as, αs〉
α†sI = f
†
j I −
2(f †j , α
†
s)
(α†s, α
†
s)
α†sI,
where we used that B(αs, αs)a
⊤
s = 〈as, αs〉αs, B(αs, αs) = 2(α
†
s, α
†
s) and that
(·, ·) = BC(·, θ·). It follows from this computation that τs acts as the desired
reflection on S1. For p > 1, choose a basis {w†1, . . . , w
†
n} of W
− such that w†1 = α
†
s
and the rest is a basis for the kernel of the functional (α†s)
∗ on W−. Then, it is
straight-forward to check for any basis element of Sp, we have
τs(w
†
i1
∧ · · · ∧ w†ipI) = w
†
i1
∧ · · · ∧ w†ipI
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if ij > 1 for all j = 1, . . . , p and
τs(w
†
1 ∧ · · · ∧w
†
ip
I) = w†i1 ∧ · · · ∧ w
†
ip
= −w†1 ∧ · · · ∧w
†
ip
I,
if i1 = 1. This finishes the proof. 
By means of the elements (23), we define
(24) Ωc =
∑
s
c(s)s⊗ τs ∈ Hc(G,E)⊗ C ,
which will be used in the next section. Extending the complex-conjugation au-
tomorphism θ of EC to a conjugate-linear involution on Hc(G,E) ⊗ C, we note
that θ(Ωc) = −Ωc. On the other hand, with respect to the anti-involution ∗ on
Hc(G,E)⊗ C, we have Ω∗c = Ωc.
5.3. Lie superalgebra. In the classical case, there are nine U(n)-invariants that
generate a realisation of the real form u(2|1) of the Lie superalgebra gl(2|1) inside
the tensor product of the Weyl and Clifford algebra. We show that this realisa-
tion [3] is preserved in the deformation Hc(G,E) ⊗ C. The classical realisation is
obtained by setting c = 0.
Theorem 5.3. We have a realisation of the real form u(2|1) of the Lie superalgebra
gl(2|1), as a ∗-subalgebra of Hc(G,E)⊗ C. It is generated by the odd elements
F+ =
n∑
j=1
z¯j ⊗ f
†
j , F¯+ =
n∑
j=1
zj ⊗ fj , F− = 2
n∑
j=1
ζj ⊗ f
†
j , F¯− = 2
n∑
j=1
ζ¯j ⊗ fj .
The even subalgebra consists of the elements E± ⊗ 1, H ⊗ 1, and
(25)
Z1 = Z0 − Ωc,
Z2 =
1
2
n∑
j=1
[f †j , fj ] =
n∑
j=1
f †j fj −
n
2
,
using the definitions of Proposition 3.2, and (24) for Ωc.
The combination Z1 − Z2 is central and denoting Z := 2Z2 − Z1, we have the
following relations for the sl(2|1)-subalgebra:
[H,E±] = ±2E± , [E+, E−] = H , [Z,H ] = 0 , [Z,E±] = 0 .(26)
{F±, F±} = 0 , {F¯±, F¯±} = 0 , {F±, F¯±} = ±2E
± ,(27)
{F+, F−} = 0 , {F¯+, F¯−} = 0 , {F±, F¯∓} = H ∓ Z .(28)
For the interaction between the even and odd elements, we have
[E±, F∓] = −F± , [E±, F¯∓] = −F¯± , [E±, F±] = 0 , [E±, F¯±] = 0 ,(29)
[H,F±] = ±F± , [H, F¯±] = ±F¯± , [Z, F±] = F± , [Z, F¯±] = −F¯± .(30)
We have the ∗-relations F ∗± = F¯∓, E
∗
± = −E∓, H
∗ = H, Z∗1 = Z1, Z
∗
2 = Z2.
Proof. The relations (26) follow from Proposition 3.2 and the fact that Z2 commutes
withH and E± as their Clifford algebra part is 1, together with Z1−Z2 being central
in u(2|1), which we show at the end of the proof.
The first two (pairs of) relations of (27) follow immediately using (1) and (20).
For the last pair we compute
{F+, F¯+} =
n∑
j=1
n∑
k=1
zj z¯k{fj, f
†
k} =
n∑
j=1
zj z¯j = 2E+ ,
{F−, F¯−} = 4
n∑
j=1
n∑
k=1
ζ¯jζk{fj, f
†
k} = 4
n∑
j=1
ζ¯jζj = −2E− .
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For the first two relations of (28), we have
{F+, F−} = 2
n∑
j=1
n∑
k=1
{z¯jf
†
j , ζkf
†
k} = 2
n∑
j=1
n∑
k=1
[z¯j , ζk]f
†
j f
†
k = 0 ,
which vanishes because by Lemma 3.5, [z¯j , ζk] is symmetric in j and k, while f
†
j f
†
k =
−f †kf
†
j is anti-symmetric. In the same manner,
{F¯+, F¯−} = 2
n∑
j=1
n∑
k=1
{zjfj , ζ¯kfk} = 2
n∑
j=1
n∑
k=1
[zj , ζ¯k]fjfk .
The relations (29) follow directly from (1) and (3).
The first two relations of (30) follow from (5). The interaction with Z follows
by means of the other relations and the super Jacobi identity,
[Z, F±] = [±H ∓ {F±, F¯∓}, F±] = ±(±F±)∓
1
2
[F¯∓, {F±, F±}] = F± ,
and similarly [Z, F¯±] = [∓H ± {F∓, F¯±}, F¯±] = ∓(±F¯±) = −F¯±.
This leaves only the last set of relations of (30) to be proved. Using fkf
†
j =
δjk − f
†
j fk, we have
(31) {F+, F¯−} = 2
n∑
j=1
n∑
k=1
(z¯j ζ¯kf
†
j fk+ ζ¯kz¯jfkf
†
j ) = 2
n∑
j=1
ζ¯j z¯j−2
n∑
j=1
n∑
k=1
[ζ¯k, z¯j]f
†
j fk .
and similarly
(32) {F−, F¯+} = 2
n∑
j=1
n∑
k=1
(ζjzkf
†
j fk+zkζjfkf
†
j ) = 2
n∑
j=1
zjζj+2
n∑
j=1
n∑
k=1
[ζj , zk]f
†
j fk ,
Using the relation [ζj , zk] = [ζ¯k, z¯j] from Lemma 3.5, and the computation (6), we
arrive at {F+, F¯−}+ {F−, F¯+} = 2H , as defined in Proposition 3.2.
Next, we show {F−, F¯+} − {F+, F¯−} = 2Z. Using relation (2), we have
(33) [ζj , zk] = δkj − 2
∑
s
〈zk, αs〉〈as, ζj〉
〈as, αs〉
c(s)s = [ζ¯k, z¯j] ,
since 〈zk, αs〉〈as, ζj〉 = 〈z¯j , αs〉〈as, ζ¯k〉. By means of (33), we have
n∑
j=1
n∑
k=1
[ζj , zk]⊗ f
†
j fk =
n∑
j=1
f †j fj −
∑
s
c(s)s
〈as, αs〉
( n∑
j=1
〈as, 2ζj〉f
†
j
)( n∑
k=1
〈zk, αs〉fk
)
,
=
n∑
j=1
f †j fj −
∑
s
c(s)s
〈as, αs〉
⊗ π−(αs)π
+(a⊤s ) ,
and hence, using (31) and (32), we get
{F−, F¯+} − {F+, F¯−} = 2(2
n∑
j=1
f †j fj − n− Z0 +Ωc) ,
where we used that
∑
j ζ¯j z¯j =
∑
j z¯j ζ¯j + n−
∑
s c(s)s.
Finally, we show that Z1−Z2 is central. From the adjoint action of
∑
j f
†
j fj on
the Clifford algebra C we obtain
(34) [Z2, F±] = F±, [Z2, F¯±] = −F¯± .
20 DAN CIUBOTARU, HENDRIK DE BIE, MARCELO DE MARTINO, AND ROY OSTE
Comparing with the last two relations of (30), and since Z = Z2 − (Z1 − Z2), we
conclude that Z1−Z2 commutes with F±, F¯±. Note that this also implies the same
adjoint action of Z1:
(35) [Z1, F±] = F±, [Z1, F¯±] = −F¯± .
The ∗-relations follow by straight-forward application of the anti-involution ∗ on
Hc(G,E)⊗ C. 
The u(2|1) central element Z1 − Z2 can be written also in terms of elements in
the (super)centraliser of the spo(2|1) ∼= osp(1|2) subalgebra generated by the two
odd elements D+ := F+ + F¯+ and D− := F−+ F¯−. The latter satisfy the relations
(36) {D+, D−} = 2H, [H,D±] = ±D± ,
with H as defined in Proposition 3.2. In [7], it was obtained that for every j, k ∈
{1, . . . , N},
(37) Ojk = xjξk − xkξj +
1
2
ejek +
∑
S
1
|αs|
c(s)ρ(s)(ej〈xk, αs〉 − ek〈xj , αs〉)
is in the spo(2|1) (super)centraliser.
For j ∈ {1, . . . , n} and k = n+ j, the elements of the form (37) can be written
in terms of the complex variables as follows
i Oj,n+j = (z¯j ζ¯j − zjζj) +
1
2
− f †j fj −
∑
S
1
|αs|
c(s)ρ(s)(〈z¯j , αs〉f
†
j − 〈zj , αs〉fj) .
Summing over j ∈ {1, . . . , n}, and comparing with the definitions (25), we obtain
Z1 − Z2 = i
n∑
j=1
Oj,n+j .
5.4. Spinor decomposition.
Proposition 5.4. The u(2|1) Lie superalgebra realisation of Theorem 5.3 is in-
variant under the action of ρ(GJ ), the diagonal embedding of the group GJ in the
tensor product Hc(G,E)⊗ C.
Proof. Besides the previously introduced notations (12), consider the n× 1 column
matrices
f =


f1
...
fn

 , f † =


f †1
...
f †n

 .
Using tensor products as multiplication, we can write F+ = z¯
Tf † = z∗f †, and the
other odd elements have similar expressions.
The action of an element of g ∈ ρ(GJ ) on z, ζ¯ and f † corresponds to multiplica-
tion by a unitary matrix A, and in turn the action on z¯, ζ and f will be given by
the conjugate transpose matrix A∗. In this way, we find for F+:
g · F+ = (Az)
∗
Af † = z∗A∗Af † = F+ .
The invariance of the central element Z1−Z2 follows from the invariance of on the
one hand Z2 = (f
†)T f − n/2, using the same argument as above, and on the other
hand of Z = ({F+, F¯−} − {F−, F¯+})/2. 
We consider the space Kc(τ) = Mc(τ) ⊗ S. We endow it with the Hermitian
structure (·|·) given as the product of the Hermitian structures βc,τ (·, ·) and (·, ·)S
on Mc(τ) and on S, as described in Sections 2.2 and 5.1, respectively.
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Proposition 5.5. The pair (Kc(τ), (·|·)) is a ∗-Hermitian module for the Lie su-
peralgebra u(2|1) inside Hc(G,E)⊗ C.
Proof. Using the contravariance properties of the forms βc,τ (·, ·), (·, ·)S on Mc(τ)
and on S we get that Kc(τ) is a ∗-Hermitian Hc(G,E) module. Since u(2|1) is a
∗-subalgebra, the claim follows. 
Furthermore, since Z1 commutes with E− and with Z2, it induces an operator on
the spaces Hc(τ)
l
k = Hc(τ)k ⊗ S
l, where Hc(τ)k is the intersection of the degree-k
part of Mc(τ) with the kernel of E−, and S
l is the space of spinors of degree l. Let
Sc(τ)
l
k denote the set of eigenvalues of Z1 acting on Hc(τ)
l
k. By means of Z
∗
1 = Z1
and θ(Z1) = −Z1, similar to Proposition 3.8, we have
Proposition 5.6. Assume the parameter c is real and sufficiently close to c =
0 so that Kc(τ) is unitarisable. Then, the operator Z1 restricted to Hc(τ)lk is
diagonalisable for all k ≥ 0 and 0 ≤ l ≤ n. Moreover, Sc(τ)lk ⊆ R, and if
ν ∈ Sc(τ)lk, then −ν is also in Sc(τ)
l
k.
The three weights for our u(2|1)-realisation correspond to the total polynomial
degree (H-eigenvalue), the spinor degree (Z2-eigenvalue) and the Z1-eigenvalue,
which, when c = 0, is the difference between anti-holomorphic and holomorphic
degree. We denote by Hc(τ)lk,ν the ν-eigenspace of the operator Z1 inside Hc(τ)
l
k
and by Mc(τ)lk,ν the intersection of Hc(τ)
l
k,ν with the kernel of both F− and F¯−.
To ease notation, we will occasionally omit the subscript c and the reference to τ
in what follows, i.e., Hlk,ν = Hc(τ)
l
k,ν and M
l
k,ν =Mc(τ)
l
k,ν .
Proposition 5.7. Assume the parameter c is chosen such that Kc(τ) is unitaris-
able. Then, the space Hc(τ)lk,ν decomposes as an orthogonal sum
Hlk,ν =M
l
k,ν ⊕ F+M
l−1
k−1,ν−1 ⊕ F¯+M
l+1
k−1,ν+1 ⊕ (λ1F+F¯+ − λ2F¯+F+)M
l
k−2,ν ,
with λ1 = k− 2+2n−Nc(τ)+ ν− l the eigenvalue of H−Z− 2 acting on Hc(τ)lk,ν
and λ2 = k − 2−Nc(τ) − ν + l the eigenvalue of H + Z − 2 acting on Hc(τ)lk,ν .
Note that, when k = 0, only the first summand of the right-hand side is non-zero,
while, for k = 1, the fourth summand is always zero, for l = 0, the second summand
is zero, and for l = n, the third summand is zero.
Proof. Parts of the proof are similar to the proofs of [3, Proposition 1] and of [6,
Proposition 5.7].
Using the star relations in Theorem 5.3 and the Hermitian structure (·|·), the
summands in the right-hand side are readily shown to be orthogonal.
By means of the commutation relations (28) and (29), it follows that each sum-
mand is in kerE−, proving the inclusion ⊇. For instance, for M ∈ M
l
k−2,ν ,
E−(λ1F+F¯+ − λ2F¯+F+)M = (λ1(F+E− − F−)F¯+ − λ2(F¯+E− − F¯−)F+)M.
= (−λ1{F−, F¯+}+ λ2{F¯−, F+})M,
= (−λ1(H + Z) + λ2(H − Z))M.
This vanishes because the action of H − Z (resp. H + Z) on Mlk−2,ν is given by
the eigenvalue λ1 (resp. λ2).
To prove the other inclusion ⊆, let H lk,ν ∈ H
l
k,ν . We will define four elements,
corresponding to the four summands in the right-hand side, that sum to H lk,ν . For
each of these elements that we will define, the appropriate eigenvalues forH , Z1 and
Z2 will follow by means of the action on H
l
k,ν and the commutation relations (30),
(34), and (35).
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First, we define
(38) M lk−2,ν =
{
0 if F−F¯−H
l
k,ν = 0,
(F−F¯−H
l
k,ν)/(λ1λ2(λ1 + λ2 + 2)) if F−F¯−H
l
k,ν 6= 0.
If F−F¯−H
l
k,ν 6= 0, then, by means of the relations {F−, F−} = 0 = {F¯−, F¯−} and
{F−, F¯−} = −2E−, we immediately find that F−F¯−H lk,ν = −F¯−F−H
l
k,ν is killed
by both F− and F¯−. Hence, it follows that F−F¯−H
l
k,ν ∈ M
l
k−2,ν . Note that the
denominator in the definition (38) is non-zero whenever F−F¯−H
l
k,ν 6= 0, and c is
chosen such that Kc(τ) is unitarisable. Indeed, for 0 6= M ∈ Mlk−2,ν with k ≥ 2
and 0 ≤ l < n (these restrictions are satisfied in the case at hand, as otherwise
F−F¯−H
l
k,ν = 0), we have F+M 6= 0 and, using the unitarity of (Kc(τ), (·|·)),
together with F ∗+ = F¯− and F¯−M = 0, we obtain
0 < (F+M |F+M) = (F¯−F+M |M) = ({F+, F¯−}M |M) = λ1(M |M) .
In a similar manner, for 0 6= M ∈ Mlk−2,ν with k ≥ 2 and 0 < l ≤ n, using now
F¯+M 6= 0, one obtains λ2 > 0.
Next, if λ1(λ1 + λ2 + 2)F¯+M
l
k−2,ν = F¯−H
l
k,ν , then define M
l−1
k−1,ν−1 = 0, while
otherwise define
(39) M l−1k−1,ν−1 = (F¯−H
l
k,ν − λ1(λ1 + λ2 + 2)F¯+M
l
k−2,ν)/(λ1 + 2) .
Using a similar argument as above, the denominator is shown to be non-zero when-
ever λ1(λ1 + λ2 + 2)F¯+M
l
k−2,ν 6= F¯−H
l
k,ν , and c is chosen such that Kc(τ) is uni-
tarisable. We now show that M l−1k−1,ν−1 ∈ M
l−1
k−1,ν−1. From {F¯+, F¯−} = 0 follows
F¯−M
l−1
k−1,ν−1 = 0. Using {F−, F¯+} = H + Z and F−M
l
k−2,ν = 0, we have
(λ1 + 2)F−M
l−1
k−1,ν−1 = F−F¯−H
l
k,ν − λ1(λ1 + λ2 + 2)(H + Z)M
l
k−2,ν
= F−F¯−H
l
k,ν − λ1(λ1 + λ2 + 2)λ2M
l
k−2,ν ,
which vanishes by definition of M lk−2,ν .
Next, if λ2(λ1 + λ2 +2)F+M
l
k−2,ν = −F−H
l
k,ν , then define M
l+1
k−1,ν+1 = 0, while
otherwise define
(40) M l+1k−1,ν+1 = (F−H
l
k,ν + λ2(λ1 + λ2 + 2)F+M
l
k−2,ν)/(λ2 + 2) .
Using a similar argument as above, the denominator is shown to be non-zero when-
ever λ2(λ1 + λ2 + 2)F+M
l
k−2,ν 6= −F−H
l
k,ν , and c is chosen such that Kc(τ) is
unitarisable. We now show that M l+1k−1,ν+1 ∈ M
l+1
k−1,ν+1. From {F+, F−} = 0
follows F−M
l+1
k−1,ν+1 = 0. Using {F¯−, F+} = H − Z,
(λ2 + 2)F¯−M
l+1
k−1,ν+1 = F¯−F−H
l
k,ν + λ2(λ1 + λ2 + 2)(H − Z)M
l
k−2,ν
= −F−F¯−H
l
k,ν + λ2(λ1 + λ2 + 2)λ1M
l
k−2,ν ,
which vanishes by definition of M lk−2,ν .
Finally, defining
(41) M lk,ν = H
l
k,ν − (λ1F+F¯+ − λ2F¯+F+)M
l
k−2,ν − F+M
l−1
k−1,ν−1 − F¯+M
l+1
k−1,ν+1 ,
it is clear that H lk,ν can be written in terms of the summands (38), (39), (40), (41)
as
H lk,ν = M
l
k,ν + F+M
l−1
k−1,ν−1 + F¯+M
l+1
k−1,ν+1 + (λ1F+F¯+ − λ2F¯+F+)M
l
k−2,ν .
We conclude the proof by showing that M lk,ν is in the kernel of both F− and F¯−:
F−M
l
k,ν = F−H
l
k,ν + (λ1F+(H + Z) + λ2(H + Z)F+)M
l
k−2,ν − (H + Z)M
l+1
k−1,ν+1 ,
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= F−H
l
k,ν + (λ1λ2 + λ2(λ2 + 2))F+M
l
k−2,ν − (λ2 + 1 + 2− 1)M
l+1
k−1,ν+1 ,
= F−H
l
k,ν + λ2(λ1 + λ2 + 2)F+M
l
k−2,ν − (λ2 + 2)M
l+1
k−1,ν+1 ,
vanishes by definition of M l+1k−1,ν+1, and
F¯−M
l
k,ν = F¯−H
l
k,ν − (λ1(H − Z)F¯+ + λ2F¯+(H − Z))M
l
k−2,ν − (H − Z)M
l−1
k−1,ν−1 ,
= F−H
l
k,ν − (λ1(λ1 + 2) + λ2λ1)F¯+M
l
k−2,ν − (λ1 + 1 + 2− 1)M
l−1
k−1,ν−1 ,
= F−H
l
k,ν − λ1(λ1 + λ2 + 2)F¯+M
l
k−2,ν − (λ1 + 2)M
l−1
k−1,ν−1 ,
vanishes by definition of M l−1k−1,ν−1. 
Denoting by R the centralizer algebra of u(2|1) inside Hc(G,E) ⊗ C, we arrive
at the following:
Corollary 5.8. For real-valued parameters c so that Kc(τ) is unitarisable, we have
the following joint (R, u(2|1))-decomposition
Kc(τ) =
n⊕
l=0
⊕
k∈Z≥0
⊕
ν∈Sc(τ)lk
Mc(τ)
l
k,ν ⊗ Lu(2|1)(k + n−Nc(τ), ν, l −
n
2 ),
where L
u(2|1)(λ, ν, γ) denotes the irreducible lowest weight representation of u(2|1)
of (H,Z1, Z2) lowest weight (λ, ν, γ).
Proof. By means of the su(1, 1)-decomposition (9), we have
Kc(τ) =
n⊕
l=0
Mc(τ) ⊗ S
l =
n⊕
l=0
⊕
k∈Z≥0
Hc(τ)
l
k ⊗ Lsu(1,1)(k + n−Nc(τ)).
Denoting by Hc(τ)lk,ν the ν-eigenspace of the operator Z1 inside Hc(τ)
l
k, we refine
the decomposition to
Kc(τ) =
n⊕
l=0
⊕
k∈Z≥0
⊕
ν∈Sc(τ)lk
Hc(τ)
l
k,ν ⊗ Lu(1,1)(k + n−Nc(τ), ν),
where L
u(1,1)(µ, ν) denotes the irreducible lowest weight module for the u(1, 1)-
algebra realised by E+, E−, H, Z1, with (H,Z1)-lowest weight (µ, ν). The claim
now follows from Proposition 5.7. 
6. Example: dihedral groups in the spinor case
We again consider E = R2 with G = I2(m) a dihedral group, and use the
same notation as in Section 4. The Clifford algebra has two generators e1, e2 cor-
responding to the real basis {ξ, η} of E, and also to {x, y} of E∗. As n = 1, we
omit the subscripts from the complex linear combinations (19). Hence, f and f †
satisfy {f, f} = 0 = {f †, f †} and {f, f †} = 1. The spinor space S ∼=
∧
f † is two-
dimensional with basis {1, f †}, or {ff †, f †} when realised inside C. This provides a
matrix representation for f and f †, in which e1 and e2 correspond to the first two
Pauli matrices.
LetMc(τ)lk denote the subspace of Kc(τ) = Mc(τ)⊗S with elements of polyno-
mial degree k (eigenvalue for H), spinor degree l (eigenvalue for Z2), and that are
in the kernel of both F− and F¯− (and hence also of E−). In the low-dimensional
case n = 1, we show that the third u(2|1)-weight, being the eigenvalue for Z1 or Z,
is determined by the previous two weights. The u(2|1)-representations occurring
in the decomposition of Kc(τ) are all atypical. To find the weights, computations
similar to the ones in Section 4 can be used. Specifically in the case n = 1, another
approach is also possible.
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Proposition 6.1. For M lk ∈ Mc(τ)
l
k, we have the following actions
HM lk = (k + 1−Nc(τ))M
l
k ,
Z2M
l
k = (−1)
l+1 1
2
M lk ,
Z1M
l
k = (−1)
l (k −Nc(τ))M
l
k ,
ZM lk = (−1)
l+1 (k + 1−Nc(τ))M
l
k .
Proof. The first two actions follow immediately from Lemma 3.1 and the Clifford
algebra anti-commutation relations (20) as Z2 = f
†f − 1/2.
For the final action, note that the u(2|1) central element can be written as
Z1 − Z2 = iO1,2, as defined in (37). For E = R2, this is related [7, p.13] to
the Scasimir element of the spo(2|1) subalgebra generated by D+ = F+ + F¯+ and
D− = F− + F¯−:
iO1,2 = i
1
2
(D−D+ −D+D− − 1) e1e2 = −(D−D+ −D+D− − 1)Z2 ,
where we used i e1e2 = (1 − 2f
†f). Both the Scasimir and the pseudoscalar e1e2
are in the ghost centre of spo(2|1), their product is in the centre and squares, up to
a constant, to the spo(2|1) Casimir. In a manner similar to, for instance, Section
5.2 of [8], we obtain
Z1M
l
k = −(D−D+ −D+D− − 2)Z2M
l
k ,
= −(2H − 2)(−1)l+1
1
2
M lk ,
= (−1)l (k −Nc(τ))M
l
k .
The action of Z = 2Z2 − Z1 now follows from the computed actions. 
We will briefly discuss how this result relates to the ones of Section 4, namely
Theorem 4.3 and the subsequent Corollaries, and use these to give a basis for
Mc(τ)lk .
As S = S0 ⊕ S1, we have
Kc(τ) =Mc(τ)⊗ S
0 ⊕Mc(τ)⊗ S
1.
When n = 1, using the explicit expressions for the root vectors (13), we can write
Z1 = z¯ζ¯ − zζ + 2σZ2 .
As 2Z2S
l = (−1)l+1Sl, there is a u(1, 1)-subalgebra of u(2|1) generated by H,E±
and Z1 which will act on the space Mc(τ) ⊗ Sl as a copy of the algebra u(1, 1)
considered in Part I with central element
Z1|Mc(τ)⊗Sl = Z0 + (−1)
l+1σ .
From the expressions (15) in Theorem 4.3 for the eigenvalues of Z0 + ǫσ, we see
that they simplify to ±(k − Nc(τ)) for ǫ2 = 1. The u(1, 1)-decompositions in the
corollaries following Theorem 4.3 can be used to write
Kc(τ) =
1⊕
l=0
⊕
k∈Z
Hc(τ)|k|,sign(k) ⊗ Lu(1,1)(|k|+ 1−Nc(τ), k − sign(k)Nc(τ)) ⊗ S
l ,
where Hc(τ)|k|,± denotes the ±(|k|−Nc(τ))-eigenspace of Z0+(−1)
l+1σ in kerE−.
This can now be refined to a u(2|1)-decomposition by combining pairs of u(1, 1)-
modules into a single (atypical) representation of u(2|1).
For l = 0, we have (−1)l+1 = −1 and hence for k ∈ Z>0, the eigenvectors (16)
simplify to
h(−, στ,k)
+ = Projk
[
2(k −Nc(τ)z¯
k ⊗ z¯(στ,k)− 2στ,kz
k ⊗ z(στ,k)
]
,
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h(−, στ,k)
− = 2(k −Nc(τ)) Projk
[
zk ⊗ z(στ,k)
]
,
where στ,k ∈ σ(τ)k. From the eigenvalues in Proposition 6.1, we observe that the
element(s) h(−, στ,k)
+ ⊗ 1 ∈ Hc(τ)k,+ ⊗ S
0 for στ,k ∈ σ(τ)k form(s) a basis for
Mc(τ)0k . This basis is killed by both F¯− (this is immediate from the action of f on
S0) and F−, which is non-trivial and implies h(−, στ,k)+ ∈ ker ζ as was mentioned
in Remark 4.4. The kernel of ζ¯ is treated in the next paragraph.
Similarly, for l = 1, we have (−1)l+1 = 1 and hence for k ∈ Z>0, the eigenvec-
tors (16) simplify to
h(+, στ,k)
+ = 2(k −Nc(τ)) Projk
[
z¯k ⊗ z¯(στ,k)
]
,
h(+, στ,k)
− = Projk
[
2(k −Nc(τ))z
k ⊗ z(στ,k)− 2στ,kz¯
k ⊗ z¯(στ,k)
]
,
where στ,k ∈ σ(τ)k . Again by Proposition 6.1, a basis for Mc(τ)
1
k is given by
h(+, στ,k)
− ⊗ f † ∈ Hc(τ)k,− ⊗ S1 for στ,k ∈ σ(τ)k. This basis is killed by both F−
(this is immediate from the action of f † on S1) and F¯−, which is non-trivial and
implies h(+, στ,k)
− ∈ ker ζ¯.
Next, from the eigenvalues in Proposition 6.1, we also have F−h(−, στ,k)−⊗1 6= 0
for k ∈ Z>0 and στ,k ∈ σ(τ)k . Since F−h(−, στ,k)
− ⊗ 1 is killed by both F− and
F¯−, and moreover, using the commutation relations (35), we have
Z1F−h(−, στ,k)
− ⊗ 1 = −(k − 1−Nc(τ))F−h(−, στ,k)
− ⊗ 1 .
Thus, F−h(−, στ,k)−⊗1 is an element ofMc(τ)1k−1, and hence a linear combination
of h(+, στ,k)
− ⊗ f † for στ,k ∈ σ(τ)k when k > 1, or an element of the space
1 ⊗ V (τ) ⊗ f † when k = 1. In a similar manner, F¯−h(+, στ,k)+ ⊗ f † is seen to be
in Mc(τ)0k−1.
In this way, the decomposition is refined to
Kc(τ) =
1⊕
l=0
⊕
k∈Z≥0
Mc(τ)
l
k ⊗ Lu(2|1)(k + 1−Nc(τ), (−1)
l (k −Nc(τ)) , l −
1
2 ).
Here, Mc(τ)
l
k denotes the subspace with elements of polynomial degree k, spinor
degree l, and that are in the kernel of both F− and F¯−, with a basis given explicitly
in the preceding discussion. It is an irreducible module for the centraliser algebra
CentHc(G,E)⊗C(u(2|1)) only when τ is one-dimensional. Note that in the present
dihedral case, the eigenvalue of Z1 is completely determined by the eigenvalues of H
and Z2, and thus we have omitted Z1-eigenvalue ν from the notation in Mc(τ)lk,ν ,
when compared with the general decomposition in Corollary 5.8.
Proposition 6.2. The centraliser (CentHc(G,E)⊗C(u(2|1)) is generated by the cen-
tral element Z1 − Z2 and C[ρ(GJ )], where GJ is abelian for G dihedral.
Proof. Similar to Proposition 4.5, using now that the (super)centraliser of the
spo(2|1)-subalgebra is generated by O12 = −i(Z1 − Z2) and the double cover of
G. 
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