ABSTRACT Many classification tasks suffer from the class imbalance problem that seriously hinders the precision of classifiers. The existing algorithms frequently incorrectly categorize new instances into the majority class. The ensemble learning is an effective method to address the imbalance problem, as is the Splitting Balancing Ensemble (SBE) method that learns the unbalanced dataset by converting it into multiple balanced subsets on which sub-classifiers are built. However, the SBE generates balanced subsets that are too small when learning a highly unbalanced dataset and lead to under-fitting. We propose the Distance-based Balancing Ensemble (DBE) method to deal with this issue and improve the generalization performance of the classification algorithm. The DBE divides highly unbalanced learning set into multiple unbalanced subsets with a much lower imbalance ratio and then applies a modified adaptive semi-unsupervised weighted oversampling method to each subset to obtain balanced subsets for the sub-classifiers. We further propose our Distance-based Combination Rule (DCR) as a more effective method for combining the ensemble results. Tests with 48 public unbalanced datasets from public repositories are performed to demonstrate the effectiveness of the DBE model with the DCR. The results show that the DBE-DCR model outperforms other ensemble models.
I. INTRODUCTION
The class-imbalance problem is one of the top 10 challenges in data mining and machine learning [1] . The problem occurs when an overwhelming number of instances belong to the majority class, with the remainder belonging to the minority class. There are many examples of the classimbalance problem, including software defect prediction [2] , bankruptcy prediction [3] , osteoporosis data analysis [4] , disaster information services [5] , and image retrieval [6] . Generally, researchers are more interested in the minority class than the majority class. For example, the short-term voltage stability (SVS) measurement rarely indicates instability in modern power systems, so accurately identifying anomalous
The associate editor coordinating the review of this manuscript and approving it for publication was Weiping Ding. SVS values helps avoid unnecessary power outages and economic losses [7] .
Class-imbalance datasets seriously hinder the precision of most learning algorithms that assume a balanced class distribution or the equal misclassification costs. These algorithms do not represent the distribution characteristics of complex unbalanced datasets and produce lower quality results when predicting the minority class instances from such datasets [8] . Therefore, increasingly more researchers have paid attention to the class-imbalance problem. Existing algorithms for dealing with unbalanced data fall into the following categories: data preprocessing [9] - [11] , algorithm modification [12] , cost-sensitive learning [13] - [15] , and ensemble learning [16] - [20] . Ensemble learning is one of the most effective approaches to the imbalance problem [21] .
Sun et al. [18] proposed a new ensemble-learning algorithm for solving the class-imbalance problem. We refer to this method as the Splitting Balancing Ensemble (SBE) method. The SBE randomly splits or clusters the majority class instances into several majority subsets with sizes equal to the number of minority class instances and then combines each majority subset with the minority class instances to obtain balanced subsets. The method builds sub-classifiers on these balanced subsets and integrates the outputs of the sub-classifiers using a combination rule. However, the sizes of the balanced subsets are decided by the imbalance ratio, which means the sizes of the subsets are too small when the SBE learns a training set with a high imbalance ratio. This easily leads to under-fitting.
We propose a new Distance-based Balancing Ensemble (DBE) method to learn a dataset with a high imbalance ratio in this paper. The DBE first divides the majority instances into multiple majority subsets with sizes equal to twice the number of the minority class instances. The algorithm combines each majority subset with the minority class instances to form multiple unbalanced subsets. Then, the algorithm applies the modified Adaptive Semi-Unsupervised Weighted Oversampling (A-SUWO) method [11] to each unbalanced subset to obtain balanced subsets for building sub-classifiers. We also introduce a Distance-based Combination Rule (DCR) to combine the sub-classifier outputs to obtain more precision predictions. The DCR employs a distance-based weighting mechanism to adjust the probabilities generated by subclassifiers to reflect the greater likelihood of a query instance being classified into the class most similar to it.
To validate the effectiveness of the DBE model with the DCR, we perform experiments on 48 public datasets with high imbalance ratios. The remainder of this paper is organized as follows. Section II introduces the original A-SUWO algorithm and ensemble learning as related works. Section III presents the DBE-DCR model. Section IV presents our detailed experimental design and an analysis of the corresponding results. Section V presents our conclusions.
II. RELATED WORK
Our proposal combines a modified A-SUWO strategy [11] and ensemble learning to deal with the class imbalance problem. This section reviews the original A-SUWO algorithm and ensemble learning.
A. THE A-SUWO STRATEGY
The A-SUWO strategy [11] involves three key stages: 1) cluster the minority instances via semi-unsupervised clustering; 2) adaptively determine the size of the sub-clusters according to the misclassification error; and 3) generate synthetic instances based on the distance to the decision boundary in each minority sub-cluster.
In the first stage, A-SUWO uses a modified agglomerative hierarchical clustering algorithm [22] to divide minority instances into M sub-clusters. The modified agglomerative hierarchical clustering algorithm iteratively forms minority sub-clusters while avoiding majority sub-clusters in between. The synthetic instances generated in the minority sub-clusters location prevent classes from overlapping. (Class overlapping occurs when a minority instance is located in the region of the majority class, as illustrated in Fig. 1 ).
In the second stage, the method uses a cross-validation strategy and the standardized average error rate to determine the number to oversample for each minority sub-cluster. The method uses Linear Discriminant Analysis (LDA) as the learning algorithm in the cross-validation. This strategy obtains the number ε jk of the minority instances misclassified as majority class for each sub-cluster j in fold k across K cross-validation. The error rate ε * jk is calculated by dividing ε jk by the number of instances in each sub-cluster, with the average error rateε * j estimated by averaging the error rate over k folds.
We obtain the standardized average error rateε * j by standardizingε
The algorithm computes the number S j for each sub-cluster to oversample as
where S over is the difference between the majority and minority instances. The algorithm assigns sub-clusters with a high misclassification error a larger number for oversampling in this stage. The first step of the last stage assigns weights to each minority instance based on its average distance to NN-nearest majority instances neighbors. For the hth minority class instance x jh in the jth minority sub-cluster and for its vth neighbor among the k nearest majority neighbors, the algorithm records the Euclidean distance d x jh , y jh (v) . To make it robust to the datasets with different number of features, we normalize the distance by dividing the number of features D:d
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The algorithm computes the closeness factor C(x jh , y jh(v) ), defined as
where f j (x) is a cutoff function for the jth sub-cluster and preventsd x jh , y jh(v) from being too large when the two instances x jh and y jh (v) are too close to each other. We define it as
TH j is the largest value f(x) can reach:
where R j is the number of instances in the jth minority sub-cluster. A-SUWO determine the weights W(x jh ) for each minority instance in minority sub-clusters by calculating
Then, an instance x is selected from the minority subcluster following the probability distribution
Finally, the algorithm randomly chooses another instance y from same minority sub-cluster and generates a synthetic instance s using the formula
where β is a random number in the range [0, 1].
B. ENSEMBLE LEARNING
Now widely used in machine learning and data mining, ensemble learning offers better generalization performance than an individual classifier by combining multiple subclassifiers. Fig. 2 shows the basic structure of the ensemble learning approach. Ensemble learning generates a set of subclassifiers and then combines them with a specific combination rule. For a binary class problem y ∈ {−1,1} and the ith classifier h i , coupled with a simple voting mechanism for combining T classifiers, if more than half of the results given by the sub-classifiers are correct, the output H(x) given by combining models is also correct.
III. THE DISTANCE-BASED BALANCING ENSEMBLE
Our DBE method expands upon the basic ensemble-learning approach from the previous section. Our DBE consists of four main steps: splitting the data, balancing the data, building the sub-classifiers, and combining the models. Fig . 3 shows the framework for this DBE-DCR model. The model first divides the majority instances into several majority subsets in which the number of majority instances are twice the number of minority instances (see the ''data splitting'' step in Fig. 3 ) and then combines them with the minority instances. (The Appendix explains the effectiveness of setting the number of the majority instances in subsets to twice the number of minority instances.) The result is multiple unbalanced subsets with an imbalance ratio of 2.
Afterwards, the modified A-SUWO method is used to oversample in each unbalanced subset (see the ''data balancing'' step in Fig. 3 ). After oversampling, multiple balanced subsets are obtained, and a set of sub-classifiers could be built on these balanced subsets by using the specified classification algorithm (see the ''sub-classifiers building'' step in Fig. 3 ). Finally, these sub-classifiers' outputs are combined to classify query instances with the DCR (see the ''classifiers combining'' step in Fig. 3 ).
A. DATA SPLITTING
Unbalanced data severely affects the precision of the classifier because the classifier often misclassifies minority instances in an unbalanced dataset. Many methods use preprocessing to solve this problem, as is also done with oversampling and undersampling. However, undersampling techniques may eliminate useful data [23] , [24] . To reduce the number of majority instances without removing original information, another method would be to divide the majority instances into multiple majority subsets, combining each of them with the minority class. There are two ways to divide the majority instances into several majority subsets: random splitting and clustering. For random splitting, we split the majority instances into multiple bins, each bin has similar number. For clustering, we use the well-known k-means clustering algorithm. After the designer sets the number of desired clusters k, the algorithm first initializes k groups. It assigns each point to its closest centroid and then moves each group to the mean of its assigned points. It repeats the last two steps until the centroids no longer move.
DBE randomly splits or clusters the majority instances into several majority subsets, each having a number of instances equal to twice the number of minority instances. DBE then combines each majority subset with the minority instances to obtain multiple unbalanced subsets with an imbalance ratio of 2. The resulting subsets avoid generating too many new instances in the data balancing step and, correspondingly, avoid significantly changing the original data distribution. DBE differs from SBE in that SBE determines the number of majority instances in each subset according to the imbalance ratio of the dataset, which easily leads to underfitting.
B. DATA BALANCING BY MODIFIED A-SUWO
Generally speaking, there are two methods for oversampling. The first method generates a new instance between a selected instance and one of its NN-nearest neighbors [9] , [23] , [25] . The second method uses cluster analysis to divide minority instances into multiple sub-clusters and then synthesizes new instances in each sub-cluster [26] .
A-SUWO [11] uses a modified hierarchical clustering method for iteratively clustering minority class instances into several clusters of minority instances and avoiding majority instances in between. Oversampling in each minority subcluster ensures that new instances will not be generated within the majority class. We considered A-SUWO for these reasons. However, in the adaptive sub-cluster sizing stage, A-SUWO uses the LDA classifier to obtain the minority instances that are easily misclassified and need more oversampling. LDA is a typical linear classifier and has no tunable parameters, but the misclassification results provided by LDA do not always apply to nonlinear classifiers such as Naive Bayes and decision trees. The misclassified instances obtained by LDA in the adaptive sub-cluster sizing stage may be classified correctly by Naive Bayes in its classification stage, making the oversampled instances from LDA meaningless. So, we use the algorithm from the sub-classifier's building phase for the adaptive sub-cluster sizing stage rather than LDA in our modified A-SUWO. Finally, our modified A-SUWO generates multiple balanced subsets.
C. SUB-CLASSIFIERS BUILDING
It is possible to build multiple sub-classifiers on the balanced subsets obtained from the data splitting and data balancing stages using one of the many excellent learning algorithms useful for classification. In this component, we employ four algorithms-KNN [27] , SVM [28] , C4.5 [29] , and Naive Bayes [30] -from the top-10 datamining algorithms [31] along with two other representative algorithms-LDA [32] and Random Forest [33] -as the learning algorithms. Because the learning sets generated in each subset are different, we use the same learning algorithm to build sub-classifiers.
D. CLASSIFIERS COMBINING
Each sub-classifier gives the individual classification result for predicting the query instance. It is then necessary to combine the results given by these sub-classifiers. For the convenience, we present the following research content using the binary-classifications problem. Multiple-classification problems are solvable by converting them into multiple binary classification problems. We now describe the combination rules in detail.
We first assume that the k balanced datasets obtained from data splitting and data balancing stages are binary-class datasets with class labels C 1 and C 2 . The ith sub-classifier (1 ≤ i ≤ k) classifies query instance as C j with the probability P ij (1 ≤ j ≤ 2). The details and descriptions of original five combination rules can be found in Kittler et al. [34] . However, these five combination rules only consider the classification result given by each classifier and ignore the relevance between the learning sets and the query instance. The query instance is likely to be classified into the class with the shortest average Euclidean distance to the query instance.
Sun et al. [18] proposed five novel combination rules based on distance and the original method, including MaxDistance, MinDistance, ProDistance, MajDistance, and SumDistance. They have determined that the MaxDistance Combination Rule (MCR) works best among the 10 combination rules. The MCR classifies query instance as label C j according to
where
is the average Euclidean distance from the query instance to the data with class C j in the ith subset. The Const constant exists to avoid division by 0. Sun evaluated values of 0.01, 0.1, 1, 10, and 100 for the constant, and chose 1 based on its achieving the highest AUC values. However, the MCR distance is a simple linear enlargement. The denominator should be scaled to different degrees to adjust the probabilities given by the sub-classifiers when facing different distances. We thus propose a new combination rule called DCR using modified distance weights:
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Second, when the query instance is too far away from a given class of learning sets, exp (D ij ) is also large enough as a denominator to adjust the probabilities given by the sub-classifiers. Third, when the two class probabilities P j corresponding to label C j given by the sub-classifiers are similar, a nonlinear enlargement of the distances adjusts the probabilities to categorize the query instances into the class whose instances are more similar to the new instances. Note that, before calculating the distance between two instances, each feature of the datasets should be normalized because the input numerical attributes may have very different scales.
IV. EXPERIMENTAL STUDY
To validate the effectiveness of our proposed DBE-DCR model, we designed an experimental study consisting of five experiments. The first and second experiments are performed to verify the effectiveness of the DBE and DCR, respectively. However, when DBE and DCR are combined to solve the class-imbalance problem, the two methods may interact and eventually affect the precision of classification. Therefore, the third experiment is carried out to ensure the effectiveness of the combination of the two. The fourth experiment explores which data-splitting method and combination rule performs best over the six learning algorithms. The last experiment explores whether our DBE-DCR method is more effective than existing algorithms developed for the class-imbalance problem.
(i) The DBE-MCR model vs. the SBE-MCR model. This experiment was designed to compare the performance of our proposed DBE model with the SBE model in classifying unbalanced data while employing the MCR as the combination rule.
(ii) The SBE-DCR model vs. the SBE-MCR model. This experiment was designed to compare the performance of the proposed DCR and MCR approaches in integrating the output given by the SBE.
(
iii) The DBE-DCR model vs. the SBE-MCR/DBE-MCR/ SBE-DCR model. This experiment compares our proposed DBE-DCR and the original SBE-MCR, DBE-MCR
and SBE-DCR models to verify the combination of two is effective in classifying high unbalanced data.
(iv) Clustering for the DBE-DCR model vs. random splitting for the DBE-DCR model. This experiment explores which data-splitting method is suitable for the DBE-DCR model over the six learning algorithms.
(v) The DBE-DCR model vs. state-of-the-art ensemble learning methods. This experiment compares the effectiveness of our proposed DBE-DCR model with other ensemble learning methods in dealing with unbalanced data.
We performed these experiments using 48 publicly available datasets from the Keel dataset repository [35] , [36] . Table 1 presents the characteristics of these datasets, including the number of attributes, the number of data sets, the number of minority instances, the number of majority instances, and the imbalance ratio for each dataset. These datasets are all binary. For more detailed information about the adopted datasets, interested researchers can refer to http://sci2s.ugr.es/keel/imbalanced.php.
To obtain objective results for the performance measure, we used a 10-fold cross-validation strategy in the experiment. To alleviate the randomness effects on the results, we repeated the 10-fold cross-validation 10 times while shuffling the instances each time. With the results of the 10 executions, we got the mean for each dataset. We selected six learning algorithms: Naïve Bayes, C4.5, LDA, random forest, SVM, and KNN. We also used MATLAB's default parameters for all six algorithms except for SVM and KNN. For SVM, we selected the kernel function from among polynomial and radial basis functions. For KNN, we set the parameter K to 5.
We selected AUC as our algorithm performance measure in all cases due to its advantages over G-Mean and F-Measure [37] . AUC is the area under the receiver operating characteristic (ROC) curve and is not sensitive to the changes in the instance distribution. This makes it objective as a performance measure for the 48 datasets, which have different instance distributions. To evaluate the algorithm performance, we obtained the number of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) instances from the confusion matrix in Table 2 . We obtained the ROC graph by plotting the true positive rate (TPR) on the x-axis against the false positive rate (FPR) on the y-axis as calculated in Eqs. (13) and (14) .
A
. DBE-MCR VS. SBE-MCR
This experiment explored whether the DBE was more effective than the SBE when dealing with the datasets with a highly imbalanced ratio. To compare the performance of the DBE and SBE, we employed MCR as the combination rule for the two. In the DBE data-splitting phase, we adopted the simplest K-Means algorithm for clustering during the DBE data-splitting phase, with K set as half of the ratio between the number of majority class and minority class instances. For random splitting, we set twice as many majority class instances as minority class instances in each subset. In the SBE, for clustering method, we set K according to Sun et al. [18] . For random splitting in SBE, the number of majority class instances in each subset equaled the number of the minority class instances. Owing to space limitations, we only show the average AUC values for each combination of classifier and algorithm in Table 3 , highlighting the best values in boldface. Throughout this paper, we use C\model's name to indicate data splitting with clustering, and S\model's name to indicate data splitting with random splitting. Table 3 shows, under the conditions of the same data-splitting methods and classification algorithm, that the DBE performs better than the SBE in classifying highly unbalanced data.
It is possible an individual AUC value for one or more datasets was too high and skewed the average AUC values. Thus, we also compared the DBE-MCR and SBE-MCR models according to the difference value (D-value) on each dataset as given in Eq. (15): where AUC DBE−MCR is the AUC value for the DBE-MCR model and AUC SBE−MCR is the AUC value for the SBE-MCR model.
To provide readers a clear picture of the performance differences between the two models, Fig. 4 shows the D-values for each dataset with the six classifiers and clustering as the data-splitting method. Fig. 5 shows the same but with random splitting as the data-splitting method. In each subfigure, the x-axis represents the datasets while the y-axis shows the D-value for each dataset. So, points located above the line show when the DBE method performed better than SBE. Figs. 4 and 5, show that most of points are above the line, reinforcing the average results. 
B. SBE-DCR VS. SBE-MCR
This experiment explored whether our DCR was more effective than the MCR to integrate the output given by sub-classifiers. For generating sets of sub-classifiers, we employed the SBE here. In the SBE data-splitting phase, we set K for clustering and random splitting as in Section IV.A. As before, we showed the average AUC values for each classification algorithm while employing different combination rules with SBE in Table 4 . classification algorithm, except when using the LDA learning algorithm.
As in Section IV. A, we also computed the D-values of the SBE-DCR and SBE-MCR models for comparison. points are located above the line for Naive Bayes, C4.5, random forest, SVM, and KNN. The number of points located above the line is similar to the number of points located below line for LDA. These results indicate that the DCR method performed better than the MCR method except when using the LDA learning algorithm. With the LDA learning algorithm, the performance of DCR is similar to MCR. 
C. DBE-DCR VS. SBE-MCR/DBE-MCR/SBE-DCR
This experiment explored whether combining the DBE method and the DCR method in the DBE-DCR model is more effective than the original SBE-MCR model. In addition, the DBE-DCR was compared with the DBE-MCR and the SBE-DCR to verify the combination of the DBE and DCR performs better than the individual one. The clustering and random splitting in the data-splitting phase for the SBE/DBE were set as in Section IV. A. Table 5 shows the average AUC values for 48 datasets using SBE-MCR, DBE-MCR, SBE-MCR and DBE-DCR over six classification algorithms. Table 5 indicates that (i) DBE-DCR performs significantly better than the original SBE-MCR model while using same data-splitting methods and classification algorithm. (ii) both DBE and DCR can improve the precision of classifying unbalanced data, and the performance of the two is similar. The combination of DBE and DCR performs better than the individual one in terms of average AUC value. Due to space limitations, we only computed D-values between the DBE-DCR and SBE-MCR combined methods and presented them in Figs. 8 and 9 . There are very few points below the line in all cases. The AUC for the DBE-DCR was consistently higher than that for SBE-MCR across the datasets, with rather few exceptions. The DBE-DCR model performed significantly better than the SBE-MCR model in terms of the D-values.
D. CLUSTERING FOR DBE-DCR VS. RANDOM SPLITTING FOR DBE-DCR
There are two ways for data-splitting, namely clustering and random splitting. This experiment explored which datasplitting method is suitable for the DBE-DCR model over the six learning algorithms. Tables 6 and 7 present the detailed AUC values for the 48 datasets over the six classification algorithms using clustering and random splitting data-splitting method. The last row of the table shows the average AUC value for the 48 datasets with the best average AUC values highlighted in boldface. Tables 6 and 7 show that the difference between the average AUC values was small using clustering and random splitting data-splitting method and that neither clustering nor random splitting always achieved the better classification result. So, both data-splitting methods should be considered when classifying new data.
E. DBE-DCR MODEL VS. STATE-OF-THE-ART ENSEMBLE LEARNING METHODS
This experiment compared our proposed DBE-DCR model with other state-of-the-art ensemble learning methods developed for classification tasks. Among the algorithms proposed in the past decade for handling skewed class distributions, we chose five well-known techniques for comparison with our DBE-DCR model: Bagging [38] , EasyEnsemble [16] , RUSBoost [17] , SMOTEBoost [19] and clustering-based undersampling in class-imbalanced data proposed by Lin et al. [20] . Table 8 displays the average AUC values obtained from the tested methods using six learning algorithms. The best average AUC values are highlighted in boldface. Table 8 shows that our proposed learning algorithms performed considerably better than the other methods. The experimental results validate the effectiveness of both DBE and DCR in our proposed model. DBE splits the majority instances and oversamples in each subset to ensure instances sufficient to maintain the precision of the classifiers. DCR uses exp(dist) between the learning sets and the query instance to adjust the probabilities given by the DBE to obtain a more accurate ensemble. Therefore, the DBE-DCR model works well to classify data with a high imbalance ratio.
V. CONCLUSION
The main contribution of this research is our proposed DBE-DCR model, which significantly improves the precision of classifying data with a high imbalance ratio. DBE-DCR addresses the problem of too-small balanced subsets when learning a dataset with a high imbalance ratio, and it considers the relationship between query instances and learning sets to adjust the sub-classifier outputs to obtain more accurate ensemble results. Our experimental results show that both DBE and DCR improve the precision of classification results when applied individually and that, when combined into DBE-DCR, performs significantly better than other ensemble models We have also determined that neither clustering nor random splitting is always better for splitting the data. Both approaches should be considered when using DBE-DCR to classify new instances. Table 9 shows the average AUC results of various ratios between the number of majority and minority instances in subsets for the 48 datasets with the LDA classifier, with the best AUCs highlighted in boldface. The result shows it is reasonable to set the number of the majority instances in subsets to twice the number of minority instances. 
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