In this paper, we extend a method recently reported [Phys. Rev. E 87, 042921 (2012)] for the calculation of the eigestates of classically highly chaotic systems to cases of mixed dynamics, i.e. those presenting regular and irregular motions at the same energy. The efficiency of the method, which is based on the use of a semiclassical basis set of localized wave functions, is demonstrated by applying it to the determination of the vibrational states of a realistic molecular system, namely the LiCN molecule.
I. INTRODUCTION
The quantum description of physical and chemical processes customarily pivots around the determination of the eigenenergies and eigenfunctions of the system. Except in the particular case of separable Hamiltonians, one has to resort to numerical computation for this important task, and numerous procedures have been designed for this end [1] [2] [3] . Moreover, this problem is particularly demanding in the classical limit, i.e. → 0, where the density of states is high, and also in realistic systems, which usually exhibit a classically chaotic dynamical behavior even for modest values of the excitation energy. When this happens in time-reversal systems, most eigenfunctions present a very complex nodal pattern, that can only be adequately described by using large basis sets, usually making computations extremely time-consuming.
In this respect, semiclassical methods [4] can be very helpful, both at the computational level and also providing valuable help in the understanding of the correspondence between classical and quantum mechanics. These methods are based on the classical underlying properties of the system, and constitute a cornerstone in the study of classically chaotic systems. In the presence of chaos, the traditional Wentzel-Kramers-Brillouin (WKB) or Einstein-Brillouin-Keller (EBK) approximations cannot be applied due to the absence of the invariant tori [4, 5] that provide the support for the corresponding wave functions. Nevertheless, classical periodic orbits (POs) have a profound impact on the (quantum) density of states of the system, as shown by Gutzwiller in 1971 with his celebrated (semiclassical) trace formula [5] . Unfortunately, the application of this expression to the calculation of highly excited states is very limited, due to the exponential proliferation in the number of POs as energy increases.
The importance of unstable POs for some individual eigenfunctions of classically chaotic systems is clear after the seminal work of Heller on scarring [6] . In that paper, the author coined the term scar to refer to an enhanced localization (over the statistically expected value [7] ) of the quantum probability in some eigenfunctions along periodic trajectories. Actually, scars are associated with Bohr-Sommerfeld (BS) quantized short POs. However, this is a necessary but not sufficient condition for their appearance which, as a consequence, cannot be predicted. Scars have been studied theoretically in quantum billiards [8] , anharmonic molecular potentials [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , or quantum maps [21] . Also, they have been observed in the laboratory in different microwave [22, 23] , optical fibers [24] , microcavities [25] , solid state devices [26] , graphene [27] or ultracold atoms experiments [28] .
Several important results on scarring have been reported in the literature. For example, Bogomolny demonstrated how scars are in general 'distributed' among groups of individual eigenfunctions, and scarred functions can also be produced in the semiclassical limit by averaging of a number of neighbor eigenfunctions around the BS quantized energies [29] (see also Ref. 30) . Later, Berry [31] demonstrated by using Wigner functions that this localization does not only take place in configuration space but also in phase space. Prado and Keating [32] showed that the scarring localization is enhanced in the presence of bifurcations in systems with mixed dynamics, giving rise to the so called superscars. Going beyond the influence of POs in the quantum mechanics of chaotic systems, the effect of the recurrences over homoclinic and heteroclinic quantized circuits has also been reported in the literature [33] . Finally, scarring in open systems has been described in the literature [34] .
Several methods have been proposed to construct localized wave functions over unstable POs, usually known as "scar functions". For example, Polavieja et al. averaged groups of eigenfunctions by performing a short-time quantum evolution [30] , and Vergini and coworkers [35] combined PO resonances by minimizing energy dispersion, including then the semiclassical dynamics around the scarring PO up to the Ehrenfest time [36] . More recently, Sibert et al. [37] and Revuelta et al. [19, 38] applied these ideas to systems with smooth potentials, and Vagov et al. [39] extended the asymptotic boundary layer method to calculate stable microresonator localized modes over unstable POs.
Scar functions have a very interesting and useful property, aside from their spatial localization: they also present a very low dispersion in energy. We have recently used this fact to construct an extremely efficient basis set for the diagonalization of the Hamiltonian matrix in a coupled quartic oscillator with a high degree of chaoticity. As demonstrated in Ref. 40 , the system eigenfunctions can be obtained from a very small number of scar functions, i.e. POs, thus getting around somehow the exponential growth fate of Gutzwiller theory. This is based in the replacement of the longer POs by the interaction of the shorter ones. This reduces dramatically the basis size, which in our method only increases linearly with the number of accurately calculated eigenfunctions.
The aim of this paper is to demonstrate the feasibility of extending the method reported in Ref. 40 to systems of chemical interest with a mixed phase space, where trajectories with regular and irregular motions coexist at the same energy. For this purpose, we show how to construct an efficient semiclassical basis set formed by localized wave functions, using the method originally reported in Refs. 19 and 38 that is used to compute the vibrational eigenstates of the LiNC/LiCN isomerizing system. The paper is organized as follows. In Sec. II, we introduce the system under study. In Sec. III we describe the method that we have developed for the computation of the eigenenergies and eigenfunctions of a system presenting coexisting regions of regular and irregular motion, using a basis set of scar wave functions localized along stable (the so called "tube" functions) and unstable POs ("scar" functions). Then, in Sec. IV we present the results that have been obtained and the corresponding discussion. Finally, in Sec. V we summarize the main conclusions of this work and the outlook for further research.
II. SYSTEM
In this section we briefly describe the characteristics of the dynamical system that we have chosen to study, i.e. the LiNC/LiCN isomerizing molecule, that are relevant for this work. We first discuss the effective vibrational Hamiltonian and the potential energy surface of the system in Subsec. II A. Then, Subsec. II B is devoted to the discussion of the dynamical characteristics of the vibrations of this molecule. In particular, we examine the chaoticity of the system as a function of the energy using Poincaré surfaces of section (SOS). Finally, we conclude the section by presenting in Subsec. II C the bifurcationcontinuation diagram of the most relevant POs of the system taking the excitation energy as parameter. These POs will be used later in the construction of a semiclassical basis set for the computation of the vibrational eigenstates of the molecule (see discussion in Sec. IV below).
A. Hamiltonian
The system under study is the LiNC/LiCN isomerizing molecule which has been extensively studied in the past, especially in connection with quantum chaos [9, 10, 12-17, 19, 41-44] . This system exhibits a very floppy motion in the angular coordinate and, as a consequence, chaos sets in at very moderate values of the excitation energy.
The corresponding vibrational motion can be adequately modeled with the following rotationless (J = 0) Hamiltonian
in Jacobi coordinates, where R and ϑ describe the Li-CN stretching and Li-C-N bending motions, respectively, as sketched in the bottom-left corner of Fig. 1 , while r accounts for the C-N motion. The associated reduced masses are µ 1 = m Li m CN /m LiCN and µ 2 = m C m N /m CN , with m LiCN = m Li + m C + m N and m CN = m C + m N . For all practical purposes, the motion in the r coordinate plays no role due to the strength of the C-N triple bound, as reported by some of us elsewhere [43] . Thus, one can keep frozen the r coordinate at its equilibrium value, r e = 2.186 a.u., since the associated frequency is very high, and then decouples very effectively from the rest of the modes in the molecule [43] . Consequently, we can use the following equivalent two-degreesof-freedom Hamiltonian
which still is able to retain all the complexity of the molecule under study, thus yielding at the same time results that are not only qualitative but also quantitative similar [43] . The two-dimensional potential energy surface, V (R, ϑ), has been taken from the literature [45] , and it is shown in Fig. 1 as a contours plot. Here, we have plotted for simplicity only the fundamental domain ϑ ∈ (0, π) rad which results from the rotational symmetry. As can be seen, the potential presents two wells at ϑ = 0 and π rad, respectively. They correspond to the two stable linear isomers, LiCN and LiNC, existing for the molecule; their geometries are sketched at the top of the figure. These two isomers are separated by a modest energy barrier of only E SP ∼ 3454.0 cm
at the saddle point of the potential energy surface, where (R, ϑ) SP = (4.22 a.u., 0.918 rad). The equilibrium point at the top of this barrier generates at higher energies an unstable PO that obviously plays a central role for the reactivity of the system [19] . Finally, the minimum energy path (MEP) connecting the two potential minima has been plotted superimposed in the figure as a dashed red line.
B. Chaos in the LiNC/LiCN system
The dynamics of our model for the vibrations of the LiNC/LiCN molecule can be efficiently monitored by using Poincaré SOS, taking the MEP, R e (ϑ), as the sectioning surface [12] . This choice maximizes the dynamical information obtained for the motion in the angular coordinate. However, this does not define an area preserving map satisfying the Louiville theorem [46] . This inconvenience can be easily overcome by making the following canonical transformation Some representative results, computed by numerically solving the equations of motion derived from Hamiltonian (2), using the Shampine and Gordon algorithm [47] , for different values of the excitation energy, E, are shown in Fig. 2 . As can be seen, the chaoticity of the system increases with the energy. At low energies, for example E=1000 cm −1 as chosen in Fig. 2 (a) , the vibrational motion takes place in the LiNC well and it is regular, being then confined in invariant tori. As higher energies are considered, e.g. panels (b) and (c), the invariant tori progressively start to break down, this paving the road for widespread chaotic motion, as dictated by the celebrated Kolmogorov-Arnold-Moser (KAM) theorem [48] . Comparison of results in panels (b) and (c) clearly indicates that the dynamics in the LiNC well gets increasingly more chaotic as the excitation energy grows. In panel (c), which corresponds to an energy above the level of the less stable LiCN minimum well, motion also takes place in that region of the phase space. Also, a conspicuous accumulation of points next to the LiNC regular regions is observed. This is due to the existence a cantorus, as thoughrouly discussed in Refs. 49 . At even higher energies, we end up being above the PES saddle energy, i.e. panel (d), the two isomer wells are then connected, this allowing classical isomerization dynamics. The POs are characterized in this plots by the initial values of their strecht coordinate R as a function of the energy. Thin blue and thick red lines indicate, respectively, the stability and instability of the corresponding orbits. As can be seen, the number of POs increases with energy due to the different biffurcations taking place. In panels (a)-(c) only the POs that are symmetryic with respect to the ϑ = π and 0 rad lines, i.e. isomers LiNC and LiCN, are considered. We have also highlighted in the figure with empty green circles the position of the quantized trajectories, i.e. the POs that fullfill the BS rule discussed below in Sec. III A 1. Moreover, those that will be used in our construction of a basis set for the system have been indicated with filled green circles (see Subsec. III B below). Notice also how the density of the states of the system increases with the excitation energy, as emphasized in the plot in the bottom panel (d), where the quantum energies of the system are represented.
The POs in Fig. 3 (a) and (b) have been labeled as "N X W Y-Z ", N being an integer identifying the bifurcation at which they first appear (in all orbits considered N=1, 2, 3). Letter X identifies the branch in the bifurcation diagram, being for librations or time-reversal POs X=A associated with the upper branch and X=B with the lower one; the rotations, i.e. POs that have no timereversal symmetry, and then correspond to both (upper and lower) branches, are labeled as X=AB/BA. The Y subindex indicates the well where the PO is located: Y=0 for POs associated with the LiCN isomer, and Y=π for POs of the LiNC isomer. Subindex Z=0, 1, 2, . . . is an integer indicating the bifurcation where the first PO appears. The stable/unstable charater of the PO is indicated by W=s/u (for stable or unstable, respectively). The POs of panel (c) have been labelled as "TS" in the case of the trajectory located in the neighborhood of the TS or activated complex at the PES saddle point, and as "SN s " ("SN u ") for the case of the stable (unstable) POs "born" in the tangent bifurcation [49] .
All trajectories introduced in Fig. 3 are presented in Fig. 4 at a particular value of the energy, actually E =3500 cm −1 . In this figure, we have also included the POs corresponding to the stretch modes associated to purely vibrational motion of R in both wells, which are always stable. We have labeled them as S Y ", where the subindex Y indicates again the well where the PO is localized (Y=0 for LiCN and π for LiNC). 
III. METHOD
In this section we describe the method that we have developed for the construction of an efficient semiclassical basis set. The section is divided in two parts. First, we describe in Subsec. III A how to compute localized wave functions along POs. Second, in Subsec. III B we discuss how the previous localized wave functions are selected for the construction of our basis set.
A. Computation of localized wave functions
In this subsection, we briefly describe the method to construct localized wave functions along POs. For this purpouse, we distinguish between two different kinds of states depending on whether the PO is stable or unstable: for stable POs we will use the so called "tube" wave functions described in Subsec. III A 1, while for unstable POs we will construct the "scar" wave functions that are presented in Subsec. III A 2. More details can be found in Refs. 19, 38, and 40.
1. The "tube" wave functions Our "tube" wave functions are defined as
where T is the period of the PO, and E n the corresponding BS quantized energy (see discussion below). As can be seen, it consists of a time average of a suitably defined wave packet φ(R, ϑ, t), whose dynamics is forced to stay in the neighborhood of the "scarring" PO. This dynamics, given at time t by the phase space point (R t , ϑ t , P R,t , P ϑ,t ), is assumed to be that of a frozen Gaussian [50, 51] centered on the trajectory as
(5) Here, we take α R = 16.114 a.u. −2 and α ϑ = 14.123 rad
that approximately coincide with the "width" in configuration space of the LiNC quantum ground state. The time function γ t = S t / − µ t π/2 is the phase accumulated during the propagation, which is actually the sum of two terms, a first one of dynamical origin given by
dτ (P R,τṘτ + P ϑ,τθτ )/ , and a second contribution proportional to µ t , which equals the number of half turns that the neighbouring trajectories describe around the scarring PO. This second term, which is always more complicated to compute, can be evaluated by using a set of local coordinates along the PO and studying the time evolution of the corresponding transversal stability matrix [52] . It should be noticed that µ t is not a canonical invariant, and as a result its magnitude depends on the definition chosen for the angle swept by the manifolds. Very often, only the value of this magnitude after a full period of the PO, µ T , usually known as the winding number is needed. In this case, the function is canonically invariant and is equal, for unstable POs, to the Maslov [53] index appearing in Gutzwiller's trace formula [54, 55] . More importantly, the required phase becomes much easier to calculate, since it is simply equal to π/2 times the number of turning points plus self-conjugated points in the PO.
In order to maximize the localization along the PO, the tube functions are defined at the energies, E n , fullfilling the BS quantization rule
where n is an integer number giving the number of nodes in the wave function along the PO, and γ, S, and µ being defined over one period of the PO, i.e. γ = γ T , S = S T , and µ = µ T . Notice that many orbits of Fig. 4 are symmetric respect to ϑ = 0 or ϑ = π rad, while the considered wave functions are symmetric with respect to these values. This means that the tube functions associated with symmetric POs have an even number of excitations, i. e. n is even. Thus, in order to simplify notation, the n number used to identify these tube functions equals half the number of excitations.
The "scar" wave functions
The tube functions introduced in Eq. (4) can be constructed both over stable or unstable POs. However, in the latter case it is convenient to introduce an improvement by defining what we call "scar" functions which incorporate short time dynamical information on the homoclinic structure of the PO invariant manifolds [35] .
These scar functions are computed by first propagating the corresponding tube wave functions and then performing a finite-time Fourier transformation at the BS quantized energies, in the following way
where
is the so-called Ehrenfest time, which can be only defined for unstable POs and depends on two parameters: the stability exponent of the PO [46] , λ, and the area of a characteristic SOS, A. This time can be (semiclassically) understood as the lapse of time that a Gaussian wave packet needs to spread over this characteristic Poincaré SOS area of the system. Also, a cosine window is used in the definition (7) in order to minimize the dispersion in energy of the scar functions [56] . Among other methods, wavelets provide an efficient method to perform the time evolution appearing in Eq. (7), with a precision of at least six decimal places [57] . Figure 5 shows some examples of very highly excited scar functions along the quantized unstable POs 8) has been estimated as the integral dR P R computed along the line ϑ = π rad at the quantized excitation energy, since the PO lives in the vicinity of that region. All these functions, as well as any other throughout the paper, have been computed by setting = 1 a.u. As can be seen, the probability density is not well localized over the PO because of the complex topology of the trajectory, this somehow reducing the scarring phenomenon due to the quantum dynamics implied by finite . Also, notice that these functions are both excited in the in the R and ϑ directions, and seem to have a rather simple pattern [19] . Consequently, one can easily adscribe quantum numbers accounting for the number of excitations (or nodes) in each direction. For example, the scar functions shown at the top row of Fig. 5 , labeled as 14 and 15, correspond to states with 3 excitations in each direction, and then (n R , n ϑ ) = (3, 3). The two scar functions presented in the middle row have different quantum numbers: while the one on the left (labeled as 16) has (n R , n ϑ ) = (4, 3), the one on the right (17) corresponds to (n R , n ϑ ) = (2, 4). Finally, the scar functions (18 and 19) shown in the bottom row are associated with (n R , n ϑ ) = (2, 4) and (n R , n ϑ ) = (3, 4), respectively. Nevertheless, it is simpler to label this functions as we have done by counting the number of nodes that they have along the (desymmetrized) PO. This number n = 14−19, which has also been shown in each panel, equals the integer fullfilling the BS rule (6), for µ = 16.
B. Selective Gram-Schmidt method for the construction of the basis set
As energy increases, the exponential proliferation of classical POs in floppy molecules leads to a dramatic increment in the number of quantized POs over which our localized wave functions can be defined. Thus, a selective procedure for the best suited localized states must be developed in order to construct an efficient basis set for the computation of vibrational states of this kind of systems that keeps the eigenvalue problem at moderate sizes. Afterwrads, the Hamiltonian matrix associated with Eq. (2) can be computed, and then diagonalized using standard procedures.
This subsection is divided in two parts. First, Subsec. III B 1 describes the algorithm developed for the construction of our basis set, which is called selective Gram-Schmidt method (SGSM). Second, we discuss in Subsec. III B 2 the procedure that we have developed for presenting our results in a way that provides a clear physical insight into them.
Definition of the basis set
To define our basis set, we have generalized the usual Gram-Schmidt method (GSM) [58] , and developed a new selective Gram-Schmidt method (SGSM). This SGSM is the second pillar of our method, and it is able to choose a basis set of linearly independent functions in a vectorial space from a larger (overcomplete) set of functions, that can be used to efficiently compute the chaotic eigenfunctions of our system [40] .
The SGSM starts from an initial set of N localized (tube and scar) functions, |ψ (0) j , from which the procedure selects the minimum number of them, N b ≤ N , necessary to adequately describe the Hilbert space defined by the eigenfunctions whose energies are contained in a given energy window, that is, the SGSM defines a basis set in that window. The elements of this basis set |ψ
ji , where subindex i orders the elements according to their semiclassical relevance (see discussion below), are automatically selected with the aid of the conventional GSM. Thus, associated with the basis |ψ 
then, a second auxiliary function |ϕ 2 is given by
where j 2 = j 1 and
and so on. In our SGSM method, the selection procedure of the basis functions with a given symmetry for the calculation of the eigenenergies, E, up to a given energy
is done automatically by using a definite set of rules, which are based on a selection parameter, η. For a given localized function η is defined as
This parameter depends on three terms. First, it depends on the density of states, ρ j , at the quantization BS energy E j , which is only relevant when the energy window is large. Second, it also depends on the tube/scar function's dispersion, given by
whereĤ is the quantum version of the classical Hamiltonian (2). Third, η depends on a new parameter, δE j , defined as
The function δE j is included in Eq. (10) in order to improve the numerical accuracy by reducing boundary effects. When large energy windows are considered, δE j has a small influence on the results, and then it can even be neglected. It is thus clear, that the parameter η introduced in Eq. (10) can be also defined using other criteria, that account for example for the stability or the period of the POs [40] . In this work, however, all these coefficients have been dropped out for simplicity. On the other hand, this has been done because we want to use a single selection parameter for all orbits, no matter if they are stable or unstable. Recall that the stability exponent is complex for stable POs, and then η would no longer be real. On the other hand, the inclusion of the period in Eq. (10), as done in the Ref. 40 , renders less accurate results. This last result is a consequence of the barriers existing in the LiNC/LiCN system, which confine the POs in certain regions of phase space. At low energies, this confinement is caused by the invariant tori. At higher energies, the dynamical barrier close to ϑ = 0.611 rad [see accumulation of points next to the LiNC regular region in Fig. 2 (b) ] acts as an effective quantum separatrix in phase space [19] . Furthermore, we also have the PES barrier separating the two isomers. On the contrary, in generic highly chaotic systems the unstable POs densely cover the system phase space. The SGSM is then defined, in an algorithmic way, as follows:
• 0. With the method described in Subsec. III A, we compute all the localized states, |ψ (0) j , whose BS quantized energies, E j , fullfill Eq. (6) for the POs shown in Fig. 3(c) , and Eq. (6) for the POs in Fig. 3(a) and (b) (cf. also Fig. 4) , and are contained at the same time in the enlarged energy window defined by
where σ j is given by Eq. (11) . For the stable POs, normalized tube functions are computed, whereas for the unstable ones the scar functions are constructed. This is the most time demanding step of our procedure. It should be remarked here that for the system under study, similar results would be obtained using solely the tube wave functions. Moveover, they are also adequate for systems with a higher degree of chaoticity [40] . However, we have decided to use the scar wave functions over the unstable POs as they have a lower dispersion in energy, rendering thus slightly better results. Let us finally remark that it can be a priori expected that the overlap of the tube and scar functions outside the enlarged window (13) with the desired system eigenfunctions is negligible, due to the fact that they were constructed minimizing their energy dispersion.
• 1. From the initial set of localized functions, |ψ (0) j , we select a smaller number of them, N b ≤ N , forming a basis set that is optimal for our purposes, as the number of accurately computed eigefunctions scales linearly with N b . Notice that the number of tube and scar functions calculated for this purpose, N , should always be greater or equal to
where, N sc (E), σ sc are, respectivelly, semiclassical approximations to the number of states with an energy smaller than E and to the scar function dispersion [56] , and the term c b σ sc ρ, that enlarges the window size, is introduced to reduce border effects. If this is not the case, more (longer) POs, and consequently more localized functions, must be included in the basis at this step, as described in step 0.
The first element of our basis set is the tube or scar function with the smallest η j value
According to Eq. (10), this choice gives priority to the wave functions which are more localized in energy.
• 2.a The remaining localized functions are then orthogonalized to |ψ
• 2.b The second element of the basis set is |ψ
j2 , where the index j 2 (j 2 = j 1 ) satisfies
where the norm in the numerator has been introduced in order to make the basis set elements as different as possible between them. Indeed, notice that after the orthogonalization of Eq. (16) 
The previous steps, 2.a and 2.b, are repeated for all the remaining elements in the initial basis set of localized (tube and scar) functions, in such a way that the n th step in the procedure is defined as:
• n.a New functions are obtained by orthogonalization to the auxiliary function in the previous step, |ϕ n−1 ,
• n.b The n-th basis element is |ψ
jn , where the j n index satisfies
and the next auxiliary function is constructed according to
• The procedure finishes when the number of selected elements in the basis set equals N b given by Eq. (14) .
Afterwards, the corresponding Hamiltonian matrix is computed in the basis set of localized functions, or alternatively in the equivalent basis set of auxiliary functions. Diagonalization using standard routines [59] finally renders N b eigenstates in the energy window defined in Eq. (9).
Local representation
To get a useful representation of the results obtained in our localized basis set construction procedure, a local representation should be used, in which each single eigenfunction is reconstructed as
being C N j = ϕ loc j |N . The procedure to compute the functions ϕ loc j is also based on the GSM, but in this case we give priority to those localized (tube/scar) wave functions with larger localization intensities, i. e. with a larger overlap with the eigenfunction |N . For this purpouse, we proceed as follows:
• 1. The first element of the local representation is taken as the localized state, |ψ
, with the largest localization intensity, which is defined as
Then,
j } the largest localization intensity. This intensity provides valuable information on the localization of the |N eigenfunction over the quantized orbit associated with |ψ (0) j1 .
• 2.a For the identification of the second largest localization intensity, x 2 , one must first orthogonalize the remaining localized states |ψ in the following way
• 2.b The second element of the local representation is defined as
j , j = j 1 }. Due to the orthogonalization in (26), the intensity x 2 cannot be directly related to the localization of the |N eigenfunction over the PO, along which |ψ (0) j2 is constructed. Nonetheless, the sum x 1 + x 2 is the square of the modulus of the the projection of |N onto the subspace defined by |ψ j2 . The previous steps 2.a and 2.b are repeated until all N b auxiliary functions are computed, in such a way that the n-th step is defined as:
• n.a The remaining functions, |ψ (n−2) j , are orthogonalized to the last element of the local representation computed, |ϕ loc n−1 , as
• n.b The n-th element of the local representation is given by
Recall here that the sum x 1 + x 2 + . . . + x n is related to the projection of |N onto the subspace defined by the localized functions |ψ 
IV. RESULTS AND DISCUSSION
In this section we present some results for the vibrational eigenstates of the floppy LiNC/LiCN molecule obtained with our basis set of (semiclassical) functions localized on POs plus the corresponding discussion. The section is divided in four parts. First, in Subsect. IV A, we give full details of our computational procedure, and demonstrate that each individual eigenfunction can be essentially reconstructed using a very small number of basis elements. Second, we present in Subsect. IV B the localization intensities of the system eigenfunctions. Third, in Subsect. IV C, we demonstrate the efficiency of our basis basis set by comparison with other standard approximations through the computation of the participation ratios. Finally, we conclude by presenting estimations of the error in the eigenenergies and the corresponding eigenfunctions in Subsect. IV D.
A. Spectrum of the LiNC/LiCN eigenfunctions in a basis set of functions localized along periodic orbits
Using the method reported in the Sec. III we have constructed a basis set formed by solely 90 elements that is able to accurately describe the 66 low-lying eigenfunctions of the LiNC/LiCN isomerizing system. The structure of all these eigenfunctions in our localized basis set is discussed in detail in the Supplemental Material.
The construction of our localized basis set is performed in the following three steps. First, we set in Eq (14) the values of E ref = 4100 cm −1 and c b = 6. Second, we calculate the quantization energies of each PO, which are shown with empty green circles in Fig. 3 . Finally, we construct the tube functions for all these POs in the case they are stable, and scar functions for the unstable ones. This procedure renders a total number of 508 localized wave functions. From this whole set, our method has defined our final basis set by selecting the 90 best suited, being 19 of them tube functions and the remaining 71 scar functions. The BS energies of the selected states have been highlighted with filled green circles in Fig. 3 . As it can be seen, the number of selected states increases with energy at a similar rate as the density of eigenfunctions. This can be clearly understood by comparing the number of states contained in a given energy window for panels (a) and (d). For example, if we take an energy window of 200 cm −1 in Fig. 3(d) , we can see that it only includes one state if the energy is smaller than 1000 cm −1 (the level spacing for the three low-lying eigenenergies is ∼ 230 a.u.), 2 if the energy is ∼ 1200 cm −1 , 3 in the range ∼ 1500 cm −1 , or 4 for energies ∼ 2000 cm −1 (see Supplemental Material for further information). Thus, as energy increases, the density of states increases accordingly. In Fig. 3(a) we can see that the BS energies of the localized functions that form our localized basis set follow a similar pattern: the number of selected states (filled green points) is very low at small energies and are quite separated, while they get closer and closer for higher energies. Likewise, a more detailed analysis of Fig. 3(a) shows that the number of selected BS energies included in a window of 200 a.u. equals the number of eigenenergies just discussed.
As already stated in Subsec. III A, the tube/scar functions have a very low dispersion in energy [19, 30, 35, 36, 38] . One can then ask whether there is a similar relationship for the eigenfunctions computed in a basis set formed by these localized wave functions. The answer to this question is afirmative, as shown by the results in Fig. 6 , where the spectra of some representative eigenfunctions are presented. In the picture, we have also indicated the most contributing localized states, via their quantized POs, to the reconstruction of the eigenfunctions |53 and |65 (red spectra). This will be discussed in more detail below (cf. Subsec. IV C). As it can be seen, the spectrum of each eigenfunction is mainly concentrated around the corresponding eigenenergy, which is taken as the origin of the horizontal axis. Notice that the spectrum has been represented as a function of the difference between eigenenergy and BS quantized energy measured in units of the mean level spacing, 1/ρ, since it provides a meaningful scaling. As already discussed in the previous paragraph, the density of states increases with the energy, and, as a consequence, the energy difference, i. e. the level spacing, between the eigenfunctions decreases. Thus, a comparison between two bare eigenenergies is not really very meaningfull: one must also take into account the density of states in order to compare enery diffferences. For example, an energy difference of 10 cm −1 might be very small for the low-lying states, which have a mean level spacing of ∼ 230 a.u., but being rather large for very excited states, where the number of eigenergies included in an window of 10 cm is dramatically large. However, when the energy difference is measured in mean level spacing units by multipliying it by the density of states, it is very simple to say whether this relative energy difference is large or small: if it is larger than one, it must always be considered large, while it can be considered small if it is smaller than, at least, one half of the mean level spacing (≤ 0.5). Figure 7 shows (with empty red circles) the relative spectral dispersion of all computed LiNC/LiCN eigenfunctions, σ r , defined as
where σ N is the dispersion of eigenfunction |N in our semiclassical basis set. Then σ r measures the dispersion of eigenfunction |N in mean level spacing units. In order to better identify the behaviour shown by this magnitude, we have also plotted superimposed its average value (filled red triangles), computed as a mobile mean of step 5. As can be seen, the average value of the dispersion increases with the energy; this being an indication of the necessity of more basis elements for the reconstruction of the more excited eigenfunctions. Still, it should be remarked that the obtained values for dispersion of our basis set remain small compared to other standard methods. In order to demonstrate this assesment, we have superimposed in Fig. 7 [15] , or the system under study, LiNC/LiCN [9, 61] . We have used 345 DGB-DVR basis elements which render computed eigenenergies with a precision of 0.1 cm −1 . Notice that the DGB-DVR results have been divided over 15 in order that they are defined in the same range as our semiclassical calculations. Recall that the larger the DGB-DVR basis set, the larger the dispersion and the corresponding participation ratios (see discussion in Subsec. IV C). As can be seen, both the bare relative dispersion (empty blue squares) and its average value (filled blue triangles) are between 15 and 30 times larger than the ones rendered by our localized basis set. Furthermore, as will be see below in Subsec. IV D, this low dispersion of the eigenstates in our localized basis set, which is always smaller than 12 level spacing units, also reflects in a small value of the participation ratio, this fact further demonstrating the efficiency of our method.
B. Localization intensities of the eigenfunctions
In Fig. 8 we present, with empty red circles and empty blue squares respectively, the two largest localization intensities x 1 and x 2 of the LiNC/LiCN eigenfunctions computed with our semiclassical basis set, as defined in Eq. (23) . As can be seen, the fluctuation of both quantities is relatively large. Accordingly, in order to better identify their behaviours, we have also plotted superim- posed in the figure the corresponding average values (full red triangles and full blue stars, respectively), computed as a mobile mean of step 5. For the low-lying eigenfunctions, the intensity x 1 has a value close to 1, thus indicating that those eigenfunctions are strongly concentrated over one single PO. Notice that the eigenfunctions that are highly localized over unstable POs, i.e. scar basis functions, correspond to "scars" of the system [6] . When this happens, x 2 is smaller than its mean value, as Σ N b j=1 x j = 1. The average value of x 1 , computed again as a mobile mean, decreases more or less monotonically with the energy. Meanwhile, the average value of x 2 increases up to ∼ 1400 cm −1 , and then remains more or less constant and equal tox 2 ≈ 0.1. Let us remark, nevertheless, that x 2 is by definition always smaller than x 1 , and then it must also decrease for larger values of the energy, although this is not noticeable in Fig. 8 [65] .
C. Participation ratios and local representation of the eigenfunctions
In order to have a more quantitative analysis of the quality of our basis set, we have also considered participation ratios, R N , of the LiNC/LiCN eigenfunctions, |N , defined as [cf. Eq. (22)]
When examining this magnitude, one has to take into account that the participation ratios defined in this way are bounded by two limiting cases. On the one hand, the optimal basis set is always formed by the eigenfunctions system. In this case, all coefficients C N j appearing in Eq. (30) basis set would be one where all the the coefficients C N j were equal; in this case R max = N b . We present in Fig. 9 the participation ratios, R N , for the LiNC/LiCN eigenfunctions computed with the basis set constructed with our procedure (red empty circles). As can be seen, most of the low-lying states have a value of the participation ratio close to (the optimal) one. This results is a consequence of the strong localization of these eigenfunctions along the POs considered for the basis construction. Thus, the overlap between our semiclassical basis elements and the eigenfunctions of the system becomes very large. As energy increases, more basis elements are necessary for the computation of the system eigenfunctions, and then the participation ratios increase accordingly. Although R N is seen to present large fluctuations with energy, specially for E 3000 cm −1 , the results in Fig. 9 show that its average value increases quite smoothly. The dramatic increment of the participation ratio for E 3800 cm −1 demonstrates the necessity of more basis elements, i.e. that more POs are required. For a better observation of the tendency of the participation ratios, we have also plotted superimposed in the figure with red triangles their average values, computed again as a mobile mean of step 5.
Let us remark that the participation ratios in our localized basis are much smaller than those obtained using other standard methods, like, for example, the results shown in Fig. 9 in empty blue squares, as well as than their average values presented in blue filled stars, which corresponds to the computation of the LiNC/LiCN eigenstates using a DGB-DVR basis set. Notice that these DGB-DVR results have been divided by 5 in order to be defined in the same range as the results rendered by the computations of our localized basis set. Let us finally conclude this section by presenting two examples of the structure of the eigenfunctions obtained with our basis set. For this purpose we have selected the eigenstates |53 and |65 highlighted in red in Fig. 8 . We present in Fig. 10 the results corresponding to the first case. Eigenfunction |53 has a participation ratio R 53 = 2.16, which implies that it can be essentially reconstructed by using only 2 or at most 3 basis elements. Moreover, it has a very irregular nodal pattern, something characteristic of classically chaotic systems, as shown to be the case here in the Fig. 10 (a) . The most important contribution to this eigenfunction is given by the basis scar function |6B We believe that this result, namely that by using only the 3 localized functions depicted in panels (b)-(d) one can obtain the state shown in panel (g), which cannot be ascribed to any of the POs shown in Fig. 4 , it is quite impressive, this giving a clear idea of the quality and performance of our basis set construction method.
One last point is worth emphasizing in this discussion on the reconstruction of the eigenfunction |53 of LiNC/LiCN. The quantized energies corresponding to the basis elements which we have considered, i.e. those shown in panels (b)-(d), lie quite close to the eigenenergy E 53 = 3507.24 cm −1 , as can also be seen in Fig. 6 . Obviously, when increasing the number of basis elements this eigenfunction is more accuratelly reconstrated. For example, by including 6 basis elements, 95.1% of the exact eigenfunction is obtained; using 13, 99.1%; with 28, 99.9%, and using 39 basis elements an impressive accuracy of 99.99% of the exact eigenfunction, with an error of 0.66 cm −1 in the corresponding eigenenergy is obtained. In general, the accuracy of 99.9% in the reconstruction of the eigenfunctions is achieved by combination of less than 5 basis elements in the case of most of the low-lying states and around 25 of the 90 total basis elements for the most excited ones. Recall that the localized states selected in the reconstruction of these eigenfunctions are those with the BS quantized energies that lie closer to the considered eigenenergy. Let us recall here that we consider exact the results obtained with the 345 elements basis set needed in the Bacić and Light calculation [9] .
Let us remark that in Fig. 10 , the squared wave functions shown in panels (a)-(d) have been normalized such that their maximum value equals one. Contrary, the partially reconstructed eigenfunctions represented in panels (e)-(g) have been normalized in such a way that the maximum value of the computed squared eigenfunction using the whole basis set of our localized wave functions equals one. As a consequence, the maximum value of the partially reconstructed eigenfunctions shown in panels (e)-(g) is always smaller than 1. We have decided to present the results with these two different normalization criteria because then it is in general easier to visualize the contribution of each basis element to the eigenfunction reconstruction (cf. Fig. 11 ). Finally, notice that the scar function presented in panel (b) equals the reconstructed eigenfunction shown below in panel (e), being the only difference between them the normalization used. In Fig. 11 we show the results of a similar analysis performed for the structure of eigenfunction |65 , which is the first isomerizing state of the system, i.e. that having a significant proportion of the quantum density simultaneously localized in both isomer wells. This eigenfunction is shown in panel (a). It has a participation ratio equal to R 65 =4.60, and the corresponding computed eigenenergy of 3826.84 cm −1 is 3.08 cm −1 smaller than in the DGB-DVR calculation taken as reference. Again, the eigenfunction is mostly reconstructed using a very small number of basis elements. Indeed, by just considering the scar function |TS u , 0 (b), 50.7% of the reference eigenfunction is recovered [see result in panel (e)]. Considering the scar functions in panels (b) and (c), one reconstructs 70.6% of the reference eigenfunction, as seen in panel (f). Finally, combining all basis functions shown in panels (b)-(d) and (h)-(j) one gets the wave function shown in the panel (m), which is very similar to the exact eigenfunction of panel (a), despite de fact that it has been calculated using functions that are localized over nonisomerizing POs. Actually, the overlap between the exact eigenfunction and the approximate one computed using this, six elements, basis set equals an excellent 87.0%. By using 12 basis elements, 95.3% of the exact eigenfunction is reconstructed, and by combination of 38 basis elements, 99.0%. Recall that the localized (tube and scar) wave functions and the partially reconstructed eigenfunctions shown in Fig. 11 have been normalized using different criteria (see discussion on Fig. 12 shows the error in the eigenenergies measured in mean level spacing units, ∆E r = |E − E | ρ, (top red circles), and in the corresponding eigenfunctions, 1 − N |N 2 , (bottom blue asterisks), respectively, computed using our localized basis set as a function of the relative dispersion, σ r , given by Eq. (29) . As can be inferred from the figure and a priori expected, both errors increase with the relative dispersion.
The black lines in Fig. 12 correspond to the upper bound for the errors in the energies and eigenfunctions of our vibrational states calculation given by
which indicates that the error in the eigenenergies scales as σ 3/4 r with the relative dispersion, while that in the eigenfunctions does it linearly. Let us remark that the Eqns. (31) have been obtained heuristically, so one could equally well define other (in general more complicated) functions to estimate the upper bounds. However, we have decided to use these expressions as they extremelly simple, and similar to those previously used by some of us in the study of other classically chaotic systems [40, 56] .
Let us finally remark the usefullness of Eqns. (31) as one can use them to know a priori the errors expected in the calculation of highly excitated states [40, 56] by simply measuring the relative dispersion, which is a very easy to calculate parameter.
V. CONCLUSIONS AND OUTLOOK
Summarizing, we have presented a method to efficiently compute the vibrational eigenstates of floppy molecular systems, in which the classical phase space contains regios of regular and irregular motion at the same energy. The method uses the so-called tube and scar wave functions, respectively localized over stable and unstable POs, which then semiclassically account of these underlying classical structures of the system, this including short pieces of the invariant manifolds originated in the fixed point in the latter case. This method was originally introduced in the Ref. 40 , where it was applied to a highly chaotic system consisting of a homogeneous quartic coupled potential function. In this paper, we have extended that work by applying it to the study of a floppy molecule described by a realistic potential, namely the LiNC/LiCN isomerizing system. Using a basis set formed by 90 localized elements, we have accurately computed the 66 low-lying eigenenergies and the corresponding eigenfunctions of the system. More importantly, we have demonstrated that each eigenfunction is essentially reconstructed by a small number of basis elements, usually less than 5 in the energy range considered. Likewise, in order to demonstrate the efficiency of the method, a detailed discussion on the results has been performed, including an analysis of the structure of the eigenfunctions in terms of our efficient basis set, localization intensities, participation ratios, and also the errors of our computations, taking as reference the corresponding values as rendered by the DGB-DVR method of Bacić and Light [9] .
Finally, let us remark that the extension of our approach to the full three-degrees-of-freedom calculations of LiNC/LiCN is straightforward, since it simply consists of making a direct product basis of the current functions and functions describing the third degree of freedom, r. However, the results reported by some of us in Ref. 43 indicate that significant changes in the conclusions of the present work should not be expected. 
VII. SUPPLEMENTAL MATERIAL
In this Supplemental Material, we report full details of the characteristics of the LiNC/LiCN eigenstates, specially on the structure of the corresponding eigenfunctions, obtained with our semiclassical basis set of functions highly localized on periodic orbits (POs).
As previously discussed, we first construct a set of 508 wave functions localized over 30 POs of the LiNC/LiCN isomerizing system. From this whole set, our GramSchmidt Selective Method (GSSM) selects the 90 most suited functions, being 7 of them tube functions and the remaining 83 scar functions, localized over 21 POs, and we then diagonalize the corresponding Hamiltonian matrix. The reason for having more scar than tube functions is the smaller dispersion of the formers, fact that is taken into account in the GSSM actual application. Using this much reduced basis set, we are able to reproduce the 66 low-lying eigenenegies and corresponding eigenfunctions of the system with great accuracy.
The structure of the computed eigenfunctions can be seen in Figs. 13 and 14 , and the corresponding details are given in Table I . This Table consists of seven columns. The first two give N and E, the number and the energy of the eigenfunctions obtained using our method. To check the accuracy of our computation, we present in the next two columns the reference results N and E , obtained using the discrete variable representation (DVR) in the ϑ coordinate and distributed Gaussian basis (DGB) in the radial coordinate R method of Bacić and Light [9] . The fifth column shows the overlap (given as a percentage), Σ = 100 N |N 2 , between states |N and |N . In the sixth column we show the participation ratio, R N , of |N in our semiclassical basis set, given by the Eq. (20) . The last column contains the structure of the eigenfunction in our localized basis set folowing the notation reported in the Sec. II.C. Here, we do not only give the PO (see Figs. 3 and 4) and the quantum number, n i , fulfilling the Bohr-Sommerfeld quantization condition (4). but we also include the percentage of the exact eigenfunction that is reconstructed using the basis elements |PO 1 , n 1 , . . . , |PO i , n i . In these data we have included all localized states needed to reproduce not less than 85% of the exact eigenfunction. Notice the small number of localized states necessary in all cases for this purpose. Let us remark that in our actual calculations the basis sets consisted of more elements, this rendering eigenfunctions with the overlaps also reported as Σ in the Table. Recall that the basis elements localized over stable PO are the tube functions given by Eq. (2). while for unstable ones the basis elements equal the scar function defined in Eq. (7) of the same reference.
The eigenenergies reported in Table I are in very good agreement with the reference (taken as exact) ones, being the errors always smaller than 0.3 times the mean level spacing. Also, the eigenfunctions themselves are well converged, as it can be seen from the overlap with the exact eigenfunction given by the parameter Σ . For example, eigenfunction |26 has the smallest value of this overlap, but this still leads to a quite large value of Σ 26 = 92.5%. Also, notice that 89.5% of this eigenfunction is reconstructed by combination of only two scar functions, |3A u π−0 ,11 accounting for 72.1 % of the exact eigenfunction, and |1AB u π−1 ,24 , which brings an additional 17.4 % of the eigenfunction |26 . Notice that the number of basis elements required in the reconstruction of each single eigenfunction increases with energy. As can be inferred from Table I , most of the 10 low-lying eigenfunctions are essentially equal to one single scar functions. For example, the three low-lying eigenfunctions have an overlap of more than 97.9 % with |1A u π−0 ,0 , |1A u π−0 ,1 , and |3A u π−0 ,2 , respectively, and, as a consequence, they have a participation ratio very close to 1. Most of the eigenfunctions |11 to |19 have a participation ratio closer to 2, i.e. only two basis elements are required for their reconstruction. For higher energies, an increasing number of basis elements is required for the calculation of each eigenfunction. Still, the number of basis elements necessary for the computation of each eigenfunction remains small in comparison to other standard methods, such as the DVR [9] , as discussed above.
A minor drawback of our method is the following. The eigenfunctions associated with levels N = 29 and 30, which have very close energies E 29 = 2752.93 cm −1 and E 30 = 2757.27 cm −1 , are obtained in the wrong order, i.e. our eigenfunction |30 has an overlap of 94.6 % with |29 , while eigenfunction |29 has an overlap of 98.4 % with |30 . Notice that these overlaps are still very remarkable, while the error in the energies is smaller than 5 cm −1 . Table I . Structure of the eigenfunctions |1 to |66 of the isomerizing molecular system LiNC/LiCN shown in Figs. 13 and 14 obtained with the basis of (tube and scar) localized wave functions, |PO, n . N is the eigenfunction number, E its energy, Σ = 100 N |N 2 is the overlap between the computed eigenfunction, |N , and the exact one, |N , whose energy equals E . RN is the participation ratio, PO is the stable (s) or unstable (u) periodic orbit along which the tube or scar function is respectively constructed with n excitations, and Σi is the percentage of the (exact) eigenfunction that is reconstructed by combination of the localized functions |PO1, n1 , |PO2, n2 , |PO3, n3 , . . ., |POi, ni . 
