We study several variants of a nonsmooth Newton-type algorithm for solving an eigenvalue problem of the form
Introduction

The cone-constrained eigenvalue problem
The Euclidean space R n is equipped with the standard inner product y, x = y T x and the associated norm. The data A, B ∈ M n ≡ space of real matrices of order n, If one chooses B as the identity matrix, as we shall do in all our numerical experiments, then this assumption is automatically satisfied. A fundamental problem arising in mechanics (cf. [7, 8, 25] ) and in other areas of applied mathematics is that of finding λ ∈ R and a nonzero vector x ∈ R n such that
with ⊥ indicating orthogonality and K + standing for the positive dual cone of K. This is what one calls a cone-constrained eigenvalue problem. One refers to x as a K-eigenvector of (A, B) and to λ as a K-eigenvalue of (A, B) . The set of all K-eigenvalues, denoted by σ (A, B, K), is called the K-spectrum of (A, B) . The mechanical or physical interpretation of a K-eigenvalue depends of course on the specific context. The orthogonality condition in (1) implies that
as in a classical generalized eigenvalue problem, but Ax − λBx may be different from zero. The mathematical theory of K-spectra is nowadays well developed [12, 19, [26] [27] [28] , but the design of efficient algorithms is still in its infancy. In [13, 15] it is assumed that both A and B are symmetric, but we are not interested in such a framework. We focus the attention to the more complicated case in which A is asymmetric. The Scaling-and-Projection Algorithm and the Power Iteration Method have been introduced and studied in [22, 23] . Global optimization and Branch-and-Bound techniques have been explored by Júdice et al. [14] . In the present paper we discuss a solution technique that is very different in spirit from those just mentioned. The basic idea consists in reformulating (1) as a system 
