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This dissertation investigates the relationships between corruption, fiscal decentralization, 
and economic growth in Asia-Pacific countries and in the provinces of Indonesia. The main 
analyses of this dissertation are following a plan of research which begins with broad inquiries 
and progressively narrows toward more specific questions and structured in five chapters of 
analysis (3) to (7). 
In Chapters 3 and 4, the effect of corruption on economic growth is investigated 
empirically in Asia-Pacific countries and Indonesia’s provinces. The inconclusive findings of 
literature suggest that countries have different production functions and level of institutional 
efficiencies that may cause varied corruption effects. In this study, we argue that measuring the 
corruption threshold advantages government to evaluate their corruption level based on the 
corruption threshold around which the corruption effect on economic growth changes from 
positive to negative. Chapter 3 examined Asia-Pacific countries in the period 1995-2014, and 
Chapter 4 used Indonesia provincial level data in the period 2004-2015. Two methodologies 
include fixed effect threshold model of Hansen (1999) and a two-stage least squares (2SLS) 
estimator. 
Focusing on Indonesia case, the growing number of corruption cases particularly in local 
government levels have raised a national discourse to figure out why corruption cannot stop 
from growing. To address this issue, Chapter 5 relates the increasing number of corruption cases 
with fiscal decentralization by utilizing data of 26 provinces from 2004 to 2015. The estimation 
methodologies used a random effects panel data and generalized method of moments (GMM) 
estimator. 
The discussion of the effect of fiscal decentralization degree is elaborated from 
institutional efficiency point of view. Chapter 6 examines the relationship between the degree 
of fiscal decentralization and government expenditure efficiency. A two-stage method is 
comprehensively used in examining these research questions. For the first research question, a 
Malmquist Productivity Index (MPI) is used to calculate efficiency scores for four components 
of expenditure: infrastructure, education, health, and social protection. In the second stage to 
address the second research question, a Tobit model is used in estimation strategy. The study 
covers 26 provinces in the 2004-2015 period. 
In Chapter 7, some relevant determinants that influence people’s perception of corruption 
are assessed from a national coverage corruption survey in the 2014 in Indonesia, using an 
ordered logistic model and cross-tabulation method depending on the hypothesis.  







1.1 Research Background 
Corruption is a consistent problem with which the world’s nations contend. More than 
two-thirds of all countries are struggling to combat corruption, according to Transparency 
International (2018). Corruption slows economic growth, increases risks for investors, and 
hinders attempts to alleviate poverty in low-income countries. Some international organizations, 
such as the World Bank and the International Monetary Fund, have proposed initiatives to 
resolve problems of corruption, yet the results of their efforts are inconsistent. While some 
countries manage to reduce the effects of corruption, many others see no improvement 
whatsoever. The efforts of these organizations highlight the reality that there is no single 
remedy to solve corruption problems for all countries. 
The effects of corruption are often measured by its adverse impact on economic 
development, particularly the exacerbation of income inequality and unequal income 
distribution. Depending on how far corruption has spread, it may adversely affect any 
dimension of society, whether it is the public sector, the private sector, or an individual. 
Corruption affects the quality of a nation’s governance and the environment in which its 
businesses operate. The public sector has been highlighted as the sector most prevalently 
influenced by corrupt practices (Kaufmann et al., 2006). In the public sector, corrupt officers 
misuse the power granted to them by the people to exploit the public for private benefits such 
as financial prowess or authority through political position. According to Transparency 
International’s Global Corruption Report of 2004, several large-scale corruption scandals have 
been carried out by heads of government. These include President Soeharto of Indonesia, 
President Ferdinand Marcos of the Philippines, President Mobutu Sese Seko of Zaire, President 
Sani Abacha of Nigeria, and President Slobodan Milosevic of Serbia. The private sector can 
also suffer from corrupt management practices in the banking sector. A recent such scandal was 
that of the troika laundromat in Russia, which spread out into other European countries 
(Transparency International Report, 2019). The laundromat was categorized as a money 
laundering crime. 
Despite the adverse effect of corruption in all sectors, some studies have suggested that 
corruption may be justified when it bypasses inefficient regulations that hinder economic 




success. From that point of view, corruption acts to correct government failures and inefficiency 
by removing unnecessary bureaucratic procedures and lowering transaction costs for companies 
to comply with regulations. Some studies have found that in a highly regulated country with an 
inefficient government, bribery may sidestep some excessive regulations to speed up inefficient 
procedures. In that way, corruption may result in “greasing the wheels” of the economy. 
Moreover, the inconclusive findings in the literature suggest that because countries have 
different production functions and levels of institutional efficiency, they also have varied 
experiences with corruption. Some studies have argued that there is a nonlinear relationship 
between corruption and growth, and it measures corruption thresholds. If the corruption level 
is above the threshold, the adverse effects retard economic growth. In contrast, corruption may 
support the “greasing the wheels” hypothesis when the corruption level is below the threshold. 
Building on the arguments above, in this study, we argue that measuring the corruption 
threshold allows both anti-corruption agencies and governments to evaluate their corruption 
levels in terms of its impact, whether positive or negative. We also argue that the threshold may 
be used to determine a country’s corruption level relative to other countries, which indicates 
the country’s corruption performance. Using this method, we see that some countries manage 
to reduce their corruption levels and benefit from the economic improvement, while other 
countries continue to struggle with levels of corruption above the threshold. 
In the Asia-Pacific region, the relationship between economic growth and corruption 
represents a unique pattern. Some countries, such as China, South Korea, and India, have both 
dominant economies and high levels of corruption, while other countries such as Indonesia and 
Vietnam are trapped in lower- and middle-income levels because of high levels of corruption. 
Abe (2018) found that in developing Asia-Pacific countries, corruption was likely to cause 
difficulty in advancing beyond the middle-income bracket. Moreover, differences in domestic 
politics, economic openness, and state domination distinguish the patterns of corruption and 
economic growth in Asian countries from those in other regions (Rock and Bonnett, 2004). 
Transparency International has developed a Corruption Perception Index (CPI). According to 
its report for 2018, which ranks a country’s level of corruption from zero to 100, with zero 
being very corrupt and 100 being corruption free, New Zealand scored 87 out of 100, making 
it the least corrupt nation in the region and the second least corrupt around the globe. New 
Zealand was followed closely by Singapore and Australia, with scores of 85 and 77, 
respectively. At the bottom of the index, North Korea received a score of 14, followed closely 
by Afghanistan and Cambodia with scores of 16 and 20, respectively. With an average score of 




just 44 for three consecutive years, the Asia-Pacific region has been making little progress in 
the fight against corruption. Compared to other regions, Asia-Pacific is on a par with the 
Americas, whose average score also is 44. Those scores indicate those regions’ lack of progress 
and behind Western Europe and the European Union, whose average scores are 66. Why is 
Asia-Pacific making little to no progress in its anti-corruption efforts? One reason is an overall 
weakening of democratic institutions and political rights (Transparency International Report, 
2019). Therefore, the uniqueness of the Asia-Pacific region creates an ideal setting in which to 
analyze the relationship of corruption to economic growth. 
There is no single remedy to solve the corruption problem because countries have 
different determinants such as socioeconomic conditions, political rights, and democracy levels, 
which may vary the characteristics of corruption in each country. We focus on a specific country 
analysis to gain a broader understanding of the corruption problem. One of the Asia-Pacific 
countries struggling with a serious corruption problem is Indonesia, where corruption has been 
severe since the era of former President Soeharto from 1967 to 1998 (Vial and Hanoteau, 2010). 
Indonesia consistently scores poorly on the Corruption Perception Index. Between 1995 and 
2003, Indonesia did not score above 25, and its rankings have not improved significantly since 
2003. They have remained between 25 and 37, which is below the world average corruption 
index (Banuri and Eckel, 2015). These numbers show that Indonesia has a serious corruption 
problem. Even though the anti-corruption organization, Komisi Pemberantasan Korupsi 1 
(KPK) was established by the Indonesian government in 2003, the corruption problem in 
Indonesia has not improved as quickly as expected. 
Moreover, the relationship between economic growth and corruption in Indonesia’s 
provinces displays a unique pattern. Some provinces, such as West Java and Riau, have strong 
economies despite high levels of corruption, whereas other provinces experience middle to low-
income levels with lower rates of corruption. This uniqueness provides an ideal case to study 
the effects of corruption at the provincial level. We conducted our analysis at the provincial 
level because since 1999, Indonesia has changed its government structure from a centralized to 
a decentralized system. This regional autonomy allows local governments to manage their own 
regions independently; therefore, the development of each provinces may vary depending on 
local resources and the management capacity of those governments. The aim of this study is to 
___________________________________ 
1 Indonesia’s corruption eradication commission (Komisi Pemberantasan Korupsi - Indonesian), abbreviated as 
KPK, is a government agency established to eradicate corruption. A brief explanation of this organization is 
provided in Section 2.2.4. 




measure the corruption thresholds and analyze the effect of corruption at different corruption 
thresholds that of the same as the motivation in Asia-Pacific countries analysis. 
We explore why the number of corruption cases in Indonesia has tended to grow. 
Corruption cases investigated by KPK have been headline news in Indonesia's newspapers or 
social media frequently. Interestingly, KPK has brought many cases of corruption in local 
governments to court. Those cases involved local government leaders, who engaged in different 
types of corruption, such as bribery, misuse of budgets, and the abuse of license agreements. 
The suspects have predominantly been regional leaders such as governors, majors, and regents. 
The increasing number of corruption cases in local government have raised a national discourse 
to determine why corruption continues to grow. However, no strong initiative from 
policymakers has been proposed to solve this problem. This study relates the increasing number 
of corruption cases to the shift in 2001 of Indonesia’s financial system from being fully 
centralized to a decentralized system. This fiscal decentralization has been associated with an 
increased incidence of KKN (korupsi, kolusi and nepotisme)—the term for corruption, 
collusion, and nepotism in Indonesia. 
 
Figure 1.1 Corruption Cases in Indonesia’s Central Government, 2004–2015 
Source: KPK, Author’s calculation 
 
From 2004 to 2009, the number of corruption cases in Indonesia’s central government 
increased rapidly, reaching 78 cases in 2009 (see Figure 1.1). Then, between 2010 and 2015, 
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the central government, as a percentage of all cases in the central and local governments 
combined, was highest in 2005, at 70%, and the lowest level, 37%, occurred in 2015 following 
a decreasing pattern since 2011. In other words, since 2008 the number of corruption cases in 
central government has not dominated the number of total cases. Rather local governments 
seem to have greater issues with corruption than the central government. 
Any discussion of fiscal decentralization in Indonesia begins with the “Big Bang” of 1999, 
which was Indonesia’s first successful attempt at decentralization after many failures. The 
decentralization process began in colonial times in 1905, yet it was unsuccessful for 94 years 
(Hofman and Kaiser, 2002). Indonesia is one of many countries that have tried to improve their 
economic development by changing their governance structure from being fully centralized to 
decentralized. This change in structure was motivated by concerns over efficiency in the 
delivery of public services and by the goal of giving citizens more voice in governmental affairs. 
The World Bank has reported that the number of subnational governments has proliferated in 
recent years across many countries (Bardhan and Mookherjee, 1999). In Indonesia, 
decentralization was initially proposed to bridge the welfare gap within provinces or to address 
local separatism. Decentralization was intended to bring the government closer to the people 
and to improve public service performance. It is expected to improve efficiency in providing 
basic services and to increase the transparency and responsiveness of the government. Yet 
transferring authority from an inefficient central government into the hands of more local 
governments creates new opportunities for corruption. With fiscal decentralization, in particular, 
the transfer of budget authority to local governments creates opportunities to exploit financial 
resources. 
Economic development after fiscal decentralization is not without problems. Some 
challenges have emerged and cannot be solved easily. Lack of a local apparatus and poor 
motivation among local government leaders are two main problems which hamper the 
decentralization process. Much of the government apparatus is transferred to the local 
government, and their salaries are paid from the funds transferred from the central government, 
which is supposed to be spent in productive sectors such as education, health, infrastructure, or 
in procuring public goods. In some cases, over 50% of transfer funds have been used to pay 
salaries. Another problem is the lack of monitoring and auditing of institutions at the regional 
level. This limitation creates an opportunity for government officials to exploit the government 
budget for private gain. 




Corruption has become a serious problem in the local government. Specifically, it has 
been breeding in all tiers of government from the provincial level to the municipal level. The 
media often publishes stories about corrupt local government leaders caught red-handed by the 
KPK. This shows how serious the corruption problem has become over the years.  
Other studies of the relationship between corruption and fiscal decentralization in 
Indonesia have focused on particular cases of corruption in infrastructure projects, or they have 
analyzed surveys of corruption analysis. This study, however, uses different data sets which 
have rarely been used in existing empirical studies. The data on corruption are taken from the 
records of corruption cases investigated by KPK at the province level, and the data on the use 
of provincial budgets has been obtained from the Indonesian Ministry of Finance. The 
availability of these two extensive data sets can provide an answer to the more fundamental 
question whether fiscal decentralization contributes to the increase in corruption cases. 
Another aim of this study is to examine the relationship between the degree of fiscal 
decentralization and the efficiency of government expenditures. After fiscal decentralization, a 
province that had a good performance record might become worse because of mismanagement 
or the lack of qualified human resources, or it might become more efficient because it has 
greater authority to manage local resources. This evaluation of regional government 
performance warrants attention if we consider that regional bureaucrats might have more 
incentive to perform, not in the interest of social welfare but rather in the interest of private 
profit. This study contributes to measuring the efficiency of regional governments, and it fills 
a gap in existing research by incorporating a set of input and output data comparable to other 
seminal studies, such as the one by Afonso et al. (2010). Therefore, it allows greater 
international comparisons. More importantly, it aims to assess the effect of fiscal 
decentralization on the efficiency of government expenditure. 
Finally, a better understanding of the determinants that influence people’s perception of 
corruption may yield a more extensive understanding of corruption in Indonesia. We argue that 
people’s perception of corruption influences the incidence of corruption in public sectors. 
People who believe that a public office is corrupt may be more likely to pay extra money to get 
a basic service. On the other hand, they might be reluctant to offer bribes if they believe that 
the public office is free from corrupt practices. In this study, some determinants of the 
perception of corruption are assessed using a national survey of corruption conducted in 2014. 
Personal characteristics, direct experience visiting public offices, the impact of the media, and 
the role of the government in combating corruption explain the frame of people’s perception. 




The findings from these analyses may act as a tool for the KPK to understand people’s 
perception of corruption. In addition, they may help the KPK to create best-fitting strategies 
and programs that reach all levels of society. 
1.2 Research Questions, Methods, and Designs 
This dissertation addresses four main research questions, each of which include two or 
more research sub-questions according to its purpose of analyses. 
1) What is the effect of corruption on economic growth when accounting for different 
corruption thresholds?  
2) Does the degree of fiscal decentralization facilitate or mitigate the number of corruption 
cases in Indonesia’s provinces? 
3) What is the relationship between the degree of fiscal decentralization and government 
expenditure efficiency in Indonesia’s provinces? 
4) What are the determinants that affect citizens’ perceptions of corruption in Indonesia? 
In Chapters 3 and 4, to advance our knowledge of the effect of corruption on economic 
growth in Asia-Pacific countries and the specific case of the Indonesia provinces, we must focus 
on nonlinear relationships to examine the effects of corruption. This study measures the 
corruption threshold and shows whether the effect of corruption on economic growth is positive 
when the corruption level is below the corruption threshold and negative when the corruption 
level is above the threshold. The discussion on this topic is elaborated in Chapter 3 for 25 Asia-
Pacific countries for the period from 1995 to 2014. Then, for a specific country analysis, in 
Chapter 4 we analyzed 19 Indonesia provinces for the period from 2004 to 2015. These two 
chapters address the following research questions:  
1) What is the effect of corruption on economic growth when accounting for different 
corruption thresholds?  
2) Has a given country’s or province’s corruption level improved or deteriorated over time?  
These two research questions are examined using Hansen’s (1999) fixed effect threshold 
model and a two-stage least squares (2SLS) estimator. A fixed effect threshold model cannot 
handle the endogeneity problem when corruption and economic growth have a causality 
relationship; thus, a 2SLS estimator was used to address the endogeneity problem. 
Chapter 5 relates the increasing number of corruption cases with the shift of Indonesia’s 
financial system from fully centralized to a decentralized system. It analyzes the data from 26 
provinces for the period from 2004 to 2015. This chapter answers two research questions: 




1) Does the degree of fiscal decentralization facilitate an increasing number of corruption 
cases? 
2) Does financial independence from tax revenue encourage regional governments to be more 
responsible and accountable and, thereby, mitigate corruption? 
The strategies used to assess these research questions include a random effects panel data 
and generalized method of moments (GMM) estimator. The discussion of the effect of fiscal 
decentralization is expanded to examine the relationship between fiscal decentralization and 
government expenditure efficiency. 
Accordingly, in Chapter 6 this study addresses the following research questions: 
1) What are the productivity and efficiency scores of government expenditure, particularly in 
infrastructure, education, health and social protection?  
2) What is the relationship between the degree of fiscal decentralization and government 
expenditure efficiency in Indonesia’s provinces? 
A two-stage method was applied in examining these research questions. For the first research 
question, a Malmquist Productivity Index (MPI) was used to calculate efficiency scores for four 
components of expenditure: infrastructure, education, health, and social protection. To address 
the second research question, a Tobit model was used in estimation strategy. The study 
incorporates data from 26 provinces from the period 2004 to 2015. 
In Chapter 7, relevant determinants of people’s perception of corruption are assessed from 
a national corruption survey performed in 2014 in Indonesia. Depending on the hypothesis, 
either an ordered logistic model was used or a cross-tabulation method was used. Five research 
questions are addressed: 
1) What are the personal characteristics that form people’s perceptions of corruption?  
2) Are people’s perceptions of corruption influenced by their experience giving a bribe to 
public officials?  
3) Do the media and the source of information shape people’s perceptions of corruption?  
4) Are money politics or vote-buying practices common and accepted?  
5) Has the government played an important role in anti-corruption actions? 









1Table 1.1 List of Research Problems and Data Analysis 
Chapter 
Research Questions Data 
Chapter 3 1. What is the effect of corruption on economic growth in 
different corruption thresholds? 
2. Has a given country's corruption level improved or 





Chapter 4 1.   What is the effect of corruption on economic growth in 
different corruption thresholds? 
2. Has a given province’s corruption level improved or 
deteriorated over time? 
Indonesian 
province 
Chapter 5 1. Does the degree of fiscal decentralization facilitate an 
increasing number of corruption cases? 
2. Does financial independence from tax revenue encourage 
regional governments to be more responsible and accountable 
and, thereby, mitigate corruption? 
Indonesian 
province 
Chapter 6 1. What are the productivity and efficiency scores of 
government expenditure, particularly in infrastructure, 
education, health and social protection?  
2. What is the relationship between the degree of fiscal 




Chapter 7 1. What are the personal characteristics that form people’s 
perceptions of corruption?  
2. Are people’s perceptions of corruption influenced by their 
experience giving a bribe to public officials?  
3. Do the media and the source of information shape people’s 
perceptions of corruption?  
4. Are money politics or vote-buying practices common and 
accepted?  
5. Has the government played an important role in anti-
corruption actions? 
Indonesia 









































1Figure 1.3 Research Design 
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The main analyses of this study are structured in five chapters of analysis, Chapters (3) 
through (7). The plan of research begins with broad inquiries and becomes progressively 
narrower as more specific questions are raised, as shown in the research design. In Chapter 3, 
we address the general topic of the relationship between corruption and economic growth in 
Asia-Pacific countries. In Chapter 4, we narrow the focus to the case of a specific country, 
Indonesia. Focusing on severe corruption in Indonesia, indicated by the growing number of 
corruption cases in local government, we explore the relationship between fiscal 
decentralization and corruption in Chapter 5. Another argument arises whether fiscal 
decentralization affects government expenditure efficiency in Chapter 6. Then, in Chapter 7 we 
analyze the determinants that affect citizens’ perceptions of corruption in Indonesia. To address 
a series of five questions, we benefit from the corruption survey conducted by Statistics 
Indonesia in 2014. 
1.3 Research Contributions 
The relationship between corruption and economic growth in Asia has a unique pattern 
which is an ideal case for a study of corruption in Asia-Pacific countries. Chapter 3 offers a 
new perspective of corruption studies in Asia-Pacific countries by employing a nonlinear 
approach to measure corruption thresholds. This method is different from the large number of 
corruption studies that used linear approaches which are rarely investigated in existing 
researches. The threshold model used in Chapter 3 contributes to an understanding of the effects 
of corruption on economic growth at different corruption thresholds. It also illustrates how a 
country’s corruption level relative to the threshold indicates that country’s corruption 
performance. In addition, a severe corruption problem in Indonesia motivates us to examine a 
specific country case using Indonesia’s provinces. The number of corruption cases investigated 
by KPK provides the appropriate data to explore the corruption and economic growth nexus. 
Such a study has not been conducted by previous studies on Indonesia. Besides the rarity of 
using corruption data, Chapter 4 considers the same dynamic that was analyzed for Asia-Pacific 
countries in Chapter 3. 
In Chapter 5, we focus on the Indonesian case concerning the relationship between the 
growing number of corruption cases and fiscal decentralization. To the best of our knowledge, 
this is the first study in Indonesia to create corruption measures based on data collected by the 
Indonesia corruption eradication commission as well as extensive, provincial-level government 




financial data. Because it uses these different datasets, this study advances existing empirical 
studies and makes policy recommendations for local governments in Indonesia. 
Moreover, the study in Chapter 6 examines regional government performance in 
Indonesia’s provinces after the implementation of fiscal decentralization. This study provides 
extensive and internationally comparable data that distinguishes it from existing studies in 
Indonesia because it applies appropriate input and output data as significant elements in 
measuring the efficiency of government expenditure. The methodology constructed in this 
research can be a prominent instrument for Indonesia’s government to upgrade regional 
performance. 
In Chapter 7, a corruption survey presents citizens’ characteristics and their perception of 
corruption in public offices. The survey provides insights that are beneficial to bottom-up policy 
recommendations in eradicating corruption in Indonesia. To our knowledge, corruption 
perception studies in Indonesia remain rare. This study contributes to our overall understand of 
people’s perception of corruption within public services in Indonesia. 
There are slight differences in the periods studied in the following chapters. This is 
because of differences in the data sets available for those chapters. A fixed effect threshold 
model and a Malmquist Productivity Index require a balanced dataset; therefore, missing data 
have been deleted from the dataset. This slight difference also results from the unavailability of 
data in Indonesia. Gorontalo, North Kalimantan, West Papua, North Maluku, Banten, Bangka 
Belitung, West Sulawesi and Riau Islands were created only in 1999, so they have relatively 
limited data. These two reasons limit this study’s scope and the questions it can address. 
1.4 Thesis Organization 
This thesis comprises eight chapters. Descriptions of the following chapters are: 
1. Chapter 2 summarizes the studies that have developed a sound foundation for the 
relationship between corruption and economic growth as well as that between fiscal 
decentralization and citizens’ perceptions of corruption. This chapter provides relevant 
facts and data about corruption in Asia-Pacific and Indonesia, and it lays out the financial 
structures of regional government in provincial Indonesia as background knowledge. 
2. Chapter 3 elaborates the relationship between corruption and economic growth in Asia-
Pacific countries. It presents a debate about the relationship between corruption and 
economic growth that exists in the literature. A fixed effect threshold model, 2SLS 
estimator, and data construction, which are crucial to exploring this study’s topic, are 




thoroughly explained. The estimation results and discussion enlighten the problem 
statement, concerning the relationship between corruption and economic growth. A short 
conclusion provides a closing remark for the topic in this chapter. 
3. Chapter 4 discusses the relationship between corruption and economic growth at the level 
of the Indonesian provinces. The methods used are the same as those applied in Chapter 3. 
The data construction and the estimation results are discussed extensively. They are 
followed by relevant conclusions and policy recommendations. 
4. Chapter 5 analyzes the relationship between fiscal decentralization and corruption at the 
Indonesian provincial level. A debate over the effect of the degree of fiscal decentralization 
on corruption and a range of research in this area are elaborated in this chapter’s literature 
review. The data and method used in the estimation are explained in the data section. The 
estimation results elaborate on the empirical results and discussion. The last section of 
Chapter 5 offers policy recommendations and remarks for future research. 
5. Chapter 6 contains an analysis of the relationship between fiscal decentralization and 
government expenditure efficiency. The literature review elaborates several existing 
studies in this field. The data and methodology are comprehensively discussed. The chapter 
also presents the estimation results and discusses them, and the last section draws 
conclusions. 
6. Chapter 7 encompasses conclusions regarding the citizens’ perception of corruption in 
Indonesia. The literature review section elaborates on the relevant research. Section 7.3 
describes the data and method used in the estimation. Section 7.4 presents details on the 
empirical results and provides a discussion, and section 7.5 offers a conclusion and remarks 
regarding future research. 
7. Chapter 8 summarizes the findings from the empirical analysis in Chapters 3 through 7 and 













Overview of Corruption, Fiscal Decentralization and Economic Growth 
 
This chapter reviews the existing literature to explain the motivation for this study. 
General arguments are presented to clarify the concepts of corruption, fiscal decentralization, 
and economic growth. Section 2.1 discusses the definitions and measures of corruption; Section 
2.2 presents an overview of the literature on the relationship between corruption and economic 
growth, the “greasing the wheels” hypothesis, and the nonlinear relationship between 
corruption and economic growth. It also presents facts about corruption in the Asia-Pacific 
region and Indonesia in particular; Section 2.3 provides an overview of the literature relating to 
the nexus of fiscal decentralization, corruption, and economic growth. Section 2.4 outlines the 
general concept of fiscal decentralization and explains the system of intergovernmental grants 
to Indonesia’s provinces. 
2.1 Definitions and Measures of Corruption 
2.1.1  Definitions of Corruption 
Defining corruption is not an easy undertaking because corrupt behavior varies in its 
nature. The objective here is not to find the right definition, but rather to choose one that is 
useful for our study. As defined in the Merriam-Webster dictionary, corruption is the 
“impairment of integrity, virtue, or moral principle.” In the social sciences, the definitions of 
corruption tend to be morally neutral because a focus on a set of behaviors with a strong moral 
component would make it very difficult to analyze the hypothesis that corruption may benefit 
social welfare, as in Huntington (1968). An early approach to defining corruption came from 
Williams (1999), who defined it as the breaching of legal codes (public duties) to gain personal 
advantage. This argument has, however, been problematic for comparative analysis because 
legal codes differ across countries. 
Another definition of corruption as “the misuse of entrusted power for private gain” is 
used by some organizations such as Transparency International and the Danish Development 
Agency (Danida). Pellegrini (2011) commented that such a definition creates some ambiguity 
despite its simplicity, given the lack of examples and classifications. This definition can, 
nonetheless, be useful as a starting point to define corruption. A classic definition of corruption 
from Nye (1967, p. 419) is: 




Corruption is behavior which deviates from the formal duties of a public role because of private-
regarding (personal, close family, private clique) pecuniary or status gains; or violates rules 
against the exercise of certain types of private-regarding influence. This includes such behavior 
as bribery (use of a reward to pervert the judgement of a person in a position of trust); nepotism 
(bestowal of patronage by reason of ascriptive relationship rather than merit); and 
misappropriation (illegal appropriation of public resources for private-regarding uses). 
This definition seems to be more useful for economic analysis. 
The IMF defines corruption as “the abuse of public office for private gain.” This 
definition is used by the World Bank, and it is consistent with the United Nations Convention 
against Corruption. The definition covers both an abuse by a public sector actor acting on their 
own (such as theft and embezzlement), as well as receiving bribes, which often involves a 
private sector actor. The definition does not, however, cover illegal activities by private citizens 
that do not involve public officials. An act can, moreover, be considered corruption even if it 
does not result in financial gain: for example, in cases of political interference or preferences 
given to procurement contracts. The point is whether the decision was made by a public official 
for reasons other than those identified by law or the relevant administrative framework. Another 
circumstance considered to be corruption in judicial processes occurs when legislators prefer 
private interests rather than the public interest. This is called “state capture.” It is a type of 
systemic political corruption in which private interests significantly influence 
a state’s decision-making processes to their own advantage. In severe cases of corruption, a 
conglomeration of business and government interests create a privatization of public policy, so 
that a specific act of corruption is no longer evident. This definition is the one best-suited to the 
purposes of this study, since it focuses on corruption in the public sector. For the rest of the 
discussion, the IMF’s definition is used. 
2.1.2  Measures of Corruption  
The availability of international data offers opportunities to study corruption by assessing 
many aspects of the institutional environment. In particular, those data facilitate empirical 
analyses of the effects of corruption through various channels. Inappropriate use of the 
corruption data because they are not properly understood could, however, cause biases. One 
example is the data on corruption from the International Country Risk Guide (ICRG), which 
measures political risk associated with corruption rather than the corruption level itself 
(Lambsdorff, 1999). Some corruption indices used as a proxy of corruption are rather 
aggregates of individual perceptions from a survey, even though the definition of corruption 




may vary depending on the cultural context and even “emotionally driven” answers (Pellegrini, 
2011). When there are prominent cases in the media, a respondent may overestimate the level 
of corruption. The concern that the corruption indices measure people’s perceptions rather than 
actual corruption levels has been widely discussed, particularly in empirical studies (Svensson, 
2005; Andvig, 2005). Extensive empirical literature using these indices has nonetheless found 
evidence that the perception of corruption has an impact on economic variables, and it appears 
to have a high explanatory power in econometric analysis (Jain, 2001). 
Transparency International’s Corruption Perceptions Index (CPI) is among the more 
prominently used measures of corruption. Drawing on various international and country 
surveys, CPI scores provide a useful partial measure of the challenge of combating corruption 
in the World. CPI scores relate to perceptions of corruption based on surveys of businesspeople, 
academics, and risk analysts. They range from 100 (highly clean) to 0 (highly corrupt). 
Moreover, the World Bank contributes to efforts to measure corruption as part of a broader 
attempt to understand and improve governance. Corruption is viewed as one of six Worldwide 
Governance Indicators They are: (1) voice and accountability, (2) political stability, (3) 
government effectiveness, (4) regulatory quality, (5) rule of law, and (6) control of corruption. 
The six aggregate indicators are based on over 30 underlying data sources reporting the 
perceptions of respondents, including a large number of enterprises, citizens, and experts. In 
developing its control of corruption indicator in particular, the World Bank used original survey 
sources, such as DRI/McGraw-Hill, the Economist Intelligence Unit, the Political Risk Services 
Group, and the World Bank’s business surveys (Kaufmann et al., 2010). 
Most cross-country studies use corruption perception indices to define corruption levels, 
yet Fan et al. (2009) argued that the mixed findings of empirical studies are affected by the 
choice of corruption measures that mainly use corruption perception indices, rather than 
objective measures. Such objective measures are difficult to find across countries, so they are 
more appropriate in the analysis of a specific country. For example, extensive data available for 
the United States have encouraged many empirical studies to use real corruption measures, such 
as corruption conviction data (Fisman and Gatti, 2002b; Shon and Cho, 2019) and average 
federal public corruption convictions (Goel and Nelson, 2011). Such studies necessarily focus, 
however, on the United States (Goel and Rich, 1998; Glaeser and Saks, 2006). Nonetheless, 
Kato and Sato (2015) were able to examine manufacturing in India’s provinces using 
corruption-related cases as a measure. 




This study deliberately uses both the perception index and objective measurements of 
corruption, depending on the context and availability of data. In an analysis of the relationship 
between corruption and economic growth in the Asia-Pacific region, Transparency 
International’s corruption perception index is used in Chapter 3. An analysis of Indonesia’s 
provinces, by contrast, uses corruption-related cases investigated by the Indonesia Corruption 
Eradication Commission (KPK) in Chapter 4. Data on corruption cases also are used to 
investigate the effect of fiscal decentralization in Chapter 5. In Chapter 7, a survey of perceived 
corruption is used to assess Indonesians’ perceptions of corruption. A summary of corruption 
measures used in this study is given in Table 2.1. 
2Table 2.1 A Summary of Corruption Measures Used in This Study 
Corruption Measure Chapter Data 
Corruption Perception Chapter 3 Corruption Perception Index – Transparency International 
Chapter 7 Corruption Perception Survey in Indonesia 
Corruption Cases 
Chapter 4 
- The number of corruption cases investigated by KPK. 
- The number of corruption convictions. 
Chapter 5 The number of corruption cases investigated by KPK. 
2.2 Corruption and Economic Growth 
2.2.1 The Adverse Effect of Corruption on Economic Growth 
A final declaration of the World Bank’s Global Forum II observed that the spread of 
corruption is a virus capable of crippling governments, discrediting public institutions and 
private corporations, devastating human rights, and undermining development, especially 
affecting the poor (Bhargava and Bolongaita, 2004). The challenge of eradicating corruption 
in both the public and private sectors, moreover, remains daunting. Corruption is one of the 
biggest obstacles to economic development and poverty reduction. The adverse effect of 
corruption raises the cost of doing business in different ways. In the public sector, 
interference in the procurement of public goods and distortions to rules and policies to favor 
personal gain undermine governance. Many countries with severe corruption suffer from 
weak judicial systems and poor enforcement of contracts. Corruption in government budgets 
raises public expenditures and lowers tax income, aggravating fiscal deficits and 
consequently macroeconomic instability. Corruption in infrastructure projects not only 




results in poor quality roads, bridges, and buildings but also low standards and fewer 
technical inspections. 
Combating corruption has become increasingly urgent, although it takes time and carries 
a high risk from the rich and powerful groups whose interests it threatens. On the other hand, 
ignoring corruption may hurt poor people the most because they must use bribery to access 
basic services such as healthcare, clean water, education, and justice. A larger portion of their 
income goes to bribes to get jobs or start businesses. As a result, they face higher infant 
mortality rates and lower life expectancies. 
A growing consensus exists that corruption can seriously undermine economic growth. 
According to the IMF, corruption can be a threat to potential economic growth in four ways: 
(1) public and private physical capital; (2) human capital; (3) total factor productivity; and (4) 
macro financial stability. The adverse effects of corruption on a state’s capacity are displayed 
in Figure 2.1. It captures how corruption can harm potential economic growth. In the long run, 
low rates of economic growth also can increase corruption, forming a negative feedback loop. 
Figure 2.1 The Adverse Effects of Corruption on State Functions 
Source: International Monetary Fund (IMF) Discussion Note, May 2016, Corruption: Costs and Mitigating 
Strategies 
 
There has been a growing consensus on the adverse effect of corruption. In a prominent 
study, Mauro (1998) observed that corruption leads to less efficient public spending. His 
  




findings confirmed that corruption in public investment results in the allocation of resources to 
unproductive sectors, reducing economic growth. Mauro (1995) showed the negative 
relationship between corruption and investment and growth. That finding was supported by 
Aidt (2009), Méon and Sekkat (2005), Blackburn et al. (2006), and Mo (2001), among others. 
Kurer (1993) argued that corrupt officials may cause delays and have incentives to create 
distortions in the economy to gain income. To get a license for an investment project, Rose-
Ackerman (1997) argued that the briber most likely must compromise on the quality of goods 
he produces. Under those conditions, corruption creates low-quality roads and buildings. 
Corruption, in short, worsens efficiency, rather than improving it. Moreover, corruption 
increases uncertainty beyond the corruption cost itself because, as an illegal agreement, the 
commitment to comply with it may be weak compared with a legitimate transaction. Dreher 
and Schneider (2006) emphasized that corruption may create a larger shadow economy which 
is unregulated and subject to uncertainty. Focusing on the political aspect, Henisz (2000) argued 
that corruption may worsen political violence and lead to a weak rule of law. At the 
macroeconomic level, Wei (2000) found a negative effect of corruption on direct investment 
and productivity, as did Lambsdorff (2003). 
Given the negative spillover effects of corruption, it is worth noting that controlling it can 
result in multiple benefits, including promoting economic development, increasing a country’s 
competitiveness, improving social conditions, and reducing poverty (Bhargava and Bolongaita, 
2004). Nonetheless, although corruption imposes additional costs in a weak institutional context, 
it may also have benefits. A common argument related to the beneficial effects of corruption is 
referred to as the “greasing the wheels” hypothesis. It is explained in the next section. 
2.2.2  The Greasing the Wheels Hypothesis of Corruption and Economic Growth 
There has been a debate about the nexus of corruption and economic growth. Despite a 
broad consensus on the adverse effects of corruption, there is a provocative claim that 
corruption may be efficient in a weak institutional context. Some early studies laid the ground 
for the greasing the wheels hypothesis with the sanding the wheels hypothesis, as in Leff (1964), 
Leys (1965), and Huntington (1968). The greasing the wheels hypothesis claims that an 
inefficient bureaucracy results in a major hindrance to economic activity, so some “speed” or 
“grease” money may help to side step it. Leys (1965) focused on bureaucratic inefficiency and 
found that bribes could give public officials an incentive to speed up the establishment of new 
firms by inefficient administrations. Corruption may improve efficiency, such as by reducing 
the time spent in queues (Lui, 1985). Leys (1965) and Bailey (1966) asserted that the low wages 




of civil servants may attract them to opt for another business. In tax revenue collection, 
corruption may act as a means of tax evasion, further reducing government revenues. In contrast, 
the bribers have investment opportunities and may improve the efficiency of investment. Bailey 
(1966) claimed that in investment projects, the ability to offer bribes to get a license correlated 
with talent and argued that granting a license through corrupt methods is like a competitive 
auction. His claim was supported by scholars, such as Beck and Maher (1986) and Lien (1986), 
when it comes to assigning government procurement contracts. Méon and Weill (2010) suggest 
that corruption is less harmful to efficiency when governance is poor. Some scholars have 
stressed that corruption may have advantages in encouraging development, and should 
therefore not be judged on moral grounds. Kato and Sato (2015) found evidence of the greasing 
the wheels hypothesis in India’s manufacturing. All these arguments share the presumption that 
corruption may contribute positively to the factors of production because it compensates for a 
defective institutional framework, inefficient administration, weak rule of law, or political 
violence (Méon and Weill, 2010). 
Both the greasing the wheels and the sanding the wheels hypotheses may seem reasonable. 
They are summarized in Table 2.2. This study aims to examine a nonlinear relationship between 
corruption and economic growth using a threshold model developed by Hansen (1999). The 
model is applied to data from a sample of Asia-Pacific countries in Chapter 3 and to data on 
Indonesia in Chapter 4. The nonlinear relationship allows us to test for both hypotheses. 
3Table 2.2 The Impact of Corruption 
 Greasing the wheels Sanding the wheels 
Effective institutions Detrimental Detrimental 
Ineffective institutions Positive Detrimental 
Source: Méon and Weill (2010) 
2.2.3  The Nonlinear Relationship of Corruption and Economic Growth 
The negative correlation between corruption and economic growth has been a consensus 
in the field of empirical studies over the past decade. Despite an argument that corruption is 
detrimental to economic growth, some studies have found evidence that corruption may support 
economic growth by assuming a linear relationship between corruption and economic growth. 
Those studies presumed a monotonic correlation with the effects of corruption, and they 
provided an incomplete test of the hypotheses. The assumption of a linear relationship falls 




short in explaining some facts about the nexus of corruption and economic development as 
depicted by Haque and Kneller (2005) and Ahmad et al. (2012). Haque and Kneller (2005) 
argued first, that corruption levels are persistent across time. Some countries continued to have 
high levels of corruption indicated by pervasive corruption and low development, while other 
countries managed to lower corruption levels and achieve high-income economy (see the 
additional discussion in Mauro, 2004; Blackburn et al., 2006). Second, Haque and Kneller 
found a diversity in corruption levels in middle-income countries compared to high- and low-
corruption countries. This showed that there are multiple equlibria of corruption levels. 
Blackburn et al. (2006) also discussed the same argument. 
It is apparent that a linear framework can provide only a partial effect because it captures 
only the linear effect of corruption while the growth-maximizing effect is not considered. 
Ahmad et al. (2012) built a theoretical framework that allowed growth-enhancing and growth-
reducing effects of corruption on economic growth. Using the generalized method of moment 
estimation, they tested their framework using cross-countries data and found a nonlinear 
relationship or an inverted U shape in relationship between corruption and economic growth as 
shown in Figure 2.2. 
 
Figure 2.2 The Nonlinear Relationship of Corruption on Economic Growth 
Source: Ahmad et al. (2012) 
 
Despite many studies examining the adverse effect of corruption on economic growth 
based on a linear relationship, a few studies have introduced nonlinearities in the corruption 




and growth nexus. In a seminal paper, Durlauf ad Johnson (1995) introduced a fundamental 
theoretical framework of the nonlinear relationship between corruption and economic growth. 
Méndez and Sepúlveda (2006) examined the relationship between corruption and growth by 
employing non-monotonic (quadratic) specifications and focused on the effects of political 
freedom. Méon and Sekkat (2005) introduced a test of evidence for the “greasing the wheels” 
versus “sanding the wheels” hypothesis using interactions between corruption and the quality 
of institutions. Their testing is quite interesting, yet it has a merit. They assumed that corruption 
is a smooth function of the index used to measure the quality of institutions. Different from 
Méon and Sekkat (2005), Aidt et al. (2008) used instrumental variables to deal with the problem 
of reverse causality. They examined the various effects of corruption on economic growth by 
considering the quality of political institutions as the threshold variable. 
The consideration of nonlinear relationship between corruption and economic growth 
motivated some researchers to look for the possibility of break point values of corruption levels, 
around which corruption has growth-maximizing or growth-reducing effects. Various methods 
were used. Haque and Kneller (2005) used the threshold methodology from Hansen (2000). 
Ahmad et al. (2012) used quadratic specification. Aidt et al. (2008) used the threshold model 
from Caner and Hansen (2004) and found a nonlinear relationship between corruption and 
economic growth. They also identified the point that determines whether corruption is growth-
maximizing or growth-reducing (hereafter called the corruption threshold). If a corruption level 
is above the threshold, the adverse effects of corruption retard economic growth. In contrast, 
corruption has a positive effect on economic growth when the corruption level is below the 
corruption threshold. 
All these arguments provide this researcher the motivation to examine the nonlinear 
relationship of corruption and economic growth by measuring the corruption threshold in Asia-
Pacific countries and Indonesia’s provinces. The corruption threshold is defined as the point 
that determines whether the effect of corruption on economic growth is positive or negative. If 
corruption level is above the threshold, the adverse effect of corruption retards economic growth. 
Corruption may support economic growth if corruption level is below the threshold. 
2.2.4  Corruption in Asia-Pacific Countries 
In this section, we elaborate on the agenda to eradicate corruption in the Asia-Pacific 
region based on a concern for higher inequality, persistent poverty, and a slowing economic 
development. Asia-Pacific countries have achieved sustainable development, and it is a rapidly 
developing region. Corruption may undermine these achievements, however, because it distorts 




investment, undermines public infrastructure, and promotes private over public interests. In 
particular, corruption diverts government expenditure and hinders the pursuit of the Sustainable 
Development Goals (SDGs), such as ending poverty, ensuring inclusive education, improving 
health outcomes, combating climate change, and achieving gender equality (Transparency 
International Report, 2017). 
Corruption has risen in the national agendas of Asia-Pacific countries. The heads of 
governments in Indonesia, the Philippines, and Thailand were charged in corruption-related 
cases. The president of the Philippines, Joseph Estrada, stepped down in January 2001 because 
of corruption allegations. He was followed by Indonesia’s president Abdurrahman Wahid 
Thaksin Shinawatra, Thailand’s prime minister, was indicted by the National Counter-
Corruption Commission. Another case is the corruption conviction of two sons of President 
Kim Dae-Jung of the Republic of Korea. China and Japan also have convicted high-level 









Figure 2.3 Bribery Rates in Asia-Pacific Countries 
Source: Global Corruption Barometer, Transparency International Report 2016 




Figure 2.3 is a map of bribery rates in Asia-Pacific countries from the Global Corruption 
Barometer survey conducted in 2016. Most Asia-Pacific countries are displayed in red, 
indicating higher bribery rates. The rate comes from a survey that calculated the percentage of 
people who had paid a bribe when accessing basic services. India had the highest bribery rate, 
69%, followed by Vietnam (65%) and Thailand (41%). The lowest bribery rate was in Japan 
(0.2%). Other indicators of corruption levels are the CPI, control of corruption, and the World 
Governance Indicators. 
From a macroeconomic perspective, despite rapidly growing economies, the effect of 
corruption can be corrosive. An extreme financial crisis in 1997 made clear the destructiveness 
of corruption. Arndt and Hill (1999) showed that corruption hit Asia’s economies in Indonesia, 
South Korea, and Thailand, which came close to economic collapse. In Indonesia, the economic 
downturn was accompanied by a political upheaval that brought down the Soeharto government. 
In Thailand, Prime Minister Chuan Leekpai failed at the polls. The main cause of the large 
magnitude of Asian countries’ crisis was the lack of transparency, particularly in the banking 
system (Mehrez and Kaufmann, 2000). 
 
 
Figure 2.4 Corruption and Economic Growth for the World and Asia-Pacific Countries 
(2016) 
Source: Transparency International and IMF (2016), Author’s calculation. 
 




Given the multi-faceted effects of corruption, some Asian countries initiated anti-
corruption organizations and projects. The World Bank and other international organizations 
established several country initiatives in governance and anti-corruption, such as the Economic 
and Public Sector Capacity Building Project in Cambodia (2002), the Transitional Support 
Program for East Timor (2002), and the Partnership for Governance Reform in Indonesia (2002). 
Australia has been involved in corruption agenda-setting in the region by establishing the 
Australian Agency for International Development (AusAID). Canada and the United States also 
have been active in pursuing programs for democracy and governance in the region through the 
Canadian International Development Agency (CIDA) and the U.S. Agency for International 
Development (USAID). 
Developing anti-corruption strategic instruments is challenging. An urgency in 
eradicating corruption led Asia-Pacific countries to establish anti-corruption institutions. The 
variety of leadership and management structures shows the diverse approaches in different 
countries. Some have modeled their structures on the successful experiences of other countries, 
particularly countries with good governance. Unfortunately, the success story in combating 
corruption in one country does not guarantee the same accomplishments for the other country. 
These anti-corruption organizations have been marked more often by failure than success. Table 
2.3 lists the anti-corruption institutions in the Asia-Pacific region. 
4Table 2.3 Anti-corruption Institutions in the Asia-Pacific Region 
Countries Anti-corruption Agency 
Australia (New South Wales) Independent Commission Against Corruption 
China 
- Supreme People’s Procuratorate 
- Central Disciplinary Inspection Committee 
Hong Kong, China, Special 
Administrative Region 
Independent Commission Against Corruption 
India 
- Central Bureau of Investigation 
- Central Vigilance Commission 
- Election Commission 
Indonesia 
- Independent Commission Against Corruption 
(KPK) 
- KOPKAMTIB (Operational Command for the 
Restoration of Security and Order) 
- Financial Auditing Body 
- Financial and Development Auditing Body 
- National Commission to Investigate State Officials’ 
Wealth 
- National Ombudsman Commission 




Republic of Korea 
- Korean Independent Commission Against 
Corruption  
- Board of Audit and Inspection 
- Public Prosecutors Office 
- The Ombudsman 
Macao Independent Commission Against Corruption 
Malaysia Independent Commission Against Corruption 
Pakistan Anti-corruption Agency 
Philippines National Accountability Board 
Singapore 
 
- Office of the Ombudsman 
- Civil Service Commission 
- Presidential Antigraft Commission 
- Commission on Audit Corrupt Practices 
Investigation Bureau 
Taiwan, China National Counter-Corruption Commission 
Thailand 
- National Counter-Corruption Commission 
- State Audit Commission 
- Ombudsman 
- Electoral Commission. 
Source: Quah, 2000 
2.2.5  Corruption in Indonesia 
Corruption has been severe in Indonesia since the era of former President Soeharto from 
1967 to 1998 (Vial and Hanoteau, 2010). In fact, Indonesia consistently scores low in the CPI. 
In the CPIs published between 1995 and 2003, Indonesia scored below 25. Since 2003, the 
rankings have not improved. The scores remain between 25 and 37, which is below the world 
average corruption index (Banuri and Eckel, 2015). These numbers show that Indonesia has a 
serious corruption problem. Even though the government established the anti-corruption 
organization KPK in 2003, the corruption problem in Indonesia is improving less rapidly than 
expected. Moreover, Indonesia is considered to have severe corruption based on the Global 
Competitiveness Report 2014–2016. It stated that corruption is the most problematic factor for 
doing business in Indonesia. 
The eradication of corruption in Indonesia began in 1999, when the government ratified 
Law No. 31 Corruption Eradication, which was amended in 2001 by Law No. 20. Seven 
categories of corrupt activities are specified: (1) abuse of power with an indication of state 
losses; (2) bribery; (3) embezzlement; (4) extortion; (5) fraud; (6) conflict of interest; and (7) 




illegal gratuities. To show its serious intent in combating corruption, the government 
established the KPK in 2003 with Act No. 30/2002. Prior to the establishment of the KPK, two 
institutions had led corruption prosecutions: the Supreme Attorney and the National Police. 
Corruption cases fell under KPK’s jurisdiction if they met three conditions: (1) a public officer 
(including a politician) gets involved in the corrupt behavior; (2) they attract public attention; 
and (3) the corruption case creates a state loss above one billion IDR. KPK releases an annual 
report as part of its responsibility to maintain transparency and accountability. The KPK report 
discloses all corruption cases investigated, including cases handled by the other two institutions 
(the Supreme Attorney and the National Police). 
Interestingly, since the KPK was established, the number of corruption cases has grown, 
and the KPK has brought to court many cases of corruption in local government. An 
improvement in the detection of corruption was indicated by an increasing number of corruption 
cases. This has provided evidence that pervasive corruption has existed in local governments. 
Moreover, we can elaborate the corruption data obtained from KPK to gain an understanding 
of corruption in Indonesia. The number of corruption cases at the provincial level is available 
for the period 2004 to 2015 (we requested the data in 2017). More details of each corruption 
case at the provincial level can be requested from the Public Relations Bureau of the KPK. 
Figure 2.5 Total Number of Corruption Cases in Indonesia (2004- mid 2018) 
Source: KPK, Author’s calculation. 
 
Figure 2.5 displays the total number of corruption cases at the provincial level for the 15 
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KPK has grown over the years. It is interesting to note that there is a pattern of increasing 
corruption every five years, prior to the presidential elections in 2009, 2014 and 2019: political 
corruption may affect the motivation to undertake corrupt activity. 
In addition, the relationship between economic growth and corruption in Indonesia’s 
provinces displays a unique pattern. Some provinces, such as West Java and Riau, have strong 
economies despite high levels of corruption, whereas other regions experience middle- to low-
income levels with a low incidence of corruption cases. This uniqueness provides an ideal case 
for the study of the effect of corruption at the regional level. 
 
 
1Figure 2.6 Regional GDP per Capita Growth (Annual Average) and the Total Number of 
Corruption Cases in Indonesia’s Province (2004–2015) 
Source: KPK and Statistics Indonesia, Author’s calculation. The left axis is for GDP per capita growth (bar 
graph) and the right axis is for corruption cases (line graph). 
 
More support for this line of reasoning is shown in Figure 2.6. The relationship between 
per capita regional GDP growth and the number of corruption cases shows that West Java has 
the highest number of corruption cases (the red line) during 2004–2015, followed by East Java 
and DKI Jakarta. West Java serves as a satellite city because of its location surrounding DKI 
Jakarta, the capital city. Its main economic contribution is its industrial clusters and the 
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province, East Java, is recognized as the home of the industrial and manufacturing sectors. It 
shows a declining performance in its regional GDP growth rate. A similar performance can be 
seen in DKI Jakarta province, which serves as the capital city of Indonesia. In addition, the 
regional GDP growth rate in Lampung ranks the highest, followed by those of Central and 
South Sulawesi. These three provinces manage to have low numbers of corruption cases and 
consistently experience higher economic growth. 
 
Figure 2.7 Number of Corruption Cases Based on Profession (2004-2015) 
Source: KPK, Author’s calculation. 
 
From Figure 2.7, the number of corruption cases in local government take a lead in the 
period between 2004 and 2015, followed by ministries and (central and regional) parliament 
members.  





Figure 2.8 Number of Corruption Cases Based on Institution (2004-2015) 




Figure 2.9 Number of Corruption Cases Based on Type of Case (2004-2015) 
Source: KPK, Author’s calculation. 
 
Complementing this information, Figure 2.8 shows that the number of corruption cases 
based on institutions places parliament members in central and local governments as 
dominating the number of corruption cases. Continuing with the types of corrupt activities in 
the KPK data, bribery dominates with 60% of cases, followed by procurement contracts with 



















Figure 2.10 Number of Corruption Cases Based on Province (in Total 2004–2015) 
Source: KPK, author’s calculation 
 
The last piece of corruption data is the number of corruption cases in each province. 
Figure 2.10, presents the corruption data from 2004 to 2015. Of the 34 provinces, 19 are 
recorded as having corruption scandals. The highest number of corruption cases was reported 
in West Java, followed by East Java, DKI Jakarta, North Sumatra, Central Java, and Riau. We 
elaborate on two provinces (West Java and Riau) for corruption case studies based on the 
detailed information obtained from the Public Relations Bureau of the KPK. Corruption cases 
in West Java varied from small scale, such as bribing tax officers, to large scale, such as bribing 
members of parliament to obtain significant budget allocations or projects. Many corruption 
cases in West Java involved large projects, such as bribery involving housing projects and 
licensing. This is because two cities in West Java (Depok and Bekasi) act as satellite cities of 
Jakarta, the capital, and most of the residential area in those cities is developed by private 
housing developers. Another province, Riau, has been in the high-corruption group since 2008. 
Three Riau governors were caught by the KPK between 2004 and 2014 in different large-scale 
cases (fire truck procurement, forest-to-land conversion licenses, and the national sports week 
(PON) in 2012). 
 





8Figure 2.11 Number of Corruption Cases Normalized by per Million Inhabitants by 
Province (2004–2015) 
Source: KPK, author’s calculation 
In Figure 2.11, the total numbers of corruption cases have been normalized by the size of 
the province’s population in millions for the period from 2004 to 2015. This shows the ratio of 
the number of corruption cases to the scale of the province. Among the provinces in the data 
sample, Riau and Papua had the highest ratios of corruption cases per million inhabitants. This 
is because the populations in those two provinces are not the largest. Nevertheless, East Java, 
West Java and DKI Jakarta which have the highest totals of corruption cases, as shown in Figure 
2.6, had the 6th, 8th, and 9th largest ratios of corruption cases per million inhabitants. We used 
these corruption data to conduct the empirical analysis of the effect of corruption on economic 
growth in Chapter 4 and the relationship between the degree of fiscal decentralization and 
corruption in Chapter 5. 
2.3 Fiscal Decentralization, Corruption and Economic Growth  
The aim of this section stems from the need to identify the relationship between fiscal 
decentralization and economic development. In a traditional theory of fiscal federalism, 
decentralization has a positive effect on economic development. Samuelson and Musgrave  











and services to the particular preferences and circumstances. This theory was supported by 
Oates (1972, 1999). More recent studies have found that there is significant efficiency and 
welfare gains associated with the decentralized provision of public goods (Lin and Liu, 2000; 
Akai and Sakata, 2002; Stansel, 2005). 
The other strand of the literature pays attention to the role of the relationship between the 
principal and the subordinate or hierarchical organizations in the decentralized system. One of 
the main implications of that model is that decentralization may lead to greater corruption. 
Aghion and Tirole (1997) related the decentralization system to the cost for the principal to 
monitor subordinates. If the information asymmetry between principal and subordinate is 
significant, this model may raise the monitoring cost for the principal. This view is supported 
by Carbonara (1998) who noted that delegating authority may lower the principal’s incentive 
to perform their screening and detection activities. That situation encourages corruption 
practices. On the other hand, Tiebout (1956) and Barankay and Lockwood (2007) noted that in 
decentralization systems, government can meet heterogeneous preferences and fulfill the needs 
of its citizens. In addition, the authority to collect funding can improve the allocative efficiency 
of government, and improving the public good and economic development. Fiscal 
decentralization has a beneficial impact on citizen participation. The more that citizens 
participate in local government, the more likely that transparency and accountability will 
increase and corruption will be controlled. These factors may constrain corruption in local 
governments. The keys in the decentralization and corruption nexus are the delegation of 


































2Figure 2.12 Fiscal Decentralization, Corruption and Economic Growth  
Notes: The straight black line indicates the direct effect of fiscal decentralization on economic growth. The dashed line 
indicates indirect effects of fiscal decentralization, corruption, and economic growth. 
Source: Stojčić (2019) 
 
In previous sections, we have recognized a growing body of research that presents mixed 
findings of the effects of corruption on economic growth. Most studies suggested that 
corruption has a harmful effect on economic growth, but others found evidence of the growth-
enhancing effects of corruption. In this debate about fiscal decentralization, corruption, and 
economic growth, Stojčić (2019) presented a theoretical model of the direct and indirect effects 
of fiscal decentralization, corruption, and economic growth, as presented in Figure 2.12. The 
model investigated the relationship between fiscal decentralization and economic growth 
through transmission channels such as government efficiency, control of corruption, 
government size, and the quality of living between the two. 
In this study, we examine the relationship between fiscal decentralization and economic 
growth, taking into account the impact of corruption in two ways. First, in Chapters 3 and 4, 
the relationships between corruption and economic growth in Asia-Pacific countries and 
Indonesia’s provinces are analyzed. Second, the effect of fiscal decentralization on corruption 
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2.4 Fiscal Decentralization in Indonesia 
2.4.1 The Decentralization Concept 
The definition of decentralization has been formulated on a strong foundation of public 
finance theories. Rondinelli and Nellis (1986) defined decentralization as the transfer of 
responsibility for planning, management, and the raising and allocating resources from central 
government to field units of the central government, lower-level governments, semi-
autonomous public authorities, functional authorities, and non-government private 
organizations. According to another definition, decentralization can be seen as the shifting of 
responsibilities between tiers of government by fiscal, political, and administrative instruments 
(Asfaw et al., 2007). These definitions are important to understand what triggers the choice of 
decentralization. 
In the decentralization process, there are three transfers of authority: political, financial, 
and administrative. The processes of decentralization include the transfers of powers (political 
decentralization), the transfer of financial resources to subnational tiers of government (fiscal 
decentralization), and the granting of autonomy to subnational entities (administrative 
decentralization) (Rodríguez-Pose and Ezcurra, 2010). Schneider (2003) argued that the degree 
of each type of decentralization may vary depending on the process of decentralization itself. 
An increase in one aspect may simultaneously raise the other aspects. Alternatively, an increase 
of one aspect may lower the degree of another aspect. For example, central government might 
support a political aspect such as the direct election of a regional leader, while limiting the 
degree of fiscal and administrative decentralization. 
The determinants of the choice of decentralization may differ across countries. A better 
understanding of the reasons a country shifts from centralized to a decentralized system can 
help the government to determine the degree of decentralization. According to Bahl and 
Wallace (2005), there are three strong motivations for decentralization: (1) to maintain national 
unity in the presence of a separatist group, (2) to accommodate the transition from a less 
democratic to a more democratic government, and (3) to respond to financial crisis. Shah et al. 
(2004) identified factors that motivate a country to decentralize. In Eastern Europe and the 
former Soviet Union, it was part of the political and economic transformation. In most of Latin 
America, it was the shift to democracy. In Southern Africa and Indonesia, the primary 
motivation was to manage ethnic or regional conflict. In Chile, Uganda, and Côte d’Ivoire, the 
factor triggering decentralization was to improve the delivery of basic services. 
 




2.4.2  Fiscal Decentralization: Concept and Implementation 
One of the significant aspects of decentralization is fiscal decentralization, which is 
defined as the transfer of authority and responsibility for public functions from the central 
government to subordinate or quasi-independent organizations or the private sector (Litvack 
and Seddon, 1999). The other definition, according to Bahl (2005), is the empowerment of 
people by the fiscal empowerment of their local governments. From the definitions, the transfer 
of financial power is reinforced by enlarging the power authority from central to subnational 
governments. 
According to Steffensen (2010), there are three objectives to fiscal decentralization: 
1. Efficiency: the demand for government services may vary across regions, depending on 
local preferences. Fiscal decentralization can strengthen the link between the provision of 
services and the people’s demands and needs. 
2. Accountability: Local government can improve transparency by bringing decision-making 
closer to the people and increase their ability to have a voice, influence their leaders, and 
exchange information. This allows people to monitor government performance more 
closely. 
3. Effectiveness: Local people can compare the performance of their government with their 
neighbor’s government by increasing competition in the provision of public services, 
mobilizing citizens’ contributions, innovation, and so forth. 
2.4.3  Fiscal Decentralization Instrument: Intergovernmental Grants (Dana Alokasi Umum 
– DAU) 
Most subnational governments are never fully self-sufficient financially because they do 
not have the ability to generate enough revenue to finance their expenditures. This makes them 
dependent on financial transfers from the central government (Broadway and Shah, 2007). In 
Indonesia’s case, there are several types of instruments of financial transfer from the central to 
subnational governments. Intergovernmental grants are the most important instrument. They 
are intended to finance general subnational functions, such as salary payments, building 
maintenance, administrative functions, and general affairs. The grants cover a broad range of 
givers and receivers, and they take various forms, such as cash, goods, and services (training 
and technical assistance).  
The most common of these is a cash transfer from a central to a lower-level government. 
Broadway and Shah (2007) called this type of fund transfer an intergovernmental grant or an 
intergovernmental transfer. They defined an intergovernmental grant as the movement of funds 




from the government that raised the funds to another level of government. (Bahl and Wallace, 
2007). One way to distinguish this grant from any other type of fund transfer is that this grant 
can be used by the lower level government for general and administrative functions. 
Intergovernmental grants can be classified according to specific characteristics. Boex and 
Tideman (2008) classified them based on orientation (development-oriented and non-
development-oriented) and durability (capital grants and recurrent grants). 
From another point of view, Broadway and Shah (2007) suggested classifications based 
on the recipient and the restrictions. They cited matching grants (which require the recipients 
to provide counterpart funds) and non-matching grants (no counterpart funds required); closed-
ended (a ceiling on the maximum amount of grants required) and open-ended (an unrestricted 
amount). They also referred to intergovernmental grants as conditional and unconditional. The 
former may be linked to mandatory or ad hoc functions or programs, so they cannot be used for 
other purposes (they are conditional to a specific output). Conditional grants can also be 
matching or non-matching grants. In addition, unconditional grants are directed to general 
purposes financing with no strings attached. The primary purpose is to support local autonomy 
and to balance the inequality of resources among subnational governments when the fiscal 
capacity of one local government is limited compared to others. According to Musgrave (1973), 
unconditional grants mainly focus on avoiding distortions and efficiency costs that arise from 
tax structure differentials among subnational governments. Other purposes are equalization, 
bridging inequality, and contributing to subnational funding (Steffensen, 2010). Another 
purpose of unconditional grants is to provide sufficient fiscal resources for subnational 
governments to provide basic public services to a comparable standard. 
2.4.4  Intergovernmental Grants in Indonesia’s Provinces 
Fiscal decentralization in Indonesia began in 2001. It was based on Law No. 25/1999, 
which was amended in 2004 by Law No. 33, Financial Balances between Central Government 
and Regional Governments. The amounts of intergovernmental grants from central to local 
governments have risen over the years. Figure 2.13 shows that there was a positive relationship 
between the total number of corruption cases between 2004 and 2015 and the amount of 
intergovernmental grants between 1996 and 2015. An increase in the amount of 
intergovernmental grants thus increased the number of corruption cases. 





Figure 2.13 Intergovernmental Grants from Central to Local Governments (1996–2015) and 
the Total Number of Corruption Cases at the Provincial Level (2004–2015) 
Source: KPK and Ministry of Finance, author’s calculation. 
 
The important aspect to consider is fiscal capacity, which is defined as the ability of a 
province to extract revenues to provide public goods and carry out other functions of the state. 
This capacity may also be referred to as tax capacity. In a broad definition, fiscal capacity covers 
revenue collected from its own effort, not from transfers from central government. A 
government has a higher degree of fiscal capacity when the proportion of its own revenue to 
total revenue (own revenue and intergovernmental grants) is higher. As Figure 2.14 shows, East 
Java had the highest percentage of its own revenue compared to total revenue. This indicates 
that this province had greater fiscal capacity to finance its expenditures. The province with the 
lowest percentage of its own revenue was North Maluku, possibly because it is a relatively new 
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Figure 2.14 Sources of Revenue in Local Governments (in Average 2004–2015) 
Source: Ministry of Finance, Author’s calculation. The dark color represents intergovernmental grants, and 
the light color is local government revenue (collected by the local government itself). 
 
 





Figure 2.15 Intergovernmental Grants and the Number of Corruption Cases in Provinces 
(2004–2015) 
Source: KPK and Ministry of Finance, Author’s calculation. The bar graph is the share of intergovernmental 
grants in total revenue (in percentage), and the line graph is the number of corruption cases at the provincial 
level. 
 
Since the focus of this study is the provincial level, Figure 2.15 shows the average 
percentages of revenue provided by intergovernmental grants to each province for the period 
from 2004 to 2015. The highest percentage of intergovernmental grants - more than 60% of 
total revenue - went to East Nusa Tenggara, and the lowest percentage - less than 20% - went 
to East Java. In contrast, the highest total number of corruption cases in that period was in West 
Java, which also had a low level of intergovernmental grants, while the lowest number was in 
East Nusa Tenggara. There was a different pattern in Riau, which had a high percentage of 
intergovernmental grants as well as a high number of corruption cases. The mixed pattern in 
Figure 2.15 is unique, and it will be examined further in Chapter 5, which analyzes the effect 
of fiscal decentralization on corruption. Another analysis in Chapter 6 assesses the impact of 




























Corruption Threshold: The Effect of Corruption on Economic Growth. 




This study employs a nonlinear relationship approach and determines the corruption 
threshold. By analyzing the effects of corruption on economic growth across Asia-
Pacific countries, this study assesses whether the effect of corruption on a country’s 
economic growth is positive when the country’s corruption level is below the 
corruption threshold or negative when the corruption level is above the threshold. In 
contrast to the existing literature, this study does not group countries based on the 
income level and, therefore, can reveal a country’s corruption level relative to the 
corruption threshold to analyze whether the country manages to lower its corruption 
level or continues to struggle at a high corruption level. The estimation results show 
that the effect of corruption on economic growth is negative in countries with 
corruption levels above 80 on the corruption indices. Using a two-stage least squares 
(2SLS) estimator, the marginal effects of corruption on economic growth conditioned 
on government consumption and investment expenditures confirm the growth-
deteriorating effect. Finally, most Asia-Pacific countries have historically struggled 
with corruption, but some countries have managed to lower the corruption levels and 
to succeed at reducing corruption. 
 
3.1 Introduction 
Many studies have examined the effects of corruption on economic growth and obtained 
inconclusive results. Some studies that examine the direct effect of corruption on economic 
growth, such as the studies conducted by Mauro (1995) and Blackburn et al. (2006), present 
evidence of the adverse effects of corruption. However, other studies, such as those conducted 
by Méon and Weill (2010) and Kato and Sato (2015), provide evidence supporting the “greasing 
the wheel” hypothesis and argue that corruption has a positive effect. Complementing the 
findings of the direct effect of corruption, d’Agostino et al. (2016) found that the indirect effects 
of corruption on economic growth through consumption and military expenditures have strong 
negative impacts. This finding suggests that differences exist in the productivity of each type 




of expenditure because the government devotes different resources to each, resulting in 
different indirect effects of corruption through different components of expenditure. 
A few studies argue that countries have different production functions and institutional 
efficiency, which explains why the effects of corruption differ across countries. Some studies 
adopt a nonlinear relationship and find a corruption threshold above which the corruption effect 
on economic growth changes from positive to negative (Bose et al., 2008). If the corruption 
level is above the threshold, the adverse effect retards economic growth. In contrast, corruption 
may support the “greasing the wheels” hypothesis when the corruption level is below the 
threshold. Using a similar method, this study measures the corruption threshold and examines 
the effects of corruption in government expenditure on economic growth to fill the gap left by 
existing studies. 
The relationship between economic growth and corruption in the Asia-Pacific region 
displays a unique pattern. Some countries, such as China, South Korea, and India, have both 
dominant economies and high levels of corruption. Abe (2018) found that in developing Asia-
Pacific countries, corruption is likely to cause difficulty in advancing beyond the middle-
income bracket. Differences in domestic politics, economic openness, and state domination 
distinguish the pattern of corruption and economic growth in Asian countries from those in 
other regions (Rock and Bonnett, 2004). This uniqueness provides an ideal case for a study 
investigating the corruption effect. Panel data of 25 Asia-Pacific countries from the 1995-2014 
period are utilized to estimate the corruption threshold according to the threshold model 
proposed by Hansen (1999). The endogeneity issue is properly addressed using a two-stage 
least squares (2SLS) estimator. 
Another purpose of this study is to use the threshold to determine the position of the 
corruption level of a country relative to the threshold indicating the country`s corruption 
performance. However, most countries struggle with a high corruption level above the threshold 
over time. In contrast to existing studies that group countries based on the income level, this 
study does not differentiate countries into groups by income. This approach confirms that the 
corruption level does not directly correspond to the income level.  
This study addresses two research questions. First, what is the effect of corruption on 
economic growth after accounting for different corruption thresholds? Second, has a given 
country’s corruption level improved or deteriorated over time? By investigating these questions, 
this study reveals two findings. First, the effect of corruption on economic growth is negative 
in countries with high corruption levels and using a two-stage least squares (2SLS) estimator, 




the marginal effects of corruption on economic growth conditioned on government 
consumption and investment expenditures confirm the growth-deteriorating effect. Second, 
most Asia-Pacific countries have historically struggled with corruption, but some countries 
have managed to lower the corruption levels and succeed in reducing corruption. 
Chapter 3 consists of the following four sections. The following section 3.2 provides a 
literature review describing various relevant studies. Section 3.3 describes the data and 
methodology employed in the estimation. Sections 3 4 and 3.5 present the empirical results, 
and section 3.6 presents the conclusion.  
3.2 Literature Review 
The relationship between corruption and economic growth remains controversial. Many 
studies find evidence that corruption has a detrimental effect on economic growth. Mauro 
(1995) proposes a theory of the effects of corruption on public and private investments. 
Corruption is negatively correlated with economic growth after controlling for institutional 
efficiency. Aghion et al. (2004) and Blackburn et al. (2006) confirm that corruption is harmful 
to investment and growth. Kaufmann et al. (2000) and Guriev (2004) reveal that corruption 
creates uncertainty for the investor and increases investment risk in countries with high 
corruption levels. Using a meta-analysis approach, Saddiq and Bakar (2019) conclude that six 
of 103 corruption studies indicated that economic and financial crimes hinder economic growth 
not only in developing countries but also in emerging countries. In a recent study, Awdeh and 
Hamadi (2019) find evidence that corruption is a determinant that hinders the development of 
economic activities in the Middle East and North Africa (MENA) region. 
However, some studies have revealed the positive effect of corruption on economic 
development. Méon and Weill (2010) find that corruption is less detrimental in less effective 
countries and may be positively associated with efficiency when institutions are extremely 
ineffective. Huang (2016) states that South Korea and China are experiencing economic 
advancement despite the high corruption levels. Colombatto (2003) reports that corruption may 
act as “speed money” under conditions of political instability and institutional inefficiency. 
Considering the corruption determinants in firm behavior, Kato and Sato (2015) find evidence 
of a “greasing the wheels” effect of corruption at the firm level in India. Lučić et al. (2016) 
report the time frame of the interaction between corruption and economic development within 
the 1995-2011 period. These authors concluded that the strongest causality between corruption 
and economic development appears during the 2000-2005 period. Studies reporting the direct 




effect of corruption on economic growth have been inconclusive depending on the methodology, 
data sample and period.  
However, many existing studies use a linear specification with inconclusive results, 
suggesting that countries have different production functions and institutional efficiencies that 
may cause varied corruption effects. Furthermore, some studies find evidence of a nonlinear 
relationship between corruption and economic growth. Durlauf and Johnson (1995) explore a 
nonlinear specification and find multiple regimes of corruption. Aidt et al. (2008) argue that the 
corruption effect is influenced by the governance quality. Corruption is harmful if the 
government implements good governance; in contrast, the effect is positive with inefficient 
governance. Bose et al. (2008) find a corruption threshold that determines two distinct regimes 
by corruption level. In the first regime, the corruption level is high, and corruption has a 
negative effect on growth. In the second regime, the corruption level is low, and corruption is 
growth-enhancing. This finding is also supported by Aidt (2009) and Dzhumashev (2014a). 
Trabelsi and Trabelsi (2014) find evidence of an optimal corruption threshold. Both high and 
low corruption levels can decrease economic growth, and under this optimal threshold, a 
moderate level of corruption could benefit economic growth. Another study conducted by 
Ahmad et al. (2012) demonstrate that the relationship between corruption and economic growth 
is nonlinear and that a decrease in corruption raises the economic growth rate in an inverted U-
shaped pattern. 
The mixed findings regarding the direct effects of corruption on economic growth have 
also motivated recent works to investigate the indirect effect of corruption through government 
expenditure. Dzumashev (2009) states that many empirical studies do not find robust negative 
results concerning the direct effect of corruption, while the indirect effect is found to be 
statistically significant. He finds that the direct effect of corruption becomes negative after 
including the interaction between corruption and government expenditure in the estimations. 
Some scholars find that corruption is likely to favor large projects, such as infrastructure 
projects, rather than administrative sectors (Shleifer and Vishny, 1993; Mauro, 1997). Keefer 
and Knack (2000) suggest that corruption contributes to public expenditure inefficiency and 
leads to rent-seeking by altering the budget structure. Similar contributions support this view 
(Fisman and Gatti, 2002a; Dzhumashev, 2014b). d’Agostino et al. (2016) confirm that a 
harmful corruption effect is associated with military and consumption expenditures; in contrast, 
these authors find that corruption in investment expenditure is likely to have a positive effect.  




Therefore, to advance our knowledge regarding the effect of corruption on economic 
growth, we must focus on nonlinear relationships to examine the impacts of corruption. This 
study measures the corruption threshold and examines whether corruption has a positive or 
negative effect on economic growth. The interactions between corruption and components of 
government expenditure are utilized to examine the effect of corruption through components of 
government expenditure. Consumption and investment expenditures are estimated to capture 
the contribution effect of the government on the economy. Consumption expenditure, such as 
current expenditures on goods and services and salaries, is presumed to be growth- deteriorating 
and categorized as unproductive expenditure (Devarajan et al., 1996). In contrast, investment 
expenditure is directed to potentially productive sectors and affects long-term economic growth 
(d’Agostino et al., 2016). We address the concern of endogeneity using the 2SLS estimator. 
3.3 Data and Methodology 
3.3.1 Data 
The data cover 252 of the 36 countries in the Asia-Pacific region from 1995 to 2014. The 
growth rate of the gross domestic product (GDP) per capita was obtained from the World Bank 
and is used as a proxy of economic growth. Among the focus variables, corruption is measured 
according to the Corruption Perception Index (CPI) compiled by Transparency International. 
The CPI, which measures corruption, ranges from zero to 100, i.e., more corruption to less 
corruption. For practical interpretation, the CPI is reversed; therefore, zero represents less 
corruption. The data on government expenditures are compiled from the International Monetary 
Fund and include two components, i.e., investment (govinvestment) and consumption 
(govcons), which are measured as shares of the GDP. Government consumption expenditure 
includes all current government expenditures on purchases of goods and services and 
compensation of employees (salary). Investment expenditure consists of payments for the 
acquisition of fixed capital assets, stock, land or intangible assets, such as the building of 
schools, hospitals or roads. 
Control variables assumed to directly affect economic growth are obtained from the 
World Bank. The initial GDP per capita in USD is used to control for the convergence effect of 
income levels. The GDP growth rate is expected to be negatively associated with the initial 
___________________________________ 
2 Australia, Bhutan, Bangladesh, China, Cambodia, Japan, South Korea, India, Indonesia, Lao PDR, Maldives, 
Mongolia, Malaysia, Myanmar, Sri Lanka, Philippines, Nepal, New Zealand, Papua New Guinea, Singapore, 
Thailand, Timor Leste, Vanuatu, Vietnam, and Samoa. 




income at the beginning of the dataset. Trade represents economic openness and is constructed 
from the sum of exports and imports as a share of the GDP. Another proxy of openness is 
foreign direct investment (FDI) inflow as a share of GDP. FDI is generally considered as a 
driving factor to promote economic growth. The mean years of schooling (education) indicates 
the investment in human capital and is the average number of years of education received by 
people aged 25 years or older. One-year lags in private investments (investment t-1) and 
government investment expenditure (govinvestment t-1) are used to capture the multiyear effect 
of physical infrastructural development.  
We control for the impact of infrastructure investment on economic growth. The links 
between infrastructure and economic development has been well established through its impact 
on market access, job creation, equality and poverty alleviation (Ruiz-Nuñez and Wei, 2015). 
The infrastructure investment data are obtained from the World Development Indicators and 
World Bank's Private Participation in Infrastructure (PPI) Project database which include all 
investments (public and private) in energy, ICT, transportation, water and sanitation. We 
constructed a panel of infrastructure investment stocks as a share of GDP for the period from 
1995-2014 because infrastructure stock is a slow process that accumulates over long periods of 
time. The calculation of infrastructure stock is following a perpetual inventory method (PIM). 
The unit cost of infrastructure investment is constructed to a constant price by applying a GDP 
deflator and the depreciation rate is assumed to 2 percent following Farhadi (2015) and Yang 
et al. (2020). A brief explanation of the perpetual inventory method is available in section 3.3.2.  
To construct investment stock data based on PIM, an assumption on the depreciation rate 
is needed since there is no clear standard of the unified depreciation rate. Berlemann and 
Wesselhöft (2014) conducted a survey of previous implementations of the PIM method to 
propose a unified approach for the period 1970 to 2010 for 103 countries. They found that the 
depreciation rates increased from approximately 5.5 percent in 1950 to 7.8 percent in 2011 for 
private nonresidential fixed assets and from 1.4 to 1.6 percent for private residential fixed assets 
and decreased from 3.8 to 3.2 percent for government fixed assets. Most studies apply an 
assumption on the depreciation rate used. For example, Kamps (2006) used time-varying and 
constant depreciation rates for different schemes. He assumed the depreciation rates to be 4.5 
to 8.5 percent for nonresidential assets, 1.5 percent for residential assets (constant depreciation 
rate) and 2.5 to 4 percent for government assets. For different periods, the depreciation rates 
can be increased or decreased depending on the assumptions. In a more recent study, Yang et 
al. (2020) analyzed the effect of infrastructure investment in many countries in Southeast Asia, 




South Asia, and Greater Central Asia. They assumed that the depreciation rate is 2 percent to 
calculate the infrastructure investment stocks by following the previous study of Farhadi (2015). 
We applied a 2 percent depreciation rate as specified by Farhadi (2015) and Yang et al. (2020) 
because most countries in our dataset are similar to the countries in their data samples. 
Therefore, we can compare our findings with similar studies using the same data sample. 
To obtain the effect of corruption through the components of government expenditures, 
the interaction terms between corruption and government investment and consumption 
expenditure are set as; cor*govinvestment and cor*govcons, respectively. Another variable is 
the interaction term between corruption and private investment, i.e., cor*investment, which is 
used to capture the correlation between corruption and private investment. Dzumashev (2009) 
argues that the effect of corruption on economic growth is stronger when interacted with public 
spending and private investment. He finds that the interaction term between corruption and 
private investment indicates a negative but statistically significant relationship with economic 
growth and that the interaction term between corruption and public spending reveals a 
statistically significant positive effect on economic growth. We applied the interactive terms in 
a two-stage least squares (2SLS) estimation. 
Given the potential endogeneity problem that arises in the causality between corruption 
and economic growth, we used an instrumental variable two-stage least squares (2SLS) 
estimation. The causality direction may be from economic growth to corruption or vice versa. 
Paldam (2002) argues that a growing economy is more likely to make more effort to combat 
corruption; hence, economic growth may reduce corruption. The requirement for 2SLS 
estimation is finding a relevant instrumental variable, which is a major challenge in most studies. 
The instrumental variable must be correlated with corruption (endogenous variable) and not 
correlated with the exogenous explanatory variables.  
We used the age of democracy (denoted as democracy) as the instrumental variable for 
corruption to address the causality. Democracy has to meet the exclusion restriction that it 
should be correlated with economic growth (the dependent variable) only through its effect on 
corruption (the endogenous variable). The age of democracy is measured as the number of years 
with uninterrupted democratic rule since 1995. The data are obtained from a set of databases of 
political institutions provided by Beck et al. (2001). These authors provided age of democracy 
data covering 177 countries during all years from 1930 to 2000; this variable is set as zero for 
nondemocracies and 1 for democracies. The age of democracy may reflect the institution-
building process. Countries with a longer history of a democratic system may have better 




democratic institutions and a system of check and balances to control corruption and the abuse 
of power. Some existing studies have applied the age of democracy as an instrumental variable, 
such as those conducted by Aidt et al., 2008; Persson and Tabellini, 2003; Persson et al., 2003; 
and Eicher and Leukert, 2009. Eicher and Leukert (2009) argued that a constitutional 
arrangement is an important determinant of corruption. According to the hierarchy of 
institutions hypothesis, a measure of political institutions can be used as an instrument for 
corruption. Persson and Tabellini (2003) noted that countries with a longer democratic tradition 
have effectively controlled corruption, while the age of democracy does not directly affect 
economic growth. 
The age of democracy is an appropriate instrumental variable and fits the exclusion 
restriction as an instrumental variable more than other potential variables that have been 
employed in the extant literature, such as the index of ethnolinguistic fractionalization (Mauro, 
1995; Aidt, 2009; Pellegrini and Gerlagh, 2004; among others) or voice accountability (Aidt et 
al., 2008 and Gupta et al., 2002). The ethnolinguistic fractionalization index and voice 
accountability are problematic. Some researchers suggest that a region with many different 
ethnic groups may encourage corruption because public officials prefer their own group, which 
could lead to the promotion of bribe-taking. Furthermore, some researchers found that the 
ethnolinguistic fractionalization index is correlated with economic growth (Easterly and Levine, 
1997).  
Hansen’s (1999) threshold model requires a balanced data set; consequently, for some 
countries, the available CPI and government expenditure data are insufficient and, thus, are not 
included in the estimation. The descriptive statistics are displayed in Table 3.1, and Table 3.2 
shows the correlation matrix among the variables. Some variables, i.e., govinvestment and 
govinvestment (t-1) or cor*govinvestment and govinvestment (t-1) show a severe 
multicollinearity problem with correlation coefficients of 0.895 and 0.773, respectively. To 
avoid this problem, govinvestment and cor*govinvestment are not regressed with 
govinvestment (t-1). A panel data unit root test is conducted to test the null hypothesis of a 
common unit root in the panel and the alternative hypothesis of stationarity when the cross-








5Table 3.1 Descriptive Statistics 
Variable Obs Mean Std. Dev. Min Max Data Description and Unit Measurement 
GDP per capita 
growth rate 
500 3.72 4.17 -15.42 22.82 
Gross Domestic Product per capita growth rate 
(in %) 
Corruption 500 61.04 23.23 5 97 
Corruption Perception Index by Transparency 
International 
Investment 500 18.50 7.23 2.24 55.37 
Gross fixed capital formation of private 
investment as a share of GDP (in %) 
Govcons 500 13.72 5.73 3.46 32.11 
Government consumption expenditure as a share 
of GDP (in %) 
Govinvestment 500 7.12 4.21 2.01 30.83 
Government investment expenditure as a share 
of GDP (in %) 
Initial GDP per 
capita 
500 5526.57 10315.31 173.65 43440.37 
GDP per capita in the beginning of data set in 
nominal USD 
Trade 500 95.44 73.06 0.17 441.60 
The sum of exports and imports as a share of 
GDP (in %) 
Education 500 7 3 2 16 
Mean years of schooling is the average number 
of years of education received by people aged 25 
and older in their lifetime (years) 
FDI 500 3.59 4.78 0 43.91 




500 2.25 3.34 0 14.98 
The sum of investments in energy, ICT, 
transportation, water and sanitation as a share of 
GDP (in %) 





















GDP per capita 
growth rate 1.000          
Corruption 0.155 1.000         
Investment -0.033 -0.239 1.000        
Govcons -0.200 -0.231 0.230 1.000       
Govinvestment 0.227 0.214 -0.078 0.116 1.000      
Initial GDP per 
capita -0.201 -0.754 0.157 0.173 -0.190 1.000     
Trade -0.082 -0.262 0.358 0.016 0.065 0.121 1.000    
Education -0.166 -0.299 0.325 0.336 -0.276 0.222 0.138 1.000   
FDI 0.095 0.057 -0.011 0.023 0.146 -0.134 0.037 0.115 1.000  
Infrastructure 
investment 0.037 0.280 -0.218 -0.342 0.124 -0.271 0.089 -0.223 -0.042 1.000 
 




3.3.2 Perpetual Inventory Method – Description 
We provide a brief explanation of the perpetual inventory method (PIM). All variables in stock 
values will apply this method such as infrastructure investment in Chapters 3 and 4, government 
expenditures in infrastructure and education, and the output of government expenditure such as 
road length and school buildings in Chapter 6. 
To begin with, PIM calculates the stock at time t equal to investment stock at time t-1, 
minus its depreciation plus the investment in period t. Following Wu (2009), the 
implementation of PIM to calculate the investment stock at the regional level can be expressed 
as follows: 
𝐾𝑖𝑡 = (1 − 𝛿𝑖)𝐾𝑖𝑡−1 + 𝐼𝑖𝑡   
where Kit  is the investment stock of region i in time t, Iit is the investment in region i in time t 
and δ is the depreciation rate. The first step is to calculate the initial investment stock using the 
following formula: 
𝐾𝑖0 = 𝐼𝑖0/(𝛿+ g)  
where Ki0 is initial investment stock in region i; Ii0 is the initial amount of investment in region 
i; and δ and g are the depreciation rate and the average growth rate of infrastructure investments, 
respectively, in the sample period. 
The depreciation rate may vary among all studies using PIM since no single rate can be 
applied for infrastructure investment and government expenditure in infrastructure depending 
on the type of assets and the accounting system in each region (country or province); therefore, 
we follow the previous studies in similar area to determine the depreciation rate of infrastructure 
investments. For Asia-Pacific countries, we assume that the depreciation rate is 2 percent by 
following Farhadi (2015) and Yang et al. (2020) and 5 percent for Indonesia’s provinces 
following Wibisono (2005) and Arsana (2014). 
3.3.3 Fixed Effect Threshold Model - Description 
The theoretical analysis encourages the presence of a nonlinear relationship in the 
corruption and economic growth nexus. Seminal studies, such as those conducted by Durlauf 
and Johnson (1995), Bose et al. (2008), and Aidt et al. (2008), have found the existence of 
potential growth regimes. Aidt et al. (2008) employs the threshold estimation developed by 
Caner and Hansen (2004) and reveals that faster growth reduces corruption in countries with 




high-quality institutions, while in countries with inefficient institutions, economic growth has 
no impact on corruption. This model allows for the data to determine the potential growth 
regime to which a country belongs and the parameters of the variable of interest in the model 
to differ across regimes. Caner and Hansen (2004) developed a threshold model and addressed 
the endogeneity issue that focuses on the reversed causality perspective.  
In contrast to Aidt et al. (2008), this study conducted a fixed effects threshold estimation 
as developed by Hansen (1999), which does not directly address the endogeneity issue using 
the instrumental variable as the threshold estimation proposed by Caner and Hansen (2004). 
Compared with the method utilized by Aidt et al. (2008), this method is characterized by two 
different aspects. The main difference is that the threshold estimation used by Caner and Hansen 
(2004) is only available for cross-sectional analyses (see Aidt et al., 2008, p.207) and not for 
panel data, while this study uses panel data. Unfortunately, to date, an estimator for structural 
systems with a threshold effect and an instrumental variable has not been developed for panel 
data. Another aspect is that the threshold estimation used by Caner and Hansen (2004) addresses 
potential endogeneity in the right-hand-side variable. However, this estimation does not account 
for the endogeneity of the threshold variable. Aidt et al. (2008) constructs corruption 
(endogenous) in the right-hand-side variable, and the quality of institutions as the threshold 
variable is assumed to be an exogenous variable. 
Nonetheless, this study positions corruption as the explanatory variable in the right-hand-
side and the threshold variable. If we treat corruption as an endogenous variable, i.e., as both 
the right-hand-side and threshold variable, the model described by Caner and Hansen (2004) 
cannot address this situation. Therefore, the threshold estimation proposed by Caner and 
Hansen (2004) is not appropriate for our model. However, we can use an instrumental variable 
2SLS estimation in a separate analysis to analyze the corruption-economic growth relationship 
without a threshold effect to obtain unbiased estimates. Furthermore, the fixed effect threshold 
estimation described by Hansen (1999) controls for the threshold effect and allows the data to 
determine potential corruption regimes and the corruption coefficients in the model to differ 
across regimes similar to Caner and Hansen’s (2004) model. 
Another type of threshold model is developed by Hansen (2000). Hansen’s (2000) model 
allows the specific characteristics of a variable to be constant over time, which differs from 
Hansen’s model (1999) that emphasizes the fixed effect application in panel data analyses. 
According to Hansen (2000), the threshold testing uses a splitting-sample technique. 
Specifically, the bootstrap method tests whether the first threshold exists by assessing the 




significance level of the bootstrap p-value. If the first threshold is present in the data sample, 
we continue to construct the threshold value. Based on the first threshold value, the data sample 
is manually divided into two groups; the first group consists of data samples below the threshold 
value, and the second group consists of data samples above the threshold value. If a data sample 
shows a potential second threshold, we assess the presence of a second threshold in both groups. 
A five percent significance level of the bootstrap p-value indicates the presence of a second 
threshold, and we further construct the second threshold value. The data samples in either the 
first or second groups are divided into two groups similar to the application in the first threshold. 
This study suggests that the splitting-sample technique may exhibit inaccurateness when 
dividing the data sample, and the number of observations in the second and more thresholds 
becomes small and insufficient to fit the validity of panel data analyses. Therefore, this study 
argues that the application of the fixed effect threshold model proposed by Hansen (1999) is 
the best-suited model for an analysis of corruption and economic growth. 
The choice of the fixed effect threshold model highlights two points. First, the model 
provides insight into the importance of measuring the threshold and analyzing the effect of 
corruption in different corruption regimes. This model shows that the corruption effect varies 
among countries because countries have different production functions and levels of 
institutional quality. Second, within a specific corruption regime, corruption and economic 
growth are jointly determined, suggesting that the corruption-economic growth relationship is 
regime specific (Aidt et al., 2008).  
3.3.3.1 Testing for a Threshold 
Considering a general issue regarding the empirical specification is useful. The corruption 
threshold is defined as a certain number that determines whether corruption’s effect on 
economic growth is growth-enhancing or growth-deteriorating. The threshold value 
distinguishes corruption as the threshold variable, into two regimes, which we refer to as the 
first regime and second regime. The first regime consists of countries with corruption levels 
below the corruption threshold, and the second regime consists of countries with corruption 
levels above the threshold. 
Before regressing the model specification to obtain the parameter estimates, we must test 
the statistical significance of the threshold effect with the following hypotheses: 




H0: β1 = β2  
H1: β1 ≠ β2 
The linear regression (β1 = β2) failed to reject the null hypothesis of no threshold; hence, no 
threshold exists in the estimation. When the null hypothesis is rejected, the alternative 
hypothesis (β1 ≠ β2) is present, and we may conclude the presence of a threshold (γ) in the 
estimation. The rejection of the null hypothesis is indicated by the significance level of the 
bootstrap p-value, and the threshold value occurs if the p-value is below the five percent 
significance level. 
3.3.3.2 Determining the Value of the Threshold 
After testing whether a threshold exists, the following step is to determine the value of 
the threshold (γ). To obtain the confidence interval of (γ), the model constructs the confidence 
regions based on the likelihood ratio statistic(LR1(γ)). Under the heteroscedasticity-robust 





where LR1(γ) is the likelihood ratio, and S1(γ) and S1(γ̂) are the residual sum of square under 
the null H0: γ = γ0. Then, the threshold value is obtained by plotting the likelihood ratio against 
the threshold value estimate (γ) and the critical value. A graphical method may help show that 
the threshold value is obtained when the likelihood ratio line crosses the critical value in a 
certain number.  
3.3.3.3 The Threshold Regressions 
Finally, when the threshold testing and threshold value estimate (p-value and likelihood 
ratio) result in evidence of the first threshold, we begin to regress the estimations to find the 
parameter estimates. The first threshold divides the sample into two regimes. The first regime 
consists of countries with a corruption level below the threshold value, and the corruption effect 
is considered to support the “greasing the wheels” hypothesis of economic growth. In contrast, 
the second regime consists of countries that have corruption levels above the threshold and, 
therefore, experience growth deterioration. 
Hansen (1999) developed the threshold regression method for nondynamic panel data, 
allowing individual specific fixed effects in the model. The baseline estimations to regress the 
estimated parameters in the model are demonstrated as follows: 




yit = μi + β1Xit+eit if Corruptionit ≤ γ (3.1) 
yit =  μi + β2Xit+eit if Corruptionit > γ, (3.2) 
where yit  is the growth rate of the GDP per capita, μi  is a fixed effect representing the 
heterogeneity among countries under different conditions, the subscript i denotes the countries, 
the subscript t denotes the period, and eit is the error term. Corruption is the threshold variable, 
and γ is the threshold value. 𝑋𝑖𝑡 consists of the focus explanatory variables, i.e., corruption, 
private investment, government consumption and investment expenditures, and a vector of the 
control variables that directly affect economic growth. Since this study focuses on not only the 
corruption threshold but also the effect of corruption on economic growth, corruption is 
considered in both the explanatory and threshold variables. The model allows the parameter 
estimates to vary depending on the threshold value (γ). Bose et al. (2008) used a similar 
approach and reported no statistical problems arising from a similar equation. 
In Hansen (1999), the first procedure in the estimation is to remove the fixed effects (𝜇𝑖) 
using the technique of internal transformation, which is a routine procedure in fixed effects 
models for panel data. Equations (3.1) and (3.2) can be written in a single threshold regression 
as follows: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾) + 𝛽2𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 > 𝛾) + 𝑒𝑖𝑡, (3.3) 
where yit, corruption, γ, μi, eit and Xit are as described above, and I(.) is an indicator function 
of the threshold variable. 
A double threshold exists, and the equation used to test and estimate the parameters in the 
second threshold is as follows: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾1) + 𝛽2𝑋𝑖𝑡𝐼(𝛾1 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾2)
+ 𝛽3𝑋𝑖𝑡𝐼(𝛾2 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡) + 𝑒𝑖𝑡, 
(3.4) 
Then, multi thresholds can be tested and estimated, and the equation allows for a multiple-
threshold (j thresholds) regression as follows: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾1) + ∑ 𝛽2𝑋𝑖𝑡
𝐽−1
𝑗=2
𝐼(𝛾𝑗−1 < C𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾𝑗) 
+𝛽𝑗𝑋𝑖𝑡𝐼(𝛾𝐽 < C𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡) + 𝑒𝑖𝑡, 
(3.5) 
where yit, corruption, γ, μi, eit and Xit are as described above, and I(.) is an indicator function 
of the threshold variable. 
 




3.4 Estimation Results and Discussion 
3.4.1 Fixed Effect Panel Threshold Model Estimation Results 
We conduct Levin, Lin, and Chu (LLC) and Im, Pesaran and Shin (IPS) panel unit root 
tests of all main variables included in the estimation. The unit root test is designed to test the 
null hypothesis of a common unit root in the panel versus the alternative of stationarity when 
the cross-sectional units are independent of each other (Westerlund, 2009). The null hypothesis 
of the LLC and IPS unit root tests is that the panel data contain unit roots. The test results show 
p-values close to zero, indicating that the null hypothesis is rejected for all main variables. The 
results suggest that none of the main variables suffer from the nonstationary problem. The unit 
test results are shown in Table 3.3. 
7Table 3.3 Panel Unit Root Test 
Variable 
 
LLC IPS  
Trend no trend Trend 
no 
trend 
Corruption -5.86 -8.86 -5.44 -6.94 
p-value 0.0000 0.0000 0.0000 0.0000 
Investment -6.24 -9.93 -4.95 -5.33 
p-value 0.0000 0.0000 0.0000 0.0000 
Govcons -5.27 -8.39 -5.03 -6.50 
p-value 0.0001 0.0000 0.0000 0.0000 
Govinvestment -5.53 -3.48 -5.23 -4.78 
p-value 0.0000 0.0002 0.0000 0.0000 
Trade -8.77 -11.99 -4.96 -4.98 
p-value 0.0000 0.0000 0.0000 0.0000 
Education -7.38 -6.96 -5.46 -4.29 
p-value 0.0000 0.0000 0.0000 0.0000 
FDI -7.57 -11.18 -5.96 -5.95 
p-value 0.0000 0.0000 0.0000 0.0000 
Infrastructure investment -5.84 -3.62 -6.46 -5.29 
p-value 0.0000 0.0000 0.0000 0.0000 
In this section, we first test for evidence of corruption thresholds. To determine the 
presence of the first threshold, we construct Equation (3.3) as described in the previous section. 
If the first threshold exists, the second threshold is more likely present and needs to further 




checked by constructing Equation (3.4). For the robustness check, we also perform a test to 
determine the presence of a third threshold using Equation (3.5). Table 3.4 reports a summary 
of the first, second and third threshold test results of six model specifications in columns (1) to 
(6). In addition, the model specifications in column (1) as the baseline model controls for 
corruption, private investment, government consumption and investment expenditures. In 
column (2), trade and schooling are added to the baseline specification. In column (3), we 
exercise the effect of one-year lagged private investment and one-year lagged government 
investment expenditure in column (4) to analyze the multiyear effect of investment on economic 
growth as an addition to the specification in column (3). Both one-year lagged private and 
government investment are determined in column (5). Finally, the effects of FDI and 
infrastructure investment are added to the baseline model in column (6). 
8Table 3.4 Threshold Effect Test Results 
 
Note: F-statistics and p-value are obtained using the bootstrap procedure in each test. 
Table 3.4 shows a summary of the test results of the single, second and third thresholds, 
including information regarding the F-statistics, bootstrap p-values and critical values in 1 
percent, 5 percent and 10 percent. Based on the tests of the single threshold, the bootstrap p-
Model
 Specifications 10% 5% 1%
First threshold
1 11.48 0.04 9.8 10.8 13.7
2 11.14 0.05 9.1 10.4 16.6
3 12.95 0.02 8.7 11.3 13.2
4 11.94 0.05 7.8 11.1 14.1
5 12.64 0.03 9.1 11.1 13.8
6 12.34 0.04 9.7 11.3 13.9
Second threshold
1 5.25 0.48 14.9 19.1 23
2 5.16 0.56 20.1 24.2 28.6
3 5.84 0.45 23.4 30.2 40.8
4 5.11 0.55 19.3 28.8 40.8
5 5.79 0.52 17.8 21.1 36.5
6 5.61 0.54 17.6 24.1 37.5
Third threshold
1 6.53 0.36 11.2 15.5 30.4
2 5.61 0.43 11 14.9 22.9
3 4.29 0.62 11.6 15.3 18.8
4 5.32 0.51 12.2 14.4 22.9
5 4.09 0.6 10.1 11.3 19.1
6 4.91 0.59 10.3 13.1 18.1
Critical Values
F-statistics p-value




values confirm that the null hypothesis of “no threshold” is rejected at the 5 percent level in 
columns (1) to (6), indicating that a single threshold is present in all specifications in all 
specifications. Moreover, the bootstrap p-values of the first threshold in columns (1) to (6) 
exhibit slightly different ranges in the variables estimated in each specification. Following the 
first threshold test, we test for the existence of a second threshold by constructing Equation 
(3.4). The bootstrap p-values of the second threshold show higher scores at more than the 5 
percent level in all specifications, indicating that a second threshold is not present in our sample. 
For a robustness check, we also test for a third threshold using an Equation (3.5) to determine 
whether a third threshold exists in the estimation. The bootstrap p-values of the third threshold 
confirm that the null hypothesis of “no threshold” cannot be rejected at the 5 percent level in 
all spesifications, revealing that a third threshold does not exist in our data sample. Thus, we 
focus only on the first threshold and proceed to the following step, constructing the corruption 
threshold value. 
After testing for the presence of the threshold effect, we construct the first threshold value 
and regress the parameter estimates in Equation (3.3). Table 3.5 summarizes the corruption 
threshold values of the first threshold, including the threshold values and 95% confidence 
intervals of six model specifications, which are the same as those described in the threshold 
testing. 
9Table 3.5 Threshold Value Estimates 
Threshold Value 
Estimate 
(1) (2) (3) (4) (5) (6) 
First Threshold             
Corruption 80 80 80 80 80 80 
95% confidence interval [78.5; 81] [78.5; 81] [78.5; 81] [78.5; 81] [78.5; 81] [78.5; 81] 
In Table 3.5, the corruption threshold value is found at 80 points for all specifications. The 95% 
confidence interval indicates a very close range between 78.5 and 81, indicating that there is a 
small possibility that a second threshold exists. A graphical construction may facilitate an 









Figure 3.1 First Threshold Value 
Source: Calculated by the author 
In Figure 3.1, the red line represents the 95 percent critical value of 7.35 (see Hansen, 1999), 
and the blue line represents the likelihood ratio of the threshold (𝛾). The first corruption 
threshold value is at 80 points, i.e., where the blue line crosses the red line. Based on the 
corruption threshold value, corruption estimated coefficients are constructed for both the first 
and second regimes. The first regime displays the corruption estimated parameters in countries 
with corruption levels below 80, and the second regime shows the corruption estimated 
parameters in countries with corruption levels above 80.  
After testing the threshold effects and constructing the corruption threshold value, we 
proceed to estimate the estimation in Equation (3.3). The estimation results are shown in Table 
3.6, which consists of six model specifications (the same as those specified in the threshold 
testing and constructions). Based on the first corruption threshold value at 80 points, corruption 
estimated coefficients are constructed for both the first and second regimes. The first regime 
displays the corruption estimated parameters in countries with corruption levels below 80, and 
the second regime shows the corruption estimated parameters in countries with corruption 
levels above 80. The threshold model allows the corruption estimated coefficients and standard 
errors to vary in the first and second regimes. 
As shown in Table 3.6, corruption is negatively related to economic growth but 
statistically insignificant in the first regime in countries with corruption indices below 80 points. 
The adverse effect of corruption may be a threat to economic growth in countries with high 
corruption levels, indicated by corruption scores above 80 in the second regime in all 
specifications, and the coefficients are statistically significant. This finding confirms the neo-




classical theory positing that corruption reduces economic growth (Mauro, 1995; Aidt et al., 
2008; Mo, 2001; Méon and Weill, 2010; among others). In an economic scale, increasing the 
index of corruption perception by a value of 1 decreases the GDP per capita growth rate by 
0.034 to 0.404 percent. 
10Table 3.6 Fixed Effect Threshold Model Estimation Results 
Dependent Variable: 
GDP per capita growth 
rate 
(1) (2) (3) (4) (5) (6) 
First regime -0.002 -0.008 -0.003 -0.010 -0.005 -0.014 
cor.I(Corruption ≤ 80) (0.031) (0.027) (0.027) (0.028) (0.027) (0.009) 
Second regime -0.034*** -0.039** -0.036* -0.041* -0.058* -0.404*** 
cor.I(80 > Corruption) (0.032) (0.020) (0.020) (0.022) (0.030) (0.023) 
Investment 0.071* 0.071**   0.072**   0.077*** 
  (0.035) (0.033)   (0.033)   (0.024) 
Govcons -0.136* -0.157** -0.146* -0.155** -0.145* -0.164*** 
  (0.067) (0.071) (0.075) (0.071) (0.074) (0.042) 
Govinvestment 0.061*** 0.054* 0.078*     0.261*** 
  (0.026) (0.034) (0.043)     (0.039) 
Trade   0.019* 0.031** 0.029** 0.021 0.007** 
    (0.012) (0.0138) (0.0138) (0.0138) (0.003) 
Education   -0.216* -0.128 -0.235 -0.150 -0.083 
    (0.118) (0.303) (0.284) (0.300) (0.125) 
Investment (t-1)     0.0618*   0.0189   
      (0.037)   (0.037)   
Govinvestment (t-1)       0.022** 0.039   
        (0.012) (0.119)   
FDI           0.017*** 
            (0.001) 
Infrastructure investment           0.085*** 
            (0.027) 
Constant 2.114* 1.781* 2.693*** 1.974** 2.905* 1.895* 
  (1.308) (1.160) (0.654) (0.854) (1.724) (1.140) 
R-squared 0.42 0.51 0.41 0.53 0.4 0.55 
Number of countries 25 25 25 25 25 25 
Observations 500 500 500 500 500 500 
Grid 400 400 400 400 400 400 
Notes: The dependent variable is the GDP per capita growth rate. The asterisks represent the p-value significance levels 
(*p<0.1; **p<0.05; and ***p<0.01). The standard errors are shown in parentheses. At the bottom of each column, the R-
squared, number of countries, observations, and number of grids are reported. The estimation was performed using a code 
written by Hansen (1999) for Stata.  




The association between consumption expenditure and economic growth demonstrates a 
negative effect and is statistically significant in all specifications. Consumption expenditure is 
likely to be allocated to unproductive spending, such as payment of wages and salaries. The 
results support similar findings that consumption expenditure is most likely harmful to 
economic growth because of its allocation to unproductive expenditure (Devarajan et al., 1996). 
According to Mauro (1998), corruption in administration matters, such as the payment of 
salaries and provision of services, is less interesting for corrupt bureaucrats and easier for 
auditor to monitor. Consistent with this theory, investment expenditures support economic 
growth and are statistically significant in most specifications. These results are consistent with 
the findings reported by d’Agostino et al. (2016). The results suggest that investment 
expenditure contributes to boosting economic performance in the Asia-Pacific region. Similar 
to the investment expenditure effect, private investment enhances economic growth in most 
specifications. The coefficients are found to be statistically significant in all specifications.  
Among the estimation results of the control variables, trade is found to be growth-
enhancing in most estimations, except for those shown in column (5), and is statistically 
significant at the 5 percent and 10 percent significance levels. The sign of trade confirms our 
expectation that trade could be a factor contributing to economic development. This finding 
agrees with the results of Freund and Bolaky (2008), Chang et al. (2009), and Dollar and Kraay 
(2004), among others. Similar to trade, the impact of FDI and infrastructure investment on 
economic growth revealed a positive effect, and both are statistically significant at the 1 percent 
level. These findings are in line with the results of Yang et al. (2020), Berlemann and 
Wesselhöft (2014), and Farhadi (2015), among others. The coefficients of education are 
negative at least at the 10 percent significance level only in column (2). The accumulation of 
human capital is expected to generate long-term sustainable economic growth.  
The inclusion of one-year lagged private investment provides a control for the multiple-
year effect of investment. In columns (3) and (5), the coefficients of lagged private investment 
are positive and statistically significant in column (3). In columns (4) and (5), we introduce 
one-year lagged investment expenditures. In column (4), the effect of government investment 
expenditure is positively associated with economic growth and statistically significant at the 5 
percent significance level; however, the effects become statistically insignificant in column (5). 
Evidently, government investment tends to accumulate as a determinant of economic growth in 
countries with high and low levels of corruption; however, the effect is not very robust. 
 




3.4.2 Corruption Thresholds and Groups of Countries 
This study determines that corruption thresholds provide a measurement to evaluate a 
country’s corruption performance. According to the corruption thresholds found in the 
empirical results, we question whether a country’s corruption level has improved or deteriorated 
over time. In contrast to Bose et al. (2008), the countries are grouped based on the corruption 
thresholds revealed in the estimation rather than the income level and geographical location 
because our purpose is to determine which countries manage to lower the level of corruption 
and continue to face high corruption over time.  
To evaluate the countries’ corruption performance, the threshold value is utilized at the 
80 corruption index. As shown in Table 3.7, the countries are divided into two groups based on 
their corruption indices as follows: one group of countries has fewer than 80 corruption indices, 
and the second group contains countries with corruption indices greater than 80.  
11Table 3.7 Groups of Countries Based on the Corruption Threshold 
Country First Group Second Group 
 Corruption ≤ 80 Corruption > 80 
 Period Period 
Australia 1995-2014       
Bangladesh 1995-1996 & 2008-2014 1997-2007   
Bhutan 1995-2014       
China 1995-2014       
Indonesia 1996-1997 & 2005-2014 1995 & 1998-2004 
India 1995-2014       
Japan 1995-2014       
Cambodia 1995-2006 & 2010-2014 2007-2009   
South Korea 1995-2014       
Lao PDR 2010-2014   1995-2009   
Sri Lanka 1995-2014       
Maldives 1995-2014       
Myanmar 2013-2014   1995-2012   
Mongolia 1995-2014       
Malaysia 1995-2014       
Nepal 1995-2014       
New Zealand 1995-2014       
Philippines 1995-2014       
Papua New Guinea 2003-2006 & 2009-2014 1995-2002 & 2007-2008 
Singapore 1995-2014       




Thailand 1995-2004       
Timor-Leste 2003-2005 & 2009-2014 2007-2008   
Vietnam 1995-2014       
Vanuatu 1995-2014       
Samoa 1995-2014       
Source: Author's calculation 
Most Asia-Pacific countries are included in the low corruption group. However, Lao PDR 
and Myanmar remain in the high corruption group from 1995 to 2009 (Lao PDR) and 2012 
(Myanmar) and subsequently succeed in moving to the low corruption group. Papua New 
Guinea and Timor-Leste have belonged to the low corruption group since 2009. Indonesia 
experienced a declining level of corruption since 1998 and joined the low corruption group in 
2005. Bangladesh suffered from high corruption from 1997 to 2007 and shifted to the low 
corruption group since 2008. Cambodia has been in the low corruption level for two years 
(2007-2009), and the corruption indices were slightly improved below 80, resulting in 
Cambodia’s inclusion in the low corruption group since 2010. Global financial crises, war, and 
political instability could explain why corruption has become a more severe problem over the 
years in countries suffering from a high corruption level. The threshold approach may be too 
restricted to evaluate the complexity of corruption but may provide insights for assessing 
whether a country’s corruption condition has improved or declined compared with the 
conditions of other countries. 
3.5 Instrumental Variable Estimation  
The endogeneity issue is a real concern in the corruption-economic growth relationship, 
and this issue was not properly addressed using the threshold model proposed by Hansen (1999). 
To address this issue, we proceed to estimate the 2SLS estimator. 
In this estimation, the growth equation is as follows: 
𝑦𝑖𝑡 = 𝛼 + 𝛽1𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽2𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡 + 𝛽3𝐺𝑜𝑣𝑐𝑜𝑛𝑠𝑖𝑡 +
𝛽4𝐺𝑜𝑣𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡 + 𝛽5𝑋𝑖𝑡 + 𝜃𝑡 + 𝜃𝑖 + 𝑖𝑡,         
(3.6) 
where yit  is the growth rate of GDP per capita; corruptionit, investmentit, govconsit, and 
govinvestmentit are the focus variables; and Xit is a vector of the control variables. Corruption 
is treated as an endogenous variable, and an instrumental variable is needed to correct the 
estimation bias resulting from the correlation between corruption and the error term (εit). We 
used the age of democracy as the instrumental variable. 




12Table 3.8 Two-Stage Least Squares Estimation Results without the Threshold Effect, First 
Stage 
 
Notes: The dependent variable is the GDP per capita growth rate. The asterisks indicate the p-value significance levels (*p<0.1; 
**p<0.05; and ***p<0.01). The standard error is shown in parentheses. At the bottom of each column, the F-statistics (p-value), 
R-squared, underidentification test (p-value), weak identification test, Stock-Yogo weak ID test critical value, Hansen-J 
Statistic and number of observations are reported. 
 
Dependent variable in first stage: Corruption (columns 1 through 9)
Democracy -19.950 *** -19.720 *** -19.500 *** -19.820 *** -19.610 *** -19.740 *** -18.660 *** -10.460 *** -19.262 ***







Investment 0.485 *** 0.044 0.047 0.042 0.108 0.071 0.011
(0.095) (0.104) (0.104) (0.110) (0.099) (0.240) (0.108)
Govcons -0.236 * -0.110 -0.127 -0.103 -0.119 -0.110 -0.060 -0.109 *** -0.495 ***
(0.111) (0.110) (0.109) (0.111) (0.110) (0.345) (1.820) (0.038) (0.105)
Govinvestment 0.127 0.214 ** 0.202 * 0.214 ** 0.244 * 0.664 * 0.241 ***
(0.135) (0.103) (0.104) (0.104) (0.134) (0.379) (0.117)
Initial GDP per capita -0.0012 *** -0.0015 *** -0.0012 *** -0.0012 *** -0.0012 *** -0.0011 *** -0.0012 *** -0.0011 ***
(0.00008) (0.00007) (0.00008) (0.00004) (0.0004) (0.0004) (0.0003) (0.00007)
Trade 0.076 *** 0.078 *** 0.076 *** 0.078 *** 0.076 *** 0.080 *** 0.076 *** 0.078 ***
(0.006) (0.006) (0.006) (0.007) (0.027) (0.006) (0.033) (0.006)
Education -2.025 *** -2.085 *** -2.037 *** -2.095 *** -2.025 *** -1.771 ** -1.786 *** -2.107 ***
(0.266) (0.263) (0.267) (0.264) (0.266) (0.779) (0.681) (0.274)
Investment (t-1) 0.035 0.029
(0.088) (0.027)








Dependent variable in first stage: 








Investment 0.017 0.008 0.010 *
(0.014) (0.037) (0.006)
Govcons -0.050 ** -0.072 *** -0.022 ***
(0.021) (0.012) (0.001)
Govinvestment 0.350 *** 0.112 0.079 ***
(0.074) (0.115) (0.006)
Initial GDP per capita -0.00003 *** -0.00001 ** -0.00003 ***
(0.000004) (0.000006) (0.000005)
Trade 0.053 *** 0.006 *** 0.001
(0.007) (0.000) (0.007)





    rk LM statistics (p-value) 105.5 (0) 138.3 (0) 136.1 (0) 139.4 (0) 137.3 (0) 97.8 (0) 106.7 (0) 34.5 (0) 133.79 (0)
Weak identification test:
   Kleibergen-Paap rk Wald F-statistics 129.7 140.6 137.0 142.2 138.4 29.04 37.95 57.212 131.48
Stock-Yogo weak ID test
    critical value: 10% maximal
    IV size= 16.38
Hansen-J Statistic 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Number of observations 500 500 500 500 500 500 500 500 500
0.515 0.506 0.494
(9)







65.94  (0) 121.24  (0) 57.94  (0)
76.63  (0) 170.27  (0) 79.34  (0)
0.498 0.506 0.494
105.55 (0) 138.33  (0) 136.07  (0) 139.42  (0) 139.42  (0)
0.518 0.517 0.517 0.516 0.515
(5) (6) (7) (8)
Dependent variable in second stage:
(1) (2) (3) (4)
179.34  (0)
0.495




Table 3.8 shows the first stage estimation results of the 2SLS estimator, and Table 3.9 
demonstrates the second stage estimation results. In Table 3.8, validity checks were properly 
performed to test the instruments and model specification. The Hansen-J statistic of 
overidentification tests reject the null hypothesis and imply that the instruments are fully 
identified, and the R-squared values show reasonable coefficients. The Kleibergen-Paap rk LM-
statistic’s p-value of the underidentification test rejects the null hypothesis and implies that the 
equation is full rank and fully identified. The F-statistic of the weak identification tests have 
values greater than the Stock-Yogo critical values, indicating that the instruments are not weak. 
The nine model specifications are developed to analyze the effect of certain control variables 
that directly affect economic growth. 
In the first stage estimation results, a longer age of democracy in a country mitigates 
corruption. The estimation results show statistical significance at the 1 percent significance 
level in all specifications in columns (1) to (9). Regarding the interaction terms, i.e., corruption 
and private investment, corruption and government consumption expenditure, and corruption 
and government investment expenditure, the instrumental variables are constructed as 
dem*investment, dem*govcons, and dem*govinvestment, respectively. In columns (6) to (8), 
the effects of the interaction terms between democracy and private investment and between 
government consumption and government investment reduces corruption and are statistically 
significant at the 1 percent significance level. From the findings of the reduced form, we may 

















13Table 3.9 Two-Stage Least Squares Estimation Results without the Threshold Effect, 
Second Stage 
 
Notes: The dependent variable is the GDP per capita growth rate. The asterisks indicate the p-value significance levels (*p<0.1; 
**p<0.05; and ***p<0.01). The standard errors are shown in parentheses unless otherwise indicated. The numbers in the 
parentheses representing the marginal effects are z statistics. At the bottom of each column, the F-statistics (p-value), joint R-
squared, countries, year fixed effects, heteroskedasticity robustness and number of observations are reported.  
We proceed with a discussion of the second stage estimation results shown in Table 3.9. 
After controlling for the causal relationship between corruption and economic growth using the 
2SLS estimator, corruption reveals a negative effect and statistical significance in most 
specifications, excluding the findings reported in columns (3) and (5). Corruption has a growth-
Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8) (9)
GDP per capita growth rate
Corruption -0.060*** -0.042** -0.031 -0.041** -0.031 -0.045** -0.051** -0.075* -0.034**
(0.019) (0.019) (0.019) (0.019) (0.019) (0.020) (0.020) (0.041) (0.019)
Investment 0.012 0.054** 0.055** 0.061** 0.034 0.042 0.044**
(0.025) (0.024) (0.024) (0.029) (0.025) (0.027) (0.024)
Govcons -0.181*** -0.181*** -0.165*** -0.183*** -0.166*** -0.194*** -0.282*** -0.169*** -0.187***
(0.041) (0.044) (0.045) (0.044) (0.045) (0.050) (0.053) (0.044) (0.045)
Govinvestment 0.273*** 0.279*** 0.269*** 0.287*** 0.255*** 0.323*** 0.267***
(0.043) (0.042) (0.043) (0.045) (0.041) (0.064) (0.042)
Initial GDP per capita -0.00015*** -0.00011*** -0.00009*** -0.00011*** -0.000103*** -0.00009*** -0.00008*** -0.000012*** -0.00009***
(0.00003) (0.00002) (0.00002) (0.00002) (0.00002) (0.00002) (0.00002) (0.00003) (0.00002)
Trade -0.009*** -0.006** -0.009*** -0.006** -0.008*** -0.020*** -0.012*** -0.007***
(0.003) (0.003) (0.003) (0.003) (0.003) (0.005) (0.005) (0.003)
Education -0.031 0.050 -0.027 0.051 -0.061 0.017 -0.105 -0.035





Investment (t-1) -0.022 -0.018
(0.032) (0.033)








Marginal effect of corruption -0.088 -0.058*** -0.224**
(1.110) (2.780) (2.290)
Marginal effect of investment -0.272
(1.090)
Marginal effect of govcons -0.202***
(3.700)
Marginal effect of govinvestment 0.789***
(4.050)
F-statistics (p-value) 19.88 (0) 17.49 (0) 17.51 (0) 17.33 (0) 17.74 (0) 15.24 (0) 21.77 (0) 14.91 (0) 19.94 (0)
R-squared 0.197 0.135 0.133 0.132 0.129 0.129 0.113 0.190 0.155
Country fixed effects yes yes yes yes yes yes yes yes yes
Year fixed effects yes yes yes yes yes yes yes yes yes
Heteroskedasticity-robust yes yes yes yes yes yes yes yes yes
Number of observations 500 500 500 500 500 500 500 500 500




deteriorating adverse effect in countries in the Asia-Pacific region. This finding confirms the 
studies by Mauro (1995) and Aidt et al. (2008). Private investment has a positive effect on 
economic growth and is statistically significant at the 5 percent significance level only in 
columns (2), (4), (6) and (9). The effect of government consumption expenditure on economic 
growth is negative and statistically significant at the 1 percent significance level in all 
specifications. In contrast, government investment expenditure has a growth-enhancing effect 
in most specifications and is statistically significant at the 1 percent significance level. The 
effect of the components of government expenditures on growth in the 2SLS estimator are 
similar to the findings obtained using the threshold model. 
The main concern of the interaction term models shown in columns (6) to (8) is the 
calculation of the marginal effects of corruption. Brambor et al. (2006) and Berry et al. (2012) 
suggest the application of a marginal plot to evaluate the marginal effect of each variable in an 
interaction model. Brambor et al. (2006) suggest that the interpretation of the coefficient 
estimates of the constitutive variable in interaction models be modified because the coefficient 
of the constitutive variable is the weighted average of the conditional marginal effect in the 
interaction model. The marginal effects of corruption are constructed by summing the estimated 
coefficients of corruption and the estimated coefficients of the interaction variables times the 
mean. Brambor et al. explain that when two constitutive variables interact (such as X and Z), 
there are two ways to interpret the marginal effects in an interaction model. First, one variable, 
i.e., Z, is a conditioning variable that modifies the impact of the other variable, i.e., X, on the 
dependent variable, i.e., Y. Similarly, X is a conditioning variable that modifies the effect of Z 
on Y. In this study, we realize that the marginal effect of corruption is related to the distribution 
of the conditioning variables (private investment, government consumption and investment 
expenditures) in the model.  
In column (6), the marginal effect of corruption on the economic growth that depends on 
private investment has an adverse impact on economic growth and is statistically insignificant. 
The impact of corruption on the economic growth conditioned on government consumption 
expenditure has a growth-deteriorating effect and is statistically significant at the 1 percent 
significance level as shown in column (7). Similarly, the effect of corruption on the economic 
growth that depends on government investment expenditure exhibits a negative effect and is 
statistically significant at the 5 percent significance level as shown in column (8). Thus, an 
increase of 1 point of corruption could reduce the GDP per capita growth rate by 0.224 percent 
as the government investment expenditure share of the GDP increases by 1 percent. These 




results are consistent with the finding reported by Dzumashev (2009) that the impact of the 
interaction term between corruption and public spending supports economic growth, and the 
effect is found to be stronger in this conditional form. The findings of the marginal effects of 
corruption confirm the theory of the corruption-economic growth nexus that posits that 
corruption can create inefficiencies in public sector performance and, therefore, negatively 
affects economic growth 
In addition, Brambor et al. (2006) emphasize the argument that logically, all interactions 
are symmetric. In the interaction model, when two constitutive variables (X and Z) are 
interacted, one variable, i.e., Z, is typically positioned as the conditioning variable that modifies 
the impact of the other variable, i.e., X, on the dependent variable, i.e., Y. Symmetrically, X 
must modify the effect of Z on Y. Based on this posited interaction, we calculate the marginal 
effects of investment, government consumption and investment expenditures in columns (6) to 
(8). The marginal effect of investment on the economic growth that depends on corruption is 
negative but statistically insignificant as shown in column (6). The marginal effect of the 
government consumption expenditure conditioned on corruption shown in column (7) appears 
to hinder economic growth and is statistically significant at the 1 percent level. In contrast, the 
marginal effect of the government investment expenditure modified by the effect of corruption 
demonstrates a growth-enhancing effect and is statistically significant at the 1-percent level as 
shown in column (8). Accordingly, an increase in the government investment expenditure share 
of the GDP of 1 percent could reduce the GDP per capita growth rate by 0.79 percent as 
corruption increases by 1 point. This finding suggests that the effect of government investment 
expenditure conditioned on corruption in Asia-Pacific countries supports economic growth. 
The contribution of trade in the 2SLS estimator showed results opposite those in the 
threshold model. Trade revealed a negative effect and was statistically significant at the 5 and 
1 percent levels on economic growth in all specifications. It is worth noting that the relationship 
between trade and economic growth has yielded mixed and inconclusive findings. The role of 
trade in promoting economic growth has motivated a large body of economic studies (Romer, 
1990; Barro and Sala-i-Martin, 1997; Chang et al. 2009; Freund and Bolaky, 2008; among 
others). Therefore, many developing countries have implemented trade liberalization reforms, 
the reduction of import and export tariffs, and nontariff barriers to increase the benefits of 
trading. However, findings from the empirical studies show that trade may be detrimental to 
economic growth by its impact in increasing inflation and lowering exchange rates (Samimi et 
al., 2012; Cooke, 2010). Some recent studies have found evidence of the negative effect of trade 




on economic growth, such as Ulaşan (2015), Vlastou (2010), Musila and Yiheyis (2015), and 
Polat et al. (2015). Given these mixed findings, Ulaşan (2015) argues that the endogeneity issue 
between trade and economic growth, the choice of instrumental variables and the choice of the 
openness indicators may result in the mixed findings. This study may apply a similar condition 
to that used in the study by Ulaşan (2015), where trade displays a contradictory finding between 
the threshold model in the previous section and the 2SLS model. The possible reason is that the 
choice of instrumental variable and the models may result in different results. 
In addition to the choice of the methodology in empirical studies, two reasons may explain 
the negative findings of trade in our data sample. First, according to Hausmann et al. (2007), 
trade may negatively affect economic growth for countries that specialize in production of low-
quality products. Second, for countries that export primary products such as natural resources, 
the effect of trade may reduce economic growth because the primary products are vulnerable to 
terms of trade shocks.  
The impacts of FDI inflow and infrastructure investment in column (9) demonstrated 
contributing effects to economic growth and were statistically significant at the 1 and 10 percent 
levels, respectively. The findings agree with the general belief that FDI and infrastructure 
investment are beneficial to economic development, particularly in developing countries, as 
reported by Barro (1991), Loizides and Tsionas (2002), and Baum-Snow et al. (2018). 
3.6 Conclusions 
The results of this study suggest that measuring the corruption threshold provides a better 
understanding of the effect of corruption on economic growth in Asia-Pacific countries. The 
first corruption threshold value is found at a score of 80 on the corruption indices, and we do 
not find evidence of second or third corruption thresholds in the data sample. Based on the 
estimation results, the evidence suggesting that corruption negatively impacts the economies of 
high corruption countries is convincing in the threshold model. The view that the government 
sector is a source of corruption has increased interest in the relationship between corruption and 
components of government expenditure. Based on the estimation results of the 2SLS estimator, 
the marginal effects of corruption are stronger when the interaction terms between corruption 
and components of government expenditure are included in the estimations.  
Over the years, the governments of Asia-Pacific countries with high corruption levels 
have implemented serious efforts to combat corruption and have managed to lower their 
corruption levels below the corruption threshold. In addition to corruption eradication actions, 
governments need to allocate more resources to investment and efficiently manage 




consumption expenditure. However, several countries, such as Bangladesh, Indonesia, 
Cambodia, Lao PDR, Myanmar, Papua New Guinea and Timor Leste, suffer from a severe 
corruption problem and struggle to shift from the high to low corruption groups as indicated by 
their corruption scores above the corruption threshold of 80.  
This study demonstrates that the corruption threshold can act as an indicator for 
governments to act when the corruption effect impedes the economy. The corruption threshold 
can function as a tool to indicate that there might be different impacts arising from corruption. 
The pattern in the Asia-Pacific region might differ from that in other regions. Hence, it is 
recommended that further research consider data specific to other regions or compare data 
across regions. 
A limitation of this study is that not all countries in the Asia-Pacific region are covered 
because the fixed effect threshold model required a balanced dataset. Therefore, only 25 of the 
34 Asia-Pacific countries are available for the analysis. Moreover, a fixed effect threshold 
model may be arguable because of its limitation in addressing the endogeneity issue; however, 
this model is the best-suited approach for treating the corruption variable as both the threshold 
variable and independent variable. Therefore, to address the endogeneity issue, a two-stage least 
squares estimator was properly employed in the estimation strategy. We recommend that 
program developers develop post-estimation tests for the threshold model that include marginal 
effects and marginal plots in the future. With these tests, we could obtain more meaningful 
information from interactive models in the threshold model. 





The Effect of Corruption on Economic Growth in Indonesia: A 
Threshold Model3 
Abstract 
The growing number of corruption cases in Indonesia has raised awareness of 
corruption’s destructive effect on economic development, although no existing 
studies have considered the threshold value at which corruption hampers economic 
growth. This study assesses the effect of corruption on economic growth by 
adopting a nonlinear approach to determine the corruption threshold. By analyzing 
the effect of corruption on economic growth across provinces in Indonesia during 
the 2004-2015 period, this study examines whether corruption works to the benefit 
of provinces with low corruption levels by supporting their economic growth when 
the number of corruption cases is below the corruption threshold. In contrast, 
corruption worsens economics growth in provinces with high levels of corruption 
when corruption exceeds the threshold. Differing from other corruption studies in 
Indonesia, this study utilizes the number of corruption cases investigated by KPK 
(Indonesia Corruption Eradication Commission) as the corruption measure. The 
corruption threshold effect is assessed using the fixed effect threshold model 
developed by Hansen (1999), and the endogeneity issue is properly addressed using 
the instrumental variable two-stage least squares (2SLS) estimator. The estimation 
results reveal that the impact of corruption indicates a growth-deteriorating effect 
in provinces with corruption levels below the threshold of 1.765 points, and the 
destructive effect of corruption appears stronger in provinces with corruption levels 
above the threshold. Furthermore, most provinces struggle with corruption 
problems, even if they succeed in maintaining their corruption levels below the 
threshold over time. Some provinces, such as Riau and West Java, experience 
severe corruption problems and have been in a high corruption group over the last 
three years. However, some provinces, such as Lampung and North Sulawesi, 
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Many studies have examined the effects of corruption on economic growth with 
inconclusive results. Some studies, such as Mauro (1995) and Blackburn et al. (2006), 
examine the direct effect of corruption on economic growth and present evidence on its 
adverse effects. These studies confirm the hypothesis that corruption has a growth-
deteriorating effect. However, other studies, such as Méon and Weill (2010) and Kato 
and Sato (2015), provide evidence supporting the “greasing the wheels” hypothesis and 
argue that corruption enhances economic growth.  
Complementing these findings, Dzumashev (2009) found that the direct effects of 
corruption also have a statistically significant negative impact when including the 
interaction term between corruption and government expenditure in the estimation. 
d’Agostino et al. (2016) found that the indirect effects of corruption through consumption 
and military expenditures have strong negative impacts. These varied results suggest that 
there are differences in the productivity of each type of expenditure because the 
government devotes different resources to each. This may cause the corruption impact to 
vary based on the different components of expenditure. In contrast to existing studies that 
utilize the total government expenditure or military spending, this analysis examines the 
impact of corruption on economic growth through two components of government 
expenditures, i.e., consumption and investment expenditures. Consumption and 
investment expenditures are estimated to capture the full contribution effect of the 
government to the economy. Consumption expenditure is allocated to current 
expenditures on goods and services and salaries, and investment expenditure is directed 
to potentially productive areas and affects long-term economic growth (Devarajan et al., 
1996). 
A few studies argue that countries have different production functions and levels of 
institutional efficiency, which explains why corruption effects differ across countries. 
Some studies, considering a nonlinear relationship, have found a corruption threshold 
around which corruption’s effect on economic growth changes from positive to negative 
(Haque and Kneller, 2009; Bose et al., 2008). If the corruption level is above the threshold, 
the adverse effect retards economic growth. In contrast, when the corruption level is 
below the threshold, it may support the “greasing the wheels” hypothesis. Using a 
threshold model, this study measures the corruption threshold and examines the effect of 
corruption on economic growth to fill in the gap in existing studies. Identifying the 




corruption threshold contributes to the study of corruption by presenting an indicator to 
guide governments as they decide what policies to implement. 
Some studies emphasize cross-country studies using the corruption perception 
indices that are extensively available from Transparency International, International 
Country Risk Guide and the World Bank. Several studies have criticized the indices for 
being based on perception despite the existence of real measures (Svensson, 2005; 
Andvig, 2005). A few studies have emphasized a country-specific case using a different 
corruption measure, such as corruption conviction, and most of these focus on the United 
States (Goel and Rich, 1998; Glaeser and Saks, 2006; Goel and Nelson, 2011). They argue 
that the choice of corruption measure does matter in corruption control policy 
recommendations. Kato and Sato (2015) examined India’s provinces using corruption-
related cases as corruption measures. These authors found that the marginal effects of 
corruption on the manufacturing level in India are positive in terms of both the gross value 
added per worker and the capital-to-labor ratio in regulated sectors. In contrast to other 
existing studies, this study proposes using the number of corruption cases investigated by 
Indonesia’s corruption eradication commission (KPK – Komisi Pemberantasan Korupsi) 
in Indonesia’s provinces as the corruption measure. This analysis contributes to filling 
the gap in corruption studies in Indonesia. 
Interestingly, since the establishment of KPK, KPK has succeeded in bringing many 
corruption cases in local government to court. The improvement in corruption detection, 
as indicated by the increasing number of corruption cases, has shown evidence that 
pervasive corruption has existed in local governments for a long time. These corruption 
cases involve local government leaders engaging in different types of corruption, such as 
bribery, budget misuse, and abuse of license agreements, over the last three years (2015 
– 2018). Moreover, the relationship between economic growth and corruption in 
Indonesia’s provinces displays a unique pattern. Some provinces, such as East 
Kalimantan and Riau, have strong economies despite high levels of corruption, whereas 
other regions experience middle to low-income levels under low incidence of corruption 
cases. This uniqueness provides an ideal case for the study of corruption’s effect at the 
regional level. In this study, panel data of 19 provinces over the 2004-2015 period are 
utilized to estimate the corruption threshold according to the fixed effect threshold model 
proposed by Hansen (1999). The endogeneity issue is properly addressed using an 
instrumental variable two-stage least squares (2SLS) estimation.  




Another purpose of this study is to use the corruption threshold to determine the 
position of a province’s corruption level relative to the threshold, which indicates the 
province’s corruption performance. It is essential for a province that experiences a high 
corruption level to be able to lower it. However, most provinces struggle with corruption 
problems, even while their corruption level drops below the threshold over time. Unlike 
existing studies that group the data sample based on income level, this study does not 
differentiate provinces into groups by income. This approach confirms that the corruption 
level does not directly correspond with the income level. 
This study addresses two research questions. First, what is the effect of corruption 
on economic growth, accounting for different corruption thresholds? Second, has a given 
province’s corruption level improved or deteriorated over time? In investigating these 
questions, this study yields two findings. First, corruption may negatively affect economic 
growth for provinces with relatively low corruption levels, and the effect is stronger for 
provinces with high corruption levels. Second, most provinces in Indonesia have 
historically struggled with corruption issues, but some have managed to lower their 
corruption levels and succeeded in reducing corruption problems. 
This chapter consists of the following four sections. The next section is the literature 
review, which describes a variety of relevant studies. Section 4.3 describes the data and 
methodology employed in the estimation. Sections 4.4 – 4.6 elaborate the empirical 
results and discussion, and section 4.7 offers some remarks for future research. 
4.2 Literature Review 
The relationship between corruption and economic growth has been debated. Many 
studies have found evidence that corruption has harmful effects on economic growth. 
Mauro (1995) proposes a study of corruption’s effects on public and private investments. 
Corruption shows a negative correlation with economic growth after controlling for 
institutional efficiency. Tanzi and Davoodi (1998), Aghion et al. (2004) and Blackburn 
et al. (2006) find that corruption is detrimental to investment and growth and increases 
economic uncertainty (Bardhan, 1997). Guriev (2004) and Kaufmann et al. (2000) reveal 
that corruption creates uncertainty for the investor and increases investment risk in 
countries with high corruption levels. In contrast, some studies have shown a supporting 
effect of corruption on economic development.  




Méon and Weill (2010) find that corruption is less detrimental to a less effective 
country and may be positively associated with efficiency in countries where institutions 
are incredibly ineffective. Huang (2016) examines the causal relationship between 
corruption and economic development in 13 Asia-Pacific countries and finds that South 
Korea and China are experiencing economic advancement despite high corruption levels. 
Colombatto (2003) reports that in developing countries, corruption eliminates the 
unfavorable conditions that hinder development, as it may act as “speed money” under 
conditions of political instability and institutional inefficiency. Considering the 
corruption determinants of firm behavior, Kato and Sato (2015) find evidence of a 
“greasing the wheels” effect of corruption at the firm level in India. These current findings 
on the direct effect of corruption on economic growth are thus inconclusive and depend 
on the methodology, data sample and period. 
However, many existing studies use a linear specification and achieve inconclusive 
results. Mixed findings from the linear specification suggest that countries have different 
production functions and institutional efficiency conditions that may cause different 
corruption effects. Considering this fact, some studies have found evidence of a nonlinear 
relationship in the corruption and growth nexus. Durlauf and Johnson (1995) explore a 
nonlinear specification of corruption and growth through cross-country analysis and find 
multiple corruption regimes. Aidt et al. (2008) argue that the corruption effect is 
influenced by governance quality. Corruption is harmful if the government implements 
good governance; in contrast, its effect is positive under inefficient governance. Bose et 
al. (2008) find a corruption threshold that determines two distinct regimes by corruption 
level. In the first regime, the corruption level is high, and corruption has a growth-
deteriorating effect. In the second regime, the corruption level is low, and corruption is 
growth-enhancing. This finding is also supported by Aidt (2009) and Dzhumashev 
(2014a). On the other hand, in a recent study, Ali (2015) argues that there are three 
corruption stages, which can be classified as pre-modern, modern and post-modern 
corruption. The causes and effects of corruption vary across stages, as do the actions 
aimed at reducing corruption. He suggests that the evolutionary process from the pre-
modern to modern to post-modern stages, allowing for an improvement in institutional 
quality and economic development, will result in an optimal level of corruption reduction. 
The inconclusive findings on the direct effects of corruption on economic growth 
have also motivated some empirical works that investigate the indirect effect of 




corruption through government expenditure. Dzumashev (2009) states that many 
empirical studies do not find robust negative results concerning the direct effect of 
corruption, while the indirect effect is found to be statistically significant. He finds that 
the direct effect of corruption can be a threat to economic growth and becomes 
statistically significant after including the interaction between corruption and government 
expenditure in the estimations. Ugur (2014) finds that in low-income countries with 
inefficient bureaucratic conditions, the indirect effects of corruption through public 
finance and human capital are likely to harm economic development.  
Moreover, corruption may distort revenue collection and affect the composition of 
government expenditure. Some scholars find that corruption is likely to favor large 
projects, such as engineering and infrastructure projects, over administrative sectors, such 
as salaries (Shleifer and Vishny, 1993; Mauro, 1997). Keefer and Knack (2000) suggest 
that corruption contributes to inefficient public expenditure and leads to rent-seeking by 
altering the budget structure. Similar contributions support this view (Fisman and Gatti, 
2002a; Dzhumashev, 2014b). d’Agostino et al. (2016) confirm a harmful corruption effect 
associated with military and consumption expenditures; in contrast, these authors find 
that corruption in investment expenditure is likely to enhance economic growth. 
Supporting the crucial impact of corruption on military spending, a recent study by Ali 
and Solarin (2019) demonstrates that countries with higher levels of corruption tend to 
exhibit higher levels of military expenditures. 
The choice of corruption measure is important when analyzing corruption in a 
specific country. A few studies have suggested other corruption measures, such as 
corruption convictions and corruption-related cases. Goel and Nelson (2011) studied two 
different corruption measures in the United States, individual state convictions and 
corruption perception surveys. They found that greater judicial employment reduces 
corruption using both measures and that corruption convictions increase with the 
population of the state. Several previous studies utilize corruption convictions at different 
levels, such as state corruption convictions (Goel and Rich, 1998), average annual federal 
public corruption convictions (Goel and Nelson, 2011), and federal corruption 
convictions (Glaeser and Saks, 2006), and most of these studies focus on corruption in 
the United States.  
Two different corruption measures are employed by Olken (2007; 2009) to analyze 
corruption in several road projects in Indonesia’s villages. The first measure is the amount 




of missing expenditures from material purchased for the projects, and the other measure 
is a survey of corruption perception among villagers around road projects to analyze the 
gap between opinions and actual experience considering the respondent’s subjectivity, 
personal characteristics, and background. Kato and Sato (2015) use a different corruption 
measure, corruption-related criminal cases, which is defined as the official number of 
cases related to violations of anti-corruption laws. These authors reveal that corruption 
promotes the gross value added per worker and the capital-to-labor ratio in regulated 
manufacturing sectors in India. This study utilized a measure consistently similar to that 
used by Kato and Sato (2015), i.e., the number of corruption cases, which is the only 
available measure at Indonesia’s provincial level. 
A few studies have empirically identified the effect of corruption in Indonesia’s 
provinces on economic growth. Henderson and Kuncoro (2004) find that the growing 
corruption problem at the provincial level is due to a lack of regulation in local 
governments. Olken (2007) analyses a corruption perception survey administered to 
residents living near road projects. He examines the missing expenditures on road projects 
in Indonesia and finds that approximately eight percent of missing expenditures are due 
to corruption in the purchase of construction materials (Olken, 2009). Vial and Hanoteau 
(2010) elaborate the effects of plant-level corruption on output and productivity growth. 
They find that the corruption effects confirm the “grease the wheels” hypothesis. 
Suryadarma (2012) examines education spending on human resource development. He 
finds that education spending has a negligible impact on school enrollment in highly 
corrupt regions and concludes that an increase in education spending would not lead to 
an improvement in human capital development in a highly corrupt region. Regarding the 
limited data available to observe corruption in Indonesia, none of the existing studies 
examine the growing number of corruption cases in Indonesia’s provinces. This study 
contributes to enriching the empirical research on corruption and economic growth in 
Indonesia by using the number of corruption cases investigated by KPK. 
The number of corruption cases, on the one hand, considers not only the level of 
corruption but also the strength of law enforcement. It also represents the power of the 
leader’s motivation to eradicate corruption. On the other hand, it displays the vulnerability 
of the government system in controlling corruption. Employing corruption as a measure 
requires a cautious interpretation, especially in corruption control policy 
recommendations. An increase in the number of corruption cases does not indicate that 




the corruption problem has worsened. An alternate interpretation is that the KPK has 
performed better and more effectively over time. The increasing number of corruption 
cases relates to increasing state losses and, further, to a decrease in the optimal output that 
should go to the people. Because the data on the amount of state losses are not available 
for confidentiality reasons, we employed the number of corruption cases to evaluate 
corruption’s effect on economic growth. This study is unique among existing studies 
because it assesses corruption problems in Indonesia’s provinces using corruption cases. 
Therefore, to advance our knowledge of the effect of corruption on economic 
growth at the provincial level, we must pay attention to their nonlinear relationship. This 
study measures the corruption threshold and examines whether corruption negatively 
affects or supports economic growth. Under different corruption thresholds, we examine 
the effect of corruption on economic growth. The instrumental variable estimation is 
conducted to address the endogeneity issue. 
4.3 Data and Methodology 
4.3.1 Baseline Model and Data 
The baseline model focuses on the connection of corruption, private investment, 
government consumption and investment expenditures, and economic growth, as follows: 
𝑦𝑖𝑡 = 𝛼1 +  𝛽1(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡) + 𝛽2(𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡) + 𝛽3(𝐺𝑜𝑣𝑐𝑜𝑛𝑠𝑖𝑡) +
𝛽4(𝐺𝑜𝑣𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡) + 𝛽5(𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑖𝑡)  + 𝑒𝑖𝑡,                   
(4.1)     
where yit is the growth rate of the regional gross domestic product (GDP) per capita, 
obtained from Statistics Indonesia, which proxies economic growth; the subscripts i and 
t are province and period indices, respectively; and eit is the error term. Corruption is 
measured according to the number of corruption cases investigated by KPK over the 
2004-2015 period normalized by province population in millions. The corruption data are 
obtained from KPK annual reports since its first publication in 2004, and we also obtain 
more detailed corruption data from the Public Relations Bureau of KPK. The proxy for 
private investment (investment) is the gross fixed capital formation of private investment 
as a share of regional GDP obtained from Statistics Indonesia. This study covers 194 out 
___________________________________ 
4
 Aceh, Bali, Bengkulu, Central Java, Central Sulawesi, Jakarta, East Java, East Kalimantan, East Nusa 
Tenggara, Lampung, North Sulawesi, North Sumatera, Papua, Riau, South Kalimantan, South Sulawesi, 
South Sumatera, West Java, and West Nusa Tenggara. 




of 34 provinces in Indonesia from 2004 to 2015 based on the availability of corruption 
data from KPK. 
Government expenditure data are compiled from Indonesia Ministry of Finance and 
divided into two components, government investment expenditure (govinvestment) and 
consumption expenditure (govcons), which are measured as shares of regional GDP. 
Government consumption expenditure includes all current government expenditures for 
purchases of goods and services, compensation of employees (salary), official trips and 
maintenance of office buildings or equipment. Investment expenditure is payments for 
the acquisition of fixed capital assets, stock, land or intangible assets such as the building 
of schools, hospitals or roads. Total government consumption and investment 
expenditures are equal to 100 percent of the budget. The construction of the components 
of government expenditure as shares of the regional GDP does not cause a 
multicollinearity issue based on our assessment using a simple correlation matrix and the 
variance inflation factor (VIF). The rule of thumb of two variables suffers from a 
multicollinearity issue if the correlation coefficient is above 0.8 or the VIF score is 10 or 
above. The test results show a lower correlation coefficient of 0.678 and a VIF score 
lower than 4. Therefore, multicollinearity may not be an issue in our data sample. 
The other control variables that are assumed to directly affect economic growth are 
taken from Statistics Indonesia. Initial regional GDP per capita in 2004 (initial GDP per 
capita), the beginning of the dataset in nominal IDR, is used to control for the convergence 
effect of income levels. The regional GDP growth rate is expected to be negatively 
associated with initial income at the beginning of the dataset. Trade represents economic 
openness and is the sum of exports and imports as a share of regional GDP. Foreign direct 
investment (FDI) data are obtained from the Indonesia Investment Coordinating Board 
(BKPM) and represent the amount of foreign investment (in IDR) at the provincial level. 
The effect of foreign direct investment is expected to have a growth-enhancing effect in 
Indonesia as a developing country. The foreign direct investment data were originally in 
US Dollar, and we converted the data to IDR (Indonesia Rupiah) based on the foreign 
currency rate from Bank Indonesia (Indonesia Central Bank).  
The infrastructure investment data were obtained from the Indonesia National 
Single Window for Investment (NSWI) and constructed as infrastructure stock as a share 
of the regional GDP using the PIM method as described in more detail in section 3.3.2. 
Infrastructure investments include all investments in electricity, gas and water supply, 




construction, transportation, storage and communication. The depreciation rate is 
assumed to be 5 percent following Wibisono (2005) and Arsana (2014). To check whether 
the difference in the depreciation rates could result in significant bias in empirical studies, 
Arsana (2014) conducted a sensitivity analysis using the following three different 
depreciation rates: 3 percent (Sigit, 2004); 5 percent (Wibisono, 2005); and 7 percent (Bu, 
2006). He found that the estimation results using Indonesia’s provinces are insensitive 
when different schemes of depreciation rates are applied. His sensitivity analysis of the 
depreciation rate is consistent with the conclusion reported by Bu (2006). Trade, FDI 
inflow and infrastructure investment are expected to be the contributing determinants of 
economic development in Indonesia’s provinces. The mean years of schooling 
(education), which indicates investment in human capital, is the average number of years 
of education received by people aged 25 and older in their lifetime. One-year lags of 
private investment (investment t-1) and government investment expenditure 
(govinvestment t-1) are used to capture the multi-year effect of physical infrastructure 
development. 
To capture the effect of corruption through government expenditure, this study 
includes interaction terms between corruption and government investment expenditure 
(cor*govinvestment) and between corruption and consumption expenditure 
(cor*govcons). Another interaction term is cor*investment, which is used to assess the 
effect of corruption in private investment. Dzumashev (2009) argues that the effect of 
corruption on economic growth is found to be stronger when interacted with public 
spending and investment. He found that the interaction term between corruption and 
private investment indicates a negative but statistically significant relationship with 
economic growth, and the interaction term between corruption and public spending 
reveals a positive and statistically significant effect on economic growth. 
Given a potential endogeneity problem that arises in the causality direction between 
corruption and economic growth, we addressed this issue using instrumental variable two-
stage least squares (2SLS) estimation. The causality direction may go from economic 
growth to corruption and vice versa. Paldam (2002) argues that a growing economy is 
more likely to coincide with greater efforts to combat corruption; hence, economic growth 
may reduce corruption. The requirement for conducting a 2SLS estimation involves 
finding a relevant instrumental variable, which is a major challenge in most studies. The 




instrumental variable must have a correlation with corruption (endogenous variable) and 
have no correlation with the exogenous explanatory variables.  
In this study, we used the corruption conviction rate (denoted by conviction) as the 
instrumental variable for corruption to address the causality problem by following Kato 
and Sato (2015). The conviction rate is constructed as the ratio of the number of 
corruption convictions to the number of corruption cases under investigation by KPK in 
a particular year. The conviction rate must meet the exclusion restriction that it should 
have a correlation with economic growth (the dependent variable) only through its effect 
on corruption (the endogenous variable). The conviction rate is expected to be negatively 
correlated with the number of corruption cases. We expect that a high conviction rate will 
cause public officials to refrain from engaging in corrupt practices due to the higher 
probability of being arrested and convicted. Reliable and competent police, attorneys and 
judges should maintain a trustworthy judicial system to manage an efficient and fast legal 
process. 
Conviction is the appropriate instrumental variable and fits the exclusion restriction 
as the instrumental variable rather than the other potential variables, which have been 
employed in extant studies, such as the index of ethnolinguistic fractionalization (Mauro, 
1995; Aidt, 2009; Pellegrini and Gerlagh, 2004, among others) or the age of democracy 
(Aidt et al., 2008; Gupta et al., 2002). The ethnolinguistic fractionalization index and age 
of democracy are problematic (Aidt et al., 2008). Some researchers suggest that a region 
with many different ethnic groups may encourage corruption because public officials 
prefer their own groups, which could promote bribe-taking. However, some studies have 
found that the ethnolinguistic fractionalization index has a correlation with economic 
growth (Easterly and Levine, 1997). In the same way, a high age of democracy is believed 
to more effectively control the presence of corruption because of the long-established rule 
of law. On the other hand, the study by Papaioannou and Siorounis (2008) reveals that 
democratization has a positive relationship with economic growth. We consider 
employing the conviction rate and checking whether the variable fits the exclusion 
restrictions as an instrumental variable in our estimations. 
Notably, as an instrument, conviction may suffer from an accounting relationship 
issue, which may reduce its validity as a good instrument and fail to satisfy the exclusion 
restriction. By data construction, the conviction is the number of convictions in 
corruption-related cases to the number of corruption cases under investigation in that 




year; thus, the corruption case is the denominator. Conviction may be related to the 
dependent variable through the effect of corruption case as the denominator. We 
acknowledge the limitation of using the conviction rate as the instrument as we cannot 
find any appropriate instruments in Indonesia at the province level. We rely on instrument 
tests using Hansen tests to check whether the instruments are exogenous and relevant. 
According to Van den Berg (2007), exclusion restrictions are identifying restrictions that 
cannot be verified using the statistical method. The empirical results critically depend on 
the validity of the exclusion restriction and this restriction needs to be justified on a priori 
grounds. The results are used to evaluate which instrumental variables are likely or 
unlikely to make sense. This approach is suitable since no empirical evidence is available 
regarding the validity of exclusion restrictions. 
In the threshold model estimation, the model requires a balanced dataset; 
consequently, only 19 out of the 34 provinces with a sufficient number of corruption cases 
are included in the estimations. Descriptive statistics of the variables are displayed in 
Table 4.1. Table 4.2 shows a simple correlation matrix among the main variables. Some 
variables, investment and investment t-1, govinvestment and govinvestment t-1, indicate 
a severe multicollinearity problem, with correlation coefficients above 0.8 (not reported 
in Table 4.2 to preserve space). To address the multicollinearity problem, those pairs of 
variables are not regressed together in the same estimations. 
14Table 4.1 Descriptive Statistics and Variable Descriptions 







Data Description and Unit 
Measurement 
GDP per capita 
growth 
228 11.26 6.42 -12.29 36.95 
Regional GDP per capita growth rate 
(in %) 
Initial GDP per 
capita 
228 2557 2074 698 8451 
Regional GDP per capita in the 
beginning of data set (2004) in nominal 
IDR 
Corruption 228 0.51 0.94 0 6.36 
The number of corruption cases 
investigated by KPK normalized by 
province population in millions 
Investment 228 20.61 8.22 6.96 44.59 
Gross fixed capital formation of private 
investment as a share of regional GDP 
(in %) 
Govcons 228 2.10 1.50 0.17 7.84 
Government consumption expenditure 
as a share of regional GDP (in %) 
Govinvestment 228 0.59 0.64 0.03 5.16 
Government investment expenditure as 
a share of regional GDP (in %) 




FDI 228 2.40 3.37 0 23.57 
Foreign Investment Realization as a 
share of regional GDP (in %) 
Trade 228 71.92 34.16 23.00 193.19 
The sum of export and import as a share 
of regional GDP (in %) 
Education 228 8 1.03 6 11 
Mean years of schooling is the 
average number of years of 
education received by people aged 25 
and older in their lifetime (years) 
Infrastructure 
investment 
228 0.42 0.79 0 5.38 
The sum of investments in electricity, 
gas and water supply, construction, 
transportation, and storage and 
communication as a share of regional 
GDP (in %) 
















GDP per capita 
growth 1.000          
Corruption -0.014 1.000         
Investment -0.074 0.167 1.000        
Govcons -0.328 0.087 0.126 1.000       
Govinvestment -0.314 0.073 0.008 0.678 1.000      
Initial GDP per 
capita -0.097 0.276 0.172 -0.058 0.102 1.000     
FDI 0.018 0.028 0.013 -0.091 -0.017 0.565 1.000    
Trade 0.109 -0.099 0.010 -0.402 -0.184 -0.079 -0.204 1.000   
Education -0.035 0.196 0.375 0.098 -0.028 0.149 0.085 -0.245 1.000  
Infrastructure 
investment 0.097 0.177 0.154 -0.136 -0.151 0.021 -0.131 0.024 0.382 1.000 
4.3.2 Threshold Model – Brief Notes 
The estimation strategy used to answer the first research question, i.e., “what is the 
effect of corruption on economic growth after accounting for different corruption 
thresholds”, uses the fixed effect threshold model developed by Hansen (1999), which is 
the same as that explained in Chapter 3 emphasizing Asia-Pacific countries. A detailed 
explanation of the operationalization of the model is available in the section Fixed Effect 
Threshold Model – Description. Therefore, we do not present the details of the threshold 
model in this section to avoid duplicate explanation. 
 




4.4 Estimation Results and Discussion 
4.4.1 Fixed Effect Threshold Model Estimation Results 
In the fixed effect threshold model developed by Hansen (1999), the first procedure 
in the estimation is to remove the fixed effects (𝜇𝑖 ) using the technique of internal 
transformation, which is a routine procedure in fixed effects modeling of panel data. The 
equation of a single threshold regression can be written as follows: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾) + 𝛽2𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 > 𝛾) + 𝑒𝑖𝑡, (4.1) 
where yit is the growth rate of the GDP per capita, μi is a fixed effect representing the 
heterogeneity of countries under different conditions, the subscript i denotes the countries, 
the subscript t denotes the period, and eit is the error term. Corruption is the threshold 
variable, and γ is the threshold value. Xit consists of the focus explanatory variables, i.e., 
corruption, private investment, government consumption and investment expenditures, 
and a vector of the control variables that directly affect economic growth. 
A double threshold exists, and the equation used to test and estimate the parameters 
of the second threshold is as follows: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾1) + 𝛽2𝑋𝑖𝑡𝐼(𝛾1 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤
𝛾2) + 𝛽3𝑋𝑖𝑡𝐼(𝛾2 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡) + 𝑒𝑖𝑡,  
(4.2) 
Then, the multi-thresholds can be tested and estimated, and the following equation allows 
for a multiple-threshold (j thresholds) regression: 
𝑦𝑖𝑡 = 𝜇𝑖 +  𝛽1𝑋𝑖𝑡𝐼(𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾1) + ∑ 𝛽2𝑋𝑖𝑡
𝐽−1
𝑗=2
𝐼(𝛾𝑗−1 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 ≤ 𝛾𝑗) 
+𝛽𝑗𝑋𝑖𝑡𝐼(𝛾𝐽 < 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡) + 𝑒𝑖𝑡 , 
(4.3) 
where yit, corruption, γ, μi, eit and Xit are as above, and I(.) is an indicator function of the 
threshold variable. 
The estimation analysis begins with a unit root test of all main variables included 
in the estimation. The Levin, Lin, and Chu (LLC) unit root test is designed to test the null 
hypothesis of a common unit root in the panel versus the alternative of stationarity when 
the cross-sectional units are independent of each other (Westerlund, 2009). All variables 
show p-values close to zero, which indicates that the null hypothesis of panel data 




containing unit roots is rejected. These results suggest that none of the main variables 
suffers from the nonstationary problem. The results are shown in Table 4. 3. 
16Table 4.3 LLC Unit Root Test 
  Sample 
Variable T-statistics 
Corruption -3.52***(0.00) 






Infrastructure investment 6.34*** (0.00) 
Notes: The probability values are shown in the parentheses. *, **, 
*** imply 10%, 5%, and 1% level of significance, respectively. 
 
First, it is important to understand how we test the evidence of the corruption 
threshold. We run Equation (4.1) to test for the presence of the first threshold. Table 4.4 
reports a summary of the threshold test results of seven model specifications in columns 
(1) to (7). The model specifications in column (1) as the benchmark model controls for 
corruption, private investment, government consumption and investment expenditures. In 
column (2), foreign direct investment is introduced to the benchmark model. Trade and 
education are added to the previous specification, in column (3). We include the effect of 
one-year lagged private investment (column 4) and one-year lagged government 
investment expenditure in column (5) to analyze the multi-year effect of investment on 
economic growth. Both one-year lagged private and government investment are 
determined together in column (6). The effect of infrastructure investment is introduced 








17Table 4.4 Threshold Effect Tests 
   Critical values 
Single threshold F-statistics P-value 10% 5% 1% 
1 12.06 0.05 10.23 11.72 22.48 
2 11.05 0.04 8.87 10.6 13.5 
3 17.74 0.03 8.99 15.01 19.17 
4 10.81 0.05 8.83 10.53 16.32 
5 19.85 0.01 10.49 13.11 19.38 
6 10.93 0.05 7.57 10.22 14.34 
7 13.43 0.05 10.66 13.27 21.48 
 
Table 4.4 shows that the first threshold is obtained at a corruption level of 1.765 in 
all specifications. The bootstrap p-values confirm that the null hypothesis of “no threshold” 
is rejected at the 5 percent level in all specifications Moreover, the bootstrap p-values of 
the first threshold in columns (1) to (7) exhibit slightly different ranges regarding the 
variables estimated in each specification. A graphical method to plot the likelihood ratio 
(𝐿𝑅0) against the threshold value (𝛾) is shown in Figure 4.1. The likelihood ratio (the red 
line) is constructed at 16.852, and the threshold value exists when the threshold estimate 
value (the blue line) crosses the red line. 
18Table 4.5 Corruption Threshold Value 
Threshold 
estimates 
(1) (2) (3) (4) (5) (6) (7) 
Corruption 1.765 1.765 1.765 1.765 1.765 1.765 1.765 
95% confidence 
interval 










Figure 4.1 First Threshold Test 
Source: Calculated by the author 
 
 
Figure 4.2 First Threshold Value  
Source: Calculated by the author 
After testing the presence of the first threshold value, the next step is to construct 
the first threshold value and regress the parameter estimates in Equation (4.1). Figure 4.2 
may help gain an understanding of the construction of the first corruption threshold value. 
The red line is the 95 percent critical value of 7.35 (see Hansen, 1999, 2000), and the blue 
line is the likelihood ratio of the threshold (𝛾). The corruption threshold value is found to 
be 1.765 points in seven specifications in columns (1) to (7), i.e., where the blue line 
crosses the red line. Based on the first corruption threshold value shown in Table 4.5, the 




estimation results are constructed for both the first and second corruption regimes. The 
first regime displays the corruption estimated parameters in provinces with corruption 
levels below 1.765, and the second regime shows the corruption estimated parameters in 
provinces with corruption levels above 1.765. All estimation results of corruption and 
other independent variables are presented in Table 4.6. 
Moreover, Figure 4.3 plots the likelihood ratio (𝐿𝑅0) against the second threshold 
value (𝛾). The likelihood ratio (the red line) is constructed at 17.82, but the second 
threshold estimate value (the blue line) fails to cross the red line. We can conclude that 
the second threshold effect does not exist. Another indicator is that the bootstrap p-value 
shows a higher value; consequently, the null hypothesis of no threshold fails to reject for 
the second threshold. All graphs or figures are produced using Stata program and 
provided from the threshold model by Hansen (1999). The threshold value, 95 percent 
confidence interval, bootstrap p-value, number of observations and R-squared are 
reported at the bottom of each column in Table 4.6. 
 
 
Figure 4.3 Second Threshold Test 
Source: Calculated by the author 
The estimation results with the threshold effect are reported in Table 4.6. The 
threshold model allows the corruption estimated coefficients and significance levels to 
vary in the first (low corruption level below 1.765 point) and second (high corruption 
level above 1.765 point) regimes. 
 




19Table 4.6 Fixed Effect Threshold Model - Estimation Results 
Dependent Variable: (1) (2) (3) (4) (5) (6) (7) 
Regional GDP per capita growth rate 
          
First regime -0.110* -0.109* -0.042*** -0.054** -0.041* -0.053** -0.046* 
cor.I (Corruption ≤ 1.765) (0.058) (0.060) (0.008) (0.023) (0.024) (0.022) (0.026) 
Second regime -0.231*** -0.219*** -0.22*** -0.194* -0.331** -0.351* -0.115*** 
cor.I (Corruption>1.765) (0.084) (0.049) (0.068) (0.097) (0.142) (0.211) (0.044) 
Investment -0.040 -0.039 0.029***   0.025***   -0.042 
  (0.048) (0.057) (0.006)   (0.006)   (0.062) 
Govcons -0.752** -0.753** -0.934** -1.127** -1.210*** -1.389*** -0.868** 
  (0.307) (0.313) (0.443) (0.416) (0.269) (0.282) (0.363) 
Govinvestment -1.091** -1.096** -1.235** -1.252*     -1.268* 
  (0.423) (0.511) (0.592) (0.6891)     (0.742) 
FDI   0.01* 0.069*** 0.023 0.083 0.038 0.068*** 
    (0.0053) (0.0117) (0.021) (0.0620) (0.116) (0.012) 
Trade     0.029*** 0.030*** 0.027*** 0.028*** 0.041** 
      (0.003) (0.003) (0.003) (0.003) (0.021) 
Education     0.446** 0.463 0.445 0.461 0.334*** 
      (0.193) (0.488) (0.898) (0.285) (0.103) 
Investment (t-1)       0.108   0.107   
        (0.090)   (0.091)   
Govinvestment (t-1)         -0.016 -0.127   
          (0.735) (0.741)   
Infrastructure investment             0.118** 
              (0.048) 
R-squared 0.041 0.041 0.089 0.097 0.082 0.090 0.045 
Observations 228 228 228 228 228 228 228 
Number of thresholds 1 1 1 1 1 1 1 
Notes: The dependent variable is the regional GDP per capita growth rate.  The asterisks represent the p-value 
significance levels (*p<0.1; **p<0.05; ***p<0.01). Standard error is shown in parentheses. At the bottom of each 
regime, the threshold level, number of observations and joint R-squared are reported. Estimation was performed using 
a code written by Hansen (1999) for Stata.  
In Table 4.6, we observe that the provinces in the second regime experience an 
adverse effect of corruption that is statistically significant at the 1, 5 and 10 percent 
significance levels. Regarding the provinces in the first regime, the corruption effect is 
detrimental to economic growth in all specifications, but the significance level tends in 




the first regime to be lower than that in the second regime. This finding confirms the neo-
classical theory that corruption is a significant hindrance to economic growth and 
supports existing studies, such as Mauro, 1995, Aidt et al., 2008, Mo, 2001, etc. The 
economic impact of corruption in the second regime shows a higher coefficient than the 
first regime. In the second regime, an increase of a 1-point corruption level would reduce 
regional GDP per capita growth rate from 0.11 up to 0.35 percent. While in the first 
regime, for provinces with a corruption level lower than 1.765 points, an increase of a 1-
point corruption level reduces the regional GDP per capita growth rate from 0.04 to 0.11 
percent. These empirical findings suggest that although the corruption effect reveals 
growth deterioration in both the first and second regimes, the adverse impact of corruption 
is higher for the high corruption level than the low-corruption-level provinces. 
Private investment is more likely to support economic growth in columns (3) and 
(5) but is statistically insignificant in the other specifications. This positive finding is 
consistent with many studies, such as Mauro (1995), Tanzi and Davoodi (1998), Aghion 
et al. (2004) and Blackburn et al. (2006), showing that private investment supports 
economic growth. Government consumption expenditure appears to hinder economic 
growth in all specifications and is statistically significant. According to Mauro (1998), 
corruption in administrative matters, such as the payment of salaries and provision of 
services, is less interesting for corrupt bureaucrats and easier for auditors to monitor. 
Another type of expenditure, i.e., investment expenditure, has an adverse effect on 
economic growth and is statistically significant in most specifications. This finding is 
contrary to the expectation that government investment supports economic development 
in developing countries. The adverse effect of investment expenditure should be 
interpreted carefully, particularly for policy recommendations, because it may imply that 
the budget allocation for investment expenditures is already excessive based on the output 
observed in the economy (Ram, 1986; Chen and Lee, 2005). The negative effect of 
government investment on economic growth may be due to some specific characteristics 
of Indonesia’s provinces. Government investment in Indonesia, which is characterized by 
heavily subsidized, inefficient state-owned enterprises and the existence of state 
monopolies, has most likely reduced long-term economic growth. The financing of 
government investment is mainly derived from international loans and domestic bonds. 
The lack of efficiency in government investment projects seems to be the problem. These 
characteristics may hinder opportunities to promote economic growth.  




Sanchez-Robles (1998) provided evidence that the effect of public investment on 
economic growth yields inconclusive results using two samples of countries. She argues 
that monetary investment data are likely not a good proxy for public capital because 
public investment in some countries may suffer from the lack of efficiency in some 
projects. The government investment variable includes not only the infrastructure sector 
but also all sectors related to government functions, such as agriculture, mining, forestry, 
fishing, maritime, housing, education, health, etc. Therefore, we also control for the effect 
of government infrastructure investment on economic growth because the provision of 
infrastructure is one way through which government can promote economic growth. 
The negative effect of government investment expenditure in Indonesia’s provinces 
is inconsistent with the findings obtained in Asia-Pacific countries discussed in Chapter 
3 and other cross-country cases studies demonstrating the promoting effect of government 
investment on economic growth. A common consensus suggests that government 
investment or public investment has a significant impact in promoting economic growth. 
However, this argument is contested because some previous studies, such as Holtz-Eakin 
et al., 1994 and Gramlich, 1994, obtained different conclusions. Some studies attributed 
the inconclusive findings of the effect of government investment on economic growth to 
certain econometric problems, such as the existence of unit roots (Jorgenson, 1991), 
measurement errors in the choice of government investment variable (Baltagi and Pinnoi, 
1995) and the endogeneity issue (Cashin, 1995).  
The effect of government investment in cross-country studies may differ from that 
in a specific-country case. The relative size of government investment likely has a 
different impact on economic growth. De La Fuente (1997) demonstrated that in the case 
of the United States in the 1950s and 1960s, the effect of government investment on 
output was negligible because of an overexpansion in infrastructure during that period; in 
contrast, using data from other countries, a positive correlation between government 
investment and output has been observed due to the existence of lower levels of 
infrastructure in these countries. Using a specific-country case in Tunisia, Ghali (1998) 
found that public investment has negative short run and long run impacts on economic 
growth. The characteristics of public investment in Tunisia are more likely similar to 
Indonesia’ provinces, such as heavy subsidization and privatization of state-owned 
monopolies, particularly in agriculture, manufacturing, energy and financial services. 




Furthermore, Gupta et al. (2013) argue that many developing countries have a long 
history of experiences with failed public projects. The poor record in undertaking public 
investments has raised skepticism regarding the capability of countries to upgrade public 
investment. The effectiveness of public investment in developing countries relies on some 
factors, such as institutional efficiency, project selection, the quality of the projects, 
management, and regulation, that seem to be relatively weak in developing countries. 
However, more specifically, developing countries invest more on infrastructure to obtain 
potential benefits for accelerating economic growth. It is believed that investment in 
infrastructure is a driving factor of economic development. Pritchett (2000) and Caselli 
(2005) claim that public investment is much more inefficient than private investment. 
Private and public partnership in infrastructure investments are expected to sidestep this 
problem. Given the above argument, we examine the effect of infrastructure investment 
on economic growth. 
Openness, which is represented by trade and FDI, has positively contributed to 
economic growth in most specifications. The findings confirm the hypothesis that 
openness potentially enhances economic growth through some beneficial aspects, such as 
providing goods and services, improving total factor productivity, technology diffusion 
and knowledge dissemination (Barro and Sala-i-Martin, 1997). Finally, in column (7), we 
analyze infrastructure investment in Indonesia’s provinces. The results show a supporting 
impact on economic growth that is statistically significant at the 5 percent significance 
level. Infrastructure is a productive sector in the economy that plays a vital role in 
stimulating the economy and the wheels of economic activity (Dailami and Klein, 1999). 
The contribution of infrastructure investment in Indonesia’s province is still beneficial 
for boosting economic growth. This finding is consistent with other studies using specific-
country cases, such as Mamatzakis (2007) in Greece, Liu et al. (2010) in China and 
Donaldson (2018) in India. 
4.4.2 Corruption Thresholds and Groups of Provinces 
This study determines that the corruption threshold provides a measure for 
evaluating a province’s corruption performance. According to the corruption threshold 
found in the empirical results, we question whether a province’s corruption status has 
improved or deteriorated over time. The provinces are grouped based on the corruption 
threshold revealed in the estimation and not based on income level or geographical 




location, as done by Bose et al. (2008), because our purpose is to assess which provinces 
manage to lower the level of corruption and which continue to face high corruption over 
time. The corruption threshold value (1.765) is utilized to analyze the province’s 
corruption performance. In Table 4.7, the provinces are divided into the following two 
groups: one group of provinces with a corruption level lower than 1.765 points and a 
second group with a corruption level greater than 1.765 points. 
20Table 4.7 Corruption Threshold and Groups of Provinces 
 
Province 
   
The First Group The Second Group 
Corruption ≤ 1.765 Corruption > 1.765 
Period Period 
Aceh 2004-2014 2015 
Bali 2004-2014 2015 
Bengkulu 2004-2012; 2014 2013, 2015 
Central Java 2004-2015   
Central Sulawesi 2005-2011; 2014 2004; 2012-2013; 2015 
DKI Jakarta 2004-2015   
East Java 2004-2015   
East Kalimantan 2004-2005; 2010-2014 2006-2009; 2015 
East Nusa Tenggara 2004-2015   
Lampung 2004-2010; 20112-2015 2011 
North Sulawesi 2004-2012; 2015 2013-2014 
North Sumatera 2004-2015   
Papua 2004-2008; 2011-2013 2009-2010; 2014-2015 
Riau 2004-2007 2008-2015 
South Kalimantan 2004-2015   
South Sulawesi 2004-2015   
South Sumatera 2004-2014 2009-2010; 2015 
West Java 2004-2012 2013-2015 
Source: Author’s calculation 
According to Table 4.7, most of Indonesia’s provinces are grouped in the low-
corruption group. On the other hand, Riau experiences a high corruption level from 2008 
to 2015 followed by East Kalimantan for five years (2006-2009 and 2015). The next most 
corrupt provinces are Papua and Central Sulawesi, which experience a four-year period 




of high corruption levels. The highest number of corruption cases in the last three years 
took place in West Java for the period of 2013-2015. In a different situation, Lampung 
manages to lower its corruption level after hitting a high corruption level in 2011. North 
Sulawesi succeeded in reducing its corruption level and shifted to the low-corruption 
group in 2015. 
The corruption threshold may provide a tool for the government to take more 
serious action in combating corruption, particularly for high corruption level provinces in 
the second group. We elaborate on two provinces (West Java and Riau) in the second 
group. The corruption cases in West Java vary from being small scale, such as bribing tax 
officers, to being large scale, such as bribing members of parliament to obtain significant 
budget allocations or projects. Many corruption cases in West Java involve large projects, 
such as bribery involving housing projects and licensing, because two cities in West Java 
(Depok and Bekasi) act as satellite cities of Jakarta, the capital city, and most of the 
residential area is developed by private housing developers in those cities. Another 
province, Riau, has been in the high-corruption group since 2008. In this case, three Riau 
governors during different periods from 2004 to 2014 were caught by the KPK in different 
large-scale cases (fire truck procurement, forest to land conversion licenses, and the 
national sports week (PON) Riau in 2012).  
The other provinces may have a variety of corruption cases depending on each 
province condition. Understanding a uniqueness cause and effect in each province may 
provide a close-fitting solution. The corruption threshold allows policy-makers to 
evaluate the provinces’ performance and their corruption problem. Central Java, East 
Kalimantan, Papua, Riau, West Java and South Sumatera are struggling with eradicating 
corruption. Local governments should take more serious action to eradicate corruption 
and lower their corruption levels below the threshold. Lampung and North Sulawesi have 
managed to reduce their corruption levels and shift to the low-corruption group, and the 
other provinces have succeeded in keeping their corruption levels in the low-corruption 
group. 
4.5  Instrumental Variable Estimation 
The endogeneity issue is a real concern in the corruption and growth relationship, 
and the problem was not appropriately addressed using the threshold model by Hansen 




(1999). To address this issue, we proceed to estimate the two-stage least squares (2SLS) 
estimator. In this estimation, the growth equation is as follows: 
𝑦𝑖𝑡 = 𝛼 +  𝛽1𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽2𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡 + 𝛽3𝐺𝑜𝑣𝑐𝑜𝑛𝑠𝑖𝑡 +
𝛽4𝐺𝑜𝑣𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑖𝑡 + 𝛽5𝑋𝑖𝑡 + 𝜃𝑡 + 𝜃𝑖 + 𝑖𝑡,         
(4.5) 
where yit denotes the regional GDP per capita growth rate; corruptionit, investmentit, 
govconsit, and govinvestmentit are the focus explanatory variables; Xit is a vector of the 
control variables; θt is the year-fixed effect; θi is the province-fixed effect; and εit is the 
error term. Corruption is treated as an endogenous variable, and an instrumental variable 
is needed to correct the estimation bias resulting from the correlation between corruption 
and the error term (εit). The instrument for corruption is the corruption conviction rate 
(conviction) in province i in year t, normalized by the province population in millions. 
The instruments for the interaction term variables, i.e., cor*investment, cor*govcons, and 
cor*govinvestment are denoted as conviction*investment, conviction*govcons, and 
conviction*govinvestment, respectively. 
Table 4.8 shows the first stage of the 2SLS estimation results. Robustness checks 
were appropriately performed to test the instruments and model specifications in columns 
(1) to (10). The F-statistics reject the null hypothesis that all coefficients are zero. The p-
values are close to zero indicating a rejection of the null hypothesis. The R-squared values 
show reasonable coefficients. The Kleibergen-Paap rk LM-statistic’s p-values for the 
underidentification test reject the null hypothesis that corruption is under-identified by 
the instrument and imply that the equation is full rank and fully identified. The 
Kleibergen-Paap rk Wald F-statistics for weak identification tests have values higher than 
the Stock-Yogo critical values (16.38), indicating that the instruments are not weak. The 
F-statistics, R-squared values, under-identification test results, weak identification test 
results and Stock-Yogo critical values are available at the bottom of each estimation. 
 




21Table 4.8 Two-Stage Least Squares (2SLS) Estimation without the Threshold Effect, First Stage 
 
Notes The dependent variable is the regional GDP per capita growth rate.  The asterisks indicate the p-value significance levels (*p<0.1; **p<0.05; 
***P<0.01). Standard errors are shown in parentheses. At the bottom of each column, F-statistics (p-value), underidentification test (p-value), weak 
identification test, Stock-Yogo weak ID test critical value, number of observations and joint R-squared are reported.
(1) (2) (3) (4) (5) (6) (10)




Conviction -0.139** -0.128* -0.128* -0.130* -0.128* -0.1302* -0.113*** -0.298*** -0.120** -0.278*** -0.116** -0.118*** -0.328***







Investment 0.0103 0.027 0.025 0.025 0.025 0.056** 0.024 0.009 0.023 0.024 0.023
(0.013) (0.020) (0.017) (0.016) (0.017) (0.029) (0.016) (0.076) (0.016) (0.026) (0.015)
Govcons -0.688*** -0.318*** -0.249*** -0.187*** -0.166*** -0.984*** -0.293*** 0.444*** -0.343*** -0.411*** -0.359*** -0.065*** -0.130**
(0.150) (0.067) (0.055) (0.040) (0.042) (0.250) (0.064) (0.105) (0.077) (0.063) (0.079) (0.010) (0.048)
Govinvestment -0.131*** -0.396*** -0.233*** -0.332*** -0.250*** -0.063*** -0.257*** 0.101 -0.069*** -0.054** -0.122**
(0.020) (0.060) (0.038) (0.052) (0.041) (0.010) (0.042) (0.760) (0.010) (0.022) (0.064)
Initial GDP per capita -0.0032* -0.0034** -0.0034** -0.0033** -0.0034** -0.0033** -0.0071* -0.0034** -0.0098*** -0.0033** -0.0061*** -0.0033***
(0.0020) (0.0016) (0.0014) (0.0015) (0.0014) (0.0015) (0.0049) (0.0016) (0.0057) (0.0015) (0.0012) (0.0012)
FDI 0.011 0.029** 0.041* 0.02 0.041* 0.023*** 0.026 0.039** 0.035 0.02 0.060 0.071***
(0.580) (0.013) (0.024) (0.013) (0.025) (0.009) (0.021) (0.016) (0.022) (0.012) (0.052) (0.018)
Trade 0.009** 0.023** 0.011*** 0.023*** 0.011*** 0.089*** 0.011*** 0.028** 0.012*** 0.016 0.013***
(0.004) (0.009) (0.004) (0.009) (0.004) (0.034) (0.004) (0.014) (0.004) (0.012) (0.003)
Education 0.075* 0.073* 0.073* 0.072* 0.073* 0.026 0.075* 0.016 0.073* 0.015 0.074***
(0.045) (0.043) (0.044) (0.042) (0.044) (0.095) (0.045) (0.061) (0.044) (0.011) (0.029)
Investment (t-1) 0.033* 0.035*
(0.019) (0.020)





R-squared 0.836 0.846 0.847 0.851 0.843 0.847 0.900
F-statistics (p-value) 82.91 (0) 92.90 (0) 91.15 (0) 105.1 (0) 95.43 (0) 106.0 (0) 52.37(0)
Under-identification test:
    rk LM statistics (p-value) 87.61 (0) 85.63 (0) 87.26 (0) 92.01 (0) 86.22 (0) 91.28 (0) 85.58(0)
Weak identification test:
   Kleibergen-Paap rk Wald F-statistics 92.17 88.62 89.65 95.68 88.34 94.74 52.37
Stock-Yogo weak ID test
    critical value: 10% maximal
    IV size= 16.38











Dependent variable of first stage














22Table 4.9 Two-Stage Least Squares (2SLS) Estimation without the Threshold Effect, 
Second Stage 
 
Notes: The dependent variable is the regional GDP per capita growth rate.  The asterisks indicate the p-value 
significance levels (*p<0.1; **p<0.05; ***p<0.01). Standard errors are shown in parentheses unless otherwise indicated. 
Numbers in parentheses for marginal effects are the z statistics. At the bottom of each column, the F-statistics (p-value), 
province and year fixed effects, heteroskedasticity robust, number of observations and joint R-squared are reported.  
 
The estimation results of the 2SLS estimator of the second stage are available in 
Table 4.9. We utilize different model specifications as the threshold model in columns 
(7)-(9) since the interactive terms are included to analyze the impact of corruption on 
private investment, government consumption and investment expenditures. In addition, 
the year-fixed effect and province-fixed effect are estimated in all specifications. From 
Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Regional GDP per capita growth rate
Corruption -0.656*** -0.297*** -0.322*** -0.434*** -0.331* -0.411** -0.492** -0.180** -0.260*** -0.144*
(0.099) (0.098) (0.098) (0.096) (0.197) (0.194) (0.184) (0.099) (0.079) (0.082)
Investment 0.414*** 0.086 0.094 0.101 0.117 0.1472 0.153 0.941***
-0.093 -0.115 -0.121 -0.119 -0.148 -0.124 -0.12 (0.122)
Govcons 0.82 -0.515*** -0.534*** -0.669*** -1.054*** -1.197*** -0.569*** -0.463*** -0.902*** -0.368***
(0.519) (0.047) (0.041) (0.0513) (0.381) (0.415) (0.0489) (0.049) (0.057) (0.049)
Govinvestment -2.472*** -2.151*** -2.211*** -2.317*** -2.184*** -2.221*** -0.917*** -2.356***
(0.746) (0.726) (0.707) (0.745) (0.718) (0.733) (0.098) (0.714)
Initial GDP per capita -0.005*** -0.004*** -0.006*** -0.003*** -0.005*** -0.005*** -0.003*** -0.010*** -0.043***
-0.001 (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.013)
FDI 0.026** 0.023* 0.007 0.018 0.023 0.017* -0.040 0.010 0.035**
(0.013) (0.013) (0.153) (0.156) (0.153) (0.103) (0.166) (0.153) (0.017)
Trade 0.061** 0.054** 0.082*** 0.08*** 0.073*** 0.016 0.019 0.085***
(0.028) (0.023) (0.028) (0.023) (0.028) (0.028) (0.029) (0.027)
Education 0.236 0.227 0.217 0.219 0.249 0.215 0.378 0.234
(0.313) (0.339) (0.308) (0.328) (0.310) (0.306) (0.306) (0.320)
Investment (t-1) 0.374** 0.387**
(0.187) (0.181)








Marginal effect of corruption -0.441*** -0.152* -0.256***
(4.282) (1.686) (3.219)
Marginal effect of investment 0.114
(0.800)
Marginal effect of govcons -0.524**
(2.697)




R-squared 0.836 0.846 0.847 0.851 0.843 0.847 0.847 0.849 0.849 0.873
F-statistics (p-value) 82.91 (0) 92.90 (0) 91.15 (0) 105.1 (0) 95.43 (0) 106.0 (0) 88.55 (0) 84.78 (0) 90.03 (0) 93.52 (0)
Province fixed effects yes yes yes yes yes yes yes yes yes yes
Year fixed effects yes yes yes yes yes yes yes yes yes yes
Heteroskedasticity-robust yes yes yes yes yes yes yes yes yes yes
Observations 228 228 228 228 228 228 228 228 228 228




the estimation results, corruption seems to hamper economic growth, and the coefficient 
estimates are statistically significant at the 1, 5 and 10 percent significance levels in all 
specifications. This finding confirms the studies by Mauro (1995) and Aidt et al. (2008). 
The economic effect of corruption in the baseline model in column (1) appears higher 
than that in the other models in columns (2) to (10). An increase of a 1-point corruption 
level reduces the regional GDP per capita growth rate by 0.656 percent in column (1), 
and the effects decrease following the inclusion of the other control variables, ranging 
from 0.49 to 0.14 percent in columns (2) to (10). 
Private investment has a positive effect on economic growth that is statistically 
significant at the 1 percent significance level only in columns (1) and (10) but is 
statistically insignificant in most specifications. This finding is consistent with the 
threshold model results. The consumption expenditure effect hinders economic growth, 
and the estimated coefficient is statistically significant in all specifications, except for the 
specification in column (1). Similarly, government investment expenditure has a growth-
deteriorating effect in all specifications. The magnitude of the control variables in the 
2SLS model is consistent with that in the threshold model. 
The main concern regarding the interaction term models in columns (7) to (9) is the 
calculation of the marginal effects of corruption. Brambor et al. (2006) suggest to modify 
the interpretation of the coefficient estimates of the constitutive variable in interaction 
models because the coefficient of the constitutive variable is the weighted average of the 
conditional marginal effect in the interaction model. The marginal effects of corruption 
are constructed by inserting the estimated coefficients of corruption and the estimated 
coefficients of the interaction variables times the mean, which is similar to the 
construction of the marginal effects of corruption in Chapter 3. The estimation results, in 
column (7), i.e., the marginal effect of corruption on economic growth that depends on 
private investment, show an adverse impact on growth that is statistically significant at 
the 1 percent level. Similarly, the impact of corruption on economic growth that is 
conditioned on government consumption expenditure has a growth-deteriorating effect 
and is statistically significant in column (8). Similarly, the effect of corruption on 
economic growth that depends on government investment expenditure exhibits a negative 
effect and is statistically significant at the 1-percent level in column (9). That is, an 
increase of 1 point of corruption will reduce the GDP per capita growth rate by 0.256 
percent as the government investment expenditure share of GDP increases by 1 percent. 




These results align with the finding by Dzumashev (2009). The impact of the interaction 
term between corruption and public spending supports economic growth, and the effect 
is found to be stronger in this conditional form. 
Brambor et al. (2006) emphasize an argument that logically, all interactions are 
symmetric. In the interaction model when two constitutive variables (X and Z) are 
interacted, one variable, Z, is typically positioned as the conditioning variable that 
modifies the impact of the other variable, X, on the dependent variable, Y. Symmetrically, 
X must then modify the effect of Z on Y. Based on this positing interaction, we calculate 
the marginal effects of investment, government consumption and investment 
expenditures in columns (7) to (9). The marginal effect of investment on the economic 
growth that depends on corruption reveals a positive effect but is statistically insignificant 
in column (7). In contrast, the marginal effect of government consumption expenditure 
conditioned on corruption in column (8) appears to hinder economic growth and is 
statistically significant at the 5 percent level. The marginal effect of government 
investment expenditure modified by the effect of corruption demonstrates a growth-
deteriorating effect and is statistically significant at the 1-percent level in column (8). 
Accordingly, an increase of 1 percent of the government expenditure share of GDP will 
reduce the GDP per capita growth rate by 1.37 percent as corruption increases by 1 point. 
Finally, in column (10), the impact of infrastructure investment has a positive effect 
on economic growth, which is consistent with our expectation that infrastructure 
investment contributes to economic development in developing countries. 
4.6 Robustness Test - Corruption Cases Under-reporting Issue 
Official corruption data usually employ the registered corruption incidence from 
the KPK, police or attorneys. However, many corruption cases are not captured in the 
data set because corruption is an unreported and hidden activity. The lack of 
administration in the data collection may result in an under-reporting issue. However, 
crime incidence reporting data in Indonesia provinces are unavailable. Therefore, to 
address the under-reporting problem, we follow Kato and Sato (2015) and measure the 
predicted true incidence of corruption. Kato and Sato adopt a similar method as that 
employed by Soares (2004). Soares (2004) advocates for an empirical study to measure 
the under-reporting of criminal cases using International Crime Victimization Surveys 
(ICVS), a comprehensive international survey of crime victims covering more than 




300,000 citizens in 78 countries from its inception up to the fifth round of the survey, 
which was conducted in 2004–2005 (United Nations Interregional Crime and Justice 
Research Institute n.d.). Kato and Sato (2015) applied the same dataset to account for a 
prediction of the reporting rate of corruption in an Indian state and obtained an estimation 
result as follows: 
𝑅𝑅𝑖𝑡 = 0.018745 + 0.00000229𝐺𝐷𝑃𝑝𝑒𝑟𝑐𝑎𝑝𝑖𝑡 + 0.0210076𝐷𝑖, 
                  (3.72)***                    (2.30)**                           (2.18)** 
 (4.6) 
Number of observations=75, R-squared=0.1403, F (2, 72) = 4.47 and p-value = 0.0147.  
The numbers in parentheses are the t-values, and *** and ** indicate the 1 percent and 5 
percent significance levels, respectively. RRit denotes the reporting rate of corruption in 
i country during period t, GDPpercapit  represents the GDP per capita, and Di  is a 
developing country dummy.  
We apply the regression results obtained by Kato and Sato (2015) in Equation (4.6) 
using provincial data in Indonesia in each year to calculate the predicted reporting rate 
(RRit), where we set Di to 1 for all provinces. We calculate the predicted true incidence 
of corruption by dividing the official incidence of corruption by the predicted reporting 
rate (RRit), as follows: 
Predicted true incidence of corruption it = official incidence of corruption𝑖𝑡                                                                                                            
predicted reporting rate (RRit), 
(4.7)
where i denotes provinces and t is year. The predicted true incidence of corruption is 
normalized by province population in millions and constructed by considering the 
average value over the current and previous periods to refrain from having a fluctuating 
number of corruption cases from year-to-year. The fluctuation condition is more likely to 
occur during presidential and local leader elections every 5 years or in a large-scale 
corruption scandal that causes more people to be arrested.  
According to the results of Equations (4.6) and (4.7), the mean of the predicted 
reporting rates of corruption across Indonesia provinces over the sample period is 
0.080024, and the mean of the predicted true incidence of corruption is 4.212522, 
indicating that the true incidence of corruption is, on average, approximately 8-fold that 
indicated by the officially reported case (the mean of corruption normalized by the 
population in millions is 0.51, see Table 4.1 descriptive statistics). Based on the 




calculation above, we suggest that the under-reporting issue is not significant in our study 
compared with the findings reported by Kato and Sato (2015) who found 25-fold in India 
states. Deciding whether the under-reporting result is significant is unclear since there is 
no clear justification in the literature. We decided to proceed to estimate the under-
reporting regression in the robustness check using the 2SLS estimator. In the estimation, 
the predicted true incidence of corruption is denoted as adjcorruption. 
We estimate the adjusted corruption data using the 2SLS estimator and use 
conviction as the instrumental variable similar to the previous 2SLS model specifications. 
The first stage estimation results are shown in Table 4.10, and Table 4.11 shows the 
second stage estimation results. From Table 4.10, we can confirm that the first stage 
estimation is reasonably performed.




23Table 4.10 Two-Stage Least Squares (2SLS) Estimation with Adjusted Corruption, First Stage 
 
Notes: The dependent variable is the regional GDP per capita growth rate.  The asterisks indicate the p-value significance levels (*p<0.1; **p<0.05; ***p<0.01). 
Standard errors are in parentheses. At the bottom of each column, the F-statistics (p-value), underidentification test (p-value), weak identification test, Stock-Yogo 
weak ID test critical value, number of observations and joint R-squared are reported. 
(1) (2) (3) (4) (5) (6) (7) (7) (8) (8) (9) (9) (10)







Conviction 0.398*** -0.444*** -0.439*** -0.402*** -0.432*** -0.398*** -0.779*** -0.842*** -0.232* -0.581*** -0.210* 0.938*** 0.389***







Investment 0.219*** 0.123 0.121 0.122 0.122 0.933*** 0.151 0.493*** 0.150 0.825 0.198*
(0.028) (0.105) (0.940) (0.940) (0.930) (0.219) (0.114) (0.149) (0.116) (0.920) (0.113)
Govcons -0.611*** -0.739 -0.685 -0.568*** -0.515*** -0.406*** -0.585*** -0.141*** -0.923** -0.284** -0.898*** -0.475 -0.793*
(0.134) (0.468) (0.428) (0.119) (0.119) (0.108) (0.137) (0.139) (0.452) (0.126) (0.189) (0.820) (0.459)
Govinvestment -0.316 -0.414 -0.574 -0.609*** -0.535 -0.905 -0.636*** -0.336** -0.261 -0.339 -0.398**
(0.510) (0.660) (0.950) (0.109) (0.900) (0.760) (0.105) (0.159) (0.420) (0.285) (0.187)
Initial GDP per capita 0.0123*** 0.0268*** 0.0282*** 0.0256*** 0.0273*** 0.0282*** 0.0505*** 0.0278*** 0.0658*** 0.0257*** 0.0221* 0.018**
(0.001) (0.003) (0.003) (0.002) (0.003) (0.003) (0.018) (0.003) (0.024) (0.002) (0.013) (0.010)
FDI 0.092 0.014 0.025 0.015 0.024 0.029 0.015 -0.03 0.06 -0.01 -0.029 0.037
(0.520) (0.080) (0.150) (0.090) (0.140) (0.170) (0.280) (0.180) (0.140) (0.060) (0.280) (0.158)
Trade 0.005 0.016 0.004 0.0154 0.007 0.221 0.007 0.019 0.008 0.005 0.013
(0.190) (0.700) (0.150) (0.670) (0.280) (0.340) (0.030) (0.340) (0.030) (0.360) (0.022)
Education 0.623*** 0.624*** 0.594** 0.603*** 0.663*** -0.132 0.641*** -0.159 0.591** -0.137 0.417**
(0.248) (0.244) (0.251) (0.246) (0.251) (0.657) (0.247) (0.654) (0.247) (0.229) (0.219)
Investment (t-1) 0.158 0.151
(0.128) (0.117)




R-squared 0.83 0.84 0.84 0.84 0.84 0.84 0.78 0.71 0.849 0.823
F-statistics (p-value) 82.61 (0) 92.28 (0) 90.52 (0) 105.1 (0) 94.31 (0) 104.5 (0) 51.55 (0) 50.54 (0) 75.63 (0) 77.59 (0)
Underidentification test:
    rk LM statistics (p-value) 21.00 (0) 19.98 (0) 20.08 (0) 17.51 (0) 19.36 (0) 17.05 (0) 10.670 (0) 14.281 (0) 13.67 (0) 22.54 (0)
Weak identification test:
   Kleibergen-Paap rk Wald F-statistics 18.71  (0) 17.55  (0) 17.44  (0) 19.12  (0) 16.79  (0) 14.71  (0) 20.276 (0) 31.780  (0) 25.812  (0) 20.00 (0)
Stock-Yogo weak ID test
   critical value: 10% maximal
   IV size= 16.38
Observations 228 228 228 228 228 228 228 228 228 228
Dependent variable of second stage
Regional GDP per capita growth rate




24Table 4.11 Two-Stage Least Squares (2SLS) Estimation with Adjusted Corruption, 
Second Stage 
 
Notes: The dependent variable is the regional GDP per capita growth rate.  The asterisks indicate the p-value 
significance levels (*p<0.1; **p<0.05; ***p<0.01). Standard errors are in parentheses unless otherwise indicated. 
Numbers in parentheses for marginal effects are z statistics. At the bottom of each column, the F-statistics (p-value), 
province and year fixed effects, heteroskedasticity robust, number of observations and joint R-squared are reported. 
 
The estimation results of the second stage in Table 4.11 revealed that adjusted 
corruption can be a threat to economic growth but is statistically significant in most 
specifications. Private investment is more likely to encourage economic growth, but the 
coefficients are statistically significant at the 1 percent level only in columns (1), (7) and 
(10). Government consumption expenditure has a harmful impact on economic growth at 
Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Regional GDP per capita growth rate
Adjcorruption -0.188*** -0.861*** -0.944*** -0.140 -0.978*** -0.134 -0.632*** -0.596 -1.938*** -0.199***
(0.028) (0.281) (0.285) (0.310) (0.286) (0.308) (0.181) (0.537) (0.138) (0.013)
Investment 0.365*** 0.067 0.074 0.081 0.331*** 0.103 0.171 0.396***
(0.104) (0.110) (0.107) (0.106) (0.109) (0.109) (0.183) (0.122)
Govcons -0.193*** -0.461 -0.477 -0.597 -1.009*** -1.147*** -0.196* -1.019* -1.183*** -0.627**
(0.054) (0.499) (0.488) (0.523) (0.385) (0.405) (0.105) (0.631) (0.137) (0.287)
Govinvestment -2.54*** -2.185*** -2.258*** -2.389*** -2.335*** -2.539*** -2.765*** -2.362***
(0.756) (0.732) (0.715) (0.758) (0.852) (0.792) (0.865) (0.713)
Initial GDP per capita -0.0051*** -0.0058*** -0.0087*** -0.0045*** -0.0076*** -0.0012*** -0.001*** -0.0024*** -0.004***
(0.0011) (0.0014) (0.0015) (0.0013) (0.0036) (0.0026) (0.0015) (0.0017) (0.001)
FDI -0.021 0.023 0.001 0.019 -0.003 -0.073 -0.035 0.101 0.038
(0.141) (0.157) (0.159) (0.158) (0.159) (0.392) (0.165) (0.226) (0.168)
Trade 0.007 0.008 0.009 0.011 0.015 0.017 0.029 0.012
(0.028) (0.023) (0.028) (0.023) (0.039) (0.029) (0.037) (0.027)
Education 0.270*** 0.283*** 0.251*** 0.270*** 0.506*** 0.186*** 0.812 0.231***
(0.033) (0.036) (0.032) (0.034) (0.079) (0.034) (0.069) (0.032)
Investment (t-1) 0.381* 0.394**
(0.197) (0.191)








Marginal effect of adjcorruption -0.398** -0.099*** -0.095***
(2.081) (3.112) (3.070)
Marginal effect of investment 0.123
(0.221)
Marginal effect of govcons -0.074*
(1.903)




R-squared 0.83 0.84 0.84 0.84 0.84 0.84 0.78 0.84 0.71 0.84
F-statistics (p-value) 82.61 (0) 92.28 (0) 90.52 (0) 105.1 (0) 94.31 (0) 104.5 (0) 51.55 (0) 75.63 (0) 50.54 (0) 93.47 (0)
Province fixed effects yes yes yes yes yes yes yes yes yes yes
Year fixed effects yes yes yes yes yes yes yes yes yes yes
Heteroskedasticity-robust yes yes yes yes yes yes yes yes yes yes
Observations 228 228 228 228 228 228 228 228 228 228




a statistically significant level of 1 and 10 percent in most specifications. In contrast, 
government investment expenditure is found to have a detrimental effect on economic 
growth in all specifications. Most control variables that directly affect economic growth 
have similar signs as the estimation results in Table 4.9. In summary, we find evidence 
of the significance adjusted corruption variable as our purpose to test for under-reporting 
corruption case levels in Indonesia’s province case. The robustness check might be weak 
in representing the under-reporting problem; however, the methodology provides 
awareness with regard to solving a similar problem in an empirical analysis. 
4.7 Conclusions 
This study suggested that measurement of the corruption threshold allows a better 
understanding of the effect of corruption on economic growth and takes into account the 
presence of different corruption regimes in Indonesia’s provinces. From the estimation 
results, the evidence that corruption hampers the economic development of low 
corruption provinces in Indonesia is convincing for provinces with a corruption level 
below the corruption threshold (1.765), and the effect appears more robust for high 
corruption provinces with a corruption level above the threshold. The findings of the 
interaction terms between corruption and private investment reveal statistical 
insignificance in the threshold model and the 2SLS estimation. However, corruption in 
government consumption and investment expenditures signs are found to be negative and 
statistically significant after controlling for the endogeneity problem using the 
instrumental variable. The results show that the harmful effect of corruption is stronger 
when including the interaction between corruption and components of government 
expenditure. 
The advantage of using the number of corruption cases as a measure is that 
corruption cases can measure both the level of corruption and the strength of law 
enforcement. The increasing number of corruption cases following the establishment of 
the KPK shows an interesting fact that law enforcement, which should be an instrument 
to eradicate corruption, does not work to prevent corruption from expanding. KPK could 
eliminate corruption through full support from the government (laws and justice officers). 
Reliable and competent judicial officers would speed up the legal process and increase 
certainty in law enforcement. Another issue is that the number of corruption cases 
suggests a severe problem of unreported cases. The number of reported corruption cases 




investigated by the KPK reflects some limitations, such as limited personnel, budget, and 
investigation technology, whereas unreported cases are unobserved in this study. Being 
restricted to using corruption cases as a measure must lead to cautious interpretations, 
particularly when it is used to create a corruption control policy or recommendation. A 
different corruption measure, such as a corruption survey, may complement and support 
this empirical finding for future research. In addition, this study serves as the first 
corruption study using corruption case data at the provincial level in Indonesia. 
This study demonstrates that the corruption threshold can function as an indicator 
so that governments can act when the corruption effect impedes the economy. The 
corruption threshold can be used as a tool to evaluate whether corruption has different 
effects. The corruption characteristics of Indonesia’s provinces might differ from those 
of other countries. Hence, we recommend considering data specific to provinces in other 
countries. This study has a limitation in the choice of the instrumental available. The 
conviction rate may suffer from the accounting relationship where the number of 
corruption cases as the denominator may correlate with the dependent variable. Therefore, 










Fiscal Decentralization and Corruption Relationship in Local 
Governments. Evidence from Indonesia5 
 
Abstract 
This study examines the effects of fiscal decentralization on corruption by analyzing 
whether the degree of fiscal decentralization facilitates or mitigates the number of 
corruption cases in Indonesia’s local governments. The study uses a panel data model 
and a system Generalized Method of Moments (GMM) estimator to assess the effect of 
fiscal decentralization on corruption in 26 provinces for the period from 2004 to 2015. 
The estimation results reveal that the degree of fiscal decentralization, for both 
expenditures and tax revenues, leads to a growing number of corruption cases in local 
governments. A lack of human capital capacity, low transparency and accountability, and 
a higher dependency on intergovernmental grants from the central government may 
worsen the adverse effects of corruption. Our results suggest that the size of a 
government’s economy and a higher level of education may reduce the incidence of 
corruption. Furthermore, this is the first study of corruption in Indonesia to use measures 
of corruption from the number of corruption cases investigated by the Indonesia 
Corruption Eradication Commission (KPK) as well as extensive, provincial-level 
government financial data. As a result of using these different datasets, this study 
advances existing empirical studies and makes policy recommendations for the local 
governments in Indonesia. 
 
5.1 Introduction 
Corruption in Indonesia has been severe since the era of former President Soeharto from 
1967 to 1998 (Vial and Hanoteau, 2010). In fact, Indonesia consistently scores poorly on the 
Corruption Perceptions Index (CPI), Transparency International’s annual ranking of countries’ 
level of corruption from zero (meaning very corrupt) to 100 (meaning corruption free). In the 
CPIs published between 1995 and 2003, Indonesia scored below 25, and the rankings have not 
improved significantly since 2003. The scores remain between 25 and 37, which is below the 
world average corruption index (Banuri and Eckel, 2015). These numbers show that Indonesia 
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has a serious corruption problem. Even though the government established the anti-corruption 
organization Komisi Pemberantasan Korupsi (KPK) in 2003, the corruption problem in 
Indonesia is improving more slowly than expected. 
Interestingly, the suspects in corruption cases tend to be regional government leaders such 
as governors, mayors, regents, and members of local parliaments. The increasing number of 
corruption cases in regional governments has generated a national discourse concerning why 
corruption continues to grow at a subnational level. To address this issue, this study relates the 
increasing number of corruption cases to the transition of Indonesia’s financial system from a 
fully centralized system to a decentralized system in 2001. Decentralization was the country’s 
first successful attempt at addressing the problem of korupsi, kolusi, and nepotisme (KKN), 
meaning corruption, collusion, and nepotism. Concerns about the efficient delivery of public 
services across provinces and citizens’ demands for more power in governmental and political 
affairs led to this structural change. Another motivation for the transition was to maintain 
national unity when the country was at risk of separatism or an ethnic conflict (Bahl and 
Wallace, 2005; Shah et al., 2004). Therefore, the effects of fiscal decentralization on corruption 
at a subnational level in Indonesia is worth considering. 
Fiscal decentralization is expected to mitigate corruption because of the increase in local 
accountability and authority. However, several unsettled challenges to decentralization have 
emerged that cannot be solved easily. Lack of a local apparatus to measure accountability and 
poor motivation among local government leaders are two major problems that hamper the 
decentralization process. In decentralization, much of the government apparatus is transferred 
to local governments. Intergovernmental grants from the central government, which are 
supposed to be spent on productive sectors such as education, health, infrastructure, and public 
goods, are instead used to pay salaries. The allocation of intergovernmental grants for salary 
expenditures typically accounts for more than 50% of the total revenue from intergovernmental 
grants. This misconception about the purpose of intergovernmental grants is thought to breed 
corruption in most local governments. Another problem that hinders the goals of 
decentralization is the lack of monitoring and auditing of institutions at the regional level. These 
limitations create an opportunity for government officials to exploit the government’s budget 
for private gains. 
The adverse effects of corruption on local government administrators may threaten the 
decentralization process. Corruption occurs in all tiers of government, from the provinces to the 
municipalities, but the media often publish stories about corrupt regional leaders caught red-




handed because of the operations of KPK. Indonesia established KPK in 2003, a fact which 
shows how serious the corruption problem had become. However, KPK’s performance as an 
independent institution created to eradicate corruption in Indonesia is suboptimal, and one 
reason is the lack of personnel to cover all corruption cases across the provinces. 
Unlike other studies about corruption in Indonesia, which have focused on particular 
corruption cases in infrastructure projects (Olken, 2007; 2009) or used survey corruption 
analyses (Kuncoro, 2002), this study uses different datasets from the provincial level that are 
rarely used in existing empirical studies. The datasets are the number of corruption cases 
investigated by KPK and the measures of fiscal decentralization by using the provincial budget 
realization dataset obtained from the Indonesia Ministry of Finance. We take advantage of the 
corruption data available from KPK and the financial realization data from the provincial level 
to examine the extent of corruption across provinces and to contribute to the existing work in 
corruption studies. 
In addition, the availability of extensive datasets allows this study to answer two research 
questions: 
1) Does the degree of fiscal decentralization facilitate an increasing number of corruption 
cases? 
2) Does financial independence from tax revenue encourage regional governments to be more 
responsible and accountable, thereby, mitigating corruption?  
Furthermore, this study performs an empirical analysis using 26 provinces for the period 
between 2004 and 2015 using a panel data analysis and system Generalized Method of 
Moments (GMM) estimator. From the estimation results, this study concludes two points:  
1) The degree of fiscal decentralization measured by total expenditure is revealed to promote 
the number of corruption cases, and 
2) An increase in the degree of tax revenue decentralization appears to facilitate an increase 
in corruption cases in local governments. 
Chapter 5 is organized into the four following sections: Section 5.2 describes the literature 
review, providing a range of existing research in a similar area; Section 5.3 explains the data 
and method used in the estimation; Sections 5.4 and 5.5 elaborate the empirical results and 








5.2 Literature Review 
Issues of decentralization have gained interest among many researchers; however, there 
is still some debate about the effects of fiscal decentralization on corruption. Tiebout (1956) 
conducted the first study that expressed a fundamental rationale of devolving powers of revenue 
collection and expenditure from central to local authorities. Prud’homme (1995) and Tanzi 
(1996) revealed that decentralization increases the motivation of officials to be in closer contact 
with citizens in the regions, promote better services, and empower local governments with a 
higher degree of discretion. On the other hand, a decentralized government system also leads 
to the weakening of monitoring, controls, and audits by central agencies, thereby creating 
opportunities for corruption. Using data from the United States (USA), Fisman and Gatti 
(2002b) found a positive relationship between corruption and a state’s spending derived from 
federal transfers. Conversely, Huther and Shah (1998) found that fiscal decentralization in 
government expenditure is negatively associated with corruption. Finally, Treisman (2000) 
provided evidence which showed that, by creating many levels of government, decentralization 
is likely to reduce accountability and further encourage corruption. 
Despite debates about the effects of fiscal decentralization on corruption, many prominent 
studies argue that decentralization is one solution for improving government structure and 
limiting the growth of corruption. Weingast (1995) and Arikan (2004) revealed that 
decentralization offers the potential for enhanced accountability, reduced corruption, and 
increased competition among local governments. Wildasin (1995) and Carbonara (1998) argued 
that the decentralized government is more likely to lower expected gains from corruption but 
has a higher probability of detection and punishment at the local level. Ahlin (2001) found that 
greater transparency in local government creates a limit for corruption and increases monitoring 
levels by the central government. Crook and Manor (2000) assessed the process of political 
decentralization in India, Bangladesh, Cote d’Ivoire, and Ghana, finding that decentralization 
leads to enhanced transparency and reduces the incidence of corruption. Taking Indonesia as a 
sample case, Kuncoro (2002) argued that administrative decentralization leads to lower 
corruption, as firms moved to areas with lower bribes. 
Considering tax revenue, De Mello (2000), using cross-country data, concluded that tax 
revenue decentralization is positively associated with improved government. Tax revenue is an 
appropriate allocation mechanism between central and local governments, and it stimulates 
local governments to empower tax officers, maintain good administration, and improve their 
services to citizens. Gurgur and Shah (2005) identified significant corruption drivers to isolate 




the effect of decentralization, including a lack of service orientation in the public sector, weak 
democratic institutions, and centralized decision-making. They concluded that decentralization 
supports greater accountability in the public sector and reduces corruption. 
These studies suggest that the mixed findings depend on the context, geographical setting, 
choice of measurements, method, and sample period. Some studies have tried to address these 
unsettled relations by introducing other channels to explain the effects of fiscal decentralization 
on corruption; for example, Enikolopov and Zhuravskaya (2007) included political institutions 
and political competition, arguing that political aspects affect corruption in a decentralized 
system (Albornoz and Cabrales, 2013). The choice of the measure of corruption directly affects 
empirical results. Most cross-country studies have used indices of the perception of corruption 
to define the levels of corruption. Yet, Fan et al. (2009) argued that the mixed findings of 
empirical studies are affected by the choice of the measures of corruption that mainly used the 
indices of the perception of corruption rather than objective measures.  
Since these objective measures are difficult to find across countries, they are more 
appropriate in a specific-country analysis. The prominent study by Fisman and Gatti (2002b), 
using data on convictions for corruption in the U.S., found that the proportion of a state’s 
expenditure from federal transfers had a positive relationship with corruption. Goel and Nelson 
(2011) used average federal public corruption convictions in the U.S. as the measure of 
corruption to argue that government decentralization does not necessarily reduce corruption 
and that it depends on the type of decentralization. In a recent study, Shon and Cho (2019) 
confirmed that corruption in U.S. state governments tended to increase in more decentralized 
structures. In this study, we examine the effects of fiscal decentralization in Indonesia at the 
provincial level and advance the existing empirical studies using an objective measure of 
corruption: the number of corruption cases investigated by KPK. To our knowledge, the number 
of corruption cases is the only available corruption data at the provincial level; therefore, this 
study serves the original contribution in examining the fiscal decentralization and corruption 











5.3 Data and Methodology 
5.3.1 Data Construction 
This study covers 266 out of 34 provinces in Indonesia from 2004 to 2015. We focused 
on 26 provinces because of limited data availability, particularly the corruption data from KPK. 
These provinces accounted for 65% of the total regional gross domestic product (regional GDP) 
and 80% of the total population in Indonesia for the sample period. 
In addition, we used audited financial reports to compute the data on fiscal 
decentralization available from the Indonesia Ministry of Finance because the financial data in 
an audited version are accountable, and the report cannot be edited after it is published. 
However, there were only 26 provinces that published full-disclosure financial reports from 
2004 to 2015, and only a few provinces released the audited reports after 2015. The remaining 
8 provinces are categorized as new provinces, which were established after regional autonomy 
was implemented, and according to the data collected by the Ministry of Finance, those 
provinces’ financial data are not complete. Therefore, this study focused on 26 provinces in 
Indonesia. 
In addition, both central and local governments applied a cash accounting system to create 
the financial reports and starting from 2016, central and local governments have changed from 
their cash accounting systems to accrual accounting systems. The problems arise in developing 
the new accrual accounting system at local governments such as educating accounting staff, 
training new programs, providing an integral connection between central and local governments, 
and others. To ensure the process of transition is running well in local governments, the central 
government has required local governments to report two types of financial reports, cash, and 
accrual accounting basis. The consequences are the local governments find difficulties to report 
the financial reports in a timely manner and the quality of the financial reports become less 
valid and reliable. These reasons limit our sample period to 2015 to ensure the reliability of the 
financial data. 
The dependent variable, the number of corruption cases, was obtained from the Indonesia 
Corruption Eradication Commission (KPK), beginning in the first year of its establishment in 
2003. This information constitutes the only available data at the provincial level. The corruption 
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data were constructed as the number of corruption cases investigated by KPK, normalized by 
province population in millions. The number of corruption cases represents the level of 
corruption in each province. KPK is a single, independent institution operating under State Law, 
and its jurisdiction covers all provinces. Therefore, corruption data collected by KPK may 
reflect an objective measure of institutional efficiency and accountability and reduces any 
biases occurring from the differences in political condition, demographics, human resources, or 
any variation across provinces. 
Moreover, many studies of corruption have used indices of the perception of corruption 
from Transparency International, the World Bank, and International Country Risk Guide, 
among others, as measures of corruption. They usually examine cross-country analyses or a 
specific region. On the other hand, a few studies of specific countries, such as the United States 
and India, use objective measures such as the number of corruption cases or the number of 
convictions for violations of federal corruption law. These measures of corruption suggest a 
general perception of corruption (Glaeser and Saks, 2006). To get a better analysis, the number 
of corruption cases was deflated by the province’s population in millions to account for the 
authority area and monitoring function by the citizens. We hypothesize that a larger population 
is more likely to be associated with a higher number of corruption cases compared with a 
smaller population. Despite mixed findings regarding the relationship between fiscal 
decentralization and debates regarding the choice of the measure of corruption, this study 
acknowledges that the number of corruption cases is the best-suited measure of corruption 
available at the provincial level. 
To examine the relationship between fiscal decentralization and corruption, two proxies 
were used for fiscal decentralization: expenditures and tax revenue. Most studies argued that 
measures of fiscal decentralization using the proportion of expenditures or revenue cannot fully 
capture the degree of fiscal decentralization (Devarajan et al., 1996). On the other hand, a recent 
study by Shon and Cho (2019) determined that an accounting approach could explain the 
relationship between fiscal decentralization and corruption in the United States at sublevels of 
government. Some studies applied a similar approach, such as Fisman and Gatti (2002b) and 
Goel and Nelson (2011). Following the latter approach, this study used two datasets as the 
proxies of fiscal decentralization. The first dataset was expenditure decentralization, which 
reflects the proportion of regional government expenditures to overall government expenditure 
(central and regional levels). This variable has been widely used as a core component to 
measure the degree of fiscal decentralization (Jin and Zou, 2002; Davoodi and Zou, 1998; 




Enikolopov and Zhuravskaya, 2007). That is, the greater the expenditure managed by a province, 
the higher the degree of fiscal decentralization of that province.  
The second dataset was tax revenue decentralization. The variable is constructed as the 
share of total regional tax revenue collected by the province itself over total government tax 
revenue (central and regional levels). According to Stegarescu (2005, 2009), Fiva (2006), and 
Adam et al. (2014), the tax revenue measure separates taxes that are set by local governments 
(the local governments determine the tax rate and the tax base) from those that are determined 
by the central government. This measure reflects the real tax-autonomy of local governments 
because it accounts for tax revenues that are determined by the local governments. The 
construction of these two components of fiscal decentralization is aimed at determining whether 
one component affected corruption more than the other component, because of the varying 
degrees of authority devolved to the provinces. The central government shares a greater extent 
on the expenditure side than the regional government. On the other hand, a central government 
may give limited authority to the regional government to collect revenue from taxes and natural 
resources. 
Differentiating the effects of fiscal decentralization from both the expenditure and 
revenue sides controls for a political decision regarding the degree of autonomy local 
governments practice on those sides. Central government moves a greater degree of expenditure 
to local governments to practice better discretion in managing their regions. A pressing issue, 
however, is whether local governments can set accountability levels high enough to mitigate 
corruption. Some studies emphasize that the lack of accountability in a decentralized 
government system may encourage corruption (Prud’homme, 1995; Bardhan and Mookherjee, 
2006). On the other hand, a limited degree of autonomy on the revenue side may be problematic 
for local governments because they cannot collect revenue from taxes and natural resources. 
This limited degree of autonomy creates a heavy dependency on intergovernmental grants from 
the central government to finance the local government’s fiscal capacity. These 
intergovernmental grants are determined and authorized by the central government. Therefore, 
the shares of intergovernmental grants on the revenue side cannot capture the degree of fiscal 
decentralization, and they are excluded as a measure on the revenue side (Wang and Hou, 2012). 
A similar view was proposed by Oates (1999).  
From a competitive point of view, in a decentralized system, citizens are more likely to 
monitor elected leaders in a way that causes them to be more responsive to their electorates 
(Anderson, 2010). Citizens may compare their province’s economic achievement with the 




affluence of their neighbor’s province, creating competition across jurisdictions. Accordingly, 
a higher demand to promote economic development by collecting revenues reduces the 
opportunity for bureaucrats to extract rent (Fisman and Gatti, 2002a). Regarding the mixed 
effects of fiscal decentralization described above, we examined the degree of fiscal 
decentralization on both the expenditure side and the tax revenue side. 
Moreover, this study focused on particular control variables that have been widely used 
to capture political, socioeconomic, and demographic conditions in existing studies of 
corruption and fiscal decentralization. First, we controlled for the size of government. This 
variable assessed the extent of government in the economy and was constructed by total 
government revenue as a share of regional gross domestic product. We expect that the bigger 
the size of government, the larger the government’s role in increasing economic growth, which 
will further mitigate corruption. In other words, if a government produces a limited number of 
public goods and services, the number of citizens demanding those goods exceeds their 
availability. Thus, people will be more likely to offer bribes to get the goods (Banerjee, 1997). 
In this context, corruption is more likely to occur if the public goods are limited, and it is 
reduced if public goods are abundantly available. In a similar argument, Alesina and Wacziarg 
(1998) noted that if the government exploited economies of scale in providing public goods, or 
if there was a low ratio of public goods and services available per capita, individuals may offer 
a bribe to get the goods. The data sources were the Indonesia Ministry of Finance for 
government revenue and Statistics Indonesia for regional GDP.  
Next, natural log regional GDP per capita (ln GDP per capita) was controlled for 
structural income differences across provinces (Seldadyo and De Haan, 2005). The most 
consistent results of the empirical studies have shown that lower corruption correlates with 
higher economic development (Treisman, 2000). A rich province typically possesses more 
revenue sources than tax revenue. These include natural resources like oil and mining and 
tourism. We take the natural log of per capita GDP because this form reduces the effect of 
outliers, and it allows residuals to be distributed approximately normally (among other reasons). 
The data source was Statistics Indonesia. 
In addition, we controlled for education levels because a province with a higher level of 
education is expected to have a better economy and better knowledge of corruption. Mean years 
of schooling (education), indicated investment in human capital. Education was defined as the 
average number of years of education received by people aged 25 years and older, and these 
data were taken from Statistics Indonesia. Finally, the productive age population, which 




included people between the ages of 15 and 64 years, was a variable that controlled for the 
productive human resources available in a province. It was measured as the total productive age 
population over the total population, and it was obtained from Statistics Indonesia. It is 
important to control for the size of the population to measure the economies of scale because, 
in some studies, there is contradictory evidence of whether the size of the population leads to 
increased or decreased levels of corruption. 
Besides demographic and economic variables, two socioeconomic indicators were 
considered: an ethnolinguistic fractionalization index (ethnolinguistic) and a political index. 
Lederman et al. (2005) found that a more heterogeneous society leads to increased corruption; 
therefore, “ethnolinguistic” controls for the heterogeneity of the population and for cultural 
aspects. Easterly and Levine (1997) noted that high ethnic fractionalization may raise the 
pressures for distribution between groups and lead to high demand for publicly provided goods 
that are targeted to specific groups (Alesina et al., 2003). In extreme circumstances, a high 
ethnic fractionalization may result in ethnic conflict, which can disrupt government 
performance (Fearon, 2003). The ethnolinguistic index was derived from Arifin et al. (2015), 
who constructed such an index for provinces in Indonesia. The index score ranged from zero to 
one. Another control variable was a political index or a control for the political stability of a 
province. The political index shows the level of political development in Indonesia. The index 
was constructed from four data sources (1) a review of local newspapers, (2) a review of 
government documents, (3) focus group discussions, and (4) in-depth interviews. The index 
ranged between 0 and 100, with a higher score indicating more political stability. It was be 
classified into three categories (1) good (index > 80), (2) mediocre (index between 60 and 80), 
and bad (index < 60). The data source was Statistics Indonesia. 
As a proxy for the economic openness to trade (openness), we controlled for the sum of 
exports and imports as a share of regional GDP. Trade restrictions create rents and a favorable 
environment for corrupt behavior, and Leite and Weidmann (1999) found that countries with 
fewer trade restrictions are more likely to have less corruption. Ades and di Tella (1995, 1997), 
Treisman (2002), Fisman and Gatti (2002a), and Arikan (2004), among others controlled for 
the degree of openness in the economy. They found that an increase in openness to trade was 
more likely to reduce the level of corruption. The data were obtained from Statistics Indonesia. 
Moreover, we included the inflow of foreign direct investment (FDI) since we expect that a 
larger degree of FDI is more likely to limit corruption. FDI data were obtained from the 




Indonesia Investment Coordinating Board (BKPM) and were constructed as a share of regional 
GDP. 
Table 5.1 shows the descriptive statistics of the variables. The data were tested to identify 
correlations between variables. Table 5.2 shows the result of the correlations. There were no 
severe multicollinearity problems, except that the variables of expenditures decentralization 
and tax revenue decentralization showed a high correlation coefficient of 0.86. However, in the 
estimation application, those variables were estimated separately; therefore, the 
multicollinearity would not be a problem in our estimations. 
25Table 5.1 Descriptive Statistics 
Variable Obs Mean 
Std. 
Dev. 
Min Max Data Description and Unit Measurement 
Corruption 312 0.41 0.87 0 6.36 
The number of corruption cases investigated 




312 0.53 0.65 0.01 3.72 
Total regional government expenditure over 
total government expenditure (central and 
regional levels) - (in %). 
Tax revenue 
decentralization 
312 0.09 0.29 0 2.55 
The share of total regional tax revenue 
collected by the province itself over total 
government tax revenue (central and regional 
levels) - (in %). 
Government size 225 2.15 2.27 0 12.14 
Total government revenue as a share of 
regional gross domestic product (in %). 
Ln GDP per 
capita 
293 9.86 0.96 2.75 12.19 




312 66.01 3.59 57.73 78.76 
Percentage of people between the ages of 15 
and 64 years in total population (in %). 
Education 312 8 0.96 6 11 
Mean years of schooling is the 
average number of years of education received 
by people aged 25 and older in their lifetime 
(years). 
Ethnolinguistic 300 0.62 0.27 0.04 0.95 
An index to measure the probability that two 
randomly selected individuals in a region are 
not of the same ethnic group (range 0 to 1). 
Openness 312 21.14 16.93 0.21 39.50 
The sum of exports and imports as a share of 
regional GDP (in %). 
Political index 283 54.91 15.76 22 98.81 
A control for the political stability of a 
province (range 0 to 100). 
FDI 312 2.24 3.27 0 23.57 
Foreign Investment Realization as a share of 
regional GDP (in %). 
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Corruption  1.00                     
Expenditure 
decentralization 
-0.07 1.00                   
Tax revenue 
decentralization 
-0.09 0.86 1.00                 
Government 
size 
0.25 -0.03 -0.17 1.00               
Ln GDP per 
capita 
0.27 0.40 0.39 -0.15 1.00             
Education 0.26 -0.16 -0.06 -0.05 0.40 1.00           
Ethnolinguistic -0.24 0.01 0.09 -0.30 -0.22 -0.34 1.00         
Political index -0.09 0.07 0.07 0.16 -0.14 -0.22 -0.06 1.00       
Productive age 
population 
0.12 0.44 0.42 0.02 0.51 0.19 -0.29 -0.10 1.00     
Openness 0.27 -0.08 -0.04 0.18 0.13 0.03 -0.26 -0.14 0.38 1.00   
FDI 0.02 -0.08 -0.11 -0.12 0.21 0.22 -0.29 -0.07 0.21 0.04 1.00 
5.3.2 Baseline Model  
We conducted an empirical analysis to test the relationship between the degree of fiscal 
decentralization and corruption. A set of panel data was estimated by following a general 
baseline estimation: 
𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 = 𝛽1 + 𝛽2𝐹𝑖𝑠𝑐𝑎𝑙𝑑𝑒𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽3𝑥𝑖𝑡 + 𝛼𝑡 + 𝜇𝑖 + 𝑒𝑖𝑡, (5.1) 
 
where corruption denotes the number of corruption cases normalized by population in millions; 
fiscal decentralization, the main explanatory variable, is represented by two proxies, the 
measures of expenditures decentralization and tax revenue decentralization; and xit is a set of 
control variables that directly affect corruption. The subscripts denote province i at time t. αt 
and μi are termed as year dummies, or time-fixed effects and province-fixed effects, to account 
for common shocks affecting all provinces in all sample periods, and eit is the error term. 
In this study, the estimation strategy included two models. First, we used a well-known 
panel data model and allowed for specific, time-invariant characteristics to be exploited. A 
random effects model for panel data was preferable over a fixed effects model because the fixed 
effects model was more likely to omit time-invariant variables, such as political index and 
ethnolinguistic fractionalization index. Those two variables have been found to be correlated 




with corruption (Mauro, 1995; Ugur, 2014). Another way to choose the best model for our 
specification is by employing a Hausman test to all model specifications. We tested our 
specifications to select between a fixed effects model and a random effects model. The 
coefficients result of the Hausman test for the baseline model in Column 1 showed that the p-
value was 0.09 (higher than 0.05, the significance level), and the rest specifications disclosed 
the coefficients higher than the significance level as well. The coefficients showed that the null 
hypothesis of the random effects model was the preferred model. Therefore, the random effects 
model was used in our estimation strategy. Moreover, the random effects model may be subject 
to a variety of biases if there is a causality direction causality assumed in the model or the 
omitted variable bias. 
In the second model, we acknowledged that the random effects model does not consider 
the dynamic panel data regression, as the incidence of corruption in the past year is most likely 
correlated with corruption in the current year. Introducing one-year lagged corruption as an 
independent variable correlates with the error term, and this may create an endogeneity issue. 
In addition, the causality relationship between fiscal decentralization and corruption may pose 
an endogeneity problem because an increase in the degree of fiscal decentralization may affect 
corruption and vice versa. To overcome these issues, Arellano and Bover (1995) and Blundell 
and Bond (1998) provided a system GMM panel data estimator. System GMM allows the lags 
in the endogenous variables to serve as instrumental variables. Therefore, in the second 
estimation model, a system GMM estimator was applied by following the baseline model: 
𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡 = 𝛽1 + 𝛽2𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑖𝑡−1 + 𝛽3𝐹𝑖𝑠𝑐𝑎𝑙𝑑𝑒𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖𝑡 +
𝛽3𝑥𝑖𝑡 + 𝛼𝑡 + 𝜇𝑖 + 𝑒𝑖𝑡,  
(5.2) 
where corruption, fiscal decentralization, xit, αt, μi, and eit are the same as in Equation (5.1), and 
corruption(it-1) denotes one-year lagged corruption. The system GMM estimator uses 
instruments in levels, as well as first differences, to improve efficiency. The estimator 
efficiently uses previous realizations of the regressors as the instrument variables for the current 
values in the first differences and the lagged differences for the regression levels. The limitation 
of the system GMM estimator is that operating this model is complicated, and beginners may 
generate invalid estimates. The estimator easily generates numerous instruments, but a large 
instrument will overfit endogenous variables and weaken the Hansen test of the instrument’s 
validity (Roodman, 2006). To get a suitable number of instruments, we set the instruments to 
the minimum number: two-year lagged for first-difference specifications and one-year lagged 




for regression levels. One-year lagged corruption and fiscal decentralization were treated as 
endogenous variables. 
The panel data analysis and system GMM model are favorable for a country that has 
limited corruption data at the subnational level. The advantage of using a panel data analysis is 
that it can capture the change in provinces over time, and a system GMM estimator is an 
efficient method for a large number of observations and short period samples. In addition, 
because the system GMM estimator accounts for dynamics in a model, we used it to solve the 
endogeneity issue resulting from causality between corruption and fiscal decentralization. 
5.4 Estimation Results and Discussion 
The estimation results for the random effects model are displayed in Table 5.3, and the 
results from the system GMM model are in Table 5.4. The model specifications in columns (1) 
to (10) of Tables 5.3 and 5.4 are similar. The two proxies of fiscal decentralization, which 
served as the main independent variables, are divided into columns (1) through (5), using 
expenditure decentralization, and columns (6) through (10) capture tax revenue decentralization. 
In more detail for the control variables, we included government size, ln regional GDP per 
capita, and education as the baseline specification in columns (1) through (10). Ethnolinguistic 
was added to the baseline specification in columns (1) and (6). We introduced political stability 
indices to the baseline specification in columns (2) and (7). We change political indices with 
the productive age population in the baseline specification in columns (3) and (8). In columns 
(4) and (9), we added openness to the baseline specification. Last, openness and FDI are 
included in the baseline model in columns (5) and (10). 
5.4.1 Random Effects Model - Discussion 
From the results of the random effects model in Table 5.3, the degree of fiscal 
decentralization represented by expenditures decentralization was shown to facilitate an 
increase of corruption cases in columns (1), (3), (4), and (5). A higher degree of authority in the 
fiscal sector from the central government to local governments appeared to increase the 
incidence of corruption, and the result was statistically significant at the 1 percent and 10 
percent significance levels. On an economic scale, a one percent greater degree of expenditure 
shares of local governments was more likely to increase the incidence of corruption between 
0.48 and 0.81 points, corresponding to population size. The findings confirmed the hypothesis 
that a higher degree of expenditure authority is likely to facilitate an increase in corruption cases. 
Our estimation results confirmed the findings of Treisman (2000) and Alfano et al. (2019). 




27Table 5.3 Random Effects Model 
 
Notes: The dependent variable is the number of corruption cases normalized by total population in millions. All regressions 
include year and province dummies (results not reported). The variables for fiscal decentralization are expenditures 
decentralization and tax revenue decentralization. Hausman test confirms the decision to use a random effects model. The 
asterisks represent the p-value significance levels (*p < 0.1; **p < 0.05; ***p < 0.01). Standard errors in parentheses are based 
on robust-consistent standard errors. 
 
Similarly, if we use tax revenue collected by the province as a proxy for fiscal 
decentralization, the results in columns (5), (7), (8), (9), and (10) revealed the positive effect of 
tax revenue decentralization on corruption, and these were statistically significant. The results 
confirmed the findings of Shon and Cho (2019), who found a positive and statistically 
significant relationship between revenue decentralization and corruption conviction in U.S. 
local governments. One possible reason for the discrepancy is that the capacity of local 
governments in Indonesia to collect tax revenue remains low because of the lack of capable 
Dependent Variable: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Corruption
Expenditure decentralization 0.481* 0.189 0.811*** 0.550*** 0.563***
(0.291) (0.154) (0.157) (0.098) (0.098)
Tax revenue decentralization 0.721** 0.14 0.701*** 0.233*** 0.237***
(0.310) (0.239) (0.242) (0.064) (0.065)
Government size
-0.129* -0.139** -0.092 -0.053* -0.052* -0.110* -0.139** -0.089 -0.050* -0.124**
(0.062) (0.066) (0.061) (0.028) (0.028) (0.061) (0.066) (0.061) (0.028) (0.056)
ln GDP per capita
0.062 -0.097** -0.058 -0.123** -0.125** -0.061 -0.080* -0.060 -0.121** -0.154**
(0.077) (0.047) (0.074) (0.057) (0.057) (0.077) (0.047) (0.074) (0.056) (0.077)
Education -0.016 -0.133*** 0.012 -0.146* -0.150* 0.010 -0.136*** 0.011 -0.150** -0.003*
(0.411) (0.039) (0.388) (0.077) (0.078) (0.411) (0.039) (0.389) (0.076) (0.002)
Ethnolinguistic 0.205 -0.081
(1.975) (1.354)
Political index -0.003*** -0.0028***
(0.0003) (0.0003)
Productive age population 0.039 0.041
(0.028) (0.028)
Openness
-0.003* -0.003* -0.003* -0.003*
(0.002) (0.002) (0.002) (0.002)
FDI -0.0008* -0.0008*
(0.0005) (0.0005)
Year fixed effects yes yes yes yes yes yes yes yes yes yes
Province fixed effects yes yes yes yes yes yes yes yes yes yes
R-squared 0.465 0.488 0.473 0.192 0.193 0.465 0.488 0.473 0.468 0.491
No. Observations 213 201 224 224 224 213 201 224 224 224




human resources, limited discretion from central government on revenue collection, and a 
higher dependency on intergovernmental grants as their revenue sources. 
Regarding the effects of government size, economic scale, and education on corruption, 
a greater portion of total government revenue relative to regional GDP is expected to reduce 
corruption in most specifications. This hypothesis particularly applies to developing countries, 
where the government’s dominant role is to provide basic services in the development process 
such as education, health, infrastructure, military, protection of human rights, and housing 
(Mauro, 1998). A larger level of public goods available for the citizens may lower bribe-taking 
and corrupt practices. This finding is supported by Banerjee, 1997; Alesina and Wacziarg, 1998, 
and Larraín and Tavares, 2004. In evidence from transition economies, Goel and Budak (2006) 
identified a robust finding that a bigger government size led to lower corruption. They argued 
that there is against a consensus that a larger government might contribute to corruption because 
of a greater bureaucratic corruption. In the initial transition years, a larger government size may 
strengthen the governance institutions, leading to lower corruption. Lambsdorff and Teksoz 
(2004) and Goel and Budak (2006) provided several reasons why corruption might be lower in 
some conditions. Corruption might be lower because the potential bribe givers cannot identify 
the right government channels to offer bribes. Moreover, making a corrupt deal needs a certain 
expertise and code of conduct; therefore, bribe givers may need some time to develop the 
expertise needed for doing corrupt practices. Regarding our data sample period from 2004 to 
2015, we captured the initial years of fiscal decentralization beginning in 2004. We might 
consider that the arguments above can be applied to the condition of Indonesia’s provinces and 
justify the results that gave a negative estimation of the effect of the size of government on 
corruption. 
The economies of scale represent the wealth of the provinces denoted by regional GDP 
per capita. We expected that a rich province would tend to maintain efficient governance and 
be less corrupt. In contrast, a poor province is more likely to suffer from a high incidence of 
corruption, which might hinder its regional development. From the estimation results, ln GDP 
per capita showed a negative effect on corruption in most specifications, and it was statistically 
significant at 5 percent and 10 percent. These results support the findings of Arikan (2004) and 
Fisman and Gatti (2002a). 
Many studies controlled for human resource development because a province with a 
higher level of education typically manages itself more efficiently and practices good 
governance and accountability compared with a province with a lower level of education. From 




the estimation results, education appeared to reduce the incidence of corruption, and the results 
were statistically significant in most specifications. Although the findings were not robust, they 
agree with the hypothesis that provinces with higher levels of education are less likely to engage 
in corrupt practices because they understand the consequences and risks. 
Introducing socioeconomic indicators to control for corruption, the ethnolinguistic 
fractionalization index attempted to answer whether a province with a heterogeneous 
population, reflected by a higher index, may discourage corruption, while a homogeneous 
province encourages corruption. Mauro (1995) argued that, in cross-country analyses, a country 
with a heterogeneous population was found to have less corruption. From the estimation results, 
ethnolinguistic variables were statistically insignificant in all specifications. Another 
socioeconomic indicator that we used was political stability, to control for the varying degrees 
of stability across provinces. Political stability was found to limit the incidence of corruption in 
columns (2) and (7), and the coefficients were statistically significant at 1 percent. Moreover, a 
demographic indicator was represented by the productive age population (those between the 
ages of 15 and 64 years), yet the results in columns (3) and (8) were not statistically significant. 
Focusing on the degree of openness, the results for trade revealed a negative effect on 
corruption, and it was statistically significant at 10 percent in all specifications. The results 
support the findings of Fisman and Gatti (2002a), Torrez (2002), and Arikan (2004). Another 
openness variable, FDI seemed to limit corruption and was statistically significant at 10 percent. 
However, the coefficient estimates were relatively small numbers in columns (5) and (10). This 
estimation result agrees with the findings of Ades and Di Tella (1997) and Larraín and Tavares 
(2004). Foreign direct investment may reduce corruption because high intention from 
international foreign investors are more likely to exit a market if corrupt practices are found. 
Kimberley (1997) argued that foreign investments alter a local official’s behavior because of 
the importance of foreign investments for local development. 
5.4.2 System Generalized Method of Moments (GMM) Model—Discussion 
We now turn to the estimation results of the second model, dealing with the dynamic 
effects of corruption by using the system GMM model. Corruption in the prior year is believed 
to influence the current incidence of corruption. Bureaucrats learn the circumstances of 
corruption over time, but a slow judiciary process and a low number of corruption convictions 
are two indicators of low quality in a judicial institution. In contrast, a higher number of 
corruption cases may strongly discourage bureaucrats from getting involved in corrupt practices 




because of effective anti-corruption efforts. In the empirical analysis, a dynamic effect can be 
a threat and a severe endogeneity problem if the lagged value of the dependent variable is placed 
as the independent variable. We used a system GMM model to solve this issue by following 
Equation (5.2). The estimation results of the system GMM model are displayed in Table 5.4. 
The model specifications are similar to the one used in the random effects model, and we added 
one-year lagged corruption (corruption t-1) in all specifications. 
28Table 5.4 System Generalized Method of Moments (GMM) Model 
 
Notes: The dependent variable is the number of corruption cases normalized by the total population in millions. All regressions include year 
and province dummies (results not reported). The variables for fiscal decentralization are expenditures decentralization and tax revenue 
decentralization, and they are treated as endogenous. They are instrumented with lags of exogenous regressors. The asterisks represent the p-
value significance levels (*p < 0.1; **p < 0.05; ***p < 0.01). Standard errors in parentheses are based on robust-consistent standard errors 
Before discussing the results, it is essential to check the validity of the instruments and 
the absence of serial correlation of second-order in the first-differences error term. We checked 
Dependent Variable: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Corruption
Corruption (t-1) 0.390*** 0.418*** 0.349*** 0.513*** 0.538*** 0.390*** 0.447*** 0.400*** 0.177*** 0.184***
(0.097) (0.102) (0.096) (0.087) (0.091) (0.101) (0.107) (0.104) (0.053) (0.051)
Expenditure decentralization
0.143*** 0.155*** 0.143*** 0.482** 0.544***
(0.038) (0.039) (0.038) (0.189) (0.201)
Tax revenue decentralization 0.809* -0.4337 0.775 0.162*** 0.197***
(0.473) (0.494) (0.692) (0.044) (0.051)
Government size -0.59*** -0.32*** -0.57*** -0.399*** -0.423*** -0.38*** -0.09 -0.49*** -0.120*** -0.140***
(0.064) (0.074) (0.065) (0.102) (0.107) (0.065) (0.075) (0.065) (0.033) (0.035)
ln GDP per capita -0.079 -0.084 -0.075 -0.058 -0.112 -0.095 -0.088 0.099 0.076 0.083
(0.072) (0.077) (0.072) (0.236) (0.229) (0.074) (0.078) (0.076) (0.074) (0.075)
Education -0.069 -0.061 0.051 0.378 0.460 -0.166*** -0.05 -0.156*** -0.260** -0.276**




Political index -0.010** -0.010**
(0.004) (0.005)
Productive age population 0.232*** 0.229***
(0.034) (0.053)
Openness -0.088*** -0.091*** -0.005* -0.005**
(0.006) (0.006) (0.003) -0.002
FDI -0.41*** -0.24***
(0.031) (0.020)
Year fixed effects yes yes yes yes yes yes yes yes yes yes
Province fixed effects yes yes yes yes yes yes yes yes yes yes
Overidentifying test 0.129 0.051 0.066 0.150 0.090 0.229 0.248 0.05 0.182 0.011
AR (1) p-value 0.004 0.002 0.002 0.004 0.004 0.001 0.000 0.001 0.002 0.002
AR (2) p-value 0.211 0.288 0.270 0.175 0.314 0.260 0.280 0.224 0.351 0.382
Chi-squared (p-value) 336.7 (0) 207.5 (0) 341.2 (0) 102.7 (0) 104.4 (0) 322.9 (0) 319.6 (0) 324.8 (0) 267.39 264.63
No. Observations 213 201 224 224 224 213 201 224 224 224




the validity of the instruments using the Hansen test for overidentifying restrictions. All 
coefficients of the p-value (Hansen or Sargan tests) in columns (1) to (10) indicate high values. 
Therefore, we cannot reject the null hypothesis that the instruments are valid. Another test was 
for second-order autocorrelation in the first-differences error term, and all coefficients of the p-
value (AR-2) showed high values. These findings indicate that we cannot reject the null 
hypothesis of the absence of second-order serial correlation in the first-differences error. The 
test results support the consistency of the system GMM estimator in our model. 
From the estimation results in Table 5.4, the effect of the one-year lagged corruption 
appeared positive and was statistically significant at 1 percent in all columns. The corruption 
cases in the previous year were more likely to facilitate corruption cases in the following year. 
After controlling for the dynamic of corruption, the effect of the degree of expenditures 
decentralization is more likely to increase corruption in columns (1) to (5). The coefficient 
significance was improved compared to the random effects model. Similarly, tax revenue 
decentralization showed a corruption-increasing impact in columns (6), (9), and (10) while 
losing significance in columns (7) and (8) compared to the random effects model. 
Regarding the size of the government, the results were hold with the random effects model, 
and they were statistically significant in most specifications. The findings confirm the 
arguments of Prud’homme (1995) and Goel and Nelson (2011) that the incidence of corruption 
is more likely to grow in a decentralized government system. In contrast, ln GDP per capita 
coefficients lost significance and were statistically insignificant in all specifications. Educations 
appear to reduce the incidence of corruption only in columns (6), (8), (9), and (10), with 
statistical significance at 1 percent and 5 percent. Similar to the random effects model, 
ethnolinguistic was not statistically significant in any specification, and the political stability 
index shows a corruption-reducing effect in columns (2) and (7). The openness and FDI 
variables were found to reduce corruption and were statistically significant in all specifications. 
The effect of FDI on corruption appears more robust in the GMM model that in the random 
effects model, as shown by larger coefficient estimates in columns (5) and (10). In contrast to 
the random effects model, the productive age population coefficients revealed a positive effect 
on corruption. The coefficients were statistically significant at 1 percent in columns (3) and (8). 
The probability of an increase in corruption in the productive age population was based on the 
data that the largest demographic in Indonesia comprised people between 15 and 64 years of 
age; therefore, people in the productive age range were more likely to engage in production and 
economic activities. 




5.5 Robustness Test 
For this section, we checked whether our main estimation results remained consistent 
with the other variable for fiscal decentralization. An alternative estimation strategy uses the 
percentage change to measure the degree of fiscal decentralization. This functional form is 
intended to analyze how much the percentage change of the degree of fiscal decentralization, 
on both expenditure and revenue sides, affected corruption, rather than measuring the fiscal 
decentralization in level units. For a robustness check, we estimated the degree of fiscal 
decentralization measured in the percentage change using a system GMM estimator. 
Understanding the impact of a percentage increase or decrease in the degree of fiscal 
decentralization on corruption can help us provide better analyses for local governments when 
allocating budgets. To differentiate the unit of measurement for fiscal decentralization used in 
the percentage change and in level units used in the previous system GMM model, the 
expenditures decentralization was abbreviated as expenditure dec growth rate, and tax revenue 
decentralization was abbreviated as tax revenue dec growth rate. Corruption and the control 
variables are the same as in the previous system GMM model. The baseline equation and model 
estimations are the same as the ones used in the previous discussion of system GMM 




















29Table 5.5 The System Generalized Method of Moments (GMM) Model. (Fiscal 
Decentralization Measured as Percentage Change) 
 
Notes: The dependent variable is the number of corruption cases normalized by the total population in millions. All regressions include year 
and province dummies (results not reported). The variables for fiscal decentralization are the percentage change of expenditure 
decentralization and tax revenue decentralization, and they are treated as endogenous. They are instrumented with lags of exogenous 
regressors. The asterisks represent the p-value significance levels (*p < 0.1; **p < 0.05; ***p < 0.01). Standard errors in parentheses are based 
on robust-consistent standard errors. 
 
In Table 5.5, the main estimation results still hold. The one-year lagged corruption lead 
to an increase in current corruption, and it was statistically significant at 1 percent in all 
specifications. The magnitudes of expenditure decentralization and tax revenue decentralization 
were consistent with our previous findings. However, most specifications of tax revenue 
expenditure lost significance in columns (7) and (8). The decentralization of expenditures was 
found to increase corruption, and it was statistically significant in most specifications. An 
Dependent Variable: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Corruption
Corruption (t-1) 0.392*** 0.438*** 0.337*** -0.073 0.105* 0.415*** 0.457*** 0.361*** 0.145*** -0.034
(0.099) (0.105) (0.096) (0.053) (0.060) (0.104) (0.110) (0.100) (0.053) (0.053)
Expenditure dec growth rate 0.265** 0.252* 0.268** 0.223 0.542***
(0.137) (0.141) (0.136) (0.184) (0.137)
Tax revenue dec growth rate 0.091* 0.051 0.067 0.136* 0.067***
(0.057) (0.059) (0.056) (0.075) (0.017)
Government size -0.592*** -0.259*** -0.621*** -0.051*** -0.045* -0.555*** -0.191** -0.572*** -0.014 0.036
(0.063) (0.073) (0.064) (0.014) (0.023) (0.064) (0.074) (0.064) (0.031) (0.025)
ln GDP per capita
0.086 0.090 0.084 0.353** 0.380*** 0.078 0.080 0.074 0.078 0.350***
(0.072) (0.078) (0.071) (0.141) (0.131) (0.072) (0.078) (0.071) (0.137) (0.134)
Education -0.106** -0.001 -0.076 -0.52*** -0.56*** -0.187*** -0.063 -0.167*** 0.066 -0.114**
(0.049) (0.051) (0.048) (0.059) (0.074) (0.049) (0.052) (0.048) (0.088) (0.053)
Ethnolinguistic -0.141 -0.065
(0.428) (0.416)
Political index -0.011** -0.010**
(0.004) (0.004)
Productive age population 0.021 0.024
(0.034) (0.034)
Openness -0.001 -0.001 -0.010** -0.001
(0.002) (0.002) (0.004) (0.003)
FDI -0.09*** -0.048*
(0.015) (0.027)
Year fixed effects yes yes yes yes yes yes yes yes yes yes
Province fixed effects yes yes yes yes yes yes yes yes yes yes
Overidentifying test 0.196 0.119 0.066 0.07 0.07 0.229 0.058 0.11 0.087 0.121
AR (1) p-value 0.001 0.002 0.002 0.001 0.003 0.003 0.003 0.001 0.002 0.002
AR (2) p-value 0.186 0.279 0.250 0.188 0.189 0.222 0.264 0.293 0.226 0.227
Chi-squared (p-value) 211.7 (0) 327.5 (0) 343.4 (0) 338.5(0) 225.3 (0) 333.9 (0) 204.0 (0) 212.9 (0) 130.7 (0) 150,3 (0)
Observations 213 201 224 224 224 213 201 224 224 224




increase in the degree of tax revenue decentralization led to an increase in the number of 
corruption cases in most specifications At the economic scale, an increase of one percent in the 
degree of expenditures decentralization ratifies the number of corruption cases (from 0.25 up 
to 0.54), and the economic scale was lower on tax revenue decentralization (from 0.06 up to 
0.13). This finding of consistency between the estimation results, using a percentage change 
form in the robustness check section, and the main results influence our conclusion of these 
findings. 
5.6 Conclusions 
Prior studies have yielded mixed findings on the relationship between fiscal 
decentralization and corruption. The crucial difference in these studies is the choice of the 
measures of corruption such as the Corruption Perception Index and objective measures (such 
as the number of corruption cases and the number of corruption convictions). Using a specific-
country study in Indonesia, this analysis used unique corruption data: the number of corruption 
cases investigated by KPK and extensive financial data from provinces in Indonesia, obtained 
from the Indonesia Ministry of Finance. Using those corruption and financial data, this study is 
contributing an original analysis of the effect fiscal decentralization on corruption in Indonesia 
at the provincial level. 
The findings confirm the argument that the incidence of corruption is more likely to grow 
in a decentralized government system (Prud’homme, 1995; Goel and Nelson, 2011). A higher 
degree of expenditures decentralization had a positive and statistically significant effect on 
corruption. Based on data from KPK, the number of corruption cases at the provincial level 
rose over the sample period of 2004 to 2015. Similarly, tax revenue decentralization was found 
to increase the number of corruption cases in local governments. This finding supports the 
hypothesis that a higher degree of tax revenue decentralization may induce bureaucrats from 
extracting rent and getting involved in corrupt practices. The empirical findings of our study 
suggest that the degree of decentralization of both expenditure and tax revenue decentralization 
lead to an increase in corruption; however, the tax revenue decentralization coefficients lost 
significant power in a system GMM model. 
There are three ways to improve the corruption problem in local governments. The first 
opportunity to decrease corruption is to improve the capacity of central government to monitor 
and audit regional governments (Prud’homme, 1995). The second opportunity to decrease 
corruption is by increasing political contestability and encouraging local leaders from outside 




the province to take part in the local leaders’ elections. Finally, the third opportunity to decrease 
corruption is to increase the levels of transparency and accountability in local governments. 
The motivation for fiscal autonomy is to shift governing control to a particular region and to 
bring the government closer to the people when providing basic services. However, the central 
government needs to ensure that the level of accountability in local governments meets a 
significant standard. 
Despite the empirical evidence confirming that fiscal decentralization promotes the 
incidence of corruption, implementing fiscal decentralization has been successful in solving 
ethnic or regional conflicts in several provinces in Indonesia such as Nanggroe Aceh 
Darussalam, Papua, and Central Sulawesi. A prominent study by Tiebout (1956) showed how 
fiscal decentralization brought improvements in public services and the procurement of goods. 
Moreover, decentralization shifts not only financial resources from central to local governments 
but also political and institutional arrangements (Shon and Cho, 2019). However, this study 
focused exclusively on the financial aspects of decentralization, not other influential aspects 
such as politics. Limited data availability impeded this study from examining all 34 provinces 
and from extending the sample period to a more recent year. For further research, it will be 
important to elaborate on other, broader issues such as political and institutional efficiency. In 
conclusion, this study not only enriches corruption studies in Indonesia, but it also provides an 
empirical basis for policy recommendations. Local governments should take serious actions to 
improve accountability and eradicate corruption after receiving greater autonomy to manage 
their regions through decentralization. 
 





Fiscal Decentralization and Government Expenditure Efficiency in 
Indonesia: A Malmquist Productivity Index7 
 
Abstract 
This study examines regional government performance in Indonesia’s provinces 
after the implementation of fiscal decentralization in 2001 using a two-stage 
approach. First, extensive input and output data are utilized to measure government 
productivity and efficiency indices using a Malmquist productivity index (MPI) for 
four significant government expenditures for the 2004-2015 period: infrastructure, 
education, health and social protection. Second, the relationship between the 
degree of fiscal decentralization and the first-stage productivity scores is analyzed 
using a Tobit model. This study provides extensive and internationally comparable 
data that distinguish it from existing studies in Indonesia because appropriate input 
and output data are significant elements in measuring government expenditure 
efficiency. From the estimation results, the degree of fiscal decentralization is found 
to promote government expenditure efficiency. Tax revenue collected by regional 
governments will support government expenditure efficiency in the infrastructure, 
education and health sectors; however, the degree of fiscal decentralization seems 
to reduce the government expenditure efficiency in the social protection sector. 
Therefore, the methodology constructed in this study could be a prominent 




For the past two decades, Indonesia has been implementing regional autonomy 
since 1999. The “big bang” of regional autonomy changed the centralized government 
into a decentralized system, followed by the application of fiscal decentralization 
regulation according to State Law No.33 of 2004. It has been broadly considered that in 
a decentralized government system, public service performance significantly differs 
___________________________________ 
7 This chapter is written with some modifications from Alfada, A., 2019. Fiscal Decentralization and 
Government Expenditure Efficiency in Indonesia: A Malmquist Productivity Index. Expert Journal of 
Economics, 7(1), 45-57. 




depending on the efficiency of the regional government delivering services (Afonso et al., 
2005). After implementing fiscal decentralization, a province with good performance 
might become worse because of mismanagement or a lack of qualified human resources, 
or it might become more efficient because it has greater authority in managing local 
resources. The evaluation of regional government performance warrants attention if we 
consider that regional bureaucrats might have a greater incentive to perform not in the 
interest of social welfare but by wasting resources to gain private profits. In his seminal 
paper, Prud’homme (1995) argued that decentralization could become a danger despite 
its objective to bring government services closer to the people. For these related reasons, 
this study mainly focuses on analyzing the impact of fiscal decentralization on facilitating 
or hindering regional government efficiency at the provincial level in Indonesia. 
Given the uniqueness of Indonesia’s socioeconomic conditions, this study is an 
ideal research that contributes to measuring regional government efficiency. This study 
fills a gap in the existing research by incorporating a set of input and output data to be 
internationally comparable with other seminal studies, such as that by Afonso et al. (2010). 
More importantly, it aims to assess the determinants of whether the degree of fiscal 
decentralization and other factors affect the performance of government efficiency. To 
the best of our knowledge, a few studies in Indonesia have applied a two-stage approach 
to analyzing the relationship between the degree of fiscal decentralization and 
government expenditure efficiency. This study contributes by employing a Malmquist 
productivity index (MPI) approach; it calculates the efficiency scores in the first stage 
and assesses the impacts of nondiscretionary factors and the degree of fiscal 
decentralization on government efficiency in the second stage utilizing a Tobit model. 
Efforts to measure government expenditure efficiency have attracted the interest of 
many scholars. Mihaiu et al. (2010) performed a comparative analysis of efficiency in the 
public and private sectors and found difficulties in quantifying efficiency in the public 
sector. Some characteristics of the public sector, such as its politician-driven nature, the 
extent to which the interests of citizens are not reflected, complex procedures and 
organizations, strict regulations, poor funding, and the suspicious attitudes of citizens 
toward the government, cause difficulties in measuring public service outcomes. 
Although by their very nature, public services are not easily measured, Afonso et al. 
(2010) emphasized the need for government expenditures in the development process 
because of the government’s roles in providing genuine public goods, confronting 




significant externalities resulting from the private sector, creating social institutions and 
establishing the rule of law to protect individuals and property. 
Accordingly, this study aims to answer the following two research questions. 
1. What are the productivity and efficiency scores of government expenditure, 
particularly in infrastructure, education, health and social protection?  
2. What is the relationship between the degree of fiscal decentralization and government 
expenditure efficiency in Indonesia’s provinces? 
 After investigating these two research questions using a two-stage procedure, the 
estimation results reveal evidence that expenditure decentralization is a factor that 
contributes to promoting the efficiency of infrastructure, education and health 
expenditure; however, the degree of fiscal decentralization seems to reduce the efficiency 
of social protection expenditures. 
This introduction is followed by four sections. The literature review elaborates a 
number of existing studies in this field in section 6.2. The data and methodology, both in 
the first stage using the MPI and in the second stage using the Tobit model, are 
comprehensively discussed in section 6.3. Then, section 6.4 presents the estimation 
results and the discussion of the results, and the final section 6.5 draws conclusions. 
6.2 Literature Review 
There have been many studies that have investigated fiscal decentralization and the 
channel through which it affects government expenditure efficiency. A recent study by 
Adam et al. (2014) summarized two benchmark channels: first, electoral control; and 
second, yardstick competition among local governments. According to Hindriks and 
Lockwood (2009), electoral control could position decentralization to reduce the 
tendencies of local government officials to create rents. Local people have the power to 
elect good leaders and vote out bad leaders. Electoral control seems to promote 
government efficiency. A similar view was noted by Myerson (2006). From the yardstick 
competition perspective, citizens benefit when they can evaluate government 
performance and compare it with those of neighboring regions (Besley and Case, 1995). 
Similarly, Besley and Smart (2007) pointed out that citizens can compare public services 
and regional development across regions and assess public official integrity (rent-seeking 
and bribing practices in public offices). Competition across jurisdictions is expected to 
increase government efficiency. 




In addition to the advantages created by fiscal decentralization, fiscal 
decentralization can exert a negative effect on government efficiency. In a seminal study, 
Prud’homme (1995) argued that fiscal decentralization could encourage pressure to be 
imposed by local interest groups on a region with a small size of jurisdiction. He 
emphasized the advantage of centralized government, which notably provides better 
career and job opportunities for talented and highly qualified human resources. As 
discussed above, existing studies have reached mixed results on the relationship between 
fiscal decentralization and public service efficiency (PSE). These varied findings might 
depend on the methodology used, the research scope and the study period. 
A critical debate has arisen regarding the measurement of government performance. 
Afonso et al. (2010) criticized economists for having a tendency to measure government 
activities based on budget allocations, with higher expenditures reflecting higher benefits. 
Additionally, some authors, such as Fisman and Gati (2002a), and Enikolopov and 
Zhuravskaya (2007), have driven the development of the quality of governance and fiscal 
decentralization, and they measured the quality of governance using internationally 
comparable outcomes, such as the literacy rate and infant mortality. Socioeconomic 
measures are constrained to serve as measurements of governance quality; these measures 
do not address the size of government spending or the level of efficiency generated from 
this spending. To address this issue, a number of studies, such as Adam et al. (2014), 
Afonso et al. (2005), and Afonso et al. (2010), have developed a direct measure of 
government expenditure efficiency or have mostly defined government expenditure 
efficiency as PSE. The PSE measurement is constructed using the input and output 
information of the public sector, and it reflects government efficiency in delivering 
services, and assuming that the inputs and outputs of the public sector are derived from 
the government production function. 
A few studies have examined the efficiency of regional governments in Indonesia 
and their relationships with fiscal decentralization. Using a two-stage methodology 
consisting of data envelopment analysis (DEA) and a Tobit model, Tirtosuharto (2010) 
found that the degree of fiscal decentralization is the key determinant of regional fiscal 
efficiency. He revealed that the expansion of a regional government’s fiscal spending 
causes some degree of inefficiency due to growing corruption and rent-seeking at the 
level of regional governments. In contrast, in his dissertation, Arsana (2014) assessed the 
growth in productivity of Indonesian regional governments using a DEA-based MPI 




approach. He found that, on average, the growth in regional productivity was more than 
one and that the dominant factor of growth in regional productivity was efficiency change, 
which was offset by technological regression. The inconclusive findings between these 
two studies were mainly the result of the differences in data sets of inputs and outputs 
employed in the analysis and the sample period. Therefore, this study fills a gap in the 
existing research by incorporating a data set of input and output data to be internationally 
comparable with other seminal studies, such as that by Afonso et al. (2010).  
6.3 Data and Methodology 
6.3.1 Data - Malmquist Productivity Index 
The government expenditure efficiency frontier approach remains challenging 
because of the scarcity of regional-level data. This study opts to adopt an MPI based on 
DEA methodology. The panel data cover 268 of 34 provinces in Indonesia in the 2004-
2015 period. The start of the study period is 2004 because we intend to use the audited 
version of the budget realization report at the provincial level. All of the regional 
government financial data are obtained from the Indonesia Ministry of Finance. 
To measure the productivity index of government expenditures, this study proposes 
four prominent types of expenditures: infrastructure, education, health and social 
protection. Some studies, such as those by Afonso and Aubyn (2005, 2006) and Clements 
(2002), examined the public spending performance of education and health expenditures. 
Afonso et al. (2005) computed public sector efficiency using four outcomes: 
administration, education, health and public infrastructure. Following the existing studies, 
infrastructure, education and health are included in this study; in contrast to existing 
studies, we add social protection expenditures to the other expenditures to meet some 
objectives. First, healthy and educated human resources are fundamental elements in 
development. The infrastructure in developing countries has provided evidence of the 
growth-enhancing factor. The infrastructure effect, for example, from the construction of 
roads, bridges, and ports and the provision of electricity, significantly contributes to 
supporting economic development by providing greater access to society. Second, the 
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introduction of social protection expenditures is motivated by the government being the 
dominant actor socially responsible for lifting poor people out of poverty, redeveloping 
regions after natural disasters and providing subsidies in periods of crisis. The 
contribution of the government with regard to both infrastructure and social protection is 
mandatory and significant. All four types of expenditures represent the inputs of the 
government in the MPI. 
All components of government expenditure data are deflated using consumer price 
indexes to obtain the constant price in 2014. Statistics Indonesia provides consumer price 
indexes for 82 cities representing 34 provinces in Indonesia. Infrastructure and education 
expenditures are constructed as stock variables using the perpetual inventory method 
(PIM). The depreciation rate is assumed to be 5 percent, which is the same as the rate 
applied in Chapter 4 for calculating the infrastructure investment in Indonesia’s provinces. 
We explain in more detail how to construct initial stock and investment stocks using the 
PIM in section 3.3.2. and apply the same procedure to construct infrastructure and 
education expenditure stock variables. A general discussion about the depreciation rate is 
available in section 3.3.1, and a brief discussion of the depreciation rate particularly for 
Indonesia is presented in section 4.3.1. 
In the productivity measure, the efficiency of inputs is analyzed with the 
corresponding outputs. The MPI allows for several inputs and outputs to be included in 
the model. In the productivity measure, the challenge is finding the best available data; 
hence, we follow previous studies in constructing the output data. The choice of output 
variables warrants a debate and further discussion. The selection is related to the degree 
of suitability for use as a proxy of the outcome. Following the rationale of the relevant 
literature, such as Afonso et al. (2005) and Adam et al. (2014), the outputs for 
infrastructure expenditures are represented by the length of roads (km) constructed as a 
stock variable using the PIM, and the supply of electricity for public facilities such as 
public street lighting and social facilities (per mega volt amp (MVA)). The supply of 
electricity for public facilities is paid for from the local government’s budget to the state 
electricity company. The length of roads in a province categorized as good is obtained 
from Statistics Indonesia (the Indonesian statistical bureau). The electricity data are 
obtained from the state electricity company (a state-owned company). 
The other output data are available from Statistics Indonesia. The outcome of 
education expenditures is reflected by two outputs: the number of school buildings for 




primary and secondary schools in the stock variable, and the enrollment rates at the 
primary and secondary school levels. Demolition of the school buildings in a certain year 
is accounted for by the negative numbers in the data. The outputs of health expenditures 
are indicated by three variables: (1) life expectancy (in years); (2) the infant mortality rate, 
which is inverted for practical interpretation and a simpler reading of the results; and (3) 
the number of elderly people (people older than 65 years of age). Finally, social protection 
expenditures correspond to two outputs: (1) the number of poor people; and (2) the 
unemployment rate (this rate is inverted). For more details, the descriptive statistics are 
available in Table 6.1. 
30Table 6.1 Descriptive Statistics of the Input and Output Variables – The Malmquist 
Productivity Index 
Variable Obs Mean 
Std. 
Dev. 
Min Max Unit Measurement 
Input Output             
Infrastructure expenditures 312 6 6.78 0 37.82 In nominal trillions of IDR 
  - Road length-good 312 5733.35 2576.75 0 15074 Kilometers 
  
- Electricity supply for 
public lighting 312 0.03 0.04 0.002 0.19 MVA (Mega Volt Amp) 
  
- Electricity supply for social 
facilities 312 0.10 0.15 0.007 0.78 MVA (Mega Volt Amp) 
Education expenditures 312 4 5.41 0.05 36.18 In nominal trillions of IDR 
  
- Primary and secondary 
school buildings 312 6756.70 7810.86 1482 33595 Number of buildings 
  - Primary enrollment rate 312 93.30 4.10 70.13 99.23 Percentage 
  - Secondary enrollment rate 312 68.09 8.24 38.67 85.55 Percentage 
Health expenditures 312 1 2.05 0.01 17.25 In nominal trillions of IDR 
  - Life expectancy 312 68.84 2.74 59.40 74.68 Years 
  - Mortality rate 312 44.68 17.34 19 109 Percentage 
Social protection expenditures 312 1 1.73 0.00 16.23 In nominal trillions of IDR 
  - Elderly people 312 438.02 703.04 27.19 2901.20 Number of people 
  - Poor people 312 198759.80 88343.34 80927 580861 Number of people 
  - Unemployment rate 312 0.17 0.08 0.06 0.61 Percentage 
Notes: The inputs are infrastructure, education, health, and social protection expenditures. The outputs of infrastructure 
expenditures are the additional road length (good) and the electricity supply for public lighting and social facilities. 
The outputs of education expenditures are the additional primary and secondary school buildings and the primary school 
and secondary school enrollment rates. The outputs of health expenditures are life expectancy (years) and the mortality 
rate. The outputs of social protection expenditure are the numbers of older people and poor people and the 
unemployment rate. 
 




6.3.2 Malmquist Production Index (MPI) - Description 
Many previous studies of government expenditure efficiency have conducted data 
envelopment analysis (DEA), which is a nonparametric approach, to measure the 
efficiency index, while some studies have proposed the MPI to measure the total factor 
productivity (TFP) of government expenditures. Both methodologies measure relative 
efficiency with multiple inputs and outputs in a linear manner, they make no assumptions 
about the underlying functional form of a production function, and they allow for different 
units of measurements. Another very commonly employed frontier methodology based 
on parametric technique is the stochastic frontier approach (SFA). Parametric and non-
parametric techniques differ primarily in the underlying assumptions. The advantage of 
employing SFA is that it allows for the decomposition of the residuals in the statistical 
noise and the inefficiency effects. However, SFA requires a specific functional form to 
determine the shape of the efficient frontier and the probability distribution of the 
efficiency levels. If we make mistakes in applying the functional form, it introduces bias 
into the stochastic process and can lead to degradation of the results when the form is not 
consistent with the data. In contrast, non-parametric methodologies, such as DEA and 
MPI, do not rely on assumptions about the shape of the efficient frontier and probability 
distributions like SFA methodology; all deviations, thus, are considered inefficiencies. 
Choosing one methodology over another is a difficult task since there is no clear 
justification in the literature.  
We focus on a specific characteristic of the MPI methodology that fits the purpose 
of this study. The MPI measures the productivity changes along with time variations and 
can be decomposed into changes in efficiency and technical changes, which is useful for 
policy purposes. In the MPI methodology, total factor productivity (TFP) can be 
decomposed into two measurements: technical change (TC) and technical efficiency 
change (TEC). TC is defined as change in the best practice production frontier, and TEC 
is defined as the change in the best practice production frontier, and efficiency change 
includes all of the other types of productivity changes, such as learning by doing, the 
diffusion of new technological knowledge, and improved managerial practice (Nishimizu 
and Page, 1982). 
Following Färe et al. (1994), this study utilizes an MPI and input-based DEA to 
calculate the TFP index, which is defined as the geometric mean of two productivity 
indices between periods t and t+1. The MPI is one prominent method for measuring 




relative productivity changes over time. Compared to other frontier methodologies, the 
MPI presents some important properties that are useful in measuring public sector 
efficiency, in which public goods and services are relatively difficult to measure. In the 
MPI, constant returns to scale (CRS) are imposed on technology, and the input-based MPI 
is defined following Caves et al. (1982).  
I provide a general explanation of the input-based MPI methodology from Färe et 
al. (1992; 1994) following Caves et al. (1982) to provide information on the elements of 
the MPI to the reader who may be unfamiliar with the method. A detailed explanation of 
the theoretical framework of the MPI is available in Färe et al. (1992; 1994). The input-
based MPI is written as follows: 
Mi














where M is the Malmquist productivity index at period t and t+1, and in country i; D is 
the input distance function at period t and t+1, and country i; x is the input variable; and 
y is the output variable. The index is defined as the geometric mean of two MPIs. Caves 
et al. (1982) assumed that 𝐷𝑖
𝑡(𝑦𝑡, 𝑥𝑡) and 𝐷𝑖
𝑡+1(𝑦𝑡+1, 𝑥𝑡+1) are equal unities for each 
observation and period, indicating that (yt, xt) 𝑎𝑛𝑑 (yt+1, xt+1) are on the boundary of 
their respective technologies (Farrel, 1957). When Mi
t+1>1, productivity increases; when 
Mi
t+1<1, there is a reduction in productivity performance; and Mi
t+1=1 signifies no change 
in productivity from periods t to t+1.  
Färe et al. (1994) followed the assumptions of Farrel (1957) that technology is linear 
and allows for inefficiencies. These assumptions allow the productivity index to be 
decomposed into two components: efficiency change and technical change (change in the 
technological frontier). Thus, Equation (6.1) can be written as follows: 
Mi



















                                                      
                                                        TEC                                    TC 
(6.2) 
 
where M, D, y, x, i, t and t+1 are the same as above. The quotient outside the bracket 
indicates the TEC, and the shift in the frontier or TC between periods t and t+1 is 
represented by the ratios inside the brackets. From the equation, some characteristics can 
be noted: shifts in technology are measured for the observations at t and t+1; technology 




does not need to behave uniformly; and finally, there is the possibility of technological 
regress. In another notation, we can use the following statement: 
Mi
t+1= TEC x TC 
TEC measures the change in relative efficiency or how close the distance of observation 
is to the frontier in period t+1 compared with period t. If TEC=1, then there is no change 
in efficiency in periods t+1 and t relative to the distance of the frontiers. If TEC >1, then 
the observation moved closer to the frontier in period t+1 from its original position in 
period t, and if TEC < 1, then the reverse condition occurred. Another effect is the change 
in technology (i.e., TC) between periods t and t+1. If TC = 1, then there is no shift in the 
technological frontier; when TC > 1, there is technological progress from periods t to t+1; 
and if TC < 1, then there is technological regression (Färe et al., 1994). 
Regarding the interpretation of the shifting effect on the frontiers, growth in 
production is obtained when the MPI (i.e., TFPC) is greater than one (TFPC > 1); 
conversely, there is production regression when TFPC < 1. The MPI sets the measurement 
of productivity movements using multi-input and multi-output data (Caves et al., 1982). 
As another feature, the model allows for physical unit data, and no price index problem 
arises. A graphical figure might explain the TEC and the shift in the frontier (Figure 6.1). 
We can express the productivity index in Equation (6.3) with the following notations: 
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where (0b/0a)/(0d/0e) is denoted as the ratio of technical efficiency, and the part in the 
bracket is the geometric mean measuring the shifts in technology at 𝑦𝑡  and 𝑦𝑡+1 . 












3Figure 6.1. Malmquist Productivity Index 
Source: Färe et al. (1994), redrawn by author 
 
From Figure 6.1, the main objective is to measure the growth in productivity in 
periods t and t+1. The change in terms of input and output is evaluated between periods 
t and t+1. The technological frontier in period t is indicated by line 𝑠𝑡 and at t+1 by line 
𝑠𝑡+1. The frontiers represent the efficient levels of output y that can be produced from a 
given level of input x. In the case of efficient government expenditures in period t (point 
A), the maximum output is produced using the most efficient input along the potential 
frontier (line 𝑠𝑡 ). Point ( 𝑥𝑡 , 𝑦𝑡 ) corresponds to technically inefficient government 
expenditures, which require too many inputs compared to the efficient number of inputs 
needed to produce a given level of an output.  
To render production technically efficient, the bundle of input and output at (𝑥𝑡 , 𝑦𝑡) 
can be reduced by the distance ratio (0e/0d). A similar application applies for the 
technological frontier in line 𝑠𝑡+1. Moreover, the Malmquist productivity growth is the 
ratio of the two distances in periods t and t+1. The frontier can also shift over time, and 
the relative distance between the frontiers indicates the frontier shifting effect at t and t+1, 
that is, points B to D. Regarding the interpretation of the shifting effect on the frontiers, 
growth in production is obtained when the Malmquist index (M) is greater than one 
(M>1); conversely, there is production regression when M<1. The MPI sets the 
measurement of productivity movements using multi-input and multi-output data (Caves 
et al., 1982). As another feature, the model allows for physical unit data, and no price 
index problems arise.  




Regarding the scale assumption, the MPI methodology calculates the TEC and TC 
scores based on the assumption of constant return to scale (CRS), indicating that the 
operation of government expenditures is optimal. Furthermore, to be closer to the 
condition of reality, TEC is calculated under the assumption of variable returns to scale 
(VRS). Under the VRS condition, TEC can be further decomposed into pure technical 
efficiency change (PTEC) and scale efficiency change (SEC). The PTEC score is defined 
as the efficiency change under the VRS assumption, and it represents the changes 
resulting from improvements in management activities, while SEC calculates the 
productivity gain or loss regarding a production unit. Evans et al. (2002) suggested that 
SEC evaluates the movements inside the frontier along the direction to attain the CRS 
point. We can rewrite the MPI structure to accommodate the efficiency scores from the 
VRS assumption as follows: 
Mi
t+1= PTEC x SEC x TC 
The application of the MPI score components is further explained in the estimation results 
section. 
6.3.3 Data and the Baseline Model - Fiscal Decentralization and Government 
Expenditure Efficiency 
The main objective of this study is to measure the effect of the degree of fiscal 
decentralization on government expenditure efficiency. After measuring the MPI indices 
in the first step, the second step in the two-step procedure consists of analyzing the effect 
of the degree of fiscal decentralization on government expenditure efficiency using a 
Tobit model. In this stage, we use the technical efficiency indices (TEC) from the first 
stage as government expenditure efficiency measurements. The baseline model to 
correspond with a censored model similar to that in this study takes a general form as 
follows: 
𝑔𝑒𝑒𝑖𝑡 = 𝛼0 + 𝛽1𝐹𝑖𝑠𝑐𝑎𝑙 𝐷𝑒𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽2𝑋𝑖𝑡 + 𝜆𝑡 + 𝑖𝑡, (6.4) 
where geeit  denotes the efficiency scores of the four types of expenditures, i.e., 
infrastructure (infrastructure-eff), education (education-eff), health (health-eff) and social 
protection (social protection-eff), obtained from the first step in this study. 
Fiscal decentralizationit is the main explanatory variables, and X𝐢𝐭 is a set of the control 




variables in the model. 𝝀𝒕 consists of the time effects common to all provinces in the 
sample; the subscript i and t denote time and province, respectively, and εit is the error 
term.  
We apply the Tobit model in our specifications because the dependent variables 
(TEC) are censored (left or right) in the data. We use a histogram to check and summarize 
the TEC data, and the patterns of the TEC data for all four types of expenditures display 
censoring patterns either left or right. Therefore, the Tobit model is the best-fitted model 
that allows a regression on the condition of censored data.  The predicted values must be 
less than unity to be censored, as the requirement to regress the Tobit model. It allows us 
to specify a lower (or upper) threshold to censor the regression while maintaining the 
linear assumptions needed for a linear regression. Our data sample consists of 26 
provinces in the 2004-2015 period (similar to the data sample included in the 
measurement of the MPI), and a panel data Tobit model with bootstrapped standard errors 
is utilized to address a censored regression estimation. The estimation results are 
presented in Table 6.9 for each type of expenditure. 
We construct two measures of fiscal decentralization as the main explanatory 
variables. These two measures are the same as the variables employed in the previous 
Chapter 5. The first data set was expenditure decentralization, which exposes the degree 
of total regional government expenditures over total government expenditures (central 
and regional levels). This variable has been widely used as a core component to measure 
the degree of fiscal decentralization. The second data set was tax revenue decentralization. 
This variable is constructed as the share of total regional tax revenue collected by the 
province itself over total government tax revenue (central and regional levels). Some 
scholars, such as Stegarescu (2005), Fiva (2006), and Adam et al. (2014), have adopted 
the second measure. Moreover, expenditure decentralization corresponds to the size of 
the regional government size in relation to the central government. Tax revenue 
decentralization is constructed from the local tax revenue collected by the regional 
government, and it is different from the tax revenue given or shared by the central 
government. Tax revenue decentralization represents a region’s ability to finance its 
expenditures without the contribution of the central government. Greater values of the 
two variables reflect higher levels of decentralization. We expect that the impacts of 
decentralization on both the expenditure and tax revenue sides are positive on the 




efficiency of four government expenditures. In other words, a higher degree of 
decentralization is expected to improve the level of government efficiency. 
Several control variables that affect government expenditure efficiency are included 
in the estimation. All of the data for the control variables are obtained from Statistics 
Indonesia. The first variable controls for the level of productivity, and we use the natural 
logarithm of the regional gross domestic product per capita (ln gdp per capita). From a 
theoretical perspective, a wealthier province, as shown by a higher GDP per capita, is 
expected to have greater productivity than a province that is not wealthy, and this greater 
productivity increases the region’s government expenditure efficiency. We account for 
economies of scale in the production of public goods in the region by controlling for 
population density (popdensity), representing the level of jurisdiction of a regional 
government. The variable represents both the service area controlled by the regional 
government and the size of the population. Population density is measured by the number 
of people per square km. Another variable is total population, which controls for 
economies of scale.  
Two socioeconomic measures are introduced in the estimation: first, the 
ethnolinguistic fractionalization index (ethnolinguistic); and, second, the political 
stability index (political index). Ethnolinguistic fractionalization is defined as a measure 
of the probability that two randomly selected individuals are not from the 
same ethnolinguistic group (Hudson and Taylor, 1972), and this index ranges from 0 to 
1, with a higher value indicating a higher level of heterogeneity. According to Easterly 
and Levine (1997), a high ethnic fractionalization index raises pressures for redistribution 
between groups. Fearon (2003) argued that, in extreme circumstances, a higher degree of 
ethnolinguistic fractionalization can lead to ethnic conflicts and civil wars, which can 
disrupt the performance of government. The variable is obtained from Arifin et al. (2015) 
and is available for provinces in Indonesia. The political stability index controls for the 
political stability of a province and presents political development levels in Indonesia. 
The index is constructed from four data sources: (1) local newspaper reviews; (2) 
government document reviews; (3) focus group discussions; and (4) in-depth interviews. 
The index ranges between 0 and 100, with a higher score indicating more political 
stability, and it can be classified into three categories: (1) good (index  > 80); (2) mediocre 
(index between 60 and 80); and (3) bad (index < 60). The data source is Statistics 
Indonesia. The efficiency scores are expected to be higher in a province that has a stable 




political condition. In this study, different from our previous chapters, we did not include 
trade in the estimation because Afonso et al. (2010) found that trade and other proxies of 
economic openness to trade revealed a statistically insignificant impact on public 
spending efficiency. 
The descriptive statistics and simple correlation matrix are presented in Tables 6.2 
and 6.3, respectively. As shown in Table 6.3, the correlation coefficients of the main 
explanatory variables are less than 0.8, indicating that there is no severe multicollinearity 
problem in the data set. 
31Table 6.2   Descriptive Statistics – Tobit 
Variable         Obs. Mean 
Std. 
Dev. 
Min Max Data Description and Unit Measurement 
Infrastructure-eff 312 0.98 0.34 0.01 2.27 
Efficiency Index of infrastructure expenditures 
(index) 
Education-eff 312 0.88 0.36 0.00 2.61 
Efficiency Index of education expenditures 
(index) 
Health-eff 312 0.98 0.50 0.02 1.99 Efficiency Index of health expenditures (index) 
Social protection-eff 312 0.89 0.51 0.01 2.00 




312 0.53 0.65 0.01 3.72 
Total regional government expenditures over 
total government expenditures (central and 
regional levels) (in %) 
Tax revenue 
decentralization 
312 0.09 0.29 0 2.55 
The share of total regional tax revenue collected 
by the province itself over total government tax 
revenue (central and regional levels) (in %) 
ln GDP per capita 293 9.86 0.96 2.750 12.19 
Regional GDP per capita in nominal IDR (in 
natural log) 
Popdensity 209 459.52 1106.73 5 5477.48 Number of people over the area (km2) 
Total population 312 7.55 11.26 0.64 46.67 
Total number of people in a region (in millions 
of persons) 
Ethnolinguistic 300 0.62 0.27 0.04 0.95 
The index for measuring the probability that two 
randomly selected individuals in a region are not 
of the same ethnic group (range 0 to 1) 
Political index 283 54.91 15.76 22 98.81 
A control for the political stability of a province 












































Infrastructure-eff 1.00                     
Education-eff 0.05 1.00                   
Health-eff 0.22 0.18 1.00                 
Social protection-eff 0.12 0.16 0.55 1.00               
Expenditure 
decentralization 
-0.25 0.05 0.08 0.03 1.00             
Tax revenue 
decentralization 
-0.23 -0.14 0.09 -0.03 0.68 1.00           
ln GDP per capita 0.04 -0.01 -0.12 0.00 -0.39 -0.29 1.00         
Popdensity 0.20 0.03 -0.05 -0.03 -0.08 -0.07 0.04 1.00       
Total population -0.19 -0.03 0.06 -0.02 0.75 0.58 -0.34 -0.004 1.00     
Ethnolinguistic -0.16 0.03 0.00 0.02 -0.21 -0.07 0.15 -0.51 -0.44 1.00   
Political index 0.10 -0.16 -0.03 -0.15 0.11 0.13 -0.01 -0.07 0.11 -0.08 1.00 
6.4 Estimation Results and Discussion 
6.4.1 Government Expenditure Efficiency – The Malmquist Productivity Index- 
Discussion 
Malmquist Productivity Indices by Provinces 
The MPI model allows productivity to be defined by several inputs and outputs, and 
productivity is measured as the ratio of the index of the level of the inputs and outputs to 
the change in this ratio between times t and t+1, reflecting a change in the productivity 
of government expenditure. The model considers that, during the period of the data 
sample, the productivity of governments can improve or deteriorate, showing a shift in 
the frontier because of the technical change that has been applied by the government. In 
this study, an input-oriented MPI is estimated, and the TFP index (TFPC) can be broken 
down into TEC and TC. The TEC index captures the diffusion effect or performance that 
is catching up, such as an improvement in several aspects such as: (1) institutional quality; 
(2) management; (3) investment; (4) planning; and (5) budgeting. The TC index 




represents an upgrading innovation or a shifting along the frontiers due to technological 
improvement. 
The analysis will be discussed as follows. First, the overall performance of the 
TFPC of each type of expenditure is examined using the mean of the TFPC indices of all 
of the provinces within the sample period. Second, the performance of the TEC and TC 
of the provinces within the sample period is assessed by evaluating the mean of the TEC 
and TC of all of the provinces. There are some possible explanations, but we limit the 
discussion to four combinations. The evaluation is based on the TFPC, TC and TEC 
indices. If the indices are greater than 1, then there is upgrading or improvement in 
technical efficiency or technology, whereas if the indices are less than 1, then government 
expenditure performance seems to face technical inefficiency or technological 
deterioration. In the first combination, the TC and TEC indices are greater than 1, showing 
that both changes improve significantly over the years. In the second combination, the 
TEC index is greater than 1, while the TC index is less than 1. In the third combination, 
the TEC index is less than 1, while the TC index is greater than 1. Finally, in the fourth 
combination, both the TEC and TC indices are less than 1. The MPI results are presented 
in Tables 6.4; 6.5; 6.6 and 6.7 for infrastructure, education, health and social protection, 
respectively. 
Four Possible Combination Used in Interpreting the MPI Indices in Tables 6.4 
 through 6.7 
Combination TEC Indices TC Indices 
1 TEC > 1 TC > 1 
2 TEC > 1 TC < 1 
3 TEC < 1 TC > 1 
4 TEC < 1 TC < 1 
  Starting with infrastructure expenditures, Table 6.4 shows that the mean of the 
TFPC index is less than 1, i.e., 0.87. The total productivity of infrastructure expenditures 
for all regional governments over the 12-year period cannot achieve a significant 
improvement. For the 26 provinces, we can rank their TFPC indices and conclude that 
DKI Jakarta, Lampung and Central Java are the provinces with the highest TFPC indices. 
In contrast, Bali, Maluku and Nanggroe Aceh Darussalam are the three provinces with 
the lowest productivity indices. Regarding TEC and TC performance, some provinces 
have both TEC and TC indices greater than 1. Interestingly, most provinces are found to 
have upgraded performance in technical efficiency as represented by TEC indices greater 




than 1, with the highest scores in DKI Jakarta and Lampung. In contrast, Maluku, Jambi 
and West Nusa Tenggara have the lowest TEC indices among the other provinces. 
Moreover, most of the provinces fail to gain an improvement in TC, as indicated by TC 
indices less than 1, excluding Central Java with an average TC score of 1.01. 
33 Table 6.4 Infrastructure Expenditures 
 
Note: There is a slight difference in the calculation of the average values because the results are 





TFPC TEC TC rank
DKI Jakarta 1.17 1.38 0.87 1
Lampung 1.16 1.26 0.91 2
Central Java 1.04 1.03 1.01 3
East Java 0.98 0.99 0.99 4
North Sumatera 0.97 1.09 0.89 5
South Sumatera 0.97 1.14 0.87 6
DI Yogyakarta 0.96 1.08 0.90 7
Riau 0.96 1.18 0.84 8
Papua 0.94 1.11 0.87 9
South Kalimantan 0.93 1.09 0.88 10
West Java 0.93 0.96 0.96 11
West Sumatera 0.92 1.01 0.91 12
South Sulawesi 0.92 0.98 0.93 13
East Kalimantan 0.90 1.03 0.88 14
South East Sulawesi 0.88 1.08 0.82 15
Central Sulawesi 0.87 1.06 0.83 16
North Sulawesi 0.86 0.97 0.89 17
East Nusa Tenggara 0.86 1.03 0.83 18
West Kalimantan 0.83 0.93 0.88 19
Central Kalimantan 0.79 1.06 0.75 20
West Nusa Tenggara 0.69 0.76 0.88 21
Jambi 0.64 0.73 0.85 22
Bengkulu 0.63 0.85 0.75 23
Bali 0.63 0.95 0.68 24
Maluku 0.62 0.72 0.84 25
Nanggroe Aceh Darussalam 0.60 0.84 0.79 26
Average 0.87 1.01 0.87
Index




34Table 6.5 Education Expenditures 
 
Note: There is a slight difference in the calculation of the average values because the results 
are rounded to two decimal points. 
The MPI results for education expenditures are presented in Table 6.5. From the 
findings, the mean TFPC for education reveals a score lower than 1, i.e., 0.81. The index 
suggests that the overall productivity of government in the education sector does not 
improve significantly within the sample period for all of the provinces. All of the 
provinces show a downgrading of TC, as shown by all provinces having TC scores lower 
than 1. Some provinces demonstrate an increase in performance with regard to the TEC 
scores, as shown by TEC scores greater than 1; however, South Kalimantan and East 
Nusa Tenggara have the lowest TEC scores, indicating their lower efficiency in providing 
public services in the education sector. 
Province
TFPC TEC TC rank
North Sumatera 0.94 1.19 0.86 1
South Sulawesi 0.91 1.08 0.88 2
South Sumatera 0.90 1.15 0.84 3
Central Java 0.89 0.99 0.89 4
West Nusa Tenggara 0.88 0.95 0.90 5
North Sulawesi 0.86 1.06 0.84 6
Central Sulawesi 0.86 1.04 0.86 7
DI Yogyakarta 0.86 0.98 0.89 8
East Java 0.85 0.94 0.88 9
West Sumatera 0.83 1.04 0.85 10
DKI Jakarta 0.83 0.93 0.89 11
East Kalimantan 0.82 0.89 0.88 12
Lampung 0.81 0.93 0.86 13
Bali 0.81 0.90 0.89 14
Central Kalimantan 0.81 0.91 0.88 15
Maluku 0.80 0.92 0.85 16
South East Sulawesi 0.79 1.05 0.78 17
West Java 0.78 0.91 0.83 18
Bengkulu 0.78 0.88 0.85 19
Nanggroe Aceh Darussalam 0.77 0.88 0.85 20
Papua 0.77 0.87 0.84 21
West Kalimantan 0.77 0.94 0.82 22
Riau 0.74 0.85 0.84 23
Jambi 0.74 0.85 0.84 24
East Nusa Tenggara 0.70 0.81 0.83 25
South Kalimantan 0.68 0.77 0.86 26
Average 0.81 0.95 0.86
Index




      35Table 6.6 Health Expenditures 
 
Note: There is a slight difference in the calculation of the average values because the results 
are rounded to two decimal points. 
In Table 6.6, the health productivity indices can be evaluated. The overall mean 
TFPC over the 12-year period for all of the provinces reveals a score less than one or 0.76. 
We rank the provinces with the highest TFPC scores, and East Nusa Tenggara, Jambi and 
East Java perform as the top three provinces. In contrast, the provinces with the three 
lowest mean TFPC scores are Central Kalimantan, South Sulawesi and West Kalimantan. 
The main reason for these low TFPC scores is that all of the provinces fail to improve 
their technology in the health sector, while most provinces manage to perform better in 
increasing their efficiency performance.  Interestingly, most provinces struggle to boost 
their efficiency performance as indicated by TEC scores higher than 1. 
Province
TFPC TEC TC rank
East Nusa Tenggara 0.93 1.03 0.90 1
Jambi 0.92 1.30 0.75 2
East Java 0.90 1.10 0.97 3
Lampung 0.85 1.05 0.85 4
North Sumatera 0.84 1.06 0.83 5
Central Java 0.84 1.06 0.92 6
Maluku 0.82 1.14 0.72 7
West Java 0.82 1.02 0.87 8
West Sumatera 0.81 1.01 0.81 9
Riau 0.81 1.14 0.73 10
Bengkulu 0.77 1.10 0.73 11
East Kalimantan 0.76 1.11 0.72 12
Bali 0.76 1.07 0.72 13
South Kalimantan 0.74 0.92 0.84 14
Papua 0.74 0.97 0.80 15
West Nusa Tenggara 0.73 1.09 0.69 16
South Sumatera 0.72 1.06 0.77 17
South East Sulawesi 0.72 0.98 0.76 18
Nanggroe Aceh Darussalam 0.71 1.13 0.69 19
DKI Jakarta 0.70 0.98 0.76 20
DI Yogyakarta 0.66 0.94 0.73 21
North Sulawesi 0.65 0.94 0.70 22
Central Sulawesi 0.64 0.98 0.67 23
Central Kalimantan 0.62 1.04 0.63 24
South Sulawesi 0.62 1.00 0.65 25
West Kalimantan 0.61 1.05 0.61 26
Average 0.76 1.05 0.76
Index




36Table 6.7 Social Protection Expenditures 
 
Note: There is a slight difference in the calculation of the average values because the results 
are rounded to two decimal points. 
Focusing on the social protection expenditure findings in Table 6.7, East 
Kalimantan, South Sumatra, and Lampung are able to advance their productivity, as 
shown by a mean TFPC score greater than one, while 15 provinces scored less than one. 
The overall mean TFPC score for all provinces reveals the downgrading productivity of 
the government in delivering social protection services. From the TC evaluation, all 
provinces succeeded at increasing their performance, as demonstrated by an average TC 
score higher than one excluding Central Kalimantan with a score lower than 1. In contrast, 
most provinces failed to improve their TEC performance, except for six provinces (East 
Province
TFPC TEC TC rank
East Kalimantan 1.21 1.13 1.13 1
South Sumatera 1.18 0.99 1.18 2
Lampung 1.16 1.02 1.20 3
West Sumatera 1.14 1.07 1.18 4
South Sulawesi 1.12 0.96 1.27 5
Maluku 1.11 0.99 1.15 6
East Nusa Tenggara 1.10 1.10 1.00 7
Riau 1.07 0.96 1.21 8
DI Yogyakarta 1.05 0.92 1.25 9
North Sumatera 1.04 0.94 1.15 10
Central Sulawesi 1.02 1.00 1.14 11
North Sulawesi 0.99 0.88 1.20 12
DKI Jakarta 0.98 0.89 1.22 13
West Nusa Tenggara 0.98 0.78 1.31 14
Jambi 0.96 1.06 1.06 15
Central Java 0.95 0.99 1.01 16
West Kalimantan 0.90 0.95 1.09 17
Bengkulu 0.90 0.91 1.05 18
Bali 0.90 0.91 1.15 19
Papua 0.89 0.88 1.14 20
East Java 0.87 0.92 1.10 21
South East Sulawesi 0.86 0.88 1.07 22
Central Kalimantan 0.85 0.95 0.97 23
West Java 0.84 0.90 1.13 24
South Kalimantan 0.81 0.82 1.14 25
Nanggroe Aceh Darussalam 0.80 0.82 1.06 26
Average 0.99 0.95 1.14
Index




Kalimantan, Lampung, West Sumatera, East Nusa Tenggara, Central Sulawesi and 
Jambi). 
The discussion of the MPI scores by province could provide insights to our 
discussion, particularly regarding policy recommendations. Regional governments can 
use the MPI scores to evaluate their performance in relation to other provinces. We begin 
by discussing Bali, the famous small island for tourism attractions. Bali has a lower mean 
TFPC score for all four types of expenditure. The TEC indices for three types of 
expenditures (infrastructure, education and social protection) remain less than one. One 
possible explanation is that Bali is a province with tourism as the main contributing 
sector; it is likely that the government places more emphasis on developing the tourism 
service sector. There is room for the performance of Bali to catch up with the performance 
of other provinces by improving its innovation in the infrastructure, health and social 
protection sectors. In contrast, Lampung, a province that demonstrates better performance 
compared with the other provinces, manages to increase its productivity performance in 
two sectors: infrastructure and social protection; additionally, it demonstrates a mean 
TFPC score greater than one. Although its mean TFPC score in education and health 
reveal lower scores, Lampung succeeds in promoting technical efficiency in social 
protection expenditure. Another benefit of the analysis using the MPI model is that we 
are able to assess the performance of a province during the period. 
From the above discussion, MPI scores can be used to evaluate government 
productivity performance. As another application, the technical efficiency indices (TEC) 
can be specifically employed in the regression to capture the relationship between the 
degree of fiscal decentralization and government expenditure efficiency. The yearly TEC 
scores for the four types of expenditures are utilized as the dependent variable in the 
subsequent empirical analysis using the Tobit model. Furthermore, detailed MPI scores 
by provinces and years are available in Appendices (6.1) through (6.4). 
Malmquist Productivity Indices over Time 
We consider the fluctuation in the productivity and efficiency scores of Indonesia’s 
provinces between our data sample period from 2004 to 2015. Since our dataset is short, 
only 12 years, we only capture some years after the implementation of regional autonomy 
started in 2001. We analyze the trends in the productivity, efficiency and technical indices 
in Indonesia’s provinces, as presented in Table 6.8. According to Arsana (2014), the 




improved productivity growth after 2000 resulted in the economic recovery of Indonesia. 
The global economic crisis in 2008 also impacted Indonesia’s productivity growth 
(Tambunan, 2010). A detail discussion of the trends in the productivity indices before and 
after the global economic crisis is available in the next section. 
37Table 6.8 MPI over Time 
 
Source: Author’s calculation 
As shown in Table 6.8, the yearly changes in the productivity indices (TFPC) 
show an upgrading pattern over the years, particularly for the infrastructure, education 
and health sectors. Unlike the other sectors, the social protection TFPC indices display 
no clear pattern. The yearly change trend in the TEC presents an increasing pattern for 
most of the years. The efficiency changes for Indonesia’s provinces show a convincing 
improvement process. However, social protection expenditures demonstrate an unclear 
pattern over the years. 
Total Factor Productivity Indices in the West and East Regions 
The regional pattern of the productivity of Indonesia’s provinces varies between the 
west and east regions; therefore, we depict the TFPC figures for infrastructure, education, 
health and social protection expenditures by comparing the west and east regions. We 
constructed the average of the TFPC indices of all provinces from the period 2004 to 2015. 
Comparing the west and east regions aims at improving understanding of the regional 
Year
TFPC TEC TC TFPC TEC TC TFPC TEC TC TFPC TEC TC
2004 0.79 1.24 0.64 0.38 1.13 0.34 0.82 1.51 0.56 0.90 0.94 0.96
2005 0.62 1.04 0.60 0.54 0.93 0.59 0.71 0.93 0.89 1.58 1.42 1.14
2006 0.68 0.87 0.77 0.50 0.85 0.59 0.44 0.76 0.65 0.86 0.60 1.45
2007 0.81 0.94 0.86 0.66 0.84 0.78 0.67 0.70 0.91 0.92 0.62 1.53
2008 0.74 0.93 0.80 0.68 0.80 0.85 0.68 0.80 0.85 0.69 0.48 1.53
2009 0.73 0.93 0.80 0.83 0.93 0.90 0.61 1.40 0.45 0.89 1.50 0.60
2010 0.77 0.98 0.80 0.83 0.94 0.88 0.96 0.83 1.14 1.02 0.92 1.11
2011 0.83 1.01 0.82 0.89 0.96 0.93 0.76 1.19 0.64 0.96 0.81 1.20
2012 1.04 1.01 1.03 1.06 1.00 1.06 0.78 1.09 0.74 0.90 1.40 0.62
2013 1.01 0.99 1.03 1.05 1.00 1.04 0.85 0.99 0.86 0.92 0.96 0.97
2014 1.08 1.05 1.03 1.04 1.00 1.04 0.88 1.13 0.79 0.97 0.85 1.14
2015 1.38 1.16 1.21 1.34 1.05 1.28 1.05 1.34 0.80 1.25 0.89 1.40
Infrastructure Education Health Social Protection




patterns in Indonesia’s provinces between these two regions. Drake (1992) argued that a 
spatial analysis is important in Indonesia because of the heterogeneity of the socio-
cultural aspects and regional development stages. The west region includes provinces in 
Java Island, Bali, and Sumatera Island. The east region consists of all the provinces in 
Kalimantan Island, Sulawesi Island, Nusa Tenggara, Maluku and the Papua Islands. It is 
worth noting that the west region is associated with more developed regions, and the east 
region is a relatively underdeveloped region. The comparison of the yearly TFPC between 
the west and east regions is available in Figures 6.2 - 6.5 for infrastructure, education, 
health and social protection expenditures, respectively. 
 
 
Figure 6.2 TFPC-Infrastructure in the West and East Regions 
Source: Author’s calculation 
 
 
Figure 6.3 TFPC-Education in the West and East Regions 
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Figure 6.4 TFPC-Health in the West and East Regions 
Source: Author Calculation 
 
 
Figure 6.5 TFPC-Social Protection in the West and East Regions 
Source: Author’s calculation 
From Figures 6.2 and 6.3, we can see the productivity indices (TFPC) for 
infrastructure and education expenditures. The pattern indicates that the TFPC in the west 
region is higher than that in the east region. The TFPC for health and social protection 
expenditures are relatively higher in the west region compared to that in east region; 
however, the patterns seem unstructured over the years compared to the patterns of 
infrastructure and education expenditures, which display consistent patterns. The regional 
disparity between the developed and underdeveloped regions shows a clear gap for social 




















2002 2004 2006 2008 2010 2012 2014 2016
Social Protection TFPC
West East




over the years for all sectors. The detailed indices of the Malmquist Productivity Index 
(TFPC, TEC and TC) for the west and east regions are available in Appendix 6.5. 
 
Total Factor Productivity Indices Before and After the Global Economic Crisis 
An important economic turnover within the period 2004 to 2015 was the global 
economic crisis in 2008. We analyze the pattern of TFPC before and after the global 
economic crisis. The trends in the average TFPC for each province are available in 
Figures 6.6 to 6.9 for infrastructure, education, health and social protection expenditures, 
respectively. The TFPC before the global economic crisis in 2008 is constructed by taking 
the average of the TFPC indices from 2004 to 2007 for each province, and the 
observations after the crisis are from 2008 to 2015. Focusing on the yearly trends of the 
TFPC, in general, all provinces seem to show a higher productivity index after the global 
economic crisis compared to before the crisis.   
 
 
Figure 6.6 TFPC-Infrastructure Before and After the Global Economic Crisis 





















Figure 6.7 TFPC-Education Before and After the Global Economic Crisis 
Source: Author’s calculation 
 
 
Figure 6.8 TFPC-Health Before and After the Global Economic Crisis 


























Figure 6.9 TFPC-Social Protection Before and After the Global Economic Crisis 
Source: Author’s calculation 
From Figure 6.6, a significant improvement of the TFPC is observed in DKI Jakarta 
and Lampung after the crisis, which is not found for the other province’s productivity 
performance. Some provinces such as D.I Yogyakartarta, Papua and South Sumatera 
exhibited a downgrade in TFPC performance after the global economic crisis period. 
Nevertheless, other provinces indicated an upgrade in performance after the crisis period, 
as shown in Figure 6.7 for the education sector. In Figure 6.8, the TFPC for the health 
sector tends to show consistent trends before and after the crisis. The yearly trends of the 
TFPC after the crisis indicate better performance compared to before the crisis, 
particularly for South East Sulawesi, North Sulawesi, West Sumatera and North Sumatera. 
The productivity indices of social protection expenditures show mixed findings, as 
demonstrated in Figure 6.9. Bali, D.I Yogyakarta and South Sumatera show a downgrade 
in performance, as shown by the lower indices of the average of TFPC after the crisis 
compared to before the crisis. In contrast, other provinces show improved TFPC indices 
after the crisis period in 2008. The detailed indices of the TFPC before and after the global 















6.4.2 Fiscal Decentralization and Government Expenditure Efficiency- Tobit Model - 
Discussion 
Before discussing the findings from the estimation, it is important to begin with the 
model specifications in Table 6.9. The dependent variable in Table 6.9 consists of the 
technical efficiency scores (TEC) for infrastructure, education, health, and social 
protection expenditures. Regarding the explanatory variables in columns (1) and (2), 
expenditure decentralization is assessed using three other control variables: regional GDP 
per capita, population density and total population. The effects of ethnolinguistic 
fractionalization and political stability indices on government expenditure efficiency are 
introduced in column (2). Moreover, the impact of tax revenue decentralization is 
emphasized separately in columns (3) and (4), including the regional GDP per capita, 
population density and total population. The ethnolinguistic fractionalization index and 
politic stability are included in the estimation in column (4) to assess the institutional 
effect on government efficiency. The model specifications are the same for the four 
components of expenditures. We expect that the relationship between the degree of fiscal 
decentralization and TEC scores varies for each component of expenditure. These varied 
results suggest that there are differences in the efficiency and productivity levels of each 
type of expenditure because the government devotes different resources to each, which 
could cause the fiscal decentralization impact to vary based on the different efficiency 
levels of expenditures. 




38Table 6.9 The Effects of Fiscal Decentralization on Government Expenditure Efficiency – Tobit Model 
Dependent 
Variables: 
(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) 
  Infrastructure efficiency index Education efficiency index Health efficiency index Social protection efficiency index 
Expenditure 
decentralization 0.313*** 0.218**     0.528*** 0.487*** 
    
0.262* 0.531***     0.707*** 1.151***     
  (0.095) (0.096)     (0.129) (0.108)     (0.153) (0.150)     (0.166) (0.171)     
Tax revenue 
decentralization     0.877* 0.532* 
    
-0.912*** 1.656***     0.533*** 0.588***     -0.433** 0.111 
      (0.499) (0.314)     (0.318) (0.567)     (0.080) (0.080)     (0.163) (0.103) 
ln GDP per capita 0.074*** 0.014 0.046** 0.041* 0.054* 0.066** 0.067** 0.092*** 0.098** 0.082** 0.067* 0.059* 0.035*** 0.041*** 0.055*** 0.062*** 
  (0.026) (0.026) (0.022) (0.023) (0.031) (0.029) (0.027) (0.025) (0.041) (0.040) (0.036) (0.036) (0.004) (0.005) (0.004) (0.013) 
Popdensity 0.00006*** 0.00003 0.00007*** 0.00004* 0.0002*** 0.0002*** 0.0002*** 0.0003*** 0.00009** 0.00009** 0.00009*** 0.00009* 0.0002*** 0.0004*** 0.0003*** 0.0005*** 
  (0.00002) (0.00003) (0.00002) (0.00003) (0.00003) (0.00003) (0.00003) (0.00003) (0.00003) (0.00004) (0.00003) (0.00004) (0.00003) (0.00004) (0.00003) (0.00004) 
Total population 0.004** 0.005* 0.0017 0.006** 0.002 0.021*** 0.019*** 0.039*** 0.008* 0.007* 0.007** 0.003 0.034*** 0.042*** 0.049*** 0.018*** 
  (0.002) (0.003) (0.002) (0.002) (0.003) (0.003) (0.002) (0.002) (0.004) (0.004) (0.003) (0.003) (0.004) (0.005) (0.003) (0.004) 







(0.119)   (0.119) 
  
(0.165)   (0.168) 
  
(0.117)   (0.110) 
Political index   0.002*   0.002*   0.003*   0.003**   0.009***   0.011***   0.005*   0.004* 
    (0.001)   (0.001)   (0.001)   (0.001)   (0.002)   (0.002)   (0.002)   (0.002) 
  
        
                        
Year fixed effects yes yes yes yes yes yes yes yes yes yes yes yes yes yes yes yes 
Observations 209 193 209 193 209 193 209 193 209 193 209 193 209 193 209 193 
R-squared 0.168 0.275 0.168 0.271 0.272 0.491 0.360 0.530 0.166 0.154 0.228 0.175 0.600 0.221 0.280 0.220 
Note: The dependent variables are infrastructure, education, health and social protection efficiency indices from the Malmquist Productivity Index calculation in the first stage. The asterisks 
represent the p-value significance levels (*p<0.1; **p<0.05; ***p<0.01). The standard errors are in parentheses. 




From the estimation results in Table 6.9, we begin with infrastructure expenditures. 
Expenditure decentralization promotes infrastructure efficiency and is statistically 
significant in columns (1) and (2). The size of the economic scale is found to be an 
efficiency-enhancing factor in all estimations and statistically significant in most 
specifications. Population density appears to positively affect government efficiency in 
the infrastructure sector in most estimations; however, the coefficients appeared small. 
The size of the total population indicates that it stimulates government efficiency in most 
specifications. Ethnolinguistic fractionalization has an unexpected sign, and the 
coefficients shows the efficiency-enhancing effect for infrastructure expenditures. 
Political stability is proved to promote the government infrastructure efficiency index and 
is statistically significant at the 10 percent significance level. The inclusion of 
nondiscretionary variables (ethnolinguistic and political index) reduce the significance 
level of the decentralization variables in columns (2) and (4), while the effect on 
government efficiency remains positive. In addition, the degree of decentralization using 
tax revenue obtained from the local contribution is found to have a positive effect on 
efficiency in columns (3) and (4). Both decentralization measurements confirm the 
hypothesis that given a higher degree of fiscal decentralization, local governments are 
more likely to manage their performance and work more efficiently.  
The estimation results for education expenditure efficiency indicate that the degree 
of expenditure and tax revenue decentralization positively affect government efficiency 
in all cases, with the effect being statistically significant at the 1 percent level. However, 
the magnitude turns to the wrong sign and is negative and statistically significant in 
column (3). In line with infrastructure expenditures, the degree of fiscal decentralization 
on both the expenditure and tax revenue sides promotes government efficiency in health 
expenditures in all specifications. Similar to education expenditures, the effect of fiscal 
decentralization on both the expenditure and tax revenue sides is more likely to promote 
social protection expenditures’ efficiency, and the coefficients are statistically significant 
at the 1 and 10 percent levels in columns (1) to (3). In column (3), the impact of tax 
revenue decentralization shows the wrong sign yet is statistically significant. The degree 
of tax decentralization seems to have no impact on the efficiency of the social protection 
sector in column (4) after controlling for the institutional variables.  
From the economies of scale point of view, the coefficients of tax revenue 
decentralization indicate a higher point than expenditure decentralization in most cases 




for all four expenditures. In other words, the impact of an increasing tax revenue 
decentralization’s level is larger than expenditure decentralization in improving 
government expenditures’ efficiency level. The estimation results agree with the findings 
of Adam et al. (2014) and Stegarescu (2005, 2009). Tax revenue decentralization reflects 
the tax-raising autonomy of local governments since these taxes are determined by local 
governments themselves. The overall estimation results agree with the findings of Arsana 
(2014) but are the opposite of the findings of Tirtosuharto (2010). Possible reasons for 
the different estimation results with Tirtosuharto (2010) are the differences in the 
methodologies used to measure efficiency, the input and output data and the sample 
period. Tirtosuharto utilized Data Envelopment Analysis (DEA) to measure efficiency in 
Indonesia’s provinces during the period 1996 – 2005. The input data are regional 
government capital and current expenditures and the output data are regional gross 
domestic product. 
6.5 Conclusions 
Notably, this study of government expenditure efficiency evaluates government 
performance in four important sectors, i.e., infrastructure, education, health and social 
protection, after the implementation of fiscal decentralization in Indonesia. Using an MPI 
approach, the results reveal that local governments have managed to improve their 
efficiency in these four types of expenditures. The TEC and TC in infrastructure, health 
and social protection tend to deteriorate over the years; in contrast, social protection 
expenditures succeed in maintaining higher efficiency. An important aspect of this study 
is that it assesses the effect of the degree of fiscal decentralization on government 
efficiency. The estimation results confirm that the implementation of fiscal 
decentralization (using expenditure decentralization as the proxy) encourages local 
government to work efficiently and to use budget resources for appropriate development 
projects in accountable and transparent ways for all four components of expenditures. 
Meanwhile, an increase in the degree of fiscal decentralization seems to result in mixed 
effects on education and social protection expenditure efficiency. The negative effect of 
fiscal decentralization when using revenue decentralization as the proxy on education and 
social protection expenditure efficiency may indicate some degree of inefficiency because 
of waste spending or corruption. This could hinder economic development in Indonesia’s 
provinces. 




Despite the lack of data available at the provincial level to measure the output of 
government performance, the MPI is highly conducive to measuring the productivity and 
efficiency of regional governments in Indonesia. Our empirical findings could 






Corruption Perception in Indonesia: Reflecting People’s Beliefs Regarding 
the Integrity of Public Officials 
 
Abstract 
Many corruption studies conducted in Indonesia elaborate on the causes and effects of 
corruption from legal perspectives. A few studies consider the determinants influencing 
people’s perception of corruption in public sectors. Using corruption surveys with 
national coverage conducted in Indonesia in 2014, personal characteristics, direct 
experience of visiting public offices, the media effect and the role of government in 
combating corruption are comprehensively examined. An ordered logistic model and the 
cross tabulated method are used; the estimation results show that urban residents, women, 
people of all educational levels and people whose monthly expenditures are above three 
million IDR believe that corruption is a serious problem in Indonesia. In contrast, the 
productive age population between 25 and 64 years and married people tend to believe 
that corruption is less severe. The findings reveal that among those with direct experience 
visiting public offices, such as courts, police offices, public hospitals and marriage 
administration, corruption might pose a threat to their lives. These office types are also 
the four most corrupt public offices in Indonesia. The media effect is able to frame the 
public perception of corruption. Regarding sources of information, the findings 
demonstrate that people that trust information from the government, family members, 
religious leaders, government leaders, and academic and social organizations believe 
that corruption is more severe. This survey presents the citizens’ characteristics and their 
perception of corruption in public offices and provides insights that are beneficial for 
bottom-up policy recommendations to eradicate corruption in Indonesia. 
 
7.1 Introduction 
Most of studies of corruption are focused on explaining a correlation between corruption 
practices and social cultural perspectives. Some studies indicate that the social culture can be 
developed from the implementation of rules and regulations. The social culture also depends 
on personal values and moral integrity. Regarding corruption perception, people may perceive 
that a bribe is justifiable for certain practices, for example, giving a gift to teachers or paying 
extra money to speed up the process of obtaining a driving license, but unjustifiable for other 




people may strictly believe that giving a gift to teachers can be considered an illegal action. 
Nonetheless, there is a social custom of giving a so-called “thank you envelope” for help in 
obtaining a public service, and people agree to consider it to be part of social relations. A similar 
personal value can be generalized in a social community group or a country, which then 
generates a common perception among society. The common perception turns into a cultural 
perception regarding which actions are considered corruption and which are not. 
Understanding people’s perceptions can determine the strength of law enforcement. 
People’s perceptions indicate strong belief that the legal system is able to eradicate corruption 
and diminish bribing practices. Such perceptions also indicate the power of the leader’s 
motivation to eradicate corruption. On the other hand, they indicate the vulnerability of the 
government system in controlling corruption. In this study, the integrity of several chosen 
public offices is evaluated and ranked according to the number of respondents who answer the 
following question: “according to your opinion, please rank the integrity of public offices 
from the most corrupt to the least corrupt”. To evaluate the roles of government in 
anti-corruption actions, the survey accounts for people’s belief and trust in the notion that the 
government is taking serious action to combat corruption. Moreover, employing corruption 
perception as a measure requires cautious interpretation, especially in corruption control policy 
recommendations. Observing an increase in the number of respondents who believe that the 
corruption in public offices is becoming worse does not mean that corruption problems have 
worsened. The fact that the number of corruption cases has risen every year might offer an 
alternative interpretation that the KPK (Komisi Pemberantasan Korupsi – Indonesia Corruption 
Eradication Commission) has performed better and more effectively. 
To the best of our knowledge, this study contributes by examining people’s perception of 
corruption in public services in Indonesia. Many corruption studies conducted in Indonesia use 
a small sample of projects and analyze corruption in some infrastructure projects funded by 
international organizations. Some studies have examined government spending and state losses 
in regional government budgets for economic development, such as Suryadarma (2012). In 
contrast to other studies conducted in Indonesia, this study utilizes a corruption perception 
survey conducted by Statistics Indonesia in 2014. The survey is unique in its character because 
it involves national coverage in Indonesia and focuses on people’s perception of services 
provided by public offices. This survey reflects a bottom-up approach to analyzing the 
determinants that influence and form people’s perception. A corruption study using a survey 




advances in knowledge of the simple cause-effect relationships between corruption 
perception and the determinants that influence the perception. 
This study aims to define the relevant determinants shaping people’s perception of 
corruption. The following five research questions are addressed in this study: 
First, what are the personal characteristics that form people’s corruption perception?  
Second, is people’s corruption perception influenced by their experience giving a bribe to public 
officials?  
Third, do the media and the source of information shape and frame people’s perception?  
Fourth, are money politics or vote-buying practices common and accepted? 
Fifth, has the government played an important role in anti-corruption actions? 
In investigating these questions, this study yields five findings. First, the estimation 
results show that urban residents, women, people of all educational levels and people who have 
monthly expenditures above three million IDR confirm that they believe that corruption is a 
serious problem in Indonesia; in contrast, the productive age population between 25 and 64 
years and married individuals tend to believe that the corruption problem is less severe. Second, 
this study shows a robust finding indicating that among those with direct experiences visiting 
public offices, such as police offices, courts and hospitals, corruption may create a negative 
image of public office services regarding corruption; these office types are the three most 
corrupt public offices in Indonesia because people will most likely pay extra money to obtain 
services in those offices. Third, it is found that media can generate and frame public perceptions 
of corruption. Regarding sources of information, this study demonstrates that people are more 
likely to trust information about the severity of corruption from other family members and the 
government. Vote-buying practices or so-called money politics are common bribing practices 
in election periods, although most respondents do not agree with these practices. Lastly, the 
government plays a significant role in delivering corruption information because of people’s 
trust in the government. 
This chapter consists of the following four sections. The next section is the literature 
review, which elaborates on the existing relevant studies. Section 7.3 describes the data and 
methodology utilized in the estimation. Section 7.4 presents details on the empirical results and 







7.2 Literature Review 
There has been a debate over what is the best corruption measure in corruption research. 
Existing studies utilize two kinds of corruption measures: objective measures based on the 
number of corruption cases or the number of corruption convictions and corruption perception 
measures obtained from a survey of government institutions, private organizations or citizens. 
Both measures investigate different characteristics that should be treated as complementary. 
The use of each measure depends on the objective of the study, the scope and the availability 
of data. The work by Hilgartner and Bosk (1988) is a seminal study that argues that, from a 
theoretical perspective, the use of perception as a measure can help explain corruption because 
people’s beliefs can be considered the collective cognition of society rather than merely a 
reflection of objective reality. On the other hand, Ko and Zhi (2013) propose that administering 
officials and promoters of progressively targeted measures may feel uncomfortable with 
measures that depend exclusively on people's perceptions. There are two reasons for this 
statement. First, there might be objective, “hard” measurements that show whether substantial 
progress has been made over time. Second, most individuals might be only scarcely concerned 
about what the government has achieved or has endeavored to achieve. Andersson and 
Heywood (2009) argue that surveying people who have no information about or experience 
with corruption may be more likely to result in irrelevant perceptions because corruption, by 
nature, is an illegal and hidden activity. This consideration is also taken into account by 
Kaufmann et al. (2006), who point out that perception or subjective measures of corruption may 
present a complex problem because of the discrepancies between people’s perceptions and 
actual corruption practices. 
One objectives of the corruption survey is to analyze the relationship between the judicial 
system and the social culture. Corrupters calculate both costs and benefits. Corruption exposes 
public officials by imposing two costs: the legal penalty system and social sanctions for 
performing an unethical activity. Both costs are very different across countries depending on 
the efficiency of the judicial system and the strength of social sanction implementation. The 
differences could be stressed as a source of variation in corruption perception across countries. 
The variation in corruption perception motivates this study because a specific country study 
may provide a better explanation of the causes and effects of corruption. In relation to the legal 
penalty system, a poorly functioning judiciary incentivizes corruption. In jurisdictions where 
the system has no penalties or tolerates corruption because the law is very weak or has no effect 




corruption will increase in this condition (Buccirossi and Spagnolo, 2006). Accordingly, two 
policies have been extensively considered: the rationalization of sanctions (Bowles and 
Garoupa, 1997) and the rationalization of incentives for enforcers, such as paying rewards 
(Becker and Stigler, 1974).  
Corrupt individuals consider the costs of the two policies applied under the condition of 
a weak judicial system. If the benefits exceed the costs, they choose to engage in corruption. 
Concerning social penalties, sociology and comparative economics suggest that institutional 
efforts against corruption are always incomplete strategies if socio-cultural factors are not 
included (Banerjee, 1997). Socio-cultural factors concern attitudes towards corruption. Some 
factors, such as religious traditions (La Porta et al., 1997; Treisman, 2000); civil vs. common 
law systems (Treisman, 2000); or individualism vs. collectivism (Husted, 1999), have been 
directly examined. Related to corruption perception, a strong belief in the adverse effect of 
corruption indicates both a weak judicial system and limited social penalties in society. 
The contribution of media may extend to support anti-corruption efforts, removing the 
monopoly of traditional policy instruments. When the government seems to be reluctant to 
eradicate corruption, the media promote some delegation of authority, suggesting that to 
curb corruption, free media-engaged local communities and an independent middle class 
are crucial components of good governance (World Bank, 2006). People learn about 
corruption from various sources. Although one of the most reliable sources is personal 
experience of corruption, contacts between offi cials and the public are quite rare. The vast 
majority of people hear about corruption through the mass media and by talking with the other 
people surrounding them, such as family members, religious leaders, and teachers. Čábelková 
and Hanousek (2004) argue that the association between corruption perception and the sources 
of information about corruption is an important matter in Ukraine. They find that information 
from the mass media might encourage people in Ukraine to give extra money to public officials. 
In another study, Yu et al. (2013) suggest that there are three factors that explain the variations 
in Taiwanese citizens’ perception of corruption: encounters with government bureaucracy, 
party identification, and the media effect. 
Therefore, to advance our knowledge of the determinants that influence, shape and frame 
corruption perception in Indonesia, we conduct an empirical analysis based on corruption 
surveys with national coverage. The surveys offer valuable information that explains the 
variation in people’s perception of corruption. This study contributes by being the first study of 
corruption-related issues in Indonesia, and it provides insightful findings that can serve as 




7.3 Data and Methodology 
7.3.1 Survey Data and Baseline Model 
The data used in this study are constructed from corruption surveys obtained from 
Statistics Indonesia (Indonesia Statistics Bureau). The corruption survey involves national 
coverage in 2014. The questionnaires are designed to measure people’s corruption perception 
in Indonesia and are divided into nine parts.  
1. The first part consists of nine questions on respondent demographics.  
2. The second part concerns the participant’s family identity.  
3. In the third part, information about the respondent, such as name, gender, age, marital status, 
educational level, occupation, full time or part-time employment, and consumption 
expenditures per month, is sought.  
4. The fourth part consists of questions about habits and customs in the family (four questions), 
community (four questions), and public (12 questions). 
5. The fifth part is related to experiences with public services within the last 12 months (ten 
questions).  
6. The sixth part elaborates other experiences related to bribery (five questions). 
7. The seventh part concerns individuals’ perception of corruption behavior.   
8. The eighth part consists of questions about sources of information that often give 
information about corruption (eight questions), as well as the various media that the 
respondents usually use and how media content about corruption affects them (seven 
questions).  
9. The last part concerns other information (four questions). 
The survey form and questionnaire in Bahasa (Indonesia language) are available in 
Appendix 7.1. The survey has national coverage; however, the identity of the region is not 
provided by Statistics Indonesia due to reasons of confidentiality. In this survey, which uses a 
specific questionnaire form with regard to corruption perception, 8,110 respondents from most 
regions of Indonesia are randomly asked to assess the level of corruption of public institutions 
and to convey their opinions regarding the effectiveness of government anti-corruption actions 
in eradicating corruption. Another objective is to investigate sources of information about 
corruption and the potency of these sources in influencing the respondents’ perception.  
Survey Participants 
The sample consisted of 8,110 respondents who are randomly chosen. This survey is a 




The Dependent Variable 
Corruption Perception 
Corruption perception is the dependent variable. The question is as follows: “in your opinion, 
how serious is the corruption problem in Indonesia?” The four answer options are (1) not a 
problem, (2) a somewhat serious problem, (3) a serious problem, and (4) a very serious problem. 
The responses are treated as ordinal numbers under the assumption that the levels of corruption 
perception have a natural ordering from (1) to (4) or low to high. The question represents 
people’s belief with regard to how corruption has a significantly destructive impact on their 
lives.  
The Independent Variables 
Location 
The location is classified into the following two categories: (1) city and (2) village. The 
participants living in a city account for 76.21 percent, and the participants living in a village 
account for 23.79 percent. 
Gender 
Both males and females participated in the survey. The male participants account for 42.71 
percent, and the female participants account for 57.29 percent. 
Age 
The age of the participants is divided into the following three categories: (1) citizen age below 
15 years, (2) age between 15 and 64 years, and (3) age above 64 years. The percentages of 
citizens in each category are 2.4, 87.36, and 10.23 percent. The productive age population 
dominates the survey sample by 87.36 percent over the total population. 
Family Status 
The family status is divided into the following two categories: (1) head of family and (2) single. 
Participants who are heads of family slightly dominate the survey by 56.93 percent over the 
single participants (43.07 percent). 
Marital Status 
The marital status of the participants is classified into the following 4 categories: (1) single, (2) 
married, (3) divorced, and (4) widowed and not remarried. The married participants dominate 
the survey by 81.53 percent, followed by the widowed and not remarried participants (12.93 





The level of education is divided into the following 8 levels: (1) no schooling, (2) primary 
school without completion, (3) primary school, (4) lower secondary school, (5) upper secondary 
school, (6) vocational degree, (7) bachelor’s degree, and (8) graduate degree. The participants 
with a primary school education accounted for the highest percentage (27.53 percent), followed 
by those with a upper secondary school (23.71 percent), those who attended primary school but 
did not finish (18.13 percent), those with no schooling (6.60 percent), those holding a bachelor’s 
degree (6.02 percent), those holding a diploma degree (2.52 percent) and finally, those holding 
a graduate degree (0.55 percent). 
Occupation 
Nine major occupations are included in the survey, and the other occupations are classified as 
other occupation. The types of occupation include (1) agriculture, (2) mining, (3) industry, (4) 
electricity, gas or water, (5) construction, (6) trade, hotel and restaurant, (7) communication, 
warehouse and transportation, (8) finance, real estate and services, (9) social service, and (10) 
other. The highest percentage is other occupations including informal sectors such as self-
employment, street vendors, shoe shiners, and waster pickers, indicating that 31.43 percent of 
the participants work in types of occupations that are not listed in the survey. The second highest 
percentage is agriculture (20.91 percent), followed by trade, hotel and restaurant (18.35 percent). 
Monthly Expenditure 
The survey divided the monthly expenditure into the following 6 categories: (1) less than 1 
million IDR, (2) 1 – 2.9 million IDR, (3) 3 – 5.9 million IDR, (4) 6 – 9.9 million IDR, (5) 10 – 
14.9 million IDR, and (6) above 15 million IDR. According to the dataset, 58.56 percent of the 
respondents have a monthly expenditure between 1 – 2.9 million IDR, followed by 20.53 
percent of respondents with a monthly expenditure less than 1 million IDR and 18.31 percent 
of respondents with a monthly expenditure between 3 – 5.9 million IDR.  
Experiences Visiting Public Offices 
The survey provides some questions about the respondent’s experiences directly visiting public 
offices. Six types of public offices: (1) city offices, (2) police offices, (3) public electricity 
offices, (4) public hospitals, (5) courts, and (6) marriage administration offices, are of interest 
in our study. This question is aimed at examining whether or not the frequency of visiting public 
offices significantly increases the respondent’s perception of corruption. 




We believe that corruption information from reliable sources or close contact persons may 
increase the respondent’s perception of corruption. The survey has a question that elaborates 
what sources of information are reliable in the corruption context. The following information 
sources are assessed: (1) family, (2) religious leaders, (3) government leaders, (4) academics, 
(5) social organizations (Nahdlatul Ulama9, Muhammadiyah10, and others), (6) government 
agencies (police officer or Supreme Attorney), and (7) the KPK. More reliable information 
sources might increase the respondent’s perception of corruption. 
The Media 
The media sources examined in our study are: (1) television, (2) radio, (3) newspapers, (4) the 
Internet, (5) pamphlets, (6) direct conversations, and (7) other media. The survey includes a 
question on the types of channels or media that the respondents trust to deliver corruption 
information. 
In this study, we build a hypothesis that personal characteristics may mainly contribute 
to portraying the demographic conditions that shape personal views and moral values in a 
specific culture. We elaborate eight characteristics: rural or urban locations, family status, 
gender, age, marital status, educational level, occupation, and monthly expenditures. Rural and 
urban locations represent the variations in social life between rural and urban residents. People 
who live in rural areas are presumed to be more honest and to show social blending with each 
other. These characteristics generate a higher level of trust and caring among such residents. 
Negative thinking about public officials may be low, and public officials may neglect to ask for 
extra money. In contrast, people who live in cities may encounter many administrative matters 
and frequently deal with public services compared to rural residents. A high volume of tasks in 
public offices also differentiates the way people observe their need for public services. A need 
to have a faster service may encourage people to pay extra money as “speed cash”. 
Another characteristic is family status. In this survey, the respondents are divided into 
two statuses: heads of family and family members. Gender is a characteristic that is more likely 
to capture a clear difference in perception. Men are presumed to be more rational and easy-
going people, while women have reliable judgment on right and wrong. We consider the 
___________________________________ 
9 Nahdlatul Ulama is the largest independent Islamic non-governmental organization in Indonesia. Nahdlatul 
Ulama is also a charitable body, funding schools and hospitals as well as organizing communities to help alleviate 
poverty. It is involved in economic and agricultural studies and social activities including family planning. 
10
 Muhammadiyah is the second largest Islamic non-governmental organization in Indonesia. Although Nahdlatul 
Ulama and Muhammadiyah leaders and members are often actively involved in shaping the politics in Indonesia, 





difference between men and women for the following reason: we believe that a better 
understanding of how men and women respond to corrupt practices can be provide information 
on how to develop a best-fitting anti-corruption strategy. Age plays an important role. We 
expect that the survey is randomly distributed; however, age reflects the demographic condition 
in an area. A person of productive age between 25 and 64 years has a stronger awareness of 
corruption practices and reacts more enthusiastically to improving a bad corruption situation. 
Four types of marital status are considered: single, married, divorced and widowed and not 
remarried. It is crucial to account for marital status because a person who has married, has 
divorced or is a widow and has not remarried has experiences obtaining public services, for 
example, from city offices, schools, marriage administrative offices, and courts (for divorce 
status). 
Educational level is divided into eight levels: no schooling, incomplete primary school, 
graduated from primary school, lower secondary school, upper secondary school, diploma, 
bachelor’s and graduate levels. We hypothesize that people with a higher level of education 
have good knowledge and access to information. Their knowledge may reveal their perception 
of how good and honest governance should exist in public offices. Different types of occupation 
may control their responses to corrupt practices. The survey includes ten types of occupations: 
agriculture, mining, industry, electricity, gas or water, construction, trade, hotel and restaurant, 
communication and warehouse, finance, real estate and service, social services and other. 
Regarding the respondents’ welfare or income level, monthly expenditures in millions IDR are 
controlled for. The survey categorizes respondents based on six levels: less than 1 million IDR, 
1-2.9 million IDR, 3-5.9 million IDR, 6-9.9 million IDR, 10-14.9 million IDR and more than 
15 million IDR 
Experiences visiting public offices may influence people’s opinion on the corruption that 
takes place in public offices. People who have experiences dealing with excellent services in 
other institutions may proactively deny bribing public officials. They refrain from breaking the 
law because they have sufficient knowledge about corruption laws and the impact of breaking 
the law on their future life.  
The detailed statistics of the participants for personal characteristics are presented in 
Table 7.1, and descriptive statistics of variables included in the analysis is available in Table 
7.2. The number of respondents and percentage of respondents for all variables are available in 
Appendix 7.2, and a correlation matrix is shown in Appendix 7.3 to preserve space. According 
to the correlation matrix, all correlation coefficients show numbers below 0.8, indicating that 




39Table 7.1 The Respondents Statistics 
Information Detail Percent No. of Respondent 
Location City 76.21%                        6,181  
  Village 23.79%                        1,929  
Status Head of Family 56.93%                        4,617  
  Single 43.07%                        3,493  
Gender Male 42.71%                        3,464  
  Female 57.29%                        4,646  
Age Below 15 2.40%                           195  
  15 - 64 years old 87.36%                        7,085  
  Above 64 10.23%                           830  
Marital Status Single 2.79%                           226  
  Married 81.53%                        6,612  
  Divorced 2.75%                           223  
  Widowed and not remarried 12.93%                        1,049  
Education Level Not schooling 6.60%                           535  
  Primary school but not finished 18.13%                        1,470  
  Primary school 27.53%                        2,233  
  Lower secondary school 14.94%                        1,212  
  Upper secondary school 23.71%                        1,923  
  Vocational degree 2.52%                           204  
  Bachelor 6.02%                           488  
  Graduate 0.55%                             45  
Occupation Agriculture 20.91%                        1,696  
  Mining 0.74%                             60  
  Industry 8.53%                           692  
  Electricity, gas and water 0.33%                             27  
  Construction 4.08%                           331  
  Trade, hotel, and restaurant 18.35%                        1,488  
  
Communication, warehouse, and 
transportation 
2.71%                           220  
  Finance, real estate, and service 0.91%                             74  
  Social service 12.00%                           973  
  Other 31.43%                        2,549  
Monthly Expenditure  < 1 million IDR 20.53%                        1,665  
  1 - 2,9 million IDR 58.56%                        4,749  
  3 - 5,9 million IDR 18.31%                        1,485  
  6 - 9,9 million IDR 2.00%                           162  
  10 - 14,9 million IDR 0.42%                             34  





40Table 7.2 Descriptive Statistics 
Variable Obs Mean     Std. Dev. Min Max 
Corruption 8,110 2.97 0.52 1 4 
Location 8,110 1.30 0.46 1 2 
Family status 8,110 1.43 0.51 1 2 
Gender 8,110 1.57 0.49 1 2 
Age 8,110 47.16 13.29 14 98 
Marital status 8,110 2.26 0.71 1 4 
Education 8,110 3.65 1.56 1 8 
Information  8,110 3.14 3.23 1 9 
Expenditure 8,110 2.04 0.73 1 6 
Visiting: city office 8,110 2.41 0.86 1 3 
Visiting: police office 8,110 2.52 0.81 1 3 
Visiting: electricity office 8,110 2.27 0.96 1 3 
Visiting: public hospital 8,110 2.65 0.75 1 3 
Visiting: court 8,110 2.96 0.27 1 3 
Visiting: marriage adm 8,110 1.85 0.91 1 3 
Information  8,110 3.74 2.32 1 8 
Media 8,110 2.23 2.11 1 8 
 
 




We adopt two different methodologies to analyze the 14 hypotheses displayed in Figure 
7.1. The first method utilizes an ordered logistic model to test 11 hypotheses (H-1 through H-
11), and the second method uses cross-tabulation to test three hypotheses (H-12 to H-14). 
Hypotheses (1) to (14) are written as follows: 
H-1: Living in a city area increases the respondent’s belief that corruption is a serious problem.  
H-2: Head of family status increases the respondent’s belief that corruption is a serious 
problem. 
H-3: Gender positively affects the respondent’s belief that corruption is prevalent.  
H-4: Age positively affects the respondent’s belief that corruption is prevalent.  
H-5: Marital status impacts the respondent’s belief that corruption is a severe problem. 
H-6: Educational level positively impacts the respondent’s belief that corruption is a severe 
problem. 
H-7: Occupation type positively affects the respondent’s belief that corruption is a serious 
problem. 
H-8: Higher monthly expenditures affect the respondent’s belief that corruption is a serious 
problem. 
H-9: The frequency of visiting public offices increases the respondent’s belief that corruption 
is a severe problem in those offices. 
H-10 : The information source positively affects the respondent’s belief that corruption is a 
severe problem. 
H-11 : The media positively affects the respondent’s belief that corruption is prevalent. 
H-12 : What are the most corrupt public offices? 
H-13 : Money politics or vote buying is common and accepted. 
H-14 : The KPK, as the anti-corruption organization, plays an important role in eradicating 
corruption. 
Using the former method, the relationship between personal characteristics and people’s 
corruption perception is assessed in eight hypotheses (H-1 to H-8). The method is designed 
to determine whether direct experience visiting public offices seems to influence corruption 
perception in hypothesis H-9. The sources of information and the media that affect corruption 
perception are investigated in two hypotheses (H-10 to H-11). This methodology aims to 
determine whether media can substantially impact people’s perception and to explore the 
government’s contribution in educating people on corruption perception.  
The second method is cross-tabulation. Three aspects are worth assessing using this 




when giving extra money or bribing public officials in hypothesis H-12. Second, money 
politics practices are investigated to understand how severe the problem of corruption is in 
the election process in hypothesis H-13. Finally, the role of KPK in anti-corruption initiatives 
is discussed using the survey responses of the respondents in hypothesis H-14. A map of 
hypotheses 1 through 14 is presented in Figure 7.1. 
In the first methodology, an ordered logistic model and the baseline models assume 
general forms as follows: 
𝑐𝑝𝑖𝑡 = 𝑓(𝑙𝑜𝑐, 𝑓𝑎𝑚, 𝑔𝑒𝑛, 𝑎𝑔𝑒, 𝑚𝑎𝑟, 𝑒𝑑𝑢𝑐, 𝑜𝑐𝑐𝑢𝑝, 𝑒𝑥𝑝)𝑖𝑡 + 𝑒𝑖𝑡 (7.1) 
𝑐𝑝𝑖𝑡 = 𝑓(𝑓𝑟𝑒𝑞1, 𝑓𝑟𝑒𝑞2, 𝑓𝑟𝑒𝑞3, 𝑓𝑟𝑒𝑞4, 𝑓𝑟𝑒𝑞5, 𝑓𝑟𝑒𝑞6)𝑖𝑡 + 𝑒𝑖𝑡 (7.2) 
𝑐𝑝𝑖𝑡 = 𝑓(𝑖𝑛𝑓𝑜1, 𝑖𝑛𝑓𝑜2, 𝑖𝑛𝑓𝑜3, 𝑖𝑛𝑓𝑜4, 𝑖𝑛𝑓𝑜5, 𝑖𝑛𝑓𝑜6, 𝑖𝑛𝑓𝑜7  )𝑖𝑡 + 𝑒𝑖𝑡 (7.3) 
𝑐𝑝𝑖𝑡 = 𝑓(𝑚𝑒𝑑𝑖𝑎1, 𝑚𝑒𝑑𝑖𝑎2, 𝑚𝑒𝑑𝑖𝑎3, 𝑚𝑒𝑑𝑖𝑎4, 𝑚𝑒𝑑𝑖𝑎5, 𝑚𝑒𝑑𝑖𝑎6, 𝑚𝑒𝑑𝑖𝑎7)𝑖𝑡 + 𝑒𝑖𝑡 (7.4) 
where cp is corruption perception, loc represents the respondent’s location (city or village), fam 
denotes family status, gen is gender, age represents the respondent’s age, mar represents the 
marital status, educ denotes the educational level, occup is the type of occupation, exp denotes 
the level of monthly expenditures, freq is the frequency of visiting public offices, info denotes 
the most effective source in influencing corruption perception, media is the most effective 
media type, and e is the error term. The subscript i denotes the respondent, and t is the year.  
The estimation strategy is performed in four Equations, i.e., (7.1) through (7.4). To 
provide a better discussion, we presented the detailed estimation results per category as follows: 
1. Equation (7.1) elaborates on the effects of personal characteristics (location, family status, 
gender, age, marital status, education level, occupation type, and monthly expenditure) on 
corruption perception. 
2. Equation (7.2) estimates the effects of the frequency of visiting public offices on corruption 
perception in the following six types of public offices: (1) city office, (2) police office, (3) 
public electricity office, (4) public hospital, (5) court, and (6) marriage administration 
office. 
3. The effects of the following information sources on corruption perception are regressed 
using equation (7.3): (1) family, (2) religious leader, (3) government leader, (4) academics, 
(5) social organization (Nahdlatul Ulama, Muhammadiyah, and others), (6) government 




4. Finally, the effects of media, such as (1) television, (2) radio, (3) newspaper, (4) internet, 
(5) pamphlet, (6) direct conversation, and (7) other media, on corruption perception at the 
citizen level are assessed by equation (7.4). 
Moreover, this ordered logistic model is utilized because the responses to the questions 
represent the dependent variable at four levels. An ordered logistic model is the best-suited 
model when the dependent variable has more than two answer choices. The question is as 
follows: “in your opinion, how serious is the corruption problem in Indonesia?” The four 
answer options are (1) not a problem, (2) a somewhat serious problem, (3) a serious problem, 
and (4) a very serious problem. The question represents people’s belief with regard to how 
corruption has a significantly destructive impact on their lives. This study aims to understand 
the determinants influencing people’s corruption perception by modeling personal 
characteristics, the frequency of direct visits to public offices, the sources of information related 
to corruption and the media effect and whether these characteristics influence people’s 
corruption perception; these factors are accounted for as the independent variables. 
7.4 Estimation Results and Discussion 
In this section, we elaborate on the estimation results and discuss the findings from the 
corruption survey by utilizing the ordered logistic model. Equations (7.1) to (7.4) analyze the 
effect of personal characteristics (Eq. 7.1), objective experiences visiting public offices (Eq. 
7.2), the source of information (Eq. 7.3) and the effect of the media (Eq. 7.4). The dependent 
variable, corruption perception, has four responses that are treated as ordinal number under the 
assumption that the levels of corruption perception have a natural ordering from low/not severe 
to high/severe: (1) not a problem, (2) a somewhat serious problem, (3) a serious problem, and 
(4) a very serious problem.  
A standard interpretation of the ordered logit coefficient is that for a one-unit increase in 
the independent variable, then the dependent variable level is expected to change by its 
respective regression coefficients in the ordered log-odds scale (due to a higher level of 
responses for the dependent variable), while the other independent variables in the model are 
held constant. Since the ordered logit model estimates one equation over all levels of the 
dependent variable, a question arises whether the one-equation model is valid. We can test the 
hypothesis with the proportional odds test (Brant test of parallel regression assumption). After 
estimating the models, we assessed the proportionality parallel-lines assumption using the Brant 
test, and the coefficients of the independent variables differ but much more modestly. The null 




squared coefficient is 0.157, which means that the assumptions of the parallel-lines model are 
not violated.  
In addition, we can also obtain predicted probabilities, which are easier to understand 
than the coefficient of the odd ratios. We did not explore the effect of each independent 
variable’s responses on the probability of each level of the dependent variable; instead, the 
effect of all independent variables on each level of the dependent variable was determined. This 
allows us to explore very detailed estimation results; however, for practical reasons, this 
research conducted more general examinations on each aspect of the corruption survey to gain 
a greater understanding of the determinants that affect citizen’s perception of corruption in 
Indonesia. The estimation results of the ordered logistic model are available in Tables 7.3 – 7.6. 
We include the marginal effects results, LR chi-squared, and McFadden’s pseudo R-squared in 
each model specification. McFadden’s pseudo R-squared is the result of the logistic analysis, 
which is different from the traditional R-squared in ordinary least squares (OLS). Its values 
tend to be considerably lower than those of R-squared. 
7.4.1 Personal Characteristics 
Some studies have found that the personal characteristics of a population in a country 
may distinguish the corruption pattern in that particular country. This study focuses on 
examining specific characteristics of corruption perception. Eight characteristics, including 
location, family status, gender, age, marital status, educational level, type of occupation and 
monthly expenditures, are analyzed using an ordered logistic model.  
Based on the estimation results in Table 7.3, urban residents believe that corruption seems 
to be a threat in Indonesia, and this result is statistically significant at the 5 percent level. These 
people may struggle with more severe corruption than people who live in rural areas. This result 
should be interpreted carefully because there are two possibilities that explain this result: first, 
the corruption condition of public offices in cities might be more severe than that in rural areas, 
and, second, urban residents tend to speak up against corruption practices. Being a family 
member shows no relationship with corruption perception. Family members can be housewives, 
children or parents under one head of family. They are less likely to deal with administrative 
matters in public offices.  
Being a woman appears to increase the opinion that corruption is a less serious problem. 
Based on the findings, we may suggest that women are less likely to express their opinion 
against the bad behavior they experience. Among the productive age population between 15 




the 1 percent level. An increase of 1 percent in the productive age population would decrease 
corruption perception. Married individuals are more likely to have the opinion that corruption 
is not a serious problem; however, among divorced individuals and widowed individuals who 
have not remarried, the result is statistically insignificant. 
 Interestingly, people at all educational levels, from those who graduated primary school 
to those with a graduate-level education, confirm that they must pay attention to the adverse 
effect of corruption. However, for all types of occupation, the effect on corruption perception 
is insignificant. Interestingly, people with monthly expenditures above three million IDR (a 
modest expenditure level in this survey) believe that the adverse effect of corruption is at a 
serious level. In contrast, among respondents with monthly expenditures below three million 
IDR, monthly expenditures seem to have no significant effect on corruption perception. This 
finding contradicts the hypothesis of Transparency International, which posits that corruption 
highly burden poor countries rather than rich countries because such countries are struggling to 
provide even basic needs (Transparency International Report, 2017); therefore, this 
contradictory finding may need further elucidation that cannot be provided by the survey. 
41Table 7.3 Personal Characteristic Estimation Results - Hypotheses 1 – 8 
Dependent Variable:   Coefficient  
Corruption perception   Estimates 
Location City 0.083** 
Family status Head of family 0,166 
  Family Member 1,026 
Gender Female -0.438*** 
Age Below 15 years 1,063 
  15 - 64 years -0.142*** 
  Above 64 years -0,245 
Marital status Married -0.022* 
  Divorced 0,032 
  Widowed and not remarried 0,077 
Education level Not finished primary school 0.357*** 
  Primary school 0.528*** 
  Lower secondary school 0.722*** 
  Upper secondary school 0.674*** 
  Vocational degree 0.602*** 
  Bachelor 0.944*** 
  Graduate 0.778** 
Occupation Mining -0,095 
  Industry -0,253 
  Electricity, gas and water -0,038 
  Construction 0,313 
  Trade,hotel, and restaurant -0,164 




  Finance, real estate, service -0,277 
  Social service -0,101 
Monthly expenditure 1-2,9 million IDR 0,079 
  3-5,9 million IDR 0.176* 
  6-9,9 million IDR 0.237* 
  10-14,9 million IDR 0.848** 
  >=15 million IDR 0.212* 
LR chi2   238,9 
Prob > chi2   0,000 
Pseudo R-squared   0,0193 
No. Observations   8.110 
Notes: The dependent variable is corruption perception. The asterisks indicate the p-value significance levels (*p<0.1; 
**p<0.05; and ***p<0.01). The standard errors and constant are not displayed to preserve space. McFadden pseudo R-
squared, and LR chi-squared are presented at the end of the table. 
 





 z   P>|z 
 [95% Conf. 
Interval] 
1 Not a problem 0.207 0.055 3.782 0.000 0.150 0.317 
2 A somewhat serious problem 0.234 0.038 6.160 0.000 0.127 0.319 
3 A serious problem 0.250 0.049 5.082 0.000 0.174 0.392 
4 A very serious problem 0.309 0.035 8.752 0.000 0.107 0.420 
 
Moreover, the probabilities of an effect of the personal characteristic variables on levels 
of corruption perception responses, if the rest of the personal characteristic variables are at their 
mean values, are 20% (1. not a problem), 23% (2. a somewhat serious problem), 25% (3. a 
serious problem), and 31% (4. a very serious problem), respectively. Another interpretation is 
that the probability of the effect of the personal characteristic variables on higher levels of 
corruption perception responses (3. a serious problem and 4. a very serious problem) is 56% 
(25% plus 31%), which is larger than that of the other two responses (1. not a problem and 2. a 
somewhat serious problem). 
7.4.2 Objective Experiences Visiting Public Offices 
Direct experiences visiting public offices shape a person’s corruption perception. 
People’s levels of satisfaction with the services provided by public officials are determined by 
public officials’ performance in delivering services. People tend to compare the services they 
obtain from one office to those obtained from another, and this comparison will shape their 
perception. Some studies have found that people’s recent contact with government agencies 
will express their personal experience as a general perception of the government organization 
as a whole, particularly because the encounter experience overcomes the stereotype of 




The objective experience is assessed using the question “have you ever visited public 
offices in the past year?” The answers are 1 for “yes” and 2 for “no”. The survey evaluates six 
public offices: (1) city offices, (2) police offices, (3) electricity offices (state-owned company), 
(4) hospitals (government hospitals), (5) courts and (6) marriage administration offices.  
42Table 7.4 The Frequency of Visiting Public Offices and Corruption Perception- 
(Hypothesis 9) 
Dependent variable:    Coefficient  
Corruption perception   Estimates 
Frequency of visiting City office 0.017 
  Police office 0.169*** 
  Electricity office -0.927*** 
  Public hospital 0.298* 
  Court 0.347* 
  Marriage administration 0.953*** 
LR chi2   70.86 
Prob > chi2   0.000  
Pseudo R-squared   0.0572 
No. Observations   8,110 
Notes: The dependent variable is corruption perception.  The asterisks indicate the p-value 
significance levels (*p<0.1; **p<0.05; and ***P<0.01). The standard errors and constant are 
not displayed to preserve space. McFadden pseudo R-squared, LR chi-squared are presented 
at the end of the table. 
 





 z   P>|z 
 [95% Conf. 
Interval] 
1 Not a problem 0.156 0.054 2.857 0.000 0.149 0.362 
2 A somewhat serious problem 0.238 0.038 6.267 0.000 0.126 0.413 
3 A serious problem 0.351 0.049 7.137 0.000 0.241 0.761 
4 A very serious problem 0.255 0.035 7.249 0.000 0.106 0.590 
 
The estimation results shown in Table 7.4 indicate that people’s direct experience visiting 
four offices, i.e., police offices, hospitals, marriage administration offices and courts, seems to 
increase their belief that corruption is a severe problem in these four offices. The correlation 
between direct experiences visiting city offices and corruption perception is statistically 
insignificant. The explanation is that people infrequently visit police offices, hospitals and 
courts; consequently, the bad experiences that they have with the staff at these offices may 
shape their perception for a long time. Another possible reason is that people refrain from 
visiting these offices unless there is an emergency or an unavoidable situation, such as being 




emergency condition may expect to obtain fast and excellent solutions to their problems; 
therefore, unpleasant service and bribing practices may form a resilient corruption perception 
of public offices as a general evaluation. This finding is the opposite of the situation in Ukraine; 
Čábelková and Hanousek (2004) demonstrate that people in the Ukraine tend to believe that 
corruption in local governments, courts and police offices is less harmful and that corruption in 
banks is more prevalent than that in other offices. A contrasting finding is that people tend to 
believe that the corruption effect is less pervasive in electricity offices. A possible reason is that 
electricity offices are operationalized professionally by a state-owned company that is a profit-
oriented organization; therefore, this organization improves its service quality to fulfill people’s 
satisfaction. 
In addition, the probabilities of the impact of the frequency of visiting public office’s 
variable on levels of corruption perception (1. not a problem, 2. a somewhat serious problem, 
3.  a serious problem or 4. a very serious problem), with the rest of the frequency of visiting 
public office’s variables at their mean values, are 15%, 23%, 35%, and 25%, respectively. 
Another interpretation is that the probability of the effect of the frequency of visiting public 
office’s variable on higher levels of corruption perception responses (3. a serious problem and 
4. a very serious problem) is 60% (35% plus 25%) which is larger than that of other two 
responses (1. not a problem and 2. a somewhat serious problem). 
7.4.3 Sources of Information 
The source of information has an effect in forming corruption perception. In the survey, 
seven sources represent the main actors who have dominant roles in people’s lives. Family 
members, religious leaders, leaders (such as the regent or the governor), academics (teachers, 
lecturers, or researchers), social organizations (non-profit organizations such as 
Muhammadiyah), the government (national police or Supreme Attorney), and the KPK 
(Indonesia Corruption Eradication Commission) are chosen to represent these actors.  
The estimation results shown in Table 7.5 reveal that information from government 
agencies influences people’s belief about corruption, and the estimation result is statistically 
significant at the 1 percent significance level. Similarly, family members, religious leaders, 
government leaders, academics and social organizations can encourage people’s corruption 
perception. Family members are trustworthy sources who usually transfer their personal beliefs 
to other family members; the other members then share the same perception. Another actor is 
the government. This is an interesting finding, and the empirical result reveals that the 




government is the most corrupt institution. In contrast, KPK has a statistically insignificant 
effect. A possible reason is that the respondents may have been confused as to the difference 
between the government and the KPK. They might have thought that the KPK, as the anti-
corruption organization, is also part of the government, and vice versa. However, from the 
estimation results, the role of the KPK cannot have a significant effect and influence people’s 
corruption perception. 
43Table 7.5 Information Sources and Corruption Perception- (Hypothesis 10) 
Dependent Variable:   Coefficient  
Corruption perception Estimates 
Information sources Family 0.909** 
  Religious leader 0.922** 
  Government leader 0.959** 
  Academic 1.015* 
  Social organization 0.772* 
  Government agency 1.170*** 
  KPK 0.957 
      
LR chi2   52.15 
Prob > chi2   0.000 
Pseudo R-squared   0.0421 
No. Observations   8,110 
Notes: The dependent variable is corruption perception.  The asterisks indicate the p-value 
significance levels (*p<0.1; **p<0.05; and ***p<0.01). The standard errors and constant are 
not displayed to preserve space. McFadden pseudo R-squared, and LR chi-squared are 
presented at the end of the table. 
 





 z   P>|z 
 [95% Conf. 
Interval] 
1 Not a problem 0.170 0.058 2.957 0.000 0.157 0.383 
2 A somewhat serious problem 0.238 0.038 6.214 0.000 0.131 0.246 
3 A serious problem 0.321 0.049 6.588 0.000 0.133 0.516 
4 A very serious problem 0.271 0.036 7.596 0.000 0.110 0.280 
The probabilities of the effect of the information source on levels of corruption perception 
(1. not a problem, 2. a somewhat serious problem, 3. a serious problem or 4. a very serious 
problem), given that the rest of the sources of information variables at their mean values, are 
17%, 23%, 32%, and 27%, respectively. Another interpretation is that the probability of the 




serious problem and 4. a very serious problem) is 59% (32% plus 27%), which is larger than 
that of the other two responses. 
7.4.4 Media Effect 
In Table 7.6, the estimation results reveal that the effect of television and the Internet on 
citizens’ corruption perception is positive and statistically significant at the 1 and 5 percent 
levels. Thus, corruption cases exposed on television likely raise people’s awareness of 
corruption. In contrast, other media, such as the radio, newspapers, pamphlets and direct 
conversations, appear statistically insignificant. Currently, the Internet is more likely to 
dominate over other media. People can obtain any news from the Internet. An active Internet 
user may be exposed to free sources of corruption news not only in Indonesia but also 
Worldwide. This exposure provides better knowledge and awareness of corrupt practices and 
develops an objective judgment of the corruption problem in Indonesia. In their study, 
McCombs and Shaw (1993) argue that the agenda setting function of the media is a process by 
which the media can affect both the topics the public thinks about and how they think about 
those topics, i.e., “framing”. The positive effect of the media in influencing perception is also 
emphasized by Yu et al., (2013) using Taiwan’s corruption survey. 
44Table 7.6 Media and Corruption Perception - (Hypothesis 11) 
Dependent Variable: Coefficient  
Corruption perception Estimates 
Media Television 0.217*** 
  Radio -0.189 
  Newspaper 0.200 
  Internet 0.053** 
  Pamphlet -0.201 
  Direct conversation -0.96 
  Other media 0.317 
      
LR chi2   13.25 
Prob > chi2   0.0211 
Pseudo R-squared 0.0107 
No. Observations   8,110 
Notes: The dependent variable is corruption perception.  The asterisks indicate the p-value 
significance levels (*p<0.1; **p<0.05; and ***P<0.01). The standard errors and constant 
are not displayed to preserve space. McFadden pseudo R-squared, and LR chi-squared are 











 z   P>|z 
 [95% Conf. 
Interval] 
1 Not a problem 0.270 0.058 4.696 0.000 0.158 0.383 
2 A somewhat serious problem 0.138 0.038 3.606 0.000 0.131 0.146 
3 A serious problem 0.419 0.049 8.604 0.000 0.232 0.751 
4 A very serious problem 0.173 0.036 4.857 0.000 0.110 0.241 
 
The probability of the effect of the media on the levels of corruption perception (1. not a 
problem, 2. a somewhat serious problem, 3. a serious problem or 4. a very serious problem), 
given that the rest of the effect of the media variable are at their mean values, are 27%, 13%, 
41%, and 17%, respectively. Another interpretation is that the probability of the media’s effect 
on higher levels of corruption perception responses (3. a serious problem and 4. a very serious 
problem) is 58% (41% plus 17%), which is larger than that of the other two responses (1. not a 
problem and 2. a somewhat serious problem). 
7.4.5 Ranking of Corrupt Institutions 
In this section, a cross-tabulation method is employed to analyze hypothesis H12. Since 
people believe that public officials are more likely to engage in corrupt practices, the survey 
aims to rank the chosen public offices based on the respondents’ answer to the question “in 
your opinion, please rank the most corrupt public offices”. Six institutions are chosen to 
represent public offices: city offices, police offices, electricity offices, hospitals (government 
hospitals), courts and marriage administration offices. All respondents ranked the six public 
offices from 1 to 6, with 1 representing the most corrupt and 6 the least corrupt. We calculated 
the percentage of the responses from 1 to 6 for each office and ranked the offices from highest 
to lowest. Table 7.7 displays the most corrupt public offices and their rankings. 
45Table 7.7 The Most Corrupt Public Offices – Hypothesis 12 
 
Using a cross-tabulation methodology, we found that the most corrupt offices are the 
courts, followed by police offices. According to the respondent ranking, 97.09 percent of the 
Institutions Percent Rank
Court 97.09 1
Police office 71.99 2
Hospital (government) 68.03 3
Marriage administration 61.81 4
Electricity office (SOE) 50.73 5




respondents believe that legal proceedings in courts are almost guaranteed to involve a payment 
of an illegal fee. A higher percentage seems to express people’s belief regarding the low quality 
of the judicial system. The survey findings suggest that people most likely pay extra money 
when holding cases in courts. Police offices rank second, with 71.99 percent of the respondents 
believing that they are corrupt. Hospitals and marriage administration offices rank third and 
fourth, respectively, followed by electricity offices and city offices, which rank fifth and sixth, 
respectively. The percentage of respondents who believe that hospitals, marriage administration 
offices, electricity offices and city offices are corrupt are 68.03 percent, 61.81 percent, 50.73 
percent, and 41.04 percent, respectively. Based on the survey findings, the percentage of 
respondents who believe that these public offices are corrupt seems high, ranging from 97.09 
percent (the highest) to 41.04 percent (the lowest). These high numbers are quite surprising and 
suggest that the respondents are pessimistic regarding the anti-corruption actions conducted by 
the government. 
7.4.6 Vote Buying or Money Politics 
Another type of corruption in political competition is vote buying or money politics. 
Interestingly, vote buying may present evidence that political corruption can have a significant 
impact in forming people’s perception. The respondents were asked to answer two questions: 
“do you receive money in an election campaign?” and “what is your opinion when you know 
that someone receives money in an election campaign?” For the first question, there were three 
answers: “yes”, “no” and “I don’t know”; for the second question, there were four answers: “no 
problem”, “somewhat agree”, “disagree”, and “completely disagree”. All respondent answers 
were cross-tabulated. For the first question, 59.74 percent of the respondents admitted that they 
receive money distributed in election campaigns; in contrast, 30.35 percent of the respondents 
confirm that they refuse money or gifts from any political parties that can influence their 
independence in elections, while the remaining respondents (9.91 percent) answer “I don’t 
know”. The survey results related to money politics are displayed in Table 7.8 (the first 









46Table 7.8 The Percentage of Respondents who Receive Money in an Election Campaign – 
Hypothesis 13 
 
The question is “Do you receive money in an election campaign?” 
47Table 7.9 The Percentage of Respondents Answering the Second Question regarding 
Money Politics 
 
The question is “What is your opinion if you know that someone receives money 
in an election campaign?” 
Regarding the fact that most respondents agree to receive money in elections, the second 
question obtains interesting findings. From the answers to the second question, only a small 
number of respondent state that receiving money is not a major problem. A total of 11.8 percent 
and 20.81 percent of the respondents answer “somewhat agree” and “disagree”, respectively. 
More than 67 percent of the respondents confirm that money politics practices are an intolerable 
behavior. From the answers to the first and second questions, the responses seem to contradict 
each other. While most respondents completely disagree with money politics or vote-buying 
practices, for another reason, they consider receiving money. One reason for this finding is that 
there is no regulation that forbids vote-buying practices in election campaigns. People feel safe 
in receiving money because there is no punishment for breaking the rules that will land them in 
jail.  
7.4.7 Role of Anti-corruption Initiatives 
In this section, we discuss citizens’ involvement in anti-corruption initiatives organized 
by KPK (the Indonesia anti-corruption independent body). We focus on assessing the effect of 













attended a KPK anti-corruption program such as an anti-corruption music concert, a call for 
corruption papers, a drawing competition for children, a book launching session, or others?”  
 
Figure 7.2 Citizen’s Involvement in KPK Anti-corruption Programs 
As shown in Figure 7.2, surprisingly, 94 percent of the respondents answered that they 
had never attended a KPK anti-corruption campaign or received information directly from the 
KPK, and only six percent of the respondents are involved in a KPK program. Since it was 
established in 2003, the KPK has been the sole active actor in eradicating corruption in 
Indonesia. It has succeeded in arresting and jailing many corrupt leaders, such as regional 
leaders, ministers and members of parliament. With various programs and approaches, the KPK 
aims to educate people and grow closer to people. KPK programs not only focus on sting 
operations but also create a systemic transformation of government institutions. 
Despite all the programs that have been organized by the KPK, the survey conveys 
bottom-up information that KPK programs have not reached the level of citizens. This 
information may deliver a message to the KPK that it must work more to deliver information 
about corruption to all levels of society. 
7.5 Conclusions 
People’s corruption perception in Indonesia is assessed using corruption surveys with 
national coverage conducted in 2014. Despite the short period of these surveys, the surveys 
succeed in providing valuable information on corruption perception from the bottom level of 
society. There may be a causal relationship between corruption perception and real objective 
corruption. Corruption perception may be formed by direct experiences visiting public offices 
and giving bribes to the staff. On the other hand, corruption practices are the product of people’s 




positive relationship between direct experiences visiting public offices and corruption 
perception implies that people who have experiences visiting courts, police offices and hospitals 
will believe that these public offices suffer from a severe corruption problem. 
This study acknowledges the significant effect of media in shaping and framing people’s 
perceptions. Television and the Internet have a contributing effect in influencing people’s 
perceptions. People trust and absorb information from these media and believe that the adverse 
effect of corruption has affected their lives. From the survey, we found evidence that courts, 
constituting the judicial system, are the most corrupt institution. A very high percentage (97 per 
cent) of respondents believe that a severe level of corruption is present in the courts; this 
institution is followed by police offices, hospitals, marriage administration offices, electricity 
offices and city offices. This fact that the courts rank first as the most corrupt institution raises 
the fundamental question of how corruption can be reduced if the legal and judicial institutions 
benefit from conditions of severe corruption. 
The main sources of information about corruption that influence people are the 
government and family members. In the case of Indonesia, although people know that the 
government is the dominant actor in corruption, they still trust information from the government. 
This finding may result in a counter-intuitive explanation, and we may obtain another finding 
from the survey. People answer that they do not obtain information about corruption from the 
KPK; however, they confirm that they trust information from the government. The possible 
explanation here is that people might misperceive the KPK as the government, and vice versa. 
They do not clearly understand the role and function of the KPK and the government in 
eradicating corruption. The fact that in people’s perceptions and politics circumstances, money 
politics are considered normal practices and the lack of regulation in this regard are reasons for 
the increase in vote buying. Based on these findings, the KPK may consider developing a 
regulation to confront vote-buying practices.  The respondents of this study also confirm the 
fact that KPK programs do not reach all levels of society. Following up on the results of this 
survey, the KPK may create more programs that have a wider range to reach people at the 
bottom level. 
We consider that this study has two main limitations. First, the names of the provinces or 
regions are not available from Statistics Indonesia for reasons of confidentiality; thus, this study 
cannot conduct an analysis of the specific provinces affected by the harmful effects of 
corruption. Second, the questionnaire does not ask about people’s willingness to bribe public 
officials; therefore, we cannot perform an important analysis to determine whether the 




Despite these research limitations, the findings of this study provide insight into and 
valuable information regarding the determinants affecting people’s corruption perception. 
Moreover, this study proposes a recommendation that the government and the KPK should do 
more to encourage the freedom of speech of the media and civil society. People are afraid to 
provide information about the corruption practices that exist in public offices because the 
government does not protect people or the media that speak up against corruption. The 
government has initiated a whistleblowing program to encourage citizens who have serious 
concerns about corrupt practices in public offices to come forward and voice those concerns. 
This program is mandated to all public organizations and is expected to be an efficient way to 
collect complaints and information related to corrupt practices in public offices from citizens; 
however, the success stories are far from the expectation. The program fails to fulfil people’s 
satisfaction as no protection is offered to reporters, and the responses are slow. Finally, this 
study not only contributes as a tool for the KPK to understand people’s perception of corruption 






Conclusions and Policy Recommendations 
 
This chapter summarizes the empirical findings, limitations of this study, policy 
recommendations and suggestions for future research from five chapters of analysis (3) 
through (7). 
8.1 Conclusions and Policy Recommendations of Chapter 3 
In Chapter 3, we measure the corruption threshold and analyzed the effects of 
corruption on economic growth in different corruption regimes of Asia-Pacific countries. 
Based on the estimation results, the first corruption threshold value was found at 80 on 
the corruption index, and we did not find evidence of the second and multiple corruption 
thresholds in the data sample. The evidence that corruption negatively impacts the 
economies of high corruption countries is convincing and is stronger when the interaction 
between corruption and the components of government expenditure is included.  
Over the years, the governments of Asia-Pacific countries with high corruption 
levels have implemented serious efforts to combat corruption, and they have managed to 
lower their corruption levels below the corruption threshold. However, several countries 
such as Bangladesh, Indonesia, Cambodia, Lao PDR, Myanmar, Papua New Guinea, and 
Timor Leste, suffer from severe corruption problems. They struggle to shift from the high 
corruption group to the low corruption group, which would be indicated if their corruption 
scores rose above the corruption threshold of 80. The limitation of this study is that the 
countries investigated did not include all Asia-Pacific countries. This is because the fixed 
effect threshold model required a balanced dataset. Therefore, only 25 out of 34 Asia-
Pacific countries were available for the analysis. 
This study demonstrates that the corruption threshold can act as an indicator for 
governments to act when the effects of corruption impede the economy. The corruption 
threshold can function as a tool to evaluate the different impacts of corruption. The pattern 
for the Asia-Pacific region might differ from those of other regions. Hence, it is 







8.2 Conclusions and Policy Recommendations of Chapter 4 
The study in Chapter 4 suggested that the corruption threshold is useful for 
achieving a better understanding of the effects of corruption on economic growth, and it 
used the threshold to examine different corruption regimes in Indonesia’s provinces. 
From the estimation results, there was convincing evidence that corruption hampers the 
economic development of low-corruption provinces in Indonesia—those with a 
corruption level below the corruption threshold (1.765). Moreover, these effects appear 
more robust for high-corruption provinces—those with a corruption level above the 
threshold. On the other hand, signs of corruption in government consumption and 
investment expenditures were found to be negative and statistically significant after using 
the instrumental variable. 
Another issue is that the low number of corruption cases investigated by the KPK 
suggests a severe problem of unreported cases. Moreover, the ability of the KPK to 
investigate corruption has some limitations, such as limited personnel, budget, and 
investigation technology. whereas unreported cases are unobserved in this study. 
As in Chapter 3, this study demonstrates that the corruption threshold can function 
as an indicator to alert them when the corruption impedes the economy. It can be a tool 
to evaluate the various impacts of corruption. This study of Indonesia’s provinces had a 
limitation in the choice of the instrumental variable to use. The conviction rate may be 
negatively affected if there is an accounting relationship between the number of 
corruption cases used as the denominator and the dependent variable. Therefore, using a 
different instrument in future research may advance the study of the relationship between 
corruption and economic growth in Indonesia. We recommend a different corruption 
measure, such as a corruption survey, to complement and support these empirical findings 
of this study. 
8.3 Conclusions and Policy Recommendations of Chapter 5 
In Chapter 5, this study provided an original analysis of the effect of fiscal 
decentralization on corruption in Indonesia at the provincial level. The findings confirm 
the argument that the incidence of corruption is more likely in a decentralized government 
system (Prud’homme, 1995; Goel and Nelson, 2011). A higher degree of decentralization 
expenditures had a positive, robust, and statistically significant effect on corruption. 




corruption cases in local governments. This finding contradicts the hypothesis that a 
higher degree of tax revenue decentralization may hinder bureaucrats from extracting rent 
and getting involved in corrupt practices. 
There are three ways to improve the corruption problem in local governments. The 
first opportunity to decrease corruption is by improving the capacity of central 
government to monitor and audit regional governments (Prud’homme, 1995). The second 
opportunity to decrease corruption is by increasing political contestability and 
encouraging local leaders from outside the province to take part in the local leaders’ 
elections. Finally, the third opportunity to decrease corruption is to increase the levels of 
transparency and accountability in local governments. However, the central government 
needs to ensure that the level of accountability in local governments reaches a significant 
standard. This study not only enriches corruption studies in Indonesia, but it also provides 
empirically based policy recommendations. Local governments should take serious 
actions to improve accountability and eradicate corruption after receiving greater 
autonomy to manage their regions through decentralization. 
Limited data availability impeded this study from examining all 34 provinces and 
from extending the sample period to a more recent year. In addition, this study focused 
exclusively on the financial aspects of decentralization, even as it recognizes there are 
other influences, such as politics. For further research, it will be important to elaborate on 
other, broader issues such as political and institutional efficiency.  
8.4 Conclusions and Policy Recommendations of Chapter 6 
Notably, in Chapter 6, the study of the efficiency of government expenditure 
evaluated government performance in four important sectors: infrastructure, education, 
health, and social protection. Using an MPI approach, the results showed that local 
governments have managed to improve their efficiency in these four types of expenditures. 
The TEC and TC in infrastructure, health, and social protection tend to deteriorate over 
time. In contrast, expenditures for education succeed in maintaining higher efficiency. An 
important aspect of this study is that it assesses the effects of the degree of fiscal 
decentralization on government efficiency. The estimation results confirmed that 
implementing fiscal decentralization (using the decentralization of expenditures as a 
proxy) encourages local government to work efficiently and to use budget resources for 




particularly true for infrastructure and health expenditures. Meanwhile, an increase in the 
degree of fiscal decentralization seems to have a mixed effect on the efficiency of 
expenditures on education and social protection. The negative effect of fiscal 
decentralization (using revenue decentralization as a proxy) on the efficiency of 
expenditures for education and social protection may indicate some degree of inefficiency 
because of wasteful spending or corruption. This could hinder economic development in 
Indonesia’s provinces. 
Despite the lack of data available at the provincial level to measure the output of 
government performance, the MPI methodology is highly conducive to measuring the 
productivity and efficiency of regional governments in Indonesia. Our empirical findings 
may contribute significantly to policy evaluations and act as an instrument to evaluate 
government performance. 
8.5 Conclusions and Policy Recommendations of Chapter 7 
In Chapter 7, people’s perceptions of corruption in Indonesia were assessed using 
survey responses. Despite the short period of these surveys, they succeed in providing 
valuable information on the perceptions of corruption from the bottom level of society. 
In our case, the robust finding of a positive relationship between direct experiences 
visiting public offices and the perception of corruption implies that people who have 
visited courts, police stations, hospitals, and marriage administration offices believe that 
these public offices suffer from severe problems of corruption. Television and the Internet 
have contributed to these perceptions. People trust and absorb information from those 
media, and they believe that corruption has adversely affected their lives. The main 
sources of information about corruption that influence people are the government and 
family members. People reported that they do not obtain information about corruption 
from the KPK. However, they confirmed that they trust information from the government. 
In terms of politics, money politics are considered normal practices, and the lack of 
regulation in this regard is one of the reasons for the increase in vote-buying. Based on 
those findings, the KPK may consider developing regulations to confront vote-buying 
practices. The respondents of this study also confirmed the idea that KPK programs do 
not reach all levels of society. Following up on the results of this survey, the KPK may 





We consider that this study has two main limitations. First, the names of provinces 
or regions were not available from Statistics Indonesia for reasons of confidentiality. Thus, 
this study cannot conduct an analysis of which provinces have been most affected by 
corruption. Second, the questionnaire did not ask about people’s willingness to give a 
bribe to public officials. Therefore, we cannot provide an important analysis of whether 
the willingness to offer a bribe would facilitate or reduce corruption practices in the public 
sector. Moreover, this study made a recommendation that the government and the KPK 
should do more to encourage freedom of speech for media and civil society. People are 
afraid to provide information about the corrupt practices that exist in public offices 
because the government does not protect people or the media that speak up against 
corruption. 
Lastly, not only does this study contribute as a tool for the KPK to understand 
people’s perception of corruption, but it also helps the KPK in creating best-fitting 
strategies and programs that reach all levels of society. 
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Appendix 6.1 Malmquist Production Indices of Infrastructure Expenditure by Years 
 
Infrastructure 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 2010-2011 2011-2012 2012-2013 2013-2014 2014-2015
Bali TFPC 0.81 0.35 0.23 0.39 0.08 0.23 0.22 0.75 1.04 1.05 1.03 0.65
TEC 1.58 0.98 0.29 1.05 0.90 0.93 1.01 0.93 1.00 1.02 1.01 0.69
TC 0.51 0.36 0.80 0.37 0.08 0.24 0.22 0.81 1.04 1.03 1.02 0.93
Bengkulu TFPC 0.18 0.59 0.58 0.65 0.08 0.08 0.03 0.82 0.22 0.88 1.01 0.52
TEC 0.54 0.96 0.82 0.67 0.11 0.10 0.04 1.02 1.00 1.00 1.00 0.51
TC 0.34 0.61 0.71 0.97 0.71 0.82 0.82 0.80 0.22 0.87 1.01 1.02
DI Yogyakarta TFPC 1.83 0.07 0.25 0.65 0.68 0.57 0.91 0.85 1.06 0.67 0.92 1.88
TEC 2.27 1.07 1.00 0.89 0.65 0.67 1.05 1.01 0.98 1.00 1.30 1.10
TC 0.81 0.06 0.25 0.74 1.04 0.86 0.87 0.84 1.08 0.67 0.71 1.71
DKI Jakarta TFPC 1.80 0.65 0.74 0.92 0.68 1.15 0.85 1.80 1.14 1.11 1.12 2.03
TEC 2.19 0.82 0.90 1.18 0.95 1.94 1.89 2.00 0.98 0.98 0.98 1.77
TC 0.82 0.79 0.83 0.78 0.72 0.60 0.45 0.90 1.16 1.13 1.14 1.14
Jambi TFPC 0.06 0.14 0.07 0.21 0.06 0.01 0.07 0.83 0.90 1.01 1.01 0.97
TEC 0.52 0.24 0.10 0.22 0.09 0.01 0.08 1.04 0.88 0.99 1.00 0.95
TC 0.12 0.59 0.71 0.97 0.71 0.82 0.82 0.80 1.02 1.02 1.02 1.02
West Java TFPC 0.68 0.71 0.83 0.91 0.74 0.60 0.97 0.92 1.19 1.18 1.16 1.30
TEC 0.83 0.90 1.00 1.16 0.76 0.65 1.03 1.01 1.02 1.05 1.01 1.13
TC 0.82 0.79 0.83 0.78 0.97 0.93 0.94 0.90 1.16 1.13 1.14 1.15
Central Java TFPC 1.17 0.80 0.84 0.77 1.04 0.88 0.88 0.85 1.11 1.08 1.09 1.93
TEC 1.42 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
TC 0.83 0.80 0.84 0.77 1.04 0.88 0.88 0.85 1.11 1.08 1.09 1.93
East Java TFPC 0.75 0.70 0.77 0.89 0.78 0.94 0.90 0.93 1.13 1.10 1.10 1.82
TEC 0.91 0.89 0.93 1.19 0.77 1.03 0.99 1.08 1.01 1.02 1.02 1.04
TC 0.82 0.79 0.83 0.75 1.02 0.91 0.91 0.86 1.11 1.08 1.08 1.75
West Kalimantan TFPC 0.11 0.35 0.45 0.65 0.84 0.79 0.78 0.85 1.04 1.04 1.03 1.30
TEC 1.00 0.75 0.60 0.72 1.06 0.97 0.96 1.06 1.01 1.01 1.00 1.05
TC 0.11 0.47 0.75 0.91 0.80 0.82 0.82 0.80 1.03 1.02 1.02 1.24
South Kalimantan TFPC 0.34 0.60 0.75 1.35 1.09 0.70 0.78 0.76 1.28 1.24 1.30 1.04
TEC 1.45 1.02 0.96 1.49 1.41 0.85 0.95 0.94 1.00 1.00 1.00 1.00
TC 0.23 0.58 0.78 0.90 0.78 0.82 0.82 0.80 1.29 1.23 1.30 1.04
Central Kalimantan TFPC 0.44 0.53 0.69 0.37 0.15 0.86 0.90 0.85 1.03 1.03 1.03 1.63
TEC 1.63 0.94 0.89 0.54 0.95 1.04 1.09 1.06 1.00 1.01 1.01 1.59
TC 0.27 0.57 0.78 0.68 0.16 0.82 0.82 0.80 1.03 1.02 1.02 1.02
East Kalimantan TFPC 0.73 0.60 0.68 0.93 0.84 0.87 0.87 0.82 1.05 1.04 1.04 1.37
TEC 0.75 1.13 0.89 1.03 1.04 1.05 1.06 1.02 1.01 1.00 1.00 1.33
TC 0.98 0.53 0.76 0.90 0.80 0.82 0.82 0.81 1.04 1.04 1.04 1.04
Lampung TFPC 1.33 0.81 0.87 0.90 0.77 0.71 0.68 0.69 1.40 1.28 1.67 2.83
TEC 1.98 1.67 1.17 0.98 0.99 0.87 0.83 0.85 1.35 1.25 1.63 1.60
TC 0.67 0.48 0.75 0.92 0.77 0.82 0.82 0.81 1.03 1.03 1.02 1.77
Maluku TFPC 0.21 0.08 0.09 0.91 0.15 0.47 0.81 0.36 0.89 0.81 0.78 0.88
TEC 0.62 0.13 0.13 0.90 0.22 0.58 0.99 0.45 0.88 0.80 0.77 0.77
TC 0.34 0.64 0.71 1.01 0.70 0.81 0.82 0.80 1.02 1.02 1.01 1.14
Nanggroe Aceh Darussalam TFPC 0.15 0.06 0.52 0.57 0.50 0.79 0.10 0.17 1.03 0.01 0.98 0.55
TEC 0.98 0.10 0.67 0.65 0.59 0.96 0.13 0.22 0.99 0.01 0.96 1.96
TC 0.15 0.56 0.78 0.88 0.84 0.82 0.82 0.80 1.03 1.03 1.03 0.28
West Nusa Tenggara TFPC 0.36 0.26 0.67 0.87 0.24 0.03 0.62 0.73 1.06 1.03 1.01 1.21
TEC 0.44 0.50 0.91 0.93 0.32 0.03 0.75 0.91 1.03 1.01 0.99 0.99
TC 0.83 0.52 0.73 0.94 0.75 0.82 0.82 0.80 1.03 1.02 1.02 1.22
East Nusa Tenggara TFPC 0.35 0.62 0.74 1.24 0.70 0.82 0.82 0.81 1.02 1.03 1.02 1.10
TEC 1.03 1.01 1.04 1.24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
TC 0.34 0.62 0.71 1.00 0.70 0.82 0.82 0.81 1.02 1.03 1.02 1.10
Papua TFPC 1.04 0.88 0.89 0.84 0.94 0.74 0.80 0.85 1.03 1.03 1.02 1.22
TEC 1.17 1.64 1.21 0.87 1.31 0.90 0.98 1.05 1.00 1.00 1.00 1.19
TC 0.88 0.54 0.73 0.97 0.72 0.82 0.82 0.81 1.03 1.03 1.02 1.02
Riau TFPC 0.70 0.64 0.77 1.16 0.89 0.90 0.87 0.82 1.04 1.04 1.06 1.59
TEC 1.97 1.06 0.98 1.33 1.03 1.09 1.06 1.02 1.00 1.01 1.03 1.54
TC 0.36 0.60 0.79 0.87 0.86 0.82 0.82 0.80 1.04 1.03 1.03 1.03
South Sulawesi TFPC 0.70 0.63 0.69 0.88 0.94 0.86 0.79 0.85 1.03 1.04 1.03 1.58
TEC 1.00 0.87 0.83 1.07 0.96 1.04 0.96 1.06 0.98 1.00 1.00 1.00
TC 0.70 0.72 0.82 0.82 0.99 0.83 0.82 0.81 1.04 1.03 1.04 1.58
Central Sulawesi TFPC 0.46 0.70 0.71 0.80 0.86 0.81 0.81 0.76 1.02 1.02 1.02 1.40
TEC 1.34 1.12 1.00 0.82 1.23 0.99 0.99 0.95 1.00 1.00 1.00 1.28
TC 1.34 1.12 1.00 0.82 1.23 0.99 0.99 0.95 1.00 1.00 1.00 1.28
South East Sulawesi TFPC 0.41 0.62 0.70 0.92 0.88 0.83 0.78 0.89 1.03 1.03 1.02 1.48
TEC 1.19 1.11 0.97 0.97 1.19 1.01 0.95 1.10 1.00 1.01 1.00 1.45
TC 0.34 0.56 0.73 0.94 0.74 0.82 0.82 0.80 1.02 1.02 1.02 1.02
North Sulawesi TFPC 0.91 0.66 0.79 0.68 0.59 0.84 0.79 0.74 1.03 1.03 1.02 1.24
TEC 1.05 1.22 1.00 0.76 0.74 1.01 0.96 0.92 1.00 1.00 1.00 1.00
TC 0.87 0.54 0.79 0.88 0.80 0.82 0.82 0.80 1.04 1.03 1.02 1.24
West Sumatera TFPC 1.41 0.56 0.68 0.80 0.79 0.74 0.81 0.80 1.06 1.04 1.04 1.37
TEC 1.56 1.04 0.87 0.89 0.97 0.89 0.97 0.98 1.01 0.99 1.00 1.00
TC 0.90 0.54 0.78 0.89 0.81 0.83 0.84 0.82 1.05 1.05 1.04 1.37
South Sumatera TFPC 1.40 1.14 0.42 0.84 1.12 0.75 0.78 0.84 1.04 1.04 1.05 1.23
TEC 1.54 2.12 0.55 0.94 1.34 0.91 0.95 1.04 1.01 1.02 1.02 1.19
TC 0.91 0.53 0.77 0.89 0.83 0.82 0.82 0.80 1.03 1.03 1.03 1.03
North Sumatera TFPC 0.69 0.66 0.78 0.91 0.93 0.84 0.78 0.86 1.05 1.04 1.40 1.72
TEC 1.39 0.98 0.97 1.08 0.99 1.02 0.95 1.07 1.00 1.00 1.54 1.12
TC 0.50 0.67 0.81 0.84 0.94 0.83 0.82 0.80 1.04 1.03 0.91 1.53




Appendix 6.2 Malmquist Production Indices of Education Expenditure by Years 
 
Education 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 2010-2011 2011-2012 2012-2013 2013-2014 2014-2015
Bali TFPC 0.04 0.01 0.04 0.10 0.09 0.84 0.73 0.79 1.12 1.10 1.05 1.56
TEC 0.10 0.01 0.07 0.13 0.12 0.91 0.81 0.86 1.03 1.02 0.99 1.00
TC 0.36 0.67 0.56 0.79 0.72 0.93 0.90 0.92 1.08 1.08 1.06 1.56
Bengkulu TFPC 0.31 0.55 0.43 0.19 0.23 0.80 0.78 0.82 1.09 1.06 1.05 1.55
TEC 0.88 0.84 0.76 0.24 0.32 0.86 0.88 0.89 1.00 1.00 1.00 1.34
TC 0.35 0.65 0.57 0.81 0.71 0.93 0.89 0.92 1.09 1.06 1.05 1.16
DI Yogyakarta TFPC 0.31 0.62 0.74 0.86 0.79 0.75 0.80 0.83 1.08 1.05 1.05 1.44
TEC 0.85 0.87 1.39 1.06 1.07 0.81 0.88 0.91 0.99 0.99 1.00 0.92
TC 0.36 0.71 0.53 0.81 0.73 0.93 0.91 0.92 1.09 1.06 1.05 1.56
DKI Jakarta TFPC 0.30 0.56 0.52 0.87 0.83 0.67 0.69 0.76 1.10 1.06 1.05 1.60
TEC 0.93 0.99 0.90 1.15 0.87 0.72 0.77 0.81 1.03 1.00 1.00 1.00
TC 0.32 0.57 0.58 0.76 0.95 0.93 0.90 0.94 1.07 1.06 1.05 1.61
Jambi TFPC 0.16 0.06 0.27 0.27 0.20 1.02 0.97 1.01 1.08 1.06 1.06 1.06
TEC 0.47 0.09 0.48 0.35 0.24 1.09 1.09 1.10 0.99 1.00 1.00 1.00
TC 0.34 0.59 0.57 0.77 0.82 0.93 0.89 0.92 1.09 1.06 1.05 1.05
West Java TFPC 0.24 0.18 0.19 0.02 0.81 0.77 0.81 0.87 1.02 1.02 1.02 1.18
TEC 0.80 0.36 0.29 0.03 0.80 0.97 0.99 0.99 1.00 1.00 1.00 1.00
TC 0.30 0.50 0.64 0.84 1.01 0.80 0.82 0.88 1.02 1.02 1.02 1.18
Central Java TFPC 0.06 0.44 0.76 0.84 1.01 0.80 0.82 0.81 1.02 1.02 1.02 1.84
TEC 0.19 0.89 1.18 1.00 1.00 1.00 1.00 0.93 1.00 1.00 1.00 1.00
TC 0.30 0.50 0.64 0.84 1.01 0.80 0.82 0.88 1.02 1.02 1.02 1.83
East Java TFPC 0.04 0.24 0.20 0.87 0.89 0.86 0.84 0.86 1.02 1.02 1.02 1.72
TEC 0.13 0.49 0.31 1.03 0.88 1.08 1.03 0.98 1.00 1.00 1.00 1.00
TC 0.30 0.50 0.64 0.84 1.01 0.80 0.82 0.88 1.02 1.02 1.02 1.73
West Kalimantan TFPC 0.30 0.52 0.60 0.72 0.71 0.82 0.82 0.88 1.02 1.02 1.02 0.83
TEC 1.00 1.00 1.00 1.00 0.79 0.89 0.92 0.92 1.00 1.00 1.00 0.81
TC 0.30 0.52 0.60 0.72 0.89 0.93 0.89 0.95 1.02 1.02 1.02 1.02
South Kalimantan TFPC 0.12 0.05 0.05 0.03 0.22 0.72 0.62 0.74 1.09 1.06 1.05 1.12
TEC 0.37 0.08 0.09 0.04 0.26 0.77 0.70 0.80 1.01 1.00 1.00 0.84
TC 0.32 0.55 0.59 0.75 0.83 0.93 0.89 0.92 1.09 1.06 1.05 1.33
Central Kalimantan TFPC 0.31 0.61 0.04 0.76 0.61 0.74 0.75 0.86 1.07 1.06 1.05 1.48
TEC 0.89 0.97 0.07 0.97 0.85 0.80 0.85 0.94 0.98 1.00 1.00 0.95
TC 0.35 0.63 0.58 0.79 0.72 0.93 0.89 0.92 1.09 1.06 1.05 1.56
East Kalimantan TFPC 0.17 0.14 0.04 0.67 0.80 0.89 0.87 0.81 1.07 1.06 1.05 1.54
TEC 0.48 0.22 0.06 0.84 1.07 0.95 0.95 0.89 0.98 1.00 1.00 1.00
TC 0.36 0.64 0.56 0.79 0.75 0.93 0.92 0.92 1.09 1.06 1.05 1.54
Lampung TFPC 0.02 0.15 0.05 0.19 0.90 0.94 0.98 1.04 1.02 1.02 1.02 1.02
TEC 0.05 0.29 0.08 0.26 0.94 1.08 1.14 1.08 1.00 1.00 1.00 1.00
TC 0.30 0.50 0.61 0.74 0.95 0.87 0.86 0.96 1.02 1.02 1.02 1.02
Maluku TFPC 0.16 0.60 0.53 1.00 0.70 0.68 0.70 0.89 1.08 1.06 1.06 1.09
TEC 0.44 0.84 0.99 1.24 0.95 0.73 0.79 0.96 0.99 1.00 1.00 1.04
TC 0.36 0.72 0.54 0.81 0.73 0.93 0.89 0.92 1.09 1.06 1.05 1.05
Nanggroe Aceh Darussalam TFPC 0.03 0.07 0.25 0.70 0.62 0.86 0.81 0.84 1.05 1.05 1.04 1.09
TEC 0.08 0.09 0.49 0.86 0.85 0.93 0.91 0.85 1.00 1.00 1.00 0.96
TC 0.36 0.73 0.52 0.81 0.73 0.92 0.89 0.99 1.05 1.05 1.04 1.14
West Nusa Tenggara TFPC 0.10 0.58 0.09 0.14 0.95 0.92 0.93 0.96 1.05 1.05 1.04 1.71
TEC 0.30 0.99 0.16 0.19 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
TC 0.33 0.58 0.57 0.77 0.95 0.92 0.93 0.96 1.05 1.05 1.04 1.71
East Nusa Tenggara TFPC 0.21 0.28 0.12 0.28 0.00 0.87 0.81 0.91 1.02 1.02 1.02 1.19
TEC 0.68 0.57 0.19 0.39 0.00 0.97 0.92 0.92 1.00 1.00 1.00 1.07
TC 0.30 0.50 0.61 0.72 0.90 0.90 0.88 0.99 1.02 1.02 1.02 1.12
Papua TFPC 0.05 0.10 0.16 0.11 0.12 0.88 0.81 0.89 1.08 1.13 1.05 1.69
TEC 0.17 0.15 0.27 0.13 0.18 0.94 0.91 0.97 1.00 1.07 1.00 1.56
TC 0.31 0.64 0.59 0.81 0.70 0.93 0.89 0.92 1.09 1.06 1.05 1.09
Riau TFPC 0.33 0.14 0.09 0.25 0.81 1.00 0.93 0.92 1.04 1.03 1.03 1.04
TEC 0.98 0.24 0.15 0.32 0.89 1.08 1.05 0.96 1.00 1.00 1.00 1.01
TC 0.33 0.59 0.57 0.77 0.91 0.93 0.89 0.96 1.04 1.03 1.03 1.03
South Sulawesi TFPC 0.58 0.70 0.68 0.82 0.88 0.84 0.85 0.86 1.02 1.02 1.01 1.69
TEC 1.94 1.41 1.09 1.04 0.95 0.98 0.99 0.92 1.00 1.00 1.00 0.99
TC 0.30 0.50 0.62 0.79 0.93 0.85 0.85 0.94 1.02 1.02 1.02 1.70
Central Sulawesi TFPC 0.53 0.59 0.72 0.78 0.74 0.81 0.80 0.83 1.04 1.06 1.06 1.38
TEC 1.57 0.99 1.21 1.01 1.00 0.87 0.90 0.91 0.96 1.00 1.00 1.04
TC 0.33 0.60 0.59 0.77 0.74 0.93 0.89 0.92 1.09 1.06 1.05 1.32
South East Sulawesi TFPC 0.69 0.73 0.55 0.80 0.60 0.88 0.83 0.86 1.08 1.06 1.05 0.30
TEC 1.93 1.07 1.00 1.00 0.87 0.95 0.93 0.93 1.00 1.00 1.00 0.88
TC 0.36 0.69 0.55 0.80 0.68 0.93 0.89 0.92 1.09 1.06 1.05 0.34
North Sulawesi TFPC 0.70 0.57 0.36 0.85 0.63 0.87 0.81 0.88 1.14 1.03 1.06 1.47
TEC 1.96 0.89 0.64 1.07 0.86 0.94 0.91 0.96 1.05 0.97 1.00 1.48
TC 0.36 0.64 0.56 0.79 0.73 0.93 0.89 0.92 1.09 1.06 1.05 1.00
West Sumatera TFPC 0.59 0.60 0.68 0.82 0.11 0.63 0.82 1.04 1.07 1.06 1.05 1.36
TEC 1.80 1.06 1.18 1.10 0.11 0.68 0.93 1.13 0.98 1.00 1.00 1.29
TC 0.33 0.56 0.58 0.75 0.95 0.92 0.89 0.92 1.09 1.06 1.05 1.05
South Sumatera TFPC 0.61 1.00 0.35 0.64 1.03 0.97 0.95 1.06 1.02 1.02 1.02 1.17
TEC 2.03 2.00 0.58 0.87 1.09 1.09 1.09 1.09 1.00 1.00 1.00 1.00
TC 0.30 0.50 0.61 0.73 0.95 0.89 0.87 0.97 1.02 1.02 1.02 1.17
North Sumatera TFPC 0.78 0.80 0.60 0.69 0.82 0.87 0.93 1.05 1.02 1.02 1.02 1.63
TEC 2.61 1.61 0.96 0.86 0.85 1.04 1.11 1.15 1.00 1.00 1.00 1.14
TC 0.30 0.50 0.63 0.80 0.97 0.84 0.84 0.91 1.02 1.02 1.02 1.43




Appendix 6.3 Malmquist Production Indices of Health Expenditure by Years 
 
 
Infrastructure 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 2010-2011 2011-2012 2012-2013 2013-2014 2014-2015
Bali TFPC 1.05 0.14 0.15 0.10 0.14 0.81 0.71 0.29 0.43 0.80 0.83 1.65
TEC 1.89 1.67 0.23 0.15 0.24 1.69 0.58 0.46 1.06 0.86 1.03 1.84
TC 0.56 0.08 0.66 0.71 0.60 0.48 1.22 0.62 0.40 0.93 0.81 0.90
Bengkulu TFPC 0.10 0.12 0.02 0.03 0.17 0.60 0.91 1.05 1.37 0.97 0.74 0.57
TEC 1.31 1.20 0.14 0.10 0.27 1.92 0.80 1.67 1.33 1.23 0.90 0.70
TC 0.07 0.10 0.12 0.30 0.63 0.31 1.14 0.62 1.03 0.79 0.82 0.82
DI Yogyakarta TFPC 0.34 0.67 0.66 0.20 0.20 0.69 1.22 0.60 0.73 1.06 0.80 1.00
TEC 1.69 0.10 0.94 0.27 0.33 1.15 1.00 0.97 0.96 1.07 1.00 1.00
TC 0.20 0.47 0.70 0.76 0.60 0.60 1.22 0.62 0.75 0.99 0.80 1.00
DKI Jakarta TFPC 0.21 1.23 0.22 0.10 0.17 0.82 0.79 0.82 0.39 0.74 0.81 1.05
TEC 1.31 0.78 0.37 0.30 0.28 1.45 0.65 1.32 1.09 0.77 1.03 1.33
TC 0.16 1.58 0.60 0.32 0.60 0.57 1.23 0.62 0.35 0.96 0.78 0.79
Jambi TFPC 0.13 0.33 0.17 2.16 0.02 0.61 1.06 0.84 0.04 0.72 1.05 1.62
TEC 1.54 1.94 0.20 1.73 0.02 1.94 0.93 1.35 1.14 0.91 1.28 1.83
TC 0.09 0.17 0.84 1.25 0.91 0.31 1.14 0.62 0.03 0.79 0.82 0.89
West Java TFPC 0.36 1.20 0.16 1.37 0.10 0.93 0.99 0.67 1.08 0.80 0.60 0.69
TEC 1.76 1.01 0.18 0.73 0.17 1.24 0.84 1.06 1.12 1.00 1.00 1.00
TC 0.20 1.20 0.93 1.87 0.60 0.75 1.18 0.63 0.96 0.80 0.60 0.69
Central Java TFPC 0.39 0.12 0.07 0.99 1.75 0.08 0.83 0.85 1.19 0.79 0.87 0.86
TEC 1.91 1.20 0.32 0.53 1.10 1.11 0.70 1.34 0.74 0.98 1.44 1.42
TC 0.20 0.10 0.22 1.87 1.60 0.07 1.18 0.63 1.62 0.81 0.60 0.61
East Java TFPC 0.37 0.84 0.89 1.12 0.20 1.10 0.90 0.81 1.37 0.94 0.78 1.24
TEC 1.80 0.53 0.76 0.60 0.33 1.47 0.76 1.27 0.85 1.16 1.30 1.99
TC 0.20 1.58 1.16 1.87 0.60 0.75 1.18 0.63 1.62 0.81 0.60 0.62
West Kalimantan TFPC 0.14 0.09 0.40 0.10 0.06 0.41 0.94 0.72 0.36 0.93 0.93 1.21
TEC 0.46 0.23 1.93 0.12 0.26 1.28 0.80 1.15 1.21 1.11 1.13 1.33
TC 0.07 0.38 0.20 0.84 0.21 0.32 1.18 0.63 0.30 0.84 0.82 0.90
South Kalimantan TFPC 0.14 0.60 0.20 0.10 1.64 0.10 0.53 0.73 0.62 0.68 1.09 0.90
TEC 1.93 0.46 0.27 0.13 1.24 0.41 0.55 1.08 0.85 0.78 1.29 1.86
TC 0.07 1.30 0.76 0.79 1.33 0.24 0.95 0.67 0.73 0.87 0.85 0.48
Central Kalimantan TFPC 0.12 0.54 0.10 0.03 0.18 0.37 0.93 0.57 0.22 0.90 0.91 0.94
TEC 1.16 1.08 0.30 0.10 0.29 1.49 0.97 0.86 0.97 1.07 1.06 1.61
TC 0.10 0.50 0.32 0.34 0.62 0.25 0.96 0.67 0.23 0.84 0.86 0.59
East Kalimantan TFPC 0.14 0.72 0.10 0.04 0.24 0.62 0.96 0.79 0.03 1.20 1.14 1.27
TEC 1.37 1.38 0.12 0.05 0.31 1.99 0.84 1.27 0.95 1.47 1.42 1.42
TC 0.10 0.52 0.84 0.82 0.78 0.31 1.14 0.62 0.03 0.81 0.80 0.89
Lampung TFPC 0.24 0.84 0.10 0.78 0.11 0.98 2.26 0.63 0.30 1.00 1.01 1.12
TEC 1.65 0.53 0.13 0.81 0.18 1.74 1.48 1.00 0.37 1.13 1.32 1.54
TC 0.14 1.58 0.79 0.97 0.60 0.56 1.53 0.63 0.81 0.89 0.77 0.73
Maluku TFPC 0.09 1.54 0.69 0.45 0.02 0.33 0.72 0.95 0.75 0.79 0.88 1.16
TEC 1.30 1.67 1.00 1.00 0.03 1.38 0.79 1.40 0.83 0.93 1.02 1.35
TC 0.07 0.92 0.69 0.45 0.61 0.24 0.91 0.68 0.90 0.85 0.86 0.86
Nanggroe Aceh Darussalam TFPC 0.17 0.60 0.40 0.07 0.17 0.41 0.79 0.90 0.35 0.82 0.85 1.72
TEC 1.32 0.46 1.41 0.11 0.19 1.35 0.78 1.37 1.37 0.93 1.01 1.92
TC 0.13 1.30 0.28 0.67 0.87 0.30 1.02 0.66 0.26 0.88 0.84 0.90
West Nusa Tenggara TFPC 0.14 0.48 0.75 0.08 0.06 0.29 0.64 0.99 0.65 0.58 1.04 1.43
TEC 1.89 0.53 1.50 0.10 0.22 1.09 0.71 1.48 0.96 0.66 1.27 1.72
TC 0.07 0.92 0.50 0.78 0.29 0.26 0.91 0.67 0.68 0.88 0.82 0.83
East Nusa Tenggara TFPC 0.18 0.84 0.07 2.51 0.56 0.39 0.56 0.82 0.88 0.90 0.72 0.72
TEC 1.93 0.53 0.11 1.52 0.93 1.10 0.57 1.24 1.24 1.01 0.88 0.75
TC 0.09 1.58 0.67 1.65 0.60 0.36 0.97 0.66 0.70 0.89 0.82 0.95
Papua TFPC 0.16 0.84 0.08 0.08 0.22 0.43 0.91 0.80 0.81 1.04 0.85 0.74
TEC 1.75 0.53 0.10 0.19 0.36 1.60 1.12 1.18 0.90 1.18 0.99 0.86
TC 0.09 1.58 0.78 0.45 0.61 0.27 0.81 0.68 0.90 0.88 0.86 0.86
Riau TFPC 0.11 1.54 0.08 0.84 0.50 0.46 0.87 0.72 0.50 0.97 0.97 0.88
TEC 1.18 1.67 0.19 1.39 0.55 1.46 0.75 1.16 1.17 1.15 1.21 1.11
TC 0.09 0.92 0.45 0.61 0.91 0.31 1.15 0.62 0.43 0.85 0.80 0.79
South Sulawesi TFPC 0.27 0.06 0.57 0.02 0.19 0.81 0.97 0.57 0.71 0.87 0.89 0.53
TEC 1.67 0.22 1.02 0.23 0.32 1.34 0.67 0.90 1.54 0.99 1.20 1.33
TC 0.16 0.28 0.56 0.07 0.60 0.61 1.43 0.63 0.46 0.88 0.74 0.40
Central Sulawesi TFPC 0.09 0.45 1.11 0.02 0.17 0.39 0.56 0.88 0.24 0.88 0.86 0.89
TEC 1.20 0.61 1.32 0.14 0.26 1.47 0.68 1.30 1.13 1.00 1.00 1.00
TC 0.07 0.74 0.84 0.12 0.67 0.27 0.82 0.68 0.21 0.88 0.86 0.89
South East Sulawesi TFPC 0.10 0.54 0.54 0.26 0.20 0.74 0.94 0.60 0.81 0.84 0.86 0.95
TEC 1.26 0.53 1.08 0.38 0.28 1.45 0.96 0.91 1.36 1.00 1.00 1.00
TC 0.08 1.03 0.49 0.70 0.71 0.51 0.98 0.66 0.59 0.84 0.86 0.95
North Sulawesi TFPC 0.12 0.89 0.22 0.22 0.09 0.39 0.70 0.87 1.15 0.70 0.88 0.93
TEC 1.19 0.86 0.45 0.37 0.85 1.25 0.61 1.39 1.17 0.88 1.08 1.22
TC 0.10 1.03 0.49 0.60 0.10 0.31 1.14 0.62 0.98 0.79 0.82 0.76
West Sumatera TFPC 0.15 0.69 0.06 0.17 0.02 0.90 1.64 0.87 1.42 0.81 0.84 1.26
TEC 1.18 1.00 0.26 0.20 0.03 1.75 1.29 1.39 1.05 0.88 1.04 1.42
TC 0.13 0.69 0.21 0.84 0.60 0.52 1.27 0.62 1.34 0.92 0.81 0.89
South Sumatera TFPC 0.22 0.40 0.18 0.16 1.61 0.06 0.99 0.83 0.89 0.66 0.75 0.77
TEC 1.78 1.41 0.29 0.18 1.01 1.17 0.73 1.33 1.78 0.74 0.95 0.79
TC 0.13 0.28 0.62 0.93 1.60 0.05 1.36 0.63 0.50 0.90 0.79 0.97
North Sumatera TFPC 0.33 0.23 0.82 0.07 0.22 0.68 1.53 0.69 2.41 0.75 1.03 1.13
TEC 1.94 0.25 1.43 0.32 0.36 1.18 1.02 1.10 1.27 0.87 1.41 1.55
TC 0.17 0.92 0.57 0.22 0.60 0.57 1.49 0.63 1.90 0.86 0.73 0.73




Appendix 6.4. Malmquist Production Indices of Social Protection Expenditure by Years 
 
Social Protection 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 2010-2011 2011-2012 2012-2013 2013-2014 2014-2015
Bali TFPC 0.89 1.78 0.22 0.20 0.38 0.05 0.74 1.05 1.76 0.71 0.71 0.78
TEC 0.82 1.99 0.13 0.12 0.21 1.74 0.78 0.97 1.86 0.67 0.75 0.81
TC 1.09 0.89 1.65 1.69 1.80 0.03 0.95 1.08 0.94 1.06 0.94 0.96
Bengkulu TFPC 0.72 1.21 0.20 0.16 0.25 0.03 0.79 1.08 2.30 1.12 1.04 0.91
TEC 0.72 1.30 0.13 0.16 0.19 1.31 0.78 1.00 1.90 1.11 0.98 0.76
TC 1.00 0.93 1.59 1.00 1.32 0.02 1.01 1.08 1.21 1.01 1.07 1.21
DI Yogyakarta TFPC 0.77 1.78 0.11 0.35 0.28 0.03 1.34 1.03 2.07 0.93 0.67 1.53
TEC 0.75 1.91 0.11 0.18 0.16 1.51 1.17 0.90 1.49 0.93 0.62 0.85
TC 1.03 0.93 1.02 1.96 1.70 0.02 1.14 1.14 1.39 1.00 1.08 1.79
DKI Jakarta TFPC 1.08 2.11 0.26 0.17 0.31 0.02 1.19 0.82 0.45 0.79 0.85 1.23
TEC 1.13 1.94 0.15 0.09 0.19 1.35 1.04 0.64 1.06 0.84 0.72 0.75
TC 0.96 1.09 1.70 1.93 1.59 0.02 1.14 1.29 0.42 0.94 1.19 1.64
Jambi TFPC 0.49 1.01 0.20 1.96 0.03 0.04 1.42 1.17 0.38 0.93 1.19 1.13
TEC 0.52 1.02 0.12 1.71 0.02 1.82 1.24 1.03 1.93 1.00 1.00 1.00
TC 0.94 0.99 1.65 1.15 1.65 0.02 1.14 1.13 0.20 0.93 1.19 1.13
West Java TFPC 0.60 1.47 0.14 0.26 0.25 0.03 1.00 0.67 0.76 0.96 1.04 1.27
TEC 0.64 1.56 0.13 0.13 0.16 1.99 0.88 0.52 1.80 1.02 0.88 0.88
TC 0.94 0.94 1.02 1.93 1.59 0.02 1.14 1.29 0.42 0.94 1.19 1.44
Central Java TFPC 0.72 1.66 0.11 0.14 1.50 0.02 0.81 0.97 0.64 0.90 0.86 0.94
TEC 0.78 1.74 0.09 0.13 1.47 1.30 0.71 0.76 1.51 0.95 0.72 0.80
TC 0.92 0.95 1.26 1.12 1.02 0.02 1.14 1.29 0.42 0.94 1.19 1.17
East Java TFPC 0.70 1.31 0.13 0.16 0.31 0.04 0.78 1.11 0.99 0.95 0.86 0.96
TEC 0.74 1.29 0.08 0.11 0.18 1.91 0.70 1.03 1.38 1.01 0.74 0.77
TC 0.94 1.02 1.59 1.50 1.70 0.02 1.11 1.08 0.72 0.93 1.16 1.25
West Kalimantan TFPC 1.43 1.20 2.09 0.20 0.33 0.04 0.99 1.05 0.67 0.89 0.77 0.84
TEC 1.52 1.34 1.07 0.15 0.20 1.94 0.87 0.93 1.13 0.92 0.69 0.68
TC 0.94 0.89 1.96 1.31 1.65 0.02 1.14 1.12 0.59 0.97 1.12 1.23
South Kalimantan TFPC 0.74 0.91 0.42 0.23 1.43 0.01 0.79 0.94 0.68 0.86 1.00 1.00
TEC 0.72 1.01 0.22 0.12 1.41 0.61 0.69 0.73 1.60 0.91 0.84 0.84
TC 1.02 0.90 1.93 1.85 1.02 0.02 1.14 1.29 0.42 0.94 1.19 1.19
Central Kalimantan TFPC 1.76 1.74 0.18 0.17 0.20 0.03 1.08 0.67 0.34 0.92 1.03 1.14
TEC 1.61 1.92 0.15 0.13 0.16 1.02 1.00 0.62 1.45 0.94 0.89 0.95
TC 1.10 0.91 1.15 1.27 1.26 0.02 1.08 1.08 0.23 0.98 1.15 1.20
East Kalimantan TFPC 0.50 1.76 2.26 0.17 0.33 0.03 1.30 0.86 0.56 1.00 1.48 1.65
TEC 0.58 1.94 1.77 0.09 0.21 1.56 1.13 0.67 1.32 1.06 1.24 1.24
TC 0.86 0.91 1.28 1.93 1.59 0.02 1.14 1.29 0.42 0.94 1.19 1.33
Lampung TFPC 0.89 1.23 0.16 0.15 0.29 0.03 1.25 1.51 0.08 0.90 1.61 2.39
TEC 0.91 1.41 0.14 0.08 0.15 1.74 1.09 1.17 0.19 0.95 1.36 1.36
TC 0.98 0.87 1.12 1.90 1.96 0.02 1.14 1.29 0.42 0.94 1.19 1.77
Maluku TFPC 0.54 0.57 2.06 2.06 1.02 0.02 0.73 1.26 0.72 0.99 1.09 1.26
TEC 0.60 0.64 1.37 1.07 0.64 1.29 0.63 0.98 1.70 1.05 0.92 0.95
TC 0.89 0.89 1.50 1.93 1.59 0.02 1.14 1.29 0.42 0.94 1.19 1.32
Nanggroe Aceh Darussalam TFPC 0.33 0.64 0.13 0.29 0.19 0.02 1.18 0.84 0.44 0.65 0.76 0.96
TEC 0.35 1.36 0.10 0.22 0.12 1.34 1.03 0.65 1.04 0.69 0.64 0.78
TC 0.93 0.47 1.31 1.33 1.66 0.02 1.14 1.29 0.42 0.94 1.19 1.23
West Nusa Tenggara TFPC 0.88 2.49 0.31 0.19 0.22 0.02 0.68 0.99 1.27 0.96 1.04 1.61
TEC 0.95 1.29 0.17 0.15 0.12 1.01 0.59 0.87 1.34 1.02 0.87 0.87
TC 0.93 1.93 1.85 1.23 1.75 0.02 1.14 1.15 0.95 0.94 1.19 1.84
East Nusa Tenggara TFPC 2.06 1.44 0.20 2.05 0.01 0.06 0.61 0.78 1.33 0.92 0.66 0.97
TEC 1.89 1.29 0.15 1.77 0.02 1.92 0.69 0.73 1.42 0.87 0.68 1.00
TC 1.09 1.12 1.27 1.16 0.61 0.03 0.88 1.08 0.94 1.06 0.97 0.97
Papua TFPC 0.87 1.64 0.82 0.25 0.27 0.05 0.93 0.98 1.21 0.82 0.80 1.59
TEC 0.88 1.09 0.64 0.14 0.27 1.94 0.98 0.91 1.29 0.80 0.76 0.86
TC 0.99 1.50 1.27 1.74 1.00 0.03 0.96 1.08 0.94 1.03 1.06 1.86
Riau TFPC 0.73 1.65 0.73 1.75 0.03 0.03 1.06 0.49 0.47 0.91 0.93 1.36
TEC 0.77 1.44 0.38 1.37 0.02 1.60 0.92 0.38 1.11 0.97 0.79 0.79
TC 0.94 1.15 1.93 1.28 1.71 0.02 1.14 1.29 0.42 0.94 1.19 1.73
South Sulawesi TFPC 1.06 2.05 0.21 0.17 0.35 0.03 0.80 0.57 1.12 0.82 0.87 0.88
TEC 1.11 1.06 0.11 0.10 0.21 2.00 0.70 0.45 1.69 0.88 0.73 0.73
TC 0.95 1.93 1.90 1.71 1.65 0.02 1.14 1.27 0.66 0.93 1.18 1.20
Central Sulawesi TFPC 0.66 2.12 0.21 0.27 0.19 0.04 0.91 0.96 0.80 1.09 0.94 0.99
TEC 0.65 1.90 0.11 0.17 0.12 1.60 0.80 0.81 1.37 1.12 0.85 0.88
TC 1.02 1.12 1.93 1.64 1.62 0.02 1.13 1.18 0.58 0.97 1.11 1.13
South East Sulawesi TFPC 0.71 2.16 0.24 0.17 0.23 0.03 0.91 0.86 1.35 1.04 0.71 1.21
TEC 0.80 1.72 0.18 0.15 0.15 1.49 0.88 0.79 1.43 1.00 0.68 0.89
TC 0.89 1.26 1.33 1.09 1.52 0.02 1.03 1.08 0.94 1.04 1.04 1.35
North Sulawesi TFPC 0.90 2.15 0.11 1.24 0.05 0.02 0.84 0.96 0.63 0.83 0.86 1.04
TEC 1.00 1.36 0.09 0.64 0.03 1.05 0.74 0.75 1.47 0.88 0.72 0.72
TC 0.90 1.59 1.23 1.93 1.59 0.02 1.14 1.29 0.42 0.94 1.19 1.44
West Sumatera TFPC 1.29 1.66 0.85 0.55 0.02 0.02 1.89 1.37 0.73 1.12 1.11 1.41
TEC 1.41 0.98 0.87 0.38 0.01 1.43 1.65 1.06 1.72 1.19 0.94 0.86
TC 0.91 1.70 0.98 1.45 1.75 0.02 1.14 1.29 0.42 0.94 1.19 1.64
South Sumatera TFPC 0.74 2.16 0.82 0.13 2.46 0.02 0.94 1.23 0.44 0.86 1.05 1.40
TEC 0.81 1.31 0.64 0.11 1.36 1.29 0.82 0.96 1.03 0.91 0.88 0.89
TC 0.91 1.65 1.27 1.20 1.82 0.02 1.14 1.29 0.42 0.94 1.19 1.57
North Sumatera TFPC 1.48 1.22 0.69 0.16 0.33 0.02 1.65 0.86 0.19 1.12 1.30 1.94
TEC 1.69 1.20 0.71 0.11 0.20 1.29 1.44 0.67 0.46 1.19 1.10 1.10
TC 0.87 1.02 0.98 1.48 1.68 0.02 1.14 1.29 0.42 0.94 1.19 1.77








Appendix 6.6. Total Factor Productivity Indices - Before and After the Global Economic 
Crisis in 2008 (in Average 2004 - 2015) 
 
West East West East West East West East West East West East West East West East West East West East West East West East
TFPC TFPC TEC TEC TC TC TFPC TFPC TEC TEC TC TC TFPC TFPC TEC TEC TC TC TFPC TFPC TEC TEC TC TC
2004 0.98 0.57 1.40 1.06 0.69 0.58 0.38 0.40 1.13 1.19 0.36 0.33 0.60 1.07 1.59 1.43 0.40 0.74 0.82 1.01 0.86 1.03 0.95 0.96
2005 0.65 0.58 1.06 1.01 0.63 0.58 0.55 0.52 0.96 0.89 0.58 0.59 0.76 0.66 1.04 0.80 0.88 0.90 1.49 1.69 1.46 1.38 1.04 1.24
2006 0.66 0.70 0.83 0.93 0.79 0.75 0.50 0.50 0.84 0.85 0.59 0.59 0.41 0.48 0.67 0.86 0.65 0.64 0.67 1.08 0.53 0.70 1.36 1.55
2007 0.75 0.87 0.94 0.95 0.82 0.91 0.65 0.63 0.82 0.81 0.79 0.77 0.80 0.51 0.74 0.65 1.08 0.71 0.91 0.92 0.64 0.59 1.49 1.56
2008 0.78 0.68 0.91 0.95 0.87 0.72 0.71 0.63 0.80 0.79 0.89 0.80 0.63 0.48 0.70 0.74 0.84 0.62 0.72 0.64 0.46 0.51 1.64 1.40
2009 0.73 0.74 0.95 0.90 0.79 0.82 0.84 0.84 0.95 0.91 0.89 0.92 0.74 0.45 1.47 1.32 0.52 0.36 0.98 0.77 1.55 1.45 0.65 0.55
2010 0.74 0.80 0.99 0.97 0.78 0.82 0.85 0.81 0.98 0.91 0.87 0.89 1.11 0.78 0.88 0.77 1.24 1.02 1.15 0.88 1.02 0.81 1.12 1.09
2011 0.87 0.77 1.05 0.96 0.83 0.80 0.91 0.86 0.98 0.92 0.93 0.93 0.75 0.77 1.20 1.18 0.63 0.66 1.01 0.91 0.84 0.77 1.22 1.18
2012 1.03 1.04 1.02 0.99 1.01 1.05 1.05 1.06 1.00 1.00 1.05 1.06 0.91 0.63 1.09 1.09 0.88 0.58 0.91 0.89 1.38 1.43 0.62 0.63
2013 1.00 1.03 0.98 0.99 1.02 1.04 1.04 1.05 1.00 1.00 1.04 1.05 0.85 0.86 0.98 1.01 0.87 0.85 0.92 0.93 0.96 0.95 0.96 0.97
2014 1.12 1.03 1.11 0.98 1.02 1.05 1.03 1.04 1.00 1.00 1.04 1.04 0.85 0.92 1.14 1.11 0.75 0.83 1.00 0.94 0.86 0.82 1.15 1.13
2015 1.46 1.29 1.19 1.14 1.26 1.15 1.38 1.31 1.05 1.06 1.32 1.25 1.11 0.97 1.39 1.29 0.81 0.78 1.30 1.18 0.88 0.89 1.45 1.34
Infrastructure Education Health Social Protection
Provinces
Before After Before After Before After Before After
Bali 0.51 0.71 0.51 0.63 0.72 0.79 0.72 0.72
Bengkulu 0.55 0.69 0.43 0.72 0.61 0.89 0.65 0.78
DI Yogyakarta 0.94 0.98 0.86 0.91 0.36 0.71 0.74 0.64
DKI Jakarta 0.96 1.31 0.62 0.99 0.59 0.78 0.90 1.10
Jambi 0.38 0.82 0.87 1.03 0.75 0.90 0.84 1.04
West Java 0.77 1.05 0.84 0.96 0.81 0.82 0.82 1.03
Central Java 0.92 1.12 0.66 1.05 0.77 0.89 0.87 1.06
East Java 0.78 1.13 0.96 1.05 0.95 1.02 0.87 0.88
West Kalimantan 0.62 0.98 0.57 0.71 0.66 0.78 0.80 1.05
South Kalimantan 0.83 1.01 0.84 0.91 0.82 0.84 0.79 0.82
Central Kalimantan 0.44 1.05 0.54 0.66 0.53 0.69 0.63 0.77
East Kalimantan 0.76 1.01 1.00 1.04 0.70 0.90 1.09 1.14
Lampung 0.93 1.32 0.54 0.58 0.74 0.84 0.89 1.03
Maluku 0.48 0.71 0.60 0.70 0.84 0.97 1.03 1.00
Nanggroe Aceh Darussalam 0.50 0.68 0.51 0.96 0.75 0.83 0.75 0.83
West Nusa Tenggara 0.48 0.85 0.57 0.44 0.63 0.80 0.86 1.06
East Nusa Tenggara 0.73 0.94 0.68 0.98 0.62 0.71 0.99 1.25
Papua 0.92 0.95 0.35 0.32 0.66 0.80 0.77 0.98
Riau 0.83 1.05 0.85 1.00 0.88 0.88 0.92 1.30
South Sulawesi 0.77 1.03 0.73 0.84 0.82 0.76 0.93 1.04
Central Sulawesi 0.71 0.98 0.67 0.63 0.61 0.67 0.86 1.25
South East Sulawesi 0.71 1.01 0.68 0.87 0.58 0.82 0.79 0.92
North Sulawesi 0.72 0.95 0.62 1.04 0.53 0.80 0.85 1.19
West Sumatera 0.85 0.98 0.94 1.01 0.91 1.11 0.99 1.24
South Sumatera 0.98 0.96 0.73 1.03 0.64 0.78 1.05 0.98
North Sumatera 0.79 1.10 0.74 1.08 0.72 1.17 0.99 1.15
Health Social ProtectionEducationInfrastructure




Appendix 7.1 Questionnaire Form in Indonesia Language 
 






















Appendix 7.2. The Number of Respondents and Percentage of Respondents for All Variables 
 
Variables Detail of Variable Percent
Total 
Respondent
Location city 76.21% 6181
village 23.79% 1929
Status head of Family 56.93% 4,617
single 43.07% 3,493             
Gender male 42.71% 3,464
female 57.29% 4,646
Age below 25 2.40% 195
25 - 64 years old 87.36% 7085
above 65 10.23% 830
Marital Status single 2.79% 226
married 81.53% 6,612
divorced 2.75% 223
widowed and not remarried 12.93% 1,049
Education Level not schooling 6.60% 535
primary school but not finished 18.13% 1,470
primary school 27.53% 2,233
secondary school 14.94% 1,212








electricity, gas or water 0.33% 27
construction 4.08% 331




finance, real estate, service 0.91% 74
social service 12.00% 973
Monthly Expenditure < 1 million IDR 20.53% 1,665
1 - 2,9 million IDR 58.56% 4,749
3 - 5,9 million IDR 18.31% 1,485
6 - 9,9 million IDR 2.00% 162
10 - 14,9 million IDR 0.42% 34
>=15 million IDR 0.18% 15
Frequency of visiting
1. city office Yes, by myself 33.93 2752
No 66.07 5358
2. police office Yes, by myself 28.03 2273
No 71.97 5837
3. electricity office Yes, by myself 37.43 3035
No 62.58 5075
4. public hospital Yes, by myself 17.95 1456
No 82.05 6654
5. court Yes, by myself 2.63 213
No 97.37 7897
6. marriage administration Yes, by myself 99.54 8072
No 0.47 38
Source of Information 1. family 20.73 1,681
2. religious leader 26.19 2,124
3. government leader 9.51 771
4. academic 1.6 130
5. social organization 0.73 59
6. government 26.36 2,138
7. KPK 14.87 1,207
Media 1. television 75.07 6,779
2. radio 1.02 92
3. newspaper 1.12 101
4. internet 0.93 84
5. pamphlet 0.71 64
6. direct conversation 21.14 1,909
7. other media 0.01 1




Appendix 7.3 Correlation Matrix 




























Corruption 1.000                 
Location -0.053 1.000                
Family status -0.012 0.001 1.000               
Gender -0.059 -0.019 0.730 1.000              
Age -0.063 0.024 -0.295 -0.126 1.000             
Marital status -0.059 0.001 -0.306 0.180 0.434 1.000            
Education 0.120 -0.312 0.028 -0.076 -0.306 -0.222 1.000           
Occupation 0.039 -0.201 -0.167 -0.213 -0.134 -0.095 0.311 1.000          
Monthly expenditure 0.077 -0.251 0.079 -0.043 -0.108 -0.167 0.450 0.213 1.000         
Visiting city office -0.007 0.104 -0.025 0.001 0.087 0.053 -0.104 -0.055 -0.079 1.000        
Visiting police office -0.035 0.132 -0.017 0.064 0.115 0.114 -0.257 -0.160 -0.220 0.167 1.000       
Visiting electricity office -0.029 0.042 -0.035 -0.027 0.026 0.019 -0.047 -0.020 -0.040 0.146 0.094 1.000      
Visiting public hospital -0.043 0.030 -0.080 -0.023 0.175 0.088 -0.108 -0.049 -0.108 0.130 0.119 0.151 1.000     
Visiting court -0.020 0.049 0.015 0.033 0.025 0.021 -0.058 -0.069 -0.055 0.056 0.121 0.064 0.066 1.000    
Visiting marriage adm 0.043 0.022 -0.005 0.000 0.039 0.023 0.014 -0.009 0.018 0.027 0.042 0.049 0.030 0.035 1.000   
Information  0.043 -0.009 -0.004 -0.037 -0.038 -0.036 0.068 0.033 0.055 0.015 -0.034 -0.021 -0.018 -0.009 0.016 1.000  
Media -0.034 0.134 -0.022 0.000 0.078 0.036 -0.115 -0.032 -0.061 0.035 0.030 -0.025 0.009 0.007 -0.018 -0.050 1.000 
 
