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Abstract. We introduce shortcut graphs and groups. Shortcut graphs are
graphs in which cycles cannot embed without metric distortion. Shortcut
groups are groups which act properly and cocompactly on shortcut graphs.
These notions unify a surprisingly broad family of graphs and groups of interest
in geometric group theory and metric graph theory, including: the 1-skeleta of
systolic and quadric complexes (in particular finitely presented C(6) and C(4)-
T(4) small cancellation groups), 1-skeleta of finite dimensional CAT(0) cube
complexes, hyperbolic graphs, standard Cayley graphs of finitely generated
Coxeter groups and the standard Cayley graph of the Baumslag-Solitar group
BS(1, 2). Most of these examples satisfy a strong form of the shortcut property.
The shortcut properties also have important geometric group theoretic con-
sequences. We show that shortcut groups are finitely presented and have ex-
ponential isoperimetric and isodiametric functions. We show that groups sat-
isfying the strong form of the shortcut property have polynomial isoperimetric
and isodiametric functions.
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1. Introduction
A main current in geometric group theory is the study of groups acting on
spaces satisfying various kinds of combinatorial nonpositive curvature properties.
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2 SHORTCUT GRAPHS AND GROUPS
These spaces are typically associated with graphs having nice metric properties.
For example, the 1-skeleta of CAT(0) cube complexes [16, 6, 5], systolic complexes
[5] and quadric complexes [10], all of which arose independently in the geometric
group theory and metric graph theory literature [8, 11, 9, 10, 2, 14, 13, 18, 3]. In
this paper we introduce a metric property that captures an aspect of nonpositive
curvature that is shared by these graphs and a surprisingly large number of other
graphs of importance in group theory and metric graph theory.
A shortcut graph is a graph Γ for which there is a bound on the lengths of its
isometrically embedded cycles. A strongly shortcut graph Γ has a bound on the
lengths of its K-bilipschitz cycles, for some fixed K > 1. A group is (strongly)
shortcut if it acts properly and cocompactly on a (strongly) shortcut graph.
Initial motivation for the study of shortcut graphs and groups arose from sys-
tolic and quadric complexes. Chepoi characterized systolic complexes as those flag
simplicial complexes whose 1-skeleta contain isometrically embedded cycles only of
length three (i.e. their only isometrically embedded cycles are triangles) [5]. We
similarly characterized quadric complexes as those square-flag square complexes
whose 1-skeleta contain isometrically embedded cycles only of length four [10].
Hence the 1-skeleta of systolic and quadric complexes are shortcut. In particular,
systolic and quadric groups, and thus finitely presented C(6) and C(4)-T(4) small
cancellation groups, are shortcut [19, 10]. As we will see, many prominent classes
of graphs and groups satisfy the shortcut property.
1.1. Summary of results. The following theorems summarize our main results.
Theorem A (Corollary 4.4). Shortcut groups are finitely presented.
Theorem B (Theorem 4.5, Theorem 4.8). Shortcut graphs and groups have ex-
ponential isoperimetric and isodiametric functions. Strongly shortcut graphs and
groups have polynomial isoperimetric and isodiametric functions. Consequently,
shortcut groups have decidable word problem.
Theorem C (Theorem 6.2, Corollary 6.6, Theorem 6.12, Theorem 6.14, Theo-
rem 6.16). The following classes of graphs are strongly shortcut.
• Hyperbolic graphs
• 1-skeleta of finite dimensional CAT(0) cube complexes
• Standard Cayley graphs of finitely generated Coxeter groups
• All Cayley graphs of Z and Z2
In particular, hyperbolic groups, cocompactly cubulated groups and Coxeter groups
are all strongly shortcut.
Theorem D (Theorem 7.12, Theorem 7.16). The Baumslag-Solitar group BS(1, 2)
is shortcut but not strongly shortcut. Moreover, BS(1, 2) has a Cayley graph which
is shortcut and a Cayley graph which is not shortcut.
1.2. Structure of the paper. In Section 2 we present the main definitions of the
paper. In Section 3 we prove basic properties of shortcut graphs and groups. In
Section 4 we construct disk diagrams for shortcut graphs and study their filling
invariants. In Section 5 we prove that products of (strongly) shortcut graphs are
(strongly) shortcut and that finite graphs of (strongly) shortcut groups with finite
edge groups are (strongly) shortcut. In Section 6 we prove that various classes
of graphs and groups are strongly shortcut. In Section 7 we study the shortcut
property in Cayley graphs of BS(1, 2).
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2. Definitions
A graph Γ is a 1-dimensional polyhedral complex whose edges are isometric
to [0, 1] ⊂ R. In this way each graph is equipped with both the structure of a
cellular complex with edges and vertices and the structure of a geodesic metric
giving a distance between any pair of its points. A combinatorial map of graphs is
a continuous map Γ1 → Γ2 in which each vertex of Γ1 maps onto a vertex of Γ2 and
each closed edge of Γ1 maps onto a vertex or closed edge of Γ2. A combinatorial map
is degenerate if some closed edge maps onto a vertex. Otherwise it is nondegenerate.
2.1. Isometric and almost isometric cycles. Let Γ be a graph. A combinatorial
path in Γ is a nondegenerate combinatorial map P → Γ from a graph P that is
homeomorphic to a compact interval of R. A cycle C is a graph homeomorphic to
a circle. A cycle in Γ is a nondegenerate combinatorial map C → Γ from a cycle
C. The length of a path or cycle, denoted |P | or |C|, is the number of its edges.
A cycle f : C → Γ is isometric if it is an isometric embedding. Corollary 3.2
below shows that f is isometric if and only if
dΓ
(
f(p), f(q)
) ≥ |C|
2
for every antipodal pair of points p, q ∈ C. With this in mind we give the following
definition. A cycle f : C → Γ is ξ-almost isometric, for ξ ∈ (0, 1), if
dΓ
(
f(p), f(q)
) ≥ ξ |C|
2
for every antipodal pair of points p, q ∈ C. One may imagine that if f is not
isometric then there is a “shortcut” in Γ between a pair of its antipodes and if f is
not ξ-almost isometric then there is such a “shortcut” which reduces the distance
by a constant factor.
2.2. Shortcut graphs and groups. A connected simplicial graph Γ is shortcut
if, for some θ ∈ N, every isometric cycle of Γ has length at most θ. A connected
simplicial graph Γ is strongly shortcut if, for some θ ∈ N and some ξ ∈ (0, 1), every
ξ-almost isometric cycle of Γ has length at most θ.
Proposition 3.5 below says that Γ is strongly shortcut if and only if there is
a K > 1 and a bound on the lengths of the K-bilipschitz cycles of Γ. Since a
1-bilischitz map is the same thing as an isometric embedding, we can thus define
both properties together: Γ is shortcut if there is a K ≥ 1 and a bound on the
lengths of the K-bilipschitz cycles of Γ; if this K can be chosen strictly greater
than 1 then Γ is strongly shortcut.
A group G is (strongly) shortcut if it acts properly and cocompactly on a
(strongly) shortcut graph.
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3. Basic properties
In this section we prove some basic properties of (strongly) shortcut graphs and
groups. In particular, we prove that the strong shortcut property is equivalent to
the existence of a K > 1 and a bound on the lengths of the K-bilipschitz cycles in a
graph. We also show that a (strongly) shortcut group acts freely and cocompactly
on a (strongly) shortcut graph.
Proposition 3.1. Let Γ be a graph and let ξ¯ ∈ (0, 1]. A cycle f : C → Γ satisfies
dΓ
(
f(p), f(q)
) ≥ ξ¯ |C|
2
for every antipodal pair of points p, q ∈ C if and only if
dΓ
(
f(p), f(q)
) ≥ dC(p, q)− (1− ξ¯) |C|
2
for every pair of points p, q ∈ C.
Proof. The “if” part follows by applying the inequality to each antipodal pair of p
and q. To prove the “only if” part, let p, q ∈ C. Let p′ be the antipode of p. Then,
since f is 1-Lipschitz, we have
dΓ
(
f(p), f(p′)
) ≤ dΓ(f(p), f(q))+ dΓ(f(q), f(p′))
≤ dΓ
(
f(p), f(q)
)
+ dC(q, p
′)
= dΓ
(
f(p), f(q)
)
+ dC(p, p
′)− dC(p, q)
= dΓ
(
f(p), f(q)
)
+
|C|
2
− dC(p, q)
but ξ¯ |C|2 ≤ dΓ
(
f(p), f(p′)
)
and so we have dΓ
(
f(p), f(q)
) ≥ dC(p, q)−(1−ξ¯) |C|2 . □
Corollary 3.2. Let Γ be a graph and let f : C → Γ be a cycle. Then f is isometric
if and only if
dΓ
(
f(p), f(q)
) ≥ |C|
2
for every antipodal pair of points p, q ∈ C.
Proof. This follows from the fact that f is 1-Lipschitz and by applying Proposi-
tion 3.1 with ξ¯ = 1. □
Proposition 3.3. Let Γ be a graph and let f : C → Γ be a cycle in Γ of length
|C| ≥ 4. If f is not isometric then
dΓ
(
f(u), f(v)
)
< dC(u, v)
for some pair of vertices u, v ∈ C0 with dC(u, v) ≥
⌊
|C|
2
⌋
− 1. If f is not ξ-almost
isometric, for some ξ ∈ (0, 1), then
dΓ
(
f(u), f(v)
)
< ξdC(u, v)
for some pair of vertices u, v ∈ C0 with dC(u, v) ≥
⌊
|C|
2
⌋
− 1.
Proof. Let ξ¯ ∈ (0, 1]. Suppose
dΓ
(
f(p), f(q)
)
< ξ¯
|C|
2
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for some pair of antipodal points p, q ∈ C. If ξ¯ < 1 then this is equivalent to f not
being ξ¯-almost isometric and, otherwise, this is equivalent to f not being isometric.
Let α : [0, d] → Γ be a geodesic from f(p) to f(q) where d = dΓ
(
f(p), f(q)
)
. If
α−1(Γ0) = ∅ then f(p) and f(q) are contained in the interior of some common edge
e of Γ. Then the edges e1 and e2 of C with p ∈ e1 and q ∈ e2 map onto e. Then there
are endpoints u ∈ e1 and v ∈ e2 such that f(u) = f(v) and dC(p, u)+ dC(q, v) ≤ 1.
So we have dΓ
(
f(u), f(v)
)
= 0 and dC(u, v) ≥ dC(p, q)−dC(p, u)−dC(q, v) ≥ |C|2 −1.
Assume now that p and q do not map to the same edge in Γ. Let α−1(Γ0) =
{x1, x2, . . . , xk} with 0 ≤ x1 < x2 < · · · < xk ≤ d. Then α|[0,x1] and α|[xk,d]
factor through f so their images contain vertices u, v ∈ C0 with dC(p, u) < 1 and
dC(q, v) < 1 such that f(u) = α(x1) and f(v) = α(xk). Moreover
dΓ
(
f(u), f(v)
)
= xk − x1
= d− x1 − (d− xk)
= d− dC(p, u)− dC(q, v)
< ξ¯dC(p, q)− dC(p, u)− dC(q, v)
≤ ξ¯(dC(p, q)− dC(p, u)− dC(q, v))
≤ ξ¯dC(u, v)
and dC(u, v) ≥ dC(p, q)− dC(p, u)− dC(q, v) > |C|2 − 2. Since |C| and dC(u, v) are
integers we obtain dC(u, v) ≥
⌊
|C|
2
⌋
− 1 □
Remark 3.4. In fact, if f : C → Γ is not isometric then we can improve the u and
v obtained from Proposition 3.3 so that dC(u, v) ≥
⌊
|C|
2
⌋
. This does not hold for
f not ξ-almost isometric. (Consider the quotient map from C oriented and of even
length that identifies two antipodal edges of C in an orientation reversing way.) In
order to present a unified proof without additional case analysis, we give the weaker
statement in Proposition 3.3.
Proposition 3.5. Let Γ be a graph. Then Γ is strongly shortcut if and only if there
exists K > 1 such that there is a bound on the length of K-bilipschitz cycles of Γ.
Proof. If a cycle f : C → Γ is not ξ-almost isometric then, for some pair of antipodal
points p, q ∈ C,
ξdC(p, q) = ξ
|C|
2
> dΓ
(
f(p), f(q)
)
and so f is not 1ξ -bilipschitz. This proves the “only if” part of the proposition.
To prove the “if” part of the proposition, suppose θ bounds the length of the
K-bilipschitz cycles of Γ where K > 1. Let 1 − (K−1)313K2(K+1) < ξ < 1. We will
show that there is a bound on the lengths of the ξ-almost isometric cycles of Γ.
Let f : C → Γ be a ξ-almost isometric cycle of Γ. We will define a sequence of
open paths (Pi), a sequence of cycles (Ci)i, a sequence of finite graphs (Γi)i and
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sequences of combinatorial maps as in the following commuting diagram.
P0 P1 · · · Pn−1
C C0 C1 · · · Cn−1 Cn
C Γ0 Γ1 · · · Γn−1 Γn
Γ
f f0
f1 fn−1 fn
Where it makes sense, we will use the same notation to refer to points and subspaces
as we do to refer to their images under maps. We begin with Γ0 = C0 = C and f0 =
f . Suppose we inductively have Ci ↪→ Γi fi−→ Γ. If the composition of these maps is
K-bilipschitz then we terminate the sequence with n = i. Otherwise, let ui, vi ∈ C0i
be a furthest pair of vertices in Ci for which dΓ
(
fi(ui), fi(vi)
)
< 1K dCi(ui, vi). Let
Qi be a geodesic segment of Ci between ui and vi. Let Pi be the complement of Qi.
Let Ri → Γ be a geodesic from fi(ui) to fi(vi). We obtain fi+1 : Γi+1 → Γ from fi
and Ri → Γ by identifying the endpoints of Ri with {ui, vi}. Let Ci+1 = Pi ∪ Ri
in Γi+1. The sequence always terminates since |Ci| is strictly decreasing.
Our goal is to show that |Cn||C| is uniformly bounded away from zero. Thus we
will show that if we have arbitrarily long ξ-almost isometric cycles then we must
also have arbitrarily long K-bilipschitz cycles.
Suppose Qi ⊂
⋂i−1
ι=0 Pι for all i < j. Then the Qi, with i < j, are pairwise disjoint
in C and C \ (⋂j−1i=0 Pi) = ⋃j−1i=0 Qi. Since Cj is obtained from C by replacing the
Qi with Ri we see then that the Ri, with i < j, are pairwise disjoint in Cj and the
complement in Cj of
⋂j−1
i=0 Pi is
⋃j−1
i=0 Ri. Since f is ξ-almost isometric we have
|Qi| − (1− ξ) |C|
2
≤ |Ri| < 1
K
|Qi|
for all i < j, by Proposition 3.1. Hence, if i < j then we have the following
inequality.
(∗) K|Ri| < |Qi| < (1− ξ)
(
K
(K − 1)
) |C|
2
Moreover, we can find a pair of points p, q in the closure of
⋂j−1
i=0 Pi = C \
(⋃j−1
i=1 Qi
)
at distance dC(p, q) ≥ |C|2 − K(1−ξ)4(K−1) |C|. Let S1 and S2 be the two segments of C
between p and q. Then
dΓ
(
f(p), f(q)
) ≤ |Si|−⏐⏐⏐Si∩⋃
i<j
Qi
⏐⏐⏐+⏐⏐⏐Si∩⋃
i<j
Ri
⏐⏐⏐ ≤ |Si|−⏐⏐⏐Si∩⋃
i<j
Qi
⏐⏐⏐+ 1
K
⏐⏐⏐Si∩⋃
i<j
Qi
⏐⏐⏐
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and so, by Proposition 3.1,
|C| − K − 1
K
∑
i<j
|Qi|
≥ 2dΓ
(
f(p), f(q)
)
≥ 2dC(p, q)− (1− ξ)|C|
≥ |C| − K(1− ξ)
2(K − 1) |C| − (1− ξ)|C|
which gives us the following inequality.
(†)
∑
i<j
|Qi| ≤ (1− ξ)
(
K(3K − 2)
(K − 1)2
) |C|
2
We will now prove that Qi ⊂
⋂i−1
ι=0 Pι for 1 < i < n. For the sake of finding a
contradiction, suppose j ≥ 1 is the least integer with Qj ̸⊂
⋂j−1
i=0 Pi. It is possible
that, for some i < j, we have Qj ∩ Ri ̸= ∅ but Ri ̸⊂ Qj . This may happen for at
most two Ri since such Ri must contain an endpoint of Qj . Let Q
−
j be obtained
from Qj by subtracting the interiors of any such Ri and let Q
+
j → Cj extend
Qj ↪→ Cj so as to include full copies of any such Ri. Let Q− ⊂ C be obtained from
Q−j ⊂ Cj by replacing any Ri ⊂ Q−j , where i < j, with Qi ⊂ C. Let Q+ → C be
obtained from Q+j → Cj by replacing any Ri ↪→ Cj , where i < j, with Qi ↪→ C.
Let R+ → Γ be obtained from Q+j → Γ by replacing Qj → Γ with Rj → Γ. Then
R+ → Γ and the composition Q+ → C f−→ Γ have the same endpoints in Γ and we
have
|R+| = |Rj |+ |Q+j \Qj |
<
1
K
|Qj |+ |Q+j \Qj |
=
1
K
(|Q−j |+ |Qj \Q−j |)+ |Q+j \Qj |
≤ 1
K
|Q−j |+ |Qj \Q−j |+ |Q+j \Qj |
=
1
K
|Q−j |+ |Q+j \Q−j |
≤ 1
K
|Q−j |+
1
K
|Q+ \Q−|
=
1
K
|Q+|
where the final inequality follows from the fact that Q+j \Q−j consists of up to two
copies of segments Ri which are replaced with corresponding Qi in Q
+ \ Q−. By
assumption, Qj nontrivially intersects at least one Ri, with i < j. Let i be minimal
such that Qj nontrivially intersects Ri. Since Qj is not equal to this Ri we see
that |Q+| > |Qi|. Hence, if Q+ → Ci were an isometric embedding then this would
contradict the choice of ui and vi. So, Q
+ → Ci is not an isometric embedding and
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so |Q+| > |Ci|2 . But then
|Q+| > |Ci|
2
≥ |C|
2
−
∑
k<i
|Qk| ≥ |C|
2
− (1− ξ)
(
K(3K − 2)
(K − 1)2
) |C|
2
by (†) while
|Q0| < (1− ξ)
(
K
(K − 1)
) |C|
2
by (∗). So |Q+| < |Q0| would imply
1− (1− ξ)
(
K(3K − 2)
(K − 1)2
)
< (1− ξ)
(
K
(K − 1)
)
which after some manipulation gives ξ < 1 − (K−1)2K(4K−3) which one can show con-
tradicts our choice of ξ > 1 − (K−1)313K2(K+1) . Hence |Q+| ≥ |Q0| so if Q+ → C were
an isometric embedding then this would contradict the choice of u0 and v0. So,
Q+ → C is not an isometric embedding and so |Q+| > |C|2 . On the other hand
|Q+| ≤ |Q−|+ 2max
i<j
|Qi|
≤ |Q−j |+
∑
i<j
(|Qi| − |Ri|)+ 2max
i<j
|Qi|
≤ |Cj |
2
+
∑
i<j
(|Qi| − |Ri|)+ 2max
i<j
|Qi|
≤ |C|
2
+ 2
∑
i<j
(|Qi| − |Ri|)+ 2max
i<j
|Qi|
≤ |C|
2
+ 4
∑
i<j
|Qi|
≤ |C|
2
+ (1− ξ)
(
4K(3K − 2)
(K − 1)2
) |C|
2
where the last inequality follows from (†). We have
(‡) 1− ξ < (K − 1)
3
13K2(K + 1)
<
(K − 1)2
12K(K + 1)
=
(K − 1)2
4K(3K + 3)
<
(K − 1)2
4K(3K − 2)
and so |Q+| < |C| so Q+ embeds in C and the endpoints u, v of Q+ in C are at
distance
dC(u, v) ≥ |C|
2
− (1− ξ)
(
4K(3K − 2)
(K − 1)2
) |C|
2
.
But we also have
dΓ
(
f(u), f(v)
) ≤ |R+| ≤ 1
K
|Q+| ≤ 1
K
(
|C|
2
+ (1− ξ)
(
4K(3K − 2)
(K − 1)2
) |C|
2
)
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which, by Proposition 3.1, implies
1
K
(
|C|
2
+ (1− ξ)
(
4K(3K − 2)
(K − 1)2
) |C|
2
)
≥ |C|
2
− (1− ξ)
(
4K(3K − 2)
(K − 1)2
) |C|
2
− (1− ξ) |C|
2
which is equivalent to 1− ξ ≥ (K−1)3K(13K2+2K−7) . But
1− ξ < (K − 1)
3
13K2(K + 1)
=
(K − 1)3
K(13K2 + 13K)
<
(K − 1)3
K(13K2 + 2K − 7)
so we have a contradiction. Therefore we have proved that Qi ⊂
⋂i−1
ι=0 Pι for
1 < i < n.
Then the Qi are all pairwise disjoint in C and C \
(⋂
i Pi
)
=
⋃
iQi so Cn is
obtained from C by replacing Qi ⊂ C with Ri, for each i. Then since fn is K-
bilipschitz and by (†) and (‡), we have
θ ≥ |Cn| ≥ |C| −
∑
i
|Qi| ≥ |C| − (1− ξ)
(
K(3K − 2)
(K − 1)2
) |C|
2
> |C| −
(
(K − 1)2
4K(3K − 2)
)(
K(3K − 2)
(K − 1)2
) |C|
2
=
7
8
|C|
So |C| < 87θ and we see that 87θ bounds the lengths of ξ-almost isometric cycles of
Γ. □
Proposition 3.6. Let Γ be a (strongly) shortcut graph. Then the graph obtained
from Γ by subdividing each edge is (strongly) shortcut.
Proof. Let Γ′ be the barycentric subdivision of Γ. Then Γ′ is isometric to Γ after
scaling the metric by a factor of 2. Since isometric cycles are embedded, they have
no backtracks and so every isometric cycle of Γ′ is the subdivision of an isometric
cycle of Γ. Hence, if θ bounds the lengths of the isometric cycles of Γ then 2θ
bounds the lengths of the isometric cycles of Γ′. So if Γ is shortcut then Γ′ is
shortcut. Similary, if there is a bound on the K-bilipschitz cycles of Γ then there
is a bound on the K-bilipschitz cycles of Γ′. So, by Proposition 3.5, if Γ is strongly
shortcut then Γ′ is strongly shortcut. □
Proposition 3.7. Let G be a (strongly) shortcut group. Then G acts freely and
cocompactly on a (strongly) shortcut graph.
Proof. Let G act properly and cocompactly on a (strongly) shortcut graph Γ. If
Γ has a single vertex then G is finite and so acts freely on any Cayley graph of G
which is strongly shortcut because it is connected and finite. So we may assume
that Γ has more than one vertex.
By Proposition 3.6, we may assume that G acts on Γ without edge inversions.
Let π : G × Γ0 → Γ0 be the projection onto the second factor. Define a graph
Γ˜ on the vertex set G × Γ0 where Γ˜ has an edge joining (g, v) and (g′, v′) for
each edge joining v and v′. Then the diagonal action G ↷ G × Γ0 extends to
Γ˜ and the projection π extends to a G-equivariant nondegenerate combinatorial
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map π : Γ˜ → Γ. That G acts on Γ without edge inversions rules out nontrivial
fixed points of midpoints of edges of Γ˜ and so the action of G on Γ˜ is free. Let
{v1, v2, . . . , vk} be a set of orbit representatives of G ↷ Γ0. Let Γˆ be the induced
subgraph of Γ˜ on
⋃
g∈G
{
(g, gvi)
}
i
. We will prove that Γˆ is (strongly) shortcut and
that the action of G on Γˆ is cocompact.
Let πˆ : Γˆ→ Γ be the restriction of π to Γˆ. For a vertex v ∈ Γ0, we have v = gvi
for some i and so πˆ(g, gvi) = v. Moreover, since Γˆ is an induced subgraph of Γ˜, for
each pair of vertices (g, u), (h, v) ∈ Γˆ0, we see that πˆ induces a bijection between
the set of edges between (g, u) and (h, v) and the set of edges between u and v.
This implies that for any (g, u), (h, v) ∈ Γˆ0, we can lift any path of nonzero length
α : P → Γ between u and v to a path αˆ : P → Γˆ from (g, u) to (h, v). The lift is not
unique since, if the sequence of vertices visited by α is (u = u0, u1, u2, . . . , uk = v)
then, for 0 < i < k, the lift of ui in αˆ may be any (g, ui) ∈ πˆ−1(ui).
If Γ is strongly shortcut then let θ ≥ 3 bound the lengths of the ξ¯-almost isometric
cycles of Γ. Otherwise, let θ ≥ 3 bound the lengths of the isometric cycles of Γ
and set ξ¯ = 1. Let ξˆ = 1+ξ¯2 and let f : C → Γˆ be a (ξˆ-almost) isometric a cycle of
length |C| > θ. By Proposition 3.3,
dΓ
(
πˆ ◦ f(u), πˆ ◦ f(v)) < ξ¯dC(u, v)
for some u, v ∈ C0 with dC(u, v) ≥
⌊
|C|
2
⌋
− 1. If dΓ
(
πˆ ◦ f(u), πˆ ◦ f(v)) > 0 then let
α : P → Γ be a geodesic from πˆ ◦ f(u) to πˆ ◦ f(v). Otherwise, let α : P → Γ be a
path of length 2 from πˆ ◦ f(u) to πˆ ◦ f(v) = πˆ ◦ f(u). This is always possble since
Γ is a connected graph on more than one vertex. By the previous paragraph, we
may lift α to a path αˆ : P → Γˆ from f(u) to f(v). So we see that either
dΓˆ
(
f(u), f(v)
)
< ξ¯dC(u, v)
or
dΓˆ
(
f(u), f(v)
) ≤ 2
and so, by Proposition 3.1, one of
(§) dC(u, v)− (1− ξˆ) |C|
2
< ξ¯dC(u, v)
or
(¶) dC(u, v)− (1− ξˆ) |C|
2
≤ 2
must hold. Since dC(u, v) ≥ |C|2 − 32 we see that (¶) gives the bound |C| ≤ 7ξˆ . On
the other hand, (§) is equivalent to
(1− ξ¯)dC(u, v) < (1− ξˆ) |C|
2
and so gives
(ξˆ − ξ¯) |C|
2
< (1− ξ¯)3
2
which is impossible if ξ¯ = 1 and otherwise gives the bound |C| ≤ 3(1−ξ¯)
ξˆ−ξ¯ . □
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4. Filling properties and disk diagrams
In this section we study disk diagrams and the isoperimetric and isodiametric
functions of (strongly) shortcut graphs and groups. Let Γ be a graph and let θ ∈ N.
For the purposes of the current discussion, a cycle C is always based and oriented.
Hence two cycles f1, f2 : C → Γ may be distinct even if f1 = f2 ◦ ψ for some
ψ ∈ Aut(C). Let
Sθ =
{
f : C → Γ : |C| ≤ θ}
be the set of cycles in Γ. The θ-filling Fθ(Γ) is the 2-complex whose 1-skeleton
is Γ and whose 2-skeleton has a unique 2-cell with attaching map f : C → Γ for
each f ∈ Sθ. If a group G acts on Γ then G acts on Sθ by g · f = φg ◦ f where
φg ∈ Aut(Γ) is the automorphism by which g acts on Γ. Thus the action of G on
Γ extends to an action on Fθ(Γ) such that an element g ∈ G stabilizes a 2-cell F if
and only if g stabilizes F pointwise.
For θ,N ∈ N with 3 ≤ θ ≤ N and ξ ∈ (0, 1) consider the following property.
(∥) Every cycle C → Γ with θ < |C| ≤ N is not ξ-almost isometric.
Remark 4.1. If Γ is shortcut then Γ satisfies (∥) for θ bounding the lengths of
isometric cycles of Γ, for any N ≥ θ and for ξ ∈ (N−2N , 1). Of course, if Γ is strongly
shortcut, then it satisfies (∥) for a fixed ξ not depending on N .
Construction 4.2. Let Γ be a graph satisfying (∥). Given a cycle f : C → Γ of
length |C| ≤ N we will inductively construct a disk diagram Df → Fθ(Γ) for f .
If |C| ≤ θ then Df → Fθ(Γ) is just a single 2-cell mapping to the 2-cell of Fθ(Γ)
whose attaching map is isomorphic to f . Otherwise f is not ξ-almost isometric and
so, by Proposition 3.3,
dΓ
(
f(u), f(v)
)
< ξdC(u, v)
for some pair of vertices u, v ∈ C0 with dC(u, v) ≥
⌊
|C|
2
⌋
− 1. Let P and Q be
the two segments of C joining u and v. Let g : R → Γ be a geodesic path from
f(u) to f(v) in Γ and note that |R| < ξmin{|P |, |Q|}. Glue f and g together along
u ∼ g−1(f(u)) and v ∼ g−1(f(v)) to obtain a combinatorial map h : (C⊔R)/∼ → Γ
with h|P∪R and h|Q∪R cycles of length
|P |+ |R| < |P |+ ξ|Q| < |C|
and
|Q|+ |R| < |Q|+ ξ|P | < |C|
and so, by induction we have disc diagrams Dh|P∪R → Fθ(Γ) and Dh|Q∪R → Fθ(Γ)
for h|P∪R and h|Q∪R. Gluing Dh|P∪R → Fθ(Γ) and Dh|Q∪R → Fθ(Γ) together along
R we obtain a disk diagram Df → Fθ(Γ) for f .
4.1. Simple connectedness.
Theorem 4.3. Let Γ be a shortcut graph and let θ ≥ 3 bound the lengths of the
isometric cycles of Γ. Then Fθ(Γ) is simply connected.
Proof. Let f : C → Γ be a cycle in Γ. Then, by Remark 4.1 Γ satisfies (∥) for θ
as given, for N = |C| and for ξ = N−1N . Hence, we may apply Construction 4.2 to
obtain a disk diagram for f . □
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Corollary 4.4. Let G be a (strongly) shortcut group. Then there is a compact
2-complex X with G = π1(X) such that the universal cover X˜ of X has (strongly)
shortcut 1-skeleton. In particular, we have that G is finitely presented.
Proof. It suffices to consider the case where G is shortcut since every strongly
shortcut group is shortcut. By Proposition 3.7, there is a free and cocompact
action of G on a shortcut graph Γ. Let θ ≥ 3 bound the lengths of the isometric
cycles of Γ. Then G acts freely and cocompactly on the filling Fθ(Γ). □
4.2. Isoperimetric function.
Theorem 4.5. Let Γ be a graph. If Γ is shortcut then, for θ large enough, the
filling Fθ(Γ) has an exponential isoperimetric function. If Γ is strongly shortcut
then, for θ large enough, the filling Fθ(Γ) has a polynomial isoperimetric function.
Proof. Suppose Γ is shortcut and let θ ≥ 3 bound the lengths of the isometric cycles
of Γ. Let ∆: N → N be the Dehn function of Fθ(Γ). We will prove, by induction
on n that ∆(n) ≤ 2n. If n ≤ θ then this clearly holds since any cycle of length
at most θ bounds a 2-cell in Fθ(Γ). Let f : C → Γ be a cycle of length n > θ.
Applying Construction 4.2 to f with N = n and ξ = n−1n we see that f bounds a
disk diagram Df which is the union of two disk diagrams of boundary length less
than n. Hence f bounds a disk of area at most 2∆(n− 1). By induction
2∆(n− 1) ≤ 2 · 2n−1 = 2n
and so we have ∆(n) ≤ 2n.
Suppose Γ is strongly shortcut. Choose L ∈ N with L > 3. Let θ ≥ L1−ξ bound
the lengths of the ξ-almost isometric cycles of Γ. We will prove that the Dehn
function of Fθ(Γ) satisfies ∆(n) ≤ nlogb(2) for b = 2L(L−3)ξ+L+3 . Note that b > 1 and
that b tends to 21+ξ as L goes to infinity. The argument proceeds as in the shortcut
case but in the inductive step f bounds a disk diagram which is the union of two
disk diagrams of boundary length strictly less than
ξ
n
2
+
⌈n
2
⌉
+ 1 ≤ ξ n
2
+
n
2
+
1
2
+ 1 =
1
2
(
ξ + 1 +
3
n
)
n ≤ 1
2
(
ξ + 1 +
3
θ
)
n
so, since θ ≥ L1−ξ we have a disk diagram for f of area at most
2∆
(⌊1
2
(
ξ + 1 +
3(1− ξ)
L
)
n
⌋)
= 2∆
(⌊ 1
2L
(
(L− 3)ξ + L+ 3
)
n
⌋)
= 2∆
(⌊1
b
n
⌋)
and so by induction we have
2∆
(⌊1
b
n
⌋)
≤ 2
(⌊1
b
n
⌋)logb(2) ≤ 2(1
b
n
)logb(2)
= 2
(1
2
nlogb(2)
)
= nlogb(2)
and so we have that ∆(n) ≤ nlogb(2). □
Corollary 4.6. Let G be a group. If G is shortcut then it has an exponential
isoperimetric function. If G is strongly shortcut then it has a polynomial isoperi-
metric function.
Corollary 4.7. Let G be a shortcut group. Then G has a decidable word problem.
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4.3. Isodiametric function.
Theorem 4.8. Let Γ be a graph. If Γ is shortcut then, for θ large enough, the
filling Fθ(Γ) has an exponential isodiametric function. If Γ is strongly shortcut
then, for θ large enough, the filling Fθ(Γ) has a polynomial isodiametric function.
Proof. For a cycle f : C → Γ let diam(f) denote the minimum diameter of a
disk diagram for f . Observe that in Construction 4.2 diam(f) ≤ diam(h|P∪R) +
diam(h|Q∪R). Indeed we may glue together minimal diameter disk diagrams of
h|P∪R and h|Q∪R along R to obtain a disk diagram for f . Using this observation,
the proof follows virtually identically to that of Theorem 4.5. □
Corollary 4.9. Let G be a group. If G is shortcut then it has an exponential
isodiametric function. If G is strongly shortcut then it has a polynomial isodiametric
function.
5. Combinations
In this section we show that (strongly) shortcut graphs and groups are closed
under products and that a finite graph of (strongly) shortcut groups with finite
edge groups is (strongly) shortcut.
5.1. Products. Let Γ1 and Γ2 be simplicial graphs. The product graph Γ1×Γ2 of
Γ1 and Γ2 is the 1-skeleton of the CW complex product of Γ1 and Γ2. The vertex
set of Γ1 × Γ2 is Γ01 × Γ02 and the edges of Γ1 × Γ2 are given by (u1, u2) ∼ (v1, v2)
whenever
u1 = v1 and u2 ∼ v2
or
u1 ∼ v1 and u2 = v2
where ∼ is the edge relation.
Theorem 5.1. Let Γ1 and Γ2 be (strongly) shortcut graphs. Then Γ1 × Γ2 is
(strongly) shortcut.
Proof. Let Γ1 and Γ2 be (strongly) shortcut and let θ bound the lengths of the
(ξ-almost) isometric cycles of the Γi. Let Γ = Γ1 × Γ2 and let f : C → Γ be a
cycle of length |C| ≥ 2θ. We combine the shortcut and strongly shortcut cases as
follows. If the Γi are strongly shortcut then we have θ and ξ as given. Otherwise,
by Remark 4.1, the Γi satisfy (∥) for θ as given, for N = |C| and for some ξ
depending on N . We will show that for some antipodal pair of points p, q ∈ C we
have dΓ
(
f(p), f(q)
)
<
(
1+ξ
2
) |C|
2 .
Each edge of C projects nondegenerately onto exactly one of Γ1 or Γ2. Call those
edges that project nondegenerately onto Γ1 horizontal edges and those that project
nondegenerately onto Γ2 vertical edges. Without loss of generality there are more
horizontal edges than vertical edges. Let f1 : C1 → Γ1 be the cycle obtained from
C → Γ1 by contracting the vertical edges of C. ThenN ≥ |C1| ≥ |C|2 ≥ θ so we have
dΓ1
(
f1(p1), f1(q1)
)
< ξdC1(p1, q1) for some antipodal pair of points p1, q1 ∈ C1. Let
p′, q′ ∈ C map to p1 and q1 under the contraction map C → C1. We may choose p′
and q′ so that they are not contained in the interior of any vertical edge. Let ℓ be
the number of vertical edges in a geodesic segment of C between p′ and q′. Then
dC(p
′, q′) = |C1|2 + ℓ while dΓ
(
f(p′), f(q′)
)
< ξ |C1|2 + ℓ. Let P ⊂ C be a geodesic
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segment of length |C|2 containing p
′ and q′ and let p and q be the endpoints of P
with p nearest to p′ and q nearest to q′. Then dC(p, q) =
|C|
2 while
dΓ
(
f(p), f(q)
) ≤ dΓ(f(p), f(p′))+ dΓ(f(p′), f(q′))+ dΓ(f(q′), f(q))
≤ dC(p, p′) + dΓ
(
f(p′), f(q′)
)
+ dC(q
′, q)
= dC(p, q)− dC(p′, q′) + dΓ
(
f(p′), f(q′)
)
<
|C|
2
−
( |C1|
2
+ ℓ
)
+ ξ
|C1|
2
+ ℓ
=
|C|
2
− (1− ξ) |C1|
2
=
(1 + ξ
2
) |C|
2
and so dΓ
(
f(p), f(q)
)
<
(
1+ξ
2
) |C|
2 . □
Corollary 5.2. Let G1 and G2 be (strongly) shortcut groups. Then G1 × G2 is
(strongly) shortcut.
5.2. Trees of shortcut graphs. Let T be a tree. An arc decomposition of T
is a partition of the edges of T into paths, called arcs, whose interior vertices all
have degree two. The endpoints of the arcs of an arc decomposition are called
nodes. Every tree comes equipped with a default arc decomposition whose arcs are
simply its edges. A tree of graphs with discrete edge graphs is a surjective (possibly
degenerate) combinatorial map Γ → T from a graph Γ to a tree T with an arc
decomposition such that the preimage of each node v is a connected subgraph and
the preimage of the interior of each arc P is a disjoint union of open paths of the
same length. The closure of a component P˜ of this disjoint union is called a lift of
P . We call the preimage of a node v the vertex graph Γv at v of Γ→ T . We call the
preimage of the midpoint of an arc P of T the edge graph ΓP at P of Γ→ T . For
each endnode v of an arc P of T there is a function Γv,P : ΓP → Γv sending p ∈ Γe
to the unique vertex contained in P˜ ∩ Γv where P˜ is the lift of P that contains p.
The Γv,P are called the attaching maps of Γ→ T .
For the purpose of discussing trees of graphs, it is convenient to consider com-
binatorial maps C → Γ, with C homeomorphic to S1, which are not necessarily
nondegenerate. Call such a map a cycles with degeneracies.
The following lemma is a variant of Jordan’s separator theorem for trees [12].
Lemma 5.3. Let T be a tree. Let f : C → T be a cycle with degeneracies of length
|C| ≥ 3. Then for some vertex w ∈ f(C0), the metric subspace f−1(w) has diameter
at least |C|3 .
Proof. For w in the image of f , consider the metric subspace f−1(w) ⊂ C. Choose
w in the image of f such that f−1(w) has the largest possible diameter. Let the
vertices u, v ∈ f−1(w) achieve the diameter of f−1(w). Suppose, for the sake
of finding a contradiction, that dC(u, v) <
|C|
3 . Then the segment P of length
|P | ≥ 2|C|3 between u and v in C intersects f−1(w) only at u and v. Indeed any
point p ∈ f−1 must be at distance less than |C|3 to both u and v and there is no such
point of P . But then the first and last edges of P map nondegenerately to some
common edge ww′ of T . But then f−1(w′) has diameter larger than the diameter
of f−1(w) contradicting our choice of w. Hence dC(u, v) ≥ |C|3 . □
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Lemma 5.4. Let T be a tree. Let f : C → T be a cycle with degeneracies of length
|C| ≥ 3. Let L < |C|3 + 1 and suppose that for each edge e ⊂ f(C), the distance
between the midpoints of any two edges of f−1(e) is at most L. Then for some
vertex w ∈ T 0, any segment P ⊂ C whose interior is disjoint from f−1(w) has
length |P | ≤ L+ 1.
Proof. Let w be as in Lemma 5.3 and let P be the closure of a component of
C \ f−1(w). We need to show that |P | ≤ L+ 1. The initial and terminal edges e1
and e2 of P map to the same edge of T and so either |P | ≤ L+1 or |P | ≥ |C|−L+1.
But |C| − L + 1 > 2|C|3 while, by our choice of w, we have |P | ≤ 2|C|3 . Hence|P | ≤ L+ 1 as required. □
A cycle with degeneracies is ξ-almost isometric if
dΓ
(
f(p), f(q)
) ≥ ξ |C|
2
for any antipodal pair of points p, q ∈ C.
Lemma 5.5. Let Γ be strongly shortcut with θ bounding the lengths of the ξ-almost
isometric cycles of Γ. Then there exist ξ′ ∈ (0, 1) and θ′ ∈ N depending only
on ξ and θ such that θ′ bounds the lengths of the ξ′-almost isometric cycles with
degeneracies of Γ.
Proof. Let θ bound the lengths of the ξ-almost isometrically embedded cycles of Γ.
Let f : C → Γ be a cycle with degeneracies. Define S ⊂ C as the union of all edges
of C that map to vertices under f . We may assume that S ̸= C since, otherwise f
is the constant map and so satisfies the statement of the theorem for any ξ′. Let
(Pi)
ℓ
i=1 be the sequence of components of S in the order they are visited in some
traversal of C. We begin by showing, for θ′′ ≥ max{θ, 81−ξ} and ξ′′ = 1+ξ2 , that
if |C| > θ′′ and |Pi| is even for each i then there exist antipodal p, q ∈ C such
that dΓ
(
f(p), f(q)
)
< ξ′′ |C|2 . Call the condition that the |Pi| are even the parity
condition. Later we will use this result to prove the statement of the theorem, for
θ′ ≥ max{θ′′, 2(2+ξ′′)1−ξ′′ } and ξ′ = 1+ξ′′2 , with no assumption on the parities of the
|Pi|.
Assume f satisfies the parity condition and |C| > θ′′. We obtain from f a cycle
without degeneracies f ′ : C → Γ by mapping each edge of Pi onto f(ei) where ei
is the edge that follows Pi in some fixed orientation of C. This is possible since
f satisfies the parity condition. Thus f ′ folds Pi onto f(ei) in a zig-zag fashion.
Then for any point p ∈ C, we have dΓ
(
f(p), f ′(p)
) ≤ 1. If |C| > θ′′ then there is a
pair of antipodal points p, q ∈ C such that dΓ
(
f ′(p), f ′(q)
) ≤ ξ |C|2 . Hence
dΓ
(
f(p), f(q)
)
< ξ
|C|
2
+ 2 =
(
ξ +
4
|C|
) |C|
2
≤
(
ξ +
4
θ′′
) |C|
2
≤ ξ′′ |C|
2
as required.
We now consider general f : C → Γ which does not necessarily satisfy the parity
condition. Assume that |C| > θ′. Let i0 < i1 < · · · < im−1 be the set of indices
for which |Pi| is not even and assume |C| > θ′. Obtain a cycle f ′ : C ′ → Γ from
f by contracting an edge in each Pij with j odd and expanding a vertex v to an
edge e ↦→ f(v) in each Pij with j even. Then f ′ satisfies the parity condition and
we have |C| ≤ |C ′| ≤ |C|+ 1. There is a relation R ⊂ C ×C ′ with pRq if and only
if one of the following holds.
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(1) p was obtained directly from q
(2) p is contained in an edge that was contracted to q
(3) p is a vertex which was expanded to an edge that contains q
By the alternating nature of the expansions and contractions we see that if pRp′
and qRq′ then dC(p, q) ≥ dC′(p′, q′) − 1. By the previous paragraph, we have a
pair of antipodal points p′, q′ ∈ C ′ such that dΓ
(
f ′(p′), f ′(q′)
)
< ξ′′ |C
′|
2 . Take any
p′′, q′′ ∈ C satisfying p′′Rp′ and q′′Rq′. Then f(p′′) = f ′(p′) and f(q′′) = f ′(q′)
and so dΓ
(
f(p′′), f(q′′)
)
< ξ′′ |C
′|
2 ≤ ξ′′ |C|+12 and yet dC(p′′, q′′) ≥ |C|2 − 1. Hence,
as f is 1-Lipschitz, for some antipodal pair of points p, q ∈ C we have
dΓ
(
f(p), f(q)
)
< ξ′′
|C|+ 1
2
+ 1 =
(
ξ′′ +
ξ′′ + 2
|C|
) |C|
2
<
(
ξ′′ +
ξ′′ + 2
θ′
) |C|
2
≤ ξ′ |C|
2
as required. □
Theorem 5.6. Let φ : Γ→ T be a tree of graphs with discrete edge graphs satisfying
the following two conditions.
(1) The vertex graphs Γv are uniformly (strongly) shortcut in the sense that
there exists θ ≥ 3 (and ξ ∈ (0, 1)) such that θ bounds the lengths of the
(ξ-almost) isometric cycles of every vertex graph.
(2) For some M ∈ N, for every attaching map Γv,P of φ, the diameter of
Γv,P (ΓP ) is at most M .
(3) Every arc of T has length M .
Then Γ is (strongly) shortcut.
Proof. We will first consider the case where the vertex graphs are shortcut. Let
f : C → Γ be an isometric cycle. If f maps entirely into a single vertex graph then
|C| ≤ θ by hypothesis. So, suppose the image of f contains some edge in the lift
P˜ of an arc P of T . Then, since f is injective, it must traverse all of P˜ and, by
consideration of φ ◦ f , it must also traverse some other lift Pˆ of P in the opposite
direction. Let Q and Q′ be the segments of C which map isomorphically to P˜ and
Pˆ . Let u ∈ Q and u′ ∈ Q′ be endpoints of Q and Q′ mapping to the same vertex
graph. Then dΓ
(
f(u), f(u′)
) ≤ M and so dC(u, u′) ≤ M whereas Q and Q′ each
have length M . Hence the geodesic segment R of C between u and u′ is disjoint
from the interiors of Q and Q′. The same goes for the geodesic segment R′ between
the other pair of endpoints of Q and Q′. Then C is covered by the segments Q, Q′,
R and R′, each of which has length at most M . Hence the lengths of the isometric
cycles of Γ are bounded by max{θ, 4M}.
The case where the vertex graphs are strongly shortcut requires a more delicate
argument relying on the preceeding lemmas. By Lemma 5.5 we can replace θ and
ξ so that θ bounds the lengths of the ξ-almost isometric cycles with degeneracies
of all the vertex graphs. Let ξ′ = ξ+23 and let θ
′ = max
{
θ, 18M+61−ξ
}
. Let f : C → Γ
be a ξ′-almost isometric cycle. We will prove that |C| ≤ θ′. Since 18M1−ξ ≥ 4 we may
assume that |C| ≥ 4.
If the image of f is contained entirely in a single vertex graph then |C| ≤ θ ≤ θ′
since ξ′ ≥ ξ. So let us assume that f is not confined to a single vertex graph. Then
φ ◦ f maps some pair of distinct edges e and e′ of C onto a common edge of some
arc P of T . Then f maps e and e′ onto a pair of edges in the same relative position
in lifts of P . Since P has length M and the attaching maps of φ have diameter
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bounded by M , we have dΓ(pe¯, pe¯′) ≤ 2M where pe¯ and pe¯′ are the midpoints of e¯
and e¯′. Then by Proposition 3.1 dC(pe, pe′) ≤ 2M + (1 − ξ′) |C|2 where pe and pe′
are the midpoints of e and e′. Let L = 2M + (1 − ξ′) |C|2 . If L ≥ |C|3 + 1 then we
have
0 ≤ 2M +
(
1− ξ + 2
3
) |C|
2
− |C|
3
− 1
= 2M − 1 +
(1
2
− ξ + 2
6
− 1
3
)
|C|
= 2M − 1−
(ξ + 1
6
)
|C|
and so |C| ≤ 6(2M−1)ξ+1 ≤ θ′. So we may assume that L < |C|3 + 1 and can apply
Lemma 5.4 to φ ◦ f and L to obtain a vertex w ∈ T 0 such that any segment
Q ⊂ C whose interior is disjoint from (φ ◦ f)−1(w) has length |Q| ≤ L + 1. Let
v ∈ (φ ◦ f)−1(w) be a vertex.
Suppose w is an interior vertex of an arc P of T . Let p be the antipode of v and
let p′ be a point of (φ ◦ f)−1(w) that is nearest to p. Then dC(p, p′) ≤ L+12 and so
dC(p
′, v) ≥ |C|2 − L+12 . So, since arcs have length M and the images of attaching
maps of φ have diameter at most M , we have
2M ≥ dΓ
(
f(p′), f(v)
)
≥ dC(p′, v)− (1− ξ′) |C|
2
≥ |C|
2
− L+ 1
2
− (1− ξ′) |C|
2
= ξ′
|C|
2
− L+ 1
2
where the second inequality holds by Proposition 3.1. So, recalling that L = 2M +
(1− ξ′) |C|2 we have
2M ≥ ξ′ |C|
2
−M − (1− ξ′) |C|
4
− 1
2
which gives |C| ≤ 4M+23ξ′−1 = 4M+2ξ+1 ≤ θ′.
Suppose w is a node of T . Then (φ ◦ f)−1(w) = f−1(Γw). Let (Pi)i be the
components of f−1(Γw) and let (Qj)j be the closures of the components of C \
f−1(Γw). Then |Qj | ≤ L + 1 for each j and f maps each Pi into Γw and maps
each Qj into the closure of the complement of Γw. We will define a cycle with
degeneracies f ′ : C → Γw that agrees with f on the Pi and that maps each Qj onto
a geodesic. To see that this is possible, we need only to show that the endpoints
of each Qj map to a distance of at most |Qj | in Γw. The endpoints of Qj map to
a distance of at most M since M is bound on the diameters of the attaching maps
of φ. So we need only consider the case where |Qj | < M . But then Qj is not long
enough for f |Qj to traverse the lift of an arc of T since the arcs have length M .
Hence the endpoints of Qj map to the same vertex of Γw. So we are able to define
f ′ : C → Γw. Then, for a point p ∈ C, we have dΓ
(
f(p), f ′(p)
) ≤ M2 + L+12 . So if
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p, q ∈ C are any antipodal pair then
dΓw
(
f ′(p), f ′(q)
) ≥ dΓ(f ′(p), f ′(q))
≥ dΓ
(
f(p), f(q)
)−M − L− 1
≥ ξ′ |C|
2
−M − L− 1
and so dΓw
(
f ′(p), f ′(q)
) ≥ (ξ′ − 2(M+L+1)|C| ) |C|2 . So as long as ξ′ − 2(M+L+1)|C| ≥ ξ
then |C| ≤ θ ≤ θ′. If ξ′ − 2(M+L+1)|C| < ξ then we have
0 < ξ − ξ + 2
3
+
2
(
M + 2M +
(
1− ξ+23
) |C|
2 + 1
)
|C|
=
2ξ − 2
3
+
6M
|C| +
(
1− ξ + 2
3
)
+
2
|C|
=
ξ − 1
3
+
6M + 2
|C|
and so |C| < 18M+61−ξ ≤ θ′. □
Corollary 5.7. Let G be a finite graph of (strongly) shortcut groups with finite
edge groups. Then the fundamental group of G is (strongly) shortcut.
Proof. Let Γ be the underlying graph of G . We construct a graph of spaces H
on Γ such that the fundamental group functor sends H to G . See Scott and Wall
for this viewpoint on graphs of groups [17]. By Corollary 4.4, we can choose the
vertex spaces so that their universal covers have (strongly) shortcut 1-skeleton.
The 1-skeleton Γ˜ of the universal cover of H has the structure Γ˜→ T of a tree of
graphs Γ˜ → T on which π1(G ) acts freely and cocompactly. For M large enough,
subdividing each edge of T into an arc of length M results in a tree of graphs that
satisfies the conditions of Theorem 5.6. □
Corollary 5.8. Amalgamations and HNN extensions of (strongly) shortcut groups
over finite subgroups are (strongly) shortcut.
Note that BS(1, 2) is an HNN extension of Z but is not strongly shortcut. Hence,
we see that the condition that the edge groups be finite is essential in the strong
shortcut case.
6. Examples
In this section we prove that hyperbolic graphs, 1-skeleta of CAT(0) cube com-
plexes, the standard Cayley graphs of finitely generated Coxeter groups and all
Cayley graphs of Z and Z2 are strongly shortcut. In particular, hyperbolic groups,
cocompactly cubulated groups and finitely generated Coxeter groups are strongly
shortcut.
6.1. Hyperbolic graphs. In this section we will prove that hyperbolic graphs are
strongly shortcut. To do so we will make use of the following proposition whose
proof is given in Bridson and Haefliger [4].
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Proposition 6.1 (Specialization of Proposition 1.6 of Part III of Bridson and
Haefliger [4]). Let Γ be a δ-hyperbolic graph. Let f : P → Γ be a 1-Lipchitz map to
Γ from a compact interval P ⊂ R. If Q ⊂ Γ is the image of a geodesic joining the
endpoints of f , then
dΓ
(
x, f(P )
) ≤ δmax{0, log2 |P |}+ 1
for every x ∈ Q.
Theorem 6.2. Let Γ be a hyperbolic graph. Then Γ is strongly shortcut.
Proof. Let δ ≥ 1 be a hyperbolicity constant for Γ. Suppose f : C → Γ is a 34 -almost
isometric cycle of length |C| ≥ 2. Let y, y′ ∈ C be a pair of antipodal points and
let P1 ⊂ C and P2 ⊂ C be the two segments of C between y and y′. Let Q be the
image of a geodesic in Γ from f(y) to f(y′) and let x be the midpoint of Q. Then,
by Proposition 6.1, there are points p1 ∈ P1 and p2 ∈ P2 such that f(p1) and f(p2)
are each at distance at most δ log2
|C|
2 + 1 from x in Γ. Then, since f is
3
4 -almost
isometric, we have |Q| ≥ 3|C|8 and
3|C|
16
≤ 1
2
|Q| = dΓ
(
f(y), x
)
≤ dΓ
(
f(y), f(p1)
)
+ dΓ
(
f(p1), x
)
≤ dC(y, p1) + δ log2
|C|
2
+ 1
and so dC(y, p1) ≥ 3|C|16 − δ log2 |C|2 − 1. By the same argument we have the same
lower bound for dC(y, p2) and dC(y
′, p1) and dC(y′, p2). Hence
dC(p1, p2) ≥ 3|C|
8
− 2δ log2
|C|
2
− 2
and so, by Proposition 3.1, we have
dΓ
(
f(p1), f(p2)
) ≥ 3|C|
8
− 2δ log2
|C|
2
− 2−
(
1− 3
4
) |C|
2
=
|C|
4
− 2δ log2
|C|
2
− 2
but f(p1) and f(p2) are both within a distance of δ log2
|C|
2 + 1 to x and so
dΓ
(
f(p1), f(p2)
) ≤ 2δ log2 |C|2 + 2. Hence we have
|C| ≤ 16
(
δ log2
|C|
2
+ 1
)
which bounds the length |C| of f . □
Corollary 6.3. Hyperbolic groups are strongly shortcut.
6.2. CAT(0) cube complexes. In this section we will prove that the 1-skeleton of
a finite-dimensional CAT(0) cube complex is strongly shortcut. The proof rests on
a theorem about edge colorings of cycles.
Let C be a cycle. An edge coloring of C is a function α : C(1) →W from the set
C(1) of edges of C to some set W of colors. A cycle C along with an edge coloring
α : C(1) → W is a wall cycle if α is surjective and, for each w ∈ W , the number
|α−1(w)| of edges of color w is even. In this case we may refer to the elements of
W as walls.
Let (C,α) be a wall cycle. A combinatorial segment P ⊂ C crosses a wall w ∈W
if the number of edges of P colored w is odd. A combinatorial segment P ⊂ C
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begins and ends with a wall w ∈W if the initial and terminal edges of P map to w
under α. Two distinct walls w1, w2 ∈ W cross if for some combinatorial segment
P ⊂ C, we have that P begins and ends with one of the two walls and P crosses
the other of the two walls. The dimension d of a wall cycle (C,α) is defined as
d = max{1, n} where n is the size of the largest set S ⊆ W of pairwise crossing
walls. The wall crossing distance dα(u, v) between a pair of vertices u, v ∈ C0 is
defined as the number of walls crossed by a segment P ⊂ C from u to v. Note that
the choice of segment P does not matter since each wall appears an even number
of times along C.
Proposition 6.4. Let X be a CAT(0) cube complex. Let W be the set of hyper-
planes of X and let β : X(1) → W map each edge e of X to the hyperplane that e
crosses. Then for any cycle f : C → X1, the coloring (C,α) is a wall cycle, where
α(e) = β
(
f(e)
)
for e ∈ C(1). Moreover, two crossing walls of (C,α) must cross in
X and so the dimension of X is at least the dimension of (C,α). Lastly, the wall
crossing distance on (C,α) satisfies dα(u, v) = dX1
(
f(u), f(v)
)
.
Proof. That (C,α) is a wall cycle is a consequence of the fact that hyperplanes
of a CAT(0) complex are two-sided. That two crossing walls of (C,α) must cross
in X is a consequence of the fact that hyperplanes are connected and two-sided.
The dimension of a CAT(0) cube complex is equal to the size of the largest set of
its pairwise crossing hyperplanes. Finally, the combinatorial distance between two
vertices of a CAT(0) cube complex is equal to the number of hyperplanes separating
them. □
In light of Proposition 6.4, the following theorem implies that the 1-skeleta of
d-dimensional CAT(0) cube complexes are strongly shortcut.
Theorem 6.5. Let (C,α) be a d-dimensional wall cycle. If dα(u, v) ≥
(
5d−1
5d
) |C|
2
for all antipodal pairs of vertices u, v ∈ C0 then |C| ≤ 50d25d−1 .
Corollary 6.6. The 1-skeleta of finite dimensional CAT(0) cube complexes are
strongly shortcut.
Corollary 6.7. Cocompactly cubulated groups are strongly shortcut.
A group is cocompactly cubulated if it acts properly and cocompactly on a CAT(0)
cube complex.
The proof of Theorem 6.5 relies several lemmas and on the following theorem of
Turan.
Theorem 6.8 (Turan’s Theorem). Let Γ be a simplicial graph on n vertices. If
every complete subgraph of Γ has at most d ∈ N vertices then Γ has at most (d−1d )n22
edges.
Several proofs of Turan’s Theorem are given in Aigner and Ziegler [1].
Lemma 6.9. Let (C,α) be a wall cycle and suppose that for some ξ ∈ (0, 1) we
have dα(u, v) ≥ ξ |C|2 for every antipodal pair u, v ∈ C0. Let W ′ = {w ∈ W :
|α−1(w)| = 2}. Then |W \W ′| ≤ 1−ξξ |W |.
Proof. Partition C(1) into two sets S and T such that |(α|S)−1(w)| = |(α|T )−1(w)|
for each w ∈ W . This is always possible since |α−1(w)| is even for each w ∈ W .
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Viewing the elements of S as colored byW , every color appears in S and those colors
in W \W ′ appear at least twice. Hence |W | ≤ |S| − |W \W ′| = |C|2 + |W ′| − |W |.
Let u and v be an antipodal pair of vertices. Then we have
ξ
|C|
2
≤ dα(u, v) ≤ |W | ≤ |C|
2
+ |W ′| − |W |
and so |W ′| ≥ |W | − (1 − ξ) |C|2 ≥ |W | − 1−ξξ |W | = 2ξ−1ξ |W |. Hence we have
|W \W ′| = |W | − |W ′| ≤ (1− 2ξ−1ξ )|W | = 1−ξξ |W |. □
Let (C,α) be a wall cycle and let w be a wall of (C,α). Let Xw ⊂ C denote
the set of all midpoints of edges colored w and let diamXw denote the diameter of
Xw as a metric subspace of (C, dC). For a pair of vertices u, v ∈ C0 we say that w
contributes to {u, v} if a geodesic segment from u to v crosses w. Hence dα(u, v) is
equal to the number of walls contributing to {u, v}.
Lemma 6.10. Let (C,α) be a wall cycle and let w ∈ W be a wall such that the
number of edges colored w is exactly 2. Then w contributes to {u, v} for exactly
diamXw antipodal pairs of vertices u, v ∈ C0.
Proof. Let P ⊂ C be a segment beginning and ending with w of length |P | =
diamXw + 1. Then w contributes to an antipodal pair {u, v} if and only if one
of u or v is an interior vertex of P and there are exactly |P | − 1 = diamXw such
pairs. □
Lemma 6.11. Let (C,α) be a wall cycle and suppose that, for some ξ ∈ (0, 1), we
have dα(u, v) ≥ ξ |C|2 for all antipodal pairs of vertices u, v ∈ C0. Let w ∈ W be a
wall. Then w crosses at least diamXw − 1− (1− ξ) |C|2 walls.
Proof. Consider first the case where diamXw =
|C|
2 . Then there exist a pair of
antipodal edges e and e′ colored w. Let u ∈ e and u′ ∈ e′ be a pair of antipodal
vertices and let P ⊂ C be a segment with endpoints u and u′. Note that P
contains exactly one of e or e′. Without loss of generality P contains e. Then, since
dα(u, u
′) ≥ ξ |C|2 , then P must cross at least ξ |C|2 − 1 walls aside from w. Then the
same must hold for P∪e′ and so w crosses at least ξ |C|2 −1 = diamXw−1−(1−ξ) |C|2
walls.
Consider now the case diamXw <
|C|
2 . We have a geodesic segment P ⊂ C
beginning and ending with w such that |P | = diamXw + 1. Let u and v be the
endpoints of P , let u′ be the antipode of u and let Q be the geodesic segment
containing P and having endpoints u and u′. Then we have
ξ
|C|
2
≤ dα(u, u′) ≤ dα(u, v) + dα(v, u′)
≤ dα(u, v) + dC(v, u′)
= dα(u, v) +
|C|
2
− (diamXw + 1)
and so we have dα(u, v) ≥ diamXw+1−(1−ξ) |C|2 . But w crosses at least dα(u, v)−1
walls and so we are done. □
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Proof of Theorem 6.5. Let ξ =
(
5d−1
5d
)
. For each vertex pair {u, v} and each wall
w ∈W , let 1{u,v}w be defined as follows.
1
{u,v}
w =
{
1 if w contributes to {u, v}
0 otherwise
Let W ′ ⊆W be the set of walls which color exactly two edges of C.
We have
dα(u, v) =
∑
w∈W
1
{u,v}
w
and, by Lemma 6.10, for w ∈W ′ we have
diamXw =
∑
{u,v}
1
{u,v}
w
where the sum ranges over all antipodal pairs of vertices {u, v}. Let Γ be the
simplicial graph with vertex set W and where two walls are joined by an edge if
they cross. Then we have
|Γ(1)|
≥ 1
2
∑
w∈W ′
(
deg(w)
)
≥ 1
2
∑
w∈W ′
(
diamXw − 1− (1− ξ) |C|
2
)
=
1
2
∑
w∈W ′
(∑
{u,v}
1
{u,v}
w
)
− 1
2
|W ′| − 1
2
|W ′|(1− ξ) |C|
2
=
1
2
∑
{u,v}
(∑
w∈W
1
{u,v}
w
)
− 1
2
∑
w∈W\W ′
(∑
{u,v}
1
{u,v}
w
)
− 1
2
|W ′| − 1
2
|W ′|(1− ξ) |C|
2
=
1
2
∑
{u,v}
(
dα(u, v)
)
− 1
2
∑
w∈W\W ′
(∑
{u,v}
1
{u,v}
w
)
− 1
2
|W ′| − 1
2
|W ′|(1− ξ) |C|
2
≥ 1
2
ξ
( |C|
2
)2
− 1
2
|W \W ′| · |C|
2
− 1
2
|W ′| − 1
2
|W ′|(1− ξ) |C|
2
≥ 1
2
ξ|W |2 − 1
2
(1− ξ
ξ
)
|W | · 1
ξ
|W | − 1
2
|W | − 1
2
|W |(1− ξ)1
ξ
|W |
=
(
ξ − 1− ξ
ξ
− 1− ξ
ξ2
− 1|W |
) |W |2
2
=
(
ξ + 1− 1
ξ2
− 1|W |
) |W |2
2
≥
(
ξ + 1− 1
ξ2
− 2
ξ|C|
) |W |2
2
where the second inequality holds by Lemma 6.11 and the second to last inequality
holds by Lemma 6.9. We now verify that 4x− 3 ≤ x+1− 1x2 for x ∈
[
4
5 , 1
]
, noting
that it suffices to check the inequality for x = 45 and x = 1 since x ↦→ x+ 1− 1x2 is
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a concave function. Then, since ξ = 5d−15d ∈
[
4
5 , 1
]
we have
|Γ(1)| ≥
(
4ξ − 3− 2
ξ|C|
) |W |2
2
=
(4(5d− 1)
5d
− 3− 2|C| ·
5d
5d− 1
) |W |2
2
and, since (C,α) is d-dimensional, we have
4(5d− 1)
5d
− 3− 2|C| ·
5d
5d− 1 ≤
d− 1
d
by Turan’s Theorem (Theorem 6.8). After some rearranging and cancellation this
inequality becomes |C| ≤ 50d25d−1 . □
6.3. Cayley graphs of Coxeter groups. In this section we use the cubulation of
Coxeter groups of Niblo and Reeves [15] and our result on CAT(0) cube complexes
to prove that Coxeter groups are strongly shortcut.
Let Γ be a simplicial graph on the vertex set {v1, v2, . . . , vn} with every edge
labeled by an integer at least 2. If Γ has an edge e from vi to vj then let mij = mji
denote the label of e. The Coxeter group CΓ defined by Γ is given by the following
presentation⟨
v1, v2, . . . , vn | v2k = 1 for all k and (vivj)mij = 1 for all edges {vi, vj} ∈ Γ(1)
⟩
For a Coxeter group CΓ, Niblo and Reeves [15] construct a finite dimensional
CAT(0) cube complex into whose 1-skeleton the Cayley graph Cay(CΓ,Γ
0) isomet-
rically embeds. Hence, since the 1-skeleta of CAT(0) cube complexes are strongly
shortcut, we have the following theorem.
Theorem 6.12. Coxeter groups are strongly shortcut.
6.4. Cayley graphs of Z and Z2. We have shown that the 1-skeleta of CAT(0)
cube complexes are strongly shortcut. In particular, the standard Cayley graphs of
the finitely generated free abelian groups are strongly shortcut. In this section we
will strengthen this result for Z and Z2 by showing that all of their Cayley graphs
are strongly shortcut.
Lemma 6.13. Let Γ be a graph and suppose there is a continuous (K,M)-quasi-
isometric embedding ι : Γ → R2. Let ξ ∈ (0, 1) and let f : C → Γ be a ξ-almost
isometric cycle. Suppose the image of ι ◦ f is contained in the N -neighborhood of a
line L ⊂ R. Then |C| ≤ 2Kξ (M + 2N).
Proof. By continuity, for some pair of antipodal points p, q ∈ C, the points ι ◦ f(p)
and ι ◦ f(q) project perpendicularly to the same point of L. Then
dR
(
ι ◦ f(p), ι ◦ f(q)) ≤ 2N
and so we have
ξ
|C|
2
≤ dΓ
(
f(p), f(q)
) ≤ K(M + 2N)
and so we have |C| ≤ 2Kξ (M + 2N). □
Since the inclusion map Z ↪→ R × {0} extends to a continuous quasi-isometric
embedding from any Cayley graph of Z, we obtain as a corollary of Lemma 6.13
the following theorem.
Theorem 6.14. Every Cayley graph of Z is strongly shortcut.
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In the remainder of this section we will prove that the same holds for Cayley
graphs of Z2. Let S be a generating set of Z2, let the Γ be the Cayley graph of
(Z2, S) and let ι : Γ→ R2 be the (K,M)-quasi-isometry obtained by extending the
inclusion map Z2 ↪→ R2 to Γ in such a way that the restriction of ι to each edge is
a geodesic.
Lemma 6.15. Let f : C → Γ be a ξ-almost isometric embedding. For some con-
stants A and B depending only on S, there is a line in R2 whose
(
(1−ξ)A|C|+B)-
neighborhood contains the image of ι ◦ f .
Proof. For x ∈ R let |x| denote the standard Euclidean norm of x. Let t ∈ S
achieve |t| = max{|s| : s ∈ S}. Let V be the vector subspace of R2 generated by t.
For s ∈ S let st be the perpendicular projection of s onto t and let α = max
{|st| :
s ∈ S \ {±t}}. Then α < |t|.
By continuity, some pair of antipodal points p, q ∈ C satisfy ι◦f(p)−ι◦f(q) ∈ V .
Pick u ∈ Z2 such that |u− ι ◦ f(p)| ≤ 1. Then for some r ∈ Z, we have |u+ rt− ι ◦
f(q)| ≤ 1+|t|. Then dΓ
(
u, f(p)
) ≤ K(M+1) and dΓ(u+rt, f(q)) ≤ K(M+1+|t|).
Hence we have
ξ
|C|
2
≤ dΓ
(
f(p), f(q)
)
≤ dΓ
(
f(p), u
)
+ dΓ(u, u+ rt) + dΓ
(
u+ rt, f(q)
)
≤ r +K(2M + 2 + |t|)
and so r ≥ ξ |C|2 −K
(
2M+2+ |t|). Let P ⊂ C be a segment with endpoints p and q.
Label each edge of C by the label of the edge it maps to under f . Let T be the union
of all t-labeled edges of C and let ℓ be the total length of the segments of T ∩ P .
Consider the projection of the path ι ◦ f |P onto the line p+ V . It has arclength at
most ℓ|t|+ ( |C|2 − ℓ)α. But the endpoints of ι ◦ f |P are ι ◦ f(p) and ι ◦ f(q), which
are of distance at least (r− 1)|t| − 2 apart and so (r− 1)|t| − 2 ≤ ℓ|t|+ ( |C|2 − ℓ)α.
Combining this inequality with r ≥ ξ |C|2 −K
(
2M + 2 + |t|) we have(
ξ
|C|
2
−K(2M + 2 + |t|)− 1)|t| − 2 ≤ ℓ|t|+ ( |C|
2
− ℓ
)
α
which, after some manipulation gives
ℓ ≥
(
ξ|t| − α
|t| − α
) |C|
2
− K(2M + 3 + |t|)|t|+ 2|t| − α
and so we have the following inequality.
|C|
2
− ℓ ≤
(
(1− ξ)|t|
|t| − α
) |C|
2
+
K(2M + 3 + |t|)|t|+ 2
|t| − α
But then the projection of ι ◦ α|P to V ⊥ must have length at most(
(1− ξ)|t|2
|t| − α
) |C|
2
+
K(2M + 3 + |t|)|t|2 + 2|t|
|t| − α
and so the image of ι ◦ α|P must be contained in a neighborhood of radius(
(1− ξ)|t|2
2(|t| − α)
) |C|
2
+
K(2M + 3 + |t|)|t|2 + 2|t|
2(|t| − α)
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about the line L = p+V . Then setting A =
(
|t|2
4(|t|−α)
)
and B = K(2M+3+|t|)|t|
2+2|t|
2(|t|−α)
we are done. □
Theorem 6.16. Every Cayley graph of Z2 is strongly shortcut.
Proof. Let f : C → Γ be a ξ-almost isometric cycle. By Lemma 6.15 we have a line
L ⊂ R2 whose ((1− ξ)A|C|+B)-neighborhood contains the image of ι ◦ f . So, by
Lemma 6.13, we have
|C| ≤ 2K
ξ
(
M + 2(1− ξ)A|C|+ 2B)
and so (
1− 4K
ξ
(1− ξ)A
)
|C| ≤ 2K
ξ
(M + 2B)
which gives us a bound on the length of |C| assuming we have 1− 4Kξ (1− ξ)A > 0.
But this condition is equivalent to ξ > 4KA1+4KA , which we can satisfy. Hence, for
ξ ∈ ( 4KA1+4KA , 1), there is a bound on the length of the ξ-almost isometric cycles of
Γ. □
7. The Baumslag-Solitar group BS(1, 2)
The Baumslag-Solitar group BS(1, 2) is defined by the following presentation.
⟨a, t | tat−1 = a2⟩
In this section we will show that the standard Cayley graph of G = BS(1, 2) is short-
cut but that adding the generator τ = t2 results in a Cayley graph Cay
(
G, {a, t, τ})
which is not shortcut. Hence we see that there exists a shortcut group with ex-
ponential Dehn function [7] and that the shortcut property for a Cayley graph is
not invariant under a change of generating set. We also see that there exists a
shortcut group which is not strongly shortcut, since strongly shortcut groups have
polynomial isoperimetric function, by Corollary 4.6.
Let Γ be the Cayley graph of BS(1, 2) with generating set {a, t}. Since BS(1, 2)
is an HNN extension it has a Bass-Serre tree T . Every vertex of T has two outgoing
edges labeled t and one incoming edge labeled t.
Lemma 7.1. Every element of BS(1, 2) can be written uniquely in the form tmaktn
where m, k, n ∈ Z and k is even only if k = m = 0.
Proof. Given any word representing an element of BS(1, 2) in the standard gener-
ators, we may commute positive powers of t to the right and negative powers of
t to the left using the relations tnak = a2
nktn and akt−n = t−na2
nk, with n ≥ 0,
to obtain a representative of the form tmaktn. Then we may apply the relation
ak = tnak/2
n
t−n if k is a nonzero integer multiple of 2n, with n ≥ 0, to obtain a
representative of the form tmaktn where k is even if and only if k = m = 0.
To see that this form is unique, let tm
′
ak
′
tn
′
= tmaktn. By consideration of the
Bass-Serre tree T we must have m+n = m′+n′. Without loss of generality m ≥ m′
and so we have
ak
′
tn
′
= tm−m
′
aktn = a2
m−m′ktm−m
′
tn = a2
m−m′ktn
′
and so, as the base group embeds in an HNN extension, we have k′ = 2m−m
′
k.
So, in the case where k = m = 0, we have k′ = 0 and so m′ = 0, which implies
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(m′, k′, n′) = (m, k, n). If k ̸= 0 then k′ ̸= 0 and so k and k′ are both odd integers.
Hence 2m−m
′
= 1, which again implies (m′, k′, n′) = (m, k, n). □
It follows from Lemma 7.1 that we have a one-to-one correspondence
φ : G→ Z
[1
2
]
× Z
tmaktn ↦→ (2mk,m+ n)
with inverse
φ−1 : Z
[
1
2
]
× Z→ G
(r, z) ↦→
{
tν(r)ar/2
ν(r)
tz−ν(r) if r ̸= 0
tz if r = 0
where Z
[
1
2
]
is the set of dyadic rationals and ν(r) is defined as follows.
ν(r) = max
{
m ∈ Z : r is an integer multiple of 2m
}
The height of a point (r, z) is z. We use µ(g) to denote the height of φ(g) for
g ∈ BS(1, 2).
Pushing forward the group operation to Z
[
1
2
]× Z gives the following operation.
(r, z) · (r′, z′) = (r + 2zr′, z + z′)
Pushing forward the Cayley graph structure gives the following edges.
(r, z)
a−→ (r + 2z, z)
(r, z)
t−→ (r, z + 1)
The Bass-Serre tree T may be identified with the quotient of this graph which
identifies (r, z) and (r′, z) if r − r′ is an integer multiple of 2z. This identification
preserves height so we may refer to the height µ(v) of a vertex v of T .
7.1. Geodesics in BS(1, 2). We now prove some lemmas about geodesics in the
Cayley graph Γ. We will describe paths in Γ using words in the letters {a±1, t±1}.
We use the notation w1 ≡ w2 to mean that the words w1 and w2 represent the
same elements of BS(1, 2). Of course if w1 ≡ w2 then paths described by w1 and
w2 and starting at the same initial vertex must have the same final vertex.
Remark 7.2. A path in Γ may be projected to a path in T . A backtrack in the
projection corresponds to a subword of the form takt−1 or t−1a2kt. The initial and
terminal edges of a path described by twt−1 project to the same edge in T if and
only if w ≡ ak. The initial and terminal edges of a path described by t−1wt project
to the same edge in T if and only if w ≡ a2k.
Lemma 7.3. Every finite subtree of T has a unique vertex of minimal height.
Proof. Let T ′ be a finite subtree and suppose v and v′ are minimal height vertices
of T ′. Then v and v′ correspond to some (r, z) and (r′, z) in Z
[
1
2
]×Z. There exists
a path in T ′ from v to v′ and so we may obtain r′ from r by adding and subtracting
powers of 2 with exponent at least z. But then r − r′ is an integer multiple of 2z
and so (r, z) = (r′, z) in T . □
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Lemma 7.4. Words of the following forms do not describe geodesic paths.
(1) ta±1t−1
(2) t−1ak and akt with |k| ≥ 2
(3) aεt−1a−ε with ε = ±1.
(4) t−1w1tw2t−1 with w1 ≡ ak1 and w2 ≡ ak2
(5) w ≡ th with w ̸= th.
(6) w1w2 with w1w2 ≡ ak and where µ(w1) < 0
Proof. The following equivalences prove nongeodesicity for (1), (2), (3) and (4).
(1) ta±1t−1 ≡ a±2
(2) t−1ak ≡ at−1ak−2
(3) aεt−1a−ε ≡ t−1aε
(4) t−1w1tw2t−1 ≡ t−1ak1a2k2 ≡ t−1a2k2ak1 ≡ t−1tw2t−1w1 ≡ w2t−1w1
(5) Suppose w is geodesic with w ≡ th. Note that ν(w) = h so w must contain
at least |h| instances of tε where ε is the sign of h. Hence, as |w| ≤ |th| = h, we see
that w cannot contain any instance of a±1. But w may not contain any backtracks
either and so w = th.
(6) Suppose w = w1w2 is geodesic with w ≡ ak and µ(w1) < 0. By Lemma 7.3,
there is a unique vertex v of minimal height of the projection of w to the Bass-Serre
tree T and µ(v) ≤ µ(w1) < 0 = µ(1) = µ(w). Then w must contain a subword of
the form t−1akt with the ak part mapping to v under the projection to T . Then (2)
implies that |k| = 1. So t−1akt = t−1a±1t corresponds to a nonbacktracking path in
T . It follows, since the projection of w to T is a closed path and v is a cutpoint of T ,
that w contains another subpath of the form t−1a±1t such that a±1 maps to v under
the projection to T . Then w contains a subword of the form t−1aε1tw′t−1aε2t with
εi ∈ {±1} and w′ ≡ ak′ . But, by (4), we know that t−1aε1tw′t−1 is not geodesic,
which is a contradiction. □
Lemma 7.5. If µ(w) = 0 and every prefix w′ of w has µ(w′) ≥ 0 then w ≡ ak for
some k.
Proof. Viewing w as a path in Z
[
z
2
]
starting at (0, 0), we see that at each step the
first coordinate changes by a positive power of 2. Hence the endpoint of the path
is (k, 0) for some integer k. □
A word w is ascending if it contains only positive powers of t and descending if
it contains only negative powers of t.
Lemma 7.6. Let w be a geodesic word with w ≡ t−hak where h ≥ 0. Then no
prefix w′ of w satisfies µ(w′) < −h and we have w = xy where x is ascending and
y is descending.
Proof. Suppose w = w1w2 where w1 is the smallest prefix of w with µ(w1) = −h.
Since the vertices of T have indegree 1, any two paths in T of the same negative
height have the same endpoint. So the projections of w and w1 to T have the same
endpoint. Hence w2 ≡ aℓ for some ℓ. Also, any prefix w′ of w with µ(w′) < −h
must be longer than w1 and so w
′ = w1w′2. Then w
′
2 is a prefix of w2 of height
µ(w′2) = µ(w
′)−µ(w1) < 0. So, by Lemma 7.4(6), we have that w2 is not geodesic,
contradicting the geodesicity of w.
We now prove that w = xy such that x is ascending and y is descending. If w
has no such decomposition then w has a subword of the form t−1w′t. An innermost
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such subword has the form t−1akt. By Lemma 7.4(2), we have |k| ≤ 1. So w =
w1t
−1aεtw2 with ε = ±1. We have µ(w1t−1aε) ≥ −h and so µ(w1t−1aεt) > −h.
So µ(w2) < 0 and the shortest prefix of w2 of negative height has the form w
′
2t
−1
with µ(w′2) = 0. Then, by Lemma 7.5, we have w
′
2 ≡ ak for some k. But then
w1t
−1aεtw′2t
−1 ≡ w1t−1tw′2t−1aε ≡ w1w′2t−1aε
and so w1t
−1aεtw′2t
−1 is a nongeodesic subword of w, which is a contradiction. □
Lemma 7.7. Let h ≥ 1, let k ≥ 2h and let ε = ±1. Let w be a geodesic word with
w ≡ t−haεk. Then the first letter of w is not t−1.
Proof. Suppose the first letter of w is t−1. Then, by Lemma 7.6, we see that w is
descending. Hence
w = t−ℓ1ak1t−ℓ2ak2 · · · t−ℓmakm
with
∑
i ℓi = h and ℓi > 0 for all i. So we have
w ≡ t−
∑
i ℓia2
L1k1+2
L2k2+···+2Lmkm
where Lj =
∑
i>j ℓi and so εk = 2
L1k1+2
L2k2+· · ·+2Lmkm. But, by Lemma 7.4(2),
we have |ki| ≤ 1 for all i and so
|k| ≤ 2L1 + 2L2 + · · ·+ 2Lm
with
0 = Lm < Lm−1 < · · · < L1 < h
which implies |k| ≤∑h−1j=0 2j = 2h − 1, a contradiction. □
Lemma 7.8. Let h ≥ 1, let 0 ≤ k ≤ 2h and let ε = ±1. Let w be a geodesic word
with w ≡ t−haεk. Then w contains only negative powers of t and every prefix w′ of
w satisfies w′ ≡ t−h′aεk′ where 0 ≤ h′ ≤ h and 0 ≤ k′ ≤ 2h′ .
Proof. Since there is an automorphism of BS(1, 2) fixing t and sending a to a−1,
we may assume that ε = 1. The proof is by induction on the length of w. If |w| = 1
then w = t−1 and so satisfies the required conditions. Assume now that |w| > 1.
Consider the path f : P → T followed by w in the Bass-Serre tree T . Let v1 and
v2 be the initial and final vertices of this path. The shortest path in T from v1 to
v2 is labeled t
−h. By Lemma 7.4(6), the path f may not traverse an edge below
v2. Hence, any instance of t in w corresponds to an edge of T which is ascended
by f and later descended. That is, the instance of t is the first letter of a subword
tw′t−1 of w with w′ ≡ ak′ for some k′. Then, if w has an instance of t then, by
Lemma 7.4(4), it must occur to the left of any negative power of t. So w = aηtw′
for some η ∈ {−1, 0, 1} and some word w′. But then
w′ ≡ t−1a−ηw ≡ t−1a−ηt−hak ≡ t−(h+1)a−2hη+k
and | − 2hη + k| ≤ 2h + 2h = 2h+1 and so, by induction, w′ must have a prefix of
the form t−1 or aε
′
t−1, where ε′ is the sign of −2hη + k. But then w must contain
a subword tt−1 or taε
′
t−1, which are not geodesic. So we see that w is descending.
It remains to show that every prefix w′ of w satisfies the condition (∗) that
w′ ≡ t−h′ak′ where 0 ≤ h′ ≤ h and 0 ≤ k′ ≤ 2h′ . That w′ ≡ t−h′aℓ with 0 ≤ h′ ≤ h
holds because w is descending and f does not descend below v2 in T . We project
the path taken by w in Γ to Z by sending w′ ≡ t−h′aℓ to π(w′) = 2h−h′ℓ. Then
a prefix w′ satisfies (∗) if and only if its projection satisfies 0 ≤ π(w′) ≤ 2h. Note
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that π(w′) is uniquely defined by w′th
′−h ≡ t−haπ(w′) where w′ ≡ t−h′aℓ. So if
two prefixes w′ and w′′ have the same projection then (w′)−1w′′ ≡ th′−h′′ where h′
and w′′ are the heights of w′ and w′′. Hence, by Lemma 7.4(5), if π(w′) = π(w′′)
then w′′ = w′th
′−h′′ . Let w0, w1, . . . , wn be the sequence of prefixes of w ordered by
length. Then the projected path π(w0), π(w1), . . . , π(wn) begins at 0 and ends at k
with π(wi+1)− π(wi) equal to 0 or ±2h′ with 0 ≤ h′ ≤ h. Hence if this path leaves
the interval [0, 2h] then there must be some i < j < ℓ with π(wi) = π(wℓ) ∈ {0, 2h}
but with π(wj) ̸= π(wi), contradicting wℓ = witm. □
Lemma 7.9. Let h ≥ 1, let 0 ≤ k ≤ 2h and let ε = ±1. The following statements
describe precisely which initial letters a geodesic word w ≡ t−haεk may have.
(1) If k <
(
2
3
)
2h then any geodesic word w ≡ t−haεk has the form w = t−1w′.
(2) If
(
2
3
)
2h < k <
(
5
6
)
2h then any geodesic word w ≡ t−haεk has the form
w = t−1w′ or w = aεw′′ and there exist geodesics of both forms.
(3) If k >
(
5
6
)
2h then any geodesic word w ≡ t−haεk has the form w = aεw′.
Proof. The proof is by induction on h. If h = 1 then k ∈ {0, 1, 2}. If k = 0 then
k < 43 =
(
2
3
)
2h and the only geodesic word w ≡ t−haεk is t−1. If k = 1 then
k < 43 =
(
2
3
)
2h and the only geodesic word w ≡ t−haεk is t−1aε. If k = 2 then
k > 53 =
(
5
6
)
2h and the only geodesic word w ≡ t−haεk is aεt−1. So, in all cases,
the lemma holds for h = 1.
If h = 2 then k ∈ {0, 1, 2, 3, 4}. By Lemma 7.8, we need only consider descending
words whose prefixes are equivalent to
t−h
′
ak
′ε
for h′ ∈ {0, 1, 2} and k′ ∈ {0, 1, . . . , 2h′}. We may also exclude words with
backtracks and, by Lemma 7.4(2), those containing t−1aℓ with |ℓ| ≥ 2 and, by
Lemma 7.4(3), those containing aεt−1a−ε. Then the list of all possible geodesics is
t−2aεℓ
t−1aεt−1aεℓ ≡ t−2aε(2+ℓ)
aεt−2a−εℓ ≡ t−2aε(4−ℓ)
with ℓ ∈ {0, 1}. Only one pair of the words in this list, namely aεt−2a−ε and
t−1aεt−1aε, are equivalent and they have the same length. Hence the list is exactly
the list of all geodesics equivalent to t−2aεk with k ∈ {0, 1, 2, 3, 4}. Now, if k <(
2
3
)
2h then k ∈ {0, 1, 2}. All geodesics equivalent to t−2aεk with k ∈ {0, 1, 2} are
of the first two forms in the list which have initial letter t−1. The only k with(
2
3
)
2h < k <
(
5
6
)
2h is k = 3 and t−2aε3 is equivalent, with ℓ set to 1, to both the
second form and the third form, which have initial letter t−1 and aε. Finally, if
k >
(
5
6
)
2h then k = 4 which is equivalent only to the last form in the list with
ℓ = 0 and this form has initial letter aε. So we see that the lemma holds for h = 2.
Going forward we assume that h > 2.
Suppose k <
(
2
3
)
2h. To show that a geodesic w ≡ t−haεk has initial letter t−1 it
suffices, by Lemma 7.8, to rule out the possibility that w has the form aεt−1w′. If
that were the case then, by Lemma 7.7, the first letter of w′ would be either t−1 or
a−ε and we would have w′ ≡ ta−εt−haεk ≡ t−(h−1)a−ε(2h−k). If 2h−k > 2h−1 then,
by Lemma 7.7, the first letter of w′ is not t−1 and so would have to be a−ε. But
aεt−1a−ε is not geodesic, by Lemma 7.4(3). So we have 2h−1 ≥ 2h − k > ( 23)2h−1.
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Then, applying (2) and (3) inductively to h − 1 and 2h − k and −ε, we see that
w′ is equivalent to a geodesic of the form a−εw′′. But then aεt−1a−εw′′ is geodesic
and this cannot be by Lemma 7.4(3).
Suppose k >
(
5
6
)
2h. Let w be a geodesic with w ≡ t−haεk. Suppose the
initial letter of w is not aε. Then, by Lemma 7.8, we have w = t−1aεw′ for
some w′. Hence w′ ≡ a−εtt−haεk ≡ t−(h−1)aε(k−2h−1) with k − 2h−1 ≤ 2h−1 and
k − 2h−1 > ( 56)2h − 2h−1 = ( 23)2h−1. So, inductively applying (2) and (3), we see
that w′ can be replaced by a geodesic of the form aεw′′. But then t−1aεaεw′′ is a
geodesic, which is a contradiction.
Suppose
(
2
3
)
2h < k <
(
5
6
)
2h. That any geodesic w ≡ t−haεk has the form w =
t−1w′ or w = aεw′′ follows from Lemma 7.8. Consider first the case where we have a
geodesic of the form w = t−1w′. Then, by Lemma 7.8, the initial letter of w′ is either
t−1 or aε. But w′ ≡ tw ≡ t−(h−1)aεk with k > ( 23)2h > 2h−1 and so, by Lemma 7.7,
the initial letter of w′ is aε. So w′ = aεu′ with u′ ≡ a−εw′ ≡ t−(h−1)aε(k−2h−1) and
k − 2h−1 < ( 56)2h − 2h−1 = ( 23)2h−1. So, by induction, we have u′ = t−1x′ with
x′ ≡ t−(h−2)aε(k−2h−1) and k − 2h−1 > ( 23)2h − 2h−1 = ( 23)2h−2. Then, either by
induction if k ≤ 2k−2 or otherwise by Lemma 7.7, we have that x′ is equivalent to
a geodesic of the form aεy′. Thus we have a geodesic t−1aεt−1aεy′ ≡ t−haεk. But
aεt−2a−ε has the same length as t−1aεt−1aε and aεt−2a−ε ≡ t−1aεt−1aε and so
aεt−2a−εy′ is a geodesic with aεt−2a−εy′ ≡ t−haεk. Now, consider the case where
we have a geodesic of the form w = aεw′′. By Lemma 7.8, the next two letters
of w′′ are either t−2 or t−1a−ε but aεt−1a−ε is not geodesic, by Lemma 7.4(3),
so we must have w = aεt−2x′′. Then x′′ ≡ t2a−εt−haεk ≡ t−(h−2)a−ε(2h−k) with
2h − k > 2h − ( 56)2h = ( 23)2h−2. Then, either by induction if 2h − k ≤ 2k−2 or
otherwise by Lemma 7.7, we have that x′′ is equivalent to a geodesic of the form
a−εy′′. So we have a geodesic aεt−2a−εy′′ ≡ t−hak and we may replace aεt−2a−ε
with t−1aεt−1aε to obtain an equivalent geodesic t−1aεt−1aεy′′. □
Lemma 7.10. Let w be a geodesic with w ≡ ak. Then w = xaℓy such that the
following conditions hold.
(1) x is ascending and does not have terminal letter a±1.
(2) y is descending and does not have initial letter a±1.
(3) ℓ has the same sign as k.
(4) −( 23)2h < |k| − 2h|ℓ| < ( 53)2h where 0 ≤ h = µ(x) = −µ(y).
Proof. By Lemma 7.6, we have w = xaℓy with x ascending and y descending.
Choosing x and y so as to maximize the length of the aℓ part ensures that the
terminal letter of x is t and the initial letter of yi is t
−1. Since µ(w) = 0 and
µ(aℓ) = 0, we have µ(x) + µ(y) = µ(w) = 0.
If h = 0 then w = ak = aℓ and so the remaining conditions hold. So let h ≥ 1.
Then, by Lemma 7.4(1), we have |ℓ| ≥ 2. Let ε be the sign of ℓ. The first letter
of y is t−1. Hence, by Lemma 7.7, we have y ≡ t−haεm for some |m| ≤ 2h.
Then, by Lemma 7.9, we have |m| < ( 56)2h. Now aεy is a subword of w and
aεy ≡ aεt−haεm ≡ t−haε(m+2h) withm+2h > 2h−( 56)2h > 0. Then, by Lemma 7.9,
we see that m+ 2h >
(
2
3
)
2h. Hence we have −( 13)2h < m < ( 56)2h. Applying the
exact same arguments to the subwords x−1 and a−εx−1 of w−1 = y−1a−ℓx−1 we
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see that x−1 ≡ t−ha−εn with −( 13)2h < n < ( 56)2h. Hence
w ≡ aεnthaℓt−haεm ≡ aε(n+m+2h|ℓ|)
and so k = ε(n+m+ 2h|ℓ|) which gives
−
(
2
3
)
2h + 2h|ℓ| < εk <
(
5
3
)
2h + 2h|ℓ|
and so, as |ℓ| ≥ 2 we see that εk > 0. Then k has the same sign as ℓ so εk = |k|
and we have
−
(
2
3
)
2h < |k| − 2h|ℓ| <
(
5
3
)
2h
as required. □
7.2. Isometric cycles in BS(1, 2).
Lemma 7.11. Let f : C → Γ be an isometrically embedded cycle of length |C| > 5.
Then f is described by a word of the form
w = aε1w1a
ε2w2
with ε1, ε2 ∈ {±1} such that wi satisfies the following properties for each i.
(1) wi is geodesic with initial letter t and terminal letter t
−1.
(2) wi ≡ a2ki with |k1 + k2| ≤ 1.
Proof. Let f : C → Γ be an isometrically embedded cycle. Let f¯ be the projec-
tion of f to the Bass-Serre tree T . By Lemma 7.3, there is a unique vertex v of
minimal height of f¯ . Then f must contain a subpath of the form t−1akt with the
ak part mapping to v under f¯ . Since f is an isometric embedding and |C| > 5,
Lemma 7.4(2) implies that |k| = 1. So t−1akt = t−1a±1t corresponds to a nonback-
tracking path in T . It follows, since f is a closed path and v is a cutpoint of T ,
that f contains another subpath of the form t−1a±1t such that f¯ sends a±1 to v.
That is f has the form
w = aε1tu1t
−1aε2tu2t−1
with ε1, ε2 ∈ {±1}, such that ui ≡ aki for some k1, k2 ∈ Z. Let wi = tuit−1. Then
wi ≡ a2ki so we have
ε1 + 2k1 + ε2 + 2k2 = 0
since w is trivial in G, and this implies |k1 − k2| ≤ 1. Also we have
aεiwia
εi+1 ≡ wiaεiaεi+1
which shows that aεiwia
εi+1 has the same length and endpoints as wia
εiaεi+1 . But
wia
εiaεi+1 cannot be geodesic since it either backtracks or contains t−1ak with
|k| = 2 and so aεiwiaεi+1 is not geodesic either. Hence, since f is an isometric
embedding, the complementary path wi+1 is geodesic. □
Theorem 7.12. The standard Cayley graph of of BS(1, 2) is shortcut.
Proof. Let Γ be the standard Cayley graph of BS(1, 2). We will show that there
are no isometrically embedded cycles f : C → Γ of length |C| > 5. For the sake of
deriving a contradiction, suppose f is such a cycle. Then, by Lemma 7.11, we have
w = aε1w1a
ε2w2
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such that wi is geodesic with initial letter t and terminal letter t
−1 and wi ≡ a2ki
with |k1 + k2| ≤ 1. Then, by 7.10, we have
wi = xia
ℓiyi
where xi is ascending and has initial and terminal letter t, where yi is descending
and has initial and terminal letter t−1, where ℓi has the same sign as ki and where
−
(
2
3
)
2hi < |ki| − 2hi |ℓi| <
(
5
3
)
2hi
with 0 ≤ hi = µ(xi) = −µ(yi). Since xi has terminal letter t and yi has initial
letter t−1, we have hi ≥ 1 and, by Lemma 7.4(1), we have |ℓi| ≥ 2.
We may assume that h1 ≤ h2 since otherwise we may replace w with a cyclic
permutation. We must have |ki| ≥ 1 since otherwise wi = 1 or w = a±1, which do
not start with t. Hence, as |k1+k2| ≤ 1 we must have that k1 and k2 have opposite
signs. Since there is an automorphism of BS(1, 2) fixing t and mapping a ↦→ a−1
we may assume that k1 > 0 and k2 < 0. Then ℓ1 > 0 and ℓ2 < 0.
Let pi ∈ C be the midpoint of the subpath aℓi of w. Abusing notation we write
the two segments of C between p1 and p2 as a
ℓ1/2y1a
ε2x2a
ℓ2/2 and aℓ2/2y2a
ε1x1a
ℓ1/2
which may be thought of as combinatorial paths in the barycentric subdivision of
Γ. Since f is an isometric embedding, one of these two paths must be geodesic in
Γ. We have
y1a
ε2x2a
−1 ≡ y1aε2a−2h2x2 ≡ a−2h2−h1 y1aε2x2
a−1y2aε1x1 ≡ y2a−2h2aε1x1 ≡ y2aε1x1a−2h2−h1
and so
aℓ1/2y1a
ε2x2a
ℓ2/2 ≡ aℓ1/2−2h2−h1 y1aε2x2aℓ2/2+1
aℓ2/2y2a
ε1x1a
ℓ1/2 ≡ aℓ2/2+1y2aε1x1aℓ1/2−2h2−h1
which, by geodesicity of one of these paths, imply that either
|ℓ1/2|+ |ℓ2/2| ≤ |ℓ1/2− 2h2−h1 |+ |ℓ2/2 + 1|
or
|ℓ2/2|+ |ℓ1/2| ≤ |ℓ2/2 + 1|+ |ℓ1/2− 2h2−h1 |
but these two inequalities are equivalent so they must both hold. Then, using ℓ1 ≥ 0
and ℓ2 ≤ −2, we obtain ℓ1 + 2 ≤ |ℓ1 − 2h2−h1+1|. Since ℓ1 ≥ 0, this inequality may
only hold if 2h2−h1+1 > ℓ1 and so we have ℓ1 + 1 ≤ 2h2−h1 . Now ℓ1 ≥ 2 and so
we have h2 ≥ h1 + 2. The following computation makes use of various inequalities
which have been established thus far in this proof.(
2
3
)
2h2−2 + 2h2 ≥
(
2
3
)
2h1 + 2h2−h1 · 2h1
≥
(
2
3
)
2h1 + (ℓ1 + 1)2
h1
=
(
5
3
)
2h1 + 2h1 |ℓ1|
> |k1| ≥ |k2| − 1 > −
(
2
3
)
2h2 + 2h2 |ℓ2| − 1
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So, as |ℓ2| ≥ 2, we have(
2
3
)
2h2−2 + 2h2 > −
(
2
3
)
2h2 + 2h2 · 2− 1
which we manipulate to obtain the equivalent inequality 2h2 < 6. Then h2 ≤ 2,
which implies that h1 = 0. But this is a contradiction as we established above that
h1 ≥ 1. □
7.3. A Cayley graph of BS(1, 2) that is not shortcut. We now turn our atten-
tion to a different generating set of BS(1, 2). Let Γ be the Cayley graph of BS(1, 2)
with the generating set {a, t, τ} where τ = t2.
Lemma 7.13. Let k ≥ 1 and let 0 ≤ zmax ≤ k. Suppose
zmax∑
z=−m
αz2
z = 2k ± 1
where αz ∈ Z and m ≥ 0.
• If zmax = 0 then
∑
z |αz| ≥ 2k−zmax − 1
• If zmax = 1 then
∑
z |αz| ≥ 2k−zmax
• If zmax ≥ 2 then
∑
z |αz| ≥ 2k−zmax + 1
Proof. If zmax = 0 then
2k − 1 ≤ 2k ± 1 =
⏐⏐⏐ zmax∑
z=−m
αz2
z
⏐⏐⏐ ≤ zmax∑
z=−m
|αz|2zmax =
zmax∑
z=−m
|αz|
and so we have
∑
z |αz| ≥ 2k−zmax − 1.
Suppose zmax = 1 and
∑
z |αz| < 2k−zmax . Then
∑
z |αz| ≤ 2k−zmax − 1 and so⏐⏐⏐⏐ zmax∑
z=−m
αz2
z
⏐⏐⏐⏐ ≤ zmax∑
z=−m
|αz|2zmax ≤ (2k−zmax − 1) · 2zmax = 2k − 2
which is a contradiction. So we have
∑
z |αz| ≥ 2k−zmax .
Now, suppose zmax ≥ 2. Among all m ≥ 0 and (αz)z that satisfy
zmax∑
z=−m
αz2
z = 2k ± 1
choose an m ≥ 0 and (αz)z that minimizes
∑
z |αz|. We will show that
∑
z |αz| ≥
2k−zmax + 1. We claim that for z < zmax, we have |αz| ≤ 1. Indeed, if |αz| ≥ 2,
then we can replace αz with αz − ε2 and αz+1 with αz+1+ ε, where ε is the sign of
αz. This reduces
∑
z |αz| while preserving
∑
z αz2
z and so contradicts minimality
of m and (αz)z. Since 2
k ± 1 is not even, there must be some αz ̸= 0 with z ≤ 0.
So if αzmax ≥ 2k−zmax then
∑
z |αz| ≥ 2k−zmax +1. So we may assume that αzmax <
2k−zmax . Say αzmax = 2
k−zmax− ℓ with ℓ ≥ 1. Then 2k±1−αzmax2zmax ≥ ℓ2zmax−1
and so
∑zmax−1
z=−m αz2
z ≥ ℓ2zmax − 1. But, since αz ≤ 1 for z < zmax we have
zmax−1∑
z=−m
αz2
z ≤
zmax−1∑
z=−m
2z ≤ 2zmax − 2−m
with equality only if αz = 1 for −m ≤ z < zmax. It follows that ℓ = 1 and that
αz = 1 for 0 ≤ z < zmax. Hence
∑
z |αz| ≥ 2k−zmax − 1 + zmax ≥ 2k−zmax + 1 as
required. □
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Lemma 7.14. Let k and ℓ be nonnegative integers with ℓ ≤ k and k ≥ 2. Then
the word
w = τ ℓaτ−ka±1τk−ℓ
describes a geodesic in Γ.
Proof. Consider the bijection φ : BS(1, 2)→ Z[ 12]×Z described near the beginning
of Section 7. Then, under this bijection, w describes a path from (0, k − ℓ) to
(4k ± 1, k − ℓ). Consider any path (rj , zj)mj=0 from (0, k − ℓ) to (4k ± 1, k − ℓ)
following edges of the Cayley graph. It will suffice to show that m ≥ 2k + 2, since
2k + 2 = |w|. For each j, either
(rj+1, zj+1)− (rj , zj) = (±2zj , 0)
which we call a horizontal step or
(rj+1, zj+1)− (rj , zj) =
{
(0,±1)
(0,±2)
which we call a vertical step. Since 4k ± 1 is not a power of 2, there must be at
least two horizontal steps in (rj , zj)j . Moreover, since 4
k ± 1 is not even, we must
have zj ≤ 0 for some j. Let zmax = maxj zj . Extend (rj , zj)mj=0 to a continous
map f : C → R2 where |C| = m. The projection C → R of this map onto the
second component captures the vertical behaviour of f . We collapse any edges
of C that map to points under C → R to obtain a map f¯ : C¯ → R where |C¯| is
equal to the number of vertical steps of (rj , zj)j . The map f¯ is 2-Lipschitz and
0, (k − ℓ), zmax ∈ f¯(C¯) with zmax ≥ k − ℓ and 0 ≤ k − ℓ. Then⏐⏐⏐f¯−1([k − ℓ,∞))⏐⏐⏐ ≥ 2 · zmax − (k − ℓ)
2
and ⏐⏐⏐f¯−1((−∞, k − ℓ])⏐⏐⏐ ≥ 2 · k − ℓ
2
where
⏐⏐f¯−1(I)⏐⏐ is the sum of the lengths of all maximal segments of f−1(I). Hence
|C¯| ≥ zmax and so (rj , zj)j takes at least zmax vertical steps. Then, since there must
also be at least two horizontal steps, we see that if zmax ≥ 2k then m ≥ 2k+ 2. So
we may assume that zmax < 2k.
We split into three cases: zmax = 0, zmax = 1 and zmax ≥ 2. If zmax = 0 then,
by Lemma 7.13, there are at least 22k − 1 horizontal steps. So it suffices to show
that 22k − 1 ≥ 2k + 2 but, since k ≥ 2, this follows from the fact that 2x ≥ x + 3
for all x ≥ 4.
If zmax = 1 then, by Lemma 7.13, there are at least 2
2k−1 horizontal steps.
There will also be at least zmax = 1 vertical step. But 1 vertical step cannot give
a closed path and so there are at least 2 vertical steps. So it suffices to show that
22k−1 + 2 ≥ 2k + 2 but, since k ≥ 2, this follows from the fact that 2x ≥ x+ 1 for
all x ≥ 1.
If zmax ≥ 2 then, by Lemma 7.13, there are at least 22k−zmax + 1 horizontal
steps. There are also at least zmax vertical steps. So it suffices to show that
22k−zmax + 1 + zmax ≥ 2k + 2 but, since zmax < 2k, this follows from the fact that
2x ≥ x+ 1 for all x ≥ 1. □
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Lemma 7.15. The word
w = aτkaτ−ka−1τka−1τ−k
describes an isometric cycle in Γ for all k ≥ 1.
Proof. The word w has length 4k+4. After possible inversion and/or the application
of the automorphism of BS(1, 2) fixing t and sending a ↦→ a−1, the cyclic subwords
of w of length 2k+2 are all of the form in Lemma 7.14 and so are geodesic. Hence,
by Proposition 3.3, the word w describes an isometric cycle in Γ. □
Then we have the following theorem and we see that the shortcut property for
a Cayley graph is not invariant under a change of generating set.
Theorem 7.16. Let Γ be the Cayley graph of BS(1, 2) with generating set {a, t, τ}
where τ = t2. Then Γ is not shortcut.
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