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Abstract
We explore the connection between two problems that have arisen independently in the sig-
nal processing and related fields: the estimation of the geometric mean of a set of symmetric
positive definite (SPD) matrices and their approximate joint diagonalization (AJD). Today
there is a considerable interest in estimating the geometric mean of a SPD matrix set in the
manifold of SPD matrices endowed with the Fisher information metric. The resulting mean
has several important invariance properties and has proven very useful in diverse engineer-
ing applications such as biomedical and image data processing. While for two SPDmatrices
the mean has an algebraic closed form solution, for a set of more than two SPDmatrices it
can only be estimated by iterative algorithms. However, none of the existing iterative algo-
rithms feature at the same time fast convergence, low computational complexity per itera-
tion and guarantee of convergence. For this reason, recently other definitions of geometric
mean based on symmetric divergence measures, such as the Bhattacharyya divergence,
have been considered. The resulting means, although possibly useful in practice, do not
satisfy all desirable invariance properties. In this paper we consider geometric means of co-
variance matrices estimated on high-dimensional time-series, assuming that the data is
generated according to an instantaneous mixing model, which is very common in signal pro-
cessing. We show that in these circumstances we can approximate the Fisher information
geometric mean by employing an efficient AJD algorithm. Our approximation is in general
much closer to the Fisher information geometric mean as compared to its competitors and
verifies many invariance properties. Furthermore, convergence is guaranteed, the compu-
tational complexity is low and the convergence rate is quadratic. The accuracy of this new
geometric mean approximation is demonstrated by means of simulations.
PLOS ONE | DOI:10.1371/journal.pone.0121423 April 28, 2015 1 / 25
OPEN ACCESS
Citation: Congedo M, Afsari B, Barachant A,
Moakher M (2015) Approximate Joint Diagonalization
and Geometric Mean of Symmetric Positive Definite
Matrices. PLoS ONE 10(4): e0121423. doi:10.1371/
journal.pone.0121423
Academic Editor: Jesus Malo, Universitat de
Valencia, SPAIN
Received: July 29, 2014
Accepted: February 13, 2015
Published: April 28, 2015
Copyright: © 2015 Congedo et al. This is an open
access article distributed under the terms of the
Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any
medium, provided the original author and source are
credited.
Data Availability Statement: All data required to
replicate our study is available within the manuscript.
Funding: Author MC in an investigator of the
European project ERC-2012-AdG-320684-CHESS
and for this research has been partially supported by
it. The support consisted in the reimbursement of
expenses related to a scientific mission (visit to
author MM) and the payment of publication fees. No
other funder has supported this research besides the
employers of the authors. The funders had no role in
study design, data collection and analysis, decision to
publish, or preparation of the manuscript.
Introduction
The study of distance measures between symmetric positive definite (SPD) matrices and the
definition of the center of mass for a number of them has recently grown very fast, driven by
practical problems in radar data processing, image processing, computer vision, shape analysis,
medical imaging (especially diffusion MRI and Brain-Computer Interface), sensor networks,
elasticity, mechanics, numerical analysis and machine learning (e.g., [1–10]). Interestingly, in
this endeavor disparate perspectives from matrix analysis, operator theory, differential geome-
try, probability and numerical analysis have yielded converging results. In fact, we arrive at the
same formalism and we end up with the same Riemannian metric from a pure differential
geometric point of view [3, 5, 11–16], or from an information geometric point of view, assuming
the multivariate Normal distribution of the data and adopting the Fisher Information metric
[17, 18], dating back to the seminal works of Rao [19] and Amari [20].
The set of SPD matrices with a given dimension forms a smooth manifold, which we name
the SPD manifold. As we will discuss below, there are various ways of defining natural geome-
tries on the SPD manifold. If one is given a set of SPD matrices it may be useful to define a cen-
ter of mass or geometric mean for the set taking into account the specific geometry of the
manifold. One expects such a mean to be a more appropriate representative of the set as com-
pared to other means that are not specific to the SPD manifold, such as the usual arithmetic
and harmonic ones. The geometric mean is defined based on a chosenmetric (distance) and
several metrics have been proposed. These include the aforementioned Fisher information
metric, the log-Euclidean metric [5, 21, 22] and the Bhattacharyya divergence [23, 24], also
named S-divergence [25, 26], which turns out to be a specific instance of the α-divergence [27].
The geometric mean based on the Fisher information metric, hereafter referred to as the FI
(Fisher Information) mean, satisfies a number of desirable invariance properties, including
congruence invariance, self-duality, joint homogeneity and the determinant identity. This is
not always the case for geometric means based on other metrics, thus the FI mean is a funda-
mental object. Whereas for two SPD matrices the geometric mean has a straightforward defini-
tion, this is not the case for a set composed of more than two matrices [2]. For its estimation,
regardless of the definition, one has to resort to either geometrical (constructive) procedures
[28–30] or iterative optimization algorithms (see [30] for a comparison). In this work we do
not consider constructive procedures because, in general, they do not satisfy all desirable prop-
erties of a geometric mean or, if they do, their computational cost becomes prohibitive as the
number of matrices in the set increases [30]. Among iterative optimization algorithms for esti-
mating the FI mean the most widely used is a simple gradient descent algorithm in the SPD
manifold [10]. This algorithm features a moderate computational complexity per iteration and
linear convergence rate. However, convergence itself is not guaranteed without choosing a
small enough step-size. Specifically, if the algorithm convergences it does so to the only critical
point, which is the global minimum, but it may not converge. Due to the convexity of the cost-
function, in order to guarantee convergence the step-size must be adjusted as a function of the
radius of a ball containing the data points [31] or an Armijo step-size search must be carried
out at each iteration [30], thus the overall computational cost to ensure convergence is of con-
cern. Recent attempts to apply conjugate gradient optimization and second order methods
based on the exact or an approximate Hessian (such as trust-region and BFGS) improve the
convergence rate, as expected. In [32] the authors show that for 3 x 3 matrices (e.g., diffusion
tensors) a Newton algorithm based on explicit Hessian computations outperforms the gradient
descent algorithm unless the radius of the ball is small. However, this advantage is completely
nullified by the increased complexity per iteration as the dimension of the matrices in the set
increases; extensive simulations performed by [30] have shown that with matrix dimension as
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little as ten the gradient descent approach is overall advantageous over all second order alterna-
tives. Moreover, for the second order methods, convergence conditions are more restrictive.
The recently proposed majorization-minimization algorithm of [33] guarantees convergence
with linear convergence rate but high complexity per iteration, burdening its usefulness in
practice for matrices of large dimension and/or large matrix sets. In light of this situation, the
search for an efficient algorithm for estimating the geometric mean in large data set problems
is currently a very active field.
In this article we introduce a new approximation to the FI mean springing from the study of
the relation between the geometric mean of a set of SPD matrices and its approximate joint di-
agonalization [34–36]. We show that the invariance properties of this approximation derive
from the invariance properties of the AJD algorithm employed. For instance, we obtain an ap-
proximation satisfying congruence invariance, joint homogeneity and the determinant identity,
that is, all important properties of the FI geometric mean except self-duality, using the AJD al-
gorithm developed in [36]. Using this AJD algorithm convergence is guaranteed, the computa-
tional complexity per iteration is low and the convergence rate is quadratic when the signal-
to-noise ratio is favorable. As such, it offers an interesting alternative to existing iterative algo-
rithms. Moreover, an on-line implementation is straightforward, allowing a fast on-line estima-
tion of the geometric mean of an incoming stream of SPD matrices. We mention here that the
approximate joint diagonalization (AJD) problem has originated in a completely different con-
text and in the previous literature is completely unrelated to the problem of estimating the geo-
metric mean. In fact, a solution to the AJD problem has arisen in statistics almost 30 years ago
to solve the common principal component problem [37]. In the literature on signal processing
it has appeared about 20 years ago [34] as an instrument to solve a very wide family of blind
source separation problems, including the well-known independent component analysis [38].
Nonetheless, the connection between the geometric mean of a SPD matrix set and their AJD
has remained unexplored so far.
In the following sections we introduce the notation and nomenclature. Then we review
some concepts from Riemannian geometry and relevant metrics used to define a geometric
mean. Then we establish the connection between the geometric mean of a SPD matrix set and
their approximate joint diagonalizer. We introduce our approximation and we study its prop-
erties. In the result section we illustrate the accuracy of our approximation by means of simula-
tions. Finally, we briefly discuss an on-line implementation and we conclude.
Notation and Nomenclature
In the following we will indicate matrices by upper case italic characters (A), vectors, integer in-
dices, random variables by lower case italic characters (a) and constants by upper case Roman
characters (A). A set of objects will be enclosed in curly brackets such as n ∊ {1, . . ., N}. When-
ever possible, the same symbol will be used for indices and for the upper bound for summation
and products, thus ∑nan will always stand short for
XN
n¼1 an. We will denote by tr(), ||, ()
T,
and kkF the trace of a matrix, its determinant, its transpose and its Frobenius norm, respective-
ly. The operator diag() returns the diagonal part of its matrix argument. The identity matrix is
denoted by I and the matrix of zeros by 0. S will denote a symmetric matrix, C a symmetric pos-
itive definite matrix (SDP) and D, Δ will be reserved for diagonal matrices. A set of K SPD ma-
trices will be indicated by {C1, . . ., CK} or shortly as {Ck}. An asymmetric divergence from SPD
matrix C2 to SPD matrix C1 will be denoted as δ (C1 C2), whereas a symmetric distance or
divergence between two SPD matrices will be denoted δ (C1$C2). The lambda symbol, as in
λn(A) will be reserved for the n
th eigenvalue of matrix A. For the sake of brevity, notations of
the kind ln2λn(A) shall be read (lnλn(A))
2. We will make extensive use of symmetric functions
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of eigenvalues for SDP matrices. For a symmetric matrix S and SPD matrix C these functions
have general form Uf(W)UT, where U is the orthogonal matrix holding in its columns the ei-
genvectors of S or C andW is the diagonal matrix holding the corresponding eigenvalues, to
which the function applies element-wise. In particular, we will employ the following functions:
inverse C−1 = UW−1UT, symmetric square root C½ = UW½UT, symmetric square root inverse
C−½ = UW−½UT, logarithm ln(C) = Uln(W)UT and exponential exp(S) = Uexp(W)UT.
Data Model
In many engineering applications we are confronted with multivariate observations obeying a
linear instantaneous mixture generative model. For example, in electroencephalography (EEG)
we observe N time-series of scalp electric potentials, typically sampled a few hundreds of times
per second. Let us denote by x(t)2<N the multivariate vector holding the observed data, in our
example, the electric potentials recorded at the N scalp electrodes at time t. In EEG the sources
of interest are equivalent electric dipoles formed by assemblies of locally synchronized pyrami-
dal cells in the cortex. The current induced by these dipoles diffuses to the scalp sensors. Be-
cause of well-grounded physical and physiological reasons this process can be reasonably
approximated as a linear instantaneous mixture [39], yielding generative model for the ob-
served data
xðtÞ ¼ AsðtÞ þ ZðtÞ; ð1Þ
where s(t)2<P, PN, holds the time series of the P cerebral sources to be estimated, (t) 2<N is
a noise (model error) term, assumed uncorrelated to s(t), and A2<NxP is the full column rank
time-invariantmixing matrix determining the contribution of each source to each sensor, de-
pending on the position and orientation of the electric dipoles. In the following we will assume
for simplicity of exposition that P = N, i.e., we consider the estimation of as many sources as
available sensors. Model (1) is quite general and appears in a very wide variety of engineering
applications including speech, images, sensor array, geophysical and biomedical data process-
ing. The well-known blind source separation (BSS) family of techniques, including indepen-
dent component analysis [38], attempts to solve Equation (1) for s(t), without assuming any
knowledge on the mixing matrix A (that is why it is named “blind”). The goal of BSS is to esti-
mate the demixing matrix B yielding source estimates y(t) such as
yðtÞ ¼ BxðtÞ ¼ BAsðtÞ;
where we have ignored the noise term in (1) and where A is the unknown true mixing matrix.
An important family of BSS problems are solved by estimating a number of matrices holding
second-order statistics (SOS) of multivariate observed measurements x(t), e.g., in the case of
EEG data, Fourier cospectral matrices estimated at different frequencies, covariance matrices
estimated under different experimental conditions or covariance matrices estimated in differ-
ent temporal windows, etc. [39]. According to model (1) such matrices, which are SPD, have
theoretical form
Ck ¼ ADkAT ; ð2Þ
where matrices Dk2<PxP here represent SOS matrices of the unknown P source processes and
k is the index for the K number of SOS matrices that are estimated. Under the assumption that
the sources are uncorrelated (i.e., the matrices Dk are diagonal), it can then be shown that the
approximate joint diagonalization (AJD) of a set of K matrices generated under theoretical
model (2) is indeed an estimation of the demixing matrix B [40–42]. As per BSS theory, the
sources can be estimated only up to an order and scaling indeterminacy, that is, we can at best
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find a matrix B for which BA (A is the unknown true mixing process) approximates a matrix
PΔ, where P is a permutation matrix and Δ an invertible diagonal matrix. This means that we
can identify the waveform of the source processes, but their order and scaling (including sign
switching) is arbitrary.
Approximate Joint Diagonalization of SPD Matrices
The joint diagonalizer (JD) of two SPD matrices C1 and C2 is a matrix B satisfying
BC1B
T ¼ D1
BC2B
T ¼ D2
; ð3Þ
(
where D1 and D2 are diagonal matrices. The JD is not unique, since if B is a JD of C1 and C2 so
is PΔB, for any invertible diagonal matrix Δ and any permutation matrix P. The JD is obtained
by the well-known generalized eigenvalue-eigenvector decomposition, as the matrix holding in
the rows the eigenvectors of
C11 C2; ð4Þ
or the matrix holding in the rows the eigenvectors of
C
1=
2
1 C2C
1=
2
1 ð5Þ
right-multiplied by C
1=2
1 , where indices 1 and 2 can be permuted in the above expressions. The
JD matrix B is orthogonal iff C1 and C2 commute in multiplication ([43], p. 160–165), which is
not the case in general. Let B = A−1 and C1, C2 be appropriate SOS matrices estimated from
data x(t), then conjugating by A both sides of (3) we obtain the second order statistics of the
generative model (2) (for the case K = 2) such as
C1 ¼ AD1AT
C2 ¼ AD2AT :
ð6Þ
(
In general, for a set of K>2 SPD matrices {C1,. . .,CK} there does not exist a matrix diagonal-
izing all of them. However, one may seek a matrix diagonalizing the set as much as possible,
that is, we seek a matrix B such that all products BCkB
T, with k2{1,. . .,K}, are as diagonal as
possible, according to some criterion. Such a problem is known as approximate joint diagonal-
ization (AJD) and has been studied extensively in the signal processing community (e.g., [34],
[36], [44]). As per the JD, the AJD matrix B is not unique, since if B is the AJD of set {C1,. . .,
CK} so is PΔB, for any invertible diagonal matrix Δ and any permutation matrix P. As for the
geometric mean, there is no closed-form expression for the AJD in the case K>2, so we proceed
by specifying an AJD criterion and iteratively optimizing it. One such criterion specific for SPD
matrices has been proposed by Pham [35, 36]; a consequence of the Hadamard inequality is
that any SPD matrix C verifies |C||diag(C)|, with equality iff C is diagonal. Also, according to
the Kullback-Leibler divergence δK(C D), the closest diagonal matrix D to C is D = diag(C),
for only in this case the divergence is zero [41]. The criterion proposed by Pham is then the
sum of the Kullback-Leibler divergences of the input matrices to their diagonal form. Therefore
we write a JD cost function as,
JðBjfC1;    ;CKgÞ ¼
X
k
h
Bk

lnjdiagðBCkBTÞj  lnjBCkBT j
i
; ð7Þ
where the ϛk are optional non-negative real numbers weighting the diagonalization effort
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with respect to the input matrices Ck. Besides being specific to SPD matrices, criterion (7) is in-
teresting because it possesses an important invariance property, as stated in the following:
Proposition 1. Criterion (7) is invariant under positive rescaling of the input matrices Ck,
thus the AJD matrix B of {a1C1,. . .,aKCK} is the same as the AJD matrix of {C1,. . .,CK} for any
positive set {a1,. . .,aK}.
The proof is trivial using well-known properties of the determinant and of the logarithm
and will be omitted here. For AJD solutions according to a given criterion, we make use of the
following:
Definition 1. The AJD of set {C1,. . .,CK} according to some AJD criterion is well defined
(or is essentially unique) if any two global minimizers B1 and B2 of the criterion are in relation
B1 = PΔB2, where P is a permutation matrix and Δ is an invertible diagonal matrix.
For details on the essential uniqueness of AJD see [40, 45, 46]. This is a generic property in
the sense that in the presence of noise the AJD is essentially unique (with very high probabili-
ty). Now, consider again data model (1) and the theoretical generative model of SOS statistics
of the observed data as per (2), where A is the (unknown) mixing matrix and the Dk, with k2
{1,. . .,K}, are the (unknown) diagonal matrices holding K SOS statistics of the source processes.
Working with AJD we are interested in the situation where the noise term in (1) is small
enough so that the AJD solution is well defined as per definition 1. We will then make use of a
general property of such well-defined AJD solutions:
Proposition 2. For any invertible matrix F, if B is an essentially unique AJD of set
{FC1F
T,. . .,FCKF
T}, then ΔPBF is the AJD of set {C1,. . .,CK}, where invertible diagonal matrix Δ
and permutation matrix P are the usual AJD scaling and permutation
indeterminacy, respectively.
Proof. Saying that B is an essentially unique AJD of set {FC1F
T,. . .,FCKF
T} according to
some AJD criterion implies that the set {BFC1F
TBT,. . ., BFCKF
TBT} is a global minimizer of the
AJD criterion employed. Thus, matrix BF is, out of possible different scaling and permutation
as per definition 1, a global minimizer of the same AJD criterion for the set {C1,. . .,CK}.
Finally, we will need the following:
Definition 2. Let B, with inverse A, be an essentially unique AJD of set {C1,. . .,CK}; an
AJD criterion is said to verify the self-duality invariance if PΔAT is a well defined AJD of set
{C1
-1,. . .,CK
-1} satisfying the same criterion, with invertible diagonal matrix Δ and permutation
matrix P the usual AJD scaling and permutation indeterminacy, respectively.
The Riemannian Manifold of SPD Matrices
Geometrically, the Euclidean space of SPD matrices of dimension N x N can be considered as
a ½N(N+1)-dimensional hyper cone (Fig 1). The usual vector (Euclidian) space of general
square matrices is endowed with the metric hS1; S2i ¼ trðST1 S2Þ and associated (Frobenius)
norm kSkF. We will replace the convex pointed cone in the vector space of Fig 1 with a regular
manifold of non-positive curvature without boundaries, developing instead infinitely in all of
its ½N(N+1) dimensions. In differential geometry, a N-dimensional smooth manifold is a to-
pological space that is locally similar to the Euclidean space and has a globally defined differen-
tial structure. A smooth Riemannian manifold (or Riemannian space) M is a real smooth
manifold equipped with an inner product on the tangent space TOM defined at each point
O that varies smoothly from point to point. The tangent space TOM at point O is the Euclidean
vector space containing the tangent vectors to all curves on M passing through O (Fig 2). In the
SPD manifold endowed with the Fisher information metric for any two vectors V1 and V2 in
Estimating the Geometric Mean by Approximate Joint Diagonalization
PLOS ONE | DOI:10.1371/journal.pone.0121423 April 28, 2015 6 / 25
the tangent space the inner product through point O is given by [2]
hV1;V2iO ¼ trðO1V1O1V2Þ:
The Geodesic. The Fisher information metric allows us to measure the length of curves in
M and find the shortest curve between two points O and F on M. This is named the geodesic
and is given by [2]
gbðO! FÞ ¼ O1=2ðO1=2FO1=2ÞbO1=2; b 2 ½0; 1; ð8Þ
Fig 1. Symmetric positive definite matrices, e.g. covariancematrices, are constrained by their
symmetry, the strict positivity of the diagonal elements (variance) and the Cauchy-Schwarz
inequalities bounding the absolute value of the off-diagonal elements: |Cov(xixj)|[Var(xj)Var(xj)]1/2,
for all i,j2{1,. . .,N}. This topology is easily visualized in case of 2x2 matrices; any 2x2 covariance matrix can
be seen as a point in 3D Euclidean space, with two coordinates given by the two variances (diagonal
elements) and the third coordinate given by the covariance (either one of the off-diagonal element). By
construction a covariance matrix must stay within the cone boundaries. As soon as the point touches the
boundary of the cone, the matrix is no more positive definite.
doi:10.1371/journal.pone.0121423.g001
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where β is the arc length parameter. When β = 0 we are at O, when β = 1 we are at F and when
β = 1/2 we are at the geometric mean of the two points (Fig 2).
The Exponential and Logarithmic Maps. The exponential and logarithmic maps are
shown graphically in Fig 2. The function that maps a vector V2TOM to the point F2M follow-
ing the geodesic starting at O, is named the exponential map and denoted by F = EmapO(V). It
is defined as
F ¼ EmapOðVÞ ¼ O1=2exp O1=2VO1=2
 
O1=2 ð9Þ
The inverse operation is the function mapping the geodesic relying O to F back to the tan-
gent vector V2TOM. It is named the logarithmic map and denoted V = LmapO(F). It is
defined as
V ¼ LmapOðFÞ ¼ O1=2 ln O1=2FO1=2
 
O1=2: ð10Þ
The Metric (Distance). Given two points C1 and C2 on the manifoldM, their Riemannian
distance based on the Fisher information metric is the length of the geodesic (8) connecting
them. It is given by [3, 10, 16]
dRðC1 $ C2Þ ¼ klnðC12 C1ÞkF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr ln2 ðLÞ
q
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
n
ln2ln
q
; ð11Þ
where Λ is the diagonal matrix holding the eigenvalues λ1,. . .,λN of either matrix (4) or (5).
This distance has a remarkable number of properties, some of which are reported in Table 1
[14, 15, 25]. For more inequalities see [2, 25]. Associated to the chosen metric is also the Rie-
mannian norm, defined as the Riemannian distance from an SPD matrix C to the identity, that
is, the Euclidean distance of its logarithm to the zero point:
kCkR ¼ dRðI $ CÞ ¼ klnðCÞkF ¼
X
n
ln2lnðCÞ: ð12Þ
The Riemannian norm is zero only for the identity matrix, while the Frobenius norm is zero
Fig 2. The Manifold and the tangent space at a point.Consider a pointΩ on M and construct the tangent space TΩM on it. Now take a tangent vector V
departing fromΩ, which is our reference point. There exists one and only one geodesic on the manifold starting atΩ that corresponds to V; think at rolling the
plane (tangent space) on the surface (manifold) in such a way that the vector always touches the surface. The end point on M isΦ. We see that the
geodesics on M throughΩ are transformed into straight lines and the distances along all geodesics are preserved (this is true in the neighborhood ofΩ).
(Rearranged from [17]).
doi:10.1371/journal.pone.0121423.g002
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only for the null matrix. Either an eigenvalue smaller or greater than 1 increases the norm and
the norm goes to infinity as any eigenvalues go to either infinity or zero. Importantly, because
of the square of the log, an eigenvalueλ increases the norm as much as an eigenvalue 1/ λ does
(see Fig 3), from which the invariance under inversion.
The Geometric Mean of SPDMatrices: general considerations. Given a set of SPD ma-
trices {C1,. . .,CK}, in analogy with the arithmetic mean of random variables, a straightforward
definition of the matrix arithmetic mean is
AfC1;    ;CKg ¼ 1 K
X
k
Ck; ð13Þ
.
and a straightforward definition of the harmonic mean is
HfC1;    ;CKg ¼ 1 K
X
k
C1k
. 1
:

On the other hand a straightforward definition of the geometric mean is far from obvious
because the matrices in the set in general do not commute in multiplication. Researchers have
postulated a number of desirable properties a mean should possess. Ten such properties are
Table 1. Some important properties and inequalities of the Riemannian Fisher Information Distance.
Fundamental Properties of the Riemannian Fisher information distance
(13) Postivity δR(Ω$ Φ)  0,with equality iff Ω = Φ
(14) Symmetry δR(Ω$ Φ) = δR(Φ$ Ω)
(15) Congruence-Invariance δR(Ω$ Φ) = δR(BΩBT$ BΦBT), for any invertible B
(16) Similarity-Invariance δR(Ω$ Φ) = δR(B−1ΩB$ B−1ΦB), for any invertible B
(17) Invariance under Inversion δR(Ω$ Φ) = δR(Ω−1$ Φ−1)
(18) Proportionality δR(Ω$ γβ(Ω! Φ)) = βδR(Ω$ Φ)
Some inequalities of the Riemannian Fisher information distance
(19) δR(γβ(Ω! Φ)$ γβ(Ω! Ξ))  βδR(Φ$ Ξ)
(20) δR(Ω$ Φ)  klnΩ – lnΦkF,with equality iff Ω and Φ commute
doi:10.1371/journal.pone.0121423.t001
Fig 3. The ellipsoids in the figure are isolines of constant density of bivariate Gaussian distributions. The semiaxes are proportional to the square
root of the eigenvalues of the covariance matrix. If we ask how far the ellipsoid is from the circle, which is the definition of the norm (12), we see that an
eigenvalue = 2 contribute to the distance from the identity as much as an eigenvalue = 1/2 does, as one would expect, since the eigenvalues are squared
quantities. Neither the sum nor the sum of the logarithm of the eigenvalue verify this property.
doi:10.1371/journal.pone.0121423.g003
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known in the literature as the ALM properties, from the seminal paper in [11]. The concept of
Fréchet means and the ensuing variational approach are very useful in this context: in a univar-
iate context the arithmetic mean minimizes the sum of the squared Euclidean distances to K
given values while the geometric mean minimizes the sum of the squared hyperbolic distances
to K given (positive) values. In analogy, we define the (least-squares) Riemannian geometric
mean G{C1,. . .,Ck} of K SPD matrices Ck such as the matrix satisfying [13, 15].
argmin
GfC1 ;;CKg
X
k
d2ðGfC1;    ;CKg $ CkÞ; ð14Þ
where δ2($) is an appropriate squared distance. In words, the Riemannian geometric mean
is the matrix minimizing the sum of the squared distances of all elements of the set to itself.
Using the Fisher information (FI) distance (11) such mean, which we name the FI mean and
denote as GRfC1;    ;CKg or, shortly, GRfCkg, features all ALM properties. The FI mean is the
unique SPD geometric mean satisfying non-linear matrix equation [15]X
k
lnðG1R fC1;    ;CKgCkÞ ¼ 0 ð15Þ
or, equivalently, P
k ln G
1=2
R fC1;    ;CKgCkG
1=2
R fC1;    ;CKg
  ¼ 0; ð16Þ
where, in line with the notation used in this article, Gsfg stands short for ðGfgÞs, for any
power s. We have listed a number of properties of the FI mean along with some related inequal-
ities in Table 2 (see also [2, 25, 47, 48]). Note that in the literature this least-squares geometric
mean is sometimes referred to as the barycenter, the Riemannian center of mass, the Fréchet
mean, the Cartan mean or the Karcher mean (although these definitions in general are not
equivalent and attention must be paid to the specific context, see e.g., [31]).
The Geometric Mean and the Joint Diagonalization of Two SPDMatrices. Given two
points C1 and C2 on the manifold M, the Geometric Mean of them, indicated in the literature
by C1#C2, has several equivalent closed-form expressions, such as [2, 12, 25, 28, 47]
C1#C2 ¼ C1=21 C1=21 C2C1=21
 1=2
C1=21 ¼ C1ðC11 C2Þ1=2 ¼ ðC2C11 Þ1=2C1 ð17Þ
And
C1#C2 ¼ C1=21 exp 1=2 ln C1=21 C2C1=21
  
C1=21 ¼ C1exp 1 2 lnðC11 C2Þ
 
: ð18Þ
Table 2. Some important properties of the Fisher information metric geometric mean.
Properties of the geometric Mean
(25) Invariance by Reordering: GRfC1;    ;CKg is the same for any order of matrices in the set
(26) Congruence Invariance: FðGRfCkgÞFT ¼ GRfFCkFTg, for any invertible F
(27) Self-Duality: G1R fCkg ¼ GRfC1k g
(28) Joint Homogeneity: GRfa1C1;    ; aKCKg = ð
Y
k
akÞ
1
KGRfC1 ;;CKg= , ak  0
(29) Determinant Identity: jGRfC1;    ;CKgj ¼ ð
Y
k
jCk jÞ
1
K=
(30) if all matrices Ck pair-wise commute then
GRfC1;    ;CKg ¼ ð
Y
k
CkÞ
1
K¼exp 1 K
X
k
lnðCkÞ
. .
(31) d2RðGRfCkg $ OÞ 
X
k
1
K ½d2RðCk $ GRfCkgÞ  d2RðCk $ OÞ

, for any PSD Ω
doi:10.1371/journal.pone.0121423.t002
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In the above the indices 1 and 2 can be switched to obtain as many more expressions. The
geometric mean of two SPD matrices is indeed the midpoint of the geodesic in (8) and turns
out to be the unique solution of a quadratic Ricatti equation [2, 48], yielding
ðC1#C2ÞC12 ðC1#C2Þ ¼ C1 and ðC1 C2ÞC11 ðC1#C2Þ ¼ C2:
Our investigation has started with the following:
Proposition 3. The FI geometric mean of two SPD matrices can be expressed uniquely in
terms of their joint diagonalizer; let B be the JD (3) of matrices {C1, C2} such that BC1B
T = D1
and BC2B
T = D2 and let A = B
−1, then the geometric mean is
ðC1#C2Þ ¼ AðD1D2Þ1=2AT ; ð19Þ
for any JD solution, regardless the permutation and scaling ambiguity.
Proof. Since diagonal matrices commute in multiplication, using (3) and properties (50)
and (54) of the geometric mean we can write B(C1#C2)B
T = D1#D2 = (D1D2)
½. Conjugating
both sides by A = B−1 we obtain (19).
Remark. A consequence of the scaling indeterminacy of the JD and (19) is that we can al-
ways chose B such that
BC1B
TBC2B
T ¼ I; ð20Þ
in which case A is a square root ([49], p. 205–211) of the geometric mean, i.e.,
ðC1#C2Þ ¼ AAT ; given ð20Þ true: ð21Þ
The Geometric Mean of a SPDMatrix Set. Given a set {C1,. . .,CK} = {Ck} of K>2 SPD
matrices the point GR{Ck} satisfying (23)–(24) has no closed form solution. The research of al-
gorithms for estimating the FI geometric mean or a reasonable approximation for the case
K>2 is currently a very active field [3, 24, 28–30, 48, 50]. In this work we consider two iterative
algorithms for estimating the FI mean. The first is the aforementioned gradient descent algo-
rithm [10]. In order to estimateGR{Ck}, we initializeM with the arithmetic mean or any other
smart guess. Then we apply the iterations given by
M  M1=2 exp u=K
X
k
ln M1=2CkM
1=2 h iM1=2; ð22Þ
until convergence. Here υ is the step size, typically fixed at 1.0. Notice that this algorithm itera-
tively maps the points in the tangent space through the current estimation of the mean (10),
computes the arithmetic mean in the tangent space (where the arithmetic mean makes sense)
and maps back the updated mean estimation on the manifold (9), until convergence (Fig 4).
Note also that the global minimum attained by gradient descent (22) satisfies
X
k
ln M
1=
2CkM
1=
2
 
¼ 0; ð23Þ
upon which the iterate does not move anymore. We have already reported that these iterations
have linear convergence rate, but convergence itself is not guaranteed. In order to minimize the
occurrence of divergence and also to speed-up convergence, while avoiding computationally
expensive searches of the optimal step size, we use in the present work the following version
with heuristical decrease of the step-size over iterations:
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GM-GD Algorithm
Initialize M
Set ε equal to a suitable machine floating point precision number (e.,g., 10–9 for double
precision),
υ = 1, τ equal to the highest real number of the machine.
Repeat
h 
				u=KXkln M1=2CkM1=2
 				
F
If h < t
then M  M1=2exp u=K
X
k
ln M1=2CkM1=2
 h i
M1=2; u 0:95u; t h
else u 0:5u
Until k1=K
X
k
ln M
1=
2CkM
1=
2
 
kF < 
 
OR ðu < Þ
The second algorithm we consider is the aforementioned majorization-minimization algo-
rithm recently proposed in [33]. Since convergence is guaranteed, it is used here as a bench-
mark for accuracy:
GM-MM Algorithm
Initialize M
Fig 4. Zoom on the manifold as it is represented in Fig 2. Consider two pointsΩ1 andΩ2 on M and construct the tangent space TΩM through the current
estimation of their meanM, initialized as the arithmetic mean. At each iteration, the algorithm maps the points on the tangent space, computes the mean
vector and maps back the point on the manifold. At each iteration the estimation of the mean is updated, thus the point of transition into the tangent space
changes, until convergence, that is, until this transition point will not change anymore, coinciding with the geometric mean, that is, satisfying (23).
doi:10.1371/journal.pone.0121423.g004
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Repeat
For k from 1 to K do Ck  ln C1=2k MC1=2k
 

F1  
P
k C
1=2
k ðC2k þ IÞ1=2 Ck
 

C
1=2
k M
1
 

F2  
X
k
C
1=2
k ðC2k þ IÞ1=2 þCk
 

C
1=2
k M
1
 

M  F1=21 F1=21 F2F1=21
 
1=2
F1=21
ð24Þ
Until Convergence
Alternative Metrics and Related Geometric Means. Recently it has been proposed to use
the least-squares (Fréchet) geometric mean (14) based on the log-Euclidean distance [21, 22,
51] and the Bhattacharyya divergence [23, 24], also named S-divergence [25, 26], which turns
out to be a specific instance of the α-divergence setting α = 0 [27]. These studies suggest that
these alternative definitions of geometric mean give results similar to the FI mean in practical
problems, while their computational complexity is lower.
The Log-Euclidean distance is
dLðC1 $ C2Þ ¼ klnðC1Þ  lnðC2ÞkF; ð25Þ
which is the straightforward generalization to matrices of the scalar hyperbolic distance and,
from property (48), equals the FI distance if C1 and C2 commute in multiplication. The interest
of this distance is that the geometric (Fréchet) mean (14) in this case has closed-form solution
given by
GLfC1;    ;CKg ¼ exp 1=K
X
k
lnðCkÞ
 
: ð26Þ
This is a direct generalization of the geometric mean of positive scalars and, again, from
property (48), it equals the FI mean if all matrices in the set pair-wise commute. The computa-
tion of (26) requires fewer flops than a single iteration of the gradient descent algorithm (22),
so this constitutes by far the most efficient geometric mean estimation we know. The log-Eu-
clidean mean (26) possesses the following properties: invariance by reordering, self-duality,
joint homogeneity and determinant identity [21–22]. It does not possess the congruence in-
variance, however it is invariant by rotations (congruence by an orthogonal matrix). Also, im-
portant for the ensuing derivations, whereas the determinant of the log-Euclidean mean is the
same as the determinant of the FI mean (since both verify the determinant identity), the trace
of the log-Euclidean mean is larger than the trace of the FI mean, unless all matrices in the set
pair-wise commute, in which case as we have seen, the two means coincide, hence they have
the same trace and determinant [21]. Because of this trace-increasing property, the log-Euclide-
an mean is in general farther away from the FI mean as compared to competitors such as con-
structive geometric means [28]. Moreover, in general the log-Euclidean mean differs from the
FI mean even for the case K = 2.
In [24] the author has shown that the Bhattacharyya divergence (also named log-det diver-
gence and S-divergence) between two SPD matrices C1,C22<N·N behaves similarly to the FI
distance if the matrices are close to each other. It is symmetric as a distance, however, it does
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not verify the triangle inequality. This divergence is
d2BðC1 $ C2Þ ¼ ln
jðC1 þ C2Þ=2j
1=2lnjC1C2j
¼ ln jAfC1;C2gjjGfC1;C2gj
¼ ln
Y
n
1=2
ffiffiffiffi
ln
p
þ 1ffiffiffiffi
ln
p
 !
; ð27Þ
where the arithmetic meanAfC1;C2g is defined in(21), the geometric mean GfC1;C2g ¼
C1 C2 in(32)–(33) and the λn are, again, the N eigenvalues of either matrix (4) or (5). Succes-
sively, in [26] the author has shown that the square-root of the Bhattacharyya divergence is a
distance metric satisfying the triangle inequality. Both the Bhattacharyya divergence and dis-
tance are invariant under inversion and under congruence transformation [24, 26]. The geo-
metric mean (14) of a set of matrices based on divergence (27) is the solution to nonlinear
matrix equation [26]
2=K
X
k
ðGBfC1;    ;CKg þ CkÞ
1 ¼ G1B fC1;    ;CKg: ð28Þ
In order to estimate GBfC1;    ;CKg we initializeM and apply iterations [24]
M  K
X
k
Ck þM
2
 
1" #1
; ð29Þ
which global minimum has been shown to satisfy (28) [26]. This mean possesses the following
invariance properties: invariance by reordering, congruence invariance, self-duality and joint
homogeneity. However, it does not satisfy the determinant identity. As a consequence, in gen-
eral both the determinant and the trace of the Bhattacharyya mean differ from those of the FI
mean. However, the Bhattacharyya mean of K = 2 matrices coincides with the FI mean [27].
The Geometric Mean of a SPDMatrix Set by AJD. Let H be an invertible matrix of
which the inverse is G. Using the congruence invariance of the geometric mean (50) and conju-
gating both sides by G we obtain
GRfC1;    ;CKg ¼ GGRfHC1HT ;    ;HCKHTgGT :
Our idea is to reach an approximation of GRfC1;    ;CKg by approximating
GRfHC1HT ;    ;HCKHTg in the expression above. Particularly, if the matrices HCkHT are
nearly diagonal, then they nearly commute in multiplication, hence we can employ property
(54) to approximate the geometric mean GRfC1;    ;CKg by expression
G
00
A ¼ AGLfBC1BT ;    ;BCKBTgAT ¼ A exp 1=K
X
k
lnðBCkBTÞ
 
AT ; ð30Þ
where GLfBC1BT ;    ;BCKBTg is the log-Euclidean mean introduced in (41), B is a well-defined
AJD matrix of the set {C1,. . .,CK} (definition 1) chosen so as to minimize criterion (7), and A is
its inverse. Because of the scaling (Δ) and permutation (P) ambiguities of AJD solutions, (30)
actually defines an infinite family of admissible means. Before we start to study the specific in-
stance of the family we are interested in (the closest to the FI mean in general), let us observe
that if all products BCkB
T are exactly diagonal then the family of means defined by (30) col-
lapses on a single point in the manifold, which is indeed the FI geometric mean, for any AJD
matrix with form PΔB. This is the case when the data are generated according to model (1) and
the noise term therein is null, in which case the coincidence of the two means is a consequence
of property (54) or, regardless the data model, if K = 2, in which case (30) reduces to (19). The
same is true also whenever
1=K
X
k
lnðBCkBTÞ ¼ 0; ð31Þ
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in which case the matrix exponential of (30) is the identity matrix and the family (30) collapses
to the unique point AAT just as for the case K = 2 in (21). Interestingly, the family of means
(30) includes the log-Euclidean mean, in that setting A = B−1 = I we obtain (26), but also the FI
mean, in the sense that setting A =M1/2 and B = A−1 =M−1/2 we obtain the global minimum of
the FI mean (23). This is the point on the manifold we sought to approximate by approximat-
ing condition (31). First of all, we show that the AJD permutation ambiguity is not of concern
here. We have the following
Proposition 4. The family of means given by (30) is invariant with respect to the AJD per-
mutation indeterminacy P, for any invertible AJD solution B with inverse A and any invertible
diagonal scaling matrix Δ.
Proof. Taking into account the P and Δ indeterminacies, since for any permutation matrix
PT = P-1 and for any diagonal matrix Δ = ΔT, the family of solutions (30) has full form
AD1P1exp 1=K
X
k
lnðPDBCkBTDP1Þ
 
PD1AT :
If f (S) is a function of the eigenvalues of S (see section “Notation and Nomenclature”) and
P is an arbitrary permutation matrix, then P-1f (PSP-1) P = f (S), thus, the family of solutions
(30) actually takes form
G
0
AfC1;    ;CKg ¼ AD1exp 1=K
X
k
lnðDBCkBTDÞ
 
D1AT ð32Þ
for any invertible B = A-1 and any invertible diagonal Δ.
Then, note that the family of means defined by (32) is SPD, which is a consequence of the
fact that the exponential function of a symmetric matrix is always SPD and that both B and Δ
are full rank. It also verifies the invariance under reordering (49), which is inherited from the
invariance under reordering of AJD algorithms and of the log-Euclidean mean. Furthermore,
we have the following
Proposition 5. The family of means defined by (32) verifies the determinant identity(53),
for any invertible matrix B = A-1 and any invertible diagonal Δ.
Proof. We need to prove that for any invertible matrix B = A-1 and any invertible scaling
matrix Δ
jG 0AfC1;    ;CKgj ¼ jGRfC1;    ;CKgj ¼ ð
Y
k
jCkjÞ1=K:
Using (32) we write the left-hand side of the above equation such as
jAjjD1jjexp 1 K
X
k
lnðDBCkBTDÞ
. 
jjD1jjAT j

. Since the log-Euclidean mean possesses the
determinant identity, this is
jAjjD1jð
Y
k
jDBCkBTDjÞ1=KjD1jjAT j:
Developing the products of determinants and since jAj ¼ jA1j1 ¼ jBj1, we obtain the de-
sired result such as
jAjjD1jjDjjBjð
Y
k
jCkjÞ1=KjBT jjDjjD1jjAT j ¼ ð
Y
k
jCkjÞ1=K:
Proposition 6. If B is the AJD solution of (7), with inverse A, the family of means defined
by (32) verifies the joint homogeneity property (52), for any invertible diagonal Δ.
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Proof. We need to prove that
G
0
Afa1C1;    ; aKCKg ¼ ð
Y
k
akÞ1=KG
0
AfC1;    ;CKg
The result follows immediately from the invariance under rescaling of criterion (7) (Propo-
sition 1), as
AD1 exp 1=K
X
k
lnðDBakCkBTDÞ
 h i
D1AT
¼
Y
k
ak

1=K
AD1 exp 1=K
X
k
lnðDBCkBTDÞ
 h i
D1AT :
So far we have considered the properties of the whole family of means with general form,
(32) for which we have solved the permutation AJD indeterminacy (Proposition 4). We now
seek the member of the family better approximating the FI geometric mean given a matrix PΔB
that performs as the AJD of the set {C1,. . .,CK}. This involves choosing a specific scaling Δ. As
we have seen, if in (32)
exp 1=K
X
k
lnðDBCkBTDÞ
 
¼ I; ð33Þ
then (21) is true also for K>2, in which case the FI geometric mean is given by AAT, where A is
the inverse of ΔB in (32) and (30) is a stationary point of (22). Such condition is well approxi-
mated if the left-hand side of (33) is nearly diagonal and all its diagonal elements are equal,
that is, in our case, by scaling the rows of B such that
diag exp 1=K
X
k
lnðBCkBTÞ
 h i
¼ aI; for an arbitrary a > 0: ð34Þ
The uniqueness of this solution, regardless the choice of α, is demonstrated by the following
Proposition 7. Let B = A-1 be an invertible AJD of the set {C1,. . .,CK}. Scaling B so as to
satisfy (34), the mean (32) is unique and invariant with respect to α.
Proof. Once matrix B satisfies (34), let us consider a further fixed scaling such us Δ = ωI,
with ω>0. Substituting this fixed scaling matrix in the family of means (32) we have
Ao1I exp 1=K
X
k
lnðoIBCkBTIoÞ
 
Io1AT ;
but this is
Ao1ðo2KÞ1=Ko1 exp 1=K
X
k
lnðBCkBTÞ
 
AT ¼ A exp 1=K
X
k
lnðBCkBTÞ
 
AT ;
showing that the resulting mean does not change. Thus, given an AJD matrix B, we obtain our
sought unique member of the family as
GAfC1;    ;CKg ¼ A exp 1=K
X
k
lnðBCkBTÞ
 
AT ; given ð34Þ true for any a > 0; ð35Þ
where A is the inverse of the matrix B scaled so as to satisfy (34).
Without loss of generality, hereafter we will choose α = 1. With this choice the AJD matrix
B is an approximate “whitening” matrix for the sought mean, since we have
diag½BGAðC1;    ;CKÞBT  ¼ diag BA exp 1=K
X
k
lnðBCkBTÞ
 
ATBT
h ih i
¼ I:
In order to satisfy (34), notice that any change in Δ changes the log-Euclidean mean therein
since the log-Euclidean mean is not invariant under congruent transformations, thus there is
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no closed-form solution to match condition (34) given an arbitray AJD matrix solution. How-
ever, we easily obtain the desired scaling of B by means of an iterative procedure (see below).
We name the resulting approximation to the geometric mean (35) the ALE mean, where ALE
is the acronym of AJD-based log-Euclidean Mean. The algorithm is as follows:
ALEMean Algorithm
Let B be an invertible AJD of set {C1,. . .,CK} minimizing criterion (7).
Set  equal to a suitable machine floating point precision number
Repeat
D diag exp 1=K
X
k
lnðBCkBTÞ
 h i
B D1=2B
ð36Þ

Until 1 NdRðI $ DÞ  ;=
A B1
GAfC1;    ;CKg ¼ A exp 1=K
X
k
lnðBCkBTÞ
 
AT
Note that instead of the average FI distance 1 NdRðI $ DÞ= any suitable distance of Δ from
the identity matrix can be used as well in order to terminate the Repeat-Until loop here above.
Note also that if instead of (36) we perform iterations
B exp u=K
X
k
lnðBCkBTÞ
 h i1=
2B; ð37Þ
(which is the same as (36) without the “diag” operator) the algorithm converges to an inverse
square root of the FI geometric mean, i.e., upon convergence (and, in this case, if the algorithm
converges)
GGfC1;    ;CKg ¼ ðBTBÞ1: ð38Þ
In fact, (37) is the gradient descent equivalent to (22) converging to the inverse square root
of the geometric mean instead of on the geometric mean itself. Equivalently, one may iterate
A A exp u=K
X
k
lnðBCkBTÞ
 h i1=2
; ð39Þ
converging to the square root of the FI geometric mean (as before, A here is a square root of
the FI mean). In the case of iterations (37) or (39), however, there is no point to perform a pre-
vious AJD (B in (37) and A in (39) can be initialized, for instance, by the inverse square root
and the square root of the arithmetic mean, respectively) and we encounter the same conver-
gence dependency on the step-size υ as for the gradient descent (22). Our approximation based
on (36) instead surely converges without any step-size to be searched, as convergence of the
AJD algorithm is ensured without using a step-size [36] and iterations (36) imply only a scaling
of B and also surely converge. Besides providing a unique solution, our ALE mean satisfies a
very important property: whereas the log-Euclidean mean is not invariant under congruent
transformation, the ALE mean is. This is demonstrated by the following:
Proposition 8. The ALE mean (35) satisfies the invariance under congruent transformation.
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Proof. We need to show that for any invertible matrix F
FGAfC1;    ;CKgFT ¼ GAfFC1FT ;    ; FCKFTg:
Let B1 a well defined AJD of set {C1,. . .,CK} with inverse A1 and B2 a well-defined AJD of set
{FC1F
T,. . ., FCKF
T} with inverse A2, both satisfying condition (35) for their respective set. The
expression above is then
FA1exp 1=K
X
k
lnðB1CkBT1 Þ
 
AT1F
T ¼ A2exp 1=K
X
k
lnðB2FCkFTBT2 Þ
 
AT2
Because of Proposition 2, if matrix B1 approximately diagonalizes the set {C1,. . .,CK} so does
matrix B2F according to the same criterion and if they both satisfy (35) for the set {C1,. . .,CK}
they are equal out of a permutation indeterminacy that we can ignore because of proposition 4.
As a consequence A1 = (B2F)
-1 = F-1A2 and thus A2 = FA1. Making the substitutions we obtain
FA1exp 1=K
X
k
lnðB1CkBT1 Þ
 
AT1F
T ¼ FA1exp 1=K
X
k
lnðB1CkBT1 Þ
 
AT1F
T :
Proposition 9. The ALE mean verifies the self-duality property (51) if the AJD solution B,
with inverse A, verifies the self-duality property of Definition 2.
Proof. Self-duality of the ALE mean is verified if
GAfC1;    ;CKg ¼ G1A fC11 ;    ;C1K g:
Using definition 2 we have
G1A fC11 ;    ;C1K g ¼ BTexp 1=K
X
k
lnðATC1k AÞ
 
B
h i1
;
and computing the inverse of the right-hand side
G1A fC11 ;    ;C1K g ¼ A exp 1=K
X
k
lnðATC1k AÞ
 h i1
AT :
Using ln(S-1) = -ln(S) and then (exp(-S))-1 = exp(S) we have
G1A fC11 ;    ;C1K g ¼ A exp
1
K
X
k
lnðBCkBTÞ
 

AT ¼ GAfC1;    ;CKg:
Note that the AJD matrix satisfying criterion (7) verifies the self-duality of definition 2 only
if K = 2 or if all products BTCkB are exactly diagonal, otherwise it verifies it only approximately.
Therefore, in general our ALE mean estimation (35) verifies self-duality (51) only approxi-
mately. Interestingly, the ALE mean would verify the self-duality property as well if the AJD
cost function makes use of a diagonality criterion based on the Riemannian distance (11) in-
stead of the Kullback-Leibler divergence as in (7). However, the search of such an AJD algo-
rithm has proven elusive so far. In conclusion, we have shown that the ALE mean verifies
several important properties satisfied by the FI Riemannian mean (invariance under reordering
and under congruence transformation, joint homogeneity and determinant equality). The self-
duality property is satisfied approximately in general and exactly in some special cases. Next
we will study the performance of the ALE mean by means of simulations.
Results
As mentioned in the introduction, the estimation of the FI geometric mean of a set of SPD ma-
trices has proven useful in a number of diverse engineering applications [1–10]. For instance,
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working with brain-computer interfaces based on electroencephalography (EEG) we have
found it very useful for defining prototypical brain states and classifying single trials according
to the distance of the trials to different prototypes. Since EEG data is generated under the in-
stantaneous linear mixing model (1)[39], in this section we explore the possible advantage of
estimating the geometric mean using the ALE estimation. In order to perform simulations we
generate sets of SPD matrices according to model (1) (see (2), but also see the generation of
simulated matrices in [28, 33]): a set of K matrices is generated as
Ck ¼ 10ðATrueDkATTrue þ SkÞ; ð40Þ
where ATrue2<N·N (true mixing matrix) has entries randomly drawn from a standard
Gaussian distribution, Dk is a diagonal matrix with entries randomly drawn from a squared
standard Gaussian distribution and bounded below by 10–4 and Sk is a noise matrix obtained
as (1/N)QQT where Q2<N·N is a matrix with entries randomly drawn from a Gaussian distri-
bution with mean zero and standard deviation σ (noise level).
Fig 5 shows typical convergence patterns for the GD (Gradient Descent with decreasing
step-size), MM (Majorization-Minimization), Bha (Bhattacharyya) and Pham’s AJD algorithm
(Pham’s AJD algorithm is the first part of the ALE algorithm) for K = 100 matrices of dimen-
sion N = 10, with three different noise levels (σ = 0.01, 0.1, 1). These three noise levels corre-
spond approximately to typical low, medium and high noise situations according to AJD
standards, that is to say, the diagonalization that can be obtained on a set generated with σ = 1
would be considered very bad for practical AJD purposes and the AJD matrix B in this case
cannot be assumed well-defined. We can appreciate the typical superlinear convergence rate of
Pham’s AJD algorithm in low and medium noise situations. For high noise situations the con-
vergence rate becomes slower. The opposite happens for the GD, MM and Bha algorithm,
which convergence rate becomes faster as the noise level increases. For considering the overall
computational efficacy of these algorithms we should also consider the complexity per itera-
tion; it is the lowest for Pham’s AJD algorithm, followed in the order by the Bha, GD and MM
algorithms. In fact, the log-Euclidean mean (26) necessitates the computation of K eigenvalue-
eigenvector decompositions only once. On the other hand, Bha (29) involves K+1 Cholesky de-
compositions at each iteration, GD (22) involves K eigenvalue-eigenvector decompositions at
each iteration and MM (24) involves 2K+2 eigenvalue-eigenvector decompositions at each iter-
ation. Iterations (36) in the second part of the ALE algorithm converge reliably in a few itera-
tions requiring K eigenvalue-eigenvector decompositions per iteration. Overall then, the ALE
mean based on Pham’s AJD is advantageous when Pham’s algorithm convergence rate is qua-
dratic. This happens when the noise in data model (1) is small enough.
Fig 6 shows the typical relation observed between the trace and the determinant of the FI
geometric mean estimated by algorithm GD and MM (they converge to the same point), LE,
Bha and ALE. As we can see the log-Euclidean mean has always the same determinant as the FI
mean, but larger trace. The Bhattacharyya mean has always both different trace and different
determinant. The ALE mean has determinant and trace only very slightly different, regardless
the noise level. As the noise increases the bias of the LE and Bha mean tends to decrease.
Fig 7 shows the FI distance (11) between the LE, Bha, ALE geometric mean and the FI mean
estimated by the GD and MM algorithms (they converge to the same point, which is used here
as a benchmark) for K = 100 matrices of dimension N = 10, with three different noise level (σ =
0.01, 0.1, 1). The distance is plotted against the condition number of the true mixing matrix in
our generative model (40). The ALE mean is consistently closer to the FI mean in all cases and,
surprisingly, in absolute terms it is pretty close even in the high-noise case (σ = 1). Also, as sug-
gested by Fig 6, the estimation of LE and Bha approaches the FI mean as the noise increase. On
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the other hand, the conditioning number appears to play a role only for the low and moderate
noise cases (σ = 0.01, 0.1).
Conclusions and Discussion
In this paper we explored the relationship between the approximate joint diagonalization of a
SPD matrix set and its geometric mean. After appropriate scaling, the inverse of the joint diag-
onalizer of two SPD matrices is a square root of their geometric mean. For the general case of a
Fig 5. Typical convergence behavior of algorithms GM, MM, Bha and ALE (first part of ALE algorithm,
corresponding to AJD estimation by Pham’s algorithm). The simulations are done generating data
according to (40) for three noise levels (σ = 0.01, 0.1, 1). Each algorithm was stopped when its own stopping
criterion became smaller than -100dB.
doi:10.1371/journal.pone.0121423.g005
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SPD matrix set comprised of more than two matrices, we have studied a family of geometric
means that includes the geometric mean according to the Fisher information metric (the FI
mean) and the log-Euclidean mean. Then we have introduced a specific instance of this family,
which is computationally attractive and does not require a search for the optimal step size. We
have showed that it approximates the FI geometric mean much better than the log-Euclidean
mean. Indeed, this mean, named the ALE mean, can be conceived as an improved version of
the log-Euclidean mean, in that i) it satisfies the congruence invariance and ii) similar to the
log-Euclidean mean it has the same determinant as the FI mean, but has much smaller trace,
thus its trace is much closer to the trace of the FI mean. The ALE mean can be computed by
running an AJD algorithm followed by a specific scaling obtained by a simple iterative proce-
dure. The AJD algorithm developed by Pham [36] is particularly adapted for this purpose, as
its convergence is guaranteed and features nice invariance properties, which translate into a
number of invariance properties for the ALE mean. For this algorithm the convergence rate is
quadratic when the set can be nearly diagonalized, that is, when the data is generated according
Fig 6. Typical relation between the trace (x-axis) and the determinant (y-axis, in dB) of the FI geometric mean as estimated with algorithm GD and
MM (cross), and the means estimated by LE (diamond), Bha (triangle) and ALE (disk) for four noise levels (σ = 0.01, 0.05, 0.1 0.2), N = 10 and
K = 100. The arrows link the FI estimation with the corresponding LE and Bha estimations.
doi:10.1371/journal.pone.0121423.g006
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to model (1) and the noise term therein is small enough. In such a situation our ALE mean is
clearly advantageous over its competitors both in terms of stability (guarantee of convergence)
and computational complexity. Also, for matrices of big dimension Pham’s AJD algorithm can
be easily parallelized, since it proceeds in a Jacobi-like fashion updating pair-wise the vectors of
the matrix [36]. An on-line implementation is also straightforward and very efficient [41]: one
creates a circular buffer of matrices and once an incoming matrix enters the buffer one or two
iterations of the algorithm suffice to update the AJD solution and one or two iterations (36)
suffice to update the ALE mean altogether. By applying appropriate weighting to the matrices
Fig 7. Distance of the LE (diamonds), Bha (triangles) and ALE (disks) geometric mean to the FI
geometric mean estimated by the GD and MM algorithm (they converge to the same point), for three
noise levels (σ = 0.01, 0.1, 1) and variable condition numbers of the true mixingmatrix in (40). The
simulations were repeated 100 times, with N = 10 and K = 100. Notice the different scales on the y-axes.
doi:10.1371/journal.pone.0121423.g007
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in the buffer and/or regulating the buffer size one decides how fast the ALE mean should adapt
to the incoming data. Our simulations have confirmed our analysis and have shown that the
ALE mean can be employed even if the noise term in data generation model is high, i.e., even if
the matrices are very far apart from each other in terms of their Riemannian distance; however
in this case the computational advantage of the ALE mean vanishes. We conclude that the ALE
mean is the convenient choice when the set can be diagonalized pretty well; otherwise the gra-
dient descent algorithm is computationally advantageous, even if searching for the optimal
step-size at each iteration.
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