Abstract. It is well known that with any usual multiresolution analysis of L 2 (IR) is associated a pyramidal algorithm for the computation of the corresponding wavelet coe cients. It is shown that an approximate pyramidal algorithm may be associated with more general Littlewood-Paley decompositions. Accuracy estimates are provided for such approximate algorithms. Finally, some explicit examples are studied.
1. Introduction. Wavelet analysis has emerged in the past ten years as a completely generic methodology for solving problems in many di erent areas such as mathematical analysis and operator theory, numerical analysis, signal and image processing, computer vision, computer musics, turbulence, astrophysics for instance. Among the advantages of wavelet decompositions, their relative simplicity and the existence of associated fast algorithms are ones of the most important 1] 6].
There exist essentially two di erent approaches to wavelets, namely the discrete and the continuous ones. Roughly speaking, the discrete wavelet decompositions are most adapted to problems in which it is important to reduce the volume of data, for instance in signal or image compression, or numerical analysis. On the other hand, for physical signal analysis problems, one is interested in keeping redundancy on the wavelet transform, to get a ner analysis.
The main drawback of continuous wavelet decompositions is that there is a priori no associated fast algorithm for the computation of the corresponding wavelet transform. Some attempts have been made in order to cure such a drawback, mainly by matching a multiresolution framework to the continuous setting (see for instance 4] 7]). They are in general associated with limited classes of wavelets.
We describe here a method for associating fast algorithms to continuous wavelet decompositions, based on the same philosophy. It is in particular shown that starting from an usual mother wavelet, the scale discretization yields a new wavelet (called the integrated wavelet) to which is associated a pair or low and high-pass lters. These lters are in general not discrete, but may in some situations be well approximated by discrete lters, the localization of which can be directly related to the regularity of the scaling function.
The paper is organized as follows. Section 2 is devoted to a description the version of continuous wavelet decompositions that we will use in the sequel. In section 3 we present the algorithmic aspects we are interested in, and in particular our main result theorem (3.2) . We present some examples in section 4 and section 5 is devoted to conclusion.
Throughout this paper we shall use the following notations. the complex Hardy space). We shall be interested here in two \decomposition-reconstruction" schemes, corresponding to di erent \reconstruction wavelets".
2.1. The bilinear scheme. Generically, an in nitesimal wavelet (or mother wavelet) is a function 2 L 1 (IR) such that the following admissibility condition holds:
(in such a case, is in general taken to be a real-valued function). If^ is say di erentiable, equation (1) and one has the following representation theorem, the proof of which is well known and can be found for instance in 3] or 2]. We shall use the following notations
2.2. The linear scheme. It is well known that the reconstructing and the analyzing wavelets can be decoupled i.e. one can use di erent in nitesimal wavelets for the computation of the coe cients and for the reconstruction of the analyzed function from the coe cients. In such a case, the admissibility condition (1) has to be modi ed accordingly.
A particular example of such a decoupling, which has been known for a long time, consists in taking formally a Dirac distribution for the reconstructing wavelet. Assuming instead of equation (1) 
Notice that for any value of the scale parameter a = 2 j , we sample the corresponding wavelet and scaling function transform at unit sampling frequency. Then if and are related bŷ
where m 0 and m 1 are the 2 -periodic low-pass and high-pass lters m 0 ( ) = P k h k e ik m 1 ( ) = P k g k e ik (34) then the coe cients may be computed using the following pyramidal algorithm
The algorithm is called pyramidal since scaled copies of the same lters are used throughout the calculation, and the coe cients are obtained by successive convolutions with such lters. It is easy to see that the total number of multiplications necessary to process N samples of say S 0 f is proportional to N log(N). It is schematically described in gure 1 (in the particular situation where the m 0 ( ) lter has only The problem is that no discrete lters are \a-priori" available. We shall work with both the linear and the bilinear analysis-reconstruction schemes at the beginning, and specify our choice later on. We shall assume from now on that a pair of functions
can be de ned almost everywhere in IR. This is clearly the case in the bilinear scheme, where j b j is monotonic for both 0 and 0. The problem is that in general, such a m 0 -function is not 2 -periodic, and thus cannot be used in a pyramidal algorithm.
Nevertheless, a modi cation is possible. 
We will assume that the collection (x ? k); k 2 Z Zg is a Riesz basis of U 0 , or, equivalently, there exists two nite and nonzero constants A and B such that is given by its Fourier transform
Consider now the discretization of the functions T j f(x) and S j f(x), that we shall denote by T d j f(n) and S d j f(n) respectively:
1 This assumption is motivated by the fact that we will sample the wavelet transform and the scaling function transform at unit sampling frequency 2 A natural candidate for m a 0 ( ) is the periodization Fourier coe cients. We will then set:
and for j > 1
Our purpose is to compare such \algorithmic expressions" 3 with the exact expressions S d j f and T d j f, and to nd \best approximants" for the m a 0 and m a 1 lters. The rst remark is the following Our main result is the following. Let us now consider larger scales. Before going into the details, let us introduce for convenience the following \intermediate" sequences: 
(for C 0 p 2 6 = 1) in the limit. The limit is nite for C 0 = 1 and zero for C 0 < 1, while it diverges for C 0 > 1. In the two rst cases, this means that the accumulation of errors due to the approximate algorithm is compensated by the fact that S j f, lying at larger and larger scales, is all the time sampled at the same frequency. This shows that \redundancy implies stability". 
which proves the theorem. Thus, under some weak assumptions on the scaling function, it is possible to get well localized lters. However, this problem is completely independent of the accuracy problem addressed in the previous section.
Notice also that theorem 3.4 is to be compared with similar results in the case of classical multiresolution analysis, which led to the notion of r-regular multiresolution analysis (see 6]).
3.4. The bilinear scheme. We have seen in the corollary of the previous subsection that the approximate ltersm 0 andm 1 given in (45) and (46) are ideally adapted to the linear analysis-reconstruction scheme. However, in the bilinear case, m 0 andm 1 cannot be directly used to \reconstruct" the analyzed function from the approximate coe cients, since they do not ful ll the QMF condition: jm 0 ( )j 2 + jm 1 ( )j 2 6 = 1 in general (71) A possibility is then to use di erent lters for the reconstruction, for instancem 0 as low-pass lter, andm (72) as high-pass lter. One has in such a case to be careful with the zeros of them 1 ( ) lter.
As an alternative, the same kind of analysis as before can be performed in the bilinear \analysis-reconstruction" scheme. The previous arguments have to be applied to the details and approximations instead of the wavelet coe cients themselves. It is worth noticing that in such a case, the bilinear scheme is well suited for this pair of lters, and ensures the validity of the usual QMF relation: jm a 0 ( )j 2 + jm a 1 ( )j 2 = 1 (78) Moreover, it is easy to derive the \bilinear counterpart" of theorem 3.4, relating the length of the approximate lters to the regularity of the scaling function.
3.5. Some complementary remarks. 1. The algorithm described above is actually adapted to the problem of nding approximate discretization of Littlewood-Paley decompositions, and is a priori independent of the linear or bilinear schemes derived from continuous wavelet decompositions. In other words, there is no connection between the b discretization problem and the scale discretization (which is not a true discretization in the method reported in section 2). Corollary 3.3 simply states that if one considers the ltersm 0 andm 1 , the choice of the linear scheme yields simpler reconstruction formulas.
2. Throughout this paper, we have implicitely xed a reference scale by the choice of a sampling frequency equal to one for all the voices of the wavelet transform. A change of this sampling frequency is equivalent to a global scaling of L 2 (IR).
3. Assume that we are in the case of a scaling function with exponential decay in the Fourier space (i.e. b ( ) C e ? j j for some positive ). Then it is not very di cult to show that (in the case of a unit sampling frequency) the approximation of the lters obtained by sampling the inverse Fourier transform of m 0 leads to an error on the scaling function coe cients of the order e ? . In the same way, de ning the approximate 2 -periodic high-pass lter by the QMF-relation leads to the same kind of error estimate for the wavelet coe cients.
4. Obviously, it follows from the expressions of the approximate lters (both in the linear and bilinear schemes) that if and are associated with an usual multiresolution analysis, with 2 -periodic lters, one recovers m a 0 = m 0 and m a 1 = m 1 .
5. It was shown in 2] how to use Calder on's formula to get descriptions of the Fourier space di erent from the Littlewood-Paley one, by replacing the powers of 2 by an arbitrary monotonic sequence of scale parameters. It sounds reasonable to think of corresponding approximate algorithms similar to the one described above, at least for rational scale parameters. However this has not been done at the present time. 4 . Examples. There are many examples of continuous wavelets for which an e cient algorithm is needed. We describe here some very simple examples (the lters coe cients have been computed using the Mathematica Package). 
The integrated wavelet is then a DOG wavelet (\Di erence Of Gaussians"), and there is no problem to derive the details coe cients T d j f form the approximations S d j f. But one clearly need an e cient algorithm to compute the approximations. In general, the scaling function and wavelet have to be scaled properly in order that the corresponding transforms can be accurately sampled at unit sampling frequency. We shall then consider more general scaling functionŝ '( ) = e ? 2 = (82) with the corresponding integrated wavelets. We give as examples the plots of the approximate low-pass ltersm 0 ( ) (the high-pass lterm 1 ( ) is easy to deduce) , and the coe cients ofm 0 ( ) andm 1 ( ) for = 4 and = 6 respectively. It is worth noticing that in both cases (and in fact for any positive ), the fh k g and fg k g sequences are rapidly decreasing, as a consequence of theorem 3.4. Notice that^ n ( ) 0 1 + O(j j n ). Then^ n 2 C n?1 (IR) and jd m^ =d m j has exponential decay 8m = 0; :::n ? 1, which implies that h k = O(k 1?n ).
The integrated wavelets are easy to deduce, and the associated low-pass lter is represented in gure 5, in the case n = 1 (with = :3). The case n = 1 is not very interesting numerically because' is nondi erentiable at = 0 and the m 0 lter has slow decay. We shall then show the case n = 5, = :3 for which the low-pass lter is shown in gure 6. The previous lters can then be used to get a fast approximate algorithm for wavelet transform with such wavelets. Of course, adapted lters can also be obtained by using directly the formula yielding them i lters. However,^ n being discontinuous at the origin for any n, such lters are not suitable for numerical use since they have slow decay. 5 . Conclusions. We have described in this paper a method that associates a pair of (2 -periodic) lters with a Littlewood-Paley (or dyadic wavelet) decomposition, yielding a pyramidal algorithm for the computation of a corresponding approximate transform.
We have in particular shown that in the case where the Littlewood-Paley decomposition comes from a \linear scheme" of in nitesimal wavelet analysis (as described in 2]), such lter ful ll a kind of \linear" QMF relation, leading to simple reconstruction formulas from the approximate coe cients. Our main result was an estimate of the accuracy of the approximate algorithm. The problem of nding approximate lters was transformed into a minimization problem having a unique solution. Of course when there already exist a pair of 2 -periodic lters naturally associated with the wavelet, this solution coincides with it.
In the case of the \linear scheme" of in nitesimal wavelet analysis, we also got explicit expressions for approximate lters. It is to be noticed that in some cases, the error estimates go to zero as the scale becomes larger and larger. This is due to the fact that the wavelet transform is sampled at a xed sampling frequency, independently of the scale. In such cases, the redundancy of the wavelet transform implies the stability of the algorithm.
As in the case of usual multiresolution analysis, the localization (i.e. decay properties) of the approximate lters is directly related to the regularity of the scaling function.
We also have discussed some simple examples, in particular those of the LOG and DOG wavelets in the linear scheme, familiar to computer vision specialists, and wavelets of exponential type. If the corresponding scaling functions are su ciently well localized in the Fourier space, good error estimates are obtained.
Let us notice that n-dimensional generalizations of our method with the tensorproduct construction of lters are straightforward.
