Fuzzy regression analysis is one of the most widely used statistical techniques which represents the relation between variables. In this paper, the crisp inputs and the symmetrical triangular fuzzy output are considered. Two hybrid algorithms are considered to fit the fuzzy regression model. In this study, algorithms are based on adaptive neuro-fuzzy inference system. The results are derived based on the V -fold cross validation, so that the validity and quality of the suggested methods can be guaranteed. Finally, using the numerical examples, the performance of the suggested methods are compared with the other ones, such as linear programming (LP) and quadratic programming (QP). Based on examples, hybrid methods are verified for the prediction.
Introduction
The concept of fuzzy regression analysis was introduced by Tanaka et al. [39] in 1982. Tanaka et al. [38] regarded fuzzy data as a possibility distribution. So, they supposed the deviations between the observed values and the estimated values are due to the fuzziness of the system structure. In general, several fuzzy regression techniques have been proposed based on fuzzy least squares (FLS) and mathematical programming methods, such as linear programming (LP) or quadratic programming (QP) that minimize the total spread of the output. FLS and mathematical programming methods were initially proposed by Diamond [11] and Tanaka et al. (see, e.g. [36, 37, 38] ) respectively. Moreover, the several variants FLS (see, e.g. [1, 5, 24, 29] ) and mathematical programming (see, e.g. [27, 28] ) have been applied for the fuzzy linear regression problem. In the fuzzy literatures, the several extensions of these methods have been proposed in a non-parametric context. For fuzzy nonparametric regression, Cheng and Lee [6] proposed k-NN and kernel smoothing techniques, Farnoosh et al. [14] introduced a modification on ridge estimation and Wang et al. [40] proposed local linear smoothing technique. Razzaghnia and Danesh [30] analyzed local linear smoothing technique in nonparametric regression with trapezoidal fuzzy data. In the recent years, the artificial intelligent modeling techniques have been utilized to approximate the non-linear problems, the complex behaviors and the prediction of the regression parameters. Ishibuchi et al. (see, e.g. [16, 17, 18] ) have introduced fuzzy regression analysis by using neural networks and proposed a learning algorithm of the fuzzy neural networks with the triangular fuzzy weights. Mosleh et al. [25, 26] used a novel hybrid method based on fuzzy neural network for fuzzy coefficients prediction of fuzzy linear and nonlinear regression models and for solving a system of fuzzy differential equations. Shapiro [32] proposed the merge of neural networks, fuzzy logic, and genetic algorithms. Kraily et al. [23] have utilized k-NN graph of high dimensional data as efficient representation of the hidden structure of the clustering problem. Cluster centers are fine-tuned by minimizing fuzzy-weighted geodesic distances. Their algorithm is capable to cluster networks. In 1993, Jang [20] proposed adaptive network based on inference systems (ANFIS) that combines the artificial neural networks and the fuzzy systems. It has the benefits of the two models. In 1998, Cheng and Lee [2, 4] formulated the ANFIS model and radial basis function networks for the fuzzy regression and Dalkilic and Apaydin [7, 8] used the ANFIS model to analyze the switching regression and estimate the fuzzy regression parameters in 2009 and 2014. Also, Danesh et al. [9] proposed the fuzzy least squares problem based on Diamond's distance to optimize the consequent parameters in the hybrid algorithm of the adaptive neuro-fuzzy inference system method. Kayacan and Khanesar [21] have been proposed a novel hybrid training method that uses particle swarm optimization (PSO) for the training of the antecedent parts of type 2 fuzzy neural networks (T2FNNs) and SMC-based training methods for the training of parameters of their consequent parts. Gaxiola et al. [15] presented the optimization of type-2 fuzzy inference systems using genetic algorithms (GAs) and PSO. So in recently years, ANFIS has been applied in different areas such as medicine, industry, geography, and econometrics. In medical field, Sridevi and Nirmala [33] utilized ANFIS to perceive and show clinical results of prenatal Truncus Arteriosus congenital heart defect, and in geography, Dewan et al. [10] proposed that ANFIS model could be utilized for prediction of ultimate tensile strength of Friction-stir-welding joints. They considered three critical process parameters including spindle speed, plunge force and welding speed. Fang and Lee [13] have used a self-tuning controller based on a neuro-fuzzy algorithm to control the rotation speed of the outboard thrusters for the optimal adjustment of the ship position, heading and for path tracking. In industry, Sarhadi et al. [31] have proposed a novel adaptive predictive control method based on adaptive neuro-fuzzy inference system for a class of nonlinear industrial processes. Linear part is approximated using least squares estimation technique, and the nonlinear part is identified using an ANFIS-based identifier. In econometrics, Cheng et al. [3] presented that artificial intelligence approaches are applicable to cost estimating problems related to expert systems, case based reasoning (CBR), neural network (NN), fuzzy logic (FL), genetic algorithms (GA) and derivatives. In this study, the linear programming method is proposed to optimize the consequent parameters in the hybrid algorithm of the adaptive neuro-fuzzy inference system method. Also, hybrid algorithms based on linear programming and fuzzy least square are designed to predict fuzzy regression model and reduce error. In these algorithms, the gradient descent method is used to compute the premise parameters (fuzzy weights). Also, the linear programming method (FWLP) and the fuzzy least squares (FWLS) to optimize the consequent parameters. Hybrid methods are compared with LP and QP methods. It is demonstrated that hybrid methods have lower error than LP and QP in the prediction. This paper includes four sections. In section 2, the concepts and formulations of the different models are explained. In section 3, ANFIS method is extended in fuzzy regression and the consequent parameters are obtained by using the linear programming and fuzzy least squares based on Diamond's distance. Two examples are used to illustrate the methods in section 4, and the analysis of the results is discussed in section 5.
Material and Methods
Definition 1 : Suppose that X = (l X , a X , r X ) is a triangular fuzzy number so that a X , l X and r X and are the center, the lower and the upper limits being this fuzzy number, respectively. The membership function of X = (l X , a X , r X ) is defined as follows:
, r B ≥ 0 be any two triangular fuzzy numbers. So, the distance between A and B can be expressed as [11] :
This distance measures the closeness between the membership functions of two triangular fuzzy numbers. The membership functions A and B are equal when d 2 (A, B) = 0. Also, the result of addition of triangular fuzzy numbers is a triangular fuzzy number again.
Definition 2 : The function f (x) is a mapping from x to Y where x j = (x j0 , x j1 , . . . , x jp )(j = 1, . . . , n) is a p-dimentional vector crisp independent variable and domain is assumed to be D⊂R p . Consider the following the fuzzy regression model:
where Y has the fuzzy structure and ε represents the regression error with conditional mean zero and variance σ 2 (x) given x. Y is the response variable. A symmetric triangular fuzzy number Y j can be written as Y j = (a j , β j ) where a j and β j are the center and the spread of a symmetric triangular fuzzy number respectively, and β j = r j − a j = a j − l j .
Forecasting methods.
In this section, we will briefly describe LP and QP methods.
2.1.1. Fuzzy regression with linear programming (LP). In this study, we consider a fuzzy regression model with crisp inputs and triangular fuzzy output. Consider the following fuzzy regression model as:
where n is the number of data points, x j = (x j0 , x j1 , . . . , x jp ) is a p-dimensional input vector of the independent variables at the j th observation, P = (p 0 , p 1 , . . . , p p ) is a vector of unknown fuzzy parameters and Y j is the j th observed value of the dependent variables. P can be denoted in vector form as P = {a, b} where
. . , α p ), b i is the center value and α i is the spread value of p i , i = 0, . . . , p. Also, Y j = (a j , β j ) is symmetric triangular fuzzy number where a j and β j are the center and the spread, respectively. Also according to the proposed method by Tanaka et al. [38] , the fuzzy regression parameters can be obtained by solving the following linear programming (LP) model:
so that, the following two constraints must be established:
and, α i ≥ 0, i = 0, . . . , p, j = 1, . . . , n. In this model, the constrains guarantee that the support of the estimated values from the regression model includes the support of the observed values in h-level (0 < h ≤ 1).
Quadratic programming.
Let the observed values Y j = (l yj , a yj , r yj ) and the predicted valuesŶ j = (l yj ,â yj ,r yj ) are asymmetric triangular fuzzy numbers (j = 1, . . . , n) where l yj , a yj and r yj are the lower, the center and the upper limits of the observed fuzzy outputs andl yj ,â yj andr yj are the lower, the center, and the upper limits of the predicted fuzzy outputs. In this method, the proposed objective function in [12] is applied for the crisp inputs and the asymmetric fuzzy output that is defined as follows:
Where k 1 > k 2 allow to give more importance to the central tendency and k 1 < k 2 to reduce of estimates uncertainty in the process. Suppose Y j = (a yj , β yj ) and Y j = (â yj ,β yj ) are two symmetric fuzzy numbers, where a yj and β yj are the center and the spread of the observed fuzzy outputs,â yj andβ yj are the center and spread of the predicted fuzzy outputs, l yj = a yj − β yj , r yj = a yj + β yj ,l yj =â yj −β yj andr yj =â yj +β yj . In this study, k 1 = k 2 is considered. By substituting l yj , r yj , l yj andr yj in Eq. (2.8), it can be rewritten as follows:
Therefore, Eq. (2.9) is applied as objective function in the quadratic programming. In this method, we will minimize the following function:
so that, constraints Eqs. (2.6) and (2.7) must be established.
Adaptive neuro-fuzzy inference system (ANFIS).
ANFIS is a famous hybrid technique which combines the adaptive learning capability of ANN along with the intuitive fuzzy logic of human reasoning formulated as a feed forward neural network. Hence, the advantages of a fuzzy system can be combined with a learning algorithm [19, 20] . It is one of the most popular neural fuzzy systems. The fuzzy inference system forms a useful computing based on concepts of fuzzy if-then rules [35] . To present ANFIS architecture, we consider four fuzzy if-then rules with two input variables and one output y.
Figure. 1 shows the architecture of the ANFIS model in which x 1 , x 2 and y ∈ R are input and output variables, respectively. A k 's are fuzzy sets and f k represents system output due to rule R k (k = 1, 2, 3, 4).
In the following, the five layers of the system are explained that have twodimensional input and one output. In the first layer, all the nodes are adaptive nodes. They generate membership grades of the inputs. The node functions are given by:
where x 1 and x 2 are inputs, µ A k 's are appropriate membership functions and o 1,k is the output of the k th node of the layer l. In this paper, we will use Gaussian membership function where parameters τ k and σ k represent the center and the width, respectively. In the second layer, the nodes are also fixed. The outputs of this layer can be calculated as:
In Figure. 1, implication has been shown with notation . . In the third layer, the nodes are fixed nodes. It calculates the ratio of a rule's firing of all the rules. The outputs of this layer can be calculated as:
This is called normalized firing strength and it has been shown with notation N in Figure. 1. In the fourth layer, the node is an adaptive node. The node function associated in the level 4 is a linear function. The outputs of this layer can be represented as below:
In this work, p k i will be assumed to be a triangular fuzzy number for k = 1, . . . , 4 and i = 0, 1, 2.
In the fifth layer, the single node carries out the sum of inputs of all the layers. The overall output of the structure is expressed as:
Methodology of the proposed method
In Eq. (2.14), assume that the consequence parameter p k i is a symmetric triangular fuzzy number and is represented as p
Also, Y j andŶ j are symmetric triangular fuzzy numbers and are represented by Y j = (a yj , β yj ) andŶ j = (â yj ,β yj ), j = 1, . . . , n, where n is the number of data points, a yj is center value and β yj is spread value of Y j , andâ yj is center value andβ yj is spread value ofŶ j . Suppose x j = (x j0 , x j1 , . . . , x jp ) is a p-dimensional input vector of the independent variables at the j th observation, also, P = (p 0 , p 1 , . . . , p p ) is a vector of unknown fuzzy parameters and Y j is the j th observed value of the dependent variables.p i , i = 0, . . . , p, can be denoted in vector form as p i = {a, b} where
is center value and α k is spread value of p i , i = 0, . . . , p. So from the above definitions, using fuzzy arithmetic and substituting p k i into Eq. (2.14), it can be expressed as:
wherew k is known. In this paper, the fuzzy weights (premise parameters) are updated by using the back propagation. In this method, we only use the first part of the Eq. (2.9) to update fuzzy weights that is defined as:
and the influence of the spread is ignored. So, the back propagation error for each layer is obtained as follows [2, 20] :
e l,k is the back propagation error of the k th node of the layer l. A l+1,r , is the node function of the r th node of (l + 1) th layer, o l,k represents the output k th node of the layer l and M l+1 is the total number of nodes in the (l + 1) th layer. So, error of the final output node is calculated as:
So, the gradient vector is defined as the error measure derivatives with respect to each parameter. The derivative of the overall error measure e with respect to parameter δ is:
Thus, the updating formula for δ is defined as:
where ϑ is the learning rate. In this paper, the consequence parameters p So that, the following two constraints must be established:
and, α iω ≥ 0, i = 0, . . . , p, k = 1, . . . , m, j = 1, . . . , n.
3.2. Fuzzy least squares problem in the prediction of the consequence parameters. By using fuzzy least squares problem, we can obtain the consequence parameters estimation for the fuzzy regression model as follows:
where,
3.3. Modelling Performance Criterion. In the following, we put
and use Eq. (3.13) as a quantity to measure bias between the observed values, Y j = (l j , a j , r j ), and the predicted values,Ŷ j = (l j ,â j ,r j ), for all X j s (j = 1, . . . , n) where l j , a j , r j ,l j ,â j , andr j are lower, center and upper of the observed fuzzy outputs and, lower, center and upper of the estimated fuzzy outputs. Large value of this quantity indicates lack-of-fit and too small value reflects over-fit for the observed fuzzy outputs. Also, we use the method of Kim and Bishu (1998) [22] for evaluation of the performance of the suggested models. In this method, the absolute difference between the observed membership values and the estimated values are calculated. This method is defined as:
where S(Y j ) and S(Ŷ j ) are support of Y j andŶ j , respectively. In other words, E j is the error in our estimation. If E j trend to zero, then the fitting is the best. In this study, an 'epoch' (EP) means a complete presentation of the entire set of the training data.
The learning algorithm of FWLP method.
For forecasting model parameters, the steps taken can be summarized as follows:
Step 1: Input value h and EP.
Step 2: Divide all data into two subsets, train data (TRD) and test data set (TED) by V-fold cross validation technique. For each of V folds, use V-1 folds for training and the remaining one for testing.
Step 3: Determine the initial values of the premise parameters (fuzzy weights) by using Eq. (3.8).
Step 4: Identify the consequent parameters by solving the linear programming Eqs. (3.9) and (3.10).
Step 5: Terminate the training of network when average of ERROR in Eq. (3.4) is smaller than a predefined small number or reach the last number of predefined epoch, otherwise go to Step 2 and update the premise parameters.
Step 6: Determine the error values of E j and ERROR in Eqs. (3.13) and (3.14) for the evaluation of the designed method.
Step 7: Repeat steps 3 to 6 for each of the V-folds.
The learning algorithm of FWLS method.
This algorithm is similar to FWLP's except that the consequent parameters are identified by fuzzy least squares problem Eqs. (3.11) and (3.12) in step 4. In this paper, we use MATLAB software tool for codding.
Numerical examples
In order to demonstrate the applicability of the hybrid algorithms, numerical examples are used. Also, the obtained results of the different methods are compared.
Example 1: Grinding is a material removal and surface generation process used to shape and finish components made of metals and other materials. The precision and the finish surface obtained through grinding can be up to ten times better than either turning or milling. As seen in Figure. 2(a), grinding employs an abrasive product and usually a rotating wheel brought into controlled contact with a work surface. The grinding wheel is composed of abrasive grains held together in a binder.
These abrasive grains act as cutting tools and remove tiny chips of material from the work surface. As these abrasive grains wear and become dull, the added resistance leads to fracture of the grains or weakening of their bond (see Figure. 2 (b) and (c)). Grinding goals are as follows: 1. Creating precise tolerances, 2. Create optimal surface finish, 3. Creating accurate surface form, 4. Machining of hard and brittle materials. The work part moves past the wheel at a certain linear velocity called feed speed (v w ). Consider dataset in Table 1 . The input x is the feed speed of a grinding wheel and Y j is the roughness of a workpiece surface. The output Y j is measured by symmetric triangular fuzzy numbers as Y j = (a j , β j ), with center a j and spread β j . The structure of the suggested models with 5-fold cross validation technique, that the validity and quality of the proposed methods can be guaranteed, are designed for a single input and an output. Also, LP and QP methods with 5-fold cross validation technique are applied to fit regression model. The obtained parameters of the fifth fold (V=5) that has the least error in test for different methods such as, LP, QP, FWLP and FWLS are respectively shown as follows:
Y j = (â j ,β j ) = (0.1397, 0.0700) + (0.0895, 0.0465)X j , Y j = (â j ,β j ) = (0.1425, 0.0651) + (0.0886, 0.0479)X j . The structure of the hybrid methods are constructed for this example, for a single input and an output. The MATLAB software tool is used for codding. The experimental dataset is randomly divided into TRD and TED using 5-fold cross validation method. TRD is inputted into the proposed models for training. TED is used to verify the predictive accuracy and the effect of system. TRD is trained by the proposed algorithms with 3 mf because it covers the entire data Table 10 . The predicted fuzzy outputs using different methods. Tables 2 and 3 . In the finally, output Y j is calculated.
For example,f (x 18 ) can be calculated using the FWLP method as follows. In the first, w 18,k are calculated for k = 1, 2, 3. So using the premise parameters of Table 2 Tables 4-9 . Also, for making a numerical comparison, the observed values and the predicted values of the fifth fold (V=5) that has the least error in test are summarized in Table  10 . They are used to compare the estimated values and the observed values. The error values E j of the different methods are shown in Table 11 . By using tables, it can be observed that the error values of hybrid algorithms are lower than the error values the other ones and the hybrid algorithm based on fuzzy weights and fuzzy least squares problem provides the best prediction.
Example 2: Consider the following function:
where the domain of X = (
A set of data is generated the same way as that in [17] and in the following manner.
The crisp inputs of the independent variables x 1 and x 2 are randomly taken from 0 to 10. Let output Y j = (a j , β j )(j = 1, 2, . . . , n) is a symmetric fuzzy number that is generated by:
where rand[a, b] denotes a random number between a and b for each j. Using Tables  20 and 21 . Like the previous example, it can be observed that the error values of hybrid algorithms are lower than the error values the other ones. Also, the hybrid algorithm FWLS provides the best prediction. 
Conclusion
In this paper, we proposed two hybrid algorithms to design neuro-fuzzy systems with the linear programming and the fuzzy least squares to predict the fuzzy regression model. Also, we used numerical examples to demonstrate the applicability of the hybrid algorithms in case of crisp inputs and fuzzy output. In order to, we compared the obtained results of the different forecasting techniques. This article can propose a guideline for selecting the appropriate regression method for predictive proposes. The main findings this paper may be summarized as follows:
(1). By using tables, it can be seen that hybrid methods are stable. Based on examples, the hybrid methods decrease errors to a minimum level and have more accurate than the LP and QP methods. observation number increases the width of the estimated value (2). In the FWLP method, the constrains guarantee that the support of the estimated values from the regression model includes the support of the observed values in h-level (0 < h ≤ 1). As the increases, so that applicability of the FWLP method is limited in action.
(3). The FWLP method has less complicated than the FWLS method in computations but the FWLS method is more accurate than the FWLP method.
