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We consider the eigenvalue problem for a selfadjoint system of linear ordinary
differential equations with general mixed boundary conditions which allow a
combination of terms involving boundary values from the left and right end points.
We obtain a precise formula for the Morse index of the problem which is valid
even in the degenerate case. Q 1997 Academic Press
INTRODUCTION
Over the years there have been many studies made of the stability of
steady solutions for parabolic systems. In a lot of these investigations the
location and structure of the spectrum of a corresponding elliptic operator
plays a key role. By using linearization and separation of variables,
questions about the stability for extremely complicated multidimensional
systems of partial differential equations can be reduced to the investiga-
w xtion of the spectrum of a one-dimensional linear operator 26, 25, 12, 5]7 .
Therefore, even the one dimensional case we are going to consider is of
interest in terms of applications.
The main aim of our research is to find a formula for Morse's index, i.e.,
the number of negative eigenvalues each eigenvalue counted with its
. w xmultiplicity of the following problem 22 .
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 .We are given n = n matrix-functions P, Q, and G, and Q x symmetric
 . w xand P x symmetric and positive definite for any x g 0, 1 . C and C are1 2
n = r matrices of real numbers such that if
C1C s  /C2
 .so that C has size 2n = r then rank C s r. Also we are given an r = r
symmetric matrix B.
We consider the problem of finding a nonzero n-dimensional vector
r  .function u, a vector ¨ g R r G 0 , and an eigenvalue l g R such that
XXX X TLu s y Pu q Gu y G u q Qu s lu 0.1 .  .  .
with boundary conditions
u 0 s C ¨ , u 1 s C ¨ 0.2 .  .  .1 2
B¨ s CTP 0 uX 0 y CTP 1 uX 1 q CTGT 0 u 0 y CTGT 1 u 1 , .  .  .  .  .  .  .  .1 2 1 2
0.3 .
where GT is the transpose of G.
 .  .Note that in the case r s 0 the boundary conditions 0.2 , 0.3 reduce to
u 0 s 0, u 1 s 0. 0.4 .  .  .
w x  .  .As in Morse 22, 23 we say that the problem 0.1 ] 0.3 is non-degener-
 .ate ND if l s 0 is not an eigenvalue of the problem.
 .  .We should mention that the problem 0.1 , 0.4 has been completely
w x w xworked out by Morse 20]22 . In 23 he also looked at the more general
 .  .problem 0.1 ] 0.3 at least in the non-degenerate case. There have been
 .  .quite a number of different approaches to problem 0.1 ] 0.3 , particularly
 .  .  w x .for the special case 0.1 , 0.4 . See 10, 11, 14, 15, 17]19, 27, 29, 30 .
 .  .However, all of these, at least for 0.1 ] 0.3 , are based on the assumption
that the problem is ND.
The first result for the degenerate system with the general boundary
w xcondition was given in 4 . Lately there has been renewed interest in the
w xproblem with several applications. For example, see 16, 1, 10 . After
considering these new results the authors recently found that the proof of
w x w xthe formula in 4 was based on a false assumption. In particular, in 4 we
 .  .  .  .assumed that problems 0.1 ] 0.3 and 0.1 , 0.4 have no solutions in
w xcommon. The formula in 4 , which is correct, provides a direct contradic-
tion to this assumption; however, the method used there does require this
assumption for some technical reasons.
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In this paper we are going to prove the most general result for Morse's
 .  .Index for problem 0.1 ] 0.3 without any assumptions like ND and with-
w xout any assumption like that implicitly required in 4 .
Finally we should mention that we are considering a linear selfadjoint
w xproblem, as do all the authors 4, 8]11, 14, 15, 17, 18, 20]23, 27, 29, 30 ;
however, a very successful approach to a non-selfadjoint problem has been
w xgiven in 2, 3 .
1. PRELIMINARY CONSIDERATIONS
Let H 1 be the standard Sobolev space of n dimensional vector-func-
 .tions u s u , . . . , u with the usual scalar product1 n
n
1u , w s u , w . .  .  .H 0.1i i
is1
 .  .The system 0.1 ] 0.3 is associated with the functional
1 X X XJ u s Pu , u q 2 Gu , u q Qu, u dx q B¨ , ¨ 4 .  .  .  .  .H
0
having the domain
H s u g H 1 : u 0 s C ¨ , u 1 s C ¨ , for some ¨ g Rr . .  . 41 2
If u g H, u / 0, satisfies the integral identity
1 1 X X X Xl u , u dx s Pu , ¨ q Gu , ¨ q u , G¨ q Qu, ¨ dx 4 .  .  .  .  .H H1
0 0
q B¨ , ¨ 1.1 .  .1
for any u g H, where ¨ and ¨ are the vectors in Rr in the definition of1 1
H which correspond to u and u , respectively, then u is called a general-1
 .  . w xized eigenfunction for the problem 0.1 ] 0.3 . It is well-known fact 13, 19
 .  .that the set of classical eigenfunctions of problem 0.1 ] 0.3 coincides
with the set of generalized ones.
 .We first show that the right hand side of 1.1 almost forms an inner
product on H. According to the definition of H, for any function u g H
there exists a vector ¨ g Rr such that
u s u 0 , u 1 s C¨ . .  . .
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Since C is linear
5 5 5 5u F k ¨ , 1.2 .1
where k is a constant dependent on C , C , and norms are taken in R2 n1 1 2
and Rr. Since C has rank r its columns must be linearly independent.
Thus C¨ s 0 if and only if ¨ s 0. Let
r 5 5 4B s ¨ g R : ¨ s 1 ,
5 5 5 5then B is compact and C¨ / 0 for any ¨ g B. But C¨ is continuous
and so there is k ) 0 such that2
5 5C¨ G k ) 0, ;¨ g B.2
r 5 5Now suppose ¨ g R and ¨ s ¨r ¨ . Then ¨ g B and soÄ Ä
5 5C¨ G k .Ä 2
 5 5.But C is linear and so C¨ s 1r ¨ C¨ and henceÄ
5 5 5 5C¨ G k ¨ . 1.3 .2
 .  .Combining 1.2 and 1.3 we obtain that
5 5 5 5 5 5 5 5k ¨ F C¨ s u F k ¨ . 1.4 .2 1
 . 1 .  .Suppose f x g H 0, 1 . For t g 0, 1 we have
1 X2 2f 1 s f t q 2 f s f s ds, .  .  .  .H
t
t X2 2f 0 s f t y 2 f s f s ds. .  .  .  .H
0
Thus, for any « ) 0,
1 X2 2 2f 1 q f 0 F 2 f t q 2 f s f s ds .  .  .  .  .H
0
11 12X2 2< <F 2 f t q « f dx q f dx. . H H
«0 0
Integrating both sides with respect to t from 0 to 1 we obtain
11 12X2 2 2< <f 1 q f 0 F « f ds q 2 q f ds. 1.5 .  .  .H H /«0 0
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 .Now suppose u g H. Apply 1.5 to each component of u and sum the
results:
11 12 2 2 2X5 5 5 5u 0 q u 1 F « u ds q 2 q u ds. 1.6 .  .  .H H /«0 0
 .  .Combining 1.4 and 1.6 we have proved that for any h ) 0 there is a
 .constant k h ) 0 such that
1 12 2 2X5 5 5 5 5 5¨ F h u ds q k h u ds. 1.7 .  .H H
0 0
 .From 1.7 and the standard inequality
11 1 12 2X X5 5 5 5 5 5 5 52 u u ds F u ds q « u dsH H H
«0 0 0
we conclude that there exists a positive constant m such that the sum
1 X X X XPu , u q Gu , u q u , Gu q Qu, u dx 4 .  .  .  .H 1 1 1 1
0
1
q B¨ , ¨ q m u , u dx .  .H1 1
0
 .defines an inner product ?, ? in H which is equivalent to the originalH
 .one. Therefore, the identity 1.1 can be written as
u , u s l q m u , u . 1.8 .  .  .  .L1 1H 2
w xUsing the same technique as in 13 we can prove:
 .LEMMA 1.1. There is a linear bounded operator A from L 0, 1 to H with2
 .domain equal to L 0, 1 , such that the identity2
u , u s Au, u .  .L1 1 H2
holds for any u g H. The operator A has an in¨erse Ay1. If we consider A as1
an operator from H to H then it is a selfadjoint positi¨ e and compact operator.
 .According to Lemma 1.1 identity 1.8 can be written as the operator
equation
u s l q m Au .
 .  .in the space H. This means that l is an eigenvalue of problem 0.1 ] 0.3
 .  .and u is an eigenfunction of 0.1 ] 0.3 corresponding to l if and only if
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l q m is a characteristic number of the operator A and u is a proper
element corresponding to l. According to classical results from functional
 .  .analysis the system of eigenfunctions of problem 0.1 ] 0.3 is complete in
H, and the set of eigenvalues does not have limit values and is bounded
from the left. Using this statement we can easily prove the following
LEMMA 1.2. If there exists a subspace G in H such that dim G s k and
J u - 0 J u F 0 .  . .
 .  .for any nonzero u from G, then the problem 0.1 ] 0.3 has at least k negati¨ e
 .nonpositi¨ e eigen¨alues.
 4If we define H s u g H : u s 0 then0
LEMMA 1.2 0. If there exists a subspace G and H 0 such that dim G s k
and
J u - 0 J u F 0 .  . .
 .  .for any nonzero u from G, then the problem 0.1 , 0.4 has at least k negati¨ e
 .nonpositi¨ e eigen¨alues.
We now introduce some auxiliary subspaces and their notations. Calcu-
lations for the dimensions of these spaces form a central part in the proof
of our main result. For any vector-function u g H we define the vector
2 n   .  ..u g R by u s u 0 , u 1 . This vector is said to be the trace of u.
Let V be the subspace of all solutions of Lu s 0 and V be the set of all
traces of such solutions. That is,
2 n 4  4V s u : Lu s 0 , V s ¨ g R : 'u g V , ¨ s u .
We are going to find an orthogonal decomposition of V and a correspond-
. 2 ning one for V . Another useful subspace of R is
W s ¨ g R2 n : ¨ s Cp , p g Rr . 4
Consider functions u such that u g V and u g W. Among the traces of
these functions we can choose a maximum number of linearly independent
r1 4vectors e . There is a corresponding system of functions b g V,i is1 i
i s 1, . . . , r , such that b s e , i s 1, . . . , r . These two systems generate1 i i 1
the linear subspaces
V s u : u s a b q ??? qa b , a g R , i s 1, . . . , r dim V s r 4  .1 1 1 r r i 1 1 11 1
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and
V s u : u s a e q ??? qa e , a g R , i s 1, . . . , r dim V s r . 4  .1 1 1 r r i 1 1 11 1
Let V be the orthogonal complement of V in W:2 1
W s V [ V ,1 2
dim V s dim W y dim V s r y r s r .2 1 1 2
Let V be the orthogonal complement of V in V and let dim V s r .3 1 3 3
 4It is obvious that V l V s 0 and dim W s r q r q r , where W s2 3 1 1 2 3 1
 4¨ g R : ¨ s ¨ q ¨ q ¨ , ¨ g V . We can also find a subspace V such2 n 1 2 3 i i 4
2 n 2 nthat R s W [ V , i.e., R can be expressed as the direct sum of W1 4 1
and V .4
Let p , i s 1, . . . , r , be a basis for V and p , i s 1, . . . , r , be a basis3 i 3 3 4 i 4
for V . Form a matrix D such that the first r columns are given by p ,4 3 3 i
i s 1, . . . , r , and the remaining columns are given by p , i s 1, . . . , r .3 4 i 4
 .  .Then D is 2n = 2n y r . Now partition D into two n = 2n y r matri-
ces. The first n rows give D and the last n rows given D . Taking into1 2
account that the columns of matrices C and D together form a basis for
R2 n it is obvious that
C D1 1
/ 0. 1.9 .C D2 2
 .  .In addition to the problem 0.1 ] 0.3 consider the subsidiary problem of
finding a vector valued function u and a vector q g R2 ny2 such that
XXX X TLu s y Pu q Gu y G u q Qu s lu 1.10 .  .  .
with boundary conditions
u 0 s D q , u 1 s D q 1.11 .  .  .1 2
X XT T T T T TBq s D P 0 u 0 y D P 1 u 1 q D G 0 u 0 y D G 1 u 1 , .  .  .  .  .  .  .  .1 2 1 2
1.12 .
 .  .where B is any given 2n y r = 2n y r symmetric matrix.
 .  .LEMMA 1.3. If a ¨ector-function u is a solution for the problem 0.1 ] 0.30
 .  .and at the same time is a solution for the problem 1.10 ] 1.12 , then u s 0.0
 .  .Proof. Suppose u is a solution for the problem 0.1 ] 0.3 , then0
ru s C¨ , for some ¨ g R . If u is also a solution for the problem0 0
2 nyr .  .  .1.10 ] 1.12 , then u s Dq, for some q g R . From 1.9 it follows that0
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XT  .  .¨ s 0 and q s 0, hence u s 0. Since q s 0, then D P 0 u 0 y0 1
T  . X . T  . X . T  . X .D P 1 u 1 s 0 and since ¨ s 0, then C P 0 u 0 y C P 1 u 1 s 0.2 1 2
These two equations give
T Xu 0C D  .P 0 0 . 01 1 s 0.X /  /C D  /0 yP 1 u 1 .  .2 2 0
X  . X  .Both matrices in the above equation are invertible, hence u 0 s u 1 s0 0
 . X  .0. We have now shown that u 0 s u 0 s 0. From the Cauchy unique-0 0
ness theorem for initial problems for the linear system Lu s 0 the
function u must be identically zero.0
Let V be a subspace of maximum dimension in V such that for any3
nonzero u in V there exists a nonzero vector q g R2 nyr such that3
u s Dq. This subspace is not unique but can be constructed analogously to
 .X XV . Let ¨ , . . . , ¨ be a basis for V and q , . . . , q be 2n y r -dimensional1 1 r 3 1 r
X
Xvectors corresponding to ¨ , . . . , ¨ such that ¨ s Dq , i s 1, . . . , r . It is1 r i i
clear that q , . . . , q X are linearly independent. We introduce1 r
Q s q g R2 n : q s q a q ??? qq X a X , a g R , i s 1, . . . , rX . 40 1 1 r r i
Taking into account the structure of the matrix D we conclude that
rX s r , so dim V s dim Q s r .3 3 0 3
To complete the decomposition of V we need to look at the functions
with zero trace. We introduce
 4V s u : Lu s 0; u s 0 .0
Since dim V s 2n and dim V s r q r then dim V s 2n y r y r s r1 3 0 1 3 2
q r .4
We can further decompose V by letting0
V 2 s u g V : u is a solution of 0.1 ] 0.3 . 4 .  .0 0
Let V 1 be the orthogonal complement of V 2 in V . The following0 0 0
statement includes some very useful information about V 1 and V 2.0 0
LEMMA 1.4. dim V 1 s r , dim V 2 s r .0 2 0 4
Proof. Let dim V 1 s k . Suppose k - r , then dim V 2 s k s r q r0 1 1 2 0 2 2 4
y k ) r . Using integration by parts it is easy to check that for any1 4
u g V 2 and ¨ g V the identity0 3
DTP 0 uX 0 y DT P 1 uX 1 , q s 0 .  .  .  . . .1 2
 T  . X .holds, where ¨ s Dq. This means that the vector D P 0 u 0 y1
T  . X .. 2D P 1 u 1 , for any u in V , belongs to the orthogonal complement of2 0
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2 nyr .  .Q in R whose dimension equals r . Let u , . . . , u be a basis for0 4 1 k 2
2  T  . X . T  . X ..V . Since k ) r , then the vectors e s D P 0 u 0 y D P 1 u 1 ,0 2 4 i 1 2
i s 1, . . . , k corresponding to u , . . . , u are linearly dependent and there2 1 k 2
is a linear combination w s a u q ??? qa u s 0 such that not all the1 1 k k2 2
coefficients a are equal to zero. From the definition of V 2 and Lemmai 0
1.3, u s a u q ??? qa u equals zero, but this contradicts the linear0 1 1 k k2 2
independence of u , . . . , u . This contradiction proves that k ) r . Anal-1 k 1 22
ogously we can prove that k F r , hence k s r and k s r .1 2 1 2 2 4
 . r1Using the subspace V we can introduce a quadratic form H g on R1
 .as follows. Let b , . . . , b be a basis for V . For a vector g s g , . . . , g1 r 1 1 r1 1
in Rr1 put u s g b q ??? qg b so that u g V and define1 1 r r 11 1
r1
H g s J g b s Fg , g , .  . i i /
is1
where F is an r = r symmetric matrix which can be found by integrating1 1
by parts.
Suppose the matrix F has ny negative eigenvalues, nq positive, and n0
 .zero eigenvalues each eigenvalue counted with its multiplicity . Since F is
symmetric it will have eigenvalues m , . . . , m and we can choose corre-1 r1
sponding eigenvectors a , . . . , a so that they form an orthonormal basis1 r1
for Rr1.
Consider a set of solutions to the problem Lu s 0, with boundary
 .  .conditions 0.2 ] 0.3 , such that any nonzero linear combination of these
functions has a nonzero trace. Let E be the linear span of these functions
and assume the functions have been chosen so that E has the largest
possible dimension. A relation between E and the matrix F is given by:
LEMMA 1.5. dim E s n .0
The proof of Lemma 1.5 is similar to the proof of Lemma 1.4.
2. THE MAIN RESULT
Taking into account the preliminary considerations we are able to prove
 .  .a Morse formula for problem 0.1 ] 0.3 . Using the previous notations and
definitions we show
 .  .THEOREM 2.1. The number of negati¨ e eigen¨alues of problem 0.1 ] 0.3
equals
r q nyq N ,2
 .  .where N is the number of negati¨ e eigen¨alues of problem 0.1 , 0.4 .
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Proof. We introduce U as the span of the following functions:
u , i s 1, . . . , 2n y r y r , which are linearly independent solutions ofi 1 3
 .the system Lu s 0 having zero trace that is, they are a basis for V ;0
 .¨ , i s 1, . . . , N, are eigenfunctions of the problem Lu s lu, 0.4i
corresponding to negative eigenvalues;
q , i s 1, . . . , n , are linear combinations of the typei 0
r1
q s b a ,i j i j
js1
 .T 0where a s a , . . . , a , i s 1, . . . , n , are eigenvectors of the matrix Fi i1 i r1
corresponding to the zero eigenvalue and b , . . . , b are the basis vectors1 r1
for V ;1
p , i s 1 q n0 q nq, . . . , r , are linear combinations of the same typei 1
as the above,
r1
p s b a ,i j i j
js1
 .T 0 qwhere a s a , . . . , a , i s 1 q n q n , . . . , r , are the eigenvectorsi i1 i r 11
of the matrix F corresponding to negative eigenvalues.
It is clear that this system of functions is linearly independent, so
0 y dim U s n q n q r q r q N. It is impossible without loss of general-2 4
.ity to choose the vectors ¨ , . . . , ¨ so that the identity1 N
N N
2J c ¨ s c J ¨ 2.1 .  . i i i i /
is1 is1
 .holds for any c , . . . , c . Taking into account 2.1 and the orthonormality1 N
of the vectors a , i s 1, . . . , r , we have the equationi 1
r qr 0 rN n2 4 1
J g u q k ¨ q e q q j p   i i i i i i i i /0 qis1 is1 is1 isn qn q1
r qr 0 rN n2 4 1
2 2 2 2s g J u q k J ¨ q e J q q j J p . .  .  .  .   i i i i i i i i
0 qis1 is1 is1 isn qn q1
 .  .  .Since J u s 0, i s 1, . . . , r q r , J ¨ - 0, i s 1, . . . , N, J p - 0, i si 2 4 i i
0 q  . 01 q n q n , . . . , r , J q s 0, i s 1, . . . , n , then for any function u in U1 i 0
 .the inequality J u F 0 holds. From Lemma 1.2 we have that the number0
of negative and zero eigenvalues each eigenvalue counted with its multi-
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.plicity is greater than or equal to the sum
n0 q nyq N q r q r .2 4
 .  .It is obvious that any solution u of the problem Lu s 0, 0.2 , 0.3 canÄ
be expressed as a linear combination u s u q u , where u g E andÄ Ä Ä1 2 1
u g V 0. At the same time it is easy to show that the subspaces E and V 0Ä2 2 2
form a direct sum, so the subspace of the proper functions corresponding
to the zero eigenvalue coincides with E [ V 0 and its dimension equals2
r q n . Thus, we have obtained an estimate for the number of negative4 0
 .  .eigenvalues of problem 0.1 ] 0.3 . Denoting this number by S, we have
S G r q nyq N. 2.2 .2
Now we prove the opposite inequality. Suppose u , . . . , u are eigenfunc-1 S
 .  .tions corresponding to the negative eigenvalues of problem 0.1 ] 0.3 .
The linear span of this system of functions forms the subspace U : H,0
 .and dim U s S. For any u g U the inequality J u - 0 holds. The0 0 0 0
basis u , . . . , u can be reduced by a linear transformation to a basis1 S
w , . . . , w such that the first S functions w , . . . , w have traces including1 S 1 1 S1
linearly independent components in V and the other S y S functions2 1
w , . . . , w have traces with components just in V . Since dim V s r ,1qS S 1 2 21
then
S F r . 2.3 .1 2
Consider the subspace
U s a w q ??? qa w : a g R , i s S q 1, . . . , S . 41 S q1 S q1 S S i 11 1
 .It is obvious that for any u g U , u / 0, the inequality J u - 0 holds. For1
any i s S q 1, . . . , S the function w can be expressed in the form1 i
1 2 1 2 0  4w s w q w , where w g V and w g H s u g H : u s 0 . At thei i i i 1 i
same time each function w1, i s S q 1, . . . , S, can be expressed in thei 1
form
0 0 q rn n qn 1
1 i i iw s g w q g w q g w ,Ä Ä  i j j j j j j
0 0 qjs1 jsn q1 jsn qn q1
where w s r1 a b , j s 1, . . . , r , b , . . . , b , is the above mentionedÄj ks1 jk k 1 1 r1
basis for V , a , j s 1, . . . , n0 are eigenvectors of the matrix F correspond-1 j
ing to the zero eigenvalue, a , j s n0 q 1, . . . , n0 q nq are eigenvectorsj
corresponding to positive eigenvalues of F, and a , j s n0 q nqq 1, . . . , rj 1
are eigenvalues corresponding to negative eigenvalues. The system a ,1
. . . , a is orthonormal.r1
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The system w , . . . , w can be reduced to the system p , . . . , p byS q1 S S q1 S1 1
the formula
n0qnq
ip s w y g w , i s S q 1, . . . , S. 2.4 .Äi i j j 1
js1
The functions p , . . . , p are linearly independent and for any functionS q1 S1
 4  .u g U s u : u s e p q ??? qe p the inequality J u - 0 holds.0 2 S q1 S q1 S S 01 1
In the subspace U the basis p , . . . , p can be reduced to a basis2 S q1 S1
g , . . . , g for U such that the first S functions include components inS q1 S 2 21
V and the other S y S y S functions have zero components in V . From1 1 2 1
 .2.4 it is clear that
S F ny. 2.5 .2
Consider
 4U s e g q ??? qe g .3 S qS q1 S qS q1 S S1 2 1 2
 .From the construction of g , . . . , g the inequality J u - 0 holds forS q1 S1
any u g U . Taking into account that dim U s S y S y S , Lemma 1.203 3 1 2
gives
S y S y S F N. 2.6 .1 2
 .  .  .From 2.3 , 2.5 , and 2.6 we have
S F r q nyq N. 2.7 .2
 .  .From 2.1 and 2.7 we obtain the main statement of Theorem 2.1.
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