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Abstract
In this paper we study existence of Normally Hyperbolic Invariant Lam-
inations (NHIL) for a nearly integrable system given by the product of the
pendulum and the rotator perturbed with a small coupling between the
two. This example was introduced by Arnold [1]. Using a separatrix map,
introduced in a low dimensional case by Zaslavskii-Filonenko [61] and stud-
ied in a multidimensional case by Treschev and Piftankin [51, 52, 55, 56],
for an open class of trigonometric perturbations we prove that NHIL do
exist. Moreover, using a second order expansion for the separatrix map
from [27], we prove that the system restricted to this NHIL is a skew prod-
uct of nearly integrable cylinder maps. Application of the results from
[11] about random iteration of such skew products show that in the proper
ε-dependent time scale the push forward of a Bernoulli measure supported
on this NHIL weakly converges to an Ito diffusion process on the line as ε
tends to zero.
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1 The main result
Consider the following nearly integrable Hamiltonian system:
Hε(p, q, I, ϕ, t) = H0(p, q, I) + εH1(p, q, I, ϕ, t) :=
=
I2
2︸ ︷︷ ︸
rotor
+
p2
2
+ (cos q − 1)︸ ︷︷ ︸
pendulum
+εH1(p, q, I, ϕ, t), (1)
where q, ϕ, t ∈ T are angles, p, I ∈ R (see Fig. 1). In the case H1 = (cos q −
1)(cosϕ+ cos t) this example was proposed by Arnold [1].
Figure 1: The rotor times the pendulum
For ε = 0 we have a direct product of the rotor {θ˙ = I, I˙ = 0} and the
pendulum {q˙ = p, q˙ = sin q}. We shall study dynamics of this systems when
the (p, q)-component is near the separatrices
p2
2
+ (cos q − 1) = 0. Perturbations
of systems, given by the product of the rotor and an integrable system with a
separatrix loop, are called apiori unstable. Since they were introduced by Arnold
[1], they recieved a lot of attention both in mathematics, astronomy, and physics
community, see e.g. [2, 7, 13, 14, 15, 16, 12, 18, 20, 21, 25, 37, 39, 41, 53, 57, 58].
It also inspired a variety of examples with instabilities, see e.g. [4, 5, 6, 9, 19, 22,
26, 30, 31, 32, 33, 40, 42, 43, 44, 45, 47].
Numerical experiments and heuristic arguments proposed by Chirikov and
his followers indicate that if we choose many initial conditions so that the (p, q)-
component is close to (p, q) = 0 and integrate solutions over ∼ ε−2 ln 1/ε-time, the
outcome is that the r-displacement behaives stochastically, where the randomness
comes from initial conditions. This is the reason Chirikov called this phenomenon
Arnold diffusion.
3
1.1 Random fluctuations of eccentricity in Kirkwood gaps
in the asteroid belt
A similar diffusive behavior was observed numerically in many other nearly inte-
grable problems. To give another illustrative example consider motion of aster-
oids in the asteroid belt. The asteroid belt is located between orbits of Mars and
Jupiter and has around one million asteroids of diameter of at least one kilome-
ter. When astromoters build a histogram based on orbital perioid of asteroids
there are well known gaps called Kirkwood gaps. These gaps occur when ratio of
Jupiter and of an asteroid is a rational with small denominator: 3 : 1, 5 : 2, 7 : 3
(see Fig. 2). This correspond to so called mean motion resonances for the three
body problem. Wisdom [59] made a numerical analysis of dynamics at mean mo-
tion resonance and observed random jumps of eccentricity of asteroids for 3 : 1
resonances. Later similar behavior was observed for 5 : 2 resonance. For other
resonances, following the mechanism from [22], one could expect that eccentric-
ity has random fluctuations and as they accumulate eccentricity reaches a certain
critical value an orbit of asteroid starts to cross the orbit of Mars. This eventually
leads either to a collision with Mars, or capture by Mars, or a close encounter
(see also [49]). The latter changes the orbit so drastically that almost certainly
it disappears from the asteroid belt. In [22] in the 3 : 1 Kirkwood gap and small
Jupiter’s eccenricity we prove existence of certain orbits whose eccentricity change
by 0.32 for the restricted planar three body problem.
Figure 2: The distribution of Asteroids in the asteroid belt and Kirkwood gaps
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1.2 Diffusion processes and infinitesimal generators
In order to formalize the statement about diffusive behavior we need to recall
some basic probabilistic notions. A random process {Wt, t ≥ 0} called the Wiener
process or a Browninan motion if the following four conditions hold:
B0 = 0, Bt is almost surely continuous, Bt has independent increments,
Bt − Bs ∼ N (0, t − s) for any 0 ≤ s ≤ t, where N (µ, σ2) denotes the normal
distribution with expected value µ and variance σ2.
The condition that it has independent increments means that if 0 ≤ s1 ≤ t1 ≤
s2 ≤ t2, then Bt1 −Bs1 and Bt2 −Bs2 are independent random variables.
A Brownian motion is a properly chosen limit of the standard random walk.
A generalization of a Brownian motion is a diffusion process or an Ito diffusion.
To define it let (Ω,Σ, P ) be a probability space. Let X : [0,+∞)× Ω→ R. It is
called an Ito diffusion if it satisfies a stochastic differential equation of the form
dXt = b(Xt) dt+ σ(Xt) dBt, (2)
where B is an Brownian motion and b : R→ R and σ : R→ R are the drift and
the variance respectively. For a point x ∈ R, let Px denote the law of X given
initial data X0 = x, and let E
x denote expectation with respect to Px.
The infinitesimal generator of X is the operator A, which is defined to act on
suitable functions f : R→ R by
Af(x) = lim
t↓0
Ex[f(Xt)]− f(x)
t
.
The set of all functions f for which this limit exists at a point x is denoted DA(x),
while DA denotes the set of all f ’s for which the limit exists for all x ∈ R. One
can show that any compactly-supported C2 function f lies in DA and that
Af(x) = b(x)
∂f
∂x
+
1
2
σ(x)
∂2f
∂x∂x
.
In particular, we can characterize a diffusion process by the drift b(x) and the
variance σ(x). Thus, we can identify an Ito diffusion if we know the drift b(x)
and the variance σ(x).
1.3 Conjecture on rotor’s stochastic diffusive behavior
Consider the Hamiltonian Hε of the form (1). Let A = R×T be a 2-dimensional
annulus, and B2√
ε
(0) be the
√
ε-ball around the origin in A 3 (p, q), and Bε(I∗) be
an ε-neighborhood of I∗ in R. Let X = (p, q, I, ϕ, t) denote a point in the whole
phase space and by Xεt the time t map of Hε with X as the initial condition.
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Pick any I∗ ∈ R. Denote by µε(I∗) the normalized Lebesgue measure supported
inside
Dε(I
∗) := B2√ε(0)×Bε(I∗)× T2 3 (p, q, I, ϕ, t).
Denote by µεt the image of µ
ε(I∗) under the time t map of Hε, by ΠI the projection
onto the I-component, by tε = − ln εε2 the rescaled time.
Conjecture 1.1. Let the initial distribution be the normalized Lebesgue measure
µε(I∗) for some I∗. Then for a generic perturbation εH1(·) there are smooth
functions b(I) and σ(I) > 0, depending on H1 and H0 only, such that for each
s > 0 and tε = s ε
−2 log 1
ε
the distribution ΠI(φ
tε∗ µ
ε) converges weakly, as ε→ 0,
to the distribution of Is, where I• is the diffusion process with the drift b and the
variance σ, starting at I0 = I
∗.
This conjecture can be viewed as formalization of the discussion in chapter 7
of [15]. As a matter of fact presence of a possible drift in not mentioned there.
In this paper Chirikov coined the term for this instability phenomenon — Arnold
diffusion.
Remark 1.1. The strong form of this conjecture is to find a family of measures
µε such that for some c > 0
lim
ε→0
Leb (supp µε)
Leb (B2√
ε
(0)×Bε(I0)× T2) > 0,
where Leb is the 5-dimensional Lebesgue measure. In other words, the conditional
probability to start ε-close to the unstable equilibria of the pendulum and action
r0 and exhibit stochastic diffusive behavior is uniformly positive.
In [34] we give numerical evidence in favour of this conjecture. Here is the
description of numerical experiments in [34]. Let ε = 0.01 and T = ε−2 ln 1/ε. On
Figure 3 we present several histograms plotting displacement of the I-component
after time T, 2T, 4T, 8T with 6 different groups of initial conditions. Each group
has of 106 points. In each group we start with a large set of initial conditions
close to p = q = 0, I = I∗.
1.4 Statement of the Main Result
In this paper we study a simplified versions of Hε in (1). Namely, we consider
the following family of perturbations
6
Figure 3: Histograms of the I-dispacement
Hε(p, q, I, φ, t) =
I2
2
+
p2
2
+ (cos q − 1) + εPN(exp(iq), exp(iϕ), exp(it)), (3)
where PN(exp(iq), exp(iϕ), exp(it)) is a real valued trigonometric polynomial, i.e.
for some N ≥ 2 and real coefficients p′k1,k2,k3 and p′′k1,k2,k3 with |ki| ≤ N, i = 1, 2, 3
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we have
PN(exp(iq), exp(iϕ), exp(it)) =∑
|ki|≤N,i=1,2,3
p′k1,k2,k3 cos(k1q + k2ϕ+ k3t) + p
′′
k1,k2,k3
sin(k1q + k2ϕ+ k3t). (4)
In the example proposed by Arnold [1] we have P2 = (1− cos q)(cosϕ+ cos t).
Denote by Rm(N) the space of real coefficients of PN and by φt the time t map
of the Hamiltonian vector field of Hε. Let
Nβ(PN) = {k ∈ Z3 : (p′k, p′′k) 6= 0}
and
N (2)β (PN) = {k ∈ Z3 : k = k1 + k2, k1, k2 ∈ Nβ(PN)}.
Fix β > 0. Define a β-non-resonant domains
Dβ(PN) = {I ∈ R : ∀k ∈ N (2)β (PN) we have |k2I + k3| ≥ β}. (5)
Notice that Dβ(PN) contains the subset of R with β-neighborhoods of all rational
numbers p/q with 0 < |q| ≤ 2N removed. Here N is degree of PN . Let I∗ ∈
Dβ(PN) and X∗ = (p, q, I∗, ϕ, t). Denote
φ˜tX∗ =

φtX∗ if ΠI(φsX∗) ∈ D(2)β (PN ) for all 0 < s ≤ t.
φ˜tX∗ = φt∗X∗ if ΠI(φsX∗) ∈ D(2)β (PN ) for 0 < s < t∗
& ΠI(φ
t∗X∗) ∈ ∂D(2)β (PN ).
(6)
Theorem 1.2. For the Arnold’s example (3–4) there is an open set of trigono-
metric polynomials PN and smooth functions b(I) and σ(I), depending on PN
only, such that:
for each β, s > 0 and each I∗ ∈ D(2)2β (P ) there exists a probability measure µε,
supported in Dε(I
∗), with the property that for tε = s ε−2 log 1ε the distribution
ΠI(φ˜
tε∗ µ
ε) converges weakly, as ε→ 0, to the distribution of Imin{s,τ}, where I• is
the diffusion process with the drift b(I) and the variance σ(I), starting at I0 = I
∗,
and τ is the first time that the process I• reaches the boundary ∂D(2)β (P ).
The proof of this Theorem consists of three steps:
1. (A separatrix map) Write a separatrix map SMε for the generalized
Arnold example (3–4). First, the map SMε is defined for general an apriori
unstable systems in section 2 and computed for this example in Corollary
2.5. One can view the separatrix map as an induced return map of the time
one map φ1 of Hε into a carefully chosen fundamental domain (see Fig. 4).
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Figure 4: The fundamental domain ∆±ε
2. (Isolating block and Normally Hyperbolic Laminations (NHIL))
In Appendix A using Conley’s idea of isolating block (see e.g. [3, 46]) we
derive a sufficient condition for existence of a NHIL and in section 3, after
a careful analysis of the separatrix map and its linearization, we verify this
sufficient condition and construct a NHIL Λε. Leaves of this NHIL Λε are
2-dimensional cylinders.
3. (A skew product of cylinder maps) In section 4, using results from [27],
we find coordinates such that the restricted system SMε|Λε : Λε → Λε has
the following skew-product form of maps of a cylinder A = R× T 3 (R, θ)
R∗ = R+ ε log ε ·N [ω]k1
(
θ,
R
log ε
)
+ ε2 log ε ·N [ω]k2
(
θ,
R
log ε
)
+Oω(ε3)| log ε|
θ∗ = θ +R+Oω(ε log ε).
(7)
where ωi = 0 or 1, and ω = (. . . , ωi, . . . ) ∈ {0, 1}Z, N [ω]ki , i = 1, 2
are smooth functions, depending on only finite terms of ω, i.e. [ω]k =
(ω−k, · · · , ω0, · · · , ωk) and both remainder terms depend on ω. See Corol-
lary 4.6. This model fits into the framework of [11].
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1.5 Possible extensions of Theorem 1.2.
• (Extension to the whole R) We hope to extend our results to the whole
R, i.e. to neighborhood of rationals p/q with |q| ≤ N . The difficulties are of
purely technical nature. For I in the β-non-resonant domain D(2)β (P ) in [27]
we show that the separatrix map SMε has a relatively simple expression
(see Theorem 4.1) In the β-resonant domain R\D(2)β (P ) we also compute the
separatrix map SMε with high accuracy, but the corresponding expression
is more involved (see Theorem 3.4, section 2 [27]). However, this leads to
a skew product of cylinder maps not covered by [11]. It seems feasible that
technique developped in [11] still applies.
• (Generic trigonometric perturbations) Even though it seems plausible,
at the moment we are not able to construct a NHIL for a generic trigono-
metric perturbations. Our pertubations are close to purely time dependent
perturbations, namely, H1(q, ϕ, t) = (cos q − 1)f(t) + ag(q, ϕ, t), where f, g
are trigonometric polynomials, f(t) satisfies some nondegeneracy condition
and a is sufficiently small (see condition (24)).
• (Generic smooth/analytic perturbations) At the moment our scheme
uses trigonometric nature of the perturbations in a very essential way1. In
this setting we can divide the fundamental region ∆ into the β-resonant and
the 2β-non-resonant zones (see definition (5)). In general, this definition is
combersome. However, in [18] this problem is treated for generic smooth
perturbations.
Removing this trigonometricity assumption leads to considerable technical
difficulties.
1. The second order expansion of the separatrix map [27] has to be redone.
2. Derivation of the skew product model of maps of the cylinder from
section 4 has to be worked out in that setting.
3. For a new skew product one needs to adapt the technique from [11].
1.6 Remarks on Theorem 1.2.
• Notice that the Hamiltonian Hε in (3) has a 3-dimensional normally hy-
perbolic invariant cylinder, denoted Λε, near the cylinder Λ0 := R × T2 =
{p = q = 0} (see section C for definitions). The orbits we study always
stay close to stable (resp. unstable) W s(Λε) (resp. W
u(Λε)) manifold of
1Dependence on q can be chosen smooth or analytic
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Λε. Naturally, the dynamics of each such an orbit can be decomposed into
“loops” starting and ending near Λ0.
• A measure µε can be chosen so that ΠI(µε) is the δ-measure at I∗. The
support of supp µε belongs to a NHIL Λε constructed in section 3.
• The NHIL Λε is “located” near two connected components of intersections
of stable & unstable manifolds W s(Λε) and W
u(Λε) resp. of the NHIC Λε.
• Locally Λε is a prodict of a 3-dimensional cylinder A3 = R × T × T and a
Cantor set Λε. This Cantor set is homeomorphic to Σ = {0, 1}Z.
• µε can be chosen as a Benoulli measure on Λε ∩ {(I, ϕ, t) = (I∗, ϕ∗, t∗)} for
some (I∗, ϕ∗, t∗) in the domain of definition, which is homeomorphic to Σ.
• Since µε is supported on the NHIL, Lebesgue measure of its support is zero.
• Notice that such a lamination is not invariant, it is weakly invariant in the
following sense: Let Λε ∩ {I ∈ Dβ(P )}. Then if X ∈ Λε and I ∈ Dβ(P ),
then φ1(X) ∈ Λε ∩ {I ∈ Dβ/2(P )}. Indeed, β is independent of ε. In other
words, the only way orbits can escape from Λε is through the top (resp.
bottom) boundary given by intersections with ∂Dβ(P ).
• An open set U ⊂ Rm(N) of validity of this theorem is stated in terms of an
associated Poincare´-Melnikov integral (or splitting potentials) M(I, ϕ, t)
(see section 2.4). See also comments in the previous section 1.5 about
extensions to general trigonometric perturbations.
Here is a detailed plan of the proof and of structure of the paper:
• Computation of a separatrix map SMε:
– Write a general separatrix map SMε (section 2.1);
– Derive a specific form of SMε for the generalized Arnold example
(section 2.2);
– The map SMε involves the splitting potential, which is computed in
section 2.3;
– Properties of the splitting potential are analysed in section. 2.4
• Analysis of the linearization of the separatrix map and construction of a
normally hyperbolic invariant lamination (NHIL):
– We state the main existence theorem of NHILs in section 3.1;
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– We start the proof of this Theorem by analyzing the linearization of
the separatrix map SMε in section 3.2;
– In section 3.3 we compute almost fixed cylinders SMε(Ci) ≈ Ci, i =
0, 1 and almost period two cylinders SMε(C01) ≈ C10, SMε(C10) ≈
C01. These cylinders serve as centers of the isolating blocks.
– In section 3.4 we construct isolating blocks and present cone fields on
them, then proved the [C1-C5] conditions defined in Appendix A.
• In section 4 we derive a skew product of cylinder maps model (7). This
consists of two steps.
– In section 4.1 we state a result from [27] about the expansion of the
separatrix map up to the second order in actions.
– In section 4.2 on each of cylindric leaves of the NHIL Λε we introduce
a concervative coordinates and derive the random cylinder map model
(7).
• In Appendix A we state a sufficient condition of existence of a NHIL, which
essentially goes back to Conley (see e.g. [46]);
• In Appendix C we define normally hyperbolic invariant laminations and
skew products.
• In Appendix D we state the result from [11] about weak convergence to
a diffusion process for distributions of the vertical component of random
iterations of cylinder maps (7).
• In Appendix E we study certain classes of exact nearly integrable maps of
a cylinder. This is used in derivation of the random cylinder map model
(7) in section 4.2.
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2 A separatrix map of apriori unstable systems
Consider a Hamiltonian system
Hε(p, q, I, ϕ, t) = H0(p, q, I) + εH1(p, q, I, ϕ, t),
where H0(p, q, I) = H0(0, 0, I) has two separatrix loops. Denote by D0 any
bounded region. For example, H0 is the harmonic oscillator times the pendu-
lum:
H0(p, q, I) =
I2
2
+
p2
2
+ (cos q − 1),
where p, I ∈ R are actions and q, ϕ ∈ T are angles. We can use formula (1.10) in
Piftankin-Treschev with n = 1 and no ε2-term. In order to apply results of this
paper impose the following conditions:
[H1] The function H is Cr–smooth with respect to (I, ϕ, p, q, t), where r ≥ 13.
We consider the alternative assumption.
[H1′] The function H0 is Cr for r ≥ 50 and H is Cs-smooth in all arguments for
s ≥ 6 and r ≥ 8s+ 2.
Notice that regularity of H0 exceeds that one of H1. The more regular H0 +
εH1, the better estimates of the remainder terms of the separatrix map we have.
For a C1 analysis of the separatrix map, it would suffice s ≥ 5 and r ≥ 42,
r ≥ 8s+ 2.
[H2] For any r ∈ D0 the function H0(I0, p, q) has a non-degenerate saddle point
(p, q) = (p0, q0). Every point (p0, q0) belongs to a compact connected com-
ponent of the set
{(p, q) ∈ Fig8 : H0(I0, p, q) = H0(I0, p0, q0)}.
Moreover, (p0, q0) is the unique critical point of H0(I0, p, q) on this compo-
nent (see Fig. 5).
Remark 2.1. Using Prop.1, [56], if one assumes that the saddle is at a certain
point (p, q) = (p0, q0) which depends smoothly on I, then, one can perform a
symplectic change of coordinates so that the critical point is at (p, q) = (0, 0) for
all I ∈ D. After such a coordinate change Cr in H1 is replaced by Cr−2.
The point (p0, q0) ∈ Fig8 depends smoothly on I0 and is a hyperbolic equi-
librium point of a system with one degree of freedom and with Hamiltonian
H0(I0, p, q). The corresponding separatrices are doubled and form a curve of
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figure-eight type. Below we denote the loops of the figure-eight by γ̂±(I0), where
γ̂+(I0) is called the upper loop and γ̂
−(I0) — the lower loop. The loops γ̂±(I0)
have a natural orientation generated by the flow of the system. The orientation
on Fig8 is determined by the system of coordinates p, q.
Notice that in our case these loops do not depend on r0. To satisfy [H2]
consider the cylinder A = R × T 3 (p, q) and a diffeomorphism from the set
|p2
2
+ (cos q − 1)| ≤ 0.1 to the figure-eight.
230 G.N. Piftankin and D.V. Treshchev
structure and the Hamiltonian equations have the form ! = dy ^ dx+ dv ^ du and
y˙ =  @H/@x, x˙ = @H/@y, v˙ =  @H/@u, u˙ = @H/@v, (1.11)
respectively. The function H is assumed to be 1-periodic with respect to t
and the parameter " to be small. It is convenient to regard t as a point of the
torus T1.
The system with Hamiltonian H0 is integrable and is said to be non-perturbed.
We assume in what follows that the Hamiltonian (1.10) satisfies several conditions.
H01. The function H is C
r-smooth with respect to (y, x, v, u, t, "), where r is
su ciently large.1
H02. For any y
0 2 D0 the function H0(y0, v, u) has a non-degenerate saddle
point (v, u) = (v0, u0). Every point (v0, u0) belongs to a compact connected compo-
nent of the set {(v, u) 2 D : H0(y0, v, u) = H0(y0, v0, u0)}. Moreover, (v0, u0) is the
unique critical point of H0(y
0, v, u) on this component.
The point (v0, u0) 2 D depends smoothly on y0 and is a hyperbolic equilibrium
point of a system with one degree of freedom and with Hamiltonian H0(y
0, v, u).
The corresponding separatrices are doubled and form a curve of figure-eight type.
Below we denote the loops of the figure-eight by b ±(y0), where b +(y0) is called
the upper loop and b  (y0) the lower loop. The loops b ±(y0) have a natural ori-
entation generated by the flow of the system. The orientation on D is determined
by the system of coordinates v, u.
H03. For any y
0 2 D0 the natural orientation of b ±(y0) coincides with the
orientation of the domain D, that is, the motion along the separatrices is counter-
clockwise (see Fig. 1.3).
This condition is obviously not restrictive.
Figure 1.3. The sets U and U± for n = 0
H04. The variables y are separated from u and v in the non-perturbed Hamilto-
nian (that is, H0(y, v, u) = F (y, f(v, u))).
It is apparently not necessary to include the condition H04 in the definition
of a priori unstable systems. In some constructions one can get rid of this
1The condition r > 13 certainly works.
Figure 5: Separatrices in the form of the figure-eight
[H3] For any I0 ∈ D0 the natural orientation of γ̂±(I0) coincides with the orien-
tation of the domain Fig8, i.e.the motion along the separatrices is counter-
clockwise (see Fig. 5).
[H4] The variables I are separated from p and q in the non-perturbed Hamilto-
nian, i.e. H0(I, p, q) = F (I, f(p, q))).
Both [H3] and [H4] are clearly satisfied for the generalized example of Arnold
(3–4).
Now we define the separatrix map from [52] describing the dynamics of the
systems satisfying assumptions [H1-H4]. As an intermediate step it is also con-
venient to study perturbations vanishing on the cylinder Λ0:
H1(p, q, I, ϕ, t) := (cos q − 1)P (exp(iϕ), exp(it)), (8)
where P is a real valued trigonometric polynomial.This is a particular case of
triginometric polynomials of the form (4). For the classical Arnold example [1]
we have P = cosϕ+ cos t.
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2.1 Formulas of the separatrix map of a priori unstable
systems
We would like to apply Theorem 6.1 from Piftankin-Treschev [52] presenting
almost explicit formulas with a remainder for the separatrix map. It uses the
Poincare´-Melnikov potential for the “outer” dynamics and the restriction of the
perturbation to (p, q) = 0 for the “inner” dynamics. The words “inner” dynamics
is used to describe dynamics of the Hamiltonian flow restricted to the normally
hyperbolic invariant cylinder Λ and the “outer” dynamics to describe evolution
along invariant manifolds of Λ.2
Consider the frequency map ν(I) = ∂IH0(0, 0, I) = I as the map ν : D0 → Rn.
It gives the frequency of the torus T (I) := {(0, 0, I)}. Let φ : R → [0, 1] be a
C∞-smooth function such that φ(I) = 0 for |I| ≥ 1 and φ(I) = 1 for |I| < 1/2.
Fix some δ ∈ (0, 1/4]. In (6.1–6.2) Piftankin-Treschev chapter 6 §2 they introduce
an auxiliary Hamiltonian
H1(I, ϕ, t) =
∑
(k,k0)∈Z2
φ
(
kϕ+ k0
εδ
)
Hk,k01 (I) exp(2pi i(kϕ+ k0t)),
H1(I, ϕ) = H¯(I, ϕ, 0),
(9)
where Hk,k01 (I) are Fourier coefficients of H1(0, 0, I, ϕ, t). The function H1 is the
mollified mean of H1(0, 0, I, ϕ, t) along the non-perturbed trajectories on the tori
T (I). This procedure is similar to local averaging proposed in [3], Thms 3.1, 3.2.
This function tends pointwise to the usual average as ε→ 0∑
kI+k0=0
Hk,k01 (I) exp(2pii(kϕ+ k0t)) = lim
T→∞
1
T
∫ T
0
H1(0, 0, I, ϕ+ ν(I) s, t+ s) ds.
Since averaged are discontinuous in I we prefer to deal with H1 and H1. For the
generalized Arnold example these functions vanish.
Let D ⊂ D0 be an open connected domain with compact closure D. Let K
be a compact set in Rn+1. In the spaces Cr(D ×K) we introduce the following
norms: for f ∈ Cr(D ×K) let
‖f(r, z)‖(b)r = max
0≤l′+l′′≤r
bl
′
∣∣∣∣∣ ∂l
′+l′′f
∂rl′∂z
l′′1
1 . . . ∂z
l′′m
m
,
∣∣∣∣∣
where l′′ = l′′1 + · · · + l′′m. It is assumed that f can take values in Rs, where s is
an arbitrary positive integer. The norms ‖ · ‖br are anisotropic, and the variables
2This is analogous to the “inner” and “outer” dynamics from [20]. However, the separatrix
map contains more information then the outer maps from [20] as it is not constrained to invariant
submanifolds.
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r play a special role in these norms because the additional factor b corresponds
to the derivatives with respect to r. Obviously, ‖ · ‖1r is the usual Cr-norm. This
norm is similar to a skew-symmetric norm introduced in [35], section 7.2. The
same definition applies to functions periodic in z, i.e. z ∈ Tn+1.
For brievity denote
‖ · ‖∗r = ‖ · ‖(ε
δ)
r . (10)
For functions f ∈ Cr(D ×K) and g ∈ C0(D ×K) we say that
f = O
(b)
0 (g) if ‖f‖(b)r ≤ C gk,
where C does not depend on b. For brevity we write
‖ · ‖∗r = ‖ · ‖(ε
δ)
r , O
(b) = O
(b)
1 , O
∗
k = O
(εδ)
k (11)
Notice that for the generalized Arnold example we have n = 1, E(r) = r
2
2
.
Theorem 2.2. For the Hamiltonian Hε there are smooth functions
λ, κ± : D¯ → R, M± : D¯ × T2 → R,
a constant c > 0 and coordinates (η, ξ, h, τ) such that the following conditions
hold:
• ω = dη ∧ dξ + dh ∧ dτ ;
• η = I+O∗(ε3/4, H0−E(r)), ξ+ν(I) τ = q+f , where the function f depends
only on (p, I, ϕ, ε) and is such that f(I, 0, 0, 0) = 0, h = H0 +O
∗(ε3/4, H0−
E(I)), and H0 = H0(p, q, I). Let
w0 := h
+ − E(η+)− εH(η+, ξ + ν(η+)τ, t), (12)
where w0 measures distance to the invariant manifolds.
• For any (η+, ξ, h+, τ) such that
c−1 ε5/4 | log ε| < |w0| < c ε7/8, 3
|τ | < c−1, c < |w0| exp(λ(η+)t+) < c−1,
(13)
the map gt
+
ε T
t+
ε = SMε at time t+ is defined as follows:
SMε(η, ξ, h, τ, s, t+) = (η+, ξ+, h+, τ+, s+),
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where
η+ = η − εMσξ (η+, ξ, τ)−
∂ξw0
λ
log
∣∣∣∣κσw0λ
∣∣∣∣+ O2
ξ+ = ξ + εMση (η
+, ξ, τ) +
∂η+w0
λ
log
∣∣∣∣κσw0λ
∣∣∣∣+ O1
h+ = h− εMστ (η+, ξ, τ)−
∂τw0
λ
log
∣∣∣∣κσw0λ
∣∣∣∣+ O2
τ+ = τ + t+ +
∂h+w0
λ
log
∣∣∣∣κσw0λ
∣∣∣∣+ O1
σ+ = σ sgn w.
(14)
where λ, ν, and κσ are functions of η+ and t+ is an integer such that∣∣∣∣τ + t+ + ∂h+w0λ log
∣∣∣∣κσw0λ
∣∣∣∣∣∣∣∣ < c−1 (15)
O1 = O
(ε1/4)(ε7/8) log ε, O2 = O
(ε1/4)(ε5/4) log2 ε.
The superscript σ fixes the separatrix loop passed along by the trajectory.
Remark 2.3. For t+ satisfying (15) the separatrix map is given by
η = Sξ, ξ+ = Sη+ , h = Sτ , τ+ = t+ + Sh+ , σ+ = σ · sgn w0,
where the generating function S has the form
S(η+, ξ, h+, τ, s, t+) = η+ξ+h+τ+εΘσ(η+, ξ, τ)+ w0
λ
log
∣∣∣∣κσw0λe
∣∣∣∣+O∗(ε9/8) log2 ε.
Notice that the map S depends on t+ only via the last term.
2.2 Parameters of the separatrix maps for the generalized
Arnold example
Notice that for the Arnold’s example the unperturbed Hamiltonian is given by
a direct product of (I, ϕ) and (p, q) variables: H0 =
I2
2
+ p
2
2
+ (cos q − 1). Using
explicit formulas for λ, κ± and M± in Section 6 §[52] we compute them.
The functions λ > 0, κ± > 0 and µ± ∈ R are defined by the unperturbed
Hamiltonian H0 as follows. Hypothesis H2 implies that both eigenvalues of the
matrix
Λ(I) =
(−∂pqH0(I, 0, 0) −∂qqH0(I, 0, 0)
∂ppH0(I, 0, 0) ∂pqH0(I, 0, 0)
)
(16)
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are real and the trace of this matrix is equal to 0 for all I. We denote by λ(I)
the positive eigenvalue of this matrix.
Let γ±(I, ·) : R → {(p, q) ∈ Fig8 : H0(I0, p, q) = H0(I0, 0, 0)} be the natural
parametrizations of the separatrix loops γ̂±(r), i.e.
γ˙±(y, t) = (−∂qH0(I, γ±(t)), ∂pH0(I, γ±(t)))
and a± = a±(I) be the left eigenvectors of A, i.e.
a+A = λa+, a−A = λa−.
such that the 2× 2 matrix with rows a+ and a− has unit determinant.
In Proposition 6.3 [52] there are explicit formulas for κ±(I), given as integrals
of a+ along γ
±. In the case that the separatrix loops γ̂±(I) are independent of I
we have that κ± are also independent of I (see formulas (6.13–6.14)).
The natural parametrizations on γ̂± are determined up to a time shift t 7→
t + φ±(I). Natural parametrizations are said to be compatible if they depend
smoothly on I and
lim
t→−∞
〈a+(I), γ+(I, t)〉
〈a+(I), γ−(I, t)〉 = −1.
Compatible parametrizations are determined up to a simultaneous shift, namely,
if γ+(I, t+(I, t)), γ−(I, t−(I, t)) is another pair of compatible parametrizations,
then t+(I, t) = t−(I, t) = t− t0(I) with a smooth function t0.
If a solution of the non-perturbed system belongs to Γ±(I), it has the form
(I, ϕ, p, q)(t) = Γσ(I, ξ, τ + t), ξ ∈ T, τ ∈ R, σ ∈ {+,−},
Γσ(I, ξ, τ) = (I, ξ + ν(I)τ, γσ(I, τ)).
(17)
Let
Hσ∗ (I, ξ, τ, t) = H1(Γ
σ(I, ξ, τ), t− τ)−H1(I, ξ + νt, 0, 0, t− τ).
The functions Hσ∗ (I, ξ, τ, t) vanishes as t→ ±∞.
Proposition 2.4. Suppose that the parametrizations γ± are compatible. Then
Mσ(I, ξ, τ) = −
∫ ∞
−∞
Hσ∗ (I, ξ, τ, t)dt.
The functions Mσ are called splitting potentials. They are 1-periodic with
respect to ξ and τ . We proved the following
Corollary 2.5. For the generalized Arnold example (3) with trigonometric per-
turbations of the form (8) there are constants κ±, c > 0, and λ > 0 such that for
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w = h+ − E(η+) satisfying c−1ε2 < |w| < cε7/8 the separatrix map SMε has the
form
η+ = η − εMσξ (η+, ξ, τ) + O2
ξ+ = ξ + εMση+(η
+, ξ, τ)− η
+
λ
log
∣∣∣∣κσwλ
∣∣∣∣+ O1
h+ = h− εMστ (η+, ξ, τ) + O2
τ+ = τ + t+ +
1
λ
log
∣∣∣∣κσwλ
∣∣∣∣+ O1
σ+ = σ sgn w,
(18)
where
O1 = O
∗
1(ε log ε), O2 = O
∗
3(ε
2)
and t+ is an integer chosen so that |τ+| < 1.
Remark 2.6. Here we expand the available domain to c−1ε2 < |w| < cε7/8 and
re-evaluate the reminder O1, O2. This is because we improved the separatrix
map and got a more precise expression in [27], i.e. we can always find a canonical
change of coordinate such that SM can be defined as follows:
Theorem 2.7. For fixed β > 0, 1 ≥ $ > 0 and ε sufficiently small, there exist
c > 0 independent of ε and a canonical system of coordinates (η, ξ, h, τ) such that
η = I+O∗1(ε)+O∗2(H0−E(I)), ξ+ν(η)τ = ϕ+f, h = H0+O∗1(ε)+O∗2(H0−E(I)),
where f denotes a function depending only on (I, p, q, ε) and such that f(I, 0, 0, 0) =
0 and f = O(w + ε). For any σ ∈ {−,+} and (η+, h+) such that
c−1ε1+$ < |w(η+, h+)| < cε, |τ | < c−1, c < |w(η+, h+)| eλ(η+)t¯ < c−1,
where ω = λ−1(h−E(η))+O((h−E(η))2) is a function of h−E(η), the separatrix
map (η+, ξ+, h+, τ+) = SM(η, ξ, h, τ) is defined implicitly as follows
η+ = η − ε∂ξMσ(η+, ξ, τ) + ε2Mσ,η2 + O∗3(ε, |w|)| log |w||
ξ+ = ξ + ∂η+w(η
+, h+)
[
log |w(η+, h+)|+ log |κσ|]
+O∗1(ε+ |w|) (| log ε|+ | log |w||) +O∗2(|ω|)
h+ = h− ε∂τMσ(η+, ξ, τ) + ε2Mσ,h2 + O∗3(ε, |w|)
τ+ = τ + t¯+ ∂h+w(η
+, h+)
[
log |w(η+, h+)|+ log |κσ|)]
+O∗1(ε+ |w|) (| log ε|+ | log |w||) +O∗2(|w|),
where t¯ is an integer satisfying
|τ + t¯+ ∂h+w log |κσw|| < c−1 (19)
and the functions Mσ,∗2 are evaluated at (η
+, ξ, h+, τ).
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Remark 2.8. This Theorem is an application of Theorem 4.1 for the Arnold-type
Hamiltonian (8). Recall that c−11+$ < |w(h+ − E(η+))| < c and w′(0) = λ−1,
so we can simplify aforementioned expression by:
η+ = η − ε∂ξMσ(η+, ξ, τ) + ε2Mσ,η2 + O∗3(ε)| log |
ξ+ = ξ + ∂η+M
σ(η+, ξ, τ)− η+
λ
log
∣∣∣κσ(h+−E(η+))λ ∣∣∣+O∗1(ε)| log ε| (20)
h+ = h− ε∂τMσ(η+, ξ, τ) + ε2Mσ,h2 + O∗3(ε)
τ+ = τ + t¯+ 1
λ
log
∣∣∣κσ(h+−E(η+))λ ∣∣∣+O∗1(ε)| log ε|,
which is of the same form with (18) but has a preciser estimate of the reminders.
In turns out that this Theorem also applies to general trigonometric pertur-
bations of the form (4) after an additional change of coordinates.
Lemma 2.9. For the the generalized Arnold example, i.e. for the Hamiltonian
Hε of the form for (3) with trigonometric pertubations εP (4) for any k ≥ 2 in
the β-nonresonant region D(2)β (P ) has smooth change of coordinates Φ such that
Hε ◦ Φ(p, q, I, ϕ, t) = H0(p, q, I) + εH∗1 (p, q, I, ϕ, t) +O∗k(ε3),
where H∗1 (0, 0, I, ϕ, t) ≡ 0.
Remark 2.10. Notice that the fact that H∗1 vanishes on the cylinder (p, q) = 0
implies that w0 has the form h
+ −E(η+). Indeed, if the term O∗k(ε3) is added to
w0, then its partials ∣∣∣∣∂∗w0λ log
∣∣∣∣κσw0λ
∣∣∣∣ ∣∣∣∣ ≤ −Cε3 log ∣∣∣∣κσw0λ
∣∣∣∣
for some C > 0 and ∗ ∈ {η, ξ, h, τ}. Notice that the C1-norm of this expression
on the right for w ∈ (ε3/2, ε) is bounded by O(ε3/2) and belongs to the remainder
term in (18).
Proof. The proof is an application of the normal form derived in [27]. The set
up studied there covers the generalized Arnold’s example. In Lemma 4.1 [27] we
rewrite the Hamiltonian Hε(p, q, I, ϕ, t) in Moser’s coordinates
Hε = Hε ◦ F0(x, y, I, ϕ, t) = H0 + εH1 =
,
H0 ◦ F0(x, y, I, ϕ, t) + εH1 ◦ F0(x, y, I, ϕ, t),
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where x = 0 is the stable manifold and y = 0 is the unstable manifold of saddle
(p, q) = 0.
In Lemma 4.5 [27] for |xy| ∈ (ε3/2, ε) we find a smooth coordinate change Φ′
such that
Hε ◦ Φ′ = H0 +O∗
(
ε3β−4 + ε2β−2x̂ŷ + ε(x̂ŷ)2
)
,
where the skew symmetric norm is defined in (11). Notice that Hj, j = 1, 2, 3
from this Lemma vanish in the β-nonresonant region (see Section 5.1 right after
this Lemma).
The change of coordinates Φ′ is ε-close to the identity and can be molified
outside of a neighborhood of (p, q) = 0 as the identity.
2.3 Computation of the splitting potential
Consider the generalized Arnold example with the Hamiltonian (3) with per-
turbations of the form (8). By Remark 2.10 the case of general trigonometric
perturbations reduces to this case. Thus, in this case we have
Hσ±(η, ξ, τ, t) = (1− cos qσ(t− τ))P (exp(i(ξ + ηt)), exp(it)), (21)
where P is a real valued trigonometric polynomial, i.e. for some N we have
P (exp(iξ), exp(it)) =
∑
|k1|,|k2|≤N
p′k1,k2 cos(k1ξ + k2t) + p
′′
k1,k2
sin(k1ξ + k2t).
The case of general trigonometric perturbations in discussed above.
Using formula (1.2) in Bessi [7] for the Arnold example for every harmonic
pk1,k2 exp i(k1ξt + k2t) = pk1,k2 exp i(k1(ξ0 + ηt) + k2t), ξ = ξ0
and we have ∫
R
[1− cos qσ(t)] cos 2pi(k1(ξ0 + ητ) + k2t+ k2τ)) dt =
= 2pi
(k1η + k2) cos 2pi(k1ξ0 + (k1η + k2)τ)
sinh pi(k1η+k2)
2
,
where ξt = ξ + ηt for all t ∈ R.
Combining we have
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Lemma 2.11. Let Hσ±(η, ξ, τ, t) = (1 − cos qσ(t − τ))P (exp(i(ξ + ηt)), exp(it)),
then the associated splitting potential has the form:
Mσ(η, ξ, τ) = −2pi
∑
|k1|,|k2|≤N
[
p′k1,k2
(k1η + k2)
sinh pi(k1η+k2)
2
cos(k1ξ + (k1η + k2)τ)
+p′′k1,k2
(k1η + k2)
sinh pi(k1η+k2)
2
sin(k1ξ + (k1η + k2)τ)
]
,
where ξ, τ ∈ T, η ∈ R.
2.4 Properties of the Melnikov potential
Suppose the splitting potentials M+(η, ξ, τ) satisfies the following condition:
[M1] There are two smooth families τi(η, ξ), i = 0, 1 such that for each point
(η, ξ) ∈ K× T we have
(∂τM
+(η, ξ, τ)− η ∂ξM+(η, ξ, τ))|τ=τi(η,ξ) = 0 and
(∂2ττM
+(η, ξ, τ)− 2η ∂2ξτM+(η, ξ, τ) + η2∂2ξξM)|τ=τi(η,ξ) 6= 0.
We choose τ±(I, ϕ) with values in (−1, 1). Similarly, one can define this
condition for M−(I, ϕ, τ). Condition [M1] is natural in the sense that
(∂τM
+(η, ξ, τ)− η ∂ξM+(η, ξ, τ))
is the time derivative of the Melnikov function and
∂2ττM
+(η, ξ, τ)− 2η ∂2ξτM+(η, ξ, τ) + η2∂2ξξM+(η, ξ, τ)
is the second order time derivative.
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In this section we verify that the condition [M1] holds for an open class of
trigonometric pertrubations H1(q, ϕ, t). By Lemma 2.11 we have
M+(η, ξ, τ) = 2pi
∑
|k1|,|k2|≤N
[
p′k1,k2(η)
(k1η + k2) cos(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
−p′′k1,k2(η)
(k1η + k2) sin(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
]
,
M+τ (η, ξ, τ) = 2pi
∑
|k1|,|k2|≤N
[
p′k1,k2(η)
(k1η + k2)
2 sin(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
−p′′k1,k2(η)
(k1η + k2)
2 cos(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
]
M+ξ (η, ξ, τ) = 2pi
∑
|k1|,|k2|≤N
[
p′k1,k2(η)
(k1η + k2)k1 sin(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
−p′′k1,k2(η)
(k1η + k2)k1 cos(k1ξ + (k1η + k2)τ)
sinh pi(k1η+k2)
2
]
.
(22)
Fix ρ > 0. Consider the generalized Arnold example and assume that for some
a > 0 we have
p′0,1 = sinh
pi
2
, |p′1,0| ≤ a, |p′i,j|, |p′′i,j| ≤ a, for all 0 ≤ i, j ≤ N, i+ j ≥ 2,
|(p′1,1, p′′1,1)|, |(p′i,j, p′′i,j)| ≥ ρa for some odd i 6= 0 and an even j.
(23)
In addition, assume that a is small, then by Lemma 2.11 we have
M+(η, ξ, τ) =: 2pi cos τ + 2piaM
+
(η, ξ, τ)
M+τ (η, ξ, τ) =: −2pi sin τ + 2piaM+τ (η, ξ, τ).
(24)
Lemma 2.12. If conditions (23) holds, then conditions [M1] are satisfied for all
(η, ξ) ∈ R× T.
Proof. Notice that coefficients in front of each harmonic sin(k1ξ+(k1η+k2)τ) and
cos(k1ξ+(k1η+k2)τ) have the form (k1η+k2)
d/ sinh pi(k1η+k2)τ)
2
for d = 1, 2. This
expression tends to zero as η →∞. Since we have only finitely many harmonics,
we can choose a small enough so that we have O(a) uniformly in η.
Due to the implicit theorem and previous coefficient estimate, the condition
M+τ (η, ξ, τ) = 0
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holds for τ− = O(a) or τ+ = pi +O(a). This is because
|M+ττ (η, ξ, τ±)| > 2pi −O(a) > pi for each (η, ξ) ∈ K× T (25)
by taking a small enough.
One can check that even in the case H1 = (1− cos q)(cosϕ+ cos t) condition
[M1] is violated at I = 1, ϕ = ±1/2. In this case, we have only one zero
τ = ∓1/2. In the case H1 = (1− cos q)(a cosϕ+ cos t) with any |a| < 1 condition
[M1] is satisfied. In addition, we need to assume that a is small.
3 Construction of isolating blocks and existence
of a NHIL
In this section we construct a normally hyperbolic invariant lamination Λε. It
has three steps. We state the main result of this section in subsection 3.1. Then
in subsection 3.2 we analyze the linearization of SMε. In subsection 3.3 we
construct almost fixed cylinders SMε(Cii) ≈ Cii, i = 0, 1 and almost period two
cylinders SMε(C01) ≈ C10, SMε(C10) ≈ C01. In subsection 3.4 we construct a
Lipschitz NHIL by verifying C1 to C5 conditions from Appendix A and finally
in subsection 3.5 we improve the smoothness of leaves by Theorem A.4 and prove
the Ho¨lder continuity between different leaves.
3.1 A Theorem on existence of NHIL
In this section we construct Normally Hyperbolic Invariant Lamination (NHIL)
using isolating block construction presented in Appendix A.
To define centers of isolating blocks Pij, i, j = {0, 1} as on Fig. 6 we prove
existence of four sets of functions:
hii(η, ξ, ε), wii(η, ξ, ε), τi(η, ξ, ε), i = 0, 1 and
hij(η, ξ, ε), wij(η, ξ, ε), τij(η, ξ, ε), i 6= j, i, j ∈ {0, 1}.
(26)
such that for all (ξ, η) ∈ K × T equations (37) and (40) hold. See Lemmas 3.4
and 3.5. We also have
w∗(η, ξ, ε) ≡ h∗(η, ξ, ε)− η
2
2
.
In Lemma 3.3 we compute eigenvectors vj(x) and eigenvalues λj(x), j = 1, . . . , 4
of the rescaled linearization of the separatrix map (under new (η, ξ, I, t)−coordinate).
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Figure 6: Isolating blocks for NHIL
Since SMε is symplectic, eigenvalues of its linearization DSMε at any point at
come in pairs: one pair of eigenvalues λ1,2 is close to one, the other pair is λ3 ∼ cδ
and λ4 ∼ (cδ)−1. Note that there is no immediate dynamical implication from
these eigenvectors as we do not claim existence of fixed points. However, these
eigenvectors are used to construct a cone field in section 3.4.
Denote for i, j ∈ {0, 1}
vij4 (η, ξ, ε) = v
ij
4 (η, ξ, hij(η, ξ, ε), τij(η, ξ, ε)). (27)
Fix small δ > 0, some κ > 0 and define the following four sets:
Πδ,κij :=
{
(η, ξ, h, τ) : there is (η0, ξ0) ∈ K× T, |δ3| ≤ κ1δ, |δ4| ≤ κ2δ2
such that (η, ξ, h, τ) =
(η0, ξ0, hij(η0, ξ0, ε), τij(η0, ξ0, ε)) + δ3Lεv
ij
3 (η0, ξ0, ε) + δ4Lεv
ij
4 (η0, ξ0, ε)
}
.
(28)
These sets Πδ,κij , i, j ∈ {0, 1} can be viewed as the union of parallelograms
centered at (η0, ξ0, h
ij
ε (η0, ξ0), τ
ij
ε (η0, ξ0)) with (η0, ξ0) varying inside K× T.
Consider the Hamiltonian Hε = H0 + εPN , given by (3) and let P be a
polynomial such that the associated Melnikov function M±, given by Lemma
2.11, satisfies (24).
Let Σ = {0, 1}Z be the space of infinite sequences on two symbols, ω =
(. . . , ω−1, ω0, ω1, . . . ) ∈ Σ, and σ : Σ → Σ be the shift, i.e. σω = ω′, where
ω′i+1 = ωi for all i ∈ Z. Let A0 := D0 × T ⊂ A := R × T be a cylinder,
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(η, ξ) ∈ D0 × T. We call a map
F : A0 × Σ→ A× Σ
a Cr smooth skew-product map, if it is given by
F : (η, ξ, ω) 7−→ (η′, ξ′, ω′) = (fω(η, ξ), σω),
where fω : A0 → A is a family of Cr smooth cylinder maps with Cr dependence
on ω, i.e. the difference of fω − fω′ goes to zero with respect to the Cr norm if
ω − ω′ → 0. See also Appendix C for related definitions.
Theorem 3.1. Fix small ρ > 0. Suppose the trigonometric polynomial P from
(4) satisfies (24) for small a > 0, then for κs > 0, depending on H0 and H1 only,
and any ε > 0 small enough the associated separatrix map SMε, given by (20),
has a NHI4L, denoted Λε, i.e.
Λε ⊂ ∪ij∈{0,1} Πδ,εij .
Moreover, there is a map
C : A0 × Σ→ Λε
such that for each (η, ξ, ω) ∈ D0 × T× Σ we have
SMε(C(η, ξ, ω)) = C(fω(η, ξ), σω).
In other words, for a Cr smooth skew-product map F the following diagram com-
mutes:
Λε
SMε−→ Λε
C ↑ C ↑
| |
A0 × Σ F−→ A× Σ.
(29)
In addition, there exists k ∈ N such that
[ω]k := (ω−k, · · · , ω0, · · · , ωk)
is a truncation and exist functions τ[ω]k(η, ξ), I[ω]k(η, ξ) such that the map F (·, ω)
has the following form
η+ = η − εM+ξ (η+, ξ, τ[ω]k(η, ξ)) + O2,
ξ+ = ξ + M+η+(η
+, ξ, τ[ω]k(η, ξ))−
η+
λ
log
∣∣∣∣κs I[σω]k(η+, ξ+)λ
∣∣∣∣+ O1. (30)
4as a matter of fact this lamination is weakly invariant in the sense that if we extend this
lamination to a O(ε)-neighbourhood of D0, then SMε(Λε) is a subset of the extension of Λε.
In other words, the only way orbits can escape from Λε are throught the boundary ∂D0.
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Remark 3.2. Smallness of a is independent from the size the compact domain
K ⊂ R, because ξ-dependent components of the Melnikov function average out
(see the proof of Lemma 2.12).
Notice that in (30) there exists one invalid term M+η+(η
+, ξ, τ[ω]k(η, ξ)) because
it’s smaller than the reminder O1. We leave it in this position to match the system
(18) better.
Actually,
{
(η, ξ, Iω(η, ξ), tω(η, ξ))
∣∣∣(η, ξ) ∈ K × T, ω ∈ Σ} is the coordinate
of NHIL (see section 3.5). The Ho¨lder continuity of ω benefits us with a finite
truncation and we just need to consider Iω,k and tω,k instead. The error caused
by truncation can be much less than the O1 and O2 terms.
Proof. The proof consists of following parts:
• Derive properties of the linearization DSMε near zeroes of the Melnikov
potential M+τ − ηM+ξ = 0 such as eigenvalues and eigenvectors (see Lemma
3.3).
• Find an approximately invariant cylinders for separatrix map SMε: for
i, j ∈ {0, 1} we have
Cij : D0 × T→ D × T× R× T
C(r, θ) = (η(r, θ), ξ(r, θ), τij(η, ξ, ε), wij(η, ξ, ε))
so that
SMε(C01(D0 × T)) ≈ C10(D0 × T)
SMε(C10(D0 × T)) ≈ C01(D0 × T).
These cylinders play the role of centers of the isolating blocks containing
the normally hyperbolic lamination (see points Pij on Fig. 6).
• Show that for proper κ the κ1δ×κ2δ2-paralellogram neighborhoods of these
cylinders Πδ,κij , given by (28) satisfy conditions [C1-C5].
• Prove NHIL’s Ho¨lder dependence of ω and the smoothness of every leaf,
which leads to a skew product satisfiy (30).
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3.2 Properties of the linearization of SMε
We star with the setting of Corollary 2.5. Actually, (18) is enough to achieve the
existence of NHIL. But we should keep in mind the reminders O1 and O2 can
be further evaluated due to (20). In the sequel we limit to the symbol σ = +,
in that we consider the map to be undefined when w < 0, and show that SM
has an NHIL. With almost the same procedure we can get the NHIL for the case
σ = −. The system (18) can be seen as two coupled subsystems, to see this more
clearly, define
I =
1

(h− E(η)),
which also includes a rescaling. Note that
I+ = h+ − E(η+) = h− M+τ − [E(η) + E ′(η)(η+ − η)] + O2
= I − (M+τ (η, ξ, τ)− E ′(η)M+ξ (η, ξ, τ))+ O2
since η+ − η = O(). We will also omit the superscripts from M+ and κ+. Then
η+ = η − Mξ(η, ξ, τ) + O2
ξ+ = ξ + Mη(η, ξ, τ)− η
+
λ
log
(
κI+
λ
)
+ O1
I+ = I − (Mτ − E ′(η)Mξ)(η, ξ, τ) + 1

O2
τ+ = τ +
1
λ
log
(
κI+
λ
)
mod 2pi + O1
(31)
We removed the absolute value from the log term and noting the map is undefined
for I+ < 0. As (8) is mechanical, ω = h+ − η+2/2.
Lemma 3.3. Consider the separatrix map SMε for the generalized example of
Arnold (3-4). Suppose the Melnikov potential M(η, ξ, τ) satisfies condition [M1].
Then for some positive C, ν and any sufficiently small δ such that ε$ ≤ δ, 1 ≥
$ > 1/4 for any
x = (η, ξ, I, τ) ∈ K× T× (−Cδ,Cδ)× T
the differential DSMε has eigenvalues
|λi − 1| ≤ Cε1/8 log ε, i = 1, 2, |λ4| < Cδ, |λ3| > 1
2Cδ
.
For |η| ≥ ν there are eigenvectors ej(x), j = 1, 2, 3, 4, i.e.
DSMε(x) ej(x) = λj(x)ej(x). (32)
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such that
e3(x) =
(0, η, 0,−1)√
1 + η2
+O(δ)
e4(x) =
(0, η,∆M,−1)√
1 + η2 + ∆M2
+O(δ2)
e1,2(x) =
(0,−Mττ + ηMξτ , 0,Mξτ − ηMξξ)√
(−Mττ + ηMξτ )2 + (−Mξτ + ηMξξ)2
+O(1/8 log )
with ∆M = Mττ − 2ηMτξ + η2Mξξ.
In particular, for each (η, ξ) ∈ K × T angles between ei(x) and ej(x) with
i 6= j and {i, j} 6= {1, 2} is uniformly away from zero. Moreover, for each x such
that δ satisfies the above conditions the vector DSMε(x)e4 in absolute value is
bounded by Cδ.
Proof. Denote w = εδ/λ. The differential of the separatrix map DSM+ε for the
Arnold’s example (18) is given by:
∂η+
∂η
∂η+
∂ξ
0 ∂η
+
∂τ
− 1
λ
log I
+
λ
∂η+
∂η
− η+
λI+
∂∆
∂η
1− η+
λI+
∂∆
∂ξ
− 2pil ∂η+
∂ξ
− η+
λI+
− η+
λI+
∂∆
∂τ
− 2pil ∂η+
∂τ
∂∆
∂η
∂∆
∂ξ
1 ∂∆
∂τ
1
λI+
∂∆
∂η
1
λI+
∂∆
∂ξ
1
λI+
1 + 1
λI+
∂∆
∂τ
+

O2
O1
O2/
O1
 ,
which can be translated into

1− εMξη −εMξξ 0 −εMξτ
−η+ −Mτη+Mξ+ηMξη
λI+
− (1− εMξη) log
∣∣∣εI+∣∣∣ 1− η+ γ
λI+
+ εMξξ log |εI+| −η
+
λI+
−η+ α
λI+
+ εMξτ log |εI+|
−Mτη +Mξ + ηMξη γ 1 α
−Mτη+Mξ+ηMξη
λI+
γ
λI+
1
λI+
1 + α
λI+

,
where:
∆ = −Mτ + ηMξ,
γ = −Mξτ + ηMξξ,
α = −Mττ + ηMξτ ,
ζ = −Mτη +Mξ + ηMξη,
β =
1
λI+
,
l ∈ Z such that l = [ 1
2piλ
log
κ
λ
]
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and the error of entries in the first and third rows is O(ε5/4 log2 ε), O(ε1/4 log2 ε)
and the error of entries in the second and forth rows is O(ε7/8 log2 ε). Notice that
the κ and λ are just contants in the original separatrix map (8), so we can remove
them from the matrix.
As the separatrix map is symplectic, the determinant of this matrix should be
one (although we take a new coordinate). So we can get a couple of eigenvalues
close to 1
λ1,2(x) = 1±O(ε1/8 log ε).
This point can be verified from a simple calculation:
det(DSM+ − λId) = (1− λ)4 − (1− λ)2λ
α− ηγ
δ
+O(1/4 log2 ) = 0.
Neglecting error terms of order O(ε1/4 log2 ε), we get
trace(DSM+ε ) = 4 +
α− ηγ
δ
. (33)
Due to [M1], for each (η, ξ) ∈ K× T we have
α− ηγ = ∆M = Mττ − 2ηMτξ + η2Mξξ 6= 0
uniformly hold, then for small enough δ, this trace should be O(1/δ). So there
should existsthe other couple of eigenvalues
λ3(x) ∼ O(1/δ), λ4(x) ∼ O(δ)
because the determinant equals one.
Now we compute approximation of the eigenvectors:
DSMε(x)ej(x) = λj(x)ej(x), j = 1, 2, 3, 4,
so we can estimate the eigenvalues
λ1,2 = 1 +O(1/8 log ),
λ3 =
2 + αβ − η+βγ + sgn(α)√(2 + αβ − η+βγ)2 − 4
2
+O(/δ),
λ4 =
2 + αβ − η+βγ − sgn(α)√(2 + αβ − η+βγ)2 − 4
2
+O(δ),
(34)
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and corresponding eigenvectors by
e1,2 = (0,
α√
α2 + γ2
, 0,− γ√
α2 + γ2
)t +O(1/8 log ),
e3 =
|λ3 − 1| · |β|√
λ23(1 + η
+2)β2 + (λ3 − 1)2
(0,
η+λ3
1− λ3 ,
1
β
,
λ3
λ3 − 1)
t +O(δ),
≈ 1√
1 + η2
(0, η, 0− 1) +O(δ),
e4 =
1√
λ24β
2(1 + η+2) + (λ4 − 1)2
(0,−λ4βη+, λ4 − 1, λ4β)t +O(δ2),
≈ 1√
1 + η2 + (α− ηγ)2 (0, η, α− ηγ,−1) +O(δ
2)
(35)
with β ∼ O(1/δ). [M1] ensures the angles between different eigenvectors are
uniformly away from zero. Change α, γ back into the notation depending on M
we proved the Lemma.
3.3 Calculation of centers of isolating blocks
In this section we calculate the set of functions w’s and h’s from (26). Recall that
the sepatatrix map can be written in the new coordinate
SMε(η, ξ, I, τ) = (η+, ξ+, I+, τ+)
with w = I + ∆(η, ξ, τ) + O2. So we just need to get weak invariant functions
Iii(η, ξ, ε), τii(η, ξ, ε), i = 0, 1 and
Iij(η, ξ, ε), τij(η, ξ, ε), i 6= j, i, j ∈ {0, 1}
(36)
which satisfy the following Lemma.
Lemma 3.4. Suppose condition (24) holds for a sufficiently small a > 0. Fix
1 ≥ $ > 1/4 > ρ > 0. Then for a sufficiently small ε > 0 and δ ∈ (ε$, ερ) there
are functions τii and Iii, i = 0, 1 such that Iii = O(δ) and these functions satisfy
η+ = η − εM+ξ (η, ξ, τii(ξ, η, ε))
ξ+ = ξ + εM+η+(η, ξ, τii(ξ, η, ε))−
η+
λ
log
∣∣∣∣κ+Iii(ξ+, η+, ε)λ
∣∣∣∣ mod 2pi
| τii (η, ξ, ε) + 2npi + 1
λ
log
∣∣∣∣κ+Iii(ξ+, η+, ε)λ
∣∣∣∣− τii(η+, ξ+, ε)∣∣∣∣ ≤ O(a δ2)
|Iii (η, ξ, ε) + ∆(η, ξ, τii(η, ξ, ε))− Iii(η+, ξ+, ε)
∣∣ ≤ O(δ2),
(37)
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where Iii(η, ξ, ε) > 0 for all (η, ξ) ∈ K× T.
Moreover, these solutions satisfy
Iii(η, ξ, ε) = δ + aδI¯ii(η, ξ, a) (38)
τii(η, ξ, ε) = ipi + aτ
1
i (η, ξ, a) + aδ τ
2
ii(η, ξ, a)
for some smooth functions I¯ii, τ
1
i , τ
2
ii with ipi + aτ
1
i solving the first implicit
equation in [M1].
Notice that this lemma says that neglecting the error terms in the separatrix
map SMε from Corollary 2.5 has two weak invariant cylinders
Λii = {(η, ξ, hii(η, ξ), τii(η, ξ)) : (η, ξ) ∈ K× T}
with ωii = Iii(η, ξ, ) + ∆(η, ξ, τii(η, ξ, )) and hii = Iii + η
2/2. Denote by Λ∗ii the
invariant cylinder obtained by extending hii and τii for an O(ε)-neighbourhood
of K. Then up to error terms SMε(Λii) ⊂ Λ∗ii.
Proof. Start by proving existence of wii, τii’s solving functional equations (37)
for i = 0, 1.
• By M1 we have
M+τ (η, ξ, τi(η, ξ))− ηM+ξ (η, ξ, τi(η, ξ)) = 0.
Actually we can take τi(η, ξ) = ipi + aτ
1
i (η, ξ, a) where a is sufficiently
small. This can be derived from the O(a) estimate. We formally solve
the τ 1i (η, ξ, a) by
τ 1i (η, ξ, a) =
∂tM(η, ξ, ipi)− η∂ξM(η, ξ, ipi)
2pi cos ipi
+O(a).
• Take the formal solution (38) into the separatrix map. It should satisfies
η+ = η − a∂ξM s(η, ξ, τii(η, ξ, a)) + O2,
ξ+ = ξ + 2pi{nη} − η
λ
log(1 + aI¯ii(η
+, ξ+)) + O1,
aδI¯ii(η
+, ξ+) = aδI¯ii(η, ξ)−
{
∆(η, ξ, ipi + aτ 1i ) + [∂ttM
s(ipi + aτ 1i )
− aη∂ξtM(ipi + aτ 1i )
]
aδτ 2ii
}
+O(a2δ2),
aτ 1i (η
+, ξ+) = aτ 1i (η, ξ) +
1
λ
ln(1 + aI¯ii(η
+, ξ+)) +O(aδ),
(39)
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where δ = λ
κ
exp(2nλpi). Within the third equation,
∆(η, ξ, ipi + aτ 1i ) = 0
due to the first item, and
∂ttM
s(ipi + aτ 1i )− aη∂ξtM(ipi + aτ 1i ) 6= 0
as a sufficiently small. So we can update the third equation into
I¯ii(η
+, ξ+) = I¯ii(η, ξ) + α(η, ξ, ipi + aτ
1
i )τ
2
ii +O(aδ)
with α defined in previous section. Since η belongs to a compact region K,
a can be chosen sufficiently small and
I¯ii(η
+, ξ+) = I¯ii(η, ξ
+) +O(a)
= I¯ii(η, ξ + 2pi{nη} − η
λ
ln(1 + aI¯ii(η
+, ξ+))) + O1
= I¯ii(η, ξ + 2pi{nη} − η
λ
ln(1 + aI¯ii(η, ξ + 2pi{nη}))) +O(a2),
so we solve the fourth equation of (39) and get
I¯ii(η, σ(η, ξ)) = λ[τ
1
i (η, σ(η, ξ))− τ 1i (η, ξ)] +O(a)
where σ(η, ξ) = ξ+2pi{nη}. Take this equation back into the third equation
of (39) and get
τ 2ii(η, ξ) =
I¯ii(η, σ(η, ξ))− I¯ii(η, ξ)
α(ipi + aτ 1i )
+O(aδ).
Lemma 3.5. Suppose condition (24) holds for a sufficiently small a > 0. Fix
1 ≥ $ > 1/4 > ρ > 0. Then for a sufficiently small ε > 0 and δ ∈ (ε$, ερ) there
are functions τij and Iij, {i, j} = {0, 1} such that Iij = O(δ) and these functions
satisfy
η+ = η − εM+ξ (η, ξ, τij(ξ, η, ε))
ξ+ = ξ + εM+η+(η, ξ, τij(ξ, η, ε))−
η+
λ
log
∣∣∣∣κ+wji(ξ+, η+, ε)λ
∣∣∣∣
| τij (η, ξ, ε) + 2npi + 1
λ
log
∣∣∣∣κ+wij(ξ+, η+, ε)λ
∣∣∣∣− τji(η+, ξ+, ε)∣∣∣∣ ≤ O(a δ2)
|Iij (η, ξ, ε)−
[
M+τ (η, ξ, τij(η, ξ, ε))− ηM+ξ (η, ξ, τij(η, ξ, ε))
]
−Iji(η+, ξ+, ε)
∣∣ ≤ O(δ2),
(40)
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where Iij(η, ξ, ε) > 0 for all (η, ξ) ∈ K× T.
Moreover, these solutions satisfy
Iij(η, ξ, ε) = δe
−λpi(1 + aI¯ij(η, ξ, a)) (41)
τij(η, ξ, ε) = ipi + aτ
1
i (η, ξ, a) + aδ τ
2
ij(η, ξ, a)
for some smooth functions I¯ij, τ
1
i , τ
2
ij with ipi + aτ
1
i solving the first implicit
equation in [M1].
Neglecting the error terms in the square of separatrix map SM2ε from Corol-
lary 2.5 we get two weak invariant cylinders
Λij = {(η, ξ, hij(η, ξ), τij(η, ξ)) : (η, ξ) ∈ K× T}
with ωij = Iij(η, ξ, )+∆(η, ξ, τij(η, ξ, )) and hij = Iij +η
2/2. Denote by Λ∗ij the
invariant cylinder obtained by extending hij and τij for an O(ε)-neighbourhood
of K. Then up to error terms SMε(Λij) ⊂ Λ∗ji.
Proof. We use almost the same procedure as previous Lemma. Start by proving
existence of wij, τij’s solving functional equations (37) for {i, j} = {0, 1}.
• Recall that we have already solved the τ 1i (η, ξ) by
τ 1i (η, ξ, a) =
∂tM(η, ξ, ipi)− η∂ξM(η, ξ, ipi)
2pi cos ipi
+O(a),
which satisifes
M+τ (η, ξ, ipi + aτ
1
i (η, ξ))− ηM+ξ (η, ξ, ipi + aτ 1i (η, ξ)) = 0.
• Take the formal solution (41) into the separatrix map, which should satisfies
η+ = η − a∂ξM s(η, ξ, τ01(η, ξ, a)) + O2,
ξ+ = ξ + 2pi{(n− 1
2
)η} − η
λ
ln(1 + aI¯10(η
+, ξ+)) + O1,
I¯10(η
+, ξ+, a) = I¯01(η, ξ, a) + α(η, ξ, ipi + aτ
1
0 (η, ξ, a))τ
2
01 +O(aδ)
aτ 11 (η
+, ξ+, a) = aτ 10 (η, ξ) +
1
λ
ln(1 + aI¯10(η
+, ξ+, a)) +O(aδ),
(42)
and
η+ = η − a∂ξM s(η, ξ, τ10(η, ξ, a)) + O2,
ξ+ = ξ + 2pi{(n− 1
2
)η} − η
λ
ln(1 + aI¯01(η
+, ξ+)) + O1,
I¯01(η
+, ξ+, a) = I¯10(η, ξ, 0) + α(η, ξ, ipi + aτ
1
1 )τ
2
10 +O(aδ)
aτ 10 (η
+, ξ+, a) = aτ 11 (η, ξ) +
1
λ
ln(1 + aI¯01(η
+, ξ+, a)) +O(aδ).
(43)
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Recall that
α(η, ξ, ipi + aτ 1i ) 6= 0, i = 0, 1,
uniformly hold for sufficient small a and
ξ+ = ξ + 2pi{(n− 1
2
)η}+O(a)
because η belongs to a compact region K and a can be chosen sufficiently
small. So we can solve the solution by{
I¯10(η, σ) = λ(τ
1
1 (η, σ)− τ 10 (η, ξ)) +O(a),
I¯01(η, σ) = λ(τ
1
0 (η, σ)− τ 11 (η, ξ)) +O(a),
(44)
and 
τ 201(η, ξ) =
I¯10(η, σ)− I¯01(η, ξ)
α(η, ξ, ipi + aτ 1ii)
+O(aδ),
τ 210(η, ξ) =
I¯01(η, σ)− I¯10(η, ξ)
α(η, ξ, ipi + aτ 1ii)
+O(aδ),
(45)
where σ(η, ξ) = ξ + 2pi{(n− 1
2
)η} and δ = λ
κ
exp(2nλpi).
3.4 Verification of isolating block conditions [C1-C5]
In this section we isolating blocks Πu,s,κij = Πij, i, j = {0, 1} and verify C1-C3 for
them. Then we define cone field over each point in isolating blocks and verify
C4-C5. Recall that In Lemma 3.3 we compute eigenvectors ej(x) and eigenvalues
λj(x), j = 1, . . . , 4 of the DSMε(x).
Since the map SMε is symplectic, eigenvalues come in pairs: one pair of
eigenvalues λ1,2 is close to one, the other pair is λ3 ∼ cδ and λ4 ∼ (cδ)−1.
Besides, from Lemma 3.4 and Lemma 3.5 we get the eigenvectors based on the
centers by
vijs (η, ξ, ε) = v
ij
s (η, ξ, Iij(η, ξ, ε), τij(η, ξ, ε)), s = 3, 4.
For small δ > 0 and properly large κ > 0 we define the following four sets:
Πs,κij := {(η, ξ, I, τ) : there is (η0, ξ0) ∈ K× T,
|c| ≤ κ1δ2, |d| ≤ κ2δ such that
(η, ξ, I, τ) = (η0, ξ0, Iij(η0, ξ0, ε), τij(η0, ξ0, ε)) + cv
ij
3 (η0, ξ0, ε) + dv
ij
4 (η0, ξ0, ε)
}
.
(46)
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We drop ε-dependence for brievity. These sets Πs,κij , i, j ∈ {0, 1} can be
viewed as the union of parallelograms centered at (η0, ξ0, I
ij
ε (η0, ξ0), τ
ij
ε (η0, ξ0))
with (η0, ξ0) varying inside K× T.
By Lemma 3.3 we derive that these eigenvectors of DSMε have the following
form:
e3(x) =
(0, η, 0,−1)√
1 + η2
+O(δ)
e4(x) =
(0, η,∆M,−1)√
1 + η2 + ∆M2
+O(δ2)
e1,2(x) =
(0,−Mττ + ηMξτ , 0,Mξτ − ηMξξ)√
(−Mττ + ηMξτ )2 + (−Mξτ + ηMξξ)2
+O(1/8 log ).
Define
ψ := min{](v3(x), v4(x)) : x ∈ Πij, i, j ∈ {0, 1}}.
Lemma 3.6. If condition [M1] holds, then ψ > 0 uniformly holds.
Proof. By definition v3(x) ‖≈ (0, η, 0,−1) and v4(x) ‖≈ (0, η, α − ηγ,−1). By
condition [M1] we have
∆M = α− ηγ 6= 0
uniformly for (η, ξ) ∈ K× T.
Figure 7: Isolating Block
For any point in the isolating block Πs,κij , we can define a local transformation
by:
Φij : (η, ξ, I, τ)→ (η0, ξ0, c, d),
36
where c and d are the projections of (η − η0, ξ − ξ0, I − Iij(η0, ξ0), τ − τij(η0, ξ0))
to e3 and e4 with (η0, ξ0) the corrsponding point in the center. Under this new
coordinate, we have
SM := Φji ◦ SM ◦ Φ−1ij
defined on the new straight grids
Ns,κij = Φij(Π
s,κ
ij ).
Then we can prove the following stronger conditions:
Lemma 3.7. ∣∣∣pi4 ◦SMNs,κij ∣∣∣ ≤ O(δ2), (47)∣∣∣pi3 ◦SMNs,κij ∣∣∣ ≥ O(δ) (48)
and
SM∂
uNs,κij ' ∂uNs,κij , (49)
for any (η, ξ) ∈ K× T. Here ∂u means the boundary of the 3-rd component and
' means homotopic equivalence.
Recall that C3 is actually ensured by the weak invariance of centers in afore-
mentioned section. So in the following we just need to prove C1 and C2, which
can be derived from this Lemma.
Proof. We remove the  dependence for convenience. ∀(η, ξ, I, τ) ∈ Πs,κij , which
corresponds to a unique point (η0, ξ0, c, d) ∈ Ns,κij , we get
SM(η0, ξ0, c, d)−(η+0 , ξ+0 , 0, 0) = Φji[SM(η, ξ, I, τ)− (η+0 , ξ+0 , Iji(η+0 , ξ+0 ), τji(η+0 , ξ+0 ))]
= Φji
∫ 1
0
DSM(sη + (1− s)η0, sξ + (1− s)ξ0, sI+
(1− s)Iij(η0, ξ0), sτ + (1− s)τij(η0, ξ0)) · (cvij3 + dvij4 )ds
= Φji
[
DSM(η0, ξ0, Iij(η0, ξ0), τij(η0, ξ0)) · (cvij3 + dvij4 )+∫ 1
0
Υ(s)(cvij3 + dv
ij
4 )ds
]
= Φji
[
cλ3v
ij
3 + dλ4v
ij
4 +
∫ 1
0
(Υ′ +O(κ2, δ))(cvij3 + dvij4 )ds
]
,
(50)
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where Υ(s) = DSM
∣∣∣s
0
is a variational matrix with s ∈ (0, 1). Formally it equals
to
0 0 0 0
Osc(− 1
λ
ln I+ − η+βζ) Osc(−η+βγ) Osc(−η+β) Osc(−η+βα)
Osc(ζ) Osc(γ) 0 Osc(α)
Osc(ζβ) Osc(βγ) Osc(β) Osc(βα)
+ δO1,
where the ‘Osc’ means the variation between 0 and s. Recall that we take $ .
δ . ρ, vij3 is δ−parallel to (0, η0, 0,−1) and vij4 is δ2−parallel to (0, η0, α(η0, ξ0)−
η0γ(η0, ξ0),−1). By removing the O(κ2, δ) order error, we can simplify Υ by
Υ′ =

0 0 0 0
−ηOsc(βζ)− 1
λ
Osc(ln I+) −ηOsc(βγ) −ηOsc(β) −ηOsc(βα)
0 0 0 0
Osc(ζβ) Osc(βγ) Osc(β) Osc(βα)
 .
Here the O(κ2, δ) implies the error term depends on κ2. This is because both
(0, η0, 0,−1) and (0, η0, α(η0, ξ0) − η0γ(η0, ξ0),−1) have a degenerate first com-
ponent. Another observation is that for any vector V linearly composed by vij3
and vij4 , Υ · V is δ−parallel to (0, η0, 0,−1). Besides, we get the norm estimate
|Υ′vij4 | ∼ O(1).
Due to these observations, (47) and (48) are almost obvious now:
|pi4 ◦SMNs,κij | =|pi4(SM(η0, ξ0, c, d)− (η+0 , ξ+0 , 0, 0))|
≤|λ4d|+ δ(|pi4Υ′cvij3 |+ |dvij4 |)
≤C(κ1, κ2)δ2,
(51)
|pi3 ◦SMNs,κij | =|pi3(SM(η0, ξ0, c, d)− (η+0 , ξ+0 , 0, 0))|
≥|λ3c| − |Υ′dvij4 | − O(κ2, δ2)
≥(C(κ1)− C(κ2))δ ≥ C(κ1)δ/2,
(52)
where C(κi) is O(1) constants depending on κi, i = 1, 2, so we can always take
κ1 properly greater than κ2 such that previous inequalities hold.
As for the homotopy equivalence of (49), we can use the same approach as in
[36] by lifting SM by SM in the covering space (η, ξ, I, τ) ∈ K×R×(−Cδ,Cδ)×
T and the isolating blocks Ns,κij by N
s,κ
ij . The benefit of doing this is that ∂
uN
s,κ
ij
becomes single connected. So the boundary corresponds to a fixed |c| = κ1δ2 into
(57), of which we can always take a properly small κ2 and get a slightly deformed
new boundary SM∂uGsij which is also single connected.
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Use almost the same approach we can prove C1’-C3’ for SM−1 . We drop
ε-dependence for brievity. Suppose x+ = SM(x) for x = (η, ξ, I, τ), then we get
DSM−1(x+) = (DSM(x))−1
and
DSM−1(x+)ei(x) = 1
λi
ei(x), i = 3, 4.
Notice that ei(x) ∈ Tx+R4 is a parallel shift from TxR4 of Euclid metric. For
small δ > 0 and properly large κ > 0 we define the following four sets:
Πu,κij :=
{
(η+, ξ+, I+, τ+) : there is (η+0 , ξ
+
0 ) ∈ K× T,
|c| ≤ κ3δ, |d| ≤ κ4δ2 such that
(η+, ξ+, I+, τ+) = (η+0 , ξ
+
0 , Iij(η
+
0 , ξ
+
0 , ε), τij(η
+
0 , ξ
+
0 , ε)) + cv
ji
3 (η0, ξ0, ε) + dv
ji
4 (η0, ξ0, ε)
}(53)
with (η0, ξ0, Iji(η0, ξ0), τji(η0, ξ0)) = SM−1(η+0 , ξ+0 , Iij(η+0 , ξ+0 ), τij(η+0 , ξ+0 )). Via
the transformation Φij we can define
SM−1 := Φji ◦ SM−1 ◦ Φ−1ij
on the new straight grids
Nu,κij = Φij(Π
u,κ
ij ).
For later use, we write down DSM−1(x+) here:
1 0 0 0
1
λ
ln κI
+
λ
1 ηβ 0
−γ
λ
ln κI
+
λ
− ζ −γ 1 + β(α− ηγ) −α
0 0 −β 1
+ O1.
Now we can prove the following stronger conditions:
Lemma 3.8. ∣∣∣pi3 ◦SM−1 Nu,κij ∣∣∣ ≤ O(δ2), (54)∣∣∣pi4 ◦SM−1 Nu,κij ∣∣∣ ≥ O(δ) (55)
and
SM−1 ∂
sNu,κij ' ∂sNu,κij , (56)
for any (η, ξ) ∈ K × T. Here ∂s means the boundary of the 4-th component and
' means homotopic equivalence.
(54), (55) and (56) are sufficient to C1’, C2’ and C3’.
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Proof. ∀(η+, ξ+, I+, τ+) ∈ Πu,κij , which corresponds to a unique point (η+0 , ξ+0 , c, d) ∈
Nu,κij , the following holds:
SM−1(η+0 , ξ
+
0 , c, d)−(η0, ξ0, 0, 0) = Φji[SM−1(η+, ξ+, I+, τ+)−
SM−1(η+0 , ξ+0 , Iji(η+0 , ξ+0 ), τji(η+0 , ξ+0 ))]
= Φji
∫ 1
0
DSM−1(sη+ + (1− s)η+0 , sξ+ + (1− s)ξ+0 , sI++
(1− s)Iij(η+0 , ξ+0 ), sτ+ + (1− s)τij(η+0 , ξ+0 )) · (cvji3 + dvji4 )ds
= Φji
[
DSM−1(η+0 , ξ+0 , Iij(η+0 , ξ+0 ), τij(η+0 , ξ+0 )) · (cvji3 + dvji4 )+∫ 1
0
Υ(s)(cvji3 + dv
ji
4 )ds
]
= Φji
[
cvji3 /λ3 + dv
ji
4 /λ4 +
∫ 1
0
(Υ′ +O(κ, δ))(cvji3 + dvji4 )ds
]
,
(57)
where Υ(s) = SM−1
∣∣∣s
0
is a variational matrix with s ∈ (0, 1). Formally it equals
to 
0 0 0 0
Osc( 1
λ
ln I+) 0 Osc(ηβ) 0
−Osc(γ
λ
ln κI
+
λ
+ ζ) −Osc(γ) Osc(β(α− ηγ)) −Osc(α)
0 0 −Osc(β) 0
+ δO1.
Recall that we take $ . δ . ρ, vji3 is δ−parallel to (0, η0, 0,−1) and vji4 is
δ2−parallel to (0, η0, α(η0, ξ0)− η0γ(η0, ξ0),−1), so Osc(α− ηγ) ∼ O(κ4, δ2) and
Osc(η) ∼ O(κ3, δ2). Here the O(κi, δ) implies the error term is dependent of κi,
i = 3, 4. By removing the O(δ) order error, we can simplify Υ by
Υ′ =

0 0 0 0
Osc( 1
λ
ln I+) 0 ηOsc(β) 0
−Osc(γ
λ
ln κI
+
λ
+ ζ) 0 (α− ηγ)Osc(β) 0
0 0 −Osc(β) 0
 .
Also we have the following observations: (1) both (0, η0, 0,−1) and (0, η0, α(η0, ξ0)−
η0γ(η0, ξ0),−1) have a degenerate first component; (2) For any vector V linearly
composed by vji3 and v
ji
4 , Υ · V is δ−parallel to (0, η0, α(η0, ξ0)− η0γ(η0, ξ0),−1).
Besides, |Υ′vji3 | ∼ O(δ).
Due to these observations, (54) and (55) are almost obvious now:
|pi4 ◦SM−1Nu,κij | ≥|d/λ4| − δ(|pi4Υ′cvji3 |+ |dvji4 |)
≥C(κ4)δ − C(κ3)δ ≥ C(κ4)δ/2,
(58)
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|pi3 ◦SM−1Nu,κij | ≤|c/λ3|+ |Υ′dvji4 |+O(κ4, δ2)
≤C(κ3, κ4)δ2,
(59)
where C(κi) is O(1) constants depending on κi, i = 3, 4, so we can always take
κ4 properly greater than κ3 such that previous inequalities hold.
As for the homotopy equivalence of (56), we still lift SM−1 by SM−1 in the
covering space (η, ξ, I, τ) ∈ K×R× (−Cδ,Cδ)×T and the isolating blocks Nu,κij
by N
u,κ
ij . Then ∂
uN
s,κ
ij becomes single connecte, which corresponds to |d| = κ4δ2.
Take |d| = κ4δ2 into (57) and get a slightly deformed new boundary SM−1∂sNu,κij
which is also single connected.
The following Fig. 8 is a projection graph for the isolating blocks, which can
give the readers a clear geometric explanation of previous Lemmas.
τ0 τ1
Ru01
Ru00
Ru10
Ru11
f(Ru00)
f(Ru10)
f(Ru01)
f(Ru11)
x00
x01
x11
x10
vu1
vs1
vu2
vs2
Figure 8: Isolating blocks
From Appendix A we can now get a topological invariant set in the intersec-
tional parts of Πu,κij
⋂
Πs,κlk , i, j, k, l = 0, 1, which is shown in Fig. 6. But we still
need to prove the cone conditions for it, i.e. C4, C5.
Recall that our invariant set lies in a domain K×T× [−Cδ,Cδ]×T, which is
denoted by the original manifold M and can be embedded into R4. On the other
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side, we can take a group of base vectors of TM by
Ec1 = (0, 1, 0, 0)
t,
Ec2 = (1, 0, 0, 0)
t,
Eu = (0,−η, 0, 1)t,
Es = (0,−η,−α + ηγ, 1)t.
Notice that TM = span{Ec1, Ec2, Eu, Es}, so every vector v ∈ TxM corresponds a
unique coordinate (a, b, c, d) ∈ R4 such that
v = aEc1X + bEc2X + cEu + dEs,
where X is a rescale constant decided later on. Besides, we can take the following
metric on TM :
‖v‖X := ‖(a, b, c, d)‖e,
with ‖ · ‖e is the typical Euclid metric. Define the unstable cones in the bundle
of isolating blocks TxR4
∣∣∣
x∈Πs,κij
by
Cuij(x) = {v ∈ TxM : ](v, Eu(x)) ≤ θu}, i, j = 0, 1
and on TxR4
∣∣∣
x∈Πu,κij
the stable cones
Csij(x) = {v ∈ TxM : ](v, Es(x)) ≤ θs}, i, j = 0, 1.
Lemma 3.9. For any x ∈ Πs,κij and any v ∈ Cuij(x) we have
DSMε(x)v ∈ Cuji(SMε(x)) and ‖DSMε(x)v‖X ≥
mu
4δ
‖v‖X
Similarly, for any x+ ∈ Πu,κij and any v ∈ Csij(x+) we have
DSM−1ε (x+)v ∈ Csji(SM−1ε (x+)) and ‖DSM−1ε (x+)v‖X ≥
ms
4δ
‖v‖X
with
θu = arctan min{O(X
γ
),O(1
δ
),O( 1
γδX )},
θs = arctan min{O( X
δ ln 
),O(1
δ
),O( 1
δ2 ln X )}
for
O(δ2 ln ) ≤ X ≤ O( 1
γ
,
1
ζ
)
and mu,s are O(1) constants depending on them.
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Proof. ∀x ∈ Πs,κij , Cuij(x) can be converted into
Cuij(x) =
{
v = aEc1X + bEc2X + cEu(x) + dEs(x)
∣∣∣a2 + b2 + d2 ≤ k2uc2}
with θu = arctan ku. We should remind the readers X only influences the length
of vectors in the cone but not the direction, so the angle θu keeps invariant.
Suppose (a′, b′, c′, d′) is the coordinate of DSM(x)v of base vectors
Ec1(x
+)X , Ec2(x+)X , Eu(x+), Es(x+),
then
(a′, b′, c′, d′)t = X−1 · Ξ−1+ ·DSM(x) · Ξ ·X(a, b, c, d)t
with Ξ := [Ec1, E
c
2, E
u, Es]4×4 and
X =

X 0 0 0
0 X 0 0
0 0 1 0
0 0 0 1
 .
By calculation
Ξ−1+ =

0 0 − 1
α+−η+γ+ 0
1 0 0 0
0 0 1
α+−η+γ+ 1
0 1 0 η+

and
Ξ−1+ ·DSM·Ξ =

1 − 1
λ
ln κI
+
λ
+ O1/δ O1/δ O1
O1 1 O1 O1
βγ + γ
α+−η+γ+ βζ +
ζ
α+−η+γ+ 1 + β(α− γη) + α−ηγα+−η+γ+ 1
− γ
α+−η+γ+ − ζα+−η+γ+ − α−ηγα+−η+γ+ O1
 ,
(60)
so the rescaled matrix should be
X−1·Ξ−1+ ·DSM·Ξ·X =

1 − 1λ ln κI
+
λ + O1/δ O1/δX O1/X
O1 1 O1/X O1/X
O(X/δ) O(X/δ) 1 + β(α− ηγ) + α−ηγ
α+−η+γ+ 1
O(X ) O(X ) − α−ηγ
α+−η+γ+ O1
 .
An advantage of involving X is now the diagonal terms of aforementioned matrix
are much greater than the rest. To make a′2 + b′2 + d′2 ≤ k2uc′2, we need
k2u ≤ min{O(
X
γ
),O(1
δ
),O( 1
γδX )}
43
for
O(γδ2, ζδ2) ≤ X ≤ O( 1
γ
,
1
ζ
).
Recall that α− ηγ 6= 0 and β ∼ O(1/δ) for any x ∈ Πu,s,κij , then we also get
‖DSM(x)v‖X ≥ |c′| ≥ β(α− ηγ)
2
|c|,
≥ β(α− ηγ)
2
‖v‖X√
1 + k2u
.
Taking mu = 2(α− ηγ)/√1 + k2u we proved the first part.
Similarly, ∀x+ ∈ Πu,κij , Csij(x+) can be converted into
Csij(x
+) =
{
v = aEc1X + bEc2X + cEu(x+) + dEs(x+)
∣∣∣a2 + b2 + c2 ≤ k2sd2}
with θs = arctan ks. Also for this case X only influences the length of vectors in
the cone but not the direction, so the angle θs keeps invariant.
Now we have
Ξ−1 ·DSM(x+)−1 · Ξ+ = [Ξ−1+ ·DSM(x) · Ξ]−1
=

1 1λ ln
κI+
λ 0 0
0 1 0 0
− γα−ηγ − 1α−ηγ (γλ ln κI
+
λ + ζ) 0 −α
+−η+γ+
α−ηγ
γ
α−ηγ
1
α−ηγ (
γ
λ ln
κI+
λ + ζ) 1 (1 + αβ − ηβγ)α
+−η+γ+
α−ηγ + 1

+ O1/δ
2.
(61)
Suppose (a′, b′, c′, d′) is the coordinate of DSM−1(x+)v, then
(a′, b′, c′, d′)t = X−1 · Ξ−1 ·DSM−1(x+) · Ξ+ ·X(a, b, c, d)t.
To make a′2 + b′2 + c′2 ≤ k2sd′2, we need
k2s ≤ min{O(
X
δ ln 
),O(1
δ
),O( 1
δ2 ln X )}
for
O(δ2 ln ) ≤ X ≤ O( 1
δ ln 
).
Based on these
‖DSM−1(x+)v‖X ≥ |d′| ≥ β(α− ηγ)
2
|d|,
≥ β(α− ηγ)
2
‖v‖X√
1 + k2s
.
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Taking ms = 2(α− ηγ)/√1 + k2s we proved the second part.
Remark 3.10. C4, C5, C4’, C5’ can be deduced from this Lemma with
νu,s =
mu,s
4δ
and aforementioned θu, θs.
3.5 Cr smoothness and Ho¨lder continuity of NHIL
Based on previous analysis, we have proved C1 to C5 for the separatrix map,
which lead to first part of Theorem A.1, i.e. we get two collections of Lipschitz
graphs by W ucij and W
sc
ij , which corresponds to the invariant set in Π
s,κ
ij ∩ Πu,κlk ,
i, j, l, k = 0, 1 (see Fig. 6). Actually, W cij := W
uc
ij t W scij is the normally hy-
perbolic invariant lamination and W ucij , W
sc
ij are the unstable, stable manifold of
it.
∀x ∈ W cij, {SMn (x)}n∈Z will decide a unique bilateral sequence
ω = (ωk), k ∈ Z, ωk ∈ {0, 1},
where (ωk, ωk+1) is the index of the isolating block where SMk (x) lies.
If we take the rescaled metric ‖·‖X and base vectors {E1(x)c, Ec2(x), Eu(x), Es(x)}
on TxM
∣∣∣
x∈W cij
, we can get C6 with
λ+sc = ln , λ
−
s ∼ O(1/δ),
λ−uc ∼ O(
√
1 + a2X 2 ln ), λ+u ∼ O(1/δ),
m = max
{√
1 + 2
( 
δ2X
)2
, 1, aX ln 
}
.
whereas δ ∈ [$, ρ] with 0 < ρ < 1/4.
Besides, the bundle TR4 restricted on it has a continuous splitting by
TxR4
∣∣∣
x∈W cij
= Euij(x)⊕ Ecij(x)⊕ Esij(x)
and
DSME∗ij(x)//E∗jk(SM(x)), ∀x ∈ W cij, i, j, k ∈ {0, 1},
where ∗ can be any of s, c, u, (i, j) = (ω0, ω1) and (j, k) = (ω1, ω2). Notice that
Ec,u,sij are different from aforementioned base vectors {Ec1, Ec2, Eu, Es} , but they
still inherit the spectral estimate, i.e. the following inequalities hold:
max
v∈Ecω
{||DSMv||X||v||X , (
||DSM−1v||X
||v||X )} ≤ m,
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max
v∈Esω
{||DSMv||X||v||X , (
||DSM−1v||X
||v||X )
−1} ≤ 1
λ−s
< 1
and
min
v∈Euω
{||DSMv||X||v||X , (
||DSM−1v||X
||v||X )
−1} ≥ λ+u > 1
with λ−s , λ
+
u ∼ O(1/δ) and m ≤ O(ln ) due to C6.
Now we make the following convention: recall that ∀x ∈ W cij, there exists a
corresponding bilateral sequence ω ∈ Σ, conversely we can define a leaf of W c by
Lω = {x ∈ W c|SMn(x) corresponds to a fixed ω ∈ Σ, n ∈ Z}.
So it’s an one to one correspondence between ω ∈ Σ and Lω ⊂ W c. Besides, we
can see that Lω is a collection of countably many 2-dimensional submanifolds,
i.e.
Lω = {(η, ξ, Iω(η, ξ, ), τω(η, ξ, ))|ω ∈ Σ, (η, ξ) ∈ K× T}.
Usually, we can define the Bernoulli metric ‖ · ‖% on Σ by
‖ω − ω′‖% :=
∑
i∈Z
|ωi − ω′i|
%|i+1|
, ∀ω = (ωi), ω′ = (ω′i),
where % is a positive constant. In this article we take % = 1/δ, and we explain
why in the following.
From C1 to C5, for any two bilateral sequences ω and ω′ satisfying (ω)i =
(ω′)i for −m ≤ i ≤ n, m,n ∈ N,
‖piu(x′ − x)‖ ≤ O(δn+1) (62)
and
‖pis(x′ − x)‖ ≤ O(δm), (63)
hold for any x = (η, ξ, Iω(η, ξ), τω(η, ξ)) ∈ Lω, x′ = (η, ξ, Iω′(η, ξ), τω′(η, ξ)) ∈ Lω′ .
∀v ∈ TxM , piuv, pisv is the unstable, stable component, i.e. if
v = aEc1(x) + bE
c
2(x) + cE
u(x) + dEs(x),
piuv = cE
u(x) and pisv = dE
s(x).
On the other side, we can define the ‖ · ‖Cr norm on different leaves by:
‖Lω − Lω′‖Cr .= min
(η,ξ)∈K×T
‖Iω(η, ξ)− Iω′(η, ξ)‖Cr + ‖τω(η, ξ)− τω′(η, ξ)‖Cr . (64)
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Recall that (η, ξ) ∈ K× T is compact, and
Eu(η, ξ, I, τ) = (0,−η, 0, 1)t,
Es(η, ξ, I, τ) = (0,−η,−α + ηγ, 1)t
have a uniform angle away from zero due to Lemma 3.6, so there exists an O(1)
constant C ′ such that
1
C ′
‖ω − ω′‖δ ≤ ‖Lω − Lω′‖C0 ≤ C ′‖ω − ω′‖δ, (65)
due to (62), (63) and (65).
• the smoothness of each leaf’s stable (unstable) manifolds:
To fix the setting of Theorem A.4, we can take X0 by W
c
ω, X by K × T ×
(−Cδ,Cδ)×T and f by SM. We take the admissible metric by || · ||X . ∀x ∈ W cω,
the exponential map will pull back W uc(x) into a unique backward invariant
graph Lipschitz graph gucinv(x) ∈ L1/ks(Eucij (x), Esij(x)), where 1/ks is achieved due
to Proposition A.3 and C5.
Take x on a certain leaf Lω, i.e. ω is fixed, then ρuc = m, ν−1uc = m/λ−s due to
C6 condition. Then
ρrucν
−1
uc ∼ O(δ · ln r+1),
where the right side far less than 1 for arbitrary r > 1 as long as  sufficiently
small. Due to Theorem A.4 we get the Cr−smoothness of the unstable manifold
W ucω (x) = exp(g
uc
inv(x)), ∀x ∈ Lω.
Similarly, we can get the Cr−smoothness of the stable manifold W scω (x) =
exp(gscinv(x)) for x ∈ Lω.
As Lω = W scω t W ucω , we get the Cr−smoothness of each leaf.
• Ho¨lder continuity on ω ∈ Σ:
We take f by SM and Λ by W cω in Theorem B.1, and λsc+ ≤ ln , λu+ ∼ O(1/δ)
due to C6. ThenEscij (x)|x∈Λ is Ho¨lder with exponent ϕs,c1 = ln(1/δ ln )/ ln(b1/ ln ),
which is greater than 1/(42 + 1) because b1 ∼ O(1/δ16). Similarly, we get
λuc− . ln  and λs− ∼ O(1/δ). Then Eucij (x)|x∈Λ is Ho¨lder with exponent ϕu,c1 =
ln(1/δ ln )/ ln(1/δ16 ln ).
As Ecij(x)|x∈Λ = Eucij (x)∩Escij (x)|x∈Λ, we actually get the 117−Ho¨lder continuity
of Ec(x), i.e.
‖Ecij(x)− Ecij(y)‖ ≤ C1‖x− y‖ϕ
c
1 , ∀x, y ∈ Λ,
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where the distance between two linear spaces is defined by
dist(A,B) = max{ max
v∈A, ‖v‖=1
dist(v,B), max
w∈B, ‖w‖=1
dist(w,A)}.
Recall that Λ = W c = ∪ω∈ΣLω = {(ξ, η, tω(ξ, η), Iω(ξ, η))|(ξ, η) ∈ T×D, ω ∈ Σ},
for x ∈ Λ,
Ecij(x) = TxΛ = span{∂ξΛ(x), ∂ηΛ(x)}
with
∂ξΛ(x) = (1, 0, ∂ξtω(ξ, η), ∂ξIω(ξ, η))
and
∂ηΛ(x) = (0, 1, ∂ηtω(ξ, η), ∂ηIω(ξ, η)).
∀x, y ∈ Λ (unnecessarily on the same leaf) we have
‖∂ξΛ(x)− ∂ξΛ(y)‖ ≤ ‖∂ξΛ(x)‖ · ‖ ∂ξΛ(x)|∂ξΛ(x)| −
∂ξΛ(y)
|∂ξΛ(x)|‖
≤ C˜1‖∂ξΛ(x)‖ · max
v∈Ecij(x),‖v‖=1
dist(v, Ecij(y))
≤ C˜1‖∂ξΛ(x)‖dist(Ecij(x), Ecij(y))
≤ C˜1‖∂ξΛ(x)‖C1‖x− y‖ϕc1
≤ C ′1‖x− y‖ϕ
c
1 ,
where C˜1 depends on max{‖∂ξΛ(x)‖, ‖∂ξΛ(y)‖} and we can absorb it into C ′1.
Use the same way we get
‖∂ηΛ(x)− ∂ηΛ(y)‖ ≤ C ′1‖x− y‖ϕ
c
1
and then
‖Lω − Lω′‖C1 ≤ 2C ′1‖Lω − Lω′‖ϕ
c
1
C0
≤ 2C ′1C ′‖ω − ω′‖ϕ
c
1
δ , (66)
where ω, ω′ ∈ Σ uniquely decided by x,y.
In the following we remove the subscript ‘ij’ for brevity. By induction of
Theorem B.1, we get Eci+1(xi, vi)|T · · ·T︸ ︷︷ ︸
i
Λ
= Euci+1(xi, vi)∩Esci+1(xi, vi)|T · · ·T︸ ︷︷ ︸
i
Λ
=
T · · ·T︸ ︷︷ ︸
i+1
Λ, xk = (xk−1, vk−1) and for ‖vk‖ ≤ 1, 1 ≤ k ≤ i,
ϕsci+1 = (lnλ
u
i+1,+ − lnλs,ci+1,+)/(ln bi+1 − lnλs,ci+1,+) > 1/(i+ 3)2
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and
ϕuci+1 = (lnλ
s
i+1,− − lnλu,ci+1,−)/(ln bi+1 − lnλu,ci+1,−) > 1/(i+ 3)2
with λui+1,+ ∼ O(1/δ), λsci+1,+ . ln , λsi+1,− ∼ O(1/δ) and λuci+1,− . ln  due to
(86). That means
dist(Eci+1(xi, vi), E
c
i+1(yi, wi)) ≤ Ci+1(‖xi − yi‖ϕ
c
i+1 + ‖vi − wi‖ϕci+1)
≤ Ci+1(‖xi − yi‖ϕci+1 + distϕci+1(Eci (xi), Eci (yi)))
≤ Ci+1‖xi − yi‖ϕci+1 + Ci+1(Ci‖xi − yi‖ϕci )ϕci+1
≤ Ci+1(‖xi−1 − yi−1‖+ ‖vi−1 − wi−1‖)ϕci+1 +
Ci+1C
ϕci+1
i (‖xi−1 − yi−1‖+ ‖vi−1 − wi−1‖)ϕ
c
i+1ϕ
c
i
≤ · · ·
≤ Cˆi+1‖x1 − y1‖
∏i+1
k=1 ϕ
c
k ,
where Cˆi+1 is a constant depending on Ck, 1 ≤ k ≤ i+ 1.
Recall that Eci+1(xi, vi) = T(xi,vi)(T · · ·T︸ ︷︷ ︸
i
Λ) and each leaf is sufficiently smooth,
∂ξ∂ηΛ = ∂η∂ξΛ holds.
‖Lω − Lω′‖Ci+1 =
i∑
j=−1
j+1∑
k=0
‖∂kξ ∂j+1−kη Λ(x)− ∂kξ ∂j+1−kη Λ(y)‖C0
≤
i∑
j=−1
j+1∑
k=0
|∂kξ ∂j+1−kη Λ(x)| · ‖
∂kξ ∂
j+1−k
η Λ(x)
|∂kξ ∂j+1−kη Λ(x)|
− ∂
k
ξ ∂
j+1−k
η Λ(y)
|∂kξ ∂j+1−kη Λ(x)|
‖C0
≤ C˜i+1
i∑
j=−1
j+1∑
k=0
|∂kξ ∂j+1−kη Λ(x)| · max
vi+1∈Eci+1(xi),
‖vi+1‖=1
dist(vi+1, E
c
i+1(yi, wi))
≤ C˜i+1
i∑
j=−1
j+1∑
k=0
|∂kξ ∂j+1−kη Λ(x)|dist(Eci+1(xi, vi), Eci+1(yi, wi))
≤ C˜i+1
i∑
j=−1
j+1∑
k=0
|∂kξ ∂j+1−kη Λ(x)|Cˆi+1‖x1 − y1‖
∏i+1
k=1 ϕ
c
k ,
≤ C ′i+1(η, ξ)‖ω − ω′‖
∏i+1
k=1 ϕ
c
k . (67)
where x1 = x and y1 = y have the same η and ξ components but belong to differ-
ent leaves. We can always assume |∂kξ ∂j+1−kη Λ(x)| > |∂kξ ∂j+1−kη Λ(y)|, so the second
line of aforementioned inequalities holds. If we specially take (xi, vi) satisfying
vk = 0 and (yi, wi) satisfying wk = 0 for all 1 ≤ k ≤ i, the third line holds with
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C˜i+1 depending on x, y. In the last line, we absorb all these constants and assume
a new constant C ′i+1 which depends on η, ξ and i. Recall that (η, ξ) ∈ K× T is
compact, so C ′i+1 is of O(1) comparing to sufficiently small .
Now we gather all these materials and construct the following commutative
diagram:
Λε
SMε−→ Λε
C ↑ C ↑
| |
A0 × Σ F−→ A0 × Σ
(68)
via
(η, ξ, Iω(η, ξ), τω(η, ξ))
SMε−→ (η+, ξ+, Iσω(η+, ξ+), τσω(η+, ξ+))
C ↑ C ↑
| |
(η, ξ, ω)
F−→ (η+, ξ+, σω)
, (69)
where Λε = W
c = ∪ω∈ΣLω, A0 = K×T, C is the standard projection and σ is the
typical Bernoulli shift. As C is a smooth diffeomorphism and Λε is a collection
of 2-dimensional graphs, F is uniquely defined by F = C−1 ◦ SM ◦C. Actually,
F (η, ξ) = (η+, ξ+) should obey
η+ = η − εM+ξ (η+, ξ, τω(η, ξ)) + O2
ξ+ = ξ + M+η+(η
+, ξ, τω(η, ξ))− η
+
λ
log
∣∣∣∣κs Iσω(η+, ξ+)λ
∣∣∣∣+ O1
due to Corollary 2.5.
Now we can see aforementioned diffeomorphism is quite similar to (30), but
we need to deduce the dependence of ω further.
From (67), we know
‖Lω − Lω′‖Cr ≤ C ′r‖ω − ω′‖
∏r
k=1 ϕ
c
k .
So ∀ r > 1 and ~ 1, ∃ Kr,~ ∈ N such that if ω, ω′ ∈ Σ with
ωi = ω
′
i, ∀ −Kr,~ ≤ i ≤ Kr,~,
we have
‖Lω − Lω′‖Cr  O(~).
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Recall that K × T is compact and SM is smooth enough, so we can take a
truncation by
[ω]Kr,~ = (ω−Kr,~ , · · · , ω0, · · · , ωKr,~), ∀ω ∈ Σ
and take 22Kr,~+1 leaves
Lω = {(η, ξ, Iω(η, ξ), τω(η, ξ))|(η, ξ) ∈ A0}
of different [ω]Kr,~ , such that (30) holds.
4 Derivation of a skew product model
In this section we derive a skew-product of cylinder maps model (7). It requires
a second order expansion of the separatrix map from Theorem 2.2 and a new
“concervative” system of coordinates on each of cylinder leave.
In last section we get a skew product satisfying (30). We rewrite it here for
later use:
η+ = η − Mξ(η, ξ, τω) + O2,
ξ+ = ξ + Mη(η, ξ, τω)− η
+
λ
log
(
κI+σω
λ
)
+ O1,
I+σω = Iω −
(
Mτ − E ′(η)Mξ)(η, ξ, τ
)
+
1

O2,
τ+σω = τω +
1
λ
log
(
κI+σω
λ
)
mod 2pi + O1,
(70)
where any leaf of the lamination can be expressed by
Lω = {(η, ξ, Iω(η, ξ, ), τω(η, ξ, ))|(η, ξ) ∈ K× T}
with Iω and τω C
r smooth, r ≥ 12. Besides, due to Lemma 3.4 and Lemma
3.5, we know that the lamination lies in the O(δ) neighborhood of the isolating
centers, i.e.
Iω(η, ξ, ) = δI
1
ω0ω1
(η, ξ, a) + δ2I2ω(η, ξ, a) +O
(1)
1 (δ
3) (71)
τω(η, ξ, ) = ω0pi + τ
1
ω0
(η, ξ, a) + aδτ 2ω(η, ξ) +O
(1)
1 (a
2δ2) + · · ·
hold with ‖I1ω‖C1 , ‖τ 1ω0‖C1 and ‖τ 2ω‖C1 being O(a)−bounded. Due to M1 con-
dition τ 1ω0 ia non-degenerate, i.e. ∃ C0, C1 > 0 such that ‖τ 1ω0‖C0 > C0 and
‖τ 1ω0‖C1 > C1. Recall that $ < δ < ρ with 1 ≥ $ > 1/4 > ρ > 0, so we can
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take $ = 1 and let δ ∼ O() throughout this section.
Another observation is the following: As SM is an exact symplectic diffeo-
morphism (see Remark 2.3), dη∧dξ+dh∧dτ is invariant and we can pull it back
onto the NHIL and get an area form dµω(η, ξ, ω) = ρω(η, ξ, a)dη ∧ dξ. Actually,
we have
ρω(η, ξ) =
(
1 + 
∣∣∣∂(Iω, τω)
∂(η, ξ)
∣∣∣+ η∂τω
∂ξ
)
dη ∧ dξ, ω ∈ Σ. (72)
So if we take 0 <   a  1, ρω − 1 ∼ O(a) is uniformly bounded because
‖Iω‖C1 and ‖τω‖C1 is O(a) bounded due to the cone condition. For this we just
need to take X ∼ O(1) in Lemma 3.9 and the corresponding 1/ku ≤ O(a) and
1/ks ≤ O(δ log ε). Later in section 4.2 we will further transform (30) into the
form (7) with the standard symplectic 2-form dr∧dθ on it (see section 4.2), which
totally fits into the framework of [11].
4.1 The second order of the separatrix map for trigono-
metric perturbations in the single resonance regime
Here we give formulas for the separatrix map for the trigonometric perturbations
expanded to the second order. They are obtained in [27].
First fix some notation. Take a function f : Tn × Rn × R2 × T −→ R with
Fourier series
f =
∑
k∈Zn+1
fk(I, p, q)e2piik·(ϕ,t).
Define N as
N (f) = {k ∈ Zn+1 : fk 6= 0}
and
N (2)(f) = {k ∈ Zn+1 : k = k1 + k2, k1, k2 ∈ N (f)}.
Consider the non-resonant region, which stays away from resonances created
by the harmonics in N (2)(H1).
Define
Nonβ =
{
I : ∀k ∈ N (2)(H1), |k · (ν(I), 1)| ≥ β
}
. (73)
for a fixed parameter β. The complement of the non-resonant zone is build up
by the different resonant zones associated to the harmonics in N (2)(H1). Fix
k ∈ N (2)(H1), then we define the resonant zone
Reskβ = {I : |k · (ν(I), 1)| ≤ β} . (74)
The parameter β in both regions will be chosen differently, so that the different
zones overlap.
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We abuse notation and we redefine the norms in (10) as
‖ · ‖∗r = ‖ · ‖(β)r , O(b) = O(b)1 , O∗k = O(β)k .
Now we can give formulas for the separatrix map in both regions.
The main result of this section is Theorem 4.1 which gives refined formulas
for the separatrix map in the single resonance zone (see (73)). To state it we need
to define an auxiliary function w. This w is a slight modification of the function
w0 given in ( 12).
Consider a function g(η, r). It is obtained in Section 4.1[27] by applying
Moser’s normal form to H0. This g satisfies g(η, r) = λ(η)r +O(r2), where λ is
the positive eigenvalue of the matrix (16). Therefore, g is invertible with respect
to the second variable for small r. Somewhat abusing notation, call g−1r the
inverse of g with respect to the second variable 5. Then define the function w by
w(η, h) = g−1r (η, h− E(η)). (75)
Theorem 4.1. Fix β > 0 and 1 ≥ a > 0. For ε sufficiently small there exist
c > 0 independent of ε and a canonical system of coordinates (η, ξ, h, τ) such that
in the non-resonant zone Nonβ we have
η = I+O∗1(ε)+O∗2(H0−E(I)), ξ+ν(η)τ = ϕ+f, h = H0+O∗1(ε)+O∗2(H0−E(I)),
where f denotes a function depending only on (I, p, q, ε) and such that f(I, 0, 0, 0) =
0 and f = O(wσ0 + ε). In these coordinates the separatrix map has the following
form. For any σ ∈ {−,+} and (η∗, h∗) such that
c−1ε1+a < |w(η∗, h∗)| < cε, |τ | < c−1, c < |w(η∗, h∗)| eλ(η∗)t¯ < c−1,
the separatrix map (η∗, ξ∗, h∗, τ ∗) = SM(η, ξ, h, τ) is defined implicitly as follows
η∗ = η − εMσ,η1 + ε2Mσ,η2 + O∗3(ε, |w|)| log |w||
ξ∗ = ξ + ∂1Φσ(η, w(η∗, h∗)) + ∂η∗w(η∗, h∗) [log |w(η∗, h∗)|+ ∂2Φσ(η∗, w(η∗, h∗))]
+O∗1(ε+ |w|) (| log ε|+ | log |w||)
h∗ = h− εMσ,τ1 + ε2Mσ,h2 + O∗3(ε, |w|)
τ ∗ = τ + t¯+ ∂h∗w(η∗, h∗) [log |w(η∗, h∗)|+ ∂2Φσ(η∗, w(η∗, h∗))]
+O∗1(ε+ |w|) (| log ε|+ | log |w||),
where w is the function defined in (75), M∗i and Φ
± are C2 functions and t¯ is an
integer satisfying ∣∣∣∣τ + t¯+ ∂h∗wσ0λ log
∣∣∣∣κσwσ0λ
∣∣∣∣∣∣∣∣ < c−1 (76)
The functions M∗i are evaluated at (η
∗, ξ, h∗, τ).
5the subindex is to emphasize that the inverse is performed with respect to the variable r
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Corollary 2.5 is a special case of this theorem with µσ, κσ, λ and ν independent
of η. And the function g is also independent of η.
Remark 4.2. The change of coordinates in the above Theorem is ε-close (in the
C2-norm) to the system of coordinates obtained in Theorem 2.2.
The functions Φσ are the generalizations of the functions µσ and κσ. Indeed,
they satisfy
∂ηΦ
σ(η, r) = µσ(η) +O∗2(r) and e∂rΦ
σ(η,r) = κσ(η) +O∗2(r).
Moreover, the functions Mσ,ii satisfy
Mσ,11 = ∂ξM
σ +O∗2(w), Mσ,21 = ∂τMσ +O∗2(w),
where Mσ is the (Melnikov) split potential given in Proposition 2.4.
4.2 Conservative structure and normalized coordinates for
the skew-shift
Arguments in this section are important for the proof and arose from envigorating
discussion with L. Polterovich in Minneapolis in November 2014.
Consider a normally hyperbolic lamination consisting of cylinderic leaves
C : D0 × T× Σ→ D × T× R× T
C(η, ξ, ω) = (η, ξ, h(η, ξ, ω), τ(η, ξ, ω)),
where h(η, ξ, ω) = I(η, ξ, ω)+η2/2. Consider the area form dµ(η, ξ, ω) on a leave
(the cylinder) C(D0 × T, ω) induced by the canonical form
ω = dη ∧ dξ + dh ∧ dτ.
Denote by
dµω(η, ξ, ω) = ρω(η, ξ)dη ∧ dξ.
the corresponding density of this measure, which is Cr smooth. Recall that ρω
satisfies (72). Since each leave (cylinder) is a graph over (η, ξ)-component and
(η, ξ) are conjugate variables, this restriction is nondegenerate.
Lemma 4.3. There is a map
M : D0 × T× Σ→ R× T× Σ
M(η, ξ, ω)→ (r, θ, ω)
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M(η, ξ, ω) = (Mr(η, ω),Mθ(η, ξ, ω), ω)
= (N (η, 1, ω), Nη(η, ξ, ω)Nη(η, 1, ω) , ω)
such that for each ω ∈ Σ the induced area-form
d(η,ξ)M∗ dµω(η, ξ) = dr ∧ dθ.
Moreover, for each ω ∈ Σ the r-component of this map satisfies
N (η, 1, ω) = Rω(η)
for some family of smooth strictly monotone functions Rω(·).
Proof. Fix ω ∈ Σ. Let Nξ(η, 0, ω) = 0. Let
S(η, ξ, ε, ω) = {(η′, ξ′, h(η′, ξ′, ω), τ(η′, ξ′, ω)) : η′ ∈ (η, η + ε), ξ′ ∈ (0, ξ)}.
Define the µ-area
A(η, ξ, ε, ω) := µ(S(η, ξ, ε, ω)).
Define
A(η, ξ, ω) := lim
ε→0
A(η, ξ, ε, ω)
ε
.
Fix η > 0 too. Define
Nη(η, ξ, ω) := A(η, ξ, ω).
For η < 0 one can give a similar definition.
Remark 4.4. Actually, previous formal transformation can be explicitly evalu-
ated by
r =
∫ η
0
∫ 1
0
ρω(ϑ, ξ)dξdϑ, θ =
1
rη
∫ ξ
0
ρω(η, ζ)dζ.
On the other side, ρω obeys (72), so |rη − 1| ≤ O().
Lemma 4.5. Let F : R× T× Σ→ R× T× Σ be a skew shift
F : (r, θ, ω)→ (fω(r, θ), σω)
such that the following diagram commutes
D0 × T× Σ F−→ R× T× Σ
N ↑ N ↑
| |
R× T× Σ F−→ R× T× Σ
(77)
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then F has the following form
r∗ = r + εM [ω]k+11 (θ, r) + ε
2M
[ω]k+1
2 (θ, r) +O(ε3)| log ε|
θ∗ = θ +
R(r)
λ
(log εδ + log κσλ−1) +O(ε log ε),
(78)
where R is a smooth strictly monotone function, ω0 = i or 1, ω = (. . . , ω0, . . . ) ∈
{0, 1}Z and [ω]k+1 is the (k + 1)−truncation introduced in Corollary 2.5.
Denote ∆ = (log εδ+ log κσλ−1)/λ. Recall that both κsg and λ are constants
for Arnold’s example. Notice also that we study the regime δ ∈ (ε1/4, ε1). There-
fore, ∆ ∼ log ε. Let R := ∆ · R(r) and R : R → r be the inverse map, i.e.
R(R(r)) ≡ r.
Corollary 4.6. Let Φ : (θ, r) 7→ (θ,R(r)) be a smooth diffeomorphism and
Φ◦F ◦Φ−1 be the map F written in (θ, R)-coordinates. Then it has the following
form
R∗ = R + ε∆M˜ [ω]k+11 (θ, R/∆) + ε
2∆M˜
[ω]k+1
2 (θ, R/∆) +O(ε3)| log ε|
θ∗ = θ +R +O(ε log ε). (79)
where ω0 = 0 or 1, and ω = (. . . , ω0, . . . ) ∈ {0, 1}Z, and M˜ [ω]k+1i , i = 1, 2 are
smooth functions.
Remark 4.7. Let ε′ = ε log ε. Notice that ε∆ ∼ ε′. Non-homogenenous random
walks with step ∼ ε′, generically, have a drift of order ε′ = ε2 log2 ε  ε2∆.
Therefore, the dominant contribution to diffusive behaviour comes from the term
ε∆M˜
[ω]k+1
1 .
During this diffeomorphism the Bernoulli shift σ will be involved, that’s why
in Corollary 4.6 the function M˜
[ω]k+1
2 depends on [ω]k+1. So sill finitely many
cases should be considered.
Before we prove Lemma 4.5 we derive this Corollary.
Proof. Consider the direct substitution R∗ = R(r∗). Apply Taylor formula of
order 2 and get
R∗ = ∆R(r) + ε∆R′(r)M [ω]k+11 (θ, r)+
ε2∆
(
R′(r)M [ω]k+12 (θ, r) +
1
2
R′′(r)(M [ω]k+11 )2(θ, r)
)
+O(ε3)| log ε|
θ∗ = θ +R +O(ε log ε).
Notice that r = R(R/∆) is a smooth function of R. Therefore, substituting
instead of r and using R = ∆R(r) we obtain the required expression.
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Proof. As we have improved the separatrix with second order estimate, we can
apply (20) for the NHIL. So we get the improved skew product by:
η+ = η − ε∂ξMσ(η+, ξ, τ[ω]k) + ε2Mσ,η2 (η+, ξ, h+, τ[ω]k) + O∗3(ε)| log |
ξ+ = ξ + ∂η+M
σ(η+, ξ, τ[ω]k)− η
+
λ
log
∣∣∣κσ(h+−E(η+))λ ∣∣∣+O∗1(ε)| log ε|. (80)
Recall that δ ∼ O(), h = I + η2/2 and (71) holds,
η+ = η − εMσξ (η − εMσξ (η, ξ, τ[ω]k), ξ, τ[ω]k)
+ε2Mσ,η2 (η, ξ, I[σω]k(η
+, ξ+) + η+2/2, τ[ω]k) +O∗3(ε)| log ε|
= η − εMσξ (η, ξ, ω0pi + aτ 1ω0(η, ξ)) + ε2Mσξη(η, ξ, ω0pi + aτ 1ω0(η, ξ)) ·
Mσξ (η, ξ, ω0pi + aτ
1
ω0
(η, ξ))− εaδMσξτ (η, ξ, ω0pi + aτ 1ω0(η, ξ)) · τ 2[ω]k(η, ξ)
+ε2Mσ,η2 (η, ξ, η
2/2, ω0pi + aτ
1
ω0
(η, ξ)) +O∗3(ε)| log ε|.
If we assume M1 and M2 by the O(ε) and O(ε2) functions, formally we can get
η+ = η + εM
[ω]k
1 (η, ξ) + ε
2M
[ω]k
2 (η, ξ) +O∗3(ε)| log ε|.
The angular component ξ satisfies
ξ+ = ξ + εMση+(η, ξ, ω0pi + aτ
1
ω0
(η, ξ))− η
λ
log
∣∣∣∣κσεI[σω]k(η+, ξ+)λ
∣∣∣∣+O∗1(ε)| log ε|
= ξ +
η
λ
log
κδ
λ
−
(
η+τ+[σω]k − ητ[ω]k
)
+O∗1(ε)| log ε| (81)
= ξ +
η
λ
log
κδ
λ
−
(
η+τ 1ω1(η
+, ξ+, a)− ητ 1ω0(η, ξ, a)
)
+O∗1(ε)| log ε|
where εMση+(η, ξ, ω0pi + aτ
1
ω0
(η, ξ)) is an invalid term and can be absorbed into
the reminder, and the term within the brackets of the second line is due to (70).
Recall that due to the cone condition, ‖η+τ 1ω1(η+, ξ+, a)−ητ 1ω0(η, ξ, a)‖C1 ≤ O(a)
for all (η, ξ) ∈ K× T.
In Remark 4.2 we state that that change of coordinate from Theorem 2.2 to
Theorem 4.1 is O(ε)-close to the identity. Therefore, the bound on the error
terms of the ξ-component stays unchanged. Besides, by taking ξ˜ = ξ + ητ 1ω0 we
can simplify ξ−equation into:
ξ˜+ = ξ˜ +
η
λ
log
κδ
λ
+O∗1(ε)| log ε| (82)
which is independent of ω ∈ Σ by removing the reminder. Obviously ξ˜(ξ +
1) = ξ˜(ξ) + 1 and the transformation (η, ξ) → (η, ξ˜) is nondegenerate by taking
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a properly small. Recall that any leaf of the lamination is invariant, so the
approximate rotation number of the ξ˜-component only depends on the term
η
λ
log
κδ
λ
+O∗1(ε)| log ε|,
which is independent of ω ∈ Σ except the reminder.
Now we transform this map F |(η,ξ,ω)∈K×T×Σ into the (r, θ)-coordinates. By
Lemma 4.3 the map M(η, ξ, ω) = (r, θ) has the r-component being a function of
η only, which we denote by r = Rω(η). Thus, for the new action variable r we
have
r∗ = r + εN1(r, θ, [ω]k+1) + ε2N2(r, θ, [ω]k+1) +O∗3(ε)| log ε|,
where N1 and N2 are smooth functions. This is because |rη − 1| ≤ O() due to
Remark 4.4.
Consider the θ-component. Denote by Rω(r) the inverse of r = Rω(η), i.e.
Rω(Rω(r)) ≡ r and by ξ = Θ(r, θ) the inverse of Mθ(η, ξ, ω) = θ, i.e.
Mθ(Rω(r),Θ(r, θ), ω) ≡ θ.
Then we rewrite the ξ˜−equation into θ equation as follows
θ∗ = θ +
Rω(r)
λ
log
εδκσ
λ
+ ∆(r, θ, a, ω0ω1) +O∗1(ε log ε).
Actually, from our special form of Remark 4.4 we know |Rω(r) − r| ≤ O(ε)
and ∆ depends only on ω0ω1 since we have (81). Besides, the map is exact
area-preserving. Therefore, the rigidity makes the function ∆ be O(ε)-close to
constant functions in θ. Benefit from this we can rewrite in the form
θ∗ = θ +
r
λ
(log εδ + log κσλ−1) +N3(r, a, ω0ω1) +O∗1(ε log ε).
Recall that the ξ˜−equation (82) is of the cocycle type, i.e. the approximate
rotation number doesn’t depend on ω ∈ Σ. This property can be saved under
(r, θ)−coordinate, so actually r can be updated by R(r) independent of ω and
N3(r, a, ω0ω1) can be also absorbed. On the other side, ∆→ 0 as a→ 0. So R(r)
is still strictly monotone due to Lemma 4.3. Finally we get the skew product:
r∗ = r + εN1(r, θ, [ω]k+1) + ε2N2(r, θ, [ω]k+1) +O∗3(ε)| log ε|,
θ∗ = θ +
R(r)
λ
(log εδ + log κσλ−1) +O∗1(ε log ε).
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4.3 A generalization of random iterations
In previous subsection we deduce the skew product (7) from Corollary 4.6. It’s
exactly of the standard form as [11]. The fifth remark under Theorem 2.2 in [11]
can be applied and we get Theorem 1.2.
A Sufficient condition for existence of NHIL
We set the following notations: x ∈ Rs, y ∈ Ru, z ∈ M , where M is a smooth
Rimannian manifold, possibly with the boundary ∂M , s and u are dimensions of
the corresponding Euclidean spaces. In the proof we need a local linear structure
on M given as follows. For a point z ∈M define a map from TzM to its neighbor-
hood U ⊂ M by considering the exponential map expz(v) → M . By definition
expz(0) = z and for a unit vector v we have expz(tv) to be the position of geodesic
starting at z and for a unit vector v after time t. For the Euclidean components we
assume that the metric is flat and the corresponding exponential map is linear, i.e.
Z = (x, y, z) and v = (vx, vy, vz) resp. we have expZ(v) = (x+vx, y+vy, expz(vz)).
Denote pisc(x, y, z) = (x, z), piu(x, y, z) = y, piuc(x, y, z) = (y, z), pis(x, y, z) = x
the respective natural projections.
Fix a positive integer N . Let j = 1, . . . , N , Bsj ⊂ Rs and Buj ⊂ Ru be the
unit balls of dimensions s and u, Mj be a smooth manifold diffeomorphic to M .
Denote Dscj = B
s
j ×Mj and Dj = Dscj × Buj the corresponding manifolds with
boundary. By analogy denote Ducj = B
u ×Mj and Dj = Dscj ×Buj .
Consider the domain
Π := ∪Nj=1Πj, where Πj = Buj ×Bsj ×Mj,
Consider a C1 smooth embedding map f = (fs, fu, fc) : Π → Rn, given by its
components. Consider a subshift of finite type σA : ΣA → ΣA with a transition
N ×N matrix A. Denote by Ad the set of admissible pairs ij.
Suppose for each admissible ij we have nonempty sets
Πij = f
−1(Πj) ∩ Πi = Bsi ×Buij ×Mi ⊂ Πi
for some connected simply connected open sets Buij and such that
C1 piscf(B
s
i ×Buij ×Mi) ⊂ Bsj ×Mj,
C2 f(Bsi × ∂Buij ×Mi) ⊂ Bsj × (Ru \ Buj ) ×Mj maps into and is a homotopy
equivalence.
C3 f(Bsi ×Buij × ∂Mi) ⊂ Bsj × Ru × ∂Mj.
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The first two condition means that f contracts along the stable direction s and
the image of Πi does not intersect blocks other than Πj. The second condition
says that f stretches along the unstable direction u so that the image of Πij goes
across Πj. The third condition says that orbits can’t escape from Π through
the central component. Presence of central directions complicated analysis of
existence of stable and unstable manifolds. To resolve this we assume that the
boundary condition [C3].
Parallel conditions can be raised for f−1:
C1’ piucf
−1(Bsij ×Buj ×Mj) ⊂ Bui ×Mi,
C2’ f−1(∂Bsij ×Buj ×Mj) ⊂ (Rs \Bsi )×Bui ×Mj maps into and is a homotopy
equivalence.
C3’ f−1(Bsij ×Buj × ∂Mj) ⊂ Bsi × Ru × ∂Mi.
For an admissible ij ∈Ad denote fij := f |Πij . For µ > 0 denote the unstable
cone
Cuµ,Z := {v = (vs, vu, vc) ∈ TZD : µ2 ‖vu‖2 ≥ ‖vc‖2 + ‖vs‖2},
where ‖ · ‖ is the Riemannian metric of TD. Similarly, one can define Ccµ(Z) and
Csµ,Z . Now we state cone conditions.
Assume that there are µ > 1 and ν > 1 with the property that for any
admissible ij ∈Ad and any Z1, Z2 ∈ D such that Z2 ∈ expZ1(Cuµ,Z1) we have
C4 fij(Z2) ∈ expfij(Z1)(Cuµ,fij(Z1)).
C5 ‖piu(fij(Z2)− fij(Z1))‖ ≥ νu‖piu(Z2 − Z1)‖.
One can define a set of µ’s and ν’s depending on an admissible ij ∈Ad. Similarly,
for f−1, ∀Z1, Z2 ∈ D such that Z2 ∈ expZ1(Csµ,Z1)
C4’ f−1ij (Z2) ∈ expf−1ij (Z1)(Csµ,f−1ij (Z1)).
C5’ ‖pis(f−1ij (Z2)− f−1ij (Z1))‖ ≥ νs‖pis(Z2 − Z1)‖.
In order to obtain more refine properties of the unstable and stable manifolds
we introduce additional conditions. Denote the linearization matrix dfij(x) and
by T s, T u, T c the subspaces tangent to Bsij, B
u
ij, M
c
i respectively.
C6 Assume that there are 0 < λ+sc < λ
+
u , 0 < λ
−
uc < λ
−
s , m > 0 such that for
each x ∈ Πij we have
‖piscdfij(x)vsc‖ ≤ λ+sc‖vsc‖, ‖piudfij(x)vu‖ ≥ λ+u ‖vu‖,
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‖piudfij(x)vsc‖ ≤ m‖vsc‖, ‖piscdfij(x)vu‖ ≤ m‖vu‖,
and
‖piucdf−1ij (x)vuc‖ ≤ λ−uc‖vuc‖, ‖pisdf−1ij (x)vs‖ ≥ λ−s ‖vs‖,
‖pisdf−1ij (x)vuc‖ ≤ m‖vuc‖, ‖piucdf−1ij (x)vs‖ ≤ m‖vs‖.
Denote by W sc the set of points whose positive orbits remain inside Π. Sim-
ilarly, denote by W uc the set of points whose negative orbits remain inside Π.
Each of these sets naturally decomposes into N components W sci := W
sc∩Πi, i =
1 . . . , N .
Theorem A.1. Assume that conditions [C1-C5] hold, then the set W sc =
∪Ni=1W sci is a collection of graphs of Lipschitz functions, i.e. for any ω+ ∈ Σ+A
and any i = 1, . . . , N we have that W sci (· , ω+) is a graph of a Lipschitz function
W sci : B
s
i ×Mi × ω+ → Bui
and the set W uc = ∪Ni=1W uci is a collection graphs of Lipschitz functions with
W uci : B
u
i ×Mi × ω− → Bsi .
Therefore, the set W c = ∪Ni=1W ci is a collection graphs of Lipschitz functions,
i.e. for any ω ∈ ΣA and any i = 1, . . . , N we have that W ci (·, ω) is a graph of a
Lipschitz function
W ci = (W
sc
i ,W
uc
i ) : Mi × ω → Bsi ×Bui .
Moreover, C6 implies
ρ− = max{m,λ−uc} , ρ+ = max{m,λ+sc}
and
ν− = λ−s · λ+uc , ν+ = λ+u · λ−sc.
Once
ρk±ν
−1
± < 1
is satisfied for an integer k ≥ 1 and all parameters on an admissible ij, the W cij
is Cr smooth for ij ∈ ΣA.
Recall that ρ± and µ± are dependent of all parameters on an admissible ij,
then this condition can be formalized to
max
ij∈Ad
ρkijν
−1
ij < 1.
In the case Σ±A is a single point the result can be deduced from known results
see [23, 28, 46, 3]. In large part we follows the proof from the book of Shub [54].
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Proof. We start by proving that each W sci is a Lipschitz manifold. We reply on
Proposition D.1 [36]. Since it is short we reproduce it here. Fix ω ∈ Σ+A.
Let Vi be the set Γi ⊂ Πi satisfying the following conditions: for each admis-
sible ij ∈ Ad we have
• (a) piuΓi ⊃ Buij,
• (b) Z2 ∈ expZ1(CuZ1) for all Z1, Z2 ∈ Γij := Γi ∩ f−1(Πj),
where piu is the projection to the unstable component. These conditions ensures
piu : Γij → Buij is one-to-one and onto, therefore, Γij is a graph over Buij. Moreover,
condition (b) further implies that the graph is Lipschitz. In particular, each
Γij ∈ Vij is a topological disk.
Lemma A.2. Let Γi ∈ Vi, then fij(Γij) ∩D ∈ Vj.
Proof. By [C4] for any Z1 and Z2 we have that fij(Z2) belongs to the cone C
u
fij(Z1)
of fij(Z1). Thus, it suffices to show that B
u
j ⊂ piu(fij(Γ) ∩ D). The proof is by
contradiction. Suppose there is Z∗ ∈ Buj such that Z∗ 6∈ piu(fij(Γi)).
We have the following commutative diagram
∂Γij −→ i1 Γij
↓ piu ◦ fij ↓ piu ◦ fij
Ru \Buij −→ i2 Ru \ {Z∗}
(83)
and by [C2] and standard topology, both piu ◦ fij|∂Γij and i2 are homotopy equiv-
alences. Also piu ◦ fij|Γij is a homeomorphism onto its image. Since the diagram
commutes, Γij is homotopic to ∂Γij, which is a contradiction.
The first part of Theorem A.1 follows from the next statement.
Proposition A.3. The mapping pisc : W
sc
i → Dsci is one-to-one and onto, there-
fore, it is the graph of a function W sci . Moreover, W
sc
i is Lipschitz and
TZW
sc
i ∈ (Cuµ(Z))c = Cscµ−1(Z), Z ∈ W sci .
Proof. For each X ∈ Dsci , we define ΓX = (pisc)−1X, clearly ΓX ∈ Vi. We first
show ΓX ∩ W sci is nonempty and consists of a single point. Assume first that
ΓX ∩W sci is empty. Then by definition of W sci , there is n ∈ Z+ and a composition
of n admissible maps fi0i1 , fi1i2 , . . . , fin−1in such that
fin−1infi1i2 . . . fi0i1(ΓX) ∩Din = ∅.
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However, by Lemma A.2,
n⋂
i=1
fin−1infi1i2 . . . fi0i1(ΓX) ∩D ∈ Vin
is always nonempty, a contradiction. We now consider two points Z1, Z2 ∈ W sci
with piuZ1 = piuZ2. Since Z2 ∈ expZ1 Cuµ(Z1), by [C5] we have
2 ≥ ‖piu(fk(Z1)− fk(Z2))‖ ≥ νk‖piu(Z1 − Z2)‖
for all k, which implies Z1 = Z2.
The last argument actually shows Z2 /∈ expZ1 Cuµ(Z1) for all Z1, Z2 ∈ W sci .
For any  > 0, for Z1 = (X1, Y1), Z2 = (X2, Y2) ∈ W sci with dist(X1, X2) small,
we have ‖Y1− Y2‖ ≤ (µ− 12 + ) dist(X1, X2). This implies both the Lipschitz and
the cone properties in our proposition.
The second part of Theorem A.1 is due to the following Cr section theorem.
For the consistency of our paper we rewrite it under our symbol system, but the
original version can be found in [54] or [28]. Now we finish the proof of Theorem
A.1.
Theorem A.4 (Cr Section). Let Π : E → X be a vector bundle over the metric
space X, where E has a splitting by Eu
⊕
Es
⊕
Ec. Let X0 is an invariant subset
of X and D be the disc bundle of radius C in E, where C > 0 is a finite constant.
Let D0 be the restriction of D over X0, i.e. D0 = D
⋂
Π−1(X0).
Suppose F = (f,Df) : D0 → D be the covering function of f . ∀x ∈ X0, there
exists a Lipschitz invariant graph in the bundle space Ex which can be locally
formed by
id× gucinv(x, ·) : X0 × Eucx → Eucx × Esx,
with the Lipschitz constant bounded by ks. We can define a couple of functions
hucx = piuc ◦Df(x) · (id, gucinv) : Eucx → Eucf(x), ∀x ∈ X0
and
F ucx : E
uc
x × L(Eucx , Esx)→ Eucf(x) × L(Eucf(x), Esf(x))
via
(ξ, η, zu, σucx (ξ, η, z
u))→ (hucx (ξ, η, zu), σucf(x)(hucx (ξ, η, zu))),
i.e. the following diagram commutes:
Eucx
huc−→ Eucf(x)
piuc ↑ piuc ↑
| |
Eucx × L(Eucx , Esx) F
uc−→ Eucf(x) × L(Eucf(x), Esf(x)),
(84)
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where L(Eucx , Esx) is the linear transformation space and σucx : Eucx → L(Eucx , Esx).
∀x ∈ X0, Fuc(x, ·) is Lipschitz with constant at most ν−1uc .
• There exits a unique section map σucinv(x, ·) : Eucx → L(Eucx , Esx) such that
σucinv(f(x), h
uc
x (ξ, η, z
u)) = pi2F
uc
x (σ
uc
inv(x, ξ, η, z
u)),∀x ∈ X0, (ξ, η, zu) ∈ Eucx ;
• If F uc is continuous, so is σucinv;
• If moreover, h−1uc is Lipschitz with Lip(h−1uc ) = ρuc, Fuc is α−Ho¨lder, and
ν−1uc ρ
α
uc < 1, then σ
uc
inv is α−Ho¨lder; In particular, when α = 1, σucinv is
Lipschitz;
• If moreover, X, X0 and E are Cr manifolds (r ≥ 1), huc and Fuc are
Cr, j−th order derivatives of h−1uc and Fuc are bounded for 1 ≤ j ≤ r and
Lipschitz for 1 ≤ j < r, there exists a r ≥ 1, such that ρuc = Lip(h−1uc ) and
ν−1uc = Lip(Fuc), and ρ
r
ucν
−1
uc < 1, then the backward invariant graph σ
uc
inv is
Cr.
Similarly, ∀x ∈ X0, there exists a Lipschitz invariant graph in the bundle space
Ex which can be locally formed by
id× gscinv(x, ·) : Escx → Escx × Eux ,
with the Lipschitz constant bounded by ku. We can define
hscx = pisc ◦Df−1(x) · (id, gscinv) : Escx → Escf−1(x), ∀x ∈ X0
and
F scx =: E
sc
x × L(Escx , Eux)→ Escf−1(x) × L(Escf−1(x), Euf−1(x))
via
(ξ, η, zs, σscx (ξ, η, z
s))→ (hscx (ξ, η, zs), σscf−1(x)(hscx (ξ, η, zs)),
i.e. the following diagram commutes:
Escx
hsc−→ Escf−1(x)
pisc ↑ pisc ↑
| |
Escx × L(Escx , Eux) F
sc−→ Escf−1(x) × L(Escf−1(x), Euf−1(x)).
(85)
∀x ∈ X0, Fsc(x, ·) is Lipschitz with constant at most ν−1sc .
• There exits a unique section map σscinv(x, ·) : Escx → L(Escx , Eux) such that
σscinv(f
−1(x), hscx (ξ, η, z
s)) = pi2F
sc
x (σ
sc
inv(x, ξ, η, z
s)) ∀x ∈ X0, (ξ, η, zs) ∈ Escx ;
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• If Fsc is continuous, so is σscinv;
• If moreover, h−1sc is Lipschitz with Lip(h−1sc ) = ρsc, F sc is α−Ho¨lder, and
ν−1sc ρ
α
sc < 1, then σ
sc
inv is α−Ho¨lder; In particular, when α = 1, σscinv is
Lipschitz;
• If moreover, X, X0 and E are Cr manifolds (r ≥ 1), huc and Fsc are
Cr, j−th order derivatives of h−1sc and Fsc are bounded for 1 ≤ j ≤ r and
Lipschitz for 1 ≤ j < r, there exists a r ≥ 1, such that ρsc = Lip(h−1sc ) and
ν−1sc = Lip(Fsc), and ρ
r
scν
−1
sc < 1, then the forward invariant graph σ
sc
inv is
Cr.
Remark A.5. Theorem A.4 allows us to prove the smoothness of unstable (sta-
ble) manifold by induction: Actually, the exponential map will send gucinv (g
sc
inv)
into manifolds W ucinv (W
sc
inv). We already know that restricted on each leaf, g
uc
inv
(gscinv) is C
1 whenever h, F are. This is because σucinv(σ
sc
inv) is continuous and is
actually the 1−jet of gucinv(gscinv) due to former two bullets of aforementioned The-
orem. Then suppose gucinv (g
sc
inv) is already C
s−1, s ≥ 2, use the last bullet and
we can get σucinv(σ
sc
inv) is also C
s−1 hence gucinv(g
sc
inv) is C
s. So the induction can be
repeated until s = r.
Remark A.6. For the setting of Theorem A.1, we just need to take X0 by W
c,
X by Rn and the splitting Eu
⊕
Es
⊕
Ec by the invariant splitting of W c. We
already know that W c is invariant due to C1 to C5, so such a splitting does exist.
B Ho¨lder continuity of jet space for hyperbolic
invariant set
Notice that we need to get an available normal form (78), of which [11] can be
used to get our main conclusion (see Appendix D). So we still need to prove the
regularity of W c in ω, for which at least some ϕ−Ho¨lder regularity should be
ensured, ϕ > 0. The crucial idea for this is the following Theorem, which is
translated to adapt our setting from Theorem 6.1.3. of [10].
Theorem B.1. Let Λ ↪→ M be a compact invariant embedding set of a C∞
diffeomorphism f : M → M . Suppose there exists a splitting on the tangent
bundle by:
TΛM = E
c
1 ⊕ Eu1 ⊕ Es1
and 0 < λsc+ < λ
u
+ such that ‖dfn(x1)vs,c1 ‖ ≤ C(λs,c+ )n‖vs,c1 ‖, ‖dfn(x1)vu1‖ ≥
C(λu+)
n‖vu1‖ hold for all x1 ∈ Λ, vs,c1 ∈ Es,c1 (x1) and vu1 ∈ Eu1 (x1), where C is
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a proper constant and n ∈ N. Let
fi(xi, vi)
.
= (fi−1(xi), Dfi−1(xi)vi), i ∈ N,
be the ith-jet map with xi = (xi−1, vi−1), (xi, vi) ∈ T · · ·T︸ ︷︷ ︸
i
ΛM = TT i−1Λ M
(T i−1M)
and f0(x1) = f(x1) for x1 ∈ Λ. Suppose Theorem A.4 holds for f and Λ, and
W c(x) is the center manifold. There exists a ith-jet splitting by
T · · ·T︸ ︷︷ ︸
i
ΛM = E
c
i
⊕
Eui
⊕
Esi
with
Euci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
W uc(x1)
∣∣∣
x1∈Λ
Esci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
W sc(x1)
∣∣∣
x1∈Λ
and
Euci (xi) t Esci (xi)
∣∣∣
x1∈Λ
= Eci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
Λ(x1)
∣∣∣
x1∈Λ
.
Besides, if we assume
b+i = max
x∈Λ
34i(i+ 1)!2(i+2)(i+3)/2‖f‖i+3
Ci+3
,
then the stable/center distribution Es,ci (xi) is Ho¨lder continuous with exponent
ϕs,ci = (lnλ
u
+ − lnλs,c+ )/(ln b+i − lnλs,c+ ), where ‖vj‖ ≤ 1, 0 ≤ j ≤ i− 1.
Similarly, if there exists 0 < λuc− < λ
s
− and a proper constant C such that
‖df−n(x1)vu,c1 ‖ ≤ C(λu,c− )n‖vu,c1 ‖, ‖df−n(x1)vs1‖ ≥ C(λs−)n‖vs1‖ hold for all x1 ∈ Λ,
vu,c1 ∈ Eu,c1 (x1) and vs1 ∈ Es1(x1), n ∈ N. Let
b−i = max
x∈Λ
34i(i+ 1)!2(i+2)(i+3)/2‖f−1‖i+3
Ci+3
.
Then the unstable/center distribution Eu,ci (xi) is Ho¨lder continuous with exponent
ϕu,ci = (lnλ
s
− − lnλu,c− )/(ln b−i − lnλu,c− ), where ‖vj‖ ≤ 1, 0 ≤ j ≤ i− 1.
Proof. Without loss of generality, we can assume that M is embedded in RN . As
Dfi(xi, vi) =
(
Dfi−1(xi) 0
D2fi−1(xi)vi Dfi−1(xi)
)
, ∀(xi, vi) ∈ T · · ·T︸ ︷︷ ︸
i
ΛM, (86)
that means Dfi(xi, vi) has the same eigenvalues with Dfi−1(xi−1, vi−1). Besides,
we have
Euci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
W uc(x1)
∣∣∣
x1∈Λ
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Esci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
W sc(x1)
∣∣∣
x1∈Λ
and
Euci (xi) t Esci (xi)
∣∣∣
x1∈Λ
= Eci (xi)
∣∣∣
x1∈Λ
= T · · ·T︸ ︷︷ ︸
i
Λ(x1)
∣∣∣
x1∈Λ
due to the backward invariance ofW uc (forward invariance ofW sc). The Cr−section
theorem ensures the smoothness of W uc(x) and W sc(x) for x in a certain leaf.
Now we use induction to prove the Ho¨lder continuity. From (86), we know
that there exists a constant Ci > 1 such that for any (xi, vi) ∈ T · · ·T︸ ︷︷ ︸
i
M with
x1 ∈ Λ and ‖vj‖ ≤ 1 for 1 ≤ j ≤ i, it’s tangent space (xi+1, vi+1) ∈ T · · ·T︸ ︷︷ ︸
i+1
M
satisfies:
‖Dfni (xi, vi)vi+1‖ ≥ C−1i (λu+)n‖vi+1‖,
if vi+1⊥Esci+1(xi+1).
We can extend Dfi(xi+1) to a linear map Li(xi+1) : T · · ·T︸ ︷︷ ︸
i+1
M → T · · ·T︸ ︷︷ ︸
i+1
M
by setting Li(xi+1)
∣∣∣
Esc
⊥
i+1 (xi+1)
= 0, and
Li,n(xi+1) = Li(f
n−1
i (xi, vi)) ◦ · · · ◦ Li(fi(xi, vi)) ◦ Li(xi, vi).
Note that Li,n(xi, vi)
∣∣∣
T(xi,vi)T · · ·T︸ ︷︷ ︸
i
Λ
= Dfni (xi, vi).
Fix two points xi+1,1 and xi+1,2 of T · · ·T︸ ︷︷ ︸
i
M with ‖xi+1,1 − xi+1,2‖ ≤ 1. The
following Lemma B.2 and Lemma B.3 are satisfied with Lki,n = Li,n(xi+1,k) and
Eki+1 = E
sc
i+1(xi+1,k), k = 1, 2. Then the first part of theorem follows. Similar way
for Euci+1(xi+1,k) and f
−1 we get the second part.
Lemma B.2. Let Lkn,i : RK → RK, k = 1, 2, n ∈ N be two sequences of linear
maps. Assume that for some bi > 0 and δi ∈ (0, 1)
‖L1n,i − L2n,i‖ ≤ δbni , i ∈ N
and there exist two subspaces E1i , E
2
i and positive constants Ci > 1 and λi < µi
with λi < bi such that
‖Lkn,ivi+1‖ ≤ Ciλni ‖vi+1‖, ∀vi+1 ∈ Eki+1,
‖Lkn,iwi+1‖ ≥ C−1i µni ‖wi+1‖, ∀wi+1⊥Eki+1.
Then dist(E1i , E
2
i ) ≤ 3C2i µiλi δ
lnµi/λi
ln bi/λi . Here the distance of two linear spaces is
defined by dist(A,B) = max{maxv∈A, ‖v‖=1 dist(v,B), maxw∈B, ‖w‖=1 dist(w,A)}.
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Proof. Set Kkn,i = {vi+1 ∈ T · · ·T︸ ︷︷ ︸
i+1
ΛM
∣∣∣‖Lkn,ivi+1‖ ≤ 2Ciλni ‖vi+1‖}, k = 1, 2. Let
vi+1 ∈ K1n,i. Write vi+1 = v1i+1 +v1i+1,⊥, where v1i+1 ∈ E1i+1 and v1i+1,⊥⊥E1i+1. Then
‖L1n,ivi+1‖ = ‖L1n,i(v1i+1 + v1i+1,⊥)‖ ≥ ‖L1n,iv1i+1,⊥‖ − ‖L1n,iv1i+1‖
≥ C−1i µni ‖v1i+1,⊥‖ − Ciλni ‖v1i+1‖,
and hence
‖v1i+1,⊥‖ ≤ Ciµ−ni (‖L1n,ivi+1‖+ Ciλni ‖v1i+1‖) ≤ 3Ci(
λi
µi
)n‖vi+1‖.
It follows that
dist(vi+1, E
1
i+1) ≤ 3C2i (
λi
µi
)n‖vi+1‖. (87)
Set γ = λi/bi < 1. There is a unique non-negative integer k such that γ
k+1 ≤
δ ≤ γk. Let v2i+1 ∈ E2i+1, then
‖L1k,iv2i+1‖ ≤ ‖L2k,iv2i+1‖+ ‖L1k,i − L2k,i‖ · ‖v2i+1‖
≤ Ciλki ‖v2i+1‖+ bki δ‖v2i+1‖
≤ (Ciλki + bki γk)‖v2i+1‖ ≤ 2Ciλki ‖v2i+1‖.
It follows that v2i+1 ∈ K1n,i and hence E2i+1 ⊂ K1n,i. By symmetry we get E1i+1 ⊂
K2n,i. By (87) and the choice of k,
dist(E1i+1, E
2
i+1) ≤ 3C2i (
λi
µi
)k ≤ 3C2i
µi
λi
δ
lnµi/λi
ln bi/λi .
Lemma B.3. Let f : Λ→ Λ be a C∞ diffeomorphism with Λ ↪→M be a compact
embedded manifolds and
fi(xi, vi)
.
= (fi−1(xi), Dfi−1(xi)vi), i ∈ N,
be the ith-jet map with xi = (xi−1, vi−1), (xi, vi) ∈ T · · ·T︸ ︷︷ ︸
i
M and f0(x1) = f(x1)
for x1 ∈ Λ. Then for each n, k ∈ N and all (xk, vk), (yk, wk) ∈ T · · ·T︸ ︷︷ ︸
k
M ,
‖vk‖, ‖wk‖ ≤ 1, we have
‖Dfnk (xk, vk)−Dfnk (yk, wk)‖ ≤ C˘kbnk‖(xk, vk)− (yk, wk)‖ (88)
where
bk = max
x∈Λ
34k(k + 1)!2(k+2)(k+3)/2‖f‖k+3
Ck+3
and C˘k is a constant only depending on vj, 1 ≤ j ≤ k and 1 ≤ k ≤ i.
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Proof. Here we use a multiple induction of index k and n. Recall that the fol-
lowing
fni (xi, vi) = (f
n
i−1(xi), D(f
n
i (xi))vi)
and
D(fni )(xi, vi) =
(
D(fni−1)(xi) 0
D2(fni−1)(xi)vi D(f
n
i−1)(xi)
)
, ∀(xi, vi) ∈ T · · ·T︸ ︷︷ ︸
i
ΛM,
hold due to (86). Without loss of generality, we can assume ‖fi‖C0 ≥ 1, i ∈ N.
For k = 1, we already have
‖f1(x1, v1)− f1(y1, w1)‖ ≤ ‖f(x1)− f(y1)‖+ ‖Df(x1)v1 −Df(y1)w1‖
≤ ‖Df‖‖x1 − y1‖+ ‖Df‖‖v1 − w1‖+ ‖D2f‖‖w1‖‖x1 − y1‖
≤ 2‖f
∣∣∣
Λ
‖C2(‖x1 − y1‖+ ‖v1 − w1‖)
and
‖Df1(x1, v1)−Df1(y1, w1)‖ ≤ 2‖Df(x1)−Df(y1)‖+ ‖D2f(x1)v1 −D2f(y1)w1‖
≤ 2‖D2f‖‖x1 − y1‖+ ‖D2f‖‖v1 − w1‖+ ‖D3f‖‖w1‖‖x1 − y1‖
≤ 3‖f
∣∣∣
Λ
‖C3(‖x1 − y1‖+ ‖v1 − w1‖).
69
For the inductive step, we have
‖Dfn+11 (x1, v1) − Dfn+11 (y1, w1)‖ = ‖Df1(fn1 (x1, v1)Dfn1 (x1, v1)−
Df1(f
n
1 (y1, w1)Df
n
1 (y1, w1)‖
≤ ‖Df1(fn1 (x1, v1))‖‖Dfn1 (x1, v1)−Dfn1 (y1, w1)‖+
‖Dfn1 (y1, w1)‖‖Df1(fn1 (x1, v1))−Df1(fn1 (y1, w1))‖
≤ max
θ∈[0,1]
‖D2fn1 (θx1 + (1− θ)y1, θv1 + (1− θ)w1)‖ ·
‖Df1(fn(x1), Dfn(x1)v1)‖(‖x1 − y1‖+ ‖v1 − w1‖)
+‖Df1(fn(x1), Dfn(x1)v1)−Df1(fn(y1), Dfn(y1)w1)‖ ·
‖Dfn1 (y1, w1)‖
≤ (2‖Df(fn(x1))‖+ ‖D2f(fn(x1))‖ ·
‖Dfn(x1)‖) · 2 max
θ∈[0,1]
‖fn(θx1 + (1− θ)y1)‖C2 ·
(‖x1 − y1‖+ ‖v1 − w1‖) +
{
2‖Df(fn(x1))−
Df(fn(y1))‖+ ‖v1‖‖Dfn(x1)‖‖D2f(fn(x1))−D2f(fn(y1))‖
+‖D2f(fn(y1))‖‖Dfn(x1)‖‖v1 − w1‖+
‖D2f(fn(y1))‖‖w1‖‖Dfn(x1)−Dfn(y1)‖
}
‖Dfn(y1)‖C2 ,
≤ 2‖f‖nC1‖f‖C24‖f‖nC3(‖x1 − y1‖+ ‖v1 − w1‖) +
(2‖f‖nC1 + ‖f‖C2‖f‖n−1C1 )(3‖f‖C2‖f‖nC1 + ‖f‖C2‖f‖n−1C1 +
‖f‖C3‖f‖nC1)(‖x1 − y1‖+ ‖v1 − w1‖)
≤ C˘1bn+11 (‖x1 − y1‖+ ‖v1 − w1‖),
then (88) holds for case k = 1 if b1 = maxx∈Λ 322!‖f‖4C3 . Recall that ‖v1‖, ‖w1‖ ≤
1 holds through this estimate.
Before we take the inductive step for k > 1, we need to introduce two useful
conclusions:
‖Dfnk (xk, vk)‖Cl ≤ 3k‖f‖nCk+l
and
‖Dfk(fnk (xk, vk))‖Cl ≤ (l + k)!
k+1∏
i=1
3i‖f‖nCi+l .
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This is because
‖Dfnk (xk, vk)‖Cl ≤ 2‖Dfnk−1(xk−1, vk−1)‖Cl + ‖D2fnk−1(xk−1, vk−1)vk‖Cl
≤ 3‖Dfnk−1(xk−1, vk−1)‖Cl+1
≤ · · ·
≤ 3k−1‖Dfn1 (x1, v1)‖Cl+k−1
≤ 3k‖f‖nCl+k
and
‖Dfk(fnk (xk, vk))‖Cl ≤ 2‖Dfk−1(fnk−1(xk−1, vk−1))‖Cl + ‖D2fk−1(fnk−1(xk−1, vk−1)) ·
Dfnk−1(xk)vk‖Cl
≤ 2‖Dfk−1(fnk−1(xk−1, vk−1))‖Cl + (l + 1)‖D2fk−1(
fnk−1(xk−1, vk−1))‖Cl‖Dfnk−1(xk)‖Cl
≤ 2‖Dfk−1(fnk−1(xk−1, vk−1))‖Cl + (l + 1)‖Dfk−1(
fnk−1(xk−1, vk−1))‖Cl+13k−1‖f‖nCl+k−1
≤ 3k(l + 1)‖Dfk−1(fnk−1(xk−1, vk−1))‖Cl+1‖f‖nCl+k−1
≤ · · ·
≤ (
k∏
i=1
3k−i+1(l + i)‖f‖nCl+k−i) · ‖Df(fn(x0))‖Cl+k
≤ (l + k)!
k+1∏
j=1
3j‖f‖nCl+j .
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Now the induction becomes:
‖Dfn+1k (xk, vk) − Dfn+1k (yk, wk)‖ ≤ ‖Dfk(fnk (xk, vk))‖‖Dfnk (xk, vk)−Dfnk (yk, wk)‖
+‖Dfk(fnk (xk, vk))−Dfk(fnk (yk, wk))‖‖Dfnk (yk, wk)‖
≤ max
θ∈[0,1]
‖D2fnk (θxk + (1− θ)yk, θvk + (1− θ)wk)‖ ·
‖Dfk(fnk−1(xk), Dfnk−1(xk)vk)‖(‖xk − yk‖+ ‖vk − wk‖)
+‖Dfk(fnk−1(xk), Dfnk−1(xk)vk)−Dfk(fnk−1(yk), Dfnk−1(yk)wk)‖ ·
‖Dfnk (yk, wk)‖ (89)
≤ (2‖Dfk−1(fnk−1(xk−1, vk−1))‖+ ‖D2fk−1(fnk−1(xk−1, vk−1))‖ ·
‖Dfnk−1(xk−1, vk−1)‖) · 2 max
θ∈[0,1]
‖fnk−1(θxk + (1− θ)yk)‖C3 ·
(‖xk − yk‖+ ‖vk − wk‖) +
{
2‖Dfk−1(fnk−1(xk))−
Dfk−1(fnk−1(yk))‖+ ‖vk‖‖Dfnk−1(xk)‖ ·
‖D2fk−1(fnk−1(xk))−D2fk−1(fnk−1(yk))‖+
‖D2fk−1(fnk−1(yk))‖‖Dfnk−1(xk)‖‖vk − wk‖+
‖D2fk−1(fnk−1(yk))‖‖wk‖‖Dfnk−1(xk)−Dfnk−1(yk)‖
}
‖Dfnk (yk, wk)‖,
which leads to
2k+1‖f‖nCk+23kk!
k+1∏
i=1
3i‖f‖nCi
∣∣∣
Λ
+ 3k‖f‖nCk+1
{
2bk−13k−1‖f‖nCk + (3k−1‖f‖nCk)2(k + 1)! ·
3k−1
k+2∏
i=1
3i‖f‖nCi + 3kk!
( k∏
i=1
3i‖f‖nCi
)
3k−1‖f‖nCk +
3kk!
( k∏
i=1
3i‖f‖nCi
)
3k−1‖f‖nCk+2
}∣∣∣
Λ
≤ bn+1k (90)
whereas ‖vl‖ ≤ 1, 1 ≤ l ≤ k. Then (90) holds if we take
bk = max
x∈Λ
34k(k + 1)!2(k+2)(k+3)/2‖f‖k+3
Ck+3
.
Remark B.4. In Lemma B.3 we just give a very loose bk estimate. Besides,
during the induction we might omit the O(1) constant, which can be absorbed
into Ci of Lemma B.2 when proving Theorem B.1. So that won’t influence our
result.
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C Normally Hyperbolic Invariant Laminations
and skew-products
Recall a definition of a normally hyperbolic invariant laminations (see [17] for use
of normally hyperbolic laminations to construct diffusing orbits).
Definition C.1. Let Σ = {0, 1}Z be the shift space, σ be the shift on it. Let F
be a C1 map on a manifold M . Let N be a manifold. Let h : Σ × N → M and
r : Σ×N → N be such that we have the following properties:
a) For every σ ∈ Σ, hσ ∈ C1(N,M) is an embedding, r ∈ C0(N,N) is a
homeomorphism. Denote hσ(x) := h(σ, x), rσ(x) := r(σ, x).
b) The maps from σ ∈ Σ to hσ, rσ are Cα, α > 0 with the σ given the natural
topology and the maps h, r given in the topology of embeddings.
We say that h, r is a normally hyperbolic embedding of the shift Σ if for every
x ∈ N we can find a splitting
Thσ(x) = E
s
hσ(x)⊕ Eshσ(x)⊕ Echσ(x)
and numbers 0 < C, 0 < λ < µ < 1 such that
v ∈ Eshσ(x)⇐⇒ |DF n(σ, x)v| ≤ Cλn|v| n ≥ 0
v ∈ Euhσ(x)⇐⇒ |DF n(σ, x)v| ≤ Cλ|n||v| n ≤ 0
v ∈ Echσ(x)⇐⇒ |DF n(σ, x)v| ≤ Cµ−|n||v| n ≥ Z.
If we replace Σ by one point we get the definition of a normally hyperbolic
invariant manifold. In our case we haveN = A = T×R is the cylinder, M = A×U
is the product of a cylinder and an open set U in R2.
Now we turn to skew products.
Fix an integer N > 1 and a matrix A = (aij)
N
i,j=1, where aij ∈ {0, 1}. Denote
by ΣA the set of all bilateral sequences ω = (ωn)n∈Z composed of symbols 1, . . . , N
such that aωnωn+1 = 1 for any n ∈ Z (see, for instance, [10]). Call A a transition
matrix. Suppose σ : ΣA → ΣA is a transitive subshift of finite type (a topological
Markov chain) with a finite set of states {1, . . . , N} and the transition matrix A.
The map σ shifts any sequence ω one step to the left: (σω)n = ωn+1 for any
n ∈ Z. By definition (cf. [10]), subshift is transitive iff there exists n ∈ Z+ such
that
for any i, j (An)ij > 0.
Transitivity implies the indecomposability of the subshift. Indeed, for any m > 0
the subshift σm with the same states allows one to go from any state to any other
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in finitely many steps. Thus, for any m > 0 the subshift σm cannot be split into
two nontrivial subshifts of finite type.
As usual we endow Σ with a metric defined by the formula
d(ω1, ω2) =
{
2−min{|n|: ω
1
n 6=ω2n} ω1 6= ω2
0 ω1 = ω2
ω1, ω2 ∈ Σ.
Let M be a smooth manifold with boundary. Denote by Diff r(M) the space of
Cr-smooth maps from M to itself which are diffeomorphisms to their images.
Definition C.2. A skew product over a subshift of finite type (ΣA, σ) is a dy-
namical system F : ΣA ×M → ΣA ×M of the form
(ω, x) −→ (σω, fω(x)),
where ω ∈ ΣA, x ∈ M and the map fω(x) ∈ Diff r(M) and is continuous in ω.
The phase space of the subshift is called the base of the skew product, the manifold
M is called the fiber, and the maps fω are called the fiber maps. The fiber over ω
is the set Mω := {ω} ×M ⊂ ΣA ×M .
In any argument about the geometry of the skew products we always assume
that the base factor of ΣA ×M is “horizontal” and the fiber factor is “vertical”.
A skew product over a subshift of finite type is a step skew product if the fiber
maps fω depend only on the position ω0 in the sequence ω. In our case M is
either the circle or the annulus A.
Let ΣA be the space of unilateral (infinite to the right) sequences ω = (ωn)
+∞
0
satisfying aωnωn+1 = 1 for all n. The left shift
σ+ : Σ
+
A → Σ+A, (σ+ω)n = ωn+1
defines a non-invertible dynamical system on Σ+A . The system (Σ
+
A, σ+) is a factor
of the system (ΣA, σ) under the “forgetting the past” map
pi : (ω)+∞−∞ → (ω)+∞−∞ so that piσ ≡ σ+pi.
Similarly, one can define (Σ−A, σ−) the right shift
σ− : Σ−A → Σ−A, (σ−ω)n = ωn−1.
Let Π = (piij)
N
i,j=1, piij ∈ [0, 1] be a right stochastic matrix (i.e., for any i we
have
∑
j piij = 1) such that piij = 0 iff aij = 0. Let p be its eigenvector with
non-negative components that corresponds to the eigenvalue 1: for any i pi ≥ 0,
and
∑
i piijpi = pj. We can always assume
∑
i pi = 1. Using the distribution pi
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one defined a Markov measure ν. Let ν be any ergodic Markov measure on Σ.
From now on, the measure ν is fixed.
The standard measure s on ΣA ×M is the product of µ and the Lebesgue
measure on the fiber (which is either the cirle or the cylinder).
A skew product over a subshift of finite type is a step skew product if the
fiber maps fω depend only on the position ω0 in the sequence ω. In this paper,
we study skew-products close to step skew products.
Suppose Θ is the set of all such skew products and S ⊂ Θ is the subset of
all step skew products. Note that S is the Cartesian product of N copies of
Diffr(M). We endow Θ with the metric
distΘ(F,G) := sup
ω
distCr(f
±1
ω , g
±1
ω ).
This induces a metric of a product on S. We consider two cases: M is either the
circle T or the cylinder A = R × T and and each fiber Mk := {k} × T is either
the circle or the cylinder.
D A theorem from [11] on weak convergence to
a diffusion process
Let ε > 0 be a small parameter and l ≥ 12, s ≥ 0 be an integer. Denote by
Ol(ε) a Cl function whose Cl norm is bounded by Cε with C independent of
ε. Similar definition applies for a power of ε. As before Σ denotes {0, 1}Z and
ω = (. . . , ω0, . . . ) ∈ Σ.
Consider two nearly integrable maps:
fω : T× R −→ T× R
fω :
(
θ
r
)
7−→
(
θ + r + εuω0(θ, r) +Os(ε1+a, ω)
r + εvω0(θ, r) + ε
2wω0(θ, r) +Os(ε2+a, ω)
)
. (91)
for ω0 ∈ {−1, 1}, where uω0 , vω0 , and wω0 are bounded Cl functions, 1-periodic in
θ, Os(ε1+a, ω) and Os(ε2+a, ω) denote remainders depending on ω and uniformly
Cs bounded in ω, and 0 < a ≤ 1/6. Assume
max |vi(θ, r)| ≤ 1,
where maximum is taken over i = −1, 1 and all (θ, r) ∈ A, otherwise, renormalize
ε.
We study random iterations of the maps f1 and f−1, such that at each step
the probability of performing either map is 1/2. Importance of understanding
iterations of several maps for problems of diffusion is well known (see e.g. [29, 48]).
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Denote the expected potential and the difference of potentials by
Eu(θ, r) :=
1
2
(u1(θ, r) + u−1(θ, r)), Ev(θ, r) :=
1
2
(v1(θ, r) + v−1(θ, r)),
u(θ, r) :=
1
2
(u1(θ, r)− u−1(θ, r)), v(θ, r) := 1
2
(v1(θ, r)− v−1(θ, r)).
Suppose the following assumptions hold:
[H0] (zero average) Let for each r ∈ R and i = ±1 we have ∫ vi(θ, r) dθ = 0.
[H1] (no common zeroes) For each integer n ∈ Z potentials v1(θ, n) and v−1(θ, n)
have no common zeroes and, equivalently, f1 and f−1 have no fixed points;
[H2] for each r ∈ R we have ∫ 1
0
v2(θ, r)dθ =: σ(r) 6= 0;
[H3] The functions vi(θ, r) are trigonometric polynomials in θ, i.e. for some
positive integer d we have
vi(θ, r) =
∑
k∈Z, |k|≤d
v(k)(r) exp 2piikθ.
For ω ∈ {−1, 1}Z we can rewrite the maps fω in the following form:
fω
(
θ
r
)
7−→
(
θ + r + εEu(θ, r) + εω0u(θ, r) +Os(ε1+a, ω)
r + εEv(θ, r) + εω0v(θ, r) + ε2wω0(θ, r) +Os(ε2+a, ω)
)
.
Let n be positive integer and ωk ∈ {−1, 1}, k = 0, . . . , n− 1, be independent
random variables with P{ωk = ±1} = 1/2 and Ωn = {ω0, . . . , ωn−1}. Given an
initial condition (θ0, r0) we denote:
(θn, rn) := f
n
Ωn(θ0, r0) = fωn−1 ◦ fωn−2 ◦ · · · ◦ fω0(θ0, r0). (92)
[H4] (no common periodic orbits) Suppose for any rational r = p/q ∈ Q with
p, q relatively prime, 1 ≤ |q| ≤ 2d and any θ ∈ T
q∑
k=1
[
v−1(θ +
k
q
, r)− v1(θ + k
q
, r)
]2
6= 0.
This prohibits f1 and f−1 to have common periodic orbits of period |q|.
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[H5] (no degenerate periodic points) Suppose for any rational r = p/q ∈ Q with
p, q relatively prime, 1 ≤ |q| ≤ d, the function:
Evp,q(θ, r) =
∑
k∈Z
0<|kq|<d
Evkq(r)e2piikqθ
has distinct non-degenerate zeroes, where Evj(r) denotes the j–th Fourier
coefficient of Ev(θ, r).
A straightforward calculation shows that:
θn = θ0 + nr0 + ε
n−1∑
k=0
(Eu(θk, rk) + Ev(θk, rk))
+ε
n−1∑
k=0
ωk (u(θk, rk) + v(θk, rk)) +Ol(nε1+a)
rn = r0 + ε
n−1∑
k=0
Ev(θk, rk) + ε
n−1∑
k=0
ωkv(θk, rk) +Ol(nε2+a)
(93)
Even though these maps might not be area-preserving, using normal forms we
will simplify these maps significantly on a large domain of the cylinder.
Theorem D.1. Assume that in the notations above conditions [H0-H5] hold.
Let nεε
2 → s > 0 as ε → 0 for some s > 0. Then as ε → 0 the distribution of
rnε − r0 converges weakly to Rs, where R• is a diffusion process of the form (2),
with the drift and the variance
b(R) =
∫ 1
0
E2(θ, R) dθ, σ
2(R) =
∫ 1
0
v2(θ, R) dθ.
for some function E2, defined in (94).
Define
E2(θ, r) = Ev(θ, r) ∂θS1(θ, r) + Ew(θ, r), b(r) =
∫
E2(θ, r)dθ, (94)
where S1 solves an equation right below and is a certain generating function
defined in (95–96).
∂θS1(θ˜, r˜) + Ev(θ˜, r˜)− ∂θS1(θ˜ + r˜, r˜) = 0.
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One can easily find a solution of this equation by solving the corresponding equa-
tion for the Fourier coefficients. To that aim, we write S1 and Ev in their Fourier
series:
S1(θ, r˜) =
∑
k∈Z
Sk1 (r˜)e
2piikθ, (95)
Ev(θ, r) =
∑
k∈Z
0<|k|≤d
Evk(r)e2piikθ.
It is obvious that for k > d and k = 0 we can take Sk1 (r˜) = 0. For 0 < k ≤ d
we obtain the following homological equation for Sk1 (r˜):
2piikSk1 (r˜)
(
1− e2piikr˜)+ Evk(r) = 0. (96)
Clearly, this equation cannot be solved if e2piikr˜ = 1, i.e. if kr˜ ∈ Z. We note that
there exists a constant L, independent of ε, L < d−1, such that for all 0 < k ≤ d,
if r˜ 6= p/q satisfies:
0 < |r˜ − p/q| ≤ L,
then kr˜ 6∈ Z. Thus, restricting ourselves to the domain |r˜−p/q| ≤ L, we have that
if kp/q 6∈ Z equation (96) always has a solution, and if kp/q ∈ Z this equation
has a solution except at r˜ = p/q. Moreover, in the case that the solution exists,
it is equal to:
Sk1 (r˜) =
iEvk(r)
2pik (1− e2piikr˜) .
E Nearly integrable exact area-preserving maps
Let A = T × R be the annulus, (θ, r) ∈ A. Consider a Cr smooth exact area-
preserving twist map
f : A→ A, f(θ, r) = (θ′, r′),
namely,
• f is exact if the area under any noncontractible curve γ equals the area
under f(γ) or, equivalently, the flux is zero;
• f is area-preserving;
• f twists, i.e. for any θ∗ the image of lθ∗ = {θ = θ∗, r ∈ R} is monotonically
twisted, i.e. f(θ∗, r) has the first component strictly monotone in r.
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Let F : R2 → R2, F (x, r) = (x′, r′), F (x + 1, r) = (x′ + 1, r′) for all
(x, r) ∈ R2. be the lift of f : A → A. Recall that h : R2 → R is called a
generating function of f if we have
∂1h(x, x
′) = −y
∂2h(x, x
′) = y′.
(97)
Theorem E.1. (see e.g. [38]) Any Cr smooth exact area-preserving twist map f
possesses a generating function h such that the map f is given by (97) implicitly
and h satisfies
• (periodicity) h(x+ 1, x′ + 1) = h(x, x′);
• ∂12 h(x, x′) < 0 for all (x, x′) ∈ R2.
Notice that in the case f0 is a C
r smooth integrable twist map, given by
f0 : (x, y) 7→ (x+ ρ(y), y)
for some Cr smooth strictly monotone function ρ(y) the generating function has
the form
h(x, x′) = U(x′ − x)
for some Cr+1 smooth function U . Indeed, ∂1h(x, x
′) = −U ′(x−x′) = −y = −y′.
Thus, U ′(ρ(y)) ≡ y.
Lemma E.2. Let fε : A → A be a Cr smooth nearly integrable exact area-
preserving twist map we have
θ′ = θ + ν(r) + εu1(θ, r) + ε2u2(θ, r) +O(ε3) (mod 1)
r′ = r + εv(θ, r) + ε2w(θ, r) +O(ε3) (98)
for some Cr−1 smooth functions u1, v and Cr−2 smooth functions u2, w. In the
case fε is given by a generating function h(x, x
′, ε) and h(x, x′) = h(x, x′, 0) we
have
x′ = x+ ρ(r) + ερ′(r) ∂1h(x, x+ ρ(r)) + ε2(ρ′(r))2 ∂12h(x, x+ ρ(r)) +O(ε3)
r′ = r + ε(∂1h(x, x+ ρ(r))− ∂2h(x, x+ ρ(r)))
+ ε2(ρ′(r))2 (∂12h(x, x+ ρ(r))− ∂22h(x, x+ ρ(r))) ∂1h(x, x+ ρ(r)) +O(ε3).
In the case ρ(r) depends on ε analogs of the above formulas are still valid:
x′ = x+ ρε(r) + ερ′ε(r) ∂1h(x, x+ ρε(r))
+ ε2(ρ′ε(r))
2
(
∂12h(x, x+ ρε(r)) +
1
2
(∂1h(x, x+ ρε(r)))
2
)
+O
(
ε‖hε‖C3
‖ρε‖C3
)3
r′ = r + ε(∂1h(x, x+ ρε(r)) + ∂2h(x, x+ ρε(r)))
+ ε2ρ′ε(r) (∂12h(x, x+ ρε(r)) + ∂22h(x, x+ ρε(r))) ∂1h(x, x+ ρε(r)) +O
(
ε‖hε‖C3
‖ρε‖C3
)3
.
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Proof. Let Fε : R2 → R2 be the lift of fε. Since fε is a Cr smooth nearly
integrable, Fε has a generating function hε(x, x
′) of the form
hε(x, x
′) = U(x′ − x) + εh1(x, x′, ε).
Apply the equations of the generating function
r = −∂1hε(x, x′, ε) = U ′(x′ − x)− ε∂1h1(x, x′, ε)
r′ = ∂2hε(x, x′, ε) = U ′(x′ − x) + ε∂2h1(x, x′, ε).
(99)
Notice that ρ(U ′(∆x)) = ∆x. To simplify notations denote h(x, x′) = h(x, x′, 0).
Rearranging and expanding in ε we have
x′ = x+ ρ(r) + ερ′(r) ∂1h(x, x+ ρ(r)) + ε2(ρ′(r))2∂12h(x, x+ ρ(r)) +O(ε3)
r′ = r + ε(∂1h(x, x+ ρ(r)) + ∂2h(x, x+ ρ(r)))
+ ε2 ρ′(r) (∂12h(x, x+ ρ(r)) + ∂22h(x, x+ ρ(r))) ∂1h(x, x+ ρ(r)) +O(ε3).
This gives a definition of functions u, v and w in terms of the generating function
h.
Corollary E.3. Let h(x, x′, ε) = a(ε)U(x′ − x, ε) + εh1(x, x′, ε), h1(x, x′) =
h1(x, x
′, 0), ρ(U ′(x, ε), ε) ≡ x, and x+ = x+ a(ε)ρ(r, ε). Then
x′ = x+ a(ε)ρ(r, ε) + εa(ε)ρ′(r, ε) ∂1h(x, x+)
+ε2a2(ε)(ρ′(r, ε))2 (∂12h(x, x+) +
1
2
(∂1h(x, x
+))2)
+O (ε a(ε) (‖U‖C3 + ‖h1‖C3)‖ρ‖C3)3
r′ = r + ε(∂1h1(x, x+) + ∂2h1(x, x+))
+ε2ρ′(r, ε) (∂12h1(x, x+) + ∂22h1(x, x+))∂1h(x, x+)
+O (ε a(ε) (‖U‖C3 + ‖h1‖C3) ‖ρ‖C3)3 .
In the case a(ε) = log ε and U, h1, ρ ∈ C3 the remainder term is O(ε log ε)3.
The proof is the straightforward substitution.
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