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In this paper, a new class of error-correcting linear block codes 
using symbols from GF(2 ~) is presented. These codes are not cyclic 
codes, but possess instead a unique algebraic structure. I t  is shown 
that they are instantaneously decodable with a modest amount of 
hardware consisting almost entirely of rood 2 adders for correcting 
burst errors. Furthermore, their efficiency compares favorably with 
the Varsharmov-Gilbert bound for both random errors over GF(2 ~) 
and burst errors over GF(2). 
I. INTRODUCTION 
In this paper we will introduce a class of error-correcting linear block 
codes, called redundant residue polynomial codes. The codes use symbols 
from GF(2m). I t  is anticipated that these codes may be useful in binary 
systems, where errors are most likely to occur within certain blocks, as 
for example, in the memory system of a digital computer. I f  each symbol 
from GF(2 m) is coded as a binary m-tuple, these codes can be used as a 
burst-error correcting code for the transmission of binary information. 
The most powerful existing class of codes with symbols from GF(2 m) 
are those discovered by Bose and Ray-Chaudhuri  (1960). The efficiency 
of the redundant residue polynomial codes is as good as many of these. 
The redundant residue polynomial codes require 2t check symbols for 
each t symbols to be corrected. The efficiency of these codes is found to 
always lie above the Varsharmov-Gilbert bound for codes with symbols 
from GF(2~).  
The important existing classes of codes for burst-error correction 
consist of the cyclic codes of Fire (1959) and of Reed and Solomon 
(1960). Stone (1963) and Mandelbaum (1968) have also considered a
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class of codes suitable for burst-error correction. Cyclic codes require a 
relatively small amount of hardware for encoding and decoding, but a 
number of units of time are required for the decoding process. 
The redundant residue polynomial codes are not cyclic codes, but 
possess instead:a unique algebraic structure. They will be shown to be 
instantaneously decodable with a modest amount of hardware con- 
sisting almost entirely of rood 2 adders for the correcting of burst errors. 
These codes are very suitable when instantaneous decoding is desired. 
In addition, f l i t  is necessary only to locate an incorrect symbol, rather 
than correct it, the amount of hardware can be reduced by one half. 
Furthermore, :the efficiency of the redundant residue polynomial codes 
compares favorably with the Varsharmov-Gilbert: bound for both 
random errors over GF(2 ~) and burst errors over GF(2). 
II. DEFINITIONS AND PROPERTIES OF THE PROPOSED CODES 
In this section, We shall define the notations used i~ this paper and 
present he formal definition and basic properties of the proposed class 
of codes. 
A linear block code consists of a set of code words, where each code 
word is aa N-tuple of symbols from some finite field. The codes to be 
developed in:this paper will use symbols from the field of 2 ~ elements, 
denoted by GF(2~). Each symbol from GF(2 ~) can then be repre- 
sented by a binary m-tuple so that a code word becomes an N-tuple of 
binary m-tuples. 
Let J2 be the field GF(2), and q(x) = ao + alx -~ . . .  "Jr" a~_lx ~-l,a 
polynomial over J2 • We shall use 1 q to denote the n-dimensional vector 
(a0, al, .-- , a~-l), whichisthevectorof thecoefficients of thepolynomial 
q(x). Let Q(n -11) be the set of all possible polynomials of degree n -= 1 
or less over 3:2, and J2 ~ be the set of all n-tuples from J : .  Then, the set 
of the vectors q corresponding to all q(x) ~ Q(n - 1) is J2 ~, which is 
obviously a Vector space of dimension  over J~.  Since there is a one- 
to-one correspondence b tween q(x) E Q(n - 1) and q E J2", we shall 
use q to denote both a vector q C J:" and its corresponding polynomial 
q(x) E Q(n -  1~. 
Let p1(X), p2(x), . . . ,  pK+~(X) be K -[- R pairwise relatively prime 
polynomials of degree m over J2 • For a given q(x) E Q(mK - 1), let 
r~(x) be the remainder obtained by dividing q(x) by pdx).  Thus, rdx) 
is a polynomial of degree m -- 1 or less. The remainder rdx) i s  called 
A boldface Symbol denotes a vector,  a set of vectors or a matr ix.  
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the residue of q(x) rood p~(x), denoted by ]q(x) ip~(~) . Its vector r~ 
will be written as I q ]p~ • Define a mapping ~ as follows: 
~(q) = (a ,  r~, - . . ,  r~+,), (1) 
where q C j~K and rl = I q ]p~, i = 1, 2, .- .  , K ~ R. Now, we make 
the following definition: 
DEFINITION 1. Let pl(x), p~(x), . . .  , pK+,(x) be a set of K + R 
pairwise relatively prime polynomials of degree m over J2, and ¢~ be 
the mapping defined by (1). Then, C~ +" is the set of all m(K ~ R)-  
~uples ~(q), where q E J~ .  That is, 
C~ +R = {~(q) ]q C j~}.  (2) 
~+"  h s We shall show that  a the following properties: 
THEOREM 1. I f  M of the K -~ R residues r /s  in ~(q) defined by (1) 
are O, where M >= K, q C J '~ and pi(x),  i = 1, 2, .... , K ~ R, are 
K ~ R pairwise relatively prime polynomials of degree m over ~2, then 
q=0.  
Proof. Because the polynomial q(x) is of degree mK - 1 or less, it 
cannot be divisible by K pairwise relatively prime polynomials of degree 
m, unless q(x) = O. Q.E.D. 
THEOREM 2. C~ +~ is a vector space of dimension mK over J2 • 
Proof. To show that .~K+~ • is a vector space, let O(ql).and O(q2) be 
two elements in C~ +R. Because ql C J~  and q2 C ~,  ql d- q2 C ~'2 K. 
Furthermore, because [ q~ Ip~ + [ q~ I~, = I q~ + q~ [~, we have ~(q~) + 
@(q~) = ¢(q~ + q~) ~ C~ +a. Hence, C~ +" is a vector space. 
i~  +R To determine the dimension of ~ , it follows from Theorem 1 that 
~(q) = 0 implies q = 0. Hence, the mapping ~ defined by (1) is one- 
~K+a to-one from j~,K onto ~ , and consequently the dimension of C~ +~ 
must  be the same as that of ~ ,  namely  inK. Q.E.D. 
An  element of C~ +~ is a (K  -i- R)-tuple of residues. Each  element of 
J~, where n = inK, is mapped into a unique (K  + R)-tuple of residues 
in C~ +~. For a unique representation of each element of J~, only K 
residues rather than K -t- R residues are required. Thus, R of the K + R 
residues are redundant. 
It  is well known that the set ~ of all mduples from J~ is a vector 
space isomorphic to the field GF(2~). Each r~ is an element of J~  which 
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is mapped to the corresponding element of GF(2m). Hence, we may con- 
sider Cx~ +" as a vector space (linear code) over GF(2m). 
At this point we may think of the encoding process in the following 
way. Given K information symbols from GF(2 m) which are coded with 
binary bits, we juxtapose them to produce an element of J2 ". The element 
of J2 ~ is then mapped into the sequence of residues r l ,  r~, . - .  , r~+. 
which may be thought of a sequence of symbols from GF(2m). Thus, 
a code word (rl,  r~, .-- , rK+~) in C~ +R has length N = K -k R, com- 
posed of K information symbols and ig check symbols. The process of 
decoding consists of determining the element of J2" which corresponds 
to a particular (K -k R)-tuple of residues. Partitioning this element of 
J~  into K m-tuples produces the original information symbols from 
GF(2m). 
It  is through the above mentioned redundancy that we achieve a 
certain degree of error correcting capability with the code C~ +R. We will 
now consider this in detail. 
DEFINITION 2. The distance between two words of the code C~ +~ is 
the number of residues or positions in which the two words differ. 
DEFINITION 3. The weight of a code word in C~ +~ is the number of 
nonzero residues it contains. 
Since the elements of C~ +~ form a vector space, it is easy to show that 
the minimum distance between any two words in C~ +R is equal to the 
minimum weight of all the nonzero words in C~ +R. Let us denote this 
minimum weight or minimum distance by d. The minimum weight d is 
related to the error detecting and correcting capabilities of a code in the 
following manner. Since any two code words differ in at least d positions 
or residues, it: is not possible to change one code word into another by 
altering any d: - 1~ or fewer residues. Therefore, a code with minimum 
distance d can detect any d -- 1 or fewer residues in error. If t is equal 
to the greatest integer less than or equal to (d -- 1)/2, denoted by 
t = [(d -- 1)/2 l, and i f t or fewer residues are altered, then the resultant 
word is still closest o the original code word, and thus any t errors can 
be corrected. 
We now have the following theorem which gives the essential error 
correcting capabilities of the C~ +~ codes. 
THEOREM 3. AS a code over GF(2m), C~ +" has min imum weight 
d=R- -~ l .  . . . .  
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Proof. I t  follows from Theorem 1 that at least R q- 1 of the K q- R 
residues ri's in a code word of C~ +R are nonzero. On the other hand, the 
polynomial q( x ) = pl ( x )p2( x ) . . .  pK-l ( x ) is of degree less than mK-  1, 
and for this polynomial q(x), r~ -- 0 for i = 1, 2, .- .  , K -- 1. This 
implies that there exists an element of weight R q- 1 in C~ +~. Q.E.D. 
Before we develop an encoding procedure for the C~ +" codes, we need 
the following lemma on polynomials: 
LEMMA 1. Let a(x) and b(x) be two polynomials. I f  b(x) i~ relatively 
prime to a(x),  so is the residue I b(x) la(~) .
Proof. Let r(x) --- ] b(x) 1~(~) . If r(x) is not relatively prime to a(x), 
then r(x) = f (x )g(x ) ,  a(x) = f (x )h (x )  for some polynomials f(x), g(x) 
and h(x), with f (x )  ~ 1. Furthermore, from the definition of r(x),  we 
have b(x) = l (x)a(x)  -~ r(x) = l (x ) f (x )h (x )  + f (x )g(x) ,  which 
implies that both b(x) and a(x) have the common factor f (x )  # 1. 
This contradicts the assumption that b(x) is relatively prime to a(x).  
Q.E.D. 
Now, we would like to show the following theorem: 
THEOREM 4. Given a set of K q- R pairwise relatively prime polynomials 
p~(x), i = 1, 2, . . .  , K q- R, of degree m over J2 , and any K residues 
say r~ j (x ) , j  = 1,2,  . . .  , K, a polynomial q(x) E Q(mK - 1) can be 
found such that 
l q(x) I%(~) = %(x),  j = 1, 2, . - - ,  K. (3) 
Proof. Let us rearrange the polynomials p~(x), i = 1, 2, • • • , K -b R, 
such that p~(x)  becomes pj(x), j = 1, 2, . - .  , K. We are then given the 
residues r l(x),  r2(x), . . .  , rK(x). Set 
p(~)(x) = pl(x)p~(x) . . .  p~_l(x)p,+l(x) . . .  pK(x). (4) 
a,'(x) = I p(~)(z) I~(~). (5) 
It  is obvious that a( (x)  is of degree _<-m - 1 and is relatively prime 
to p~(x) by Lemma 1. It  follows from Euclidean algorithm that there 
exists a unique polynomial ai(x) of degree ~m -- 1 and relatively 
prime to p~(x) such that 
! 
ai(x)a,  (x) + b, (x)p, (z)  -- 1. (6) 
Thus, we have 
l a i (x)ai ' (x)  Ip,(~) -- 1. (7) 
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Let 
K 
q(x) = ~ p(~)(x) I ai(x)r i(x) Ip~(~) • (8) 
Because p(i)(x) is of degree m(K - 1) and I adx)r i (x)  ]m(~) is of de- 
gree =<m - 1, q(x) is of degree <=ink -- 1, and hence q(x) E Q(mK - 
1). Moreover, 
K 
i~ l  
= I P(~)(x) Ipj(x)]ai(x)ri(x) Ip~(~) (9) 
I ' = a~ (x)a~(x)r i (x) I~(~ = ri(x).  
Q.E.D. 
As a consequence of the above theorem, we have the following corol- 
lary: 
COaOLLAaY 1. As a code over GF(2~), any K of the K + R r~'s may 
be selected as the information symbols of C,~: +z. 
Let the g ivenK residuesbe rdx) ,  i = 1, 2, • • • , K. The remaining R
residues rdx) ,  i = 'K  + 1, K + 2, . . .  , K + R, can be found ~s fol- 
lows: Choose q(x) ~s given in (8). Then, we have 
K 
i= l  
Consider the vector r corresponding to a polynomial r(x) of degree 
<-m -- 1 over J~ as an element in J~.  Since { adx)r (x)  [,,(~) is also of 
degree ~m - 1 over J2, { air [p~ may also be considered as a vector 
in J~.  Now, we shall show the following theorem: 
THEOREM 5. Define the transformations 
L~(r) = I a~r ]p,, i = 1, 2, . . .  , K, (11) 
Mi~(r) = [c~,r I ,~+, ,  1 = 1, 2, . - .  , R.  (12)  
where a~ corresponds to the polynomial ai( x) given in (7) and cu is defined 
by the equation 
cu = [p(O [pK+~ • (13) 
Then, Li and M.  describe nonsingular linear transformations from J~'~ 
onto J2". 
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Proof. Clearly both L~ and M u describe linear transformations from 
J2 ~ into J2 ~. Hence, we only need to show that L~ and Mu map 0 onto 0. 
If Li(r) = 0, then ai(x)r(x) is divisible by pdx). But, adx) is rela- 
tively prime to pdx) and r(x) is of degree =m - 1. This implies that 
r(x) = 0, and hence L~ maps 0 onto 0. 
If Mu(r) = 0, then cu(x)r(x) is divisible by pK+dx). Now, ca(x) = 
llp(°(x) Ip~+~(,), and hence by Lemma 1 ca(x) is relatively prime to 
pK+dx). Thus, as before r(x) = 0 and Mz~ maps 0 onto 0. Q.E.D. 
Substituting (11) and (12) into (10), we can rewrite (10) as follows: 
K K 
rK+, = E M,,L~(rd = ~ A.~,, (14) 
i=l: i=1 
where Au is the composite nonsingnlar linear transformation MuL~. 
It is obvious that A.  can be represe:ted by an invertible matrix Au 
over J2 • Let the matrix 
[-A:~ h:~ . . .  h . : ]  
A = ~A2: A~2 "'" A~: |  (15) 
Then, the C~ +R code can alternately- be described by the equation 
Now, we would like to prove the following theorem. 
TI-I~OaEM 6. Any t × t submatrix of A given by (15) of the form 
i (17) 
A ~ j: . . . . .  Ai~ Jt 
is invertible. 
Proof. Following from Corollary 1 and the fact that t < rain (K, R), 
it suffices to show that the matrix 
£:  . . . . .  A._I 
(is) 
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is nonsingular. I f  (18) is singular, there exist r l ,  r2, 
Then, 
~-~ Ai~r~ = O, 
.7"=1 
• .. , rt such that 
i = 1, 2, . . . ,  t. (19) 
All: 
J 
0 
0 
rK+t+l  
rK+R 
(2o) 
. . . . . . .  ~K +-~ The vector (r l ,  r~, • , r~, 0, 0, • , 0, rK+,+l, , r~+~) of v~ 
has at most R nonzero r~'s. This contradicts Theorem 3, and hence (17) 
must be invertible. Q.E.D. 
I t  will be seen in the next section that the characterization (16) of 
the C~ +R codes and the above properties of the matrices Au form the 
basis for the decoding of these codes. 
I I I .  CORRECTION OF BURST ERRORS FOR THE C~ +R CODES 
We recall that an element of a C~ +R code is a sequence of residues 
(r l ,  r~, • .. , r~+R), where each residue r~ is represented by a binary m- 
tuple. There are R redundant residues. Assuming that R is an even 
integer, this code can correct any ½R residues in error. 
I f  we consider C~ +R as a block code for the transmission of binary 
information, there are mK information bits and mR check bits. Any 
burst of length t < (½R - 1)m + 1 bits can affect at most ½R residues, 
and thus can be corrected. 
Given the first K residues r l ,  r2, • • • , rK, the values for the redundant 
residues r~+l, rK+~, . . -  , rK÷n are determined by (16). This process of 
calculating the redundant residues based on the nonredundant residues 
is the encoding process. We now consider the decoding process in the 
presence of burst errors. 
The basic idea behind the decoding process is to calculate the values 
for the redundant residues based on the nonredundant residues in the 
received code word. The difference between the calculated values for 
r~+l , rK+2,  " • • , r~+z and the actual values present in the received code 
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word corresponds to the s~/ndrome denoted by 
(el, e2, . - - ,  eR), (21) 
where e~ = r¢+i (calculated) + rK+~ (received). We can then derive 
relations among the e~ and the matrices Aj~ which will uniquely deter- 
mine which burst of length ½R or less has occurred. 
The following theorem will be useful in developing the decoding 
scheme. 
C ¢+R where R is even. Let v'  THEOREM 7. Let  v be an element of ,~ , = 
K+R v + e, where e has weight ½R or less. Then, v' + e' is in C,~ for some 
e' of weight ~-R = e. 2 or less i f  and only i f  e r 
Proof. e r v r ' v ~ = eimpl ies +e = + e = v+e+e = v, whichis 
~m • c~K+ R t V v t inPK+n Letv '  + e 'be in~ , and supposee # e. But q- e = 
v q- (e -}- e~), where v by hypothesis i " .~+R m~.~ , and (e + e')  has weight 
~, where 0 < ~ < R, which implies that v and v ~ ~re both in ~,~K+e ~t a 
distance of R or less. Contradiction. Q.E.D. 
We now consider the general problem of correcting a burst of length 
½R or less with the code C~ +R. We first calculate the syndrome as in 
(21). The syndrome is then fed into a set of logic circuits L~, where 
circuit L~ corrects a burst of ½R or less residues in error which begins in 
position i for i = 1, 2, - . .  , K. The output of circuit L~ is a set E~, 
E~+~, .. • , ]~-~+~_~ such that 
( r~ ,  r2 ,  . . -  , rK+R) + (0 ,  0,  . - "  , E~,  E~+~,  " "  , E½R+~_I, 0 ,  . . .  , 0 )  
• r~KWP~ is I n  k~m . 
There are three classes of error which will be considered separately. 
Case 1 occurs when a burst of length = ½R affects only the information 
residues r~, r2, - . .  , r~. Case 2 occm's when a burst of length =}R 
affects some of the information residues and some of the redundant resi- 
dues rK+~, r~+2, • • • , rK+R • Case 3 occurs when a burst of length < }R 
affects only the redundant residues. I f  we are interested only in correcting 
the information residues, then it is necessary only to detect that Case 3 
has occurred, without finding correct values for the residues in error. 
For the following discussion we define a set of matrices As, i = 1, 2, 
• . .  , K ,  in the following manner. For 1 --< i < K -- ½R + 1 we define 
FA~,~ A,,~+~ . . .  A,,~+,~_~ 1 
A~ = tA:2,~ A%~+~ . - .  A%~+~-1 ~.  (22) 
k~'~,/ A~,~+~ - . .  A~,~+~R_~_j 
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ForK - -½R+ 2 < i -<  Kwedef ine  
VA:,~ Al,i+: . . .  AI.~ 1 
A~=|A2,1 A2,1+: " '"  Ag.,~: I | 
J, / ; 0 t..A~,~ A~,~+z - . .  A.,~: 
(23) 
where I represents the m(½R - K - 1 + i)  X m(½R - -  K - 1 + i )  
identity matrix. 
Let ( r : ,  r~, . . .  , rx+~) be a received code word which is assumed to 
contain a burst of at most ½R residues or symbols in error. We have the 
syndrome defined by the equation 
K 
es = rK+j + ~ Aj ir l .  (24) 
i=1  
We also will use the following notat ion:  
v~ = (a , r~,  . . . , r~)  ~ 
v .  = (r~+:, rx+2,  • • • , rK+R)r  
e = (e : ,e~,  . . . ,eR)  r 
e 1 = (e l ,  e2 ,  - . . ,  e:R) ~ (25)  
e 2 ----- (e~R+~, e-~R+~, • • • , eR) r 
e li = (e : ,  e~, • • • , e½~_~_:+~) r 
e 2i = (e½R-~+~, e½~-k+~+l, • • • , ei~)T 
where K -- ½R + 2 <- i <_ K, and the superscript T of a vector denotes 
its transpose. Let the (K  + R)-tuple (0, 0, . . .  , 0, E1 ~, E j ,  - - -  , E~,  
0, . . .  , 0) represent a burst of length <½R beginning in position i. 
Then define 
---~ ** i T E ~ (E~ ~, E2 ~, . ,  E½R) . (26) 
For 1 -< i -< K -- ½R + 1, define the K-tuple 
E, --- (0, . - .  , 0, E:', E~', - . - ,  E~,,  0, . . .  , 0) r (27) 
For K -- ½R + 2 =< i -<_ K, define the K-tuple E~x, and the R-tuple E~ 
as  
E,~ = (0 ,  . - - ,  0• E:~, ~,  . . . ,  ~_,+~)~ 
(2s) 
= (EK-I+2,E~-~+~, • ,E~R,0 , -  ,0 )  r. 
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For l i  < i ~ K + R, defi~le the R-tuple 
= (0, . . . ,  o, E,', . . . ,  0, . . . ,  0) (29) 
Then, we can state the following theorem. 
THEOREM 8. Let ( r l  , r2, • .. , rK+R) contain a burst of at most ½R 
residues in error. Then, v -- (rl, r2, . . . ,  rK+,) + (0, . . . ,  0, E i, 0, 
• .. , O) is in C~ +~ i f  and only if  
(i) A~E ¢= e for 1 < i=< K (30) 
or (ii) e has the weight <= ½R and E~ = e for K <_ i <_ K+R.  (31) 
Proof. Suppose that 1 < i =< K -- ½R + 1 and v is in ~K+". Then, 
A(V~ + E¢) + Va -- 0 (32) 
so that 
AE~ = AV~ + VR = e. (33) 
By the definition of Ai and E i, (33) implies (i) for 1 < i < K - ½R + 1. 
Suppose now that K - ½R + 2 =< i =< K and v is in ~(Y~+R. Then 
A(V~: + :Eil) + V. + Ei~ -- 0 (34) 
so that 
AVK + V~ = AEil  + Ei~ = e. (35) 
By the definition of A~ and E i, (35) implies (i) forK  - ½R + 2 _< i -< K. 
It  is easy to show that if (i) holds, then v is in C~ +~. Suppose now that 
K <- i -< K + R we have v in C~ +R. Then, v has syndrome 0 so that 
or  
AV~+r~+E~= 0 (36) 
E~ = e (37) 
implying that e has the weight < ½R. Now, if (ii) holds, it is easy to 
verify that v has 0 syndrome and therefore is in C~ +R. Q.E.D. 
We will now consider the conditions for which (30) and (31) have a 
solution Ek If such an E*" can be found, then the correct information 
symbols are found by adding the K4uple E~ to V~. We first consider 
Case 1. 
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We partition the matrix A~ into 
= LB~d'  (3s) 
where 1 __< i = K -- ½R -~ 1, and where 
• • • A i ,~+~R- i  l 
Bil ---- A2/ A2,i+l . . .  A2,i~R-1 ! (39) 
and 
A4~R+~,~ Ai~+~/+l "'" A4~R+2,~+t.-I/ (40) 
B~2 = : : i ° | "  
] 
I t  follows from Theorem 6 that the matrices B~ and B~2 are invertible. 
Therefore, the matrix 
B~ = (41) 
is also nonsingnlar. Here, I and 0 are the identity matrix and the zero 
matrix of order ½mR X ½mR respectively. Thus, (30) has a solution if 
and only if 
B~A~E i = B~e (42) 
has a solution E i. Now, (42) is equivalent to the two equations 
E~ B-1 1 = i l  e (43) 
0 = --1 1 Bi2B~le ~- e ~, (44) 
where the solution E i in (43) exists if and only if (44) holds. Since B~2 
is invertible, (44) holds if and only if 
B-1 2 B- le 1 (45) 
Herme, (43) and (44) form the basis for the detection and correction of 
Case 1 burst errors. We have such B~ and B~ for i = 1, 2, . . .  , K -- 
½R~- 1. 
We turn now to the discussion for Case 2. In Case 2 we want to con- 
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sider a burst of length < ½R beginning in position i for K - ½R 4- 2 _~ 
i < K. That is, the burst error affects both the information residues and 
the redundant residues. Define a set of matrices C+, for K -- ½R 4- 2 =< 
i =< K, as  follows: 
LA++ .AR,+'+,_ . . .  A;+J  
so that the matrices Ai defined in (23) can be written as 
We now want to derive the conditions for which 
AiE ~= e (48) 
has a solution E ~. To do this, define 
i + + + E ~ E ~ ~ E ~ (EK-I+2, "- E½R El ,  ~, , ~-++lj , = E~-i+3, • , , "'" (49) 
and 
+ E: ++ 
so that we may rearrange (48) and find the conditions for the existence 
of a solution to the equivalent equation 
A~'E ' i=  e. (51) 
Partit ion the matrix Ca in the following manner: 
~D~I 7 
Ci /D is  / (52) 
L:D.J 
where D+I and D+~ have dimension m(½R --  K - -  1 + i )  X m(K - 
i q- 1) and D+2 and D++ have dimension m(K  - i q- 1) X m(K - -  i -t- 1). 
I t  follows from Theorem 6 that D+~ and D+4 are invertible. Therefore, 
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the following matrix 
-I D~ID~ 1 
0 D -1 
D~DT~ 
0 
D,D~ 1 
is invertible, and (51) has a solution 
or  
I
Io 
I 
1 
' I  I 
E '~ if and only if 
D A ' I~-'~ ~ - = D~e 
(53) 
(54) 
e I t  --~ i l  ~2 
= (55) 
D~-~le ~i J 
0 = e 2 + D.DT~A el' (56) 
where the solution (55) exists if and only if (56) holds. Since we are 
only interested in correcting the information residues, we only need that 
portion of (55) given by 
D-le ~142 (57) 
which can be added to the last K - i residues of the received information 
residues to produce the correct residues. 
We turn now to the consideration for Case 3, where a burst of length 
< ½R has occurred in the redundant residues only. Since it is necessary to
reproduce the correct information symbols only, it is sufficient to detect 
that Case 3 has occurred, which can be done according to Theorem 8by 
determining the number of nonzero elements of the syndrome. It is seen 
that ½R or fewer nonzero elements in the syndrome implies Case 3 has 
occurred. 
We now summarize the above results as follows. A burst of length 
< ½R has occurred beginning in position i if and only if 
(i) fo r l  <- i<  K -½R+ 1 
-1 2 B- le l  B~2e + ~1 =0 (58) 
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in which case the error is given by 
--1 1 B~I e,  (59) 
which may be added to the received word beginning in posi- 
tion i to produce the correct code word. 
(ii) fo rK - -  ½Rd-2-< i-< K 
e 2 -b D~4D_21 j = 0 (60) 
in which case the error is given by 
D-1 ~ (61) i 2e  
which may be added to the received word beginning in posi- 
tion i to produce the correct code word. 
(iii) for i > K, the syndrome contains ½R or fewer nonzero ele- 
ments, in which case the information residues are correct. 
In order to mechanize these results, the following circuitry is required. 
1) Generation of the syndrome defined by (24) requires mR mod 2 
adders. 
2) For l< i<K- -~R - - 2 + 1, the generation of (58) requires ~mRX 
mod 2 adders plus a circuit to test for all O's. The generation of
the error as given by (59) requires an additional ½mR mod 2 
adders, so that 2) requires a total of mR(K - ½R + 1) mod 2 
adders. Each mod 2 adder equires at most mR inputs. 
8) For K - ½R -4- 2 =< i =< K, the generation of (60) requires 
½mR rood 2 adders. The generation of the error given by (61) 
requires m(K - i ~ 1) rood 2 adders. Thus, 3) requires a total 
X~½R-1 .of mR(½R - 1) - m z.~i=l J mod 2 adders. 
Therefore, 1), 2), and 3) require a total of 
½R-I 
mR(K + 1) - m ~ j mod 2 adders. (62) 
j= l  
The decoder is shown in Fig. 1. The amount of hardware required is 
comparable with that required for the instantaneous decoding of existing 
burst error correcting codes, such as the Fire codes. In addition, if it is 
only necessary to locate an incorrect residue, but not find the correct 
value for it, the amount of hardware can be reduced by one half. 
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2 
LK_~R+I ~.  
~--~ - -  - -  ~ 'R - I -  
L K ' ~  
FIG. 1. 
IV. EFF IC IENCY OF  THE C~ ÷~ CODES 
In this section we consider the efficiency of the C~ +R codes in the light 
of two different applications. The first is as a code with symbols in 
GF(2m), and the second is as a burst-error-correcting code with binary 
symbols. 
In order to consider the efficiency of the C~ +" for the first case, let 
r~, i = 1, 2, • • • , K + R, be a symbol in GF(2~). Then, the length of a 
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code word is N = K -[- R, the number of information symbols is K, 
and the number of check symbols is R. From Theorem 3 we have that 
for such a code, d = R -+- 1. Thus, for every two check symbols added, 
it is possible to correct i symbol in error. 
For the C~ +R codes, we can determine the relation between the effi- 
ciency KIN and the error correcting capability din in the following 
manner. Since we want to make a comparison between the efficiency of 
the C~ +R codes and the Varsharmov-Gilbert bound, we denote the effi- 
ciency of the C~ +R codes by (K/N)(~). For these codes we have: 
K=N- -R  
K) 1 R 1 d -  1 
1 d 
= 1- [ - - - - - - -  
N N" 
A plot of (K/N)(c) vs din is thus a straight line intersecting the K/N 
axis at 1 + 1/N, and intersecting the d/N axis at 1 + 1/N. 
We can make an approximate comparison of the efficiency of these 
codes with the V~rsharmov-Gilbert bound as follows. According to the 
Varsharmov-Gilbert bound, it is possible to construct a code with sym- 
bols in the Galois field of q elements, the code having length N, minimum 
distance d, and with R parity check symbols, where R is the smallest 
integer satisfying 
1 - (q -  1)2 
(65) 
+ 
I~ other words, to have a code of length N and minimum distm~cc cl~ I~ 
must satisfy 
(~5) 
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Since K = N - R, this implies that the Varsharmov-Gilbert bound 
(K/N) (~) satisfies that 
(N)(~) < l - logq[ l  +(N- I  1 ) (q_  1) 
(66) 
-} - (N21) (q -1)2 -4 -  . . .  +(N-1) (q -1 )~-~] /N .  
Now, if 
logq I (N  d -1 ) (q_  1)~_21 => d - 1, (67) 
which is satisfied roughly as long as 
Therefore, in the regions specified in (67) and (68), the efficiency of 
the C~ +R codes is above the Varsharmov-Gilbert bound. 
We can also compare the asymptotic behavior of the efficiency of the 
C~ +R codes as N becomes large while the ratio d in  is held fixed with the 
asymptotic behavior of the Varsharmov-Gilbert bound under similar 
circumstances. From (63) it appears that if d/N is held fixed as N in- 
creases, the ratio (K/N)(~) remains greater han 0, and asymptotically 
~pproaches that 
(K/N) (o) = 1 -- diN. (70) 
The only limitation on increasing the length of these codes indefinitely 
is the fact that there is a finite number of pairwise relatively prime poly- 
nomials of degree m. The number of pairwise relatively prime poly- 
nomlias for degrees 2 through 8 are shown in the following table. 
we have that 
(~) N (c) ° 
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m Pr(m) = no. of pa~wise relatively prime polynomials 
of degree m 
2 3 
3 4 
4 6 
5 9 
6 14 
7 23 
8 38 
(9) (60) (approx.) 
(10) (113) 
The number of pairwise relatively prime polynomials of degree m may 
be computed by using the following formula: 
P(m) = the number of prime polynomials of degree m 
Pr(m) = the number of pairwise relatively prime polynomials of 
degree m. 
Pr(m) = P(m) + ~ P(mi) + ~ P(m~), (71) 
~iE~l  ttt iEs 2 
where 
$I = {m~ l aim~ = m, 3 integer ai} 
$2 = [rail ml ~i $1, mi + a~ = m, 3 integer ai , P(ml) <= P(ai)}. 
If ml and m r are in $1, then all polynomials p(x) C Pr(m~) and all 
polynomials q(x) E Pr(m3") have the property that (p(x))  ~ and 
(q(x))~J are of degree m and relatively prime. If m~ is in $2, then for 
every p(x) C Pr(m~) there is a distinct q(x) E Pr(a~) such that 
p(x)q(x) is of degree m. Furthermore, all such p(x)q(x) are pair- 
wise relatively prime, and also are pairwise relatively prime to all 
(q(x)) ~ and (p(x))  ~ mentioned above. A list of prime polynomials 
over GF(2) for degrees 2 through 34 can be found in Peterson (1961). 
In order to gain some insight into the efficiency of C~ +~ codes, we have 
plotted the asymptotic bound for the C~ +R codes given by (70), and the 
Varsharmov-Gilbert bound for various q and very large N in Fig. 2. It 
appears that the asymptotic bound for C~ +R codes is always above the 
asymptotic Varsh~rmov-Gilbert bound. 
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(K/N) 
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,2  
••  
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"\\\ \~  
, , ," ~ "--..~ "% 
,~ .4 .6 .e 1.0 
(d/N) 
FIG. 2. 
We turn now to a discussion of the efficiency of the C~ +R codes used as 
binary burst-error-correcting codes. A bound analogous to the Varshar- 
mov-Gilbert bound has been found by Campopiano for burst-error- 
correcting codes. The result is as follows. There exists in (n, k) linear 
code that corrects any single burst of length b < n/2 or less if the number 
of parity checks atisfies 
n -  k > 2(b -  1) + logq[ (q -  1) (n -  2b+ 1) + 1] (72) 
where r = n - k is the number of parity checks. We compare this bound 
with that of the C~ +R codes considered as burst-error-correcting codes 
for the transmission of binary information. In this case we derive from 
(72) that 
(n )  <1 2(b - -1 )  -1  (,) - -  n n log~ [n - -  2b + 2] 
(73) 
= 1 - -2b+2n n . . . . . .  nll°g2n rill°g2[ 1 2bn+2]"  
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If n increases as b in  is held fixed, the limiting value becomes 
(k /n ) (  o = 1 - 2b/n,  (74) 
which we will consider as the Varsharmov-Gilbert bound for burst-error- 
correcting codes over GF(2).  Now, for me ~.~ codes we have 
n = m(K  -t- R )  
k = mK (75) 
It  follows from (22) that (K /N) (~)  becomes 
(k/n)(~) = 1 -- 2b in  -- 2(m -- 1) /n .  (76) 
Comparing (74) and (76) we see that (k/n)(~) is below (k/n)(,) by the 
amount 2(m - 1) /n ,  which decreases as n increases, or as m is made 
,0 
,8 
,6 
.4 
.2 
{kin) 
\  
=m=8, n=160 
K Actuol efficiency for C~ "R ÷ codes 
m=6~ n=84 
~j - - -Vorshormov-  Gilbert bound 
\ 
,I .2 .3 .4 .5 
(b/n) 
FzG. 3. 
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smaller. In the limit as n becomes very large, however, the efficiency 
of these codes approaches that of the Varsharmov-Gilbert bound. 
The Varsharmov-Gilbert bound (74) along with the actual efficiency 
of some C~ +R codes are shown in Fig. 3. 
V. CONCLUSIONS 
We have introduced in this paper a class of linear block codes with 
symbols from GF(2m). Their use as binary burst-error-correcting codes 
has been discussed. The amount of hardware for their instantaneous 
decoding consists almost entirely of rood 2 adders, and is shown to be 
modest. Theft" efficiency compares well with the Varsharmov-Gi lbert 
bound for both random errors over GF(2 ~) and burst errors over GF(2) .  
The class of codes is constructive, and the design of the decoder fol- 
lows directly from the algebraic properties of the code, and is determined 
completely by the set of pairwise relatively prime polynomials pi(x), 
i = 1, 2, . . -  , K q- R, over GF(2) .  
An unsolved problem is that of a reasonable method of decoding these 
codes in the presence of random errors. 
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