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GENERAL MOTIVIC COHOMOLOGY AND SYMPLECTIC ORIENTATION
NANJUN YANG
Abstract. In this paper, we present a general approach to establish motivic cohomology and
build part of its six operations formalism. Applying this together with symplectic orienta-
tion on MW-motivic cohomology, we discuss the embedding theorem of effective Chow-Witt
motives.
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1. Introduction
Suppose EnC(X) is a kind of cohomology theory for smooth schemes, for example, E is Chow
rings (CH) or E is Chow-Witt rings (C˜H , See [Fas08]). We could construct a series of bigraded
cohomologies Hp,qE (X,Z) such that
H2p,pE (X,Z) = E
p(X).
They are called motivic cohomologies. The case E = CH has been done by V. Voevoedsky and
the case E = C˜H is developing by B. Calme`s, F. De´glise and J. Fasel (See [CF14], [DF17]). The
main feature in the case E = C˜H is that the Thom isomorphism like
EnC(X) −→ E
n+rk(V )
C (V )
doesn’t exist any more for V vector bundle over X and C closed in X . This gives an example of
a non-oriented cohomology and the only solution is to make the cohomology theory dependent
on the choice of vector bundles, namely, to expand the notation to EnC(X,V ) so that
EnC(X,V )
∼= E
n+rk(V )
C (V )
canonically. Here V is called the twist of the correspondence EnC(X,V ) by historical reasons.
So this gives rise to our general definition of motivic cohomology, which still works under the
non-oriented cases.
The first step is to generalize the concept of correspondence in the case of non-oriented
cohomology. This requires us to understand the twist V . The serious approach to that is to
regard it as an element in the category of virtual vector bundles. We will describe what is
called a correspondence theory (See Section 3) and provide a systematic method characterizing
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behaviors of twists and doing calculation (See Section 2) on them. And as an example, we will
prove that the theory of MW-correspondences is indeed a correspondence theory (See Section 4,
this part is still in progress).
Then, given a correspondence theory E, we will establish the theory of sheaves with E-
transfers over any smooth base and some operations, such as f∗, f# and ⊗, on those sheaves
(See Section 5). And the category of effective and stabilized motives will be realized by localizing
bounded above derived categories of sheaves with E-transfers, with the same operations above
inherited, as derived functors (See Section 6). Finally we will compare our approach with the
method using unbounded complexes and its model structures, for example, [CD07], [CD13] and
[DF17].
Last but not the least, in the case E = C˜H , we will calculate the Thom space of symplectic
bundles over any smooth base by using results in [Yan17], which will enable us to calculate the
inverse Thom space of any vector bundle. Then by using the operations we defined in Section
6 together with the duality in the stable A1-derived categories (See [CD13], [DF17a]), we could
figure out the Hom-group between motives of proper schemes, as shown below (See [DF17] and
[MVW06] for notations):
Theorem 1.1. (See Theorem 7.4) Let X,Y ∈ Sm/k with Y proper, then we have
Hom
D˜M
eff,− (M˜(X), M˜(Y )) ∼= C˜H
dY
(X × Y, ωX×Y/X).
This shows that the opposite category of effective Chow-Witt motives (See Definition 7.5) is a
full subcategory of D˜M
eff,−
, which is called the embedding theorem of C˜H
eff
. A parallel result
in motivic cohomology defined by V. Voevodsky says that (See [MVW06, Proposition 20.1])
HomDMeff,− (M(X),M(Y )) ∼= CH
dY (X × Y ),
for proper Y , hence the opposite category of Grothendieck’s effective Chow motives (CHeff ) is
a full subcategory of DM eff,−.
Throughout in this article, we denote by Sm/k the category of separated schemes being
smooth over k with some relative dimension (See [Har77, Chapter 10]), where k is an infinite
perfect field with char(k) 6= 2. For any X ∈ Sm/k, we denote dimX by dX and for any
f : X −→ Y in Sm/k, we set df = dX − dY .
2. Virtual Objects and Their Calculation
In this section we will introduce the category of virtual vector bundles and explain basic
techniques of calculation. The definitions all come from [Del87, Section 4] and we may state
them here as well for clarity.
Definition 2.1. (See [Del87, 4.1]) A category C is called a commutative Picard category if
(1) All morphisms are isomorphisms.
(2) There is a bifunctorial pairing
+ : C × C −→ C
satisfying
(a) For every x, y, z ∈ C , an associativity isomorphism
a(x, y, z) : (x + y) + z −→ x+ (y + z);
(b) For every x, y ∈ C , a commutativity isomorphism
c(x, y) : x+ y −→ y + x.
And they satisfy associativity and commutativity constraints (See [Mac63]).
(3) For every P ∈ C , the functors X 7−→ P + X and X 7−→ X + P are equivalences of
categories. Thus there is a unity element 0 such that 0+X ∼= X for every X ∈ C , there
is a −X ∈ C such that X + (−X) ∼= 0.
Definition 2.2. Let X be a scheme, define V ect(X) to be the category of vector bundles over
X. Denote by (V ect(X), iso) the subcategory of V ect(X) with same objects but picking only
isomorphisms as morphisms.
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Definition 2.3. (See [Del87, 4.3]) Let C be a commutative Picard category and X be a scheme,
we say it has a bracket functor on X if there is a functor
[−] : (V ect(X), iso) −→ C
such that
(1) For any exact sequence of vector bundles
0 −→ E1 −→ E2 −→ E3 −→ 0,
there is an isomorphism Σ : [E2] −→ [E1] + [E3] being natural with respect to isomor-
phisms between exact sequences.
(2) There is an isomophism z : [0] −→ 0 such that for every E ∈ V ect(X), the composition
[E]
Σ // [0] + [E]
z // 0 + [E] // [E]
is id[E].
(3) (See Remark 2.1) For every consecutive subbundle inclusions E1 ⊆ E2 ⊆ E3, there is a
commutative diagram
[E3]
Σ //
Σ

[E1] + [E3/E1]
Σ

[E2] + [E3/E2]
Σ // [E1] + [E2/E1] + [E3/E2]
.
(4) For every E1, E2, there is a commutative diagram
[E1 ⊕ E2]
Σ //
Σ

[E1] + [E2]
c(E1,E2)ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
[E2] + [E1]
.
The following comes from [Del87, 4.3]:
Proposition 2.1. Let X be a scheme. There is a commutative Picard category V (V ect(X))
with a bracket functor on X, which is called the category of virtual vector bundles over X, such
that for every commutative Picard category C with a bracket functor on X, there is a unique
additive functor F : V (V ect(X)) −→ C making the following diagram commute
(V ect(X), iso)
[−]
//
[−]

V (V ect(X))
F
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
C
.
For convenience, we will denote [E] still by E in the sequel.
The following proposition strengthens Definition 2.3, (4) a little bit.
Proposition 2.2. Suppose we have a commutative diagram among vector bundles over X with
exact row and column
0

D
d

∼=
v
  
❅❅
❅❅
❅❅
❅❅
0 // A
a //
∼=
u
  
❅❅
❅❅
❅❅
❅❅
B
b
//
c

C // 0
E

0
.
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Then the following diagram commutes in V (V ect(X))
B //

A+ C
c(E,D)◦(u+v−1)yytt
tt
tt
tt
t
D + E
.
Proof. Since v−1 ◦ b splits d, it’s a standard argument that there exists a unique ξ : E −→ B
such that
ξ ◦ c = 1− d ◦ v−1 ◦ b, c ◦ ξ = idE .
So we have commutative diagrams with exact rows:
0 // D
i1 // D ⊕ E
p2 //
d+ξ

E // 0
0 // D
d // B
c // E // 0
0 // E
i2 //
u−1

D ⊕ E
p1
//
d+ξ

D //
v

0
0 // A
a // B
b // C // 0
.
Hence the statement follows from the commutative diagram by Definition 2.3, (4):
A+ C
B
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ //
(d+ξ)−1 ##❋
❋❋
❋❋
❋❋
❋❋
D + E
c(D,E)
// E +D
u−1+v
OO
D ⊕ E
OO 99ttttttttt
.

The next theorem is a fundamental tool for calculations in virtual vector bundles.
Theorem 2.1. (1) Suppose we have a commutative diagram with exact rows and columns
0

0

K

K

0 // V1 //

V2

// C // 0
0 // W1 //

W2 //

C // 0
0 0
among vector bundles over X. Then we have a commutative diagram in V (V ect(X))
V2 //

K +W2

V1 + C // K +W1 + C.
GENERAL MOTIVIC COHOMOLOGY AND SYMPLECTIC ORIENTATION 5
(2) Suppose we have a commutative diagram with exact rows and columns
0

0

0 // V1 //

V2

// C // 0
0 // W1 //

W2 //

C // 0
D

D

0 0
among vector bundles over X. Then we have a commutative diagram in V (V ect(X))
W2 //

V2 +D // V1 + C +D
c(C,D)
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
W1 + C

V1 +D + C.
(3) Suppose we have a commutative diagram with exact rows and columns
0

0

K

K

0 // T // V1

// V2 //

0
0 // T // W1 //

W2 //

0
0 0
among vector bundles over X. Then we have a commutative diagram in V (V ect(X))
V1 //

T + V2 // T +K +W2
c(T,K)
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
K +W1

K + T +W2.
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(4) Suppose we have a commutative diagram with exact rows and columns
0

0

0 // K // V1

// V2 //

0
0 // K // W1 //

W2 //

0
C

C

0 0
among vector bundles over X. Then we have a commutative diagram in V (V ect(X))
W1 //

K +W2

V1 + C // K + V2 + C
.
Proof. (1) We have injections K −→ V1 −→ V2, which give the diagram by Definition 2.3,
(3).
(2) We have injections V1 −→ V2 −→ W2 and V1 −→ W1 −→ W2. These give two commu-
tative diagrams by Definition 2.3, (3)
W2 //

V1 +W2/V1
Σ1

V2 +D // V1 + C +D
W2 //

V1 +W2/V1
Σ2

W1 + C // V1 +D + C
.
And we have a commutative diagram with exact row and column
Σ2 : 0

D
 ❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋
Σ1 : 0 // C //
❍❍
❍❍
❍❍
❍❍
❍❍
❍
❍
❍
❍
W2/V1 //

D // 0
C

0
.
Thus we have a commutative diagram
W2/V1
Σ1 //
Σ2 $$❏
❏❏
❏❏
❏❏
❏❏
C +D
c(C,D)

D + C
by Proposition 2.2. So combining the diagrams above gives the result.
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(3) We denote the morphism V1 −→ V2 −→ W2 by α. There are morphisms ker(α) −→ K
and ker(α) −→ T satisfying the following commutative diagrams
ker(α) //

K

V1 // V2
ker(α) //

V1

T // W1
by the universal property of K and T as kernels. Then there is a commutative diagram
with exact row and column
Σ2 : 0

K
 ❋
❋❋
❋❋
❋❋
❋❋
❋
❋
Σ1 : 0 // T //
❍❍
❍❍
❍❍
❍❍
❍❍❍❍
ker(α) //

K // 0
T

0.
Hence we have a commutative diagram
ker(α)
Σ1 //
Σ2

T +K
c(T,K)
zztt
tt
tt
tt
tt
K + T
by Proposition 2.2.
We have injections T −→ ker(α) −→ V1, K −→ ker(α) −→ V1, which induce the
following commutative diagrams by Definition 2.3, (3):
V1 //

T + V2

ker(α) +W2
Σ1 // T +K +W2
V1 //

K +W1

ker(α) +W2
Σ2 // K + T +W2.
So combining the diagrams above gives the result.
(4) The diagram is a rotation and reflection of the diagram in (1).

Remark 2.1. We remark that (1) in the above theorem is actually the precise meaning of
Definition 2.3, (3).
Remark 2.2. We would like to point out that the calculation of virtual objects is not trivial,
especially when judging commutativity of diagrams. We will see this point in the sections below.
3. Correspondence Theory
In this section, we are going to define what is a correspondence theory by axiomatic method,
under the language of virtual vector bundles defined in the previous section.
Definition 3.1. Let X be a noetherian scheme and i ∈ N. We denote Zi(X) to be the set of
closed subsets in X whose components have codimension i.
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Definition 3.2. Let X ∈ Sm/k, C ∈ Zi(X) and D ∈ Zj(X). We say C and D intersect
properly if C ∩D ∈ Zi+j(X).
Axiom 1. (Twists) For every X ∈ Sm/k, we have a commutative Picard category (See Def-
inition 2.1) PX with an additive functor pX : V (V ect(X)) −→ PX and a rank morphism
rkX : PX −→ Z/2Z such that:
(1) The following diagram commutes
V (V ect(X))
rk //
pX

Z

PX
rkX // Z/2Z,
where the upper horizontal arrow is defined by rk([E]) = rk(E).
(2) For every f : X −→ Y in Sm/k, there is a pull-back morphism f∗ : PY −→ PX such
that the following diagrams commute
PY
f∗
//
rkY

PX
rkX{{①①
①①
①①
①①
Z/2Z
V (V ect(Y ))
f∗
//
pY

V (V ect(X))
pX

PY
f∗
//PX
,
where f∗ : V (V ect(Y )) −→ V (V ect(X)) is defined by f∗([E]) = [f∗E]. And f∗g∗ =
(g ◦ f)∗ for any morphisms f, g in Sm/k. Moreover, f∗(−v) = −f∗(v).
Remark 3.1. In application, the categories PX should be chosen as ‘small’ as possible. Since
this will allow more isomophisms, such as orientations as we will see in Definition 7.1.
Axiom 2. (Correspondences) For every X ∈ Sm/k, i ∈ N, C ∈ Zi(X) and v ∈ PX , we
associate an abelian group EiC(X, v), which is called the correspondence supported on C with
twist v. They are functorial with respect to v. Moreover, if C = ∅, EiC(X, v) is understood as 0.
Remark 3.2. Note that we always assume that C ∈ Zi(X). This has the advantage to keep the
operations very concrete (in the case of Chow or Chow-Witt groups), but has the disadvantage
that the group Ei(X, v) with full support is in general not defined.
We are going to describe further properties these groups should satisfy.
Axiom 3. (Extension of Supports) For every X ∈ Sm/k, C1 ⊆ C2 ∈ Zi(X), i ∈ N, v ∈ PX ,
we have a morphism
e(C1, C2) : E
i
C1(X, v) −→ E
i
C2(X, v)
which is called the extension of support. This map is functorial with respect to v.
For any disjoint C1, C2 ∈ Zi(X), we have
EiC1∪C2(X, v)
∼= EiC1(X, v)⊕ E
i
C2(X, v)
via extension of supports. Moreover, for any C1 ⊆ C2 ⊆ C3 we have
e(C2, C3) ◦ e(C1, C2) = e(C1, C3).
Axiom 4. (Product) Suppose X ∈ Sm/k, v1, v2 ∈ PX , C1, C2 ∈ Zi(X) and i, j ∈ N. Suppose
C1 and C2 intersect properly, then we have a product
EiC1(X, v1)× E
j
C2
(X, v2)
· // Ei+jC1∩C2(X, v1 + v2) ,
And this product is functorial with respect to twists and extension of supports.
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Axiom 5. (Associativity) For any X ∈ Sm/k, va ∈ PX and Ca ∈ Zia(X), a = 1, 2, 3, the
following diagram commutes
Ei1C1(X, v1)× E
i2
C2
(X, v2)× E
i3
C3
(X, v3)
·×id

id×·
// Ei1C1(X, v1)× E
i2+i3
C2∩C3
(X, v2 + v3)
·

Ei1+i2C1∩C2(X, v1 + v2)× E
i3
C3
(X, v3)
·

Ei1+i2+i3C1∩C2∩C3(X, v1 + (v2 + v3))
a(v1,v2,v3)
−1
ss❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢
Ei1+i2+i3C1∩C2∩C3(X, (v1 + v2) + v3)
,
where every intersection appeared above is proper.
Axiom 6. (Conditional Commutativity) Let X ∈ Sm/k, Ca ∈ Zia(X), ia ∈ N, va ∈ PX where
a = 1, 2. If (i1 + rkX(v1))(i2 + rkX(v2)) = 0 ∈ Z/2Z and C1 and C2 intersect properly, the
following diagram commutes:
Ei1C1(X, v1)× E
i2
C2
(X, v2)
· //

Ei1+i2C1∩C2(X, v1 + v2)
c(v1,v2)

Ei2C2(X, v2)× E
i1
C1
(X, v1)
· // Ei1+i2C1∩C2(X, v2 + v1)
.
Axiom 7. (Identity) For any X ∈ Sm/k, there is an element e in E0X(X, 0) such that for any
v ∈ PX , i ∈ N and C ∈ Zi(X), the following diagrams commute
EiC(X, v)
e· // EiC(X, 0 + v)
u
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
EiC(X, v)
EiC(X, v)
·e // EiC(X, v + 0)
u
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
EiC(X, v)
,
where u are the unity isomorphisms of 0 in PX . We call e the identity and denote it by 1.
Axiom 8. (Pull-Back) Suppose f : X −→ Y is morphism in Sm/k, i ∈ N, C ∈ Zi(Y ),
f−1(C) ∈ Zi(X) and v ∈ PY . Then we have a pull-back morphism
EiC(Y, v) −→ E
i
f−1(C)(X, f
∗v).
This morphism is functorial with respect to v and extension of supports.
Axiom 9. (Functoriality of Pull-Back) Let X
g
// Y
f
// Z be morphisms in Sm/k, i ∈ N,
C ∈ Zi(Z), f−1(C) ∈ Zi(Y ), g−1f−1(C) ∈ Zi(X) and v ∈ PZ . We have
(f ◦ g)∗ = g∗ ◦ f∗.
And the pull-back of identity morphism is just the identity morphism.
Axiom 10. (Compability of Pull-Back) Suppose f : X −→ Y is a morphism in Sm/k, i, j ∈ N
and C1 ∈ Zi(Y ), C2 ∈ Zj(Y ) and they intersect properly (the same for their preimages). For
any v1, v2 ∈ PY , we have a commutative diagram
EiC1(Y, v1)× E
j
C2
(Y, v2)
· //
f∗×f∗

Ei+jC1∩C2(Y, v1 + v2)
f∗

Eif−1(C1)(X, f
∗(v1))× E
j
f−1(C2)
(X, f∗(v2))
· // Ei+jf−1(C1∩C2)(X, f
∗(v1 + v2))
.
And we always have f∗(1) = 1.
We recall some facts about tangent bundles and normal bundles.
Lemma 3.1. Let X
f
// Y
g
// Z be morphisms in Sm/k.
(1) If f , g are smooth, then we have an exact sequence
0 −→ TX/Y −→ TX/Z −→ f
∗TY/Z −→ 0.
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(2) If f is a closed immersion and g, g ◦ f are smooth, then we have an exact sequence
0 −→ TX/Z −→ f
∗TY/Z −→ NX/Y −→ 0.
(3) If g is smooth and f , g ◦ f are closed immersions, then we have an exact sequence
0 −→ f∗TY/Z −→ NX/Y −→ NX/Z −→ 0.
(4) If f , g are closed immersions, then we have an exact sequence
0 −→ NX/Y −→ NX/Z −→ f
∗NY/Z −→ 0.
Proof. See [Har77, Chapter II, Proposition 8.11, Proposition 8.12 and Theorem 8.17 and Chapter
III, Proposition 10.4]. 
Lemma 3.2. Suppose we have a Cartesian square of schemes
X ′
v //
g

X
f

Y ′
u // Y.
Then the composition TX′/Y ′ −→ TX′/Y −→ v
∗TX/Y is an isomorphism.
Proof. See [Har77, Chapter II, Proposition 8.10]. 
Lemma 3.3. Suppose we have a Cartesian square in Sm/k
X ′
v //
g

X
f

Y ′
u // Y
such that f is a closed immersion. If one of the following conditions holds
(1) u is smooth
(2) u is a closed immersion and dimX ′ − dimY ′ = dimX − dimY ,
the natural morphism γ defined by the following commutative diagram with exact rows
0 // v∗TX/k // v
∗f∗TY/k // v
∗NX/Y // 0
0 // TX′/k //
α
OO
g∗TY ′/k //
β
OO
NX′/Y ′ //
γ
OO
0
is an isomorphism.
Proof. If u is smooth, then α and β are surjective and have the same kernel by the previous two
lemmas. So γ is an isomorphism by the snake lemma.
In the other case, the dimension condition implies NX′/Y ′ and NX/Y have the same rank. So
we only have to prove γ∨ is surjective. Then we could assume all schemes are affine. Suppose
Y = SpecA, X = SpecA/J , Y ′ = SpecA/I and X ′ = SpecA/(I + J). Then N∨X/Y = I/I
2 and
N∨X′/Y ′ = (I + J)/(I
2 + J). Now the morphism γ is given by
I/I2 ⊗A/I A/(I + J) −→ (I + J)/(I
2 + J)
(i , a) 7−→ ai
,
which is obviously surjective. 
Axiom 11. (Push-Forward for Smooth Morphisms) Suppose f : X −→ Y is a smooth morphism
in Sm/k, n ∈ N, v ∈ PX and C ∈ Zn+df (X) is finite over Y . Then we have a morphism
f∗ : E
n+df
C (X, f
∗v − TX/Y ) −→ E
n
f(C)(Y, v),
which is also functorial with respect to v and extension of supports. The push-forward of the
identity morphism is just the identity morphism, by using TX/Z = 0.
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We may also use the simplified notation
f∗v − TX/Y −→ v
to denote f∗. Moreover, we could talk about the push-forward of the form
f∗ : E
n+df
C (X, f
∗v1 − TX/Y + f
∗v2) −→ E
n
f(C)(Y, v1 + v2).
It is defined by the composition of the push-forward defined above and the commutativity iso-
morphism c(−TX/Y , f
∗v2).
Axiom 12. (Functoriality of Push-Forward for Smooth Morphisms) Suppose X
g
// Y
f
// Z
are smooth morphisms in Sm/k, i ∈ N, C ∈ Zi+dX−dZ (X) is finite over Z and v ∈ PZ . Then
we have a commutative diagram
Ei+dX−dZC (X, (f ◦ g)
∗v − TX/Z)
ϕ
//
(f◦g)∗
((P
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
P
Ei+dX−dZC (X, (f ◦ g)
∗v − g∗TY/Z − TX/Y )
g∗

Ei+dY −dZg(C) (Y, f
∗v − TY/Z)
f∗

Eif(g(C))(Z, v)
,
where ϕ is obtained via
(f ◦ g)∗v − TX/Z −→ (f ◦ g)
∗v − (TX/Y + g
∗TY/Z)
−→ (f ◦ g)∗v − g∗TY/Z − TX/Y .
Axiom 13. (Push-Forward for Closed Immersions) Suppose f : X −→ Y is a closed immersion
in Sm/k, v ∈ PY and C ∈ Zn+df (X). Then we have an isomorphism
f∗ : E
n+df
C (X,NX/Y + f
∗v) −→ Enf(C)(Y, v),
And this morphism is also functorial in v and extension of supports. The push-forward of the
identity is just the identity, by using NX/Y = 0.
So given a vector bundle V over X , the definition above gives the isomorphism EnC(X,V )
∼=
E
n+rkX (V )
C (V, 0) (See Section 1) via the push-forward of the zero section.
We may also use the simplified notation
NX/Y + f
∗v −→ v
to denote f∗. Moreover, we could talk about the push-forward of the form
f∗ : E
n+df
C (X, f
∗v1 +NX/Y + f
∗v2) −→ E
n
f(C)(Y, v1 + v2).
It is defined by the composition of the push-forward defined above and the commutativity iso-
morphism c(f∗v1, NX/Y ).
Axiom 14. (Functoriality of Push-Forward for Closed Immersions) Suppose X
g
// Y
f
// Z
are closed immersions in Sm/k, C ∈ Zi+dX−dZ (X) and v ∈ PZ . Then we have a commutative
diagram
Ei+dX−dZC (X,NX/Z + (f ◦ g)
∗v)
ϕ
//
(f◦g)∗
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Ei+dX−dZC (X,NX/Y + g
∗NY/Z + (f ◦ g)
∗v)
g∗

Ei+dY −dZg(C) (Y,NY/Z + f
∗v)
f∗

Eif(g(C))(Z, v)
,
where ϕ is got by the isomorphism NX/Z + (f ◦ g)
∗v ∼= NX/Y + g
∗NY/Z + (f ◦ g)
∗v.
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Axiom 15. (Base Change for Smooth Morphisms) Suppose we have a Cartesian square with all
schemes being smooth
X ′
v //
g

X
f

Y ′
u // Y
where c = dX − dY = dX′ − dY ′ , n ∈ N, s ∈ PY , f smooth, C ∈ Z
n+c(X) is finite over Y and
v−1(C) ∈ Zn+c(X). Then the following diagram commutes
En+cC (X, f
∗s− TX/Y )
f∗ //
v∗

Enf(C)(Y, s)
u∗

En+cv−1(C)(X
′, v∗f∗s− v∗TX/Y )
g∗ // Eng(v−1(C))(Y
′, u∗s)
.
Here we have used the canonical isomorphism TX′/Y ′ −→ v
∗TX/Y in Lemma 3.2.
Axiom 16. (Base Change for Closed Immersions) Suppose we have a Cartesian square with all
schemes being smooth
X ′
v //
g

X
f

Y ′
u // Y
where c = dX − dY = dX′ − dY ′ , s ∈ PY , f is a closed immersion, C ∈ Zn+c(X) and
v−1(C) ∈ Zn+c(X). Then the following diagram commutes
En+cC (X,NX/Y + f
∗s)
f∗ //
v∗

Enf(C)(Y, s)
u∗

En+cv−1(C)(X
′, v∗NX/Y + v
∗f∗s)
g∗ // Eng(v−1(C))(Y
′, u∗s)
.
Axiom 17. (Projection Formula for Smooth Morphisms) Suppose we have a smooth morphism
f : X −→ Y in Sm/k, n,m ∈ N, C ∈ Zn+df (X) being finite over Y , D ∈ Zm(Y ), C and
f−1(D) intersect properly and v1, v2 ∈ PY . Then the following diagrams commute
E
n+df
C (X, f
∗v1 − TX/Y )× E
m
D (Y, v2)
id×f∗
//
f∗×id

E
n+df
C (X, f
∗v1 − TX/Y )× E
m
f−1(D)(X, f
∗v2)
·

EnC(Y, v1)× E
m
D (Y, v2)
·

E
n+m+df
C∩f−1(D)(X, f
∗v1 − TX/Y + f
∗v2)
f∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
En+mY,f(C)∩D(v1 + v2)
EmD (Y, v2)× E
n+df
C (X, f
∗v1 − TX/Y )
f∗×id
//
id×f∗

Emf−1(D)(X, f
∗v2)× E
n+df
C (X, f
∗v1 − TX/Y )
·

EmD (Y, v2)× E
n
C(Y, v1)
·

E
n+m+df
C∩f−1(D)(X, f
∗v2 + f
∗v1 − TX/Y )
f∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
En+mf(C)∩D(Y, v2 + v1)
.
Axiom 18. (Projection Formula for Closed Immersions) Suppose we have a closed immersion
f : X −→ Y in Sm/k, n,m ∈ N, C ∈ Zn+df (X), D ∈ Zm(Y ), f−1(D) ∈ Zm(X), C and
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f−1(D) intersect properly and v1, v2 ∈ PY . Then the following diagrams commute
E
n+df
C (X,NX/Y + f
∗v1)× EmD (Y, v2)
id×f∗
//
f∗×id

E
n+df
C (X,NX/Y + f
∗v1)× Emf−1(D)(X, f
∗v2)
·

EnC(Y, v1)× E
m
D (Y, v2)
·

E
n+m+df
C∩f−1(D)(X,NX/Y + f
∗v1 + f
∗v2)
f∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
En+mf(C)∩D(Y, v1 + v2)
EmD (Y, v2)× E
n+df
C (X,NX/Y + f
∗v1)
f∗×id
//
id×f∗

Emf−1(D)(X, f
∗v2)× E
n+df
C (X,NX/Y + f
∗v1)
·

EmD (Y, v2)× E
n
C(Y, v1)
·

E
n+m+df
C∩f−1(D)(X, f
∗v2 +NX/Y + f
∗v1)
f∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
En+mf(C)∩D(Y, v2 + v1)
.
We still need a compability between the two push-forwards introduced.
Axiom 19. (Compability between the two Push-Forwards)
(1) Suppose X
f
// Z
g
// Y are morphisms in Sm/k, C ∈ Zi+dX−dY (X) is finite over
Y , i ∈ N and v ∈ PY , where f is a closed immersion and g, g ◦ f are smooth. Then the
following diagram commutes
Ei+dX−dYC (X,NX/Z + f
∗g∗v − f∗TZ/Y )
f∗

c(NX/Z,f
∗g∗v)
// Ei+dX−dYC (X, f
∗g∗v +NX/Z − f
∗TZ/Y )
ϕ

Ei+dZ−dYf(C) (Z, g
∗v − TZ/Y )
g∗

Ei+dX−dYC (X, f
∗g∗v − TX/Y )
(g◦f)∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢
Eig(f(C))(Y, v)
,
where ϕ is induced by Lemma 3.1, (2).
(2) Suppose X
f
// Z
g
// Y are morphisms in Sm/k, C ∈ Zi+dX−dY (X) finite over
Y , i ∈ N and v ∈ PY , where g is smooth and f , g ◦ f are closed immersions. Then the
following diagram commutes
Ei+dX−dYC (X,NX/Z + f
∗g∗v − f∗TZ/Y )
f∗

c(NX/Z+f
∗g∗v,−f∗TZ/Y )
// Ei+dX−dYC (X,−f
∗TZ/Y +NX/Z + f
∗g∗v)
ϕ

Ei+dZ−dYf(C) (Z, g
∗v − TZ/Y )
g∗

Ei+dX−dYC (X,NX/Y + f
∗g∗v)
(g◦f)∗
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢
Eig(f(C))(Y, v)
,
where ϕ is induced by Lemma 3.1, (3).
(3) Suppose we have a Cartesian square with all schemes being smooth
X ′
v //
g

X
f

Y ′
u // Y,
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where u is smooth and f is a closed immersion. Suppose moreover that C ∈ Zn+df+dv(X ′)
is finite over Y , s ∈ PY . Then the following diagram commutes
E
n+df+dv
C (X
′, NX′/Y ′ + g
∗u∗s− g∗TY ′/Y )
g∗
//

En+dug(C) (Y
′, u∗s− TY ′/Y )
u∗

E
n+df+dv
C (X
′, v∗NX/Y + u
∗f∗s− TX′/X)
v∗

Enu(g(C))(Y, s)
E
n+df
v(C) (X,NX/Y + f
∗s)
f∗
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
.
Axiom 20. (E´tale Excision) Suppose f : X −→ Y is an e´tale morphism in Sm/k, C ∈ Zi(Y )
and the morphism f : f−1(C) −→ C is an isomorphism (where bothe terms are endowed with
their reduced closed subscheme structures), then for any i ∈ N and v ∈ PY , the pull-back
morphism
f∗ : EiC(Y, v) −→ E
i
f−1(C)(X, f
∗(v))
is an isomorphism between abelian groups with inverse f∗.
Definition 3.3. If the categories PX and groups E
i
C(X, v) satisfy all the axioms above, then
they are called a correspondence theory.
Remark 3.3. The first example of a correspondence theory is just the correspondence of cycles
CHiC(X, v) := the free abelian group generated by components of C,
where we pick PX = Z/2Z. And unfortunately, to prove that MW-correspondence is a corre-
spondence theory needs to rewrite everything from the begining, for example, the Rost-Schmid
complexes, as we will see in the next section.
4. MW-Correspondence as a Correspondence Theory
In this section, we are going to give a plan for the proof that MW-correspondence is a corre-
spondence theory. It’s incomplete and will be completed in the future.
We will always assume E = C˜H in this section.
For any scheme X and x ∈ X , set Ωx = mx/m2x and Λx = det(mx/m
2
x).
Definition 4.1. Let G be an abelian group, M , N be G-sets, define
M ×G N =M ×N/ ∼, (m,n) ∼ (m
′, n′)⇐⇒ (m,n) = (gm′, g−1n′) for some g ∈ G
as a G-sets.
Definition 4.2. Let G be an abelian group and M be a G-set. We denote the group algebra of G
over Z by Z[G] and the free abelian group generated by M by Z[M ]. Then Z[M ] is a Z[G]-module.
The following lemma is straighforward.
Lemma 4.1. (1) Let M , N be G-sets, then
Z[M ×G N ] ∼= Z[M ]⊗Z[G] Z[N ].
(2) Let G −→ H be a morphism between abelian groups, M be a G-set, then
Z[M ×G H ] ∼= Z[M ]⊗Z[G] Z[H ]
as Z[H ]-modules.
Definition 4.3. Let R be a commutative ring, define Q(R) = R∗/(R∗)2 as an abelian group
and for any one dimensional free R-module L, define
Q(L) = (L \ {0})/ ∼, x ∼ y ⇐⇒ x = r2y for some r ∈ R∗
as a Q(R)-sets.
The following lemma is straighforward.
Lemma 4.2. (1) Let L1, L2 be one dimensional R-modules, then
Q(L1 ⊗R L2) ∼= Q(L1)×Q(R) Q(L2).
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(2) Let L be a one dimensional R-module, then
Q(L∨) ∼= HomQ(R)(Q(L), Q(R)).
(3) Let S be an R-algebra and L be a one dimensional R-module, then
Q(L⊗R S) ∼= Q(L)×Q(R) Q(S)
as Q(S)-sets.
Definition 4.4. Let X be a scheme, define a category PX with objects of the form (E1, · · · , En),
namely a series of vector bundles over X. For any (E1, · · · , En) and (F1, · · · , Fm), if
rkE1 + · · ·+ rkEn ≡ rkF1 + · · ·+ rkFm(mod2)
(rk = rank) define
HomPX ((E1, · · · , En), (F1, · · · , Fm))
to be isomorphisms in
HomOX (det(E1, · · · , En), det(F1, · · · , Fm)),
where
det(E1, · · · , En) = detE1 ⊗ · · · ⊗ detEn.
Otherwise define it to be empty.
The composition law is the same with that in the category of line bundles. (Here we define
det(0) = OX)
Proposition 4.1. The categories PX for X ∈ Sm/k satisfy the Axiom 1.
Proof. From the definition of PX , we see that for every A = (E1, · · · , En), rkE1 + · · ·+ rkEn
is well defined in Z/2Z, independent of isomorphisms in PX . Hence there is a rank morphism
rkX : PX −→ Z/2Z.
Define a bifunctor
+ : PX × PX −→ PX
((E1, · · · , En) , (F1, · · · , Fm)) 7−→ (E1, · · · , En, F1, · · · , Fm)
.
Then it makes PX a Picard category with −(E1, · · · , En) = (E∨n , · · · , E
∨
1 ). For any A,B ∈ PX ,
we attach a commutativity isomorphism
c = c(A,B) : A⊕B −→ B ⊕A
by
(−1)rkX(A)rkX (B)iddet(A)⊗det(B).
This makes PX a commutative Picard category.
There is a functor i : (V ect(X), iso) −→ PX sending E to (E) and f : E1 −→ E2 to det(f).
And for every exact sequence
0 −→ E1 −→ E3 −→ E2 −→ 0,
we attach an isomorphism (E3) −→ (E1, E2) by the isomorphism detE3 −→ detE1 ⊗ detE2
sending α ∧ β to α⊗ β for any local base α (resp. β) of E1 (resp. E3). This functor satisfies all
conditions given in Definition 2.3.
Finally, for any f : X −→ Y in Sm/k, we define f∗ : PY −→ PX by f
∗(E1, · · · , En) =
(f∗E1, · · · , f∗En). 
We set KMWn (F,L) = K
MW
n (F ) ⊗Z[Q(F )] Z[Q(L)] (See [Mor12, Remark 2.21]) for every one
dimensional F -vector space L. For every X ∈ Sm/k, x ∈ X , T closed in X and v ∈ PX , define
KMWn (k(x),Λ
∗
x ⊗ v) = K
MW
n (k(x),Λ
∗
x ⊗k(x) det(v)|k(x))
and
CnRS,T (X ;K
MW
m ; v) =
⊕
y∈X(n)∩T
KMWm−n(k(y),Λ
∗
y ⊗ v),
where X(n) means the points of codimension n in X (See [Mor12, Chapter 4]).
Now for every X ∈ Sm/k, i ∈ N, v ∈ PX and T closed in X , we define
C˜H
i
T (X, v) = H
i(C∗RS,T (X ;K
MW
i ; v))
to give Axiom 2. And the Axiom 3 just comes from the extension of supports in Chow-Witt
rings.
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4.1. Operations without Intersection.
Lemma 4.3. Let f : X −→ X ′ be a smooth morphism in Sm/k, x ∈ X with [k(x) : k(f(x))] <
∞. Then we have an isomorphism
Q(Λ∗x)
∼= Q(ω∨X/X′ |k(x))×Q(k(x)) Q(Λ
∗
f(x) ⊗ k(x))
(the Qs will be ignored in the sequel for convenience).
Proof. If k(x) is separable over k(f(x)), then we have a commutative diagram with exact rows
and columns
0 0
ΩX/X′ |k(x)
= //
OO
ΩX/X′ |k(x)
OO
0 // Ωx //
OO
ΩX/k|k(x) //
OO
Ωk(x)/k // 0
0 // Ωf(x) ⊗ k(x) //
OO
ΩX′/k|k(f(x)) ⊗ k(x) //
OO
Ωk(f(x))/k ⊗ k(x) //
∼=
OO
0
0
OO
0
OO
,
so we have an isomorphism
Λ∗x
∼= ωX/X′ |
∨
k(x) ⊗ (Λ
∗
f(x) ⊗ k(x))
which induces an isomophism
Q(Λ∗x)
∼= Q(ωX/X′ |
∨
k(x))×Q(k(x)) Q(Λ
∗
f(x) ⊗ k(x)).
In general cases, we only have the horizontal exact sequences and the middle vertical arrows. But
Q(ωk(x)/k) ∼= Q(ωk(f(x))/k⊗k(x)) still holds (See [Mor12, Lemma 4.1]), so we have isomorphisms
Q(Λ∗x)
∼=Q(ωk(x)/k)×Q(k(x)) Q(ω
∨
k(x)/k)×Q(k(x)) Q(Λ
∗
x)
∼=Q(ωk(x)/k)×Q(k(x)) Q(ω
∨
X/k|k(x))
∼=Q(ωk(x)/k)×Q(k(x)) Q(ω
∨
X/X′ |k(x))×Q(k(x)) Q(ω
∨
X′/k|k(f(x)) ⊗ k(x))
∼=Q(ωk(x)/k)×Q(k(x)) Q(ω
∨
X/X′ |k(x))×Q(k(x)) Q(ω
∨
k(f(x))/k ⊗ k(x))×Q(k(x)) Q(Λ
∗
f(x) ⊗ k(x))
∼=Q(ωk(x)/k)×Q(k(x)) Q(ω
∨
X/X′ |k(x))×Q(k(x)) Q(ω
∨
k(x)/k)×Q(k(x)) Q(Λ
∗
f(x) ⊗ k(x))
∼=Q(ω∨X/X′ |k(x))×Q(k(x)) Q(Λ
∗
f(x) ⊗ k(x))
This coincides with the isomorphism we got in the case of separate extension by applying The-
orem 2.1, (2) to the diagram above. 
Lemma 4.4. Let f : X −→ X ′ be a closed immersion in Sm/k and x ∈ X (so k(x) = k(f(x))),
then we have an isomorphism
Λ∗f(x)
∼= Λ∗x ⊗ detN
∨
X/X′ |k(x).
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Proof. This follows by the following commutative diagram with exact rows and columns
0 0
0 // Ωx //
OO
ΩX/k|k(x) //
OO
Ωk(x)/k // 0
0 // Ωf(x) //
OO
ΩX′/k|k(f(x)) //
OO
Ωk(f(x))/k //
=
OO
0
N∨X/X′ |k(x)
= //
OO
N∨X/X′ |k(x)
OO
0
OO
0
OO
.

Lemma 4.5. Let f : X −→ X ′ be a smooth morphism in Sm/k, x ∈ X with codim(x) =
codim(f(x)), then we have an isomorphism
Ωx ∼= Ωf(x) ⊗k(f(x)) k(x).
Proof. Because the cotangent map
Ωf(x) ⊗k(f(x)) k(x) −→ Ωx
of f is injective and the two cotangent spaces have the same dimension codim(x). 
Lemma 4.6. Let X1, X2 ∈ Sm/k, x1 ∈ X1, x2 ∈ X2 and y be the generic point of some
component of x1 × x2. Then we have an isomorphism
Ωy ∼= Ωx1 ⊗k(x1) k(y)⊕ Ωx2 ⊗k(x2) k(y).
Proof. This is because we have the following commutative diagram with exact rows and columns
(same if we exchange X1 and X2)
0

0

0

0 // Ωx1 ⊗ k(y) //

p∗1ΩX1/k|k(y)
//

q∗1Ωx1/k|k(y)
//

0
0 // Ωy //

ΩX1×X2/k|k(y)
//

Ωx1×x2/k|k(y)
//

0
0 // Ωx2 ⊗ k(y) //

p∗2ΩX2/k|k(y)
//

q∗2Ωx2/k|k(y)
//

0
0 0 0,
where pi : X1 × X2 −→ Xi and qi : x1 × x2 −→ xi are projections and Ωx1×x2/k|k(y) =
Ωy/k|k(y). 
Definition 4.5. (See Axiom 8) Let f : X −→ X ′ be a smooth morphism, x ∈ X with codim(x) =
codim(f(x)) and v ∈ PX′ we have a (obvious) morphism
KMWn (k(f(x)),Λ
∗
x ⊗ v) −→ K
MW
n (k(x),Λ
∗
f(x) ⊗ f
∗v)
by Lemma 4.5. This induces a pull-back morphism (See [Fas08, Corollaire 10.4.2])
f∗ : C˜H
n
T (X
′, v) −→ C˜H
n
f−1(T )(X, f
∗(v))
for every T ∈ Zn(X). It is functorial with respect to v.
18 NANJUN YANG
Remark 4.1. The pull-back along closed immersions is much more difficult and we will discuss
this in Section 4.2.
The following is obvious.
Proposition 4.2. (See Axiom 9) The pull-back between smooth morphisms is functorial. And
f∗(1) = 1.
Definition 4.6. (See Axiom 11) Let f : X −→ X ′ be a smooth morphism, C ∈ Zi+df (X) being
finite over X ′, we define the push-forward (See Proposition 4.6)
f∗ : C˜H
i+df
C (X, f
∗v − TX/X′) −→ C˜H
i
f(C)(X
′, v)
by the composition
KMW0 (k(x),Λ
∗
x ⊗ f
∗v ⊗ ωX/X′) // K
MW
0 (k(x), ω
∨
X/X′ ⊗ Λ
∗
f(x) ⊗ f
∗v ⊗ ωX/X′)

KMW0 (k(f(x)),Λ
∗
f(x) ⊗ f
∗v)
for every x ∈ C ∩X(i+df ), where the last arrow is the cancellation morphism between the first
and fourth term. Note that we have used Lemma 4.3 in case of general finite extensions.
The push-forward for smooth morphisms is functorial with respect to v.
It’s clear that Axiom 20 is satisfied from the definitions.
Definition 4.7. (See Axiom 13) Let f : X −→ X ′ be a closed immersion, C ∈ Zi+df (X), we
define the push-forward (See Proposition 4.7)
f∗ : C˜H
i+df
C (X,NX/X′ + f
∗v) −→ C˜H
i
f(C)(X
′, v)
by the isomorphism
KMW0 (k(x),Λ
∗
x ⊗ detNX/X′ ⊗ f
∗v) // KMW0 (k(f(x)),Λ
∗
f(x) ⊗ f
∗v)
for every x ∈ C ∩X(i+df). Here we have used Lemma 4.4.
The push-forward for closed immersions is functorial with respect to v.
Remark 4.2. Suppose f : X −→ X ′, C ∈ Zi+df (X) and C = x. If f is a smooth morphism
and C is closed in X ′, we have an exact sequence
0 −→ TX/X′ |k(x) −→ Λ
∗
x −→ Λ
∗
f(x) −→ 0;
if f is a closed immersion, we have an exact sequence
0 −→ Λ∗x −→ Λ
∗
f(x) −→ NX/X′ |k(x) −→ 0.
So we can identify Λ∗x with Nx/X |k(x) since the latter has the same exact sequences when C is
smooth. Hence in the context above, the push-forward of f under the support C is completely
determined by the composition
NC/X + f
∗v|C − TX/X′ |C −→ TX/X′ |C +NC/Y + f
∗v|C − TX/X′ |C −→ NC/Y + f
∗v|C
in case of f being smooth and by the isomorphism
NC/X +NX/X′ |C + f
∗v|C −→ NC/Y + f
∗v|C
if f is a closed immersion.
This inspires us to convert equations of twisted Chow-Witt groups into equations of virtual
objects. And then use the method described in Section 2. This is the main idea we will use in
this section.
Now let’s explain the differential maps in Rost-Schmid complexes. Suppose X ∈ Sm/k,
Y = y, y ∈ X and Z = z, z ∈ Y (1) and v ∈ PX . We want to define the differential map
∂yz : K
MW
n (k(y),Λ
∗
y ⊗ v) −→ K
MW
n−1 (k(z),Λ
∗
z ⊗ v).
Suppose at first Y is normal. Then the exact sequence
IY /I
2
Y −→ ΩX/k|Y −→ ΩY/k −→ 0
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is also left exact at the stalk of z, hence we have a commutative diagram with exact rows
0 // IY /I
2
Y |k(z)
//
i

ΩX/k|k(z) //
id

ΩY/k|k(z) //

0
0 // IZ/I
2
Z |k(z)
// ΩX/k|k(z) // ΩZ/k|k(z) // 0
.
The map i is injective with the cokernel mz/m
2
z, where mz is the maximal ideal of OY,z, hence
we have an exact sequence
0 −→ (mz/m
2
z)
∨ −→ (IZ/I
2
Z)
∨|k(z) −→ (IY /I
2
Y )
∨|k(z) −→ 0.
Now choose a free basis a of (IY /I
2
Y )
∨
z , e of (mz/m
2
z)
∨ and t of vz. Hence a is also a free basis of
Ω∗y = (IY /I
2
Y )
∨|k(y) and (e, a) is a free basis of Ω
∗
z = (IZ/I
2
Z)
∨|k(z) by the sequence above. We
define the map ∂ by
KMWn (k(y),Λ
∗
y ⊗ v) −→ K
MW
n−1 (k(z),Λ
∗
z ⊗ v)
s⊗ a⊗ t 7−→ ∂ez(s)⊗ (e ∧ a)⊗ t
,
where ∂ez is the usual partial map of Milnor-Witt groups. This map is independent of the choice
of a, e, t.
For general cases, let Y˜ be the normalization of Y with the natural map π : Y˜ −→ Y and let
{zi} = π−1(z). We have an isomorphism (the same for z)
Λ∗y
∼= ωk(y)/k ⊗ ω
∨
X/k|k(y).
Now fix an i. We find that ΩOY˜ ,zi/k
satisfies
ΩOY˜ ,zi/k
⊗ k(y) = Ωk(y)/k.
And we also have an exact sequence
0 −→ mzi/m
2
zi −→ ΩOY˜ ,zi/k
⊗ k(zi) −→ Ωk(zi)/k −→ 0.
So choose a free basis ei of (mzi/m
2
zi)
∨, ci of ΩOY˜ ,zi/k
, d of (Ω∨X/k)z and l of vz . We define ∂i
by the following compositions
KMWn (k(y),Λ
∗
y ⊗ v)
−→KMWn (k(y), ωk(y)/k ⊗ ω
∨
X/k ⊗ v)
−→KMWn−1 (k(zi), (mzi/m
2
zi)
∨ ⊗ (ωOY˜ ,zi/k
⊗ k(zi))⊗k(zi) (ω
∨
X/k|k(z) ⊗k(z) v|k(z)))
−→KMWn−1 (k(zi), ωk(zi)/k ⊗k(zi) (ω
∨
X/k|k(z) ⊗k(z) v|k(z)))
−→KMWn−1 (k(zi), (ωk(z)/k ⊗ k(zi))⊗k(zi) (ω
∨
X/k|k(z) ⊗k(z) v|k(z)))
−→KMWn−1 (k(zi), (ωk(z)/k ⊗k(z) ω
∨
X/k|k(z) ⊗k(z) v|k(z))⊗k(z) k(zi))
−→KMWn−1 (k(z), ωk(z)/k ⊗k(z) ω
∨
X/k|k(z) ⊗k(z) v|k(z))
−→KMWn−1 (k(z),Λ
∗
z ⊗ v),
where the second arrow is defined by
s⊗ ci ⊗ d⊗ l 7−→ ∂
ei
zi (s)⊗ ei ⊗ (ci ⊗ 1)⊗ d⊗ l,
which is independent of the choice of ei. Then we define ∂
y
z =
∑
∂i. This definition coincides
with the definition just given when Y is normal by applying Theorem 2.1, (4) to the following
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commutative diagram with exact columns and rows
0

0

0 // TZ/k|k(z) //
=

TY/k|k(z)

// (mz/m
2
z)
∨ //

0
0 // TZ/k|k(z) // TX/k|k(z) //

(IZ/I
2
Z)
∨|k(z) //

0
(IY /I
2
Y )
∨|k(z)

= // (IY /I
2
Y )
∨|k(z)

0 0
.
Remark 4.3. Here we would like to treat a kind of linearity of the ∂yz . Suppose s ∈ K
MW
n (k(y),Λ
∗
y⊗
v).
(1) Suppose f ∈ O∗Y,z and n = 0, we want to show that
∂yz ([f ]s) = [f ]∂
y
z (s).
It suffices to show the formula for each ∂i. We see that ∂i = Tr
k(zi)
k(z) ◦ ∂
ei
zi (the operation
of twists could be ignored). And ∂eizi ([f ]s) = ǫ[f ]∂
ei
zi (s). Suppose ∂
ei
zi (s) =< a > η. Then
Tr
k(zi)
k(z) (ǫ[f ] < a > η)
=Tr
k(zi)
k(z) ((< f > − < 1 >) < a >)
=(< f > − < 1 >)Tr
k(zi)
k(z) (< a >)
=[f ]Tr
k(zi)
k(z) (< a > η).
Then the claim is proved.
(2) If we have another line bundle M over X and m is a free basis of Mz (so it’s also a
free basis of My), we have
∂yz (s⊗m) = ∂
y
z (s)⊗m.
But we have to note that this doesn’t hold for general free basis of My. Since if we replace
m by λ ·m, where λ ∈ k(y)∗, then λ has to be moved into KMWn (k(y)) for computation
and λ may have valuation at zi.
Remark 4.4. It’s obvious that any morphism v1 −→ v2 in PX will induce an isomorphism
between corresponding Rost-Schmid complexes.
Definition 4.8. (See [CF18]) Let Xa ∈ Sm/k, a = 1, 2, xa ∈ Xa, y be the generic point of some
component of x1 × x2. For every sa ∈ KMWn (k(xa),Λ
∗
xa ⊗ va), we define
s1 × s2 =
∑
y
c(p∗1(v1), p
∗
2(Λ
∗
x2))(p
∗
1(s1)⊗ p
∗
2(s2)) ∈ ⊕yK
MW
n+m(k(y),Λ
∗
y ⊗ (p
∗
1(v1) + p
∗
2(v2))),
where pi : y −→ xi is the projection (here we’ve used Lemma 4.6). It is called the exterior
product between s1 and s2.
The exterior product is functorial with respect to twists and extension of supports.
We will denote p∗1(v1) + p
∗
2(v2) by v1 × v2 for convenience.
Now we do a special case of the proof that the right exterior product with an element in
supported Chow-Witt groups is a chain complex map between Rost-Schmid complexes, while
the left exterior product is not.
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Proposition 4.3. Let X,X ′ ∈ Sm/k, v ∈ PX , v′ ∈ PX′ and Y ∈ Zi(X), T ∈ Zj(X ′) be
smooth. Suppose β ∈ C˜H
j
T (X
′, v′). Then the following diagram commutes
⊕s∈(Y×T )(0)K
MW
n (k(s),Λ
∗
s ⊗ (v × v
′))
∂ // ⊕u∈(X×X′)(i+j+1)K
MW
n−1 (k(u),Λ
∗
u ⊗ (v × v
′))
⊕y∈Y (0)K
MW
n (k(y),Λ
∗
y ⊗ v)
∂ //
×β
OO
⊕z∈Y ∩X(i+1)K
MW
n−1 (k(z),Λ
∗
z ⊗ v)
×β
OO
.
That is, for every β ∈ C˜H
j
T (X
′, v′) and α ∈ ⊕y∈Y (0)K
MW
n (k(y),Λ
∗
y ⊗ v), we have
∂(α× β) = ∂(α)× β.
And moreover, we have
∂(β × α) =< −1 >j+rkX′ (v
′) β × ∂(α).
Proof. We may assume Y and T are irreducible. We check the commutativity after projecting to
each u ∈ (X ×X ′)(i+j+1). It suffices to let u be a generic point of z × T , where z ∈ Y ∩X(i+1),
since otherwise both paths vanish. Set Z = z. We have a commutative diagram with exact
columns and rows (we write X × Y by XY for short)
0

0

NZT/Y T

= // NZT/Y T

0 // NZT/XT //

NZT/XX′

// NXT/XX′ |ZT //
∼=

0
0 // NY T/XT |ZT //

NY T/XX′ |ZT //

NY T/Y X′ |ZT // 0
0 0
.
We have projections maps p1 : ZT −→ Z and p2 : ZT −→ T . By Theorem 2.1, (1), we have a
commutative diagram
p∗1(NZ/Y +NY/X |Z + v|Z) + p
∗
2(NT/X′ + v
′|T ) //

p∗1(NZ/Y ) +NY T/XX′ |ZT + p
∗
1(v|Z) + p
∗
2(v
′|T )

p∗1(NZ/X + v|Z) + p
∗
2(NT/X′ + v
′|T )

NZT/Y T +NY T/XX′ |ZT + p
∗
1(v|Z) + p
∗
2(v
′|T )

NZT/XT + p
∗
1(v|Z) +NY T/Y X′ |ZT + p
∗
2(v
′|T ) // NZT/XX′ + p
∗
1(v|Z) + p
∗
2(v
′|T )
,
which gives the first equation. For the second one, we could calculate directly using the first
equation by using Proposition 4.4 (which still holds in this context):
∂(β × α)
=∂(< −1 >(i+rkX(v))(j+rkX′ (v
′)) c(q∗1v1, q
∗
2v2)(α× β))
= < −1 >(i+rkX (v))(j+rkX′ (v
′)) c(q∗1v1, q
∗
2v2)(∂(α× β))
= < −1 >(i+rkX (v))(j+rkX′ (v
′)) c(q∗1v1, q
∗
2v2)(∂(α)× β)
= < −1 >j+rkX′ (v
′) β × ∂(α),
where q1, q2 are projections of X ×X ′. 
Definition 4.9. The exterior product in Definition 4.8 induces a pairing
C˜H
n1
T1 (X1, v1)× C˜H
n2
T2 (X2, v2) −→ C˜H
n1+n2
T1×T2 (X1 ×X2, v1 × v2)
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for every Xa ∈ Sm/k, Ta ∈ Zna(Xa) and va ∈ PXa , a = 1, 2 (at least for the case when Ta are
smooth) by Proposition 4.3. It’s called the exterior product between Chow-Witt groups.
Proposition 4.4. (See Axiom 5 and 6) In the context above, the exterior product is associative
and satisfies
s1 × s2 =< −1 >
(codim(x1)+rkX1 (v1))(codim(x2)+rkX2(v2)) c(p∗2(v2), p
∗
1(v1))(s2 × s1)
where sa ∈ C˜H
na
Ta (Xa, va).
Proof. Associativity comes from Definition 2.3, (3) and the second statement follows from the
definition of commutativity isomorphism in Proposition 4.1. 
Proposition 4.5. (See Axiom 10) Let fa : Ya −→ Xa, a = 1, 2 be a smooth morphism in Sm/k,
then in the context above, we have
(f1 × f2)
∗(s1 × s2) = f
∗
1 (s1)× f
∗
2 (s2).
Proof. This follows from Lemma 4.5 and Lemma 4.6. 
Remark 4.5. If we have defined pull-back along any closed immersion, then the Axiom 5, 6
and 10 can be deduced from the above two propositions.
Here we would like to prove a special case that the the push-forwards defined in Definition
4.6 and Definition 4.7 form a chain complex morphism between Rost-Schmid complexes, just to
explain how to treat the twists.
Proposition 4.6. Suppose Z ⊆ Y ⊆ X are schemes with X and Y being smooth, Y = y closed
irreducible in X, Z = z closed irreducible in Y and Z ∈ Y (1). Suppose f : X −→ X ′ is a smooth
morphism, v ∈ PX′ and Y is also a closed subset of X ′. Then we have a commutative diagram
KMWn (k(y),Λ
∗
y ⊗ f
∗v ⊗ ωX/X′)
∂ //
f∗

KMWn−1 (k(z),Λ
∗
z ⊗ f
∗v ⊗ ωX/X′)
f∗

KMWn (k(f(y)),Λ
∗
f(y) ⊗ v)
∂ // KMWn−1 (k(f(z)),Λ
∗
f(z) ⊗ v)
.
Proof. We have the following commutative diagram with exact rows and columns
0

0

NZ/Y

= // NZ/Y

0 // TX/X′ |Z //
=

NZ/X

// NZ/X′ //

0
0 // TX/X′ |Z // NY/X |Z //

NY/X′ |Z //

0
0 0
.
Now the statement is to prove the following diagram commutes
NZ/Y +NY/X |Z + f
∗v|Z − TX/X′ |Z //

NZ/Y + TX/X′ |Z +NY/X′ |Z + f
∗v|Z − TX/X′ |Z

NZ/X + f
∗v|Z − TX/X′ |Z

NZ/Y +NY/X′ |Z + f
∗v|Z

TX/X′ |Z +NZ/X′ + f
∗v|Z − TX/X′ |Z // NZ/X′ + f
∗v|Z
.
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We have the following commutative diagrams
TX/X′ |Z +NZ/X′ + f
∗v|Z − TX/X′ |Z // NZ/X′ + f
∗v|Z
TX/X′ |Z +NZ/Y +NY/X′ |Z + f
∗v|Z − TX/X′ |Z //
OO
NZ/Y +NY/X′ |Z + f
∗v|Z
OO
NZ/Y +NY/X |Z + f
∗v|Z − TX/X′ |Z //

NZ/Y + TX/X′ |Z +NY/X′ |Z + f
∗v|Z − TX/X′ |Z

NZ/X + f
∗v|Z − TX/X′ |Z

TX/X′ |Z +NZ/Y +NY/X′ |Z + f
∗v|Z − TX/X′ |Z
TX/X′ |Z +NZ/X′ + f
∗v|Z − TX/X′ |Z
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
,
where the second one comes from Theorem 2.1, (3). Then the result follows by combining the
two diagrams above. 
Proposition 4.7. Suppose Z ⊆ Y ⊆ X are schemes with X and Y smooth, Y = y closed
irreducible in X, Z = z closed irreducible in Y and Z ∈ Y (1). Suppose f : X −→ X ′ is a closed
immersion and v ∈ PX′ . Then we have a commutative diagram
KMWn (k(y),Λ
∗
y ⊗ detNX/X′ ⊗ f
∗v)
∂ //
f∗

KMWn−1 (k(z),Λ
∗
z ⊗ detNX/X′ ⊗ f
∗v)
f∗

KMWn (k(f(y)),Λ
∗
f(y) ⊗ v)
∂ // KMWn−1 (k(f(z)),Λ
∗
f(z) ⊗ v)
.
Proof. The diagram commutes because of the following commutative diagram by Definition 2.3,
(3)
NZ/Y +NY/X |Z +NX/X′ |Z + f
∗v|Z //

NZ/X +NX/X′ |Z + f
∗v|Z

NZ/Y +NY/X′ |Z + f
∗v|Z // NZ/X′ + f
∗v|Z
.

Since we haven’t defined pull-back along arbitrary closed immersions, the following definition
is just an intention and won’t be used.
Definition 4.10. (See Axiom 4) Let X ∈ Sm/k, Ta ∈ Zna(X), na ∈ N and va ∈ PX , a = 1, 2.
If T1 and T2 intersect properly, we have a product
C˜H
n1
T1 (X, v1)× C˜H
n2
T2 (X, v2) −→ C˜H
n1+n2
T1∩T2 (X, v1 + v2)
defined by a · b = △∗(a× b) where △ : X −→ X ×X is the diagonal. It is functorial with respect
to twists and extension of supports by the same property of the exterior product.
Proposition 4.8. Let X
f
// Y
g
// Z be morphisms in Sm/k, v ∈ PZ and C ∈ Zi+dg◦f (X).
(1) (See Axiom 12) Suppose f , g are smooth and C is a closed subset Z, then the following
diagram commutes
C˜H
i+dg◦f
C (X, (g ◦ f)
∗v − TX/Z) //
(g◦f)∗
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
C˜H
i+dg◦f
C (X, (g ◦ f)
∗v − f∗TY/Z − TX/Y )
f∗

C˜H
i+dg
f(C)(Y, g
∗v − TY/Z)
g∗

C˜H
i
g(f(C))(Z, v)
.
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(2) (See Axiom 14) Suppose f , g are closed immersions, then the following diagram com-
mutes
C˜H
i+dg◦f
C (X,NX/Z + (g ◦ f)
∗v) //
(g◦f)∗
''P
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
C˜H
i+dg◦f
C (X,NX/Y + f
∗NY/Z + (g ◦ f)
∗v)
f∗

C˜H
i+dg
f(C)(Y,NY/Z + g
∗v)
g∗

C˜H
i
g(f(C))(Z, v)
.
(3) (See Axiom 19, (1)) Suppose f is a closed immersion, g, g ◦ f are smooth and C is a
closed subset of Z. Then the following diagram commutes
C˜H
i+dg◦f
C (X,NX/Y + f
∗g∗v − f∗TY/Z)
f∗

// C˜H
i+dg◦f
C (X, f
∗g∗v +NX/Y − f
∗TY/Z)

C˜H
i+dg
f(C)(Y, g
∗v − TY/Z)
g∗

C˜H
i+dg◦f
C (X, f
∗g∗v − TX/Z)
(g◦f)∗
ss❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢
C˜H
i
g(f(C))(Z, v)
.
(4) (See Axiom 19, (2)) Suppose g is smooth, f , g ◦ f are closed immersions. Then the
following diagram commutes
C˜H
i+dg◦f
C (X,NX/Y + f
∗g∗v − f∗TY/Z)
f∗

// C˜H
i+dg◦f
C (X,−f
∗TY/Z +NX/Y + f
∗g∗v)

C˜H
i+dg
f(C)(Y, g
∗v − TY/Z)
g∗

C˜H
i+dg◦f
C (X,NX/Z + f
∗g∗v)
(g◦f)∗
ss❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢
C˜H
i
g(f(C))(Z, v)
.
Proof. (1) This follows by the following commutative diagram
NC/X + f
∗g∗v|C − TX/Z |C //

NC/X + f
∗g∗v|C − f∗TY/Z |C − TX/Y |C

TX/Y |C +NC/Y + f
∗g∗v|C − f∗TY/Z |C − TX/Y |C

NC/Y + f
∗g∗v|C − f∗TY/Z |C

f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C

TX/Z |C +NC/Z + f
∗g∗v|C − TX/Z |C // NC/Z + f
∗g∗v|C
by using Definition 2.3, (3).
(2) Essentially the same as in (1).
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(3) We are going to prove that the following diagram commutes
NC/X +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C //

NC/X + f
∗g∗v|C +NX/Y |C − f
∗TY/Z |C

NC/Y + f
∗g∗v|C − f∗TY/Z |C

NC/X + f
∗g∗v|C +NX/Y |C −NX/Y |C − TX/Z |C

f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C

NC/X + f
∗g∗v|C − TX/Z |C

NC/Z + f
∗g∗v|C TX/Z |C +NC/Z + f
∗g∗v|C − TX/Z |Coo
.
Let A = TX/Z |C+NX/Y |C+NC/Z+f
∗g∗v|C−NX/Y |C−TX/Z |C . We have commutative
diagrams
f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C //

A

NC/Z + f
∗g∗v|C // TX/Z |C +NC/Z + f
∗g∗v|C − TX/Z |C
NC/X +NX/Y |C + f
∗g∗v|C −NX/Y |C − TX/Z |C

**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
NC/X + f
∗g∗v|C − TX/Z |C

A
tt❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
TX/Z |C +NC/Z + f
∗g∗v|C − TX/Z |C
.
Furthermore, there is a commutative diagram with exact rows and columns
0

0

0 // TX/Z |C //

NC/X

// NC/Z //
=

0
0 // f∗TY/Z |C //

NC/Y //

NC/Z // 0
NX/Y |C

= // NX/Y |C

0 0
And by Theorem 2.1, (2), we have a commutative diagram
NC/X +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C //

NC/X +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C

NC/Y + f
∗g∗v|C − f∗TY/Z |C

TX/Z |C +NC/Z |C +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C

f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C // A
.
Then we could easily deduce the first diagram we want.
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(4) We are going to prove that the following diagram commutes
NC/X +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C //

NC/X − f
∗TY/Z |C +NX/Y |C + f
∗g∗v|C

NC/Y + f
∗g∗v|C − f∗TY/Z |C

NC/X − f
∗TY/Z |C + f
∗TY/Z |C +NX/Z |C + f
∗g∗v|C

f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C

NC/X +NX/Z |C + f
∗g∗v|C
rr❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
NC/Z + f
∗g∗v|C
.
We have a commutative diagram
f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C //

f∗TY/Z |C +NC/X +NX/Z |C + f
∗g∗v|C − f∗TY/Z |C

NC/Z + f
∗g∗v|C // NC/X +NX/Z |C + f
∗g∗v|C
.
Furthermore, there is a commutative diagram with exact rows and columns
0

0

f∗TY/Z |C

∼= // f∗TY/Z |C

0 // NC/X //
∼=

NC/Y

// NX/Y |C //

0
0 // NC/X // NC/Z //

NX/Z |C //

0
0 0
.
And by Theorem 2.1, (3), we have a commutative diagram
NC/X +NX/Y |C + f
∗g∗v|C − f∗TY/Z |C //

NC/X + f
∗TY/Z |C +NX/Z |C + f
∗g∗v|C − f∗TY/Z |C

NC/Y + f
∗g∗v|C − f
∗TY/Z |C

f∗TY/Z |C +NC/Z + f
∗g∗v|C − f∗TY/Z |C // f
∗TY/Z |C +NC/X +NX/Z |C + f
∗g∗v|C − f∗TY/Z |C
.
Then we could easily deduce the first diagram we want.

Proposition 4.9. (See Axiom 19, (3)) Suppose we have a Cartesian square with all schemes
being smooth
X ′
v //
g

X
f

Y ′
u // Y
,
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where u is smooth and f is a closed immersion, s ∈ PY and C ∈ Zn+df+dv(X ′) is closed in Y .
Then the following diagram commutes
C˜H
n+df+dv
C (X
′, NX′/Y ′ + g
∗u∗s− g∗TY ′/Y )
g∗ //

C˜H
n+du
g(C) (X,u
∗s− TY ′/Y )
u∗

C˜H
n+df+dv
C (X
′, v∗NX/Y + u
∗f∗s− TX′/X)
v∗

C˜H
n
u(g(C))(Y, s)
C˜H
n+df
v(C) (X,NX/Y + f
∗s)
f∗
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
.
Proof. We are going to show the following diagram commutes
NC/X′ +NX′/Y ′ |C + g
∗u∗s|C − g∗TY ′/Y |C

// NC/Y ′ + g
∗u∗s|C − g∗TY ′/Y |C

NC/X′ + v
∗NX/Y |C + g
∗u∗s|C − TX′/X |C

g∗TY ′/Y |C +NC/Y + g
∗u∗s|C − g∗TY ′/Y |C

TX′/X |C +NC/X + v
∗NX/Y |C + g
∗u∗s|C − TX′/X |C

NC/Y + g
∗u∗s|C
NC/X + v
∗NX/Y |C + g
∗u∗s|C
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
.
We have a commutative diagram with exact rows and columns
0

0

TX′/X |C

∼= // g∗TY ′/Y |C

0 // NC/X′ //

NC/Y ′

// NX′/Y ′ |C //
∼=

0
0 // NC/X //

NC/Y //

v∗NX/Y |C // 0
0 0
.
So we have a commutative diagram by Theorem 2.1, (1)
NC/Y ′ //

NC/X′ +NX′/Y ′ |C

g∗TY ′/Y |C +NC/Y

TX′/X |C +NC/X +NX′/Y ′ |C
g∗TY ′/Y |C +NC/X + v
∗NX/Y |C
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
.
And the statement follows easily from the data above. 
Proposition 4.10. Suppose we have a Cartesian square with all schemes being smooth
X ′
v //
g

X
f

Y ′
u // Y
.
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(1) (See Axiom 15) Suppose f , u are smooth, s ∈ PY and C ∈ Zn+df (X) is a closed subset
of Y . Then the following diagram commutes
C˜H
n+df
C (X, f
∗s− TX/Y )
f∗ //
v∗

C˜H
n
f(C)(Y, s)
u∗

C˜H
n+df
v−1(C)(X
′, v∗f∗s− v∗TX/Y )
g∗
// C˜H
n
g(v−1(C))(Y
′, u∗s)
.
(2) (See Axiom 16) Suppose f is a closed immersion, s ∈ PY and C ∈ Zn+df (X). Suppose
u is smooth. Then the following diagram commutes
C˜H
n+df
C (X,NX/Y + f
∗s)
f∗
//
v∗

C˜H
n
f(C)(Y, s)
u∗

C˜H
n+df
v−1(C)(X
′, v∗NX/Y + v
∗f∗s)
g∗ // C˜H
n
g(v−1(C))(Y
′, u∗s)
.
Proof. (1) We have a commutative diagram by the functoriality of v∗ respect to twists
NC/X + f
∗v|C − TX/Y |C //

TX/Y |C +NC/Y + f
∗s|C − TX/Y |C

Nv−1(C)/X′ + v
∗f∗s|v−1(C) − TX′/Y ′ |v−1(C)

NC/Y + f
∗s|C

TX′/Y ′ |v−1(C) +Nv−1(C)/Y ′ + v
∗f∗s|v−1(C) − TX′/Y ′ |v−1(C) // Nv−1(C)/Y ′ + f
∗s|v−1(C)
.
(2) We have a commutative diagram by the functoriality of v∗ respect to twists
NC/X +NX/Y |C + f
∗s|C //

NC/Y + f
∗s|C

Nv−1(C)/X′ +NX′/Y ′ |v−1(C) + v
∗f∗s|v−1(C) // Nv−1(C)/Y ′ + v
∗f∗s|v−1(C)
.

Proposition 4.11. (1) (See Axiom 17) Suppose f : X −→ Y is a smooth morphism in
Sm/k, v ∈ PY and C ∈ Zn+df (X) is a closed subset of Y . Then for any Z ∈ Sm/k,
v′ ∈ PZ and D ∈ Zm(Z), the following diagrams commute
C˜H
n+df
C (X, f
∗v − TX/Y )× C˜H
m
D(Z, v
′)
×
//
f∗×id

C˜H
n+df+m
C×D (X × Z, (f
∗v − TX/Y )× v
′)
c

C˜H
n+df+m
C×D (X × Z, (f
∗v × v′)− TX×Z/Y×Z)
(f×id)∗

C˜H
n
f(C)(Y, v)× C˜H
m
D(Z, v
′)
×
// C˜H
n+m
f(C)×D(Y × Z, v × v
′)
C˜H
m
D(Z, v
′)× C˜H
n+df
C (X, f
∗v − TX/Y )
×
//
id×f∗

C˜H
n+df+m
D×C (Z ×X, v
′ × (f∗v − TX/Y ))
(id×f)∗

C˜H
m
D(Z, v
′)× C˜H
n
f(C)(Y, v)
×
// C˜H
n+m
D×f(C)(Z × Y, v
′ × v)
.
(2) (See Axiom 18) Suppose f : X −→ Y is a closed immersion in Sm/k, v ∈ PY and C is
a closed subset of X. Then for any Z ∈ Sm/k, v′ ∈ PZ and D ∈ Zm(Z), the following
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diagrams commute
C˜H
n+df
C (X,NX/Y + f
∗v)× C˜H
m
D(Z, v
′)
×
//
f∗×id

C˜H
n+df+m
C×D (X × Z, (NX/Y + f
∗v)× v′)
(f×id)∗

C˜H
n
f(C)(Y, v)× C˜H
m
D(Z, v
′)
×
// C˜H
n+m
f(C)×D(Y × Z, v × v
′)
C˜H
m
D(Z, v
′)× C˜H
n+df
C (X,NX/Y + f
∗v)
×
//
id×f∗

C˜H
n+df+m
D×C (Z ×X, v
′ × (NX/Y + f
∗v))
c

C˜H
n+df+m
D×C (Z ×X, (v
′ × f∗v) +NX×Z/Y×Z)
(id×f)∗

C˜H
m
D(Z, v
′)× C˜H
n
f(C)(Y, v)
×
// C˜H
n+m
D×f(C)(Z × Y, v
′ × v)
.
Proof. We have projections p1 : C ×D −→ C and p2 : C ×D −→ D.
(1) For the first diagram, we are going to prove the following diagram commutes
(NC/X + f
∗v|C − TX/Y |C , ND/Z + v
′|D) //
f∗

p∗1(NC/X + f
∗v|C − TX/Y |C) + p
∗
2(ND/Z + v
′|D)

(NC/Y + f
∗v|C , ND/Z + v
′|D)

NC×D/X×Z + p
∗
1(f
∗v|C) + p∗2(v
′|D)− TX×Z/Y×Z |C×D
(f×id)∗

p∗1(NC/Y + f
∗v|C) + p∗2(ND/Z + v
′|D) // NC×D/Y×Z + p
∗
1(f
∗v|C) + p∗2(v
′|D)
.
We have a commutative diagram
(NC/X + f
∗v|C − TX/Y |C , ND/Z + v
′|D) //
f∗

p∗1(NC/X + f
∗v|C − TX/Y |C) + p
∗
2(ND/Z + v
′|D)
p∗1(f∗)+p
∗
2(id)
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
(NC/Y + f
∗v|C , ND/Z + v
′|D)

p∗1(NC/Y + f
∗v|C) + p∗2(ND/Z + v
′|D)
.
Hence we just have to show the following diagram commutes
p∗1(NC/X + f
∗v|C − TX/Y |C) + p
∗
2(ND/Z + v
′|D)

p∗1(f∗)+p
∗
2(id)
xx
NC×D/X×Z + p
∗
1(f
∗v|C) + p
∗
2(v
′|D)− TX×Z/Y×Z |C×D
(f×id)∗

p∗1(NC/Y + f
∗v|C) + p
∗
2(ND/Z + v
′|D) // NC×D/Y×Z + p
∗
1(f
∗v|C) + p
∗
2(v
′|D)
.
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This follows by Theorem 2.1, (1) from the following commutative diagram with exact
rows and columns
0

0

p∗1(TX/Y |C)

∼= // TX×Z/Y×Z |C×D

0 // p∗1NC/X //

NC×D/X×Z

// p∗2ND/Z //
=

0
0 // p∗1NC/Y //

NC×D/Y×Z //

p∗2ND/Z // 0
0 0
.
For the second diagram, we suppose α ∈ C˜H
n+df
C (X, f
∗v−TX/Y ) and β ∈ C˜H
m
D(Z, v
′).
And we have a commutative diagram
X
f

X × Z
p1oo
p2 //
f×id

D
Y Y × Z
q1
oo
q2
;;①①①①①①①①①
.
Then
(id× f)∗(β × α)
=(f × id)∗(< −1 >
(n+rkY (v))(m+rkZ(v
′)) c(p∗1(f
∗v − TX/Y ), p
∗
2(v
′))(α × β))
by Proposition 4.4
= < −1 >(n+rkY (v))(m+rkZ(v
′)) (f × id)∗(c(p
∗
1(f
∗v − TX/Y ), p
∗
2(v
′))(α × β))
= < −1 >(n+rkY (v))(m+rkZ(v
′)) (f × id)∗((c(p
∗
1(f
∗v), p∗2(v
′)) ◦ c(−p∗1TX/Y , p
∗
2(v
′)))(α × β))
= < −1 >(n+rkY (v))(m+rkZ(v
′)) c(q∗1(v), q
∗
2(v
′))((f × id)∗(c(−p
∗
1TX/Y , p
∗
2(v
′))(α × β)))
by functoriality of push-forward with respect to twists
= < −1 >(n+rkY (v))(m+rkZ(v
′)) c(q∗1(v), q
∗
2(v
′))(f∗(α) × β))
=β × f∗(α)
by Proposition 4.4.
(2) For the first diagram, we are going to prove the following diagram commutes
(NC/X +NX/Y |C + f
∗v|C , ND/Z + v
′) //

p∗1(NC/X +NX/Y |C + f
∗v|C) + p
∗
2(ND/Z + v
′)

(NC/Y + f
∗v|C , ND/Z + v
′)

NC×D/X×Z +NX×Z/Y×Z |C×D + p
∗
1(f
∗v|C) + p
∗
2(v
′)

p∗1(NC/Y + f
∗v|C) + p
∗
2(ND/Z + v
′) // NC×D/Y×Z + p
∗
1(f
∗v|C) + p
∗
2(v
′)
.
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We have a commutative diagram
(NC/X +NX/Y |C + f
∗v|C , ND/Z + v
′) //

p∗1(NC/X +NX/Y |C + f
∗v|C) + p∗2(ND/Z + v
′)
p∗1(f∗)+p
∗
2(id)
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
(NC/Y + f
∗v|C , ND/Z + v
′)

p∗1(NC/Y + f
∗v|C) + p∗2(ND/Z + v
′)
.
Hence we just have to show the following diagram commutes
p∗1(NC/X +NX/Y |C + f
∗v|C) + p∗2(ND/Z + v
′)

p∗1(f∗)+p
∗
2(id)
xx
NC×D/X×Z +NX×Z/Y×Z |C×D + p
∗
1(f
∗v|C) + p∗2(v
′)

p∗1(NC/Y + f
∗v|C) + p∗2(ND/Z + v
′) // NC×D/Y×Z + p
∗
1(f
∗v|C) + p∗2(v
′)
.
This follows by Theorem 2.1, (2) from the following commutative diagram with exact
rows and columns
0

0

0 // p∗1NC/X //

NC×D/X×Z

// p∗2ND/Z //
=

0
0 // p∗1NC/Y
//

NC×D/Y×Z //

p∗2ND/Z
// 0
p∗1(NX/Y |C)

∼= // NX×Z/Y×Z |C×D

0 0
.
The second diagram follows by the same method as in the proof of the second diagram
of (1).

Remark 4.6. If we could define pull-back for closed immersions and prove Axiom 9, then Axiom
17 and 18 can be deduced by the proposition above and the method in [CF14, Corollary 3.5].
4.2. Intersection with Divisors. Next we would like to discuss a special case of intersection,
namely pull-back along a divisor of smooth support. The constructions here come basically from
[CF18], but the treatments of push-forwards are different.
Definition 4.11. Let X ∈ Sm/k, D = {(Ui, fi)} be a Cartier divisor on X. Suppose C ∈
Zn(X), s ∈ C˜H
n
C(X, v) and dim(C ∩ |D|) < dimC. Suppose
s =
∑
a
sa ⊗ ua ⊗ va ∈ ⊕ya∈X(n)K
MW
0 (k(ya),Λ
∗
ya ⊗ v)
where sa ⊗ ua ⊗ va ∈ KMW0 (k(ya),Λ
∗
ya ⊗ v) and ya ∈ X
(n). For every x ∈ X(n+1), suppose
x ∈ Ui for some i, hence ya ∈ Ui also. And since ya /∈ |D|, fi ∈ O∗X,ya . So we have an element
fi ∈ k(ya). Define
ordx(D · s) =
∑
x∈ya
∂yax (< −1 >
codim(ya) [fi]sa ⊗ ua ⊗ fi ⊗ va) ∈ K
MW
0 (k(x),Λ
∗
x ⊗L (−D)⊗ v).
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And define
D · s =
∑
x∈X(n+1)
ordx(D · s) ∈ ⊕x∈X(n+1)K
MW
0 (k(x),Λ
∗
x ⊗L (−D)⊗ v).
It’s functorial with respect to v by Remark 4.4.
Lemma 4.7. The definition of ordx(D · s) above is independent of the choice of i and fi and
D · s ∈ C˜H
n+1
C∩|D|(X,L (−D) + v).
Proof. For any other j and fj with x ∈ Uj , fj/fi ∈ O∗X,x holds. And we have∑
x∈ya
∂yax (sa ⊗ ua ⊗ va) = 0
since s ∈ C˜H
n
C(X, v). So we have∑
x∈ya
∂yax (sa ⊗ ua ⊗ fi ⊗ va) = 0
and ∑
x∈ya
∂yax (sa ⊗ ua ⊗ fj ⊗ va) = 0
by Remark 4.3, (2). Moreover,
[fj ]sa ⊗ ua ⊗ fj ⊗ va
=([fj/fi]+ < fj/fi > [fi])sa ⊗ ua ⊗ fj ⊗ va
=[fj/fi]sa ⊗ ua ⊗ fj ⊗ va + [fi]sa ⊗ ua ⊗ fi ⊗ va.
Hence ∑
x∈ya
∂yax ([fj ]sa ⊗ ua ⊗ fj ⊗ va)
=∂yax (
∑
x∈ya
[fj/fi]sa ⊗ ua ⊗ fj ⊗ va) + ∂
ya
x (
∑
x∈ya
[fi]sa ⊗ ua ⊗ fi ⊗ va)
=∂yax (
∑
x∈ya
[fi]sa ⊗ ua ⊗ fi ⊗ va),
which shows that ordx(D · s) is well-defined.
If x /∈ |D|, then fi ∈ O
∗
ya,x
. So
ordx(D · s)
=
∑
x∈ya
∂yax (< −1 >
codim(ya) [fi]sa ⊗ ua ⊗ fi ⊗ va)
=
∑
x∈ya
[fi]∂
ya
x (< −1 >
codim(ya) sa ⊗ ua ⊗ fi ⊗ va)
by Remark 4.3, (1)
=0.
Hence the support of D · s is contained in C ∩ |D|.
Finally let’s prove that ∂(D · s) = 0, where for every z, we denote
∑
y,z∈y ∂
y
z by ∂z and the
differential map ∂ is then just (∂z). For this, suppose u ∈ X(n+2), we prove that
∂u(D · s) :=
∑
x∈X(n+1),u∈x
∂xu(ordx(D · s)) = 0.
Suppose u ∈ Ui. Then
ordx(D · s) =
∑
x∈ya
∂yax (< −1 >
codim(ya) [fi]sa ⊗ ua ⊗ fi ⊗ va)
by definition. So let t =
∑
a < −1 >
codim(ya) [fi]sa ⊗ ua ⊗ fi ⊗ va.∑
x∈X(n+1),u∈x
∂xu(ordx(D · s)) =
∑
x∈X(n+1),u∈x
∂xu(∂x(t)) = ∂u(∂(t)) = 0.
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
Definition 4.12. (See Axiom 8) Let X ∈ Sm/k and D be a smooth effective Cartier divisor
on X. Let i : |D| −→ X be the inclusion. So we have ND/X ∼= i
∗L (D). Suppose v ∈ PX ,
C ∈ Zn(X), s ∈ C˜H
n
C(X, v) and dim(C ∩ |D|) < dimC. We have a push-forward isomorphism
i∗ : C˜H
n
C∩|D|(|D|, i
∗
L (D) + i∗L (−D) + i∗v) −→ C˜H
n+1
C∩|D|(X,L (−D) + v).
Denote by s(L (D)) the isomorphism i∗v −→ i∗L (D) + i∗L (−D) + i∗v, define
i∗(s) ∈ C˜H
n
C∩|D|(|D|, i
∗v)
to be the unique element such that
i∗(s(L (D))(i
∗(s))) = D · s.
It’s functorial with respect to v.
Proposition 4.12. Suppose a = 1, 2. Let Xa ∈ Sm/k, va ∈ PXa , Ca ∈ Z
na(Xa) be smooth,
αa ∈ C˜H
na
Ca(Xa, va), pa : X1 × X2 −→ Xa be projections and Da be smooth effective Cartier
divisors on Xa. Then
(D1 · α1)× α2 = p
∗
1(D1) · (α1 × α2)
and
c(p∗1v1, p
∗
2L (−D2))(α1 × (D2 · α2)) = p
∗
2(D2) · (α1 × α2).
Proof. Let’s prove the first equation. Since both sides live in
C˜H
n1+n2+1
p−11 (|D1|∩C1)∩p
−1
2 (C2)
(X1 ×X2,L (−D1) + (v1 × v2)),
it suffices to check their components at any generic point u in t1 × t2 where t1 ∈ (|D1| ∩ C1)
(0),
t2 ∈ C
(0)
2 . Suppose D1 = {(Ui, fi)}, t1 ∈ Ui. Then at u, we have
(D1 · α1)× α2
=∂t1(< −1 >
n1 [fi]⊗ fi ⊗ α1)× α2
=∂(< −1 >n1 [fi]⊗ fi ⊗ α1)× α2
=∂(< −1 >n1 ([fi]⊗ fi ⊗ α1)× α2)
by Proposition 4.3.
=∂u(< −1 >
n1 ([fi]⊗ fi ⊗ α1)× α2)
=∂u(< −1 >
n1 ([p∗1(fi)]⊗ p
∗
1(fi)⊗ (α1 × α2))
=p∗1(D1) · (α1 × α2).
For the second equation, we exchange the role of X1 and X2 as before:
c(p∗1v1, p
∗
2L (−D2))(α1 × (D2 · α2))
= < −1 >(n1+rkX1 (v1))(n2+rkX2(v2)) c(p∗2v2, p
∗
1v1)((D2 · α2)× α1)
by Proposition 4.4
= < −1 >(n1+rkX1 (v1))(n2+rkX2(v2)) c(p∗2v2, p
∗
1v1)(p
∗
2(D2) · (α2 × α1))
by the first equation
= < −1 >(n1+rkX1 (v1))(n2+rkX2(v2)) p∗2(D2) · c(p
∗
2v2, p
∗
1v1)(α2 × α1)
by the functoriality of intersection with respect to twists
=p∗2(D2) · (α1 × α2)
by Proposition 4.4.

Proposition 4.13. (1) (See Axiom 17) Let f : X −→ Y be a smooth morphism in Sm/k,
C ∈ Zi+df (X) be smooth and closed in Y , D be a Cartier divisor over Y , dim(|D| ∩
f(C)) < dim(f(C)) and α ∈ C˜H
i+df
C (X, f
∗v − TX/Y ). Then
D · f∗(α) = f∗(f
∗(D) · α).
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(2) (See Axiom 18) Let f : X −→ Y be a closed immersion in Sm/k, C ∈ Zi+df (X)
be smooth, D be a Cartier divisor over Y , dim(|D| ∩ f(C)) < dim(f(C)) and α ∈
C˜H
i+df
C (X,NX/Y + f
∗v). Then
D · f∗(α) = f∗(c(L (−f
∗D), NX/Y )(f
∗(D) · α)).
Proof. (1) Both sides live in the same Chow-Witt group, so we check their components
at any generic point y of f(C) ∩ |D|. Suppose D = {(Ui, fi)}, y ∈ Ui. We have a
commutative diagram
(L (−D)|C , NC/X + f
∗v|C − TX/Y |C)
(id,f∗)
//

(L (−D)|C , NC/Y + f
∗v|C)

L (−D)|C +NC/X + f
∗v|C − TX/Y |C
id+f∗
//

L (−D)|C +NC/Y + f
∗v|C

NC/X + L (−D)|C + f
∗v|C − TX/Y |C
f∗
// NC/Y + L (−D)|C + f
∗v|C
.
Then at y, we have
D · f∗(α)
=∂y(< −1 >
i [fi]⊗ fi ⊗ f∗(α))
=∂y(< −1 >
i+df f∗([f∗(fi)]⊗ f
∗(fi)⊗ α))
by the diagram above
=f∗∂y(< −1 >
i+df [f∗(fi)]⊗ f
∗(fi)⊗ α)
by Proposition 4.6
=f∗(f
∗(D) · α).
(2) Both sides live in the same Chow-Witt group, so we check their components at any
generic point y of f(C) ∩ |D|. Suppose D = {(Ui, fi)}, y ∈ Ui. We have a commutative
diagram
(L (−D)|C , NC/X +NX/Y |C + f
∗v|C)
(id,f∗)
//

(L (−D)|C , NC/Y + f
∗v|C)

L (−D)|C +NC/X +NX/Y |C + f
∗v|C
id+f∗ //

L (−D)|C +NC/Y + f
∗v|C

NC/X +NX/Y |C + L (−D)|C + f
∗v|C
f∗ // NC/Y + L (−D)|C + f
∗v|C
.
Then at y, we have
D · f∗(α)
=∂y(< −1 >
i [fi]⊗ fi ⊗ f∗(α))
=∂y(< −1 >
i+df f∗([f∗(fi)]⊗ f
∗(fi)⊗ α))
by the diagram above
=f∗∂y(< −1 >
i+df [f∗(fi)]⊗ f
∗(fi)⊗ α)
by Proposition 4.7
=f∗(c(L (−f
∗D), NX/Y )(f
∗(D) · α)).

Now we are ready for basic formulas concerning pull-back along divisors. We will use the
notation in Definition 4.12.
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Proposition 4.14. (See Axiom 10) Suppose a = 1, 2. Let Xa ∈ Sm/k, Da be effective smooth
divisors over Xa, va ∈ PXa , Ca ∈ Z
na(Xa) be smooth, dim(Ca ∩ |Da|) < dim(Ca), αa ∈
C˜H
na
Ca(Xa, va) and ia : |Da| −→ Xa be inclusions. Then we have
i∗1(α1)× α2 = (i1 × id)
∗(α1 × α2)
α1 × i
∗
2(α2) = (id× i2)
∗(α1 × α2).
Proof. We denote the projection X1 × X2 −→ Xa by pa. For the first equation, it suffices to
check the equation after applying the isomorphism (i1 × id)∗ ◦ s(L (p
∗
1D1)) on both sides. We
have
(i1 × id)∗(s(L (p
∗
1D1))(i
∗
1(α1)× α2))
=(i1 × id)∗((s(L (D1))i
∗
1(α1))× α2)
by bifunctoriality of exterior product with respect to twists
=i1∗(s(L (D1))i
∗
1(α1))× α2
by Proposition 4.11
=(D1 · α1)× α2
=p∗1(D1) · (α1 × α2)
by Proposition 4.12
=(i1 × id)∗(s(L (p
∗
1D1))((i1 × id)
∗(α1 × α2))).
The second equation follows by exchanging the roles of X1 and X2:
α1 × i
∗
2(α2)
= < −1 >(n1+rkX1(v1))(n2+rkX2 (v2)) c(q∗2 i
∗
2v2, q
∗
1v1)(i
∗
2(α2)× α1)
= < −1 >(n1+rkX1(v1))(n2+rkX2 (v2)) c(q∗2 i
∗
2v2, q
∗
1v1)((i2 × id)
∗(α2 × α1))
= < −1 >(n1+rkX1(v1))(n2+rkX2 (v2)) (i2 × id)
∗(c(p∗2v2, p
∗
2v1)(α2 × α1))
by functoriality of pull-back with respect to twists
=(id× i2)
∗(α1 × α2).

Proposition 4.15. Suppose we have a Cartesian square with all schemes being smooth
X ′
v //
g

X
f

Y ′
u // Y
,
where u is a closed immersion, dim(X ′) = dim(X)− 1 and dim(Y ′) = dim(Y )− 1.
(1) (See Axiom 16) If f is a closed immersion , s ∈ PY , C ∈ Z
n+df (X) is smooth and
dim(u−1(f(C))) < dim(f(C)), the following diagram commutes
C˜H
n+df
C (X,NX/Y + f
∗s)
f∗ //
v∗

C˜H
n
f(C)(Y, s)
u∗

C˜H
n+df
v−1(C)(X
′, v∗NX/Y + v
∗f∗s)
g∗
// C˜H
n
g(v−1(C))(Y
′, u∗s)
.
(2) (See Axiom 15) If f is smooth, s ∈ PY and C ∈ Zn+df (X) is smooth and closed in Y ,
the following diagram commutes
C˜H
n+df
C (X, f
∗s− TX/Y )
f∗ //
v∗

C˜H
n
f(C)(Y, s)
u∗

C˜H
n+df
v−1(C)(X
′, v∗f∗s− v∗TX/Y )
g∗ // C˜H
n
g(v−1(C))(Y
′, u∗s)
.
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Proof. The conditions give us a unique effective smooth divisor D (resp. D′) over Y (resp. X)
such that |D| = Y ′ (resp. |D′| = X ′). And we have D′ = f∗(D). It suffices to check the equation
after applying u∗ ◦ s(L (D)) on both sides.
(1) Suppose α ∈ C˜H
n+df
C (X,NX/Y + f
∗s), we have
u∗(s(L (D))(u
∗f∗(α)))
=D · f∗(α)
=f∗(c(L (−D
′), NX/Y )(D
′ · α))
by Proposition 4.13, (2)
=f∗(c(L (−D
′), NX/Y )(v∗(s(L (D
′))(v∗(α)))))
=f∗v∗((c(v
∗
L (−D′), v∗NX/Y ) ◦ s(L (D
′)))(v∗(α)))
=u∗g∗((c(v
∗
L (D′) + v∗L (−D′), v∗NX/Y ) ◦ s(L (D
′)))(v∗(α)))
by Proposition 4.8
=u∗(s(L (D))(g∗(v
∗(α))))
by functoriality of push-forwards with respect to twists.
(2) Suppose α ∈ C˜H
n+df
C (X, f
∗s− TX/Y ), we have
u∗(s(L (D))(u
∗f∗(α)))
=D · f∗(α)
=f∗(D
′ · α)
by Proposition 4.13, (1)
=f∗(v∗((s(L (D
′))(v∗(α)), v∗L (D′)− v∗L (D′) + v∗f∗s− v∗TX/Y )))
=u∗(g∗((g
∗s(L (D))(v∗(α)), g∗u∗L (D)− g∗u∗L (D) + v∗f∗s− TX′/Y ′)))
by Proposition 4.9
=u∗(s(L (D))(g∗v
∗(α)))
by functoriality of push-forwards with respect to twists.

5. Sheaves with E-Tranfers and Their Operations
In this section, we develop the theory of sheaves with E-transfers over a smooth base as in
[De´g] and [CF14], where E is a correspondence theory.
Since there will be heavy calculation on twists, from now on, for convenience and clarity,
we will use notations like (α, v) for α ∈ EiC(X, v). With this in mind, we have operations like
(α, v) · (β, u), f∗((α, v)) with obvious meaning.
Let S ∈ Sm/k and denote the category of smooth schemes over S by Sm/S. We need the
notion of admissible subset coming from [CF14, Definition 4.1].
Definition 5.1. Let X,Y ∈ Sm/S, we denote by AS(X,Y ) the closed subsets T of X ×S Y
whose irreducible component are all finite over X and of dimension dimX. They are called
admissible subsets from X to Y over S.
Lemma 5.1. In the definition above, T itself is also finite over X.
Proof. For every affine open subset U of X , T ∩ U is affine since each of its components are
affine (see [Har77, Chapter III, Exercises 3.2]). Its structure ring is a submodule of a finite
OX(U)-module. Hence we conclude that T ∩ U is finite over U . 
Definition 5.2. Let S ∈ Sm/k, X,Y ∈ Sm/S, we define
C˜orS(X,Y ) = lim−→
T
EdY−dST (X ×S Y,−TX×SY/X)
to be the group of finite E-correspondences between X and Y over S, where T ∈ AS(X,Y ).
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We define a category C˜orS(X,Y ) whose objects are smooth schemes over S and morphisms
between X and Y are just C˜orS(X,Y ) defined above. Let’s now study the compositions in that
category. Let’s denote, for example, X×S Y ×S Z by XY Z and the projection X×S Y ×S Z −→
Y ×S Z by pXY ZY Z if no confusion arises.
Given any α ∈ C˜orS(X,Y ) and β ∈ C˜orS(Y, Z), we may suppose that they come from some
groups with admissible supports. Then the image of
pXY ZXZ∗ (p
XY Z∗
Y Z ((β,−TY Z/Y )) · p
XY Z∗
XY ((α,−TXY/X)))
in C˜orS(X,Z) is just defined as β ◦α. This definition is obviously compatible with extension of
supports so it’s well-defined.
Proposition 5.1. The composition defined above is associative.
Proof. Suppose X
α // Y
β
// Z
γ
// W are morphisms in C˜orS . As above, we may sup-
pose that they come from groups with admissible supports.
We have Cartesian squares
XY ZW //

XZW

XY Z // XZ
XY ZW //

XYW

Y ZW // YW
So
γ ◦ (β ◦ α)
=pXZWXW∗ (p
XZW∗
ZW ((γ,−TZW/Z))p
XZW∗
XZ p
XY Z
XZ∗ (p
XY Z∗
Y Z ((β,−TY Z/Y ))p
XY Z∗
XY ((α,−TXY/X))))
by definition
=pXZWXW∗ (p
XZW∗
ZW (γ)p
XZW∗
XZ p
XY Z
XZ∗ ((p
XY Z∗
Y Z (β)p
XY Z∗
XY (α),−TXY Z/XY − TXY Z/XZ)))
by definition of the product
=pXZWXW∗ (p
XZW∗
ZW (γ)p
XY ZW
XZW∗ p
XY ZW∗
XY Z ((p
XY Z∗
Y Z (β)p
XY Z∗
XY (α),−TXY Z/XY − TXY Z/XZ)))
by Axiom 15 for the left square above
=pXZWXW∗ (p
XZW∗
ZW (γ)p
XY ZW
XZW∗ (p
XY ZW∗
Y Z (β)p
XY ZW∗
XY (α),−TXY ZW/XYW − TXY ZW/XZW ))
by Axiom 9 and Axiom 10
=pXZWXW∗ p
XY ZW
XZW∗ ((p
XY ZW∗
ZW (γ),−TXYZW/XY Z)p
XY ZW∗
Y Z (β)p
XY ZW∗
XY (α))
by Axiom 17 for pXY ZWXZW
=pXZWXW∗ p
XY ZW
XZW∗ ((δ,−p
XY ZW∗
XW TXW/X − p
XY ZW∗
XZW TXZW/XW − TXYZW/XZW ))
by definition of the product where δ = pXY ZW∗ZW (γ)p
XY ZW∗
Y Z (β)p
XY ZW∗
XY (α)
=pXY ZWXW∗ ((δ,−p
XY ZW∗
XW TXW/X − TXY ZW/XW ))
by Axiom 12
=pXYWXW∗ p
XY ZW
XYW∗ ((δ,−p
XY ZW∗
XW TXW/X − p
XY ZW∗
XYW TXYW/XW − TXY ZW/XYW ))
by Axiom 12, note that we have used c(−TXYZW/XYW ,−TXYZW/XZW )
=pXYWXW∗ (p
XY ZW
XYW∗ (p
XY ZW∗
ZW (γ)p
XY ZW∗
Y Z (β))p
XYW∗
XY (α))
by Axiom 17 for pXY ZWXYW
=pXYWXW∗ (p
XY ZW
XYW∗ p
XY ZW∗
Y ZW (p
Y ZW∗
ZW (γ)(p
Y ZW∗
Y Z (β),−TY ZW/YW ))p
XYW∗
XY (α))
by Axiom 9 and Axiom 10
=pXYWXW∗ (p
XYW∗
YW p
Y ZW
YW∗ (p
Y ZW∗
ZW (γ)p
Y ZW∗
Y Z (β))p
XYW∗
XY (α))
by Axiom 15 for the right square above
=(γ ◦ β) ◦ α
by definition.

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Definition 5.3. Define a functor
γ˜ : Sm/S −→ C˜orS ,
where γ˜(X) = X. Given an S-morphism f : X −→ Y , we have the graph morphism Γf : X −→
X ×S Y and the natural map
Γ∗fTX×SY/X −→ NX/X×SY
in Lemma 3.1 is an isomorphism. So we have maps
E0X(X, 0)
// E0X(X,NX/X×SY − Γ
∗
fTX×SY/X)
Γf∗
// EdY−dSX (X ×S Y,−TX×SY/X)

C˜orS(X,Y )
and denote the image of 1 under the composition of these maps by γ˜(f).
The following propositions treat some easy cases of composition.
Proposition 5.2. Let f : X −→ Y be a morphism in Sm/S and g : Y −→ Z be a morphism in
C˜orS. Then we have
g ◦ γ˜(f) = (f × idZ)
∗(g)
where the right hand side means its image into the direct limit.
Proof. We have a Cartesian square
X
Γf
// XY
XZ
pXZX
OO
Γf×idZ
// XY Z
pXY ZXY
OO
and denote the map E0X(X, 0) −→ E
0
X(X,NX/X×SY −Γ
∗
fTX×SY/X) by t. Suppose g comes from
some cohomology with support. We have
g ◦ γ˜(f)
=pXY ZXZ∗ (p
XY Z∗
Y Z ((g,−TY Z/Y )) · p
XY Z∗
XY Γf∗((t(1), NX/XY − Γ
∗
fTXY/X)))
by definition
=pXY ZXZ∗ (p
XY Z∗
Y Z ((g,−TY Z/Y )) · (Γf × idZ)∗p
XZ∗
X (t(1)))
by Axiom 16 for the square above
=pXY ZXZ∗ ((Γf × idZ)∗((Γf × idZ)
∗pXY Z∗Y Z ((g,−TY Z/Y )) · p
XZ∗
X (t(1))))
by Axiom 18 for Γf × idZ
=pXY ZXZ∗ ((Γf × idZ)∗((f × idZ)
∗((g,−TY Z/Y )) · p
XZ∗
X (t(1))))
by Axiom 9
=pXY ZXZ∗ (Γf × idZ)∗((f × idZ)
∗(g) · pXZ∗X (t(1)),−TXZ/X +NXZ/XY Z − (Γf × idZ)
∗TXY Z/XZ)
by definition of the product and pull-back and Lemma 3.3
=s(((f × idZ)
∗(g) · pXZ∗X (t(1)),−TXZ/X +NXZ/XY Z − (Γf × idZ)
∗TXY Z/XZ))
by Axiom 19 and s is the isomorphism cancelling NXZ/XY Z ∼= (Γf × idZ)
∗TXY Z/XZ
=(f × idZ)
∗(g) · s(pXZ∗X (t(1)))
by bifunctoriality of product with respect to twists
=(f × idZ)
∗(g) · pXZ∗X (1)
by functoriality of pull-back with respect to twists
=(f × idZ)
∗(g)
by the definition of identity and Axiom 9

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Proposition 5.3. Let f : X −→ Y be a morphism in C˜orS and g : Y −→ Z be a smooth
morphism in Sm/S. Let t be the composition
− TXY/X
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z − TXY/X
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z − (idX × Γg)
∗TXY Z/XZ
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z −NXY/XY Z − TXY/XZ
−→− (idX × Γg)
∗TXYZ/XY − TXY/XZ
−→− (idX × g)
∗TXZ/X − TXY/XZ .
Then we have
γ˜(g) ◦ f = (idX × g)∗(t(f)),
where the right-hand side means the image into the direct limit.
Proof. We have a Cartesian square
Y
Γg
// Y Z
XY
pXYY
OO
idX×Γg
// XY Z,
pXY ZY Z
OO
an isomorphism s : 0 −→ NY/Y Z − Γ
∗
gTY Z/Y and an isomorphism r : −TXY/X −→ NXY/XY Z −
(idX × Γg)∗TXYZ/XY − TXY/X . Suppose f comes from some group with support. So
γ˜(g) ◦ f
=pXY ZXZ∗ (p
XY Z∗
Y Z Γg∗((s(1), NY/Y Z − Γ
∗
gTY Z/Y )) · p
XY Z∗
XY ((f,−TXY/X))
by definition
=pXY ZXZ∗ ((idX × Γg)∗p
XY ∗
Y ((s(1), NY/Y Z − Γ
∗
gTY Z/Y )) · p
XY Z∗
XY (f))
by Axiom 16 for the square above
=pXY ZXZ∗ (idX × Γg)∗(p
XY ∗
Y ((s(1), NY/Y Z − Γ
∗
gTY Z/Y )) · (idX × Γg)
∗pXY Z∗XY (f))
by Axiom 18 for idX × Γg
=pXY ZXZ∗ (idX × Γg)∗(r((idX × Γg)
∗pXY Z∗XY (f)))
by functoriality of pull-back and product with respect to twists
=(idX × g)∗(t((idX × Γg)
∗pXY Z∗XY (f)))
by Axiom 19
=(idX × g)∗(t(f))
by Axiom 9.

Proposition 5.4. Let f : X −→ Y be a morphism in C˜orS and g : Y −→ Z be a closed
immersion in Sm/S. Let t′ be the composition
− TXY/X
−→− TXY/X +NXY/XY Z − (idX × Γg)
∗TXYZ/XY
−→− TXY/X + (idX × Γg)
∗TXY Z/XZ +NXY/XZ − (idX × Γg)
∗TXY Z/XY
−→− TXY/X + TXY/X +NXY/XZ − (idX × Γg)
∗TXY Z/XY
−→NXY/XZ − (idX × Γg)
∗TXY Z/XY
−→NXY/XZ − (idX × g)
∗TXZ/X .
Then we have
γ˜(g) ◦ f = (idX × g)∗(t
′(f)),
where the right-hand side means the image into the direct limit.
Proof. The same as the above proposition. 
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Now we would like to simplify the isomorphisms t and t′ above. This will involve more
complicated calculations in the category of virtual vector bundles.
Lemma 5.2. Suppose we have a commutative diagram in Sm/k with the square being Cartesian:
Y
i

idY
  ❆
❆❆
❆❆
❆❆
❆
j

X //

Y
f

Z
g
// S,
where f , g are smooth and i is a closed immersion.
(1) If j is a closed immersion, then the following diagram commutes
TX/Y |Y + TY/S

TX/S |Yoo // TX/Z |Y + TZ/S |Y

NY/X + TY/S

TX/Z |Y +NY/Z + TY/S // TX/Z |Y + TY/S +NY/Z .
(2) If j is smooth, then the following diagram commutes
TX/Y |Y + TY/S

TX/S |Yoo // TX/Z |Y + TZ/S |Y

NY/X + TY/S

NY/X + TY/Z + TZ/S |Y // TY/Z +NY/X + TZ/S |Y .
Proof. In both cases, there is a commutative diagrams with exact row and column
0

TY/S
 ❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
0 // TX/Y |Y //
∼=
%%❏
❏❏
❏❏
❏❏
❏❏
TX/S |Y //

TY/S // 0
NY/X

0.
It induces a commutative diagram
TX/S |Y //

TX/Y |Y + TY/S
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
TY/S +NY/X
by Theorem 2.1, (3).
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(1) We have a commutative diagram with exact columns and rows
0

0

TY/S

TY/S

0 // TX/Z |Y // TX/S |Y

// TZ/S |Y //

0
0 // TX/Z |Y // NY/X //

NY/Z //

0
0 0,
So we get the following commutative diagram by Theorem 2.1, (3)
TX/S |Y //

TX/Z |Y + TZ/S |Y // TX/Z |Y + TY/S +NY/Z
tt❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
TY/S +NY/X

TY/S + TX/Z |Y +NY/Z .
Furthermore, there is an obvious commutative diagram
NY/X + TY/S

TY/S +NY/X //oo TY/S + TX/Z |Y +NY/Z

TX/Z |Y +NY/Z + TY/S // TX/Z |Y + TY/S +NY/Z
.
So the statement follows by combining the diagrams above.
(2) We have a commutative diagram with exact columns and rows
0

0

0 // TY/Z //

TY/S

// TZ/S |Y // 0
0 // TX/Z |Y //

TX/S |Y //

TZ/S |Y // 0
NY/X

NY/X

0 0
Then the statement follows by the same method as in (1) by applying Theorem 2.1, (2)
to the diagram above.

Lemma 5.3. Suppose X,Y, Z ∈ Sm/S and g : Y −→ Z is a morphism in Sm/S.
(1) If g is a closed immersion, then the isomorphism t in Proposition 5.3 is equal to
−TXY/X −→ NXY/XZ −NXY/XZ − TXY/X −→ NXY/XZ − (idX × g)
∗TXZ/X .
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(2) If g is smooth, then the isomorphism t′ in Proposition 5.4 is equal to
−TXY/X −→ −(idX × g)
∗TXZ/X − TXY/XZ .
Proof. We have a commutative diagram in Sm/k with the square being Cartesian:
XY
idX×Γg
idXY
''P
PP
PP
PP
PP
PP
P
idX×g

XY Z
pXY ZXY
//
pXY ZXZ

XY
pXYX

XZ
pXZX
// X.
(1) We show that the composition
− TXY/X
−→− TXY/X +NXY/XY Z − (idX × Γg)
∗TXYZ/XY
−→− TXY/X + (idX × Γg)
∗TXY Z/XZ +NXY/XZ − (idX × Γg)
∗TXY Z/XY
−→NXY/XZ − (idX × Γg)
∗TXY Z/XY
−→NXY/XZ − (idX × g)
∗TXZ/X
−→NXY/XZ −NXY/XZ − TXY/X
−→− TXY/X
is just id−TXY/X . It is equal to
− TXY/X
−→− TXY/X +NXY/XY Z − (idX × Γg)
∗TXYZ/XY
−→− TXY/X − (idX × Γg)
∗TXYZ/XY +NXY/XY Z
−→− TXY/X − (idX × g)
∗TXZ/X +NXY/XY Z
−→− TXY/X −NXY/XZ − TXY/X +NXY/XY Z
−→− TXY/X −NXY/XZ − TXY/X + (idX × Γg)
∗TXYZ/XZ +NXY/XZ
−→−NXY/XZ − TXY/X +NXY/XZ
−→− TXY/X ,
where the sixth arrow is the cancellation map between the first and the fourth term. By
Lemma 5.2, (1) and the commutative diagram above, we have a commutative diagram
(idX × Γg)
∗TXY Z/XY + TXY/X

(idX × Γg)
∗TXY Z/Xoo

NXY/XY Z + TXY/X

(idX × Γg)∗TXY Z/XZ + (idX × g)
∗TXZ/X

(idX × Γg)∗TXY Z/XZ +NXY/XZ + TXY/X // (idX × Γg)
∗TXY Z/XZ + TXY/X +NXY/XZ .
Hence the composition above is equal to
− TXY/X
−→− TXY/X +NXY/XY Z − (idX × Γg)
∗TXYZ/XY
−→− TXY/X − (idX × Γg)
∗TXYZ/XY +NXY/XY Z
−→− TXY/X −NXY/XY Z +NXY/XY Z
−→− TXY/X −NXY/XZ − (idX × Γg)
∗TXY Z/XZ +NXY/XY Z
−→− TXY/X −NXY/XZ − (idX × Γg)
∗TXY Z/XZ + (idX × Γg)
∗TXY Z/XZ +NXY/XZ
−→− TXY/X ,
which gives the result.
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(2) We show that the composition
− TXY/X
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z − TXY/X
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z − (idX × Γg)
∗TXY Z/XZ
−→− (idX × Γg)
∗TXYZ/XY +NXY/XY Z −NXY/XY Z − TXY/XZ
−→− (idX × Γg)
∗TXYZ/XY − TXY/XZ
−→− (idX × g)
∗TXZ/X − TXY/XZ
−→− TXY/X
is just id−TXY/X . By Lemma 5.2, (2) and the commutative diagram in the beginning,
we get a commutative diagram
(idX × Γg)∗TXY Z/XY + TXY/X

(idX × Γg)∗TXY Z/Xoo

NXY/XY Z + TXY/X

(idX × Γg)∗TXY Z/XZ + (idX × g)
∗TXZ/X

NXY/XY Z + TXY/XZ + (idX × g)
∗TXZ/X // TXY/XZ +NXY/XY Z + (idX × g)
∗TXZ/X .
Hence the composition given is equal to
− TXY/X
−→− (idX × Γg)
∗TXY Z/XY +NXY/XY Z − TXY/X
−→− (idX × Γg)
∗TXY Z/XY − TXY/X +NXY/XY Z
−→−NXY/XY Z − TXY/X +NXY/XY Z
−→−NXY/XY Z − (idX × g)
∗TXZ/X − TXY/XZ +NXY/XY Z
−→− (idX × g)
∗TXZ/X − TXY/XZ
−→− TXY/X ,
where the fifth arrow is the cancellation between the first and the fourth term. Hence
the result follows.

Proposition 5.5. For any X ∈ Sm/S, γ˜(idX) is an identity. That is, for any X,Y ∈ Sm/S,
f ∈ C˜orS(X,Y ), g ∈ C˜orS(Y,X), we have
γ˜(idY ) ◦ f = f, g ◦ γ˜(idX) = g.
Proof. The second equation follows by Proposition 5.2 and the first one follows from Lemma
5.2, (1) and Proposition 5.3. 
So combining Proposition 5.1 and Proposition 5.5, we have proved that C˜orS is indeed a
category.
Let’s prove that γ˜ is indeed a functor.
Proposition 5.6. For any X
f
// Y
g
// Z in Sm/S, we have
γ˜(g ◦ f) = γ˜(g) ◦ γ˜(f).
Proof. Suppose at first f is a closed immersion or smooth. We have a Cartesian square
XZ
f×idZ // Y Z
X
Γg◦f
OO
f
// Y
Γg
OO
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and two cancelling ismorphisms a : NY/Y Z − Γ
∗
gTY Z/Y −→ 0 and b : NX/XZ − Γ
∗
fTXZ/X −→ 0.
For convenience, we denote the induced morphisms between E still by a and b, respectively.
Then we have
γ˜(g) ◦ γ˜(f)
=(f × idZ)
∗(γ˜(g))
by Proposition 5.2
=(f × idZ)
∗(Γg∗(a
−1(1), NY/Y Z − Γ
∗
gTY Z/Y ))
by definition of γ˜
=(Γg◦f )∗f
∗(a−1(1))
by Axiom 16 for the square above
=(Γg◦f )∗(b
−1(1))
by Axiom 9 and functoriality of pull-back with respect to twists
=γ˜(g ◦ f)
by definition of γ˜.
Now suppose f = p ◦ i in Sm/S where p is smooth and i is a closed immersion. Then
γ˜(g) ◦ γ˜(f) = γ˜(g) ◦ γ˜(i) ◦ γ˜(p) = γ˜(i ◦ g) ◦ γ˜(p) = γ˜(g ◦ f)
by the statements above. 
Definition 5.4. Define P˜ Sh(S) to be the category of contravariant additive functors from C˜orS
to Ab as in [DF17, Definition 1.2.1] and [MVW06, Definition 2.1], which are called presheaves
with E-transfers over S. Define moreover S˜h(S) to be its full subcategory with objects the
presheaves whose restriction to Sm/S via γ˜ are Nisnevich sheaves. We call them sheaves with
E-transfers over S.
Definition 5.5. Let X,Y ∈ Sm/S, we define c˜S(X) by c˜S(X)(Y ) = C˜orS(Y,X). It is the
presheaf with E-transfers representing X.
We recall the following three propositions which are the technical heart when dealing with
Nisnevich sheaves:
Proposition 5.7. Let f : X −→ S be a morphism locally of finite type between locally noetherian
schemes. Suppose I is a directed set and {Ti} is an inverse system of S-schemes such that for
any i1  i2, the morphism Ti2 −→ Ti1 is affine. Then lim←−i
Ti exists in the category of S-schemes
and we have
HomS(lim←−
i
Ti, X) = lim−→
i
HomS(Ti, X).
Proof. See [Pro, Lemma 2.2] and [Pro, Proposition 6.1]. 
Now let A be a noetherian ring and p ∈ SpecA. Consider the set I whose elements are pairs
(B, q), where B is a connected e´tale A-algebra, q ∈ SpecB, q ∩ A = p and k(p) = k(q). Set
(B1, q1)  (B2, q2) if there is an A-algebra morphism (always unique if exists) f : B1 −→ B2
such that f−1(q2) = q1.
Proposition 5.8. The set I is a directed set and we have
lim
−→
(B,q)
B ∼= Ahp ,
where the right hand side is the Henselization of Ap.
Proof. See the remarks around [Mil80, Lemma 4.8] and see for example [Mil80, Theorem 4.2]
for basic properties of Henselian rings. 
Proposition 5.9. Let U , X, Y be locally noetherian schemes, p : U −→ X be a Nisnevich
covering and f : X −→ Y be a finite morphism. Then for every y ∈ Y , there exists a scheme
V with an e´tale morphism V −→ Y being Nisnevich at y such that the morphism U ×Y V −→
X ×Y V has a section.
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Proof. Consider the following commutative diagram with Cartesian squares:
U
p
// X
f
// Y
R2
α //
γ
OO
R1
β
//
OO
SpecOhY,y.
OO
Since β is a finite morphism, R1 is a finite direct product of Henselian rings (see [Mil80, Theorem
4.2]). Hence α has a section s since it is Nisnevich at every maximal ideal of R1. Pick an affine
neighbourhood U0 of y. By [Pro, Lemma 2.3] and Proposition 5.8,
R1 = ( lim←−
(B,q)(OY (U0),y)
SpecB)×U0 f
−1(U0) = lim←−
(B,q)(OY (U0),y)
(SpecB ×U0 f
−1(U0)),
hence there exists a (B, q)  (OY (U0), y) such that γ ◦ s factor through the projection
lim
←−
(B,q)(OY (U0),y)
(SpecB ×U0 f
−1(U0)) −→ SpecB ×U0 f
−1(U0)
by using Proposition 5.7 for p. And we finally let V = SpecB. 
Now we are going to prove a similar result as in [DF17, Lemma 1.2.6].
Proposition 5.10. Let X,U ∈ Sm/S and p : U −→ X be a Nisnevich covering. Denote the
n-fold product A×B A×B · · ·A by AnB for any schemes A and B. Then the following complex
· · · // c˜S(UnX)
dn // · · · // c˜S(U ×X U)
d2 // c˜S(U)
d1 // c˜S(X)
d0 // 0,
denoted by C˘(U/X), is exact after sheafifying as a complex of P˜ Sh(S). Here, if pi : U
n
X −→ U
n−1
X
is the projection omitting i-th factor, then dn =
∑
i(−1)
i−1c˜S(pi).
Proof. For Y ∈ Sm/S, we are to prove that the complex is exact at every point y ∈ Y . Now
assume we have an element a ∈ C˜orS(Y, U
n
X) such that dn(a) = 0. We may suppose that there
is a T ∈ AS(Y,X) such that a comes from E
dX−dS
Rn ((Y ×SU)
n
Y×SX
,−TY×SUnX/Y ) and dn(a) = 0,
where Rn is defined by the following Cartesian squares (R := R1)
Rn //

Y ×S UnX

// UnX

T // Y ×S X // X.
By Proposition 5.9, there is a Nisnevich neighbourhood V of y such that the map p : R×Y V −→
T ×Y V has a section s, which is both an open immersion and a closed immersion (see [Mil80,
Corollary 3.12]). And let D = (R ×Y V ) \ s(T ×Y V ). Then dn(a|V×SUnX ) = 0. We have a
commutative diagram
V ×S UnX
//

Y ×S UnX

V ×S X // Y ×S X,
Cartesian squares
Rn ×Y V //

V ×S UnX

// V

Rn // Y ×S U
n
X
// Y,
T ×Y V
s //
s

(V ×S U) \D

R×Y V // V ×S U,
equations
Y ×S U
n
X = (Y ×S U)
n
Y×SX ,
V ×S U
n
X = (V ×S U)
n
V×SX ,
Rn = RnT ,
Rn ×Y V = (R×Y V )
n
T×Y V = (T ×Y×SX (V ×S U))
n
T×Y V ,
(R ×Y V )
n
T×Y V = (R×Y V )
n
V×SX ,
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and a diagram of Cartesian squares with right-hand vertical maps being e´tale:
(R ×Y V )
n
T×Y V
//
idn×s

id
##
(V ×S U)
n
V×SX
×V×SX ((V ×S U) \D) :=W
n+1
jn+1

(R ×Y V )
n+1
T×Y V
//
pn+1

(V ×S U)
n+1
V×SX
pn+1

(R ×Y V )
n
T×Y V
// (V ×S U)
n
V×SX
,
where pn+1 denotes the projection omitting the last factor. Moreover, the maps
EdX−dSRn×Y V ((V ×S U)
n
V×SX
,−TV×SUnX/V )
(pn+1◦jn+1)
∗
// EdX−dSRn×Y V (W
n+1,−TV×SUn+1X /V
|Wn+1)
and
EdX−dSRn×Y V ((V ×S U)
n+1
V×SX
,−TV×SUn+1X /V
)
j∗n+1
// EdX−dSRn×Y V (W
n+1,−TV×SUn+1X /V
|Wn+1)
are isomorphisms with respective inverses (pn+1 ◦ jn+1)∗ and (jn+1)∗ by Axiom 20.
Let’s consider the element
b := ((j∗n+1)
−1 ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
) ∈ EdX−dSRn×Y V ((V ×S U)
n+1
V×SX
,−TV×SUn+1X /V
),
where we have used the isomorphism
p∗n+1TV×SUnX/V −→ TV×SUn+1X /V
since U −→ X is e´tale. Then
dn+1(b) =
n+1∑
i=1
(−1)i−1c˜S(pi)(b) =
n+1∑
i=1
(−1)i−1pi∗(ti,n+1(b))
by Proposition 5.3, where
ti,n+1 : −TV×SUn+1X /V
−→ −(idV ×S pi)
∗T(V×SUnX )/V − T(V×SUn+1X )/(V×SUnX)
is the isomorphism as in the Proposition 5.3 applying to
V
b // Un+1X
pi
// UnX .
If 1 ≤ i < n+ 1, we have Cartesian squares
Wn+1
pn+1◦jn+1
//
pi

(V ×S U)nV×SX
pi

Wn
pn◦jn // (V ×S U)
n−1
V×SX
Wn+1
jn+1
//
pi

(V ×S U)
n+1
V×SX
pi

Wn
jn // (V ×S U)nV×SX .
So
pi∗(ti,n+1(b))
=(pi∗ ◦ ti,n+1 ◦ (j
∗
n+1)
−1 ◦ (pn+1 ◦ jn+1)
∗)((a|(V×SU)nV×SX
,−TV×SUnX/V ))
by definition
=(pi∗ ◦ (j
∗
n+1)
−1 ◦ j∗n+1(ti,n+1) ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
)
by functoriality of pullback with respect to twists
=((j∗n)
−1 ◦ pi∗ ◦ j
∗
n+1(ti,n+1) ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
)
by Axiom 15 for the right square above
=((j∗n)
−1 ◦ pi∗ ◦ (pn+1 ◦ jn+1)
∗ ◦ ti,n)(a|(V×SU)nV×SX
)
by functoriality of pull-back with respect to twists
=((j∗n)
−1 ◦ (pn ◦ jn)
∗ ◦ pi∗ ◦ ti,n)(a|(V×SU)nV×SX
)
by Axiom 15 for the left square above.
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Now let i = n+ 1, we have
pn+1∗(tn+1,n+1(b))
=(pn+1∗ ◦ tn+1,n+1 ◦ (j
∗
n+1)
−1 ◦ (pn+1 ◦ jn+1)
∗)((a|(V×SU)nV×SX
,−TV×SUnX/V ))
by definition
=(pn+1∗ ◦ tn+1,n+1 ◦ jn+1∗ ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
)
by Axiom 20
=(pn+1∗ ◦ jn+1∗ ◦ j
∗
n+1(tn+1,n+1) ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
)
by functoriality of push-forwards with respect to twists
=((pn+1 ◦ jn+1)∗ ◦ (pn+1 ◦ jn+1)
∗)(a|(V×SU)nV×SX
)
by Axiom 12 and Lemma 5.3, (2)
=a|(V×SU)nV×SX
by Axiom 20.
Hence
dn+1(b)
=((j∗n)
−1 ◦ (pn ◦ jn)
∗ ◦ dn)(a|(V×SU)nV×SX
) + (−1)na|(V×SU)nV×SX
=(−1)na|(V×SU)nV×SX
.
So the complex is exact after Nisnevich sheafication. 
Then by the same proofs as in the [DF17, 1.2.7-1.2.11], we have the following result:
Proposition 5.11. (1) The forgetful functor o˜ : S˜h(S) −→ P˜ Sh(S) has a left adjoint a˜ such
that the following diagram commutes:
PSh(S)
a

P˜ Sh(S)
γ˜∗oo
a˜

Sh(S) S˜h(S)
γ˜∗oo
,
where a is the Nisnevich sheafication functor with respect to the smooth site over S.
(2) The category S˜h(S) is a Grothendieck abelian category and the functor a˜ is exact.
(3) The functor γ˜∗ appearing in the lower line of the preceding diagram, admits a left adjoint
γ˜∗, and commutes with every limits and colimits.
Proof. The same as [DF17, Proposition 1.2.11]. 
Definition 5.6. Given any X ∈ Sm/S, we define Z˜S(X) = a˜(c˜S(X)). We denote Z˜S(S) by
1S.
Proposition 5.12. Let X ∈ Sm/S and U1 ∪U2 = X be a Zariski covering. Then the following
complex is exact as sheaves with E-transfers:
0 −→ Z˜S(U1 ∩ U2) −→ Z˜S(U1)⊕ Z˜S(U2) −→ Z˜S(X) −→ 0.
Proof. See [MVW06, Proposition 6.14] with use of Proposition 5.10. 
Definition 5.7. Let Xi, Yi ∈ Sm/S, i = 1, 2, for any f1 ∈ C˜orS(X1, Y1), f2 ∈ C˜orS(X2, Y2).
Define
f1 ×S f2 = p
∗
1f1 · p
∗
2f2 ∈ C˜or(X1 ×S X2, Y1 ×S Y2)
to be the exterior product of f1 and f2, where pi : X1×SX2×S Y1×S Y2 −→ Xi×S Yi, i = 1, 2 are
the projections. Here we have used the isomorphism −TX1X2Y1Y2/X1X2 −→ −TX1X2Y1Y2/X1X2Y2−
TX1X2Y1Y2/X1X2Y1 .
Now we are going to show that exterior products are compatible with compositions.
48 NANJUN YANG
Lemma 5.4. Let Xi, Yi, Zi ∈ Sm/S, i = 1, 2, we have maps pi13 : XiYiZi −→ XiZi, ai :
X1X2Y1Y2Z1Z2 −→ XiYiZi and p13 : X1X2Y1Y2Z1Z2 −→ X1X2Z1Z2. Suppose αi ∈ E
dYi+dZi
Ci
((pi13)
∗vi−
TXiYiZi/XiZi) where Ci ∈ AS(Xi, YiZi) and vi ∈ PXiZi). Then we have
b∗1p
1
13∗(α1) · b
∗
2p
2
13∗(α2) = p13∗(a
∗
1(α1) · a
∗
2(α2)),
where we have used the isomorphism (exchanging the middle two terms and then merging the
last two terms) from
a∗1(p
1
13)
∗v1 − TX1X2Y1Y2Z1Z2/X1X2Y2Z1Z2 + a
∗
2(p
2
13)
∗v2 − TX1X2Y1Y2Z1Z2/X1X2Y1Z1Z2
to
p∗13(b
∗
1(v1) + b
∗
2(v2))− TX1X2Y1Y2Z1Z2/X1X2Z1Z2
in the right hand side.
Proof. We have two Cartesian squares
X2Y2Z2
p213 // X2Z2
X1X2Y1Y2Z1Z2
a2
OO
q
// X1X2Y1Z1Z2
p25
OO
X1Y1Z1
p113 // X1Z1
X1X2Y1Z1Z2
p1245 //
p
OO
X1X2Z1Z2
b1
OO
and equations p25 = b2 ◦ p1245, p ◦ q = a1 and p13 = p1245 ◦ q. Then we have
b∗1p
1
13∗((α1, (p
1
13)
∗vi − TX1Y1Z1/X1Z1)) · b
∗
2p
2
13∗(α2)
=(p1245)∗p
∗(α1) · b
∗
2p
2
13∗(α2)
by Axiom 15 for the right square above
=(p1245)∗(p
∗(α1) · p
∗
1245b
∗
2p
2
13∗(α2))
by Axiom 17 for p1245
=(p1245)∗(p
∗(α1) · p
∗
25p
2
13∗(α2))
by Axiom 9
=(p1245)∗(p
∗(α1) · q∗a
∗
2(α2))
by Axiom 15 for the left square above
=(p1245)∗q∗(q
∗p∗(α1) · a
∗
2(α2))
by Axiom 17 for q
=(p1245)∗q∗(a
∗
1(α1) · a
∗
2(α2))
by Axiom 9
=p13∗(a
∗
1(α1) · a
∗
2(α2))
by Axiom 12.

Proposition 5.13. Let Xi, Yi, Zi ∈ Sm/S, fi ∈ C˜orS(Xi, Yi), gi ∈ C˜orS(Yi, Zi) where i = 1, 2.
Then
(g1 ×S g2) ◦ (f1 ×S f2) = (g1 ◦ f1)×S (g2 ◦ f2).
Proof. We have a commutative diagram (i = 1, 2)
Y1Y2Z1Z2
qi×ri // YiZi
X1X2Y1Y2Z1Z2
p23
OO
p12

ai //
p13
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
XiYiZi
pi13 //
pi23
OO
pi12

XiZi
X1X2Y1Y2
pi×qi // XiYi X1X2Z1Z2
bi
OO
.
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Then
(g1 ×S g2) ◦ (f1 ×S f2)
=p13∗(p
∗
23((q1 × r1)
∗g1 · (q2 × r2)
∗g2) · p
∗
12((q1 × r1)
∗f1 · (q2 × r2)
∗f2)
by definition
=p13∗(a
∗
1(p
1
23)
∗(g1) · a
∗
2(p
2
23)
∗(g2) · a
∗
1(p
1
12)
∗(f1) · a
∗
2(p
2
12)
∗(f2))
by Axiom 10 and Axiom 9.
=p13∗(c(a
∗
1(p
1
23)
∗(g1) · a
∗
1(p
1
12)
∗(f1) · a
∗
2(p
2
23)
∗(g2) · a
∗
2(p
2
12)
∗(f2)))
by Axiom 6 and Axiom 16, c = c(a∗1(p
1
12)
∗(−TX1Y1/X1), a
∗
2(p
2
23)
∗(−TY2Z2/Y2))
=p13∗(c(a
∗
1((p
1
23)
∗(g1) · (p
1
12)
∗(f1)) · a
∗
2((p
2
23)
∗(g2) · (p
2
12)
∗(f2))))
by Axiom 10
=b∗1p
1
13∗((p
1
23)
∗(g1) · (p
1
12)
∗(f1)) · b
∗
2p
2
13∗((p
2
23)
∗(g2) · (p
2
12)
∗(f2))
by Lemma 5.4
=b∗1(g1 ◦ f1) · b
∗
2(g2 ◦ f2)
by definition
=(g1 ◦ f1)×S (g2 ◦ f2)
by definition.

Here are some basic constructions of presheaves or sheaves with E-transfers.
For any F ∈ P˜ Sh(S) and X ∈ Sm/S, we define FX ∈ P˜ Sh(S) by FX(Y ) = F (X ×S Y ). If
F ∈ S˜h(S), then it’s clear that FX ∈ S˜h(S) also. We define C∗F for any F ∈ S˜h(S) to be a
complex with (C∗F )n = F
△n as in [MVW06, Definition 2.14].
A pointed scheme is a pair (X, x) where X ∈ Sm/S and x : S −→ X is a S-rational point.
For any pointed scheme (X, x), we define
Z˜S(X, x) = Coker( 1S
x // Z˜S(X) ).
Then we define Z˜S(q) = Z˜S(Gm, 1)
⊗q[−q] for q ≥ 0 and we set Z˜S = Z˜S(0) = 1S . The notation
like Z˜S(q)[2q] means (Z˜S(1)[2])
⊗q.
The following definitions comes from [SV, Lemma 2.1].
Definition 5.8. Suppose Fi, G ∈ P˜ Sh(S), i = 1, · · · , n(n ≥ 2). A multilinear function ϕ :
F1 × · · · × Fn −→ G is a collection of multilinear maps of abelian groups
ϕ(X1,··· ,Xn) : F1(X1)× · · · × Fn(Xn) −→ G(X1 ×S · · · ×S Xn)
for every Xi ∈ Sm/S, such that for every f ∈ C˜orS(Xi, X ′i), we have a commutative diagram
· · · × Fi(X ′i)× · · ·
ϕ(··· ,X′i,··· )//
···×f×···

G(· · · ×S X ′i ×S · · · )
G(···×f×··· )

· · · × Fi(Xi)× · · ·
ϕ(··· ,Xi,··· )
// G(· · · ×S Xi ×S · · · )
.
Definition 5.9. Suppose Fi, G ∈ P˜ Sh(S), i = 1, · · · , n(n ≥ 2) (resp. S˜h(S)). The tensor
product F1 ⊗
pr
S · · · ⊗
pr
S Fn (resp. F1 ⊗S · · · ⊗S Fn) is a presheaf (resp. sheaf) with E-transfers G
such that for any H ∈ P˜ Sh(S) (resp. S˜h(S)), we have
HomS(G,H) ∼= {Multilinear functions F1 × · · · × Fn −→ H}
naturally.
For any F,G ∈ P˜ Sh(S), we can construct F ⊗prS G ∈ P˜ Sh(S) as in the discussion before
[SV, Lemma 2.1]. It has the universal property above. Moreover, we define HomS(F,G) to
be a presheaf with E-transfers which sends X ∈ Sm/S to HomS(F,GX). And if F,G are
sheaves with E-transfers, we define F ⊗S G = a˜(F ⊗
pr
S G). If G is a sheaf with E-transfers, it’s
clear that HomS(F,G) is also a sheaf with E-transfers. Finally, it’s clear from definition that
F ⊗prS G
∼= G⊗
pr
S F and F ⊗S G
∼= G⊗S F .
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Proposition 5.14. For any F,G,H ∈ P˜ Sh(S), we have isomorphisms
HomS(F ⊗
pr
S G,H)
∼= HomS(F,HomS(G,H)),
HomS(F ⊗
pr
S G,H)
∼= HomS(G,HomS(F,H))
being functorial in three variables. Simililarly, for any F,G,H ∈ S˜h(S), we have isomorphisms
HomS(F ⊗S G,H) ∼= HomS(F,HomS(G,H)),
HomS(F ⊗S G,H) ∼= HomS(G,HomS(F,H))
being functorial in three variables.
Proof. This is clear from the definition of the bilinear map. 
Moreover, if we have F,G,H ∈ S˜h(S), it’s easy to see by the above proposition that (F ⊗S
G) ⊗S H and F ⊗S (G ⊗S H) are all isomorphic to F ⊗S G ⊗S H . So the tensor product is
associative. And finally one checks that ⊗S (resp. ⊗
pr
S ) gives S˜h(S) (resp. P˜ Sh(S)) a symmetric
closed monoidal structure.
Proposition 5.15. If a morphism f : F1 −→ F2 of presheaves with E-transfers becomes an
isomorphism after sheafifying, then so does the morphism f ⊗prS G for any presheaf with E-
transfers G.
Proof. The condition is equivalent to the map HomS(f,H) is an isomorphism between abelian
groups for any sheaf with E-transfers H . And
HomS(f ⊗
pr
S G,H)
∼= HomS(f,HomS(G,H))
by the proposition above. 
Proposition 5.16. For any X,Y ∈ Sm/S, we have
Z˜S(X)⊗S Z˜S(Y ) ∼= Z˜S(X ×S Y )
as sheaves with E-transfers.
Proof. We have c˜S(X)⊗
pr
S c˜S(Y )
∼= c˜S(X×SY ) just by the exterior products of correspondences.
Then the statement follows by Proposition 5.15. 
Now we are going to prove some functorial properties between sheaves with E-transfers over
different bases. Our approach is quite similar as in [De´g].
The following lemma is useful when constructing adjunctions, see [De´g, 2.5.1].
Lemma 5.5. Let ϕ : C −→ D be a functor between small categories and M be a category with
arbitrary colimits. Then the functor
ϕ∗ : PreShv(D ,M ) −→ PreShv(C ,M )
(see [Ayo, Definition 4.4.1]) defined by ϕ∗(F ) = F ◦ ϕ has a left adjoint ϕ∗.
Proof. Suppose G ∈ PreShv(C ,M ). For every object Y ∈ D , define CY to be the category
whose objects are HomD(Y, ϕX) and morphisms from a1 : Y −→ ϕX1 to a2 : Y −→ ϕX2 are
b ∈ HomC (X1, X2) such that a2 = ϕ(b) ◦ a1. We have a contravariant functor
θY : CY −→ M
defined by θY (Y −→ ϕX) = GX . Then define (ϕ
∗G)Y = lim−→ θY . For any morphism c : Y1 −→
Y2 in D , we define (ϕ
∗G)(c) by the following commutative diagram
θY2(a)
ia

ia◦c
$$■
■■
■■
■■
■■
lim
−→
θY2(ϕ∗G)(c)
// lim
−→
θY1
for every a : Y2 −→ ϕX . One checks it is just what we want. 
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Definition 5.10. Suppose f : S −→ T is a morphism in Sm/k. For any X ∈ Sm/T , set
XS = X×T S ∈ Sm/S. For any X1, X2 ∈ Sm/T , denote by pf the projection (X1×T X2)S −→
X1 ×T X2. Define
ϕf : C˜orT −→ C˜orS
X 7−→ XS
g 7−→ gS
,
where g 7−→ gS : C˜orT (X1, X2) −→ C˜orS(XS1 , X
S
2 ) is the unique map such that the following
diagram commutes
E
dX2−dT
Z (X1 ×T X2,−TX1×TX2/X1)
p∗f
//

E
dX2−dS
p−1f (Z)
((X1 ×T X2)S ,−T(X1×TX2)S/XS1 )

C˜orT (X1, X2)
ϕf
// C˜orS(X
S
1 , X
S
2 )
,
for any Z ∈ AT (X1, X2).
Proposition 5.17. Suppose X1
g1 // X2
g2 // X3 are morphisms in C˜orT . Then
(g2 ◦ g1)
S = gS2 ◦ g
S
1 .
So ϕf : C˜orT −→ C˜orS is indeed a functor.
Proof. We have diagrams
X1 ×T X2
X1 ×T X3 X1 ×T X2 ×T X3
p12
OO
p13oo
p23

X2 ×T X3
, XS1 ×S X
S
2
XS1 ×S X
S
3 X
S
1 ×S X
S
2 ×S X
S
3
q12
OO
q13oo
q23

XS2 ×S X
S
3
,
and three Cartesian squares
X2 ×S X3
X1 ×T X3 X1 ×T X2 ×T X3
p13oo
p12 //
p23
OO
X1 ×S X2
XS1 ×S X
S
3
r
OO
XS1 ×S X
S
2 ×S X
S
3
q13oo
t
OO
q23

q12 // XS1 ×S X
S
2
p
OO
XS2 ×S X
S
3
q
DD
.
Suppose g1 and g2 come from cohomologies with admissible supports. We have
(g2 ◦ g1)
S
=r∗p13∗(p
∗
23(g2) · p
∗
12(g1))
by definition
=q13∗t
∗(p∗23(g2) · p
∗
12(g1))
by Axiom 15 for the left square above
=q13∗(q
∗
12p
∗(g2) · q
∗
23q
∗(g1))
by Axiom 10 and Axiom 9
=gS2 ◦ g
S
1
by definition.
And it’s easy to verify that γ˜(idY )
S = γ˜(idY S ) for any Y ∈ Sm/T . So ϕ
f is a functor. 
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It is straightforward to check that ϕf1◦f2 = ϕf2 ◦ ϕf1 .
Proposition 5.18. Suppose fi ∈ C˜orT (Xi, Yi) where i = 1, 2. Then
(f1 ×T f2)
S = fS1 ×S f
S
2 .
Proof. This follows from the commutative diagram
(X1Y1X2Y2)
S p
f
//
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
X1Y1X2Y2
%%❑
❑❑
❑❑
❑❑
❑❑
❑
yyss
ss
ss
ss
ss
(X1Y1)
S
pf
22(X2Y2)
S
pf
22X1Y1 X2Y2
.

Proposition 5.19. In the notations above, we have an adjoint pair
f∗ : S˜h(T )⇋ S˜h(S) : f∗,
where (f∗F )X = F ◦ ϕf for F ∈ S˜h(S).
Proof. By Lemma 5.5 applying to ϕf , we obtain an adjunction P˜ Sh(T )⇋ P˜ Sh(S) and we apply
the sheafication functor in Proposition 5.11 to get desired result. 
Obviously, we have (f1 ◦ f2)∗ = f∗2 ◦ f
∗
1 , (f1 ◦ f2)∗ = f1∗ ◦ f2∗.
Proposition 5.20. Suppose f : S −→ T is a morphism in Sm/k.
(1) For any Y ∈ Sm/T ,
f∗Z˜T (Y ) ∼= Z˜S(Y ×T S)
as sheaves with E-transfers.
(2) For any F ∈ S˜h(S) and Y ∈ Sm/T ,
(f∗F )
Y ∼= f∗(F
Y×TS)
as sheaves with E-transfers.
(3) For any F ∈ S˜h(T ) and G ∈ S˜h(S),
HomT (F, f∗G)
∼= f∗HomS(f
∗F,G)
as sheaves with E-transfers.
(4) For any F,G ∈ S˜h(T ), we have
f∗F ⊗S f
∗G ∼= f∗(F ⊗T G)
as sheaves with E-transfers.
Proof. (1) We have
HomS(f
∗Z˜T (Y ),−) ∼= HomT (Z˜T (Y ), f∗−) ∼= HomS(Z˜S(Y ×T S),−).
(2) This is because for any Z ∈ Sm/T
(f∗F )
Y Z = F ((Y ×T Z)×T S) ∼= F ((Z ×T S)×S (Y ×T S)) ∼= (f∗(F
Y×TS))Z
and Proposition 5.18.
(3) This is because for any Y ∈ Sm/T ,
HomT (F, f∗G)Y = HomT (F, (f∗G)
Y )
∼= HomT (F, f∗(G
Y×TS))
by (2)
∼= HomS(f
∗F,GY×TS)
= (f∗HomS(f
∗F,G))Y
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(4) This is because for any H ∈ S˜h(S),
HomS(f
∗F ⊗S f
∗G,H) ∼= HomS(f
∗G,HomS(f
∗F,H))
∼= HomT (G, f∗HomS(f
∗F,H))
∼= HomT (G,HomT (F, f∗H))
by (3)
∼= HomT (F ⊗T G, f∗H)
∼= HomS(f
∗(F ⊗T G), H)

From now on in this chapter, suppose f : S −→ T is a smooth morphism in Sm/k.
Definition 5.11. Suppose X1, X2 ∈ Sm/S, we have a closed immersion qf : X1 ×S X2 −→
X1 ×T X2. Define
ϕf : C˜orS −→ C˜orT
X 7−→ X
g 7−→ gT
,
where we see a smooth S-scheme as a smooth T -scheme via f and g 7−→ gT : C˜orS(X1, X2) −→
C˜orT (X1, X2) is the unique map such that the following diagram commutes
E
dX1−dS
Z (X1 ×S X2 − TX1×SX2/X1)
qf∗◦tf
//

E
dX1−dT
qf (Z)
(X1 ×T X2,−TX1×TX2/X1)

C˜orT (X1, X2)
ϕf
// C˜orS(X1, X2)
,
for any Z ∈ AS(X1, X2) (qf (Z) ∈ AT (X1, X2) since qf is a closed immersion), where tf is the
isomorphism
− TX1×SX2/X1
−→N(X1×SX2)/(X1×TX2) −N(X1×SX2)/(X1×TX2) − TX1×SX2/X1
−→N(X1×SX2)/(X1×TX2) − q
∗
fTX1×TX2/X1
For convenience, we may denote TX/Y by Tf for smooth f : X −→ Y and denote NX/Y by
Nf for a closed immersion f in the following few propositions.
Proposition 5.21. Suppose X1
g1 // X2
g2 // X3 be morphisms in C˜orS, we have
(g2 ◦ g1)T = g2T ◦ g1T .
So ϕf : C˜orS −→ C˜orT is indeed a functor.
Proof. We have Cartesian squares
X1 ×S X2
i // X1 ×T X2
X1 ×S X2 ×S X3
i′ //
q′12
OO
X1 ×T (X2 ×S X3)
q12
OO
,
X1 ×T (X2 ×S X3)
q
//
r

X1 ×T X2 ×T X3
p23

X2 ×S X3
j
// X1 ×T X3
,
X1 ×S X2 ×S X3 //
i′

(X1 ×S X2)×T X3

X1 ×T (X2 ×S X3)
q
// X1 ×T X2 ×T X3
,
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X1 ×S X2 ×S X3
i′

q′13 // X1 ×S X3
k

X1 ×T (X2 ×S X3)
p13◦q
// X1 ×T X3
.
and commutative diagrams
X1 ×T X2
X1 ×T (X2 ×S X3)
q
//
q12
OO
X1 ×T X2 ×T X3
p12
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
,
X1 ×S X2 ×S X3
i′ //
q′23 ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
X1 ×T (X2 ×S X3)
r

X2 ×S X3
.
Suppose g1 and g2 come from cohomologies with admissible supports, then we have
g2T ◦ g1T
=j∗tf (g2) ◦ i∗tf (g1)
by definition
=p13∗(p
∗
23j∗tf (g2) · p
∗
12i∗tf (g1))
by definition
=p13∗(q∗r
∗tf (g2) · p
∗
12i∗tf (g1))
by Axiom 16 for the second square above
=p13∗q∗(r
∗tf (g2) · q
∗p∗12i∗tf (g1))
by Axiom 18 for q
=p13∗q∗(r
∗tf (g2) · q
∗
12i∗tf (g1))
by Axiom 9
=p13∗q∗(r
∗tf (g2) · i
′
∗q
′∗
12tf (g1))
by Axiom 16 for the first square above
=p13∗q∗i
′
∗(i
′∗r∗tf (g2) · q
′∗
12tf (g1))
by Axiom 18 for i′
=p13∗q∗i
′
∗((q
′∗
23tf (g2) · q
′∗
12tf (g1), i
′∗Nq − i
′∗q∗p∗13TX1×TX3/X1 +Ni′ − i
′∗q∗Tp13))
by Axiom 9
=(p13 ◦ q)∗i
′
∗((q
′∗
23tf (g2) · q
′∗
12tf (g1),−i
′∗q∗p∗13TX1×TX3/X1 +Ni′ − i
′∗Tp13◦q))
by Axiom 19, (1) and functoriality of push-forwards with respect to twists
=k∗q
′
13∗((q
′∗
23tf (g2) · q
′∗
12tf (g1),−q
′∗
13k
∗TX1×TX3/X1 + q
′∗
13Nk − Tq′13))
by Axiom 19, (3) for the last square above.
Now we have to be more careful. We say a morphism f : A + B −→ C + D in a Picard
category contains a switch if there are morphisms g : A −→ D and h : B −→ C such that
f = c(D,C) ◦ (g + h). Conversely we say it doesn’t contains a switch if there are morphisms
g : A −→ C and h : B −→ D such that f = g + h. There is a commutative diagram with three
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squares being Cartesian
X1 ×S X2 ×S X3
q′
//
u
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
i′

(X1 ×S X2)×T X3
i′′

(X1 ×S X3)×T X2
v
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
X1 ×T (X2 ×S X3)
q
// X1 ×T X2 ×T X3
.
This induces a commutative diagram (all arrows contain a switch)
Nq′ + q
′∗Ni′′ //

Nu + u
∗Nv
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
Ni′ + i
′∗Nq
since they all come from exact sequences related to Ni′′◦q′ = Nv◦u = Nq◦i′ . Then we have a
commutative diagram (none arrow contains a switch except ϕ)
q′∗Ni′′ + i
′∗Nq //

Nu +Nq′ //

i′∗Nq + u
∗Nv

q′∗Ni′′ +Nq′ //
ϕ
66
Nu + u
∗Nv // i
′∗Nq +Ni′
by the diagram above. Hence the composition among morphisms without switch
q′∗Ni′′ + i
′∗Nq −→ Nu +Nq′ −→ i
′∗Nq + u
∗Nv
is equal to the morphism with a switch
q′∗Ni′′ + i
′∗Nq −→ i
′∗Nq + u
∗Nv
where the morphism q′∗Ni′′ −→ u∗Nv is given by the composition
q′∗Ni′′ −→ Ni′ −→ u
∗Nv.
So the composition among morphisms without switch
q′∗23Nj + q
∗
12Ni −→ Nq′ +Nu −→ q
′∗
13Nk + i
′∗Nq
is equal to the morphism with a switch
q′∗23Nj + q
∗
12Ni −→ q
′∗
13Nk + i
′∗Nq
where the morphism q∗12Ni −→ q
′∗
13Nk is given by the composition
q∗12Ni −→ Ni′ −→ q
′∗
13Nk
and the morphism q′∗23Nj −→ i
′∗Nq is got by pulling back the morphism
r∗Nj −→ Nq
along i′.
Moreover, there are commutative diagrams with squares being Cartesian
X1 ×S X2
i // X1 ×T X2 // X1
X1 ×S X2 ×S X3
q′12
OO
u //
i′

(X1 ×S X3)×T X2 //
OO

X1 ×S X3
OO

X1 ×T (X2 ×S X3)
q
// X1 ×T X3 ×T X2 // X1 ×T X3
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X2 ×S X3
j
// X2 ×T X3 // X2
X1 ×S X2 ×S X3
q′
//
q′23
OO
q′13

(X1 ×S X2)×T X3
OO

// X1 ×S X2
OO

X1 ×S X3
k // X1 ×T X3 // X1
,
which induce commutative diagrams where none right-hand vertical map contains a switch
i∗q′∗12TX1×TX2/X1
// q′∗12TX1×SX2/X1 + q
′∗
12Ni
u∗T(X1×SX3)×TX2/X1×SX3
//
OO

Tq′13 +Nu
OO

q∗Tp13 // i
′∗Tp13◦q + i
′∗Nq
,
q′∗23j
∗TX2×TX3/X2
// q′∗23TX2×SX3/X2 + q
′∗
23Nj
q′∗T(X1×SX2)×TX3/X1×SX2
//
OO

Tq′12 +Nq′
OO

k∗TX1×TX3/X1
// q′∗13TX1×SX3/X1 + q
′∗
13Nk
.
From all these calculations above together with functoriality of q′13∗ with respect to twists, we
see that
k∗q
′
13∗((q
′∗
23tf (g2) · q
′∗
12tf (g1),−q
′∗
13k
∗TX1×TX3/X1 + q
′∗
13Nk − Tq′13))
=k∗tf (q
′
13∗(q
′∗
23(g2) · q
′∗
12(g1)))
=(g2 ◦ g1)T
by definition.
Finally, we have to show that (idX)T = idX for any X ∈ Sm/S. We have the following
commutative diagram
X
△T
##❍
❍❍
❍❍
❍❍
❍❍
△S // X ×S X //
qf

X
X ×T X
;;✈✈✈✈✈✈✈✈✈
where △ means diagonal map. We have to show that the following diagram commutes
N△S −N△S // N△S −△
∗
STX×SX/X

△S∗
// −TX×SX/X
tf

0
OO

N△S +△
∗
S(Nqf − q
∗
fTX×TX/X)
△S∗ //

Nqf − q
∗
fTX×TX/X
qf∗

N△T −N△T // N△T −△
∗
TTX×TX/X
△T∗ // −TX×TX/X
.
The right two squares come from functoriality of push-forwards with respect to twists and Axiom
14. The left square comes from the following commutative diagram with exact rows
0 // N△S // N△T // △
∗
SNqf
// 0
0 // △∗STX×SX/X
∼=
OO
// △∗TTX×TX/X
∼=
OO
// △∗SNqf
id
OO
// 0
.
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
By using Axiom 14, it is straightforward to check that ϕf1◦f2 = ϕf1 ◦ ϕf2 .
Proposition 5.22. Suppose a ∈ C˜orS(X1, X2) and b ∈ C˜orT (Y1, Y2). Identifying (X1×SX2)×T
Y1×T Y2 with X1×SX2×S (Y1×T Y2)S and X1×T Y1×TX2×T Y2 with (X1×SY S1 )×T (X2×SY
S
2 ),
we have
aT ×T b = (a×S b
S)T .
Proof. We have a commutative diagram with the square being Cartesian
(X1 ×S X2)×T Y1 ×T Y2
r //
p1

p2
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
X1 ×T Y1 ×T X2 ×T Y2
q1

q2
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
X1 ×S X2 t
// X1 ×T X2 Y1 ×T Y2
.
Suppose a, b come from cohomologies with supports. Denote the isomorphism
−q∗1TX1×TX2/X1 − q
∗
2TY1×TY2/Y1 −→ −TX1×TX2×TY1×TY2/X1×TY1
by θ and the isomorphism
−p∗1TX1×SX2/X1 − p
∗
2TY1×TY2/Y1 −→ −TX1×SX2×SY S1 ×SY S2 /X1×SY S1
by η. Then
aT ×T b
=θ(q∗1t∗(tf (a)) · q
∗
2b)
by definition
=θ(r∗p
∗
1(tf (a)) · q
∗
2b)
by Axiom 16 for the square in the diagram
=θ(r∗(p
∗
1(tf (a)) · p
∗
2b))
by Proposition 18 for r and Axiom 10
=r∗r
∗(θ)((p∗1(tf (a)) · p
∗
2b, p
∗
1Nt − p
∗
1t
∗TX1×TX2/X1 − p
∗
2TY1×TY2/Y1))
by functoriality of push-forwards with respect to twists
=r∗(tf (η(p
∗
1(a) · p
∗
2b)))
=(a×S b
S)T
by definition.
Here the fifth equality comes from the following commutative diagram with exact rows and
columns
0

0

p∗2TY1×TY2/Y1

= // p∗2TY1×TY2/Y1

0 // r∗TX1Y1X2Y2/X1Y1
//

TX1X2Y S1 Y S2 /X1Y S1

// Nr //
∼=

0
0 // r∗q∗1TX1×TX2/X1
//

p∗1TX1×SX2/X1
//

p∗1Nt // 0
0 0
and Theorem 2.1, (1). 
By the same proof as in Proposition 5.19 applying to ϕf , we have the following:
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Proposition 5.23. There is an adjoint pair
f# : S˜h(S)⇋ S˜h(T ) : (f#)
′,
where (f#)
′F = F ◦ ϕf for F ∈ S˜h(T ).
The next lemma is important when identifying (f#)
′. See also [MVW06, Exercise 1.12].
Lemma 5.6. For any U ∈ Sm/S, X ∈ Sm/T , we have an adjoint pair:
C˜orS(U,X
S) = C˜orT (U,X).
Proof. For any U ∈ Sm/S, X ∈ Sm/T , we have an isomorphism
θU,X : U ×S X
S −→ U ×T X.
Then define
λU,X : C˜orS(U,X
S) −→ C˜orT (U,X)
W 7−→ θU,X∗(W )
,
which is obviously an isomorphism.
Now suppose we have U ∈ Sm/S, X1, X2 ∈ Sm/T , V ∈ C˜orT (X1, X2), W ∈ C˜orS(U,XS1 ),
we want to show that
λU,X2 (V
S ◦W ) = V ◦ λU,X1 (W ).
We have a commutative diagram
X1 ×T X2 U ×T X1
XS1 ×S X
S
2
p
OO
U ×S XS1
θU,X1
∼=
88qqqqqqqqqq
U ×S (XS1 ×S X
S
2 )
p23
OO
p13 //
p12
66♠♠♠♠♠♠♠♠♠♠♠♠
q23
??
q12
00
q13
77
U ×S XS2
θU,X2
∼=
// U ×T X2
,
where we’ve identified U ×S (XS1 ×S X
S
2 ) with U ×T X1 ×T X2 for convenience.
Suppose V andW come from some elements of Chow-Witt groups with support (see Definition
5.2). We have
λU,X2 (V
S ◦W ) = θU,X2∗p13∗(p
∗
23p
∗V · p∗12W )
by definition
= q13∗(q
∗
23V · p
∗
12W )
by Axiom 12
= q13∗(q
∗
23V · q
∗
12θU,X1∗W )
by Axiom 20 and Axiom 9
= V ◦ λU,X1(W )
by definition.
Then suppose we have U1, U2 ∈ Sm/S, X ∈ Sm/T , V ∈ C˜orS(U1, U2), W ∈ C˜orS(U2, XS),
we want to show that
λU1,X(W ◦ V ) = λU2,X(W ) ◦ VT .
We have a commutative diagram
U1 ×T U2 U1 ×T (U2 ×S XS)
doo b //
q23
''
q13
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
U2 ×S XS
θU2,X // U2 ×T X
U1 ×S U2
qf
OO
U1 ×S (U2 ×S XS)
p12oo
p13
//
p23
66♠♠♠♠♠♠♠♠♠♠♠♠♠
a
OO
U1 ×S XS
θU1,X
// U1 ×T X
,
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where we have identified U1×T (U2×SXS) with U1×T U2×T X . Suppose V and W come from
some elements of Chow-Witt groups with support like above and define θ to be the isomorphism
−TU1×SU2×SXS/U1×TX −→ Na − a
∗TU1×T (U2×SXS)/U1×TX .
We have
λU1,X(W ◦ V )
=θU1,X∗p13∗((p
∗
23W · p
∗
12V,−TU1×SU2×SXS/U2×SXS − p
∗
12TU1×SU2/U1))
by definition
=q13∗a∗((a
∗q∗23θU2,X∗W · θ(p
∗
12V ),−a
∗q∗23TU2×TX/U2 +Na − a
∗TU1×T (U2×SXS)/U1×TX))
by Axiom 20 and Axiom 19, (1)
=q13∗((q
∗
23θU2,X∗W · a∗θ(p
∗
12V ),−q
∗
23TU2×TX/U2 − TU1×T (U2×SXS)/U1×TX))
by Axiom 18 for a
=q13∗((q
∗
23θU2,X∗W · d
∗qf∗ϕf (V ),−q
∗
23TU2×TX/U2 − d
∗TU1×TU2/U1))
by Axiom 16 for the leftmost square in the diagram above
=λU2,X(W ) ◦ VT
by definition

Proposition 5.24.
(f#)
′ = f∗.
Proof. This is because for any Y ∈ Sm/S, γ˜(idY ) ∈ C˜orT (Y, Y ) = C˜orS(Y, Y S) is the initial
element of CY in Lemma 5.5 by the lemma above applying to ϕ
f (see Definition 5.10). So for
any F ∈ P˜ Sh(T ), we have (f∗F )Y = FY = ((f#)′F )Y . And this gives an isomorphism between
f∗F and (f#)
′F for any presheaf with E-transfers F by the lemma above. So it also gives an
isomorphism after sheafication. 
Proposition 5.25. Suppose f : S −→ T is smooth as before.
(1) For any X ∈ Sm/S, we have
f#Z˜S(X) ∼= Z˜T (X).
(2) For any F ∈ S˜h(T ) and Y ∈ Sm/T
f∗(FY ) ∼= (f∗F )Y×TS
as sheaves with E-transfers.
(3) For any F ∈ S˜h(S) and G ∈ S˜h(T )
HomT (f#F,H)
∼= f∗HomS(F, f
∗H)
as sheaves with E-transfers.
(4) For any F ∈ S˜h(S) and G ∈ S˜h(T )
f#(F ⊗S f
∗G) ∼= f#F ⊗T G
as sheaves with E-transfers.
Proof. (1) This is because for any F ∈ S˜h(T )
HomT (f#Z˜S(X), F ) ∼= HomS(Z˜S(X), f
∗F ) ∼= (f∗F )(X) ∼= F (X)
by the proposition before.
(2) This is because for every X ∈ Sm/S
(f∗(HY ))X = H(Y ×T X)
and
(f∗H)Y×TSX = H((Y ×T S)×S X)
by the proposition before. Then one uses Proposition 5.22.
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(3) For any Y ∈ Sm/T
HomT (f#F,H)Y = HomT (f#F,H
Y )
∼= HomS(F, f
∗(HY ))
∼= HomS(F, (f
∗H)Y×TS)
by (2)
= HomS(F, f
∗H)(Y ×T S)
= (f∗HomS(F, f
∗H))Y.
(4) This is because for any H ∈ S˜h(T ), we have
HomT (f#(F ⊗S f
∗G), H) ∼= HomS(F ⊗S f
∗G, f∗H)
∼= HomS(f
∗G,HomS(F, f
∗H))
∼= HomT (G, f∗HomS(F, f
∗H))
∼= HomT (G,HomT (f#F,H))
by (3)
∼= HomT (f#F ⊗T G,H).

6. Operations on Localized Categories
We are going to establish the theory of effective (resp. stabilized) motives on bounded above
complexes (See [MVW06]) of sheaves of E-transfers (resp. symmetric spectra). And we will
compare our theory with respect to that of [CD07], [CD13] and [DF17], which uses unbounded
complexes.
6.1. For Sheaves with E-Transfers.
6.1.1. On Derived Categories. Denote by D−(S) (resp. K−(S)) the derived (resp. homotopy)
category of bounded above complexes in S˜h(S). We are going to define ⊗S and f# and f∗ (See
Section 5) over those categories. The method is inherited from [SV, Corollary 2.2] and [MVW06,
Lemma 8.15].
Definition 6.1. We call a presheaf with E-transfers free if it’s a direct sum of presheaves of
the form c˜S(X). We call a presheaf with E-transfers projective if it’s a direct summand of a
free presheaf with E-transfers. An sheaf with E-transfers is called free (resp. projective) if it’s a
sheafication of a free (resp. projective) presheaf with E-transfers. A bounded above complex of
sheaves with E-transfers is called free (projective) if all its terms are free (projective).
Definition 6.2. A projective resolution of a bounded above sheaf complex K is a projective
complex with a quasi-isomorphism P −→ K. If K is already projective, we take P = K.
Now let Y ∈ Sm/k be an S-scheme and Y ∈ Sm/T . Consider in this section the functors
ϕ : C˜orS −→ C˜orT
X 7−→ (XY )T ∼= X ×S Y
and
ψ : SmS −→ SmT
X 7−→ X ×S Y
determined by the triple (Y, S, T ). We have a commutative diagram
Sm/S
ψ
//
γ˜

Sm/T
γ˜

C˜orS
ϕ
// C˜orT
.
Recall from Lemma 5.5 the definition of ϕ∗ and ϕ∗.
Lemma 6.1. For any X ∈ Sm/S,
ϕ∗(c˜S(X)) ∼= c˜S(ψX)
as presheaves with E-transfers.
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Proof. For any F ∈ P˜ Sh(T ),
HomT (ϕ
∗(c˜S(X)), F ) ∼= HomS(c˜S(X), ϕ∗F ) ∼= F (ψX).

Lemma 6.2. The functor ϕ∗ maps sheaves with E-transfers to sheaves with E-transfers.
Proof. It suffices to show that for any finite Nisnevich covering {Ui} of X ∈ Sm/S, the following
sequence is exact
0 −→ G(X) −→ ⊕iG(Ui) −→ ⊕i,jG(Ui ×X Uj)
where G = ϕ∗F for some F ∈ S˜h(T ). And this follows easily. 
Lemma 6.3. Let f : F −→ G be morphism in P˜ Sh(S) such that a˜(f) is an isomorphism, then
a˜(ϕ∗(f)) is also an isomorphism.
Proof. This follows from a similar method as in Proposition 5.15. 
Proposition 6.1. For any F ∈ P˜ Sh(S),
a˜((Liϕ
∗)a˜(F )) ∼= a˜((Liϕ
∗)F )
as sheaves with E-transfers for any i ≥ 0, where Liϕ∗ means the ith left derived functor of ϕ∗.
Proof. We show at first that for any presheaf with E-transfers F with a˜(F ) = 0
a˜(Liϕ
∗(F )) = 0
for any i ≥ 0. Then for any presheaf with E-transfers F , denote by θ the natural map F −→
a˜(F ). We have
a˜(coker(θ)) = a˜(ker(θ)) = 0.
Hence for any i ≥ 0, we have
a˜(Liϕ
∗a˜(F )) ∼= a˜(Liϕ
∗Im(θ)) ∼= a˜(Liϕ
∗F )
by using long exact sequences. Hence the statement follows.
Now we prove the claim. We do induction on i. The claim is true for i = 0 and suppose it’s
true for i < n.
For any F ∈ P˜ Sh(S), we have a surjection
⊕a∈F (X)c˜S(X) −→ F
defined by each section of F on each X ∈ Sm/S. Since a˜(F ) = 0, for any a ∈ F (X), X ∈ Sm/S,
there is a finite Nisnevich covering Ua −→ X of X such that a|Ua = 0. So the composition
⊕a∈F (X)c˜S(Ua) −→ ⊕a∈F (X)c˜S(X) −→ F
is zero. Then we have got a surjection
⊕a∈F (X)H0(C˘(Ua/X)) −→ F
with kernel K. Proposition 5.10 implies that
a˜(Hp(C˘(U/X))) = 0
for any Nisnevich covering U −→ X and p ∈ Z. So a˜(K) = 0 also. We have a hypercohomology
spectral sequence
(Lpϕ
∗)Hq(C˘(U/X)) =⇒ (Lp+qϕ
∗)C˘(U/X).
Hence
a˜((Lnϕ
∗)C˘(U/X)) ∼= a˜((Lnϕ
∗)H0(C˘(U/X)))
by induction hypothesis. But
a˜((Lnϕ
∗)C˘(U/X)) ∼= a˜(Hn(ϕ
∗C˘(U/X)))
by definition of hypercohomology and the latter one vanishes since we have
ϕ∗C˘(U/X) = C˘(ψU/ψX)
by previous lemmas. So
a˜((Lnϕ
∗)H0(C˘(U/X))) = 0.
So
a˜(Lnϕ
∗F ) ∼= a˜(Ln−1ϕ
∗K) = 0
by long exact sequence and induction hypothesis. 
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Proposition 6.2. Let functor ϕ∗ takes acyclic projective complexes to acyclic projective com-
plexes.
Proof. For any projective F ∈ S˜h(S), F = a˜(G) for some projective G ∈ P˜ Sh(S) by definition.
So
a˜((Liϕ
∗)F ) ∼= a˜((Liϕ
∗)G) = 0
for any i > 0 by the proposition above. Now given a short exact sequence of sheaves with
E-transfers
0 −→ K −→ F −→ P −→ 0
with a˜((Liϕ
∗)P ) = 0 for any i > 0. Then the sequence is still exact as sheaves with E-transfers
after applying ϕ∗ by long exact sequence. Then the statement follows easily. 
Proposition 6.3. We have an exact functor
Lϕ∗ : D−(S) −→ D−(T )
which maps any K ∈ D−(S) to ϕ∗P , where P is a projective resolution K.
Proof. By the proposition above, the class of projective complexes is adapted (see [GM03,
III.6.3]) to the functor ϕ∗. Now apply [GM03, III.6.6]. 
We will just write Lϕ∗ above by ϕ∗ for convenience.
Now we apply the general results above to ⊗S , f# and f
∗.
Proposition 6.4. (1) There is a tensor product
⊗S : D−(S) × D−(S) −→ D−(S)
(K , L) 7−→ P ⊗S Q
,
where P,Q are projective resolutions of K,L, respectively and the last tensor means
taking the total complex of the bicomplex {Pi ⊗S Qj}. And for any K ∈ D−(S), the
functor K ⊗S − is exact.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : D
−(S) −→ D−(T )
K 7−→ f#P
,
where P is a projective resolution of K.
(3) Suppose f : S −→ T is a morphism in Sm/k. There is an exact functor
f∗ : D−(T ) −→ D−(S)
K 7−→ f∗P
,
where P is a projective resolution of K.
Proof. (1) Suppose Y ∈ Sm/S. In the definition of ϕ, we take (Y, S, T ) := (Y, S, S). Then
ϕ∗F ∼= F ⊗S Z˜S(Y ) for any F ∈ S˜h(S) by Proposition 5.14.
Now given acyclic projective complex P and a projective sheaf F . F ⊗S P is also
acyclic by applying Proposition 6.2 to ϕ and definition of projectiveness. So for any
projective complex K, the complex P ⊗S K is also acyclic by the spectral sequence
of the bicomplex {Pi ⊗S Kj}. Then for any projective complexes P,Q,R and quasi-
isomorphism a : P −→ Q, the morphism a ⊗S R is still a quasi-isomorphism since we
have
Cone(a⊗S R) ∼= Cone(a)⊗S R
and the latter one is acyclic. So the statement follows easily.
(2) In the definition of ϕ, we take (Y, S, T ) := (S, S, T ) and apply Proposition 6.3.
(3) In the definition of ϕ, we take (Y, S, T ) := (T, S, T ) and apply Proposition 6.3.

Proposition 6.5. Suppose f : S −→ T is a smooth morphism in Sm/k, we have an adjoint
pair
f# : D
−(S)⇋ D−(T ) : f∗.
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Proof. By Proposition 5.23, it is easy to see that there is an adjunction
f# : K
−(S)⇋ K−(T ) : f∗.
Since f∗ : S˜h(T ) −→ S˜h(S) has both a left adjoint and a right adjoint, it’s an exact functor.
So Lf∗ ∼= f∗ in this case. Suppose K ∈ D−(S), L ∈ D−(T ) and p : P −→ K be a projective
resolution of K. Hence f#K = f#P by definition.
We construct a morphism
θ : HomD−(S)(f#K,L) −→ HomD−(T )(K, f
∗L)
by the following: Suppose s ∈ HomD−(S)(f#K,L) is written as a right roof (see [GM03, III.2.9])
R
f#P
a
==④④④④④④④④
L
b
__❃❃❃❃❃❃❃❃
.
By adjunction, a induces a morphism a′ : P −→ f∗R. Then we define θ(s) to the composition
of the right roof
f∗R
P
a′
==⑤⑤⑤⑤⑤⑤⑤⑤
f∗L
f∗b
bb❊❊❊❊❊❊❊❊
with p−1. This definition is well-defined since f∗ is exact.
Then, we construct another morphism
ξ : HomD−(T )(K, f
∗L) −→ HomD−(S)(f#K,L)
by the following: Suppose t ∈ HomD−(T )(K, f
∗L) and t ◦ p is written as a left roof (see [GM03,
III.2.8])
R
a
⑧⑧
⑧⑧
⑧⑧
⑧⑧
b
!!❈
❈❈
❈❈
❈❈
❈
P f∗L
where R is also projective. By adjunction, b induces a morphism b′ : f#R −→ L. Then we define
ξ(t) to be the left roof
f#R
f#a
||②②
②②
②②
②② b′
  ❇
❇❇
❇❇
❇❇
❇
f#P L
.
This definition is well-defined by Proposition 6.2 applied to f#.
Finally one checks that θ and ξ are inverse to each other and the statement follows. 
In [CD07, Theorem 1.7], they defined a model structure M on the category of unbounded
complexes of sheaves with E-transfers over S. This is a cofibrantly generated model structure
where the cofibrations are those I-cofibrations (See [Hov07, Definition 2.1.7]) where I consists
of the morphisms Sn+1Z˜S(X) −→ DnZ˜S(X) for any X ∈ Sm/S (See [CD07, 1.9] for notations)
and weak equivalences are quasi-morphisms between complexes.
Proposition 6.6. Bounded above projective complexes are cofibrant objects in M.
Proof. Suppose P is a bounded above projective complex and we have an I-injective (See [Hov07,
Definition 2.1.7]) morphism f : A −→ B between unbounded complexes with a morphism
g : P −→ B. We have to show that g = f ◦ h for some h : P −→ A.
Now we construct h by induction. Suppose for any m ≥ n, we have constructed a morphism
hm : Pm −→ Am such that gm = fm ◦ hm and dA ◦ hm = hm ◦ dP . Since P is bounded above,
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this could be done when n large enough. We are going to construct an hn−1 : Pn−1 −→ An−1
satisfying the same property, that is, making the following diagram commute
An−1
dA //
fn−1

An
fn

Pn−1
hn−1
dd❍❍❍❍❍❍❍❍❍
gn−1zz✈✈
✈✈
✈✈
✈✈
✈
dP // Pn
hn
aa❈❈❈❈❈❈❈❈
gn
}}④④
④④
④④
④④
Bn−1
dB // Bn
.
We have a splitting surjection F −→ Pn−1 where F is a free sheaf with E-transfers. So we may
assume Pn−1 is free and it’s equal to ⊕iZ˜S(Xi) where Xi ∈ Sm/S. For every i, we have two
morphisms:
u : Z˜S(Xi) −→ P
n−1 −→ Bn−1 −→ Bn
and
v : Z˜S(Xi) −→ P
n−1 −→ Pn −→ An.
And this two morphisms gives a commutative square with a lifting since f is I-injective:
SnZ˜S(Xi)
v //

A
f

Dn−1Z˜S(Xi)
u //
wi
::✉✉✉✉✉✉✉✉✉✉
B
.
And one checks that ⊕iwi : Pn−1 −→ An−1 is just what we want. 
Moreover, M is stable and left proper so it induces a triangulated structure T′ on D(S) (See
[Ayo, Theoreme 4.1.49]). The classical triangulated structure of D(S) or D−(S) is denoted by
T.
Proposition 6.7. The natural functor
i : (D−(S),T) −→ (D(S),T′)
is fully faithful exact.
Proof. Any distinguished triangle T in (D−(S),T) is isomorphic in D−(S) to a distinguished
triangle in T like
A
f
// B // Cone(f) // A[1] ,
where all arrows come from explicit morphisms between chain complexes (See [GM03, III.3.3
and III.3.4]). By [Hir03, Proposition 8.1.23], we could find a commutative diagram
A′
g
//
a

B′
b

A
f
// B
such that (A′, a) (resp. (B′, b)) is a fibrant cofibrant approximation of A (resp. B) and g is a
cofibration in M. So the triangle T is isomorphic in D(S) to the distinguished triangle
A′
g
// B′ // Cone(g) // A′[1]
in T. Hence T is isomorphic to the triangle above in D(S). By [CD07, Lemma 1.10] and
[Ayo, Theoreme 4.1.38], the shift functors −[n] and −[n]′ in T and T′, respectively, coincide on
cofibrant objects in M. So we have a natural isomorphism η : −[n] −→ −[n]′ where ηK = idK[n]
if K is cofibrant in T′. Hence the triangle above is distinguished in T′ by [Ayo, Definition 4.1.45].
So the functor i is exact. And it’s clearly fully faithful. 
By in [CD07, Theorem 1.18 and Proposition 2.3], we could define ⊗S, f∗ and f# on D(S).
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Proposition 6.8. (1) We have a commutative diagram (up to a natural isomorphism)
D−(S)×D−(S)
⊗S //

D−(S)

D(S)×D(S)
⊗S // D(S)
.
(2) Suppose f : S −→ T is a morphism in Sm/k. We have a commutative diagram (up to
a natural isomorphism)
D−(T )
f∗
//

D−(S)

D(T )
f∗
// D(S)
(3) Suppose f : S −→ T is a smooth morphism in Sm/k. We have a commutative diagram
(up to a natural isomorphism)
D−(S)
f#
//

D−(T )

D(S)
f#
// D(T )
Proof. This follows by direct computations. 
6.1.2. On Categories of Effective Motives. The next definition comes from [MVW06, Definition
9.2].
Definition 6.3. Define EA to be the smallest thick subcategory of D
−(S) such that
(1) Cone(Z˜S(X ×k A
1) −→ Z˜S(X)) ∈ EA.
(2) EA is closed under arbitrary direct sums.
Set WA be the class of morphisms in D
−(S) whose cone is in EA. Define
D˜M
eff,−
(S) = D−(S)[W−1
A
]
to be the category of motives over S. And morphisms in D−(S) becoming isomorphisms after
localizing by WA are called A
1-weak equivalences.
Definition 6.4. (See [MVW06, Definition 9.17]) A complex K ∈ D−(S) is called A1-local if for
every A1-equivalence f : A −→ B, the induced map
HomD−(S)(B,K) −→ HomD−(S)(A,K)
is an isomorphism.
Proposition 6.9. We say a map p : E −→ X in Sm/S to be an An-bundle if there is an open
covering {Ui} of X such that p−1(Ui) ∼= Ui×kAn over Ui. In this case, Z˜S(p) : Z˜S(E) −→ Z˜S(X)
is an isomorphism in D˜M
eff,−
(S).
Proof. For any X ∈ Sm/S, the projection Z˜S(X ×k An) −→ Z˜S(X) is an A1-weak equivalence
by definition. Suppose we have two open sets U1 and U2 of X such that the statement is true
over U1, U2 and U1 ∩ U2. Set Ei = p
−1(Ui). Then we have a commutative diagram with exact
rows
0 // Z˜S(E1 ∩E2) //

Z˜S(E1)⊕ Z˜S(E2) //

Z˜S(p
−1(E1 ∪ E2)) //

0
0 // Z˜S(U1 ∩ U2) // Z˜S(U1)⊕ Z˜S(U2) // Z˜S(U1 ∪ U2) // 0
by Proposition 5.12. So the statement is also true over U1 ∪ U2. Then we could pick an finite
open covering {Ui} of X such that p−1(Ui) ∼= Ui ×k An for every i and do induction on the
number of open sets. 
Proposition 6.10. Suppose K ∈ D−(S).
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(1) The natural map K −→ C∗K is an A1-weak equivalence.
(2) The complex C∗K is A
1-local.
(3) The functor C∗ induces an endofunctor of D
−(S).
Proof. (1) By the same proof as in [MVW06, Lemma 9.15].
(2) By [CD13, Proposition 5.2.36].
(3) It’s easy to check that C∗ induces an endofunctor of K
−(S). If f : K −→ L is a
quasi-isomorphism, then Cone(f) is acyclic. By (1), the natural morphism Cone(f) −→
C∗Cone(f) is an A
1-equivalence. Hence it’s an quasi-isomorphism by (2) and [MVW06,
Lemma 9.21]. So C∗Cone(f) = Cone(C∗f) is acyclic. So C∗f is a quasi-isomorphism.

Definition 6.5. (See [MVW06, Definition 14.17]) Let X ∈ Sm/k and p, q ∈ Z, q ≥ 0, we define
the groups
Hp,qE (X,Z) = HomD˜Meff,−(pt)(Z˜pt(X), Z˜pt(q)[p])
to be E-motivic cohomologies of X.
Proposition 6.11. Let ϕ be the functor as before. We have an exact functor
ϕ∗ : D˜M
eff,−
(S) −→ D˜M
eff,−
(T )
which is determined by the following commutative diagram
D−(S)
ϕ∗
//

D−(T )

D˜M
eff,−
(S)
ϕ∗
// D˜M
eff,−
(T )
Proof. Let E be the full subcategory of D−(S) which consists of those complexes K ∈ D−(S)
who satisfies ϕ∗K ∈ EA. It’s a thick subcategory of D−(S). For any X ∈ Sm/S, ϕ∗ maps
Z˜S(X ×k A
1) −→ Z˜S(X)
to
Z˜T ((ψX)×k A
1) −→ Z˜T (ψX).
So EA ⊆ E by definition of EA and exactness of ϕ∗. So ϕ∗ preserves objects in EA. Hence
ϕ∗ preserves A1-weak equivalences by exactness of ϕ∗. Then the statement follows by [Kra09,
Proposition 4.6.2]. 
Proposition 6.12. (1) There is a tensor product
⊗S : D˜M
eff,−
(S)× D˜M
eff,−
(S) −→ D˜M
eff,−
(S),
which is determined by the following commutative diagram
D−(S)×D−(S)
⊗S //

D−(S)

D˜M
eff,−
(S)× D˜M
eff,−
(S)
⊗S // D˜M
eff,−
(S)
.
And for any K ∈ D˜M
eff,−
(S), the functor K ⊗S − is exact.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : D˜M
eff,−
(S) −→ D˜M
eff,−
(T ),
which is determined by the following commutative diagram
D−(S)
f#
//

D−(T )

D˜M
eff,−
(S)
f#
// D˜M
eff,−
(T )
.
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(3) Suppose f : S −→ T is a morphism in Sm/k. There is an exact functor
f∗ : D˜M
eff,−
(T ) −→ D˜M
eff,−
(S),
which is determined by the following commutative diagram
D−(T )
f∗
//

D−(S)

D˜M
eff,−
(T )
f∗
// D˜M
eff,−
(S)
.
Proof. (1) Suppose Y ∈ Sm/S. In the definition of ϕ, we take (Y, S, T ) := (Y, S, S). Then
ϕ∗F ∼= F ⊗S Z˜S(Y ) for any F ∈ S˜h(S) by Proposition 5.14.
Now given an A1-weak equivalence a, Z˜S(Y )⊗S a is also an A1-weak equivalence by
applying Proposition 6.11 to ϕ. Now apply a similar method as in the third paragraph
of [MVW06, Lemma 9.5] to show that the functor K⊗S− : D
−(S) −→ D−(S) preserves
A1-weak equivalence for any K ∈ D−(S). Finally we apply [Kra09, Proposition 4.6.2]
to the functor K ⊗S −.
(2) In the definition of ϕ, we take (Y, S, T ) := (S, S, T ) and apply Proposition 6.11.
(3) In the definition of ϕ, we take (Y, S, T ) := (T, S, T ) and apply Proposition 6.11.

Proposition 6.13. Let f : S −→ T be a smooth morphism in Sm/k. We have an adjoint pair
f# : D˜M
eff,−
(S)⇋ D˜M
eff,−
(T ) : f∗.
Proof. By the same method as in Proposition 6.5 since ϕ∗ preserves EA by Proposition 6.11. 
Proposition 6.14. Suppose f : S −→ T is a morphism in Sm/k.
(1) For any K,L ∈ D˜M
eff,−
(T ), we have
f∗(K ⊗S L) ∼= (f
∗K)⊗S (f
∗L).
(2) If f is smooth, then for any K ∈ D˜M
eff,−
(S) and L ∈ D˜M
eff,−
(T ), we have
f#(K ⊗S f
∗L) ∼= (f#K)⊗S L.
Proof. Directly follows from Proposition 5.20 and Proposition 5.25 since everything works termwise.

In [CD07, Proposition 3.5] and [DF17, Definition 3.2.1], they defined D˜M
eff
(S) as the the
Verdier localization of D(S) with respect to homotopy invariant conditions. So the localization
induces a triangulated structure on D˜M
eff
(S) (See [Kra09, Lemma 4.3.1]). And this is the
triangulated structure we will impose on D˜M
eff
(S).
Proposition 6.15. There is a fully faithful exact functor D˜M
eff,−
(S) −→ D˜M
eff
(S) which is
determined by the commutative diagram (See Proposition 6.7)
D−(S) //

D(S)

D˜M
eff,−
(S) // D˜M
eff
(S)
.
Proof. The functor D˜M
eff,−
(S) −→ D˜M
eff
(S) is induced and exact by [Kra09, Proposition
4.6.2]. And for any K,L ∈ D˜M
eff,−
(S), we have a commutative diagram
Hom
D˜M
eff,−(K,L)
u //
α

Hom
D˜M
eff,−(C∗K,C∗L)

HomD−(C∗K,C∗L)
γ
oo
∼=

Hom
D˜M
eff (K,L)
v // Hom
D˜M
eff (C∗K,C∗L)) HomD(C∗K,C∗L)
β
oo
,
where u, v, γ and β are isomorphisms by Proposition 6.10. So α is an isomorphism. 
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And there is also a compability result between the natural inclusion and ⊗S, f∗, f# like
Proposition 6.8.
6.2. For Symmetric Spectra. Now we are going to discuss operations for spectra, in order to
stabilize the category D˜M
eff,−
(S). The main reference is [CD13, 5.3].
6.2.1. Symmetric Spectra. Let A be a symmetric closed monoidal abelian category with arbi-
trary products. We can define the category of symmetric sequences A S as in [CD13, Definition
5.3.5]. It is also a closed symmetric monoidal abelian category by [CD13, Definition 5.3.7] and
[HSS98, Lemma 2.1.6]. Here, if we have two symmetric sequences A and B, we define A ⊗S B
by
(A⊗S B)n = ⊕pSn ×Sp×Sn−p (Ap ⊗Bn−p).
And we define HomS(A,B) by
HomS(A,B)n =
∏
p
HomSp(Ap, Bn+p),
where HomSp(Ap, Bn+p) (with an obvious Sn-action) is the kernel of the map
Hom(Ap, Bn+p)
(σ∗−(1×σ)∗)
//
∏
σ∈Sp
Hom(Ap, Bn+p) .
(see [HSS98, Definition 2.1.3] and [HSS98, Theorem 2.1.11])
Proposition 6.16. In the context above, for any symmetric sequences A, B, C, we have
Hom(A⊗S B,C) ∼= Hom(A,HomS(B,C))
naturally.
Proof. Giving a morphism from A⊗S B to C is equivalent to giving Sp × Sq-equivariant maps
fp,q : Ap ⊗Bq −→ Cp+q.
And that is equivalent to giving Sp-equivariant maps
gp,q : Ap −→ Hom(Bq, Cp+q)
such that for any σ ∈ Sq,
Hom(σ,Cp+q) ◦ gp,q = Hom(Bq, idSp × σ) ◦ gp,q.
And this just says that gp,q factor through HomSq (Bq, Cp+q). 
And the abelian structure of A S is just defined termwise. Moreover, we have adjunctions
i0 : A ⇋ A
S : ev0
and
−{−i} : A S ⇋ A S : −{i}(i ≥ 0)
as in [CD13, 5.3.5.1] and [CD07, 6.4.1].
Now suppose R ∈ A . Then Sym(R) ∈ A S is a commutative monoid object as in [CD13,
5.3.8]. Define SpR(A ) to be the category of Sym(R)-modules in A
S. They are called symmetric
R-spectra. Then it’s also a symmetric closed monoidal abelian category by [HSS98, Theorem
2.2.10] and Proposition 6.16. (The corresponding tensor product and inner-hom are just denoted
by ⊗ and Hom for convenience)
We have an adjunction
Sym(R)⊗S − : A S ⇋ SpR(A ) : U,
where U is the forgetful functor. Thus we get an adjunction
Σ∞ : A ⇋ SpR(A ) : Ω
∞,
where Σ∞ = (Sym(R)⊗S −) ◦ i0, Ω∞ = ev0 ◦ U and Σ∞ is monoidal.
We have a canonical identification
A⊗S (B{−i}) = (A⊗S B){−i}
and a morphism
A⊗S (B{i}) −→ (A⊗S B){i}
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defined by the composition
A⊗S (B{i}) −→ (A⊗S (B{i})){−i}{i} = (A⊗S (B{i}{−i})){i} −→ (A⊗S B){i}.
Restricting the functors −{−i} and −{i} on spectra, there is also an adjunction
−{−i} : SpR(A )⇋ SpR(A ) : −{i},
where the module structure Sym(R) ⊗S (A{−i}) −→ A{−i} of A{−i} is just got by applying
−{−i} on that of A and the module structure Sym(R) ⊗S (B{i}) −→ B{i} of B{i} is got by
the composition
Sym(R)⊗S (B{i}) −→ (Sym(R)⊗S B){i} −→ B{i},
where the last arrow is got by applying −{i} on the module structure of B. And we still have
an isomorphism
A⊗S (B{−i}) ∼= (A⊗S B){−i}
and a morphism
A⊗S (B{i}) −→ (A⊗S B){i}
defined by the same way as above.
Definition 6.6. (See [CD13, Definition 5.3.16]) For any S ∈ Sm/k, define
1S{1} = Sym(coker(Z˜S(S) −→ Z˜S(Gm)))
and
1
′
S{1} = Sym(coker(c˜S(S) −→ c˜S(Gm))).
Then define Sp(S) to be Sp
1S{1}(S˜h(S)) and Sp
′(S) to be Sp
1
′
S{1}
(P˜ Sh(S)).
We have an adjunction
a˜ : P˜ Sh(S)S ⇋ S˜h(S)S : o˜
where both functors are defined termwise (see Proposition 5.11) and a˜ is monoidal by definition.
Restricting the above functors on modules, there is also an adjunction
a˜ : Sp′(S)⇋ Sp(S) : o˜,
where the module structure 1S{1} ⊗SS a˜(A) −→ a˜(A) of a˜(A) is just got by applying a˜ on that
of A and the module structure 1′S{1}⊗
S
S o˜(B) −→ o˜(B) of o˜(B) is got by precomposing that of
B with the sheafication map 1′S{1}⊗
S
S o˜(B) −→ 1S{1}⊗
S
S B. The functor a˜ is again monoidal.
Now let f : S −→ T be a morphism in Sm/k. We have an adjunction
f∗ : S˜h(T )S ⇋ S˜h(S)S : f∗
where both functors are defined termwise (see Proposition 5.19) and f∗ is monoidal by Propo-
sition 5.20, (4). Restricting the above functors on spectra, there is also an adjunction
f∗ : Sp(T )⇋ Sp(S) : f∗,
where the module structure 1S{1} ⊗SS f
∗A −→ f∗A of f∗A is just got by applying f∗ on that
of A and the module structure 1T {1} ⊗ST f∗B −→ f∗B of f∗B is got by the composition
1T {1} ⊗
S
T f∗B −→ f∗(1S{1} ⊗
S
S f
∗f∗B) −→ f∗(1S{1} ⊗
S
S B) −→ f∗B,
where the last arrow is got by applying f∗ on the module structure of B. The functor f
∗ is also
monoidal by the construction of the tensor product (see [HSS98, Lemma 2.2.2]). And the same
construction gives an another adjunction
f∗ : Sp′(T )⇋ Sp′(S) : f∗.
Suppose further f is smooth. We have an adjunction
f# : S˜h(S)
S
⇋ S˜h(T )S : f∗
where both functors are defined termwise (see Proposition 5.23) and
f#(A⊗
S
S f
∗B) ∼= (f#A)⊗
S
T B
also holds by Proposition 5.25, (4). Restricting the above functors on spectra, there is also an
adjunction
f# : Sp(S)⇋ Sp(T ) : f
∗,
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where the module structure 1T {1} ⊗S f#A −→ f#A of f#A is got by the composition
1T {1} ⊗
S
T f#A
∼= f#(1S{1} ⊗
S
S A) −→ f#A,
where the last arrow is got by applying f# on the module structure of A. And we also have
f#(A⊗S f
∗B) ∼= (f#A)⊗T B
for spectra by the construction of the tensor product (see [HSS98, Lemma 2.2.2]). And the same
construction gives an another adjunction
f# : Sp
′(S)⇋ Sp′(T ) : f∗.
One checks that when F=− ⊗S A, f#, f∗, −{−i}, −{i}, Σ∞ or Ω∞, there is a natural
isomorphism a˜ ◦ F ∼= F ◦ a˜.
Suppose i ≥ 0. Then for any F ∈ S˜h(S), we have
(Σ∞F ){i} ∼= Σ∞(Z˜tr(G
∧1
m )
⊗i ⊗S F ).
Moreover, for any X ∈ Sm/S,
HomSp(S)((Σ
∞Z˜S(X)){−i}, A) = Ai(X)
and
HomSp′(S)((Σ
∞c˜S(X)){−i}, B) = Bi(X).
So (Σ∞Z˜S(X)){−i} (resp. (Σ∞c˜S(X)){−i}) are systems of generators of Sp(S) (resp. Sp′(S))
(See [CD07, 6.7] and [CD13, 5.3.11]). This enables us to imitate methods in Section 6.1.
6.2.2. On Derived Categories. We denote by D−Sp(S) (resp. DSp(S)) the derived category of
bounded above (resp. unbounded) complex of spectra in Sp(S).
Proposition 6.17. Let X,U ∈ Sm/S and p : U −→ X be a Nisnevich covering. Then the com-
plex (Σ∞C˘(U/X)){−i} (defined by termise application), is exact after sheafifying as a complex
of Sp(S).
Proof. One easily see that (Σ∞A){−i} = Sym(Z′S{1}) ⊗
S
S (i0(A){−i}) for any A ∈ P˜ Sh(S).
Then the statement follows by the equality
C˘(U/X)⊗prS c˜S(Y ) = C˘(U ×S Y/X ×S Y )
for any Y ∈ Sm/S and Proposition 5.10. 
Definition 6.7. We call a spectrum A ∈ Sp′(S) free if it’s a direct sum of spectra of the form
(Σ∞c˜S(X)){−i}. We call A projective if it’s a direct summand of a free spectrum. A spectrum
in Sp(S) is called free (resp. projective) if it’s a sheafication of a free (resp. projective) spectrum
in Sp′(S). A bounded above complex of spectra in Sp(S) is called free (projective) if all its terms
are free (projective).
Definition 6.8. A projective resolution of a bounded above spectrum complex K is a projective
complex with a quasi-isomorphism P −→ K. If K is already projective, we take P = K.
Now let S, T ∈ Sm/k, j ≥ 0 and Y be a scheme with morphisms S Y
f
oo
g
// T where
g is smooth. Consider in this section the adjunctions
φ∗ = {−j} ◦ g# ◦ f∗ : Sp(S) ⇋ Sp(T ) : φ∗ = f∗ ◦ g∗ ◦ {j}
ϕ∗ = {−j} ◦ g# ◦ f∗ : Sp′(S) ⇋ Sp′(T ) : ϕ∗ = f∗ ◦ g∗ ◦ {j}
and the functor
ψ : SmS −→ SmT
X 7−→ X ×S Y
.
They are determined by the quadruple (Y, S, T, j).
Proposition 6.18. For any F ∈ Sp′(S),
a˜((Liϕ
∗)a˜(F )) ∼= a˜((Liϕ
∗)F )
as spectra in Sp(S) for any i ≥ 0, where Liϕ∗ means the ith left derived functor of ϕ∗.
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Proof. We show at first that for any F ∈ Sp′(S) with a˜(F ) = 0
a˜(Liϕ
∗(F )) = 0
for any i ≥ 0. Then for any F ∈ Sp′(S), denote by θ the natural map F −→ a˜(F ). We have
a˜(coker(θ)) = a˜(ker(θ)) = 0.
Hence for any i ≥ 0, we have
a˜(Liϕ
∗a˜(F )) ∼= a˜(Liϕ
∗Im(θ)) ∼= a˜(Liϕ
∗F )
by using long exact sequences. Hence the statement follows.
Now we prove the claim. We do induction on i. The claim is true for i = 0 and suppose it’s
true for i < n.
For any F ∈ Sp′(S), we have a surjection
⊕a∈Ft(X),t≥0(Σ
∞c˜S(X)){−t} −→ F
defined by each section of Ft on each X ∈ Sm/S. Since a˜(F ) = 0, for any a ∈ Ft(X), X ∈ Sm/S,
there is a finite Nisnevich covering Ua −→ X of X such that a|Ua = 0. So the composition
⊕a∈Ft(X),t≥0(Σ
∞c˜S(Ua)){−t} −→ ⊕a∈F (X),t≥0(Σ
∞c˜S(X)){−t} −→ F
is zero. Then we have got a surjection
⊕a∈F (X),t≥0H0((Σ
∞C˘(Ua/X)){−t}) −→ F
with kernel K. Proposition 5.10 implies that
a˜(Hp((Σ
∞C˘(U/X)){−t})) = 0
for any Nisnevich covering U −→ X , t ≥ 0 and p ∈ Z. So a˜(K) = 0 also. We have a
hypercohomology spectral sequence
(Lpϕ
∗)Hq((Σ
∞C˘(U/X)){−t}) =⇒ (Lp+qϕ
∗)((Σ∞C˘(U/X)){−t}).
Hence
a˜((Lnϕ
∗)((Σ∞C˘(U/X)){−t})) ∼= a˜((Lnϕ
∗)H0((Σ
∞C˘(U/X)){−t}))
by induction hypothesis. But
a˜((Lnϕ
∗)(Σ∞C˘(U/X)){−t}) ∼= a˜(Hn(ϕ
∗((Σ∞C˘(U/X)){−t})))
by definition of hypercohomology and the latter one vanishes since we have
ϕ∗((Σ∞C˘(U/X)){−t}) = (Σ∞C˘(ψU/ψX)){−t− j}.
So
a˜((Lnϕ
∗)H0((Σ
∞C˘(U/X)){−t})) = 0.
So
a˜(Lnϕ
∗F ) ∼= a˜(Ln−1ϕ
∗K) = 0
by long exact sequence and induction hypothesis. 
Proposition 6.19. Let functor φ∗ takes acyclic projective complexes to acyclic projective com-
plexes.
Proof. The same as Proposition 6.2. 
Proposition 6.20. We have an exact functor
Lφ∗ : D−Sp(S) −→ D
−
Sp(T )
which maps any K ∈ D−Sp(S) to φ
∗P , where P is a projective resolution K.
Proof. The same as Proposition 6.3. 
We will just write Lφ∗ above by φ∗ for convenience.
Now we apply the general results above to ⊗S , f# and f∗.
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Proposition 6.21. (1) There is a tensor product
⊗S : D
−
Sp(S) × D
−
Sp(S) −→ D
−
Sp(S)
(K , L) 7−→ P ⊗S Q
,
where P,Q are projective resolutions of K,L, respectively and the last tensor means
taking the total complex of the bicomplex {Pi ⊗S Qj}. And for any K ∈ D
−
Sp(S), the
functor K ⊗S − is exact.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : D
−
Sp(S) −→ D
−
Sp(T )
K 7−→ f#P
,
where P is a projective resolution of K.
(3) Suppose f : S −→ T is a morphism in Sm/k. There is an exact functor
f∗ : D−Sp(T ) −→ D
−
Sp(S)
K 7−→ f∗P
,
where P is a projective resolution of K.
(4) Suppose i ≥ 0, there is an exact functor
−{−i} : D−Sp(S) −→ D
−
Sp(S)
K 7−→ P{−i}
,
where P is a projective resolution of K.
Proof. In (1), (2) and (3), take j = 0 in the definition of φ and proceed as Proposition 6.4. For
(4), take the quadruple (S, S, S, i) and use Proposition 6.20. 
Proposition 6.22. (1) Suppose f : S −→ T is a smooth morphism in Sm/k, we have an
adjoint pair
f# : D
−
Sp(S)⇋ D
−
Sp(T ) : f
∗.
(2) We have an adjoint pair
−{−i} : D−Sp(S)⇋ D
−
Sp(S) : −{i}.
Proof. The same as Proposition 6.5 since −{i} is an exact functor. 
Now we are going to compare D−Sp(S) with D
−(S) defined in Section 6.1.
Proposition 6.23. The functor Σ∞ : S˜h(S) −→ Sp(S) takes acyclic projective complexes of
sheaves to acyclic projective complexes of spectra.
Proof. Let P be a projective sheaf. Then
(Σ∞P )n = 1S{1}
⊗n ⊗S Pn
by definition. And a tensor product between projective sheaves is again projective. So Σ∞P is
projective.
Let Q be an acyclic projective complex of sheaves. Then Σ∞Q consists of complexes like
1S{1}⊗n ⊗S Q. And they are all acyclic by Proposition 6.2. 
Proposition 6.24. There is an exact functor
LΣ∞ : D−(S) −→ D−Sp(S)
which maps K to Σ∞P , where P is a projective resolution of K.
Proof. The same as Proposition 6.3. 
As usual, we will write LΣ∞ as Σ∞ for convenience.
Proposition 6.25. There is an adjoint pair
Σ∞ : D−(S)⇋ D−Sp(S) : Ω
∞.
Proof. The same as Proposition 6.5 since Ω∞ is an exact functor. 
Proposition 6.26. The functor Σ∞ : D−(S) −→ D−Sp(S) is fully faithful.
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Proof. Suppose K,L ∈ D−(S) with projective resolutions P,Q respectively. Then there is a
commutative diagram
HomD−(S)(K,L)
Σ∞ //
∼=

HomD−Sp(S)
(Σ∞K,Σ∞L)
∼=

HomD−(S)(P,Q)
Σ∞ // HomD−Sp(S)
(Σ∞P,Σ∞Q)
∼=

HomD−(S)(P,Ω
∞Σ∞Q)
.
And we observe that Ω∞Σ∞Q = Q (The same for P ). 
Proposition 6.27. (1) We have a commutative diagram (up to a canonical isomorphism)
D−(S)×D−(S)
⊗S //
Σ∞×Σ∞

D−(S)
Σ∞

D−Sp(S)×D
−
Sp(S)
⊗S // D−Sp(S)
.
(2) Suppose f : S −→ T is a morphism in Sm/k. We have a commutative diagram (up to
a canonical isomorphism)
D−(T )
f∗
//
Σ∞

D−(S)
Σ∞

D−Sp(T )
f∗
// D−Sp(S)
(3) Suppose f : S −→ T is a smooth morphism in Sm/k. We have a commutative diagram
(up to a canonical isomorphism)
D−(S)
f#
//
Σ∞

D−(T )
Σ∞

D−Sp(S)
f#
// D−Sp(T )
Proof. This follows by direct computations. 
In [CD07, Theorem 1.7], they defined a model structure MSp on the category of unbounded
complexes of symmetric spectra over S. This is a cofibrantly generated model structure where
the cofibrations are those I-cofibrations (See [Hov07, Definition 2.1.7]) where I consists of the
morphisms Sn+1(Σ∞Z˜S(X){−i}) −→ Dn(Σ∞Z˜S(X){−i}) for any X ∈ Sm/S and i ≥ 0 and
weak equivalences are quasi-morphisms between complexes.
Proposition 6.28. Bounded above projective complexes are cofibrant objects in MSp.
Proof. The same as Proposition 6.6. 
Moreover, MSp is stable and left proper so it induces a triangulated structure T
′ on DSp(S)
(See [Ayo, Theoreme 4.1.49]). The classical triangulated structure of DSp(S) or D
−
Sp(S) is
denoted by T.
Proposition 6.29. The natural functor
(D−Sp(S),T) −→ (DSp(S),T
′)
is fully faithful exact.
Proof. The same as Proposition 6.7. 
And there is also a compability result between the natural inclusion and ⊗S , f∗, f#, Σ∞,
−{−i}, i ≥ 0 like Proposition 6.8.
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6.2.3. On Categories of Effective Motives.
Definition 6.9. (See [CD13, 5.2.15]) Define EA to be the smallest thick subcategory of D
−
Sp(S)
such that
(1) (Σ∞Cone(Z˜S(X ×k A1) −→ Z˜S(X))){−i} ∈ EA, i ≥ 0.
(2) EA is closed under arbitrary direct sums.
Set WA be the class of morphisms in D
−
Sp(S) whose cone is in EA. Define
D˜M
eff,−
Sp (S) = D
−
Sp(S)[W
−1
A
].
And a morphism in D−Sp(S) is called a levelwise A
1-equivalence if it becomes an isomorphism in
D˜M
eff,−
Sp (S).
Definition 6.10. (See [CD13, 5.3.20]) A complex K ∈ D−Sp(S) is called levelwise A
1-local if for
every levelwise A1-equivalence f : A −→ B, the induced map
HomD−Sp(S)
(B,K) −→ HomD−Sp(S)
(A,K)
is an isomorphism.
Proposition 6.30. A complex K = (Kn) ∈ D
−
Sp(S) is levelwise A
1-local if and only if for every
n ≥ 0, the complex Kn is A1-local in D−(S).
Proof. By the same proof as [MVW06, Lemma 9.20], K is levelwise A1-local if and only if for
every X ∈ Sm/S, n ∈ Z and i ≥ 0, the map
HomD−Sp(S)
((Σ∞Z˜S(X)){−i}[n],K) −→ HomD−Sp(S)
((Σ∞Z˜S(X × A
1)){−i}[n],K)
is an isomorphism. And then one uses Proposition 6.22 and Proposition 6.25. 
For every A = (An) ∈ Sp(S) and X ∈ Sm/S, we define AX by (An)X = (AXn ). And the
module structure 1S{1} ⊗S AX −→ AX is given by the composition
1S{1} ⊗
S AX −→ (1S{1} ⊗
S A)X −→ AX .
And AX is contravariant with respect to morphisms in Sm/S. So we could define C∗A by
(C∗A)n = C∗An.
Proposition 6.31. Suppose K ∈ D−Sp(S).
(1) The natural map K −→ C∗K is a levelwise A1-equivalence.
(2) The complex C∗K is levelwise A
1-local.
(3) The functor C∗ induces an endofunctor of D
−
Sp(S).
Proof. (1) We have a natural morphism Σ∞Z˜S(X)⊗SAX −→ A defined by the composition
1S{1}
⊗p ⊗S Z˜S(X)⊗S A
X
q −→ Z˜S(X)⊗S (1S{1}
⊗p ⊗S Aq)
X −→ Z˜S(X)⊗S A
X
p+q −→ Ap+q
for every p, q ≥ 0. This morphism is compatible with module action so it induces an
morphism
Σ∞Z˜S(X)⊗S A
X −→ A.
Then we get a morphism
AX −→ Hom(Σ∞Z˜S(X), A).
Then we could use the same proof as in [MVW06, Lemma 9.15] to conclude.
(2) By the proposition above and Proposition 6.10.
(3) By Proposition 6.10 since quasi-isomorphisms in D−Sp(S) are defined levelwise.

Proposition 6.32. A morphism f : A −→ B in D−Sp(S) is a levelwise A
1-equivalence if and
only if for every n ≥ 0, the morphism
fn = Ω
∞(f{n}) : An −→ Bn
is an A1-equivalence in D−(S).
Proof. The morphism f is a levelwise A1-equivalence if and only if C∗f is a quasi-isomorphism
by Proposition 6.31. And the latter property is levelwise. 
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Proposition 6.33. Let φ be the functor as before. We have an exact functor
φ∗ : D˜M
eff,−
Sp (S) −→ D˜M
eff,−
Sp (T )
which is determined by the following commutative diagram
D−Sp(S)
φ∗
//

D−Sp(T )

D˜M
eff,−
Sp (S)
φ∗
// D˜M
eff,−
Sp (T )
Proof. For any X ∈ Sm/S, φ∗ maps
Σ∞(Z˜S(X ×k A
1) −→ Z˜S(X)){−i}
to
Σ∞(Z˜T ((ψX)×k A
1) −→ Z˜T (ψX)){−i− j}.
So the statement follows by the same method as in Proposition 6.11. 
Proposition 6.34. (1) There is a tensor product
⊗S : D˜M
eff,−
Sp (S)× D˜M
eff,−
Sp (S) −→ D˜M
eff,−
Sp (S),
which is determined by the following commutative diagram
D−Sp(S)×D
−
Sp(S)
⊗S //

D−Sp(S)

D˜M
eff,−
Sp (S)× D˜M
eff,−
Sp (S)
⊗S // D˜M
eff,−
Sp (S)
.
And for any K ∈ D˜M
eff,−
Sp (S), the functor K ⊗S − is exact.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : D˜M
eff,−
Sp (S) −→ D˜M
eff,−
Sp (T ),
which is determined by the following commutative diagram
D−Sp(S)
f#
//

D−Sp(T )

D˜M
eff,−
Sp (S)
f#
// D˜M
eff,−
Sp (T )
.
(3) Suppose f : S −→ T is a morphism in Sm/k. There is an exact functor
f∗ : D˜M
eff,−
Sp (T ) −→ D˜M
eff,−
Sp (S),
which is determined by the following commutative diagram
D−Sp(T )
f∗
//

D−Sp(S)

D˜M
eff,−
Sp (T )
f∗
// D˜M
eff,−
Sp (S)
.
(4) Suppose i ≥ 0. There is an exact functor
−{−i} : D˜M
eff,−
Sp (S) −→ D˜M
eff,−
Sp (S),
which is determined by the following commutative diagram
D−Sp(S)
−{−i}
//

D−Sp(S)

D˜M
eff,−
Sp (S)
−{−i}
// D˜M
eff,−
Sp (S)
.
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(5) Suppose i ≥ 0. There is an exact functor
−{i} : D˜M
eff,−
Sp (S) −→ D˜M
eff,−
Sp (S),
which is determined by the following commutative diagram
D−Sp(S)
−{i}
//

D−Sp(S)

D˜M
eff,−
Sp (S)
−{i}
// D˜M
eff,−
Sp (S)
.
Proof. For (1), (2), (3), take j = 0 in the definition of φ and proceed as Proposition 6.12 by
using Proposition 6.33. For (4), take the quadruple (S, S, S, i) and use Proposition 6.33. And
(5) holds by Proposition 6.32. 
Proposition 6.35. (1) Let f : S −→ T be a smooth morphism in Sm/k. We have an
adjoint pair
f# : D˜M
eff,−
Sp (S)⇋ D˜M
eff,−
Sp (T ) : f
∗.
(2) We have an adjoint pair
−{−i} : D˜M
eff,−
Sp (S)⇋ D˜M
eff,−
Sp (S) : −{i}.
Proof. The same as Proposition 6.5. 
Proposition 6.36. (1) There is an exact functor
Σ∞ : D˜M
eff,−
(S) −→ D˜M
eff,−
Sp (S)
determined by the following commutative diagram
D−(S)
Σ∞ //

D−Sp(S)

D˜M
eff,−
(S)
Σ∞ // D˜M
eff,−
Sp (S)
(2) There is an exact functor
Ω∞ : D˜M
eff,−
Sp (S) −→ D˜M
eff,−
(S)
determined by the following commutative diagram
D−Sp(S)
Ω∞ //

D−(S)

D˜M
eff,−
Sp (S)
Ω∞ // D˜M
eff,−
(S)
Proof. (1) This is because tensor products with Z˜S(G
∧1
m ) preserves A
1-equivalences and
Proposition 6.32.
(2) This follows by Proposition 6.32.

Proposition 6.37. There is an adjoint pair
Σ∞ : D˜M
eff,−
(S)⇋ D˜M
eff,−
Sp (S) : Ω
∞.
Proof. The same as Proposition 6.5. 
Proposition 6.38. The functor Σ∞ : D˜M
eff,−
(S) −→ D˜M
eff,−
Sp (S) is fully faithful.
Proof. The same as Proposition 6.26. 
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Proposition 6.39. (1) We have a commutative diagram (up to a canonical isomorphism)
D˜M
eff,−
(S)× D˜M
eff,−
(S)
⊗S //
Σ∞×Σ∞

D˜M
eff,−
(S)
Σ∞

D˜M
eff,−
Sp (S)× D˜M
eff,−
Sp (S)
⊗S // D˜M
eff,−
Sp (S)
.
(2) Suppose f : S −→ T is a morphism in Sm/k. We have a commutative diagram (up to
a canonical isomorphism)
D˜M
eff,−
(T )
f∗
//
Σ∞

D˜M
eff,−
(S)
Σ∞

D˜M
eff,−
Sp (T )
f∗
// D˜M
eff,−
Sp (S)
(3) Suppose f : S −→ T is a smooth morphism in Sm/k. We have a commutative diagram
(up to a canonical isomorphism)
D˜M
eff,−
(S)
f#
//
Σ∞

D˜M
eff,−
(T )
Σ∞

D˜M
eff,−
Sp (S)
f#
// D˜M
eff,−
Sp (T )
Proof. This follows by direct computations. 
In [CD07, Proposition 3.5] and [CD13, Proposition 5.2.16], they defined D˜M
eff
Sp (S) as the the
Verdier localization of DSp(S) with respect to homotopy invariant conditions. So the localization
induces a triangulated structure on D˜M
eff
Sp (S) (See [Kra09, Lemma 4.3.1]). And this is the
triangulated structure we will impose on D˜M
eff
Sp (S).
Proposition 6.40. There is a fully faithful exact functor D˜M
eff,−
Sp (S) −→ D˜M
eff
Sp (S) which is
determined by the commutative diagram
D−Sp(S)
//

DSp(S)

D˜M
eff,−
Sp (S)
// D˜M
eff
Sp (S)
.
Proof. The same as Proposition 6.15 by using Proposition 6.31. 
And there is also a compability result between the natural inclusion and ⊗S , f∗, f#, Σ∞,
−{−i}, i ≥ 0 like Proposition 6.8.
6.2.4. On Categories of Stabilized Motives.
Definition 6.11. (See [CD13, 5.3.23]) Define EΩ to be the smallest thick subcategory of D˜M
eff,−
Sp (S)
such that
(1) Cone((Σ∞Z˜S(X){1}{−1} −→ Σ∞Z˜S(X)){−i}) ∈ EΩ for every X ∈ Sm/S, i ≥ 0.
(2) EΩ is closed under arbitrary direct sums.
Set WΩ be the class of morphisms in D˜M
eff,−
Sp (S) whose cone is in EΩ. Define
D˜M
−
(S) = D˜M
eff,−
Sp (S)[W
−1
Ω ]
to be the category of stabilized motives over S. And a morphism in D˜M
eff,−
Sp (S) is called a stable
A1-equivalence if it becomes an isomorphism in D˜M
−
(S).
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Definition 6.12. A complex K ∈ D˜M
eff,−
Sp (S) is called Ω-local if for every stable A
1-equivalence
f : A −→ B, the induced map
Hom
D˜M
eff,−
Sp (S)
(B,K) −→ Hom
D˜M
eff,−
Sp (S)
(A,K)
is an isomorphism.
By the same method as in Proposition 6.34, we have the following proposition
Proposition 6.41. (1) There is a tensor product
⊗S : D˜M
−
(S)× D˜M
−
(S) −→ D˜M
−
(S),
which is determined by the following commutative diagram
D˜M
eff,−
Sp (S)× D˜M
eff,−
Sp (S)
⊗S //

D˜M
eff,−
Sp (S)

D˜M
−
(S)× D˜M
−
(S)
⊗S // D˜M
−
(S)
.
And for any K ∈ D˜M
−
(S), the functor K ⊗S − is exact.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : D˜M
−
(S) −→ D˜M
−
(T ),
which is determined by the following commutative diagram
D˜M
eff,−
Sp (S)
f#
//

D˜M
eff,−
Sp (T )

D˜M
−
(S)
f#
// D˜M
−
(T )
.
(3) Suppose f : S −→ T is a morphism in Sm/k. There is an exact functor
f∗ : D˜M
−
(T ) −→ D˜M
−
(S),
which is determined by the following commutative diagram
D˜M
eff,−
Sp (T )
f∗
//

D˜M
eff,−
Sp (S)

D˜M
−
(T )
f∗
// D˜M
−
(S)
.
(4) Suppose i ≥ 0. There is an exact functor
−{−i} : D˜M
−
(S) −→ D˜M
−
(S),
which is determined by the following commutative diagram
D˜M
eff,−
Sp (S)
−{−i}
//

D˜M
eff,−
Sp (S)

D˜M
−
(S)
−{−i}
// D˜M
−
(S)
.
We denote by Σ∞,st the composition
D˜M
eff,−
(S)
Σ∞ // D˜M
eff,−
Sp (S) // D˜M
−
(S) .
Lemma 6.4. Let C be a symmetric monoidal category and T ∈ C . If there is a U ∈ C such
that U ⊗ T ∼= 1, then there are isomorphisms
ev : U ⊗ T −→ 1, coev : 1 −→ T ⊗ U
such that T is strongly dualizable (See [CD13, 2.4.30]) with the dual U under these two maps.
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Proof. Let F = − ⊗ U and G = −⊗ T . Then the condition gives an endoequivalence
F : C ⇋ C : G
i.e. two natural isomorphisms a : FG −→ id and b : id −→ GF . So we could construct the
following two morphisms
θ : Hom(FX, Y )
G // Hom(GFX,GY )
b∗ // Hom(X,GY )
and
η : Hom(X,GY )
F // Hom(FX,FGY )
a∗ // Hom(FX, Y )
for every X,Y ∈ C . Let θ1 be the composition
F
idF×b // FGF
a×idF // F
and θ2 be
G
b×idG // GFG
idG×a // G .
Then (η ◦ θ)(f) = θ1(X) ◦ f and (θ ◦ η)(g) = g ◦ θ2(Y ). So θ is an isomorphism, hence F is a left
adjoint of G (vice versa). 
Proposition 6.42. The element Σ∞,st(1S{1}) has a strong dual (Σ∞,st1S){−1} in D˜M
−
(S)
with the evaluation and coevaluation maps being isomorphisms.
Proof. By Definition 6.11 and the lemma above. 
Hence we define C(i) to be C ⊗S Σ
∞,st(1S(i)) and C(−i) to be C{−i}[i] for any C ∈ D˜M
−
and i ≥ 0.
Proposition 6.43. (See [CD13, Proposition 5.3.25]) Suppose E = C˜H. The functor
Σ∞,st : D˜M
eff,−
(pt) −→ D˜M
−
(pt)
is fully faithful.
Proof. We first prove that for every projective E ∈ D˜M
eff,−
(pt), Σ∞E ∈ D˜M
eff,−
Sp (pt) is Ω-
local. By the same method as in [MVW06, Lemma 9.20], this is equivalent to for anyX ∈ Sm/S,
i ≥ 0 and n ∈ Z, the morphism
Hom(Σ∞Z˜pt(X){1}{−1}{−i},Σ
∞(E[n])) −→ Hom(Σ∞Z˜pt(X){−i},Σ
∞(E[n]))
is an isomorphism. And this follows by the following commutative diagram
Hom(Σ∞Z˜pt(X){1}{−1}{−i},Σ
∞(E[n])) //

Hom(Σ∞Z˜pt(X){−i},Σ
∞(E[n]))

Hom(Σ∞Z˜pt(X){1}{−1},Σ∞(E[n]){i}) //

Hom(Σ∞Z˜pt(X),Σ
∞(E[n]){i})

−{1}
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
Hom(Σ∞Z˜pt(X){1},Σ∞(E[n]){i+ 1})

Hom(Z˜S(X),1pt{1}⊗i ⊗ (E[n]))
1pt{1}⊗−
rr❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
Hom(1pt{1} ⊗ Z˜pt(X),1pt{1}⊗i+1 ⊗ (E[n]))
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and [DF17, Theorem 3.3.8]. Suppose K,L ∈ D˜M
eff,−
(pt) with projective resolutions P,Q
respectively. The statement follows by the following commutative diagram
Hom
D˜M
eff,−
(pt)
(K,L)
Σ∞,st //
∼=

Hom
D˜M
−
(pt)
(Σ∞,stK,Σ∞,stL)
∼=

Hom
D˜M
eff,−
(pt)
(P,Q)
Σ∞,st //
Σ∞
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
Hom
D˜M
−
(pt)
(Σ∞,stP,Σ∞,stQ)
Hom
D˜M
eff,−
Sp (pt)
(Σ∞P,Σ∞Q)
∼=
OO
and Proposition 6.38. 
Proposition 6.44. Let f : S −→ T be a smooth morphism in Sm/k. We have an adjoint pair
f# : D˜M
−
(S)⇋ D˜M
−
(T ) : f∗.
Proof. The same as Proposition 6.5. 
Proposition 6.45. Suppose f : S −→ T is a morphism in Sm/k.
(1) For any K,L ∈ D˜M
−
(T ), we have
f∗(K ⊗S L) ∼= (f
∗K)⊗S (f
∗L).
(2) If f is smooth, then for any K ∈ D˜M
−
(S) and L ∈ D˜M
−
(T ), we have
f#(K ⊗S f
∗L) ∼= (f#K)⊗S L.
Proof. This is because everything works termwise for spectra by discussion in Section 6.2.1. 
In [CD13, Proposition 5.3.23], they defined D˜M(S) as the the Verdier localization of D˜M
eff,−
Sp (S)
with respect toWΩ. So the localization induces a triangulated structure on D˜M(S) (See [Kra09,
Lemma 4.3.1]). And this is the triangulated structure we will impose on D˜M(S).
Here is a weak result which is enough for our purpose:
Proposition 6.46. There is an exact functor D˜M
−
(S) −→ D˜M(S) which is determined by the
commutative diagram
D˜M
eff,−
Sp (S) //

D˜M
eff
Sp (S)

D˜M
−
(S) // D˜M(S)
.
And when E = C˜H and S = pt, the morphism
Hom
D˜M
−
(S)
(X,Y ) −→ Hom
D˜M(S)
(L(X), L(Y ))
is an isomorphism if X and Y are of the form (Σ∞,stA){−i}, i ≥ 0.
Proof. The functor is induced and exact by [Kra09, Proposition 4.6.2]. We have thus a commu-
tative diagram (up to a natural isomorphism)
D˜M
eff,−
(S) //
Σ∞,st

D˜M
eff
(S)
Σ∞,st

D˜M
−
(S) // D˜M(S)
.
Now let E = C˜H and S = pt. We denote P(X,Y ) be the property that the statement holds
for X and Y . Then if P(X,Y ) is true, then for any X ′ ∼= X and Y ′ ∼= Y , P(X ′, Y ′) is also
true. And by Proposition 6.42 and the fact that L is monoidal, P(X{−1}, Y {−1}) is also true.
By Proposition 6.15, Proposition 6.43 and the diagram above, P(Σ∞,stA,Σ∞,stB) is true for
any A,B ∈ D˜M
eff,−
(pt). Hence the statement follows. 
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And there is also a compability result between the natural inclusion and⊗S , f∗, f#, −{−i}, i ≥
0 like Proposition 6.8.
7. Orientations on Symplectic Bundles and Applications
7.1. Orientations on Symplectic Bundles. In this section, we want to extend the quater-
nionic projective bundle theorem and Thom isomorphism in [Yan17] to arbitrary smooth base
S. Recall the definition of orientable bundles from [Yan17, Definition 4.1].
Definition 7.1. Let E be a correspondence theory, we call it symplectic oriented if for every
X ∈ Sm/k and rank two symplectic bundle E over X, there is an isomorphism
sE : E −→ 0
in PX such that
(1) For every isomorphism ϕ : E1 −→ E2 between rank two symplectic bundles (preserving
inner products), we have sE1 = sE2 ◦ ϕ.
(2) For every f : X −→ Y in Sm/k, we have sf∗E = f∗(sE).
It is then clear that MW-correspondence is symplectic oriented. From now on, we assume
E = C˜H until the end of this section.
Definition 7.2. Let E be an orientable bundle over X ∈ Sm/S with an orientation s and rank
n, it has a map
e(E ) : C˜H
0
(X) −→ C˜H
n
(X)
by [Yan17, Definition 4.2]. So we have an element
e(E )(1) ∈ HomDMeff,−(pt)(Z˜pt(X), Z˜pt(n)[2n]).
It induces a morphism
θ : Z˜S(X) −→ Z˜S(n)[2n]
by Proposition 6.13, which is called the Euler class of E over S.
If n = 2, then −θ is called the first Pontryagin class under the orientation s of E over S,
which is denoted by p1(E ).
Now let X ∈ Sm/S. Suppose we have two morphisms fi : Z˜S(X) −→ Ci, i = 1, 2 in
D˜M
eff,−
(S), we denote by f1 ⊠ f2 the composition
Z˜S(X)
△
// Z˜S(X)⊗S Z˜S(X)
f1⊗f2 // C1 ⊗S C2 .
Suppose we have two morphisms fi : Z˜S(X) −→ Z˜S(ni)[2ni] in D˜M
eff,−
(S), we denote by f1f2
the composition
Z˜S(X)
f1⊠f2 // Z˜S(n1)[2n1]⊗ Z˜S(n2)[2n2]
⊗
// Z˜S(n1 + n2)[2(n1 + n2)] .
The following proposition clarifies the relationship between MW-motivic cohomologies and
Chow-Witt groups.
Proposition 7.1. For any X ∈ Sm/k, and i ≥ 0, we have an isomorphism (Set D˜M =
D˜M
eff,−
(pt))
Hom
D˜M
(Z˜pt(X), Z˜pt(i)[2i]) ∼= C˜H
i
(X)
which is compactible with pull-backs and sends idZpt to 1 when i = 0 and X = pt.
Moreover, the following diagram commutes for any i, j ≥ 0
Hom
D˜M
(Z˜pt(X), Z˜pt(i)[2i])×HomD˜M (Z˜pt(X), Z˜pt(j)[2j])
//
·

C˜H
i
(X)× C˜H
j
(X)
·

Hom
D˜M
(Z˜pt(X), Z˜pt(i+ j)[2(i + j)]) // C˜H
i+j
(X)
where the right-hand map is the intersection product on Chow-Witt groups.
Proof. See [DF17, Corollary 4.2.6]. 
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In [Yan17, Definition 3.5], we defined HPn (Originally defined in [PW10, Section 3]) as an
open set of Gr(2, 2n+ 2) consisting of those two dimensional subspaces V ⊆ k⊕2n+2 such that
the trivial symplectic form on k⊕2n+2 does not vanish on V . We denote HPn×kS by HPnS . And
for any symplectic bundle (See [Yan17, Definition 3.3]) E of rank two over X ∈ Sm/S, there is a
canonical orientation OX −→ det(E
∨) induced by the inner product E ×E −→ OX (See [Yan17,
Definition 4.3]). And we have a dual tautological bundle (See discussion after [Yan17, Definition
3.6]) U ∨S over HP
n
S satisfying U
∨
S = p
∗U ∨pt as symplectic bundles where p : HP
n
S −→ HP
n is
the projection map.
Theorem 7.1. The map
Z˜S(HP
n
S )
p1(U
∨
S )
i
// ⊕ni=0Z˜S(2i)[4i]
is an isomorphism in D˜M
eff,−
(S). Here, U ∨ is endowed with its canonical orientation.
Proof. We have the projection p : HPnS −→ HP
n as before. Now we have a commutative
diagram
p∗Z˜pt(HP
n)
p∗(p1(U
∨
pt))
// p∗Z˜pt(2)[4]
Z˜S(HP
n
S )
∼=
OO
p1(U
∨
S ) // Z˜S(2)[4]
∼=
OO
.
Hence the result follows by the commutative diagram
p∗Z˜pt(HP
n)
p∗(p1(U
∨
pt))
i
// ⊕ni=0p
∗Z˜pt(2i)[4i]
Z˜S(HP
n
S )
p1(U
∨
S )
i
//
∼=
OO
⊕ni=0Z˜S(2i)[4i]
∼=
OO
,
where the upper horizontal arrow is an isomorphism by [Yan17, Theorem 4.2]. 
Recall in [Yan17, Proposition 3.4], we defined HGrX(E ) for any symplectic bundle E over X .
It parameterizes rank two symplectic subbundles of E . When E is the trivial symplectic bundle(
O⊕2n+2X ,
(
I
−I
))
, HGrX(E ) ∼= HPn ×k X over X . It associates a dual tautological
bundle U ∨, which is a rank two symplectic bundle.
Theorem 7.2. Let X ∈ Sm/S and let (E ,m) be a symplectic vector bundle of rank 2n+ 2 on
X. Let π : HGrX(E )→ X be the projection. Then, the map
Z˜S(HGrX(E ))
pi⊠p1(U
∨)i
// ⊕ni=0Z˜S(X)(2i)[4i]
is an isomorphism in D˜M
eff,−
(S), functorial for X in Sm/k. Here, U ∨ is endowed with its
canonical orientation.
Proof. The same as [Yan17, Theorem 4.3] since we have MV-sequences (Proposition 5.10) and
Theorem 7.1 over any base S. 
Definition 7.3. Let X ∈ Sm/S and Y ⊆ X be a closed subset. Consider the quotient sheaf
with E-transfers
M˜Y (X) := Z˜S(X)/Z˜S(X \ Y ).
Its image in D˜M
eff,−
(S) will be called the relative motive of X with support in Y (see [De´g,
Definition 2.2] and the remark before [SV, Corollary 5.3]). By abuse of notation, we still denote
it by M˜Y (X).
Definition 7.4. Suppose X ∈ Sm/S and E is a vector bundle over X. Define ThS(E) =
M˜X(E) where X ⊆ E is the zero section of E.
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Proposition 7.2. (1) Suppose f : S −→ T is a morphism in Sm/k, X ∈ Sm/T and E is
a vector bundle over X. Then we have
f∗ThT (E) ∼= ThS(f
∗E)
in D˜M
eff,−
(S), where f∗E is a vector bundle over XS.
(2) Suppose f : S −→ T is a smooth morphism in Sm/k, X ∈ Sm/S and E is a vector
bundle over X. Then we have
f#ThS(E) ∼= ThT (E)
in D˜M
eff,−
(S).
(3) (See [CD13, Remark 2.4.15]) Suppose E1 and E2 are vector bundles over X ∈ Sm/k.
Then
ThX(E1)⊗X ThX(E2) ∼= ThX(E1 ⊕ E2)
in D˜M
eff,−
(X).
Proof. (1) and (2) are easy. Let’s prove (3). The total space of E1 ⊕ E2 is just E1 ×X E2. By
definition, for any vector bundle E over X , ThX(E) is just the complex
Z˜S(E \X) −→ Z˜S(E).
Hence the left hand side is the total complex
Z˜S((E1 \X)×X (E2 \X)) −→ Z˜S((E1 \X)×X E2)⊕ Z˜S(E1 ×X (E2 \X)) −→ Z˜S(E1 ×X E2).
And by Proposition 5.10, the complex
Z˜S((E1 \X)×X (E2 \X)) −→ Z˜S((E1 \X)×X E2)⊕ Z˜S(E1 ×X (E2 \X))
is quasi-isomorphic to
0 −→ Z˜S((E1 ×X E2) \X)
since
(E1 ×X E2) \X = (E1 \X)×X E2 ∪ E1 ×X (E2 \X).
Hence we have a quasi-isomorphism
Z˜S((E1 \X)× (E2 \X)) //

Z˜S((E1 \X)× E2)⊕ Z˜S(E1 × (E2 \X)) //

Z˜S(E1 × E2)
0 // Z˜S((E1 × E2) \X) // Z˜S(E1 × E2)
.

Proposition 7.3. Let f : X −→ Y be an e´tale morphism in Sm/S, Z ⊆ Y be a closed subset
of Y such that the map f : f−1(Z) −→ Z is an isomorphism (the schemes are endowed with
their reduced structure), then the map M˜f−1(Z)(X) −→ M˜Z(Y ) is an isomorphism of sheaves
with E-transfers.
Proof. The same as [Yan17, Proposition 5.1] by using Proposition 5.10. 
Theorem 7.3. Let E be a symplectic bundle of rank 2n over X ∈ Sm/S. Then we have
ThS(E) ∼= Z˜S(X)(2n)[4n]
in D˜M
eff,−
(S).
Proof. The same as [Yan17, Theorem 5.1] by using Theorem 7.2. 
The following observation is quite interesting:
Proposition 7.4. Let E be a vector bundle of rank n over X ∈ Sm/k. Then we have
(Σ∞,stThX(E))
−1 ∼= (Σ∞,stThX(E
∨))(−2n)[−4n]
in D˜M
−
(X).
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Proof. By Proposition 7.2 and Theorem 7.3, we have
ThX(E)⊗X ThX(E
∨) ∼= ThX(E ⊕ E
∨) ∼= 1X(2n)[4n]
in D˜M
eff,−
(X). Now the statement follows from Proposition 6.42 and the fact that Σ∞,st is
monoidal. 
Since we have a monoidal exact functor L : D˜M
eff,−
(X) −→ D˜M
eff
(X), by the same proof
as above, we also have
Proposition 7.5. Let E be a vector bundle of rank n over X ∈ Sm/k. Then we have
(Σ∞,stThX(E))
−1 ∼= (Σ∞,stThX(E
∨))(−2n)[−4n]
in D˜M(X).
7.2. Duality for Proper Schemes and Embedding Theorem. In this section, we are going
to prove Z˜pt(X) is strongly dualizable in D˜M
−
(pt) for proper X ∈ Sm/k. And we calculate
its dual by using orientations on symplectic bundles. And finally we will prove the embedding
theorem in MW-motivic cohomology. For this we need to involve the stable A1-derived category
DA1(S) over S introduced in [DF17a, Section 1] and [CD13, Example 5.3.31] and use the duality
result on that category. For clarity, we describe our procedure like the following:
Duality in DA1(S) =⇒ Duality in D˜M(S) =⇒ Duality in D˜M
−
(S) =⇒ Embedding Theorem.
Let’s briefly review the construction of DA1(S), the reader may also refer to [CD13, Section
5] and [DF17a, Section 1].
Define Sh(S) to be category of Nisnevich sheaves of abelian groups on Sm/S. The Yoneda
representative of F 7−→ F (X) for any X ∈ Sm/S is denoted by ZS(X). The functor γ :
Sm/S −→ C˜orS in Proposition 5.6 and Lemma 5.5 give us an adjunction
γ˜∗ : Sh(S)⇋ S˜h(S) : γ˜∗.
The category Sh(S) is a symmetric monoidal category with ZS(X) ⊗S ZS(Y ) ∼= ZS(X ×S Y )
and γ∗ is a monoidal functor. For any f : S −→ T in Sm/k, there is an adjunction
f∗ : Sh(T )⇋ Sh(S) : f∗
by the same method as in Proposition 5.19 and f∗γ∗ ∼= γ∗f∗ since there is an similar equality
for their right adjoints. If f is smooth, there is an adjunction
f# : Sh(S)⇋ Sh(T ) : f
∗
as in Proposition 5.23. Then f#γ
∗ ∼= γ∗f# since there is an similar equality for their right
adjoints.
By the same method as in Section 6.2.1, we define SSp(S) to be the category of symmetric
1S{1}-spectra by Sh(S), where
1S{1} = Coker(ZS(S) −→ ZS(Gm)).
There are adjunctions
Σ∞ : Sh(S)⇋ SSp(S) : Ω∞
and
γ˜∗ : SSp(S)⇋ Sp(S) : γ˜∗.
And we could also define ⊗S , f∗, f∗, f#, −{−i} and −{i} (i ≥ 0) on SSp(S). Moreover, γ∗
commutes with f∗ and f# and it’s monoidal as above.
In [CD07, Theorem 1.7], they defined a model structure MS on the category of unbounded
complexes of Sh(S). This is a cofibrantly generated model structure where the cofibrations are
those I-cofibrations where I consists of the morphisms Sn+1(ZS(X)) −→ Dn(ZS(X)) for any
X ∈ Sm/S and weak equivalences are quasi-morphisms between complexes. The homotopy
category of MS is denoted by DS(S). Moreover, MS is stable and left proper so it induces a
triangulated structure on DS(S).
By localizing DS(S) with morphisms
ZS(X ×k A
1) −→ ZS(X)
as in Section 6.1, we get a category Deff
A1
(S) with the induced triangulated structure.
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In [CD07, Theorem 1.7], they defined a model structure MSSp on the category of un-
bounded complexes of symmetric spectra of Sh(S). This is a cofibrantly generated model
structure where the cofibrations are those I-cofibrations where I consists of the morphisms
Sn+1(Σ∞ZS(X){−i}) −→ Dn(Σ∞Z˜S(X){−i}) for any X ∈ Sm/S and i ≥ 0 and weak equiv-
alences are quasi-morphisms between complexes. The homotopy category of MSSp is denoted
by DSSp(S). Moreover, MSSp is stable and left proper so it induces a triangulated structure on
DSSp(S).
By localizing DSSp(S) with morphisms
(Σ∞ZS(X ×k A
1) −→ Σ∞ZS(X)){−i}, i ≥ 0
as in Section 6.2.3, we get a category with the induced triangulated structure. And localizing
that category by
(Σ∞ZS(X){1}{−1} −→ Σ
∞ZS(X)){−i}
as in Section 6.2.3, we’ve got our categoryDA1(S), with the induced triangulated structure. And
we have an exact functor
Σ∞,st : Deff
A1
(S) −→ DA1(S).
Here are some further properties needed of the stable A1-derived categories, they come from
[DF17a, 1.1.7 and Theorem 1.1.10].
Proposition 7.6. (1) For any f : S −→ T in Sm/k, we have an adjoint pair of exact
functors
f∗ : DA1(T )⇋ DA1(S) : f∗.
(2) For any smooth f : S −→ T in Sm/k, we have an adjoint pair of exact functors
f# : DA1(S)⇋ DA1(T ) : f
∗.
And for any A ∈ DA1(S) and B ∈ DA1(T ), we have
(f#A)⊗B ∼= f#(A⊗ f
∗B).
(3) For any f : S −→ T in Sm/k, we have a functor
f! : DA1(S) −→ DA1(T ).
If f is proper, we have
f! ∼= f∗.
If f is smooth, we have
f! ∼= f#(− ⊗ (Σ
∞,stThS(TS/T ))
−1).
Proposition 7.7. Let S ∈ Sm/k and f : X −→ S be a smooth proper morphism. Then
Σ∞,stZS(X) ∈ DA1(S) is strongly dualizable with dual f#(Σ
∞,stThX(TX/S)
−1).
Proof. Pick any A,B ∈ DA1(S), we have
HomD
A1 (S)
(Σ∞,stZS(X)⊗S A,B)
∼=HomD
A1 (S)
(f#f
∗A,B)
by Proposition 7.6, (2)
∼=HomD
A1 (S)
(A, f∗f
∗B)
by Proposition 7.6, (1) and (2)
∼=HomD
A1 (S)
(A, f!f
∗B)
by Proposition 7.6, (3)
∼=HomD
A1 (S)
(A, f#(f
∗B ⊗X (Σ
∞,stThX(TX/S))
−1))
by Proposition 7.6, (3)
∼=HomD
A1 (S)
(A,B ⊗S f#(Σ
∞,stThX(TX/S)
−1))
by Proposition 7.6, (2).
. 
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Proposition 7.8. Let S ∈ Sm/k and f : X −→ S be a smooth proper morphism. Then
Σ∞,stZ˜S(X) ∈ D˜M(S) is strongly dualizable with dual
(Σ∞,stThS(ΩX/S))(−2d)[−4d],
where d = dX − dS.
Proof. Since we have a monoidal exact functor γ∗ : DA1(S) −→ D˜M(S) which commutes
with f# up to a natural isomorphism, Σ
∞,stZ˜S(X) ∈ D˜M(S) is strongly dualizable with dual
f#(Σ
∞,stThX(TX/Y )
−1) by Proposition 7.7. And by Proposition 7.5,
(Σ∞,stThX(TX/S))
−1 ∼= (Σ∞,stThX(ΩX/S))(−2d)[−4d].
Finally, we have
f#((Σ
∞,stThX(ΩX/S))(−2d)[−4d]) ∼= (Σ
∞,stThS(ΩX/S))(−2d)[−4d].

Now we have a monoidal exact functor L : D˜M
−
(pt) −→ D˜M(pt) which commutes with
−{−i}, i ≥ 0 up to a natural isomorphism. And by Proposition 6.46, we have
Proposition 7.9. Let X ∈ Sm/k be a proper scheme. Then Σ∞,stZ˜pt(X) ∈ D˜M
−
(pt) is
strongly dualizable with dual
(Σ∞,stThpt(ΩX/k))(−2dX)[−4dX ].
Theorem 7.4. Let X,Y ∈ Sm/k with Y proper, then we have
Hom
D˜M
eff,−
(pt)
(Z˜pt(X), Z˜pt(Y )) ∼= C˜H
dY
(X × Y,−TX×Y/X).
Proof. Let p : Y −→ pt be the structure map of Y and q : X×Y −→ Y be the second projection.
We have
Hom
D˜M
eff,−
(pt)
(Z˜pt(X), Z˜pt(Y ))
∼=Hom
D˜M
−
(pt)
(Σ∞,stZ˜pt(X),Σ
∞,stZ˜pt(Y ))
by Proposition 6.43
∼=Hom
D˜M
−
(pt)
(Σ∞,stZ˜pt(X)⊗ (Σ
∞,stThpt(ΩY/k))(−2dY )[−4dY ],Σ
∞,st
1pt)
by Proposition 7.9
∼=Hom
D˜M
−
(pt)
(Σ∞,stZ˜pt(X)⊗ (Σ
∞,stThpt(ΩY/k)),Σ
∞,st
1pt(2dY )[4dY ])
by Proposition 6.42
∼=Hom
D˜M
−
(pt)
(Σ∞,st(Z˜pt(X)⊗ Thpt(ΩY/k)),Σ
∞,st
1pt(2dY )[4dY ])
∼=Hom
D˜M
eff,−
(pt)
(Z˜pt(X)⊗ Thpt(ΩY/k),1pt(2dY )[4dY ])
by Proposition 6.43
∼=Hom
D˜M
eff,−
(pt)
(Z˜pt(X)⊗ p#ThY (ΩY/k),1pt(2dY )[4dY ])
by Proposition 7.2
∼=Hom
D˜M
eff,−
(pt)
(p#(p
∗Z˜pt(X)⊗ ThY (ΩY/k)),1pt(2dY )[4dY ])
by Proposition 6.14
∼=Hom
D˜M
eff,−
(pt)
(p#(Z˜Y (X × Y )⊗ ThY (ΩY/k)),1pt(2dY )[4dY ])
∼=Hom
D˜M
eff,−
(pt)
(p#(q#(1X×Y )⊗ ThY (ΩY/k)),1pt(2dY )[4dY ])
∼=Hom
D˜M
eff,−
(pt)
(p#(q#q
∗ThY (ΩY/k)),1pt(2dY )[4dY ])
by Proposition 6.14
∼=Hom
D˜M
eff,−
(pt)
(Thpt(ΩX×Y/X),1pt(2dY )[4dY ])
by Proposition 7.2
∼=C˜H
dY
(X × Y,−TX×Y/X)
by discussion after [DF17, Remark 4.2.7].
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
Now we could define a category of C˜or
′
k to be a category with objects being proper schemes
in Sm/k and
Hom
C˜or
′
k
(X,Y ) = C˜H
dY
(X × Y,−TX×Y/X).
It’s a category because by the same proof as in Proposition 5.1 and Proposition 5.5.
Definition 7.5. Define the category of effective Chow-Witt motives C˜H
eff
by the idempotent
completion (See [BS01, Definition 1.2]) of the opposite category of C˜or
′
k.
Proposition 7.10. The opposite category of C˜H
eff
is a full-subcategory of D˜M
eff,−
(pt).
Proof. We have a fully faithful functor
C˜or
′
k −→ D˜M
eff,−
(pt)
by Theorem 7.4. The category D˜M
eff
(pt) has infinite direct sums so it’s idempotent complete
(See [N01, Proposition 1.6.8]). Now suppose g : K −→ K is an idempotent in D˜M
eff,−
(pt). It
splits in D˜M
eff
(pt) with the image morphism f : K −→ I and the section s : I −→ K. Then
C∗(g) also splits with the image morphism C∗(f) and the section C∗(s) by [DF17, Corollary
3.2.11]. Now f and s comes from D(pt) by loc. cit., hence C∗(I) is isomorphic to an object in
D−(pt). Hence I is isomorphic to an object in D˜M
eff,−
(pt). Hence D˜M
eff,−
(pt) is idempotent
complete thus we get a functor (See [BS01, Proposition 1.3])
C˜H
eff
−→ D˜M
eff,−
(pt)
which is also fully faithful by the construction of idempotent completion. 
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