The advancement of deep learning technology has been concentrating on deploying end-to-end solutions using high dimensional data, such as images. Recently, a number of methods have been proposed for reconstructing 3D objects using deep learning. One such technique is the method that involves recovering 3D objects as voxel grids using one or multiple images. However, there has been very little work directed towards the generation of 3D objects represented by a set of points, i.e. point cloud, from voxel grids which are ambiguous and coarse. The development of a deep learning model that generates point clouds with details from coarse voxel grids has numerous benefits to quality of life. For example, design professionals can use this model to generate detailed 3D point clouds using a sketched and coarse voxel to enable their creativities. This paper presents an algorithm to generate point clouds from voxel grids. The algorithm explicitly loads 3D objects into voxels without projection operations and associated information loss. To obtain a comprehensive understanding of the voxel grid, the grid is analyzed through various angles, as inspired by how humans observe 3D objects. The features from various angles are passed into a GRU layer to extract patterns across views, which will then be passed to a channel-wise convolutional layer and graph convolution to generated the predicted point cloud. The experimental result of the algorithm indicates that the algorithm is capable of generating high-quality point clouds by understanding the semantic features of the voxel grid.
I. INTRODUCTION
In recent years, computer vision research has been rapidly advanced due to the rise of deep learning technologies. Classification performance on the ImageNet dataset has been constantly refreshed by various networks, e.g. AlexNet [1] , VGGNet [2] , Inception [3] and ResNet [4] . Faster RCNN-based approaches have achieved great success for generic object detection on PASCAL and MS COCO [5] . RGB images in these tasks are a classical visual signal, however, real-world objects of 3 dimensions usually cannot be comprehensively captured by 2D space. It is therefore necessary and significant to investigate 3D data beyond 2D images. For example, in medical imaging, results from computed tomography scans are usually reconstructed as 3D objects and then analyzed as a whole, instead of slices of images [6] . In autonomous driving, LiDAR and RGB-D camera capture 3D information to localize targets and understand the environment [7] .
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Point clouds and voxel grids are two of the most common representation of 3D objects in computer vision and computer graphics. In general, a point cloud is a set of data points collected in space, it is generally produced by sophisticated scanners, such as LiDAR [8] . In contrast, a voxel represents a unit-length cube (or grid) in 3D space. As with pixels in a 2D binary images, voxel grids can describe a 3D object in space. Although both of them can be used to represent 3D objects, they share different pros and cons. Comparing with discrete voxel grids, point clouds consist of a series of continuous coordinates, which can easily record small-scale features. To represent the same level of details, the resolution of the voxel grid needs to be largely increased, which means incredible memory cost, and may further lead to quantization artifacts [9] . However, in the low-resolution situation, several voxels are enough to represent an abstract 3D object, such as a chair or a table [10] . Meanwhile, since each voxel represents a unit-length discrete block in a grid, in comparison to point clouds, it is easier for the human to interact with voxel grids.
In this paper, considering the gap between abstract voxel grids and continuous point clouds, we aim to learn a deep network that can convert low-resolution voxel grid (i.e. 32 × 32 × 32) into the point cloud (i.e. 2048 points) with more details. Such method can be used to solve some real-world problems. For example, 3D modelling workflow can be automated by scratching a simple object in the voxel grid and apply our model to get a detailed object without any knowledge of the 3D modelling or the editing software. We humans usually perceive 3D objects from several different angles, and simply fixing positions of voxel grids and launching classical image convolution are difficult to obtain a comprehensive understanding of 3D objects. Motivated by this fact, we propose to explore voxel grids from different angles as humans. Specifically, voxel grids are rotated to produce multiple views of the 3D object, and then we perform convolutions on these different views. Convolution results are integrated through Gated Recurrent Unit (GRU) by exploiting the correlation between views and further processed through channel-wise convolutions. Then, context information of a point in the cloud are investigated through graph convolutions to make an accurate estimation on its coordinate. In summary, our paper makes the following contributions:
• We propose a novel end-to-end deep learning framework that synthesizes the detailed 3D point clouds using a low-resolution voxel grid.
• Considering point cloud is a set of unordered points, a loss function that is invariant to the permutation of points is introduced to measure the consistency between generated point clouds and input voxel grids.
• Experiments on various categories of the ShapeNet dataset demonstrate the effectiveness of the proposed approach to generate point clouds from multiple angles of voxel grids.
The rest of the paer is organized as follows: after a brief summary of previous realted works in section II, we introduce the proposed generation framework in section III. Then, comprehensive experiments are demonstrated in section IV. Finally, we conclude this work with some future directions in section V.
II. RELATED WORK A. DEEP LEARNING ON IMAGES GENERATION
A recent research trend on generative models of images in deep learning involves the use of the generative adversarial network(GAN) [11] , which analogs a two-player minimax competition: a generator aims to fake the realistic image samples and a discriminator to distinguish between the real and the fake. Tasks including Image-to-image translation problems have been solved successfully by applying GANs [12] - [16] . Apart from generation tasks, GANs are also capable of performing invariant feature extraction [17] and open-set recognition [18] . The success of GANs from various tasks using 2D image data encourages the similar applications of GANs on 3D objects generation.
B. DEEP LEARNING ON 3D OBJECTS
With the release of large scale 3D objects dataset like ShapeNet [10] , researchers have begun discovering generating 3D objects as output using deep learning. Voxel Grid Representation: [19] - [23] pioneered applications of deep learning on 3D data in the voxel grids representation. Reference [20] applied generative adversarial network [11] directly to derive an unsupervised learning process. However, voxel grids representation might be memory consuming when the shapes are sparse. Point Cloud Representation: The deep learning research on 3D point clouds is pioneered by the invention of PointNet [9] and PointNet++ [24] to perform classification and segmentation with the idea of using symmetric functions. Reference [25] resolved the permutation problem by arranging points to slices and feeding them into an RNN to perform point cloud segmentation. The segmentation method of [26] integrated PointNet to extract features of point clouds so that they can be fed into the Region Proposal Network [5] . Reference [27] proposed DPRNet, which applies the idea of the residual network into 3D point clouds. The method proposed by [28] approached the 3D classification problem by predicting various views and projections. Apart from treating point cloud as a set or a set of views, [29] extracted the features of point clouds from a graph perspective.
C. POINT CLOUD GENERATION
The research related to point clouds mainly focuses on the feature extraction from point clouds, which can be directly obtained from the LiDAR or RGB-D camera. However, other advantages of the point cloud, such as its continuity variable dimensions, are far less exploited. Reference [30] proposed an architecture to generate the 3D objects as point clouds from a single image. Considering a point cloud is unordered, commonly used loss functions such as mean square error and euclidean distance might not be applicable, and thus [30] developed several candidate loss functions to measure the similarity between two point sets. Since the points in the generated cloud might not be distributed evenly across the space, [31] proposed a solution to this point clouds upsampling problem by penalizing the model when the generated points are too close to each other. Based on image inputs, [32] and [33] applied the generative adversarial network to the point clouds generation problem. Besides, [32] proposed a new loss function that forces the consistency between the generated point cloud and the reference ground truth. Reference [34] proposed a novel method to generate missing parts of the surface of the point cloud by using segmentation and feature enhancement.
Previous works about point cloud generation mainly focus on producing point clouds from images. In contrast, we propose to generate point clouds from voxel grids, which can be easily obtained in 3D entertainment devices. Compared with RGB images, voxel grids usually have fixed size but unfixed positions, which makes existing image-based deep learning lose efficacy.
III. METHODOLOGY
3D object data can be easily represented using uniform 3D volume occupancy grids. A unit of this graphic information is called voxel, which comes from analogy with the word ''pixel'' in an image plane. Each cube (i.e. voxel) in the volume grid has a predefined edge length in 3D, which determines the resolution of the representation. A fine resolution is very important to capture key features of the object, but the need for defining an appropriate resolution is often the bottleneck for the learning algorithms. Compared with voxel grids, 3D point clouds captured by scanners are often of high accuracy and versatile information about objects. Given a 3D voxel grid V ∈ R L×L×L , we therefore aim to discover a deep neural network F to generate the point cloud {(x 1 , y 1 , z 1 ), (x 2 , y 2 , z 2 ), · · · , (x N , y N , z N )} corresponding to the same 3D object, as shown in Figure 1 .
Our network consists of the following major components: multi-angle feature extraction, recurrent voxel fusion, graph convolution, and a chamfer distance loss, which will be discussed in the following subsections.
A. MULTI-ANGLE FEATURE EXTRACTION
Voxel grid is one of many popular 3D object representations. The voxel grid is essentially a regular three-dimensional grid consisting of unit blocks, called voxels. If a voxel is part of the object, its value is typically set to one. Voxel grids in a 3D dataset are usually of the same size, e.g. 32 × 32 × 32. Therefore, one can simply resize the entire voxel grid into a vector with 1024 elements and extract features from the vector using traditional machine learning algorithms. However, by extracting feature from this vector as a whole, the geometrical information between adjacent voxels are lost.
While the 2D convolutional layer stimulates how biological neurons precept images in the brain [35] , its trivial generalization, 3D convolutional layer, is still unintuitive to humans. On the other hand, human precepts 3D objects by observing through multiple angles of the object. With this in mind, we propose to extract features from the voxel from various angles by regarding voxel grids as ordinary images with multiple channels, which can be seen as another way of generalizing the image convolution. We call this procedure multi-angle feature extraction. Generally, the multi-angle feature extraction is done by rotating the object in the voxel grid by an arbitrary angle and perform image convolution on the voxel grid with the axis that is perpendicular to the camera as the channel axis. If the image convolutions are applied with a pre-defined order of rotation angles(e.g. top-bottom/leftright) on voxel grids, the extracted feature of the multi-angle feature extraction layer would be distinct. Generally, feature extraction from one single angle is insufficient to show all the essential features of a 3D object. Inspired by engineering drawing, we tend to explore and exploit several views of the object, e.g. front, top and side views. The information of objects can, therefore, be conveyed precisely and economically, with little ambiguity.
The front view is often chosen as the view that communicates the most information about the object, and it is usually the default view presented in the 3D objects dataset (see Fig. 1(a) ). Let V front ∈ R L×L×L denote the front view of the voxel grid for a 3D object. We employ a series of 3 × 3 convolutional filters to extract features from V front . The order of convolution operation is from top left to the bottom right of the voxel grid, and the resulting feature map is denoted as F(V front , W front ), where F stands for the convolution function parameterized by W front .
Beginning with the front view of the voxel grid, we rotate the volume until its original top view is facing toward the viewer. Similar convolution operations could then be applied with filters of the same size yet different weight values W top . Following the same procedure, multiple feature maps from different views can be produced. For example, F(V front , W front ) for front view, F(V top , W top ) for top view, and F(V side , W side ) for side view. If necessary, more than one convolutional layer can be employed to process each view of the volume. The same padding and stride operations in convolution are imposed on different views so that the size of these resulting feature maps can be consistent and can be integrated into a unified feature map without extra transformations.
B. RECURRENT VIEW FUSION
Given feature maps extracted from various angles of the voxel grid, the next task is then to investigate an appropriate approach to fuse them into a unified feature map for the subsequent process. Two trivial approaches are either to aggregate the feature maps using sum, max or to apply concatenation operation. Simply aggregating the features maps will trivially combine the features extracted from various angles. The feature extracted from each angle will be fused into one feature map without considering the pattern across the feature from various angles, which will cause the network to lose the ability to focus on local details on each angle. Concatenating the feature maps will grow the complexity of the network linearly. If more angles are considered, the size of this component will have a linear rate of growth with respect to the number of input feature maps. To keep the complexity of the network while exploiting the correlation across different angles, we adopt recurrent neural networks.
However, if the basic RNN cell is applied, a severe vanishing gradient problem can occur. Vanishing gradient problem is defined by the exponential decay of the gradient of shallower layers during backpropagation [36] , which will result in the affected layers having an insignificant gradient and is unable to be updated efficiently. This problem is typically caused by the network structure being recurrent or very deep. To avoid this problem in a recurrent structure, many recurrent neural network cell has been proposed, such as Long Short Term Memory (LSTM) [37] and Gated Recurrent Unit (GRU) [38] . GRU is adopted over LSTM for its computational efficiency.
In summary, assuming the sequence of the feature of views is pre-defined, and denote f t to be the t-th feature of view F(V t , W t ) in the pre-defined sequence. For example, t can range from 1 to 3 where each t represents the front, side, and top views, respectively.
The recurrent voxel fusion process can be unrolled as the following,
where z t and r t are the update gate and reset gate in GRU, respectively. The output feature map from the GPU units on the last timestamp y last can be seen as the unified feature map from different views. This feature map is denoted as f GRU is passed into the following layers.
C. POINT CLOUD GENERATION
So far, the input voxel grid can be represented as a unified feature map f GRU from GRU, the next step is to generate points from the unified feature map. Suppose the size of feature map f GRU is D F × D F × M , where D F is the spatial width and height of a square feature map, and M is the number of input channels (input depth). We introduce a channel-wise convolution operation to learn the feature representation for each point in the target point cloud from f GRU . Channel-wise convolution applies a single filter K ∈ R D F ×D F to transform each input channel of f GRU , which results in a single feature vector p ∈ R M . One feature vector p, at this stage, can represent a point in the R M space. In theory, to dynamically reduce the number of points generated, one can simply reduce the number of channel-wise convolutional filters applied on f GRU . Hence, by employing a series of kernels {K 1 , K 2 , · · · , K N } for the N target points in the cloud, we will be able to obtain {p 1 , p 2 , · · · , p N } as features for these points.
Since the output point cloud is a set of points in 3D space, the M -dimensional features of each point p i needs to be transferred to three-dimensional coordinates. One approach to implement this transfer is to apply fully connected layers. However, the connection between points will be neglected if only fully connected layers are used. To consider the connection between nearby points, the features in the point cloud should be extracted at the graph level. Specifically, for an input point cloud P, we construct a graph G = (V, E), where V = P and E = {(p i , p j )|p i , p j ∈ P} with p j as one of the k-th nearest neighbors of p i . Then, each point p ∈ R 3 in the output point cloud P can be calculated by the following,
where h :
where denotes the concatenation operation and θ ∈ R M ×3 . This graph convolution was initially developed for classification and segmentation tasks [29] . In this work, we demonstrate its capability in a point cloud generation task. The original M -dimensional feature representations for points can, therefore, be effectively reduced to three-dimensional coordinates by exploring and exploiting local structures of the point cloud.
In summary, the network architecture proposed in this work is the following: 1) multi-angle feature extraction, 2) recurrent voxel fusion using GRU, 3) channel-wise convolutions and 4) graph convolutions. The detailed configuration of the network is shown in Table 1 .
D. LOSS FUNCTION
The network is trained with Chamfer Distance loss. Chamfer Distance is based on the nearest neighbour of points from one point cloud to the other, which is used in various previous works, such as [39] . The formulation of Chamfer Distance is given as
where P and Q are two point clouds. Intuitively, for each point in one point cloud, say P, the Chamfer Distance looks up its nearest neighbor from the other point Q and calculates the distances between them. Since the nearest neighbor looks up operation, in this case, is symmetric, the Chamfer Distance is invariant to the permutation of points in both P and Q.
Also, the Chamfer Distance can be applicable even when the cardinalities of two-point clouds do not match. Since Chamfer Distance is differentiable everywhere, it can be implemented as a loss function to train the proposed model.
IV. EXPERIMENTS A. DATASET
The ShapeNet dataset is a comprehensive collection of 3D models in different categories, such as the chair, bench, aircraft, etc. Each category contains thousands of samples. The 3D models stored in this dataset are in polygon mesh format, which describes a 3D object with vertices faces and surface textures. Apart from the physical appearance, ShapeNet also provides semantic annotation for its data, such as consistent rigid alignments, parts and bilateral symmetry planes, physical sizes, keywords, as well as other planned annotations. Figure 3 shows samples of the 3D objects in ShapeNet.
Since the proposed network is trained with voxel and point cloud, the polygon meshes should be converted into voxels and point clouds before training. Specifically, the polygons are voxelized into 32 × 32 × 32 tensors, where each element is either zero or one to indicate the occupancy of the voxel. Before training, each element is normalized to {−0.5, 0.5} for better convergence. Within each point cloud, 4096 points are sampled from the surface of the polygon mesh. During training, in each epoch only a 2048-subset of all sampled points will be randomly selected. The selected subset of each point cloud shuffles across epochs. This technique ensures the robustness of the network while maintaining computation and memory efficiency of the training process. The visualization of the point clouds are shown in Figure 5 .
B. IMPLEMENTATION DETAIL
In summary, the multi-angle feature extraction is directly applied at the start of the network. To rotate the voxel grids so that image convolution can be done efficiently, the original voxel grids are transposed by three different permutations of axes, which corresponds to the three views of the object. As described in the previous section, Gated Recurrent Unit(GRU) is used to merge the feature maps. Then, channel-wise convolutions are applied to extract features for each point individually. The leaky-ReLU [40] activation is used for the channel-wise convolutions, followed by three graph convolutions.
C. ABLATION STUDIES
In this experiment, the ability of the network to restore the point cloud from the input voxel grid is examined. The dataset is randomly split into the training set and test set by 8 : 2 ratio. The metrics used to define the distance between two different point clouds are discussed in Section IV-C.1. The necessity of each component of the proposed network is discussed using an ablation study in Section IV-C.2.
1) EVALUATION METRICS
To measure the similarity between the predicted point cloud and the ground truth point cloud as a whole, following [30] and [39] , the Intersection-over-Union between the two point clouds is measured.
The intersection-over-union (IoU) metrics measure the IoU between two voxel grids. Since the goal is to measure the difference between two point clouds while intersection-overunion works directly on voxel grids, the input point clouds should be converted into a voxel grid.
The approach to convert point clouds to voxel grids employed during the experiment generally is similar to [30] and [39] . Generally, we first initialize a [32 × 32 × 32] empty voxel grid, and scale the range of each coordinate from [−1, 1] to [0, 32] . Then, we treat each point as a [1 × 1 × 1] block centered at the point. For each block, the volume of the intersection with surrounding voxels is calculated, here, each block may intersect with a maximum of 8 voxels. For each voxel, we preserve the maximum percentage of the intersection with surrounding blocks. Finally, a threshold value t is chosen for each voxel as Eq. 4:
where i indexes all values in voxel grid V . Intuitively, if the intersected volume of voxel V i is larger than t, this voxel is considered occupied, which is represented by value 1. Having the binary values on each element in the voxel grid, the IoU is given by the following equation.
Since there is a lack of literature related to the point cloud generation from voxel grids, this ablation study is performed by swapping vital components with the parts that are frequently used among 3D data generation projects. Experiments are conducted on a total of four baseline models to show the potential of the proposed model to generate accurate point clouds. These baseline models are:
• CONCAT. Same as our model, the multi-angle feature extraction is directly applied at the start of this network. However, instead of applying the GRU to fuse the feature maps obtained from different angles of the voxel grid, we directly concatenate them across the third axis and merge them into a tensor. The main disadvantage of this approach is the complexity of the network scales linearly with the number of feature maps.
• FullyConn. This network also contains the multi-angle feature extraction layer as in our work, followed by the identical amount channel-wise convolutions. Different from our work, the graph convolution is removed in this network. Therefore the [N ×F] features for each sample is directly converted to [N × 3] via a fully connected layer with the linear activation function.
• C3D. This network replaces the multi-angle feature extraction and the GRU fusion stage in our work by two 3D convolution layers [41] . The first 3D convolution expands the tensor from depth 1 to depth 8, and the second 3D convolution shrinks the depth of the 3D tensor back to one, to match the dimension of the expansion stage. The tensor is then passed through a 2D convolution to expand its channels directly. The expansion process is identical to the multi-angle feature extraction afterward.
• SingleView. This network replaces the multi-angle feature extraction with a single-angle feature extraction layer. Since there is only one feature map extracted from the voxel grid, recurrent view fusion or concatenation no longer applies.
• RegConv. This network replaces the channel-wise convolution layers with regular 2D convolutional layers.
• MC. In this baseline, we test out a non-deep-learning algorithm, the Marching Cube algorithm [42] . Since the Marching Cube algorithm converts the 3D object from voxel grids into polygon meshes, we further sample points from the generated polygon meshes as the point cloud output from this algorithm.
• PON. This network is adjusted from a recently proposed network in point cloud generation, PointOut-Net [30] . PointOutNet is a network that generates point cloud using images. For the purpose of the comparison, we have adjusted PointOutNet to accept the 3D voxel grid as input.
D. RESULTS

1) POINT CLOUD GENERATION FROM VOXEL GRIDS
In this subsection, we compare the experimental results of various networks on the chair, aircraft and table categories of the ShapeNet dataset. In general, our work outperforms all other baseline networks in the IoU score as quantitatively shown in Table 3 . Specifically, in the aircraft category, our work increases the IoU score of the FullyConn network by 3%. Since the graph convolution treats the point cloud in the graph level and extracts the features from local structures, it is able to find patterns on the fine details on the object. Typically, 3D models of the aircraft contain a variety of fine details such as propellers and landing gears. During backpropagation, graph convolution is sensitive to the gradient of the error propagated from these fine details and therefore learns to generate them.
Likewise, in the chair category, our work increases the result by 15% over the SingleView and by 1% over C3D. Because the multi-angle feature extraction layer extracts features from a perspective of various views, it focuses on the features on the whole object from various angles. Since structures and the fine details on chairs are simpler than those on aircraft, the multi-angle feature extraction has a more significant impact on the final results than other modules. The network with recurrent view fusion, i.e. our model, further enhances the performance by 1.5% in chairs and 3.2% over the networks without this module (CONCAT). In CONCAT, the feature maps extracted from various angles are simply concatenated together. By doing so, the network loses the ability to extract the consistency between different feature maps in a recurrent manner. Maintaining the consistency is more straightforward on the chair and table category, for example, a table or chair is expected to have the same number of legs by viewing from either the top and aside. Table 2 shows the Chamfer Distance result from different models using various categories in ShapeNet. Our work outperforms other baseline models in most categories. Measured with Chamfer Distance, our work outperforms all other models by more than 0.44 × 10 −4 in aircraft, more than 0.8 × 10 −4 in the table, more than 1.25 × 10 −4 in the car and more than 0.5 × 10 −4 in the rifle. Our work performs well on the categories with more small details, such as aircraft and rifles. That is because these types of objects contain important features that are relatively small in scale, which can be extracted easily by the multi-angle feature extraction layer. These small features include landing gears on the aircraft and magazines on the rifles. Our work outperforms most other baselines in the rest of the categories.
As can be shown in Figure 7 , as graph convolution and multi-angle feature extraction layer applies to CONCAT, the point clouds become more intact, contain less out-lying points and distributed evenly. In Figure 7d , the removal of graph convolution causes the model on C3D to fail to extract the local structures and the predicted point clouds could contain extreme outliers. Specifically, In the bottom row of Figure 7 , the angles and edges of the point cloud generated by our work are sharp, while that generated by the baseline models have ambiguous edges and angles. Since multi-angle feature extraction layer enables the model to be more sensitive to the features projected on the viewing angles, in Figure 6 , point clouds with multi-angle feature extraction layer and graph convolutional layer (column (I) and (V)) are more solid than those without, especially on the legs of the chairs. Specifically, the back of the chairs generated by our work (Figure 6c ) is more compact. Among all the point cloud generated from the voxel grid on row 3 of Figure 6 , the one generated by our work is the only generated chair that is able to capture the curvature of the back, which is consistent with the real world chairs.
2) SEMANTIC FEATURE RECOVERY
To study the ability of the model to extract semantic features, analysis is conducted using the trained model on the aircraft category. The motivation behind choosing this category is two-fold: 1) The aircraft present a lot of semantic features, and 2) the number of samples in this category in ShapeNet is large enough for the network to learn those features.
During the construction of the voxel grids, especially when it is hand-crafted instead of samples, it is likely that the person who handcrafted the voxel grid would make mistake and misses some important features. For example, in the case of aircraft, it is possible that the voxel grid of an aircraft created by humans has wings that are asymmetric. If the network is unable to learn the semantic features of the object, the point cloud generated from this voxel grid using the network may have asymmetric wings, which does not exist in real life.
We perform this analysis by removing significant features from a voxel grid in the test set and examine the corresponding point clouds generated, as shown in Figure 8 . In this figure, the first row shows the input voxel grid to the model, and the second row shows the corresponding generated point cloud. The first column shows the original, unmodified voxel grid, whose generated point cloud represents the best quality of point cloud that can be generated from the voxel. In the second column, one side of the wing is removed from the aircraft, which represents a significant human error. In this scenario, the model is able to recognize that the voxel grid is severely damaged because of the asymmetry. Therefore, it would try to generate a point cloud with the damage fixed. To show that the model extracts the symmetric features of the wings on the aircrafts, instead of over-fitting and tries to generate a pair of wings on every input voxel, we remove both side of the wings on an aircraft and let the model generates its corresponding point cloud, which is shown in the third column of Figure 8 . In the generated point cloud, the model recognizes that the input is trying to assemble a cylinder-shape object and not attempting to assemble an aircraft, therefore, the generated point cloud looks like a cylinder, which is the fuselage of the aircraft.
In the second analysis shown in Figure 9 , a feature that is less visually significant is removed, which is the horizontal stabilizers at the back of an aircraft. Horizontal stabilizers are vital components on the aircraft, the absent of horizontal stabilizers of an aircraft during flight is fatal and can always lead to disasters [43] . The first column shows the voxel grid and the generated point cloud of the complete aircraft, the second and the third column removes one and two sides of the horizontal stabilizers, respectively. As can be seen from the bottom rows if Figure 9 , the horizontal stabilizers are successfully recovered by the model, despite being partially or fully damaged.
One may notice that in the third columns of Figures 8 and 9 , despite both sides of the features are removed entirely, only the features removed in the 9(horizontal stabilizers) are able to be recovered in the generated point cloud. This is because of the ability of the model to resemble how humans observe a 3D object. When the aircraft wings are moved, the remaining visual feature is unable for a human to recognize that a model is a plane, since the model is essentially a cylinder with bumps. However, in the third column of 8, VOLUME 7, 2019 despite the horizontal stabilizers are removed, most visual features, such as wings and engines, are still absent. In other words, the human is still able to identify the aircraft with the horizontal stabilizers removed. Therefore, the generated point cloud fully recovers this feature.
We further validate this claim by measuring the IoU performance of the various baseline modes when the voxels of the input voxel grid are dropped randomly by 10%. Table 4 shows the result of this experiment setting. As can be seen from this table, due to the lack of multi-angle feature extraction in SingleView, C3D, PON, and MC, their performance is significantly lower than other models. With other components that improve the ability of the network to detect small features, the IoU result of our model still remains on the top, despite the 10% random dropping in the input voxel grid.
Hence, our work is able to recover input voxel grids that are erroneous and attempts to fix them using the semantic features it has learned from the dataset.
V. CONCLUSION
Motivated by human's ability to sense 3D objects from multi-angles and replicate the object from it, we propose a multi-angle feature extraction layer for extracting 3D voxel grids in perspective of various viewing angles. The multi-angle feature extraction layer analyzes the input voxel grid from various viewing angles. To connect the raw output of human(voxels) to point cloud, we integrate our multi-angle feature extraction layer into a deep learning architecture.
In the proposed architecture, GRU is applied to extracting consistency between different views and the combination of channel-wise convolutions and graph convolutions is applied to generate and further process the points. While experiments demonstrate that current architecture has indeed enhanced the predicted point cloud, the design of the architecture indicates several possible further research and extension. Since the success of our architecture is mainly due to being able to analyze the voxel grids from different angles, investigating a learnable prediction network that can predict the angles for which the multi-angle feature extraction layer should analyze is a major step forward for this algorithm. CHANG XU received the Ph.D. degree from Peking University, China. He is currently a Lecturer and an ARC DECRA Fellow with the School of Computer Science, The University of Sydney. He has published over 60 articles in prestigious journals and top-tier conferences, including the IEEE T-PAMI, IEEE T-NNLS, IEEE T-IP, ICML, NIPS, IJCAI, and AAAI. His research interests include machine learning algorithms and related applications in computer vision. He received several paper awards, including the Distinguished Paper Award in IJCAI 2018. He regularly served as the (senior) PC for many conferences, e.g., NIPS, ICML, CVPR, ICCV, IJCAI, and AAAI. He has been recognized as Top-Ten Distinguished Senior PC in IJCAI 2017.
