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This work proposes an innovative app
navigation path-planning problem 
exploration rovers by including terrain characteristics. 
The objective is to enhance the typical 2D arithmetical 
cost function by adding 3D information computed from 
the laser-scanned terrain such as terrain height, slopes, 
shadows, orientation and terrain roughness.
This paper describes the algorithm developed by UPM 
and GMV and the tests made at the GMV outdoor test 
facilities using the Moon-Hound rover. This rover is a 
50 Kg rover including a Sick laser mounted on a 
pan&tilt unit for generation of 3D Digital Elevation 
Models (DEM’s). Experimental results have shown the 
effectiveness of the proposed approach.
1. INTRODUCTION 
Planetary Rovers' autonomous navigation capability 
implies that the rover itself is able to navigate from the 
starting position to a goal in a poorly known (or even 
unknown) terrain. In order to accomplish such a task the 
rover must have the ability to perceive and model the 
environment, to localize itself and to generate a 
trajectory to a goal, executing motion steps following 
the classical sense-decide-act loop. 
Most of the works in path planning take into account 2D 
maps indicating obstacles and other objects. In order to 
produce a 3D navigational map, a series of acquisition 
and pre-processing steps are needed to generate terrain 
information that is later merged with a typical 2D map.
The 3D path-planning tool-chain depicted in 
started by an acquisition stage in charge of scanning the 
environment using a laser device and producing several 
types of maps (DEM, slopes, roughness
Figure 1. 3D Path-planning system architecture.
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All such maps are supplied 
generates a continuous navigational map used later on 
by the path-planning module to compute an optimum 
path. This path is filtered by the trajectory generator 
module in order to create a list of navigation waypoints. 
All software components are developed as GenoM 
modules. 
The navigational map includes a continuous index as a 
measurement of terrain cost. Fuzzy logic was chosen 
because it allows modeling the qualitative cost or 
difficulty of the terrain. The cost terrain is decompos
in the terrain height (low-
high-difficult and very high-obstacle); the terrain slopes 
(low, medium, high) and the terrain roughness (low, 
medium, high). As output the fuzzy engine computes a 
continuous index 0-1 where 0 indicate
cost (free area) and 1 stands for non
The path-planning module is based on a modified 
version of the A* algorithm. The A* cost function takes 
into account the rover motion cost in term of distance, 
the Manhattan metric to final destination, a fuzzy index 
navigation cost, the changing of motion direction cost 
and an estimation of the cost of navigation within a 
shadow area allowing a safer navigation method. These 
cost metrics are weighted by factors that can be tuned 
by a higher-level navigation manager.
The paper follows this break-
the process of DEM generation using the Locus 
algorithm, Section 3 includes the terrain traversability 
analysis by the fuzzy engine, Section 4 explains the 
path-planning algorithm, Section 5 shows the 
underlying GenoM controller framework, Section 6 
presents some experimental results and finally Section 7 
presents the conclusions of this activity.
2. ENVIRONMENT PERCEPTION
The autonomous rover navigation capability
that the rover navigates from a start position 
several hundreds of meters away in a
(we could have an initial low
The rover must perceive the environment
best trajectory (optimun path) and e
target while keeping at any time the knowledge about its 
position. 
The perception ability entails 
extracting knowledge about the surrounding 







to the fuzzy engine that 
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easy, medium-affordable, 
s the minimum 
-navigable area. 
 




to a target 
n unknown terrain 
-resolution/global map). 
, decide the 
xecute it until the 
capturing information and 
information can be 
decomposed into a first data source considering the 
height of every 2D point in a DEM (Digital Elevation 
Model) and a second data source regarding the spatial 
relationships within the point cloud (i.e. distances 
between points or number of neighbour points). 
There are several proposals about how to properly 
model a terrain. Weibel and Heller [1] used the slope, 
aspect and curvature while Franklin and Peddle [2] 
suggest five basic features for a model relief: elevation, 
slope, roughness, orientation and convexity. All these 
features can be represented with the same resolution as 
the original DEM.  
In this activity, we will extract as terrain information the 
elevation, slope, orientation and roughness of the 
environment as intrinsic features. As additional extrinsic 
feature we are also calculating the shadows produced by 
the obstacles.  
Thus, the environment perception process can be 
decomposed into two different phases as shown in the 
Figure 2:  
1. Acquisition phase. The laser sensor (Sick LMS-
111) scans the environment around the rover using 
spherical coordinates. This laser sensor is mounted 
on a pan&tilt unit. It produces a 2D scan (distances 
and azimuth angle to obstacles) for every 
commanded tilt angle. 
2. Maps generation phase.  The point cloud is 
analyzed and converted into Cartesian coordinates 
to build the DEM by means of the locus algorithm. 
This algorithm processes the point cloud generating 
the DEM map and the shadows map. The slope and 
orientation maps are derived from the DEM map. 
Finally, the roughness map is computed from 
previous slope and orientation maps. 
 
Figure 2. Laser scanning and maps processing modules. 
2.1. Locus algorithm 
When constructing DEM's using a laser rangefinder 
there are three main difficulties to solve in the 
conversion from spherical to Cartesian coordinates: 
a) Non uniformity distribution. In the spherical 
coordinates system the points cloud are equally 
spaced in terms of azimuth resolution and elevation 
while in the Cartesian frame the points cloud inter-
distances are bigger as the distance to the laser 
source increases. 
b) Shadows interpolation. The Cartesian conversion 
produces an interpolation of the shadow edges quite 
difficult to detect in the later phase. 
c) Measurement uncertainty allocation. The 
uncertainty of each measurement is divided among 
the neighbouring points of the elevation map; 
therefore, the uncertainty in the computation of the 
elevation is not only dependent on the current 
sample but also on its neighbours.  
The Locus algorithm [3] was proposed as a method able 
to build elevation models with a digital resolution as 
much as needed and solving the non uniformity 
distribution problem. Besides this, it provides a quick 
and simple method to recognize shadows and it also 
compensates the measurement uncertainty by modelling 
the scanning error as a normal distribution with a 
standard deviation proportional to the square of the 
distance. 
From the point of view of the locus algorithm, to find 
the height of a point (x, y) in the terrain is equivalent to 
the drawing of a vertical line at that point and figuring 
out the intersection point between that line and the 
terrain.  
Internal computations must be done using spherical 
coordinates instead of Cartesian ones. Thus, a line in 
Cartesian coordinates is a curve in spherical 
coordinates. The previously presented vertical line is 
called locus. The algorithm must solve the intersection 
between both curves (locus and terrain) represented by 
the equations Eq.(1): 
  
ρ   ycos   x 
     (1) 
θ  tan x cos φy  
Where x and y are the target points, φ and θ are the 
elevation and azimuth angles and ρ is the measured 
distance between the laser and the terrain surface. 
Figure 3 shows ρ distances to the locus curve (red 
points) and D distances to the terrain measured by the 
laser (blue points). The algorithm starts increasing and 
computing for each elevation angle φ the difference ρ-D 
(bold black line).  
Then, we must proceed until having two consecutive 
elevation angles φ1 and φ2 where the difference ρ-D 
changes its sign. Afterwards, we apply a binary search 
between φ1 and φ2 to find the intersection point φn.  
The required height value is computed directly by Eq. 
(2): 
   sin  cos  (2) 
 
 Figure 3. Locus algorithm. Search of the intersection 
point between the locus curve and the terrain. 
As conclusion, the locus algorithm is suitable for DEM 
generation as it allows a variable resolution in the three 
spatial coordinates because (x, y) values are chosen at 
the initial grid resolution and z comes from the binary 
search between two elevation angles. 
2.2. DEM generation 
The DEM map represents the height of the points 
measured by the laser sensor with respect to the height 
of the rover. We follow the next steps: 
1. Spherical to Cartesian coordinates transformation 
from measured points cloud. 
2. Determination of minimum and maximum values in 
the XY plane. Those values allow determining the 
mesh dimensions. 
3. Determination of the mesh resolution. The cell size 
must be lower than the maximum allowed height of 
the obstacle that the rover is able to overcome.  
4. Mesh construction. A mesh of determined 
dimensions and resolution is generated as the XY 
plane of the DEM. 
5. Computation of the height value (z) by executing 
the locus algorithm for each (x, y) point of the grid. 
The resolution of the mesh affects quadratically the 
CPU processing time. In this work, the cell size was 
chosen to be between a third and a half of the wheel 
radius (i.e., cell size was between 7 and 15 cm 
considering that the wheel radius of the MoonHound 
rover is 0.3m). Figure 4 shows several DEM maps 
collected at the same terrain scenario just changing the 
DEM resolution. 
 
Figure 4. Several DEM maps using different cell sizes. 
2.3. Slope map 
The slope map represents the slope values of any (x, y) 
point from the DEM map with respect to its neighbours. 
The slope, as defined in [4], is the angle between the 
gradient vector (surface normal vector) and the vertical 
at that point. 
For any given row i and column j from our DEM we 
compute the gradient vector coefficients, as height 
increases between neighbouring points. Current slope 
map implementation can choose between using the 
version of four neighbours from Eq. (3): 
  ,!"# ,!$#%       &  $#,! "#,!%           (3) 
 
or the version of eight neighbours from the Sobel 
operator shown in Eq. (4): 
  '(),*+  2(),*+  ()+,*+- . '(),*  2(),*  ()+,*-80  
(4) 
&  '(),*  2(),*  (),*+- . '()+,*  2()+,*  ()+,*+-80  
 
During this work the Sobel operator approach was 
producing better results than the four neighbours 
approach (see Figure 5). But as the increase of the 
computation time was not negligible (around 40%) it 
was finally dismissed. At the edges of the map the 
previous equations cannot be applied directly but we 
were just assuming the nearest neighbours values (this 
assumption is reasonable as the rover is never trying to 
navigate through the map edges). 
As demonstrated in [5][6] the slope γ can be derived 
from the gradient components by the Eq. (5): 
1  tan √  &          (5) 
  
Figure 5. Slope map generated using 4 neighbours 
(image A) or 8 neighbours (image B). 
2.4. Orientation map 
The orientation map represents the orientation of the 
terrain with respect to the North. The orientation of a 
point is defined as the angle between the vector pointing 
North and the projection on the horizontal plane of the 
normal vector of the terrain surface at that point.  
As in the case of the slope, the orientation value is 
estimated directly from the values of the gradient 
Eq.(6):   arctan 45  (6) 
At the edges of the map it is not possible to apply the 
previous equation and thus the orientation values are 
taken from the nearest point. The orientation map is 
computed by applying Eq.(6) to each point of the 
elevation map. It is used as a first step in the generation 
of the roughness map. 
2.5. Roughness map 
The method for computing the roughness map is 
based on the following approach from (Hobson, 1972) 
[7]. In a uniform and slightly rough terrain, the vectors 
perpendicular to the surface shall be approximately 
parallel and its vectorial addition will be high indicating 
a low dispersion. On the contrary, in a rough 
terrain, slope and orientation variations will make these 
vectors to present a greater dispersion and its vectorial 
addition will be low. 
According to (Mardia, 1972) [8][9], the spherical 
variance is a statistic that measures the dispersion of a 
sample of vectors. We are using this statistic as an 
indicator of roughness by computing the module of the 
vector sum of all perpendicular vectors to the terrain 
surface. For a set of n neighbouring data points, this 
value R can be calculated using Eq. (7): 
6  7∑ 9)  ∑ :)  ∑ ) (7) 
It is convenient to standardize the value of R dividing 
by the sample size n and thus obtaining the 
mean module. The result can be from 0 (maximum 
dispersion) to 1 (perfect alignment/flat terrain). 
The mean module R complements the spherical 
variance, as depicted in Eq. (8)):  
;<  1 .  >?  (8) 
The w<  values are standardized in a theoretical range of 0 
to 1. A value of w<  0  means that the terrain is 
perfectly smooth while w<  1 indicates 
a uniform spherical distribution. 
The roughness map is computed by calculating  w<  for 
each point of the slope and orientation maps. 
2.6. Shadow map 
The shadow map includes the terrain areas that are 
ocuppied by the shadow of the objects allowing 
differentiating between the true terrain surface and the 
non-measured terrain areas. This map represents the 
uncertainty of the terrain by marking the occlusions 
generated by obstacles during the laser scanning 
measurement process.  
The locus algorithm also helps to know if a point is part 
of a shadow area or not. In our case, the algorithm 
returns 1 if it is shaded, and 0 otherwise. The algorithm 
will determine whether a pair (x, y) belongs to a region 
of shadow or not, based on its spherical coordinates. 
Basically, the method is based on the search of 
discontinuities in the measurements of the laser, which 
can be detected by applying an edge detection algorithm 
as the Sobel operator.  
The edge detection algorithm is executed together with 
the locus algorithm. For each Cartesian point, after 
computing its elevation we check if it belongs to an 
edge in the spherical coordinate space. First, we 
compute the gradient G approximately by Eq. (9):  B  |BD|  EBFE   (9) BD  G  H  I .     J BF  J  K  I .   L  G 
where z1-z8 correspond to the Sobel operator mask. 
Finally, we determine that a point belongs to an edge in 
spherical coordinates and in turn, to a shadow 
in Cartesian, if the value of G for that point is greater 
than a given threshold. This threshold depends 
on the terrain characteristics and it must be adapted for 
each scenario. In our experiments we have empirically 
determined that a value of 12 is suitable to properly 
extract the shadows from the terrain. 
3. TERRAIN TRAVERSABILITY ANALYSIS 
The aim of this terrain traversability analysis is to 
produce a 2D navigational map where for each pair (x, 
y) we associate a cost terrain value cM,N represented by a 
continuous value from 0 to 1. 
This traversability analysis is implemented as a fuzzy 
logic process with the Sugeno-type inference engine 
[10][11]. The fuzzy logic was chosen because of its 
intrinsic ability to map natural values to the terrain 
characteristics of elevation, slope and roughness.  
The fuzzy engine is based on the Fuzzy Toolbox from 
Matlab
1
 as it provides a graphical interface to define the 
fuzzy sets and it encapsulates such information in a .fis 
file. It also generates an API in C language able to 
process such .fis file. 
The fuzzy logic process is composed of three phases: 
1.- Fuzzification. We define the fuzzy sets for the 3 
inputs maps: DEM, slope and roughness. 
In the DEM fuzzy set (see Figure 6) the height is 
decomposed into the following sets: low [0,15] cm, 
medium [5, 25] cm, high [16, 35]cm and very high 
[>25cm]. 
 
Figure 6. DEM fuzzy set (low, medium, high, very high). 
The slope fuzzy set differentiates between low [0,20º], 
medium [15º,30º] and high [>25º] slopes as shown in 
next Figure 7: 
 
Figure 7. Slope fuzzy set (low, medium, high). 
The roughness fuzzy set considers also three states: low 
[<0.13], medium [0.11, 0.19] and high [>0.19]. 
 
Figure 8. Roughness fuzzy set (low, medium, high.) 
                                                           
1
 http://www.mathworks.com/products/fuzzylogic 
2.- Inference engine execution. It computes a cost index 
for each point (x, y) from the DEM map that is not 
considered as an occlusion by the shadow map. It uses 
the following IF-THEN inference rules: 
i. If (height is low) and (rough is low) and (slope 
is low) then (cost is easy) 
ii. If (height is high) and (rough is medium) and 
(slope is medium) then (cost is easy) 
iii. If (height is low) and (slope is high) then (cost 
is medium) 
iv. If (height is medium) and (rough is medium) 
and (slope is medium) then (cost is medium) 
v. If (height is medium) and (rough is medium) 
and (slope is low) then (cost is medium) 
vi. If (height is medium) and (slope is high) then 
(cost is hard) 
vii. If (rough is high) then (cost is hard) 
viii. If (slope is high) then (cost is hard) 
ix. If (height is very high) then (cost is very hard) 
 
3.- Defuzzification. It computes a quantifiable result in 
fuzzy logic given the fuzzy sets and corresponding 
membership degrees. The output fuzzy set is 
decomposed into four states: easy [0, 0.2], medium [0.2, 
0.5], hard [0.5, 0.8] and very hard [0.8, 1] as depicted in 
Figure 9. This phase produces a continuous index from 
0 to 1. 
 
Figure 9. Fuzzy states of the cost terrain index. 
 
As listed in Table 1 the computation time was measured 
(in an Intel Pentium Core-2 Duo 1.6 MHz CPU) for the 
same scenario while increasing the mesh resolution. 
CPU computation time increases quadratically with the 
number of points defining the mesh. 
 
Mesh size Cell size (cm.) CPU time (s.) 
50x50 40x78 1.5 
100x100 20x38 6 
150x150 13x25 13 
200x200 10x19 22 
250x250 8x16 34 
300x300 6x12 49 
Table 1. CPU computation time for the same 
navigational map with different resolutions. 
 
Finally, as for the path-planning algorithm we are 
considering the rover as a single point we must fatten 
the obstacles at least by the radius of the circumference 
inscribing the rover (see Figure 10).  
 
Figure 10. Fattening obstacles by radius r of inscribing 
rover circumference. 
This fattening process considers as obstacles not 
affordable by the rover any area with a terrain cost 
bigger than a threshold (0.7 in this implementation).  
As an additional safety measurement we have added a 
degraded band (the cost terrain is incremented by a 
decreasing value from 0.7 down to 0 during a distance 
of radius r as shown in Figure 11) to avoid passing 
nearby the obstacles (a similar effect to the Voronoi 
diagrams [12]). 
 
Figure 11. Fattening obstacles using a degraded band. 
4. PATH-PLANNING MODULE 
4.1. A* algorithm 
The path-planning module uses the A* algorithm with 
the following cost function Eq. (10): OP  QRP  S TP  U VP  W 0P  1 XP  
(10) 
Where  RP is the motion cost from the start node to 
the current state. We have assigned integer costs to 
decrease the computation time: 10 is the value for 
horizontal and vertical steps and 14 for diagonal steps. STP is the heuristic estimate of the cost to get to the 
goal from a given state. This estimation can be based on 
different metrics as the Euclidean or the Manhattan 
distances (named in this way because in R2 it 
corresponds to the length of a path that is obtained by 
moving along an axis-aligned grid). As we must 
construct a reasonable underestimate of the cost-to-go to 
the goal we have chosen the Manhattan distance 
|i′−i|+|j′−j| if we consider two consecutive states (i, j) 
and (i′, j′). This distance is an underestimate because 
this is the length of a straightforward plan that ignores 
obstacles. 
U VP is the terrain cost computed by the fuzzy engine. 
Each cell map has an associated cost due to the 
difficulty of the terrain from the point of view of the 
rover navigation. This cost is weighted by the alpha 
coefficient to adjust the terrain traversability depending 
on the rover characteristics. Figure 12 shows four 
different path-planning solutions incrementing the U 
coefficient. It is shown how the path is getting further 
away from the obstacle located over a hill while the cost 
terrain is being getting a higher weighting. 
 
Figure 12. Different path-planning solutions as result of 
an increasing alpha value. W 0P is the direction change cost reflecting the rover 
inertia to change its direction. This function penalizes 
the algorithm when it tries to change from a vertical 
path to a horizontal or diagonal one. 
 
Figure 13. Effect of increasing beta in the path solution. 
 1 XP is the navigation cost over shadow areas. Our 
intention is to award paths not crossing shadows; 
nevertheless these areas should not be neither 
considered as obstacles but mostly as a last passing area 
to be crossed. 
 
Figure 14. Two computed paths incrementing gamma. 
coefficient. 
4.2. Trajectory generation 
The optimum path computed by the A* algorithm is a 
trajectory of pixels with a distance equal to the cell 
resolution (between 1cm and 10 cm. during our test 
campaign). Such short waypoints distances cannot be 
executed efficiently by the rover controller due to its 
dimensions and inertia.  
Thus, we must generate a trajectory adapted to the rover 
capabilities by generating a list of waypoints (separated 
between 0.5m and 1.5m) whenever the path changes its 
direction and the last waypoint is further away than a 
threshold distance. 
5. CONTROL ARCHITECTURE USING GENOM  
This 3D path-planning controller has been implemented 
as depicted in Figure 15 using the GenoM [13] 
framework  due to its modularity, inter-process 
communications capabilities and algorithmic 
decomposition methodology allowing us to work either 
at unit test level using the auto-generated test modules 
or at integration test level by using Tcl-based scripts. 
 
Figure 15. MoonHound controller architecture using 
GenoM framework. 
6. EXPERIMENTAL RESULTS 
Our test campaign has demonstrated that the DEM 
heights are calculated with a resolution error lower than 
5% as shown in next figures: 
 
Figure 16. DEM obstacle detection test. 
Regarding slope testing (Figure 17) we have set-up a 
variable slope at 10º, 15º and 20º checking that in all 
cases the slope is detected with an accuracy of 3%. 
 
Figure 17. Slope map test. 
In the case of roughness tests, we have created an 
artificial terrain based on a,b parameters as detailed in 
Figure 18.  
 
Figure 18. Artificial terrain to measure roughness. 









15 6 0.11 Low 
30 8 0.16 Medium 
50 10 0.20 High 
Table 2. Roughness values under fuzzy classification. 
Shadow map generation is tested in a scenario of 2 
obstacles (see Figure 19). The length of the left shadow 
as computed by the shadow map is 3.09m while 
measuring such distance in the reality gives a result of 
2.95m. 
  
Figure 19. Shadow tests (left) and shadow map (right). 
The whole process was tested at GMV’s Outdoor 
Robotics Lab which was sown randomly with a set of 
rocks of various sizes (heights going from 5cm. to 40 
cm. as shown in Figure 20). The rover was commanded 
to navigate to a target point 10m. far away. A trajectory 
was generated avoiding the two big obstacles in front of 
the rover.  
 
 
Figure 20. Outdoor tests (bottom) and generated 
trajectory (top). 
7. CONCLUSIONS 
Autonomous rover navigation in outdoors environments 
can take into account the 3D nature of the terrain and 
include such information in the computed path-planning 
solution. 
Fuzzy logic inference rules provide a suitable 
methodology to identify cost terrain difficulty as a 
function of the height, slope and roughness. Shadow 
areas as occlusions due to obstacles are also identified 
and subtracted from the navigational area. Furthermore, 
its computational load matches the real-time constraints 
inherent to planetary rovers exploration.  
The GenoM framework has demonstrated its use as a 
RAD (Rapid Application Development) for mobile 
robotics favouring rapid prototyping. The programmer 
is relieved of tasks such as data exchange and process 
communications and can concentrate efforts in the core 
algorithms development. 
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