Introduction
In recent years several clinical studies have identified a strong correlation between altered vessel haemodynamics and neointimal hyperplasia following coronary stent deployment [1] [2] [3] [4] . In light of this observation a significant body of research has been carried out to investigate the relationship between coronary stent design and altered vessel haemodynamics. Due to the difficulty involved in the evaluation of the haemodynamic impact of stent deployment in an in vivo setting, a large portion of this research has been carried out using computational fluid dynamics (CFD) . In the vast majority of these studies, however, the geometry of both the stent and the lumen is described using idealised non-deformed (NDF) geometrical models. These idealised NDF models neglect a number of complex features, such as stent and vessel deformation, which may have a major impact on the haemodynamic environment in a stented coronary artery. Balloon-expandable coronary stents, for example, expand in a highly non-uniform manner and experience both longitudinal foreshortening and radial recoil during their deployment. The artery also deforms around the expanded stent causing prolapsed tissue at the stent extremities and between neighbouring struts. Although these features may have a major impact on the haemodynamic environment in stented coronary arteries, they are routinely neglected in CFD studies of stented vessel haemodynamics.
In light of this observation, the aim of this study was to determine whether stent and vessel deformation have a major impact on the haemodynamic environment in stented coronary arteries. To investigate the haemodynamic impact of stent and vessel deformation, NDF and realistically-deformed (RDF) models of three stented coronary arteries were first generated. While the NDF models were completely idealised, the RDF models were obtained from nonlinear structural analyses and accounted for both stent and vessel deformation. Transient CFD analyses were then carried out to simulate pulsatile flow conditions in each of the NDF and RDF models of the stented coronary arteries. Following the completion of the analyses, the haemodynamic environment predicted in each of the NDF and RDF models was evaluated in terms of the time-averaged wall shear stress (TAWSS), time-averaged wall shear stress gradient (TAWSSG) and oscillatory shear index (OSI) distributions predicted on the luminal surface of the arteries. To fully-elucidate the haemodynamic impact of stent and vessel deformation, the http Based on the results of the CFD analyses, an optimum strategy for modelling the geometry of the stented coronary lumen in future CFD studies of stented vessel haemodynamics is recommended.
Methodology

Geometry and discretisation
The three investigated stents are generic stents and are referred to herein as Stent A, Stent B and Stent C. Stent A consists of sinusoidal strut sections that are connected by flexible N-shaped link elements in a closed-cell, peak-to-peak configuration. Stent B consists of modular strut sections which are connected by inflexible straight link elements in an open-cell, peak-to-peak configuration. Finally, Stent C consists of sinusoidal strut sections that are connected by straight link elements in an open-cell, peak-to-valley configuration. Stents A, B and C were assigned a length of 8 mm and a strut thickness of 0.14, 0.10 and 0.13 mm, respectively. The geometrical properties of each stent are given in Table 1 .
In order to generate the NDF models of the stented coronary arteries, NDF models of the expanded stents were first generated in Rhinoceros 3D (McNeel, Indianapolis, IN, USA). These NDF models neglected stent deformation and were assigned a fixed internal diameter of 3 mm. The geometry of the NDF stents was then extracted from that of a uniform cylinder whose outer diameter corresponded to that of the investigated stent. Tapered sections, which measured 1 mm in length, were then added to the ends of the NDF models to account for a stent-to-artery deployment ratio of 1.1:1. Finally, to ensure that the applied boundary conditions had no impact on the flow in the region of interest, an additional entrance and exit length of 32 mm was added to the ends of the NDF models. The subsequent NDF models were then imported into ANSYS ICEM (ANSYS Inc., Canonsburg, PA, USA) and discretised into tetrahedral/prism meshes using approximately 1.9 million elements. In order to identify a suitable mesh density for the NDF models, a mesh convergence study was carried out and the results of this study are presented in Appendix A. The procedure adopted to generate the NDF models is demonstrated in Fig. 1 while the NDF models of each of the investigated stents are shown in Fig. 2 .
To generate the corresponding RDF models of the stented coronary arteries, nonlinear structural analyses were first carried out using ABAQUS (Dassault Systèmes, Providence, RI, USA) to simulate the deployment of the investigated stents in an idealised cylindrical model of a coronary artery. To this end, geometrical models of the crimped stents were first generated in Rhinoceros 3D and assigned a fixed internal diameter of 1 mm. The crimped stent models were each discretised using approximately 25,000 continuum elements. The artery was then modelled as a uniform straight cylinder and was assigned a length of 20 mm and internal and external diameters of 2.7 and 4.5 mm, respectively. The artery wall, which had a subsequent thickness of 0.9 mm, was divided into three layers that represented the intima, the media and the adventitia. The intima, media and adventitia were assigned thicknesses of 0.24, 0.32 and 0.34 mm, respectively, and the artery was then discretised using 70,272 continuum elements. To simulate the deployment of the stents, a realistic model of a tri-folded balloon-tipped catheter was generated. The balloon-tipped catheter consisted of a guide wire, a catheter shaft and a folded angioplasty balloon and its configuration has been discussed in a previous study [34] . The guide wire and catheter shaft were discretised using 740 and 13,104 continuum elements, respectively, while the angioplasty balloon was discretised using 12,462 membrane elements. In order to identify an appropriate mesh density for the components in the structural analyses, a mesh convergence study was first carried out and the results of this study are presented in Appendix A.
The mechanical behaviour of the three investigated stents was described using a rate-independent elastic-plastic material model with isotropic hardening. The investigated stents were each assumed to be manufactured from 316L stainless steel and the data reported by Murphy et al. was employed to describe their elastic-plastic response [35] . The mechanical behaviour of the guide wire, the catheter shaft and the angioplasty balloon was then described using isotropic linear elastic material models, and the data reported by Mortier et al. was used to describe their linear elastic response [36] . Finally, the mechanical behaviour of the intima, the media and the adventitia was described using isotropic hyperelastic material models, and the data reported by Holzapfel et al. was adopted to describe their nonlinear elastic response [37] . In order to simulate the deployment of the investigated stents, a uniform pressure load was applied to the inner surface of the angioplasty balloon. This pressure load was increased until a stent-to-artery deployment ratio of 1.1:1 was achieved and then decreased to a value of −0.01 MPa to allow both the stent and artery to recoil. To prevent rigid-body motions during the structural analyses, the nodes located at the extremities of the artery and the guide wire were fully constrained while a number of nodes located at the midsection of the stents were constrained in both the circumferential and longitudinal directions.
As the deployment of the stents was highly nonlinear, the ABAQUS/Explicit solver was employed to carry out the structural analyses. As inertia is assumed to have a negligible role during stent deployment, the structural analyses were each carried out using a quasi-static approach. To demonstrate the deployment procedure, the configuration of Stent A is shown during the inflation/deflation of the angioplasty balloon in Fig. 3 . Following the completion of the structural analyses, the geometry of the stent and the coronary artery was imported into ANSYS ICEM as a triangulated surface mesh. The distance both proximal and distal to the stent at which the lumen returned to its original diameter was then measured and any elements located beyond these positions were removed. The meshes were then converted into facetted geometries and used to generate the RDF models of the stented coronary arteries. As before, an additional length of 32 mm was added to the ends of the RDF models to ensure that the applied boundary conditions had no impact on the flow in the region of interest. The RDF models were then discretised into tetrahedral/prism meshes using almost 1.9 million elements. To identify an appropriate mesh density for the RDF models, a mesh convergence study was carried out and the results of this study are presented in Appendix A. The procedure adopted to generate the RDF models is demonstrated in Fig. 4 and the RDF models of each of the investigated stents are shown in Fig. 5 . 
Constitutive behaviour
In order to describe the mechanical behaviour of whole human blood, the mass density of the fluid was assigned a fixed value of 1,050 kg/m 3 . As whole human blood exhibits significant shear thinning behaviour at shear rates below 100 s −1 , the dynamic viscosity of the fluid was described using the non-Newtonian Bird-Carreau model as follows: The term denotes the dynamic viscosity, 0 denotes the low shear viscosity, ∞ denotes the high shear viscosity, t denotes the time constant, ˙ denotes the shear rate and n denotes the power law index. The experimental data used to describe the viscous behaviour of the fluid was adopted from Jung et al. who measured the viscosity of whole human blood at a range of shear rates [38] . Based on the data reported by Jung et al. the low and high shear viscosities were assigned values of 0.056 and 0.00345 Pa s, respectively, while the time constant and the power law index were assigned values of 3.31 s and 0.357, respectively.
Boundary conditions
During the CFD analyses the stented coronary lumen was assumed to be completely rigid and a no-slip condition was specified on both the luminal surface of the artery and the exposed stent struts. A zero relative pressure was then specified at the domain outlet and a fully developed Hagen-Poiseuille velocity profile was specified at the inlet. In order to simulate pulsatile flow conditions in a human coronary artery, a transient velocity profile was adopted from Murphy et al. to describe the variation of the centreline velocity in a left-anterior descending coronary artery during a cardiac cycle [22] . As shown in Fig. 6 , the velocity profile has a peak value of 0.43 m/s corresponding to a peak Reynolds number of 357.
Solution
The conservation equations of mass and linear momentum were solved in ANSYS CFX using the coupled multigrid solver. As the peak Reynolds number for the adopted velocity profile was relatively low, the flow in the stented lumen was assumed to be laminar. To ensure that temporal convergence was achieved during the CFD analyses, preliminary cycle and time step convergence studies were carried out and the results from these studies are presented in Appendix A. Based on the results of these studies, three consecutive cycles were simulated and 32 time steps were considered in each cycle. A convergence criterion of 10 −4 was specified for the velocity and density residuals in each of the CFD analyses.
Variables of interest
The haemodynamic environment in each of the NDF and RDF models was assessed in terms of the TAWSS, TAWSSG and OSI distributions predicted on the luminal surface of the artery. The wall shear stress (WSS) vector describes the flow-induced viscous stress exerted on the luminal surface and its magnitude is derived from the dot product of the viscous stress tensor and the associated surface normal vector as follows:
here ij denotes the viscous stress tensor and n i denotes the surface normal vector. The time-averaged magnitude of the WSS vector is then calculated as follows:
here T denotes the period of the cardiac cycle. The spatial gradient of the WSS vector yields the wall shear stress gradient (WSSG) tensor, which describes the rate of change of the WSS vector with respect to Cartesian coordinates. When written with respect to local coordinates, where the local m-and n-axes are orientated parallel and perpendicular to the direction of the WSS vector, respectively, the first and second diagonal components of the WSSG tensor are believed to have the greatest aggravating effect on the luminal surface of the artery [39] . As a result, the magnitude of the WSSG tensor is calculated as follows:
here wm and wn denote the local m-and n-components of the WSS vector, respectively. The time-averaged magnitude of the WSSG tensor is then calculated as follows:
Finally, the OSI is a non-dimensional scalar variable that is often employed to evaluate the oscillatory nature of vascular flows and is calculated as follows:
The OSI varies between 0 and 0.5 with a value of 0 observed in regions of unidirectional flow and a value of 0.5 observed in regions of fully-oscillatory flow.
To fully elucidate the haemodynamic environment predicted in each of the NDF and RDF models, the area-weighted mean w , standard deviation w and skewness s w of the TAWSS, TAWSSG and OSI distributions were also calculated. The area-weighted mean describes the central tendency of the distribution and is calculated as follows:
here ˚i denotes the TAWSS, TAWSSG or OSI value at the ith node, w i denotes the surface area at the ith node and N denotes the number of nodes located on the luminal surface. The area-weighted standard deviation and skewness are then calculated as follows:
The area-weighted standard deviation and skewness describe the variance and asymmetry of the distribution about the areaweighted mean, respectively. 
Results
Time-averaged wall shear stress
Contour plots of the TAWSS distributions predicted on the luminal surface for the NDF and RDF models of the investigated stents are shown in Fig. 7 . When interpreting the TAWSS distributions, regions subjected to lower than physiological levels of TAWSS are believed to be at an increased risk of neointimal growth [1] [2] [3] [4] . For both the NDF and RDF models, relatively low values of TAWSS were predicted next to the stent struts where localised regions of flow separation and recirculation were also observed. Comparing the contour plots, it is clear that stent and vessel deformation had a major impact on the TAWSS distributions predicted on the luminal surface for each of the NDF and RDF models. Specifically, a larger portion of the luminal surface was subjected to relatively low values of TAWSS in the proximal region of the NDF models. This was attributed to minor differences in the geometry of the tapered sections located at the stent extremities. For the NDF models, the geometry of the tapered sections was completely idealised and the change in diameter in these regions occurred quite gradually. For the RDF models however, the geometry of the tapered sections was dictated by the elastic response of the artery in the structural analyses. As a result, the change in diameter in these regions occurred much more abruptly.
The area-weighted mean, standard deviation and skewness of the TAWSS distribution were calculated for each of the NDF and RDF models and are given in Table 2 . As shown in Table 2 , the inclusion of stent and vessel deformation in the CFD analyses resulted in a 32%, 30% and 31% increase in the mean TAWSS for Stents A, B and C, respectively. This increase in the mean TAWSS implies that a smaller portion of the luminal surface was subjected to relatively low values of TAWSS for the RDF models. The standard deviation of the TAWSS distribution was also 15%, 25% and 9% higher for the RDF models of Stents A, B and C, respectively. This increase in the standard deviation indicates a greater variance about the mean TAWSS for the RDF models. Finally, the skewness of the TAWSS distribution was 63%, 42% and 54% lower for the RDF models of Stents A, B and C, respectively. This decrease in the skewness implies that a lower portion of the TAWSS distribution was skewed below the mean TAWSS for the RDF models.
Time-averaged wall shear stress gradient
Contour plots of the TAWSSG distributions predicted on the luminal surface for the NDF and RDF models of the investigated stents are shown in Fig. 8 . When interpreting the TAWSSG distributions, regions subjected to higher than physiological levels of TAWSSG are believed to be at an increased risk of neointimal growth [3] . For both the NDF and RDF models, relatively high values of TAWSSG were predicted next to the stent struts, particularly where the struts were aligned perpendicular to the main flow direction. Comparing the contour plots, it is clear that stent and vessel deformation had a major impact on the TAWSSG distributions predicted on the luminal surface for each of the NDF and RDF models. Specifically, a larger portion of the luminal surface was subjected to relatively high values of TAWSSG in the stented region of the RDF models. This was attributed to minor differences in the geometry of the stent crowns (i.e. the curved strut sections that act as hinges during stent deployment). For the NDF models, the configuration of the stent was completely idealised and the crowns followed a uniform radius of curvature. For the RDF models however, the configuration of the stent was dictated by its elastic-plastic response during the structural analyses and each of the crowns were mildly elongated. As the majority of the crowns were also aligned perpendicular to the main flow direction, this mild elongation resulted in a slight increase in the TAWSSG values observed in the stented region of the RDF models. Beyond the stented region, a greater portion of the luminal surface was subjected to relatively high values of TAWSSG in the proximal and distal regions of the NDF models. As before, this increase in the TAWSSG values was attributed to the minor differences in the geometry of the tapered sections located at the stent extremities. The area-weighted mean, standard deviation and skewness of the TAWSSG distribution were calculated for each of the NDF and RDF models and are given in Table 3 . The inclusion of stent and vessel deformation in the CFD analyses led to a 3%, 7% and 16% increase in the mean TAWSSG for Stents A, B and C, respectively. This increase in the mean TAWSSG implies that a larger portion of the luminal surface was subjected to relatively high values of TAWSSG for the RDF models. The standard deviation of the TAWSSG distribution was also 21%, 3% and 18% lower for the RDF models of Stents A, B and C, respectively. This decrease in the standard deviation indicates a lower variance about the mean TAWSSG for the RDF models. Finally, the skewness of the TAWSSG distribution was 34%, 5% and 35% lower for the RDF models of Stents A, B and C, respectively. This decrease in the skewness implies that a lower portion of the TAWSSG distribution was skewed below the mean TAWSSG for the RDF models.
Oscillatory shear index
Contour plots of the OSI distributions predicted on the luminal surface for the NDF and RDF models of the investigated stents are shown in Fig. 9 . When interpreting the OSI distributions, regions subjected to higher than physiological levels of OSI are believed to be at an increased risk of neointimal growth [40] . As the bulk flow was fully unidirectional however, the vast majority of the luminal surface was subjected to extremely low levels of OSI in each of the CFD analyses. For both the NDF and RDF models, relatively high values of OSI were predicted next to the stent struts, particularly in regions where the struts were aligned perpendicular to the main flow direction. Comparing the contour plots, it is clear that stent and vessel deformation had a major impact on the OSI distributions predicted on the luminal surface for each of the NDF and RDF models. Specifically, a larger portion of the luminal surface was subjected to relatively high values of OSI in the proximal region of the NDF models. Again, this increase in the OSI values was attributed to the minor differences in the geometry of the tapered sections located at the stent extremities.
The area-weighted mean, standard deviation and skewness of the OSI distribution were calculated for each of the NDF and RDF models and are given in Table 4 . The inclusion of stent and vessel deformation in the CFD analyses led to a 21%, 13% and 21% decrease in the mean OSI for Stents A, B and C, respectively. This decrease in the mean OSI implies that a smaller portion of the luminal surface was subjected to relatively high values of OSI for the RDF models. The standard deviation of the OSI distribution was also 10%, 7% and 6% lower for the RDF models of Stents A, B and C, respectively. This decrease in the standard deviation indicates a lower variance about the mean OSI for the RDF models. Finally, the skewness of the OSI distribution was 23%, 12% and 11% higher for the RDF models of Stents A, B and C, respectively. This increase in the skewness implies that a larger portion of the OSI distribution was skewed below the mean OSI for the RDF models.
Discussion
The inclusion of stent and vessel deformation in the CFD analyses led to a major increase (30-32%) in the mean TAWSS, a moderate increase (3-16%) in the mean TAWSSG and a moderate decrease (13-21%) in the mean OSI for each of the investigated stents. The major increase in the mean TAWSS and the moderate decrease in the mean OSI imply that idealised NDF models of stented coronary arteries are likely to overestimate the risk of neointimal growth due to low and oscillatory WSS, respectively. Conversely, the moderate increase in the mean TAWSSG implies that idealised NDF models of stented coronary arteries are likely to underestimate the risk of neointimal growth due to elevated WSS gradients. What these results imply for in-stent restenosis is difficult to say, as it is not yet known to what extent neointimal growth is driven by low WSS, elevated WSS gradients or oscillatory WSS following coronary stent deployment. What is clear from the results is that stent and vessel deformation have a major impact on the haemodynamic environment in stented coronary arteries. Comparing the results obtained for each of the NDF and RDF models, it is also clear that the differences observed in the TAWSS, TAWSSG and OSI distributions are primarily attributed to minor differences in the geometry of the tapered sections located at the stent extremities. This highlights an important limitation of the idealised NDF approach, which requires that the configuration of these tapered sections is specified arbitrarily. It is also notable that these features (and the subsequent over-dilation of the stent) are often neglected in the literature [6, 8, 11, [13] [14] [15] [17] [18] [19] [20] [21] [24] [25] [26] [27] [28] . In the few studies that have included idealised tapered sections with NDF models of stented coronary arteries, similar regions of low WSS were predicted in the proximal region of the artery to those observed with the NDF models in this study [7, 9, 10, 12] . These results suggest that idealised NDF models are unable to provide an accurate description of the haemodynamic environment in stented coronary arteries. In light of this observation, it is recommended that realistic RDF models of stented coronary arteries are employed in future CFD studies of stented vessel haemodynamics.
Having recommended the use of RDF models in future CFD studies of stented vessel haemodynamics, it is important to note the significant computational cost associated with this approach. This computational cost is likely the main reason why idealised NDF models are generally preferred to realistic RDF models throughout the literature. In this study, the investigated stents were each assigned a uniform length of 8 mm as this corresponds to the shortest available length for many commercial coronary stents. Despite this simplification, the structural analyses described in this study required almost 12 h to complete when carried out in parallel across four compute nodes of an SGI Altix ICE 8200 EX high-performance computing (HPC) cluster, where each node featured two Xeon E5650 hex-core processors and 24 GB of RAM. For comparison, the CFD analyses described in this study required almost 12 h to complete when carried out using a single core of a Hewlett-Packard xw8600 workstation that featured a Xeon X5450 quad-core processor and 16 GB of RAM. In CFD studies of stented vessel haemodynamics where much longer stents and more complex arteries are considered, the computational cost associated with the structural analyses is likely to prove unfeasible if access to a HPC cluster is not available. Although this may limit the general applicability of the RDF approach, many universities and both national and international agencies currently provide free access to powerful HPC clusters for researchers undertaking computationally expensive numerical studies. It should also be noted that although NDF models may not provide an accurate description of the haemodynamic environment in stented coronary arteries, they do appear to predict the relative performance of different stents. As shown in Table 5 , the NDF and RDF models of the three investigated stents adopt identical positions when ranked from best to worst in terms of the variables of interest. This implies that the idealised NDF approach may prove an inexpensive alternative to the RDF approach in CFD studies of stented vessel haemodynamics where the relative performance of the investigated stents is the primary focus.
The results presented in this study should be interpreted in terms of several potential limitations. Firstly, the coronary artery was modelled as a straight cylindrical vessel and the presence of the atherosclerotic plaque was neglected. Though limiting, the use of a straight cylindrical artery is common throughout the literature and the effort required to simulate the deployment of the investigated stents in a realistic patient-specific model of an atherosclerotic coronary artery was deemed beyond the scope of this work. It should also be noted that idealised NDF models are unlikely to characterise the haemodynamic environment in complex coronary arteries (i.e. arteries that feature excessive deformations due to the presence of plaques, curvature, bifurcations and/or multiple stents) if they are unable to provide an accurate description of the haemodynamic environment in a simple cylindrical coronary artery. Another limitation arises from the fact that, although the structural analyses predicted regions of strut malapposition for each of the investigated stents, the struts in these regions were later extended to the luminal surface to simplify the discretisation of the RDF models. Though limiting, the idealised cylindrical geometry of the coronary artery ensured that regions of strut malapposition were both infrequent and inconsiderable. A third limitation arises from the specification of a rigid domain during the CFD analyses. This assumption is plausible however, as the deployment of a stent is likely to have a considerable stiffening effect on the lumen in the region of interest. Furthermore, a recent study carried out to investigate the impact of wall compliance in CFD studies of stented vessel haemodynamics demonstrated negligible differences in the WSS distributions obtained when both rigid and compliant domains were considered [41] . Finally, the specification of a zero relative pressure at the domain outlet results in the development of non-physiological pressure gradients during the CFD analyses. This assumption is also plausible, as the domain is assumed to be rigid and the velocity field is not influenced by the absolute values of pressure.
Conclusion
In this study, the influence of stent and vessel deformation on the haemodynamic environment in stented coronary arteries has been investigated for the first time. Comparing the results obtained with both the NDF and RDF models of the three investigated stents, it is clear that stent and vessel deformation have a major impact on the haemodynamic environment in stented coronary arteries. This impact is also clear when the area-weighted mean, standard deviation and skewness of the TAWSS, TAWSSG and OSI distributions are contrasted. Comparing the results obtained for both the NDF and RDF models, it is clear that the differences observed in the TAWSS, TAWSSG and OSI distributions are primarily attributed to minor differences in the geometry of the tapered sections located at the stent extremities. This highlights an important limitation of the idealised NDF approach, which requires that the configuration of these tapered sections is specified arbitrarily, and suggests that idealised NDF models are unable to provide an accurate description of the haemodynamic environment in simple cylindrical coronary arteries. In light of this observation, it is recommended that RDF models of stented coronary arteries are adopted in future CFD studies of stented vessel haemodynamics. This observation should aid future research in this area.
