The phase behavior of a binary symmetric fluid in thermal equilibrium with a porous matrix has been studied with the optimized random phase approximation and grand canonical Monte Carlo simulations. Depending on the matrix properties and the matrix-fluid and fluid-fluid interactions we find three types of phase diagram characterized by a tricritical point, a tricritical point with a triple point, or a critical end point. Small changes in the properties of the matrix or in the interactions are demonstrated to lead to drastic modifications of the phase diagram of the fluid, in qualitative agreement with observations in experimental studies. We show, in particular, that the change between the different types of phase diagram is triggered not only by the fluid-fluid interactions ͑internal parameters͒ but also by the properties of the matrix and of the matrix-fluid potentials ͑external parameters͒.
I. INTRODUCTION
In many technological applications where a liquid is in thermal equilibrium with a disordered porous matrix ͑such as catalysis, adsorption separation, enhanced oil recovery, or others͒ it is of great importance to understand the influence of the properties of the adsorbent matrix on the phase behavior of the fluid. The relevance of this problem is reflected in the large increase in the number of theoretical and experimental studies devoted to it ͑see, e.g., ͓1͔, and references therein͒.
Experimental studies of binary mixtures in both high ͑silica gels͒ ͓2͔ and low porosity ͑Vycor͒ ͓3͔ matrices are numerous and have shown persuasively that the phase behavior is markedly different from that of the bulk system under the same conditions. However, in these rather complex systems the combined influence of pore structure, randomness, wetting phenomena, capillary condensation, etc., on phase separation is not yet satisfactorily explained. Disentanglement of the roles of these various factors can, however, be done by studying well defined model systems, amenable to either theoretical analysis or computer simulations, in which these factors can be varied in a controlled way.
Such a theoretical approach is followed in the present paper for a model of a symmetric binary mixture adsorbed in a porous matrix formed by immobile particles modeled as hard spheres. It generalizes to the mixture case a method originally proposed by Madden and Glandt ͓4͔ and subsequently reformulated by . In this method the system composed of the fluid and the porous matrix is described as an ensemble of equilibrium states of the fluid adsorbed in possible configurations of the matrix. The essence is to apply the replica trick to evaluate the two thermodynamic averages required to determine the properties of the adsorbed mixture-the first over the fluid particle configurations at given matrix arrangements, and the second over different matrix configurations. The replica trick ͓8͔ exploits a mathematical isomorphism between this partly quenched system and the limiting case of a corresponding equilibrium system that consists of the now mobile matrix particles and of s noninteracting identical copies of the fluid particles. This latter system can be treated by standard liquid state theories ͓9͔. The properties of the quenched system are then obtained by considering the limit s→0 of the properties of the equilibrium system. Using this formalism one can derive the so-called replica Ornstein-Zernike equations ͑ROZ͒, analogous to the familiar Ornstein-Zernike equations in standard liquid state theory, which relate the different correlation functions of the system. From the knowledge of these the thermodynamic properties can be calculated ͓10-12͔.
As expected, the symmetric binary mixture case exhibits, even for the pure mixture, a much richer variety of phase diagrams than the one component system. Depending on the values of the coupling strengths of the fluid-fluid and matrixfluid interactions, the three different phases equimolar gas (G), equimolar liquid (L), or nonequimolar ͑demixed͒ fluid (DF) that can be encountered are arranged in three types of phase diagram which, as in the pure mixture case, differ in the way the second order transition associated with demixing merges into a first order transition. In the case where the first order transition between the equimolar gas and equimolar liquid is absent, the line ͑critical line of the fluid demixing͒ ends at a tricritical point ͑type III͒ and a first order transition between an equimolar gas and a demixed fluid appears. In the case where the G-L transition exists, the line either ends at a tricritical point where a first order transition between an equimolar liquid and a demixed liquid appears ͑type II͒ or ends at a critical end point ͑CEP͒ on the G-L coexistence line ͑type I͒. In a mean-field study of a pure ͑bulk͒ symmetric binary mixture it was shown ͓13͔ that the transition between the different types of phase diagram is triggered by a parameter ␣, i.e., the ratio of the unlike to like interactions. Here we demonstrate that similar changes can also be induced by the parameters governing the matrixmatrix and matrix-fluid interactions. This scenario is confirmed by performing grand canonical Monte Carlo ͑GCMC͒ simulations ͓14͔.
Although our simple model ͑hard-sphere Yukawa interac-tions are used throughout͒ does not allow a full description of the experimental systems it nevertheless can mimic their characteristic features and bring systematic parameter variations within practical reach. The remaining part of the paper is organized as follows. After description of the potentials that characterize our model in Sec. II, we present briefly, in Sec. III, the optimized random phase approximation ͑ORPA͒ that is used as a closure to the ROZ equations and collect the expressions ͑free energy, chemical potential, and pressure͒ that are necessary to calculate phase diagrams. Section IV contains details of the GCMC simulations, in particular the distribution of numbers of particles and histogram reweighting methods that served to locate the various phase transitions. The section following ͑Sec. V͒ describes the results: comparison is made between simulation results and ORPA predictions and trends in the variation of the phase diagrams induced by the different system parameters are discussed. The paper is concluded with a summary of our main results.
II. THE SYSTEM
The system we have studied is a symmetric binary hardsphere Yukawa mixture in equilibrium with a porous ͑hard-sphere͒ matrix. All the interactions of the system can be written as ͓␤ϭ1
A value 0 of index i or j denotes the matrix particles, while 1 and 2 denote the two components of the fluid. The diameter is assumed to be equal for all interactions and z is the screening length. The contact values K i j are parametrized as follows:
K 12 ϭ␣K 11 , K 01 ϭK 02 ϭyK 11 . ͑3͒
We define a reduced temperature via T Ã ϭ/K 11 ͑in the following T Ã is denoted by T). Further system variables are the partial densities i of species i, the concentration of species 1 of the fluid xϭ 1 /( 1 ϩ 2 ), the fluid density f ϭ 1 ϩ 2 , and the matrix density 0 ͑densities will be given in units of 3 throughout the paper͒. In all calculations presented here, unless otherwise stated, the potentials have been truncated at r c ϭ2.5, and z was chosen to be 2.5; this is for both the simulations and the theoretical calculations.
III. THERMODYNAMIC PERTURBATION THEORY

A. Structure and thermodynamics
In this section we present the ROZ equations generalized to the binary mixture case. We also give a summary of the relevant thermodynamic expressions that are needed in order to locate the phase transitions: they were obtained within the framework of the ORPA closure relation to the ROZ equations. For full details of the derivation we refer the reader to Ref.
͓12͔.
The ROZ equations relate the fluid-fluid, matrix-fluid, and matrix-matrix direct c i j (r) and total h i j (r) correlation functions. They can be written in compact form as h 00 ϭc 00 ϩ 0 c 00 h 00 , ͑4͒ 
where h 13 (h 24 ) is the (s→0) limit of the correlation function between particles of species 1 ͑2͒ of different replicas. Further, h 14 is the (s→0) limit of the correlation function between unlike particles of different replicas. Within the present framework, which describes fluids in contact with porous media, these functions are called the ''blocking parts'' of the correlation functions. The ROZ equations form a set of nine integral equations, eight of them being coupled.
To close these equations we have chosen the ORPA ͓15͔. The basic assumption in this framework is that all pair potentials can be split into a reference part ͑index ''r''͒ and a perturbation part ͑index ''p''͒, i.e.,
In the present study the ⌽ r;i j (r)'s are hard-sphere potentials characterized by one single hard-sphere diameter . Equation ͑7͒ defines ⌽ p;i j (r) up to a finite contribution inside the core region. In a similar way, the correlation functions are split into reference and perturbation parts. For convenience we define the matrices (C)ϭͱ i j c i j and (C r ) i j ϭͱ i j c r;i j . The ORPA closure relation assumes that
while inside the core region (rϽ) the c p;i j 's are chosen to guarantee
Applying the ORPA to the replicated system and taking the limiting case s→0 one obtains the properties of the partly quenched system. The free energy density of this system, Ā Ã (ϭϪ␤Ā /V), is obtained from the free energy of the replicated system, ͓A
which means that the minimization of Ā Ã with respect to variations of the c p;i j (r) inside the core region is equivalent to the hard-core condition ͑9͒. 
͑19͒
The integration constants are irrelevant if one wants to determine only the phase diagram. Finally, the perturbation part of the pressure is calculated from the Gibbs-Duhem relation
where the difference of the free energies is taken from Eq. ͑10͒.
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B. Calculation of the phase diagram
We have determined the phase diagrams by equating, at a given temperature T, the pressure P and the chemical potentials i of the coexisting phases. The general equilibrium conditions read
where the thermodynamic states of the coexisting phases are given by ( f ,x) and ( f Ј ,xЈ). The symmetry of the system, expressed via ⌽ 01 ϭ⌽ 02 and ⌽ 11 ϭ⌽ 22 , leads to
Using these relations we now proceed to the calculation of the phase diagrams. The G-L coexistence is obtained by solving the set of equations
͑26͒
For the G-DF and L-DF transitions we proceed in two steps. First we determine the phase diagram of the demixing transition, i.e., we search for two coexisting states with the same fluid density but different compositions by setting f Ј ϭ f and determining the concentrations x and xЈ of the coexisting phases. Due to the symmetry of the interactions xЈ ϭ1Ϫx must hold. Then Eq. ͑22͒ is automatically satisfied, while Eq. ͑21͒ reduces to
which defines the line x( f ) of the second order demixing transition if it exists. Along this line the chemical potentials of the two species are equal by construction and denoted by f " f ,x( f ),T…. In a second step the solution of the two equations
gives the density of the equimolar gas or fluid, f , and that of the demixed fluid, f Ј , with concentrations x( f Ј) and 1
As we approach the critical or tricritical point the above systems of equations become ill conditioned. In all the phase diagrams presented in Sec. V we have plotted the coexistence curves as far as reliable numerical solutions were available, the open segments representing those regions where no numerical solution could be found.
For the determination of the critical temperature and density, T c and c , the results were extrapolated under the assumption that the coexistence curve can be described by a scaling type law and the law of rectilinear diameters, i.e.,
Equations ͑30͒ were fitted to the coexistence curves by taking A,B, and ␤ as adjustable parameters. Due to the wellknown fact that the ORPA ͑being a conventional liquid state theory͒ fails to describe correctly the critical region ͓18͔, the values of ␤ ͑generally between 1/3 and 1/2 depending on matrix density͒ obtained by the curve fitting should not be considered as reliable estimates of a critical exponent.
C. Numerical details
For the numerical solution of the ORPA we have discretized the correlation functions in both r and q space, using typically 1024 grid points and a mesh size of ⌬rϭ0.01. For a given system, we first calculate the correlation functions h r;i j and c r;i j of the reference system by solving the ROZ equations ͑4͒ along with the Percus-Yevick ͑PY͒ closure ͓9͔ using the Labik-Malijevsky-Vonka algorithm ͓19͔ adapted to the present problem ͓20͔. Then we solve the ORPA by minimizing A ͓Eq. ͑11͔͒ to obtain the correlation functions h p;i j and c p;i j . The advantage of this minimization algorithm lies in the fact that an explicit calculation of the functional is not required; we only need its derivatives, i.e., the h p;i j 's, which we easily obtain from the so-called residual ROZ equations ͓21͔. Starting from an initial guess for the direct correlation functions inside the core region ͑for instance, the simple RPA expression or the solution at some lower density͒ we calculate improved correlation functions with a steepest descent method until we obtain a minimum in the functional within a sufficient accuracy. The step size in this search is triggered by a parameter that expresses quantitatively the degree of violation of the core condition Eq. ͑9͒ by the resulting perturbation parts of the total correlation functions h p;i j ͑cf. ͓12͔͒. The iterative algorithm was considered to be converged if the difference ⌬⌫ i j between two successive values of the functions
In Eq. ͑31͒ the first summation is done over all pairs of indices while the second sum is taken over all grid points of the r mesh. For each system the ROZ equations have been solved along isotherms separated by ⌬Tϭ0.002 ͑0.0001 near critical regions͒ with a grid size of 0.005 in density and 0.0125 in concentration. Phase diagrams were determined from numerical solution of the equilibrium conditions Eqs. ͑25͒-͑29͒; these coupled nonlinear equations were solved via a generalized NewtonRaphson procedure.
IV. COMPUTER SIMULATIONS
The gas-liquid and demixing transitions of the symmetric binary mixture specified in the preceding section have been studied with a grand canonical simulation technique. The fluid mixture is adsorbed in a porous matrix formed by immobile particles modeled as hard spheres. As already outlined in Sec. III, two thermodynamic averages are required to determine the properties of the adsorbed mixture: one corresponds to the determination of the equilibrium properties of the mixture in a given matrix configuration, the other to the mean values of these properties in a properly weighted ensemble of matrix configurations. In our simulation the weighting procedure for the matrix configurations uses the canonical ensemble for a hard-sphere system at a given density 0 . The equilibrium properties of the two adsorbed fluids are calculated according to the standard scheme of the GCMC simulation at a chemical potential f ϭ 1 ϭ 2 equal for the two fluids.
Typically a simulation run starts by selecting randomly a configuration of the matrix from those generated in a canonical ensemble simulation of a hard-sphere system at density 0 in a cube of volume 500 3 with periodic boundary conditions. The equilibrium state of the mixture at chemical potential f and temperature T is then determined by performing three types of trial move: a random insertion of a new particle into the volume V containing the fixed matrix particles, a random deletion, and a random displacement of a particle. These three trial moves are accepted following a Metropolis algorithm corresponding to weighting the fluid particle configurations in a grand canonical ensemble.
The matrix densities considered are 0 ϭ 0, 0.05, 0.15, and 0.30, and the parameters y and ␣ that characterize the matrix-fluid and fluid-fluid interactions ͑see Sec. II͒ are chosen to be 1 and 0.7, respectively. In the case 0 ϭ0 the properties of the mixture are evaluated without the matrix. The influence of the latter on the location of the phase transition can be estimated with respect to this reference phase diagram.
The gas-liquid equilibria and the demixing transitions have been calculated for the case of a pure mixture by calculating the histograms of the number of particles of the two species, N 1 and N 2 . For a given configuration of the N 1 and N 2 particles with positions R N 1 1 ϭ͕r 1 1 , . . . ,r N 1 1 ͖ and R N 2 2 ϭ͕r 1 2 , . . . ,r N 2 2 ͖, we have the histogram
where
is the interaction energy of the particles of the mixture and ⌶( f ,V,T) the grand partition function. By summing over the values of U f (R N 1 1 ,R N 2 2 ), keeping N 1 and N 2 fixed, i.e., by integrating over the particle positions R N 1 1 and R N 2 2 , we obtain
͑33͒
It will be useful to define histograms for the sum and difference of species numbers,
͑35͒
For the systems studied here, the histogram P f is symmetric in N 1 and N 2 . In a three dimensional representation, for an equimolar mixture ͑where on average N 1 is equal to N 2 ), P f presents a peak in the (N 1 ,N 2 ) plane on the line N 1 ϭN 2 at coordinates N 1 ϭN 2 ӍN f /2 (N f is the mean value of N f ) corresponding to a density of the mixture f ϭN f /V. The different phase transitions are characterized by the existence of several peaks in P f .
The gas-liquid transition between the equimolar fluids corresponds to the existence of two peaks, located along the line N 1 ϭN 2 at coordinates N 1 ϭN 2 ӍN f g /2 and N 1 ϭN 2 ӍN f l /2, associated with the gas and liquid densities f g ӍN f g /V and f l ӍN f l /V, respectively. The coexistence between an equimolar gas or liquid and a demixed fluid mixture results in the appearance of three peaks. One is situated on the line N 1 ϭN 2 at N 1 ϭN 2 ӍN f g /2 or N 1 ϭN 2 ӍN f l /2, corresponding to the density of the equimolar gas or liquid phase. The two other peaks are symmetric with respect to the line N 1 ϭN 2 and are located in the (N 1 ,N 2 ) plane on the line N 1 ϭϪN 2 ϩN f d f where N f d f corresponds to the density of the
The existence of a second order demixing transition becomes apparent by a progressive broadening of the peak of the equimolar phase situated on the line N 1 ϭN 2 . As f is increased at fixed T, it splits into two peaks symmetrical with respect to the line N 1 ϭN 2 and located on the line N 1 ϭϪN 2 ϩN f d f . Since the gas-liquid transition is of first order, the value of f , for which the gas and liquid phases ͑equimolar or demixed͒ are in equilibrium along an isotherm, is estimated by the value where the two or three peaks of the histogram P f are of equal height, i.e., where the maximum probabilities of the different phases are equal.
The histogram P m can be used to identify the first order fluid-fluid transitions: it then shows two peaks at different values of N f . If it is a gas-liquid transition without demixing, the two values for N f at which these peaks occur correspond to nearly identical values of N 1 and N 2 , or, equivalently, to a single peak in the histogram P d for N d ϭ0. If the first order fluid-fluid transition is a demixing transition, then the histogram P d has three peaks: one of these peaks at N d ϭ0 corresponds to the gas phase at low density and equal concentration, and the other two represent the demixed phase. The finite values of N d ͑equal in absolute value but with opposite sign͒ at which the peaks occur quantify the difference in the concentrations of the two fluids in the mixture: this corresponds, taking into account the symmetry of the system, with equal probability to either the case N 1 ϾN 2 or the case N 1 ϽN 2 .
As already mentioned above, the second order demixing transition is accompanied by a broadening of the peak in P f along the line N 1 ϭϪN 2 ϩN f d f , and, as a consequence, of the peak in P d at N d ϭ0, followed by a splitting into two symmetric peaks as f increases. The location of the transition line is obtained by searching for the maximum value of the width of the peak at N d ϭ0 before it splits into two separate peaks; this is approximately equivalent to looking for the particles, the energy of the mixture will be a function of R N 0 0 , implying a similar dependence for the histogram
͑36͒
as well as for the histograms P m and P d derived from P f .
The calculation of the histograms in the presence of a matrix therefore requires a canonical average over the configurations R N 0 0 , according to
͑and similar expressions for the histograms P m and P d ). The locations of the phase transitions from these histograms are made in a similar way as described above for the case of the mixture in the absence of the matrix. They hence rely on the values of N 1 and N 2 having maximum probabilities that in the case of a first order transition are equal ͑equal heights of the peaks in the histogram P f ).
Once a certain number of simulations has been performed one can apply the histogram reweighting method ͓22͔ to determine the values of f that lead to peaks of equal heights in P f . This method has been used in the literature to study the phase transitions of binary mixtures ͑see ͓23͔͒ and can be applied here straightforwardly to the case of a pure mixture ( 0 ϭ0). The histogram P at chemical potential f can be computed from n calculated histograms with chemical potentials f 1 , . . . , f n according to the expression for the same configuration R N 0 0 . The average over the histo-
way is then obtained via Eq. ͑37͒. This reweighting procedure can be advantageously replaced by an approximated procedure, where Eq. ͑38͒ is applied to the histograms averaged over the configurations of the matrix, substituting in exp(Ϫf i ) an average function ⌶ () independent of the R N 0 0 for the partition functions ⌶(;R N 0 0 ). In this work the validity of this approximate procedure to determine the chemical potential that corresponds to a phase transition has been checked by performing simulations at the transition chemical potentials determined in this way. Figures 1 and 2 give examples of the histograms P f projected onto the (N 1 ,N 2 ) plane for the first order G-DF and L-DF transitions. Figure 2 demonstrates the difficulties encountered in an accurate location of the phase transitions by means of P m and P d . These histograms, corresponding to projections of P f onto planes located at the lines N 1 ϭN 2 or N 1 ϭϪN 2 , respectively, are given in Fig. 3 and clearly show that their peaks accumulate contributions stemming from the peaks of P f which are associated with different phases. The possibility of such a superposition biasing the heights and widths of the peaks of P m and P d justified the use of P f to locate the transitions. As illustrated in Figs. 4 and 5 such ambiguities do not occur for the G-L transition and the second order demixing transition. The G-L transition is well identified by the existence of two peaks of equal height in P m and the symmetric peak in P d at x d ϭN d /Nϭ0. The onset of the second order transition is clearly visible from the very broad peak in P d , which signals the expected large fluctuations of the relative concentration of the two species on the line, while the peak in P m remains narrow and centered on f .
In the range of fugacities exp(␤ f ) considered for each isotherm 10 to 25 simulations have been realized. For each matrix configuration 80ϫ10 6 Monte Carlo ͑MC͒ trial moves have been performed; averages were taken over 6-10 different matrix configurations in the gas phase and 10-12 configurations in the liquid phase. Near the phase transitions, averages were taken over 20-42 matrix configurations. With 80ϫ10 6 MC trial moves the fluid densities for one matrix configuration could be estimated with a precision of the order of 0.1-0.2 %. The estimate of the error of the densities averaged over the matrix configurations can obviously be biased by using too small a number of these configurations. From error analysis using sub-blocks in calculations with ϳ40 matrix configurations, we conclude that the error of the fluid densities can reliably be estimated to be 2-3 % if the number of matrix configurations is ϳ10.
V. RESULTS
A. Comparison with simulations
The computer simulations, carried out for four different matrix densities 0 ϭ0, 0.05, 0.15, and 0.3 at ␣ϭ0.7,y ϭ1,zϭ2.5, and r c ϭ2.5, have been compared with ORPA results. MC results for isotherms of the bulk system, 0 ϭ0, and adsorption isotherms of the system with lowest porosity, 0 ϭ0.3, are shown in Figs. 6 and 7. In the range of temperatures TϷ0.7-0.8 one observes, for 0 ϭ0, a first order G-L transition with critical temperature T c Ϸ0.72-0.73 and critical density c Ϸ0.35 and a line of second order demixing transitions terminating at a tricritical point with temperature T tc Ϸ0.73, slightly higher than the critical temperature, and density tc Ϸ0.57. This diagram is of type II. When the matrix density increases, the temperature range within which the equimolar liquid exists decreases and the phase diagram evolves toward a type I diagram. At 0 ϭ0.3 the phase diagram in the temperature range 0.49-0.52 reveals that ͑within the accuracy of the simulation results͒ the tricritical temperature, or possibly the temperature of the critical end point, is close to and slightly below the critical temperature (ϳ0.51).
Comparison of the phase diagrams with ORPA results is illustrated in Fig. 8 . At 0 ϭ0 excellent agreement is obtained for the G-L and L-DF transition densities, the fluid concentrations of the demixed phase, and the line. This agreement deteriorates, however, with increasing 0 . Although in the ORPA the same sequence of types of phase diagram occurs as in the simulations and general trends ͑low-ering of the critical temperature and narrowing of the G-L coexistence curve with increasing matrix density͒ are correctly reproduced, marked differences are observed on a quantitative level. In particular, for 0 у0.15, the critical temperature is found to be higher than in the simulations; also the ratio of the critical to tricritical or end point temperature increases with 0 , while it remains close to 1 in the FIG. 9 . Demixing transition of a binary fluid in contact with a porous matrix of density 0 ϭ0.15 (␣ϭ0.7, yϭ1, and zϭ2.5): f as a function of concentration x for Tϭ0.62. The symbols denote GCMC simulations ͑diamonds, G-L equilibrium; squares, L-DF equilibrium; crosses, first order demixing transition͒, the lines the ORPA results.
simulations. Furthermore, the critical density shifts to lower values in contrast to the simulations where it remains nearly constant. On the other hand, the concentrations of the demixed phase remain accurate even at a high matrix density as illustrated in Fig. 9 for 0 ϭ0.15. As noted in the previous section, the determination of the equilibrium densities of the different phases in the simulations is affected by uncertainties of the order of 2-3 % for 0 0 and ϳ1 % for 0 ϭ0. In view of these error bars the difference between the theory and the simulations at the higher matrix densities is significant. The major source of error is likely to be found in the use of the ORPA, in particular in that of the PY type closure to solve the ROZ equations for the reference hard-sphere system in the framework of the replica theory ͓24͔. Differences of similar size between simulation and ORPA results were observed in the one component case ͓25͔.
B. Variation of ␣
The variation of the phase diagram with ␣ ͑ratio of the interaction strengths of unlike and like particles͒ is shown in Fig. 10 for the matrix densities 0 ϭ0 and 0.1. In the latter case the matrix-fluid interaction was either a pure hardsphere (yϭ0) or a hard-sphere ϩ Yukawa interaction (y ϭ1). For the bulk mixture we observe-in qualitative agreement with the mean-field results of Wilding et al. ͓13͔-variation of the phase diagram from type III to type II to type I as we increase ␣ from 0.65 to 0.90. At ␣ϭ0.9 no demixing transition could be observed down to a temperature T ϭ0.55, below which the ORPA equations could no longer be solved. At this temperature and ␣ value a freezing transition is also possible and the demixing transition no longer exists in the fluid phase. Over the range of ␣ values considered the critical temperature and density do not vary appreciably with ␣. An increase of the matrix density from 0 to 0.1 ͑at y ϭ1) does not alter this behavior or the sequence of phase diagrams ͑from type III to type I͒ but lowers T c and T tc by ϳ10% and shifts the densities of the tricritical and CEP points to slightly lower densities. A change of y from 1 to 0 at fixed matrix density 0 ϭ0.1 lowers T c by ϳ10%, shifts c from ϳ0.32 to ϳ0.26, and delays the appearance of the CEP as one increases ␣.
C. Variation of y
The variation with the parameter y ͑expressing the ratio between the fluid-fluid and the matrix-fluid interactions͒ is shown in Fig. 11 for the two cases 0 ϭ0.05,␣ϭ0.7 and 0 ϭ0.1,␣ϭ0.73. A positive value of y represents an attraction between matrix and fluid particles while a negative value represents a repulsion. For the lower matrix density 0 ϭ0.05, the sequence of phase diagrams is found to be type III→type II→type III when y decreases from positive to negative values. A G-L transition appears near yϳ2 ͑a precise location cannot be found due to numerical problems in the critical region as mentioned above͒ and exists only in a small range of y values extending roughly from 2 to Ϫ0.5. The phase diagram is again of type III for the more strongly repulsive matrix-fluid interactions yϭϪ1. A qualitatively similar behavior is observed for the larger matrix density 0 ϭ0.1; here the type II phase behavior occurs at least for 0ϽyϽ2. The ORPA allows us to determine the metastable G-L transitions ͑hidden below the G-DF coexistence curve͒; these are marked in Fig. 11 by dotted lines. From the figure, it is apparent that, when the matrix is strongly attractive (y ϭ3.5), the line ͑extended into the G-DF coexistence region͒ intersects the metastable first order G-L coexistence line at a density smaller than the ͑metastable͒ critical density c G-L , while for the repulsive matrix-fluid interaction (y ϭϪ1) the intersection is observed for densities larger than in their meanfield study of a symmetric binary bulk mixture, these differences in the metastable equilibrium may be of relevance for the dynamic properties of the system. Therefore, when, in the case of a repulsive matrix, the fluid is quenched from a high temperature state into the coexistence region slightly below the metastable critical point one can expect ''two stage demixing.'' This means, that the system will first separate into a G and a L phase; then the equimolar liquid will demix ͓13͔. In contrast, for an attractive matrix (yϭ3.5), the fluid will demix and phase separate simultaneously ͑''onestage demixing'' ͓13͔͒.
D. Variation of 0
The influence of the matrix density on the phase diagram of the mixture is shown in Fig. 12 for two values 0 and 1 of the parameter y and ␣ϭ0.7. As discussed in the comparison of simulation and theoretical results, in both cases, at 0 ϭ0, we have a type II diagram characterized by a tricritical point where the line of the second order demixing transition terminates as well as a triple point where the G, the L, and the DF coexist. As we increase 0 , at yϭ1 ͑attractive tail in the matrix-fluid interaction͒ the tricritical temperature T tc decreases; at 0 ϳ0.3 the first order transition between the L and the DF has vanished, giving rise to a CEP at T cep ͑type I phase diagram͒. It can be seen that the existence of a CEP leads to a kink in the G-L curve, clearly visible in the ORPA data, a phenomenon that has been discussed in a simulation study of the pure mixture in ͓26͔. The situation is completely different if the matrix-fluid interactions are hardsphere potentials (yϭ0). We now arrive with increasing 0 at a type III phase diagram; for 0 ϳ0.1 the G-L transition becomes metastable and hidden below the G-DF transition ͑type III phase diagram͒. As discussed in the previous subsection, the metastable G-L transition can lead to a two stage demixing.
E. Variations of z and r c
The change in phase diagram entailed by variation of the screening length z of the Yukawa potential is shown in Fig.  13 for 0 ϭ0.10, ␣ϭ0.68, and yϭ0. A change of z from 2 to 3 mainly lowers the tricritical temperature and the critical temperature of the metastable G-L transition, but otherwise leaves the critical density and type of phase diagram ͑type III͒ unchanged.
Increasing the range of the Yukawa potential from r c ϭ2.5 ͑the value at which most of the ORPA calculations have been performed to allow comparison with the MC simulations͒ to 8 raises the critical temperature while preserving the shape of the phase diagram ͑see Fig. 14͒ . We observe a narrowing of the G-L coexistence region. 
VI. CONCLUSIONS
Results obtained within the framework of the ROZ integral equation theory in combination with the ORPA closure have provided detailed information on the influence of matrix density and parameters defining the interactions between the particles of the ͑symmetric͒ binary mixture and between the mixture and the matrix particles.
Mean-field theory predicts for a binary symmetric bulk mixture ͑of the type considered here͒ the existence of three generic phase diagrams. These phase diagrams are also obtained in the present study by the ROZ theory and by simulation for both the bulk and adsorbed mixtures. A major achievement of this work is to supply a nonambiguous correspondence between the interactions in the partly quenched system ͑mixture plus porous matrix͒ and the type of phase diagram to which they give rise. In the bulk binary mixture the change in phase diagram is triggered by only one parameter ͑the parameter ␣); this is also the case in other bulk systems, such as for instance the Heisenberg or Stockmayer fluid where the change in the type of phase diagram is triggered by the ratio of the strengths of the isotropic and anisotropic interactions ͓27,28͔. In the present system the situation is more complex, bringing into play a combination of several parameters ␣, y ͑the ratio of fluid-fluid and matrix-fluid interactions͒, and the porosity ͑via 0 ). Small changes in each of these parameters have been shown to lead to qualitative changes of the phase diagrams. In particular, for a given fluid and matrix, it is apparent that the phase diagram can be changed drastically by varying the porosity of the medium, which is the parameter most readily controllable in experiment.
In the simulations, care has been taken to average over a sufficiently large number of matrix configurations to reduce the systematic statistical error to the level of a few percent. Finite size effects have not been taken into account so far. Outside the critical region, previous simulations performed for a one component fluid in a hard-sphere matrix ͓25͔ for different system volumes do not reveal notable quantitative size effects on the system properties. In the critical region, in the absence of a firmly established scheme for analysis of finite size effects in a disordered medium, the latter are difficult to estimate. They can possibly shift the critical or tricritical point by a small amount, although the effect is expected to be too small to preclude a quantitative comparison between theory and simulations.
Comparison between simulations and theory has disclosed the necessity for improving ORPA theory in the domain of matrix densities 0 Ͼ0.1. Effort in this direction is in progress. We also plan to extend theory and simulations to systems comprising long range Coulomb and dipolar interactions such as electrolyte solutions. 
