Network flow problems with non-convex piecewise linear cost structures arise in many application areas, most notably in freight transportation and supply chain management. In the present paper, we consider mixed-integer programming (MIP) formulations of a generic multi-commodity network flow problem with piecewise linear costs. The formulations we study are based on variable disaggregation techniques, which have been used for a while to derive strong MIP formulations for variants of the fixed-charge network flow problem, a special case of our generic problem. To the best of our knowledge, variable disaggregation techniques have not been studied extensively within the framework of a general non-convex piecewise linear cost function, although a few authors have used them in this context (a recent example is the paper by Croxton, Gendron and Magnanti [2]).
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Given a directed network G = (V, A), with V , the set of nodes, A, the set of arcs, supplies and demands of multiple commodities at the nodes and capacities at the arcs, we consider the problem of finding the minimum cost multi-commodity flow when the objective is the sum of |A| piecewise linear functions. More specifically, on each arc a of the network, the cost is a function, g a , of the total flow, x a , on the arc, with the unit flow cost and fixed charge varying according to the flow on the arc. The function need not be continuous; it can have positive or negative jumps, though we do assume that the function is lower semi-continuous, that is, g a (x a ) ≤ lim inf x a →xa g a (x a ) for any sequence x a that approaches x a . Without loss of generality, we also assume, through a simple Since the total flow on each arc can always be bounded from above by either the arc capacity or the total demand flowing through the network, we assume that there is a finite number of segments on each arc a, which we represent by the set S a .
We further introduce the following notation: K denotes the set of commodities, N is the |V |×|A| 
Constraints ( mates the piecewise linear cost function with its lower convex envelope, which, in general, provides a rather poor approximation. In order to improve it, a classical MIP approach is to add valid inequalities that tighten the LP relaxation. The basic model lends itself naturally to two such simple classes of valid inequalities, which use the fact that the flow of commodity k on each arc a can be bounded from above by some constant M k a , usually set to the total supply for that commodity. The first class of valid inequalities, called the strong forcing constraints, is simply stated as follows:
We use the term strong model to designate the basic model with the strong forcing constraints . Using them, we can now define the extended forcing constraints:
The model obtained by adding the extended forcing constraints to the basic model will be called the extended model.
The question that naturally arises is the following: under which conditions the extended model improves upon the strong one? One can also ask a similar question regarding the improvement that both models provide compared to the LP relaxation of the basic formulation. The main objective of the present paper is to qualify, through theoretical results, as well as computational experiments, the improvement obtained by the addition of either the strong, or the extended, forcing constraints to the basic PLCNF model. We show through theoretical investigation that the LP relaxation of the extended model approximates the cost function with its lower convex envelope in multiple dimensions. Together, the theoretical and computational results allow us to make suggestions on when each of the formulations might be the most appropriate.
