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I. INTRODUCTION
R ECENTLY, there has been a great effort to build nextgeneration (third generation) mobile communication systems [1] , [4] . It is expected that the third-generation systems can provide a variety of wireless communication services from voice communications to high-bit-rate video communications including Internet access, which will be a major demand in future mobile communication. The technology of direct-sequence code-division multiple access (DS-CDMA) has been chosen for the third-generation system because of numerous advantages. A major advantage of the DS-CDMA is that it can provide a better capacity compared to the other possible technologies of multiple access. Recently, a special type of time-division multiple-access system that employs the adaptive modulation tech-nique 1 has been known to be more efficient in terms of the total throughput for the downlink communications where the data are transmitted from the cell site to subscribers.
Interference suppression techniques such as smart antennas [9] , [14] and multiuser detection [12] have been widely investigated for application in the DS-CDMA. The structure of a two-dimensional rake (2D-rake) combiner has been proposed in [8] to detect spread signals at base stations equipped with the smart antenna. For the 2D-rake combiner, the criterion of maximizing the signal-to-(interference plus noise) ratio (MSINR) [7] has been utilized. An interesting feature of this approach is that the weight vector can be computed without known training signals or pilot signals. (Note, however, that known symbols are required to restore distorted phases for coherent detection.)
Generally, in order to achieve the MSINR beamforming, covariance matrices of desired signals and interfering signals are required. Hence, those matrices shall be estimated from received signals. However, since desired signals and interfering signals are received simultaneously, covariance matrices of desired and interfering signals are not separately obtained. In some CDMA signal environments, when the desired signal at the output of the despreader is sufficiently larger than each of the interferers with the aid of a large processing gain [3] , [15] , the weight vector obtained from the criterion of the maximum signal-to-noise ratio (MSNR) can be a good substitution for that of the MSINR. Then, as shown in [3] and [15] , a computationally efficient adaptive algorithm for a blind beamforming can be derived. Indeed, if powers of all users are almost the same and processing gains are also identical, statistical properties of interfering signals after despreading are close to those of white Gaussian noise [13] . Hence, in this case, the MSINR beamforming becomes the MSNR beamforming. In third-generation systems [4] , however, processing gain can be different depending on the required bit rate for each service. For high-bit-rate transmission, its processing gain shall be low and its power shall be high for reliable transmission quality. From this, a transmission of high bit rate can be a strong interferer to the other signals. Hence, it is required to investigate an computationally efficient adaptive algorithm for the MSINR beamforming, not the MSNR beamforming.
A method [8] , [10] that separately estimates covariance matrices of the desired and interfering signals has been proposed by using the properties of CDMA signals. To improve the esti-mation accuracy of covariance matrices, an alternative approach also has been proposed in [2] for third-generation CDMA systems. Although the method in [2] improves estimation accuracy, it does not seem to be efficient enough for practical beamforming due to high computational complexity.
It is shown in this paper that a blind MSINR beamforming is possible by directly utilizing the instantaneous input and output signals of correlators at each snapshot. First, the criterion of the conventional MSINR is modified in such a way that the functional is set with the signal values that are available at the receiver. Note that the desired and undesired signals are basically not available at the normal receiver. Then, we present a computationally efficient adaptive algorithm that utilizes Lagrange's formula in accordance with our modified MSINR criterion. The resultant adaptive algorithm proposed in this paper can be implemented with a linear complexity, meaning that there are no matrix-oriented operations of which the computational load is or , where is the number of antenna elements in the array system.
II. SYSTEM MODEL
Consider an uplink channel in which signals are transmitted from the th mobile stations to the base station equipped with multiple receiving antennas. Let the baseband signal of the th mobile station be (1) where is the symbol interval, is the transmitting amplitude of the th subscriber, is the th symbol, and is the spreading waveform of the th transmission. The spreading waveform is written as (2) where is the chip interval, is the processing gain, is the th element of the spreading sequence for the th symbol of the th transmission, and is the chip waveform of unit energy.
Let us consider a uniform linear array of antenna elements with half-wavelength spacing. For simplicity but without loss of generality, the element pattern of each antenna element is assumed to be omnidirectional. Then, the downconverted output of the th receiving antenna is written as [8] ( 3) where is the number of transmitting subscribers, is the number of multipaths of the th subscriber, is the number of scattered components at the th path, is the maximum Doppler frequency, is the carrier frequency, is the direction of the th component of the th cluster with respect to the velocity vector of the th user, is the propagation delay, and is the incident angle of scattered signal. In (3), it is assumed that for , where is the center propagation delay of scattered signals in the th cluster of the signal from user . In other words, we assume that the propagation delay of every scattered component within a given propagation path is identical. It is also noteworthy in (3) that the th element is assumed to be the reference antenna element, which means that the phase of the array output is to be synchronized to that of the received signal at the th element. Indexes used in (3) can be summarized as follows: antenna index ( ), user index ( ), propagation path index ( ), scattered component index ( ), chip time index ( ), and symbol time index ( ).
If we know the propagation delays of multipath signals from a desired user, say, user , then the input signal to the th PN-correlator (finger) associated with the th antenna is written as (4) where is the chip waveform, as mentioned previously. Then, the output of the th PN-correlator to extract the signal of the th user at the th antenna channel can be written as (5) Note that, in practice, each of the propagation delays mentioned in (4) is found in a module, referred to as a searcher, to produce the synchronized PN-sequence, i.e., , which is used in the correlator as shown in (5) .
Summarizing (3)-(5), received signal vectors can be written as (6) and (7) The received signal vectors and are referred to as un-despread and despread received signal vectors, respectively. (In this paper, vectors and matrices will be represented by lower and upper case bold letters, respectively.) Note that since we employ a two-dimensional rake combiner, the optimal weight vector for the th subscriber is found for each propagation path, i.e., for for every user . It particularly means that the final array output for extracting the signal from each user is produced by combining array outputs [3] . It also means that the weight vector to be provided in this paper generates a single beam along the direction of the desired user for each of the multipaths. As described in [3] , the array system that processes each of the multipaths separately outperforms the array system that processes the received signals of each user with a single multibeam, although it is a burden in the former system that the computation of each weight vector separately for each corresponding path is inevitable. The merit of separately processing each of the propagation paths can fully be exploited in the adaptive procedure proposed in this paper because the computational load of computing each weight vector for each path seems to be tolerable in the new technique due to its simplicity and computational efficiency. In fact, as will be shown in detail in the following sections, the total computational load of the proposed technique is only about , including the update of matrices as well as the weight computation itself. As each of the array outputs is produced by a scalar product between the weight vector and the despread received signal vector, i.e., , the final array output that represents the signal transmitted from the th user can be written as (8) Note that the procedure of time adjustment is omitted in (8), for it has been assumed that the difference of the distinct propagation path delays (for each user) does not exceed the symbol interval. In this paper, as we show how to compute the weight vector for a given propagation path of a user (say, the th path of the th user), we omit, for notational convenience, the user and multipath indexes and in our signal modeling hereafter.
III. ADAPTIVE BLIND BEAMFORMING ALGORITHM
In this section, we derive a blind adaptive procedure for finding the optimal weight vector that maximizes the SINR without training sequences or known sequences. As mentioned in the previous section, the beamforming is provided for each multipath of each user, i.e., for for .
A. Blind Beamforming
If the processing gain is constant in all channels, the statistical properties of interferers are close to those of white Gaussian noise after the despreading, assuming that the power is well regulated [13] . In third-generation CDMA systems, however, the processing gain can be different depending on the data rate of a given channel [4] . In this case, a high-bit-rate transmission should have high power because its processing gain is small. This signal poses as a strong interferer to other signals. It shows that there exist strong interferers in third-generation CDMA systems. For this reason, we need to consider the MSINR criterion instead of MSNR for the beamforming. In this section, we find the MSINR beamforming vector with the instantaneous input and output signals of PN-correlators at each snapshot.
From (3) and (5), the despread signal vector can be rewritten as (9) where and denote the desired and undesired signal vector, respectively. It means that is the signal vector, transmitted from the th user through the th path, which contains the information of the symbol . Clearly, the signal vector is written as (10) where is the channel vector of which the th element is written as (11) Here, is the effective fading factor of the th component of the th cluster for the th symbol. The undesired signal vector is the sum of interfering signal vectors from other users and background noise vector.
The optimal weight vector for (9) under the MSINR performance criterion [7] can be found as (12) where and are the desired signal vector and the interference-plus-noise vector, respectively. Note that we attempt to find the optimal weight vector that maximizes the mean SINR. Hence, the optimal weight vector depends only on the secondorder statistics of and . According to (11) , the resultant weight vector does not depend on the instantaneous fading factors at each instantaneous snapshot, but depends on their second-order statistics. Consequently, the Doppler shift does not affect the weight vector solution at each snapshot. It particularly means that the resultant weight vector provided in the proposed technique copes with the changes of the incident angles of the received signals at each snapshot rather than the fluctuations of the signals at each snapshot due to the Doppler shift. After the beamforming, the output of the beamformer for each propagation path, which consists of the scattered components (see Section IV-A for more details about ), are properly combined for coherent detection. The phases shall be restored for this combining, and the maximum Doppler frequency can affect the combining performance. Throughout this paper, in order to focus on the beamforming algorithm based on (12), we do not deal with this combining in this paper (for simulations in Section IV, we assume that the phases are perfectly estimated).
From (12) , it follows that (13) where the autocovariance matrices of the desired and undesired signals are defined as and , respectively. From (13) , it is obvious that the optimal weight vector is the generalized eigenvector corresponding to the maximum generalized eigenvalue of the matrix pencil ( ) and we have (14) where is the maximum generalized eigenvalue, which is given as (15) Unfortunately, since and cannot be separately obtained from the received signal shown in (3), it seems to be impossible to find the optimal weight vector by solving (14) . In [8] , it has been shown that the covariance matrices of and can be obtained from the vectors and by exploiting a special characteristic of CDMA systems. Taking advantage of the processing gain at the output of the despreader, we can show that (16) From (16), and . Consequently, the autocovariance matrices of the desired and undesired signals are estimated from and . In practical signal environments, however, when and are estimated as shown in (16), the resulting beamforming vector, obtained with a reasonable amount of computation, cannot be close to the true weight vector [2] . Consequently, the performance is degraded due to the estimation errors of the estimated and . Furthermore, the performance degradation due to the estimation errors becomes worse as the processing gain becomes smaller. To overcome the above difficulty, we choose an alternative functional to find the optimal weight vector of the MSINR criterion without having to separate the desired and undesired signals or estimate the autocovariance matrices and . Let us consider a functional consisting of despread and un-despread received signals, which are obtained at the output and input of the CDMA correlators, respectively, as follows: (17) where for any except for . If is full rank, (17) holds for any . According to (17), we can see that the weight vector that maximizes the functional eventually maximizes , if . Hence, the optimal weight vector can be found as (18) Consequently, the weight vector according to the MSINR criterion can be obtained from (18) instead of (13), which is basically not available at the receiving end. Indeed, we do not need to know or estimate the covariance matrices of and . Rather, using and , we can find the optimal weight vector. From this, the optimal weight vector can be blindly found.
The optimal weight vector , which corresponds to the maximum generalized eigenvalue , can be found using the following relationship:
Note that if spread signals behave random signals and angles of arrival (AOAs) of received signal vectors are sufficiently uniformly distributed, we can assume that is a diagonal matrix so that (19) becomes [3] (20)
Clearly, the optimal weight vector can be found by solving the ordinary eigenproblem in (20). However, since cannot in general be assumed to be diagonal due to many practical reasons, e.g., the near-far problem, existence of strong interferers, etc., we shall solve the generalized eigenproblem shown in (19). In the next section, we present an adaptive algorithm for computing the generalized eigenvector corresponding to the maximum generalized eigenvalue of the eigenproblem shown in (19). The most attractive feature of the proposed algorithm is in its simplicity with a minimum loss of accuracy. All the matrix-oriented operations are replaced with proper vector operations in the proposed algorithm.
B. Adaptive Procedure
By introducing a constraint, we can consider a cost function based on the Lagrange multiplier as (21) where is the Lagrange multiplier for the constraint . To find the weight vector that maximizes , the steepest ascent method can be utilized and the recursion can be written as (22) where is the gradient vector of with respect to , which can be written as 26) where . By solving the quadratic equation for shown in (26), we can decide the Lagrange multiplier for the updating in (24). Unfortunately, we can see that there are a number of matrix multiplications that require computationally high complexity. This computational burden can prevent the use of the updating in (24) in practice. Instead of directly solving (26), we shall modify (26) to reduce computational complexity. Replacing and with and , respectively, the Lagrange multiplier can be found as (27) where , , and , and , , , and . With in (27), the modified updating equation is written as (28) Note that is the sampled sequence at the chip rate, while is the despread sequence at the symbol rate. Hence, since the weight vector is updated at the symbol rate, the sequence shall be subsampled at the symbol rate as shown above. Fig. 1 illustrates the flowchart of the adaptive procedure of the proposed algorithm shown in (27) and (28). As shown in the figure, the total computational load is about , where denotes the order of computational load required for a scalar product of two -by-1 complex-valued vectors. 
C. Convergence Rate
It would be interesting to analyze the convergence behavior of the proposed adaptive algorithm shown in Section III-B. In this section, we present some simulation results to see the convergence rate of the proposed algorithm shown in Fig. 1 .
Fundamentally, the adaptive algorithm in (28) or Fig. 1 , is a stochastic gradient algorithm, because the covariance matrices and are replaced by and , respectively. A well-known stochastic gradient algorithm is the least mean square (LMS) algorithm. It is well known that the convergence rate of the LMS algorithm is generally slow. In Fig. 2 , we present the simulation results to see a convergence behavior of the proposed algorithm. We assume there are 50 users in a wireless local loop CDMA system [18] . The processing gain is 64 and the symbol rate is 128 kbps. The normal channel is considered, and a detail description of the channel environments is presented in Section IV. Note that the maximum Doppler spread is set to 80 Hz, but the AOAs are not changed. It means that the eigenvectors of the covariance matrices and , which are determined by the incident angles of the impinging waves, are not changed. For comparison, we consider the direct matrix inversion (DMI) method to obtain the weight vector. The solution of the DMI has been obtained by calling the solution of singular value decomposition of the eigenvalue equation, i.e., . Therefore, the solution is obtained in a single iteration based on the matrices and that are obtained at each snapshot. In (18) , the covariance matrices are replaced by their sample covariance matrices, which are adaptively updated as new data are received at each snapshot. In accordance with the update of the covariance matirces, the weight vector is also updated. Note that the computational load for the DMI-based method to produce a solution is in general significantly larger than that of the proposed algorithm. It will cause the snapshot period to be a lot longer than that available in the proposed algorithm.
The updating in (28) is carried out for each symbol. After about 600 iterations, the bit error rate (BER) approaches the steady state. Hence, in order to use the proposed algorithm, the covariance matrices and shall not be changed for several hundred symbol intervals. That is, the mobile speed should not be fast so that the AOAs are not significantly changed over several hundreds symbol intervals. Since the symbol rate is 128 kbps, the time for 600 iterations becomes about 4.7 ms. It would be a sufficiently short time to assume that the AOAs are constant.
As mentioned above, the proposed algorithm needs about 600 iterations, i.e., about 4.7 ms, for the adaptation procedure to converge. This might not be short enough when the system is to be applied to a short packet data. Especially when there are no signaling channels, e.g., an access channel, ahead of the short packet data, the base station cannot compute the weight vector properly, which eventually means that the proposed smart antenna system cannot operate properly. However, if the length of the packet data is long enough compared to the convergence period, the proposed algorithm works. In addition, in normal signal environments, some signaling channels are exploited between the base station and each of the mobile terminals before the traffic channel is activated. For example, in CDMA2000, the mobile terminal transmits some data through the access channel to the base station before it sends the traffic data, which means the optimal weight vector is computed already during this signaling channel period before the traffic begins. Then, it is allowed to have a transition period of about 600 iterations even for a very short packet data. The transition period for the adaptive procedure to converge should be shortened as much as possible by adopting a fast processor and optimal programming.
IV. SIMULATION RESULTS UNDER VECTOR CHANNEL ENVIRONMENTS WITH LOCAL SCATTERS
A. Vector Channel Environments
The parameters in the signal modeling of (3) have been set up utilizing the results of the measurements given in [11] as follows: The parameters given above have been obtained from a particular area [11] . To show the performance of the proposed algorithm in general urban areas, we select two typical cases from the above modeling. One represents a normal situation, which is the case of nearly 90% of all the measurements, and the other represents an adverse situation, which is the case of the other (10%) measurements.
The signal environment representing a normal situation is summarized as follows: 
B. Simulation Results I
In this section, we consider the signal environment of the wireless local loop (WLL)-CDMA in Korea [18] and the W-CDMA for IMT2000 (partially) [16] , [17] . The signal modeling is based on (3)-(7). The environmental parameters such as the number of multipaths, number of scattered components, angle spread, received power of each propagation path, etc., have been set based on [11] , as shown in Section IV-A. Note that two paths considered in Section IV-A are non-line-of-sight. The Doppler shift and the number of antenna elements have been set to 80 Hz and eight, respectively, unless mentioned otherwise. Note that we consider the mobility of each subscriber of a speed that results in 80 Hz of Doppler shift in the WLL-CDMA as well as in the W-CDMA. For simplicity but without loss of generality, it has been assumed that the carrier phase delay between the transmitting subscriber and the reference antenna element is compensated perfectly by utilizing pilot symbols. In all the simulations shown in this section, the instantaneous signal vectors, i.e., and shown in (6) and (7), respectively, have been utilized at each snapshot. This means that the weight vector is updated by (27) and (28) at each snapshot with a computational load of about . Since it has already been found in [3] that the weight vector based on the MSNR criterion enhances the receiving performance of CDMA systems quite considerably, the simulations given in this paper have been focused on the cases when the proposed algorithm, which is based on the MSINR criterion, outperforms the solution of the MSNR [3] . As mentioned in Section III, the proposed algorithm finds the solution of the generalized eigenproblem, while the method introduced in [3] Let us first compare the performance of the two solutions in the WLL-CDMA systems. In the WLL-CDMA system [18] , we can exploit the processing gain of 64 by despreading the received signals with the PN-code (8.192 Mcps), which eventually retrieves the symbols of 128 ksps. Fig. 3 illustrates the BER performance of the proposed beamforming algorithm operating in the normal WLL-CDMA signal environment. Similarly, Fig. 4 illustrates the BER performance of the proposed array system operating in the adverse WLL-CDMA signal environment.
As shown in the figures, the performances of the two methods, i.e., solutions of the ordinary and generalized eigenproblem, are quite comparable, which means that the processing gain available in the WLL-CDMA, i.e., 64, is not too low for the ordinary solution to support the smart antenna system under the assumption that the power control is perfect. The distinction between the ordinary and generalized solutions becomes conspicuous as the processing gain decreases such that the interferer's power increases relatively. As is well described in [3] and [15] , the solution of the ordinary eigenproblem is valid only when the desired signal power is sufficiently larger than the interfering power because the eigenvector corresponding to the largest eigenvalue of the ordinary eigenproblem makes sense only in that signal environment.
Suppose that the processing gain is reduced to eight, as in some physical channels of W-CDMA standard [17] . Fig. 5 shows the BER performance of the proposed beamformer operating in the normal W-CDMA channel of processing gain eight. As shown in the figure, the solution of the ordinary eigenproblem in this case does not improve the signal antenna system, especially when the number of interferers is large. It is apparent that the array should be designed with the solution of the generalized eigenproblem instead of that of the ordinary problem in this signal environment, i.e., the processing gain is as low as eight. This situation can take place even in WLL-CDMA or other signal environments of high processing gains when the power control is performed badly.
The performance of the proposed array system employing the solution of the generalized eigenproblem is shown in the adverse W-CDMA environment in Fig. 6 . As could be predicted easily, the performance of the solution of the ordinary eigenproblem is far inferior to that obtained by the generalized solution because the interfering power is too large for the ordinary solution to operate as desired due to the low processing gain of eight.
From the above experiments, it can be concluded that the array designed with the solution of the generalized eigenproblem outperforms the ordinary solution as the number of interferers increases and the processing gain decreases.
C. Simulation Results II
In this section, we consider another signal environment in which the power level of every interferer varies due to some practical reasons, e.g., bad power control and/or various transmitting powers at the subscribers, etc. In our simulations, there are three strong interferers with the actual processing gain of eight, while that of the other interferers is 64. Without loss of generality, we can assume that the power control has been set in such a way that the received signal power after the despreading is exactly antiproportional to the processing gain, i.e., the signal with lower processing gain is transmitted with stronger power, and vice versa. Fig. 7 shows the BER performance of the proposed array system designed by the update (27) and (28) in the normal situation in which three interferers are 1/8 the desired signal power and the other interferers are 1/64. Similarly, the BER performance in the adverse signal environment with the same interferers is shown in Fig. 8 .
In the above simulations, the BER performance is not monotonically increasing as the number of interferers increases. The reason is that the distribution of the strong interferers ( ) is a dominant factor when the interferer's power is not uniform. In the simulations shown in Figs. 6 and 7, since there are three strong interferers, when these strong interferers are incident with the arrival angles' being close to the desired signal's arrival angle, the BER is degraded severely. It turns out that the distribution of the strong interferers is a more dominant factor than the number of ordinary interferers, whose power is 1/64 the power of the desired signal. This is why the BER is not monotonically increasing as the number of (ordinary) interferers increases in Figs. 6 and 7 . In any case, the solution of the gener- alized eigenproblem far outperforms that of the ordinary eigenproblem. Therefore, it seems to be safe to go for the generalized solution rather than the ordinary solution in a practical situation because the desired power may not be strong enough somehow for the ordinary solution to resolve the interferers successfully.
V. CONCLUDING REMARKS
We have shown an alternative adaptive beamforming procedure for computing the optimal weight vector in accordance with the MSINR criterion. The new technique provides the weight vector that maximizes the power ratio between the desired and undesired signals at the CDMA receiver. The problem has been formulated with the received signal vectors, despreaded and un-despreaded signals that are available at the receiver, instead of desired and undesired signal vectors that are basically not available at the receiver. Utilizing the suggested criterion consisting of inputs and outputs of the despreader, we have developed a novel adaptive procedure of computing the target weight vector from the instantaneous signal vectors at each snapshot. The proposed adaptive algorithm can be implemented with a linear complexity by approximating the autocovariance matrices with instantaneous signal vectors at each snapshot. From the various computer simulations, it has been found that the proposed array system outperforms the array system designed by the solution of the ordinary eigenproblem [3] , especially when the interfering power increases due to many practical reasons, e.g., incorrect power control, various spreading ratio, various transmitting power, too many interferers, etc. When the processing gain is large enough, say, 64, as in the WLL-CDMA, the solution provided by the proposed algorithm and that of the ordinary eigenproblem is quite comparable, assuming that the power control has been done accurately.
