This paper examines the synchronous leisure of spouses and the extent to which spouses spend time together. The time budget data set used in this paper allows for a distinction between simultaneous time-use of spouses and the actual time that spouses meet. A comparison between couples and matched singles suggests that only about 12 percent (45 minutes per day) of the synchronous leisure is caused by active synchronization. Spouses' decisions about market work and leisure timing are very interdependent during most hours of the day.
Introduction
The most important factor in ‡uencing peoples' timing of daily activities might be how others time their activities. It is, for instance, reasonable to believe that spouses want to synchronize their individual timing of market work and leisure so that they can spend more time together.
Naturally, individuals and households would maximize utility with respect to synchronized leisure consumption, because spending time together is central for making relationships and families work. We would believe that subjects of rejoice and distress, but also work e¤ort in ordinary household duties and enjoyment of leisure activities, involve elements of timing.
The coordination and timing of work e¤ort is also important, and sometimes essential, in many workplaces.
The interaction between household members and how they optimize their joint time-use (e.g. the labor supply of spouses) has been and still is a subject for economic research (see Killingsworth and Heckman, 1986 , for a survey on female labor supply). However, while the traditional time allocation model typically studies the total time spent in, e.g., market work, over a day or a week, it provides little or no insight into the temporal pattern of timeuse and therefore, potentially, misses a vital part of the mechanisms underlying empirical observations. The total time spent in leisure (or market work) may not be the (only) relevant choice for individuals. If couples seek to enjoy more time together and therefore interact to synchronize the timing of work and leisure, it seems more relevant to analyze the temporal pattern of time-use than to just analyze the total time spent in market work and leisure during a day or a week.
This study is important for a number of reasons. Depending on whether parents with small children choose to have synchronous working schedules, they will have di¤erent demands for public child care. Neglecting the timing aspect of time-use and the interaction between spouses may cause biased estimates of the economic incentives for labor supply and when it is performed. Heterogeneity between spouses and between households in working schedule arrangements and restrictions in choosing the optimal work schedule are normally not part of the traditional time allocation model. This should a¤ect our conception of wel-fare, if we think it depends on the extent to which members in a society can interact. 1 Few (economic) studies have examined the temporal choice of time-use, and time budget data sets are underutilized in this respect. 2 Among the exceptions are Hamermesh (1998 Hamermesh ( , 1999 Hamermesh ( , 2000 , who studied the contemporaneous leisure of spouses and whether they choose working hours in order to enjoy more synchronous leisure. One …nding was that work schedules of husbands and wives were in fact interdependent during most hours of the day.
If one spouse was at work at a speci…c hour, the other was more likely to be so than not. He also found that couples with higher earnings (holding total market work hours constant) consume more synchronous leisure. This implies that synchronous leisure might be considered a normal good. Hamermesh (1999) argued that the decline in work at odd hours between the 1970s and the 1990s in the US did not depend on an industrial shift or changes in demography. This pattern might well be explained by the fact that workers are economically better o¤ and therefore need not choose inconvenient working hours. Velzen (2001) studied the timing aspects of work and leisure of Dutch two-earner households and her main …ndings match those of Hamermesh (2000) . On average, Dutch husbands and wives mostly tend to work and enjoy leisure at the same time of the day, and more so if household work was included in the de…nition of work and leisure was analyzed as a separate category.
An interesting result can be found in Rydenstam and Wadeskog (1995) , suggesting that 1 It is characteristic of the Swedish labor market that men in general have better possibilities to organize their working time than women and that men's power to alter working hours increase with age, while no such pattern was found for women (SCB, 1999) . 37 percent and 46 percent of the working men and working women, respectively, stated that they could not vary their working schedule. The survey (SCB, 1999 ) also showed that working nights was more common among women than men and about uniformly distributed over di¤erent age-groups, while men more frequently took up shift work than women. Shift work tended to decrease with age, and it was, therefore, mainly men below their 50s that worked in shifts. At the same time, it seems that men had a slightly more unregulated working schedule as compared to women; 9 percent (5 percent) of all males (females) reported that they work overtime every day and 24 percent (28 percent) of the males (females) reported that they rarely work overtime. 2 Issues of instantaneous timing have been discussed in sociology (see, e.g., Sullivan, 1996 , for some empirical work on the evaluation of activities undertaken alone or with someone else). For an early discussion on collective rhythms in a family context, see Moore (1963) . Kooreman and Wunderink (1996) suggested arguments against a collective rhythm. More ‡exible time schedules allow individuals time sovereignty and a more e¢ciency use of time and space. unoccupied time away from market work was more fragmentary for women as compared to men. An interpretation would be that the time allocation of women is more interconnected, and partly directed by, the demands of household work. While men enjoy their leisure in long sequences without interruption, women enjoy theirs in shorter fragments. Hallberg and Klevmarken (2002) suggested that Swedish families where both parents work seem to have a tight schedule. Parents were more likely to cut down on their own private time than reducing the time with their children. However, the need to provide child care (at home) may not only lead a couple to alter their total supply of labor but also the timing of market work and leisure, thus potentially a¤ecting spouses possibilities to enjoy synchronously leisure. Hamermesh (2000) suggested that having new children implied a reduction in synchronous leisure and that the impact was greatest among …rst-time parents.
New mothers also changed their working schedules the most as compared to other groups. Velzen (2001) also found that the presence of fairly young children had a negative impact on the degree of synchronization of work and leisure schedules. This paper o¤ers empirical evidence for Sweden on the temporal pattern of various activities, including when market work is performed, and on the nature of synchronous leisure consumption. Hamermesh's (2000) hypothesis was that spouses adjusted their working schedules in order to enjoy more synchronized leisure. The traditional time allocation model is therefore usually incorrect, since it does not take the temporal aspect of time-use into account.
It is, however, problematic to test this hypothesis just by studying the correlation in the timing of activities of spouses. The problem arises since we do not know to what extent the observed outcome in timing is a result of the proposed timing adjustment or an e¤ect of the general organization in society, respectively. There are, for example, social and biological rhythms of daily life of society that are important for the timing of most people. The contributions of this paper are twofold. I test the synchronization hypothesis suggested by Hamermesh (2000) by creating a control group of pseudo couples, consisting of 3 Strong indications of this are that most of us prefer to sleep during the night, work in daytime, and that we prefer to have our meals at certain times, etc. Furthermore, most job contracts only allow a limited choice of working hours and temporal scope. single men and single women statistically matched together to a household unit. The assumption is that the activity timing of pseudo couples is a¤ected in the same way by the general organization of society as the timing of real couples. However, the single man and the single woman in a pseudo couple are completely ignorant of each other's timing. The timing of pseudo couples is assumed to represent the contra factual, if couples did not synchronize activities timing within the household. By comparing the timing of matched real couples with that of matched pseudo couples, we can remove e¤ects not caused by the proposed timing adjustment, i.e., by the organization of society in general. This is new as compared to the studies by Hamermesh (2000) and Velzen (2001) .
In addition, I study how total joint leisure, i.e., the actual time that spouses meet, varies with the economic and demographic factors of the household and, to some extent, with labor market characteristics. Data for the present study are taken from the 1984 and 1993 waves of the Household Market and Nonmarket Activities (HUS). The time-use surveys contain supplementary information on the presence of other household members, e.g., the spouse, which enables us to distinguish between simultaneous time-use of spouses and when spouses actually meet. Knowing whether the spouse is involved with the respondent in an activity supplies additional information along a dimension not previously explored, e.g., issues of intra-household work burden and the cooperation of spouses. (This is also new as compared to earlier studies by Hamermesh (2000) and Velzen (2001) .) I therefore distinguish between synchronized leisure and joint leisure to signify that leisure can be consumed simultaneously but not necessarily jointly.
The rest of the paper is organized as follows. Next, a theoretical model of temporal time allocation is discussed and compared to a traditional model of time allocation. Section 3 contains a presentation of the data used. To assess the e¤ect of spouses' coordination of work timing and test the hypothesis that couples adjust the timing of activities, I perform a matching experiment with singles. Section 4 presents the results from this experiment along with empirical evidence on the timing dependence of various activities including market work. In Section 5, I investigate to what extent couples are together and how this varies with the economic and demographic factors of the household. Finally, Section 6 gives a summary of the paper and concludes.
A temporal framework of time allocation
Let us assume that a couple has preferences over private and joint leisure (i.e. togetherness).
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I expect the valuation of time alone and time together with the spouse to depend on the nature of and to what end various activities are performed. It is, for instance, plausible to assume that most spouses want to enjoy recreational activities together, while certain household activities are preferably done alone. However, to maintain simplicity in the theoretical framework below, I will assume that a person performs either work or leisure. In this framework, it is also assumed that if spouses consume leisure at the same time, they are together.
The allocation problem of the household is formulated as an intertemporal problem over a sequence of small indivisible time periods. The household consists of a husband (m) and a wife (f ). Let the total time endowment (a day or a week) be T , which is divided into small, equally spaced and indivisible time periods denoted by t: Each t = 1; :::; T can, for instance, be considered as an hour. Assume that the utility function of the household can be expressed as 5 one if leisure of a speci…c type is consumed at hour t; and zero otherwise.
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Private and joint leisure are de…ned as, respectively,
Private and joint leisure are hence functions of the underlying choice variables l st ; s = m; f; t = 1; :::; T .
The utility function is maximized, subject to a budget constraint
where w st is the exogenously given marginal net wage-rate at t for spouse s = m; f, and the price of market goods is set to 1. Discounting is ignored. Like Hamermesh (1999 Hamermesh ( , 2000 , it is assumed that w st is exogenously determined on the market and may vary over t; since the demand and supply conditions of labor may vary over t. In this model, the usual time constraint is always satis…ed since l st is a dichotomous variable, s = m; f; t = 1; :::; T .
The maximization of (1) subject to (4) leads to the couple's optimal choice of market goods x and leisure sequences fl s g = l s1 ; :::; l sT ; s = m; f: From (2) and (3), the optimal sequences of private and joint leisure can be constructed. The total (e.g. daily) demand for leisure (of each type) is found by summing the elements in these sequences over t.
Spouse s will work at t if w st > w ¤ st ; where w ¤ st is his or her reservation wage at t. The reservation wage may vary over t and s and will be determined by the (possible mutual) and leisure schedules.
The empirical implication of this model is that a preference for simultaneous leisure leads to interdependence between the timing of market work and leisure within the household, given the total supply of market work.
In a traditional time allocation model, it is assumed that the Hicksian composite commodity theorem holds for the aggregate over T and that the utility is maximized with respect to the aggregate. Aggregation can therefore be misleading if the utility function is not weakly separable over t, i.e. if the timing of leisure consumption is of importance. 
Data
In this section, I describe the data used for this study. The data are taken from the Household Market and Nonmarket Activities (HUS).
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The 1984 and 1993 waves of data collection included time-use surveys. For each respondent, a time-use diary was collected by telephone for two randomly selected days, normally a weekday (Mon.-Fri.) and a weekend day (Sat.-Sun.). In most households with two spouses, both were interviewed concerning the same designated days. No …xed format was used either for time slots or for activities, the smallest time interval being 1 minute. The respondent's own words were recorded by the interviewer and later activity coded. 8 The traditional model may, however, be correct if Hicksian separability holds, i.e., the price vector w s =fw s1 ; :::; w sT g for s = m; f ; is always proportional across households to some …xed base price vector w 0 s ; so that w s = c s w 0 s for some scalar c s . This means that, for instance, overtime payment arrangements cannot di¤er across households. All households must, in relation to their earnings for working at hour a (0 · a · T ) ; have the same earnings for working at t: Whether this is a plausible assumption is seldom empirically tested, however, presumably since detailed institutional wage data that contain information on each individual's wage-rate for all t rarely are available.
9 See Klevmarken & Olovsson (1993) and .
The sample used in this paper is restricted to cohabiting spouses, aged 18 or more, where both spouses reported in the main interview that they were employed.
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Most respondents participated both on a weekday (Mon.-Fri.) and on a weekend day (Sat.-Sun.).
However, market work is unusual on Saturdays and Sundays. Consequently, there will be little variation in data depending on market work timing during weekend days. I therefore excluded weekend day responses (i.e. Saturdays and Sundays). These restrictions give a sample of a total of 511 (516) two-earner households/time-use interviews in 1984 (1993) .
Only information on primary activities was used. Traveling time in connection with the activity was included for all activities. The time-use data were merged with additional information from the main survey regarding the respondent's employment status and economic and demographic background. 10 Households with two cohabiting adults of the same sex were excluded from the sample. 11 A person who has been on leave from work (e.g. parental leave to take care of a child) longer than 8 weeks is coded as unemployed (not in the labor force).
Besides the information on the total time that each respondent spent in each of these activities during a day, I de…ned a set of dummy variables (one for each type of activity H; L; S; and N ), where the day is divided into T = 60 £ 24 = 1440 minutes; A decomposition into the di¤erent nonmarket activities is shown in the bottom row of Figure 1 and in Figure 2 . The pattern is as could be expected. Leisure and household work activities increase at around 6 a.m., which is right before most people go to work. There is also a temporary peak of leisure and household work at noon. At 4 p.m., men and women increasingly engage in leisure activities. This increase continues until 9.30 p.m. Thereafter, at 10 p.m. or so, sleep becomes the dominating activity. The fractions of men and women doing some sort of household work also increase at 4 p.m., i.e., the hour after which most people arrive home from work, but falls again in the evening hours. On average, men and women go to bed at around 10 p.m. and sleep until 6 a.m. or 7 a.m. We can note a small increase in the fraction that sleeps or rests at around 5 p.m.
Not unexpectedly, we can detect some marked di¤erences in the temporal time-use be- tween men and women. A larger fraction of women engage in household work activities as compared to men, both in the evening of a typical working day and in daytime. This, and the fact that women perform more leisure in daytime, once more indicates that woman more often than men work part of the day and part of the week. In the evenings, women engage in leisure at about the same frequency as men but engage more than men in household work.
Even though the activity de…nition used is quite broad, one possible interpretation is that the time-use of women is more fragmentary as compared to that of men.
The fraction of women working in the market is, as we noted earlier, lower as compared to men at all hours. However, on average, women seem to work at about the same hours as men,
i.e. between 7 a.m. and 4 p.m. The fraction carrying out market work falls less dramatically and somewhat earlier in the afternoon for women, which is an impact of women's shorter working days, although they start at about the same hour in the morning. This pattern is about the same for women in both 1984 and 1993.
There are also some di¤erences across years for women. As compared to the 1980s, we see that the higher frequency of market work in the 1990s is combined with less household work, both in the evenings and in daytime (i.e., when market work is frequently performed).
Testing for intra-household timing adjustment
In this section, we will test the timing adjustment hypothesis suggested by Hamermesh (2000) by creating a control group of pseudo couples, consisting of single men and single women matched together to a household unit. Pseudo couples are obtained by statistically matching single men and single women into pseudo households similar to observed twoearner households, the behavior of which can be compared to that of true couples (details about the matching can be found in Appendix). The assumption is that the activity timing of pseudo couples is a¤ected by the general organization of society in the same way as the timing of real couples. However, the single man and the single woman in a pseudo couple are completely ignorant of the each other's timing. Hence, by comparing the timing of real couples with that of matched pseudo couples, we should be able to remove e¤ects that are not caused by the proposed timing adjustment, i.e., the e¤ect of the general organization of society.
The hypothesis is the following. If couples adjust their working schedules in order to enjoy more synchronous leisure, this should appear in the data by a higher correlation in the timing and more simultaneous leisure and household work among matched true couples than among matched pseudo couples, given the total supply of market work.
The aim of the matching is to generate two matched samples in addition to the original sample of couples:
1. A control group of pseudo couples, consisting of single males and single females matched together to a household unit.
2. The treatment group of true couples, which is de…ned by matches to pseudo couples.
To generate the desired treatment group and control group, I employ a non-standard way of matching. Usually when statistical matching is done, a treated unit belonging to a relatively small pool of treated is statistically matched on the basis of a set of observable covariates (matching variables) with a control unit belonging to a relatively large pool of nontreated. The present situation is di¤erent in two ways. First, to compare couples that adjust their timing with couples that do not (pseudo couples), we need to generate a set of pseudo couples out of singles. Second, since the sample size of singles (of each gender) is about one …fth as compared to that of couples, the strategy is to match couples to singles, i.e. a control unit is matched to a treated unit. The traditional approach is to do the opposite. In 1984, there were 103 (109) single males (single females) who reported in the main interview that they were employed and for whom we have a weekday (Mon.-Fri.) response. In 1993, the corresponding sample sizes were 170 (163) single males (single females).
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The matching algorithm employed here simultaneously matches a single male to a single woman with a pseudo couple and this pseudo couple to a real couple ("double matching").
The matching criterion is based upon the nearest available pair matching, using the Mahalanobis metric to de…ne distance with respect to a set of matching variables. The matching algorithm follows Rubin (1979) . ( It is important to consider how matching is done, since singles and individuals living as a couple di¤er in many ways. By comparing the outcomes for the treatment group with those in the control group, I hold constant for the matching variables used. It is of particular interest that the treated and non-treated work about the same amount of hours in the market since we compare the timing dependence and the degree of synchronization. I therefore include total hours of market work on the day of the interview (MW) among the matching variables.
Households (which are included in the matching) may therefore vary in their choices of timing of work over the day, but not in the total hours worked. Studies by Hamermesh (2000) and Velzen (2001) found that the presence of fairly young children had a negative impact on the degree of synchronization of work and leisure schedules. To avoid that outcomes depend on age and family structure, I included the age of the respondent and the number of children in the household in age brackets 0-2, 3-6, 7-12 and 13-18 among the matching variables. I also included the number of years of schooling. Both education and seniority (i.e. service length with the same employer) serve as proxies for the individual situation on the labor market. Seniority is partly captured by the age of the respondent, which is already included.
It is possible that profession is important in explaining the individual in ‡uence over working schedules. However, due to the rather small sample size, I only include an indicator variable for self-employment.
I present summary statistics for the original sample of couples and the sample of singles in Tables 1, 2 and 3 . 13 Couples are, on average, older, have more children of all ages and are self-employed to a greater extent than singles. There are also di¤erences in the working hours depending on cohabiting status. Single women (men) work more (less) hours on the market as compared to women (men) in a couple.
A comparison of the matched samples gives some idea of how successful the matching algorithm is. Compositional di¤erences between control and treatment groups after matching are not desirable, since they may to some extent contribute to di¤erences in outcome. By comparing summary statistics for controls and treated, in Tables 2 and 3 for 1984 and 1993, respectively, we note that the matching algorithm has generated matched samples that are quite similar with respect to most matching variables. 14 We note for instance that there is exactly the same number of self-employed in the two groups and that most other variables do not di¤er a great deal in the mean. Some dissimilarities between the treatment and control groups remain, however, especially for 1993. Husbands in the treatment group are older than matched single males and couples belonging to the treatment group have fewer children in the age bracket 13-18 than matched single women. Wives in the treatment group work somewhat less than matched single women, which is fairly problematic since this di¤erence may very well result in more synchronous leisure among the treated.
Next, in Section 4.1, I will examine the timing dependence between spouses and make comparisons across the three samples. In Section 4.2, I will study the outcome in synchronous leisure and household work for the groups of treated and nontreated.
Independence test
The choices of the husband and the wife whether to perform activity k during t result in a 2 £ 2 outcome table,
where the upper left cell represents a household where neither of the spouses was active, the upper right cell represents a household where the wife was active but the husband was not, etc. If l k mt and l k ft are independent, so is the timing of the spouses. This is tested using Pearson's Â 2 -test of independence. The test is performed separately for the original sample of all couples, the subset of matched couples (the treatment group) and the sample of pseudo couples (the control group), by hour, activity, and year.
The original indicator variables were de…ned for each minute (see Section 3). Instead of testing independence for each of the 1440 minutes in a day, I have chosen to aggregate the original indicator variables to hours and test for independence for each of the 24 hours.
For a speci…c hour and activity, the hourly dummy variable is coded as 1 if the activity was performed within that hour, and 0 if not. This coding has its drawbacks, since it disregards both the duration and the placement of a particular activity within a speci…c hour. In some cases, we might hence incorrectly think that a husband and a wife were active simultaneously when, in fact, they were not.
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To save space, I will only present the estimated p-value of each test. As for the sample of all couples, the results indicate that the dependence in instantaneous timing between spouses is signi…cant and positive for most hours and most activities, see Table 4 . We note that independence in market work timing cannot be rejected during nights and evenings.
This may be a result of too little variation at those hours. However, during the time when most market work is performed (between 6 a.m. and 3 p.m.), the results suggest that instantaneous timing in market work is strongly dependent. Whether one of the spouses performs market work at t provides information about whether the other spouse is doing it too. Spouses organize the timing of leisure activities such that they are enjoyed at the The corresponding tests of independence are shown in Table 5 for the treatment group (the subset of matched couples). In 1993, the patterns of dependence for the various activities are similar to those of the full sample of couples. The timing of market work is not made independently of spouses for the greater part of the hours when work usually is performed.
In 1984, however, we cannot reject the hypothesis that timing of market work is independent during the same hours.
The main result is, however, that the instantaneous timing is frequently independent for the nontreated (i.e. the pseudo couples), as shown in Table 6 . Occasionally, the null can also be rejected for pseudo couples, but those instances are few and occur at unusual hours.
This result is quite interesting since individuals in both groups are very similar in many ways, including their hours of market work on the day of the interview. We hence …nd that real couples coordinate their activities to a major extent, while singles assigned into pseudo households do not. In leisure, and to some extent in household work, the conclusion is that one spouse's timing is of great importance for that of the other. indicates the sign of the dependence as measured by gamma (see Goodman and Kruskal, 1954, and StataCorp., 1999 Table 4 . The number of observations is 266.
One might be concerned that the low sample sizes for the matched groups would not cause enough variation and that the conclusion is therefore predetermined. By pooling 1984 and 1993 and rerunning the tests of independence, I …nd, however, that I can reject independence in market work timing between 9 a.m. and 1 p.m. on the 10 percent level for pseudo couples, see Table 7 . For the subset of matched couples the p-value is even lower during the same hours. The interpretation is hence that timing is in ‡uenced by the general organization of society since evidently, it also a¤ects singles. Neglecting this may overstate the importance of intra-household timing dependence.
The e¤ect of timing adjustment on simultaneity
In this subsection, I will examine if the adjustment of working schedules among couples has any e¤ect on the outcome of synchronous leisure (broadly de…ned to include household work). We would expect the treated to have more synchronous leisure and household work than nontreated. If this is the case, we take this as supporting evidence for Hamermesh's (2000) hypothesis.
In order to perform this test, I need to assume that the observed outcome of the control units is representative for the unobserved outcome of the treated couples if they had not adjusted timing, conditional on the set of matching variables. I hence assume that real couples that were matched would behave like the control group of singles in the absence of timing adjustment. Further, I estimate the e¤ect of timing adjustment as the group average di¤erence (thus treating the response surfaces as parallel).
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I will aggregate simultaneous time spent in leisure and household work. Let S be the amount of synchronous leisure (broadly de…ned to include household work) of the spouses, de…ned as
16 Let P 0 be the population of control units and P 1 the population of treatment units. For the expected value of S in P i ; given the matching variables X; I write ® i + W i (X) ; which often is called the response surface for S in P i . If response surfaces are parallel, i.e. W 0 (X) = W 1 (X) = W (X) ; the expected treatment e¤ect is simply the groupwise di¤erence of S (see Rubin, 1979) . The …nding is that the subset of matched couples enjoys more synchronous leisure than do pseudo couples, see Table 8 which shows the outcome with respect to synchronous leisure for the treated and nontreated. Thus, there seems to be support for the hypothesis that spouses time their activities within the household to obtain more synchronous leisure. The gain in synchronous leisure as a result of the timing adjustment is not very large, however.
My estimates suggest that treated couples have about 5.9 hours/day of synchronous leisure (excluding sleeping, resting, and personal hygiene), while nontreated couples have about 5.2 hours/day of synchronous leisure (1984 and 1993 pooled) . By adjusting working schedules and the timing of leisure and household work, couples hence experience a 12 percent increase (almost three quarters of an hour) in terms of more time when they can potentially meet during a normal working day. The e¤ect is essentially the same for 1984 and 1993, and signi…cantly di¤erent from zero at the 5 percent level in both years.
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It is noteworthy that pseudo couples obtain so much synchronous leisure. Figure 3 and Figure 4 show the distributions of S by group. We note that matched couples (middle) have a thicker right-hand side tail than pseudo couples and more real households enjoy 6-7 hours/day of synchronous leisure than pseudo couples. These distributions hence di¤er in some respects, but perhaps not as much as one might expect considering that pseudo couples do not adjust timing within the household at all. Because the matched single male and single female are completely ignorant of each other's timing, the interpretation is once more that the organization of society in general have a great impact on timing.
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17 Part of the di¤erence in synchronous leisure may result from singles performing more household work than someone living in a couple. In order to control for this in the matching, I tried an alternative set of matching variables. Here, I also included the total time spent on household work, leisure and sleep on the day of the interview among the set of matching variables besides the ones already included. The result of that matching was a somewhat lower estimated timing adjustment e¤ect, as compared to the one presented in the text, although signi…cantly di¤erent from zero in both years (0.60 [2:65] for 1984 and 0.39 [2:04] for 1993, with paired t-tests in brackets). 18 It is impossible to say how much of the e¤ect can be extrapolated to couples in general. We can, Note: P -value for two-sided paired t-test in parenthesis. a) Pooling is not rejected (p-value for H 0 : same mean over years is 0.629 for treated and 0.289 for controls). The composition e¤ect is estimated in two ways:
Alt. 1) The di¤erence in ¹ x is weighted by the coe¢cient vector of real couples,^1;
i.e., the composition e¤ect is
2) The di¤erence in ¹ x is weighted by the coe¢cient vector of pseudo couples, 0 ; i.e., the composition e¤ect is
Here ¹ x 1 ; ¹ x m0 ; and ¹ x f0 are the mean vectors (including a constant) of the subset of matched couples, single men and single women, respectively, and^1;^m 0 ; and^f 0 are the corresponding estimated coe¢cient vectors from separate OLS regressions of S on x. Since the matching is not perfect, some of the observed di¤erence in synchronous leisure may result from compositional di¤erences between groups. There are some dissimilarities between treated and controls with respect to covariates (see Section 4). A potential problem is that matched wives worked somewhat less than matched single women, since this may result in less synchronous leisure among the control couples. What seems to be an e¤ect of behavioral di¤erences between groups may instead be an e¤ect of di¤erences between groups.
It appears, however, that the compositional di¤erences only explain a fraction of the observed di¤erence in synchronous leisure (S). Here, we estimated the composition e¤ect by employing a Blinder-Oaxaca decomposition (see Blinder, 1973, and Oaxaca, 1973) , shown in the bottom of Table 8 .
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The Blinder-Oaxaca decomposition can be interpreted as an evaluation of the matching. With perfect matching, the composition e¤ect (with respect to matching variables) is zero. It is nonzero if the matching is imperfect as a result of di¤erences between groups. For 1984, we …nd that between 9 and 40 percent of the total di¤erence in S can be attributed to di¤erences in covariates, depending on the weighting scheme (see note in Table 8 ). In the second year, the composition e¤ect lies somewhere between 27 and 31 percent, depending on the weighting scheme. Hence, the conclusion is that the main part of the observed di¤erences in S is explained by behavioral di¤erences between groups and not by imperfect matching.
It might be argued that an alternative explanation for the observed treatment e¤ect is that couples usually have better jobs and earn higher incomes than singles. Among the bene…ts usually associated with good positions is a high degree of ‡exible working hours. In however, note that the outcome of S for the matched samples is not very di¤erent from that for all couples (shown at the bottom of these …gures).
19 The Blinder-Oaxaca decomposition procedure is to …rst estimate regression models for S with matching variables (and a constant) as explanatory variables separately for each group. The composition e¤ect is estimated by weighting the di¤erence in the mean of the covariates between groups by the estimated coe¢cient vector belonging to either the …rst or the second group. A standard argument in the literature is that the true composition e¤ect lies between these two weighting schemes. Note that the matching covariates that are household-speci…c variables for matched true couples (i.e. the number of children in di¤erent age brackets) were not restricted in the matching algorithm to be equal for a single man and a single woman matched together into a pseudo couple. The composition e¤ect presented in the text is the average composition e¤ect of …rst using the covariates of single males and then the covariates of single females. (The di¤erence in the resulting composition e¤ect, depending on which covariate vector was used is not very large, however). my data, there is a signi…cant di¤erence in the average taxable income for men taken from the sample of control units and the sample of treatment units (but not for women).
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To test the hypothesis that income di¤erences (serving as a proxy for labor market position) explain di¤erences in S; I run separate regressions for the samples by gender and year of S on the yearly taxable income of each spouse, holding constant for the hours of market work of each spouse (not shown).
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The only signi…cant e¤ect of yearly taxable income found was that for single men in 1993. Those single men that earned more relative to other single men also had working schedules resulting in higher S. 22 I …nd no signi…cant e¤ect of yearly taxable income for the treatment group or for the original sample of all couples.
The income di¤erence between treatment units and control units should therefore result in a lower estimated treatment e¤ect for high-income males in 1993.
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5 Time jointly with the spouse Some of the free time that spouses choose to consume simultaneously, they also choose to spend together. In this section, I will study the actual time that spouses spend with each other. The analysis in this section should perhaps best be seen as a study of welfare, since we think that the distribution of well-being depends on to what extent members in a society can interact and coordinate household work and leisure. These issues are of interest in view of the changed labor market circumstances, above all the increased labor force participation by women in the Western World, including Sweden, in the past twenty years. How have these changes a¤ected the spouses' capacity to synchronize their working schedules and enjoy more time together?
As for parents' time with children (see Hallberg and Klevmarken, 2002) , it is reasonable that the decision to allocate time to the spouse is determined by both investment and consumption motives. To my knowledge, however, little or no theoretical results in the literature suggest how time allocated to the spouse varies with income and hourly wage. Couples that are economically better o¤ (i.e. have a high income) might buy time with each other since they can a¤ord certain costly services from the market (e.g., cooking and cleaning). It is reasonable to believe that highly productive individuals are more adept at planning, coordinating and streamlining their daily life. If there is a preference for togetherness, we might expect such couples to spend more time with the spouse than others. On the other hand, high productivity individuals may have a trade-o¤ between many activities and after all, it is not certain that they spend more time with the spouse than low productivity individuals.
It might even be less. Gronau and Hamermesh (2001) found substantial di¤erences among households in the variety of nonmarket activities that they produce. By variety in activities, I mean the degree of variation in both types of activities and the number of activities performed. More educated individuals (who can also often be considered to be more productive) generate more variety, engaging in both additional activities and the same ones as the less educated.
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It is, however, not certain that such considerations will in ‡uence the time-use together with the spouse. The event that spouses do spend time together, given that spouses have the opportunity to meet, might mainly depend on the extent of intra-household work burden and the cooperation of the spouses. For instance, parents of small children might prefer simultaneity but not necessarily togetherness in household work, since they must accommo-date an explicit child care time constraint. While one spouse concentrate on, e.g., cooking a meal, the other takes care of the infant. The preference to be together should furthermore depend on how much spouses enjoy each other's company.
I will focus my empirical analysis in this section on how much of the potential time -in either leisure or household work -that spouses can be together (S) is actually also spent together. Let J denote the time that spouses actually are together. Accordingly, the variable of interest is J=S:
In the data-set used, the respondent was asked for each activity if someone else was present. One of the response alternatives was "spouse/common-law husband (wife)".
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Denote the individual response of total time spent with the spouse during a day by J s ; s = m; f: I de…ne it as the total time during a day of either household work or leisure during which the spouse was reported present. The times when couples met at work and when the respondent was either sleeping or resting were excluded from the analysis. Sleep and rest are ignored to ensure that the two years are comparable. Some assumptions were needed to obtain a household measure of J that is consistent with the de…nition of S. Because the spouses were interviewed separately 1) J s sometimes exceeds S; and 2) the responses of husband and wife usually di¤er, sometimes considerably. 28 25 Other alternatives included being with one's own or spouse's/partner's child, other household members, other relatives, workmate/colleague, others, and being alone. 26 The original data for 1993 contain some sources of error. An explicit order was given to interviewers not to inquire about other persons being present during the activity sleep and rest. This order was followed in 1984, but not strictly in 1993. 27 Some couples meet at work, either because they work at the same place or because they work close to or actually in their homes (e.g. farmers), but these fractions are quite low. Neglecting time together during market work should not change the analysis in a signi…cant way. About 85 percent report zero time and the average time for nonzero values is less than 1.3 hours per day in the whole sample of couples (pooling gender and years).
;29 I will assume that the time that a respondent stated that he or she was together with the spouse is bounded by the time that the two spouses can potentially be together (i.e. by S). I de…ne the household measure of actual time that spouses were together as the average of the spouses' responses truncated at S:
Somewhat more than half the potential time (64 percent) was spent with the spouse. On average, spouses spent approximately 3.6 hours of a normal workday in each other's company out of 5.6 hours of simultaneous leisure and household work. This refers to the full sample of two-earner households, both years pooled. There is a small di¤erence in means between years, but this is not signi…cant. Only for very few households is J zero (31 observations in 1984 and 17 in 1993) .
The relationship that we will estimate is given by
where ® and¯are parameters and " is an error component. As explanatory variables I consider the husband's age, the age structure of the children, education (years of schooling and a dummy for university diploma), hourly wage rates net of taxes and incomes of the spouses.
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The division between market and nonmarket time may be more confusing for the self-employed than for others. I therefore also control for self-employment.
There might be interesting e¤ects of economic variables on time together as suggested above. By including income and wage rates as explanatory variables, I test if couples' 28 J s can exceed S if the respondent reported leisure or household work and stated that the spouse was present while the spouse reported market work or sleep -in which case the presence of the respondent is ignored -or reported leisure or household work but forgot that the respondent was actually present. 29 In this respect, the disagreement between the husband's and the wife's response (total per day with the spouse in leisure or household work) is somewhat higher in 1993, as compared to 1984. An explanation for this might be that the design of the forms was changed between these years. The 1984 survey permitted combinations of two types of persons being present during an activity (spouse, child, other household members, work colleague, and others) and the 1993 survey permitted combinations of six types of persons: economic possibilities have any direct e¤ect on J=S. A recurrent suggestion in the literature is that individuals that are highly productive on the market also are highly productive at home. I will use the wage rate as a proxy for productivity. (Education may also capture this e¤ect since it can be seen as a proxy for productivity too.) Regression estimates of (5) are presented in Table 9 and Table 10 for 1984 and 1993, respectively. The estimation sample is the Monday-Friday responses from the whole sample of two-earner households. 31 The husband's age is included as …ve dummy variables in 5 and 10-year age intervals with the reference category being 41-50 years of age. There are clearly systematical di¤erences between families in how much time spouses spend together.
We …nd that couples with small children and older couples consume signi…cantly less time together than others. Young couples in their late 20s or early 30s without children spend most time together. In relation to the e¤ect of children, however, the age e¤ects dominate in size. However, the di¤erences due to both age and children are smaller in the 1990s than in the 1980s.
There is also some weak support in the results that those with more years of schooling allocate less time to the spouse than others. Considering that education might function as a proxy for productivity, this e¤ect might hence lend itself to an interpretation similar to that of Gronau and Hamermesh (2001) . High productivity individuals more often have more activities from which to choose than other and evidently this decreases the time with the spouse. The e¤ect is small, however, and only signi…cantly di¤erent from zero at the 5 percent level in one of the three speci…cations for 1993, and at the 10 percent level in another speci…cation for 1984. We …nd a negative e¤ect from the hourly wage rate of the husband in 1993, although signi…cant only at the 10 percent level. Education variables are insigni…cant in that speci…cation, which suggests that both the wage rate and the education variables seem to capture productivity to some extent. There is, however, no signi…cant e¤ect from the hourly wage rate in 1984. Perhaps most of the expected e¤ect of the wage variable is 31 The dependent variable is bounded between 0 and 1, but J=S is 0 (1) only for about 3 percent (about 10 percent). Tobit estimates (and t-statistics) are very similar to the OLS estimates presented in the text. captured by education.
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The results also suggest that a couple with high incomes in 1993 spent more time of S together than those with low incomes. If translating these e¤ects into elasticities, we can conclude that a 10 percent higher income of one of the spouses is coupled with a 1 percent increase in togetherness at a given level of synchronous leisure and household work. The null that the e¤ect on J=S of the husband's income and the wife's income are equal is not rejected by an F-test, which suggests that the source of income is of no importance in this case. One interpretation of this e¤ect could be that high-income couples choose to buy costly market services that free time for togetherness. In 1984, the e¤ect of the husband's individual income was positive and signi…cant, but only at the 10 percent level. This, and the result that the point estimate of the wife's income in 1984 is negative, although insigni…cant, suggests that the income e¤ect for 1993 should be interpreted with great caution. Finally, we note that the presented regression estimates explain only a small fraction of the total variation in the dependent variable.
Summary and concluding remarks
This paper examines the temporal choices of time-use and the time spouses spend together.
As suggested by Hamermesh (2000) , it is plausible to think that couples seek to maximize their joint time. Thus, couples must constantly adjust the timing of their activities to one another, especially market work.
Swedish time budget data from 1984 and 1993 are used to study this issue. The results
give empirical support for the timing of spouses being strongly dependent between spouses.
If one of the spouses performs market work in a daytime hour, the other spouse it is more likely to also do this than not. Spouses also organize the timing of leisure so that it is enjoyed at the same time. Timing dependence is less frequent in household work and sleep 32 Because there is a compression in the after tax wage rate introduced by the progressiveness in the tax system, one might consider using the before-tax wage rate instead, since it better captures individual productivity. However, alternative speci…cations with the gross wage rate did not result in signi…cant e¤ects either.
as compared to leisure, however.
I perform a matching experiment using a sample of singles as a control group for a sample of true couples, to assess the e¤ect of spouses' timing coordination. I show that the observed outcome in timing is, to some extent, a result of the proposed coordination in timing and to some extent a result of the general organization of society. The results suggest that by coordinating work and leisure hours, couples obtain about 12 percent (three quarters of an hour) additional synchronous leisure than would otherwise have been the case. The e¤ect of coordination is hence not very large, although statistically signi…cant, and essentially the same during the whole study period.
The data set used in this paper allows for a distinction between simultaneous time-use of the spouses and the actual time that spouses meet. I …nd that the time that spouses spend together, conditional on the time that spouses can potentially meet, depends negatively on the presence of small children. Togetherness is low among older couples as compared to younger couples. We also …nd some support for the hypothesis that more educated individuals allocate less time to their spouse than those who are less educated. This e¤ect is weak and only marginally signi…cantly di¤erent from zero, however. Furthermore, there are some indications that, at least in the 1990s, high-income spouses spent more time together, given the potential time that they could meet. One interpretation might be that couples that are economically better o¤ are able to buy costly market services that free time for togetherness.
Traditional models of time-use usually overlook the timing aspect of time-use. The main conclusion of the …ndings in this paper is therefore that traditional models potentially miss a vital part of behavior. Individuals' use of time should not in general be summarized over a long period of time and then studied as an aggregate. The …nding that timing is essential for individual behavior implies that a reasonable micro-economic model of time-use should also incorporate this dimension, or at least test whether or not the timing mechanism is of importance.
Appendix
The algorithm below will simultaneously match a single male to a single woman with a pseudo couple and this pseudo couple to a real couple ("double matching"). The matching obtains a control group of pseudo couples M 0 and a treatment group of real couples M 1 .
The matching is made without replacement. The matching technique is outlined in Rubin (1979) . Denote the random samples of single males and single females by G 0m and G 0f ; with sample sizes N 0m and N 0f ; respectively. Let G 1 be the sample of true couples with sample size N 1 . Denote the sorted samples of males in a couple and females in a couple by G 1m and G 1f , respectively. Here N 0m < N 1 ; and N 0f < N 1 : Since matching is made without replacement, the matched samples M 0 and M 1 will each consist of min (N 0m ; N 0f ) observations. Consider a set of k matching variables for each individual in each sample, denoted x qsj ; where q indexes single samples (0) or couple samples (1), s indexes male (m) or female (f) and j = 1; :::; N qs indexes observation. First estimate the pooled within-sample covariance matrix of X based on the random samples G 0s and G 1s ; i.e. where X ms is the N qs £ k data matrix of X in G qs and ¹ x qs is 1 £ k sample mean vector.
Second, sort the sample of single males (G 0m ) randomly. Then, proceed with the following matching algorithm:
(1) Take single male g in G 0m and compute for every j = 1; :::; N 0f ; and i = 1; ::::; N 1 ;
Each term in V ji is the Mahalanobis metric -the distance between a G 0s unit with score x 0s and a G 1s unit with score x 1s -for the male (s = m) and the female (s = f ).
(2) The best matching for the single male g is the combination of j and i with the lowest V ji : Move that combination of g; j and i from G 0m ; G 0f ; and G 1 into the matched samples
and M 1 ; respectively.
(3) Take the next single male and repeat steps 1 and 2 until G 0m or G 0f are empty.
