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1. INTRODUCTION 
1.1. Review of Literature 
The proper treatment of outlying observations has long 
been a subject of study. Traditionally, the main emphasis has 
been to detect outliers by some test of significance. Aims 
of these tests are well stated in David (1970, p. 170). Two 
important early papers on the detection of outliers are Grubbs 
(1950) and Dixon (1950) where some historical references can 
also be found. For a more recent review paper see Grubbs 
(1969). The main concern in these studies, in addition to 
significance points and distribution theory, is the power of 
the tests to detect outlying observations. Dixon (1953) ap­
pears to be the first to have investigated the effect of such 
tests on the subsequent main analysis such as estimating a 
location parameter. Anscombe (1960) gives an excellent dis­
cussion of the outlier problem and compares rules for treat­
ment of outliers to insurance policies. He regards the small 
increase in mean square error of the estimator in case of a 
rejection of valid data as the premium paid for the protec­
tion afforded against retaining true outliers. Anscombe's 
approach was further taken up by Guttman and Smith (1963, 
1971) and Guttman (1973a) . See also Desu et (1974) . A 
Bayesian approach in dealing with the problem of outliers can 
be found in, e.g.. Box and Tiao (1968) and Guttman (1973b); 
the former being concerned with the estimation of a location 
2 
parameter and the latter with the detection of outliers. 
Most of the references mentioned above are based on normal 
theory and the use of the sample mean X and the sample standard 
deviation s. Huber (1964) proposed a new class of estimators, 
M-estimators, that include the sample mean as a special case. 
An M-estimator T is defined such that L(9) = <l>(X^-0) is 
minimized when 6=T, where <j) is a suitable function. This 
class of estimators contains in particular: (i) the sample 
mean for (|)(t) = t and (ii) the sample median for <j)(t) = |t|. 
The name, M-estimators, due to Huber, comes from the fact 
that they generalize maximum likelihood estimators which 
correspond to tj) (t) = -log f(t), with f being the assumed 
density of the untranslated distribution. For convex (() 
1 - + functions such that ^(t) = )+(j)'{t )] is continuous, 
the M-estimator T may be equivalently defined as the solution 
of 
n 
L ip(X.-T) = 0. 
i=l ^ 
The T defined above is location invariant. That is, if 
= Xj^+b, then T(y) = T(X)+b. But it is, in general, not 
scale invariant. An estimator T is scale invariant if = 
a.X^ implies T(Y) = a.T(X). To achieve location and scale 
invariance, an M-eStimatOr is conimonly defined as the solu­
tion of the equation 
X. -T 
S  =  0 ;  
i=l ® 
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where s is an estimate of the scale, e.g., the interquartile 
range. For (|) functions that are convex and continuous, 
Huber (1964) showed that M-estimators are consistent and 
asymptotically normal. For nonconvex only asymptotic 
normality was proved, under more stringent conditions. See 
also Huber (1972, 1973, 1977). 
Ruber's paper in 1964 was largely inspired by Tukey 
(1960). In his pioneering paper, Tukey underscored the 
need for robustness studies and for robust statistical pro­
cedures by the following eye-opening example (see also 
Huber, 1977); 
Let X^,...,X^ be iid with cdf 
H(x) = (l-e)$(^) + E.$(^) 
where $ stands for the standard normal cdf, y and a are un­
known and 0£e£l. o is to be estimated. Consider the two 
statistics: d =^S.",|X.-X| and s = /^3."\(X.-X)^. When 
n n 1=1' 1 ' n n i=l i 
E =0 we have s„-5 a  and d —5 a .  Define the asymptotic 
n n IT 
relative efficiency (ARE) of relative to s^ as follows: 
Var(s^)/[E{s )]2 
ARE(e) = lim —5" 
n-^ Var(d^)/[E(dn)]^ 
Values of ARE(E) corresponding to various E's are given in 
the following; 
4 
e ARE(e) 
1.0 .876 
.001 .948 
.002 1.016 
.005 1.198 
.01 1.439 
in o
 2.035 
.5 1.017 
..0 .876 
Thus with a very slight departure from the usually 
assumed Gaussian distribution, the popular statistic s^ be­
comes an inferior estimator of a. For the case of estimating 
a location parameter, Huber (1964) determined the estimator 
that has the minimax asymptotic variance over the class of 
distributions C = {H = (l-e)F+eG: 0<E<1 fixed, F, a fixed 
distribution SyimTietric about 8, and G ranging ever all 
distributions symmetric about 9}. Since the publication of 
Tukey and Ruber's work, a tremendous amount of research in 
robustness has been done. To mention a few small-sample 
studies, Gastwirth and Cohen (1970) studied the performance 
of some linear functions of order statistics for mixtures of 
two normal distributions with the same mean but with the 
standard deviation of one three times as large as that of 
the other. In a slightly different direction, Crow and 
5 
Siddiqui (1967)' studied the performance of various linear 
functions of order statistics for several symmetric distribu­
tions: rectangular, normal, logistic, double exponential, and 
Cauchy. These robustness studies climaxed in Andrews et al. 
(1972), also called the Princeton study. Sixty-five estimators 
of various types were investigated for symmetric distributions 
ranging from normal to Cauchy. Some results are also obtained 
for an outlier situation with the observations coming from 
two normal distributions differing in location. 
More recently. Relies and Rogers (1977) compared the 
performance of a few statisticians with the direct use of 
robust estimators when the underlying distribution was one 
of several long-tailed symmetric distributions. Their con­
clusion was that statisticians tend not to throw away enough 
observations in forming the mean of the retained observations, 
Stigler (1977) studied the performance of various estimators 
for data from the physical sciences collected in the 18th 
and 19th centuries. The location parameter was assumed to 
have become known with the advance of technology. He sug­
gested that robust estimators stemming from modern theory 
need not do better than the trimmed means or even the sample 
mean. 
There are debatable issues in Stigler's approach. How­
ever, it has kindled the following questions: 
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1. Did the Princeton study over-react to too-heavy-
tailed distributions? 
2. What happens if the underlying distribution is 
asymmetric? 
3. What happens if the observations are correlated? 
4. What are the distributions of real data? 
Question 4 is seldom mentioned although it is generally be­
lieved that most real life data have longer-tailed distribu­
tions than the normal. The key point is how heavy are the 
tails? Jeffreys (1961) concluded from his analysis of nine 
long series, that the errors of careful observations made 
under uniform circumstances might well be described by t-
distribution with 5 to 9 degrees of freedom. On the other 
hand, several reports on the quality of data suggest that for 
routine scientific data from a great variety of fields, 
several percent of gross errors appear to be more the rule 
than the exception. But the actual percentage varies from 
0% to 10% for the majority of data and can be up to 20% or 
more. See Hampel (1973, 1976, 1977). However, it is not 
clear to us how a gross error was determined and what model 
of "good data" were assumed or fitted. Question 1 is 
closely related with question 4. Question 3 has long been 
recognized but few studies are available, perhaps because 
of the difficulty involved = However,- it is receiving 
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increasing attention. See H^yland (1968), Gastwirth and 
Rubin (1975) and Wegman and Carroll (1977). Question 2 is 
also not new, the difficulty being that it is not clear how 
to choose the location parameter. The main goal of our 
work is partly related to this question and is a continuation 
of the preliminary investigation of asymmetric contamination 
attempted in the Princeton study (see p. 110). 
1.2. Scope of the Present Study 
In Chapter 2 ,  relationships between the outlier model and 
the mixture model are explored. This investigation grew 
from observing the somewhat interchangeable use of the two 
models in the literature. See e.g. Gross (1973) and Huber 
(1972, p. 1048). Dixon (1950, 1953) considered the follow­
ing forms of the two models in his investigation of tests 
of outliers: 
Model lA; X^,...,X^ are independent observations such 
2 that most of them are from a N(y,a ) population and a non-
2 
stochastic.'number of the observations are from a N(p+X,o ) 
2 2 (or N(y,T a )) population. 
Model IIA; X^,...,X^ are independent observations 
such that each observation comes from a N(u,a*") population 
2 2 2 
or a N(u+\a,a ) (or N(u,T a )) population with respective 
probabilities 1-E and E(0J<E£1) . 
Although it was not mentioned specifically by Dixon, 
8 
Model IIA is equivalent to the assumption that 
are iid with cdf being the mixture of two normal distribu­
tions. As a model for the study of robustness, Model IIA 
has the following advantages; 
1. It has a certain conceptual and mathematical 
simplicity. A well-defined distribution is avail­
able. 
2. It allows the number of outliers to be a random 
variable ranging from 0 to n. Investigations of 
the outlier problem using Model lA usually assume a 
very small number of outliers to be present. 
3. A single quantity of interest such as mean square 
error (mse) or bias is obtained for each n, e, 
and X (or t). This single quantity is a weighted 
average of the corresponding conditional quantities 
conditional on the presence of m (m=0,...,n) out­
liers. 
However, it should be noted that the presence of out­
liers may not be well-explained by Model IIA. By requiring 
us to look at the conditional situations. Model lA may provide 
more insight into the outlier problem. This is especially 
true in the important situation when the probability of 
contamination is small since it suffices then to look at 
cases involving only a small number of outliers. See also 
Guttman {1973b, p. 724). From another point of view, 
9 
although model IIA seems to have conceptual and mathematical 
simplicity, it need not be easier to handle in a Monte Carlo 
study. Of course, the best of both worlds would be that 
the two models are close enough to permit interchangeable 
use. However, our results show that as far as the moments of 
order statistics are concerned, the difference between the 
two models can be serious, especially when the population 
means are different. For our study in Chapters 3 and 4, 
Model lA is assumed. 
Moments of order statistics in the presence of one 
outlier are investigated in Chapter 3. The bias and mean 
square error of linear functions of order statistics with 
symmetric weights are seen to be increasing functions of 
X^O and T>0, a property not shared by some robust estimators 
(see Chapter 4). Most of the results here may be extended 
to the case of multiple outliers. 
Chapter 4 deals with more complex estimators and situ­
ations using Monte Carlo methods. A variance reduction 
technique is developed for the case of shift in location 
along the line of Relies (1970) and Dixon and Tukey (1968). 
Tables by David et (1977) are utilized in the one-outlier 
case to achieve further reduction in variance. The model 
under study is 
10 
'V/ N(y,a ) 
*n-m+l''"''*n ~ N(u+Xa,a^) (or N(u,T^a^)) 
for 
n=10,20; m=l,2; M=0,1,2,3,4,5; T=0.5,1,2,3,4,10. 
It should be stressed that the model is written as if the 
outliers are identified. This is not the easel We can 
write the model in such a way simply because the statistical 
procedures we encounter do not depend on the serial numbers 
of the observations but rather on the order statistics. 
This is a trivial point but is worthwhile mentioning, in 
view of the awkward approach in Kale and Sinha (1971). 
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2. A COMPARISON OF THE OUTLIER MODEL 
AND THE MIXTURE MODEL 
2.1. Introduction 
Consider the following two models: 
Model I; are independent r.v.'s in a one-
sample inference problem such that n^ (i=l,...,m) of them 
follow the cdf P. (x) and n.=N. The X's with cdf P, (x) X  1—X 1 i 
may be regarded as good observations and the rest outliers. 
Model II: Xj^,...,Xjj are iid r.v.'s with the cdf 
P{x) = E^P^(x) + EgPgfx) + — + (2.1.1) 
where 
£•>0 (i=l,...,m) and Z.^LE.=1. 
i— 1—i 1 
Model I may be called the outlier model. Model II is 
often termed the model of a mixture of distributions (see 
e.g., Johnson and Kotz, 1969, p. 27), or simply the mixture 
model. Its presence dates back as early as Newcomb (1886). 
Perhaps due to their complexity, the two models have 
appeared in the literature mostly in their respective 
simplest forms as follows: 
Model lA: X^,...,Xjj are independent r.v.'s such that 
n of them follow the cdf F(x) and the remaining N-n, with 
cdf G(x), are considered to be outliers in a one sample 
inference problem. 
12 
Model IIA; are iid r.v.'s with the cdf 
H (x) = (l- E )F(x) + £ G ( X ) .  ( 2 . 1 . 2 )  
where 
0£e£l. 
Model lA is the usual outlier model and the case n=N-l, 
i.e., one outlier, is the most commonly investigated situa­
tion. A brief discussion of this model and of some related 
references has been given in Chapter 1. Model IIA is 
usually simply called the mixture model or, if e is small, 
t h e  c o n t a m i n a t e d  d i s t r i b u t i o n  m o d e l ,  e . g .  b y  T u k e y  ( 1 9 6 0 ) ,  
in his pioneering paper on robust statistical procedures. 
Karl Pearson (1894)  used a mixture model in a study of 
evolution. However, in Pearson's work G enters the model 
in an equally important role as F rather than just repre­
senting a nuisance, as in the present context. Since the 
publication of Tukey's paper, contaminated distributions have 
been prototype distributions in many robustness studies. A 
discussion of mixtures of distributions and some of their 
uses in modeling can be found in Blischke (1968). See also 
Susara and Pathala (1965) where a mixture of two exponential 
distributions was used to represent some demographic distribu 
tiens. 
Model IIA was used by Tukey (1960) mainly to mimic a 
long-tailed distribution with only a barely detectable non-
13 
normality. But it was also implied in the same paper that 
contaminated distributions can be used as a model for en­
compassing the presence of outliers. Tukey put it in the 
following may (p. 457), "Surveyors have long carefully 
distinguished between errors which afflict all their meas­
urement, and 'blunders' which affect only a small fraction 
and are usually so large as to be findable by checking pro­
cedures. . . . This model suggests a model in which some 
source of fluctuations affects only a fraction, y, of the 
observations". It may also be noted in this connection that 
Dixon (1950) used Models lA and IIA in studying the per­
formance of procedures for detecting outliers. But he used 
Model IIA, which he considered more realistic, in his 1953 
paper. 
Often, statisticians reason informally that under 
Model IIA we have, on the average. Ne outliers. While Models 
lA and IIA may have been conceived under different situations, 
the two models seem at times to have been used interchange­
ably. Thus in a Monte Carlo study intended for contami­
nated normal distributions. Gross (1973) actually used the 
outlier models to generate pseudo-random numbers. It is 
plausible that the two models are close. It is therefore 
of interest to see how close they are. Some of the results 
in this chapter may be well-known, but do not seem to have 
been published, at least in the present context. 
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2.2. Relationships Between Model I and Model II 
2.2.1. Some finite sample results 
Suppose that under Model I a subsaraple of size one is 
drawn randomly from the sample of N. Then the resulting 
random variable has probability (i=l,...,m) of being from 
the population P^; and hence has a cdf P(x) = E^^^e^P^(x). 
Note that the same distribution P(x) is obtained if the 
subsample of size one is drawn under Model II. In this 
r^i 
subsection we will assume ^ in comparing the two models. 
2 
Denote the mean and the variance of P^^ by and , 
respectively, and that of P by y and a^. Let y^XP^) and 
y^(P) denote the rth raw moment of P^ and P respectively. 
Then clearly 
(2.2.1) 
In particular, 
( 2 . 2 . 2 )  
Furthermore 
(y.-y)2 + z i=l^i\^i (2.2.3) 
From Equation (2.2.3) it follows that 
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where the equality holds if and only if: (1) all but one 
of the Ej^'s are zero, or (2) all the u^'s are equal. 
In the special case of Models lA and IIA, Equation 
(2.2.3) reduces, with obvious notation, to 
= (1-G)0p2 + eOgZ + e (1-e) (Pp-Ug) ^ (2.2.4) 
From Equations (2.2.2) and (2.2.3) we can also conclude 
that the sample means obtained under Models I and II always 
have the same expectation but the variances are the same if 
and only if all the u^'s are equal. 
Summarizing the above results, we have; 
Theorem 2.2.1. (1) If one observation is drawn 
randomly under Models I and II, then the resulting 
random variables have the same distribution, (2) Sample 
means obtained from the two models always have the 
same expectation but their variances are equal if and 
only if = #2 = ~ 
The next result due to Sen (1970), establishes some 
interesting inequalities relating distributions of 
under Models I and II. Before stating the result, we need 
the following definitions. 
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Definition 2.2.1. Given any cumulative distribution 
P, the quantile of order a (or 100 x percentile, 0<a<l) 
of the distribution P is defined as the value Ç such that 
a 
= inf{x: P(x) >_ a} (2.2.5) 
Definition 2.2.2. Given any sample (need not be a 
random sample) X^,X2,...,XQ, the empirical distribution based 
on X^fXgf.'.fXQ is defined as 
N%i=lI[X^<x] 
t 0 x<Xi.Q 
N ^riN-^'^^r+liN (2.2.6) 
Vi 
^-^N;N 
where I[x.<x] the indicator function of X^ with value 
one if X <x and zero otherwise. 1— 
When X^fXgf.'.fXQ forms a random sample, we have the 
Glivenko-Cantelli theorem (see e.g., Chung, 1974, p. 133), 
about an asymptotic property of Sjj(x). 
Definition 2.2.3. Given any empirical distribution 
S^(x), the sample quantile of order a is simply the quantile 
of order a of S^fx) in the sense of Equation (2.2.5). 
= inf{x: Sjj(x) 1 (2.2.7a) 
X[Na+l]:N «« f an integer 
= { (2.2.7b) 
y 
Na:N Na = an integer 
Prom Equation (2.2.7a) it follows that 
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1 < X S„(x) > a (2.2.8) 
a — N — 
When X^fXgf.'.fXQ forms a random sample satisfying 
certain regularity conditions, we have a well-known theorem 
by Hosteller (1945) about the asymptotic joint normality of 
sample quantiles. 
Denote the quantile of order a of the cdf P in (2.1.1) 
by We state without proof the following theorem by 
Sen (1970). 
Theorem 2.2.2. For r = 2,3,...,N-1 and all 
* - ^(r-l)/N - ^r/N -
Pr{x<X^.M<y|l} > Pr{x<X^.jj<yllI} (2.2.9) 
where equality holds if and only if P^ = P2=...=P^ at both 
X and y. Also for all x 
Pr{Xi:jj<x|l} > Pr{Xi.Q<x|lI} (2.2.10a) 
and 
"{Xjj.^ixlD < Pr{X„.j,<x|lI) (2.2.10b) 
with strict inequalities unless P^ = Pg =... = P^ at x. 
Because of the definition of quantiles in (2.2.5), 
the theorem is stated in a slightly more general form than 
Sen's original one in that P^'s are not required to be 
continuous nor is the uniqueness of the solution P(x) - ^  
needed. 
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2.2.2. Some asymptotic results 
In this section of asymptotic results we will fix 
and assume that as N-»» 
lim rj- = e. , i = l,...,m (2.2.11) 
N-Ko 
We will also write and X^j(i = l,...,m; j = l,...,nu) 
interchangeably. 
Using the central limit theorem and Part (2) of Theorem 
2.2.1 we have immediately that the asymptotic distribution 
of X under models I and II are the same if and only if 
^1 = ^2 =•••= %• 
Under Model I we have, for any xe(-#,«) 
where 1^ j denotes the indicator function. By the law of 
large numbers and Equation (2=2,11) 
"i n n 
5=j=l '[X.xxl = r HT ^ j=l 
Ij X IJ 
(2.2.12) 
Therefore from Equation (2.2.12) we have the following im­
mediate extension of the Glivenko-Cantelli Theorem 
S^(x)-^^ e-P^fx) = P(x) (2.2.13) 
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Furthermore, since 
sup |S (x)-P(x)|= sup |k "" Z "-I. , 
xe(-",«) ^ xe(-«,=)Iw i=l j=l ^ ij- ^  
- I  E .P. ( X ) I  
i=l ^ ^  
m n. , "^i 
- ^i=i®"plîrïï7 %i=i ^[x..<x] " CiPi(x)i' 
we have 
r sup lS-,(x)-P{x) 1 + o|l> = 1 (2.2.14) 
xe 
We summarize the above results in the following: 
Theorem 2.2.3. (1) The asymptotic distributions of the 
sample mean X under the two models are the same if and only 
if = ^2 =•••= Ujjj* The asymptotic means are always equal. 
(2) The empirical distribution S^fx) under either model 
converges uniformly to P(x) with probability one. 
We next turn to the asymptotic joint distribution of 
sample quantiles. Assume P^(x) (i=l,...,m) is absolutely 
continuous with density p^(x) and denote the density of P(x) 
by p(x). Under Model II, the asymptotic distribution is 
obtained immediately from Hosteller's (1946) result and is 
stated in the following: 
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Theorem 2.2.4. Suppose OKa^ ... <a,.<l and C (i = X K A '  
— /\ 
l,...,k) is the quantile of order of P. Let (i = 
l,...,k) be the sample quantile of order under Model II. 
Suppose p(Ç„ ) > 0 and p.(x) is continuous at Ç 
J Otj^ 
i = l,...,k; j = l,...,m. Then 
for 
/N - »k(0' Ï*' {2.2.15a) 
where 0 is the zero k-vector, and Z* = (a?.), , with IJ  KXK 
^ij — 
°^i(l"°^j) 
P(Sa.)P(Sa.) 
1 ] 
(2.2.15b) 
The next result is about the asymptotic distribution of 
sample quantiles under Model I- The proof given here is 
based on (2.2.8). The technique dates back as far as 
Smirnov (19 52) and was revived by Weiss (19 70). The result 
here is a special case of Weiss (1969) although the proof 
can be modified easily to obtain a result as general as 
Weiss's. 
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Theorem 2.2.5. Suppose 0<a^ <...< < 1 and 
Ç (i=l,...,k) is the quantile of order a- of P. Let 
Ç (i=l,...,k) be the sample quantile of order a. under Model 
I. Suppose p(S ) > 0 and p.(x) is continuous at C for 
j 
1 = m and ] = Then 
N%(0,Z) (2.2.16a) 
where 
0 is the zero k-vector, and Z  =  ( c r .  .), , with KXK 
m 
= iZi i 2—, i<j (2.2.16b) 
Proof. Let I; = 
a' = (a^,...,a^). For any x' = (x^,...,x^) we have, from 
( 2 . 2 . 8 )  
< x^, i=l,...,k SQ(x^)>a^ i=l,...,k 
Hence for any t' = (t^,...,t%) 
Pr{/N(L-Ç,) 1 t} = Pr{W„ > a} (2.2.17) 
where 
% = <=N<5c.. + 
J.  VW K VN 
ti 
For each N, S„(Ç + —) is a random variable and can be 
^ /N 
22 
represented in the form 
t. . m ^r (i) 
jl sil '"rs 1 
= 2 2r 1_ y(i) 
'r'l " "r sil 
where 
+ !i 
/N 
ti 
(i) ^ " 
^Nrs ^ 
^rs •
H a 
V| i = 
r = 
1,.. 
1,.. 
» # f k 
1 • / in 
0 if 
^rs •
H a 
w> A + — 
/N 
s = 1,.. » • / n 
1 wp P^(e + -^) = all) 
= { 
^ °^i /N 
0 wp 1-Pr(5„, + % = 
From the property of Bernoulli random variable 
= «Nr' 
%Nri = »Nr' «Nr' " 
Furthermore, for N sufficiently large so that £ + — < 
t. /Û *i 
+ —^ for i<j, we have (see, e.g., Mood, Graybill and Boes 
/N 
1974, p. 507) 
0 if or 
Nr^Nr r=t, s=u and i<j 
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n- n 
Thus, we have m double arrays , ^ ^Nms^s=l * 
For each fixed N, r(r=l,...,m), the Y^rg's (s = l,...,n^) 
are iid. Therefore, by the central limit theorem for double 
arrays (see, e.g. Chung 1974, p. 200) and the fact that 
we have for r=l,...,m 
1 "r ^ 
^ ÏNrs-?Nr' ' (2.2.18a) 
where 
ÏNrs= '^Nrs,---'^N«'' ÏNr- Kr'-"' °nÏ'' ' 
(i,j)-element, i£j, of is 
'  r ^ ^ a ^ ^ ^ °  ( 2 . 2 . 1 8 b )  
Thus from (2.2.18) and the independence among for 
different r, 
m 
m , n 
^r=l^N %s=l ÏNrs"^r~Nr^ 
^Ne~ ^s=l~Nrs'""Nr^ 
y 
—4. 2^^,vÇn^(0,E^) = N%(0,Z) (2.2.19a) 
where the (i,j)-element, i£j, of Z is 
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m 
(2.2.19b) 
Thus 
/N(W -a) 
W 
= /N{Wj,-E "". :r?N:-») 
r=l r=l 
—+ N%(0,Z) + 
rv<«a^' 
( 2 . 2 . 2 0 )  
since for i = l,...,k 
lim /N[E ^ " a.] 
N-Ko r=l 
m t. 
= lim ^r=l=r*r(Sa.+ 
N->oo Q-1/2 
lim 
N-><» 
m t. 
(- §N 2.t^) 
-|n  ^
tiP(Sai) (2.2.21) 
where we have used the fact that Pr(x) (r=l,...,m) is 
continuous at (i=l,...,k). 
"i _ 
Hence fay (2.2.20) and the assumption that p(S ) > 0 
i 
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(i=l,...,k) we have 
tn 
/N* "" 
Nj^(t,S) 
7 
(2.2.22a) 
where Z = with 
m 
"ij ' 
r=l 
P(Sa.)P(Sa.) 
ili (2.2.22b) 
Let V„ be the r.v. of left-hand side of (2,2.22a) and 
~N 
V be a r.v. having a distribution of N^(t,Z). We have from 
(2.2.17) 
l i m  P r  f/N f F  - E  )  < t l  
- ~ 
= lim Pr{W -a> 0} 
N-^ ~N — 
SN(5a,+l:;)-*i +-|^-Gk 
= lim Pr{/w _ > 0, ,,, ,/N _ ^ > 0} 
N-»-"' p(Cn ) P(Cm ) 
«1 «k 
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= lim Pr{V_ > 0} 
N-X» 
= lim Pr{-V + t < t} 
N-Kx, n ~ . 
and 
ZL 
- v„ + t »- - V + t = N, (0,E) 
XI «V K -N» 
The next result is a simple extension of Theorem 2.2.5 
and results of Weiss (1969, 1970). The condition of con­
tinuity of pu(x) (i=l,...,m) at (j=l,...,k) is relaxed. An 
alternative approach is to use the^technique by Ghosh (1971). 
Theorem 2.2.6. Suppose lim p.(x) = p.(Ç^ ), 
xHc. _ j 
lim p.(x) = p.(( *1 and lim p(x) = p(Ç ~) > 0, 
^ "j xtE "j 
a. a. 
lim p(x) = p(Ç "*") > 0, i = l,...,m, j = l,...,k. Let 
''«a. 3 
% (j=l,...,k) be the sample quantile of order a. under 
J 
J 
Model I, 0<a,<...<a, <1 and Ç (j=l,...,k) the quantile of 
JL K Otj 
order a. of P(x). Then ] 
/n 
'^*1 \ Ji 
->-Z (2.2.23a) 
where Z is a k-dimensional random vector with mean 0 and a 
density (J)(z) which is composed of pieces of k-variate normal 
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densities, 
"I "è s 
= |î(s^ S^)l = ' 1 k'- ,2_2_23b) 
where 
and 
+ if z.>0 i— 
s^ = { i = 1,...,k, 
if z^<0 
(S- f , , . I s, ) 
Z(si,...,s^) " (°li )kxk with 
m 
(S, s„) )lW«a.'l 
= - s, : 3. iJ 
Proof. Using the same notation and approach as in Theorem 
2.2.5 we have exactly the same derivation until (2.2.19b). 
However, (2.2.20) now is modified 
/N(Wjj-a) " N%XO,Z) : g j (2.2.24) 
'V<«a, 
where 
+ if t.>0 1— 
Si - { 
- if ti<0 
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This modification comes from 
m 
lim /n[ E E 
N-Hx. r=l 
= lim 
N-»-oo 
^ ^i 1 ~2 [  Z  E  p  ( S  +  - = ) ] . ( -  i N  ^ t . )  
r=l f f *i /N ^ 
-i-N 
-372 
= { 
tiPtGoi) 
i*-
(2.2.25) 
t.p(C^ ) if t.<0 
where the case t^=0 is immaterial and the assigned value of 
p(Ç is arbitrary. (2.2.22a and 2.2.22b) now becomes 
tti 
• /t: 
/N 
P(Gai ) 
9% / 
(2.2.26a) 
where 
( s 2 f « «. I Sj^ ) 
( s ^ . 
(Sif. 
^ij 
'Ski 
'=k' 
>kxk "ith '°ij 
P(Sa. "'P'îa. 
J—, i<j (2.2.26b) 
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The remaining argument goes similarly to that of Theorem 
(s, f « « « f s. ) 
2.2.5. Let be the r.v. of left-hand side of 
(s ,...,s.) 
(2.2.26a) and V be a r.v. having a distribution 
of N. (t,Z, Q \ ) • Then 
1 ' * * * ' k 
lim Pr{/N(Ç -Ç ) < t} 
N-xx) ~a ~a 
= lim Pr{ /N 
N-X» 
/ \ 
/n' 
>  0 }  
= lim Prf-V^ ^ 
N-Ko -N 
(S.f..., s. ) 
<  0 }  
( S -  / .. . / s. ) 
= lim Pr{-V-- ^ + t < t} 
= Pr{-V 
(S-if.../ s. ) 
+ t < t} 
and 
(s,, « « « f s, ) 
This theorem of course applies also to the iid case as 
an extension of Hosteller's result by taking, say, ~ 
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2.3. Moments of Order Statistics in 
Models IA and IIA 
2.3.1. Comparisons of moments of OS in Models lA and IIA 
From Theorems 2.2.4 and 2.2.5 we see that asymptotically, 
sample quantiles under Models I and II have the same mean 
but different variances and covariances. It is therefore of 
interest to see how this is reflected in the moments of order 
statistics in small samples. Comparisons will be confined 
to Models lA and IIA. Numerical results are confined to the 
2 
case F  =  N ( 0 , 1 ) ,  G  =  N(X, 1 )  or N ( 0 , T  ) for a few X and T .  
To compare moments from the two models we need some measure 
of closeness and we will use the following: 
(1) Absolute relative difference = |relative difference} 
_ .moment from Model lA - moment from Model IIA, .« , ,. 
' moment from Model lA ^ 
(2) Number of correct decimal places after rounding off 
with moments from Model lA as the reference value. 
We first take a closer look at (2.2.4). Let = Wp+A = 
lip+XOp and = t-o^. Thus 
= (l-E)Op^ + + A^(l-e).e 
The following two observations are made; 
(1) The absolute difference between the variances of 
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— 2 
the sample mean X under Models lA and IIA is |A (l-e).e| and 
is always largest when z = ^. 
2. The relative difference between the variances of 
X under the two models is 
_ A^(l-e)£ ^ _ X^(l-£)£ _ 
(1-e)( l - e ) + e T ^  
It can be seen easily that both absolute difference and 
absolute relative difference are increasing functions of 
I a]. Furthermore as a function of e, the absolute relative 
X 2 1 difference has the maximum when e = If t=1, 
that is there is no difference in scale, e = ^ gives the 
largest relative difference. 
The only exact moments of order statistics available 
using Model IIA are given by Gastwirth and Cohen (1970) with 
F = N(o.l), G = N(0.9), N = 2(1)10(2)20 and e = .01, .05, 
.10. The only exact moments of order statistics available 
under Model lA are given by David, Kennedy and Knight (1977) 
and F = N(0,1), N = 2(1)20, n = 1 and G = N(A,1) or N(0,T ^ )  
for various X and T. The only possible comparisons in the 
present context are T=3.0, N=10, e=.10 and T  = 3.0, 
N = 20, E = .05. Table 2.3.1 shows the comparison with 
respect to the expected values and Table 2.3.2 shows the 
comparison with respect to variances and covariances. The 
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Table 2.3.1. Comparisons between expected values of order 
statistics under Models lA and IIA with 
F = N(0,1), G = N(0,9) and N = 10, e = .10; 
N~ 20, G — « 05 
ALL OS EXCLUDING EXTREMES 
N=10, N=20, N=10, N=20, 
e=.10 e=.05 e=.10 e=.05 
Max. abs. rel. .0237 .0138 .0237 .0133 
diff. 
(9) (20) (9) (19) 
Ave. abs. rel. .0131 .0043 .0112 .0032 
diff. 
Ave. # of correct 1.40 1.80 1.50 2.00 
decimal places 
Table 2.3.2. Comparisons between variances, covariances of 
order statistics under Models lA and IIA with 
F = N(0,1), G = N(0,9) and N=10, e-.lO; N = 20, 
E = .05 
ALL OS EXCLUDING EXTREMES 
N=10, 
E=. 10 
N=20, 
E=. 05 
N=10, 
E=.10 
N=20, 
E=. 05 
Max. abs. 
diff. 
rel. .7923 
(1,10) 
.8842 
(1,20) 
.3155 
( 2 , 2 )  
.3204 
(2,2) 
Ave. abs. 
diff. 
rel. .1178 .0671 .0588 .0302 
Ave. # of correct 
decimal places 
1 , 2 0  2 , 0 0  1,35 2.24 
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exact moments from the two tables for the two comparable 
cases are also listed in Appendix B and Appendix C. 
From Tables 2.3.1 and 2.3.2 we see that the agreement 
of expected values of OS under the two models is good but 
it is less satisfactory in the case of variances and co-
variances. The disagreement is particularly bad in variances 
and covariances involving extreme or nearly extreme order 
statistics. 
If should be noted that the above comparison correspond 
to the case when the outlying or contaminating distribution 
represents only a change in scale. From the result in 
Theorem 2.2.1 it might be expected that the disagreement of 
moments of OS under Models lA and IIA is more severe when G 
represents a shift in location. While we don't have any 
exact moments of OS available from Model IIA in this case, 
we may compare the asymptotic variances and covariances of 
sample quantiles under the two models to give us some indi­
cations. The relative difference between asymptotic co-
variances of sample quantiles of order and otg under the 
two models is, from Equations (2.2.15) and (2.2.16), 
(l-Gg) 
r(a ,a ,£) = 1 
In particular, the relative difference between asymptotic 
variances of a sample quantile of order a is given by 
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r(a,e) - 1 aH'Ci) (2.3.3) 
a-[(l-e)F(C^)^ + EG(C^) 
Now let us fix a in (2.3.3) and view and r(a,e) as 
functions of e. From (2.3.3) we need only to work on 
R(e) = (1-E)F(C^)2 + eG(C^)2. 
From (l-e)F(Ç^) + eG(Ç^) = a we differentiate with respect 
to e and obtain 
de h(g,) 
Thus 
d F(Ga)-G(Sa) |jR(e) = 2F(y.t(î^) . —^ 2-
h(;^) 
- [P(Ç^)2 + e.2F(Ç^)f(Ç^) g(g 1 
+ + e:.2G(Ç^)g(Ç„) 1 
F(Cc)-S(C„) 
U(l-e)F(y£(5^) + 2cG(5^)g(y } 
- 'fISa'-GISal' (P(5„)+G(Ç^)1 
iP(S.)-G{£ )1^ 
[(l-e)f(5„)-Eg({„)l (2.3.4) h(Ç^) 
Suppose F(Sg) / 0(5^) V e in (0,1) which is the case when 
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F is strictly increasing on F ^{(0,1)} and G represents a 
shift in location or change in scale (except a^F(O)). 
Notice that (1-e)f(Ç^)-eg(Ç^) is positive if e is very small 
and negative if e is very large. Thus it is plausible that 
when (1-e)f(Ç^)-eg(Ç^) = 0 we may have at least a local 
maximum of R(e) and hence a local minimum for r{a,E). 
2 Furthermore, since R(0) = R(l) = a , one may expect that 
r(a,e) is negative when evaluated at this point. An 
iterative procedure was used in solving the system of non­
linear equations 
(l-e)F(Ç^) + eG(Ç^) = a 
(2.3.5) 
(l-e)f(Ç^) - eG(Ç^) = 0 
and corresponding relative difference are computed for 
F = N(0,1) and various a, G. Table 2.3.3 display some of the 
numerical results for a = .8, .95 with G = N(X,1) for various 
X, and Table 2.3.4 shows the corresponding result for G = 
N(0,T) for various T .  
The numerical results about the maximum absolute 
relative difference suggest that the disagreement of vari­
ances and covariances obtained from the two models is more 
serious in the case of shift in location and could be quite 
serious. 
Figure 2.3.1 shows the absolute relative difference as 
Table 2.3.3. Maximum absolute relative difference for a = .8, .95 with 
F = N(0,1), G = N(X,1), X = 1, 2, 3, 4, 5 
g = . 8 
G  
max. abs. 
rel. diff. 
g =.95 
E  
max. abs. 
rel. diff. 
X=1.0 X=2.0 X=3.0 X=4.0 X=5.0 
.32047 
.13469 
.18576 
. 0 6 6 6 8  
.23718 
.70487 
.08587 
.39259 
2.0983 
2.47224 
.05942 
1.46884 
.20223 
8.44657 
.05223 
5.10002 
.20043 
32.47176 
.05045 
19.42198 
Table 2.3.4. Maximum absolute relative difference for a = .8, .95 with F = N(0,1), 
G =N{0,t2), T = 0.5, 2, 3„ 4, 8 
e 
max. abs. 
rel. diff. 
g = .95 
e 
max. abs. 
rel. diff» 
T=0.5 t=2.0 T=3.0 T=4.0 T=8.0 
.46256 
.04104 
.73422 
.07036 
.53744 
.04104 
.26578 
.07036 
.53490 
.09951 
.19913 
.16630 
.52246 
.15170 
.17039 
.24868 
.48034 
.28808 
.13281 
.45539 
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E  —.10 
a=2.0 
a»" 
0(0 
£,= . Ub 
0=3.0 
Œ 
e= .10 
a=3.0 
LJ 
0.20 
nur Hn 
Q.UQ 0.00 0.80 0.80 
Figure 2.3.1. Absolute relative difference as a function 
of a for various cases 
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a function of a for the following four cases; 
1) E  =  .05, X = 2.0; 
2) E  =  .10, X 
o
 
CM II 
3) E  =  .05, T  II W
 
O
 
4) E  =  .10, T  II w
 
o
 
2.3.2. Approximations of expected values of order statistics 
in the presence of outliers 
Computation of moments of order statistics in the 
presence of outliers could be quite formidable, especially 
in the case of multiple outliers. Any reasonable approxima­
tion of these moments may be of some value. We explore the 
approximation for expected values in this subsection and 
for variances and covariances in the next subsection. 
Numerical comparisons are possible only for the single 
outlier case. Extrapolations from results suggested here to 
the multiple outlier case should be made with caution. 
From Theorem 2.2.4 and 2.2.5 we may consider the fol­
lowing approximations of expected values of OS in the 
presence of outliers. 
1) If means of OS under Model II are available we may 
use these to approximate means of OS under Model I. The 
approximation will be labeled as M. 
2) Consider an OS as a sample quantile of order a. 
Then approximate EX^.^ by the corresponding asymptotic 
mean. The a used corresponding to in the numerical 
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computation is a = 
A. 
2r-l 
2N • This approximation is labeled as 
Table 2.3.5 summarizes the performance of these 
approximations by comparing with results obtained by David 
et al. (1977) for N=20, F=N(0,1), G=N(0,9) with E=.05 
corresponding to one outlier. 
Table 2.3.5. Performance of M and A approximations in 
approximating expected values of OS when one 
outlier is from N(0,9) and remaining 19 are 
N(0,1) 
ALL OS 
M 
EXCLUDING EXTREMES 
M A 
max. abs. 
rel. diff. 
ave. abs. 
rel. diff. 
ave. # of correct 
decimal places 
.0138 
( 2 0 )  
.0043 
1.80 
0675 
( 2 0 )  
,0170 
1.30 
.0133 
(19) 
0032 
2 . 0 0  
.0128 
(19) 
.0114 
1.44 
The approximation using exact means obtained from 
Model IIA is good. The approximation using asymptotic 
means is less satisfactory but not too bad. It may be noted 
that Blom (1958) used a = in approximating for 
iid normal case. The choice of a in the present approximation 
may be further investigated. A good choice of a may be 
harder in the present case because of the complication of G. 
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Table 2.3.6 gives further summaries using A-approximation 
for N=20, T=0.5, T=4.0 along with T=3.0. 
Table 2.3.6. Performance of A-approximation for 
for T=0.5, 3.0, 4.0 with one outlier 
ALL OS EXCLUDING EXTREMES 
T=0.5 T=3.0 T=4.0 T=0.5 T=3.0 T=4.0 
max. abs. 
rel. diff. 
ave. abs. 
rel. diff. 
ave. # of 
correct 
decimal places 
.0503 
(20) 
.0150 
1.40 
0675 
(20) 
0170 
1.30 
1552 
(20) 
. 0 2 2 2  
(19) 
0128 
(18) 
.0119 
(18) 
0253 .0105 0114 .0108 
1:20 1.56 1.44 1.33 
2.3.3. Approximations of variances and covariances of OS 
in the presence of outliers 
Using Theorems 2.2.4 and 2.4.5, two approximations 
may be considered; 
1) If variances and covariances of OS under Model II 
are available, one may multiply them by correction factors 
as approximation for variance and covariances of OS under 
Model I. More specifically, consider X^.^ and X^.^ (r^s) 
as sample quantiles of order a_ = and a = ^ 2N "s 2N 
Then m 
E e.P.(gr)[1-Pi(5s)] 
may be used as an approximation for Cov(X^.j^,Xg1). This 
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approximation will be labeled as MC. 
2) Consider X^.^, Xg,^ as sample quantiles of order 
2r—1 2s—1 
ttr = 2n" ' a g = , and then approximate 
C°V(Xr:N'Xs:Nl:' "y 
m 
Z e , P , ( ï  ) [ 1 - P , ( Ç  ) 1  
^ ^ W  •  P ( Ç „  > - P ( Î  )  
r s 
(3.4.7) 
This approximation is labeled as A. 
The performance of these approximations using results 
by Gastwirth and Cohen, David, Kennedy and Knight is 
summarized in Table 2.3.7. 
Table 2.3,7, Performance of MC and A-approximations for 
CovfXp.go' Xg.2o|l) with F^N(0,1) G~N(0,9) 
and one outlier 
All OS EXCLUDING EXTREMES 
À MC À 
max. abs. .4563 .6440 .2674 .0837 
rel. diff. (1,20) (1,20) (2,2) (2,9) 
ave. abs. .0378 .0639 .0235 .0155 
rel. diff. 
ave. # of 2.06 2.05 2.28 2.39 
correct 
decimal places 
The following observations can be made: 
1) All approximations for variances and covariances 
involving the extremes or nearly-extremes are very undesirable. 
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2) Using the correction factor, the differences be­
tween variances, covariances of OS under the two models are 
improved, especially those quantities involving extremes. 
But, the performance is still not satisfactory. 
3) The A-approximation did slightly better than MC-
approximations in the case not involving extremes. 
A-approximations are also computed for N=20, T=0.5, 
4.0 with one outlier. Combining with the case T=3.0, 
the performance is summarized in Table 2.3.8. 
Table 2.3.8. Performance of A-approximation for 
Gov(X^.20' Xg;2o|l) T=0.5, 3.0, 4.0 
with one outlier 
ALL OS 
T=0.5 T=3.0 T=4 .0 
EXCLUDING EXTREMES 
T=0.5 T=3.0 T=4.0 
max. abs. 
rel. diff. 
ave. abs. 
rel. diff. 
ave. # of 
correct 
decimal 
places 
.2983 .6440 5.3880 .0914 
(1,1) (1,20) (1,4) (2,2) 
2.42 2.05 1.91 2.56 
.0837 .0749 
(2,19) (2,19) 
.0210 .0639 .2581 .0122 .0155 
2.39 
.0144 
2.32 
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2.4. Concluding Remarks 
Comparisons between the outlier model and the mixture 
model were attempted in this chapter. Attention was focused 
on the moments of order statistics. Asymptotic results sug­
gest that it is the second moments where the major difference 
may take place. While exact moments of order statistics 
from both models are available only for the Gaussian case 
with change in scale (T=3), asymptotic results also suggest 
that the differences may be more serious in the case of 
shift in location. 
Due to lack of time no comparisons have been made for 
the bias and mean square error of location estimators under 
the two models. This is perhaps a more important comparison 
than that of the moments of order statistics. The following 
figures are taken from the Princeton study, they are the 
variance of various estimators under models lA and IIA with 
F = N(0,1), G = N(0,9), E = .10, N = 20, n = 18. 
Model IA Model IIA 
18N{0,1) & 2N(0,9) 9N{0,1) + .1N(0,9) 
10% 
25% 
50% 
JAE 
HIS 
21A 
3T1 
HGL 
H/L 
3R1 
1.308 
1.406 
1.704 
1.367 
1.320 
1.314 
1.340 
1.452 
1.350 
1.324 
1.326 
1.394 
1.664 
1. 352 
1.332 
1.319 
1.351 
1.428 
1.347 
1.346 
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Since those are Monte Carlo results, it is difficult to 
judge the seriousness of the difference, especially without 
the standard errors and a specific criterion. Further in­
vestigation may be worthwhile and exact moments of order 
statistics in the case of shift in location for a few cases 
may be needed. 
In the remainder of this dissertation we confine our­
selves to Model lA. Some rationale for using this model 
was given in Chapter 1. 
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3. MOMENTS OF LINEAR FUNCTIONS OF ORDER STATISTICS 
IN THE PRESENCE OF ONE OUTLIER 
3.1. Introduction 
The word "robustness" has been used somewhat vaguely 
in the statistical literature. However, since its intro­
duction by Box (1953) in a significance testing context, and 
even before, much of the emphasis of robustness investiga­
tions seems to have been on the effect when long-tailed 
distributions replace the normal. It is clear that the 
smallest and largest few observations in a sample are the 
most likely to result from such a failure Of distributional 
assumption or from the presence of outliers. Therefore, 
linear functions of order statistics with reduced weights 
for the extreme observations are logical candidates for robust 
estimators. Gastwirth and Cohen (1970), for example, studied 
some robust linear location estimators for mixtures of two 
normal distributions with common means but different vari­
ances based on computed means, variances, and covariances 
of order statistics for the mixture. In a slightly dif­
ferent direction. Crow and Siddiqui (1967) studied the per­
formance of various linear functions of order statistics 
based on known means, variances, and covariances of order 
statistics for a variety of symmetric distributions» 
Robust estimators are by no means restricted to these 
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linear functions of order statistics. Many estimators, 
often complex, have been proposed in the Princeton study and 
elsewhere. They will be investigated in Chapter 4. One 
distinction of linear location estimators from many of these 
estimators is their simplicity. They are easy to compute 
and perhaps also easy to understand. They are easier to 
handle analytically than the complex estimators. 
The primary aim of this chapter is to examine the 
bias and mean square error of various location estimators 
expressible as linear functions of order statistics when 
an unidentified single outlier is present in a sample of 
size n. More precisely, we consider the sample of n inde­
pendent random variables (i = l,...,n-l) and Y, such 
that 
has cdf P(x) and possibly pdf p(x) 
Y has cdf 0(x) and possibly pdf q(x) (3=1=1) 
The labeling is a matter of convenience; it is not known 
which is the Y observation. If these variates are ar­
ranged in combined ascending order, we obtain the order 
statistics 
< Z 
n:n 
(3.1.2) 
The estimators considered are then of the form 
n 
(3.1.3) 
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with 
n 
a. > 0 (i = and Z a. = 1. 
i=l 
When the underlying distribution P is symmetric such that 
the location parameter is also the center of symmetry and 
the population mean if it exists, the weights are further 
taken to be symmetric, i.e., 
^i " ^n-i+1 = l,...,n). 
We derive some general results on the properties of 
(r = l,...,n) and M and deal in more detail with the 
important special cases when Q(x) differs from P(x) either 
in location or scale. Numerical results are given in Section 
3.5 concentrating on the normal case: 
1) Xj N(0,1) , Y~N(X,1) 
for X = 0(0.5) 2, 3, 4 (3.1.4a) 
2) Xj 'V, N(0,1) , Y '\.N(0,T^) 
for T =0.5, 2, 3, 4 (3.1.4b) 
Xj in (3.1.4) has been standardized which can be done 
without loss of generality in studying location and scale 
invariant estimation. In fact, we shall, whenever con­
venient, take P(x) standardized with location parameter 
zero. These numerical results are made possible with the 
help of the tabulated means, variances, and covariances of 
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order statistics in the case (3.1.4) by David et (1977). 
See also David and Shu (1978). 
3.2. Basic Theory 
The cdf H^.^(x) of ~ l,...,n-l) defined in 
(3.1.2) may be obtained as follows 
H (x) = Pr{at least r of X.,, Y < x} 
r:n i n~ ± — 
= Pr{at least r of 
+ Pr{exactly r-1 of Xw...,X , < x and Y < x} 1 n~1 — — 
(3.2.1a) 
where F .(x) is the cdf of X , , the rth order statistics IT * il"" X IT • n™* J. 
a m o n g  % i ' ' ' F o r  r « n  w e  h a v e  s i m p l y  
H_;_(x) = p""^(x)Q(x) (3.2.1.b) 
The joint cdf of Z_ and Z„ can be obtained similar-
r :n s :n 
ly. For 1 <_r<s<n-l and x<y 
H„„.„(x,y) = Pr{at least r of X.,...,X„ , < x and J.S • n j. n""X 
at least s of them £ y} 
-5-Pr{exactiy r-1 of X, , < x and Y < x 1 n~i — — 
and at least s-1 of X^,...,X^_^ £ y} 
+ Pr{at least r of At,...,X , < x and 
1 n~ J. — 
exactly s-1 of them £ y and x<Y<y} 
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+ )P^"^(x)Q(x) [P(y)-P(x)p""^+1 
J"® ^ r-1 j-r+1 n-j-1 
. [i-P(y)3*"3-i 
^ ^ i=r^i s-i-1 n-s )P^(x)[P(y)-P(x)]®"^"^ 
.[Q(y)-Q(x)][1-P(y)l""® (3.2.2a) 
where F ,(x,y) stands for the joint cdf of X , and irs*nx ir»n"*x 
^ . For r<s=n and x<y 
s:n-l 
If P and Q are absolutely continuous, a condition not 
required in the above derivation of (3.2.2), differentiation 
will give the density and joint density given in David et al. 
(1977) where a different derivation was used. 
Lemma 3.2.1. Let Q^(x) and Qgf*) be two continuous 
cdf s with Qgfx) 1 Q^fx) for all x. If has cdf Q^, then 
(x)Q(x) [P(y)-P(x)]"'^ 
+ U<^P(y)-P(x)]*"i"l[G(y)-Q(x)l 
(3.2.2b) 
For x>y, we have 
(3.2.2c) 
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there exists a continuous function A(x) > 0 such that the 
stochastically larger random variable Yg = Yj^+A(Yj^) is 
distributed with cdf Qg" 
Proof. Define ^(t) = inf{x: Qgfxilt}. Then it is 
easily seen that A(x) = - x is continuous with 
A(x) > 0. Also 
Pr{Y^+A(Y^)<x} =Pr{Q2"^(Q3^(Y^) ) < x} 
= Pr{Qj^(Y^) < Qgfx) } 
= Ogfx) 
showing that A(x) is the required function. 
If (x), denotes the cdf of z when Y,, i.«xi IT # i% x*n X 
Yg respectively, is the outlier in (3.1.1), then it follows 
at once from (3.2.1) that H^^^(x) £ H^^^fx), i.e. that 
is stochastically larger than zj^^. Furthermore, for 
 ^ -y»  ^  ^ —* J— 1 X. «iM  ^-C V A t XT \ ,% JL ^ ^ J- ' CI L, XCCIOL. J.j WJu f * * * f ''*11'" 1' ^ 2 ' ^ ^ j f 
j = l,...,k at least rj of thus we 
have in,,obvious notations 
Hz^!..r%:n(*l'''''*k) - ^r^l. .rj^:n^*l'* * *(3.2.3) 
Note that (3.2.3) can clearly be further generalized to the 
case of multiple outliers. 
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3.3. Outlying Population Differing 
in Location 
In this important special case of a location shift, 
Q(x) = P(x-X) for all x. We may write Y = where 
is a r.v. with cdf P(x) and independent of X^,...,X^ 
Let denote the rth order statistics in this case 
and H^.^(x;X) its cdf. Evidently, H^.^(x;X) is a decreasing 
function of X by (3.2.3) and 
lim = Ff-n-ilx)' 
X-H» 
Urn (x;X) = Pr-l:n-l'^'-
X-H» 
If Eg(X) exists, this ensures (but is not necessary for) the 
existence of E[g(Z^,^(X) ) ] . Since is stochastically 
increasing, if g(x) is an increasing function, then 
E[g(Zr.n^^))^ is an increasing continuous function of X. 
In particular EZ^.^(X) is increasing and continuous in X 
if the expectation exists. Suppose P(x) is absolutely 
continuous with density p(x), then 
From (3.2.1)we have, for r=l,...,n 
E2r:n<^'  
= (;:i) 
C:i' 
X d{P^"^(x)[Q(x)-P(x)][l-P(x)]*"^} 
P^"^(x) [P(x)-Q(x) ] [l-P(x) ]^"^dx 
n! 
n (r-1)I(n-r)! 
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0 p(P ^(U)) 
If we can show that #(*) = [u-Q[P ^(u))]/p(P ^(u)) is an 
increasing function of u, then 
E2r:n(" 
is an increasing function of r, where U, ,...U are 
order statistics from uniform (0,1). But 
[u-Q(P ^(u))]/p(P ^(u)) + in u if and only if 
[P(x)-Q(x)]/p(x) t in X. Thus, a sufficient condition for 
the result 
- 22^.^(0) + in r (3.3.2) 
to be true is 
^ *• (3.3.3) 
The condition ( 3 . 3 . 3 )  is true for exp(l) and Y  =  X+X or 
Y = X/T and X~N(0,1) and Y = X+X. We verify here the normal 
case. 
If X^,N(0,1) , then 
p' (x) = -xp(x) 
Let 
^(X) = [P(x)-P(x-X)]/p(x); then 
i|;{x) + in X +-+• (x) _> 0 
-(-»• p(x)-p(x-X)+x[P(x)-P(x-X) ] > 0 
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For each x let 
f(X) = p{x)-p(x-X) + X[P(x)-P(x-X)]. 
Then f(0) = 0 and 
f• (X) = Xp(x-X) >0 if X>0 
=0 if X=0 
<0 if X<0 
Thus f(X) defined on (-<»,<») has the minimum at X=0. 
p(x)-p(x-X) + X [P (x)-P (x-X) ] 0 for all x. 
Hence EZ^_^(X)-EZ^.^(0) t in r in the normal case. 
Now suppose the distribution of X is symmetric and 
unimodal at zero and g(x) is an odd, increasing and dif-
ferentiable function. Then using integration by parts we 
have 
E[g(Zr;^(X))] g' (x) [1"H j^.jj(x;X)-H^.^(-x;X)] dx 
B[9(%n:r+l:n(i)] 
0 
g'(x)[1-H n-r+l:n<="*' 
H. 
n-r+1:n ("x; X) ]dx 
Using (3.2.1) and the symmetry of P we have, for 
r > |(n+l), 
E[g(Zr:n(X))] " E[g(Z 
f 
[ g'( X ){l-[P(x+X)-P(x-X)]}P^"^(x)[l-P(x)]^"^dx 
J-"J- A 0 
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g'(x){P(x+X)+P(x-X)-l}P^"f(x)[l-P(x)1^'^dx] 
+ C (not depending on X) 
(?:i) g'(x){l-[P(x+X)+P(x-X)}{pf"l(x)[1-P(x)]*"f 
- P(x)""^[l-P(x)l^"^}dx (3.3.4) 
+ C 
Since the distribution of X is unimodal, therefore for each 
x>_0, P(x+X)+P(x-X) is a decreasing function of X. And 
since r j(n+l) , 
P^"l(x)[l-P(x)]*"f-P""f(x)[l-P(x)]^"l > 0 
Furthermore since g(x) t in x, therefore g'(x) 2 0« Thus the 
integrand in (3.3.4) is an increasing function of X for each 
X .  T h e r e f o r e ,  f o r  r  ^  ^ ( n + l )  ,  E Z ^ . ^ ( X ) i s  a n  
increasing function of X. 
Suppose g(x) is an even convex function such that 
g{0) = 0 and Eg(X) and Eg'(X) exist. Suppose also that 
the distribution of X is symmetric and unimodal at zero. 
Then 
E[g(Z ;^n(A))] = g'( X )[l-(H^ j ^(x;X)-H^_(-x;X))]dx 
If X2>X^>0, and r 2 
56 
[Hr:n(x;Xi)-Hr:n(-x;Xi)]-[Hr:n(x;X2)-Hr:n<-^'^2>^ 
= ("!];){(p^"^(x)p(x-x^) [i-p(x) 
-P^"^(x)P(x-X2) [1-P(x)]*"f) 
-(P^"^(-x)P(-x-X2) [l-P(x)]*"^ 
-P^"^ (-x)P (-X-X2) [1-P (-x)]*~f) } 
> [P(x-Xi)-P(x-X2)]P*"^(x) [1-P(x)]*"f 
[ (P (x) ) (*+1) - [1-P (x) ] ("^1) ] 
> 0 
Thus E[g(Z^,^(X))] is an increasing function of X^O for 
r ^ j(n+l) . Since X^-X) 'Vi (-X^,...,-X^_^, 
-X^+X) , where "v stands for "is distributed as", so 
Therefore g(Z^,„(-X)) ~ 9(-Z„+i.r:„U)) = 9(Z„+i.r,„(M). 
It follows that E[g(Z^.^(-X) )] = E[g(Zj^^j^_j..^{X) ) ] . 
Hence for r £ i{n+l), E[g(Z^.^(X))] is a decreasing function 
of X<0. In particular, the result is true for the second 
raw moment. 
It is also instructive to see how Z^.^(X) behaves as 
a function of X (cf. Hampel, 1974). The following relation­
ships can be easily seen. 
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2l:n"'=V^ X^n<Xi^n-l 
= Xl:n-1 ' *l = n-l 
and for r = 2,...,n-l 
Zr:n(^) " Vl:n-1 - ^r-lzn-i 
^ Xf-lzn-l ^ - ^r:n-l (3.3.5) 
= Xr:n-1 > Xr:n-1 
and 
^n-l:n-l *n*^ — ^n-l:n-l 
= X„+X > Xn.1,,.1 
Clearly, 
lim Pr{X^+\ > Xf-n-i) ~ ^ ~ l,...,n-l 
X-w 
and 
lim Pr{X +X < X ,} = 1, r = l,...,n-l 
n i • n*" i. 
y^-r—w 
Thus for r = l,...,n-l, 
%r:n(^) ^r:n-l 
k P _k as A"" 
%r:n(^) ' ^r:n-l 
and for r = 2,...,n, 
(3.3.6) 
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as (3.3.7) 
='r-l:n-l 
Furthermore from (3.3.5) we have, for r = 2,...,n-l 
and for X>0 
1  i 3 . 3 . a )  
and for X<0 
ik , i„ |k ,k. |2„,„<A)r lmax(|x„_l:n.il , IxJ") 
Suppose E(|x|"^) exists and A+kcn (i, k, m positive integers), 
then for 2<r<s<n-l 
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and for X>0 and r=l<s<n-l 
1 l^l = n-lI"I Vl:„-l I' 
+ |Xnl^|Xs:n-ll 
and for X<0 and 2<r<s=n 
2Ï = n<^>2s:n<"i i I Vl:n-ll" I Vl =n-li' 
+ |Xr-l:n-ll*|Xnl' + l^r :n-l l" ' Vl :n-l I 
Klv 1^ 
+ |Xr:n-ll |Xn 
Therefore by the Lebesgue dominated convergence theorem we have, 
for l£r<s£n-l 
E(Z^,„(X)Z^3^„U)1 = E(X%\n-iX*,n.il (3-3.9) 
and for 2<r<s£n 
lim (3.3.10) 
A->—00 
We summarize the above results which hold for the normal 
case in terms of first and second moments in the following. 
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Theorem 3.3.1. If Q(x) = P{x-X), then 
1) EZ^.^(X) is an increasing function of X. 
lim EZ (X) - EX r - l,...,n-l 
X-voo r.n ± 
lim EZ (X) = « 
X-K» 
lim EZ (X) = EX , , n = 2,...,n 
X-v-oo r j..n J. 
lim EZ, . (X) = -0° 
X-v-oo 
2) If P is absolutely continuous,and [P(x)-Q(x)]/p(x) is an 
increasing function of x, then 
EZ^,„(X) - EZ^,„(0) 
is an increasing function of r. 
3) If the distribution of X is symmetric and unimodal, then 
BZr:nlA) " ®Vr+l:„'^' 
is increasing in X for r ^ |-(n+l) . 
4) If the distribution of X is symmetric and unimodal at 
2 
zero, then EZ^,^(X) is an increasing function of X^O 
for r ^ ^(n+1), and a decreasing function of X£0 for 
r < |(n+l). 
5) For l£r<s£n-l, 
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and for 2<r<s<n 
Urn EZ^^„(MZ3,„(X) = EX^.i:„.iVl:n-l 
X-»—00 
We turn now to the location estimator M of (3.1.3) 
which in the present context may be written as 
M(X) = a.Z.,„(X). 
When P is standardized, then EM(X) is the bias of M. From 
Part (1) of Theorem 3.3.1 it follows that EM(X) is an 
increasing continuous function of X, and EM(<») = » unless 
a^=0 and EM(-<») = -<» unless a^=0. With these respective 
conditions satisfied, we have 
EM(-) = aiEXisn-l' 
EM(-") - Z.^2 ^EX^-i:n-l 
Using integration by parts, we can write 
EM ^(X) = 2| X Pr{ |M(X) I > x}dx. 
J 0 
2 When P is standardized, EM (X) is simply the mean square error 
of M. If further P is symmetrical and accordingly a^^ = 
then 
(-X^ , . - . ,-X^) 
hence 
M(X^, . . . ,Xn_i,Xn) M{-X^, . . . ,-Xn_i,-Xn-X) 
= -M(Xi,...,X^_i,X^+X) 
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Therefore M(0) is symmetrically distributed about zero, and 
M(-X) has the same distribution as -M(X). It follows that 
Pr{|M(X)I > x} = Pr{M(X) > x} + Pt{M(-X) > x} 
which may be expected to be an increasing function of |X| 
2 
under broad conditions. Correspondingly EM (X) is an even 
function of X and increasing in |X|, and for a^ = a^ = 0, 
EM^(+co) = lim E[M(X)]2 
X-»-oo 
n-1 n-1 
= E E a.a. lim EZ. (X)Z. (X) 
i=2 j=2 ^ ] X-M» 
n-1 n-1 
" i=2 j=2 ^^i:n-l^j;n-l 
zL .L *i*i Cov(Xi.n_i'Xj:n-l) 
1=2 ] = 2 
3.4. Outlying Population Differing 
in Scale 
In this case we have Q(x) = P(^) for all x (t>0). We 
may write Y = tX^, where is a r.v. with cdf P(x) and 
independent of denote the rth order statistic 
* 
by Using (3.3.1), integration by parts and 
techniques in Section 3.4, we can obtain similar results. 
We will assume P(X=0) = 0. 
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(3.3.5) now becomes ; 
s;,.'?) = TX„ < 
° "1:11-1 ' *l:n-l 
and for r = 2,...,n-l 
Slxn'tl = Vl:n-1 1 ''r-l:n-l 
= Vl:n-1 ' 1 "rin-l 
' \:n-l ' *r:n-l 
and 
*h-l:n-l ^^n — ^n-l:n-l 
= tX„ tX^ > Xn_i,n-1 
Suppose Pj^ = Pr(X^£0) = P(0) and P2 = l-p^. Then for 
r = 1,...,n-l. 
lim Pr{TX. < X_.^__,} = p, 
(3.4.2) 
lim Pr{TX„ > = P2 
X-H» 
In particular if X is symmetric about zero then p^ = Pg = 
J. Define 
Xr:n-1 " >=„ i » 
Z' ={ (3.4.3) 
Vl = n-1 " Xn < 0 
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Then for r= 2,...,n-l 
as T-X» (3.4.4) 
and 
Thus again by the Lebesgue dominated convergence theorem we 
have, for 2^r<s<n-l, 
<3-4-5) 
EZ*k^(T)Z*®„(T) = Ez'kz*^ 
1:n-l^s-1:n-1 
^ P2®^ï:n-l^Ln-l 13-4-SI 
In particular, if X is symmetric about zero so that p^ = P2~J' 
(3.4.5) and (3.4.6) reduce to 
1^ EZ;^„(T) = §IExk_i,n.i + Exk,n_il (3.4.7) 
lim EZ*^„(T)Z';f„(T) = 
+ EXr:n-lX|:n-ll (3-4-8) 
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Notice that (3.4.5)-(3.4.8) depends on the distribution of 
X which may be taken as different from that of X.,...X_ , 
n 1 n~i 
for a more general setting. 
Suppose now X is symmetrically distributed about zero. 
The location estimator now becomes 
n 
M * { T )  =  Ï. a. Z ? .  ( % )  ,  
i=l 1 1'* 
with a. = a^_.^^. 
M * ( T) is clearly symmetrically distributed about zero 
for all T .  Thus bias of M = EM*{0) = 0 for all T. With 
similar arguments as in Section 3.3, we may expect the mean 
2 
square error (variance) of M * ( T ) ,  E [ M * { T)] , to be an 
increasing function of t>0. Furthermore, for a^ = a^ = 0. 
2 2 lim EtM * ( T)]^  = lim E[ E a.Zt 
T-H» T-KK) i=2 1 
ii—1 n—l 
I I a.a. lim E Z T  ( T ) Z *  ( T )  
i=2 j=2 ] T-X» ^ 
= iÎ2 j=2 
= •|EM^(-«>) + J EM^(<») 
= EM~(+<») (3.4.9) 
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3.5. Numerical Results in the 
Normal Cases 
We turn now to the numerical comparisons of various 
location estimators expressible as linear functions of order 
statistics (cf. Crow and Siddiqui, 1967) for the normal cases 
in (3.1.4). 
The estimators included in this study are; 
(a) Sample mean and sample median: 
i(Z, + Z, ), n even; 
Med = { 2^'^ -jn+ltN 
n 
, n odd; 
2(n+1):n 
(b) Trimmed means: 
.X/^i:n' Û<r<l(n-1) ; 
i=r+l 
(c) Winsorized means; 
Wn(r) = it<r+l)tVl = n+Vr = n' 
i=r+2 
0<r<^(n-l); 
W^(i(n-1)) = Z, , n odd; 
j i n+ l )  :n 
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(d) Linearly weighted means: 
= ,,l' ,2 '^+i = n^Vr-l+l = n'' 
Zi^n-r) 1=1 
n even, 
0<r<;|(n-l) ; 
L (r) = 1 = =i(n-2r)Z, 
^ [|(n-l)-r^) + [i(n+l)-r]'= |(n+l) :n 
i(n-l)-r 
+ \ (2i-l)[Zr+i:n+Zn-r-i+l:n)] 
1=1 
n odd, 
0<r£j(n-l); 
(e) Gastwirth mean: 
= 0.3(Z T +Z , ) 
[•^n+l] :n n- [yn] :n 
+ 0.2 (Z, +Z, ), n even; 
•^n:n = % 
G = 0.3(Z 1 +Z , ;+ 0.4Z^ , 
[•^n+1] :n n-[jn];n) ^(n+1) ;n 
n odd; 
where [.] is the greatest integer function. 
Tables 3.5.1-3.5.3 give the bias of the estimators 
for n = 5, 10, 20 respectively under the model (3.1.4a), 
For X<0 recall that EM(-X) = -EM(X). The following 
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Table 3.5.1. Bias of various estimators of 6 for sample 
size n=5 when one observation is from a N(6+X,l) 
population and the others from N(6,l) 
^ 0.0 0 .5 1 .0 1 .5 2 .0 3 .0 4 .0 CO 
Xg 0.0 0 .1 0 .2 0 .3 0 .4 0 .6 0 .8 00 
Tgd) 0.0 .09782 .18356 .24940 .29372 . 3336 .34192 .34312 
Medg 0.0 .09711 .17857 .23592 .26980 .29361 .29697 .29701 
Wgd) 0.0 .09796 .18455 .25210 .29850 .34131 .35094 .35235 
L^d) 0.0 .09754 .18156 .24401 .28415 .31746 .32387 .32468 
Gg 0.0 .09755 .18306 .24806 .29133 .32938 .33740 .33851 
Table 3.5 .2 Bias of various estimators of 0 for sample 
size n=10 when one observation is from a N(6+X,l) 
population and the others from N(6,l) 
^ 0. 00 .5 1 .0 1 .5 2 .0 3 .0 4 .0 00 
o
 o
 
0 .05 .10 .15 .20 .30 .40 00 
Tio'l) 0-0 .04912 .09325 .12870 .15400 .17871 .18470 .18563 
Ti.(2) 0. 0 .04869 .09023 .12041 .13904 .15311 .15521 .15538 
Med^Q 0. 0 .04832 .08768 .11381 .12795 .13642 .13723 .13726 
W^Qd) 0. 0 .04938 .09506 .13368 .16298 .19407 .20239 .20377 
W^q(2) 0. 0 .04889 .09156 .12389 .14497 .16217 .16504 .16530 
o
 
1—1 
o
 
1—1 0 .04869 .09024 .12056 .13954 .15459 .15727 .15758 
1^0 (2) 0. 0 .04850 .08892 .11700 .13328 .14436 .14576 .14585 
GlO °-0 .04847 .08873 .11649 .13237 .14285 .14407 .14414 
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Table 3.5.3. Bias of various estimators of 6 for sample size 
n=20 when one observation is from a N(0+X,1) 
population and the others from N(8,l) 
X 0, .0 0.5 1.0 1.5 2.0 3.0 4.0 00 
%20 0 .0 .02500 .05000 .07500 .10000 .15000 .20000 
00 
T2 I(1) 0 .0 .02468 .04749 .06677 .08148 .09732 .10171 .10247 
T2o(:) 0 .0 .02450 .04617 .06302 .07439 .08425 .08607 .08625 
T2O(3) 0 .0 .02437 .04529 .06054 .07020 .07741 .07846 .07853 
T2 O(8) 0 .0 .02409 .04339 .05578 .06212 .06565 .06593 .06594 
0 .0 .02407 .04329 .05553 .06176 .06510 .06535 .06536 
W20(1) 0 .0 .02483 .04854 .06978 .08714 .10778 .11423 .11545 
*20(2) 0 .0 .02468 .04750 .06635 .08027 .09382 .09672 .09705 
*20(3) 0 .0 .02454 .04644 .06364 .07530 .08520 .08687 .08701 
*20(8) 0 .0 .02410 .04347 .05598 .06248 .06609 .06638 .06639 
^20(1) 0 .0 .02434 .04506 .06012 .06949 .07683 .07810 .07825 
L2o(2) 0 .0 .02427 .04458 .05882 .06719 .07302 .07379 .07384 
L2O(3) 0 .0 .02421 .04422 .05788 .06558 .07056 .07111 .07114 
^20(9) 0 .0 .02408 .04334 .05566 .06196 .06537 .06564 .06565 
^20 0 .0 .02419 .04407 .05748 .06490 .06948 .06994 .06996 
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observations are made: 
1) For each fixed n, the bias decreases as r increases 
within each class of estimators, (b), (c), and (d), and the 
sample median is uniformly best as far as bias is concerned. 
2) Among T^(r), W^(r), and L^(r), the last is uni­
formly best and W^(r) worst for each n, r. This is because 
L^{r) puts relatively more weight on the middle order 
statistics and W^(r) on the more extreme order statistics. 
For n=10 we have the following specific ordering, with < 
denoting "inferior to": 
Xio < W^Q(1) < TiQ(l) < W^Q(2) < LiQ(l) (3.5.1) 
< ' ho"' " =10 " Medio 
In Figure 3.5.1 graphs of the bias of IOT^q( I ) ,  
10Wio(2), and 10T q^(4) (=10 Med^^) are shown together with 
respective sensitivity curves (cf. Andrews et al., 1972 or 
Tukey, 1970) . Note that for X>iJ , the sensitivity 
n-r:n-l 
curves for estimators of the form 
n-r 
M (r;A) = I a Z. (A) 
i=r+l 1 
n-r 
simply assume the constant value E a.EX. , = EM (r;™). 
i=r+l ^ ^ 
The mean square error (MSB) of the estimators under 
model (3.1.4a) are set out in Tables 3.5.4-3.5.6. For ,\<0 
recall that MSE [M(-À)] = MSE[M(X)]. is seen to perform 
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Table 3.5.4. Mean square error of various estimators of 0 
for sample size n=5 when one observation is 
from a N(9+X,l) population and the others from 
N(0,1) 
^ 0.0 0.5 1.0 1.5 2.0 3.0 4.0 
Xg .20 .21 .24 .29 .36 .56 .84 * 
Tg(l).22706 .23803 .26682 .30352 .33787 .37988 .39234 .39459 
Medg .28683 .30056 .33512 .37574 .40941 .44195 .44810 .44867 
Wgd).22584 .23679 .26578 .30341 .33951 .38542 .39980 .40252 
Lg(l).24023 .25178 .28153 .31807 .35054 .38675 .39604 .39748 
Gg .22901 .24006 .26892 .30536 .33904 .37935 .39094 .39297 
Table 3.5.5. Mean square error of various estimators of 0 
for sample size n=10 when one observation is 
from a N(6+X,l) population and the others 
from N(6,1) 
^ 0.0 0.5 1.0 1.5 2.0 3.0 4.0 
.10 .103 .11 .123 .14 .19 .26 
T^q(1).10534 .10791 .11471 .12387 .13285 .14475 .14865 .14942 
T^q(2).11331 .11603 .12297 .13132 .13848 .14580 .14730 .14745 
Medj^Q .13833 .14161 .14964 .15852 .16524 .17072 .17146 .17150 
W^q(1).10437 .10693 .11403 .12405 .13469 .15039 .15627 .15755 
W^q(2).11133 .11402 .12116 .12995 .13805 .14713 .14926 .14950 
L^q(1),11371 .11644 .12337 .13169 .13882 .14626 .14797 .14820 
L^q(2).12097 .12386 .13105 .13933 .14598 .15206 .15310 .15318 
G^q .12256 .12549 .13276 .14111 .14777 .15376 .15472 .15479 
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Table 3.5.6. Mean square error of various estimators of 0 
for sample size n=20 when one observation is 
from a N(0+X,1) population and the others from 
N(0,1) 
X  0 . 0  0 . 5  1 . 0  1 . 5  2 . 0  3 . 0  4 . 0  0 0  
^ 2 0  . 0 5  . 0 5 0 6 3  . 0 5 2 5 0  . 0 5 5 6 3  . 0 6 0 0 0  . 0 7 2 5 0  . 0 9 0 0 0  
0 0  
T j o ( 1 )  . 0 5 1 1 5  . 0 5 1 7 7  . 0 5 3 5 0  . 0 5 5 9 0  . 0 5 8 4 3  . 0 6 2 1 4  . 0 6 3 5 3  . 0 6 3 8 3  
T 2 O ( 2 )  . 0 5 2 7 6  . 0 5 3 4 0  . 0 4 4 0 9  . 0 5 7 2 5  . 0 5 9 2 7  . 0 6 1 6 3  . 0 6 2 2 3  . 0 6 2 3 0  
T ^ Q O )  . 0 5 4 6 6  . 0 5 5 3 2  . 0 5 7 0 0  . 0 5 9 0 5  . 0 6 0 8 1  . 0 6 2 6 1  . 0 6 2 9 7  . 0 6 3 0 0  
T 2 o ( 9 )  . 0 6 8 8 8  . 0 6 9 7 0  . 0 7 1 6 5  . 0 7 3 7 4  . 0 7 5 2 5  . 0 7 6 3 7  . 0 7 6 4 9  . 0 7 6 5 0  
Medjo . 0 7 3 4 4  . 0 7 4 3 0  . 0 7 6 3 8  . 0 7 8 5 9  . 0 8 0 1 6  . 0 8 1 3 0  . 0 8 1 4 2  . 0 8 1 4 3  
" 2 0 ( 1 )  . 0 5 0 8 3  . 0 5 1 4 6  . 0 5 3 2 7  . 0 5 5 9 6  . 0 5 9 0 4  . 0 6 4 1 7  . 0 6 6 4 0  . 0 6 6 9 6  
" 2 0 ' 2 1  . 0 5 1 1 9  . 0 5 2 6 3  . 0 5 4 3 9  . 0 5 6 8 4  . 0 5 9 3 6  . 0 6 2 7 6  . 0 6 3 7 8  . 0 6 3 9 3  
" 2 0 ' 3 '  . 0 5 3 4 5  . 0 5 4 1 0  . 0 5 5 8 4  . 0 5 8 1 2  . 0 6 0 2 9  . 0 6 2 8 2  . 0 6 3 4 2  . 0 6 3 4 8  
" 2 0 ' 9 )  . 0 6 7 8 9  . 0 6 8 7 0  . 0 7 0 6 3  . 0 7 2 7 2  . 0 7 4 2 3  . 0 7 5 3 7  . 0 7 5 5 0  . 0 7 5 5 1  
4 o ' i '  . 0 5 5 6 7  . 0 5 6 3 4  . 0 5 8 0 3  . 0 6 0 0 4  . 0 6 1 7 4  . 0 6 3 4 8  . 0 6 3 8 6  . 0 6 3 9 1  
L 2 O ( 2 )  . 0 5 7 4 0  . 0 5 8 0 9  . 0 5 9 8 0  . 0 6 1 7 7  . 0 6 3 3 7  . 0 6 4 8 5  . 0 6 5 1 0  . 0 6 5 1 3  
L 2 O ( 3 )  . 0 5 9 2 4  . 0 5 9 9 3  . 0 6 1 6 8  . 0 6 3 6 8  . 0 6 5 1 8  . 0 6 6 5 1  . 0 6 6 7 1  . 0 6 6 7 2  
00 
o
 
CM . 0 7 0 7 0  . 0 7 1 5 3  . 0 7 3 5 4  . 0 7 5 6 7  . 0 7 7 2 0  . 0 7 8 3 2  . 0 7 8 4 5  . 0 7 8 4 5  
^ 2 0  . 0 6 0 9 6  . 0 6 1 6 8  . 0 6 3 4 7  . 0 6 5 4 7  . 0 6 7 0 2  . 0 6 8 3 1  . 0 6 8 4 9  . 0 6 8 5 1  
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Table 3.5.7. Mean square error of various estimators of 9 
for n=5 when one observation is from a N{6,T ^ )  
population and the others N(0,1) 
T  0.5 1.0 2.0 3.0 4.0 00 
*5 .17 .2 .32 .52 .8 
00 
Tsd) .17708 .22703 .29118 .32202 .33912 .39459 
Med g .21199 .28683 .35712 .38599 .40102 .44867 
Wsd) .17839 .22582 .29175 .32447 .34275 .40252 
Lgfl) .18275 .24021 .30379 .33237 .34791 .39748 
S .17746 .22898 .29261 .32271 .33931 .39297 
Table 3 .5.8. Mean square error of various estimators of 
for n=10 when one observation is from a 
N(9,T2) population and the others from N(0 
0  
,1) 
T  0.5 1.0 2.0 3.0 4.0 00 
*10 .0925 .1 .13 .18 .25 
00 
Tio( L )  .09491 . .0533 .12133 .12955 .13417 .14942 
.09953 .11329 .12773 .13389 .13717 .14745 
Medj^O .11728 .13833 .15375 .15953 .16249 .17150 
«10 111 .09571 .10-36 .12215 .13221 .13801 .15754 
Wi(,(2) .09972 .11131 .12664 .13365 .13745 .14950 
H O < I >  .09934 .11370 .12815 .13436 .13769 .14820 
I.lo(2) .10432 .12096 .13531 .14101 .14398 .15318 
^10 .10573 .12256 .13703 .14270 .14565 .15479 
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Table 3.5.9. Mean square error of various estimators of 0 
when one observation is from a N(6,t2) 
population and the others from N(0,1) 
T  0 . 5  1 . 0  2 . 0  3 . 0  4 . 0  CO 
^ 2 0  . 0 4 8 1 2 5  . 0 5  . 0 5 7 5  . 0 7  . 0 8 7 5  00 
" ^ 2 0  ( 1 )  . 0 4 8 8 9  . 0 5 1 1 5  . 0 5 5 4 3  . 0 5 7 8 2  . 0 5 9 2 0  . 0 6 3 8 3  
" ^ 2 0  ( 2 )  . 0 5 0 0 7  . 0 5 2 7 6  . 0 5 6 5 1  . 0 5 8 2 7  . 0 5 9 2 3  . 0 6 2 3 0  
T2O( 3 )  . 0 5 1 5 0  . 0 5 4 6 6  . 0 5 8 1 2  . 0 5 9 7 0  . 0 6 0 4 9  . 0 6 3 0 0  
T2O( 8 )  . 0 6 3 0 9  . 0 6 8 8 8  . 0 7 2 2 1  . 0 7 3 8 6  . 0 7 4 5 1  . 0 7 6 5 0  
. 0 6 7 1 0  . 0 7 3 4 2  . 0 7 7 1 5  . 0 7 8 6 6  . 0 7 9 3 7  . 0 8 1 4 3  
* 2 0 ( 1 )  . 0 4 8 9 1  . 0 5 0 8 3  . 0 5 5 7 3  . 0 5 8 8 1  . 0 6 0 6 4  . 0 6 6 9 6  
* 2 0 ( 2 )  . 0 4 9 9 3  . 0 5 1 9 9  . 0 5 6 3 5  . 0 5 8 5 1  . 0 5 9 7 8  . 0 6 3 9 3  
* 2 0 ( 3 )  . 0 5 1 1 0  . 0 5 3 4 6  . 0 5 7 3 4  . 0 5 9 2 3  . 0 6 0 2 4  . 0 6 3 4 8  
* 2 0 ( 8 )  . 0 6 2 3 0  . 0 6 7 8 9  . 0 7 1 3 0  . 0 7 2 8 8  . 0 7 3 5 0  . 0 7 5 5 1  
^20(1) . 0 5 2 0 8  . 0 5 5 6 7  . 0 5 9 1 5  . 0 6 0 6 5  . 0 6 1 4 3  . 0 6 3 9 1  
1 ^ 0  ( 2 )  . 0 5 3 4 8  . 0 5 7 4 0  . 0 6 0 8 1  . 0 6 2 2 0  . 0 6 2 9 1  . 0 6 5 1 3  
L2O(3) . 0 5 4 9 7  . 0 5 9 2 4  . 0 6 2 6 4  . 0 6 3 9 6  . 0 6 4 6 4  . 0 6 6 7 2  
t^o(S) . 0 6 4 6 7  . 0 7 0 6 9  . 0 7 4 1 5  . 0 7 5 7 6  . 0 7 6 4 4  . 0 7 8 4 5  
G20 . 0 5 6 5 8  . 0 6 0 9 4  . 0 6 4 8 1  . 0 6 5 7 2  . 0 6 6 4 4  . 0 6 8 5 1  
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well only for n=5. However, it does better than other 
estimators using the same number of observations. For n=10 
we have the following specific ordering: 
Medio < < L^Q(2) < L^o(l) < TJ^Q{2) 
Wio(2) < T^q(1) (3.5.2) 
Note the dilemma that (3.5.2) represents almost a reverse 
ranking of the best estimators in (3.5.1). All the surviving 
estimators for n=10 are compared in Figure 3.5.2. Figure 
3.5.3 compares ^20^^^' ^ 20^^^' showing that 
Winsorized means do slightly better than the corresponding 
trimmed means for small À but much worse for large X. 
For all sample sizes, L^(r) is generally inferior to T^(r). 
Overall, T^(l) and seem to be slightly superior. 
For more details see Shu (1976) . 
In the case of Model (3.1.4b) the estimators are, of 
course, unbiased for all T. Tables 3.5.7-3.5.9 give their 
variances for n=5, 10, and 20 respectively. The trends are 
similar to those in the case of shift in location, except 
that the variances approach their limiting values much more 
slowly in this case. The ordering (3.5.2) still applies 
except that T q^(2) is now inferior to L q^(1) for the 
"inlier" situation T = 0.5. Such general agreement is less 
surprising when one remembers that there is identity of 
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results not only in the null case ( X = 0  or T=1) but also for 
X=oo=T, the latter by (3.4.9). It should be mentioned in this 
connection that, for T>1, Model (3.1.4b) results when X  in 
2 ( 3.1.4a) has a N ( 0 , T  -1) distribution (with X  independently 
distributed of X^,...,X^). 
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4. MONTE CARLO STUDY OF MORE COMPLEX SITUATIONS 
4.1. Introduction 
In Chapter 3, the bias and mean square error of various 
location estimators, expressible as linear functions of order 
statistics, were investigated when an unidentified outlier is 
present in a sample. No tabulated moments of order statistics 
are available when we go to the case of more than one outlier. 
Monte Carlo methods seem to be the only feasible way. 
One virtue of linear functions of order statistics is 
their ease of computation. However, in view of the easy 
availability of the computer and the current low cost of 
computation, there is no need to confine attention to these 
simple statistics. Many location estimators, often complex, 
have been proposed in Andrews et (1972) and elsewhere 
primarily for long-tailed symmetric distributions. Typical­
ly, these estimators are analytically intractable in a small-
sample study. It is the main purpose of this chapter to 
investigate, via Monte Carlo methods, the bias and mean 
square error of some of these location estimators in the 
presence of outliers. We will confine ourselves to the 
Model lA (see Chapter 2) with the underlying distribution 
being Gaussian and the outlying distribution being different 
in either location or scale. 
Responsible statisticians probably use the sample mean 
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in a careful way. Some outlier rejection process, objectively 
or subjectively, may take place before a sample mean is 
formed. One such objective procedure is investigated here 
in a preliminary attempt. See also Relies and Rogers (1977) 
who investigated the performance of some statisticians 
employing subjective outlier rejection procedures before 
taking the mean. 
Every Monte Carlo result is subject to random fluctua­
tions. It is therefore highly desirable to have standard 
errors of the estimated quantities down to a tolerable size. 
The so-called variance reduction techniques (or Monte Carlo 
swindles) are developed to achieve a smaller variance of the 
Monte Carlo estimate than that of a crude Monte Carlo method 
when both use the same number of repetitions. Our variance 
reduction techniques are along the line of Dixon and Tukey 
(1968) and Relies (1970). Tabulated moments of order 
statistics by David et a^. (1977) are utilized to improve the 
precision in the one-outlier case. These methods are dis­
cussed in Section 4.3 along with some reports of the 
efficiency of our variance reduction techniques. 
Estimators included in our study are described in 
Section 4.2. Numerical results along with comments are 
presented in Section 4.4. Some concluding remarks are given 
in Section 4.5. 
Monte Carlo (or simulation) studies carried out with 
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little caution have raised some concern (see e.g. Yakowitz, 
1977). We are perhaps in a fairly simple situation compared 
to many other simulation studies. Our pseudo-random numbers 
come from the most updated subroutine of IMSL which is well-
documented and tested. In this respect, results of Chapter 
3 also have their value in providing us the confidence of 
the accuracy of our study. 
4.2. Estimators Included in the Study 
There appears to be more worthwhile estimators than can 
be included in the study. It was hoped that the number of 
estimators could be reduced so as not to be too large for 
a one-man task. The choice was greatly aided by the 
Princeton study (1972). Twenty-two estimators of various 
types were selected, mostly in the expectation of a good 
performance. There are quite a few other estimators that 
we would like to have included in the investigation (e.g. 
Andrew's AMT). The twenty-two estimators are grouped into 
various classes and described in the following with 
***—^n denoting the order statistics. Whenever possible, 
we try to use the same notation as the Princeton study. 
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4.2.1. Linear functions of order statistics 
1. Sample mean (X) 
2. 5% trimmed mean (5%) 
3. 10% trimmed mean (10%) 
4. 15% trimmed mean (15%) 
5. 20% trimmed mean (20%) 
6. 25% trimmed mean (25%) 
7. Sample median (50%) 
A 100a% trimmed mean is defined as 
, y ) . y.n-[an+l] „ 
^ [gn+l] n- [an] i=[an+2] i 
n(l-2a) 
Where p = l+[an]-an and [.] is the greatest integer function. 
The sample mean X is the 0% trimmed mean. The sample 
median (50%) is X|(n+i)/2] n and j[X[„/2]+ Xg^/z+i]! 
for even n. 
4.2.2. M-estimators 
8. Ruber's estimator with k = 1.5 (H15) 
9. Tukey's biweight estimator with c= 6.0 (BIWT6) 
10. Hampel's 3-part descending estimator with 
a = 2.1, b = 4.0, c = 8.2 (21A) 
11. Hampel's 3-part descending estimator with 
a = 2.5, b = 4.5, c = 9.5 (25A) 
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12. Hampel's 3-part descending estimator with 
a = 1.7, b = 4.7, c = 11.7 (17B) 
13. Hampel's 3-part descending estimator with a = 2.1, 
b = 5.1, c = 12.1 (21B) 
14. Hampel's 2-part descending estimator with 
a = 2.0, b = 2.0, c = 12.0 (HMD12) 
These are different particular versions of what have 
come to be known as M-estimators, a name due to Huber (1964). 
An M-estimator T is defined as the solution of the equation 
(usually solved approximately by iteration) 
n X.-T 
Z (|)(^^) = 0, 
i=l s 
where s is an estimator of the spread and (j)is a function to be 
specified. Except for Ruber's HIS, all estimators are 
redescending, a name associated with M-estimators obtained 
from 9 functions that vanish for large jxj.-
Ruber's HIS is obtained by using 
k if u _>k 
0(u) = {u if |u|<k 
-k if u £-k 
with k = 1.5. The s used is (interquartile range)/!.35 
(see Princeton study, 1972, p. 12 and p. 18). This esti­
mator is asymptotically equivalent to a trimmed mean if the 
underlying distribution is symmetric, with the trimming 
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constant a depending on the distribution (see p. 42 of 
Princeton study). For a Gaussian distribution a = 6.7% 
Tukey's BIWT6 is obtained by using 
(j) (u) = u.w(u) 
with an appropriate s, where 
w(u) = { 
(l-u2)2 if lui < 1 
0 if |u| > 1 
It can also be calculated iteratively from 
X.-T. 
j=l cS^ ' ] 
Ti+1 
Starting with = 50%, and taking c = 6.0 and = 
med{Ix.-T.I}. For more detail see Hosteller and Tukey j ^ 1 
(1977). 
Hampel's estimator are obtained by using 
t u 
(j) (u?a,b,c)=. 
a.sign(u) 
c- u 
c-b 
0 
if 
if 
if 
if 
ul > a 
a<IuI£b 
b< I u I <_c 
I ul > C 
As a class,- Hampel's estimators seemed to have done best in 
the Princeton study. It's weakness perhaps is that the (p 
85 
function is not smooth. Also in our study HMD12 did not 
quite converge although we used the same program (with dif­
ferent parameters) as in the Princeton study. 17B and 2IB 
were not included in the Princeton study. They are selected 
mainly due to a remark made by Tukey (see p. 155, Princeton 
study). 
4.2.3. One step M-estimators 
15. Hampel's estimator with a = 1.7, b = 4.7, c = 11.7 
(17B0S) 
16. Tukey*s biweight with c = 6.0 (BIWT60S) 
17. Tukey's biweight with c = 9.0 (BIWT90S) 
The one-step version of the biweight estimator is actual­
ly what is recommended in Hosteller and Tukey (1977). Its 
computation is fairly easy. The constant c recommended is any 
where from 6.0 to 9. 0. Here we tried to extreme cases. Per­
haps more c's should have been tried. 17Bûs is included 
largely because no one-step version of Hampel's estimator 
was tried in the Princeton study. 
4.2.4. Skipped estimators 
18. Tukey's multiply-skipped mean with max(3k, 2) 
observations deleted (3Tl) 
This is one representative of skipped estimates proposed 
by Tukey (see Princeton study, 1972, p. 18) where the 
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definition of should be corrected and Tukey (1970, Chapter 
6). Define hinges by the following: 
" not a multiple of 4 
^(X + X ) n a multiple of 4 
I 
X n not a multiple of 4 
y(X + X ) n a multiple of 4 
n-J n-^1 
h^ and h^ are in fact respective estimates of the 25th and 
75th percentiles. 3T1 is defined in the following way: Let 
t^ = h^ - l.Sfhg-h^) 
t2 = h2 + 1.5 (hg-h^) 
Any observation that is smaller than t^ or greater than t2 
is deleted. Let k be the total number of observations 
deleted in this way. k further observations will be 
deleted from each end of the remaining observations. If 
k=0 then one observation is deleted at each end. The mean 
of the remaining observations is then taken. 
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4.2.5. Adaptive estimators 
19. Jaeckel's adaptive trimmed mean (JAE). 
Estimators of this type have parameters or forms de­
pending on the data. Jaeckel's estimator T has a trimming 
proportion a which is chosen to minimize an estimate of 
the asymptotic variance of T. See Jaeckel (1971). Hogg 
(1967, 1974) proposed estimators whose form depends on the 
heaviness of the tail as reflected by the sample. These 
estimators seem to be promising for large samples (see 
Prescott, 1978) but did not do well in the Princeton 
study and are excluded from the final selection. 
4.2.6. R-estimators 
20. Hodges and Lehmann's folded median (H/L) 
Estimators of this type are derived from nonparametric 
test statistics e.g. Wilcoxon and normal score tests among 
others. H/L is the median of the pairwise means of the 
sample. It is related to the Wilcoxon test. See Hodges and 
Lehmann (1963) and Bickel (1965) for more discussions and 
results. 
4.2.7. Classical rejection rules + mean 
21. Studentized maximum deviation from the sample mean 
with the significance level a = 0.01 (REJCTl) 
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22. Studentized maximum deviation from the sample mean 
with the significance level a = 0.05 (REJCT5) 
A responsible statistician usually will examine the data 
he has before taking the sample mean. The examination could 
involve a formal or informal outlier rejection process. Be­
cause of lack of time we only choose the above rejection 
rule which has certain optimal property in testing one out­
lier with a shift in location (see David, 1970, p. 182). 
Relies and Rogers (1977) investigated the performance of 
statisticians who use some informal outlier rejection pro­
cedures . 
4.3. Variance Reduction Techniques 
Sometimes a statistic is so intractable analytically 
that experimental sampling becomes a reasonable alternative 
to analytic explorations., especially with the advancement of 
the modern high-speed computer and associated low computa­
tional cost. In principle, the sampling can be repeated 
sufficiently often so that the characteristic of interest is 
investigated and determined with reasonable precision. 
However, such a number of repetitions is often so large that 
the computational cost becomes formidable. Thus techniques 
that will provide the same precision but with less compu­
tational cost as compared to the crude Monte Carlo method 
are highly desirable. Variance reduction techniques (or 
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Monte Carlo swindles) are developed for this purpose. 
Some general variance reduction techniques and their 
applications can be found in the classic book by Hammersley 
and Handscomb (1965). For a more recent book see Kleijnen 
(1974). Our variance reduction technique is a partial special 
case of Relies (1970) and Dixon and Tukey (1968) . These two 
articles have their origin in papers by Trotter and Tukey 
(1956) and Arnold et (1956) . Gross (1973) and Simon 
(1976), somewhat overlapping with each other, also discuss 
the variance reduction techniques used by Relies (1970) 
and in the Princeton study (1972). 
It should be noted that all estimators considered are, 
like linear functions of order statistics, location and 
scale invariant. That is, if M is the location estimator, 
then 
H{aA + b) = al'ivX) + b 
where X* = (X,,...,X ) and b' = (b,...,b) 
~ J. n ~ 
4.3.1. The Monte Carlo design for the case of shift in 
location 
The bias and mean square error of the estimators need 
to be evaluated in this case. Let 
% N(Xj,l), i = l,..-,n 
where the X^'s are known, and 
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Xi = Yi + u N(y+Xi,l) 
with u unknown. Then the joint density of is 
"2^i=l*i '^^i=l^i ^i=i^i^i~|^i=l^^^"^i^ f (x^,... ,x^) °= e 
Thus X = is complete sufficient for y. Since 
X^ = Y^+vi, it follows that X^-X = Y^-Y has a distribution 
not depending on y. Therefore, by Basu's Theorem, X^-X and 
X are independently distributed. 
Let us digress to obtain a result which follows from the 
above argument. Since X = Y +y it follows that 
^ r : n r : n 
X -X = Y -Y has a distribution not depending on u and 
r:n r:n ^ 
hence is independently distributed with X. Thus 
Cov(Xr:n-X, X) = 0 
and hence 
&Es:l C°v<Xr:n' ='s:n' = Var X = 
Therefore, 
^s=l Cov(X^.^, Xg,^) = 1 for r = l,...,n. (4.3.1) 
Since the can be chosen arbitrarily, this implies that 
if are independently N(iu,l), (4.3.1) is always true. 
Thus (4.3.1) is a generalization of a result, useful as a 
check on covariance calculations, that is w6ll=known when 
the are equal (e.g. David, 1970, p. 31) . 
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For our Monte Carlo study, we may now assume y=0 and 
~ (i = l,...,n). Let = N{0,1) such that = Z^+X^. 
Then X^-^ = X^-X + X and Z = X-X are independently distributed, 
where X = {S^"^X^)/n. Suppose M is a location estimator 
that is invariant under linear transformations. Let 
C = X - Z 
where 
= (Z,...,Z) , that is 
= X^-Z i = l,...,n. (4.3.2) 
It follows that M(C) and Z are independently distributed. 
Therefore 
EM(X) = EM(C) + EZ = EM(C) (4.3.3) 
EM(X)^ = EM(C)^ + 2EZ . EM(C) + EZ^ 
= EM(C)- + K (4.3.4) 
2 EM(X) and EM(X) are respectively bias and mean square error 
of M. Monte Carlo estimates of EM(C) and EM(C)^ from M{C) and 
2 M(C) , in general, have smaller variances than do the esti­
mates of EM(X) and EM{X)^ obtained from M{X) and M(X)^. In 
our study we may generate, for each sample, . ,7,^ iid 
N(0,1) and set, for the m-outlier case. 
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Xj = i = 1,...,n-m 
X ~ Z \ 1 — lf##*fri* 
We can generate observations in the above way because of the 
trivial point made in Chapter 1 that the statistical pro­
cedures we encounter do not depend on the serial numbers of 
observations but rather on order statistics. 
We can make further improvements over what has been 
done above by utilizing other information, e.g. tabulated 
results by David ^  (1977) . We illustrate this in the 
context of estimating EM{C). For the case of estimating 
2 EM(C) everything is the same except adding the square 
exponent. Suppose T is a random variable (e.g. a trimmed 
2 
mean) such that ET is known and T is highly correlated with 
M(C). Then we can obtain further variance reduction by 
incorporating information from T. This can be done by 
using methods of survey sampling on the assumption that the 
population parameters obtained from the finite population of 
pseudo-random numbers is the same as or differs negligibly 
from, the population parameters of the infinite population. 
Suppose N pairs of values of T and M(C) are obtained from 
the Monte Carlo study, 
T^, ^2'" • " ' 
^2 ' ^2 ' ' ' ' ' 
where N is the number of Monte Carlo samples. Following 
93 
usual notation in survey sampling, let 
T = ET, M = EM(C) 
and 
t = T\)/N, m = Mu)/N 
The following simple methods may be considered in order to 
achieve further variance reduction; 
1. Method of difference estimator: Use 
m^ = m + b (T-t) 
as an estimate of EM(C), where b is a fixed constant. This 
is an unbiased estimate of EM(C). The optimal b that mini­
mizes the variance of m^ is 
where a stands for the population standard deviation and p 
is the correlation coefficient between T and M. The further 
efficiency achieved over simply averaging N M^'s is 
2 l/(l-p ). However, g is usually unknown. When b=l we have 
m^ = (m-t) + T 
This is the so-called method of control variates with T 
as the control variable. See Fieller and Hartley (1954) 
for an early application of this method in a Monte Carlo 
study. 
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2. Method of linear regression estimator: This consists 
in estimating 3 in (4.3.5) from the N pairs (T^,M^), 
(T2 I, ,, f (Tj^/M^) by 
3 = ± ± . 
M is then estimated by 
= m + 3(T-t). (4.3.6) 
This is a biased estimator of EM(C). However, the bias 
should be negligible (see Sukhatme and Sukhatme, 1970, p. 
195) . The efficiency of the regression estimate over simply 
averaging the N M^'s is, up to the first order of approxi-
2 2 
mation, l/(l-p ) which may be estimated by l/(l-r ) where r 
is the sample correlation coefficient between M and T. See 
Cochran (1946) for an early application of this method in 
a Monte Carlo study. 
For the case of one outlier, the method of the linear 
regression estimator is applied here by utilizing the table 
of David et (1977) and using a trimmed mean as T. For 
the case of two outliers no further variance reduction is 
attempted. The method for the one outlier case can still be 
used, but the efficiency is marginal. 
The two methods mentioned above utilize only information 
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from one variable. One can go further and use regression 
methods with more than one variable. For example, using one 
trimmed mean and one outmean may work well for cases that 
allow only marginal efficiency with one variable. 
4.3.2. The Monte Carlo design for the case of change in scale 
This is a special case of what was considered in Relies 
(1970) . Only mean square error (or variance) needs to be 
evaluated. 
Suppose the r.v.'s (i = l,...,n) are independently 
2 2 distributed as N(ij,t^  o ) with the t%'s being known. Then 
it is well-known that 
. .. 
r 
and 
(4.3.7) 
2 is a complete sufficient statistics for (y,a ). Furthermore 
and 
(4.3.8) 
are independently distributed. Let 
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W 
where 
X* — (X. f... fX ) and X' = 
-v ^ n — w w w 
i.e. _ 
x.-x, 
c. = ^ i = l,...,n. (4.3.9) 
^ s* 
Then it can be easily verified that (i = l,...,n) does not 
depend on y and a, i.e. remains unchanged when X^ is 
2 
replaced by Xf = { X ^ - \ i ) / a  ~ N(0,t^  ). Therefore, by Basu's 
Theorem, is distributed independently of X^ and S^. 
Now, for our study we may assume, without loss of 
generality in view of the invariance of estimators involved, 
that w=0 and a=l. Formula (4.3.8) now becomes 
X^ ~ N(0,l/(Zi^i 1/T^^)) 
} independent (4.3.10) 
~ 4- 1  
Suppose M is a location estimator which is location and scale 
invariant. Then 
[M(X)-X ] 
M(C) = - ~ 
S 
w 
is distributed independently of and S^. Thus using 
(4.3.10) Wc l lc iVc 
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EM(X)2 = E[X^ + S^.M(C) 
= EX 2 + 2EX .ES .EM(C) + ES„^.EM(C)^ 
W WW w 
= 1/ T.2) + EM(C)2 (4.3.11) 
1 — X  1  ~  
2 EM(X) is the standardized mean square error we are interested 
2 in. Furthermore in view of (4.3.11) only EM(C) needs to be 
estimated. The standard error associated with the Monte 
2 2 Carlo estimate of EM(C) using M(C) 's is, in general, 
2 2 
smaller than that of the estimate of EM(X) using M(X) 's. 
In our study, Z^,...,Z^ iid N(0,1) are generated, for 
each sample, and for the m-outlier case 
X^ = i = 1,...,n-m 
X^ = tZ^ i = n-m+l,...,n. 
Further reduction of variance can be achieved by using 
techniques discussed in Section 4.3.1. The method of linear 
regression is again applied for the one-outlier case using 
formula (4.3.6). For the case of two outliers, the situation 
is similar to that of Section 4.3.1 and no further re­
duction of variance is attempted. 
4.3.3. Efficiency of our Monte Carlo design 
The relative efficiency of two Monte Carlo methods may 
be defined as follows (see e.g. Hammersley and Handscomb, 
1965). Suppose method i (i = 1,2) calls for t^ units of 
computer time and the resulting Monte Carlo estimate has a 
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2 
variance . Then the relative efficiency of method 2 to 
method 1 is 
One may want to use standard deviations rather than variances 
in forming the ratio. This may be desirable if the Monte 
Carlo sample size is fixed. The labor ratio, depending on the 
skill of programming and computer installation, could be 
difficult to assess. In our case, extra computation is 
needed for computing some trimmed means and applying the 
regression method. 
In this section we will report the relative efficiency 
of our Monte Carlo method with respect to the crude Monte 
Carlo method. The labor ratio is taken as 0.9. 
Table 4.3.1 is the efficiency gained in the case when 
there is one outlier differing in scale. Also appearing in 
the table is the efficiency that would have been gained had 
we not used the regression method. The estimated efficiency 
is based on the Monte Carlo sample size N=500. Thus, for 
T = 3.0, the precision of the estimate of MSE(H15) is about 
the same as what would have been obtained by using the 
crude Monte Carlo method with N=450,000 samples. 
Table 4.3.2 reports the efficiency gained in estimating 
Table 4.3.1. Efficiency gained in the case of one outlier differing in scale in 
a sample of size ri=20 (based on N=500) 
T=0.5 T=3 .0 ^ T=10.0 
Princeton Princeton Princeton Princeton Princeton Princeton 
method regression method regression method regression 
25% — — — — 22 840 
50% - - - - 8 522 
17B 28 143 49 168 54 107 
H15 63 644 158 904 122 680 
BIWT60S; 14 52 24 66 28 50 
JAE 24 64 35 84 32 104 
H/L 39 121 71 192 47 146 
Table 4.3.2. Efficiency gained in estimating bias in the case of shift in 
location (sample size n=20, based on N=500) 
X = 2 .  0 A=4. 0 
One Two One Two 
outlier outliers outlier outliers 
17B 75 7 59 4 
H15 208 15 202 7 
BIWT50S 32 4 29 3 
JAE 23 6 37 4 
H/L 56 10 57 6 
REJCT5 21 14 15 4 
101 
the bias of estimators for the case of shift in location. 
Recall that the method of regression estimator is used for 
further variance reduction only in the one-outlier case. 
Table 4.3.3 gives the efficiency realized in estimating 
the mean square error of estimators for the case of shift in 
location. The three tables suggest that bias is harder to 
estimate and the efficiency gained in the case of shift in 
location is slightly inferior to that of the case of change 
in scale. 
4.4. Numerical Results in the Gaussian 
Cases 
This is a continuation for more complex situations of 
the study considered in Section 3.5. For each of the two 
cases of change in location or scale, sample sizes of n=10, 
20 with one or two outliers are studied with the underlying 
distribution being N(0,1). Presentations are grouped into 
three classifications: light contamination (one outlier in a 
sample of size 20), medium contamination (one outlier in a 
sample of size 10 or two outliers in a sample of size 20), 
and heavy contamination (two outliers in a sample of size 
10). In order to make all results more comparable, we 
follow what was done in the Princeton study to report n x mse 
and /n x bias rather than mse and bias. 
Our Monte Carlo study was carried out by using pseudo-
Table 4.3.3. Efficiency gained in estimating MSE in the case of shift in 
location (sample size n=20, based on N=500) 
A—2.0 X—4.0 
One Two One Two 
outlier outliers outlier outliers 
17B 115 12 95 7 
H15 522 22 515 9 
BIWT60S 42 8 34 6 
JAE 62 11 60 6 
H/L 146 16 104 7 
REJCT5 86 35 39 2 
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random numbers obtained from IMSL subroutine GGUSN. This 
is the newest subroutine in IMSL for generating random 
samples from a standard normal distribution with special 
attention given to the so-called "crystalline structure" 
described by Marsaglia (1968). 10,000 pseudo-random 
numbers were called using GGUSN with the inseed = 30691 and 
stored in the disk for subsequent usage. For the case of 
m outliers differing in location in a sample of size n, 
^l'***'^n N(0,1) are first obtained. We then set 
i = 1,...,n-m 
= Z^+X k = n-m+1,... ,n .. 
For the case of change in scale, we set 
= Z^ i = 1,...,n-m 
X^ = i = n-m+1,.--,n. 
We can generate observations in the above way because of 
the trivial point mentioned in Chapter 1 that the statistical 
procedures under study do not depend on serial numbers but 
rather on order statistics. In all cases, the Monte Carlo 
sample size is N=500. 
In the course of the presentation of numerical results, 
< denotes "inferior to". All comparisons are based on 
point estimates. Because standard errors are neglected in 
these comparisons, a < should be interpreted with caution. 
However, in view of the small standard errors, such 
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inequality relations are worth noting. One-step estimators 
perform about as well as their iterative counterparts. Of 
the one-step estimates, only BIWT90S has no iterative counter­
part in the study. Except for BIWT90S, one-step estimators 
are not included in the comparisons. 
In addition to tabulated results of n x mse and 
X bias, various graphs are made to compare the performance 
of estimators. The graphs are drawn by computer using 
Lagrangian Interpolation polynomials. Because of the big 
gap between T=4.0 and T=10.0 in the case of change in scale, 
cautions should be taken in interpreting graphs (Figures 
4.4.20-4.4.32) in that interval. For example, these graphs 
reflect a mild departure from the monotonicity of mse of 
linear functions of order statistics shown in Chapter 3. 
4,4.1. Outliers different in location 
We first examine the bias of the estimators. Tables 
4.4.1-4.4.4 exhibit /n x bias for the four cases considered, 
with corresponding standard errors listed right underneath 
the estimates. Virtually all estimators are dominated by 
one of the three estimators: 50%, BIWT6, and 3T1. The only 
very minor exceptions are 17B for n=20 with two outliers 
and for n=10 with two outliers, HMD12 for n=10 with two out­
liers, Comparisons of 50%. BIWT6, and 3T1 for the four 
cases are shown in Figures 4.4.1-4.4.4. These comparisons 
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Table 4.4.1. /n x Bias of various estimators of 0 for sample 
size n=20 when one observation is from N(0+X,1) 
and the others fron N(0,1) 
0 1 2 3 4 5 
X 0.000 
.000 
0.224 
.000 
0.447 
.000 
0.671 
.000 
0.894 
.000 
1.118 
.000 
5% 0.000 
.000 
0.212 
.000 
0.364 
.000 
0.435 
.000 
0.455 
.000 
0.459 
.001 
10% 0.000 
.000 
0.206 
.000 
0.333 
.000 
0.377 
.000 
0.385 
.000 
0.386 
.001 
15% 0.000 
.000 
0.203 
.000 
0.314 
.000 
0.346 
.000 
0.351 
.000 
0.351 
.000 
20% 0.000 
.000 
0.200 
.000 
0.301 
.000 
0.327 
.000 
0.330 
.000 
0.330 
.000 
25% 0.000 
.000 
0.198 
.000 
0.292 
.000 
0.314 
. 000 
0.316 
.000 
0.316 
.000 
50% 0.000 
.000 
0.194 
.000 
0.276 
.000 
0.291 
.000 
0.292 
.000 
0.292 
.000 
HIS 0.000 
.000 
0.214 
.003 
0. 348 
.003 
0.400 
.003 
0.413 
.003 
0.414 
.003 
BIWT6 0.000 
.000 
0.200 
.008 
0.276 
.009 
0. 209 
.009 
0.115 
.009 
0.050 
.008 
21A 0.000 
.000 
0.208 
.006 
0.315 
.007 
0.307 
.008 
0.228 
.008 
0.138 
.008 
25A 0.000 
.000 
0.215 
.006 
0.346 
.007 
0.372 
.008 
0.310 
.009 
0.218 
.009 
17B 0.000 
. 000 
0.201 
.005 
0.306 
.005 
0.322 
.006 
0.286 
.006 
0.229 
.006 
2 IB 0.000 
.000 
0.210 
.005 
0.327 
.006 
0.358 
.006 
0.327 
.007 
0.269 
.007 
HMD 12 0.000 
.000 
0.201 
.006 
0,295 
.007 
0.291 
.007 
0.245 
.007 
0.190 
.007 
17 BOS 0.000 
.000 
0.199 
.005 
0.306 
.005 
0.321 
.006 
0.284 
.006 
0.227 
.006 
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Table 4.4.1 (Continued) 
0 1 2 3 4 5 
BIWT60S 0.000 0.184 0.259 0.209 0.141 0.088 
.000 .007 .008 .009 .009 .008 
BIWT90S 0.000 0.203 0.337 0.381 0.329 0.233 
.000 .006 .007 .008 .009 .009 
3T1 0.000 0.205 0.281 0.197 0.100 0.043 
.000 .010 .011 .011 .010 .008 
JAE 0. 000 0.207 0.326 0.343 0.344 0.344 
.000 .008 .009 .008 .007 .007 
H/L 0.000 0.208 0.344 0.399 0.418 0.421 
.000 .006 .006 .006 .006 .006 
REJCTl 0.000 0.226 0.422 0.542 0.427 0.245 
.000 .004 .007 .012 .016 .015 
REJCT5 0.000 0.213 0.376 0.383 0.230 0.078 
.000 .006 .009 .013 .012 .011 
Table 4.4.2. /n x Bias of various estimators of 6 for sample 
size n=10 when one observation is from N(9+X,l) 
and the others from N(0,1) 
0 
X 0.000 0.316 0.632 0.949 1.265 1.581 
.000 .000 .000 .000 .000 .000 
5% 0.000 0.307 0.568 0.778 0.962 1.140 
.000 .000 .000 .000 .000 .001 
10% 0.000 0.295 0.487 0.565 0.584 0.588 
.000 .000 .000 .000 .000 .001 
15% 0.000 0.291 0.467 0.530 0.544 0.547 
.004 .000 .000 . 000 .000 .001 
20% 0.000 0.285 0.440 0.484 0.491 0.492 
.000 .000 .000 .000 .000 .001 
25% 0.000 0.283 0.430 0.470 0.475 0.476 
.000 .000 .000 .000 .000 .000 
107 
Table 4.4.2 (Continued) 
0 1 2 3 4 5 
50% 0.000 0.277 0.404 0.431 0.434 0.434 
.000 .000 .000 .000 .000 .000 
HIS 0.000 0.300 0.505 0.607 0.639 0.644 
.000 .003 .004 .004 .004 .004 
BIWT6 0.000 0.280 0.390 0.340 0.232 0.124 
.000 .010 .011 .012 .012 .012 
21A 0.000 0.291 0.441 0.452 0.374 0.270 
.000 .009 .009 .011 .012 .012 
25A 0.000 0.296 0.476 0.528 0.474 0.375 
.000 .008 .010 .012 .013 .014 
173 0.000 0.287 0.437 0.468 0.428 0.360 
.000 .006 .007 .008 .009 .009 
2 IB 0.000 0.293 0.463 0.518 0.489 0.418 
.000 .007 .007 .009 .010 .011 
HMD12 0.000 0.285 0.426 0.440 0.385 0.311 
.000 .008 .008 .009 .009 .009 
17B0S 0.000 0.287 0.437 0.467 0.425 0.354 
.000 .006 .007 .008 .009 .009 
BIWT60S 0.000 0.281 0.389 0.355 0.267 0.186 
.000 .008 .009 .010 .010 .009 
BIWT90S 0.000 0.296 0.479 0.538 0.498 0.404 
.000 .007 .009 .011 .014 .014 
3T1 0.000 0.289 0.409 0.354 0.254 0.119 
.000 .008 .010 .012 .013 .013 
JAE 0.000 0.297 0.463 0.526 0.534 0.529 
.000 .008 .008 .008 .007 .007 
H/L 0.000 0.304 0.485 0.582 0.616 0.625 
.000 .007 .008 .008 .008 .008 
RECJTl 0.000 0.312 0.601 0.818 0.800 0.700 
.000 .003 .008 .016 .023 .025 
REJCT5 0.000 0.306 0.543 0.568 0.475 0.306 
.000 .009 .013 .017 .018 .020 
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Table 4.4.3. /n x Bias of various estimators of 0 for sample 
size n=20 when two observations are from 
N(6+Xyl) and the others from N(0,1) 
0 1 2 3 4 5 
X 0.000 0.447 0.894 1.342 1.789 2.236 
.000 .000 .000 .000 .000 .000 
5% 0.000 0.431 0.772 1.047 1.299 1.548 
.000 .007 .009 .009 .009 .009 
10% 0.000 0.421 0.702 0.832 0.872 0.880 
.000 .011 .013 .016 .017 .018 
15% 0.000 0.418 0.659 0.748 0.765 0.767 
.000 .014 .017 .019 .020 .020 
20% 0.000 0.420 0.636 0.704 0.714 0.714 
.000 .017 .019 ,021 .022 .022 
25% 0.000 0.417 0.623 0.681 0.687 0.688 
.000 .019 .022 .023 .024 .024 
50% 0.000 0.377 0.560 0.596 0.600 0.600 
.000 .030 .032 .033 .033 .033 
HIS 0.000 0.432 0.731 0.881 0.928 0.936 
.000 .009 .012 .015 .017 .018 
BIWT6 0.000 0.416 0.590 0.504 0.303 0.137 
.000 .017 .023 .029 .029 .026 
21A 0.000 0.422 0.667 0.694 0.560 0.368 
.000 .013 .017 .023 .027 .028 
25A 0.000 0.429 0.722 0.818 0.738 0.556 
.000 .010 .014 .020 .026 .028 
17B 0.000 0.415 0.647 0.707 0.652 0-541 
.000 .015 .018 .022 .025 .026 
21B 0.000 0.423 0.691 0.786 0.751 0.640 
.000 .011 .015 .019 .023 .025 
HMD12 0.000 0.416 0.633 0.655 0.572 0.458 
.000 .015 .019 .023 .025 .025 
17B0S 0.000 0.415 0.647 0.708 0.651 0.537 
.000 .015 .018 .022 .025 .026 
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Table 4.4.3 (Continued) 
0 1 2 3 4 5 
BIWT60S 0.000 0.406 0.585 0.530 0.371 0.232 
.000 .019 .023 .028 .029 .026 
BIWT90S 0.000 0.424 0.716 0.827 0.761 0.583 
.000 .011 .014 .020 .026 .029 
3T1 0.000 0.431 0.625 0.526 0.299 0.115 
.000 .017 .023 .031 .032 .028 
JAE 0.000 0.433 0.678 0.741 0.735 0.730 
.000 .014 .018 .022 .023 .023 
H/L 0.000 0.433 0.713 0.848 0.895 0.906 
.000 .012 .014 .018 .019 .020 
REJCTl 0.000 0.453 0.875 1.278 1.646 1.983 
.000 .004 .007 .011 .018 .024 
REJCT5 0.000 0.426 0.825 1.126 1.300 1.433 
.000 .008 .012 .019 .025 .028 
Table 4.4.4. /r\ Bias of various estimators of 0 for sample 
size n=10 when two observations are from 
N(8+X,l) and the others from N(8,l) 
0 1 2 3 4 5 
X 0. 000 0.632 1.265 1.897 2.530 3.162 
.ÛÛO . ÛOÛ .000 .000 .000 .000 
5% 0.000 0.624 1.192 1.729 2.258 2.785 
.000 .005 .006 .006 .006 .006 
10% 0.000 0.612 0.101 1.520 1.918 2.314 
.000 .011 .013 .014 .014 .014 
15% 0.000 0.607 1.046 1.353 1.597 1.827 
.000 .013 .016 .018 .018 .018 
20% 0.000 0.599 0.974 1.130 1.169 1.178 
.000 .017 .021 .025 .026 .027 
25% 0.000 0.607 0.953 1.089 1.119 1.125 
.000 .019 .023 .026 .027 .028 
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Table 4.4.4 (Continued) 
0 1 2 3 4 5 
50% 0.000 
.000 
0.611 
.029 
0.902 
.034 
0.983 
.036 
0.992 
.037 
0.992 
.037 
H15 0.000 
.000 
0.623 
.009 
1.013 
.Oil 
1.555 
.016 
1.842 
.023 
1.985 
.029 
BIWT6 0.000 
.000 
0.609 
.020 
0.961 
.027 
1.042 
.036 
0.864 
.044 
0.574 
.044 
21A 0.000 
. 000 
0.615 
.015 
1.046 
.020 
1.255 
.030 
1.227 
.040 
1.038 
.045 
25A 0.000 
.000 
0.620 
.012 
1.104 
.017 
1.413 
.027 
1.485 
.039 
1.370 
.047 
17B 0.000 
.000 
0.602 
.015 
1.010 
.021 
1.196 
.027 
1.206 
.033 
1.110 
.037 
2 IB 0.000 
.000 
0.614 
.013 
1.068 
.018 
1.338 
.025 
1.404 
.033 
1.333 
.039 
HMD12 0.000 
.000 
0.607 
.016 
1.008 
.022 
1.182 
.029 
1.145 
.036 
1.005 
.038 
17B0S 0.000 
.000 
0.598 
.015 
1.014 
.021 
1.199 
.027 
1.206 
.033 
1.108 
.037 
BIWT60S 0.000 
« 000 
0.611 
• C 21 
0.951 
.027 
1.029 
. 035 
0.891 
. 040 
0.656 
. 041 
BIWT90S 0.000 
.000 
0.620 
.013 
1.075 
.017 
1.366 
.026 
1.444 
.037 
1.352 
.045 
3T1 0.000 
.000 
0.624 
.019 
1.010 
.025 
1.122 
.037 
0.999 
.049 
0.673 
.054 
JAE 0.000 
.000 
0.617 
.014 
1.062 
.018 
1.281 
.027 
1.290 
.032 
1.247 
.032 
H/L 0.000 
.000 
0.614 
.013 
1.083 
.016 
1.367 
.022 
1.513 
.027 
1.562 
.030 
REJCTl 0.000 
. 000 
0.629 
. 004 
1.259 
.004 
1.886 
. 006 
2.520 
. 005 
3.155 
. 005 
REJCT5 0.000 
.000 
0.637 
.010 
1.227 
.010 
1.820 
.014 
2.435 
.017 
3.066 
.019 
Ill 
IWT6 
\ 
I 1 
1,00 _ 2.00 
LOCATION SHIFT 
u.OO 
Figure 4.4.1. /n X Bias of various estimators of 0 for sample 
size n=20 when one observation is from 
N(0+X,1) and the others from N(6,l) 
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igure vn X Bias of various estimators for n=10 when 
one observation is from N(6+X,l) and the others 
from N(6,1) 
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Figure 4.4.3. /n X Bias of various estimators for n=20 when 
two observations are from N(e+X,l) and the 
others from N(6,l) 
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LOCATION SHIFT a 
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Figure 4.4.4. /n x Bias of various estimators for n=10 when 
two observations are from N(e+A,l) and the 
others from N(6,l) 
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look alike with only minor differences. BIWT6 are seen to be 
less subject to bias. Recall that 50% was shown in Chapter 
3 to have uniformly least bias among the linear functions of 
order statistics considered. 
We now move on to comparisons of mean square errors. 
Table 4.4.5 gives the mean square error of estimators in the 
case n=20 with one outlier. Estimated mse has roughly a 
standard error of the mse. The following orderings are 
found (and more can be established); 
50% < 25% < 15% < 10% 
JAE, H/L < 10%, 25A, BIWT90S 
3T1 < 21A 
17B < 2IB 
HMD12 < 21A, 25A 
Also 2IB is almost dominated by 25A and REJCTl is almost 
dominated by REJCT5. This gives the following surviving 
estimators; 5%, 10%, 21A, 25A, H15, REJCT5, and X. Figure 
4,4.5 compares these estimators except X. Table 4.4.9 and 
Figure 4.4.13 are in terms of relative efficiency with 
respect to 5%. REJCT5 is seen to be mediocre for medium size 
of X. HIS, 21A, and 25A have their respective strength. 
n X mean square errors of estimators in the medium 
contamination case, i.e. n=10 with one outlier or n=20 with 
two outliers, are shown in Tables 4.4.6 and 4.4.7. Roughly, 
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Table 4.4.5. /n x Mean square error of various estimators for 
n=20 when one observation is from N(9+X,l) and 
the others from N(8,l) 
0 1 2 3 4 5 
X 1.000 1.050 1.200 1.450 1.800 2.250 
.000 .000 .000 .000 .000 .000 
5% 1.023 1.070 1.169 1.243 1.271 1.278 
.000 .000 .000 .000 .000 .002 
10% 1.055 1.102 1.185 1.233 1.245 1.247 
.000 .000 .000 .0-0 .000 .001 
15% 1.093 1.140 1.216 1.252 1.259 1.260 
.000 .000 .000 .000 .000 .000 
20% 1.137 1.184 1.256 1.286 1.291 1.291 
.000 .000 .000 .000 .000 .000 
25% 1.186 1.235 1.305 1.331 1.335 1.335 
.000 .000 .000 .000 .000 .000 
50% 1.469 1.528 1.603 1.626 1.628 1.628 
.000 .000 . 000 .000 .000 .000 
H15 1.036 1.085 1.174 1.232 1.250 1.253 
.001 .002 .002 .003 .003 .003 
BIWT6 1.154 1.196 1.273 1.296 1.265 1.219 
.009 . Oil .012 .013 .014 .014 
21A 1.081 1.125 1.210 1.251 1.240 1.203 
.005 .007 .008 .008 .009 .009 
25A 1.043 1.096 1.189 1.250 1.250 1.214 
.004 .006 .006 .007 .008 .009 
17B 1.101 1.144 1.222 1.264 1.263 1.241 
.004 .005 .006 .006 .007 .007 
2 IB 1.063 1.109 1.192 1.247 1.251 1.230 
.004 . 005 .006 .006 .006 .007 
HMD 12 1.107 1.150 1.226 1.257 1.245 1.220 
.005 .007 .008 .008 .009 .009 
17B0S 1.102 1.146 1.224 1.266 1.266 1.246 
.004 .006 .006 .007 .007 .008 
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Table 4.4.5 (Continued) 
0 1 2 3 4 5 
BIWT60S 1.177 1.223 1.292 1.310 1.283 1.242 
.007 .009 .010 .011 .012 .012 
BIWT90S 1.054 1.100 1.196 1.264 1.274 1.238 
.004 .005 .006 .006 .007 .009 
3T1 1.111 1.177 1.263 1.299 1.268 1.216 
.009 .012 .013 .013 .014 .013 
JAE 1.112 1.141 1.235 1.276 1.287 1.288 
.005 .007 .008 .009 .008 .008 
H/L 1.065 1.109 1.201 1.264 1.292 1.299 
.003 .004 .005 .006 .006 .007 
REJCTl 1.009 1.061 1.206 1.411 1.480 1.388 
.002 .004 .004 .006 .013 .017 
REJCT5 1.026 1.076 1.215 1.343 1.309 1.178 
.003 .006 .007 .009 .011 .014 
Table 4.4.6. /n x Mean square error of various estimators for 
n=10 when one observations is from N(6+X,l) 
and the others from N(6,l) 
0 1 2 3 4 5 
X 1.000 1.100 1.400 1.900 2.600 3.500 
.000 .000 .000 .000 .000 .000 
5% 1.011 1.106 1.340 1.631 1.955 2.328 
.000 .000 .000 .000 .000 .002 
10% 1.054 1.148 1.328 1.447 1.486 1.496 
.000 .000 .000 .000 .000 .003 
15% 1.078 1.172 1.339 1.436 1.463 1.469 
.000 .000 .000 .000 .000 .002 
20% 1.133 1.230 1.385 1.458 1.473 1.474 
.000 .000 .000 .000 .000 ,001 
25% 1.164 1.262 1.413 1.480 1.492 1.493 
.000 .000 .000 .000 .000 .000 
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Table 4.4.6 (Continued) 
0 1 2 3 4 5 
50% 1.383 1.496 1.652 1.707 1.715 1.715 
.000 .000 .000 .000 .000 .000 
HIS 1.036 1.132 1.324 1,480 1.549 1.563 
.002 .003 .004 .005 .005 .006 
BIWT6 1.189 1.303 1.446 1.498 1.459 1.360 
.013 .017 .017 .017 .018 .018 
21A 1.107 1.219 1.377 1.482 1.480 1.413 
.008 .013 .012 .012 .014 .016 
25A 1.070 1.177 1.360 1.502 1.545 1.489 
.007 .011 .011 .011 .014 .017 
17B 1.119 1.224 1.375 1.460 1.470 1.436 
.006 .008 .009 .009 .010 .011 
21B 1.080 1.182 1.351 1.472 1.504 1.471 
.006 .008 .008 .009 .010 .012 
HMD 12 1.125 1.234 1.381 1.456 1.445 1.392 
.007 .010 .011 .011 .012 .013 
17B0S 1.120 1.225 1. 373 1.459 1.467 1.433 
.006 .009 .009 .010 .011 .012 
5ÎWT60-S 1.204 1.312 1.452 1 = 505 1 = 471 1:388 
.010 .014 .014 .015 .016 .016 
BIWT90S 1.078 1.187 1.365 1.513 1.570 1.529 
.007 .010 .010 .011 .014 .017 
3T1 1.143 1.243 1.432 1.522 1.488 1.410 
.008 .013 .017 .015 .017 .018 
JAE 1.077 1.185 1.355 1.463 1.500 1.493 
.004 .007 .010 .012 .012 .011 
H/L 1,073 1.179 1. 349 1.502 1.575 1.600 
.004 .006 .009 .012 .013 .014 
REJCTl 1.009 1.104 1.400 1.834 2.158 2.318 
.004 = 003 .002 .010 .024 .038 
REJCT5 1.029 1.147 1.418 1.680 1.799 1.676 
.006 .009 .011 .014 .024 .033 
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Figure 4.4.5. n x Mean square error of various estimators 
for n=20 when one observation is from 
N(6+X,l) and the others from N(6,l) 
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Table 4.4.7. n x Mean square error of various estimators for 
n=20 when two observations are from N(0+X,1) 
and the others from N(8,l) 
0 1 2 3 4 5 
X 1.000 1.200 1.800 2.800 4.200 6.000 
.000 .000 .000 .000 .000 .000 
5% 1.023 1.213 1.633 2.139 2.731 3.440 
.000 .007 .014 .020 .025 .030 
10% 1.055 1.241 1.580 1.815 1.906 1.928 
.000 .011 .019 .027 .031 .033 
15% 1.093 1.279 1.574 1.736 1.777- 1.781 
.000 .014 .023 .030 .033 .033 
20% 1.137 1.321 1.595 1.724 1.750 1.751 
.000 .017 .027 .033 .035 .035 
25% 1.186 1.357 1.620 1.734 1.753 1.753 
.000 .019 .029 .035 .037 .037 
50% 1.469 1.604 1.836 1.902 1.912 1.912 
.000 .037 .047 .050 .051 .051 
HI 5 1.036 1.229 1.602 1.889 2.004 2.029 
.001 .009 .017 .026 .032 .034 
BIWT6 1.154 1.325 1.605 1.662 1.521 1.356 
.009 .020 .028 .033 .031 .024 
21A 1.081 1.258 1.589 1.752 1.688 1.513 
.005 .013 .022 .030 .034 .030 
25A 1.043 1.231 1.615 1.874 1.885 1.706 
.004 .009 .018 .029 .037 .038 
17B 1.101 1.278 1.579 1.738 1.726 1.627 
.004 .014 .023 ,031 .034 .033 
2 IB 1.063 1.243 1.587 1.805 1.833 1.731 
.004 .011 .020 .029 .034 ,035 
HMD12 1.107 1.282 1.579 1.692 1.635 1.522 
.005 .015 .025 .031 .033 .029 
17B0S 1.102 1.279 1.579 1.741 1,728 1,626 
.004 .014 .023 .031 .034 .032 
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Table 4.4.7 (Continued) 
0 1 2 3 4 5 
BIWT60S 1.177 
.007 
1.341 
.020 
1 .612 
.029 
1.667 
.033 
1 .548 
.032 
1 .397 
.026 
BIWT90S 1.054 
.004 
1.235 
.010 
1 .610 
.018 
1.891 
.028 
1 .928 
.038 
1 .764 
.040 
3T1 1.111 
.009 
1.335 
.021 
1 .649 
.028 
1.754 
.037 
1 .597 
.037 
1 .418 
.028 
JAE 1.112 
.005 
1.292 
.015 
1 .627 
.024 
1.798 
.034 
1 .802 
.037 
1 .789 
.036 
H/L 1.065 
.003 
1.257 
.011 
1 .612 
.020 
1.874 
.029 
1 .992 
.035 
2 .022 
.038 
REJCTl 1.009 
.002 
1.214 
.006 
1 .789 
.009 
2.698 
.018 
3 .865 
.041 
5 .221 
.074 
REJCT5 1.026 
.003 
1.216 
.008 
1 .754 
.015 
2.445 
.033 
3 .002 
.061 
3 .454 
.089 
the size of standard error is respectively of the 
mse's in the two cases. The comparison is harder than the 
case n=20 with one outlier. The following orderings are 
readily established for n=10 with one outlier. 
50% < 25% < 20% < 15% 
H/L < 10% 
3T1 < HMD12 
BIWT90S < 25A 
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Also JAE and REJCTl are almost dominated by 10% and REJCT5 
respectively. The surviving estimators, except the exploding 
ones, are compared in two graphs: Figures 4.4.6 and 4.4.7. 
The relative efficiency of estimators with respect to 10% is 
shown in Table 4.4.10 with corresponding graphs in Figures 
4.4.14 and 4.4.15. For n=20 with two outliers, the fol­
lowing orderings are available; 
50% < 25% < 20% 
JAE < 21A 
H/L < 21B, 10% 
Also 20% is almost dominated by 21A. The remaining esti­
mators are compared in Figures 4.4.8 and 4.4.9 except for 
those that explode. The relative efficiency of estimators 
with respect to 10% is given in Table 4.4.11 with corresponding 
graphs in Figures 4.4.16 and 4.4.17. BIWT6 is seen to gain 
its strength. 21A and HMD12 do all right= Figure 4.4-10 
shows the performance of 10%, BIWT6, and 21A in the com­
parable situations for n=10 and n=20. It is clear that 
moving from n=10 with one outlier to n=20 with two outliers, 
the redescending estimators gain their strength compared with 
10%. 
Table 4.4.8 exhibits the n x mse of estimators for n=10 
with two outliers. The size of standard error is about 
of the mse. Few orderings are obtained; 50% < 25%, 
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Figure 4.4.6. n x Mean square error of various estimators for 
n=10 when one observation is from N(6+X,l) 'and 
the others from N(0,1) 
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Figure 4.4.7. n x Mean square error of various estimators for 
n=10 when one observation is from N(9+X,l) and 
the others from N(0,1) 
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Figure 4.4.8. n x Mean square error of various estimators 
for n=20 when two observations are from N{6+X,l) 
and the others from N(0,1) 
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Figure 4.4,9. n X Mean square error of various estimators for 
n=20 when two observations are from N(0+X,1) 
and the others from N(6,l) 
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Figure 4.4.10. n x Mean square error of 10%, BIWT6 and 21A 
for n=10 with one outlier and n=20 with two 
outliers 
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Table 4.4.8. n x Mean square error of various estimators for 
n=10 when two observations are from N(0+X,1) 
and the others from N(6,l) 
0 1 2 3 4 5 
X 1.000 1.400 2.600 4.600 7.400 11.000 
.000 .000 .000 .000 .000 .000 
5% 1.011 1.400 2.436 4.009 6.117 8.776 
.000 .006 .013 .021 .028 .034 
10% 1.054 1.432 2 . 2 9 0  3.401 4.773 6.448 
.000 .014 .029 .043 .054 .065 
15% 1.078 1.452 2.215 2.983 3.715 4.507 
.000 .018 .035 .050 .061 .070 
20% 1.133 1.505 2.166 2.583 2.711 2.748 
.000 .025 .045 .062 .068 .071 
25% 1.164 1.539 2.164 2.522 2.621 2.644 
.000 .028 .049 .065 .070 .072 
50% 1.383 1.803 2.379 2.613 2.649 2.649 
.000 .049 .076 .091 .095 .095 
HIS 1.036 1.428 2.360 3.548 4.663 5.367 
.002 .012 .024 .045 .078 .113 
BIWT6 1.189 1.567 2.285 2.744 2.697 2.289 
.013 .036 .062 .071 .085 .087 
21A 1.107 1.486 2.301 3.030 3.305 3.095 
.008 .024 .046 .062 .089 .10 6 
25A 1.070 1.454 2.362 3.358 3.951 3.988 
.007 .018 .039 .058 .095 .127 
17B 1.119 1.482 2.234 2.791 2.998 2.909 
.006 .024 . 047 .061 .077 .084 
21B 1.080 1.456 2.295 3.101 3.529 3.552 
. 006 . 019 .040 .058 .085 .102 
HMD12 1.125 1.497 2.256 2.824 2.941 2.719 
.007 .025 .050 .065 .084 .088 
17B0S 1.120 1.478 2.243 2.798 3.002 2,913 
.006 .024 .047 .061 .078 .085 
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Table 4.4.8 (Continued) 
0 1 2 3 4 5 
BIWT60S 1.204 1.589 2.261 2.652 2.610 2.278 
.010 .036 .061 .071 .082 .085 
BIWT90S 1.078 1.463 2.323 3.199 3.769 3.851 
.007 .019 .039 .055 .087 .117 
3T1 1.143 1.567 2.320 2.929 3.175 2.905 
.008 .038 .052 .066 .097 .119 
JAE 1.077 1.479 2.298 3.006 3.183 3.068 
.004 .021 .036 .067 .095 .103 
H/L 1.073 1.461 2.301 3.106 3.661 3.888 
.004 ,019 .033 .057 .083 .100 
REJCTl 1.009 1.402 2.591 4.574 7.367 10.968 
.004 .004 .005 .013 .019 .023 
REJCT5 1.029 1.452 2.550 4.413 7.073 10.571 
.006 .016 .015 .034 .058 .082 
Table 4.4.9. Relative efficiency of estimator with respect 
to 5% in Table 4.4.5 
0 1 2 3 4 5 
X 102.3 101.9 97.4 85.7 70.6 56.8 
5% 100.0 100.0 100.0 100.0 100.0 100.0 
10% 96.9 97.1 98.6 100.8 102.1 102.6 
15% 93.6 93.9 96.1 99.2 100.9 101.5 
20% 90.0 90.4 93.0 96.6 98.4 99.0 
25% 86.3 86.7 89.6 93.4 95.2 95.8 
50% 69.6 70.0 72.9 76.4 78.0 78.5 
H15 98.7 98.6 99.6 100.9 101.6 102.0 
BIWT6 88.6 89.5 91.8 95.9 100.4 104.9 
21A 94.7 95.1 96.6 99.3 102.5 106.3 
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Table 4.4.9 (Continued) 
0 1 2 3 4 5 
25A 98.1 97.6 98.3 99.5 101.6 105.3 
17B 92.9 93.5 95.6 98.3 100.6 103.0 
2 IB 96.2 96.5 98.0 99.7 101.6 104.0 
HMD12 92.4 93.1 95.3 98.8 102.1 104.8 
17B0S 92.8 93.4 95.5 98.1 100.4 102.6 
BIWT60S 86.9 87.5 90.5 94.9 99.0 102.9 
BIWT90S * 97.0 97.2 97.7 98.3 99.8 103.3 
3T1 92.1 90.9 92.5 95.7 100.2 105.1 
JAE ' 92.0 93.8 94.6 97.4 98.7 99.3 
H/L 96.0 96.5 97.3 98.3 98.3 98.4 
REJCTl 101.4 100.9 96.9 88.1 85.9 92.1 
REJCT5 99.7 99.4 96.2 92.6 97.1 108.6 
Table 4.4.10. Relative efficiency of estimators with respect 
to 10% in Table 4.4=6 
0 1 2 3 4 5 
X 105.3 104.3 94.9 76.2 57.2 42.7 
5% 104.2 103.8 99.1 88.8 76.0 64.2 
10% 100.0 100.0 100.0 100.0 100.0 100.0 
15% 97.7 97.9 99.2 100.8 101.6 101.8 
20% 93.0 93.3 95.9 99.3 100.9 101.4 
25% 90.5 90.9 94.0 97.8 99.6 100.2 
50% 76.2 76.7 80.4 84.8 86.7 87.2 
H15 101.7 101.3 100.3 97.8 96.0 95.7 
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Table 4.4.10 (Continued) 
0 1 2 3 4 5 
BIWT6 88.6 88.0 91.8 96.6 101.8 110.0 
21A 95.1 94.1 96.4 97.7 100.4 105.9 
25A 98.4 97.5 97.7 96.3 96.2 100.4 
17B 94.2 93.7 96.6 99.2 101.1 104.2 
2 IB 97.5 97.1 98.3 98.3 98.8 101.7 
HMD12 93.6 93.0 96.2 99.4 102.9 107.5 
17B0S 94.1 93.7 96.8 99.2 101.3 104.4 
BIWT60S 87.5 87.5 91.5 96.1 101.1 107.8 
BIWT90S 97.7 96.7 97.3 95.7 94.7 97.8 
3T1 92.2 92.3 92.8 95.1 99.9 106.1 
JAE 97.8 96.8 98.1 98.9 99.1 100.2 
H/L 98.2 97.3 98.5 96.4 94.4 93.5 
REJCTl 104.4 104.0 94.9 78.9 68.9 64.5 
REJCT5 102.4 100.0 93.7 86.2 82.6 89.2 
Table 4.4.11. Relative efficiency of estimators with 
respect to 10% in Table 4.4.7 
0 1 2 3 4 5 
X 105.5 103.4 87.8 64.8 45.4 32.1 
5% 103.1 102.3 96.8 84.9 69.8 56.0 
10% 100.0 100.0 100.0 100.0 100.0 100.0 
15% 96.5 97.0 100.4 104.6 107.2 108.2 
20% 92.8 94.0 99.1 105.3 108.9 110.1 
25% 89.0 91.5 97.5 104.7 108.7 110.0 
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Table 4.4.11 (Continued) 
0 1 2 3 4 5 
50% 71.8 77.4 86.1 95.5 99.6 100.8 
HIS 101.9 101.0 98.6 96.1 95.1 95.0 
BIWT6 91. 4 93.7 98.5 109.2 125.3 142.2 
21A 97.6 98.7 99.4 103.6 112.9 127.4 
25A 101.2 100.8 97.8 96.9 101.1 113.0 
17B 95.8 97.1 100.1 104.5 110.4 118.5 
2 IB 99. 3 99.9 99.6 100.6 104.0 111.4 
HMD12 95.3 96.8 100.1 107.3 116.6 126.7 
17B0S 95.7 97.0 100.1 104.3 110.3 118.6 
BIWT60S 89.7 92.5 98.0 108.9 123.1 138.0 
BIWT90S 100.1 100.5 98.1 96.0 98.8 109.3 
3T1 95.0 93.0 95.9 103.5 119.3 136.0 
JAE 94.9 96.1 97.1 100.9 105.8 107.8 
H/L 99.0 98.8 98.0 96.9 95.7 95.3 
REJCTl 104.6 102.3 88 . 3 67.3 49. 3 36.9 
REJCT5 102.9 102.1 90.1 74.2 63.5 55.8 
3T1 < HMD12, and BIWT90S is almost dominated by 21B. The 
remaining estimators are compared in Figures 4.4.11 and 
4.4.12 except for those that explode. The relative 
efficiency of estimators to 20% is given in Table 4.4.12 with 
corresponding graphs shown in Figures 4.4.18 and 4.4.19. 
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Figure 4.4.11. n x Mean square error of various estimators 
for n=10 when two observations are from 
N(0+X,1) and the others from N(0,1) 
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Figure 4.4.12. n X Mean square error of various estimators 
for n=10 when two observations are from 
N(0+A,1) and the others from N(9,l) 
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Table 4.4.12. Relative efficiency of estimators with respect 
to 20% in Table 4.4.8 
0 1 2 3 4 5 
X 113.3 107.5 83.3 56.2 36.6 25.0 
5% 112.1 107.5 68.9 64.4 44.3 31.3 
10% 107.6 105.1 94.6 76.0 56.8 42.6 
15% 105.1 103.7 97.5 86.6 73.0 61.0 
20% 100.0 100.0 100.0 100.0 100.0 100.0 
25% 97.3 97.8 100.1 102.4 103.4 104.0 
50% 81.9 83.5 91.1 98.9 102.3 103.7 
H15 109.4 105.4 91.8 72.8 58.1 51.2 
BIWT6 95.3 96.1 94.8 94.1 100.5 120.0 
21A 102.3 101.3 94.1 85.3 82.0 88.8 
25A 105.9 105.5 91.7 76.9 68.6 68.9 
17B 101.3 101.6 97.0 92.5 90.4 94.5 
21B 104.9 103.4 94.4 83.3 76.8 77.4 
HMDlZ 100. 7 100.5 96.0 91.5 92.2 101.1 
17B0S 101.2 101.9 96.6 92.3 90.3 94.3 
BIWT60S 94.1 94.7 95,8 97,4 103.8 120.6 
BIWT90S 105.1 102.9 93.2 80.7 71.9 71.4 
3T1 99.1 96.1 93.4 88.2 85.4 94.6 
JAE 105.2 101.8 94.3 85.9 85.2 89.6 
H/1 105.6 103.1 94.1 83.2 74.1 70.7 
REJCTl 112.3 107.4 83.6 56.5 36.8 25.1 
REJCT5 110.1 103.7 84.9 58.5 38.3 26.0 
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25% appears to be the best in this situation. BIWT6 is the 
only M-estimator that performs very well. 
4.4.2. Outliers different in scale 
Table 4.4.13 gives value of n x mse for the case of 
light contamination, n=20 with one outlier. The standard 
error is roughly of the mse. The following orderings 
can be readily established (and more can be added): 
50% < 25% < 20% < 15% < 10% < 25A 
BIWT6 < 17B < 21B < 25A 
JAE < 17B < 21A < 25A 
3T1< HMD12 < 2IB < 25A 
H/L < BIWT90S < 25A 
Six survivors are left: X, 5%, H15, 25A, REJCTl and REJCT5. 
REJCTl is largely outperformed by REJCT5. Figure 4.4.20 
compares 5%, H15, 25A, and REJCT5 with 10% and 21A inserted 
for reference. 
n X mse of estimators in the medium contamination case, 
n=10 with one outlier and n=20 with two outliers are shown in 
Tables 4.4.14 and 4.4.15. Corresponding relative efficiency 
to 10% are given in Tables 4.4.18 and 4.4.19. Roughly, the 
size of standard errors is respectively of the 
mse's in the two cases. The following orderings are obtained 
for n=10 with one outlier 
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Table 4.4.13. n x Mean square error of various estimators for 
n=20 when one observation is from N(0,t2) and 
the others from N(6,l) 
0.5 1 2 3 4 10 
X 0.963 1.000 1.150 1.400 1.750 5.950 
.000 .000 .000 .000 .000 .000 
5% 0.978 1.023 1.109 1.156 1.184 1.238 
.000 .000 .000 .000 .000 .002 
10% 1.001 1.055 1.130 1.165 1.185 1.219 
.000 .000 .000 .000 .000 .002 
15% 1.030 1.093 1.162 1.194 1.210 1.237 
.000 .000 .000 .000 .000 .002 
20% 1.063 1.137 1.205 1.233 1.247 1.272 
.000 .000 .000 .000 .002 .002 
25% 1.102 1.186 1.258 1.280 1.293 1.316 
.000 .000 .000 .000 .000 .002 
50% 1.342 1.469 1.543 1.573 1.587 1.609 
.000 .000 .000 .000 .000 .003 
H15 0.989 1.036 1.118 1.160 1.184 1.228 
.002 .001 .002 .002 .002 .002 
BIWT6 1.095 1.154 1.212 1.224 1.222 1.202 
.010 .009 .009 .009 .010 .010 
21A 1.031 1.081 1.151 1.173 1.176 1.153 
.006 .005 .006 .006 .006 .007 
25A 1.001 1.043 1.129 1.163 1.170 1.138 
.005 .004 .005 .005 .005 .006 
17B 1.050 1.101 1.167 1.190 1.197 1.180 
.005 .004 .004 .005 .005 .006 
21B 1.011 1.063 1.135 1.167 1.176 1.155 
. 005 .004 .004 .004 .005 .005 
HMD12 1.060 1.107 1.170 1.189 1.193 1.176 
.006 .005 .006 .006 .006 .007 
17B0S 1.054 1.102 1.167 1.190 1.198 1.182 
.005 .004 .004 .005 .005 .006 
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Table 4.4.13 (Continued) 
in o
 1 2 3 4 10 
BIWT60S 1.111 1.177 1.237 1.244 1.243 1.223 
.008 .007 .008 .008 .008 .009 
BIWT90S 1.006 1.054 1.137 1.172 1.181 1.150 
.005 .004 .004 .005 .005 .006 
3T1 1.065 1.111 1.198 1.218 1.223 1.214 
.010 .009 .010 .011 .011 .012 
JAE 1.059 1.112 1.186 1.209 1.230 1.264 
.007 .005 .006 .007 .007 .006 
H/L 1.011 1.065 1.141 1.184 1.210 1.261 
.005 .003 .004 .004 .005 .005 
REJCTl 0.972 1.009 1.136 1.211 1.240 1.153 
.004 .002 .005 .008 .011 .010 
REJCT5 0.982 1.026 1.136 1.179 1.171 1.125 
.005 .003 .007 .007 .008 .009 
Table 4. 4.14. n X Mean square error of various estimators 
for n=10 when one observation is from N(6,t 
and the others from N(6,1) 
in o
 1 2 3 4 10 
A 0.925 1.000 1. 300 1 * o00 2. 500 10.900 
.000 .000 .000 .000 .000 .000 
5% 0.923 1.011 1.231 1.489 1.772 4.682 
.000 .000 .000 .000 .000 .027 
10% 0.949 1.054 1.213 1.295 1.342 1.427 
.000 .000 .000 .000 .000 .003 
15% 0.960 1.078 1.229 1.301 1.340 1.410 
.000 .000 . 000 .000 . 000 .003 
20% 0.995 1.133 1.277 1.339 1.372 1.425 
.000 .000 .000 .000 .000 .003 
25% 1.013 1.164 1. 307 1.366 1. 397 1. 447 
.000 .000 . 000 .000 .000 .003 
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Table 4.4.14 (Continued) 
0.5 1 2 3 4 10 
50% 
HIS 
BIWT6 
21A 
25A 
17B 
21B 
HMD 12 
17B0S 
BIWT60S 
BIWT90S 
3T1 
JAE 
H/L 
REJCTl 
REJCT5 
1.173 
. 0 0 0  
0.944 
.003 
1.054 
.011 
0.996 
.009 
0.967 
. 0 0 8  
0.997 
.009 
0.971 
.007 
1.011 
. 0 0 8  
1.001 
.007 
1.055 
.010 
0.967 
.007 
1.012 
. 0 0 8  
0.979 
.005 
0.974 
. 0 0 6  
0.928 
.004 
0.950 
.007 
1.383 
. 0 0 0  
1.036 
. 0 0 2  
1.189 
.013 
1.107 
. 0 0 8  
1.070 
.007 
1.119 
. 0 0 6  
1.080 
. 0 0 6  
1.125 
.007 
1.120 
. 0 0 6  
1.204 
.010 
1.078 
.007 
1.143 
. 0 0 8  
1.077 
.004 
1.073 
.004 
1.009 
.004 
1.029 
. 0 0 6  
1.537 
. 0 0 0  
1.213 
.003 
1.326 
.015 
1.266 
.010 
1.249 
. 0 1 0  
1.270 
.007 
1.247 
. 0 0 8  
1.276 
. 0 0 8  
1.273 
.007 
1.342 
.010 
1.256 
. 0 0 8  
1.296 
.011 
1.244 
. 0 0 6  
1. 255 
.007 
1.275 
.  006 
1.264 
.007 
1.595 
. 0 0 0  
1.313 
.004 
1.373 
.015 
1.333 
.011 
1. 342 
.011 
1.332 
.  008  
1.326 
.  008 
1.331 
.010 
1.332 
. 0 0 8  
1.388 
. 013 
1.356 
.010 
1.355 
.013 
1.321 
.007 
1.359 
.008 
1.524 
. 0 2 0  
1.394 
.015 
1.625 
. 0 0 0  
1.367 
.004 
1.372 
.016 
1.350 
.012 
1.368 
.012 
1.351 
.009 
1.356 
.009 
1.345 
.010 
1.351 
.009 
1.387 
.014 
1.388 
.011 
1.381 
.013 
1.362 
.007 
1.424 
.009 
1.646 
. 0 2 8  
1.417 
.018 
1.674 
.005 
1.485 
.004 
1.307 
.015 
1.285 
.012 
1.300 
.013 
1.301 
.010 
1.305 
.010 
1.293 
.011 
1.302 
. 0 1 0  
1.327 
. 013 
1.308 
.012 
1.363 
.014 
1.433 
.007 
1.540 
.010 
1.458 
.030 
1.302 
.019 
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Table 4.4.15. n x Mean square error of various estimators 
for n=20 when two observations are from 
N(6/T^) and the others than N(9,l) 
in o
 1 2 3 4 10 
X 0.925 
.000 
1.000 
.000 
1. 300 
.000 
1.800 
.000 
2.500 
.000 
10.900 
.000 
5% 0.937 
.009 
1.023 
. 000 
1.209 
.007 
1.357 
.016 
1.502 
.027 
2.733 
.140 
10% 0.954 
.010 
1.055 
.000 
1.212 
.007 
1.299 
.011 
1.349 
.013 
1.442 
.016 
15% 0.971 
.011 
1.093 
.000 
1.237 
.009 
1. 308 
.012 
1.345 
.013 
1.409 
.016 
20% 0.988 
.013 
1.137 
.000 
1.272 
.011 
1.334 
.014 
1.364 
.015 
1.419 
.017 
25% 1.008 
.015 
1.186 
.000 
1.315 
.014 
1.371 
.016 
1.398 
.017 
1.452 
.019 
50% 1.190 
.026 
1.469 
.000 
1.558 
.028 
1.612 
.031 
1.638 
.032 
1.690 
.034 
HIS 0.949 
.010 
1.036 
.001 
1.206 
.007 
1.306 
.011 
1.365 
.013 
1.474 
.018 
BIWT6 1.027 
.017 
1.154 
.009 
1.281 
.015 
1.313 
.015 
1.315 
.015 
1.274 
.012 
21A 0.985 
.013 
1.081 
.005 
1.229 
.010 
1. 288 
.012 
1.299 
.012 
1.254 
.009 
25A 0.963 
.011 
1.043 
,004 
1.219 
.008 
1. 299 
.011 
1.321 
.013 
1.264 
.010 
17B 0.987 
.013 
1.101 
.004 
1.239 
.010 
1.299 
.012 
1.314 
.013 
1.284 
.011 
2 IB 0.968 
,011 
1.063 
.004 
1. 217 
.008 
1. 293 
= 011 
1.317 
.012 
1.280 
.010 
HMD12 0.999 
.013 
1.107 
.005 
1.241 
.011 
1. 294 
.012 
1.306 
.013 
1.271 
.010 
17B0S 0.991 
.013 
1.102 
.004 
1.239 
.010 
1.299 
.012 
1.314 
.013 
1.285 
.011 
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Table 4.4.15 (Continued) 
0.5 1 2 3 4 10 
BIWT60S 1.026 1.177 1.299 1.330 1.330 1.294 
.017 .007 .015 .015 .015 .013 
BIWT90S 0.954 1.054 1.225 1.308 1.330 1.279 
.011 .004 .008 .012 .013 .011 
3T1 1.023 1.111 1.287 1.334 1.344 1.331 
.016 .009 .014 .015 .016 .016 
JAE 0.997 1.112 1.269 1.338 1.368 1.424 
.013 .005 .013 .015 .016 .018 
H/L 0.961 1.065 1.228 1.324 1.377 1.488 
.011 .003 .008 .012 .015 .002 
REJCTl 0.943 1.009 1.271 1.515 1.725 3.486 
.010 .002 .011 .030 .050 .211 
REJCT5 0.947 1.026 1.269 1.412 1.528 2.986 
.010 .003 .012 .021 .027 .114 
Table 4.4.16. n x Mean square error of various estimators for 
n=10 when two observations are from N(0,t2) 
and the others from N(6,l) 
0.5 1 2 3 4 10 
X 0.850 1.000 1.600 2.600 4 .000 20.800 
.000 .000 .000 .000 .000 .000 
5% 0.822 1.011 1.475 2.054 2 .864 11.483 
.011 . 000 .016 .050 .096 .633 
10% 0.826 1.054 1.422 1.753 2 .103 5.322 
.011 .000 .014 .034 .061 .340 
15% 0.821 1.078 1.419 1.664 1 .880 3.354 
.011 .000 .013 .025 .037 .149 
20% 0.835 1.133 1.448 1.610 1 .708 1.898 
.012 .000 .015 .020 .024 .031 
25% 0.838 1.164 1.476 1.628 1 .713 1.873 
.013 .000 .016 .021 .024 .030 
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Table 4.4.16 (Continued) 
0.5 1 2 3 4 10 
50% 
H15 
BIWT6 
21A 
2 SA 
17B 
21B 
HMD 12 
17B0S 
BIWT60S 
BIWT90S 
3T1 
JAE 
H/L 
REJCTl 
REJCT5 
0.951 
.  020  
0. 834 
. 011 
0. 894 
.016 
0.859 
.013 
0. 849 
.012 
0.847 
.013 
0.842 
.012 
0.861 
.014 
0.850 
.013 
0.881 
.016 
0.832 
.012 
0.879 
.014 
0.853 
.012 
0.846 
.013 
0.847 
.012 
0.859 
.013 
1.383 
. 0 0 0  
1.036 
. 0 0 2  
1.189 
. 013 
1.107 
. 0 0 8  
1.070 
.007 
1.119 
. 0 0 6  
1.080 
. 0 0 6  
1.125 
.007 
1.120 
. 0 0 6  
1.204 
.010 
1.078 
.007 
1.143 
. 0 0 8  
1.077 
.004 
1.073 
.004 
1.009 
.004 
1.029 
.006 
1.720 
.030 
1.430 
.015 
1.509 
. 0 2 2  
1.465 
.019 
1.466 
.019 
1.450 
.017 
1.448 
.017 
1.462 
.018  
1.451 
.017 
1.522 
. 0 2 2  
1. 465 
.018 
1.490 
. 019 
1.449 
.016 
1.472 
.017 
1.559 
.021 
1.531 
. 0 2 0  
1.861 
.035 
1.771 
.034 
1.646 
.027 
1.668 
.027 
1.747 
.032 
1.624 
.023 
1.676 
. 0 2 6  
1.617 
.023 
1.625 
.023 
1.652 
.026 
1.747 
.030 
1.679 
.027 
1.678 
.029 
1.741 
.029 
2.285 
.067 
2.049 
.060 
1.928 
.037 
2.025 
.048 
1.673 
. 0 2 8  
1.746 
.032 
1.875 
.040 
1.712 
.027 
1.799 
.033 
1.683 
.027 
1.712 
.027 
1.671 
. 0 2 6  
1.881 
.039 
1.784 
.033 
1.766 
.032 
1.900 
.036 
3.009 
.129 
2.708 
.117 
2.067 
.043 
2.734 
. 0 8 2  
1.540 
. 0 2 2  
1.645 
.029 
1.792 
.040 
1.659 
. 0 2 6  
1.770 
.035 
1.620 
.025 
1.660 
. 0 2 6  
1.548 
. 0 2 2  
1.775 
.038 
1.732 
.035 
1.934 
.037 
2.278 
.053 
11.105 
.896 
10.140 
.818 
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Table 4.4.17. Relative efficiency of estimators with respect 
to 5% in Table 4.4.13 
0.5 1 2 3 4 10 
X 101.6 102.3 96.4 82.6 67.7 20.8 
5% 100.0 100.0 100.0 100.0 100.0 100.0 
10% 97.6 96.9 98.1 99.2 99.9 101.5 
15% 94.9 93.6 95.4 96.9 97.9 100.0 
20% 92.0 90.0 92.0 93.8 94.9 97.3 
25% 88.8 86.3 88.2 90.3 91.6 94.0 
50% 72.9 69.6 71.8 73.5 74.6 76.9 
HIS 98.9 98.7 99.1 99.7 100.0 100.8 
BIWT6 89.3 88.6 91.5 94.4 96.9 103.0 
21A 94.9 94.7 96.3 98.6 100.7 107.3 
25A 97.7 98.1 98.2 99.4 101.2 108.7 
17B 93.1 92.9 95.0 97.2 98.9 104.9 
2 IB 96.7 96.2 97.7 99.1 100.6 107.2 
HMD12 92.2 92.4 94.7 97-3 99.3 105.3 
17B0S 92.8 92.8 95.0 97.1 98.9 104.8 
BIWT60S 86.0 86.9 89.6 92.9 95.3 101.2 
BIWT90S 97.2 97.0 97.5 98.7 100.2 107.7 
3T1 91.8 92.1 92.6 94.9 96.8 102.0 
JAE 92.3 92.0 93.5 95.6 96.3 98.0 
H/L 96.7 96.0 97.1 97.6 97,9 VO
 
CO
 
ro
 
REJCTl 100.6 101.4 97.6 95.5 95.5 107.3 
REJCT5 99.5 99,7 97.6 98.1 101.1 110.1 
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Figure 4.13. Relative efficiency with respect to 5% of esti­
mator in Figure 4.4.5 
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Figure 4.4.14. Relative efficiency with respect to 10% 
of estimators in Figure 4.4.6 
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Figure 4.4.15. Relative efficiency with respect to 10% of 
estimators in Figure 4.4.7 
147 
BIWT6 
3T1 
CJ 
15% 
lU 
10% 
HIS 
C3 
0.00 1.00 2.00 3.00 
Figure 4.4.16. Relative efficiency with respect to 10% of 
estimators in Figure 4.4.8 
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Figure 4.4.17. Relative efficiency with respect to 10% of   
estimators in Figure 4.4.9 
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Figure 4.4.18. Relative efficiency with respect to 20% of 
estimators in Figure 4.4.11 
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Figure 4.4.19. Relative efficiency with respect to 20% of 
estimators in Figure 4.4.12 
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Figure 4.4.20 n x Mean square error of various estimators. 
for n=20 when one observation is from N(0,T^) 
and the others from N(8,l) 
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50% < 25% < 20% < 21B 
BIWT6 < 21A 
H/L, JAE < 1 0% 
BIWT90S, 3T1 < 25A 
Also REJCTl and 17B are respectively almost dominated by 
REJCT5 and 21A. The remaining estimators except the 
exploding 5% and X, are compared in Figures 4.4.21 and 
4.4.22. Relative efficiency to 10% is exhibited in 
Table 4.4.18 with corresponding graphs in Figures 4.4.28 and 
4.4.29. 21A has a slight edge in this case of medium 
contamination. For n=20 with two outliers, the following 
orderings are obtained: 
50% < 25% < 20% < 21B, 25A 
BIWT6 < 21A 
JAE < 17B < 21A 
H/L < BIWT90S 
3T1 < HMD12 < 21A 
15% < 25A 
The remaining estimators are compared in Figure 4.4.23 except 
for those that explode. In terms of relative efficiency to 
10% they are compared in Figure 4.4.30. Figure 4.4.24 com­
pares 10%, BIWT6 and 21A for n=10 with one outlier and n=20 
with two outliers. The strength gained by redescending esti­
mators from changing n=10 to n=20 is more pronounced than 
what is shown in Figure 4.4.10. 
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2.00 
SCALE CHANGE 
Piqûre 4.4.21. n X Mean square error of various estimators 
for n=10 when one observation is from 
N(9,T2) and the others from N(6,l) 
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Figure 4.4.22. n x Mean square error of various estimators 
for n=10 when one observation is fromN (0 ,t2) 
and the others from N(8,l) 
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Table 4.4.18. Relative efficiency of estimators with respect 
to 10% in Table 4.4.14 
0. 5 1 2 3 4 10 
X 102. 6 105. 3 93. 3 72. 0 53. 7 13. 1 
5% 102. 9 104. 2 98. 5 87. 0 75. 7 30. 5 
10% 100. 0 100. 0 100. 0 100. 0 100. 0 100. 0 
15% 98. 9 97. 7 98. 7 99. 6 100. 1 101. 2 
20% 95. 4 93. 0 95. 0 96. 8 97. 8 100. 2 
25% 93. 7 90. 5 92. 8 94. 8 96. 1 98. 6 
50% 80. 9 76. 2 78. 9 81. 2 82. 6 85. 2 
H15 100. 5 101. 7 100. 0 98. 7 98. 1 96. 1 
BIWT6 90. ,0 88. 6 91. ,5 94. 4 97. 8 109. 2 
21A 95. ,3 95. 1 95. 8 97. ,2 99. .4 111. ,1 
25A 98. ,1 98. ,4 97. ,2 96. ,5 98. 1 109. 8 
17B 95. 1 94. ,2 95. ,5 97. ,2 99. 3 109. ,6 
21B 97. 7 97. , 5 97. 3 97. 7 99. 0 109. 3 
HMD12 93, .9 93. 6 95. ,1 97. 3 99, .7 110, .3 
17B0S 94, .8 94. 1 95, .3 97, .2 99, .3 109, .6 
BIWT90S 90, .0 87. 5 90. 4 93, .3 96, .7 107, .5 
BIWT90S 98 .2 97 .7 96 .6 95 .5 96 .7 109 .0 
3T1 93 .8 92 .2 93 .6 95 .6 97 .2 104 .7 
JAE 97 .0 97 .8 97 .5 98 .1 98 .5 99 .6 
K/L 97 .4 98 .2 36 . 6 95 ,3 94 .2 92 : 6 
REJCTl 102 .3 104 .4 95 .1 85 .0 81 .5 97 .9 
REJCT5 99 .9 102 . 4 96 . 0 92 . 9 94 . 7 109 . 6 
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BIWT90S 
e.uu y.00 
SCALE CHANGE 
Figure 4.4.23. n X Mean square error of various estimates 
for n=20 when two observation are from N(6,t2) 
and the others from N(8,l) 
157 
10% (n=20) 
IWT6 (n=10) 
BIWT6 (n=20) 
Figure 4.4.24. n x Mean square error of 10%, BIWT6 and 2lA 
for n=10 with one outlier and n=20 with two 
outliers 
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Table 4.4.16 shows n x mse of estimators for n=10 with 
two outliers. Corresponding relative efficiency to 20% is 
shown in Table 4.4.20. The standard error is roughly ^  
of the mse. Much less ordering is obtained; 50% < 25%, 
3T1 <21A. H/L is almost dominated by 21B. The remaining 
estimators are compared in Figures 4.4.25 and 4.4.26 except 
for those that explode. In terms of relative efficiency 
they are compared in Figures 4.4.31 and 4.4.32. BIWT6 
gains its strength. 21A is still a strong competitor. M-
estimators are seen to perform better than in the case of 
shift in location. 
4.5. Concluding Remarks 
Although crossing over and trading off strength take 
place, 21A seems to be a slight favorite overall in the case 
of change in scale. However, this recommendation is by no 
means sacred. In fact 21A is mildly dominated by 25A in 
the case of light contamination. Our main purpose is to 
present the basic results. One can always use some criterion 
such as a weighted average of mean square errors or a minimax 
approach to force a single choice. H15 is strong near 
normality and BIWTô is very impressive for the extreme case. 
21A is merely a compromise. It may be worthwhile to investi­
gate adaptive forms of M-estimators. 
For the case of shift in location, crossing over and 
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Table 4.4.19. Relative efficiency of estimators with respect 
to 10% in Table 4.4.15 
0.5 1 2 3  4 10 
X 103. 2 105. 5 93. 3 72. 2 53. 9 13. 2 
5% 101. 8 103. 1 100. 3 95. 8 89. 8 52. 8 
10% 100. 0 100. 0 100. 0 100. 0 100. 0 100. 0 
15% 98. 3 96. 5 98. 0 99. 4 100. 3 102. 3 
20% 96. 6 92. 8 95. 3 97. 4 98. 9 101. 6 
25% 94. 7 89. 0 92. 2 94. 8 96. 4 99. 3 
50% 80. 2 71. 8 77. 6 00
 
o
 
6 82. 3 85. 3 
H15 100. 5 101. 9 100. ,5 99. 5 98. 8 97. 8 
BIWT6 92. 9  91. 4 94. ,6 99. .0 102. .5 113. 2 
21A 96. 8 97. ,6 98. . 6  100. ,9 103. ,8 115. 0 
25A 99. 1 101. ,2 99. . 5  100. ,1 102. 1 114. 0 
17B 96. 6 95. 8 97, . 9  100, ,1 102, ,6 112, .3 
2 IB 98. 6 99. , 3 99. . 6  100, .5 102. ,4 112. 7 
HMD 12 95. 5 95. 3 97. 7 100, .4 103. 3 113. ,4 
17B0S 96. 3 95. 7 97 .9 100, .0 102, .6 112, .2 
BIWT60S 93, .0 89. 7 93 . 3 97. 7 101, .4 111. 5 
BIWT90S 100 .0 100 .1 99 .0 99 .3 101 .4 112 .8 
3T1 93, .2 95 .0 94 .2 97 .4 100 .3 108 .3 
JAE 95 .7 94 .9 95 .5 97 .1 98 .6 101 .2 
H/L 99 ,3 99 ,0 98 .8 98 .2 98 . 0 96 .9 
REJCTl 101 .2 104 . 6 95 . 4 85 .8 78 .2 41 .4 
REJCT5 100 .8 102 .9 95 . 6  92 :0 86 = 2 48 .3 
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Table 4.4.20. Relative efficiency of estimators with respect 
to 20% in Table 4.4.16 
o
 1 2 3 4 10 
X 98.2 113.3 90.5 61.9 42.7 9.1 
5% 101.5 112.1 98.1 78.4 59.6 16.5 
10% 101.1 107.6 101.9 91.9 81.2 35.7 
15% 101.7 105.1 102.1 96.8 90.8 56.6 
20% 100.0 100.0 100.0 100.0 100.0 100.0 
25% 99.7 97.3 98.1 98.9 99.7 101.0 
50% 87.8 81.9 84.2 86.6 88.6 91.8 
H15 100.0 109.4 101.3 90.9 84.3 69.4 
BIWT6 93.4 95.3 96.0 97.8 102.1 123.2 
21A 97.2 102.3 98.8 96.5 97.8 115.4 
25A 98.3 105.9 98.8 92.2 91.1 105.9 
17B 98.5 101.3 99.9 99.2 99.8 114.4 
21B 99.2 104.9 100.0 96.1 94.9 107.2 
MHD12 97.0 100.7 99.1 99.6 101.5 117.1 
17B0S 98.3 101.2 99.8 99.1 99.8 114.3 
BIWT60S 94.8 94.1 95.2 97.5 102.2 122.6 
BIWT90S 100.3 105.1 98.8 92.2 90.8 106.9 
3T1 95.0 99.1 97.2 95.9 95.7 109.6 
JAE 97.8 105.2 99.9 96.0 96.7 98.1 
H/L 98.6 105.6 98.4 92.5 89,9 S3.3 
REJCTl 98.5 112.3 92.9 70.5 56.8 17.1 
REJC'TS 97.2 110.1 94.6 78.6 63.1 18.7 
Figure 4.4.25. n x Mean square error of various estimators 
for n=10 when two observations are from 
N(0,T2) and the others from N(6,L) 
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Figure 4.4.26, n X Mean square error of various estimators 
for n=10 when two observations are from 
N(6,t2) and the others from N(8,l) 
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Figure 4.4.27. Relative efficiency with respect to 5% of 
estimators in Figure 4.4.20 
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Figure 4.4.28. Relative efficiency with respect to 10% of 
estimators in Figure 4.4.21 
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Figure 4.4.29. Relative efficiency with respect to 10% of 
estimators in Figure 4.4.22 
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Figure 4.4.30. Relative efficiency with respect to 10% of 
estimators in Figure 4.4.23 
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Figure 4.4.31. Relative efficiency with respect to 20% of 
estimators in Figure 4.4.25 
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Figure 4.4.32. Relative efficiency with respect to 20% of 
estimators in Figure 4.4.26 
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trading off strength are even more pronounced. As far as 
bias is concerned, BIWT6 and 3T1 are clear favorites with 
50% closely behind. For mean square error, no clear 
favorites seem to emerge. BIWT6 looks more impressive than 
it does in the case of change in scale. HIS does well near 
normality, 21A again is in between, 20% and 25% are also 
strong competitors overall in this case of shift in location. 
M-estimators seem to be less impressive compared to trimmed 
means in this case than in the case of change in scale. 
The redescending estimators improve in strength relative 
to the trimmed means when we move from the case n=10 with one 
outlier to n=20 with two outliers. This is particularly pro­
nounced in the case of change in scale. Only two biweight 
estimators were tried; c =6.0 and c = 9.0, two extreme 
constants recommended in Mosteller and Tukey (1977). Perhaps 
more intermediate C values should have been tried. As a 
class of estimators, the biweight has two advantages over 
Hampel'is estimators. First, it has a smoother <p function 
than that of Hampel's. Secondly, it has only one parameter 
compared to three (or two) of Hampel's. 
Linear function of order statistics have fixed weights 
which maka them less flexible over broad situations. How­
ever, their ease of computation (which is less pertinent 
nowdays) and more important, their ready comprehensi-
bility should be remembered. Whether or not the distribution 
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is symmetric, the a-triramed mean estimates the average of 
the middle 100 x a% of the population. However, if one is 
willing to give up the advantages just mentioned, then 
Table 4.4.8 and Table 4.4.12 suggest that Huber type 
estimators can do better than trimmed means. In Table 4.4.8, 
the performance of HIS is in between 5% and 10% near normality 
(HIS is asymptotically equivalent to a 6.7% trimmed mean for 
a Guassian distribution), but is in between 10% and 15% for 
the more extreme case. Table 4.4.12 suggests that HIS is in 
between 15% and 20% for the more extreme case in change 
of scale. 
Rejection procedures were investigated in a very limited 
fashion. However, results of the two more pertinent cases, 
n=10 with one outlier and n=20 with one outlier shed some 
light on their performance in estimation. Use of a signifi­
cance level a=0.01 is seen to be generally worse than use 
of a=0.05, a point mentioned in David (1978). The performance 
of rejection procedures is especially mediocre for n=10. 
It is of interest to see how much improvement can be 
achieved by the use of larger significance levels. Further 
investigation should also be undertaken using rejection 
rules designed for multiple outliers, e.g. Tietjen and Moore 
(1972), and Rosner (1975). 
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6. APPENDIX A: ESTIMATORS INCLUDED IN THE 
MONTE CARLO STUDY 
Estimators included in the Monte Carlo study are listed 
in the following for convenience. More descriptions of 
these estimators can be found in Section 4.2. The abbrevia­
tion used for the estimator is in the parentheses. 
1. Sample mean (X) 
2. 5% trimmed mean (5%) 
3. 10% trimmed mean (10%) 
4. 15% trimmed mean (15%) 
5. 20% trimmed mean (20%) 
6. 25% trimmed mean (25%) 
7. Sample median (50%) 
8. Ruber's estimator with k = 1.5 (H15) 
9. Tukey's biweight estimator with C = 6.0 (BIWT6) 
10. Hampel's 3-part descending estimator with 
a = 2.1, b = 4.0, c = 8.2 (21A) 
11. Hampel's 3-part descending estimator with 
a = 2.5, b = 4.5, c = 9.5 (25A) 
12. Hampel's 3-part descending estimator with 
a = 1.7, b = 4.7, c = 11.7 (17B) 
13. Hampel's 3-part descending estimator with 
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14. Hampel's 2-part descending estimator with 
a = 2.0, b = 2.0, c = 12.0 (HMD12) 
15. One-step version of 12 (17B0S) 
16. One-step version of 9 (BIWT60S) 
17. One-step version of Tukey's biweight estimator with 
c = 9.0 (BIWT90S) 
18. Tukey's multiply-skipped mean with max(3k, 2) 
observations deleted (3T1) 
19. Jaeckel's adaptive trimmed mean (JAE) 
20. Hodges and Lehmann's folded median (H/L) 
21. Studentized maximum deviation from the sample 
mean with the significance level a = 0.01 
(REJCTl) 
22. Studentized maximum deviation from the sample mean 
with the significance level a = 0.05 (REJCT5) 
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APPENDIX B: EXPECTED VALUES OF ORDER STATISTICS FROM 
MODELS lA AND IIA COMPARED IN TABLE 2.3.1 
N=10, £=0.1 
r E(X^:io|l) E(Xr:lo|lI) 
6 .1320 .13282 
7 .4057 .40855 
8 .7144 .72165 
9 1.1159 1.14231 
10 2.1036 2.06468 
N=20, £=0.05 
r E(Xr:2o|l) ECX^^^JlI) 
11 .0642 .06428 
12 .1937 .19391 
13 .3265 .32690 
14 .4653 .46594 
15 .6136 .61465 
16 .7769 .77845 
17 .9640 .96656 
18 1.1929 1.19827 
19 1.5119 1.53198 
20 2.3535 2.32108 
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APPENDIX C: VARIANCES AND COVARIANCES OF ORDER STATISTICS 
FROM MODELS IA AND IIA COMPARED IN TABLE 2.3.2 
N=10, £=0.1 
r £ C°v(Xr:10'Xs:10l:) Cov(Xr:io.Xs:io 
5 6 .1449 .14734 
6 6 .1742 .17737 
4 7 .1049 .10633 
5 7 .1231 .12533 
6 7 .1480 .15136 
7 7 .1846 .19020 
3 8 .0799 .07974 
4 8 .0910 .09218 
5 8 .1063 .10891 
6 8 .1274 .13195 
7 8 .1588 .16663 
8 8 .2124 .22872 
2 9 .0715 .06606 
3 9 .0737 .07269 
4 9 .0818 .08424 
5 9 .0940 .09983 
6 9 .1117 .12146 
7 9 .1387 .15442 
8 9 .1855 .21489 
9 9 .2932 .38570 
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C°v(Xr:io'Xs:lo|l) 
1 10 .3935 
2 10 .1352 
3 10 .1156 
4 10 .1145 
5 10 .1220 
6 10 .1373 
7 10 .1642 
8 10 .2150 
9 10 .3403 
10 10 1.7728 
N=20, £=0.05 
.0749 
.0824 
. 0 6 2 6  
10 11 
11 11 
9 12 
10 12 . 0685 
Cov(Xr; i o>Xs ; i o  
.08172 
.07361 
.08128 
.09447 
.11227 
.13722 
.17561 
.24696 
.45063 
1.74483 
.07518 
.08273 
.06271 
.06868 
12 12 
8 13 
9 13 
10 13 
11 13 
12 13 
13 13 
7 14 
8 14 
.0835 
.0526 
.0573 
.0628 
.0690 
.0766 
.0857 
.0445 
.0483 
.08384 
.05268 
.05748 
.06297 
.06936 
.07694 
.08618 
.04446 
.04840 
r 
9 
10 
11 
12 
13 
14 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
5 
6 
7 
8 
183 
s Cov{X^ :10'*s:10|l) Cov(Xr: i o,Xs: j  
14 .0526 .05283 
14 .0576 .05789 
14 .0634 .06379 
14 .0704 .07079 
14 .0788 .07934 
14 .0893 .09009 
15 .0380 .03764 
15 .0411 .04091 
15 .0446 .04455 
15 .0485 .04863 
15 .0531 .05331 
15 .0584 .05875 
15 .0648 .06523 
15 .0725 .07314 
15 .0821 .08311 
15 .0950 .09622 
16 .0327 .03190 
16 .0352 .03466 
16 .0380 .03768 
16 .0412 .04103 
16 . 0448 .04481 
16 .0489 .04913 
16 .0537 .05417 
16 .0596 .06016 
r 
13 
14 
15 
16 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
3 
4 
5 
6 
7 
184 
s Cov(X^. 20'*s:20|I) Cov(Xr; 2 o r X g ; 2 o  
16 . 0667 .06749 
16 .0755 .07673 
16 .0873 .08890 
16 .1038 .10589 
17 .0285 .02709 
17 .0304 .02940 
17 .0326 .03194 
17 .0351 .03474 
17 .0380 .03784 
17 .0412 .04133 
17 .0450 .04533 
17 .0494 .04999 
17 .0548 .05554 
17 .0613 .06234 
17 .0694 .07092 
17 .0801 .08225 
17 .0954 .09809 
17 .1181 .12238 
18 .0263 .02327 
18 .0272 .02511 
18 .0286 .02726 
18 .0305 .02961 
18 . 0327 .03211 
18 .0352 .03511 
18 .0381 .03836 
r 
10 
11 
12 
13 
14 
15 
16 
17 
18 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
185 
s Co v (X^,20'^s :2o '^^ : 2 0 ' :  2 0 '  
18 .0415 .04207 
18 .0454 .04641 
18 .0503 .05160 
18 .0563 .05795 
18 .0636 .06599 
18 .0734 .07661 
18 .0874 .09153 
18 . 1084 .11453 
18 .1449 .15681 
19 .0302 .02164 
19 .0274 .02245 
19 .0273 .02423 
19 .0281 .02632 
19 .0295 .02860 
19 .0312 .03112 
19 .0333 .03393 
19 .0358 .03708 
19 .0388 .04071 
19 .0423 .04494 
19 .0466 .05000 
19 .0521 .05621 
19 .0587 .06410 
19 .0675 .07457 
19 .0803 .08936 
r 
17 
18 
19 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
186 
s Cov(X^ ;20'^s:20'^^ Cov(Xr;20'Xs:2 
19 .0998 .11240 
19 .1336 .15563 
19 .2135 .28190 
20 .2639 .03057 
20 .0754 .02574 
20 .0572 .02673 
20 .0507 .02887 
20 .0482 .03136 
20 .0472 .03412 
20 .0471 .03714 
20 .0480 .04049 
20 .0499 .04429 
20 .0524 .04867 
20 .0555 .05379 
20 .0599 .05990 
20 .0656 .06743 
20 .0727 .07704 
20 .0825 .08985 
20 .0973 .10806 
20 .1203 .13667 
20 .1615 .19093 
20 .2627 .35002 
20 1.4622 1.44009 
