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Introduction
In universal algebra, a variety of algebras is the class of all algebraic structures of a given signature satisfying a given set of identities. Equivalently, a variety is a class of algebraic structures of the same signature which is closed under the taking of homomorphic images, subalgebras and direct products.
A universal algebra (or variety) S is said to be finitely based if the set Id(S) of all identities it satisfies can be derived from a finite subset of Id(S). Otherwise it is said to be nonfinitely based. A variety V is locally finite if every finitely generated subalgebra in V is finite. A locally finite variety V is said to be inherently nonfinitely based if each locally finite variety containing V has no finite basis of identities. Certainly, in this case, the variety V itself is also not finitely based.
One of the most famous problems in the study of identities of finite algebras is Tarski's finite basis problem which asks if there is an algorithm to determine when a finite algebra is finitely based. McKenzie [3] proved that this problem is undecidable for general algebras. However, the solution to this problem is unknown when restricted to most natural classes containing both finitely based and nonfinitely based examples. In particular, the finite basis problem for finite semigroups has been extensively studied since the end of 1960s and many important and interesting results about have been obtained (see [4] , [5] and their references).
Let T B n be the monoid of all upper triangular boolean n × n matrices. It is shown by Volkov and Goldberg [6] that T B n is nonfinitely based if n > 3. The finite basis property for T B n remains open in the case n = 2, 3. The aim of this paper is to study the finite basis problem for the monoid T B n . We show that the monoid T B 2 is finitely based and a finite identity basis for it is given. It is also show that T B 3 is inherently nonfinitely based. Thus the finite basis problem for T B n is completely solved.
Notation and background information of the present paper are given in Section 2. In Section 3, we show that T B 2 is finitely based by exhibiting an explicit finite basis. In Section 4, we show that the monoid T B 3 is inherently nonfinitely based and a complete answer to the finite basis problem for T B n is given.
Preliminaries
Most of the notation and background material of this paper are given in this section. The reader is referred to [1] and [2] for any undefined notations and terminology.
Letters and words. Let X be a countably infinite alphabet. Elements of X will be called letters. Denote by X + and X * = X + ∪ {1} the free semigroup and free monoid over alphabet X , respectively. Elements of X + will be called words. A possibly empty word will mean the unit element of the monoid X * . In this paper, a, b, c, . . . , x, y, z with or without indices stand for letters and u, v, w, p, q with or without indices stand for words. We write u = v if u and v are identical words.
Let x be any letter and w be any word. Then
• the content of w, denoted by c(w), is the set of all letters occurring in w;
• occ(x, w) is the number of occurrences of the letter x in w;
• x is said to be n-occurring in w if occ(x, w) = n. In particular, a 1-occurring letter is called a linear letter, and a more than 1-occurring letter is called a nonlinear letter ; • the set of linear letters of w is denoted by lin(w); • w is linear if each of its letters is linear in it, that is, lin(w) = c(w);
• the initial of a word w, denoted by i(w), is the linear word obtained from w by retaining the first occurrence of each letter; • let f (w) denote the linear word obtained from w by retaining the last occurrence of each letter; • let mix (w) denote the word obtained from w by retaining the first and the last occurrences of each letter; • the expression i x means the i th occurrence of x in a word.
Identities. An identity is a formal expression u ≈ v where u and v are words. A semigroup S will be said to satisfy u ≈ v (written S |= u ≈ v) if for every homomorphism θ from X + into S, θ(u) = θ(v). A semigroup S will be said to satisfy a set of identities Σ (written S |= Σ) if it satisfies every identity in Σ. A set of identities will be said to be satisfied by a semigroup if every identity in the set is satisfied by the semigroup. We denote by Id(S) the set of all identities in some fixed countably infinite alphabet satisfied by a semigroup S.
Let Σ be a set of identities. Then we say that the identity u ≈ v can be derived from Σ (written Σ u ≈ v) if there is a sequence of words
in an alphabet X and substitutions θ i :
for some (possibly empty) words u i and v i and some identity
Let w be a word and c(w) = {x 1 , x 2 , . . . , x n }. Let {x i1 , x i2 , . . . , x im } be a subset of c(w), we denote by w(x i1 , . . . , x im ) the word obtained from w by deleting every occurrence of the letters in c(w)\{x i1 , . . . , x im } from w.
An identity u ≈ v is nontrivial if u and v are distinct words. A set of identities Σ is said to be closed under deletion if Σ contains every identity which is deduced from any identity of Σ by setting some subset of the letters in the identity equal to 1. We denote by Σ * the closure of Σ under deletion. For example,
It is easy to see that the set of identities satisfied by a monoid M is closed under deletion since assigning the element 1 to a letter in an identity is effectively the same as deleting that letter.
For any semigroup S, let S 1 be the monoid obtained from S by adjoining an identity element. The left-zero semigroup L 2 of order two, the null semigroup N 2 of order two, and the right-zero semigroup R 2 of order two can be given by the following presentations:
The following lemma is well known. 
T B 2 is finitely based
In this section, we show that T B 2 is finitely based by exhibiting an explicit finite basis.
The monoid T B 2 has 8 elements:
Recall that in the two-element field F = {0, 1}; +, · , 1 + 1 = 0, but in the boolean semiring B = {0, 1}; +, · , 1 + 1 = 1. The multiplication table of T B 2 is given by 2 ≈ x 3 , (3.1)
and Γ = {3.3, 3.4, 3.5, 3.6}.
By the definition of identities, it is easy to see that:
. Then the identities (3.3) and (3.4) imply the identity
Note that z 1 , z 2 , . . . , z n ∈ c(v 1 v 2 ). It follows that
Dually, if c(v 1 ) ⊆ c(u 1 u 2 ), we may show that
We shall show that Γ constitutes an identity basis for the monoid T B 2 . To this aim, we need to introduce the concept of words in canonical form.
For a word w, let mix (w) = a 1 a 2 · · · a n+1 with a i ∈ c(w), i = 1, 2, . . . , n + 1. Then w can be represented as (3.7) w = a 1 w 1 a 2 · · · a n w n a n+1
for some possibly empty words w i . For the sake of convenience, we call (3.7) the standard form of w. A word w is said to be in canonical form if
is the standard form of w and satisfies the following conditions: (C1) w 1 = ∅ and w n = ∅;
with c(w) = {x 1 , . . . , x l } and e i1 , . . . , e il ∈ {0, 1} for i = 2, . . . , n − 1; (C3) if x ∈ c(w k ) with a i = x = a j for some i ∈ {1, . . . , k −1}, j ∈ {k +1, . . . , n+ 1}, then at least one of a i+1 , · · · , a k is the last occurrence of some letter and at least one of a k+1 , · · · , a j−1 is the first occurrence of some letter; (C4) if x ∈ c(w r ) and a r is the last occurrence of some nonlinear letter, then
x ∈ c(w r−1 ); (C5) if x ∈ c(w r ) and a r+1 is the first occurrence of some nonlinear letter, then
x ∈ c(w r+1 ).
Lemma 3.3. Each word Γ * -equivalent to a word in canonical form.
Proof. Let w be a word over X with mix (w) = a 1 a 2 · · · a n a n+1 . Then w can be written in the standard form w = a 1 w 1 a 2 w 2 · · · w n−1 a n w n a n+1
for some possibly empty words w 1 , w 2 , . . . , w n−1 , w n . Suppose c(w) = {x 1 , x 2 , . . . , x m }.
For any x ∈ c(w i ) for i = 1, 2, . . . , n, occ(x, w) ≥ 3 and the occurrence of x in w i is neither its first occurrence nor its last occurrence in w. Hence if w 1 = ∅ or w n = ∅, then c(w 1 ) = {a 1 } or c(w n ) = {a n+1 } and so by identities (3.2), w is Γ * -equivalent to the word a 1 a 2 w 2 · · · w n−1 a n a n+1 .
On the other hand, by the definition of the standard form and identities (3.1), (3.5) and (3.6), each w i (2 ≤ i ≤ n − 1) can be arranged in the form of x ei1 1 · · · x eim m with e i1 , . . . , e im ∈ {0, 1, 2}}. If e ij = 2 for some j = 1, . . . , m, then we can apply the identities (3.2) to reduce it to 1. Therefore w is Γ * -equivalent to a word u = a 1 a 2 w 2 · · · w n−1 a n a n+1
where
m with e i1 , . . . , e im ∈ {0, 1}} for i = 2, . . . , n − 1. Suppose that x ∈ c(w k ) for some k = 2, . . . , n − 1 in u and w k = w k xw k . Then a i = x = a j for some i = 1, . . . , k − 1 and j = k + 1, . . . , n + 1. Whence u can be written as u = u 1 xu 2 xv 1 xv 2 .
If a i+1 , . . . , a k are not their last occurrence, then c(u 2 ) ⊆ c(v 1 v 2 ) and so we can delete x between u 2 and v 1 from u by Lemma 3.2. Dually, if a k+1 , . . . , a j−1 are not their first occurrence, then c(v 1 ) ⊆ c(u 1 u 2 ) and we can delete x between u 2 and v 1 from u by Lemma 3.2. By repeating this procedure for every x ∈ c(w k ) and for all k = 2, . . . , n − 1, we deduce that u is Γ * -equivalent to a word which satisfying condition (C3), we still denote it by u.
Suppose that x ∈ c(w k ) and a k be the last occurrence of some letter for some k ≥ 3. Then a k = x. Note that letters in each w i can be exchanged by using the identities (3.5) and (3.6) . If x / ∈ c(w k−1 ), then by the identities (3.4) we can add x just before a k to u and rearrange each w i by the identities (3.5) and (3.6). By repeating this procedure for every such x, we obtain a word satisfying (C4) which is Γ * -equivalent to u. Since c(u) is finite, the word satisfying (C4) will be obtained after the finite number of iterations. Dually, for every x ∈ c(w k ) with a k+1 being the first occurrence of some letter for k = 2, . . . , n − 2 and x / ∈ c(w k+1 ), we may add x just after a k+1 to u by the identities (3.3) and obtain a word satisfying (C5) which is Γ * -equivalent to u. Consequently, we have proved that w is Γ * -equivalent to a word in canonical form. 
are the standard form of u and v, respectively. It suffices to show that m = n and a i = b i for i = 1, . . . , n + 1.
Observe that the submonoids {b, e, g}, {b, a, d}, and {b, c, f } of T B 2 are isomorphic to the monoids L 
Hence occ(x, u) = occ(x, v) = 1 or occ(x, u), occ(x, v) ≥ 2 for any x ∈ c(u) = c(v). It follows that m = n and a 1 = b 1 . Proceeding by induction assume that a i = b i for 1 ≤ i ≤ k − 1. Suppose that a k = x and b k = y. Without loss of generality, there are three cases. Case 1. a k is the first occurrence of the letter x in u and b k is the first occurrence of the letter y in v. Then a k = b k by (3.8) and induction hypothesis.
Case 2. a k is the last occurrence of the letter x in u and b k is the last occurrence of the letter y in v. Then a k = b k by (3.10) and induction hypothesis.
Case 3. a k = x is the first occurrence of the letter x in u and b k = y is the last occurrence of the letter y in v.
If x is linear in u, then a k is also the last occurrence of x in u and so a k = b k by Case 2. Similarly, if y is linear in v, then a k = b k . Thus we may assume that both x and y are nonlinear letters.
Suppose that x = y. Since a k is the first occurrence of the letter x in u, we have
by induction hypothesis and the definition of the standard form. Hence x occurs after b k in v since c(u) = c(v). Therefore v(x, y) = y n1 x n2 for some integers n 1 , n 2 ≥ 2. In particular, i(u)(x, y) = yx and f (u)(x, y) = yx. It follows that 1 y occurs before a k and 2 y occurs between the first occurrence and the last occurrence of x in u. Hence u(x, y) = y m1 x m2 y m3 · · · x m l for some integers l ≥ 4 and m i ≥ 1. Note that T B 2 satisfies the identity u(x, y) ≈ v(x, y). Let φ be the substitution x → e, y → f . Then a = φ(u(x, y)) = φ(v(x, y)) = d. This is a contradiction. Therefore a k = b k . Now we are ready for our main result in this section.
Theorem 3.5. Γ * is an identity basis for the monoid T B 2 and so T B 2 is finitely based.
Proof. With the help of a computer programme, we have verified that the monoid T B 2 satisfies the identities in Γ * . Let u ≈ v be an identity satisfied by T B 2 . By Lemma 3.3, without loss of generality, we may assume that u and v are in canonical form. From Lemma 3.4 we know mix (u) = mix (v). Let mix (u) = mix (v) = a 1 a 2 · · · a n a n+1 . Then
for some possible empty words u 2 , . . . , u n−1 and v 2 , . . . , v n−1 . We will show that u = v. It is clear that u = v for n = 0, 1, 2. So we may assume that n ≥ 3. To show u = v, it suffices to show that c(u i ) = c(v i ) for each i = 2, . . . , n − 1.
Suppose that c(u k ) = c(v k ). Without loss of generality, we may assume that x ∈ c(u k )\c(v k ) and u k = u k xu k . Then a i = x = a j for some i, j with 1 ≤ i ≤ k −1 and k + 1 ≤ j ≤ n + 1. Clearly a r = x for r = i + 1, . . . , j − 1. On the one hand, by condition (C3), at least one of a k+1 , · · · , a j−1 is the first occurrence of some letter. Let a j1 (k + 1 ≤ j 1 ≤ j − 1) be the first of such letters. Then all of a k+1 , · · · , a j1−1 are the last occurrences of some letters and so they are nonlinear.
. On the other hand, by condition (C3), at least one of a i+1 , · · · , a k is the last occurrence of some letter. Let a i1 (i + 1 ≤ i 1 ≤ k) be the last of such letters. Then all of a i1+1 , · · · , a k are the first occurrences of some letters and nonlinear. It follows from (C5) that x / ∈ c(v i1+1 · · · v k−1 ). It is clear that a i1 = a j1 . Let a i1 = y, a j1 = z. Then T B 2 satisfies the identity
for some p i ∈ {x, y} * and q i ∈ {x, z} * , i = 1, 2, 3, 4. Let φ be the substitution x → h, y → c, z → e. Note that ce = a is the zero element of T B 2 and che = d, {x, y}
This is a contradiction. Therefore c(u i ) = c(v i ) for each i = 2, . . . , n − 1 and so u = v.
Consequently, every identity satisfied by T B 2 follows from Γ * and Γ * forms an identity basis of T B 2 .
T B 3 is inherently nonfinitely based
In this section, we shall show that the monoid T B 3 is inherently nonfinitely based. An answer for the finite basis problem of the monoid T B n will be given. Both of xy and yx are idempotent.
Let I be the subset of M which consists of all matrices whose (1, 3) entries are 1. Since each matrix in M has (1, 1) and (3, 3) entries 1, I is an ideal of M . It is easy to see that x, y, xy, yx, and the identity matrix e are the only nonzero elements of M/I. Recall that the semigroup A 2 is defined as [6] , it is said that T B 3 satisfies the identity (xy) 5 (yx) 5 (xy) 5 ≈ (xy) 5 . However, T B 3 does not satisfy this identity (to see this, let x and y be the two matrices in the proof of Theorem 4.1 respectively). Therefore the statement that T B 3 is not inherently nonfinitely based is not true.
Volkov and Goldberg [6] proved that T B n is inherently nonfinitely based if n ≥ 4, which together with Theorems 3.5 and 4.1 gives 
