The Generalized Dimension Exchange (GDE) method is a fully distributed load balancing method that operates in a relaxation fashion for multicomputers with a direct communication network. It is parameterized by an exchange parameter that governs the splitting of load between a pair of directly connected processors during load balancing. An optimal would lead to the fastest convergence of the balancing process. Previous work has resulted in the optimal for the binary n-cubes. In this paper, we derive the optimal 's for the k-ary n-cube network and its variants|the ring, the torus, the chain, and the mesh. We establish the relationships between the optimal convergence rates of the method when applied to these structures, and conclude that the GDE method favors high dimensional k-ary n-cubes. We also reveal the superiority of the GDE method to another relaxation-based method, the di usion method.
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system graph (G) degree of the graph G G = (V; E ) -color graph; is the chromatic index of the graph G M( ) generalized dimension exchange matrix D( ) di usion matrix P ij set of distinct color paths from vertex i to vertex j, with typical element p ij . exchange parameter opt optimal exchange parameter di usion parameter opt optimal di usion parameter w t i workload of node p i at time t W t workload distribution at time t (M) convergence factor of the GDE method (D) convergence factor of the di usion method R 1 (M( )) asymptotic convergence rate of the sequence fM t g MC k GDE matrix of the color chain of size n MR k GDE matrix of the color ring of size n MM k1;k2;:::;kn GDE matrix of the color mesh of size k 1 k 2 k n MT k1;k2;:::;kn GDE matrix of the color torus of size k 1 k 2 k n DC k di usion matrix of the chain of size n DR k di usion matrix of the ring of size n DM k1;k2;:::;kn di usion matrix of the color mesh of size k 1 k 2 k n DT k1;k2;:::;kn di usion matrix of the color torus of size k 1 k 2 k n improvement due to remapping 1 Introduction We consider the problem of dynamic load balancing in multicomputers. Multicomputers are a class of parallel machines that are composed of many autonomous processors interconnected by a communication network 1]. The processors do not share any memory and they communicate among themselves via message passing. From time to time, the workload that is spread across the processors is found to be in an unbalanced state; load balancing is then initiated to balance the workload. Dimension exchange (DE) is one of the few distributed load balancing methods that operate in a relaxation fashion for point-to-point networks (a detailed survey can be found in 20] ). With the DE method, an instance of load balancing is carried out as a sequence of \sweeps". During each sweep, a processor compares successively its workload with that of each of its nearest neighbors; following each such comparison, an exchange operation is executed to equalize the workload between this node and the neighboring node concerned. Alternatively, instead of exchanging workloads on-the-y, the load balancing procedure can be divided into two phases: in the rst phase, DE is employed to work out the revised load \indices" that correspond to a balanced state; then in the second phase, the actual load migrations would take place. This makes the method more applicable to situations in which the workload involves large amounts of data.
The DE method was initially intensively studied in hypercube-structured multicomputers 14, 15, 5] . Since the set of neighbors of a processor correspond exactly to the dimensions of the hypercube, a sweep of the iterative process is equal to going through all the dimensions once. Cybenko proved that regardless of the order in which these dimensions are considered in a sweep, this simple load balancing method yields a uniform distribution from any initial workload distribution after one sweep 5] . He also revealed the superiority of the DE method to another relaxation-based method, the di usion method 3, 5] , when applied to hypercubes. This theoretical result was supported in part by the experiment carried out by Willebeek-LeMair and Reeves 18] .
The DE method is not limited to hypercube structures. Hosseini et al. analyzed the method as applied to arbitrary structures based on edge-coloring of undirected graphs 8]. With edge-coloring, the edges of a given graph are colored with some minimum number of colors such that no two adjoining edges are of the same color. A \dimension" is then de ned to be the collection of all edges of the same color. Obviously, an ndimensional hypercube can be colored with a minimum of n colors. During each iteration sweep, all dimensions (colors) are considered in turn. Since no two adjoining edges have the same color, each processor needs to deal with only one neighbor at a time during a sweep. Clearly, for an arbitrary structure, the DE method can no longer yield a uniform workload distribution in a single sweep. Nonetheless, Hosseini et al. showed that given any arbitrary structure, the DE method converges eventually to a uniform distribution 8] .
The DE method is characterized by \equal splitting" of workload between a pair of neighboring processors at every comparison, which was shown to be optimal in hypercube structures but not necessarily so in other structures through our analysis 21] . In that paper, we generalized the DE method by adding an exchange parameter to govern the amount of workload (instead of always half) exchanged at every step. This method is called the generalized dimension exchange (GDE) method. We modeled this generalized DE method using a matrix iterative approach and derived the necessary and su cient condition for its convergence.
In this paper, we continue our analysis of the GDE method as applied to the family of k-ary n-cubes which include the ring, the chain, the torus, and the mesh. A k-ary n-cube is a structure with n dimensions, k nodes in each dimensions 6, 10] . The ring and the hypercube are special cases of the k-ary n-cube. A ring of k nodes is a k-ary 1-cube, and an n-dimensional hypercube is a 2-ary n-cube. The n-dimensional torus is a generalization of the k-ary n-cube, which allows di erent numbers of nodes in di erent dimensions. Take a ring and a torus and strip them of all the end-round connections, we get a chain and a ring respectively. We limit our scope to these structures because they are the most popular choices of topologies in commercial parallel computers 10, 13, 16] . Examples include the hypercubestructured Intel iPSC/860 and NCUBE/2, the meshstructured Intel Paragon, Intel Touchstone Delta, iWarp, and Ametek 2010.
The main contribution of this paper is the derivation of the optimal exchange parameters in closed form for the family of k-ary n-cubes. The optimal solutions for these structures are of considerable value because there is this real need in practical situations of choosing an exchange parameter that would lead to the fastest convergence of the balancing procedure. A preview of these optimal parameters without proofs has been included in our previous paper 21] . A subset of the proofs, which are based on circulant matrix theory 7], will be presented in this paper. We capitalize on the modeling power of circulant matrices, which is most evident in cases in which the structures concerned can be recursively de ned.
The other important contributions of this paper include the establishment of the relationships between the convergence rates of these structures and a proof of the superiority of the GDE method to the di usion method. The latter is with respect to the convergence rates of the two methods when applied to the family of k-ary ncubes. The matrix analysis reveals the asymptotic convergence rates but sheds little light on the exact number of sweeps needed for balancing. Therefore, we use statistical simulations to obtain the actual number of sweeps required by GDE balancing in these structures. This number turns out to be encouragingly small in all the cases we tried when using the optimal parameters we derived. This adds a lot of weight to the practicality of the GDE method. In fact, the method has been employed in the implementations of two realistic data-parallel computations, and the improvement over the versions without load balancing is substantial. We give a brief report on these implementations.
The rest of the paper is organized as follows. In Section 2, we review the GDE method and its convergence properties for the general case. In Section 3, we analyze the GDE method for the k-ary n-cube and its variants, and derive their optimal exchange parameters. In Section 4, we make a comparison between the GDE method and the di usion method. Section 5 reports on the results of a statistical simulation concerning the number of iteration sweeps as well as ndings from practical implementations. We conclude in Section 6 with a summary of the results and discussion of further work. 2 The GDE method
The model of the underlying system and computation assumed in this study is similar to that in 3, 5, 8, 21] . Speci cally, the multicomputer we consider consists of a nite set of homogeneous processors interconnected as a point-to-point network. The communication links are bi-directional and the processors interact synchronously with one another. We represent such a system by a simple connected graph G = (V; E), where V is a set of processors labeled 1 through N, and E V V is a set of edges. Every edge (i; j) 2 E corresponds to the communication link between processors i and j. The underlying parallel program is assumed to comprise a large number of independent processes which are the basic units of workload. One or more processes may be running in a processor at any time. The total workload is assumed xed|i.e., no processes are created or killed|during the execution of the load balancing procedure. We quantify the workload distribution by a vector W = (w 1 ; w 2 ; : : :; w N ) T , where w i denotes the workload of processor i which is in terms of the number of residing processes. We assume the number of processes is large so that the workload of a node is an in nitely divisible real quantity. It is not di cult to see that without this assumption (resulting in the \integer version" which will be discussed in Section 5) our results still hold. The load balancing task is to redistribute the system workload such that each node would end up with the same w = P w i =N, i = 1; 2; : : :; N.
Note that the load balancing problem resembles in certain ways another distributed decision problem, the agreement problem 2]. This latter problem requires the nodes of a system to reach an agreement on a common scalar value, such as the average, the maximum, or the minimum, based on their own values. The load balancing problem, however, requires the nodes not only to reach an agreement on the average load, but also to adjust their workloads accordingly in an automatic and e cient manner.
The computation model just described might seem restrictive, but yet it is applicable to many practical problems. The static workload assumption is valid in cases where the computation is temporarily suspended for load balancing and resumed after load balancing. This is why tuning the e ciency of the load balancing is of top priority. Example of such cases can be easily found in dynamic remapping of multi-phase data-parallel computations 12, 11] . The assumption of independent processes is also reasonable in this kind of computations because the processing nodes would alternate between execution and communication in each phase and the performance is dominated by the execution time. The practical applicability of iterative load balancing will be demonstrated through implementation of data parallel computations in Section 5.
The GDE method is based on edge-coloring of G. The edges of G are supposed to be colored beforehand with the least number of colors ( , say), and no two adjoining edges are assigned the same color. We index the colors with integers from 1 to , and represent the -color graph as G = (V; E ), of which E is a set of 3-tuples of the form (i; j; c), (i; j; c) 2 E if and only if c is the chromatic index of the edge (i; j) 2 E. Figure 1 shows examples of color graphs of rings and chains. The numbers in parentheses are the assigned chromatic indices. 
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Figure 1: Examples of colored graphs
With the GDE method, a processor would exchange load with each of its neighbors in turn according to the order in which chromatic indices are considered in each sweep of the iterative process. A sweep corresponds to going through all the chromatic indices once|this is why we need to use the least number of colors. For processor i, the exchange of workload with a neighbor j is executed as w i = (1 ? )w i + w j (1) where w i and w j are the current workloads of processors i and j respectively, and is the exchange parameter chosen beforehand for the given network. Note that when = 1=2, the GDE method is reduced to the DE method in 5, 8, 15] .
For a -color graph, a sweep of the GDE algorithm comprises steps which will cover all the neighbors of every node for workload exchange. Let t be the sweep index, t = 0; 1; 2; 3; :: :, and w t i (1 i N) be the local workload of processor i at sweep t. Then the overall workload distribution at sweep t is denoted by the vector W t = (w t 1 ; w t 2 ; : : :; w t N ) T . Suppose W 0 is the initial workload distribution. Then the change of the workload distribution in the system at sweep t can be modeled by the equation
where M( ) is called the GDE matrix of the -color graph G , and M( ) = M ( ) M ?1 ( ) : : : M 1 ( ). Each M c ( ) (1 c ) re ects the change of the workload distribution of the system at step c of sweep t. To make dynamic load balancing work, there are two main issues. One is the termination condition; the other is e ciency, i.e., the time needed for the system to arrive at its terminated, load-balanced state. The former concerns the convergence of the sequence fM t ( )g, and the latter is re ected by the asymptotic convergence rate, R 1 (M( )).
Given the fact that M( ) is non-negative and doubly stochastic when 0 1 and primitive when 0 < < 1, it can then be shown that 0 < < 1 is a necessary and su cient condition for the termination of the GDE method from any initial load distribution (Theorem 3.1 of 21]).
Regarding the convergence rate, the eigenvalues of M( ) play a fundamental role. Let j (M( )) (1 j N) be the eigenvalues of M( ), and (M( )) and (M( )) be the dominant and subdominant eigenvalues respectively of M( ) in modulus. Since (M( )) is unique and equal to 1, it follows that R 1 (M( )) = ? ln (M( )). (M( )) is also referred to as the convergence factor of the GDE method in the corresponding -color graph. Thus, the task here is to choose a so that (M( )) is as close to 0 as possible, i.e., R 1 (M( )) as large as possible.
To nd the minimum (M( )), we have to rst construct the GDE matrix M ( It indicates that processor i will receive some workload from processor j along the path in an iteration sweep. Two color paths from i to j in G are said to be distinct if their intermediate vertices do not coincide at all. All the distinct color paths from i to j comprise a set P ij . Since the computation formulas for the elements of M( ) will be referred to frequently in the remainder of this paper, we reproduce below the lemma that de nes them. Examples of GDE matrices can be found in later sections of this paper. Our objective is to determine the optimal exchange parameter opt for a given GDE matrix, which would minimize (M( )) and maximize the convergence rate. For arbitrary networks, this is an open problem in matrix theory 17]. For some networks with a regular topology, however, it is possible to analyze exactly the e ect of on the convergence rate as well as to derive the optimal exchange parameter. In 21], we proved that = 1=2 (equal splitting of workload between a pair of nearest neighbors), which was \built-in" in the DE method, is indeed the optimal choice for certain structures (the hypercube, for example). For other structures, such as the k-ary n-cube, however, = 1=2 is not the optimal choice, as we will show in the next section.
3 Analysis of the k-ary n-cube and variants
We begin with the ring structure, i.e., a k-ary 1-cube, and then generalize it to the n-dimensional k 1 k 2 k n torus. The analysis of the torus depends on the analysis of the ring as the former can be treated as an assembly of rings. The main result for the k-ary n-cube follows trivially from the results for the torus.
The modeling tool we use for the analysis is a special kind of matrices called block circulant matrices. It happens that the GDE matrices of the \even" cases of the above structures|even number of nodes in every dimension|are block circulant matrices. We concentrate on these even cases for the remainder of this paper, and make the remark here that the results for the even cases should be applicable (approximately) to the non-even cases. We give simulation results and a simple argument in Section 5 to support this. Nevertheless, the analysis of the non-even cases should still be an interest-ing theoretical problem to tackle.
For the subsequent analysis, we need to make use of the following two lemmas concerning block circulant matrices and direct products of matrices. We omit the proofs which can be easily derived based on the theory of circulant matrices 7].
Let A The ring is a k-ary 1-cube structure whose nodes we label 1 through k. An even ring can be colored with 2 colors, as in Figure 1 (b). This coloring is unique|i.e., there is only one way of coloring the edges without respect to the permutation of labels. The GDE matrix of an even ring is in block circulant form, as follows.
Lemma 3.3 Let GR k be a color ring of even order k, and MR k be its GDE matrix. Then MR k is a matrix of
Proof. The proof is by induction on the order of GR k .
First, it is easy to verify that MR 4 is in the form of (3). We need to show that if the GDE matrix MR 2m of GR 2m , m 2, is in the form of (3), then the GDE matrix MR 2m+2 of GR 2m+2 is necessarily in that form as well. Let's view GR 2m+2 as an expansion of GR 2m with two extra vertices, as illustrated in Figure 2 . The vertex labeled 2m in GR 2m is relabeled 2m + 2, and the newly added vertices are labeled 2m and 2m + 1. Then,
(1) (1) Hence, MR 2m+2 , and therefore MR k , are in the form of (3). 2 As an example, the GDE matrix of the ring of order 8, MR 8 , is as in Figure 3 .
Given this particular structure of the matrix MR k , we can then derive the optimal exchange parameter and determine the e ect of the ring order k on the convergence rate.
Theorem 3.1 Let GR k be a color ring of even order k, MR k be the GDE matrix of GR k , and k = 2m. Then the optimal exchange parameter opt (MR k ) is equal to That is, for a given , R 1 (MR k ) R 1 (MR k?2 ). 2 The above theorem says that for a given , the more vertices an even ring has, the slower its convergence rate. It also gives the formula for the optimal for any even ring, which can be used in practice to compute the exact optimal value for the exchange parameter for a given ring. 
The torus structure
The k-ary n-cube is a special case of the n-dimensional k 1 k 2 k n torus. In this case, k 1 = k 2 = = k n = k. The general case appears to be more interesting in terms of its analysis. We rst consider the twodimensional k 1 k 2 torus with even number of nodes in both dimensions. It can be viewed as a collection of vertical and horizontal even rings (see results in the previous section for the ring can be applied to the analysis here. To handle the degenerate case of k 1 or k 2 equal to 2, we use the GDE matrix for a chain of order 2. The reason for this is that a ring of two nodes is equivalent to a chain of two nodes as far as the dimension exchange operator is concerned. Therefore, we let
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snake-like row-major node-labeling row-major node-labeling row-major edge-coloring column-major edge-coloring Figure 4 shows the two common ways of labeling the nodes of the torus: row-major and snake-like row-major labeling. As the spectrum of eigenvalues of the GDE matrix of a network is invariant for any permutation of the node labels, we arbitrarily choose the snake-like rowmajor labeling. Similarly, there are two ways of coloring the edges: row-major and column-major coloring, as shown in the gure. We arbitrarily assume that the torus is colored in the row-major way. Note that with this coloring, all horizontal edges are smaller than the vertical edges in chromatic indices. We will soon see that because of the particular structure of the GDE matrix as revealed by the following lemma, these two colorings have the same e ect on the convergence rate. 
j i Figure 5 : Illustration of the color path from vertex i to vertex j in Figure 5 . Let l 1 and l 2 be the lengths of p i1j and p ii1 , respectively; r 1 be the sum of (1) the number of incident horizontal edges of i 1 that are between, in chromatic indices, the incident edges of i 1 along the path p ij , and (2) the number of incident horizontal edges of i 1 whose chromatic index is less than that of the last edge in p ij ; and r 2 be the sum of (1) By referring to the de nition of direct product in Lemma 3.2, the lemma is proved. 2 If instead we use column-major coloring, then all horizontal edges are larger than the vertical edges in chromatic indices. By following the above steps, however, we would nd that the resulting GDE matrix is the same as MT k1;k2 . We continue to assume row-major coloring in the following discussion.
We now turn to the convergence rate of GDE in the torus, and see how it is related to the convergence rate in the ring. Theorem 3.2 Let MT k1;k2 be the GDE matrix of a k 1 k 2 even color torus GT k1;k2 . Then, the optimal exchange parameter opt (MT k1;k2 ) is equal to opt (MR k ); and for a given , R 1 (MT k1;k2 ) = R 1 (MR k ), where k = maxfk 1 Hence, (MT k1;k2 ) = (MR k ), where k = maxfk 1 ; k 2 g; and (MT k1;k2 ) is minimized when = opt (MR k ). In other words, R 1 (MT k1;k2 ) = R 1 (MR k ) and both MR k and MT k1;k2 have the same optimal exchange parameter. 2 As a result, one can compute the optimal exchange parameter opt (MT k1;k2 ) using the formula in Theorem 3.1. Moreover, the above theorem shows that the convergence rate in two-dimensional torus structures depends only on the larger dimension. For example, the tori GT 16;j , j = 2; 4; : : :; 16, all have the same convergence rate for a given and share the same optimal exchange parameter opt (MT 16;j ) = 2=(2 + p 2 ? p 2) 0:723: The results for the two-dimensional torus shown above can be generalized to multi-dimensional cases. Consider a k 1 k 2 : : : k n even torus and assume that this ndimensional torus is colored in a way similar to that for the two-dimensional torus. Then, its GDE matrix can be expressed in terms of direct products of color rings. Lemma 3.5 Let MT k1;k2;:::;kn be the GDE matrix of an n-dimensional k 1 k 2 k n even color torus GT k1;k2;:::;kn . Then, MT k1;k2;:::;kn = MR k1 MR k2 MR kn :
We omit the tedious proof here which is based on induction on the dimension n. From this lemma, the following result is immediately in order.
Theorem 3.3 Let MT k1;k2;:::;kn be the GDE matrix of an n-dimensional k 1 k 2 k n even color torus GT k1;k2;:::;kn . Then, the optimal exchange parameter opt (MT k1;k2;:::;kn ) is equal to opt (MR k ); where k = max 1 j n fk j g; and for a given , R 1 (MT k1;k2;:::;kn ) = R 1 (MR k ):
Since a k-ary n-cube is a special case of an ndimensional torus, we have the following major result for the k-ary n-cube. Corollary 3.1 Let MT k;n be the GDE matrix of a color k-ary n-cube, k even. Then the optimal exchange parameter opt (MT k;n ) is equal to opt (MR k ); and for a given , R 1 (MT k;n ) = R 1 (MR k ):
Summary of theoretical results
The last theorem and its corollary in the previous section equate the convergence rates of the ring, the torus and the k-ary n-cube, therefore leading to this important conclusion: given a xed number of nodes, the best way to connect them as far as GDE load balancing is concerned is as a k-ary n-cube. Then from the above analysis, we nd that the smaller the value of k, the better the convergence rate; hence, the binary n-cube is the best choice, which takes exactly one sweep to balance the workload. However, as Dally points out in 6], there are other practical reasons for which a k-ary n-cube with a bigger k is preferable. The analysis technique as exempli ed in the above section can also be applied to the chain and the mesh which can be viewed as variants of the ring and the torus by deleting the end-round connections. The detailed proofs for the following two theorems can be found in 19]. Theorem 3.4 Let GC k be a color chain of even order k, and MC k be its GDE matrix. Then the optimal exchange parameter opt (MC k ) is equal to opt (MR 2k ); and for a given , R 1 (MC k ) = R 1 (MR 2k ): Theorem 3.5 Let GM k1;k2;:::;kn be an n-dimensional even color mesh, and MM k1;k2;:::;kn be its GDE matrix.
Then the optimal exchange parameter opt (MM k1;k2;:::;kn ) is equal to opt (MR k ); and for a given , R 1 (MM k1;k2;:::;kn ) = R 1 (MC k ); where k = max 1 j n fk j g.
Based on these theorems, the optimal exchange parameters for even chains and meshes can be easily obtained. For example, for j = 2; 4; 6; 8, opt (MM 8;j ) = opt (MC 8 ) = opt (MR 16 ) 0:723: These theorems also show that the convergence rate of a mesh depends only on its largest dimension. Now, based on these theorems and those in the previous section, we can establish the relationships between the convergence rates of the ring, the torus, the chain and the mesh. Here is a summary of the results. Note that the results for the k-ary n-cube are implicit in the results for the torus. which is equal to 1 1+sin( =k) . 2. For even rings and chains and a given , the more vertices the structure has, the slower the convergence rate.
3. For tori and meshes of even order (even number of nodes in each dimension), the convergence rate depends only on the largest dimension.
4. The convergence rates of these four structures are related as follows.
R 1 (MR 2k ) = R 1 (MT 2k1;2k2;:::;2kn ) = R 1 (MC k ) = R 1 (MM k1;k2;:::;kn )
where each k i ; 1 i n, is even, and k = maxfk i ; 1 i ng.
Comparison with the di usion method
We have derived the optimal exchange parameters for leading to the fastest asymptotic convergence rate in the k-ary n-cube and its variants. Here, we would like to compare the GDE method with another relaxation-based method, the di usion method 3, 5, 23] . The measure of interest is still the convergence rate. With the di usion method, a processor would interact with all its neighbors simultaneously at each step. For processor i, the change of workload in a processor i is executed as w i = w i + X j2A(i) (w j ? w i ) (4) where A(i) is the set of nearest neighbors and is the di usion parameter which determines the portion of excess of workload to be di used away. As a whole, the change of the workload distribution at step t is modeled by the equation
where D( ) is the di usion matrix 1 , as given in 5]. The e ciency of the di usion method is re ected by the asymptotic convergence rate, R 1 
(D( )), which is equal to ? ln (D( )). (D( )) is the subdominant
eigenvalue of D( ), and is also referred to as the convergence factor of the di usion method. We have previously derived the optimal di usion parameters for the kary n-cube and its variants 23]. Table 1 summarizes the optimal parameter values and their corresponding convergence factors. For comparison, the results of the GDE method are also included. Clearly, (M( )) < (D( )) in both torus and mesh structures.
In multicomputers, there are two basic communication models. One is the serial communication model which restricts a node to communicating with at most one nearest neighbor at a time; the other is the parallel communication model which allows a node to communicate with all its nearest neighbors simultaneously. Clearly, the serial communication model favors the dimension exchange method and the parallel model favors the di usion method. Recall that the GDE matrix M( ) re ects a complete sweep|i.e., consecutive iteration steps, each of which involves an I/O communication at a node. 1 The same is used for the entire network. It is possible to use di erent 's for di erent edges of the network, as discussed in 5].
On the other hand, the di usion matrix D( ) re ects a single iteration step which involves (G) I/O communications at a node, where (G) is the maximum degree of the nodes. Hence, R 1 (M( opt )) > R 1 (D( opt )) in the serial communication model.
In the parallel communication model, an ndimensional torus or mesh can be colored by 2n colors, and hence a dimension exchange sweep would take as much time as that for 2n di usion steps; these 2n diffusion steps in fact correspond to the matrix D 2n . We should therefore compare (D 2n ( opt )) with (M( opt )). We have thus proved the following, which is valid for both the serial and the parallel communication models. Theorem 4.1 The GDE method converges asymptotically faster than the di usion method when applied to the k-ary n-cube and its variants.
In 5], Cybenko compared the e ciencies of these two methods when applied to the binary n-cube structure, and revealed the superiority of the dimension exchange method in both communication models. The above theorem extends his result to the family of k-ary n-cube structures. 5 Simulation and practical implementations
For practical applications, it would be of considerable value if the number of iteration sweeps required by the GDE procedure to balance the system's load can be obtained or estimated. To this end, we conducted statistical simulation experiments on a number of test cases. In addition to giving us information on the number of iteration sweeps, the experiments reveal in measurable terms the e ciency gains due to the optimal exchange parameters. The simulation results also con rmed our theoretical results concerning the equivalence of the various convergence rates and the optimality of the derived parameter values.
In the theoretical analysis, we represent the workload of a processor by a real number, which is reasonable under the assumption of very ne grain parallelism as exhibited by the computation. To cover medium and large grain parallelisms which are more realistic and more common in practical parallel computing environments, one can treat the workloads of the processors more conveniently as non-negative integers, as is done in 8]. For example, in the WaTor simulation experiment which we will discuss shortly, the workload of a processor is an integer which corresponds to the number of shes in the strip of the ocean for which the processor is responsible. We used the integer version of the GDE method in our simulation experiments. All we need to do is to modify the exchange operator of Eq. (1) As discussed in 8], the integer version of the original DE method (i.e., = 1=2) is just a perturbation of its real counterpart and will converge to a nearly balanced state. Applying the perturbation theory to the real version of our GDE method verbatim, we can come to a similar conclusion.
Because of the use of integer workloads, we allow the load balancing procedure to end with a variance of some threshold value (in workload units) between neighboring processors. This threshold value can be tuned to satisfactory performance of the procedure in practice, as illustrated in 9]. In all our simulation experiments, this value is set to one workload unit which is closest to total balancing. Then, it is clear that 0:5 < 1 because a pair of neighboring processors with a variance of more than one workload unit would not balance their workloads any more when < 0:5. Since the termination condition of a processor is rather localized, we add a mechanism for global termination detection to the simulation 22]. We exclude the rather small delay for termination detection using this mechanism in our simulation results, and so the number of sweeps reported below reects purely the e ciency of the GDE method. This termination detection might not be necessary if we can set a limit on the number of sweeps for a given structure beforehand. In fact, our simulation results below can help the users of this method to set such a limit. 
Number of iteration sweeps
The number of iteration sweeps, denoted by NS, is expected to depend upon such factors as the exchange parameter, the initial workload distribution, the topology and the size of the underlying system structure. The initial workload distribution is a random vector, each element of which is drawn independently from an identical uniform distribution in 0; 2b], where b is a prescribed bound. The mean workload a processor gets (i.e., the expected workload) is thus equal to b. The amount of workload a processor gets is determined by the distribution mean. Table 2 displays the expected numbers of sweeps generated by the experiments for the structures of Ring 16, Chain 8, 16-ary 2-cube (i.e., Torus 16 16), and Mesh 8 4. The initial workload distribution has a mean of 128 units per processor, and varies from 0.5 to 0.9 in steps of 0.05. Each data point is the average of 100 runs, each using a di erent random initial load distribution. The second column in the table shows the convergence factors, (M( )), of the GDE matrices of the various cases. From the table, it is clear that the expected number of sweeps in each case for di erent values of rises and drops with the value of (M( )), and that the optimal exchange parameter opt of each case is not equal to 0.5, but somewhere between 0.7 and 0.8, which is in agreement with the theoretical result of opt = 0:723. It also appears that the absolute values of the expected number of sweeps for the various structures are very close to each other, especially when near the optimum point, which is in line with our theoretical results on the equivalence of the convergence rates.
Furthermore, it is most encouraging to see that the optimal sweep numbers are rather small|in the neighborhood of 8 sweeps (even for a 256-processor 16-ary 2-cube!). We also tried di erent numbers of processors for each kind of topology. The results for chains of up to 128 processors are depicted in Figure 6 . The gure shows that the optimal number of sweeps is linearly proportional to the number of processors for the chain, and hence to the dimension order k of the k-ary n-cube structure. This really puts forth the GDE method as a practical method for load balancing in real multicomputers.
Notice that the convergence rates in the theoretical analysis are in terms of sweeps over time. A sweep of the GDE method may involve di erent numbers of nearest neighbor communications in various structures. In a k-ary n-cube (k even), a sweep comprises 2n communication steps (when n > 2) or n steps (when n = 2). Thus, for a given number of processors, a higher dimensional k-ary n-cube, even though it takes fewer sweeps to balance the load, requires more communication steps within a sweep in reality. However, from Figure 6 , we point out that the minimal number of sweeps necessary for convergence would decrease at a logarithmic rate with the increase in the number of dimensions; this is because the dimension order decreases at the same rate as the increase in the number of dimensions for a given number of processors. As an example, consider a cluster of 4096 processors, which can be organized as a structure of 64-ary 2-cube, 16-ary 3-cube, 8-ary 4-cube, or 2-ary 12 -cube. The minimal sweep numbers for these structures are about 35, 8, 4, and 1 sweep, respectively. Since the number of communication steps within a sweep would only double with every added dimension, it is justi ed to maintain that the GDE method is most e ective in high dimensional k-ary n-cubes (in particular, the binary n-cube and the 4-ary n-cube).
The non-even cases
In addition to the even cases, we also simulated a few non-even cases for which the theoretical analysis has not been able to deal with because of their structural differences from the even cases. We approximated their optimal exchange parameters using the formulas for the even cases. Table 3 summarizes the simulation results.
The numbers in parentheses in the bottom row of the table are the approximated optimal parameter and the resulting number of sweeps respectively. In line with our remarks before, the odd or non-even cases do not behave di erently from the even cases in terms of their convergence pattern and the optimal values for the exchange parameter, which can be seen by comparing Table 3 with Table 2 . Hence, it is reasonable to conclude that the results for the even cases can be applied, as a close approximation, to the non-even cases.
Note that an odd ring has to be colored using three colors, as in Figure 1(a) . That is, a sweep of the GDE method in an odd ring comprises three communication steps. As only two processors are involved in workload exchange in the third communication step, it seems that much communication bandwidth may be wasted. However, a close examination of the communication pattern of GDE balancing in the odd ring, as shown in Figure 7 , would reveal that the third chromatic index would account for only a small fraction of the total communication overhead incurred in the balancing process. In pair of nearest neighbors for the exchange of their workloads. At time t = 1, all processors except the fth are involved in communication. Then, the rst processor becomes idle at time t = 2. While the rst and fth processors are busy executing the third communication step at time t = 3, the third and fourth processors are already executing the rst communication of the next sweep. At this time, only the second processor is in the idle state. Continue on, we see that the GDE procedure nishes two complete iteration sweeps in ve communication steps. In other words, GDE balancing in an odd ring of ve nodes costs only one extra communication step more than an even ring of comparable size for two iteration sweeps. This example can be generalized to an odd ring of arbitrary size. In general, the GDE balancing in an odd ring of 2k + 1 nodes costs one communication step more than that in the even ring of comparable size for k iteration sweeps. Based on the equivalence results between the ring and the other structures in previous sections, we can conclude that there is a negligibly small di erence between the e ciencies of optimal GDE balancing in non-even and even cases of these structures.
Improvements due to the optimal parameters
It is clear from the simulationresults that the optimal exchange parameter opt yields (much) better results than the choice of = 1=2 which is used in the original DE method. To further examine and quantify the bene ts of our GDE method over the original DE method, we de ne a metric for measuring improvements, denoted :
where NS h and NS opt are the expected numbers of sweeps from using = 1=2 and the optimal opt respectively. The improvement re ects the superiority of the optimal dimension exchange method (GDE) over the original one (DE). Tables 4{7 show the results for di erent structures; for each structure, di erent sizes of the structure and di erent workloads per processor are considered. These results suggest that the improvement ( ) increases as the average workload per processor increases. It is not so evident under light loads but becomes signi cant under heavy loads. For example, in a ring with 64 nodes, if each processor is loaded with 10 units, then NS h = 7:39, NS opt = 6:91 and = 6:5%; if each processor is loaded with 10,000 units, then NS h = 543, NS opt = 50, and = 90:8%. The simulation results also show that the improvement is proportional to the size of a structure when workload is heavy|i.e., the larger the system, the better the performance of our GDE method using optimal exchange parameters. In summary, dynamic load balancing using dimension exchange does bene t substantially from the optimal exchange parameter.
Practical implementations
The simulation experiments shed light on the number of iteration sweeps, but ignored the overhead that might be incurred in actual implementation of the method. Neither did they tell us anything about the expected performance gain when the method is used in real applications. We therefore took the GDE method and implemented it as the dynamic load balancer within two data parallel computations. It turns out that the over-head due to the periodic execution of the GDE method is very small but the gain in performance through the balancing over the versions without GDE balancing is substantial. In data parallel computations, the computational requirement associated with each portion of a problem domain may change as the computation proceeds. To reduce the penalty of load imbalances, an effective way is to periodically \remap" (re-decompose) the problem domain onto the processors; the goal of this remapping is to try to create a balanced workload across the processors for the next phase of the computation 11]. To allow us to evaluate the GDE method as well as to study GDE-based remapping, we implemented two major applications in a multicomputer (a transputer array): the WaTor simulation and the parallel thinning of images. The remapping mechanism in these applications comprises two components: the decision maker and the workload adjuster. The decision maker uses the GDE method to drive the processors into a consensus on the uniform workload distribution; then the workload adjuster would carry out the actual workload redistribution according to the decisions just made. This remapping mechanism is invoked periodically. In the WaTor simulation of a 256 256 toroidal ocean on an 16-transputer ring-structured network, it is found that frequent remapping (once every two simulation steps) leads to a 10{ 20% improvement on the total simulation time (for 100 steps of simulating the ocean). In parallel thinning of a 128 128 image (a popular image of a man's body) on an 8-transputer chain-structured network, frequent remapping using GDE yields a performance gain of 10% on thinning time even though the test image does not favor remapping. Details of and discussion about these experiments can be found in 19]. These results have led us to believe that the GDE method with the optimal exchange parameters is a viable tool for dynamic load balancing in practical implementations of data-parallel computations.
Concluding remarks
We have analyzed the GDE method for dynamic load balancing as applied to the k-ary n-cube and its variants|the ring, the torus, the chain, and the mesh. We have derived the optimal exchange parameters in closed form, which maximize the convergence rates of GDE balancing in these structures. We have shown that there exists close relationships between their convergence rates, and concluded that the GDE method favors highdimensional k-ary n-cubes for a given number of processors. We have also revealed the superiority of the GDE method to the di usion method when both are applied to these structures. Through statistical simulation experiments, we have shown that the e ciency (in terms of number of steps to convergence) of using the optimal exchange parameters is signi cantly better than that of the non-optimal cases such as the original DE method.
This paper has analyzed theoretically only the even cases of the various topologies. This is due to our using matrix partitioning and circulant matrices for the analysis. It is conceivable however that the odd cases would behave more or less the same as their even counterparts especially when the number of nodes is large. We found this to be true for the non-even cases we simulated. We also presented an argument that suggested that the difference between the two in terms of e ciency should be negligibly small. Nevertheless, nding a di erent mathematical tool to analyze also the odd cases would be an interesting theoretical pursuit. In addition, after having dealt with some of the most common regular structures, it is natural to think of arbitrary structures. Unfortunately, the derivation of the optimal exchange parameter for arbitrary structures requires a solution to the problem of specifying, in analytical form, the dependence of the subdominant eigenvalue in modulus of a matrix on the matrix elements. This is still open in mathematics 4].
