Abstract. The distance between two graphs is usually defined by means of the size of a largest common subgraph. This common subgraph may be an induced subgraph, obtained by removing nodes, or a partial subgraph, obtained by removing arcs and nodes. In this paper, we introduce two soft CSPs which model these two maximum common subgraph problems in a unified framework. We also introduce and compare different CP models, corresponding to different levels of constraint propagation.
Introduction
Graphs are used in many applications to represent structured objects such as, for example, molecules, images, or biological networks. In many of these applications, it is necessary to measure the distance between two graphs, and this problem often turns into finding a largest subgraph which is common to both graphs [1] . More precisely, we may either look for a maximum common induced subgraph (which has as many nodes as possible), or a maximum common partial subgraph (which has as many arcs as possible). Both problems are NP-hard in the general case [2] , and have been widely studied, in particular in bioinformatic and chemoinformatic applications [3, 4] .
In this paper, we study how to solve these problems with CP. In Section 2, we recall definitions and we describe existing approaches. In Section 3, we introduce two soft CSPs which model these problems in a unified framework. In Section 4, we introduce different CP models, corresponding to different levels of constraint propagation. In Section 5, we experimentally compare these different models.
Background

Definitions
A graph G is composed of a finite set N G of nodes and a set A G ⊆ N G × N G of arcs. We implicitly consider directed graphs, such that each arc is a directed couple of nodes. Results introduced in this paper may be generalized to non directed graphs in a straightforward way, by associating two directed arcs (u, v) and (v, u) with every non directed edge linking u and v.
Let G and G be two graphs. G is isomorphic to G if there exists a bijective function f : N G → N G which preserves arcs, i.e., ∀(u, v) ∈ N G × N G , (u, v) ∈ A G ⇔ (f (u), f (v)) ∈ A G . An induced subgraph is obtained by removing nodes, i.e., G is an induced subgraph of
A partial subgraph is obtained by removing nodes and arcs, i.e., G is a partial
We denote G ↓S the subgraph obtained by keeping a subset S of components of G: If S is a subset of nodes, then G ↓S is the induced subgraph obtained by keeping these nodes (i.e., N G ↓S = S and N G ↓S = A G ∩ S × S); if S is a subset of arcs, then G ↓S is the partial subgraph obtained by keeping these arcs (i.e.,
A common subgraph is a graph which is isomorphic to subgraphs of G and G . The similarity of two graphs is usually defined by means of the size of a common subgraph [1] : the larger the subgraph, the more similar the graphs. The size of a subgraph is defined differently whether we consider induced or partial subgraphs: A Maximum Common Partial Subgraph (MCPS) is a common partial subgraph which has a maximum number of arcs, whereas a Maximum Common Induced Subgraph (MCIS) is a common induced subgraph which has a maximum number of nodes. Fig. 1 displays two graphs and an example of MCPS and MCIS.
Existing complete approaches for solving MCIS and MCPS
Most complete approaches are based on a reformulation of the problem into a maximum clique problem in a compatibility graph (whose nodes correspond to couples of nodes that may be matched and edges correspond to pairs of compatible nodes) [5] [6] [7] . McGregor [8] proposes a different approach based on Branch & Bound: Each node of the search tree corresponds to the matching of two components, and a bounding function evaluates the number of components that can still be matched so that the current branch is pruned as soon as this bound becomes lower than the size of the largest known common subgraph.
Conte et al [9] compare these 2 approaches within a same programming framework on a large database of graphs. They show that no approach is outperforming the other: The best performing approach varies when changing graph features.
Vismara and Valery [10] show how to model and solve MCIS and MCPS with constraint programming. They consider particular cases of these two problems, where the subgraph must be connected, and they introduce a global connectivity constraint for this purpose. However, they ensure that node matchings are injective by using a set of binary difference constraints. They compare CP with a clique-based approach, and show that CP obtains better results.
In this section, we introduce two soft CSPs which respectively model MCIS and MCPS problems for two graphs G and G . These two models mainly differ with respect to their variables: For MCIS, variables are associated with nodes of G, whereas for MCPS, variables are associated with arcs. In both cases, the value assigned to the variable associated with a component (node or arc) of G corresponds to its matched component in G . As some components may not be matched, we introduce a joker value ⊥ which denotes the fact that a component is not matched. Hence, for MCIS, the domain of every variable x u associated with a node u ∈ N G is D(x u ) = N G ∪ {⊥} whereas, for MCPS, the domain of every variable x uv associated with an arc (u,
In both cases, there are two different kinds of constraints. A first set of binary constraints ensures that neighborhood relations defined by arcs are preserved. For MCIS, these binary constraints ensure that adjacency relations between matched nodes are preserved: Given two variables x u and x v respectively associated with nodes u and v of G, we define
For MCPS, these binary constraints ensure that incidence relationships between matched arcs are preserved: Given two variables x uv and x wy respectively associated with arcs (u, v) and (w, y) of G, we define
where R is a predicate which checks that (u, v) and (w, y) have the same incidence relationships as the arcs of G assigned to x uv and x wy , i.e.,
Finally, we have to express that the matching must be injective (as two different components of G must be matched to two different components of G ). This kind of constraint could be modeled with a global allDiffExcept⊥(X) constraint which enforces all variables in X to take distinct values, except those variables that are assigned to a joker ⊥ value [11] . To find a maximum common subgraph, we search for a partial injective matching which matches as many components as possible, i.e., we have to minimize the number of variables assigned to ⊥. This could be achieved by adding an atmost(b − 1, X, ⊥) constraint each time a feasible solution σ is found, where b is the number of variables assigned to ⊥ in σ. However, this model achieves a weak filtering because it separates the evaluation of the cost function from the allDiff constraint.
Stronger filterings may be achieved by using optimization constraints, which relate constraints with cost variables to be optimized, as proposed in [12] . In particular, the soft allDiff constraint [13] relates a set X of variables to an additional cost variable which is constrained to be equal to the number of variables of X that should change their value in order to satisfy the allDiff(X) constraint, and which must be minimized (we consider variable-based violation costs).
To find an injective partial matching which minimizes the number of non matched components, we introduce an additional variable x ⊥ whose domain is D(x ⊥ ) = {⊥} and we post a soft allDiff(X ∪{x ⊥ }, cost) constraint. Note that x ⊥ is always assigned to ⊥: It ensures that all other variables are assigned to values different from ⊥ whenever this is possible (e.g., when G and G are isomorphic).
Let us now formally define the two soft CSPs modeling MCIS and MCPS. For the MCIS, we define the soft CSP:
For the MCPS, we define the soft CSP :
Computing Maximum Common Subgraphs from soft CSP solutions. A solution is an assignment σ of the variables of X which satisfies all hard constraints, and which minimizes the violation cost of the soft constraint so that σ(cost) is equal to this violation cost. Let σ(X)\⊥ be the set of values different from ⊥ which are assigned to variables of X. One can easily check that, for MCIS (resp. MCPS), G ↓σ(X)\⊥ is isomorphic to an induced (resp. partial) subgraph of G.
Note that we cannot define the common induced subgraph by simply keeping every node of G whose associated variable is assigned to a value different from ⊥. Indeed, when several nodes of G have the same neighborhood, it may happen that the variables associated with these nodes are assigned to a same value (different from ⊥). Let us consider for example the graphs of Fig. 1 . For MCIS, the assignment σ = {x ⊥ = ⊥,
is an optimal solution. In this case, σ(X) \ ⊥ = {2, 3, 4, 5} and G ↓σ(X)\⊥ is the subgraph obtained by removing node 1 from G . In this solution, both x d and x e are assigned to 4 because d and e have the same neighborhood.
The size of the common subgraph G ↓σ(X)\⊥ is equal to c − σ(cost) where c is the number of components of G (c = |N G | for MCIS and c = |A G | for MCPS), and σ(cost) is the value of the cost variable of the soft allDiff constraint. As the value of cost is minimal, the size of G ↓σ(X)\⊥ is maximal. On our previous example, we have σ(cost) = 2 and |N | = 6 so that G ↓σ(X)\⊥ has 4 nodes.
Extension to Labeled Graphs. In labeled graphs, nodes and edges are associated with labels. In this case, the common subgraph must match components the labels of which are equal. This kind of constraints is handled in a straightforward way. For MCIS, we restrict the domain of every variable x u to nodes which have the same label as u, and we ensure that arc labels are preserved in C arc constraints. For MCPS, we restrict the domain of every variable x uv to arcs which have the same label as (u, v) and whose endpoints have the same labels.
Constraint propagation
The two soft CSP models introduced in the previous section are very similar: they both combine a set of binary hard constraints with a soft allDiff constraint. We consider different levels of propagation of these constraints.
Propagation of the soft allDiff constraint. We consider 3 levels of propagation. The strongest propagation, denoted GAC(allDiff ), ensures the generalized arc consistency as proposed in [13] . More precisely, we search for a maximum matching in the bipartite graph G b = (X, V, E b ) where X is the set of variables, V is the set of values in variable domains, and E b is the set of edges (x, v) ∈ X × V such that v ∈ D(x). A matching of G b is a subset of edges of E b such that no two edges share an endpoint. The cardinality of a largest matching of G b gives the maximum number of variables that may be assigned to different values. Therefore the number of nodes which are not matched provides an upper bound for cost. When this number is larger than the lower bound of cost, we cannot filter variable domains. However, as soon as it is as large as the lower bound of cost, we can filter domains by searching for every edge (x, v) which does not belong to any maximum matching in G b . As proposed in [13] [14] [15] , we use the algorithm of [16] to compute a maximum matching, and we exploit the fact that this algorithm is incremental: at each node, we update the last computed maximum matching by removing edges corresponding to removed values, and we complete this matching until it becomes maximum.
We have considered a weaker filtering, denoted bound(cost)+FC(diff ). This filtering does not ensure the generalized arc consistency, but simply checks if there exists a matching of G b such that the number of non matched nodes is greater than or equal to the lower bound of cost. This is done in an incremental and lazy way: at each node, once we have updated the last computed matching, we try to extend it only if its number of non matched nodes is strictly lower than the lower bound of cost. We combine this with a simple forward-checking of the binary decomposition of the allDiff constraint which simply removes a value v such that v = ⊥ whenever v has been assigned to a variable.
The weakest propagation of the soft allDiff constraint, denoted FC(diff ), is a forward-checking of its binary decomposition which simply removes a value v such that v = ⊥ whenever v has been assigned to a variable. The upper bound of the cost variable is updated each time a variable is assigned to ⊥.
Propagation of the binary hard constraints C arc . When the domain of the cost variable has not been reduced to a singleton by the propagation of the soft allDiff constraint, the joker value ⊥ belongs to the domain of every non assigned variable. In this case, a forward-checking of C arc constraints actually ensures arc consistency. Indeed, for every pair (x i , x j ) of non assigned variables, and for every value v ∈ D(x i ), the value ⊥ belongs to D(x j ) and is a support for v as C arc (x i , x j ) is satisfied as soon as x i or x j is assigned to ⊥.
When the domain of cost is reduced to a singleton, ⊥ is removed from the domain of all non assigned variable. In this case, maintaining arc consistency (MAC) may remove more values than a simple forward-checking (FC). Hence, we have considered two different levels of propagation: FC(C arc ) performs forward checking, whereas MAC(C arc ) maintains arc consistency (however, as FC ensures AC while ⊥ has not been removed from domains, we still perform FC until ⊥ is removed, and maintain AC only when ⊥ has been removed).
Experimental results
Compared models. We compare the five following models:
The FC model basically corresponds to the Branch & Bound approach proposed by McGregor in [8] , and to the CP model proposed in [10] (except that, in [10] , a connectivity constraint is added in order to search for connected subgraphs). All models have been implemented in C. We have considered the minDom variable ordering heuristic, and values are assigned by increasing order of value.
Test Suites. We consider a synthetically generated database described in [9] . For each graph, there are 3 different labelings such that the number of different labels is equal to 33%, 50% or 75% of the number of nodes.
We report results obtained on 3 test suites of increasing hardness. Test suite 1 considers MCIS on directed and labeled graphs such that the number of labels is equal to 33% of the number of nodes (when increasing this ratio, the problem becomes easier). Test suite 2 considers MCIS on non directed and non labeled graphs. Test suite 3 considers MCPS on directed and non labeled graphs. We have adapted the size of the graphs with respect to the difficulty of these test suites so that they may be solved within a reasonable CPU time limit: in test suite 1 (resp. 2 and 3), we consider graphs with 40 (resp. 30 and 20) nodes. For each test suite, we report results obtained on different classes of graphs: randomly connected graphs with connectivity η ∈ {0.05, 0.2} (r005 and r02); 2D, 3D, and 4D regular meshes (m2D, m3D, m4D); 2D, 3D, and 4D irregular meshes with ρ = 0.6 (m2Dr, m3Dr, and m4Dr); regular bounded valence graphs with V ∈ {3, 9} (b03 and b09) and irregular bounded valence graphs with V ∈ {3, 9} (b03m and b09m). Each class contains 150 pairs of graphs corresponding to the first 30 instances for each of the 5 possible sizes of the MCIS (i.e., 10%, 30%, 50%, 70% and 90% of the number of nodes of the original graphs).
Discussion. Table 1 compares the 5 CP models on the 3 test suites. It shows us that the FC model (which basically corresponds to approaches proposed in [8] and [10] ) is clearly outperformed by all other models, which perform stronger filterings. Indeed, FC achieves a kind of passive bounding on the cost variable, by simply counting the number of variables that must be assigned to ⊥. All other models achieve an active bounding by checking that the number of variables that can be assigned to different values is large enough. The lazy bounding introduced in Section 4 drastically reduces the search space and CPU times of FC+bound are always significantly lower than those of FC. GAC(allDiff) reduces even more the search space but the difference is not so obvious so that CPU times of FC+GAC are always greater than those of FC+bound. This tendency is observed on the 3 test suites.
Replacing FC(C arc ) with MAC(C arc ) also significantly reduces the number of explored nodes but this stronger filtering has a higher time complexity so that it does not always reduce CPU times: it improves performances on Test suites 1 and 3 but deteriorates them on Test Suite 2. Hence, the best performing approaches are MAC+bound and MAC+GAC on Test suites 1 and 3 whereas the best performing approach is FC+bound on Test suite 2. These results may be explained by the fact that constraints of instances of Test suites 1 and 3 (such that graphs are directed or labeled) are tighter than those of Test suite 2.
Further works. Further work will concern the integration of symmetry breaking techniques and more advanced propagation techniques such as those proposed in [17] [18] [19] for graph and subgraph isomorphism. We shall also study the integration of ordering heuristics. Indeed, when solving an optimization problem, ordering heuristics aim at guiding the search towards the best assignments, thus allowing the bounding functions to prune more branches.
