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1.1 Motivation 
There was an increase in the number of applications for master’s program with the increase in time. For 
processing all these applications manually, high volume of time and workforce is required. This can be 
reduced if automation is used in the process. But prior to that, an analysis of the complete steps 
involved in processing and were exactly the automation has to be used to decrease the time and work 
forces must be made. The applicant process actually involved several steps. First, the applicant sends 
the complete documentation to uni-assist; from there the applications are received by the student 
assistance team at university; and are then sent to the individual departments. At the individual 
departments, the individual applications will be processed by conducting a thorough study on if the 
applicant has required skills in his previous studies and if they are fit for ASE study program. With this 
thesis project a single web tool can be developed that can process the application which is much reliable 
in the decision making process of application. 
 
Fig 1.1: Complete application process 
1 
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Here comes the manual processing of the application. In this process, we will receive a pdf document 
from the uni-assist containing each and every document submitted by the applicant. From these 
documents, the data about applicant personal details, previous educational details and also courses that 
can be matched to the ASE program for further studies will be manually entered in to the database by 
the auditors. There exist other parameters like work experience, education or course certifications and 
German language skills, which fetch some bonus points. These points are combined in the final state. If 
applicant manages to cross particular limit points, then an admission in ASE is given to the applicant. 
There are some web applications for processing the applications in this way. For any further 
examination, all the data received from the student and uni-assist is stored. As the number of 
applications to be processed increase, the process needs much time and number of auditors. 
1.2 Problem description 
The issue faced in manual processing of application is: Processing time of each application, manual data 
entry for further classification, manual analysis of score cards, less number of auditors, the less accuracy 
rate in classification. The main idea behind this thesis work would be to eradicate all this issue by 
introducing a tool that can automate pre-processing stage in this application process.  
To automate the process I had a research work on many automation tools, text conversion tools and 
others as explained in state of the art. Finally come up with an idea to use OCR for text conversion and 
implement SVM and Cluster based approaches while classifying the data. Compare both the results to 
get best classifier. With this approach we can automate pre-processing stage of the application process 
and can see much time, save of repeated tasks auditors involved in this process. Furhter more semi 
automatic preselects and processing order organisation cross checks processing steps with auditors intention. 
Other advantages of this process will be easy data management, easy processing of the applications that 
are often repeated from the same university. 
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1.3 Project Information 
This thesis is done in co-operation with professorship in Computer Engineering Department at Technical 
University of Chemnitz. The aim of this project is to develop a tool that can automatize the student 
application process. To implement this we used SVM and clustering based approaches. We analyze 
results by comparing both approaches with their results on how well they can identify ASE related 
courses. The database should be designed in such a way that it can be used for further developments 
with new approaches for artificial intelligence. This tool can be further extended to other study courses 
in the university.  
1.4 Outline of Thesis 
There are many more ways to automate the application process like using some commercial software’s 
that are used in big organizations to scan bills and forms, but this application is only for the static frames 
or formats. In our application, we are trying to automate the non-static frames as the study certificate 
we get are from different counties with different universities. Each and every university have there one 
format of certificates, so we try developing a very new application that can commonly work for all the 
frames or formats. As we observe many applicants are from same university which have a common 
format of the certificate, if we implement this type of tools, then we can analyze this sort of certificates 
in a simple way within very less time. To make this process more accurate we try implementing SVM and 
Clustering methods. With these methods we can accurately map courses in certificates to ASE study 
path if not to exclude list. A grade calculation is done for courses which are mapped to an ASE list by 
separating the data for both labs and courses in it. At the end, we try to award some points, which 
includes points from ASE related courses, work experience, specialization certificates and German 
language skills. Finally, these points are provided to the chair to select the applicant for master course 
ASE. 
P a g e  | 4 
 
 
1.5 Document Layout 
Complete document of thesis is divided into five chapters. Each and every chapter handles different 
topics. Chapter 1 introduces the topic. Chapter 2 gives the background knowledge and research we 
made on previously existing methods. It also briefs some detailed knowledge in character recognition 
and machine learning methods that exits.  Chapter 3 gives information about the complete concept 
involved in this thesis work. In this chapter, we discuss more about the modules arranged to obtain final 
results. Working of each and every module and their results that can be used in further processing. 
Chapter 4 tells about different the comparison results of both SVM and cluster methods we 
implementions in this thesis work. Chapter 6 gives an overview of further implements and phases with 
developments that can be performed.  
P a g e  | 5 
 
 
 
 
 
 
 
 
 
This chapter discusses about the overview of the related background knowledge we obtained with 
research work on different topics we handled. 
I OCR (Optical Character Recognition) 
Optical Character Recognition, abbreviates as OCR, is the process where in automatic conversion of the 
alphanumeric characters in a document into computer readable format. Character conversion from one 
domain into another domain started in early 1913’s. In the same year, a device called ‘Optophone’ was 
invented. This device converts a Braille script or symbols present on a paper into voice tones for fast 
reading so that we can hear the Braille code. Later on, the technology was improved and developed the 
OCR in the early 1950. OCR currently encompasses two distinct areas – pure optical character 
recognition by making use of the optical techniques like mirrors and lenses and digital character 
recognition by making use of scanners and computer algorithms. There is a tremendous change in the 
field, from an application which requires font-specific training, to the present generation’s intelligent 
application which is capable of recognizing most fonts with a high degree of accuracy. Most of these 
intelligent applications use some forms of machine learning to adapt and learn to recognize new fonts. 
The Current OCR machine recognizes the computer documents with an accuracy of over 97%, and the 
clearly handwritten text on clear paper with 80-90%. Recognition of cursive text is an active area of 
research. 
2 
State of the Art 
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2.1 Construction of OCR system 
The types of OCR systems are characterized by certain features. The types of OCR ate: Structural type, 
feature type, and neural network type. Some implementations employ State Vector Machine (SVM) 
along with the wavelets as the input data for the OCR process. So as to drive the wavelets, these 
methods involve much complex mathematical calculations. These in turn employ matrix multiplications 
and summations. One more important thing to be noted is, the SVM essentially requires time for taking 
different input-output pairs and calculating the relation between those input-output pairs. OCR types 
which use neural networks also use training techniques and some mathematical calculations, are also 
required for further processing. On the other hand, systems which do not use a training mechanism or 
memory based training or recognition are also available. A few of these systems uses fuzzy logic and 
histogram type area weight detection of the alphabet. But these have some disadvantages among which 
the prime is that these would be complex computation and the process is taking more time. Another 
type is feature recognition type OCRs, different features are extracted from the alphabet present in the 
input. This method is advantageous in terms of memory utilization and computations, as limited 
features are enough to recognize the character. 
The figure of an OCR system is as shown below. Actually, it comprises several parts, but it is divided into 
four major parts namely: 
 Pre-processing part 
 Self-learning part 
 Recognition part 
 Post processing Part. 
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Fig 2.1: OCR system construction 
2.1.1 Pre-processing part 
The pre-processing part takes the input image obtained from the input sources like scanner or any other 
source and transfers the original text image into either a bitmap file or a binary matrix. Then the image 
undergoes a process called text analysis. In this process, the text image is sectioned into lines and 
characters. So as to remake the ASCII text file, the position of each character is recorded. Text analysis 
may encompass the following: 
A. Extraction of character regions from an Image. 
B. Segmentation of the image into text and background. 
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A) Extraction of Character Region from an Image 
Extraction of character region from an image is accomplished by using the ancillary information known 
about the image to select the image properties which have sufficient variation of the text region and the 
background regions to be a basis of separating one from another. Once it is known, it is printed on a 
white or light background. We can make use of the detection line of text. The process can also be 
applied for segmenting the image into regions which contain words. A vertical hologram of the image is 
generated by a horizontal projection operator. The white space has a typical signature, which we use to 
segment the histogram and thereby the lines of text. Then we repeat the same procedure for each and 
every line of the text by making of the vertical projection operation for segmenting the words in each 
line of text [1]. 
Also, we can know the expected character size of the text, or other spatial organization or layout of the 
text. For identifying the areas of the image which have a character like spatial arrangements, we use 
either connect component analysis or mathematical morphology. We can select a mask so that 
morphology operations grow those characters for joining them to form word regions without bridging 
the space which is present between words or between lines. The next option available is by using 
connected component methods for identifying the image regions that have blobs of the right size. 
Utilizing the Local Fourier mask or texture masks, the areas of high spatial frequencies and hence 
segment textual regions can be identified. 
B) Segmentation of the Image into Text and Background 
While some OCR algorithms work with grayscale images, many converts their input into binary image 
formats during the early stages of processing. When an image region containing text, whether single 
word regions or whole slabs of text, is given, the goal of the stage is identifying the image pixels which 
belong to the text and the pixels which belong to the background. Thresholding of the gray-level image 
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is the most commonly used methods. We can choose the threshold value in many ways like using 
ancillary knowledge about the image, using statistical techniques to select a global threshold that ‘best’ 
classifies the image into two classes, and by using required measures calculated in the neighborhood of 
each pixel to determine the best local threshold. Practically, it is observed that the local adaptive 
thresholds produce the best segmentation results. 
2.1.2 Self-learning Part 
Every modern OCR tool has this special property of self-learning so as to enrich the knowledge 
whenever an unknown character string is obtained. It is recognized based on the database previously 
built in. This database contains most important feature related to the character which is already known. 
As more and more new characters are met, the recognition ability can be increased if the database is 
capable of self-expanding.  
2.1.3. Recognition part 
Of all the parts in the system, the Recognition part is the major one. It extracts input character features 
and compares them with the features that were recorded in the database used by the recognition. 
Whether the Characteristics would matched or nearly matched, the informative character will be 
ordered under those populations in which every last one of the characters needs these normal features. 
The last step in this stage is final classification. In this stage, the character stored in this block is written 
into result and the other characters fall under broad classification.  
A) Feature Detection 
Prior to feature detection, preliminary processing is often done. For any OCR, feature detection and 
classification are the heart. Since the advent of OCR several feature detection techniques have been 
used. First the whole character is found as a feature by template matching and then the sub features of 
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the character are sought. The algorithm found the boundary outlines, the character skeleton or medial 
axis, the Fourier or Wavelet coefficients of the spatial pattern, various moments both spatial and gray-
level, and topological properties such as the number of holes in a pattern. All have been used as 
features for classification of the character regions. 
While selecting character features to be detected, algorithm designers were pretty much aware of the 
importance of detecting the features that characterized the characters being read independently of 
actual font and size. On the other hand, the algorithm designers were attracted to those features which 
exhibit no variation with image variations, like translation, rotation, contrast and color. As a matter of 
fact each and every desired property of a feature can be found in any single measurement. 
Consequently, OCR algorithms often detect a range of features. The total of these features will be 
sufficient enough to identify each character irrespective of the specific instantiation used in the text. For 
detection of features, statistical correlation, boundary following, region thinning, mathematical 
morphology, and also different transforms like the Fourier transform, texture mask, spatial pattern 
operations, and topological algorithms are used.  Prior to character segmentation, feature detection 
techniques are applied. Generally, these techniques attempt to find evidence for a specific character 
being present instead of the part features. Researches on finding new techniques for finding characters 
in text without prior character segmentation are increasing rapidly.  The driving force behind the 
researches is the problems that were encountered in cursive scripts where segmentation without 
recognition may turn out to be a bigger problem than the recognition itself. 
2.1.4. Post processing stage 
The prime purpose of Post processing stage is to make necessary corrections, if any required. The ASCII 
text consists both recognized and rejected character and the character requires further editing and 
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modification. So the resulting character which is   obtained after recognition stage has to be moved 
either to the wish (correct) list or into the rejecting list.  
II. Tesseract 
Tesseract is an open-source OCR appliance [2]. In between the years 1984 through 1994 it took its origin 
at HP. Tesseract, in HP Labs Bristol, this project was initiated as a PhD project and later added with 
hardware and software plugins and this increased most accuracy of its working in HP Scanners sector. At 
an early stage of OCR engine business were very poor and once this is added up with the good 
improvement to work with scanners it took an exponential turn in business and execution. This turn was 
more motivation for further improvements and updates in its working [2].  
After better results in scanners, Tesseract did not materialize into the product. As in the development 
stage of OCR compression Tesseract came into focus once again and took forward to further 
developments. This time complete focus was to improve rejection efficiency than on base-level 
accuracy. This project came to an end in the year 1995 and sent to the UNLV Annual Test of OCR 
Accuracy. After successful completion of the test it was introduced to the world, showing how efficient 
and powerful when compared with the commercial engines. Earlier this was not an open source, but 
from late 2005 HP released it as open source. Currently it is available at 
http://code.google.com/p/tesseract-ocr[2].   
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2.1 Architecture 
The Later HP lab developed layout analysis technology independently. The technology was used in 
products. (And therefore not released to open-source)  Because of this technology developed by HP, 
Tesseract never met the need of its own page layout analysis. Tesseract assumes that its input is a binary 
image with optional polygonal text regions defined.   
Processing follows a traditional step-by-step pipeline, but some of the stages were strange and found 
very new in those days, and possibly remain so even now. The first step of processing is a connected 
component analysis. In this step, the outlines of the components are stored. With regard to 
computation, the design decision was an expensive one at the time. But it had a significant advantage: 
by inspecting the nesting of outlines, and the number of child and grandchild outlines, the detection of 
inverse text became simple and recognition of the text became very easy in recognition of black-on-
white text. Tesseract is probably the first OCR engine that is capable of handling white-on-black text so a 
little effort. At this stage, outlines are made together, purely by nesting, into Blobs. Blobs are unionized 
into text lines, and analysis of the lines and regions for fixed pitch or proportional text is done. Based on 
the kind of character spacing, text lines are broken into words. The character cells chopped the fixed 
pitch text immediately. Proportional text is broken into words by employing the definite spaces and 
fuzzy spaces.  
Then recognition proceeds as a two-pass process. In the first pass, recognition of each word in turn is 
attempted. Each word that is satisfactory is passed to an adaptive classifier as a training data. Then the 
adaptive classifier gets a chance for recognizing the text lower down the page with still more accuracy. 
Since the adaptive classifier may have learned something useful too late to make a contribution near the 
top of the page, a second pass is run over the page. In the second pass, the words which were not 
properly recognized are made to recognize once again, thereby lead to greater accuracy of recognition. 
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A final phase resolves fuzzy spaces, and checks alternative hypothesis for the x-height to locate small-
cap text. 
2.2 Line and word finding 
2.2.1 Line Finding 
There are more publications earlier on line finding, which is one of the major parts of Tesseract. The 
main application of this algorithm which is designed for Tesseract is to classify skewed pages. This 
process is more concerned about line construction and blob fitting. The line finding algorithm is one of 
the few parts of Tesseract that was published earlier. This algorithm is designed for recognizing a 
skewed page without having to de-skew. This eventually protected the image quality. Blob, blob filtering 
and line construction are the key parts of the process. As the roughly uniform text size, the drop-caps 
and vertically touching characters will be removed by a simple percentile height filter with an 
assumption of page layout analysis. The text in the region is judged by the height of a median. Because 
of this, filtering out the blobs that are petite then some portion of the median height, for example 
diacritical marks, punctuation and noise is safe.    
The filtered blobs that are more precise to fit a model of non-overlapping, parallel and sloping lines. If 
the blobs are sorted and processed by the x-coordinate, skew becomes viables in some conditions like 
assigning the blobs to a unique text line, across the page during the process of tracking the slope, with 
heavily subsided danger of assigning to an incorrect text line in the existence of skew. After assigning of 
the filter blobs to lines is done, at least median of squares fit is used to appraise the baselines, Pertinent 
lines are once again fitted with a filtered-out blobs.  
The final step of the line creation process to connect blobs that overlap by at least half horizontally, 
putting diacritical marks together with the correct base and correctly relating parts of some broken 
characters.  
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2.2.2 Baseline Fitting 
Once the text lines have been detected, the baselines are fixed in more accurately using a quadratic 
spline. This was very first done for an OCR system, and enabled Tesseract to treat pages with curved 
baselines, which are a bit familiar artifact in scanning, and not just a kind of book bindings. 
The blobs are portioned into groups with a reasonably continuous displacement for the original straight 
baseline. This is how the baselines are fitted. A quadratic spline is fitted to the partition which is found 
to be the most populous (assumed to be the baseline) by a least square fit. The quadratic spline has 
both advantage and a disadvantage. The advantage being “this calculation is reasonably stable” and the 
disadvantage being “discontinuities can arise when multiple spline segments are needed”. A more 
regular cubic spline might work much better [2]. 
 
Fig 2.2: An example of curved fitted baseline [2] 
Line of text with a fitted baseline, descender line, mean line and ascender line are illustrated in the 
above fig. All the lines shown in the image are "parallel" as their y separation is a constant for the entire 
length. Also, these lines are slightly curved. It can be observed in the image that the ascender line is cyan 
(prints as light gray) and the black line present about this cyan line is actually straight. A deep 
observation of these lines makes it clear that the cyan (printed gray) line is curved relative to the 
straight black line above it.   
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2.2.3 Fixed Pitch Detection and Chopping 
The text lines will be tested by Tesseract for determining whether they are fixed pitch text. On the other 
hand, Tesseract cop's the words into characters using the pitch and also disables the chopper and 
associator on these words for the word recognition step. A typical example of a fixed-pitch word is 
illustrated in below fig. 
 
Fig 2.3: A fixed-pitch chopped word [2] 
 
2.2.4 Proportional Word Finding 
Non-fixed-pitch or proportional text spacing is a highly non-trivial task. Observe the Fig.3 which 
illustrates some typical problems. The gap present between the tens and units of 11.9% is similar in size 
to the general space, but this is certainly more compared to the kerned space present between 'erated' 
and 'junk'. No horizontal gap exists at all between the bounding boxes of 'of and financial'. Several of 
such problems are solved by Tesseract by measuring gaps in a limited vertical range existing between 
the baseline and mean line. At this stage, the spaces that are close to the threshold are made fuzzy, for 
making a final decision after word recognition [2]. 
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Fig 2.4: Some difficult word spacing [2] 
2.3 Word Recognition 
For any character recognition engine, the recognition process has to identify the way a word should be 
segmented into characters. First, the classification of the initial segmentation output from line finding is 
done. The remaining part of the word recognition step is applicable to non-fixed-pitch text only.  
2.3.1 Chopping Joined Characters  
While the result of a word from Linguistic Analysis which will be discussed very soon is unsatisfactory, 
Tesseract makes an attempt for improving the result by chopping the blob with worst confidence from 
the character classifier. Candidate chops points are found from concave vertices of a polygonal 
approximation of the outline, and may have either different concave vertex opposite, or a line segment. 
So as to separate joined characters from the ASCII set successfully, up to 3 pairs of chop points might be 
needed. 
 
Fig 2.5:  Candidate chop points and chop [2] 
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Above fig shows a set of candidate chop points with arrows and the selected chop as a line across the 
outline where the 'r' touches the 'm'.  
Based on the order of priority of the chops, they are executed. If any chop failed in improving the 
confidence of the result, it is simply undone, but not completely discarded. It is because; the associator 
can reuse the chop if it was needed later on.  
2.3.2 Associating Broken Characters 
If the potential chops have been exhausted, and the word is still not good enough, it will be given to the 
associator, which then performs an A* (best first) search of the segmentation graph of all the possible 
combinations of the maximally chopped blobs into candidate characters. It is done not by actually 
building the segmentation graph, but by maintaining the hash table of the visited states. The A* search 
is preceded by acquiring candidate new stats from a priority queue and then evaluating them through 
classification of an unclassified combination of fragments. [2] 
There are arguments that this fully-chop-then-associate is, at best it is inefficient and at worst, it is liable 
to miss important chops and that may well be the case. The benefit is, the chop-then-associate scheme 
will simplify the data structures that would be required for maintaining the full segmentation graph.  
 
Fig 2.6: An easily recognized word. [2] 
 
When the A* segmentation, search was first implemented in about 1989, the accuracy of Tesseract on 
broken characters was found to be clearly more than any commercial engine existing at the time. The 
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above figure is a typical example. The success of Tesseract was because of an essential part called 
character classifier that could easily recognize is broken characters. 
2.4 Static Character Classifier 
2.4.1 Features 
The earlier version of Tesseract used topological features which are developed from the work of 
Shillman. In spite of the fact that these elements are autonomous of text style and size, they are not 
robust to the problems being experienced in real time images. The very next thought that can crack to 
fix this was to make use of segments of the polygonal approximation as features. Unfortunately, this 
approach is also not robust to the broken characters. For example, in below figure 2.7 (b) it can be 
observed that the right side of the shaft is in two main pieces, but in figure 2.7 (a) just a single piece is 
noticed. 
 
Fig 2.7: (a) Pristine ’h’, (b) broken ‘h’ (c) features matched to prototypes [2] 
 
Then a sudden and dramatic solution came up. It is the idea that the features in the unknown and the 
features in the training data both need not be the same. In the training process, the segments of a 
polygonal approximation are used for features, whereas in the case of recognition, extraction of 
features of a small, fixed length of the outline is done and they are matched many-to-one against the 
clustered prototype features of the training data. The short, thick lines observed in the above figure, are 
the features which are extracted from the unknown, whereas the thin and long lines in the same figure 
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are the clustered segments of the polygonal approximation used as prototypes. One prototype bridging 
the two pieces is completely unmatched. All the prototypes and every feature are well matched except 
for the three features on one side and two on the other. This exemplifies that the process of small 
features matching with the large prototypes is easily able to cope with recognition of the images that 
are damaged. Its prime downside was the cost of computing the distance between an unknown and a 
prototype is quite high [2]. 
Thus, the features that are extracted from the unknown are 3-dimensional, i.e., has x position, y position 
and angle with typically 50-100 features in a character, whereas the prototype features are 4-
dimensional, i.e., x position, y position, angle and length with typically 10-20 features in a prototype 
configuration. 
2.4.2 Classification 
Classification is a two-step process, wherein the first step is the creation of a short list of character 
classes that the unknown might match. This is done by a class pruner. From a coarsely quantized 3-
dimensional lookup table, every feature will fetch a bit-vector of the classes that it might match. These 
bit-vectors fetched are then summed over all the features. The classes with the highest counts (after 
correcting for expected number of features) become the short list for the next step.  
Every feature of the unknown searches a bit vector of prototypes of the given class which it might match 
with. Then computation of the actual similarity between them is done. Every prototype character class is 
represented by a logical SOP (sum-of-product) expression with each term. It is called a configuration. A 
record of the total similarity evidence of every feature in every configuration, and also in each prototype 
is maintained by the distance calculation process. The best combined distance, which is calculated from 
the sum of feature and prototype evidences, is the best over all the saved configurations of the class. 
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2.4.3 Training Data 
The classifier is capable of recognizing the damaged characters with a great ease. So, the classifier was 
not trained on damaged characters. The classifier was in fact trained over a few samples, i.e., 20 
samples of 94 characters from 8 fonts in a single size, but with 4 attributes (normal, bold, italic, bold 
italic). All these sum up to a total of 60160 training samples. This is a significant contrast when 
compared to other published classifiers, like the Calera classifier which is trained on more than a million 
samples and the Baird's 100-font classifier which is trained on 1175000 training samples [2]. 
2.5 Linguistic Analysis 
Tesseract has comparatively less linguistic analysis. Every time the word recognition module is 
considering a new segmentation, the linguistic module selects the best one among all the word strings 
available in each of the following categories: Top frequent word, Top dictionary word, Top numeric 
word, Top UPPER case word, Top lower case word (with optional initial upper), Top classifier choice 
word. For a given segmentation, the final decision will be the word which has the lowest total distance 
rating, where every category is multiplied by a different constant. 
The number of characters in the words of different segmentations may be different. Direct comparison 
of these words is hard even where a classifier claims to be producing probabilities, which are not 
produced by Tesseract. This problem in Tesseract is solved by generating two numbers for every 
character classification. The first one is called the confidence and is minus the normalized distance from 
the prototype. This enables it to be a "confidence" in the sense that greater numbers are better and the 
greater the distance from zero, the greater the distance. The second output is called the rating. Its 
action is to multiply the normalized distance from the prototype by the total outline length in the 
unknown character. As the total outline length for all the characters within a word will be the same 
always, ratings for characters within a word can be summed meaningfully. 
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2.6 Adaptive Classifier 
It was suggested and even demonstrated that the use of an adaptive classifier will benefit the OCR 
engines. The static classifier must be good at generalizing to any kind of font. As a result of which the 
ability of the classifier to discriminate between different characters or between characters and non-
characters weaken. So, for realizing a greater discrimination within each document, where a less 
number of fonts are existing, a more font-sensitive adaptive classifier trained by the results of the static 
classifier is commonly used [2]. 
Template classifier is not used by Tesseract, but it uses the similar features and classifiers of static 
classifier. Static classifier will normalize the characters by the centroid (first moments) for position and 
second moments for anisotropic size normalization.  
The normalization of baseline/x-height will can easily differentiate upper and lower case characters. It 
will also improve the liberty to noise spikes. The major advantage lying behind the character moment 
normalization is removed of font aspect ratio and some degree of font stroke width. Not only that, it 
also makes the recognition of sub and superscripts simpler, but needs an additional classifier's feature 
for marking the difference between some upper and lower case characters. 3 letters in baseline/x-height 
normalized form and moment, normalized form are illustrated in below figure [2]. 
 
Fig 2.8: Baseline and moment normalized letters [2] 
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III. Text Mining 
Most previous studies of data mining have concentrated on structural data, like relational, transactional, 
and data warehouse data. [3] In practice, a considerably higher amount of the available information is 
backed up in a text database (or document database), which comprises a large collection of documents 
from several different sources, like news articles, research papers, books, digital libraries, e-mail 
messages, and web pages. Inferable from the lofty ascent in the measure of data accessible in electronic 
structure, for example, electronic distributions, different sorts of electronic records, email, and the 
World Wide Web, there is a precarious and sudden ascent in the text database. These days, almost all 
the information on government, industry, business, and other institutions are stored electronically, i.e., 
in the form of text database [3]. 
Once information is uploaded in the database, most of this data will be in an unstructured way. In recent 
times we find much research is focused on semi structured data. Additionally, data recovery strategies, 
for example, indexing techniques, have been created to handle unstructured data. 
Conventional information retrieval procedures get to be deficient for the inexorably boundless measure 
of text data. Normally, just a little portion of the numerous accessible documents will be applicable 
giving individual client. Without recognizing what could be in the documents, it is hard to define viable 
inquiries for analyzing and obtaining required information from data [7]. Users need tools to compare 
different documents, rank the documents, or find patterns and trends across multiple documents. Thus, 
text mining has become a major theme in data mining. 
Information retrieval (IR) and Database systems were developed parallel from the recent past. IR deals 
with the organization and retrieval of information with huge datasets mostly text based information. 
Whereas, database systems has fixated on query and translation processes of structured data. Both 
handles various types of information, some database system issues are generally not exhibit in a data 
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retrieval system, for example, concurrency control, recuperation, exchange administration, and 
redesign.  In traditional database systems, we cannot find any common information retrieval issues, like 
comparative search based on key words and unstructured documents. The major issue in information 
retrieval system is to trace a document in a complete set of collecting data based on a client's query.   In 
this issue user has a handful of choice to pull the relevant information from the stored data, this fits best 
if the user has same ad-hoc information need, an IR system can also take action to push a newly found 
data item to a user if it is similar to a client's query. Such an information access process is called 
information filtering, and the system used in this process is called  filtering systems or recommender 
systems.  
2.1 Text Retrieval methods 
Text retrieval methods are majorly classified into two 
 a) Document selection problem 
 b) Document ranking problem 
The document selection method is the one in which the query is the specifying constraint for selecting 
the relevant document. The boolean retrieval method is one such method in which a set of key words 
represents a document and a Boolean of expressions provided by the user like tea or coffee and car and 
shop. All it takes is the Boolean query and return document for this system to satisfy the Boolean 
expression. Prescribing user information with a Boolean query is really difficult and this retrieval method 
works well only when the document collection is well known to the user and a good query could be 
made out of it.  
The document ranking method based on the order of relevance is used to rank the documents. These 
are more significant than the selection methods for there are more advanced retrieval systems present, 
P a g e  | 24 
 
 
which provide a rank list of the documents. Algebra, logic, probability, and statistics are various 
mathematical tools on which many ranking methods developed. The instinct behind all these methods is 
to match the key words in all the documents and score them based on how their matches. The degree of 
relevance of a document with the score based on the information like frequency of words in the 
document and to approximate it is the main goal. To measure the degree of relevance it is very difficult.  
2.2 Cluster Analysis 
The process of grouping a set of physical or abstract objects into classes of similar objects is called 
clustering [4]. A cluster is a collection of data objects that are similar to one another within the same 
cluster and are dissimilar to the object in other clusters [5]. Classification plays major role in 
differentiating groups or classes of objects. This is done with the prior knowledge of training tuples or 
big datasets or different kinds of patterns, in which classifier can model each group. It is often more 
desirable to proceed in the reverse direction: first partition the set of data into groups based on data 
similarity (e.g., using clustering), and then assign labels to the relatively small number of groups. Extra 
points of interest of such a clustering based procedure are that it is versatile to changes and bail single 
out helpful features that recognize diverse groups. By automating clustering, we can identify dense and 
sparse regions in object space and, therefore, discover overall distribution patterns and interesting 
correlation between data attributes [6].  
Based on applications, clustering can also be defined as data segmentation as it can classify large data 
sets into groups according to their similar features. Clustering can also be used for finding data away 
from boundaries or cluster threshold values as this may also be a point of interest from clients query. As 
of now Data clustering is under rapid improvement. Contributing territories are examined incorporate 
data mining, statistics, machine learning, spatial database technology, science, and marketing. From the 
tremendous measures of information gathered in a database, clustering is the most active topic of 
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interest in data mining research. As a branch of statistics, cluster analysis has been extensively studied 
for long time period, which concentrate mainly on distance-based cluster analysis. A cluster analysis tool 
based on k-mean, k-medoids, and several other methods have also been built into many statistical 
analysis software packages or systems, such as S-Plus, SPSS and SAS [3]. In machine learning, clustering 
is an example of unsupervised learning. As it tries to learn from observations instead of examples. More 
efforts were observed in finding best, effective and efficient cluster analysis methods in the area of data 
mining for huge databases.  Scalability of clustering was one of the most prominent factors to obtain [7]. 
2.2.1 Categorization of Major Clustering Methods 
There exist many clustering algorithms in literature. Classifying the clustering methods as the methods 
may overlap so that the features from several categories are obtained. The categories of major 
clustering methods are classified into: 
A) Partitioning Methods 
In this method if we consider n as objects of data tuples and K as the number of partitions, then 
K<=1 represents the cluster formed, this formed cluster should fulfill below requirement:  
a) Each group must have at least one object 
b) Each object must belong to exactly one group [8]. Partitioning gets started with a method called 
partitioning method which can be improved by iterative relocation techniques. This technique 
delivers object in the same cluster, which are imminent  to each other. In K-mean algorithm cluster 
is defined by the mean value of objects. These methods find important in finding spherical shaped 
clusters in small to medium sized databases.  
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B) Hierarchical Methods 
A hierarchical method is the one which creates hierarchical decomposition of the objects in the 
given set. This method is categorized into 
a) Agglomerative 
b) Divisive based on the decomposition.  
The agglomerative approach, also called top-down approach in which each object to a separate 
group. All the objects are combined till all the groups are merged into one. In this method, it is 
evident that a step can’t be made undone. The charges for computation is lesser which does not 
affect combinatorial number. The approaches for improving the quality of clustering is: to perform 
analysis of object linkages at partitioning and to integrate agglomeration and other approaches.  
C) Density Based Methods: 
The distance between the objects lay the basis for partitioning methods. It can only find spherical 
shaped clusters, but not arbitrary. The general method is to grow clusters until density exists in such 
that the radius of the neighborhood contains the least number of points so that arbitrary shape 
clusters could be used.  
DBSCAN and extensions are density based methods growing clusters for a density-based analysis. 
DENCLUE is the method in which the analysis happens to the value of distribution of density 
functions.  
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D) Grid Based Methods 
These quantize the item space into a constant number of cells which frame a grid structure and all 
the clustering calculations are done on it. Fastest processing time and dependency only on cells in 
the quantized space are the advantages. STING is a typical grid based method. Wave Cluster applies 
wavelet transformation for clustering analysis and is both grid-based and density-based [3]. 
E) Model-based methods 
Model-based methods will hypothesize a model for every one of the clusters and will find the best 
fit of the data to the given model. A model-based algorithm may find the location of a cluster by 
constructing a density function which reflects the spatial distribution of the data points. It also 
results in a way of determining the number of clusters automatically on the basis of standard 
statistics, taking "noise" or outliers into account. Hence it yields in robust clustering methods. 
EM is an algorithm which performs expectation-maximization analysis depending on the statistical 
modeling. COBWEB is a conceptual learning algorithm. It performs probability analysis and takes 
concepts as a model for clusters. SOM (or self-organizing feature map) is a neutral network-based 
algorithm which clusters by mapping high-dimensional data into a 2-D or 3-D feature map, which is 
in turn   used for visualizing the data. The selection of clustering algorithm is done based on the type 
of data that is at hand and also the specific purpose of the application [3]. If a cluster analysis is 
employed to serve as a descriptive or exploratory tool, there are possibilities for trying numerous 
algorithms on the same data for seeing what the data may disclose. 
A few of the clustering algorithms combine the ideas of different clustering methods, as a result of 
which the classification of a given algorithm as uniquely belonging to only one clustering method 
category becomes difficult. On the other hand, there are a few   applications which may have 
clustering criteria which need the integration of several clustering techniques. In addition to the 
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above mentioned categories of clustering methods, there are two more classes of clustering tasks 
which need special attention. One of them is clustering the high-dimensional data, and the other 
one is constraint-based clustering.  
F) Clustering high-dimensional data  
This is particularly a task of the highest importance in cluster analysis as several applications need 
the analysis of objects which have a large number of features or dimensions. For instance, consider 
the text documents which may possess thousands of terms or keywords as features, and DNA 
microarray data may give information on the expression levels of thousands of genes under 
hundreds of conditions. Clustering high-dimensional data has become a challenging task because of 
the     curse of dimensionality. Many dimensions may not be relevant. As the number of dimensions 
increases, the data become increasingly sparse, so that the distance measured between pairs of 
points becomes an effort to compute and the average density of points anywhere in the data is 
likely to be low. Hence a need for developing a different clustering methodology for high-
dimensional data exists. CLIQUE and PROCLUS are two influential subspace clustering methods, 
which search for clusters in subspaces (or subsets of dimensions) of the data, rather than over the 
entire data space [3]. Frequent pattern-based clustering, another clustering methodology which 
extracts distinct frequent patterns among subsets of dimensions which occur quite often. It makes 
use of such patterns of grouping objects and for generating meaningful clusters. pCluster is an 
example of frequent pattern-based clustering that groups objects based on their pattern similarity.  
G) Constraint-based clustering  
This is another type of clustering approach which performs clustering by incorporating the user-
specified or application-oriented constraints. Each constraint either specifies a user’s expectation, or 
describes "properties" of the desired clustering results, and thereby providing an effective means 
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for communicating with the clustering process. Different types of constraints can be specified, either 
by a user or as per the requirements of the application.   Our discussion here will be concentrated 
on spatial clustering with the existence of obstacles and clustering under user-specified constraints. 
In addition, semi-supervised clustering is described, which applies, for example, pairwise constraints 
(such as pairs of instance labeled as belonging to the same or different clusters) in order to improve 
the quality of the resulting clustering. In the following sections, we examine each of the above 
clustering methods in detail. We also introduce algorithms that integrate the ideas of several 
clustering methods [3]. 
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IV. Machine Learning 
Machine learning is generally taken to encompass automatic computing procedure based on logical or 
binary operations that learns a task from a set of examples. Here we are just concentrating with 
classification. Machine learning aims to generate classifying expression simple enough to be understood 
easily by the human. They must mimic human reasoning sufficiently to provide insight into the decision 
process. Like statistical approaches, background knowledge may be exploited in developing, but 
operation is assumed without human intervention [11]. 
The basic framework for machine learning is depicted in below figure. The learning system aims at 
determining a description of a given concept from a set of concept examples given by the teacher and 
from the background knowledge. 
Implemented examples can be positive or negative. The learning algorithm then builds on the type of 
examples, on the size and relevance of the background knowledge, on the representational issues, on 
the presumed nature of the concept to be acquired, and on the designer’s experience. An important 
requirement is that the learning system should be able to deal with the imperfections of the data. 
Examples will often contain a certain amount of noise errors in the descriptions or in the classifications. 
 
 
 
Fig 2.9: Machine Learning Task 
 
 
 
 
   Examples 
 Background Knowledge 
Concept Description 
Learning Algorithm 
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There are three different types of learning. 
Supervised Learning:  In order to predict new values the system has to learn a mapping between the 
inputs and outputs.  
Unsupervised Learning: The features in distributed input data are extracted by the system.   
Reinforcement Learning: The system has to learn a policy such that each action should result to maximal 
reward [13]. 
 
 
    Fig 2.10: a) Supervised learning             b) Unsupervised learning                  c) Reinforcement learning 
 
2.1 Multilayer Perceptron (MLP) 
Covers theorem on separability clearly states that, “If a complex pattern-classification data which cannot 
be linearly separable in lower dimension when projected into higher dimension than data can be linearly 
separated. Provided that space is not densely populated. 
An MLP composed of Input Layer, several Hidden Layer and Output Layer. Input data is projected into 
higher dimensions via hidden layer, if this hidden layer is competently chosen, then output neuron can 
learn to classify the data correctly [12]. 
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             Fig 2.11: Projection of data in MLP 
The hidden neuron and output neuron performs a weights sum of their input called net activation and 
apply the transfer function to this sum to obtain the output. The most used transfer functions are 
Logistic function, Threshold function, linear function and Hyperbolic function. 
The leaning principle in MLP is by Back Propagation. As shown in the fig [2.11], when the output ܱ௞ is 
not equal to the desired output Tk, the data are back propagated via output layer to hidden layer and 
weights are corrected in the hidden layer such that data is linearly classified. This back propagated error 
represents the percentage of error in the output layer that is caused by the hidden neuron. The hidden 
layer is generally used to make a bottleneck, forcing the network to make a model of the system 
generating the data, with the ability to generalize to previous unseen pattern [13]. 
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Learning in a MLP: The Back propagation Learning Rule 
The back propagation algorithm consists of a feed forward pass meant for computing the activities in all 
layers. The ݓ௝௞ means that the hidden neuron j participated a lot in the error made in the output neuron 
k. 
For the hidden neurons 
ݕ௝ ൌ ݂ ቀ݊݁ݐ௝ሺݔሻቁ ൌ ݂ሺσ ݓ௜௝Ǥ ݔ௜
ேೕ
௜ୀଵ ൅ ௝ܾ) 
 
For the output neurons 
ܱ௞ ൌ ݂൫݊݁ݐ௞ሺݕሻ൯ ൌ ݂ሺσ ݓ௝௞Ǥ ݕ௝
ேೖ
௝ୀଵ ൅ ܾ௞) 
 
And of a feedback pass to back propagate the error of the network. 
ߜ௞ ൌ ሺݐ௞ െܱ௞ሻǤ ݂ᇱሺ݊݁ݐ௞ሻ 
 
ߜ௝ ൌ ݂ᇱ൫݊݁ݐ௝൯Ǥ෍ݓ௝௞
ேೖ
௞ୀଵ
Ǥ ߜ௞ 
 
2.2 Radial Basis Function (RBF) 
The RBF neural network is similar to the other net algorithm, but used different error estimation and 
gradient descent function and result obtained from them is also difficult to understand.  
 
Fig 2.12: Radial Basis Function network 
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The RBF network consists of a layer of units performing linear or nonlinear functions of attributes. Its 
structure looks similar to MLP with one hidden layer called as feature space and the input data of 
dimension d is transformed through ϕ into feature space. If the function φ is chosen correctly the data 
become linearly separable [13]. The most popular function used is a Gaussian function because of its 
localized properties as maximal for the center, decreasing to zero for bigger distances. Each hidden unit 
specializes on a restricted part of the input space, the resulting code is sparse (only a few ߮௜ሺݔሻ are 
different from 0). 
The output of linear classifier y is defined as 
y = F(x) = σ ݓ௜ே௜ୀଵ  . ߮௜ሺݔሻ 
The function φ is called Radial-Basis Function, as it is localized around its center and symmetric. 
 
The function used for the hidden neuron is Gaussian centered on each training example 
 
߮௜ሺݔሻ = exp(-||x-ݔ௜|ȁଶ) 
 
The classification problem can be rewritten as  
 
Φ.w = t 
 
Where Φ = {߮௜௝ ൌ ߮ሺ||ݔ௝ െݔ௜ȁȁሻሽ௜ǡ௝ୀଵே  is the interpolation matrix, w is the linear weight vector, and t 
is the desired output. 
 
RBF uses a cross validation technique to handle noise. As error on the cross validation set increases 
algorithm stops training, which is most advantageous when compared to other algorithms. The hidden 
layer is computed through a single function φ, but not a series of weights as in MLP [13].  
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The other advantages of RBF when compared with MLP are: 
 RBF is faster to use than MLP, as the hidden layer is computed only through a function of 
distance not weights. 
 With the same number of hidden layers, RBF is more precious than MLP in terms of the 
generalization error. 
 RBF performs faster than MLP [13]. 
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In this chapter, we discuss more about the concepts, formulas we implemented in this thesis work. In 
order to speed up the application process, we need to automatize pre-processing stage. The following 
architecture is suggested for automation process.  
 
Fig 3.1: Architecture of concept 
The complete architecture of the working model is described in the figure 3.1. The model is divided into 
two major blocks one supports the software part called software module and the one that supports 
hardware infrastructure named as hardware module. These modules are well connected with the 
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required library functions. The major components of the software module are Image Detection, 
Mapping module and GUI and hardware that are used are servers, client PC and mobile. 
3.1 Image Character Detection 
In this module the image is given as input in any of formats like PDF, tiff, etc., the data in this image or 
document provided as input should be read and its digital format should be provided as output so that 
this result can be used for other applications. This conversion of one format to another is done by using 
OCR.  
OCR is a process in which alphanumeric characters in document are converted automatically into 
computer readable code text. OCR currently encompasses two distinct areas – pure optical character 
recognition, using optical techniques such as mirrors and lenses and digital character recognition, using 
scanners and computer algorithms. The field has come far, from an application that require font-specific 
training, to current, intelligent application that can recognize most fonts with a high degree of accuracy. 
Most of these intelligent applications use some forms of machine learning to adapt and learn to 
recognize new fonts. The Current OCR machine achieves an accuracy of more than 97% with computer 
documents, 80-90% with clearly handwritten text on clear paper. Recognition of cursive text is an active 
area of research. In this process, there are many sub processes performed for further analysis like the 
function pre-processing uses the input image takes from scanner or any other source to transfer the 
original text image into a bitmap file or binary matrix. Then it undergoes a text analysis process to 
section the text image into lines and characters. Next in this process, we have a recognition process in 
which the data is manually entered in the database and the output data of the scanned image will be 
compared. 
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Initial step in this process start when applicant’s data processing is entered and the file with applicant 
details like personal details, educational qualification, work experience, and language skills is given as 
the input  and details likes university, study course are read and this details are compared with the 
prefilled data in database and we obtain a list of same university and all course list which are given to 
OCR to conversion and working of OCR start from here and output generated form the OCR will be Text 
Fragments. The text fragments are given to further mapping module. 
3.1.1 General Classification Controller 
This is the main module that process required output. It will be a part of Mapping module. The major 
work involved includes creating files of required format, conversation of formats to map the formats in 
the database and servers. As the files are generated from the different tools and software’s, the final 
output will use these files to generate or predict some results from these files so the formatting of this 
file plays a vital role in this process.  
 
Fig 3.2: General classification segments 
The General classification controller comes under mapping module. There are two types of files that are 
generated in our application when we compare how good SVM and Cluster can classify our input data 
with a complete course list of university of a particular study path to the courses that can be mapped to 
ASE related courses. In this module LIBSVM will be triggered on and data training, testing and 
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classification will be done with it. We implemented SVM in this module in which the input data from 
OCR and DB prefilled course loader will be used for training SVM. The input data from OCR will be 
classified in such a way that all text fragments that are generated will be divided into the ASE course list 
or to exclude list.  
The machine learning package used in this thesis is LIBSVM. It is a package for support vector machine 
technique. LIBSVM includes several kernels, including RBF (radial basis function), a polynomial and a 
linear kernel. Here for a give training set of instance label pair (xi, yi), I = 1, 2, 3…l where xi ϵ Rn and            
y ϵ {1,-1} l, the SVM requires the solution of the following optimization problem: 
½* WT *W +Cσ Ɍ௟௜ୀଵ i 
Subjected to    yi (WTɸ (xi)+b) >= 1-Ɍi, 
Ɍi >= 0 
Here training vector xi  are mapped into a higher dimensional space by the function. SVM finds a linear 
separation hyperplane with the maximal margin in this higher dimensional space. C>0 is the penalty 
parameter of the error term. 
In the below diagram complete working if mapping module is demonstrated. The output of this module 
will be both SVM and cluster based classification.  
SVM Predict: 
SVMModel:: Predict – Predict a value for previously unseen data. 
Description: 
public float SVMModel::predict ( array $data ) 
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This function accepts an array of data and attempts to predict the class or regression value based on the 
model extracted from previous trained data. Output will be a class label in the case of classification and 
a real value in the case of regression [14]. 
SVM Train: 
SVM:: train – creates a SVMModel based on training data. 
Description: 
public SVMModel svm::train ( array $problem [, array $weights ] ) 
Train a support vector machine based on the supplied training data. The output for this will be an SVM 
Model that can be used to classify previously unseen data [14]. 
 
 
 
 
 
 
 
 
 
 
 
P a g e  | 41 
 
 
3.2 Mapping Module 
 
Fig 3.3: Block diagram of Mapping module 
P a g e  | 42 
 
 
The above diagram shows the complete workflow of mapping module, in which SVM and cluster based 
approaches are calibrated. Tesseract with Java is used to write the complete code structure. Further, in 
this paper, we discuss about the formation of SVM and Cluster classification. 
3.2.1 Weight Optimization and Lookup Module 
In this module output of OCR i.e., text fragments is considered and compared with the prefilled courses 
in database by setting up some parameters while training the SVM or while creating clusters. In case of 
SVM the process of weight optimization is done while training the SVM data. Once the data are trained, 
training, file gets generated in this file it keeps counting  the characters that are repeated in the OCR 
text fragments and a parameter value of 0,13 is set for each repetition. This value is compared with the 
database stored course values and SVM classification on if the course is related to ASE or not is done.  
This work similar to the lookup module too in which the prediction of SVM is requested, before this 
request an SVM input string should be generated in which number of characters that are repeated can 
be generated and a value for this is set. 
In clustering module the input for optimization is given from the OCR text fragments, once the training 
process gets started optimization of character repetition parameter is set, accuracy result is observed in 
the result file after comparing with the clusters stored in the database. Lookup module starts once 
prediction request is sent. Here comparison is done with distance measurement and get closest cluster 
for mapping of courses to ASE. 
Distance measurement and border calculations are done with different formulas by taking the length of 
word into consideration. We do have an output form OCR that can state long lines by considering the 
certificate format. We observed formats of certificates differs from university to university. The formats 
can be in text string followed by a number and then again text string to number. This type of format is 
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considered as long line. For word mapping in clustering, formulas are set for two different types of word 
strings like long words, words with 4 and 3 characters. 
The Long word string is determined by the empty space occurrence in the word string, empty space is 
given a special parameter value while creating a vector. The formulated way is to find the connectivity, 
minimum distance, distance and border values. If connectivity is greater than a border then it is mapped 
to the ASE course. If the words that need to be mapped are with 4 and 3 characters, then they are 
formulated in a different way, as they are compared with each and every letter in a word one by one 
and if they are exactly mapped then word with 4 characters are given a bonus of 0,01 to obtain the 
character cluster preference value and 0,10 of bonus is added to the word with 3 characters. 
3.2.2 SVM Classification 
 SVM are commonly used for binary classification. The basic idea of SVM, introduced by Vapnik in 1995 
is to separate two classes with a wide range of margin as possible, assuming that the data is linearly 
separable.  Linear separation can be exemplified by drawing a line on a graph of the training data, 
separating the two classes, given that the input feature vector is of dimensionaity2. SVM can also be 
used to classify the data that is non-linearly separable. A cost or penalty parameter may be introduced 
in order to allow for some misclassification. This C parameter controls the trade-off between allowing 
for some data points to be misclassified and enforcing the margin between the classes. This can result in 
so called over fitting, obtaining a more accurate model for that particular set of training data, but one 
that may not perform well when used with another data set. A lower C value means more 
misclassification is allowed, perhaps resulting in lower accuracy. It is thus important to select an 
appropriate value for this parameter in order to achieve good accuracy without over fitting. 
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LIBSVM is a library for support vector machines. LIBSVM and LIBBINEAR are two popular open source 
machine language libraries; both of these libraries are developed at the University of Taiwan by Chih-
Chung Chang and Chih-Jen Lin. Can be written in Java and C++ languages. Implementation includes 
following below steps: 
• Convert data into SVM format 
• Conduct simple scaling of the data 
• Consider the RBF kernel K (x; y)  = e 
• Cross-validation is done to find the best parameter C and gamma 
• To train complete training data, we use obtained best values of C and gamma. 
• Test  
3.2.3 Cluster classification 
Both training data and predicted data will be used in clustering. In this clustering module we write a 
code to calculate minimum distance, distance, border and connectivity. As the data is prefilled in the 
database using web applications, this data is used for training our module. The parameter values of this 
data will as distance is 0 and connectivity is 100%. Text fragments obtained from the OCR are given as 
input that should be mapped to the ASE course path by using the parameters distance, border and 
connectivity. Here prefilled data is considered as cluster and we try to map the fragments to this cluster 
and consider word for which we obtain connectivity > border. Cluster approach uses features of distance 
inaccurate (defuzzificated) calculate way to find closest matching course for giving course fragment. This 
closeness will be a border for cap calculation. 
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3.3 Pre filled course Data 
Once courses related to ASE study path is generated which is based on the clustering, these courses are 
loaded to a web page. These are the courses that are mapped to ASE study path. There can be further 
developments that can be added to this web page, where we can add a button to select or edit the 
courses and check if all the courses we obtained from cluster classification are correct and if we can use 
this data for further processing. If we find any disturbed or wrong course we can remove that particular 
subject from the list by selecting it. We generate a matrix for these courses that are mapped to ASE 
study path, this will have a good scaling in final result weather to accept the application or not. There 
are other matrix’s like work experience, certifications in computer courses and German language skills 
that can move the scaling factor bit higher. The OCR detected and ASE study path mapped courses are 
then presented as preselected input values to the auditor for further processing of the application. 
3.3.1 GUI 
This is the final component of Software module, which mainly includes data input components and data 
processing components.  
 
Fig 3.4: Work flow of GUI process 
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As stated above component to collect data mainly includes manual inputs what auditors do to extract 
the courses related to ASE study path, updating the database by manual entry of universities from 
different countries, different study paths from each and every university and finally setting up a 
database with the courses related to ASE study path. All these upload and updates are done by web 
applications which are designed for each and every application separately. One other form from which 
we obtain data is from Uni-assist, in which we have complete data or information about each and every 
applicant.  
The other component which is included in this GUI is a component to process data. The data processing 
state mainly includes OCR data by which we obtain text fragments, which are in digital format that is 
sent to Tesseract for further processing. Auditors are also part of this data processing component as 
they manually update the database and have a look into a complete process of automation. In this 
process the time saved and effort led by each auditor decreases gradually and efficiency in processing 
application has increased. 
3.4 Library 
Library mainly includes the support we get to execute different scripts for all applications in Tesseract. 
We included different libraries from Java, LIBSVM, Python and PHP, which includes ghost library, JDK 
and Jar.  
3.5 Hardware Module 
Hardware module includes, servers, PC and Mobiles. Currently in this project we loaded this tool on 
server and PC, but farther there can be a scope to develop this project to load this application for 
mobiles. 
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The below diagram show the flow chart model of code implemented. The complete code is written in 
Java (Tesseract) initially OCR is called, a Tiff document is given as input to OCR and complete process of 
OCR as described in the previous chapter is performed and the output from OCR are text fragments. This 
output is further given to SVM and Clusters and results are compared to check which method works fine 
to map more accurately to the ASE course list. 
 
Fig 4.1: Block diagram of complete implementation process 
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As stated in above figure SVM and Cluster modules are connected with the prefilled database in which 
we had data about the universities there courses and subjects related to ASE. This data is used as the 
training our module which is done by using LIBSVM. This training will work effectively with SVM results. 
In the cluster module we implemented Dimensionality distance calculation for which we used 
parameters like Distance, Border and Connectivity calculations. 
Distance = min. distance / length 
Border = 0.1+10*distance 
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4.1 Web-based Preselect Module 
The below figure 4.2 shows a web application by which auditor can enter data manually and upload it to 
the database for the filtering process. All the applicant data will be displayed on this webpage. Here we 
have a choice to update the information about new universities, we receive from different countries. 
Once the details of the applicant are filled and uploaded a unique id is created for each and every 
application. 
 
 
Fig 4.2: Application format we used for complete process 
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A new option we have included here is SVM input on the top right of the webpage of figure 4.2. Once 
the data is uploaded and Id is created, some fields which we are interested in are stored in SVM input. 
This data can be further used in implementing new concepts of SVM in automation process and also to 
set up high volumes of data samples for training SVM. 
The below figure 4.3 shows the web application with an option to update new university. Here we can 
update the course path and ASE related courses in this path. To the maximum and minimum marks that 
can be awarded and type of course, like if it is a lab or theory. 
 
Fig 4.3: Web application to update the universities 
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Fig 4.4: Web application to update the courses in universities 
 
As shown in the above figure 4.4, we can update the courses of particular university with this web 
application. In first tab we can select the university for which we are updating course and we can include  
type of course it is. It can be a theory or lab and we can award maximum and minimum marks that can 
be obtained in that course as per university guidelines. This detail can further used to apply a scaling 
factor such that a general grading that is applicable for all universities can be obtained. 
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The below figure 4.5 shows the SVM data, we gathered. The first number in a row shows the result and 
other as the parameter we set in SVM data formats. Here we consider the LIBSVM format as a key value 
pair. The first number on each line will be a result stating if application is accepted, rejected  or 
application is in process. As stated before SVM data will be in key value pair, key 10 indicates the score 
obtained by applicants in the previous study course, 11 indicates number of computer related courses, 
12 indicates if there are any specialist qualifications, 13 indicates if there are any compute related 
certificates by the applicant. All these parameters give bonus points to apply for the final selection 
process. 
 
Fig 4.5:  SVM data from uploaded applications 
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Once the courses are entered into database tables, these courses can be mapped to different courses of 
the master’s program.  Mapping of bachelor courses to different masters courses is to setups the cluster 
classification and SVM classification for further developments in this thesis work. This is one new 
implementation, we made to update the training and cluster data for further projects. In this thesis work 
we focused on the courses related to ASE so we mapped all the courses to ASE. Mapping of course can 
be done by button at the end of the webpage and list of courses can be seen in the screenshot. 
 
Fig 4.6: Courses mapped to ASE study path 
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Further, we see the setup of the database and tables that store applicant data. We used PHP My Admin 
as the database and complete university applicant data is stored in a particular format. In this project we 
strictly stick to the previous format such that old data we have till now and data we process from now 
can combine together and setup SVM and clusters accordingly.  
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The below figure 4.7 shows the table item data of university registration and their Id values.  As stated in 
the above screenshot data entered with university name and the course type, with maximum and 
minimum marks are stored. These values are further used in the CGP calculation and obtain a particular 
grade for the selected ASE related courses. 
 
Fig 4.7: Screenshot of tables stored in the database 
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The below figure 4.8 shows the database tables with UniId that indicates the University, course name 
with type and study path. These are the courses which are related to ASE study path. Further process 
followed in this is, if there is an application with this university and course, then the data that are 
profiled in the below tables are called by Tesseract and mapping of coursed from OCR fragments to 
these courses are done. Each and every university will have a unique id with respective of the course 
name. 
 
Fig 4.8: University Id and ASE related courses 
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Fig 4.9: Generated Character cluster preference  
 
The above figure 4.9 shows the Character Cluster Preference that is generated for each and every 
university. These cluster tables are filled with the course name and their corresponding parameter 
values. All the courses which are extracted from a university course are used and parameter values are 
based on the algorithms we implemented in Tesseract. 
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Fig 4.10: Tables with Applicant data at final stage 
 
The above figure 4.10 shows the database tables assigned to each and every application. Once the 
complete processing of the application is done, Id values are generated and here we can have complete 
document avalibles for each and every application. In this web application, we can enable an option that 
can send applicant email if application is accepted. 
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The below figure 4.11 is from Tesseract-NetBeans IDE 7.2 Beta version. In which we implemented the 
code for the competing process of obtaining Tif document, calling OCR and reading data from a 
document and converting it to text fragments. Use these fragments to map courses to ASE study path. 
Once courses are mapped we send them to web page for further processing.  
 
Fig 4.11: Screenshot from NetBeans 
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The below figure 4.12 shows the code for the training module, initial stage it generates array from 
character strings and assigns each character with an alphanumeric number increment of 0.25. 
 
 
 
Fig 4.12:  Screenshot of code form Tesseract to train data 
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Fig 4.13:  Screenshot of code form Tesseract to predict courses 
 
The below figure 4.13 shows the formulas we coded for prediction of courses. Here we used three 
different formulas for detecting the courses and mapping to ASE study path. We differentiated courses 
with length four, three and greater than four. If the course length is greater than four desired 
parameters like connectivity, the border is calculated and if connectivity > border is found then courses 
are mapped to ASE study path.  
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In our experience with auditing, educational certificates of different universities, we found some special 
course names with four and three character lengths, for example JAVA, C++ etc. These course lengths 
cannot be mapped with the general formula so made a different formula to map these courses. We just 
keep comparing  each and every character and if the complete course lengths are matched, then these 
courses are given a bonus of 0.01 for a course with length four and 0.10 for courses  with three at 
length. With this parameter, it can be easily mapped in character cluster preference. 
 
Fig 4.14: Screenshot to formulate 4 and 3 lengths courses 
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In chapter we see the results obtained from complete thesis work and discuss more in detail about 
them. The below screenshot is obtained after code is debugged and run. This shows, training the data by 
LIBSVM and accuracy of data is 100% from which SVM classification is done and this is also used in a 
cluster. 
 
Fig 5.1: Training data from LIBSVM 
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Below figure 5.2 shows first result from Tesseract, once the data is trained the pre-filled data in the 
database are called and this data will be compared with the text fragments from OCR. This starts with 
university id followed by the ASE related course and for these courses Character Cluster Preferences are 
generated.  
 
Fig 5.2: Generating Character Cluster Preferences 
Uni 3 in above figure shows the university id from DB tables with course name as Computer science and 
Engineering. A further character string is created for each and every course related to ASE study path. 
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The figure 5.3 shows insertion of courses into character cluster preference after detection of the 
university, all the courses that are listed as ASE preferred courses are initialized. A character string is 
created for further classification and mapping of courses to ASE study path. 
 
Fig 5.3: Initializing DB course list 
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Below figure 5.4 shows the OCR detection of all courses from certificate. This detection works differently 
for each and every university. As the text and numbering format changes from university to university, 
we need to code them in different ways to generate these data. This data is further used by Tesseract to 
work with SVM and clustering methods to map courses. 
 
Fig 5.4: Java tool output of detecting OCR text 
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The figure 5.5 shows the results while calculating parameter values like boarder, distance and 
connectivity. With this obtained value mapping of courses is done on further stage. Here we can observe 
the result of both SVM classification showing if is related to ASE or not and also cluster result showing if 
it is selected or not for the ASE study path. 
 
 
Fig 5.5: output of SVM and cluster classification 
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The figure 5.6 shows the final results after mapping best courses to ASE study path. Here we can find a 
course name with obtaining marks as output. The firs course name of every line is from the DB filled 
data followed by OCR detected sting. This data can be further moved to web application where we can 
set a formula to obtain some value for all this ASE related courses. 
 
Fig 5.6: ASE mapped courses 
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We have implemented this work on two universities JNTU Kakinada and Hyderabad course modules. The 
results obtained are very much convincing and algorithms and formulas implemented in code worked 
very well. With this work I can confidently say that mapping the courses of any university to ASE related 
courses can be done by making some slight changes in split and merge condition. The below shown 
tables give you a clear data analysis on implementations. 
JNTUK 
Manual Passed input 59 
Manual ASE Courses 36 
Manual Not in ASE 23 
OCR Mapping 59 
OCR ASE Mapping 36 
OCR Not ASE Mapping 23 
Tesseract split and merge 50 
Tesseract Detected ASE Courses 36 
Tesseract Detect not ASE  9 
University document excludes strings 5 
Cluster mapping 59 
Cluster ASE 36 
Cluster not ASE 23 
SVM Mapping 59 
SVM ASE 41 
SVM not ASE 6 
SVM noise 310 
SVM noise assigned to ASE 243 
Not ASE courses assigned to ASE 23 
Table1: Data analysis of JNTUK 
For the university JNTUK total number of courses studied by student are 59 and in this course, there are 
36 courses which are related to ASE study module and 23 not ASE related courses.  At the initial stage of 
OCR detection all these courses are given as input in tiff format. OCR is successful in detecting all these 
courses and there are some other text strings that are read by OCR. Next comes the split and merge 
stage to map the courses to an ASE study path made by Tesseract. 
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With this split and merge formulas implementation our work in mapping courses to ASE study path is 
fulfilled and other courses not related to ASE are filtered. There are other text strings from file that are 
detected and mapped as to exclude case. Classification of text strings obtained from OCR is done by 
SVM which says if it is related to ASE or not. And the mapping of courses to right course is done by 
clustering.  From the table 1 it is very clear that SVM adds some noise stings in processing and this leads 
to decrease in its efficiency, whereas cluster works fine in mapping courses and its pro from noise. 
The other parameter which we are very much concerned is about the detecting obtained marks from 
applicant input file. There are many parameters that need to be considered in detecting obtained marks, 
as the row and columns differ from university to university, we made formulas in split and merge to 
obtain these values. Below table2 shows the detecting rate of obtained marks.  
Detected ASE Marks 13 
Fail 23 
Not ASE detected 2 
Not ASE fails 10 
Table2 : Detection of obtained marks 
In case of JNTUK we see the file we give as input is not in good clarity so OCR and Tesseact count not 
work that efficiently in detecting obtained marks but we see a linear change in the results of second 
university.  There were detection in both ASE related courses and not ASE related courses that are 
separately mentioned in table2. 
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A graph is plotted by the above observation of table1. In this graph we can have a detail markings of 
courses at different phase like manual input we provide, OCR detection, Tesseract split and merge state 
and classification with SVM and Cluster mappings. The last bar shows the noise that is included in the 
process and we see this is filtered by clustering process but could not be filtered by SVM.  
 
Graph1: comparison of Cluster and SVM in all phases 
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With similar formula and slight change in formulas, mapping is done for second university and data 
analysis and graphs plotted are shown below. 
JNTUH 
Manual passed input 59 
Manual ASE courses 37 
Manual not ASE 22 
Tesseract split and merge 54 
Tesseract Detected ASE Courses 37 
Tesseract Detect not ASE  9 
University document excludes strings 8 
Cluster mapping 59 
Cluster ASE 37 
Cluster not ASE 9 
SVM Mapping 59 
SVM ASE 37 
SVM not ASE 8 
SVM noise 350 
SVM noise assigned to ASE 133 
Not ASE courses assigned to ASE 5 
Table 3: Data analysis of JNTUK 
Below table 4 shows detection of marked obtained. Formulas and algorithm remains same for both 
universities for this process, but we observed a good detection rate when compared with the first 
university. The mail reason behind this would be clarity of the input tiff file we provided. 
Detected ASE Marks 35 
Fail 2 
Not ASE detected 8 
Not ASE fails 1 
Table4: Detection of obtained marks 
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Graph2: comparison of Cluster and SVM in all phases 
The below graph shows the result from SVM and Cluster based approaches. The graph is plotted for 
correctness of word strings by both approaches. We see more correctness in cluster based approach 
when compared to SVM.  
 
Fig 5.7: Graph with SVM and cluster correctness 
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This thesis work is a first project that is executed on an idea to create a tool to optimize pre-
processing stage in the application process at TU Chemnitz. With this work I can say we came to 
conclusion that if we extract ASE related courses from the applicant certificate, we can save much 
more processing time and we can assure the subjects that are considered are most perfect and 
auditing of application is very productive. After working on this project I see there is much more 
scope for improving the tool and many new features can be added to it. In this chapter I want to 
discuss phase vise developments that can be made. 
The first phase will be OCR detection, for more accurate results from SVM and Clustering we need to 
put much more effort into OCR working. There is one thesis project engaged in Deartment of 
Computer Science on OCR, so if we see much better results from that thesis work we can add it to 
our project such that results from SVM and Cluster can be improved further. In out thesis work I 
played with the image clarity and improvements in brightness and contrast for better detection of 
characters from the scanned copy of applicant certificate. It was trial and error policy I followed to fix 
the pixel size and other parameters. So if we see any good results from OCR detecting normal images 
or files and extract data than that would help a lot to improve working of this tool. 
The second phase of improvement is from Tesseract, I wrote Java code so it is very flexible that we 
can change the code as per our requirements. Improvements I can say from Tesseract are from 
handling SVM and clustering parts in it. There are different algorithms that are implemented to 
extract courses with a very less number of characters to many numbers so, if possible, if we make 
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good improvements in it we can see better results in mapping the courses. As I was completely 
concerned about the mapping of courses hope I am successful in it, but there are some other factors 
like extracting the marks of each and every course that is extracted which will be a big task ahead. 
There should be some major developments in Tesseract to extract numbers and map it to ASE list. 
The code for each and every universities changes to some extent as the format of the exam sheet 
changes from university to university. The sheet sometimes has a single box with course name and 
marks awarded and for some university, we observe two sets of boxes vertically with course name 
and marks obtained. With my work experience I see there are different formats in marks listing in 
certificates as some university gives the minimum and maximum marks and then obtained marks. 
And in some university certificate we see obtained marks directly into different grading systems. So 
when we are planning to extract marks from these universities, we need to implement the different 
code structure to fetch course name and obtained marks. There is a further task to calculate this 
obtained marks and apply some scaling factor to make it more generalized for all the universities. 
The third phase will be in the database. Now we implemented this work with three or four numbers 
of universities which can be increased to many number of universities. Once the database is set up 
with huge data, we can add many improvements and new features to this tool. With this thesis work 
inital database design and tables for further work is completely laid out. As mentioned in chapter 4 
with the figure number 4.5 SVM database setup is initiated such that after obtaining much data from 
its many improvements in SVM can be performed. Much more optimisation is observed after 
collaborating may web applications that we used to pre-fill the database. There is much more that 
focus needs to be placed in extracting ASE related courses from many other universities which are 
often with many applications. All this data need to be pre-filled  in our DB. 
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The fourth phase of development is from GUI. The web applications we used are for testing initial 
startup of the project, so once the final tool is setup, then we need much more well designed web 
applications with high end database support. There are some separate application that can be 
developed for users or applicants and for auditors or administrators. 
There is much more scope for new implementation in this tool, one best idea which I got after 
working very closely with SVM and clustering modules is to implement SVM in classifying the 
students with their bachelor studies with a particular study path like Electronics and Communication 
Engineering, Computer Science Engineering, Information Technology, Machnical Engineering, etc. 
come into ASE with a percentage of marks and after working hard they pass out successfully with 
good grading then we can try classifying the students from a particular study path in bachelors with 
the percentage of marks obtained in Masters course such that we can suggest the one who is coming 
new to masters course can get an idea with what percentage of marks he can be out from masters. 
This is with a condition on how good he can work hard. If this is developed with the all other master 
courses we can observe very peculiar results that would be more intresting to find and analyse. 
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A. Contents on CD 
 
TesseractTest1 Here is complete code and supporting files of the code implementation. 
This is the folder with one example implementation of the JNTUH 
University.  Input files which are provided to OCR will present in this 
folder. 
 
TesseractTest1/libsvm This folder has code that can work with LIBSVM implementation. All 
other supporting files for SVM implementation on obtained data will be 
in this folder. 
 
TesseractTest1/Tess4j In this folder we have contents of code related to Tesseract working. 
 
TesseractTest1/log.txt In this file we can see the classification vales written by SVM and 
Tesseract. If there is any error in written code we can cross check it 
from here. 
 
TesseractTestSVM Here is complete code and supporting files of the code implementation. 
This is the folder with one example implementation of the JNTUK 
University.  Input files which are provided to OCR will present in this 
folder. All other sub folders described above will be repeated here. 
 
Results Folder Here I provide data analysis sheets which I have worked to obtained the 
graphs shown in results. 
 
Document Folder Complete documentation is saved in this folder 
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