The computational complexity of the virtual FXLMS algorithm is higher than that of the conventional FXLMS algorithm. The additional complexity comes from computation of three secondary path transfer functions (as opposed to one) and a transfer function between the physical and the virtual microphones. The order of these transfer functions may be very high in practical situations where the acoustic damping is low. The high computational complexity of the virtual FXLMS algorithm imposes issues like high power consumption, making it difficult to implement the algorithm in battery operated ANC devices such as active headsets. In addition, the operating sampling frequency of the algorithm is limited and this in turn restricts its operation to relatively low frequency applications. In this paper, a new virtual FXLMS algorithm is derived by implementing all of the secondary path transfer functions in the frequency domain. The algorithm is simulated using measured transfer functions in a duct with low acoustic damping. Implementation schemes are proposed for the new frequency-domain virtual FXLMS algorithm, citing its advantages for use as an efficient real-time active noise control algorithm.
I. INTRODUCTION:
Active noise control (ANC) has been an important topic of research due to its widespread application to control acoustic noise [1] . The objective of the research presented in this paper is to develop a computationally efficient ANC algorithm for practical use. The filtered-X LMS (FXLMS) algorithm is the simplest and most well known adaptive ANC algorithm, which is typically used to actively control the noise at the position of the error microphone [1] . However, there has been demand to control the noise at a remote location where it is not feasible to place a microphone, referred to as the virtual location. This has been achieved by modifying the FXLMS algorithm in a number of ways [2] [3] [4] [5] [6] [7] [8] . The most popular virtual ANC algorithms are the virtual microphone arrangement [3] , the remote microphone technique [4] , the forward-difference prediction technique [5] , the adaptive LMS virtual microphone technique [6] , the Kalman filtering virtual sensing technique [7] and the stochastically optimal tonal diffuse field (SOTDF) virtual sensing method [8] . The remote microphone technique [4] , seen to be the most effective virtual sensing algorithm, uses the offline identification of two secondary paths: one between the control signal and the physical microphone position and the other between the control signal and the virtual microphone position. In addition, there is also the need to estimate the primary path between the physical and the virtual microphones. The conventional FXLMS algorithm incorporated with the remote microphone technique therefore requires the additional computation of these three transfer functions.
It is well known that most real-time ANC algorithms run on a sample-bysample basis, where all the computations required to generate the control signal and tuning of the controller take place within a single sample period. The added computational complexity of incorporating a virtual sensing algorithm means additional computational time is required by the processor and hence the maximum sampling frequency of operation is reduced. This in turn restricts the efficacy of ANC to frequencies less than half of its sampling frequency. A number of researchers have shown interest in developing computationally efficient algorithms, otherwise known as fast ANC algorithms [10] [11] [12] [13] [14] [15] [16] [17] [18] . A class of fast ANC algorithms known as the block algorithm, which exploits frequency-domain convolution and correlation operations, has been shown to achieve a significant computational advantage over its conventional time-domain counterpart [19] [20] [21] . One disadvantage of the block implementation is however, the inherent delay equal to the size of the block length.
As a result, there are a number of works on delayless subband adaptive filtering algorithms applied to ANC [22, 23] .
In this paper, all the estimated transfer functions in virtual ANC are implemented in the frequency-domain and the main control loop runs in the timedomain which makes the ANC delayless [22, 23] . In addition to this, the block algorithm proposed in this paper does not require that the length of the ANC filter and the length of the estimated acoustic paths to be equal, unlike the algorithms in [19] [20] [21] . Detailed computational complexity analysis is carried out to demonstrate the advantages of the proposed algorithm.
The organization of this paper is as follows. Section II briefly outlines the remote microphone based virtual ANC algorithm that uses the FXLMS algorithm. In Section III, the block frequency-domain virtual ANC algorithm is presented. The computational complexity of both algorithms is analysed in Section IV. A discussion on the implementation aspects of the proposed ANC structure is presented in Section V. Results of simulation experiments in a lightly damped acoustic duct are shown in Section VI. The paper concludes in Section VII.
II. VIRTUAL FXLMS ALGORITHM
The conventional FXLMS algorithm may be modified by using the remote microphone technique (RMT) [5] to estimate the total error signal at the virtual location, 
where ) ( n y p is an estimate of the secondary disturbance at the physical microphone and ) (n y is the control signal. The '*' denotes the convolution operation. Next, an estimate of the primary disturbance,
, at the virtual location is estimated as
Finally, an estimate, ) ( n e v , of the total virtual error signal from both sources is calculated using
where ) ( n y v is an estimate of the secondary disturbance at the virtual microphone location. Thus, an estimate of the virtual error signal has been calculated from the physical error signal.
The control signal, ) (n y , is computed by convolving the reference microphone signal ) (n x with the ANC filter coefficient as follows
This virtual error signal is used to update the ANC weights vector ) ( n w according to
is the filtered reference signal, that is formed by filtering the reference signal ) (n x with the secondary path estimate to the virtual microphone location and is expressed as
In (1) to (6), five convolution operations and one cross-correlation operation are required. The convolution operations are shown in (1)-(4) and (6) and the crosscorrelation operation is shown in (5) . It should be noted that the convolution operation used in (4) is responsible for producing the control signal to generate the secondary noise to control the primary noise, where as the other convolutions and correlations are responsible for updating (tuning) the ANC weights, ) (n w . In the time-domain, the control signal is generated and the ANC weights are updated on sample-by-sample (real-time) basis. 
III. BLOCK FREQUENCY-DOMAIN VIRTUAL FXLMS ALGORITHM
In this section, we implement four of the five convolution operations and the correlation operation in the frequency-domain using the overlap-save method [22] .
The convolution operation in (4) is computed in the time-domain to make the algorithm delayless [22, 23] . In this implementation scheme, the ANC filter is of 
] 0 [
where L 0 is a L × 1
vector of zeros and [.] F is the Fourier transform operation. Since the above three complex vectors are not time-varying, no index is used to represent them.
To compute the convolution operation ) ( * ) ( n y n s p shown in (1), two blocks (past and present) of the ) (n y vector of length L need to be concatenated and then the Fourier transform is computed as follows 
The L -point filtered output of the control signal ) (n y through filter ) ( n s p is computed for the 1 k th block as follows
where ⊗ and [.] Similarly, the L -point filtered output of the control signal ) (n y through filter ) ( n s v is computed for the 1 k th block as follows
The − L point primary disturbance estimate, 
The − L point estimate of the primary disturbance,
, at the virtual location is computed for the 1 k th block as
Finally, the − L point error signal at virtual location is estimated as
Before doing the correlation operation, computation of the filtered reference signal is required. The reference signal ) (n x is to be filtered through the secondary path estimate to the virtual location, ) ( n s v , as shown in (6) . To do this filtering in the frequency-domain, two blocks of the reference signal need to be concatenated and then the Fourier transform is calculated as follows
The − L point filtered reference signal,
Since the ANC filter is of length N , m blocks of the filtered reference signal
have to be used to create
, respectively. It is proposed that a buffer of size N may be used for
and
where N mnk nk nk nk
and N mnk nk nk nk
The change in the time-domain weights can be computed in the frequency-domain as
where
The change in weight ) ( k w ∆ is evaluated at every block time (in other words every N samples) and added to the ANC filter coefficients ) ( n w . However, the complex additions [24] . In other words, the same FFT 
and the total number of real additions will be ) ,
There is the option to convert the estimated acoustic paths of length L to a vector of length N by appending it with zeros. If this is done, then L will be equal to . N For the special case of N L = , the multiplication count will be
and the addition count is
B. Time-domain virtual ANC algorithm
The time-domain virtual ANC algorithm does not require equal filter orders for all of the secondary paths and the ANC filter. Therefore, for comparison purposes, it is assumed that the length of each estimated acoustic path (secondary and the primary) 
. The total real multiplications and additions required
, respectively. To see the computational complexity quantitatively, the multiplication counts are tabulated in Table I for Table I clearly shows that the computational saving is greater for higher values of N and L. The saving is maximum when N=L. When L is small, the saving is poor which is due to the fact that the frequency-domain convolution is not efficient for small sized vectors.
C. Computational complexity comparison

D. Delayed block frequency-domain virtual FXLMS algorithm
From the above computational complexity analysis it may be noted that the large computational load at the end of every L th and N th sample period can be shifted to be computed in the next block period. This approach is termed the delayed It can be seen from both Table I and II that , where M is the number of zeros appended, is now examined. Figure 4 shows Figure 4 shows that the computational effort of the block FXLMS algorithm is least when N L << . 
C. Delayed adaptation:
Another way of implementing this energy efficient frequency-domain algorithm using the general purpose CPUs is by delayed adaptation of the ANC filter. In this scheme, the ANC filter is computed at every sample and the weight update algorithm that is supposed to be computed at the last sample period of the block will be calculated during the next block period. In this scheme, weight adaptation will be computed after a two block delay instead of a one block delay as done in the proposed frequencydomain virtual ANC algorithm.
VI. COMPUTER SIMULATIONS
To investigate the performance of the proposed block frequency-domain virtual ANC algorithm, simulation experiments were carried out using experimentally measured acoustical path transfer functions measured in a wooden rectangular duct of size 240 cm × 20.5 cm × 20.5 cm. One end of the duct was open and the other end was rigidly terminated. The experimental setup is shown in Fig. 5 where a dSpace 1104 ACE kit was used to generate the loudspeaker control signals via a KROHN HITE lowpass filter and a PLAYMASTER speaker amplifier. The system also measured the signals of two microphones which were separated by approximately 5 cm, through microphone amplifiers and a KROHN HITE anti-aliasing lowpass filter. The sampling rate for the entire data acquisition process was set at 1 kHz and hence the lowpass filter cut-off frequency was set at 0.5 kHz. Signal acquisition was done in two phases. First the secondary loudspeaker was actuated with a white signal with the primary loudspeaker off, and then the primary loudspeaker was actuated with a similar signal with the secondary loudspeaker off.
Offline models of the transfer functions were calculated in Matlab using
Welch's averaged periodogram method where a 1024 point FFT was used with a 75% overlapped Hanning window. In addition to this, the coherence and the impulse response functions were also evaluated. The conditions under which the transfer functions were estimated are given in Table III . The frequency and phase response, coherence function and impulse response function of the estimated FIR filters are shown in Fig. 6 for the different acoustic paths. In all simulations, the actual primary and secondary paths were implemented as FIR filters of 256 taps and the estimated secondary paths and the primary path between physical and virtual microphones were truncated to be FIR filters of 128 taps. The first 128 taps shaded in Fig. 6 were used as the estimated acoustic paths to make the simulation more realistic.
The simulations were done using experimentally measured transfer functions. 
A. Experiment 1: Tonal noise
In this experiment, tonal noise was used as the primary noise. The noise was generated with the following equation
where the source frequency was 200 = f
Hz, the sample rate was 1 s f = kHz and ϕ is the phase. This experiment was conducted 20 times with the phase being randomly selected each time to ensure independence. The phase, ϕ , was set to be
where rand is a random number between 0 and 1. The step size for the time-domain and the block frequency-domain virtual FXLMS algorithms was selected to be 0.002.
The actual primary and the secondary paths were of length 256. All estimated acoustic paths were a truncated version of the original acoustic path filter and were the 128 initial coefficients, as shown in Fig. 6 . The length of the ANC filter is = N 128. Accordingly, in this simulation, case of N L = is considered. The mean square error (MSE) plotted with log scale for both FXLMS algorithms is shown in Fig. 7 . This figure shows that both the time-domain and frequency-domain algorithms converge to the same noise floor and hence their performance is identical. This experiment also confirms their equivalence performance under the tonal noise case. In Fig. 7 , p e and v e are the physical and virtual error signals respectively. By zooming in on the transient portion of the MSE convergence ( Fig. 7 (b) ), it is shown that the block algorithm steps its convergence performance at every block length (here = N 128), and it tracks closely to the time-domain FXLMS algorithm which is updated at every sample. The zoomed plot at steady-state ( Fig. 7 (c) ) shows the equivalent performance of both algorithms when the filters are fully adapted to the acoustic environment and the noise source. 
B. Experiment-2: Recorded noise of an air conditioner
To make the simulation more realistic, noise was recorded from an air-conditioner near the cool air vent using the dSpace system. The sampling frequency during recording was 1 kHz. Figure 8 shows the performance of both algorithms in controlling the air-conditioner noise. As for Experiment-1, 128 = = N L is also used in this case. The step-size for both algorithms was fixed at 0.01. The MSE plot obtained for both algorithms is shown in Fig. 8 . algorithm from converging to an optimal solution. In addition to the MSE plot, the power spectra of the various noise signals after convergence are plotted in Fig. 9 , which allows comparison of the frequency specific noise reduction performance of both algorithms. It can be seen that the signal at the noise source is high and is reduced at the virtual location where noise cancellation is desired. This is due to the noise attenuating property of the acoustical duct over the distance of propagation from the noise source to the virtual location. Figure 9 clearly shows that both the timedomain FXLMS and the proposed block frequency-domain FXLMS algorithm display noise attenuating properties at all major peaks except in the frequency range marked by the shaded area. This frequency range corresponds to that where the secondary paths display low amplitudes as shown in Fig. 6 . It can be seen in Fig. 6 that the coherence functions of the two secondary paths deviate from unity in the same frequency range indicating that it is not possible to achieve significant noise control in this frequency band using this ANC system architecture (that includes the type of secondary source and its placement). ), the length of the ANC filter was 128, 256 and 512 in three independent simulation runs. The primary noise source was the recorded air-conditioner noise. The step-size for all three cases was µ =0.01. The MSE plot of the block frequencydomain FXLMS algorithm is shown in Fig. 12 . The zoomed portion of the plot ( Fig.   12 (b)) shows that the MSE performance of the longest ANC filter is marginally better than the performance of the shorter ones.
There is benefit to using different size filters for the estimated acoustic paths and the ANC filter. Unlike the previously proposed block frequency-domain algorithms [19] [20] [21] , this new algorithm provides an opportunity to use higher order filters in the ANC controller. Appending zeros to the shorter estimated acoustic path filters so that they are the same length as the ANC filter (to make N L = ), as is used in [19] [20] [21] , unnecessarily introduces extra computational complexity. The major advantage of the proposed algorithm is that it is more power efficient due to its lower computational effort as the average power consumption is related to the total number of computations over a period of time. The proposed algorithm is therefore more suitable for use in battery operated or power-aware systems like active headsets and mobile phones.
