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ABSTRACT: For a union of disjoint sets a permutation is a generalized
derangement if no element is mapped to an element in its own set. Denote
the number of such permutations by P.
For a given word A denote by P ′ the number of anagrams of A for which
no letter occupies a position which was occupied by the same letter in the
original word.
In this article we propose several new properties of the very closely related
functions P and P ′.
After some definitions and preliminary observations, we proceed with two
recursive algorithms for computing P and P ′. We use the algorithms to prove
several inequalities which allow us to roughly estimate and partially order the
values of P and P ′.
Finally, we turn to the number-theoretical properties of P ′. We prove three
theorems and propose four corollaries of the last of them. One of the results
in this section fully determines when P ′ is odd. The main approach in the
section is splitting the anagrams into classes of equivalence in different ways.
1 Introduction
A natural generalization of the derangement problem, counting the permutations without
fixed elements of a set, is counting the anagrams without fixed letters of a word. In 1976
S. Even and J. Gillis [1] and shortly after R. Askey, M. E. H. Ismail, and T Koordwinder
[2] expressed the number of anagrams without fixed letters of the word A in terms
of the Laguerre Polynomials. These findings sparkled many subsequent research and
generalizations (ex. [3], [4]). In 2014 Raimundas Vidunas also proposed an extension to
Game Theory [5].
A very closely related topic is counting the permutations of a union of disjoint sets for
which no element is mapped to an element in its own set. In 1991 Stephen G. Penrice
∗Princeton University Undergraduate Class of 2022, kirilb@princeton.edu.
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expressed this number as the permanent of a matrix [6]. Using Minc’s and Van der
Waerden’s conjectures for permanents, Penrice proved that lim
n→∞
Pk(n)
(nk)!
= e−k, where
Pk(n) is the number of such permutations for n sets, each of size k.
In this article we propose a different combinatorial approach with focus on: Algorithms
for computing P and P ′ (Section 3); Inequalities for P and P ′ (Section 4); Number-
theoretical properties of P ′ (Section 5).
We begin by defining generalized derangements and anagrams without fixed letters
(the terminology and notations vary broadly between different articles). Although we
try to keep as close as possible to the notation introduced in [1], our approach differs, so
a slightly different notation will be more convenient.
1.1 Generalized derangements
The n pairwise disjoint finite sets of elements T1, T2, T3, . . . , Tn are given. Let |Ti| = ti
(some of the sets could be empty, and respectively the t′is would be equal to 0).
Def. 1.1 Let σ be a permutation of
n⋃
i=1
Ti such that σ(a) /∈ Ti holds for every i from
1 to n and a ∈ Ti. We call such a permutation a generalized derangement(GD). We will
denote the number of such generalized derangements of
n⋃
i=1
Ti with P (t1, t2, . . . , tn).
Note: This is a special case of the function P (X1,X2, . . . ,Xn) introduced in [7],
Section 6.4, Permutations with forbidden positions.
1.2 Anagrams without fixed letters
The n pairwise disjoint finite multisets of elements T1, T2, T3, . . . , Tn are given. In Ti we
have ti indistinguishable elements of type i (some of the multisets could be empty, and
respectively the t′is would be equal to 0).
Def. 1.2 Let σ be a permutation of
n⋃
i=1
Ti such that σ(a) /∈ Ti holds for every i from
1 to n and a ∈ Ti. We call such a permutation an anagram without fixed letters (AFL).
We denote the number of such anagrams of
n⋃
i=1
Ti with P
′(t1, t2, . . . , tn).
The above definition is equivalent to considering anagrams
a1,1 . . . a1,t1︸ ︷︷ ︸
t1
a2,1 . . . a2,t2︸ ︷︷ ︸
t2
. . . an,1 . . . an,tn︸ ︷︷ ︸
tn
of the word
1 . . . 1︸ ︷︷ ︸
t1
2 . . . 2︸ ︷︷ ︸
t2
. . . n . . . n︸ ︷︷ ︸
tn
,
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such that ai,j 6= i for every pair i, j.
Note: In [1] P
′
(t1, t2, . . . , tn) is denoted as Pt1,t2,...,tn .
2 Some preliminary observations
In this section we focus on some simple properties of P and P ′, which are instrumental
in the later sections.
2.1 A special case
The motivation for studying generalized derangements is expanding classical mathemat-
ical derangements, which are defined as permutations without fixed elements. The link
between derangements and generalized derangements is immediate:
Observation: For t1 = t2 = . . . = tn = 1 we have that both the number of GDs and
AFLs is equal to the number of derangements. Therefore:
P (1, 1, . . . , 1︸ ︷︷ ︸
n
) = P ′(1, 1, . . . , 1︸ ︷︷ ︸
n
) =!n = d(n). (1)
Using this corollary, one can express the number P (2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
) in terms of d(n).
Lemma 2.1 P (2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
) = d(n)− 2d(n − 1)− d(n − 2).
Proof: Let us consider the permutations of the set 1, 1′, 2, 3, . . . , n − 1 for T1 =
{1, 1′}, T2 = {2}, . . . , Tn−1 = {n − 1}. If a permutation σ is a GD, then it has no fixed
elements. There is a total of d(n) such permutations. However, we need to subtract
those of them, for which σ(1) = 1′ and/or σ(1′) = 1.
If both σ(1) = 1′ and σ(1′) = 1 hold, for the remaining n−2 elements there are exactly
d(n − 2) permutations without fixed elements.
If σ(1) = 1′, but σ(1′) 6= 1, we still need to define σ(1′) 6= 1, 1′ and σ−1(1) 6= 1, 1′.
So we can define 1′′, such that σ(1′′) = σ(1′) and σ−1(1′′) = σ−1(1). There are exactly
d(n − 1) permutations without fixed elements of 1′′, 2, 3, . . . , n− 1.
For the case σ(1′) = 1, σ(1) 6= 1′ we argue analogously.
Combining these results, we obtain the desired equality. 
Here, we also mention three important well-known properties of d(n).
Theorem 2.1 Let d(n) be the number of derangements. Then:
a) d(n) = (n− 1)(d(n − 1) + d(n− 2))
b) d(n) =
[
n!
e
+
1
2
]
c) d(n) = n!
n∑
i=0
(−1)i
i!
.
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M. Hassani proposes various generalizations and stronger versions of properties b) and
c) in [8].
2.2 Linking together GDs and AFLs
An immediate corollary of the definitions is:
Observation: If we add zeros to the arguments or rearrange the arguments of
P (t1, t2, . . . , tn) and P
′(t1, t2, . . . , tn), the respective values of the functions will not
change.
Another straightforward corollary from Def. 1.1 and Def. 1.2 is:
Lemma 2.2 P (t1, t2, . . . , tn) = t1!t2! · · · tn!P
′(t1, t2, . . . , tn).
Proof: We consider the number of AFLs. To prove the statement we can transform the
elements of the multiset Ti into distinguishable elements, thus transforming the multisets
into sets. But then we can distribute the elements of each Ti in ti! ways in the positions
previously occupied by the indistinguishable elements from Ti in the AFL. Thus, we can
match every AFL to t1!t2! · · · tn! different GDs. This will produce a partitioning of the
GDs and so the equality holds. 
2.3 Positivity of the numbers of GDs and AFLs
Here we will examine when the values of P and P ′ are positive. Later, in section 4, we
will partially order the values of the number of GDs (and AFLs), which will give some
far better bounds.
We begin with the following theorem:
Theorem 2.2 P (t1, t2, . . . , tn) > 0 if and only if 2tk ≤
n∑
i=1
ti holds ∀k.
Proof: (=⇒) For the sake of contradiction, suppose that for some k, 2tk >
n∑
i=1
ti and
there exists at least one GD - σ. By the definition of GD, we know that σ(Tk) ∩ Tk = ∅.
So
n∑
i=1
ti ≥ |Tk|+ |σ(Tk)| = 2tk, contradiction.
(⇐=) Now, let 2tk ≤
n∑
i=1
ti holds for all k, and without loss of generality
t1 ≥ t2 ≥ · · · ≥ tn. We construct a GD in two different ways.
1) First Proof (Due to Aleksander Makelov)
We construct a GD in the form of a bijection σ :
n⋃
i=1
Ti −→
n⋃
i=1
Ti.
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First construct σ(x) for x ∈ T1, such that σ is injection and T2 ∈ σ(T1). Then do
the same for T2 and T3, and so on. On step k we construct σ(x) for x ∈ Tk, such that
Tk+1 ∈
k⋃
i=1
σ(Ti), and σ is still an injection.
When we have defined σ for x ∈
k⋃
i=1
Ti then all elements from Tk+1 are already images
and there are t1+ t2+ · · ·+ tk− tk+1 other images. This means that the elements outside
Tk+1 that are not already images are t1 + t2 + · · · + tk + tk+2 · · · + tn − (t1 + t2 + · · · +
tk − tk+1) = tk+1 + · · · + tn ≥ tk+1. So we can define σ for Tk+1, and guarantee that all
elements of Tk+2 become images after it because tk+1 ≥ tk+2.
So this algorithm produces a GD.
2) Second Proof
Case 1.
n∑
i=1
ti is even, equal to 2m. Then we can make an array with m rows and 2
columns.
We begin by putting the elements of T1 from the upper-left corner downwards in the
left column. When the elements of T1 are all used, we continue with the elements of T2
and so on. When the first column is all filled, we begin filling the second in the same
way, starting from the upper-right corner until all entries in the array are used.
As 2tk ≤
n∑
i=1
ti holds for all k, on every row the two elements must be from different
sets. So there is a bijection that maps each element to the other element in the same
row.
Case 2.
n∑
i=1
ti is odd. It is straightforward that at least 3 of the t
′
is are non-negative.
Let a1 ∈ T1, a2 ∈ T2, and a3 ∈ T3. Define σ(a1) = a2, σ(a2) = a3, σ(a3) = a1. The
remaining part of
n⋃
i=1
Ti consists of sets with b1 = t1 − 1, b2 = t2 − 1, b3 = t3 − 1, b4 =
t4, . . . bn = tn elements respectively. But
n∑
i=1
bi is even and since t1 ≥ t2 ≥ · · · tn, then
every bk must satisfy 2bk ≤
n∑
i=1
bi. For the remaining elements we can construct the GD
as in Case 1. 
Note: Said in a fancy way, the above lemma could be restated as:
P (t1, t2, . . . , tn) > 0 if and only if there exists a (possibly deranged) n−gon with side
lengths t1, t2, . . . , tn.
A corollary of Lemma 2.2 and Theorem 2.2 is replacing P (t1, t2, . . . , tn) with
P ′(t1, t2, . . . , tn).
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Theorem 2.3 P ′(t1, t2, . . . , tn) > 0 if and only if 2tk ≤
n∑
i=1
ti ∀k.
Another corollary of the second proof of Theorem 2.2 is the following.
Corollary 2.1 If t1 =
n∑
i=2
ti, then
P (t1, t2, t3, . . . , tn) = ((t2 + t3 + . . .+ tn)!)
2 = (t1!)
2,
and
P ′(t1, t2, t3, . . . , tn) =
(
t1
t2, t3, . . . , tn
)
.
3 Computing the number of GDs and AFLs
By Theroem 2.1 the number of derangements is d(n) = n!
n∑
i=0
(−1)n
i!
. This formula
can be derived with the Principle of Inclusion-Exclusion. While the PIE approach also
works for GDs, the result of it becomes really complicated and hard to analyze. A more
detailed discussion of the PIE approach can be found in [7]. However in this source is
also commented that "in many cases, the computation can be tediously long and beyond
computer capabilities for large n".
Therefore, we will focus on recurrent ways to compute the number of GDs and AFLs
in the general case. The algorithms will be instrumental for the inequalities we develop
in section 4.
3.1 Decreasing the value of variables
The formula we present here allows us to compute P (t1, t2, . . . , tn) by knowing all
P (s1, s2, . . . , sn) such that
n
max
j=1
{tj} ≥ si ∀i.
Without loss of generality assume that T1 is non empty. Fix an element a ∈ T1. For
every nonempty Ti define by gi(t1, t2, . . . , tn) the number of GDs, in which a is mapped
to an element in Ti (for i = 1 this is 0).
Let σ(a) = b ∈ Ti. There are ti ways to choose b. We consider two cases:
Case 1. σ(b) = c ∈ T1.
If a ≡ c we can just forget a and b and consider the other elements. So here we have
P (t1 − 1, t2 . . . , ti − 1, ti . . . tn) such GDs.
If a 6= c, there are t1−1 ways to select c. Now we can forget b, as σ(b), σ
−1(b) are both
fixed. We can also consider a∪c as one element, because we have constructed σ(a), σ−1(c),
and a and c are in the same set. So there are (t1 − 1)P (t1 − 1, t2 . . . , ti − 1, ti . . . , tn)
possible GDs.
This gives a total of
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t1P (t1 − 1, t2 . . . , ti − 1, ti . . . tn) (2)
GDs in this case.
Case 2. If σ(b) /∈ T1, then σ(b) = c ∈
n⋃
j=2,j 6=i
Tj .
But we can forget about b and consider the GDs, for which σ(a) = c /∈ Ti. We know
that the number of these GDs is equal to
P (t1, t2 . . . , ti − 1, ti . . . tn)− gi(t1, t2 . . . , ti − 1, ti . . . tn). (3)
Combining (2) and (3) we find that:
gi(t1, t2 . . . , ti, . . . tn) = ti(t1P (t1 − 1, t2, . . . , ti − 1, ti, . . . , tn)
+P (t1, t2, . . . , ti − 1, ti, . . . tn)− gi(t1, t2, . . . , ti − 1, ti, . . . tn))
To find a recurrence relation for P (t1, t2, . . . , tn), we also need to consider the cases
when some of t1 and ti is equal to 0. So we will expand the definition of g(t1, t2, . . . , tn).
Theorem 3.1
gi(t1, t2, · · · , tn) =


1, if tj = 0 ∀1 ≤ j ≤ n and i = 1;
0, if tj = 0 ∀1 ≤ j ≤ n and i > 1;
0, if t1 = 0, t1 + t2 + · · ·+ tn > 0 and i > 1;
P (s1, s2, . . . , sn), if t1 = 0, i = 1, t1 + t2 + · · ·+ tn > 0;
1
0, if t1 > 0, and ti = 0;
0, if t1 > 0, and i = 1;
ti(t1P (t1 − 1, t2 . . . , ti − 1, ti . . . tn) + P (t1, t2 . . . , ti − 1, ti . . . tn)
−gi(t1, t2 . . . , ti − 1, ti . . . tn)), if t1 > 0, i > 1, and ti > 0.
P (t1, t2, . . . , tn) =
n∑
i=1
gi(t1, t2, . . . , tn).
The sequence s1, s2, . . . , sn is obtained from t1, t2, . . . , tn by taking the all the zeros and
putting them in the back, without changing the order of the other numbers. For instance,
(0, 4, 2, 0, 3, 1) → (4, 2, 3, 1, 0, 0).
The last two allow us to compute gi(t1, t2 . . . ti . . . tn) recursively.
To optimize the time of execution and used space we can first sort t1 ≥ t2 ≥ t3 ≥ · · · ≥
tn and then perform the algorithm. The sorting would ensure that whenever we have to
compute gi(s1, s2, . . . , sn) or P (s1, s2, . . . , sn) for every 1 ≤ j ≤ n it is true that sj ≤ tj.
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As we have to find n+ 1 functions of each sequence t1, t2 . . . tn -
P (s1, s2, . . . , sn), g1(s1, s2, . . . , sn), . . . , gn(s1, s2, . . . sn),
and for each of these functions we perform no more than n operations, the algorithm
would allow us to compute P (t1, t2, . . . , tn) with approximately (n + 1)n(t1 + 1)(t2 +
1) · · · (tn + 1) operations.
In terms of space, when computing P (t1, t2, . . . , tn) for which t1 + · · · + tn = X, we
only need to know the value of each function for several n−tuples s1, s2, . . . , sn, for which
s1 + · · ·+ sn = X − 1 or s1 + · · ·+ sn = X − 2. However, as we don’t want the recursion
to be called with the same arguments multiple times, we will have to save other values.
So the actual used space will be far greater.
Actually for computational purposes we prefer the functions P ′ and g′ as the numbers
are smaller. Using Lemma 2.2, the relations for P ′ become:
Theorem 3.2
g
′
i(t1, t2, · · · , tn) =


1, if tj = 0 ∀1 ≤ j ≤ n and i = 1;
0, if tj = 0 ∀1 ≤ j ≤ n and i > 1;
0, if t1 = 0, t1 + t2 + · · · + tn > 0 and i > 1;
P
′
(s1, s2, . . . , sn), if t1 = 0, i = 1, t1 + t2 + · · ·+ tn > 0;
2
0, if t1 > 0, and ti = 0;
0, if t1 > 0, and i = 1;
P
′
(t1 − 1, t2 . . . , ti − 1, ti . . . tn) + P
′
(t1, t2 . . . , ti − 1, ti . . . tn)
−g
′
i(t1, t2 . . . , ti − 1, ti . . . tn)), if t1 > 0, i > 1, and ti > 0,
P
′
(t1, t2, . . . , tn) =
n∑
i=1
g
′
i(t1, t2, . . . , tn).
The sequence s1, s2, . . . , sn is the same as in Theorem 3.1.
3.2 Decreasing the number of variables
Here we will present another recursive formula that allows us to find P (t1, t2, . . . , tn) by
knowing P (s1, s2, . . . , sn−1) for some s
′
is.
Def. 3.1 Define f(t1, t2, l) as:
f(t1, t2, l) =
l∑
l1=0
(
t1
l1
)(
t2
l1
)
(l1)!
(
t1
l − l1
)(
t2
l − l1
)
(l − l1)!.
Lemma 3.1. Let T1 with |T1| = t1 and T2 with |T2| = t2 be two disjoint sets. Then
f(t1, t2, l) is the number of ways to construct an injective function σ : T1 ∪ T2 → T1 ∪ T2
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for exactly l elements in T1 ∪ T2, satisfying the condition that no element is mapped to
an element in its own set.
Proof: Indeed, if we construct σ for l1 preimages in T1, there are
(
t1
l1
)
ways to choose
the preimages in T1,
(
t2
l1
)
ways to choose the images in T2 and l1! ways to match them.
We do the same for the remaining l − l1 preimages, which must be in T2, and sum over
l1. 
We use this result to prove the next theorem:
Theorem 3.3
t1+t2∑
l=0
f(t1, t2, l)P (t1 + t2 − l, t3, . . . , tn) = P (t1, t2, . . . , tn).
Proof: The main observation is that if there are exactly l elements x such that both
σ(x) ∈ T1 ∪ T2 and σ
−1(x) ∈ T1 ∪ T2, we can treat T1 ∪ T2 as one set with t1 + t2 − l
elements.
To prove this, we can break the obtained T1 ∪ T2 into orbits defined by σ. Since the
function is injective, every orbit is of one of the following two kinds:
a) σ : a1 → a2 → · · · → aj , where the a
′
is are different.
b) σ : a1 → a2 → · · · → aj → a1, where the a
′
is are different.
Now we can just erase the orbits of type b). Then we replace every orbit of type a)
with a single element, we have only to define σ(aj) and σ
−1(a1). Doing this, we obtain
a new set with t1 + t2 − l elements, such that no element is mapped to another element
in its set.
By the definition of P , we can construct the remaining part of σ in P (t1+t2− l, . . . , tn)
ways. Summing over l gives the result. 
Corollary 3.1 For n = 3, by Theorem 2.2, we know that P (t1 + t2 − l, t3) 6= 0 if
and only if t1 + t2 − l = t3. It follows that:
P (t1, t2, t3) = f(t1, t2, t1 + t2 − t3)P (t3, t3) = f(t1, t2, t1 + t2 − t3)(t3!)
2 =
(t3!)
2
t1+t2−t3∑
l1=0
(
t1
l1
)(
t2
l1
)
(l1)!
(
t1
t1 + t2 − t3 − l1
)(
t2
t1 + t2 − t3 − l1
)
(t1 + t2 − t3 − l1)! =
= t1!t2!t3!
t1+t2−t3∑
l1=0
(
t2
l1
)(
t3
t1 − l1
)(
t1
t3 − t2 + l1
)
.
This result also appears in [1] by J. Gillis and S. Even under the form:
P ′(t1, t2, t3) =
+∞∑
l1=0
(
t2
l1
)(
t3
t1 − l1
)(
t1
t3 − t2 + l1
)
.
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A very detailed study of the case for three arguments (P ′(t1, t2, t3)) was made by
Raimundas Vidunas [5].
3.3 A note on random GDs and AFLs
The first two recurrent formulas (in 3.1) follow from examining the image/preimage of a
fixed element and reducing to a new family of sets. In the second one (in 3.2) in order to
reduce the number of sets we look at how σ maps elements between two fixed sets. So
in both cases we induce over a particular reduction of the sets.
This means that the proofs can also be treated as algorithms for generating random
(not necessarily uniformly random) GDs and AFLs.
4 Comparing values of the numbers of GDs and AFLs
Here we will examine how the numbers of GDs and AFLs behave when we move one
element from one set Ti to another set Tj, or add/remove elements from
n⋃
i=1
Ti. The main
tool in this chapter will be Theorem 3.3.
4.1 Comparing values of P (t1, t2, . . . , tn) for a fixed sum t1 + t2 + · · ·+ tn
Lemma 4.1 If t1 ≥ t2 ≥ 1, then f(t1, t2, l) ≥ f(t1 + 1, t2 − 1, l).
Proof: To prove it, we use the inequality that if t1 ≥ t2 ≥ 1, then(
t1
l
)(
t2
l
)
≥
(
t1 + 1
l
)(
t2 − 1
l
)
⇐⇒ t1 · · · (t1 − l + 1)t2 · · · (t2 − l + 1) ≥ (t1 + 1) · · · (t1 − l + 2)(t2 − 1) · · · (t2 − l)
⇐⇒ (t1 − l + 1)t2 ≥ (t1 + 1)(t2 − l)
⇐⇒ l(t1 + 1) ≥ lt2.
We wrote ≥ instead of >, because both sides could be equal to 0. But for l ≤ t2, we
can strengthen the inequality.
Applying this inequality twice, we obtain
(
t1
l1
)(
t2
l1
)
(l1)!
(
t1
l − l1
)(
t2
l − l1
)
(l − l1)! ≥
≥
(
t1 + 1
l1
)(
t2 − 1
l1
)
(l1)!
(
t1 + 1
l − l1
)(
t2 − 1
l − l1
)
(l − l1)!.
Summing over l finishes the proof. 
Now that we have the above observation and Theorem 3.3, we deduce that:
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Theorem 4.1 If t1 ≥ t2 ≥ 1, then
P (t1, t2, . . . , tn) ≥ P (t1 + 1, t2 − 1, t3, . . . tn).
Note: The inequality becomes P (t1, t2, . . . , tn) > P (t1 + 1, t2 − 1, t3, . . . tn) if
2max{t1, t2} ≤
n∑
i=0
ti, because for l = min{t1, t2} we know that P (t1+ t2− l, . . . , tn) > 0
and f(t1, t2, l) > f(t1 + 1, t2 − 1, l) ≥ 0.
We can generalize the inequality from Theorem 4.1 to a majorizing inequality, re-
sembling Karamata’s inequality for concave functions.
Theorem 4.2 (Majorizing inequality for GDs) Let (ai)
n
i=1 and (bi)
n
i=1 be two
sequences of nonnegative integers, such that (ai)
n
i=1 majorizes (bi)
n
i=1. Then the
following inequality holds:
P (a1, a2, . . . , an) ≤ P (b1, b2, . . . , bn).
Proof: It is not hard to prove the inequality, once that we have Theorem 4.1. We
first increase b1 and decrease b2 until b1 = a1. Then we do the same for b2 and b3 and so
on. Theorem 4.1. implies that at each step we don’t increase P (b1, b2, . . . , bn) until
(ai)
n
i=1 ≡ (bi)
n
i=1. 
So we can partially order the values of P (t1, t2, . . . , tn) for a fixed sum
t1 + t2 + · · ·+ tn = m.
Direct consequences of Theorem 4.2 are an upper and a lower bound for the non-
negative values of P (t1, t2, . . . , tn) for a fixed sum t1 + t2 + · · · + tn = m.
Corollary 1: The maximal value of P (t1, t2, . . . , tn) for a fixed sum
t1 + t2 + · · · + tn = m (n can vary) is achieved for P (1, 1, . . . , 1︸ ︷︷ ︸
m
) = d(m) =
[
1
2
+
m!
e
]
.
The last equality follows from Theorem 2.1 a).
Corollary 2: The minimal positive value of P (t1, t2, . . . , tn) for a fixed sum
t1 + t2 + · · ·+ tn = m (n can vary) is achieved for:
a) If m is even and m = 2l, P (l, l) = (l!)2.
b) If m is odd and m = 2l + 1, P (l, l, 1) = 2l(l!)2.
That P (l, l, 1) = 2l(l!)2 follows directly from Corollary 3.1.
Indeed, these bounds are far from optimal. Stephen Penrice [6] showed for the case
t1 = t2 = · · · = tn = k that:
(kn)!
(n− 1
n
)kn
≤ P (k, k, . . . , k︸ ︷︷ ︸
n
) ≤ (kn− k)!
n
n−1 .
However, it is not immediate to extend his argument for other cases.
We can extend Theorem 4.2 to the function P ′(t1, t2, . . . , tn).
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If a ≥ b, then a!b! ≤ (a+ 1)!(b− 1)!. So if (ai)
n
i=1 majorizes (bi)
n
i=1, then
a1!a2! · · · an! ≥ b1!b2! · · · bn!.
Combining this with the first majorizing inequality, it follows that:
P (a1, a2, . . . , an)
a1!a2! · · · an!
≤
P (b1, b2, . . . , bn)
b1!b2! · · · bn!
.
Theorem 4.3 (Majorizing inequality for AFLs) Let (ai)
n
i=1 and (bi)
n
i=1 be two
sequences of nonnegative integers, such that (ai)
n
i=1 majorizes (bi)
n
i=1. Then the
following inequality holds:
P
′
(a1, a2, . . . , an) ≤ P
′
(b1, b2, . . . , bn).
Of course, the two corollaries could be modified for the number of AFLs as well.
4.2 Comparing values of P (t1, t2, . . . , tn) for different sums t1 + t2 + · · ·+ tn
First, an obvious result that follows immediately from Theorem 2.2.
Theorem 4.4 If the positive integers b1, b2, · · · , bn satisfy 2bk ≤
n∑
i=1
bi ∀k, then
P (t1, t2, · · · , tn) ≤ P (t1 + b1, t2 + b2, · · · , tn + bn).
Proof: Indeed by Theorem 2.2, we can just take a GD σ1 for B1, B2, . . . , Bn, where
|Bi| = bi. Then for each GD σ2 of T1, T2, . . . , Tn the permutation σ = σ1 ∪ σ2 is a GD
for B1 ∪ T1, B2 ∪ T2, . . . , Bn ∪ Tn. The result follows. 
Examining the function f(t1, t2, l) can give us another, more complicated, result:
Theorem 4.5 If there exists an i, such that ti > t1, then:
P (t1 + 1, t2, . . . , tn) ≥ P (t1, t2, . . . , tn).
Proof: Let without loss of generality t2 be the maximal among all the t
′
is. Then t2 > t1.
We will prove that
f(t1, t2, l) < f(t1 + 1, t2, l + 1) (4)
by comparing the terms in the sums for l1 and l1 + 1 respectively:(
t1 + 1
l1 + 1
)(
t2
l1 + 1
)
(l1 + 1)!
(
t1 + 1
l − l1
)(
t2
l − l1
)
(l − l1)! ≥
≥
(
t1
l1
)(
t2
l1
)
(l1)!
(
t1
l − l1
)(
t2
l − l1
)
(l − l1)!.
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Case 1. l1 ≤ t1 < t2. Then we have:(
t1 + 1
l1 + 1
)(
t2
l1 + 1
)
(l1 + 1)!
(
t1 + 1
l − l1
)(
t2
l − l1
)
(l − l1)! ≥
≥
(
t1
l1
)(
t2
l1
)
(l1)!
(
t1
l − l1
)(
t2
l − l1
)
(l − l1)!⇐⇒
(t1 +1) · · · (t1− l1 +1)t2 · · · (t2− l1)(t1 +1) · · · (t1− (l− l1) + 2)t2 · · · (t2− (l− l1) + 1) ≥
≥ (l1+1)t1 · · · (t1− l1+1)t2 · · · (t2− l1+1)t1 · · · (t1−(l− l1)+1)t2 · · · (t2−(l− l1)+1)⇐⇒
(t1 + 1)(t1 + 1)(t2 − l1) ≥ (l1 + 1)(t1 − (l − l1) + 1).
But l1 ≤ l, l1 ≤ t1, l1 + 1 ≤ t2, so
(l1 + 1)(t1 − (l − l1) + 1) ≤ (t1 + 1)(t1 + 1) ≤ (t1 + 1)(t1 + 1)(t2 − l1).
Note that if somewhere we have canceled a term equal to 0 on both sides, the inequality
will still hold. But if there is a negative term on both sides, then there must be also 0
on both sides. So the above argument holds.
Case 2. l1 > t1. Then it is easy to check that both sides are equal to 0.
Summing over l1 gives (4). Now we have that:
P (t1 + 1, t2, . . . , tn) =
t1+t2+1∑
l=0
f(t1 + 1, t2, l)P (t1 + 1 + t2 − l, . . . , tn) =
= f(t1+1, t2, 0)P (t1+t2+1, . . . , tn))+
t1+t2∑
l=0
f(t1+1, t2, l+1)P (t1+1+t2−(l+1), . . . , tn) ≥
≥
t1+t2∑
l=0
f(t1, t2, l)P (t1 + t2 − l, . . . , tn) = P (t1, t2, . . . , tn).

Note: We can, of course, also examine more closely the inequalities, and find the
conditions under which the final inequality becomes strict.
Comparing values of P (t1, t2, . . . , tn) for different sums t1+t2+ · · ·+tn, naturally leads
to the following question.
Problem: The n positive integers t1 ≤ t2 ≤ · · · ≤ tn are given. Find the non-
negative integers X such that P (X, t1, t2, . . . , tn) is maximal.
From Theorem 4.4 and Theorem 2.2 follows that for all such intgers X :
tn ≤ X ≤
n∑
i=1
ti.
However, to fully examine this problem we need some stronger tools than Theorem 4.4.
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5 Number theoretical properties
From Lemma 2.2, we know that t1!t2! · · · tn!|P (t1, t2, . . . , tn), so it is straightforward
that P (t1, t2, . . . , tn) has plenty of small divisors.
However, we don’t know much about the number-theoretical properties of
P ′(t1, t2, . . . , tn). In this section we will examine what remainders does P
′(t1, t2, . . . , tn)
give when divided by different integers m.
Theorem 5.1. For any prime number p and positive integer n, the following con-
gruence holds:
P ′(p, p, . . . , p︸ ︷︷ ︸
n
) ≡ P ′(1, 1, . . . , 1︸ ︷︷ ︸
n
) (mod p3).
Proof: Let us go back to the definition of P ′. Denote with Ti a block of p times the letter
i. We are looking for AFLs of T1T2 · · ·Tn. Let B1B2 . . . Bn be an AFL, where each Bi is
composed of p letters. Call a block Bi good if and only if there are at least two different
letters in it.
Clearly there are either 0 at least 2 good B′is in an AFL.
Case 1. First consider all the AFLs with 0 good blocks. In them all the Bi consist of
a single letter, repeated p times. So the number of these AFLs is just the number of
derangements, P ′(1, 1, . . . , 1︸ ︷︷ ︸
n
).
Case 2. Now consider the AFLs with exactly two good B′is. For such an AFL, every
block that is not good by definition contains a single letter repeated p times. Therefore,
the two good blocks contain exactly two different letters - k and l. So, if the one block
contains x letters k and p − x letters l, the other contains p − x letters k and x letters
l. Also each of the two blocks must contain both letters. So, the number of ways to
permutate the letters within the two good blocks is
p−1∑
x=1
(
p
x
)2
. From Vandermonde’s
identity, it immediately follows that:
p−1∑
x=1
(
p
x
)2
=
(
2p
p
)
− 2.
But we can choose the letters k and l in in
(
n
2
)
ways.
All the remaining blocks, which are not good, consist of a single letter. So if we consider
an anagram without fixed letters over the alphabet of these blocks, for every block there
is exactly one forbidden position, except for the two good blocks, which have the same
two forbidden positions - k and l. Thus, the number of AFLs of blocks is P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
).
This makes a total of
1
2
((2p
p
)
− 2
)(n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
)
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AFLs with exactly two good blocks for p > 2, and
((2p
p
)
− 2
)(n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
)
for p = 2.When p > 2, p is odd, so x 6= p−x,∀x ∈ N. Then we count twice the anagrams
which have exactly two good blocks, one with x letters k and the other with x letters l -
both for x and p− x. Therefore, we have to divide by 2.
Now we will use the famous result by Wolstenholme for primes p > 3:(
2p
p
)
≡ 2 (mod p3), (5)
The above argument combined with (5) proves that p3 divides the number of AFLs
with exactly two good blocks for p > 3.
Now only the cases p = 2 and p = 3 are left.
For p = 2, the number of anagrams without fixed letters with exactly two good blocks
becomes 4
(
n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
). However, by Lemma 2.2 and Theorem 2.2 follows
that P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
) =
d(n)− 2d(n − 1)− d(n − 2)
2
. Now, for instance with Theo-
rem 2.1.a), one could verify that 4|d(n) − 2d(n − 1) − d(n − 2), which means that
23|4
(
n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
).
For p = 3, the number of anagrams without fixed letters with exactly two good blocks
becomes 9
(
n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
). If 3|n(n−1), the result follows. But if n ≡ 2 (mod 3), one
could verify that 3|d(n)−2d(n−1)−d(n−2), which means that 33|9
(
n
2
)
P ′(2, 1, 1, . . . , 1︸ ︷︷ ︸
n−2
).
So, for every prime p, p3 divides the number of AFLs with exactly two good blocks.
Case 3. Finally, consider that there are at least three good blocks. Let a good block Bi
consists of α1 letters 1, α2 letters 2, . . ., αn letters n. The block Bi must satisfy αi = 0.
So there are
p!
(α1!)(α2!) · · · (αn!)
different anagrams of this block (every different anagram
is possible, because the condition that αi = 0 remains true). Since at least two of the α
′
js
are positive, p divides the above number. So every good block has a number of different
anagrams divisible by p .
Now split the AFLs with exactly three good blocks into equivalence classes such that
Y = C1C2 . . . Cn is in the class of X = B1B2 . . . Bn if and only if for some permutations of
letters σ1, σ2, . . . , σn, we have σi(Bi) = Ci. It is not hard to see that this is a well-defined
equivalence relation.
As every good block has a number of different anagrams divisible by p, the number of
AFLs in every class is a multiple of p3.
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Taking the number of AFLs modulo p3, only the number of AFLs from Case 1 does
not vanish, which finishes the proof. 
Note: The above lemma does not always hold for p composite. For instance,
6 ∤ P ′(6, 6, 6) − P ′(1, 1, 1) = 15182.
Comment: Noah Kravitz made a major contribution to the proof of Theorem 5.1
by pointing out that the case for exactly 2 good blocks was entirely missing in an earlier
version of this work.
Now we propose a theorem that fully describes when P ′(t1, t2, . . . , tn) is odd.
Theorem 5.2 The number P ′(t1, t2, . . . , tn) is odd if and only if in the binary
representations of t1, t2, . . . , tn on every position there is an even number of ones.
Example: For t1 = 19 = 10011(2), t2 = 16 = 10000(2), t3 = 3 = 11(2), P (t1, t2, t3) is
odd, because on position 0 there are 2 ones, on 1 - 2, on 2 - 0, on 3 - 0, and on 4 - 2.
Proof: Consider the word T1T2 . . . Tn, where each Ti consists of ti times the letter i.
Let an anagram S1S2 . . . Sn be an AFL, where each Si is a block of ti letters.
Denote with αi,j the number of letters j in Si, (αi,i = 0). Note that
n∑
j=1
αi,j =
n∑
j=1
αj,i = ti.
Replacing Si with an arbitrary permutation of itself will produce another valid AFL.
Denote the number of different permutations of Si by fi. It follows that
fi =
(
ti
αi,1, αi,2, . . . , αi,n
)
.
Doing the same operation for the other blocks, we can partition the AFLs in classes
such that X and Y are in the same class (just as in Theorem 5.1) if and only if we can
obtain Y from X by replacing every Sj for 1 ≤ j ≤ n with some permutation of it. It is
not hard to show that this partitioning is well-defined.
So in the class of S1S2 . . . Sn there will be f1f2 · · · fn different AFLs.
Since we want to evaluate the number of AFLs modulo 2, we just need to find the
number of classes for which f1f2 · · · fn is odd, meaning that fi is odd for every 1 ≤ i ≤ n.
Now we will find the number of classes for which f1f2 · · · fn is odd. Assume that the
AFL S1S2 . . . Sn is in one of these classes.
Denote by q(m) the set of non-zero positions in the binary representation of m. We
will use the following result by L. E. Dickson [9]:
The multinomial coefficient
(
m
m1,m2, . . . ,mt
)
is relatively prime to the prime number
p if and only if the partition of m on m1,m2, . . . ,mt arises by the independent partitions
of each digit (base p) of m into the corresponding digits of m1,m2, . . . ,mt.
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For the case p = 2 this implies that fi is odd if and only if
n⋃
j=1
q(αi,j) = q(ti). As
n∑
j=1
αi,j = ti, it follows that q(αj,i) ∩ q(αl,i) = ∅ for j 6= l. So
n∑
j=1
|q(αi,j)| = |q(ti)|, and
even more generally
n∑
i=1
n∑
j=1
|q(αi,j)| =
n∑
i=1
|q(ti)|.
On the other hand, from
n∑
j=1
αj,i = ti easily follows that
n∑
j=1
|q(αj,i)| ≥ |q(ti)| with
equality case only when q(αj,i) ∩ q(αl,i) = ∅ for j 6= l and
n⋃
j=1
q(αj,i) = q(ti). However,
the above arguments imply that there must be an equality everywhere.
It follows that q(αi,j) ⊂ q(ti) and q(αi,j) ⊂ q(tj) for every pair 1 ≤ i, j ≤ n. (*)
Now write every ti as ti = ti,si . . . ti,1, ti,0(2). From (*) follows that after a proper
permutation every Si can be written in the form
Si = ui,si . . . ui,si︸ ︷︷ ︸
ti,si2
si
ui,si−1 . . . ui,si−1︸ ︷︷ ︸
ti,si−12
si−1
. . . ui,0 . . . ui,0︸ ︷︷ ︸
ti,020
,
where every sub-block consists of the same letters repeated respectively
ti,si2
si , (ti,si−1)2
si−1, . . . , ti,0 times. When ti,j = 0 the respective sub-block is empty.
Moreover, (*) implies that if ti,j 6= 0, then j ∈ q(αi,ui,j ) ∈ q(tui,j ).
As we need to find the number of classes for which f1f2 . . . fn is odd, we only need
to take one representative from each class. From every class take the AFL in which all
blocks are arranged in the above way.
Note that these AFLs are exactly the AFLs obtained by the following two steps. First
split every Ti in sub-blocks in the following way:
Ti = i . . . i︸ ︷︷ ︸
ti,si2
si
i . . . i︸ ︷︷ ︸
ti,si−12
si−1
. . . i . . . i︸ ︷︷ ︸
ti,020
.
Then for every x ≥ 0 take an arbitrary derangement dx of all the sub-blocks of size 2x.
Now for x ≥ 0 define Lx = {i|1 ≤ i ≤ n, x ∈ q(ti)}. So Lx is the set of i
′s for which
the position x is nonzero in the binary representation of ti. This is equivalent to the
existence of a sub-block of length 2x in Ti when it is written as above.
So the number of classes of AFLs for which f1f2 . . . fn is odd must be
+∞∏
x=0
d(|Lx|).
By Theorem 2.1 a) follows that d(|Lx|) is odd if and only if |Lx| is even. Since |Lx|
is the number of integers ti for which the position x is non-zero the statement of the
theorem follows. 
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Theorem 5.3 Let m,n, and k be positive integers. Then
P ′(t1, t2, . . . , tm︸ ︷︷ ︸
m
, k, k, . . . , k︸ ︷︷ ︸
n
) ≡ P ′(t1, t2, . . . , tm︸ ︷︷ ︸
m
)P ′(k, k, . . . , k︸ ︷︷ ︸
n
) (mod n).
Proof: Consider the word A1A2 . . . AmB1B2 . . . Bn, where each Ai consists of ti times
the letter ai, and each Bi of k times the letter bi.
Define the functions hr for 0 ≤ r ≤ n− 1, such that hr(Q) is the block Q, where each
letter bi for 1 ≤ i ≤ n in Q is replaced with bi+r (indices taken modulo p).
Let X = L1L2 . . . LmM1M2 . . .Mn be an AFL.
Now it is easy to check that if X = L1L2 . . . LmM1M2 . . .Mn is an AFL, so is
fr(X) = hr(L1)hr(L2) . . . hr(Lm)hr(M1−r)hr(M2−r) . . . hr(Mn−r).
So we can split all the AFLs into classes of equivalence, such that X and Y are in the
same class if X = fr(Y ) for some r. It is not hard to check that this is a well defined
partitioning.
If in the anagram X = L1L2 . . . LmM1M2 . . .Mn for some 1 ≤ j ≤ n, bj ∈ L1L2 . . . Lm,
then in the class of X there are exactly n anagrams. This is true, because hi−j(bj) = bi,
so on the position of this bj there will be a different letter for every fi, 0 ≤ i ≤ n− 1.
Therefore, taking P ′(t1, t2, . . . , tm︸ ︷︷ ︸
m
, k, k, . . . , k︸ ︷︷ ︸
n
)modulo n, we only need to consider those
anagrams for which in L1L2 . . . Lm there are only letters among the a
′
is. These are exactly
the anagrams, in which L1L2 . . . Lm is an AFL of A1A2 . . . Am and M1M2 . . .Mn of
B1B2 . . . Bn. This number is exactly P
′(t1, t2, . . . , tm︸ ︷︷ ︸
m
)P ′(k, k, . . . , k︸ ︷︷ ︸
n
). 
Here are some corollaries of Theorem 5.3.
Corollary 5.1 Let k,m, and n be positive integers. Then:
P ′(k, k, . . . , k︸ ︷︷ ︸
m
, k, k, . . . , k︸ ︷︷ ︸
n
) ≡ P ′(k, k, . . . , k︸ ︷︷ ︸
m
)P ′(k, k, . . . , k︸ ︷︷ ︸
n
) (mod lcm(m,n)).
Corollary 5.2 Let n and k be positive integers. If m = nt+ r for some non-negative
t and r, then
P ′(k, k, . . . , k︸ ︷︷ ︸
m
) ≡ P ′(k, k, . . . , k︸ ︷︷ ︸
r
)(P ′(k, k, . . . , k︸ ︷︷ ︸
n
))t (mod n).
Corollary 5.3 If n, l, and k are positive integers, then
n|P ′(k, k, . . . , k︸ ︷︷ ︸
ln+1
).
Corollary 5.4 For the positive integers n and k define the sequence am = P
′(k, k, . . . , k︸ ︷︷ ︸
m
).
Then (ai)
+∞
i=1 is eventually periodic modulo n.
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