Motivated by a recent resurgence in earthquake predictability research, we present a method for testing alarm-based earthquake predictions. The testing method is based on the Molchan diagram-a plot of miss rate and fraction of space-time occupied by alarm-and is applicable to a wide class of predictions, including probabilistic earthquake forecasts varying in space, time, and magnitude. A single alarm can be simply tested using the cumulative binomial distribution. Here we consider the more interesting case of a function from which a continuum of well-ordered alarms can be derived. For such an 'alarm function' we construct a cumulative performance measure, the area skill score, based on the normalized area above a trajectory on the Molchan diagram. A score of unity indicates perfect skill, a score of zero indicates perfect non-skill, and the expected score for a random alarm function is 1 / 2 . The area skill score quantifies the performance of an arbitrary alarm function relative to a reference model. To illustrate the testing method, we consider the 10-yr experiment by J. Rundle and others to predict M ≥ 5 earthquakes in California. We test forecasts from three models: relative intensity (RI), a simple spatial clustering model constructed using only smoothed historical seismicity; pattern informatics (PI), a model that aims to capture seismicity dynamics by pattern recognition; and the U. S. Geological Survey National Seismic Hazard Map (NSHM), a model that comprises smoothed historical seismicity, zones of 'background' seismicity, and explicit fault information. Results show that neither PI nor NSHM provide significant performance gain relative to the RI reference model. We suggest that our testing method can be used to evaluate future experiments in the Collaboratory for the Study of Earthquake Predictability and to iteratively improve reference models for earthquake prediction hypothesis testing.
I N T RO D U C T I O N
Despite the notable lack of success in reliably predicting destructive earthquakes, there has been a resurgence of research on earthquake predictability motivated by better monitoring networks and data on past events, new knowledge of the physics of earthquake ruptures, and a more comprehensive understanding of stress evolution and transfer. However, the study of earthquake predictability has been hampered by the lack of an adequate infrastructure for conducting prospective prediction experiments under rigorous, controlled conditions and evaluating them using accepted criteria specified in advance. To address this problem, the working group on Regional Earthquake Likelihood Models (RELM), supported by the Southern California Earthquake Center (SCEC) and U. S. Geological Survey (USGS), has recently established a facility for prospective testing of scientific earthquake predictions in California, and a number of experiments are now underway (Field 2007 , and references therein).
The RELM project conforms to the requirements for well-posed prediction experiments (e.g. Rhoades & Evison 1989; Jackson 1996) through a strict set of registration and testing standards. For a 5 yr experiment, models are constructed to predict earthquakes in California above magnitude 4.95 during 2006-2010 by specifying time-invariant earthquake rates in prescribed latitude-longitudemagnitude bins. Three tests based on likelihood measures will be used to evaluate the forecasts .
The interest in the RELM project shown by earthquake scientists has motivated an international partnership to develop a Collaboratory for the Study of Earthquake Predictability (CSEP). CSEP is being designed to support a global program of research on earthquake predictability (Jordan 2006) , and one of its goals is to extend the testing methodology to include alarm-based predictions. In this paper, we outline such a methodology and apply it to the retrospective testing of three prediction models for California.
approach to this problem is to search for precursory signals that indicate an impending target earthquake in a given space-time window (Keilis-Borok 2002 and references therein; Kossobokov & Shebalin 2003) . These signals can be represented by precursory functions, the values of which are computed and analysed in moving time windows. For example, at the present time t we consider a region R where we wish to predict target earthquakes using precursory function f, which is based on information available up to time t. If f (t) exceeds some threshold value (typically optimized by retrospective testing), an alarm is declared, indicating that one or more target earthquakes are expected in R during the period (t, t + t), a 'time of increased probability' (TIP) (Keilis-Borok & Kossobokov 1990 ). In practice, pattern recognition algorithms often combine several precursory functions. For example, the Reverse Tracing of Precursors (RTP) algorithm employs eight intermediateterm precursory patterns and yields alarms with fixed duration but highly variable spatial extent (Keilis-Borok et al. 2004; Shebalin et al. 2006) , which makes testing difficult.
To place alarm-based testing in the RELM context, we consider spatially varying but time-invariant prediction models. At the beginning of the experiment, we assume there exists some (unknown) probability P k that the next target earthquake in the RELM testing region R will occur in r k , the kth subregion of R. We further assume that P k is identical for every target earthquake in the testing interval; that is, the conditional probability that the nth earthquake locates in r k after n − 1 earthquakes have already occurred also equals P k . We suppose that, prior to the experiment, some reference model of this time-invariant distribution,P k , is available. For example, the prior distribution might be the next-event probability calculated from the smoothed, average historical rate of earthquake occurrence in r k (Kagan & Jackson 2000; Kafka 2002; Kossobokov 2004; Rhoades & Evison 2004; Helmstetter et al. 2007) . In this paper, we will follow Tiampo et al. (2002) by calling this the relative intensity (RI) forecasting strategy. By definition, the summation of P k orP k over all subregions in R is unity.
An alarm-based prediction uses fresh information or insights to identify a 'domain of increased probability,' A ⊆ R, the alarm region, where the true probability is hypothesized to exceed the reference value:
At the end of the testing interval, we observe that N target earthquakes have occurred and that h of these are located in the alarm region A. Under the null hypothesis H 0 : P A =P A , the probability of h 'hits' in A follows a binomial distribution,
H 0 can be rejected in favour of H 1 :
for some critical significance level α; that is, if the probability of obtaining h or more hits by chance is less than or equal to α. Rejection of H 0 in favour of H 1 at a high confidence level (α 1) is evidence that the alarm-based prediction has significant skill relative to a prediction based on the reference modelP k . Following Molchan (1990 Molchan ( , 1991 and Molchan & Kagan (1992) , we consider how the miss rate, ν = (N − h)/N , varies with the probability-weighted area of alarm region A, τ =P A . Plots of (τ , ν) where τ, ν ∈ [0, 1] are called Molchan diagrams ('error diagrams' Molchan diagram-a plot of miss rate versus fraction of spacetime occupied by alarm-with dashed isolines of probability gain. The descending diagonal, corresponding to unit probability gain, represents the expected performance when P A =P A . The dark line represents a hypothetical optimal trajectory which depends on the unknown 'true' distribution.
in Molchan's terminology). At the end of the testing period, the total number of target events, N, is known, so the value of ν is restricted to the discrete set {n/N : n = 0, 1, . . . , N}. The boundary conditions are fixed: if no alarm is declared (τ = 0; the optimist's strategy), all events are missed (ν = 1), whereas if an alarm is declared over the entire testing region R (τ = 1; the pessimist's strategy), no events are missed (ν = 0). Under H 0 , the distribution of ν is given by (2), and its expected value, ν , lies on the descending diagonal of the Molchan diagram, ν = 1 − τ (Fig. 1 ). More generally, 1 − ν measures the long-run probability of a subregion being in the alarm region conditional on it containing an event, P(A|E), while τ is the prior probability of the alarm region, P(A) =P A . The Bayes identity requires
where the quantity in brackets is called the probability gain (Aki 1981; Molchan 1991; McGuire et al. 2005) :
On the Molchan diagram, the sample value of G is the slope of the line connecting (0,1) to (τ , ν) and (3) provides a test of the null hypothesis H 0 : G = 1 against the alternative H 1 : G > 1. For the grid-based RELM models, the values of τ are also discrete, given by summations over the cell valuesP k . In the continuum limit where the cell size shrinks to zero,P k becomes a probability density function (p.d.f.)p(x) of an event at a geographic location x ∈ R. The analysis is also simplified by representing target earthquakes as discrete points at their geographic epicentres {x n : n = 1, 2, . . . , N}. In this point-process limit, τ is a continuous variable on [0, 1] , and all realizable values of ν are stepwise constant functions of τ . Moreover, as cell size shrinks to zero, τ becomes the measure of false positives (false alarms) and (1 − τ ) becomes the measure of Figure 2 . Example alarms in the case of coarse spatial discretization (left-hand panel) and in the continuum limit, where cell size approaches zero (right-hand panel). A full contingency table (with alternate names for each contingency) provides a legend. In the left-hand panel, the shaded boxes are hit regions, which are not explicitly represented in the contingency table because hits and misses describe events rather than cells. In the right-hand panel, the hit regions are infinitesimally small, so all alarm regions become false alarms. correct negatives. The Molchan diagram then describes the complete contingency table (Fig. 2) and is equivalent to the receiver operating characteristic (ROC) diagram, a plot of hit rate versus false alarm rate that has been employed in weather forecast verification, medical testing and signal analysis (Mason 2003 and references therein). In the continuum limit, we can contour constant values of α on the Molchan diagram by finding the minimum value of τ that solves the equality in (3) for each discrete value of ν. These stepwise confidence intervals are illustrated in Fig. 3 .
O P T I M A L M O L C H A N T R A J E C T O R I E S
Minimizing ν for a fixed value of τ yields an optimal alarm region A * . We consider the special case where two conditions apply:
1. the prior distribution is uniform over R; that is, the values of the p.d.f.p (x) are everywhere equal, and τ measures the normalized geographic area covered by an alarm; and 2. the true distribution has no flat spots; that is, in general, the contours {x(λ) : p(x) = λ} are sets of measure zero (lines, points, or empty) for all contour levels λ.
The optimization problem is then solved by the 'water-level principle', which states that a region on a map above a contour level λ has the highest average elevation of any region with the same area (Fig. 4 ). In the case we consider here, the optimal alarm is the domain of R where the topography represented by p(x) rises above a water level λ; this alarm can be expressed as A
, where H is the Heaviside step function. Dropping the water level from the maximum value of p(x) to zero traces out an optimal trajectory,
The optimal trajectory lies on or below the descending diagonal of the Molchan diagram (Fig. 1) .
We can relax condition (a) by considering an arbitrary prior p.d.f. satisfyingp(x) > 0 for all x in R. In this case, the optimal alarm is given by
where g
is the optimal local probability gain at x. The optimal trajectory becomes
We note that the probability gain of the optimal trajectory can be written as the weighted average of the local gain over the optimal alarm region,
We can relax condition (b) by considering an arbitrary optimal local gain function g * (x) that may contain flat spots. We consider a flat spot domain D ⊂ R where p(x) = λ Dp (x) for all x in D and let
such that A * + = A * − ∪ D. Then, the optimal trajectory 'jumps' from (τ * − , ν * − ) to (τ * + , ν * + ) at λ D . Sampling any two subsets of the same size from D yields the same Molchan trajectory point, and therefore, relaxing condition (b) can lead to non-unique optimal alarms. We note, however, that such a sampling can only yield points on the line connecting (τ * − , ν * − ) to (τ * + , ν * + ), and therefore, the Molchan trajectory remains unique and no alarm region can achieve a lower value of ν . Here, the curved surface on R represents a gain function g (x); the plane intersects the surface at a height of λ. The resulting region above this threshold is the optimal alarm region A * , or the region of this fixed area with the highest average elevation. A map view of this alarm region is shown in Fig. 2 .
In statistical hypothesis testing, the power of a test is the probability that a false null hypothesis is rejected-in other words, that a Type II error is not committed-and is equal to 1 − β where β is the Type II error rate (Lehman & Romano 2005) . In our problem, where the Type I error rate is measured by τ and the Type II error rate by ν (τ ), an appropriate measure of the power of an alarm is 1 − ν (τ ). In these terms, A * (λ) is the most powerful alarm of size τ (λ). As the reference model approaches the true distribution,P A * → P A * , the power of the optimal alarm approaches the average power of a random alarm, 1 − ν
, and a larger number of events N is needed to discriminate H 1 from H 0 .
Whenp
is flat-and in particular, equal to unity-throughout R, and the optimal trajectory coincides with the descending diagonal of the Molchan diagram. In this case, no alarm-based strategy can reject H 0 , and the time-invariant prediction problem for the simple RELM set-up is solved.
A L A R M F U N C T I O N S A N D T H E A R E A S K I L L S C O R E
We consider alarm sets {A (λ) : λ ≥ 0} that are ordered by τ (λ) such that
and complete on 0 ≤ τ ≤ 1; that is, sufficient to generate complete Molchan trajectories {ν (τ ) : τ ∈ [0, 1]}}. A complete, ordered alarm set can be represented as an unscaled contour map on R (Fig. 5) . Such a set can be generated from a continuous, positive-semi idefinite 'alarm function' g(x) by water-level contouring,
An example of an alarm function is the optimal gain function, g * (x). In fact, any p.d.f. constitutes an alarm function; not all alarm functions, however, specify a p.d.f.
Alarm functions that have Molchan trajectories with the same values as g(x) form an equivalence class indexed by g:
An infinite number of alarm functions yield the same alarms as g (x) . For example, consider any order-preserving functional; that is, one that satisfies )) is also in the equivalence class C g . Such a functional only rescales the contour map, so that A f = A g , and the trajectory ν f (τ ) is identical to ν g (τ ).
All members of a given equivalence class C g provide equal probability gain relative to the priorp(x). The interesting extremes are C 1 , comprising functions equivalent to g(x) = 1 and C * , comprising functions equivalent to g * . Alarm functions belonging to C 1 yield trajectories with expected values lying on the descending diagonal and thus provide no gain in the long run, whereas alarm functions belonging to C * yield the optimal trajectory. For any alarm function f (x), we seek to test the null hypothesis H 0 : f ∈ C 1 , against the alternative that f performs 'better' than alarm functions belonging to C 1 . (An alarm function with an expected trajectory above the descending diagonal is 'worse' than C 1 ; however, as noted by Molchan & Kagan (1992) , we can use it to generate a set of 'antialarms' whose complements in R have probability gains greater than unity. We therefore consider only one-sided tests.)
The performance of an alarm function f (x) can be measured by the area above its Molchan trajectory evaluated at a given τ , a statistic we call the 'area skill score':
This statistic is normalized such that its value is between 0 and 1 and under H 0 its expectation is
We can use this statistic to assess the skill of f (x) relative top(x) by testing the null hypothesis H 0 : a f (τ ) = τ/2 against the alternative H 1 : a f (τ ) > τ/2. In the limit of infinitesimal discretization in τ , the area skill score is equivalent to the area under curve (AUC) measure used in ROC analyses (Mason 2003) .
In order to use the area skill score for hypothesis testing, we have explored the score distribution of unskilled alarm functions with an arbitrary prior (Zechar & Jordan in prep) . We have an analytic approach for generating moments of the distribution and find that this distribution is related to the distribution of cross-sectional wedge 'area' of an N-dimensional hypercube along its principal diagonal. An application of the Central Limit Theorem shows that, in the case of continuous alarm functions, the area skill score distribution at τ = 1 is asymptotically Gaussian with a mean of 1 / 2 and a variance of 1/(12N). Furthermore, the distribution's kurtosis excess-a factor dependent on the second and fourth central moments and an indicator of deviation from the Gaussian distribution-is equal to −5/(4N). For N on the order of a dozen or more, the Gaussian approximation provides an excellent estimate of confidence bounds.
We can estimate the area skill score distribution by simulation for any number of target events N at any value of τ . It can be shown that the power of the area skill score, while dependent on the prior, tends to increase with increasing τ , and therefore it is best to use a f (τ = 1) for the hypothesis test. In the illustrative experiment described below, we consider discrete alarm functions and the observed seismicity yields multiple earthquakes in a single forecast cell. In this case, the Molchan trajectory and area skill score confidence bounds are most easily estimated by simulation of unskilled alarm functions (i.e. those belonging to C 1 ).
M O D E L S A N D D ATA
To demonstrate the area skill score testing procedure, we consider three models of spatial predictability-RI, pattern informatics (PI), and the United States Geological Survey National Seismic Hazard Map (NSHM)-in a quasi-prospective prediction experiment. For visual comparison, the alarm function values for each model are shown in Figs 6-8. These models make for an interesting set of examples because they represent distinct hypotheses about the spatial distribution of earthquakes.
RI suggests that future earthquakes are most likely to occur where historical seismicity rates are highest . RI uses a particularly simple measure of seismicity-the rate of past earthquakes occurring in each spatial cell-and belongs to a general class of smoothed seismicity models. Proximity to Past Earthquakes (Rhoades & Evison 2004) , Cellular Seismology (Kafka 2002 ) and others (e.g. Kagan & Jackson 2000; Kossobokov 2004; Helmstetter et al. 2007 ) are members of this class that offer slightly different representations of the same basic hypothesis; each has been recommended as a reference model. PI suggests that the locations of future earthquakes are indicated by anomalous changes in seismic activity. Regions undergoing seismic activation or seismic quiescence are found by computing the short-term seismicity rate in a given spatial cell-say, for the previous 10 yr-and comparing with the long-term seismicity rate in this cell-say, for the previous 50 yr. If the short-term rate is anomalously low/high, the cell is considered to be undergoing seismic quiescence/activation in preparation for a target earthquake in the near future . As shown in Figs 6 and 7, the PI and RI alarm functions are highly correlated-in particular, many regions with a high PI index also have a high RI index.
NSHM suggests that future earthquakes will occur where past earthquakes have occurred, with the qualification that moderate to large earthquakes are likely to occur near mapped faults and some earthquakes will be surprises. Therefore, the NSHM earthquake rate model combines smoothed historical seismicity, fault information, and 'background' zones where a spatially uniform seismicity rate is assumed. According to Frankel et al. (1996 Frankel et al. ( , 2002 earthquakes. The NSHM alarm function values in Fig. 8 reveal a forecast that is much smoother than that of RI and PI. Rundle et al. (2003) issued 10-yr 'hotspot' maps based on RI and PI . The hotspots are alarms that last the duration of the experiment and are derived from underlying alarm functions. The alarm function of the PI model is not a p.d.f. and does not provide explicit forecasts of earthquake rate; PI simply provides a ranking of cells and, therefore, the RELM likelihood testing procedures cannot be applied in a straightforward way. We were provided the PI hotspot map values by J. Holliday (personal communication 2005) . The RI alarm function constitutes a next-event spatial p.d.f. and, upon assumption of a magnitude distribution and regional seismicity rate, can be tested using the RELM methods (e.g. . For this experiment, we computed the RI values using the parameters suggested by Rundle et al. (2002) . The alarm function of the NSHM model is a p.d.f. of space and magnitude and yields a forecast of expected seismicity rates; a previous version of the model is currently being tested by RELM (Petersen et al. 2007) . We computed the 2002 NSHM values using the OpenSHA platform (Field et al. 2005) . These three models also make for an interesting set of examples as they demonstrate the potential to compare heterogeneous forecasts. We consider the experiment specified by Rundle et al. (2003) : to forecast the epicentral locations of M ≥ 5 earthquakes during the 10 yr period starting 1 January 2000 in the gridded region with latitude ranging from 32
• to 38.3
• , longitude ranging from −123
• to −115 • , and a spatial discretization of 0.1 • . We consider this a quasi-prospective experiment because the PI and RI forecasts were issued in 2002; none of the forecasts, however, use data collected after the beginning of the experiment. Although the magnitude scale and earthquake catalogue to be used for verification were not stated in the original experiment specification, we followed the RELM project in taking the ANSS composite catalogue to be the authoritative data source for this natural laboratory. We selected all tectonic earthquakes in this region since 2000 that had ANSS reported magnitudes greater than or equal to 5.0, regardless of the reported magnitude scale. This selection process yielded the 15 target earthquakes listed in Table 1 ; the corresponding earthquake catalogue is available in the Supplementary Material online.
R E S U LT S
Earthquakes cluster in space and time, and therefore, any forecast that captures this clustering behaviour should outperform a uniform reference model (Kagan 1996; Stark 1996 Stark , 1997 Michael 1997) . Figs 6-8 confirm the expectation that RI, PI and NSHM provide significant gain relative to a spatially uniform prior distribution. From the area skill score trajectories, and in particular, the points at τ = 1, it can be seen that, at greater than 95 per cent confidence, each forecast obtains an area skill score that is greater than 1 / 2 . To include time-invariant spatial clustering in the reference model, we use the RI alarm function values as the prior distribution-in other words, the RI index defines the measure of space for τ -and compute the Molchan trajectory and corresponding area skill score curve for the PI and NSHM forecasts. Computationally, this means that the 'cost' of declaring an alarm in a given cell is proportional to the RI alarm function value of this cell; in the case of a uniform prior distribution, the cost is everywhere equal. Fig. 9 shows the result of testing for the 15 target earthquakes since 1 January 2000. In the calculation of τ and ν, we include the margin of error suggested by Rundle et al. (2003) ; namely, if a target earthquake occurs in an alarm cell or in one of the alarm cell's immediate neighbours (Moore neighbourhood), it is considered a hit. Accordingly, all cells in the Moore neighbourhood of alarm regions are counted as alarms when computing τ . We note that our method for generating alarms from an alarm function is exact and efficient; we use as the alarm thresholds all of the unique values of the alarm function, rather than iterating the thresholds by some constant. The codes for generating the Molchan and area skill score trajectories are provided in the Supplementary Material online.
With RI as the reference model, the Molchan trajectories for PI and NSHM are closer to the descending diagonal, indicating much smaller probability gains than in the case of a uniform reference model. The NSHM forecast, however, yields three exceptional trajectory points at low values of τ . These points arise from the fact that three of the target earthquakes-numbers 3, 8 and 13 in Table 1 -occurred in cells where NSHM had very high alarm function values and RI had low values. These three hits also manifest themselves in the area skill score trajectory, where NSHM obtains a few exceptional points at small τ . Because the statistical power of the area skill score increases with increasing τ , however, we test the area skill score value at τ = 1; here, neither PI nor NSHM obtain a score that is significantly greater than 1 / 2 . Given these results and because we test at standard significance values α = 1, 5 and 10 per cent, we cannot reject at the 90 per cent confidence level the null hypothesis that PI and NSHM belong to C 1 . In other words, the observed set of 15 target earthquakes during this experiment is consistent with the spatial distribution forecast by RI and neither PI nor NSHM provide significant gain relative to this simple model of smoothed seismicity.
C O N C L U S I O N S
In an illustration of an alarm-based earthquake prediction evaluation technique, we have shown that, contradictory to the retrospective testing of Rundle et al. (2002 Rundle et al. ( , 2003 , the PI forecast model does not yield statistically significant performance in a quasi-prospective earthquake forecast. In particular, at the 90 per cent confidence level, we are unable to reject the null hypothesis that PI and NSHM provide no gain relative to RI.
With respect to NSHM, we note that this model was constructed to forecast large earthquakes in the long term, and we have tested it for a period of only 7.5 yr during which only one damaging earthquake occurred. By increasing either the duration of the experiment or the minimum magnitude of target earthquakes, the fault information included in the NSHM forecast might provide better spatial resolution and accuracy than purely statistical methods. Both of these increases require more time to collect a meaningful number of events but may offer insight into the spatial predictability of a region's largest earthquakes. Fault-based experiments and testing thereof will be investigated further by CSEP researchers.
While the alarm functions considered here focus on forecasting the geographic location of future earthquakes above a minimum magnitude, our method can be applied to more complex forecasts, including time-varying, magnitude-varying and fault-based alarm functions. In the experiment considered here, we have disregarded catalogue errors. Because the forecasts are time-invariant, timing errors are irrelevant to the test. The spatial discretization of the forecasts is of such a scale that location errors are probably negligible. Because this experiment concerns earthquakes above a minimum magnitude without magnitude discretization, magnitude errors are only relevant for earthquakes close to the minimum target magnitude In the Molchan trajectory plot, points below these boundaries reject the alarm region null hypothesis; in the area skill score trajectory plot, points above the boundaries reject the alarm function null hypothesis. We test the area skill score points at unit τ -the filled points on the bottom panel-and find that neither PI nor NSHM provides significant gain relative to RI.
and are also unlikely to change the result of the hypothesis test. In general, however, it is important to consider catalogue errors when testing earthquake forecasts (e.g. Werner & Sornette submitted ms), and our testing method can account for such errors by using simulations comparable to those planned for the RELM experiments ). The framework for evaluating multilevel alarms has been described by Molchan and Kagan (1992) ; applying these principles would allow further disaggregation of testing results. For example, magnitude discretization can reveal that one model accurately predicts small earthquakes and another is better at predicting intermediate size earthquakes. A bootstrap approach where these models are combined may be an effective way to proceed with earthquake prediction research. Hypothesis testing using the area skill score can be used as a guide in this process.
The consistent failure to find reliable earthquake precursors leads us to believe that a more effective way to advance earthquake prediction is a 'brick-by-brick' approach that synthesizes hypotheses, models, and data across space-and timescales (Jordan 2006) . Rigorous testing methods like the one described here are vital in identifying the most robust characteristics of seismicity and improving ref-erence models. Such testing may provide a better means of communicating earthquake forecast performance and progress to the public.
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