. Similarly, if data are generated by a two-dimensional latent trait model with highly correlated traits, then a one-dimensional model also might describe the data well. If data fail to be locally independent because some examinees learn during testing (and the learning model is stated precisely enough to permit simulation), then the results presented below can be used to measure how well a particular latent trait model approximates the more complex model.
.1). The most powerful statistical test provides a common metric for comparing models. If the power of the most powerful statistical test is very low, then the models are very similar for most purposes. Under these circumstances, even if the most powerful statistical test is used, it is difficult to distinguish one model from the other. Therefore, typical applications will produce similar results, no matter which of the two models correctly describes the data. Thus, using the power of the most powerful statistical test to measure the difference between two psychometric statistical models is proposed.
The need for measuring the difference between models arises in many contexts, many of which concern model misspecification. For example, even if test data truly conform to a two-parameter logistic model, a one-parameter Rasch model may fit the data quite well if the item discriminations are generally close to 1 and trait levels are normally distributed (Lord, 1983) . Similarly, if data are generated by a two-dimensional latent trait model with highly correlated traits, then a one-dimensional model also might describe the data well. If data fail to be locally independent because some examinees learn during testing (and the learning model is stated precisely enough to permit simulation), then the results presented below can be used to measure how well a particular latent trait model approximates the more complex model.
The main advantage of having a common measure of the difference between models is that such a measure facilitates comparing misspecification in complex, poorly understood domains to misspecification in more familiar domains. For example, it has been observed (by the present authors and by Davey & Hirsch, 1991) that the model for a widely used two-dimensional test could be approximated with a one-dimensional model fairly well. Using the method presented below, the dimensionality misspecification can be related to test calibration error. For the purposes of this paper, it is helpful to distinguish between statistical models and parametric models. A statistical model is specified when enough information is given to calculate &dquo;manifest probabilities&dquo; (Cressie & Holland, 1983; Lazarsfeld, 1959 To compare two models, it is sufficient that both models be specified with enough detail to permit the calculation of the theoretical probabilities of every item response vector or, equivalently, to permit computer simulation. The One plausible measure of the dissimilarity of models is the success rate of an ideal observer (that is, an observer making statistically optimal decisions and thereby achieving the highest possible success rate). If the ideal observer's success rate is .50, then data cannot be used to distinguish between the models. In fact, the probability of every item response vector must be the same for both models.
If there is even one pattern with higher probability according to one Lord, 1980, chap. 14) . The effects of the set of item parameter estimates on 0 estimation (e.g., for the expected a posteriori estimates of Bock & Mislevy, 1982) , appropriateness measurement (Levine & Rubin, 1979) Comparing multinomial forms for different models is a nontrivial, practical, and theoretical problem, which is discussed below. The ideal observer method is one approach to this problem. Two response patterns, u* and u*, are presented to the observer. To specify an optimal strategy, the probabilities P(u*) and ~(un of response pattern u; are used to compute the likelihood ratio statistic f by
The likelihood ratio ((ufl) 
The Neyman-Pearson lemma (Kendall & Stuart, 1979; Lehmann, 1959) can be used to show that this strategy maximizes the percent of correct classifications.
The ~'es-1~1&reg; Experiment
An experimental procedure from the signal detection literature that complements the two-alternative forced-choice experiment and facilitates the calculation of the ideal observer's correct classification rate is the yes-no experiment (Green & Swets, 1966, Green (see Green & Swets, 1966) discovered an important relation between the accuracy of the ideal observer in the two-alternative forced-choice experiment and in the yes-no experiment. Green's theorem states that the area under the curve formed by connecting consecutive points on the ideal observer's ROC curve in the yes-no experiment is equal to the ideal observer's correct classification rate in the two-alternative forced-choice experiment. Thus, the ideal observer's performance in the two-alternative forced-choice experiment can be predicted from the yes-no experiment.
To quantify the difference between models, the present authors prefer the two-alternative forcedchoice experiment to the yes-no experiment, because the symmetry of the two-alternative forced-choice experiment reduces the classification rate to a single number. In contrast, the entire Roc curve is needed to describe the ideal observer's performance under various conditions in the yes-no experiment.
The yes-no experiment is nonetheless useful for several purposes. First, it can be used to predict the performance of the ideal observer in the asymmetric situation in which response patterns from The studies used the same experimental procedure, which is depicted in the flow chart shown in Figure 1 . Each study began by specifying a 13 distribution and selecting a set of IRFS, as shown in Table 1 . The four studies were designed to simulate situations in which all standard parametric assumptions are satisfied, situations with modest violations of standard assumptions, and situations with moderately severe violations.
In the next step of each study, a test calibration sample of N = 3,000 simulated response patterns was generated using the simulation parameters. Item parameters then were estimated by four methods, using default convergence criteria. The methods included: 1. Estimation of the item parameters of the three-parameter logistic model by marginal maximum likelihood. ~c-~~I,oG (Mislevy & Bock, 1984a ) was used to obtain marginal MLEs. In preliminary analyses, biased estimates of item difficulty and item discrimination parameters were observed with the default value of 10 quadrature points. Increasing the number of quadrature points to 30 eliminated the bias; therefore, the larger number of quadrature points was used in subsequent
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Generation of Response Patterns
After obtaining item parameter estimates, a second sample of N = 3,000 was generated from the simulation parameters (a second sample was created to avoid artifacts due to overfitting). Samples of N = 3,000 also were generated with each of the four sets of estimated item parameters. The simulation 0 distribution was used with item parameter estimates from the parametric estimation methods to generate response patterns. In contrast, the 0 density estimated in the first phase of the MFS analysis was used in conjunction with the nonparametric t~~'s. Nonparametric IRFS have meaning only in relation to some particular 0 density; because the MFS IRFs were estimated in reference to an estimated density, it was necessary to use this estimated density in all subsequent analyses. This situation is the nonparametric analogue of the parametric model scaling indeterminacy that is often resolved by standardizing Os.
Likelihood Ratios
In the next stage of each simulation study, likelihood ratios were computed. Four likelihood ratios P (u*)/P (u*) were computed for each response pattern from the second sample generated with the simulation parameters. For each of these likelihood ratios, P (u*) refers to the probability of u* computed with simulation parameters. This is the &dquo;true&dquo; probability of these u* because they were generated with the simulation parameters. Four additional probabilities £ (u*) also were computed for the response patterns generated from the simulation parameters. Specifically, P (u*) was computed using item parameter estimates obtained from each of the estimation methods described previously (i.e., BILOG, LOGIST 2B, LOGIST 5, ForScore). Then four likelihood ratios were formed: (1) P (u&dquo;)/ l£ (u*) computed with LOGIST 2B item parameter estimates; (2) l{ (u*) / ~ (u*) computed with LOGIST 5 item parameter estimates; (3) l{ (u*) / Ps (u*) computed with BILOG item parameter estimates; and (4) l{ (u*)/ PB (u*) computed with ForScore IRF estimates.
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ROC Curves and Classification Rates
The likelihood ratios for response patterns generated from the simulation parameters were ordered from largest to smallest; likelihoods for the response patterns generated from each of the four types of item parameter estimates were similarly ordered. Hit rates, false positive rates, and ROC curves were computed for each of the four types of parameter estimates, and the areas under the four ROC curves were determined by numerical methods. Three replications were obtained in each of the four studies.
Study 1
This study was concerned with whether a sample of IV = 3,000 is adequate for estimating the item parameters of a 30-item test when standard parametric assumptions are satisfied. It also examined how much is sacrificed by using a nonparametric model under conditions that are ideal for calibration with the three-parameter logistic model.
Method.
The 0 distribution in Study 1 was the standard normal. Estimates of the parameters of the three-parameter logistic model obtained by Mislevy & Bock (1984b) for the Arithmetic Reasoning subtest of the Armed Services Vocational Aptitude Battery were used as the simulation item parameters.
l2esults.
The correct classification rates of the four estimation methods for each of the three replications are provided in Table 2 , which shows that BILOG was very effective when all assumptions were satisfied. The most powerful test for differentiating response patterns generated by the simulation item parameters and response patterns generated by estimated item parameters could correctly classify on average less than 55 070 of such pairs. ForScore was surprisingly successful. The mean correct classification rate for this method was less than 2% higher than the rate of BILOG. The mean correct classification rate of ForScore was 2% less than joint estimation with LOGIST2B. The classification rates for LOGIST 2B and LOGIST 5 were fairly similar. These rates were higher than the classification rates for the other two methods.
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Study 2
Study 2 was concerned with whether realistic violations of the e distribution assumption have deleterious effects on marginal maximum likelihood estimation for a parametric model. Neither LOGIST 2B nor LOGIST 5 makes any assumption about the 0 distribution and, consequently, neither should suffer when the 0 density is not standard normal. Similarly, no decrement in the performance of ~'orScore is expected to result from changes in the 0 distribution, because the 0 density is estimated in the first step of the MFS analysis.
Method. A situation was simulated in which the overall population consisted of two subpopulations with between-group differences-a situation commonly observed with standardized tests. Therefore, a mixture of two normal distributions was used: 0 was sampled from a N(.2,.9172) distribution with probability .8 and from a l~I(-.~,.9172) distribution with probability .2. The mean and variance of the marginal distribution formed by this mixture were 0 and 1, respectively. The IRFs used in Study 2 were identical to those used in Study 1.
Results. The results from Study 2 were similar to those from Study 1 (see Table 2 ). As expected, estimation for the nonparametric method and the two versions of LOGIST was unaffected. Figure 2a shows an item classified as being slightly different, and Figure 2b shows an item classified as being moderately different. The 0 distribution used in Study 3 was the same mixture of ryormal distributions used in Study 2.
Results. 
Study 4
This study examined the effect of moderate violations of the assumption that ~~~'s are threeparameter logistic ogives.
Method. Sympson (1986) also provided polyweight item parameters for 86 additional items. The entire set of 121 items was inspected. The polyweight t~t~s were compared to the best fitting threeparameter logistic curves (obtained by the same weighted least squares method used in Study 3), and the 30 items that appeared most poorly fit by three-parameter logistic ogives were selected. The item fit for many of these items was similar to the items shown in Figures 2a and 2b . An item with one of the worst fitting three-parameter logistic curves is shown in Figure 2c Table 2 is the surprising accuracy of estimation for Levine's (1984 Levine's ( , 1989 ) MFS theory. Even in the situation most favorable for marginal maximum likelihood estimation of the parameters of the three-parameter logistic model, ForScore (Williams & Levine, in A maximum likelihood density estimate was obtained by maximizing the logarithm of the sample likelihood function subject to certain constraints. The estimated density was constrained to be nonnegative, increasing between -3 and -1, and decreasing between 1 and 3. 61 evenly spaced (between -3 and 3) quadrature points were used for the integrations.
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