ABSTRACT How to capture distinctive features from facial images when there are large variations in illumination, poses, and expressions is important for the face recognition problems. This paper introduces a novel algorithm called fuzzy linear regression discriminant projection (FLRDP) for face recognition. The proposed algorithm FLRDP seeks to generate an efficient subspace for the LRC method and could effectively handle variations between facial images. To be specific, FLRDP first computes the gradual membership degrees of each sample to corresponding classes, and then incorporates such membership degree information into the construction of the fuzzy between-class and within-class reconstruction errors. Finally, the criterion function is derived via maximizing the ratio of the fuzzy between-class reconstruction error to the fuzzy within-class reconstruction error. Experimental results carried out on the ORL, CMU PIE, and FERET face databases show the superiority of our proposed method over other state-of-the-art algorithms.
I. INTRODUCTION
Face recognition has been a hot research topic in computer vision and pattern recognition areas due to its broad applications such as virtual reality, human-computer-interaction, internet access and so on. Feature extraction and feature classification are two fundamental problems in a face recognition system. Feature extraction (or dimensionality reduction) is to extract distinctive features by reducing irrelevant, redundant and noise information contained in the original data, while feature classification is to employ a classifier to recognize the extracted features. Both feature extraction and feature classification are of extreme importance for face recognition.
Over the past few decades, researchers have developed many useful dimensionality reduction (DR) techniques for feature extraction. Principle component analysis (PCA) [1] , [2] is one of the most well-known methods for feature extraction. PCA aims to transform the original data into a low-dimensional subspace where the variance of the data is preserved as much as possible. PCA is an effective data representation technique, but it may be unsuitable for classification since PCA cannot discover the discriminant structure of the data. Linear discriminant analysis (LDA) [3] is another famous method, which searches for a set of projections such that the ratio of the between-class scatter to the within-class scatter is maximized. By performing LDA for dimensionality reduction, the data samples will be transformed into a low-dimensional subspace where samples from the same class are close to each other while samples from different classes are far away from each other. In contrast to PCA, LDA makes use of label information and discriminatory information within the dataset. Both PCA and LDA have been successfully applied for face recognition (known as the eigenface [1] and fisherface [4] methods, respectively), and LDA could gain significantly better results than PCA due to taking advantage of the discriminant information. But unfortunately, LDA cannot be directly applied for feature extraction because of the small sample size (SSS) problem which leads to the scatter matrix be singular. To solve this problem, several improvements [5] - [10] have been made to LDA. Kwak et al. [11] argued that LDA and its improvements may not work well when there are large variation in illumination, facial poses and expressions since the level of typicality of each face to the corresponding class is treated equally. To this end, they gave a fuzzy fisherface method which utilizes the gradual class membership degrees of samples via fuzzy set to help improve classification results.
In recent years, manifold learning based DR methods have aroused considerable interests and shown great potential for pattern recognition. The manifold learning based DR methods could discover the intrinsic manifold structure of data. Locality preserving projections (LPP) [12] is a well-known linear manifold learning based DR approach, which seeks to map the original data into a subspace where the neighborhood relationship between samples can be preserved. As PCA and LDA, LPP has been successfully applied for face recognition (known as the Laplacianface [13] method). However, similar to PCA, LPP takes no consideration of label information and neglects the discriminatory information of the data, so the features captured by LPP may be unreliable for classification. To exploit the label information contained in the data, several manifold learning based discriminant analysis methods have been developed, such as local structure preserving discriminant analysis (LSPDA) [14] , discriminative orthogonal elastic preserving projections (DOEPP) [15] , Discriminant similarity and variance preserving projection (DSVPP) [16] and so on. These methods combine the ideas of LPP and LDA and attempt to discover both geometrical and discriminant structures of the data. Considering that these manifold learning methods may be sensitive to the variation of images in illumination, facial poses and expression, several fuzzy set based manifold learning algorithms, e.g., fuzzy local discriminant embedding (FLDE) [17] , fuzzy local maximal margin embedding (FLMME) [18] , and fuzzy class mean embedding (FCME) [19] , have been developed and shown robust results for noise and variation in the facial images. In [20] , Yan et al. proposed a general graph embedding framework to explain the aforementioned algorithms and they shown that the differences between these algorithms mainly lie in the strategy to construct the adjacency graphs.
After feature extraction, it is desirable to choose a classifier for feature classification. By far, there have been lots of classifiers [21] - [33] proposed for data classification. Among them, the most popular ones are the nearest neighbor classifier (NNC) [21] , minimum distance classifier (MDC) [22] and k nearest neighbor classifier (KNNC) [23] etc. NNC classifies a testing sample into the class which its nearest neighbor belongs to, MDC assigns the label of a testing sample as the class whose mean is closest to it, and KNNC first looks for k nearest neighbors of a testing sample and then assigns the label by evaluating which class has the most nearest neighbors. Recently, representation based classification techniques have attracted much attention and shown encouraging results. Wright et al. [31] proposed a sparse representation based classification (SRC) method for face recognition. SRC codes a testing sample as a sparse linear combination of the overall training samples and assigns the label as the class which leads to the minimum reconstruction error. SRC have received robust results for face recognition when there are large variations in facial images such as occlusion. However, SRC needs to solve a L1-norm minimization problem to obtain the optimal reconstruction vector which is very time consuming. Zhang et al. [32] pointed out that SRC emphasizes too much on the role of sparsity yet it is the collaborative representation makes SRC effective and robust to noise. To verify this assumption, they proposed a collaborative representation based classification (CRC) [32] method and shown that CRC could receive competitive results but consumes significantly less time than SRC. In addition, Naseem et al. [33] proposed a linear regression classification (LRC) method for face recognition. LRC uses samples from a specific class to linearly represent the testing sample and decides the label of the testing sample by evaluating which class leads to the minimal reconstruction error. It can be found in the literature [33] that LRC achieved the best results among several ever reported classification methods (e.g. NNC and SRC) for the problem of scarf occlusion. The motivations of SRC, CRC and LRC are similar, i.e., to represent a testing samples using a set of samples from a dictionary. However, CRC and LRC are much faster than SRC since the reconstruction vectors can be easily derived via the least-squares method.
As the previous description, both feature extraction and feature classification are crucial in pattern classification tasks. However, most feature extraction techniques were designed independently of the classifiers. In theory, the extracted features can be distinguished by various classifiers, but which one can optimally fit a selected classifier is unclear to us. To tackle this problem, some researchers attempt to learn feature extractors based on the decision rules of classifiers. For example, Yang et al. [34] suggested local mean based nearest neighbor discriminant analysis (LM-NNDA) and sparse representation classifier steered discriminative projection [35] based on the decision rules of local mean based nearest neighbor classifier [36] and SRC, respectively, and shown promising results with the specific classifiers. To match well with LRC, Chen et al. [37] presented reconstructive discriminant analysis (RDA) and Huang et al. [38] gave a linear discriminant regression classification (LDRC) method. In [39] , Huang et al. pointed out that LDRC neglects the different contributions of training samples to learn the feature subspace and proposed an adaptive linear discriminant classification (ALDRC) algorithm. The three methods (RDA, LDRC and ALDRC) could fit LRC well, but they may not work well when there are large variation between face images because: (1) both RDA and LDRC based on the assumption that the level of typicality of each face to the corresponding class is the same; (2) Although ALDRC uses different weights to characterize the importance of each face to corresponding class, these weights are based on Euclidean distance metric which is easily affected by the variations between images.
To generate an efficient subspace for LRC and motivated by some fuzzy set based approaches (e.g. fuzzy fisherface, FLDE, FLMME and FCME), we propose to use class membership degrees of samples to evaluate the contributions of training samples to construct the feature subspace, and name the proposed new method as fuzzy linear regression discriminant projection (FLRDP) in this paper. In FLRDP, the gradual membership degrees of each samples to different classes are firstly calculated via the fuzzy k nearest neighbor (FKNN) [11] algorithm to evaluate the contributions of training samples, and then such memberships degrees are incorporated into the definitions of fuzzy between-class and within-class reconstruction errors. Finally, the feature extraction criterion is derived by maximizing the ratio of the fuzzy between-class reconstruction error to the fuzzy within-class reconstruction error. The novelties of our proposed method mainly come from the following two aspects:
(1) Like LDRC and ALDRC, the proposed method FLRDP follows the decision rule of LRC and could match LRC well.
(2) The gradual membership degrees of each sample to corresponding classes are adopted to evaluate the contributions of training samples, which makes FLRDP become more robust and insensitive to the variation in lighting conditions, poses and expressions for face recognition problems.
The remainder of this paper is arranged as follows. In Section 2, we briefly review some related works including LRC, LDRC and FKNN algorithm. In Section 3, the proposed algorithm FLRDP is illustrated in detail. In Section 4, experiments on ORL, CMU PIE and FERET face databases are presented to demonstrate the effectiveness of our method. In Section 5, conclusions and future works are made to finish this paper.
II. RELATED WORKS
Given a set of n training samples denoted by X = [x 1 , x 2 , . . . , x n ] ∈ R N ×n , where x i ∈ R N is an N -dimensional column vector representing the ith training sample, and assume that these training samples can be categorized into C classes. In this section, we give a brief review of the related works such as LRC [33] , LDRC [38] and FKNN [11] algorithms.
A. LRC
LRC is an effective classification technique which is based on the assumption that samples from a specific class lie on a subspace. LRC codes a testing samples as a linear combination of the training samples from a specific class, and then assigns the class label by evaluating which class leads to the minimal reconstruction error.
Let y ∈ R N ×1 be a testing image vector. If y belongs to the ith class, then y can be linearly represented by the samples from the ith class (i = 1, 2, . . . , C) as follows:
where
∈ R N ×n i is a matrix collected by the samples from the ith class, n i is the number of samples in Class i, and β i ∈ R n i ×1 is the combination coefficient vector. The coefficient vector β i can be computed using the least-squares method:
where X T i denotes the transpose matrix of matrix X i and X T i X i −1 is the inverse matrix of matrix X T i X i . By substituting Eq. (2) into Eq.(1), the reconstructed sample vector of y with respect to Class i can be represented as:
The decision rule of LRC is made according to the minimal class reconstruction error using the Euclidean distance metric. Thus the predicted label i * of the testing sample y is determined as:
where y −ŷ i denotes the Euclidean distance between y and its reconstructed vectorŷ i .
B. LDRC
LDRC was presented in order to connect well with LRC, but it considers an equal importance of each training sample for learning the discriminant feature subspace. The purpose of LDRC is to learn a projection matrix such that the ratio of the between-class reconstruction error to the within-class reconstruction error is maximized. Let A ∈ R N ×d denote the projection matrix. Then the within-class and between-class reconstruction error matrices are defined as:
and
where l i is the label of sample x i , x intra i is the intra-class reconstruction vector of x i , and x inter ij is the inter-class reconstruction vector of x i with respect to the jth class.
The objective function of LDRC is defined by:
where ε > 0 is a small constant, I is an identity matrix, and εI is added to avoid the singularity of the matrix.
The optimal projection matrix of LDRC is composed by the eigenvectors associated with the first d largest eigenvalues of the following generalized eigenvalue problem:
C. FKNN ALGORITHM
In face recognition problems, the variations between images are usually large because of the changes in illumination, poses and expressions. The fuzzy membership degree can efficiently handle the vagueness and ambiguity of samples caused by poor illumination, shape and facial expression variations [19] . The FKNN algorithm is adopted to calculate fuzzy membership degree. Let U = u i,j (i = 1, 2, . . . , n, j = 1, 2, . . . , C) be the membership degree matrix, where u i,j indicates the degree that the ith sample belongs to the jth class. The steps of computing the fuzzy membership degrees are given as follows.
Step 1: Compute the Euclidean distance matrix between any pair of feature vectors in the training sample set;
Step 2: Set diagonal elements of this matrix to infinity;
Step 3: Sort the distance matrix (treat each of its columns separately) in an ascending order. Collect the corresponding class labels of the patterns located in the closest neighborhood of the pattern under consideration (as we are concerned with ''k'' neighbors, this returns a list of ''k'' integers);
Step 4: Compute the membership degree of the sample using the following expression:
where n i,j stands for the number of the neighbors of the ith sample that belong to the jth class. As usual, u ij satisfies two obvious properties:
III. FUZZY LINEAR REGRESSION DISCRIMINANT PROJECTION
A. BASIC IDEA
The LDRC algorithm could fit LRC well, but it considers an equal importance of each sample to corresponding class. This is unfavorable for face recognition problems because the outliers or noise samples due to the variation between facial images should be deemphasized to learn the discriminant feature subspace. On the other hand, according to Eq. (9), we can find that the fuzzy membership degree has several properties as follows:
(1) It contains the distribution information of k nearest neighbors of each sample. If one class owns more neighbors of a sample, the corresponding membership degree becomes larger. As a result, this class will be paid more attention to.
(2) The intra-class membership degree is located between 0.51 and 1, and the inter-class membership degree is located between 0 and 0.49. The membership degree of each sample to its own class should be larger than those of different classes, so the dominant membership has not been affected by the variation between images (i.e. the pattern is not moved to a different category). From the viewpoint of classification, this is helpful for pattern recognition.
Based on the above discussion, we see that it is suitable to apply the membership degrees to evaluate the contributions of different training samples. Meanwhile, to inherit the good property of LDRC (i.e. to match well with LRC), we propose the FLRDP algorithm.
B. FUNDAMENTALS
To exploit the fuzzy membership degree information, we define the fuzzy between-class reconstruction error matrixẼ b and fuzzy within-class reconstruction error matrixẼ w as follows:
where u i,j denotes the membership degree of x i to the jth class (l i = j), and u i,l i is the membership degree of x i to its own class. Obviously, according to the FKNN algorithm, we can get that:
here, n i,j is the number of nearest neighbors of x i that belong to the jth class (l i = j) and n i,l i is the number of nearest neighbors of x i sharing the same label with x i . Similar to LDRC, we know that if the algorithm is expected to match LRC well, the algorithm should follow the idea of LRC and generate a subspace where the fuzzy within-class reconstruction error is minimized and simultaneously the fuzzy between-class reconstruction error is maximized. Thus the objective function can be defined as:
It is easy to find that the optimal projection matrix consists of the eigenvectors associated with the first d largest eigenvalues of the following generalized eigenvalue problem:
C. ALGORITHM OF FLRDP
As the previous description, we can get the algorithmic procedure of FLRDP as follows:
Step 1: Since face recognition is a small sample size problem (i.e. the dimension of the input data is larger than the number of available samples), we should first apply PCA to transform the original data into a lower dimensional subspace to avoid the singularity problem and reduce the dimension of image data for computational efficiency. For simplicity, we still use X to denote the PCA processed data, and denote the projection matrix as A PCA ;
Step 2: For each sample, compute its gradual membership degrees to all the classes according to the FKNN algorithm;
Step 3: For each sample, compute its inter-class and intra-class reconstruction vectors, and construct the fuzzy between-class reconstruction error matrixẼ b and fuzzy within-class reconstruction error matrixẼ w according to Eqs. (14) and (15), respectively;
Step 4: Solve the generalized eigenvalue problemẼ b a k = λ k Ẽ w + εI a k , and obtain the projection matrix A FLRDP = [ a 1 , a 2 , . . . , a d ], where a 1 , a 2 , . . . , a d are the eigenvectors corresponding to the first d largest eigenvalues of the eigenvalue problem. Then the final projection matrix becomes A = A PCA · A FLRDP ;
Step 5: Using the projection matrix A, we can get the low dimensional representations of the training and testing samples, and then choose a classifier to assign the labels of testing samples.
IV. EXPERIMENTS
In this section, to demonstrate the effectiveness of the proposed method, we test FLRDP and some state-of-the-art methods such as PCA [1] , LDA [4] , LPP [13] , LDRC [38] and ALDRC [39] on several benchmark datasets including the ORL, CMU PIE and FERET face databases. After feature extraction by the compared approaches, we adopt three classifiers (i.e. NNC [21] , MDC [22] and LRC [33] ) with the Euclidean distance metric to recognize the features. In the following experiments, the parameter ε is empirically set to 0.01 for LDRC, ALDRC and FLRDP.
A. EXPERIMENTS ON THE ORL FACE DATABASE
The ORL face database [40] has been widely used for evaluating the feature extraction algorithms. The ORL face database consists of 400 images from 10 subjects (each subject has 10 images). For some subjects, the images were taken at different times, varying the lighting, facial expressions (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). In the experiment, each facial image was grayscale and normalized to a resolution of 56 × 46 pixels. Fig.1 shows 10 images of one person from the ORL database.
We select the first l(=3, 4, 5) images of each subject for training and the rest images for testing. Since the dimension of the image data is much larger than the number of training samples, the PCA method is firstly employed to reduce the dimension of the data to avoid the SSS problem and remove some noise information, and the number of principal components is set to 40. We notice that the proposed method FLRDP needs to set k in advance, so we firstly range k from 5 to 50 with a interval of 5 to observe how the parameter k affects the results of FLRDP. Fig.2 shows the recognition rates of FLRDP with different training sets, and Table 1 lists the best results of FLRDP with varied k. From Fig.1 , we can see that the recognition accuracy of FLRDP is insensitive to the change of k, and FLRDP with LRC for classification achieves the best performance when k is equal to 5. From the results shown in Table 1 , we find that FLRDP receives the best performance when LRC is adopted for classification, which validates the good property of FLRDP that FLRDP could fit LRC well.
Secondly, we compare FLRDP with other algorithms. The methods such as LPP, ALDRC and FLRDP all suffer from the parameter selection problems, and their parameters are set as follows: (1) in LPP, the neighborhood size k is set to l − 1 and use the 0-1 weight to define the weight matrix, (2) in ALDRC, the two parameters t 1 and t 2 are set from [10, 1, 0.1, 0.01] by following Ref. [39] , and (3) in FLRDP, the parameter k is set to 5 because of the previous experimental results with regard to k. The maximal recognition rates of different methods with different training sets are reported in Table 2 .
From the results shown in Table 2 , we can get the following observations: (1) LDRC, ALDRC and FLRDP receive their best results when LRC is adopted for classification which validates that these methods could match well with LRC; (2) among all the compared methods, ALDRC and FLRDP with LRC for classification achieve the best two results. The reason is that they can fit LRC well and they consider different contributions of the training samples to generate the feature subspace; (3) the proposed method FLRDP consistently outperforms other algorithms with different training sets.
B. EXPERIMENTS ON THE CMU PIE FACE DATABASE
The CMU PIE face database [41] contains 41,368 images of 68 people, each person under 13 different poses, 43 different illumination conditions, and with 4 different expressions. This dataset contains five near frontal poses (C05, C07, C09, C27 and C29) and all the images are taken under different illuminations and expressions. We use the Pose C09 subset for our experiment. This subset contains 1632 grayscale images from 68 individuals (each person has 24 different images), and all the images were in grayscale and resized to 64 × 64 pixels. Fig.3 shows several sample images of one person.
On this database, we mainly conducts experiments to evaluate the performances of each method with varied illuminations and expressions. We use the first l(=8, 10) images per person for training and the rest images for testing. The PCA method is firstly used to process the image data and the number of principal components is set to 150. As on the ORL database, we first vary the parameter k from 5 to 50 with a interval of 5 to observe how the parameter k affects the results of FLRDP. The experimental results of FLRDP with varied k are shown in Fig.4 and the best results with varied k are shown in Table 3 . As we can see from Fig.4 and Table  3 , FLRDP with LRC for classification significantly performs better than with other classifiers, which demonstrates that FLRDP could connect well with LRC, and the performance of FLRDP is insensitive to the changes of illumination and facial expression.
To compare FLRDP with other algorithms, we list the maximal recognition rates of all the methods in Table 4 . The parameters for LPP, ALDRC and FLRDP are set as those on ORL database. From the results shown in Table 4 , we can find that our proposed method FLRDP consistently outperforms other algorithms and obtains the best results by using LRC for classification. Since the images from the CMU PIE database have large variation in illumination and expressions, our proposed method could effectively handle the variation caused by the illumination and expressions due to take consideration of different class membership degrees of samples.
C. EXPERIMENTS ON THE FERET FACE DATABASE
The FERET database [42] was sponsored by the Defense Advanced Research Products Agency (DARPA) and it has been a standard database to evaluate the face recognition systems. A subset of FERET database is used in our experiment. The used subset contains 1400 images from 200 persons (each person owns 7 images). The subset is composed of the images whose names are marked with two-character strings: ''ba'', ''bd'', ''be'', ''bf'', ''bg'', ''bj'' and ''bk'', and the images per person involve two facial expression images, two left pose images, two right pose images and an illumination image. Each facial image was grayscale and normalized to a resolution of 80 × 80 pixels. Fig.5 shows 7 images of one person.
We conduct experiments on the FERET database to test our proposed methods with varied expressions, poses and illumination. In the experiment, we randomly select l(=4, 5, 6) images of each person to form the training set and the left images for testing. Note that the methods including LPP, LDA, LDRC, ALDRC and FLRDP involve a PCA step, and the dimension of PCA transformed subspace is set to 150. The parameters for LPP, ALDRC and FLRDP are set as those on ORL database. Each method is independently repeated for 10 times, and the average maximal recognition rates for different methods are reported in Table 5 .
From the results shown in Table 5 , we can get several observations as: (1) LDRC, ALDRC and FLRDP achieve better performances with LRC than with other classifiers such as NNC and MDC because they all expect to maximize the between-class reconstruction error and simultaneously minimize the within-class reconstruction error; (2) although ALDRC considers different contributions of training samples, ALDRC performs worse than LDRC. The main reason is that the weighting information of ALDRC is based on the Euclidean distance between the sample to corresponding class which is easily affected by the variation between images, thus the contributions characterized by such weighting information is sensitive to noise and variation in images; (3) with the increasing of training set size, the variation between images becomes large, but our proposed method performs best among all the compared algorithms which validates that our method is insensitive to noise and variation in images because of using the membership degree information.
V. CONCLUSIONS AND FUTURE WORKS
In order to match well with LRC and extract features which are robust to the noise and variation between facial images caused by different illumination conditions, poses and expression, we propose a new algorithm, namely FLRDP, for face recognition. The algorithm FLRDP employs the FKNN algorithm to compute the gradual class membership degrees of each sample, and then integrates the membership degree information into the definitions of fuzzy betweenclass and within-class reconstruction error matrices. Then FLRDP seeks to find the optimal transformation matrix to maximize the ratio of the between-class reconstruction error to the within-class reconstruction error. We discuss several properties of membership degrees, and show that the membership degree information is useful for classification tasks. Finally, we conduct experiments on the ORL, CMU PIE and FERET face databases and demonstrate that the proposed FLRDP algorithm could fit LRC well and achieve robust results when there are large variation in illumination, facial poses and expressions.
Despite the success of FLRDP, FLRDP suffers from the parameter selection problem. It can be found that the parameter k has an impact on the performance of FLRDP. In future works, we will investigate how to avoid the parameter selection problem while preserving the good properties of FLRDP.
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Furthermore, we observe that FLRDP could fit LRC well but has no distinctive advantages by using other classifiers (e.g. NNC and MDC). Thus how to make the algorithm be effective by applying other classifiers is also our concern in the future. 
