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Abstract. In this paper, we prove a large deviation principle of Freidlin-Wentzell’s
type for the multivalued stochastic differential equations, which is a little more general
than the results obatined by Ren, Xu and Zhang [18]. As an application, we derive a
functional iterated logarithm law for the solutions of multivalued stochastic differential
equations.
1. Introduction
In [18] a large deviation principle of Freidlin-Wentzell type is established for the follow-
ing multivalued stochastic differential equation (MSDE):{
dX(t) ∈ b(X(t))dt + σ(X(t))dW (t)− A(X(t))dt,
X(0) = x ∈ D(A), (1)
where A is a multivalued maximal monotone operator with domain D(A) := {x ∈ Rm :
A(x) 6= ∅} and graph Gr(A) := {(x, y) ∈ R2m : x ∈ Rm, y ∈ A(x)}, W (t) = {W k(t), t >
0, k ∈ N} is a sequence of independent standard Brownian motions on a filtered probability
space (Ω,F ,P; (Ft)t>0), b : Rm → Rm and σ : Rm → Rm×l2 are two continuous functions,
l2 stands for the Hilbert space of square summable sequences of real numbers.
We do not recall here the notions of multivalued maximal monotone operators and
multivalued stochastic differential equations etc, but instead refer the readers to [9, 10, 18]
for them.
In the present paper, inspired by the work [4], we consider the small perturbation of
the following type:{
dXǫ(t) ∈ bǫ(Xǫ(t))dt +
√
ǫσǫ(X
ǫ(t))dW (t)−Aǫ(Xǫ(t))dt,
Xǫ(0) = x ∈ D(A), ǫ ∈ (0, 1]. (2)
Compared with [4], its novelty is the appearance of A and Aǫ. Of course, for a large
deviation principle to hold for such a problem it is necessary that all the coefficients
should converge in some way and thus one has to know how to measure the difference
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between them. This poses no problem concerning σǫ and bǫ as is done in [4], but brings
some troubles for the singular unbounded Aǫ and A. The point is that they are all
multivalued (i.e., set-valued) operators and there seems no straightforward way to measure
the difference between them. To circumvent this difficulty we turn to measuring their
Yosida approximations by assuming that
lim
ǫ→0
(1 + αAǫ)
−1y = (1 + αA)−1y, ∀α > 0
uniformly for y in compact sets. Our main result will be proved under this condition.
Such an assumption is quite reasonable since in the case of subdifferentials of convex
functions it is actually implied by the point-wise convergence of the associated convex
functions, see Example 4.4 below. But the price we have to pay is that we have to use
the Yosida approximating equations in order to get control of them, which, nonetheless,
do not even appear in [18].
We now give an outline of the paper. In Section 2, we recall the well-known Laplace
principle. In Section 3, we present our main result, and we put a detailed proof in
Section 4. As an application, in Section 5 we derive the functional iterated logarithm
law, which has been obtained through a different method in [16] when A = ∂IO, where
O = {x ∈ Rm, x = (x1, · · · , xm), x1 > 0}.
2. Preliminaries
First we recall basic some notions and results. By a solution of (1) we mean a pair
(X,K) of (Ft)-adapted continuous processes satisfying
(i) X(0) = x and for all t > 0, X(t) ∈ D(A) a.s.;
(ii) K is of locally finite variation and K(0) = 0 a.s.;
(iii) dX(t) = b(X(t))dt + σ(X(t))dW (t)− dK(t), 0 6 t <∞, a.s.;
(iv) For any continuous and (Ft)−adapted functions (α, β) with (α(t), β(t)) ∈ Gr(A), ∀t ∈
[0,+∞), 〈X(t)− α(t), dK(t)− β(t)dt〉 > 0, a.s.,
where 〈·, ·〉 denotes the scalar product in Rd.
We will need the following result which is taken from [10, Proposition 4.1,Proposition
4.4] (see also [23, Propositions 3.3 and 3.4]).
Proposition 2.1. Suppose that Int(D(A)) 6= ∅. Then for any a ∈ Int(D(A)), there
exist γ > 0, µ > 0 such that for any pair of processes (X,K) solving Eq. (1) and all
0 6 s < t 6 T ,∫ t
s
〈X(r)− a, dK(r)〉
Rm
> γ|K|st − µ
∫ t
s
|X(r)− a|dr − γµ(t− s),
where |K|st denotes the total variation of K on [s, t].
Moreover, for any pair of (X,K) and (X˜, K˜) solving Eq. (1) with different initial
points,
〈X(t)− X˜(t), dK(t)− dK˜(t)〉
Rm
> 0, a.s.
We next recall an abstract criterion for Laplace principle, which is equivalent to the large
deviation principle (cf. [7]). Let U be a real separable Hilbert space. It is well known that
there exists a Hilbert space so that l2 ⊂ U is Hilbert-Schmidt with embedding operator
J and {W k(t), k ∈ N} is a Brownian motion with values in U, whose covariance operator
is given by Q = J ◦ J∗. For example, one can take U as the completion of l2 with respect
2
to the norm generated by scalar product
〈h, h′〉
U
:=
( ∞∑
k=1
hkh
′
k
k2
) 1
2
, h, h′ ∈ l2.
For a Polish space B, we denote by B(B) the Borel σ-field, and by CT (B) the continuous
function space from [0, T ] to B, and endow it with the uniform distance so that CT (B) is
still a Polish space. Define
ℓ2T :=
{
h =
∫ ·
0
h˙(s)ds : h˙ ∈ L2([0, T ]; l2)
}
with the norm
‖h‖ℓ2T :=
(∫ T
0
‖h˙(s)‖2l2ds
)1/2
,
where the dot denotes the generalized derivative. Let µ be the law of the Brownian motion
W in CT (U). Then (ℓ2T , CT (U), µ) forms an abstract Wiener space.
For T,N > 0, set
DN := {h ∈ ℓ2T : ‖h‖ℓ2T 6 N}
and
ATN :=
{
h : [0, T ]→ l2 is a continuous and (Ft)-adapted
process, and for almost all ω, h(·, ω) ∈ DN
}
.
We equip DN with the weak convergence topology in ℓ2T . Then
DN is metrizable as a compact Polish space.
Definition 2.2. Let S be a Polish space. A function I : S → [0,∞] is called a rate
function if for every a <∞, the set {f ∈ S : I(f) 6 a} is compact in S.
Let {Zǫ : CT (U) → S, ǫ ∈ (0, 1)} be a family of measurable mappings. Assume that
there is a measurable map Z0 : ℓ
2
T 7→ S such that
(LD)1 For any N > 0, if a family {hǫ, ǫ ∈ (0, 1)} ⊂ ATN (as random variables in DN)
converges in distribution to h ∈ ATN , then for some subsequence ǫk, Zǫk
(
·+hǫk (·)√
ǫk
)
converges in distribution to Z0(h) in S.
(LD)2 For any N > 0, if {hn, n ∈ N} ⊂ DN weakly converges to h ∈ ℓ2T , then for some
subsequence hnk , Z0(hnk) converges to Z0(h) in S.
For each f ∈ S, we define
I(f) :=
1
2
inf
{h∈ℓ2T ;f=Z0(h)}
‖h‖2ℓ2
T
, (3)
where inf ∅ =∞ by convention. Then under (LD)2, I(f) is a rate function.
We recall the following result due to [7].
Theorem 2.3. Under (LD)1 and (LD)2, {Zǫ, ǫ ∈ (0, 1)} satisfies the Laplace principle
with the rate function I(f) given by (3). More precisely, for each real bounded continuous
function g on S:
lim
ǫ→0
ǫ logEµ[exp{−g(Z
ǫ)
ǫ
}] = − inf
f∈S
{g(f) + I(f)}.
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In particular, the family of {Zǫ, ǫ ∈ (0, 1)} satisfies the large deviation principle in
(S,B(S)) with the rate function I(f). More precisely, let νǫ be the law of Zǫ in (S,B(S)),
then for any B ∈ B(S)
− inf
f∈Bo
I(f) 6 lim inf
ǫ→0
ǫ log νǫ(B) 6 lim sup
ǫ→0
ǫ log νǫ(B) 6 − inf
f∈B¯
I(f),
where the closure and the interior are taken in S, and I(f) is defined in (3).
For 0 < η < 1/e, we define a concave function as
ρη(x) :=
{
x log x−1, x 6 η;
η log η−1 + (log η−1 − 1)(x− η), x > η.
The following generalization of the Gronwall-Belmman type inequality (cf. [19]) is
useful in our paper.
Lemma 2.4 (Bihari’s inequality). If g(s), q(s) are two strictly positive functions on R+
such that
g(t) 6 g(0) +
∫ t
0
q(s)ρη(g(s))ds, t > 0.
Then
g(t) 6 (g(0))exp{−
∫ t
0
q(s)ds}.
The following lemma can been also found in [19].
Lemma 2.5. (1) ρη is decreasing in η, i.e., ρη1 6 ρη2 , η2 < η1 < 1/e.
(2) For any p > 1 and η sufficiently small, we have
xpρη(x) 6
1
1 + p
ρη(x
1+p).
Throughout the paper, C will denote different constants (dependent on the indexes or
not) whose values are not important.
3. Main Results
We assume that
(H1) A,Aǫ are maximal monotone operators with a common domainD = D(A) = D(Aǫ)
and 0 ∈ Int(D(A)). Moreover, Aǫ is locally bounded at 0 uniformly in ǫ, i.e., there
exists γ > 0 such that
sup{|y|; y ∈ Aǫ(x), ǫ ∈ [0, 1], x ∈ B0(γ) := {x ∈ Rm; |x| 6 γ}} <∞, ∀ǫ;
(H2) σ and σǫ are continuous functions and satisfy that for some C and all x, y ∈ Rm,
‖σ(x)− σ(y)‖2L2(l2;Rm) ∨ ‖σǫ(x)− σǫ(y)‖2L2(l2;Rm) 6 C|x− y|2(1 ∨ log |x− y|−1),
‖σǫ(x)‖L2(l2;Rm) ∨ ‖σ(x)‖L2(l2;Rm) 6 C(1 + |x|),
where C is independent of ǫ and L2(l
2;Rm) denotes the Hilbert space of Hilbert-
Schmidt operator from l2 to Rm and | · | denotes the norm in Rm, and
lim
ǫ→0
‖σǫ(y)− σ(y)‖2L2(l2;Rm) = 0
uniformly for y in compact sets;
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(H3) b and bǫ are continuous functions and satisfy that for some C > 0 and all x, y ∈ Rm,
〈x− y, b(x)− b(y)〉 ∨ 〈x− y, bǫ(x)− bǫ(y)〉 6 C|x− y|2(1 ∨ log |x− y|−1),
|bǫ(x)| ∨ |b(x)| 6 C(1 + |x|),
where C is independent of ǫ, and
lim
ǫ→0
|bǫ(y)− b(y)| = 0
uniformly for y in compact sets;
(H4) for all α > 0,
lim
ǫ→0
(1 + αAǫ)
−1y = (1 + αA)−1y
uniformly for y in compact sets.
Remark 3.1. It is obvious that (H4) is equivalent to
lim
ǫ↓0
Aαǫ (y) = A
α(y)
uniformly for y in compacts sets, where Aα (resp. Aαǫ ) is the Yosida approximation of A
(resp. Aǫ).
Remark 3.2. By shifting, (H1) can be replaced by the existence V ⊂ IntD(Aǫ) such that
sup{|y|; y ∈ Aǫ(x), ǫ ∈ [0, 1], x ∈ V } <∞.
It is well known that under (H1)-(H3), for every ǫ > 0, there exists a unique solution
(Xǫ(·, x), Kǫ(·, x)) to Eq. (2) (cf. [23]). Our main result is stated as follows.
Theorem 3.3. Assume that (H1)-(H4) hold. Then the family of {Xǫ(t, x), ǫ ∈ (0, 1)}
satisfies the large deviation principle in S := C([0, T ]×D(A);D(A)) with the rate function
given by
I(f) =
1
2
inf
{h∈ℓ2T ;f=Xh}
‖h‖2ℓ2T ,
where Xh(t, x) solves the following MDE:{
dXh(t) ∈ b(Xh(t))dt + σ(Xh(t))h˙(t)dt−A(Xh(t))dt,
Xh(0) = x.
More precisely, for any B ∈ B(S),
− inf
f∈Bo
I(f) 6 lim inf
ǫ→0
ǫ logP{Xǫ ∈ B} 6 lim sup
ǫ→0
ǫ logP{Xǫ ∈ B} 6 − inf
f∈B¯
I(f).
4. Proof of Theorem 3.3
This section is devoted to the proof of Theorem 3.3. To prove this result, by Theorem
2.3, the main task is to verify (LD)1 and (LD)2 with
S := C([0, T ]×D(A);D(A)), Zǫ = Xǫ, Z0(h) = Xh.
In the rest of this section, we suppose that hǫ ∈ ATN converge almost surely to h ∈ ATN
as random variables in ℓ2T .
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4.1. Yosida approximations. Consider the following controlled MSDE:{
dXǫ,hǫ(t) ∈ bǫ(Xǫ,hǫ(t))dt + σǫ(Xǫ,hǫ(t))h˙ǫ(t)dt +
√
ǫσǫ(X
ǫ,hǫ(t))dW (t)−Aǫ(Xǫ,hǫ(t))dt,
Xǫ,hǫ(0) = x ∈ D(A). (4)
By Girsanov’s transformation result, it admits a unique solution (Xǫ,hǫ(·, x), Kǫ,hǫ(·, x)).
Now we consider the following Yosida approximation:
dXǫ,hǫ,α(t) = bǫ(X
ǫ,hǫ,α(t))dt + σǫ(X
ǫ,hǫ,α(t))h˙ǫ(t)dt
+
√
ǫσǫ(X
ǫ,hǫ,α(t))dW (t)−Aαǫ (Xǫ,hǫ,α(t))dt,
Xǫ,hǫ,α(0) = x ∈ D(A).
(5)
We have the following lemmas which will play an important role in the proof of Theorem
3.3.
Lemma 4.1. Assume that (H1)-(H4) hold. For any p > 1 and x ∈ D(A), there exists
a constant C > 0 such that for any ǫ ∈ (0, 1) and α > 0,
E sup
t∈[0,T ]
|Xǫ,hǫ,α(t, x)|2p 6 C,
where C may be dependent of p, T , N and x, but is independent of ǫ and α.
Proof. For notational simplicity we omit the index x. Since Aαǫ is monotone, it follows
that
−〈Xǫ,hǫ,α(s), Aαǫ (Xǫ,hǫ,α(s))〉Rm
= −〈Xǫ,hǫ,α(s), Aαǫ (Xǫ,hǫ,α(s))−Aαǫ (0) + Aαǫ (0)〉Rm
6 −〈Xǫ,hǫ,α(s), Aαǫ (0)〉Rm .
Noting that supǫ |Aαǫ (0)| 6 supǫ |A0ǫ(0)|,
−〈Xǫ,hǫ,α(s), Aαǫ (Xǫ,hǫ,α(s))〉Rm 6
1
2
|Xǫ,hǫ,α(s)|2 + C.
Then by Itoˆ’s formula, (H1)-(H3), we have
|Xǫ,hǫ,α(t)|2p = |x|2p + 2p
∫ t
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), b(Xǫ,hǫ,α(s))〉
Rm
ds
+ 2p
∫ t
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)〉Rmds
+ 2p
√
ǫ
∫ t
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), σǫ(Xǫ,hǫ,α(s))dW (s)〉Rm
+ pǫ
∫ t
0
|Xǫ,hǫ,α(s)|2p−2(‖σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)
+ 2(p− 1)〈X
ǫ,hǫ,α(s), σǫ(X
ǫ,hǫ,α(s))σ∗ǫ (X
ǫ,hǫ,α(s))(Xǫ,hǫ,α(t))〉
Rm
|Xǫ,hǫ,α(s)|2 )ds
− 2p
∫ t
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), Aαǫ (Xǫ,hǫ,α(s))〉Rmds
6 C + C
∫ t
0
|Xǫ,hǫ,α(s)|2pds
+ 2p
∫ t
0
|Xǫ,hǫ,α(s)|2p−1|σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)|ds
6
+ C
∫ t
0
|Xǫ,hǫ,α(s)|2p‖h˙ǫ(s)‖l2ds
+ 2p
√
ǫ
∫ t
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), σǫ(Xǫ,hǫ,α(s))dW (s)〉Rm.
Set
f(t) := E sup
s∈[0,t]
|Xǫ,hǫ,α(s)|2p.
By BDG’s inequality, (H2) and Young’s inequality, we have
E sup
t′∈[0,t]
∫ t′
0
|Xǫ,hǫ,α(s)|2p−2〈Xǫ,hǫ,α(s), σǫ(Xǫ,hǫ,α(s))dW (s)〉Rm
6 CE[(
∫ t
0
|Xǫ,hǫ,α(s)|4p−2‖σǫ(Xǫ,hǫ,α(s)‖2l2ds)1/2]
6 CE[( sup
s∈[0,t]
|Xǫ,hǫ,α(s)|2p
∫ t
0
|Xǫ,hǫ,α(s)|2pds)1/2] + C
∫ t
0
E|Xǫ,hǫ,α(s)|2pds+ C
6
1
8
f(t) + C
∫ t
0
E|Xǫ,hǫ,α(s)|2pds+ C.
Similarly, we have
E[
∫ t
0
|Xǫ,hǫ,α(s)|2p‖h˙ǫ(s)‖l2ds] 6 NE[(
∫ t
0
|Xǫ,hǫ,α(s)|4pds)1/2]
6
1
4
f(t) + CN
∫ t
0
E|Xǫ,hǫ,α(s)|2pds
and
E[
∫ t
0
|Xǫ,hǫ,α(s)|2p−1|σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)|ds] 6 1
8
f(t) + C
∫ t
0
E|Xǫ,hǫ,α(s)|2pds+ C.
Combining these we get
f(t) 6
1
2
f(t) + C + C
∫ t
0
E|Xǫ,hǫ,α(s)|2pds,
and hence
f(t) 6 2C + 2C
∫ t
0
f(s)ds.
Noting that the constant C is independent of ǫ and α, due to (H1)-(H4), we obtain the
desired estimate by Gronwall’s inequality. 
The following result can be proved in a similar way as above by using Proposition 2.1
(see also [18, Lemma 3.5]).
Lemma 4.2. Assume that (H1)-(H4) hold. For any p > 1 and x ∈ D(A), there exists
a constant C > 0 such that for any ǫ ∈ (0, 1),
E sup
t∈[0,T ]
|Xǫ,hǫ(t, x)|2p + E|Kǫ,hǫ(·, x)|0T 6 C,
where C may be dependent of p, T , N and x, but is independent of ǫ.
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Lemma 4.3. Assume that (H1)-(H4) hold. Then, for any x ∈ D(A), we have
lim
α→0
E sup
t∈[0,T ]
|Xǫ,hǫ,α(t, x)−Xǫ,hǫ(t, x)|2 = 0
uniformly in ǫ > 0.
Proof. The proof will be carried out by adapting the ideas from [10, 17].
Let
Mǫ(t) =
∫ t
0
bǫ(X
ǫ,hǫ(s))ds+
∫ t
0
σǫ(X
ǫ,hǫ(s))h˙ǫ(s)ds+
√
ǫ
∫ t
0
σǫ(X
ǫ,hǫ(s))dW (s).
By Lemma 4.2, BDG’s inequality and (H2)-(H3) we obtain
E sup
t∈[0,T ]
|Mǫ(t)|2 <∞, (6)
and
E sup
06|t′−t|6δ
|Mǫ(t′)−Mǫ(t)|p 6 Cpδp/2−1, ∀p > 2, (7)
where Cp is a constant independent of δ and ǫ.
Now we consider the following Yosida approximation:
dX˜ǫ,hǫ,α(t) = dMǫ(t)−Aαǫ (X˜ǫ,hǫ,α(t))dt, X˜ǫ,hǫ,α(0) = x. (8)
Since Aαǫ is Lipschitz, Eq. (8) admits a unique solution.
First by adapting the arguments in [22], we get (see Appendix for a proof)
lim
α→0
E sup
t∈[0,T ]
|X˜ǫ,hǫ,α(t)−Xǫ,hǫ(t)|2 = 0 (9)
uniformly in ǫ > 0.
Secondly, by Itoˆ’s formula and the monotonicity of Aǫ, we have
|X˜ǫ,hǫ,α(t)−Xǫ,hǫ,α(t)|2
6 2
∫ t
0
〈X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s), bǫ(Xǫ,hǫ(s))− bǫ(Xǫ,hǫ,α(s))〉Rmds
+ 2
∫ t
0
〈Xǫ,hǫ(s)−Xǫ,hǫ,α(s), bǫ(Xǫ,hǫ(s))− bǫ(Xǫ,hǫ,α(s))〉Rmds
+ 2
∫ t
0
〈X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s), σǫ(Xǫ,hǫ(s))h˙ǫ(s)− σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)〉Rmds
+ 2
∫ t
0
〈Xǫ,hǫ(s)−Xǫ,hǫ,α(s), σǫ(Xǫ,hǫ(s))h˙ǫ(s)− σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)〉Rmds
+ 2
√
ǫ
∫ t
0
〈X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s), (σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s)))dW (s)〉Rm
+ 2
√
ǫ
∫ t
0
〈Xǫ,hǫ(s)−Xǫ,hǫ,α(s), (σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s)))dW (s)〉Rm
+
ǫ
2
∫ t
0
‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds
:=
7∑
i=1
Iǫ,αi (t).
8
By BDG’s inequality, (H2), Lemma 4.1-4.2, Ho¨lder’s inequality and Young’s inequality,
we have
E sup
s∈[0,t]
|Iǫ,α5 (s)|
6 CE[(
∫ t
0
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds)1/2]
6 CE[ sup
s∈[0,t]
‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖L2(l2;Rm) sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|]
6 C(E sup
s∈[0,t]
‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm))1/2(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
6 C(1 + E sup
s∈[0,t]
|Xǫ,hǫ(s)|+ E sup
s∈[0,t]
|Xǫ,hǫ,α(s)|)(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
6 C(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
and
E sup
s∈[0,t]
|Iǫ,α6 (s)|
6 CE[(
∫ t
0
|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds)1/2]
6
1
4
E sup
s∈[0,t]
|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2
+ C
∫ t
0
E[|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2(1 ∨ log |Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|−1)]ds.
By Ho¨lder’s inequality, Young’s inequality, (H2)-(H3) and Lemma 4.1-4.2, we have
E sup
s∈[0,t]
|Iǫ,α1 (s)|
6 C(1 + E sup
s∈[0,t]
|Xǫ,hǫ(s)|+ E sup
s∈[0,t]
|Xǫ,hǫ,α(s)|)(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
6 C(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2,
E sup
s∈[0,t]
|Iǫ,α2 (s)| 6 C
∫ t
0
E[|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2(1 ∨ log |Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|−1)]ds,
E sup
s∈[0,t]
|Iǫ,α3 (s)|
6 CE[(
∫ t
0
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds)1/2(
∫ t
0
h˙ǫ(s)
2ds)1/2]
6 C(1 + E sup
s∈[0,t]
|Xǫ,hǫ(s)|+ E sup
s∈[0,t]
|Xǫ,hǫ,α(s)|)(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
6 C(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
and
E sup
s∈[0,t]
|Iǫ,α4 (s)|
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6 CE[(
∫ t
0
|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2‖σǫ(Xǫ,hǫ(s))− σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds)1/2(
∫ t
0
h˙ǫ(s)
2ds)1/2]
6
1
4
E sup
s∈[0,t]
|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2
+ C
∫ t
0
E[|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2(1 ∨ log |Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|−1)]ds.
We also have
E sup
s∈[0,t]
|Iǫ,α7 (s)| 6 C
∫ t
0
E[|Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|2(1 ∨ log |Xǫ,hǫ(s)−Xǫ,hǫ,α(s)|−1)]ds.
Denote
f(t) := E sup
s∈[0,t]
|Xǫ,hǫ,α(s)−Xǫ,hǫ(s)|2.
Combining the above calculations and noting that there exists an η > 0 such that
r2(1 ∨ log r−1) 6 ρη(r2),
we have
f(t) 6 2E sup
s∈[0,t]
|Xǫ,hǫ,α(s)− X˜ǫ,hǫ,α(s)|2 + 2E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2
6
1
2
f(t) + C
∫ t
0
ρη(f(s))ds+ C(E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2)1/2
+ 2E sup
s∈[0,t]
|X˜ǫ,hǫ,α(s)−Xǫ,hǫ(s)|2, (10)
where we have used Jensen’s inequality. It is easy to see that C in (10) is independent of
ǫ and α. Therefore the Bihari’s inequality and (9) yields
lim
α→0
E sup
t∈[0,T ]
|Xǫ,hǫ,α(t, x)−Xǫ,hǫ(t, x)|2 = 0
uniformly in ǫ > 0, and we complete the proof. 
Similarly, let (Xh, Kh) solve the following equation:{
dXh(t) ∈ b(Xh(t))dt+ σ(Xh(t))h˙(t)dt−A(Xh(t))dt,
X(0) = x ∈ D(A),
and let us consider their related Yosida approximation{
dXh,α(t) = b(Xh,α(t))dt+ σ(Xh,α(t))h˙(t)dt− Aα(Xh,α(t))dt,
Xh,α(0) = x ∈ D(A).
Analogously, we can prove the following lemma.
Lemma 4.4. Assume that (H1)-(H4) hold. For any p > 1 and x ∈ D(A), there exists
C > 0 such that for any α > 0,
sup
t∈[0,T ]
|Xh,α(t, x)|2p 6 C,
where C may be dependent of p, T , N and x, but is independent of ǫ and α.
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Moreover, for any x ∈ D(A), we have
lim
α→0
sup
t∈[0,T ]
|Xh,α(t, x)−Xh(t, x)|2 = 0
uniformly in ǫ > 0.
4.2. Main estimates. We first give the following uniform estimate.
Lemma 4.5. Assume that (H1)-(H3) hold. Then, for any p > 1, there exists C > 0
such that for any ǫ ∈ (0, 1) and x, y ∈ D(A)
E sup
t∈[0,T ]
|Xǫ,hǫ(t, x)−Xǫ,hǫ(t, y)|2p 6 C|x− y|2p,
where C may be dependent of p, T and N , but is independent of ǫ.
Proof. Noting that there exists an η > 0 such that
r2(1 ∨ log r−1) 6 ρη(r2),
and applying Bihari’s inequality, this result actually follows similarly as in the proof of
[18, Lemma 3.4]. 
The following lemma states a square convergence result.
Lemma 4.6. Assume that (H2)-(H4) hold. Then for every α > 0 and every x ∈ D(A),
we have
lim
ǫ→0
E sup
t∈[0,T ]
|Xǫ,hǫ,α(t, x)−Xh,α(t, x)|2 = 0.
Proof. Denote
uǫ(t) := X
ǫ,hǫ,α(t, x)−Xh,α(t, x)
=
∫ t
0
(bǫ(X
ǫ,hǫ,α(s))− b(Xh,α(s)))ds+
∫ t
0
(σǫ(X
ǫ,hǫ,α(s))h˙ǫ − σ(Xh,α(s))h˙(s))ds
+
√
ǫ
∫ t
0
σǫ(X
ǫ,hǫ,α(s))dW (s) +
∫ t
0
(Aα(Xh,α(s))− Aαǫ (Xǫ,hǫ,α(s)))ds.
By Itoˆ’s formula, we have
|uǫ(t)|2 = 2
∫ t
0
〈uǫ(s), bǫ(Xǫ,hǫ,α(s))− b(Xǫ,hǫ,α(s))〉Rmds
+ 2
∫ t
0
〈uǫ(s), b(Xǫ,hǫ,α(s))− b(Xh,α(s))〉Rmds
+ 2
∫ t
0
〈uǫ(s), σǫ(Xǫ,hǫ,α(s))h˙ǫ(s)− σ(Xǫ,hǫ,α(s))h˙ǫ(s)〉Rmds
+ 2
∫ t
0
〈uǫ(s), (σ(Xǫ,hǫ,α(s))− σ(Xh,α(s)))h˙ǫ(s)〉Rmds
+ 2
∫ t
0
〈uǫ(s), σ(Xh,α(s))(h˙ǫ(s)− h˙(s))〉Rmds
+ 2
√
ǫ
∫ t
0
〈uǫ(s), σǫ(Xǫ,hǫ,α(s))dW (s)〉Rm + ǫ
∫ t
0
‖σǫ(Xǫ,hǫ,α(s))‖2L2(l2;Rm)ds
+ 2
∫ t
0
〈uǫ(s), Aα(Xh,α(s))−Aα(Xǫ,hǫ,α(s))〉Rm
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+ 2
∫ t
0
〈uǫ(s), Aα(Xǫ,hǫ,α(s))− Aαǫ (Xǫ,hǫ,α(s))〉Rm
:=
9∑
i=1
Iǫ,αi (t).
By Young’s inequality, we have
E sup
t∈[0,T ]
|Iǫ,α1 (t)| 6
1
8
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
E[|bǫ(Xǫ,hǫ,α(t))− b(Xǫ,hǫ,α(t))|2]dt,
E sup
t∈[0,T ]
|Iǫ,α3 (t)| 6
1
8
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
E[‖σǫ(Xǫ,hǫ,α(t))− σ(Xǫ,hǫ,α(t))‖2L2(l2;Rm)]dt,
E sup
t∈[0,T ]
|Iǫ,α9 (t)| 6
1
8
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|2]dt.
Similarly, using (H2) and (H3), we also have
E sup
t∈[0,T ]
|Iǫ,α2 (t)| 6 C
∫ T
0
E[|uǫ(t)|2(1 ∨ log |uǫ(t)|−1)]dt,
E sup
t∈[0,T ]
|Iǫ,α4 (t)| 6
1
8
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
E[|uǫ(t)|2(1 ∨ log |uǫ(t)|−1)]dt,
and by the monotonicity of Aα,
Iǫ,α8 (t) 6 0.
By BDG’s inequality, (H2)-(H3), Lemma 4.1 and Lemma 4.4, we have
E sup
t∈[0,T ]
|Iǫ,α6 (t)|+ E sup
t∈[0,T ]
|Iǫ,α7 (t)| 6 C
√
ǫ.
Consequently, combining the above estimates and noting that there exists an η > 0 such
that
r2(1 ∨ log r−1) 6 ρη(r2),
we obtain
E sup
t∈[0,T ]
|uǫ(s)|2 6 1
2
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
E[ρη( sup
s∈[0,t]
|uǫ(s)|2)]dt+ C
√
ǫ
+ E sup
t∈[0,T ]
|Iǫ,α5 (t)|+
∫ T
0
E[|bǫ(Xǫ,hǫ,α(t))− b(Xǫ,hǫ,α(t))|2]dt
+
∫ T
0
E[‖σǫ(Xǫ,hǫ,α(t))− σ(Xǫ,hǫ,α(t))‖2L2(l2;Rm)]dt
+
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|2]dt
6
1
2
E sup
t∈[0,T ]
|uǫ(t)|2 + C
∫ T
0
ρη(E sup
s∈[0,t]
|uǫ(s)|2)dt + C
√
ǫ
+ E sup
t∈[0,T ]
|Iǫ,α5 (t)|+
∫ T
0
E[|bǫ(Xǫ,hǫ,α(t))− b(Xǫ,hǫ,α(t))|2]dt
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+∫ T
0
E[‖σǫ(Xǫ,hǫ,α(t))− σ(Xǫ,hǫ,α(t))‖2L2(l2;Rm)]dt
+
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|2]dt,
where we have used Jensen’s inequality. By an arguments similar to the proof of [18,
Lemma 3.7], together with Lemma 4.1 and Lemma 4.4, we can prove that
lim
ǫ→0
E sup
t∈[0,T ]
|Iǫ,α5 (t)| = 0.
Next we show that
ηǫ :=
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))− Aαǫ (Xǫ,hǫ,α(t))|2]dt→ 0 as ǫ ↓ 0. (11)
In fact, for all k we have
ηǫ =
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|21{supt∈[0,T ] |Xǫ,hǫ,α(t)|6k}]dt
+
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|21{supt∈[0,T ] |Xǫ,hǫ,α(t)|>k}]dt
=: I1 + I2.
Note that by the Lipschitz continuity of Yosida approximation and (H1) we have
|Aα(Xǫ,hǫ,α(t))|+ |Aαǫ (Xǫ,hǫ,α(t))| 6 Cα(1 + |Xǫ,hǫ,α(t)|).
Hence for k > 1.
I2 6
∫ T
0
E[|Aα(Xǫ,hǫ,α(t))−Aαǫ (Xǫ,hǫ,α(t))|21{supt∈[0,T ] |Xǫ,hǫ,α(t)|>k}]dt
6 CE[ sup
t∈[0,T ]
|Xǫ,hǫ,α(t)|21{supt∈[0,T ] |Xǫ,hǫ,α(t)|>k}]
6 CE[ sup
t∈[0,T ]
|Xǫ,hǫ,α(t)|2 supt∈[0,T ] |X
ǫ,hǫ,α(t)|
k
]
6 C sup
ǫ
E[supt∈[0,T ] |Xǫ,hǫ,α(t)|3]
k
.
Thus by letting first ǫ ↓ 0 and then k →∞, we have (11). Similarly,
lim
ǫ→0
∫ T
0
E[|bǫ(Xǫ,hǫ,α(t))− b(Xǫ,hǫ,α(t))|2]dt = 0,
lim
ǫ→0
∫ T
0
E[‖σǫ(Xǫ,hǫ,α(t))− σ(Xǫ,hǫ,α(t))‖2L2(l2;Rm)]dt = 0.
Now the proof is completed by Bihari’s inequality. 
4.3. Completion of the proof of Theorem 3.3. Since
E sup
t∈[0,T ]
|Xǫ,hǫ(t, x)−Xh(t, x)|2 6 3E sup
t∈[0,T ]
|Xǫ,hǫ(t, x)−Xǫ,hǫ,α(t, x)|2
+ 3E sup
t∈[0,T ]
|Xǫ,hǫ,α(t, x)−Xh,α(t, x)|2
+ 3E sup
t∈[0,T ]
|Xh,α(t, x)−Xh(t, x)|2,
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by Lemmas 4.3, 4.4 and 4.6, given ξ > 0 we first choose α, independent of ǫ, such that the
first and the third terms are less then ξ/9. Then having fixed α this way, we can choose
ǫ such that the second term is less than ξ/9, and finally we have
E[ sup
t∈[0,T ]
|Xǫ,hǫ(t, x)−Xh(t, x)|2] 6 ξ.
This implies for all x ∈ D(A),
sup
t∈[0,T ]
|Xǫ,hǫ(t, x)−Xh(t, x)| → 0, in probability.
As in the proof of [18, Lemma 3.7], we can strengthen it by Lemma 4.5
ξn,ǫ := sup
t∈[0,T ],x∈D(A),|x|6n
|Xǫ,hǫ(t, x)−Xh(t, x)| → 0, in probability. (12)
As before, hǫ ∈ ATN converge almost surely to h ∈ ATN as random variables in ℓ2T . Since
DN is compact and the law of W is tight, {hǫ,W} is tight in DN × CT (U). We assume
that the law of {hǫ,W} weakly converges to µ. Then the law of h is just µ(·, CT (U)).
By Skorohod’s representation theorem, there exist another probability space (Ω˜, P˜ ) and
{h˜ǫ, W˜ ǫ} and {h˜, W˜} on it such that
(1) (h˜ǫ, W˜
ǫ) a.s. converges to (h˜, W˜ );
(2) (h˜ǫ, W˜
ǫ) has the same law as (hǫ,W );
(3) The law of {h˜, W˜} is µ, and the law of h is the same as h˜.
By the classical Yamada-Watanabe theorem, for the solution Xǫ,hǫ of Eq. (4), we have
Xǫ,hǫ = Φ(
1√
ǫ
∫ ·
0
h˙ǫds+W
ǫ),
where Φ is the strong solution functional (cf. [15]). Therefore applying (12), we get
Φ(
1√
ǫ
∫ ·
0
˙˜hǫds+ W˜
ǫ)→ X h˜, in probability,
from which we can immediately have
Φ(
1√
ǫ
∫ ·
0
h˙ǫds+W )→ Xh, in distribution.
Thus, (LD)1 holds.
(LD)2 can be verified in a similar way.
Thus, by Theorem 2.3, we have proved Theorem 3.3.
4.4. An Example. Consider the following stochastic variational inequalities{
dXǫ(t) ∈ bǫ(Xǫ(t))dt +
√
ǫσǫ(X
ǫ(t))dW (t)− ∂ϕǫ(Xǫ(t))dt,
Xǫ(0) = x ∈ D(ϕ), ǫ ∈ (0, 1], (13)
where ϕǫ and ϕ are lower semicontinuous convex functions with common domain D whose
interior is non-vide. Suppose limǫ↓0 ϕǫ(x) = ϕ(x) for every x ∈ D. Define the Moreau-
Yosida approximation of ϕ by
ϕα(x) = inf
y∈Rm
{ϕ(y) + |y − x|2/(2α)}
and that of ϕǫ in the same way. Then, by [5, Ch. II], ϕ
α
ǫ and ϕ
α are differentiable convex
functions defined on the whole space and it is not difficult to prove that
lim
ǫ↓0
ϕαǫ (x) = ϕ
α(x)
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for every α. Moreover, denoting
A := ∂ϕ, Aǫ := ∂ϕǫ,
we have
Aα = ∂ϕα, Aαǫ = ∂ϕ
α
ǫ .
Hence by [14, Ch.D, Corollary 6.2.7 and Corollary 6.2.8] (H1) and (H4) are satisfied by
A and Aǫ. Consequently, if σ and b satisfy (H2) and (H3) respectively, then Theorem
3.3 is applicable.
5. Functional iterated logarithm law
In this section, we derive a functional iterated logarithm law.
Let now W be a k-dimensional Brownian motion and T = 1 be fixed. Let U be an
open subset of Rm and we denote by C([0, 1];U) the set of continuous path u : [0, 1]→ U ,
endowed with the norm
‖u‖ = sup
t∈[0,1]
|u(t)|.
For u, v ∈ C([0, 1];U), we denote
‖u‖ = sup
t∈[0,1]
|u(t)|, d(u, v) = ‖u− v‖;
d(u,B) = inf
v∈B
d(u, v), B ∈ B(C([0, 1];U)).
Let
H2m := {u ∈ C([0, 1];Rm); u(0) = 0,
∫ 1
0
|u˙(s)|2ds <∞}.
Then H2m is a Hilbert space endowed with the following scalar product
〈u, v〉 :=
∫ 1
0
〈u˙(t), v˙(s)〉
Rm
ds.
We set
‖u‖2H2m = 〈u, u〉
1/2 = ‖u˙‖L2([0,1];Rm).
We first state the following continuous dependence result which will be needed in the
proof of Theorem 5.2.
Lemma 5.1. Suppose that A˜ is a maximal monotone operator with 0 ∈ Int(D(A˜)). Sup-
pose further that σ˜ and b˜ are continuous functions and satisfy that for some C > 0 and
all x, y ∈ Rm
‖σ˜(x)− σ˜(y)‖2L2(l2;Rm) ∨ 〈x− y, b˜(x)− b˜(y)〉 6 C|x− y|2(1 ∨ log |x− y|−1) (14)
and
‖σ˜(x)‖L2(l2;Rm) ∨ |b˜(x)| 6 C(1 + |x|). (15)
Then BR ∋ h → Zh is continuous with respect to the distance d, where BR := {h ∈
H2k; 12‖h‖2H2
k
6 2R} and (Zh(·, x), Kh(·, x)) solves the following MSDE:{
dZh(t) ∈ b˜(Zh(t))dt + σ˜(Zh(t))h˙(t)dt− A˜(Zh(t))dt,
Zh(0) = x ∈ D(A˜).
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Proof. For fixed h0 ∈ BR, let h ∈ BR such that
sup
t∈[0,1]
|h(t)− h0(t)| → 0.
Since
|Zh(t)− Zh0(t)|2 = 2
∫ t
0
〈Zh(s)− Zh0(s), b˜(Zh(s))− b˜(Zh0(s))〉
Rm
ds
+2
∫ t
0
〈Zh(s)− Zh0(s), σ˜(Zh(s))h˙(s)− σ˜(Zh0(s))h˙0(s)〉Rmds
−2
∫ t
0
〈Zh(s)− Zh0(s), dKh(s)− dKh0(s)〉
Rm
6 2
∫ t
0
〈Zh(s)− Zh0(s), b˜(Zh(s))− b˜(Zh0(s))〉
Rm
ds
+2
∫ t
0
〈Zh(s)− Zh0(s), σ˜(Zh(s))h˙(s)− σ˜(Zh0(s))h˙(s)〉
Rm
ds
+2
∫ t
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))h˙(s)− σ˜(Zh0(s))h˙0(s)〉Rmds,
by Young’s inequality, (14) and the fact that there exists an η > 0 satisfying
r2(1 ∨ log r−1) 6 ρη(r2),
we have
sup
s∈[0,t]
|Zh(s)− Zh0(s)|2 6 2
∫ t
0
|Zh(s)− Zh0(s)|2(1 ∨ log |Zh(s)− Zh0(s)|−1)ds
+2
∫ t
0
|Zh(s)− Zh0(s)| · ‖σ˜(Zh(s))− σ˜(Zh0(s))‖L2(l2;Rm) · |h˙(s)|ds
+ sup
t′∈[0,t]
2
∫ t′
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))h˙(s)− σ˜(Zh0(s))h˙0(s)〉Rmds
6 2
∫ t
0
|Zh(s)− Zh0(s)|2(1 ∨ log |Zh(s)− Zh0(s)|−1)ds
+4R1/2(
∫ t
0
|Zh(s)− Zh0(s)|2 · ‖σ˜(Zh(s))− σ˜(Zh0(s))‖2L2(l2;Rm)ds)1/2
+ sup
t′∈[0,t]
2
∫ t′
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))(h˙(s)− h˙0(s))〉Rmds
6
1
2
sup
s∈[0,t]
|Zh(s)− Zh0(s)|2 + C
∫ t
0
ρη( sup
t′∈[0,s]
|Zh(t′)− Zh0(t′)|2)ds
+ sup
t′∈[0,t]
2
∫ t′
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))(h˙(s)− h˙0(s))〉Rmds.
Denote
I := sup
t′∈[0,t]
2
∫ t′
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))(h˙(s)− h˙0(s))〉Rmds.
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Define
u(t) :=
∫ t
0
σ˜(Zh0(s))(h˙(s)− h˙0(s))ds, v(t) := Zh(t)− Zh0(t).
Integration by parts gives∫ t
0
〈Zh(s)− Zh0(s), σ˜(Zh0(s))(h˙(s)− h˙0(s))〉Rmds
= 〈u(t), v(t)〉
Rm
−
∫ t
0
〈u(s), dKh(s)− dKh0(s)〉
Rm
−
∫ t
0
〈u(s), b˜(Zh(s))− b˜(Zh0(s))〉
Rm
ds
−
∫ t
0
〈u(s), σ˜(Zh(s))h˙(s)− σ˜(Zh0(s))h˙0(s)〉Rmds
:= I1(t) + I2(t) + I3(t) + I4(t).
By the proof of Lemma 4.2, we have for h, h0 ∈ BR
sup
t∈[0,1]
|Zh(t)|p + |Kh(·)|01 6 CR,
sup
t∈[0,1]
|Zh0(t)|p + |Kh0(·)|01 6 CR.
Thus by assumptions (14) and (15),
sup
t∈[0,1]
(|I1(t)|+ |I2(t)|+ |I3(t)|+ |I4(t)|) 6 C sup
t∈[0,1]
|u(t)|.
If we can show that
sup
t∈[0,1]
|u(t)| → 0 as sup
t∈[0,1]
|h(t)− h0(t)| → 0, (16)
then we can deduce that I → 0 as supt∈[0,1] |h(t) − h0(t)| → 0 which in turn implies by
Bihari’s inequality that
sup
t∈[0,1]
|Zh(t)− Zh0(t)| → 0 as sup
t∈[0,1]
|h(t)− h0(t)| → 0,
as desired.
Now we show (16). Let ρ be a mollifier with supp ρ ⊂ (−1, 1), ρ ∈ C∞ and ∫ 1−1 ρ(t)dt =
1. We denote ρn(u) := nρ(nu). Consider the following function:
φn(t) =
∫ 1
0
σ˜(Zh0(u))ρn(t− u)du.
It is obvious that s→ φn(s) is continuously differentiable and∫ 1
0
‖σ˜(Zh0(t))− φn(t)‖2dt→ 0 as n→∞.
Therefore
sup
t∈[0,1]
|u(t)| = sup
t∈[0,1]
|
∫ t
0
σ˜(Zh0(s))(h˙(s)− h˙0(s))ds|
6 sup
t∈[0,1]
|
∫ t
0
(σ˜(Zh0(s))− φn(s))(h˙(s)− h˙0(s))ds|
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+ sup
t∈[0,1]
|
∫ t
0
φn(s)(h˙(s)− h˙0(s))ds| =: J1 + J2.
By Ho¨lder’s inequality, for any δ > 0, there exists n0 ∈ N such that
J1 6 (
∫ 1
0
‖σ˜(Zh(t))− φn0(t)‖2dt)1/2(
∫ 1
0
|h˙(t)− h˙0(t)|2dt)1/2 6 4R1/2δ1/2.
For the second term J2, integrating by parts we have
J2 6 sup
t∈[0,1]
|h(t)− h0(t)|( sup
t∈[0,1]
‖φn0(t)‖+
∫ 1
0
‖φ˙n0(t)‖dt)
→ 0, as sup
t∈[0,1]
|h(t)− h0(t)| → 0,
which is what we wanted and the proof is completed. 
The following result establishes a Freidlin-Wentzell estimate for Xǫ. In the case of
ordinary stochastic differential equations, it is proved in [3].
Theorem 5.2. Assume that (H1)-(H4) hold. Let a > 0 be fixed. Then for every α > 0
and R > 0, there exist ǫ0, η0 > 0 such that for every h with I(f) 6 a and f = X
h, we
have
P{d(ǫW, h) < η, d(Xǫ, f) > α} 6 exp(−R
ǫ2
)
for every 0 < ǫ < ǫ0 and 0 < η < η0.
Proof. Having Lemma 5.1 in hand, the proof is similar to [3], and we include it here for
reader’s convenience.
Consider the diffusion
Zǫ(t, x) =
(
ǫW (t)
Xǫ(t, x)
)
,
where Zǫ(t, x) is the solution of the following MSDE:{
dZǫ(t) ∈ b˜ǫ(Zǫ(t))dt+ ǫσ˜ǫ(Zǫ(t))dWt − A˜ǫ(Zǫ(t))dt,
Zǫ(0) =
(
0
x
)
,
where
b˜ǫ(x) =
(
0
bǫ(x)
)
: Rk+m → Rk+m, σ˜ǫ(x) =
(
I
σǫ(x)
)
: Rk+m → R(k+m)×k
and
A˜ǫ(x) =
(
0
Aǫ(x)
)
: Rk+m → 2Rk+m.
For each f ∈ C([0, 1];Rk+m), we define
I˜(f) =
1
2
inf
{h∈H2
k
;f=Zh}
‖h‖2H2
k
,
where (Zh(·, x), Kh(·, x)) solves the following equation:{
dZh(t) ∈ b˜(Zh(t))dt+ σ˜(Zh(t))h˙(t)dt− A˜(Zh(t))dt,
Zh(0) =
(
0
x
)
,
(17)
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where
b˜(x) =
(
0
b(x)
)
: Rk+m → Rk+m, σ˜(x) =
(
I
σ(x)
)
: Rk+m → R(k+m)×k
and
A˜(x) =
(
0
A(x)
)
: Rk+m → 2Rk+m.
Obvious that b˜ǫ, b˜, σ˜ǫ, σ˜, A˜ǫ and A˜ also satisfy assumptions (H1)-(H4). One can easily
see that Eq. (17) is decomposed into two systems, i.e.,
Zh =
(
h
Xh
)
where Xh(t, x) solves the following MDE:
dXh(t) ∈ b(Xh(t))dt + σ(Xh(t))h˙(t)dt− A(Xh(t))dt, Xh(0) = x.
Fix now α > 0 and R > 0. Then
P{d(Xǫ, Xh) > α, d(ǫW, h) < η} = P{Zǫ ∈ Λη},
where
Λη = {χ =
(
χ1
χ2
)
∈ C([0, 1];Rk+m); d(χ1, h) < η, d(χ2, Xh) > α}.
By Lemma 5.1, we know that h→ Zh is continuous with respect to the distance d when
h ∈ BR = {h ∈ H2k;
1
2
‖h‖2H2
k
6 2R}.
Therefore there exists η > 0 such that if χ1 ∈ BR and d(χ1, h) 6 η, then
d(Xχ1, Xh) 6 α.
This implies that for such a value η, there is no trajectory χ ∈ Λη such that
1
2
‖χ1‖2H2k 6 2R and χ =
(
χ1
Xχ1
)
.
Consequently, we have
inf
f∈Λη
I(f) > 2R,
and the proof is completed by Theorem 3.3. 
We adopt the following definition from [2].
Definition 5.3. Let U be an open set of Rm. For α > 0, let Γα : U → U be a C2 bijective
transformation having continuous derivatives up to order 2. The family Γ = {Γα}α>0 is
said to be a system of contractions centered at x if
(a) Γα(x) = x for every α > 0;
(b) if α > β, then |Γα(y)− Γα(z)| 6 |Γβ(y)− Γβ(z)| for every y, z ∈ U ;
(c) Γ1 is the identical mapping on U and Γα−1 = Γ
−1
α . Moreover, for every compact
subset K of U and ǫ > 0, there exists δ > 0 such that if |αβ − 1| < δ then
|Γα ◦ Γβ(y)− y| < ǫ
for every y ∈ K.
In the sequel, we require D(A) ⊂ U .
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5.1. The large time functional iterated logarithm law. Let now b˜ : U → Rm and
σ˜ : U → Rm×k. Let A˜ be a multivalued maximum monotone operator. We also set
L(u) := log log u, φ(u) :=
√
uL(u), u > e,
L˜ =
1
2
∑
ij
a˜ij(y)
∂2
∂yi∂yj
+
∑
i
b˜i(y)
∂
∂yi
,
where a˜ = σ˜σ˜t. For every α > e, we define
b˜α(y) := α(L˜Γφ(α))(z)|z=Γ−1
φ(α)
(y), σ˜(y) := φ(α)∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · σ˜(Γ−1φ(α)(y)),
A˜α(y) := α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · A˜(Γ−1φ(α)(y)).
We shall make use of the following assumptions.
(C1) There exist b : U → Rm and σ : U → Rm×k such that
lim
α→∞
b˜α(y) = b(y), lim
α→∞
σ˜α(y) = σ(y),
uniformly on compact subsets of U ;
(C2) there exists a multivalued maximal monotone operator A : Rm → 2Rm such that
for every ǫ > 0,
lim
α→∞
(1 + ǫA˜α)
−1(y) = (1 + ǫA)−1(y)
uniformly on compact subsets of U ;
(C3) A˜α, A˜, A are maximal monotone operator with D(A˜α) = D(A) and nonempty
interior. Moreover, for a ∈ Int(D(A˜α)), A˜α is locally bounded at a uniformly in α;
(C4) if bǫ = b˜1/ǫ, σǫ = σ˜1/ǫ and Aǫ = A˜1/ǫ, the system of small random perturbation
(bǫ, σǫ, Aǫ) satisfies assumptions (H2)-(H4).
Consider the following MSDE:{
dY (t) ∈ b˜(Y (t))dt + σ˜(Y (t))dW (t)− A˜(Y (t))dt,
Y (0) = x ∈ D(A),
and let us set for u > e
Y (u)(t) = Y (ut), Zu(t) = Γφ(u)(Y
(u)(t)).
Now we give the large time functional iterated logarithm law.
Theorem 5.4. Under assumptions (C1)-(C4), the family {Zu}u>e is relatively compact.
Moreover, Θ := {f ; I(f) 6 1} is the limit set {Zu}u>e for u→∞ a.s., where
I(f) =
1
2
inf
{h∈H2
k
;f=Xh}
‖h‖2H2
k
,
and Xh(t, x) solves the following MDE:{
dXh(t) ∈ b(Xh(t))dt + σ(Xh(t))h˙(t)dt−A(Xh(t))dt,
Xh(0) = x.
Proof. The proof of this theorem is essentially the same as the proof of Theorem 3.1 in
[8]. That is, one first prove that for every c > 1 and for every ǫ, there exists a.s. a positive
integer j0 = j0(ω) such that for every j > j0,
d(Zcj ,Θ) < ǫ.
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One then applies Proposition 3.2 in [8] to obtain that
lim
u→∞
d(Zu,Θ) = 0 a.s..
Finally one uses Theorem 5.2 to prove that for any ǫ > 0, there exists cǫ > 1 such that
for every c > cǫ,
P{d(Zcj , f) < ǫ, i.o.} = 1,
which ensures that all points in Θ are actually limit points. Therefore we complete the
proof. 
Remark 5.5. We should point out that we can not use the method developed in [2, Propo-
sition 2.5] due to the existence of the multivalued maximal monotone operator.
5.2. The small time functional iterated logarithm law. Without making a great
effort, we can prove the functional iterated logarithm law for small value of the parameter.
Let b˜ : U → Rm and σ˜ : U → Rm×k. Let A˜ be a multivalued maximum monotone
operator. We also set
G(u) := log log u−1, ϕ(u) :=
√
uG(u), 0 < u < e−1,
L˜ :=
1
2
∑
ij
a˜ij(y)
∂2
∂yi∂yj
+
∑
i
b˜i(y)
∂
∂yi
,
where a˜ = σ˜σ˜t. For every 0 < α < e−1, we define
b˜α(y) := α(L˜Γϕ(α))(z)|z=Γ−1
ϕ(α)
(y),
σ˜α(y) := ϕ(α)∇Γϕ(α)(z)|z=Γ−1
ϕ(α)
(y) · σ˜(Γ−1ϕ(α)(y)),
A˜α(y) := α∇Γϕ(α)(z)|z=Γ−1
ϕ(α)
(y) · A˜(Γ−1ϕ(α)(y)).
We shall make use of the following assumption.
(C′1) There exist b : U → Rm and σ : U → Rm×k such that
lim
α→0+
b˜α(y) = b(y), lim
α→0+
σ˜α(y) = σ(y)
uniformly on compact subsets of U ;
(C′2) there exists a multivalued maximal monotone operator A : Rm → 2Rm such that
for every ǫ > 0,
lim
α→0+
(1 + ǫA˜α)
−1(y) = (1 + ǫA)−1(y)
uniformly on compact subsets of U ;
(C′3) A˜α, A˜, A are maximal monotone operator withD(A˜α) = D(A) which has nonempty
interior. Moreover, for a ∈ Int(D(A˜α)), A˜α is locally bounded at a uniformly in α;
(C′4) the system of small random perturbation (b˜α, σ˜α, A˜α) satisfies assumptions (H2)-
(H4).
Let Y (t) be the solution of MSDE (18), and set for 0 < u < e−1
Y (u)(t) = Y (ut), Z ′u(t) = Γϕ(u)(Y
(u)(t)).
Then we have the following theorem.
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Theorem 5.6. Under (C1)-(C4), the family {Zu}0<u<e−1 is relatively compact; moreover
Θ′ = {f ; I(f) 6 1} is the limit set {Zu}0<u<e−1 for u→ 0+ a.s., where
I(f) =
1
2
inf
{h∈H2k;f=Xh}
‖h‖2H2
k
,
and Xh(t, x) solves the following MDE:
dXh(t) ∈ b(Xh(t))dt + σ(Xh(t))h˙(t)dt− A(Xh(t))dt, Xh(0) = x.
5.3. Applications. In what follows we will use our newly established large time func-
tional iterated logarithm law and provide another approach to proving [16, Theorem 3.1].
Before stating the result, we present some related notations.
Definition 5.7. Suppose that O is a closed convex subset of Rm, and IO is the indicator
of O, i.e.,
IO :=
{
0, if x ∈ O,
∞, if x /∈ O.
The subdifferential of IO is given by
∂IO(x) := {y ∈ Rm; 〈y, x− z〉Rm > 0, ∀z ∈ O}
=

∅, if x /∈ O,
{0}, if x ∈ Int(O),
Πx, if x ∈ ∂O,
where Int(O) is the interior of O and Πx is the exterior normal cone at x.
It is well known that ∂IO is a multivalued maximal monotone operator.
We now deal with the case of the half-space with normal reflection. Let
R
m
+ = {x = (x1, x2, · · · , xd); x1 > 0} and e1 = (1, 0, · · · , 0).
As in Anderson and Orey [1], we define a transformation Γ : C([0, 1];Rm)→ C([0, 1];Rm+)
as follows: for w = (w1, w2, · · · , wm) ∈ C([0, 1];Rm),
Γ(ω) = (w1 + w¯1, w2, · · · , wm), (18)
where
w¯1(t) = − inf
s∈[0,t]
(w1(s) ∧ 0).
We write Γt(w) for (Γ(w))t.
For h ∈ H2k and x ∈ Rm+ , let X̂h(t, x) be the solution of the following differential
equation: {
dX̂h(t) = b(Γt(X̂
h))dt+ σ(Γt(X̂
h))h˙tdt,
X̂h(0) = x ∈ Rm+ .
Define
Î(f) :=
1
2
inf
{h∈H2
k
;f=X̂h}
‖h‖2H2k ,
with the understanding Î(f) = ∞ if the above set is empty. Now for f ∈ C([0, 1];Rm+),
we define
I+(f) := inf{Î(g); g ∈ C([0, 1];Rm),Γ(g) = f}. (19)
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Let O = Rm+ . Then ∂O = {x; x1 = 0}. Denote by γ the constant vector field defined
on ∂O with γ(x) ≡ e1. Let b˜ : O → Rm and σ˜ : O → Rm × Rk. Consider the following
Skorohod problem:{
dY (t) = b˜(Y (t))dt + σ˜(Y (t))dW (t) + 1∂O(Y (t))γ(Y (t))dK(t),
Y (0) = x ∈ O,K(0) = 0, (20)
where K(t) is non-decreasing in t and increasing only during ∆ := {t; Y (t) ∈ ∂O}, ∆ has
Lebesgue measure zero. We denote by 〈Y (·), K(·)〉 the unique solution of Eq. (20). As in
Section 5, let us set for u > e
Y (u)(t) = Y (ut), Zu(t) = Γφ(u)(Y
(u)(t)).
Theorem 5.8. Under (C1) in Section 5, the family {Zu}u>e is relatively compact; more-
over Θ = {f ; I+(f) 6 1} is the limit set {Zu}u>e for u→∞ a.s..
Proof. Note that by [10, Proposition 3.1], (Y (·), K(·)) is the solution of the following
MSDE: {
dY (t) ∈ b˜(Y (t))dt+ σ˜(Y (t))dW (t)− ∂IO(Y (t)),
Y (0) = x.
Moreover, I+(f) defined in (19) is actually equivalent to I(f) defined in (3). In fact,
since
I(f) =
1
2
inf
{h∈H2k;f=Xh}
‖h‖2H2
k
,
where Xh(t, x) solves the following MDE:{
dXh(t) ∈ b(Xh(t))dt + σ(Xh(t))h˙(t)dt− ∂IO(Xh(t))dt,
Xh(0) = x,
we have Xh(t, x) = Γ(X̂h(t, x)) (cf. [1, Proposition 1]). This implies I+(f) = I(f).
Now it suffices to check Assumptions (C2)-(C3). Because O = Rm+ , it is obvious that
the (C3) is satisfied, i.e., D(A˜α) = D(A), where
A(y) = A˜(y) = IO(y), Aα(y) = α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · IO(Γφ(α)(y)).
Next comes (C2). Consider the following indicator functions
IO(y) and α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · IO(Γφ(α)(y)).
Since O = Rm+ , we have
IO(y) = IO(Γφ(α)(y)) =
{
0, if y ∈ O,
∞, if y /∈ O,
and hence
IO(y) = α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · IO(Γφ(α)(y)) =
{
0, if y ∈ O,
∞, if y /∈ O. (21)
For any ǫ > 0, we define
Iǫ(y) = inf
u∈Rm
{|y − u|2/(2ǫ) + IO(u)}, y ∈ O,
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and
Iǫα(y) = inf
u∈Rm
{|y − u|2/(2ǫ) + α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) · IO(Γφ(α)(u))}, y ∈ O.
Then by (21), we have
Iǫ(y) = Iǫα(y) = inf
u∈O
{|y − u|2/(2ǫ)}.
By [5, Theorem 2.2], we have
Aǫ = ∂Iǫ and Aǫα = ∂I
ǫ
α, (22)
where Aǫ and Aǫα are Yosida approximations of ∂IO(y) and ∂(α∇Γφ(α)(z)|z=Γ−1
φ(α)
(y) ·
IO(Γφ(α)(y))), respectively. Consequently, we conclude from (22) that (C2) is satisfied.
Therefore the proof is completed by Theorem 5.4. 
Similarly, by applying the small time functional iterated logarithm law, we obtain the
following theorem.
Theorem 5.9. let us set for 0 < u < e−1
Y (u)(t) = Y (ut), Z ′u(t) = Γϕ(u)(Y
(u)(t)).
Under (C′1), the family {Zu}0<u<e−1 is relatively compact; moreover Θ = {f ; I+(f) 6 1}
is the limit set {Zu}0<u<e−1 for u→ 0+ a.s..
6. Appendix: Proof of (9)
Lemma 6.1. Assume that (H1)-(H4) hold. Let Xǫ,hǫ and X˜ǫ,hǫ,α solve Eq. (4) and Eq.
(8), respectively. Then for any x ∈ D(A), we have
lim
α→0
E sup
t∈[0,T ]
|X˜ǫ,hǫ,α(t)−Xǫ,hǫ(t)|2 = 0
uniformly in ǫ > 0.
Proof. We denote by Mnǫ (t) the C∞-approximation of Mǫ(t), which is defined as follows:
Mnǫ (t) := n
∫ t+ 1
n
t− 1
n
Mǫ(s− 1
n
)ρ(n(t− s))ds,
where ρ is a mollifier with suppρ ⊂ (−1, 1), ρ ∈ C∞ and ∫ 1−1 ρ(s)ds = 1. It is easy to
obtain from (6) and (7)
Mnǫ (0) = 0,
lim
n→∞
E sup
t∈[0,T ]
|Mnǫ (t)−Mǫ(t)|2 = 0,
sup
t∈[0,T ]
|Mnǫ (t)| 6 sup
t∈[0,T ]
|Mǫ(t)| a.s.,
sup
|t′−t|6δ
|Mnǫ (t′)−Mnǫ (t)| 6 sup
|t′−t|6δ
|Mǫ(t′)−Mǫ(t)| a.s., ∀δ > 0,
E sup
t∈[0,T ]
|M˙nǫ (t)|2 + E sup
t∈[0,T ]
|M¨nǫ (t)|2 6 Cn,
where Cn is a constant which does not depend on ǫ and α.
Let (Xǫ,hǫ,n(·, x), Kǫ,hǫ,n(·, x)) solve the following MSDE:{
dXǫ,hǫ,n(t) ∈ dMnǫ (t)−Aǫ(Xǫ,hǫ,n(t))dt,
Xǫ,hǫ,n(0) = x,
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and X˜ǫ,hǫ,α,n(t, x) solve the following differential equation:{
dX˜ǫ,hǫ,α,n(t) = dMnǫ (t)− Aαǫ (X˜ǫ,hǫ,α,n(t))dt,
X˜ǫ,hǫ,α,n(0) = x.
Now we split our proof into three steps.
Step 1
First we prove
lim
n→∞
E sup
t∈[0,T ]
|Xǫ,hǫ,n(t)−Xǫ,hǫ(t)| = 0 (23)
uniformly in ǫ. For this, we proceed as follows. By [10, Proposition 4.3], we have
sup
t∈[0,T ]
|Xǫ,hǫ,n(t)−Xǫ,hǫ(t)|2
6 sup
t∈[0,T ]
|Mnǫ (t)−Mǫ(t)|1/2( sup
t∈[0,T ]
|Mnǫ (t)−Mǫ(t)|+ 4|Kǫ,hǫ,n|0T + 4|Kǫ,hǫ|0T )1/2.
By Lemma 4.2, we have
E|Kǫ,hǫ|0T 6 C
where C is a constant which does not depend on ǫ. We still need to verify
E|Kǫ,hǫ,n|0T 6 C,
where C is a constant which does not depend on n and ǫ. By Proposition 2.1 we have
|Xǫ,hǫ,n(t′)− a|2 − |Xǫ,hǫ,n(t)− a|2
6 |Mnǫ (t′) + x− a|2 − |Mnǫ (t) + x− a|2
− 2γ|Kǫ,hǫ,n|t′t + 2γµ(t′ − t) + 2µ
∫ t′
t
|Xǫ,hǫ,n(s)− a|dr
+ 2
∫ t′
t
〈Mnǫ (s)−Mǫ(s), dKǫ,hǫ,n(s)〉Rm
+ 2〈Xǫ,hǫ,n(t′)− x−Mnǫ (t′),Mnǫ (t′)−Mnǫ (t)〉Rm
6 C(1 + sup
t∈[0,T ]
|Mǫ(t)|2 + sup
t∈[0,T ]
|Xǫ,hǫ,n(t)− a|)
+ 2( sup
|s′−s|6t′−t
|Mǫ(s′)−Mǫ(s)| − γ)|Kǫ,hǫ,n|tt′.
Hence
|Xǫ,hǫ,n(t′)− a|2 − |Xǫ,hǫ,n(t)− a|2 + γ
2
|Kǫ,hǫ,n|tt′ 6 C(1 + sup
t∈[0,T ]
|Mǫ(t)|2 + sup
t∈[0,T ]
|Xǫ,hǫ,n(t)− a|)
on the set
Ωǫ,n,δ = { sup
|s′−s|6δ
|Mnǫ (s′)−Mnǫ (s)| 6
γ
2
}.
Consequently, applying the same procedure in [10, Proposition 4.9], we obtain
|Kǫ,hǫ,n|0T1Ωǫ,n,δ 6
C(1 + supt∈[0,T ] |Mǫ(t)|2)
δ
.
For p > 6, this yields
E|Kǫ,hǫ,n|0T =
∞∑
k=1
E[|Kǫ,hǫ,n|0T1Ωǫ,n, 1
k+1
\Ω
ǫ,n, 1
k
]
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6 C
∞∑
k=1
(k + 1)P(Ωc
ǫ,n, 1
k
)
6 C
∞∑
k=1
(k + 1)E sup
|t′−t|6 1
k
|Mǫ(t′)−Mǫ(t)|p
6 C
∞∑
k=1
(k + 1)(
1
k
)p/2−1 <∞.
Therefore, we obtain the desired estimate, and hence (23) is satisfied.
Step 2
Similarly to Step 1, we can prove
lim
n→∞
E sup
t∈[0,T ]
|X˜ǫ,hǫ,α,n(t)− X˜ǫ,hǫ,α(t)| = 0 (24)
uniformly in ǫ and α.
Step 3
Let α, β > 0. Since Aαǫ (x) ∈ Aǫ(Jα(x)), we have
〈Aαǫ (x)− Aβǫ (y), x− y〉Rm > −(α + β)〈Aαǫ (x), Aβǫ (y)〉Rm , ∀x, y ∈ Rm.
Therefore
sup
t∈[0,T ]
|X˜ǫ,hǫ,α,n(t)− X˜ǫ,hǫ,β,n(t)|2
= sup
t∈[0,T ]
| −
∫ t
0
〈Aαǫ (X˜ǫ,hǫ,α,n(s))−Aβǫ (X˜ǫ,hǫ,β,n(s)), X˜ǫ,hǫ,α,n(s)− X˜ǫ,hǫ,β,n(s)〉Rmds|
6 (α + β)
∫ T
0
|Aαǫ (X˜ǫ,hǫ,α,n(s)||Aβǫ (X˜ǫ,hǫ,β,n(s)|ds
6 (α + β)T sup
t∈[0,T ]
|Aαǫ (X˜ǫ,hǫ,α,n(t)| sup
t∈[0,T ]
|Aβǫ (X˜ǫ,hǫ,β,n(t)|.
As in the proof of [10, Proposition 4.7], we have
| d
ds
X˜ǫ,hǫ,α,n| 6 |M˙nǫ (t)|+ |A0ǫ(x)|+
∫ t
0
|M¨nǫ (s)|ds,
and this gives
sup
t∈[0,T ]
|Aαǫ (X˜ǫ,hǫ,α,n(t))| 6 |A0ǫ (x)|+ 2 sup
t∈[0,T ]
|M˙nǫ (t)|+ T sup
t∈[0,T ]
|M¨nǫ (t)|.
Consequently we have
E sup
t∈[0,T ]
|X˜ǫ,hǫ,α,n(t)− X˜ǫ,hǫ,β,n(t)|2 6 Cn(α + β),
where Cn is a constant independent of ǫ, α and β. We know from [10, Proposition 4.7]
that
sup
t∈[0,T ]
|X˜ǫ,hǫ,α,n(t)−Xǫ,hǫ,n(t)| → 0 a.s. as α→ 0.
Therefore we have
lim
α→0
E sup
t∈[0,T ]
|X˜ǫ,hǫ,α,n(t)−Xǫ,hǫ,n(t)|2 = 0 (25)
uniformly in ǫ.
26
Then the proof is completed by (23)-(25). 
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